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Resumen 
Este trabajo de Tesis tiene por objetivo general dar soluciones a diferentes problemas 
relacionados con la detección automática de señales sísmicas. Dichos problemas incluyen 
(1) el picado de los tiempos de los primeros arribos en exploración sísmica, (2) la de-
tección y determinación de los tiempos de llegada de fases de terremotos en registros 
de estaciones sismológicas, y (3) la declaración y picado de los arribos de eventos en 
registros de microsismicidad. Para ello, se estudian diversos atributos sísmicos conven-
cionales y no convencionales diseñados para realzar la llegada de las señales de interés 
por sobre el ruido de fondo de los datos. A partir de estos atributos se proponen nuevos 
algoritmos, estrategias y métodos para detectar las señales buscadas de forma eficiente, 
automática y precisa. En particular, se analiza la dimensión fractal de la traza sísmica, 
se aclaran algunas suposiciones teóricas e hipótesis que deben realizarse al considerar 
una traza sísmica como una curva fractal, y se evalúan distintas estrategias para estimar 
su dimensión. A partir de ejemplos con datos sintéticos y reales, se prueba que la di-
mensión fractal obtenida a través del método del variograma es un atributo que evidencia 
claramente la transición entre el ruido y la señal con ruido. Se desarrollan también tres 
nuevos métodos para detectar los tiempos de los primeros arribos en registros sísmicos 
complejos de forma automática. Los atributos en los que se basan estos nuevos algo-
ritmos están dados por un cociente de energías, por la entropía de la traza sísmica, y 
por su dimensión fractal, aprovechando en este último caso los resultados del análisis 
previo. Los cambios detectados en los atributos son realzados mediante la aplicación de 
un filtro de suavizado que preserva los saltos bruscos. Estos algoritmos determinan los 
primeros arribos analizando las trazas sísmicas individualmente. Se introduce luego un 
novedoso proceso de corrección de picados erróneos que considera simultáneamente todo 
el conjunto de las trazas pertenecientes a un mismo registro de disparo común teniendo en 
cuenta la alineación aproximada de los primeros arribos dada por el modelo de refracción. 
Este procedimiento permite además descartar las trazas malas de forma automática. Los 
métodos propuestos son luego mejorados y aplicados a un gran volumen de datos reales 
provistos por la industria que presentan distintos desafíos y dificultades. Para estudiar la 
detección de señales en sismología, se realiza un análisis comparativo entre ocho métodos 
V 
de detección automática de fases de terremotos. El conjunto de ocho métodos analizado 
está formado por la adaptación de los tres algoritmos desarrollados para picar primeros 
arribos, por tres métodos tradicionales, y por dos métodos obtenidos a partir de mo-
dificaciones a dos de los métodos tradicionales. El estudio es llevado a cabo utilizando 
registros obtenidos en la Estación Sismológica de La Plata (LPA). Como resultado, se 
realiza una valoración relativa de los ocho métodos de detección en la que algunos de 
ellos se destacan por sobre otros, y se obtienen así herramientas computacionales para 
realizar la detección automática de fases de terremotos en estaciones sismológicas. Por 
último, se seleccionan tres de estos ocho métodos y a partir de ellos se genera una nueva 
metodología para detectar microsismos de forma automática que consta de dos pasos. 
En el primer paso se detectan y determinan todos los tiempos de aquellos eventos que 
representan un potencial arribo de un microsismo, traza por traza en todo el registro. 
En el segundo paso, se utiliza un criterio que analiza todo el registro en su conjunto para 
declarar la presencia de microsismos. Como resultado se obtienen el número de micro-
sismos declarados, un indicador de confianza asociado a cada uno de ellos, y los tiempos 
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Uno de los principales objetivos de la geofísica es el estudio de la propagación de perturba-
ciones elásticas a través del subsuelo. Estas perturbaciones, denominadas ondas sísmicas, 
viajan de un punto a otro a través del medio y brindan información del mismo. Las ondas 
sísmicas pueden generarse naturalmente, como ocurre cuando acontece un terremoto, o 
ser intencionalmente provocadas por el hombre para estudiar el subsuelo en busca de 
recursos naturales, como sucede en exploración sísmica. Cualquiera sea el caso, las on-
das sísmicas son luego registradas en superficie, o cerca de la superficie, mediante algún 
tipo de receptores (sismógrafos, geófonos, hidrófonos, etc.). La información sísmica que 
recolectan estos receptores, denominada traza sísmica o sismograma, conforma el dato 
de interés que se examina en esta Tesis. 
La información sísmica puede analizarse desde diferentes enfoques. Desde el punto 
de vista del análisis de señales, una traza sísmica, o un sismograma, representa una serie 
de tiempo. Por tanto, es posible estudiar el dato sísmico utilizando las herramientas 
disponibles para el análisis de series temporales digitales. De esta manera, a partir de la 
teoría del análisis de las señales digitales, se pueden extraer distintas características de 
los datos, dependiendo de cuál sea el objetivo del análisis. Los desarrollos llevados a cabo 
a lo largo de este trabajo de Tesis se centran en el procesamiento de los datos sísmicos 
con el fin de detectar los tiempos de llegada de ciertas señales que, lamentablemente, se 
encuentran usualmente contaminadas por ruidos indeseados, lo que dificulta esta tarea. 
Para ello, resulta primordial definir y calcular diferentes atributos sísmicos que tienen 
por objeto resaltar las señales de interés presentes en los datos. Las señales que se busca 
detectar mediante las diferentes metodologías propuestas están dadas por los primeros 
arribos en sísmica de exploración, las fases de terremotos en registros sismológicos, y los 
eventos generados por microfracturas en registros de microsísmica. 
1 
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1.1 Atributos sísmicos y detección de eventos 
En general, el concepto de atributo sísmico hace alusión a cualquier cantidad obtenida a 
partir de la información sísmica, la que a su vez está usualmente basada en medidas de 
tiempo, amplitud, frecuencia y jo atenuación [59, 17]. Esta definición nos permite afirmar 
que el concepto de atributo sísmico es bien amplio, y puede aplicarse a un gran número de 
magnitudes. Por ejemplo, cantidades tales como el valor absoluto o la energía de la traza 
sísmica, que son obtenidas mediante operaciones sencillas, son algunos casos simples de 
atributos sísmicos. En la actualidad, el concepto se ha ampliado más aún e involucra 
una inmensa cantidad de magnitudes extraídas de las trazas sísmicas mediante diversas 
operaciones matemáticas. Desde un enfoque más moderno y práctico, un atributo sísmico 
es definido como cualquier medida que ayuda a mejorar o cuantificar características del 
dato que interesan para su interpretación [17]. 
Durante la década del 70 se introdujo la idea de presentar la información sísmica 
mediante el coloreo de los gráficos convencionales de área variable. El trabajo presentado 
por Balch [11] representa la primera publicación en Geophysics en la que se muestran 
datos sísmicos utilizando colores. Paralelamente, Nigel Anstey y su equipo comenzaron 
a trabajar en algunas técnicas innovadoras para la época para exhibir los datos sísmicos, 
introduciendo los colores en las secciones sísmicas, según lo apunta el propio Anstey años 
más tarde [8]. Esta es hoy día una práctica no sólo habitual, sino también imprescindible 
en la interpretación sísmica. Algunos años después, dos colegas de Anstey, Thrham Taner 
y Fulton Koehler, continuaron su trabajo y desarrollaron el marco matemático necesario 
para poder calcular computacionalmente ciertos atributos a partir del análisis complejo 
de la traza sísmica [64, 63]. A partir de aquel momento, el concepto de atributo sísmico 
comienza a ser ampliamente difundido. Los atributos desarrollados en estos trabajos, 
que fueron derivados mediante dicho análisis complejo y presentados novedosamente en 
gráficos con colores, incluyen la amplitud de la función envolvente, la fase instantánea, 
la frecuencia instantánea y la polaridad aparente. Asimismo, otro atributo que es fre-
cuentemente considerado entre los primeros desarrollados es la impedancia acústica [59]. 
La impedancia acústica representa la propiedad del subsuelo responsable de que se pro-
duzcan las refracciones y jo reflexiones de la ondas que lo atraviesan, y se puede obtener 
a partir de la inversión sísmica de los datos [65]. Así, a partir de la inclusión de colores 
para exhibir la información sísmica, el análisis complejo de la traza y el desarrollo de las 
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técnicas de inversión geofísica, los atributos proliferaron dando lugar a un gran número 
de nuevas aplicaciones. 
En esta Tesis vamos a analizar y proponer algunos atributos que resultan adecuados 
para la detección de señales. Cuando las operaciones matemáticas involucradas en el 
cálculo de un dado atributo pertenezcan al análisis de señales digitales tradicional, dire-
mos que dicho atributo es convencional. Por el contrario, si las operaciones matemáticas 
llevadas a cabo incorporan conceptos relativos a otras ramas de la matemática, o incluso 
a otras teorías, diremos que el atributo es no convencional. 
Es importante remarcar que cualquier operación matemática legítima realizada uti-
lizando los datos sísmicos puede derivar en un atributo que resulte provechoso para 
resaltar alguna característica de los datos y que sea útil de acuerdo al objetivo de estu-
dio. En todo caso, la dificultad reside en elegir las operaciones apropiadas para extraer 
las características buscadas de forma eficiente. En este contexto, vamos a estudiar y 
analizar diversos atributos sísmicos, convencionales y no convencionales, con un objetivo 
concreto: detectar los tiempos de llegada de las señales inmersas en el inevitable ruido 
de fondo de los datos. 
El éxito en la detección de señales está estrechamente ligado con la capacidad del 
atributo seleccionado de responder matemáticamente en forma diferenciada ante la lle-
gada de los eventos a detectar. Por otro lado, las características de las trazas sísmicas 
están determinadas, entre otros motivos, por el tipo de fuente con el que se generó la 
señal (sea artificial como en una campaña de prospección sísmica o natural como en el 
caso de un terremoto), el medio por el que viajó la onda, el instrumento con el que se 
registró, y el ruido de fondo de la estación o receptor. Todos estos factores deberán en-
tonces considerarse al momento de elegir qué atributo utilizar para la detección, puesto 
que influyen directamente sobre los datos registrados. 
El objetivo que se persigue a lo largo de esta Tesis es generar algoritmos que calculen 
un atributo determinado, y a partir de éste, diseñar estrategias matemáticas y computa-
cionales que detecten los tiempos de llegada de las señales de interés de forma precisa 
y automática. Para ello, la selección y cálculo del atributo representa simplemente el 
primer paso del procedimiento, puesto que los métodos de detección automática se sue-
len implementar mediante diversos pasos de procesamiento que involucran operaciones de 
filtrado, criterios estadísticos, criterios de coherencia, etc. No obstante, dicha selección 
es fundamental en cualquier método de detección utilizado. 
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1.2 Detección de señales en exploración sísmica 
En la exploración sísmica, el picado de primeros arribos (first-breaks) es la tarea que 
consiste en determinar, dado un conjunto de trazas sísmicas, los tiempos de la llegada 
de la señal en cada traza con la mayor precisión posible. En general, estos arribos están 
asociados con la energía de las ondas refractadas en la base de la capa no consolidada 
(capa de weathering) o con la energía de la onda que viaja directamente desde la fuente 
hasta el receptor. 
La determinación precisa de los tiempos de los pnmeros arribos es necesana para 
el cálculo de las correcciones estáticas, una etapa fundamental en el procesamiento de 
los datos sísmicos. La eficacia de las correcciones estáticas basadas en los métodos 
de reflexión y refracción depende de la fiabilidad del proceso de picado [75, p. 37 4]. 
Además, aplicaciones tales como correcciones estáticas por tomografía sísmica (tomo-
statics), requieren de una detección automática rápida y precisa de los primeros arribos 
de la señal [78]. 
En general, la calidad del primer arribo está relacionada con el tipo de fuente, con la 
estructura del subsuelo más cercano a la superficie, y con la relación señal-ruido de los 
datos. Como consecuencia de ello, el picado automático de los primeros arribos puede ser 
una tarea muy difícil si los datos se adquieren en un área con estructura subsuperficial 
somera compleja, o si la relación señal-ruido es baja. Por otra parte, si la onda de origen 
es de fase cero, como ocurre cuando se utilizan fuentes de Vibraseis, la correlación con el 
barrido a menudo produce lóbulos laterales que llegan antes que el primer arribo, con lo 
que el proceso de detección se vuelve aún más difícil. 
Tradicionalmente, la determinación de la llegada de la señal era llevada a cabo me-
diante la inspección visual de las amplitudes y los cambios de forma de onda de los 
datos ("picado manual"). Además de consumir demasiado tiempo, esta estrategia puede 
generar picados sesgados e inconsistentes, ya que recae en la subjetividad del operador 
que realice la tarea. Con el desarrollo de los equipos modernos, el uso de software es-
pecífico para realizar el picado de forma interactiva facilita el proceso, pero en general, 
todo el procedimiento es todavía muy costoso e involucra mucha subjetividad. Por lo 
tanto, la implementación de sistemas automatizados basados en algoritmos computa-
cionales es crucial para una detección rápida de los primeros arribos de forma coherente 
y objetiva. Hoy en día, la estrategia más común es usar un método de picado automático 
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o semi-automático como primer paso, y corregir los resultados de forma interactiva me-
diante la inspección visual en segunda instancia. En ciertos casos, este proceso debe ser 
repetido varias veces, en especial en áreas particularmente complejas. Como resultado, 
cuando el volumen de datos es grande y la calidad de los datos es pobre, picado puede 
involucrar hasta 30% del tiempo total de procesamiento. 
Durante las últimas décadas se han desarrollado numerosas técnicas para la deter-
minación de los primeros arribos de forma automática o semi-automática. Los primeros 
intentos se basaron en la correlación cruzada de trazas adyacentes para encontrar el 
tiempo de retardo entre los primeros arribos [4 7]. Estas técnicas tienden a fallar cuando 
cambia la forma de la señal de llegada de una traza a otra y cuando aparecen trazas malas 
o nulas. Hatherly [25] propuso un método que determina la llegada de los primeros arri-
bos basado en la realización de algunas pruebas estadísticas algo engorrosas, mientras 
que Gelchinsky y Shtivelman [23] presentaron una técnica basada en una combinación 
de las propiedades de correlación de la señal y un criterio estadístico. Otros enfoques, 
usualmente incluidos en distintos paquetes de software comerciales, se han centrado en 
la detección de un aumento repentino en la energía de la señal [19]. Como ha sido apun-
tado por Coppens [19], este método es muy robusto cuando la relación señal-ruido de los 
datos es suficientemente alta. Como primera aproximación a la ubicación de los primeros 
arribos, Spagnolini [61] basó su método adaptativo de picado en la detección de cambios 
bruscos en la energía de la señal. Se han publicado también nuevos métodos que se basan 
en variaciones de los criterios recién mencionados [42]. 
Por otro lado, entre los métodos no convencionales, muchos algoritmos diseñados 
para la detección semi-automática de primeros arribos están basados en el uso de redes 
neuronales. Estos enfoques han demostrado ser muy útiles para esta tarea y cuentan 
con amplia aceptación [44]. No obstante, se necesita de un adecuado entrenamiento 
de la red neuronal para que estos métodos funcionen correctamente, lo que a menudo 
requiere invertir una cantidad considerable de tiempo del operador (y experiencia). Sin 
un buen entrenamiento previo de la red neuronal, los resultados pueden requerir de 
varios ajustes manuales de los picados, que llevan mucho tiempo, especialmente cuando 
la calidad de los datos es baja. Otros métodos no convencionales implican el uso de 
covarianzas de tercer orden [76], con limitaciones similares a las de los enfoques basados 
en la correlación cruzada, pero más robustos en condiciones de baja relación señal-ruido. 
Otros, se basan en la transformada wavelet [66]. Por desgracia, cuando el ruido de fondo 
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es alto y la calidad de los datos es pobre, estas técnicas tienden a fallar. La obtención 
de picados consistentes y fiables de forma automatizada sigue sin resolverse, y representa 
un problema de gran interés e impacto entre los actuales temas de investigación en 
prospección geofísica para la obtención de recursos naturales. 
Algunos métodos no convencionales basados en el análisis de la dimensión fractal de 
los datos merecen especial atención. Los fractales han sido en las últimas décadas amplia-
mente estudiados en diversos problemas pertenecientes a las ciencias de la Tierra [69, 30]. 
Si bien la formalidad matemática de los fractales es aún motivo de discusión, existe indu-
dablemente un gran número de aplicaciones de la teoría de los fractales que ha resultado 
de gran utilidad [36, 22, 46, 30, 69]. En particular, los fractales se han aplicado con 
éxito en la detección de señales en datos de prospección geofísica [12, 26], y también 
en sismología para la detección de fases de terremotos [67]. La estrategia se basa en 
considerar la traza sísmica (o el sismograma) como una curva fractal y a partir de su 
dimensión diferenciar las señales de interés del ruido de fondo. No obstante, el análisis 
de series de tiempo mediante el cálculo de la dimensión fractal no es trivial, y se debe 
tener especial cuidado con el cumplimiento de ciertas hipótesis [51]. Durante el próximo 
capítulo describiremos con detalle cómo utilizar la dimensión fractal como un atributo 
sísmico no convencional para la detección de primeros arribos. 
1.3 Detección de señales en sismología 
Del mismo modo que el picado automático de primeros arribos es fundamental para nu-
merosas aplicaciones en sísmica de prospección, en sismología global, la detección y picado 
de fases de eventos representa un paso fundamental para la localización y análisis de datos 
de terremotos en cualquier estación sismológica. Al igual que ocurre con los primeros 
arribos sísmicos, esta tarea era realizada tradicionalmente mediante la inspección visual 
de los datos. En este caso, la metodología clásica es la lectura de las bandas de los regis-
tros de las estaciones y la identificación manual del advenimiento de las diferentes fases 
asociadas a los terremotos. Actualmente, la gran mayoría de los instrumentos utilizados 
en las estaciones sismológicas digitalizan y almacenan los datos. Además, el monitoreo 
sísmico se ha multiplicado significativamente en todo el planeta, lo que genera la necesi-
dad de analizar un inmenso volumen de datos. Esta abundancia de datos provocó que 
la inspección visual de los registros se vuelva una tarea muy demandante en cuanto a 
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tiempo y recurso humano. Por esta razón, en las últimas décadas se han desarrollado 
diversos algoritmos para realizar la detección y picado de fases de terremotos de manera 
automática o semi-automática. Muchos de estos algoritmos están actualmente incluidos 
en paquetes de procesamiento utilizados por diferentes organizaciones o instituciones [5]. 
Sin dudas, puede trazarse una analogía entre el problema que representa la detección 
de fases de terremotos en sismología y el picado automático de primeros arribos en 
sísmica de exploración. Claramente, la semejanza entre estos dos problemas se debe 
principalmente a que los fundamentos físicos que subyacen en ambas teorías son muy 
similares. Esta semejanza queda también evidenciada en la literatura por la presencia de 
métodos que usan algoritmos muy similares para realizar una tarea o la otra. 
Entre los artículos presentados en revistas de sismología son muy populares aquellos 
métodos que comparan el valor de algún atributo de la señal en dos ventanas de tiempo 
diferentes. Este atributo es calculado en una primera ventana de corta duración en tiempo 
que intenta extraer las características actuales de la señal, y en otra de mayor duración 
que tiene por objeto dar la referencia del ruido de fondo en el que está inmerso el evento 
a detectar. En 1982, Allen introduce un nuevo concepto definiendo dicho atributo como 
characteristic function ( C F) [7]. De bid o a que estos métodos comparan los promedios de 
dicha C F entre las dos ventanas de tiempo mencionadas, suelen ser denominados métodos 
de tipo STA/ LT A ( short term average/ long term average). El evento se declara cuando 
este cociente supera un valor umbral T H R ( thresholá). El método que fue presentado 
originalmente por Allen [6] ha sido ampliamente utilizado por el U.S. Geological Survey 
(USGS), en particular en el proyecto USGS Earthworm System [27]. 
Además del método de Allen, existen otros métodos de tipo STA/ LT A muy difun-
didos. Uno de los más citados es aquel presentado por Baer y Kradolfer [9], que es 
actualmente utilizado como el motor del software de picado MannekenPix desarrollado 
por Aldersons [5]. La rutina AUTOPIC contenida en el Seismic Analysis Code (SAC) 
utiliza el método presentado por Ruud y Husebye [48], también de tipo STA/ LT A. 
Por su parte, Earle y Shearer [21] definen la envolvente de la señal (calculada a partir 
de la función analítica) como la función característica ( C F) para calcular el cociente 
STA/ LT A en el que se basa su método para hacer un estudio de sismología global a 
partir de la construcción de tablas de tiempos de recorrido. Todos estos métodos de 
tipo STA/ LT A, que podríamos denominar "convencionales" por su amplia difusión y 
aceptación a lo largo del tiempo, guardan ciertas similitudes con el tradicional método 
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para picado de primeros arribos sísmicos desarrollado por Coppens [19], en donde se in-
troduce un criterio de comparación de energías entre dos ventanas anidadas de diferentes 
tamaños. 
Se han desarrollado también diversos algoritmos de picado de fases no convencionales 
que utilizan modelos auto-regresivos (AR) junto con el Criterio de Información de Akaike 
(AIC) presentado por Akaike [1, 2]. Los trabajos más difundidos con este enfoque son 
los de Sleeman y van Eck [60], Leonard y Kennett [33], Bai y Kennett [10], y Zhang et 
al. [77]. La teoría de los fractales fue también utilizada tanto en sismología para picar 
fases de terremotos [67] como en sísmica de exploración para picar primeros arribos [12, 
26, 54]. Asimismo, se han realizado más recientemente algunos intentos para abordar el 
mismo problema a partir del uso de estadística de órdenes superiores [56, 31], en los que 
nuevamente se puede encontrar una correlación con métodos de exploración sísmica [76]. 
No obstante, se debe remarcar que existe una diferencia substancial entre el picado de 
primeros arribos sísmicos y el picado de fases de terremotos. Mientras que en el problema 
relativo a la exploración sísmica se busca detectar un único evento (el primer arribo) por 
cada traza sísmica para realizar luego las correcciones estáticas, en los registros de esta-
ciones sismológicas en muchas ocasiones el interés se centra en detectar diferentes fases 
de terremotos. Por ello, algunos métodos intentan picar los tiempos de varias fases, que 
pueden ser las correspondientes a arribos de ondas P, S, y jo superficiales. Así, mientras 
que en los métodos sísmicos se busca un único rasgo distintivo a lo largo de toda la traza, 
los algoritmos utilizados en sismología tienden a detectar varias fases cuando se supera 
un umbral o tolerancia dada. Por esta razón, al buscar utilizar algoritmos originalmente 
desarrollados para picar primeros arribos sísmicos (como haremos en el Capítulo 4 de esta 
Tesis), se debe previamente adaptarlos para identificar fases de terremotos en registros 
de estaciones sismológicas. 
1.4 Detección de señales en estudios de microsismicidad 
La sísmica puede ser dividida en dos grandes ramas: la sísmica activa y la sísmzca 
pasiva. En la primera, el hombre es quien introduce una perturbación (fuente sísmica) 
que se propaga a través del subsuelo para luego ser registrada en superficie o en un 
pozo mediante un arreglo de receptores. Este es el caso de los tradicionales métodos de 
refracción y de reflexión en exploración geofísica. Por otro lado, la sísmica pasiva se basa 
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en "escuchar" los movimientos naturales del subsuelo sin que exista energía agregada 
por el hombre [59]. A modo de ejemplo, los estudios preliminares de ruido durante una 
campaña sísmica representan un caso de sísmica pasiva. 
Los estudios de sísmica pasiva comenzaron hacia fines de la década del 60, si bien 
fue recién en las últimas dos décadas que una serie de operadores independientes han 
aplicado con éxito este tipo de estudios para dar soluciones a temas específicos [41]. 
En particular, el monitoreo pasivo de emisiones acústicas, o microsismos de pequeña 
magnitud ( microsismicidad) asociados con cambios de tensión dentro y alrededor de un 
reservorio de hidrocarburos, puede ser utilizado para obtener una imagen sísmica de la 
dinámica del mismo [38]. 
Para realizar la recuperación secundaria en un pozo de hidrocarburos se inyectan 
fluidos con el objeto de generar fracturas en las inmediaciones del mismo y facilitar la ex-
tracción de hidrocarburos. Asimismo, para poder monitorear la evolución del reservorio 
y el propio proceso de inyección de fluidos resulta de gran interés conocer la localización 
y dinámica de estas fracturas. Los registros de microsísmica son obtenidos mediante una 
riestra de geófonos ubicados en un pozo cercano al pozo de extracción del hidrocarburo, 
en el que se producen las microfracturas o cambios de tensión que generan los micro-
srsmos. Generalmente, se utilizan imágenes microsísmicas para estudiar el desarrollo 
espacial y temporal de la creación y reactivación de fracturas, principalmente a partir 
de las variaciones espaciales y temporales de la ubicación hipocentral de las emisiones 
acústicas asociadas a la deformación sísmica [39]. De esta forma, la inyección de fluidos 
en los pozos posee un rol doble: (1) favorecer la extracción de los hidrocarburos (recu-
peración secundaria) y (2) generar fracturas que permiten monitorear la evolución del 
reservorio mediante estudios microsísmicos. Esta aplicación de la microsísmica ha crecido 
exponencialmente en los últimos años e incluso se ha convertido en una herramienta de 
ingeniería rutinaria en la evaluación de la geometría de las fracturas hidráulicas [40]. 
El rasgo distintivo de los microsismos inducidos por inyección hidráulica es que poseen 
magnitudes muy pequeñas [57]. A consecuencia de esto, el principal desafío que se pre-
senta al momento de desarrollar alguna metodología que intente detectar y picar los 
tiempos de arribo de los eventos automáticamente está dado por la mala relación señal-
ruido que generalmente presentan los datos. Más aún, dependiendo de la polarización 
de las ondas al arribar a los receptores, la presencia de la señal en algunas componentes 
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puede estar parcial o totalmente enmascarada por el ruido. Con esta motivación, re-
cientemente se han publicado algunos trabajos en los que se intenta atenuar el ruido de 
fondo y mejorar así la relación señal- ruido de los registros de microsísmica con diferentes 
enfoques. Han et al. [24] propusieron una metodología de reducción de ruido aleatorio a 
partir de una técnica de separación de señal y ruido desarrollada como una extensión de la 
promediación simple entre trazas. Por su parte, Vera Rodriguez et al. [71] desarrollaron 
una técnica de atenuación de ruido en registros microsísmicos utilizando una transfor-
mada tiempo-frecuencia en la que se impone la condición de que la matriz que representa 
la transformada sea rala. N o obstante, más allá de estos avances para mejorar la relación 
señal-ruido en los registros de microsísmica, el desafío de la detección automática de los 
eventos persiste. 
Como primera aproximación, para detectar eventos en estudios de microsismicidad 
se pueden adaptar tanto aquellos métodos y estrategias desarrollados para realizar el pi-
cado de los primeros arribos sísmicos como aquellos utilizados para la detección de fases 
de terremotos. Los métodos de mayor difusión para detectar fases de terremotos son 
los de tipo STA/ LT A. Como hemos explicado en la sección anterior, en estos métodos 
se calcula el cociente entre los promedios de cierto atributo (función característica C F) 
obtenidos en dos ventanas de diferente tamaño. Luego, un evento es declarado cuando 
este cociente supera un dado valor de umbral. Este enfoque es también ampliamente uti-
lizado para detectar microsismos. Por ejemplo, Munro [43] utiliza un algoritmo basado 
en un método de tipo STA/ LT A en donde el atributo seleccionado para promediar en 
las ventanas es la energía. A excepción del esquema de ventanas utilizado, este método 
es equivalente al método que utiliza Coppens para picar primeros arribos [19]. De forma 
similar, Chen y Stewart [16] proponen utilizar el valor absoluto de las trazas sísmicas 
para la función característica que es luego promediada en las ventanas. Recientemente, 
Wong et al. [7 4] y Han et al. [24] presentaron un método que denominan "cociente de 
energías modificado" (MER) y que es validado a partir de su comparación con un algo-
ritmo STA/ LT A "clásico". El esquema de ventanas en el MER es similar al del método 
para detectar fases de terremotos de Earle y Shearer [21] (ESM), si bien los atributos 
elegidos y criterios en la elección de las longitudes de ventanas son diferentes. Por su 
parte, Vera Rodriguez [70] también propone utilizar un método de tipo STA/ LT A donde 
la función característica elegida para generar luego el cociente STA/ LT A es obtenida a 
partir de la transformada wavelet discreta estacionaria (SDWT) de la traza sísmica. 
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Además de los métodos de tipo STA/ LT A, existen otro tipo de estrategias propuestas 
por diversos autores para abordar el problema de la detección automática de microsismos. 
Akram [3] presentó un método para detectar el arribo de las ondas P en las componentes 
verticales de los geófonos basado en el cálculo de la desviación estándar en una ventana 
móvil que avanza a lo largo de la traza. Por otro lado, Tselentis et al. [68] desarrollaron un 
método de picado automático de fases P de microsismos basado en el test estadístico de 
x2 Como mencionamos durante la sección anterior, diversos autores basan sus métodos 
de detección y jo picado de fases de terremotos en el Criterio de Información de Akaike [60, 
33, 10, 77]. Este mismo criterio es propuesto por St-Onge [62] para la detección de eventos 
de microsísmica. 
Claramente, la detección de los eventos microsísmicos relacionados tanto con movi-
mientos inducidos en las estructuras preexistentes como con la creación de nuevas frac-
turas representa una aplicación directa de los algoritmos desarrollados para detectar fases 
de terremotos. Más aún, dadas las características de los registros de microsísmica, que 
usualmente están compuestos por los datos recolectados por riestras de receptores coloca-
dos en pozos, se pueden tomar también muchos elementos de las estrategias desarrolladas 
para detectar primeros arribos en sísmica de exploración. Dicho de otro modo, la de-
tección automática de microsismos puede considerarse una aplicación que se encuentra 
entre la detección de eventos en sísmica de prospección (picado de primeros arribos) y la 
detección y picado de las fases de terremotos en sismología. Estas ideas dieron lugar a 
los métodos propuestos en el Capítulo 5 de esta Tesis. 
1.5 Descripción de los contenidos y objetivos 
A lo largo de esta Tesis se estudian y proponen diversos atributos sísmicos, convencionales 
y no convencionales, para la detección automática de señales sísmicas en diferentes pro-
blemas geofísicos. Para ello, se analiza el comportamiento de los atributos frente a datos 
con distinta relación señal- ruido. En particular, se analizan y aclaran algunos aspectos 
relativos al uso de la dimensión fractal para analizar trazas sísmicas. Luego, se propo-
nen nuevos métodos y algoritmos para detectar de forma precisa, eficiente y automática 
los tiempos de llegada de los primeros arribos en diversos experimentos de exploración 
sísmica, especialmente para los casos en los que los métodos actuales tienden a fallar. 
Además, se realizan aportes originales al problema de la detección automática de fases de 
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terremotos en sismología. Por último, se aprovechan algunos de los resultados previos y 
se propone una nueva metodología para detectar eventos en estudios de microsismicidad 
de forma automática. 
El Capítulo 2 está enfocado a analizar exhaustivamente la teoría de los fractales 
cuando es aplicada a las trazas sísmicas. La motivación de este capítulo está dada por 
trabajos recientes en los que se propone detectar las señales sísmicas utilizando la di-
mensión fractal de los datos como atributo. Se repasan primero conceptos fundamentales 
de la teoría, y las consideraciones que deben hacerse e hipótesis que debe cumplir la traza 
sísmica para poder ser considerada una curva fractal. Además, se consideran distintos 
métodos diseñados para extraer la dimensión fractal de una curva, se proponen algu-
nas mejoras respecto de su implementación tradicional, y se evalúa su capacidad para 
detectar eventos enmascarados por ruido. Los métodos son evaluados utilizando datos 
sintéticamente generados con diferentes relaciones señal-ruido. Finalmente, aquel método 
que resulta ser el más eficiente y ro busto ante los datos sintéticos, denominado método 
del variograma, es aplicado a un registro real de sísmica marina. 
En el Capítulo 3 se proponen tres nuevos métodos para realizar el picado automático 
de los tiempos de los primeros arribos para datos que presentan alta complejidad. La 
descripción de los métodos está dividida en dos etapas. En una primera etapa se deta-
llan los algoritmos utilizados para calcular los atributos en los que se basan las nuevas 
estrategias para una única traza. Los tres atributos están determinados por un cociente 
de energías por ventanas, por la entropía de la traza sísmica, y por la dimensión fractal 
calculada mediante el método del vario grama (en este último caso, a partir de los resul-
tados expuestos en el capítulo previo). En la segunda etapa se describe un proceso de 
corrección de picados erróneos que involucra simultánemente a todas las trazas de un 
dado registro de disparo común. Este proceso, que completa los métodos propuestos, es 
llevado a cabo mediante un algoritmo que consta de cinco pasos, en donde el primer paso 
está dado por el análisis de trazas individuales de la primera etapa. Se estudia también 
la dependencia de los resultados respecto de la elección de los parámetros de los métodos 
a partir de un análisis de sensibilidad. Los métodos son aplicados primero a tres registros 
de campo con diversas complejidades. Finalmente, en el marco de un convenio específico 
de desarrollo tecnológico en conjunto con la compañía de servicios geofísicos Data Seis-
mic, los métodos propuestos son adaptados, mejorados y puestos a punto para llevar a 
cabo el picado automático de un gran volumen de datos correspondientes a proyectos de 
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sísmica 2D y de sísmica 3D. 
Con la motivación que representa la utilidad de contar con herramientas para realizar 
la detección automática de fases de terremotos en la Estación Sismológica de la Plata 
(LPA), con aplicación directa tanto en estudios de sismología global como para estudios 
de sismicidad, en el Capítulo 4 se analizan y comparan ocho algoritmos de detección 
automática de fases de terremotos. Este conjunto de algoritmos aquí presentado está 
formado por un grupo de tres métodos tradicionales, dos métodos surgidos a partir de 
modificaciones propuestas a los métodos tradicionales, y tres adaptaciones de los tres 
algoritmos desarrollados en el capítulo anterior para analizar una única traza. Los algo-
ritmos son testeados utilizando diversos datos de terremotos registrados en la Estación 
Sismológica de La Plata. El capítulo se completa con un análisis comparativo de los 
métodos, que permite concluir que algunos de los ochos métodos estudiados sean valo-
rados por sobre los otros. 
A partir de considerar el análisis comparativo llevado a cabo entre aquellos métodos 
desarrollados durante el Capítulo 4 para detectar señales en registros adquiridos en esta-
ciones sismológicas, se seleccionaron tres de los ocho algoritmos estudiados para generar 
una nueva metodología enfocada en la detección automática de microsismos. Durante el 
Capítulo 5 proponemos y desarrollamos una técnica que se basa en utilizar estos tres algo-
ritmos para picar arribos de microsismos a los largo de todas las trazas que comprenden 
un registro de microsísmica. La estrategia propuesta consta de dos pasos. En el primero, 
se analiza un registro de microsísmica traza por traza, adaptando los parámetros de los 
tres algoritmos tomados del estudio llevado a cabo en el capítulo previo. De esta forma, 
se obtiene un conjunto de tiempos picados correspondientes a eventos que representan 
potenciales arribos de microsismos en cada uno de los canales de registración. En el 
segundo paso, se considera todo el registro, y mediante una ventana móvil se detectan 
automáticamente aquellos eventos que se interpretan como señales correspondientes a 
arribos de microsismos, con un criterio de declaración mediante. Como resultado, se 
obtiene el número de microsismos declarados, un indicador de confianza asociado a cada 
uno de ellos, y los tiempos de llegada de los microsismos para cada una de las trazas en 
las que son detectados. 
En el Capítulo 6 se enuncian las conclusiones generales y los trabajos futuros que se 
derivan de los resultados de las investigaciones realizadas a lo largo de esta Tesis. Las 
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conclusiones generales están compuestas por las conclusiones globales y por las conclu-
siones más destacadas de los diferentes análisis y estudios realizados en cada uno de los 
capítulos 2, 3, 4 y 5. 
Por último, se incluye un Apéndice en el que se explica el funcionamiento del filtro de 
suavizado con preservación de bordes (EPS, edge preserving smoothing) que es utilizado 
para realzar los cambios generados por el arribo de la señal en los atributos en los que se 
basan los métodos propuestos en el Capítulo 3 y algunos de los métodos analizados en el 
Capítulo 4. Aquí, el filtro es ilustrado mediante un ejemplo sintético sencillo. 
1.6 Aportes originales 
La mayor relevancia respecto de los aportes realizados mediante esta Tesis está dada 
por el desarrollo y generación de un conjunto de algoritmos nuevos y originales para la 
detección automática de señales sísmicas de forma precisa, rápida y eficiente. Los algorit-
mos se implementan mediante programas de computación y tienen diversas aplicaciones. 
Los aportes se reflejan en el ámbito científico-académico a través de presentaciones en 
reuniones científicas y publicados en revistas nacionales e internacionales de circulación 
periódica con referato, en la vinculación con otros grupos de investigación, y también en 
el reciente interés de alumnos de grado de la Facultad para aplicar los métodos aquí de-
scritos para realizar sus tesis de grado. Por otro lado, en lo que respecta a la transferencia 
de resultados y desarrollos de tecnología, a partir del impacto generado por algunos de 
los temas de investigación desarrollados y los resultados obtenidos, se han creado nexos 
entre la industria y el grupo de investigación liderado por el Dr. Danilo Velis en el 
marco de trabajos y convenios de vinculación tecnológica. Este aspecto de be resaltarse, 
pues permite acceder a datos reales, establecer contacto con problemas cotidianos de la 
exploración geofísica, e interactuar con profesionales de vasta experiencia en el área. 
En particular, en el estudio desarrollado en el Capítulo 2 acerca del uso de la teoría de 
los fractales para el procesamiento de las señales sísmicas, se aclaran una serie de aspectos 
teóricos y prácticos relativos a la utilización de la dimensión fractal de la traza sísmica 
para detectar señales. Debido a la gran diversidad de métodos para extraer la dimensión 
fractal de una curva, en algunas ocasiones existe cierta confusión en la literatura respecto 
de qué método utilizar. En este sentido, es estudiaron las hipótesis que se deben suponer 
para considerar a la traza sísmica como una curva fractal, y consecuentemente, qué 
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métodos utilizar para obtener su dimensión. Estas consideraciones se avalaron mediante 
la aplicación a datos sintéticos y reales. Los principales resultados en este tema fueron 
expuestos y presentados como artículo completo en el simposio de geofísica del congreso 
del Instituto Argentino del Petróleo y Gas (IAPG) del año 2008 [51]. 
Por otro lado, se generó un método robusto y eficiente para abordar uno de los pro-
blemas del procesamiento de datos en exploración geofísica que presenta mayor dificultad 
y demanda gran cantidad de tiempo cuando la calidad de los datos es mala: el picado de 
los primeros arribos. Si bien existen muchas estrategias para solucionar este problema, 
algunas de ellas implementadas mediante diversos Software de uso comercial o académico, 
si los datos son complejos los métodos tienden a fallar, y el gran interés por el tema per-
siste. Entre los aportes más significativos de esta aplicación de los métodos propuestos 
debemos mencionar el uso de la entropía como atributo sísmico no convencional para 
detectar señales, la inclusión de un filtro de suavizado con preservación de bordes (EPS) 
para facilitar notablemente la determinación del tiempo de llegada de la señal, y una 
técnica automática para ajustar las rectas de refracción y a partir de ellas mejorar los 
picados y detectar, también de forma automática, la presencia de trazas malas. Todas 
estos estrategias se validaron mediante su aplicación a datos reales. Los resultados logra-
dos en esta línea de investigación fueron presentadas en un congreso internacional [52] y 
en un workshop sobre inversión y procesamiento de señales en exploración sísmica reali-
zado en la Facultad de Ciencias Astronómicas y Geofísicas de la Universidad Nacional de 
La Plata [53]. Además, se publicó un artículo en Geophysics, una revista de circulación 
internacional de alto impacto y de gran prestigio en el tema [54]. 
Hacia fines del año 201 O se ha firmado un convenio específico de vinculación tec-
nológica entre la Facultad y la compañía de servicios geofísicos Data Seismic. Debido 
al mencionado interés en la industria por el recién mencionado tema de investigación, 
el objetivo central del convenio se basa en reformular, intentar mejorar, e implementar 
los métodos de picados de primero arribos desarrollados en esta Tesis utilizando datos 
de proyectos de sísmica 2D y 3D provistos por la empresa, para generar así un desarro-
llo tecnológico en conjunto. Estas tareas, también llevadas a cabo durante esta Tesis y 
detalladas en el Capítulo 3, representan aportes significativos en el ámbito de la trans-
ferencia de resultados. Los objetivos planteados en el convenio están actualmente muy 
avanzados, y en estos momentos los resultados logrados están siendo cotejados contra 
aquellos obtenidos mediante el uso de Software comercial que dispone la empresa. 
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Entre los aportes que tienen que ver con la aplicación de los programas computa-
cionales en la detección automática de fases de terremotos en estaciones sismológicas, 
el análisis comparativo de los métodos utilizando registros adquiridos de la Estación 
Sismológica de La Plata que se presenta en el Capítulo 4 sirve de guía a un sismólogo 
o analista a la hora de seleccionar qué estrategia de picado automático utilizar. Los 
principales resultados obtenidos en esta línea de investigación se presentaron en primer 
término en una reunión de la Asociación Argentina de Geofísicos y Geodestas en el año 
2009 [49], y ha sido recientemente aceptado un artículo completo para su publicación en 
Geoacta [50]. Además, los métodos que mejor funcionaron conforman una herramienta 
disponible para realizar estudios futuros, tanto en la Estación Sismológica de la Plata, 
como en otras estaciones de interés de la Facultad, como por ejemplo la de Río Grande, 
en Tierra del Fuego, donde se prevé realizar nuevas investigaciones en conjunto con el 
Departamento de Sismología de La Plata. 
Por último, se han generado aplicaciones desarrolladas con el objetivo de detectar de 
forma automática microsismos para el monitoreo de los procesos de fracturación induci-
dos en pozos de exploración petroleros mediante inyecciones hidráulicas. Estas aplica-
ciones poseen gran interés local, puesto que recientemente se ha comenzado a realizar 
estudios de microsismicidad en Argentina. En este sentido, se planea continuar traba-
jando en colaboración con la industria para mejorar y complementar los métodos hasta 
aquí desarrollados, y evaluar también otras alternativas para abordar y dar soluciones a 
problemas relativos al procesamiento de los datos adquiridos para estudios de microsis-
micidad. Además, en lo que respecta a lo científico-académico, se continúa trabajando 
en esta línea que forma parte del Plan de Investigación de posdoctorado. En particu-
lar, actualmente se encuentra en preparación un trabajo que será enviado como resumen 
expandido al congreso anual de la Society of Exploration Geophysics (SEG) donde se 
mostrarán los alcances hasta aquí logrados. 
Capítulo 2 
La dimensión fractal de la traza sísmica 
La determinación precisa de los primeros arribos representa un paso primordial en la ex-
ploración sísmica tanto para el posterior procesamiento de los datos como para numerosas 
y diversas aplicaciones. Por lo general, la presencia de ruido de fondo hace que el proceso 
de detección de la señal sea una tarea difícil, especialmente cuando las señales a detectar 
son débiles o la relación señal-ruido es baja. Si bien en muchos casos la determinación 
del inicio de la señal es llevada a cabo mediante la inspección visual de los cambios en las 
amplitudes y en las formas de la onda de los datos ("picado manual"), los resultados de 
esta estrategia suelen ser poco consistentes, presentan el inconveniente de estar basados 
en la subjetividad del analista y la tarea puede demandar demasiado tiempo si el volumen 
de los datos a analizar es muy grande. Por lo tanto, el uso de algoritmos computacionales 
resulta fundamental para proporcionar estimaciones más precisas, rápidas y objetivas. 
Como alternativa al picado manual, en la Introducción General enumeramos varias 
técnicas para atacar este problema, algunas de ellas consideradas "convencionales" y 
otras "no convencionales". En particular, ciertas estrategias basadas en la teoría de los 
fractales han demostrado ser muy útiles para la detección de señales. Estas estrategias 
postulan que la dimensión fractal del ruido aleatorio es significativamente mayor que 
la dimensión fractal de una señal coherente inmersa en el ruido de fondo de los datos. 
Boschetti et al. [12], por ejemplo, han analizado el comportamiento de la dimensión 
fractal a lo largo de trazas sísmicas con el fin de detectar la transición entre el ruido 
y la señal más el ruido asociando esta transición a la llegada del primer arribo. Sus 
resultados están basados en dos métodos para calcular la dimensión fractal de las trazas: 
el "método de la división" (también conocido como "método del compás") y el "método 
de Hurst". Por otro lado, Jiao y Moon [26] utilizaron una técnica de determinación de la 
dimensión fractal mediante la varianza de la señal que permite obtener transiciones más 
nítidas entre el ruido y la señal más el ruido. Así, los autores logran una determinación 
más robusta y precisa de los primeros arribos sísmicos. 
Podemos entonces utilizar el análisis de la variación de la dimensión fractal de los datos 
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sísmicos para discriminar la señal del ruido de fondo. La dimensión fractal representa 
un indicador que da cuenta de cuan compleja es la curva analizada a medida que ésta es 
analizada con mayor detalle (a menor escala) [36]. Como veremos en la próxima sección, 
las trazas sísmicas pueden ser consideradas como curvas fractales en el plano. Luego, 
el advenimiento de los primeros arribos en las trazas sísmicas puede determinarse semi-
automáticamente analizando cómo cambia la dimensión fractal en función del tiempo. 
En la práctica, el valor de la dimensión fractal de una curva depende del método elegido 
para estimarla y de la selección de los diferentes parámetros que intervienen en cada 
técnica. 
En general, no existe un único método aceptado para calcular la dimensión fractal 
de una curva [29]. Lamentablemente, es frecuente encontrar en la bibliografía cierta 
confusión respecto de qué método utilizar para estimar la dimensión fractal de una se-
rie de tiempo. En este capítulo estudiamos dos métodos para calcular la dimensión 
fractal de la traza sísmica que utilizan diferentes enfoques: el método del compás (CM) 
y el método del vario grama (VM). Describiremos estos dos métodos y algunas mejo-
ras que hemos propuesto a los mismos con el fin de facilitar la determinación de los 
primeros arribos. Además, a partir de los conceptos de curvas auto-similares y curvas 
auto-afines, mostraremos que las dimensiones fractales asociadas al CM y al VM reflejan 
características diferentes de las curvas analizadas. En particular, veremos que el VM 
es un método concebido para estudiar curvas auto-afines y resulta más adecuado para 
analizar trazas sísmicas que el CM, que es un método concebido para analizar curvas 
auto-similares. Nos referiremos a las dimensiones fractales obtenidas por estos métodos 
como dimensión fractal del compás y dimensión fractal del variograma. En este con-
texto, llevamos a cabo una comparación cualitativa y cuantitativa entre el CM y el VM 
cuando son aplicados para la detección de primeros arribos en datos sísmicos generados 
sintéticamente bajo diferentes condiciones de ruido. Este análisis fue publicado en un 
artículo completo en el simposio de geofísica del congreso del Instituto Argentino del 
Petróleo y Gas (IAPG) del año 2008 [51]. Los resultados mostraron que para estimar la 
dimensión fractal de las trazas sísmicas la técnica del vario grama (VM) es más robusta 
y precisa que la técnica basada en el método del compás (CM). Del mismo modo, el VM 
es mucho más eficiente que el CM en términos de costo computacional, y su aplicación 
en diferentes conjuntos de datos resulta más sencilla. En contraste, encontramos los re-
sultados obtenidos con el CM son críticamente dependientes de una serie de parámetros 
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que se deben seleccionar para utilizar el método. En consecuencia, es necesario un ajuste 
demasiado cuidadoso cada vez que un nuevo conjunto de datos (o incluso una sola traza 
sísmica) es procesada. Por último, probamos el uso del VM utilizando datos reales de 
campo, obteniendo muy buenos resultados. 
En general, podemos afirmar que los resultados indican que el análisis de la dimensión 
fractal es una estrategia apropiada para resolver el problema de detección de primeros 
arribos si se utiliza un método adecuado para el procesamiento de los datos. Las tran-
siciones en la dimensión fractal de las trazas sísmicas que arroja el CM se producen en 
forma lenta y, consecuentemente, el comienzo de la señal es difícil de detectar. Por el 
contrario, el VM proporciona transiciones más bruscas que facilitan la identificación de 
los primeros arribos con gran precisión. 
2.1 Dimensión fractal, curvas auto-similares, curvas auto-afines, y su uso en 
ciencias de la Tierra 
De acuerdo a Mandelbrot [36], un fractal es por definición un conjunto en un espaciO 
métrico para el cual la dimensión de Hausdorff-Besicovitch es estrictamente mayor a 
su dimensión topológica. La dimensión de Hausdorff-Besicovitch generaliza la noción 
topológica de la dimensión de un conjunto (un número natural) a valores reales no ne-
gativos. En el caso de una curva en el plano, mientras que las curvas topológicas tienen 
dimensión igual a uno, una curva fractal tiene una dimensión fractal D que se encuentra 
en el rango 1 <:: D <:: 2. Se puede decir que la dimensión fractal cuantifica el grado 
de complejidad de una curva. Los fundamentos de la teoría de los fractales se pueden 
encontrar enunciados por Mandelbrot [36], Feder [22] y Peitgen et al. [46]. El uso de 
los fractales en geofísica está ampliamente discutido por Turcotte [69] y Korvin [30]. Sin 
embargo, su aplicación para la detección de señales, y en particular para señales sísmicas, 
sólo se puede encontrar en unos pocos trabajos [12, 67, 26, 54]. 
Las curvas fractales pueden ser clasificados como auto-similares o auto-afines. De 
acuerdo con Turcotte [69], una definición formal de una curva fractal auto-similar en 
un espacio de dos dimensiones (x, y) es que la curva escalada por un factor de escala e, 
f(ex,ey), sea estadísticamente similar a la curva sin escalar, f(x,y). Por otro lado, una 
definición formal de un fractal auto-afín es que f (ex, eH ay) sea estadísticamente similar a 
f(x,y), donde Ha es conocida como medida de Hausdorff. Es decir que en este caso, para 
mantener la similitud estadística entre las curvas a diferente escala, hay que introducir 
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un factor exponencial sobre la escala en una de las dos dimensiones. Para aclarar esta 
diferencia, sigamos el argumento de Wilson [73]: supongamos entonces que se grafica una 
curva en el plano (x,y). Si en dicho gráfico se tienen las mismas magnitudes y unidades 
en el eje x y en el eje y y además existe una relación exponencial entre el paso utilizado 
para determinar la longitud de la curva y su longitud real, entonces la curva se define 
como auto-similar. El método del compás (CM) es uno de los métodos teóricamente 
adecuados para la estimación de la dimensión fractal de curvas auto-similares. Esta 
estimación es independiente del intercambio de los ejes, pero sí depende fuertemente 
de un cambio de escala en uno de ellos. Se puede decir que la dimensión fractal del 
compás representa una medida del grado de complejidad de la forma de la curva. Por el 
contrario, si el gráfico tiene diferentes magnitudes o unidades en sus ejes, y para mantener 
la relación exponencial entre el paso utilizado para determinar la longitud de la curva y 
la longitud obtenida hay que escalar diferente ambas dimensiones, se tiene entonces que 
la curva es auto-afín. Funciones del tiempo o del espacio, tales como series de tiempo, 
son ejemplos de curvas auto-afines. Contrariamente a lo que se observa en una curva 
auto-similar, la dimensión fractal de una curva auto-afín depende de una rotación de 
ejes, pero es independiente de un cambio de escala en el eje y. Los métodos elegidos para 
determinar la dimensión fractal de curvas auto-afines claramente tienen que satisfacer 
estas propiedades. Carr y Benzer [15] mostraron que la dimensión fractal de las curvas 
auto-afines describe la naturaleza estocástica de los gráficos y vs. x, y que no hay ninguna 
razón para esperar que esta dimensión fractal se correlacione con la dimensión fractal del 
compás. Uno de los métodos desarrollados para estimar la dimensión fractal de las curvas 
auto-afines es el método del variograma (VM), que describiremos más adelante. 
Claramente, las trazas sísmicas consideradas como curvas fractales deben ser asu-
midas como auto-afines. Sin embargo, Klinkenberg [29] señala que el tratamiento de 
una curva como auto-similar o auto-afín puede depender del objetivo de la investigación. 
Además, algunas curvas que se suponen que son auto-similares, como es el caso de un 
perfil de topografía del fondo marino, a menudo se pueden caracterizar y tratar como 
auto-afines [35]. Contornos topográficos usualmente se describen como auto-similares, 
mientras que el relieve topográfico de un perfil vertical puede ser considerado auto-afín 
[69]. Por otra parte, Boschetti et al. [12] desarrolló una técnica de detección de primeros 
arribos sísmicos basado en un análisis fractal de los datos y encontró que el CM (men-
cionado como método de la división en su trabajo), que se supone que debe ser utilizado 
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para analizar curvas auto-similares, es más eficaz que el método de Hurst, que se supone 
que es más apropiado para analizar curvas auto-afines. No obstante, como veremos en 
las próximas secciones, el CM no es adecuado para la detección de primeros arribos, por 
lo que desalentamos su uso en este tipo de análisis. Contrariamente, el uso de métodos 
concebidos para analizar curvas auto-afines (como una traza sísmica) arroja resultados 
más consistentes. 
2.2 El método del compás (CM) 
Consideremos una curva fractal en el plano. La longitud total L de la curva se puede 
aproximar "caminando" a lo largo de la curva con pasos de longitud fija, digamos r. 
Después de N pasos toda la curva podrá ser cubierta a excepción de un "resto", !, 
menor que r. Este proceso es análogo a usar un compás con una abertura fija r para 
intersectar la curva en N + 1 puntos sucesivos hasta alcanzar el final de la curva (salvo 
por la fracción restante f). Esta metodología se ilustra en la Figura 2.1. Luego, podemos 
escribir: 
L=rN+f. (2.1) 
Claramente, cuanto menor es la abertura del compás r, mayores son los detalles de la 
curva que se tienen en cuenta, y por lo tanto, mayor es la longitud total L que se mide. 
Si la curva es un fractal auto-similar, la relación entre L y r se puede expresar por la ley 
exponencial 
L = kr 1-D 
' 
(2.2) 
donde k es una constante y D es la dimensión fractal del compás, con 1 < D < 2. 
Entonces, tomando logaritmo a ambos miembros obtenemos 
log(L) = log(k) + (1- D) log(r). (2.3) 
Esta es la ecuación de una recta de pendiente S = 1 - D en un gráfico bilogarítmico. 
Este gráfico, denominado gráfico de Mandelbrot-Richardson, se construye fácilmente mi-
diendo L para diferentes aberturas del compás r. La pendiente S de la recta definida por 
la ecuación (2.3) en el dominio bilogarítmico se obtiene mediante la solución de un pro-
blema de regresión lineal por mínimos cuadrados. En la Figura 2.2 se muestra un ejemplo 
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Figura 2.1 : Una curva fr actal (azul) es aproximada usando una abertura de compás 
constante en N pasos (rojo) . El último paso es más corto ( "resto"). 
de un gráfico de Mandelbrot-Richardson que nos sirve para ejemplificar la idea de este 
procedimiento. Esta técnica es idéntica a la utilizada en el método del var iograma, como 
veremos en la próxima sección. 
Finalmente, la dimensión fract al D es estimada mediante 
D = 1- S. (2.4) 
En la práctica, est e método presenta algunas dificultades que se describen brevemente 
a continuación (para una descripción completa y también para algunas recomendaciones 
útiles referirse a Klinkenberg [29]). U no de los aspectos más importantes a considerar en 
este método se relaciona con el hecho que por lo general el compás intersect a a la curva 
en más de un punto en cada paso dado. Para so lucionar este inconveniente existen dos 
pos ibilidades: (1) elegir el primer punto de intersección (e l punto con el menor valor de 
abscisa x o t) o (2) considerar el último punto de intersección (el punto con el mayor 
valor de x o t). Mandelbrot [37] ha mostrado cuá les son las diferencias entre la elección 
de una opción u otra. Otro tema crítico tiene que ver con la escala que se utiliza para 
el eje y. Exist e una fuert e dependencia ent re la dimensión fractal del compás y la escala 
seleccionada. Dado que el método supone que el fract al es auto-similar , este parámetro 
de escala se debe est ablecer con el fin de hacer la curva lo más "auto-similar" posible. 
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Es decir, lograr tener las mrsmas magnitudes en ambas dimensiones. Una vez que se 
decidió si considerar el primer o el segundo punto de intersección y se fija el valor de 
escala para el eje y, se debe decidir también qué aberturas de compás van a ser utilizadas 
para medir la longitud de la curva. A tal efecto, algunos parámetros adicionales deben 
ser seleccionados: las aberturas de compás mínima y máxima, el número de aberturas a 
utilizar y el paso entre diferentes aberturas. Un práctica común para elegir el paso de 
las aberturas del compás es utilizar una secuencia aritmética o geométrica de aberturas, 
y definir así el paso. Al utilizar intervalos aritméticos, se supone que se obtiene una 
cobertura más homogénea de los detalles de la curva. Por otro lado, utilizar intervalos 
geométricos es ventajoso desde el punto de vista estadístico pues de esta manera los 
puntos a considerar en la etapa de la regresión lineal por mínimos cuadrados resultarán 
equidistantes en el dominio bilogarítmico. 
2.3 El método del variograma (VM) 
El variograma V ( h), muy utilizado en geoestadística, caracteriza la continuidad o la 
"rugosidad" de un conjunto de datos. Se define como el valor esperado del cuadrado de 
las diferencias entre pares de valores de una función muestreada s, (por ejemplo, una 
traza sísmica) que están separados en h muestras, y se puede entonces estimar a partir 
de: 
n(h) 
1 ~ 2 V(h) = n(h) ¿ [si+h- si] , 
z=l 
(2.5) 
donde n(h) es el número de pares de observaciones (si, si+h) que están separadas por h 
unidades de tiempo dentro de la ventana de tiempo considerada para su cálculo, y que 
depende, lógicamente, del tamaño de dicha ventana. De acuerdo a Burrough [14], se 
puede demostrar que: 
V(h) oc h~, (2.6) 
donde (3 está relacionado con la dimensión fractal D mediante 
(3 = 4- 2D. (2. 7) 
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Figura 2.2: Gráfico de Mandelbrot-Richardson para obtener la pendiente en el dominio 
bilogarítmico. Las muestras de la curva en azul son aproximadas por mínimos cuadrados 
por la recta en rojo. 
Análogamente al CM , si calculamos V(h) para diferentes separaciones h, se puede 
utilizar la pendiente f3 de la recta definida en el dominio bilogarítmico log(V ( h)) vs. 
log(h) (gráfico de Mandelbrot-Richardson) para estimar la dimensión fractal en la ventana 
analizada simplemente a partir de la ecuación anter ior: 
D = 2 - /3/2 . (2 .8) 
En la F igura 2.2 se muestra un ejemplo de un gráfico de Mandelbrot-Richardson 
para el VM en donde los siete puntos de la curva azul son aproximados por la recta 
roja por mínimos cuadrados. Es fácil ver que este método es, contrar iamente al CM, 
independiente de cualquier factor de escala aplicado a la componente ve rt ical. Para 
ello, bast a reemplazar St por CSt en la ecuación 2.5, con e constante, y observar en las 
ecuaciones anteriores que la pendiente f3 permanece invar iant e. En efecto, si llamamos 
Vc(h) a l valor del variogra ma obtenido con cst, entonces, según la ecuación 2.5: 
(2.9) 
y luego, de acuerdo a la ecuación 2.6: 
(2. 10) 
Así, Vc ( h) también ser á proporcional a hf3 y su dimensión fractal ser á la misma que 
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la de V(h). En consecuencia, la implementación práctica del VM es más simple que el 
CM, debido que no entra en juego el parámetro de escala del eje vertical. No obstante, 
hay que definir un valor mínimo y un valor máximo de las separaciones h para el cálculo 
del variograma, de la misma manera que tienen que ser definidos a priori los valores 
de las aberturas del compás en el CM. Cuando la señal s, está contaminada con ruido 
blanco (cuya dimensión fractal teórica es igual a 2), para captar su naturaleza aleatoria es 
necesario seleccionar una separación h pequeña. Si bien el ruido que suele estar presente 
en las trazas sísmicas no es estrictamente blanco, los valores pequeños de h otorgan 
información relevante acerca de la dimensión fractal a calcular pues para estos valores 
se evidencia la presencia del ruido caracterizado por una dimensión fractal alta. En 
particular, estos valores serán mayores a los de la dimensión fractal de la señal. Por 
lo tanto, es una buena práctica considerar h = 1 como separación mínima en todos los 
casos. Cabe destacar que esto es una ventaja sobre el CM, en donde la mínima abertura 
res un parámetro que debe ajustarse para cada curva considerada. Además, el paso que 
se utiliza en el VM para los distintos valores de h es un número entero ( h = 1, 2, x). 
2.4 Algoritmos implementados para analizar la señal sísmica 
En esta sección se describen brevemente los algoritmos que se han utilizado para detectar 
el tiempo de arribo de las señales sísmicas. En particular, se describen varias cuestiones 
prácticas relativas a la selección de los distintos parámetros que están involucrados tanto 
en el CM como en el VM. 
En todos los casos, la dimensión fractal se calcula en una "ventana móvil" que se 
desplaza muestra por muestra a lo largo de la señal en tiempo (ver Figura 2.3). El 
primer problema a resolver es entonces cómo seleccionar la longitud de la ventana móvil. 
Si esta longitud fuera demasiado corta, la estimación de la dimensión fractal podría estar 
demasiado sesgada debido a la poca información que contendría la ventana en este caso. 
Si por el contrario fuera demasiado larga, las transiciones en la dimensión fractal serían 
suaves, complicando la determinación exacta de la llegada de la señal (primer arribo). 
Después de algunos experimentos hemos encontrado que un tamaño de ventana de 100 
muestras brinda resultados razonables para trazas sísmicas muestreadas a 4 ms. Cabe 
destacar que Boschetti et al. [12] y Jiao y Moon [26] utilizaron valores similares. Tanto 
en el CM como en el VM las dimensiones fractales obtenidas para cada ventana móvil 
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Figura 2.3: Ventana móvil usada para el cálculo de la dimensión fr actal en los dos métodos 
presentados . En este ejemplo, la ventana sólo abarca ruido. 
han sido as ignadas a l último punto de la ventana, ya que los algor itmos intentan detectar 
un rápido cambio en la dimensión fract al a lo la rgo de la t raza ante la llegada de la señal 
inmersa en el ruido de fondo. 
Hemos propuesto algunas mejoras al CM respecto de la implementación t radicional, 
descrit a por Boschetti et al. [12] , con el fin de mitigar a lgunos de los problemas que 
hemos discutido en las secciones anteriores en la descripción del método. Por ejemplo, 
encontramos que a los efectos de discriminar mejor la señal del ruido de fondo es más 
apropiado considerar el primer punto de intersección del compás y no el último. Por 
supuesto, esta intersección es geométrica y se produce en una porción de la curva que 
une a dos valores muest reados consecutivos sí y sí+l · Una vez que identificamos estos dos 
puntos (i, sí) y (i + 1, sí+l ), realizamos una interpolación para escoger el punto de inter-
sección. Est a interpolación es llevada a cabo mediante el clásico método de la bisección. 
Luego, avanzamos hacia el s iguiente punto y repetimos el proceso en cada paso hasta 
alcanzar el final de la ventana. Por último, se agrega el "resto" f (con f < r). 
Otra de las mejoras incorporadas se puede resumir de la siguiente manera. Para medir 
la longitud de la curva, no existe ningún argumento que indique si se debiera recorrerla en 
un sentido o el otro. Entonces, en el algoritmo implementado, este proceso de medición 
de la longitud de la curva para cada abertura r se realiza primero hacia un sent ido y luego 
hacia el otro , dando lugar a dos estimaciones de la dimensión fractal que son finalmente 
promediadas. Esta estrat egia ya ha sido sugerida recientemente por N ams [45]. 
Como se mencionó anteriormente , los resultados del CM dependen en gran medid a de 
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la selección de la escala vertical, y en menor medida de la selección de los valores mínimo, 
máximo y del intervalo de las aberturas del compás. Por lo tanto, la selección adecuada 
de estos parámetros es fundamental. Hemos tratado de seguir algunas recomendaciones 
volcadas en la bibliografía (ver Klinkenberg [29]). Sin embargo, cada autor parece preferir 
un conjunto diferente de parámetros. Hemos encontrado los mejores resultados después 
de testear los parámetros experimentalmente para cada conjunto de datos. Como regla 
general, seleccionamos primero la escala vertical a fin de que cada traza sísmica sea lo más 
auto-similar posible. Esto se logra eligiendo dicha escala de forma tal que los cambios de la 
curva tengan valores comparables en ambas dimensiones. Luego, seleccionado la abertura 
mínima del compás aproximadamente igual a la menor distancia entre cualquier par de 
puntos consecutivos. Las diferentes aberturas las tomamos equidistantes aumentándolas 
de a una muestra y utilizamos cerca de diez aberturas diferentes; es decir, utilizamos 
unos diez pasos aritméticos para la regresión por mínimos cuadrados. Con estos criterios, 
claramente queda fija la abertura máxima del compás. 
Contrariamente al caso del CM, el algoritmo para implementar el VM es muy simple. 
Para el cálculo del variograma usamos la ecuación 2.5. A fin de obtener la dimensión 
fractal de cada ventana de 100 muestras, el variograma se calculó para diferentes sepa-
raciones h con el objeto de resolver luego el problema de mínimos cuadrados, como se 
explicó anteriormente. Al igual que en el CM, utilizamos valores de h separados de a 
una muestra. Entonces, los valores de h utilizados fueron h = 1, 2, ... , hmax donde hmax se 
determinó experimentalmente. Para las diferentes trazas sísmicas que hemos analizado, 
valores de hmax entre 4 y 15 han brindado buenos resultados. Vale la pena mencionar 
que la estimación de la dimensión fractal D obtenida es mucho menos sensible respecto 
de la selección de este parámetro en el VM que lo que ocurre en el CM respecto de la 
selección de los valores de abertura del compás. Por ello, en relación a la selección de los 
parámetros, podemos afirmar que VM es mucho más robusto que el CM. 
2.5 Ejemplos y resultados 
2.5.1 Aplicación en datos sintéticos 
Hemos testeado el CM y el VM con datos sísmicos sintéticamente generados con diferentes 
relaciones señal-ruido. Para tal fin, generamos un registro de disparo común mediante la 
simulación de un simple experimento de sísmica 2D de refracción y reflexión. El modelo 
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v1 ~ 1500 mis 
z ~ 125m 
v2 ~ 2500 mis 
z ~ 250m 
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Figura 2.4: Modelo de velocidades de los datos sintéticamente generados. 
de velocidades (Figura 2.4) está dado por una estructura de capas planas horizontales de 
2.016 m x 250m que consta de dos medios homogéneos de densidad constante (e igual 
para ambos medios) separados por una interfaz ubicada 125 m de profundidad. La onda 
P tiene velocidades v1 = 1500 m/s y v2 = 2500 m/s, respectivamente para cada capa. 
La fuente está colocada en superficie en el centro del modelo en x = 1008 m, z =O m. 
Dado este modelo del subsuelo, calculamos los frentes de onda utilizando un paquete 
de modelado de la ecuación de onda acústica a través de diferencias finitas de segundo 
orden [18] tomando dz = 1.0 m. La fuente que se utiliza para realizar el modelado es 
una ondícula de ricker con frecuencia máxima fmax y frecuencia central Jo dadas por: 
Vmín 
fmax = 10.0dh (2.11) 
Jo = 0.5fmax, 
donde dh = min{[dx[, [dz[}. Reemplazando con los parámetros del modelo propuesto 
Vmin = 1500 m y dh = 1.0 m resulta fmax = 150 Hz y fo = 75 Hz. Luego, a partir de 
los frentes de onda, obtenemos los registros sintéticos de disparo común colocando 145 
trazas uniformemente distribuidas a lo largo de la superficie, separadas entre sí dx = 14m 
(Figura 2.4). Para simular las frecuencias usualmente registradas en sísmica, aplicamos 
un filtro pasabanda trapezoidal con frecuencias de corte (5, 10, 90, 100) Hz. Por último, 
las trazas resultantes fueron contaminadas con ruido aditivo gaussiano con diferentes 
relaciones señal- ruido (S N R) como veremos a continuación. 
Con el fin de calibrar los parámetros de los algoritmos, en primer lugar testeamos los 
dos métodos con una sola traza extraída de los registros de disparo común generados. 
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Figura 2.5 : Registro sintético generado (SNR = 10). (a) Con ruido de alta frecuencia. 
(b) Con ruido de "baja" frecuencia. Las líneas verdes indican los arribos verdaderos de 
la señal. 
Luego, hemos testeado los dos a lgor itmos con todo el conjunto de trazas de disparo 
común simulado bajo diferentes niveles de ruido. Además de utilizar diferentes valores 
de SNR, y con el objet ivo de ana lizar la sensibilidad de los algor itmos en respuest a al 
ancho de banda del ruido, consideramos registros contaminados tanto con ruido de alta 
frecuencia (O - 160 Hz) como con ruido de "baja" frecuencia (O - 100Hz). Los registros 
resulta ntes se muestran en la Figura 2.5 (SNR = 10) y en la F igura 2.10 (SNR = 7). 
En las figuras también se muest ran los valores que corresponden a los arribos sísmicos 
verdaderos del rayo directo y al rayo refractado mediante líneas rectas (en verde). En el 
cent ro de los registros se observan mayores frecuencias, a excepción de algunos "blancos" 
de bajas frecuencias producidos por artefactos numéricos del modelado. Para los ejemplos 
de un sola traza que most raremos más adela nte (Figuras 2.6 y 2. 7) hemos seleccionado la 
traza correspondiente al receptor número 120 (offset 658 m) del registro con SNR = 10 
(Figura 2.5). 
Hemos encontrado que ambos métodos exhiben una dependencia significativa con el 
contenido en frecuencia de la señal. Como se mencionó antes , debido a que el espectro 
de frecuencias del ruido blanco es pla no, su dimensión fr actal teórica es igual a 2. Sin 
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Figura 2.6: Traza sísmica sintéticamente generada con ruido agregado con SN R = 10 
(azul), dimensión fractal del compás calculada (rojo) y arribo real de la señal (verde). (a) 
El ruido adicionado es de alta frecuencia . (b) El ruido adicionado es de baja frecuencia. 
embargo, el CM no es capaz de captura r la naturaleza fractal del ruido de forma adecuada, 
y en consecuencia la dimensión fractal resultante obtenida con este método cuando aún 
no ha arribado la señal es significativamente menor que el valor teórico de 2. Cuando 
el contenido en frecuencia del ruido de los datos es de un ancho de banda menor, la 
dimensión fractal del compás disminuye como es de esperarse. Estos conceptos se ilust ran 
en la Figura 2.6, que muestra una traza sísmica sintética (en azul) con re lación señal- ruido 
SNR (por amplitud) de aproximadamente 10, tanto con ruido agregado de alta como de 
baja frecuencia, y la d imensión fractal del compás correspondiente (en rojo). El ar ribo 
efect ivo de señal (t ~ 0.4 s) también es graficado en la misma figura (en verde). Las 
d iferencias entre las d imensiones fract ales en los casos del ruido de alta y baja frecuencia 
se aprecian con claridad, especialmente para t iempos previos a l de la llegada de la señal, 
si bien los cambios no son bruscos. Por otro lado, el VM resulta más adecuado que el 
CM para extraer la dimensión fractal del ruido blanco (Figura 2. 7) . El acuerdo con el 
valor teórico en el caso con ruido agregado de a lta frecuencia es muy bueno (muy cercano 
a 2, ver F igura 2.7a) . Una vez más , cuando el ancho de banda del ruido es menor, la 
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Figura 2.7: Traza sísmica sintét icamente generada con ruido agregado con SNR = 7 
(azul), dimensión fracta l de l variograma calculada (rojo) y ar ribo real de la señal (verde) . 
(a) El ruido adicionado es de a lta frecuencia. (b) El ruido adicionado es de baja frecuen-
cia. 
d imensión fractal estimada con el VM d isminuye de manera significativa (Figura 2. 7b), 
pero en menor medida que en el caso del CM. 
Una conclusión que se debe destacar es que ambos métodos exhiben un decrecimiento 
en la dimensión fractal cuando arriba la señal. Sin embargo, la tasa de cambio es muy 
diferente cuando se ut iliza el CM o el VM. En el CM el cambio se produce con una pen-
d iente suave, en completo acuerdo con los resultados obtenidos p or Boschet ti et al. [12]. 
Por ot ra parte , en el VM el cambio es mucho más abrupto. Mientras que la estimación 
de la dimensión fractal del ruido es a lta mente afectada por el contenido en frecuencias, 
el efecto sobre la dimensión fractal de la señal es considerablemente menor. Por tanto, 
el proceso de filtrado del ruido de los datos sísmicos hace que la diferencia entre la d i-
mensión fractal del ruido y aquella de la señal disminuya, y entonces, la detección precisa 
de la llegada de la señal se hace más com plicada. Este comportamiento ha sido obser-
vado t ambién por Jiao y Moon [26] quienes se basaron en él para mejorar su algor itmo 
de detección mediante la dimensión fractal de la varia nza agregando ruido aleatorio a los 
d atos. 
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Figura 2.8: Dimensión fr acta l del compás correspondiente al registro mostrado en la 
Figura 2.5 (SNR = 10). (a) El ruido adicionado es de alta frecuencia. (b) El ruido 
adicionado es de baja frecuencia . 
En la Figura 2.8 se muestran los resultados del CM cuando es aplicado al registro 
de 145 t razas que se muest ra en la Figura 2.5. La brecha en los primeros 0.1 s se debe 
al hecho que el algor itmo precisa las primeras 100 muestras para el cálculo del primer 
valor de la dimensión fractal. Como era de esperar , según discut imos cuando analizamos 
el comportamientos de los algoritmos para una única traza, los result ados son mejores 
en los casos en que el ruido agregado es de mayor frecuencia. En esencia, el CM result a 
ser poco preciso debido a la suave pendiente de la transición de la dimensión fractal del 
compás ent re el ruido y la señal más el ruido (como ya vimos en la Figura 2.6). Por 
simplicidad, hemos ut ilizado los mismos parámetros en el algoritmo para cada t raza . 
Es posible que un ajuste más fino de los parámetros del CM para cada traza, aunque 
poco práctico, podría habe r mejorado los resultados de algunas trazas individuales. Sin 
embargo, si bien los primeros arribos se pueden ident ificar claramente en la Figura 2.8, 
la exactitud del CM en la determinación de l inicio de la señal es bastante pobre. 
Por el contrario, la exactitud del primer arr ibo cuando se ut iliza el VM es mucho 
mayor, incluso en el caso en que el ruido adicionado es de baja frecuencia (Figura 2.9). 
Aquí, no sólo es mucho más abrupta la transición de la dimensión fractal (lo que permite 
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Figura 2.9: Dimensión fract al del variograma correspondiente a l registro mostrado en 
la Figura 2.5 (SNR = 10) . (a) El ruido adicionado es de alta frecuencia. (b) El ruido 
adicionado es de baja frecuencia . 
discriminar con mayor facilidad el ruido de la señal), sino también la selección de los 
parámetros es mucho menos crít ica, como ya hemos comentado en la descr ipción del 
método. Más aún, el VM tolera un nivel de ruido más alto sin que sus resultados sean 
mayormente afectados. La dimensión fract al del variograma correspondiente a los datos 
de disparo común generados sintéticament e con SN R = 7 (Figura 2.10) se muest ra en la 
Figura 2.11. A partir del gráfico , podemos ver que se puede apreciar el inicio de la señal 
con un alto grado de confianza. Cabe destacar que la relación SN Res más baja para las 
t razas con mayor distancia fuente- receptor, pero el VM aún así brinda buenos resultados 
para estos receptores más a lejados. Tanto en la Figura 2.9 como en la Figura 2.11 se 
observa en el centro del registro (a offsets pequeños) colores asociados a una dimensión 
fract al alta debido a las altas frecuencias excepto en donde aparecen los "blancos" que 
ya hemos comentado. 
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Figura 2.10: Registro sintético generado (SNR = 7). (a) Con ruido de alta frecuencia. 
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Figura 2. 11: Dimensión fractal del variograma correspondiente al regist ro most rado en 
la Figura 2.10 (SNR = 7). (a) El ruido adicionado es de alta frecuencia. (b) El ruido 
adicionado es de baja frecuencia. 
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Figura 2.1 2: (a) Registro sísmico ma rino (registro de d isparo común número 39 de Yil-
maz [75]). (b) Dimensión fractal obtenida mediante el método del var iograma (VM). 
2.5.2 Aplicación e n d atos reales 
Hemos seleccionado un registro rea l de campo de sísmica marina para testear el método 
que ha arrojado mejores resultados en las pruebas previas con datos sintét icos: el método 
del variograma (VM). Los datos de campo utilizados se muest ran en la Figura 2.12. El 
regist ro corresponde a datos obtenidos en el Medio Oriente, tomados del ejemplo de 
d isparo común número 39 de Yilmaz [75], que está dis ponibles en la web y se puede 
encontrar en ( http:j j www. cwp. m ines. edu/ data/ oz. original/) . El conjunt o de d atos const a 
de 60 trazas muest readas con un intervalo de muestreo de 2 ms y 50 m de dista ncia ent re 
receptores. 
La dimensión del fractal van ograma se exhibe en el panel (b) de la Figura 2.12. 
Se puede observar claramente el cambio abrupto en la dimensión fractal, y entonces 
es posible ident ificar claramente los primeros arribos a simple vista, incluso para los 
receptores que est án lejos de la fuente (donde la relación S N R es menor). Los artefactos 
numéricos que aparecen en los dat os para t iempos menores a O, 3 s y a partir del receptor 
número 35 son generados por el contro l automático de ganancia (AGC) aplicado en el 
pre-procesamiento de los datos . Estos artefact os, que se observan como ruido de alta 
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frecuencia en los datos, no se reflejan en la dimensión fractal del variograma en absoluto. 
Esto se debe a la propiedad de invarianza de la dimensión fractal del variograma ante 
cambios en la escala vertical descrita anteriormente, y por supuesto es visto como una 
ventaja de este método. 
2.6 Conclusiones del capítulo 
Hemos comparado dos técnicas de análisis de dimensión fractal utilizadas para identificar 
los primeros arribos en datos de prospección sísmica bajo diversas condiciones de ruido: 
el método del compás (CM) y el método de variograma (VM). Para determinar la llegada 
de la señal se utiliza la transición que exhibe la dimensión fractal entre el ruido y la señal 
con ruido. En este contexto, hemos encontrado que el VM brinda una transición bastante 
abrupta en la dimensión fractal calculada que permite identificar fácilmente los primeros 
arribos con un alto grado de precisión tanto en datos sintéticamente simulados como en 
datos reales. En general, la dimensión fractal del variograma del ruido alcanza valores 
altos (1.7- 2.1) y la dimensión fractal de la señal más el ruido presenta valores bajos 
(1, 2-1,5). Por el contrario, el CM arroja transiciones más suaves en la dimensión fractal 
que hacen más difícil determinar la aparición de la señal de forma precisa. Además, el 
CM requiere el ajuste cuidadoso de varios parámetros para obtener resultados aceptables. 
En particular, la escala utilizada para el eje y de be ser correctamente elegida, pues la 
dimensión fractal del compás es muy sensible al valor a este parámetro. Esto es un serio 
inconveniente de este método por lo que se desaconseja su utilización. 
Es importante señalar que para analizar la dimensión fractal de las trazas sísmicas 
se debe suponer que las mismas son auto-afines y no auto-similares. Por lo tanto, los 
algoritmos diseñados para calcular la dimensión fractal de curvas auto-similares (como es 
el caso del CM utilizado en Boschetti et al. [12]) no son adecuados para el procesamiento 
de trazas sísmicas debido a su fuerte dependencia con la escala vertical, como ya hemos 
mencionado. A pesar de ello, los parámetros se pueden ajustar para que el algoritmo 
brinde resultados razonables, pero sólo a un alto costo computacional y con una delicada 
selección de parámetros, lo que resulta en picados de primeros arribos de baja precisión y 
poca fiabilidad. Luego, cuando se analizan series de tiempo tales como trazas sísmicas, se 
recomienda que el método utilizado para calcular la dimensión fractal sea independiente 
de la escala vertical. Por el contrario, el VM, que está concebido para el análisis de 
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curvas auto-afines, es completamente independiente de la escala vertical. El análisis del 
VM mostró que es un método ro busto y proporciona resultados precisos y consistentes, 
incluso bajo condiciones de niveles de ruido considerables. El VM además arrojó muy 
buenos resultados cuando fue testeado con un registro de campo de sísmica marina. 
Capítulo 3 
Nuevos algoritmos y técnicas para detectar primeros arribos sísmicos 
En la Introducción General, enumeramos y describimos brevemente diferentes técnicas 
y métodos desarrollados en las últimas décadas para abordar el problema de picado 
automático de primeros arribos sísmicos, algunos de ellos "convencionales" y otros "no 
convencionales". Desafortunadamente, cuando la relación señal-ruido de los datos es 
pobre y su calidad no es buena, casi todos los métodos tienden a fallar. Por lo tanto, en 
gran parte de los trabajos de sísmica de exploración suele aún hoy día recurrirse al picado 
manual de los datos. Muchas veces, se intenta primero realizar el picado automático 
con algún método que se considere adecuado como primer paso, y en segunda instancia 
corregir manualmente los resultados obtenidos. Por ello, la etapa del picado de primeros 
arribos suele demandar un alto porcentaje del tiempo total de procesamiento. Si el 
volumen de los datos es grande, realizar esta tarea de forma eficiente resulta fundamental. 
Entonces, el problema de la detección automática de primeros arribos requiere aún de 
soluciones más eficaces, en especial a partir del aumento del volumen de datos a analizar 
impulsado por los equipos de registración modernos. 
Asimismo, hemos mencionado también en la Introducción que dentro de los métodos 
convencionales uno de los métodos más sencillos y robustos para detectar primeros arribos 
sísmicos es aquel basado en la idea introducida por Coppens [19], en el que simplemente 
se compara la energía de la señal dentro dos ventanas de tiempo de tamaños diferentes. 
Entre los métodos no convencionales, en el Capítulo 2 hemos destacado en particular el 
método de la dimensión fractal. Motivados por algunos trabajos que utilizan un análisis 
fractal de la traza sísmica para detectar los arribos de la señal [12, 67, 26], y por las 
diversas aplicaciones que se han desarrollado a partir de la teoría de los fractales en 
ciencias de la tierra en el último tiempo [30, 29, 69], hemos analizado algunos aspec-
tos teóricos y prácticos del análisis de la dimensión fractal de la traza sísmica. Como 
resultado general, hemos encontrado que la dimensión fractal de la traza sísmica es un 
atributo adecuado para detectar la llegada de la señal en un entorno ruidoso si se tienen 
en cuenta ciertas consideraciones teóricas descritas en el capítulo anterior y que también 
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se pueden encontrar en Sabbione y Velis (2008) [51]. Por otro parte, la entropía de una 
curva ya ha sido exitosamente utilizada para la segmentación de series espaciales y tem-
porales [20], y recientemente fue aplicada para realizar el picado automático de primeros 
arribos sísmicos [54]. 
En este contexto, en este capítulo se proponen algunas mejoras útiles para el método 
de Coppens y para el método basado en la dimensión fractal que permiten incrementar 
significativamente su capacidad para detectar los primeros arribos de forma automática. 
También se presenta un nuevo algoritmo basado en la entropía de las curvas. En este 
caso, la entropía de la traza se utiliza como un nuevo atributo sísmico que cuantifica las 
propiedades estadísticas de la señal (la variabilidad y la estructura de la correlación). 
Se proponen entonces tres algoritmos que se basan en tres atributos sísmicos diferentes 
(relación de energías, dimensión fractal y entropía), que se calculan traza por traza 
dentro de ventanas que se mueven a lo largo del tiempo. La hipótesis fundamental de los 
métodos es que el atributo seleccionado se comporta de manera diferente si los datos en 
la ventana móvil contienen sólo ruido o si contienen señal más ruido, y que la transición 
entre estas dos regiones es detectable. Por lo tanto, la exactitud del método de picado 
estará claramente relacionada con la exactitud con la que se pueda detectar el cambio 
en el atributo utilizado. En este sentido, proponemos el uso de un filtro que suaviza 
los datos pero al mismo tiempo conserva los grandes cambios o bordes (EPS, "edge-
preserving smoothing" [34]). Dicho filtro mejora significativamente esta transición, y 
como veremos en este capítulo, se convierte en una herramienta esencial que aumenta 
considerablemente la exactitud de los resultados. 
Como una segunda instancia de proceso, y luego del análisis traza por traza, los algo-
ritmos propuestos consideraran la organización aproximada de los primeros arribos según 
líneas rectas (dadas por el arribo del rayo directo y los rayos refractados), aprovechando 
de esta manera información extraíble de todo el conjunto de receptores de un registro 
de disparo común. Este procedimiento es llevado a cabo en un proceso de corrección 
de picados erróneos en cinco pasos, en donde se restringe la búsqueda de los primeros 
arribos a las proximidades de las rectas de refracción, que son obtenidas por mínimos 
cuadrados con los picados preliminares traza por traza. Como resultado, la consistencia y 
la coherencia espacial de los picados se mejoran significativamente. Más aún, los picados 
erróneos asociados a trazas malas o nulas, así como los que están relacionados con trazas 
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que presentan primeros arribos a priori indistinguibles, son corregidos o descartados au-
tomáticamente mediante criterios estadísticos simples. 
En este capítulo, en primer lugar ilustramos los tres algoritmos propuestos con una 
única traza (tomada de datos reales). A continuación, ponemos a prueba los tres métodos 
completos (incluyendo el procedimiento de corrección de picados erróneos) bajo diferentes 
relaciones de señal-ruido y tipos de fuentes utilizadas para generar los registros de campo. 
Para estas pruebas, hemos seleccionado tres datos ruidosos, uno generado a partir de 
fuente de dinamita y dos con Vibraseis. Los resultados muestran que los algoritmos 
propuestos son en general muy robustos y se obtienen picados precisos incluso cuando se 
utilizan datos con fuente Vibraseis, para los que la ubicación exacta del inicio de la señal 
no es fácilmente distinguible y suelen surgir los mayores problemas al utilizar algoritmos 
de picado automático. Asimismo, los métodos son muy eficientes en términos de costo 
computacional y fáciles de usar pues sólo dependen de un pequeño número de parámetros. 
Más aún, demostramos mediante un análisis de sensibilidad que la dependencia de los 
resultados no es crítica si los parámetros son restringidos a ciertos rangos. Para completar 
el capítulo, los métodos son adaptados y mejorados para realizar el picado automático 
de primeros arribos en datos reales de campo provistos por la industria correspondientes 
a un proyecto de sísmica 2D y a un proyecto de sísmica 3D con diversas complejidades. 
3.1 Análisis por traza 
En la metodología propuesta, el procedimiento de picado consta de dos etapas. La 
primera etapa es un proceso traza por traza destinado a identificar los cambios bruscos 
en cierto atributo de la traza sísmica (cociente de energías, entropía o dimensión fractal), 
que se calcula en función del tiempo a lo largo de ventanas que avanzan muestra por 
muestra. Para hacer más evidentes los cambios en los atributos, el atributo seleccionado 
se filtra con un filtro EPS (ver Apéndice A). Finalmente, se asigna el inicio del primer 
arribo a aquella muestra en la que la derivada del atributo filtrado sea máxima (o mínima 
en el caso del método de la dimensión fractal). En esta sección se describen, ilustran y 
comparan los tres algoritmos propuestos con la misma traza sísmica tomada de un registro 
de campo. La traza seleccionada es la número 14 de un registro obtenido mediante fuente 
de Vibraseis, y pertenece al ejemplo de registro de disparo común número 4 del libro 
de Yilmaz [75, p. 71], que fue adquirido con un intervalo de muestreo de 4 ms. Por 
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simplicidad, las amplitudes sísmicas son normalizadas a ( -1, 1) antes del procesamiento. 
La segunda etapa consiste en utilizar todo el conjunto de picados obtenidos en la etapa 
previa para cada traza del registro. Este procedimiento se basa en criterios estadísticos 
simples que ayudan a mejorar la coherencia espacial de los picados y automáticamente 
se detectan las trazas malas o nulas. El objetivo de este proceso es dar cuenta de la 
alineación aproximada esperada para los picados a lo largo de las líneas rectas dadas por 
el modelo de refracción. Los picados erróneos se pueden ajustar o eliminar en esta etapa. 
3.1.1 Método de Coppens modificado (MCM) 
La idea básica de esta estrategia es muy simple y sigue el método de Coppens [19]. El 
objetivo del método consiste en distinguir la señal del ruido de fondo (incoherente o 
coherente) a partir de sus diferencias de energía. Para ello, se calcula la energía de la 
traza sísmica s, dentro de dos ventanas anidadas: 
t ¿ (3.1) 
í=t-n¡+l 
t 
E2(t) = L sz, (3.2) 
í=l 
donde n1 es la longitud de la primera ventana ("ventana corta"), y representa un paráme-
tro que debe seleccionarse a priori. Por el contrario, la longitud de la segunda ven-
tana ("ventana larga") aumenta con el tiempo (ver Figura 3.1) y su longitud no es un 
parámetro del algoritmo. Luego, se calcula el cociente de energías entre ambas ventanas 
mediante: 
(3.3) 
donde (3 es una constante de estabilización que ayuda a reducir las rápidas fluctuaciones 
de ER(t) que podrían conducir a un picado de primer arribo falso, sobre todo cuando 
el ruido de fondo es de muy baja amplitud y el denominador de la ecuación 3.3 es muy 
cercano a O. El valor del atributo resultante se asigna a la última muestra de las ventanas. 
El esquema de ventanas anidadas garantiza que ER(t) < 1, un resultado muy conveniente 
para controlar la magnitud del cociente de energías. 
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Figura 3 .1: Esquema de ventanas utilizado en el MCM. 
El atributo del cociente de energías, de la misma manera que los at ributos de la d i-
mensión fractal y la entropía descritos en las siguientes secciones, present a una t ransición 
entre el ruido y el ruido más la señal. Uno de los aspectos más complicados de este tipo 
de algorit mo es determinar exactamente en qué muestra arriba la señal sísmica, puesto 
que a menudo la transición no es lo suficientemente clara. Para mit igar este problema, 
filtramos ER(t) mediante la aplicación de un operador de suavizado con preservación de 
bordes (EPS), denominado "edge-preserving smoothing". El filt ro EPS se puede enten-
der como una simple modificación del método de promediación móvil, y fue ideado para 
reducir el ruido y conservar los cambios más notables de los d atos (el EPS se describe 
en el Apéndice A). Por último, se as igna el inicio del primer arribo a la muest ra en la 
que la derivada del atributo filt rado es máxima. Esta est rategia nos permite minimizar 
el retraso que generalmente ocurre ent re el máximo del cociente de las energías y el ver-
dadero inicio de la señal, mejorando así la exactitud de los resultados. Nos referiremos a 
este método como "método de Coppens modificado" (MCM). 
Desde el punto de vista práct ico, el MCM requiere que el usuario selecciones t res 
parámetros : la longitud de la ventana cort a, n1, la longitud del operador EPS, ne, y la 
const ante de estabilización, (3. El objet ivo de la ventana corta es capturar la energía del 
primer arribo, por lo que su longitud se establece igual a un período de la señal que se 
espera detectar. Est e valor puede determinarse fácilmente analizando los datos a picar 
y midiendo la distancia temporal entre dos crestas o dos valles inmed iatamente después 
de la llegada de la señal. Respecto de la longitud de la ventana del EPS, encontramos 
buenos resultados con valores ent re uno y dos períodos de la señal, por lo que fijamos 
n e igual a un período y medio en todos los ejemplos que most ramos en este capítulo. 
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Figura 3.2: (a) Traza sísmica (azul) y primer arribo picado por el COP (triángulo verde) 
y por el MCM (cuadrado rojo) . (b) Atr ibuto del cociente de energías (verde) y el mismo 
atributo filtr ado por EPS (rojo) . (e) Derivad a del atributo filt rado. Su máximo indica el 
primer arribo. 
La selección de f3 proporciona un mecanismo para cont rolar la sensibilidad del at ributo 
de cociente de energías y ayuda a evitar picados fa lsos. En general, la selección de este 
parámetro no es crít ica, y fue fijado en O, 2 (recordar que las amplitudes son previamente 
normalizadas a ( - 1, 1)) . 
A pesar de no ser un método moderno, el método de Coppens (COP) es muy robusto 
cuando la relación señal-ruido de los datos es buena, es decir, cuando la amplitud el 
ruido es de l orden el 10 % de la de los datos o menor. Por ello, este método (o alguno 
similar en el que se calculen cocientes de energías) es muy utilizado para picar pr imeros 
arr ibos. Si el primer arr ibo es impulsivo (como ocurre generalmente cuando se cuent a 
con datos de dinamita o de sísmica ma rina) el desempeño del COP es muy bueno. Sin 
embargo, si el primer arribo no es muy abrupto (como suele ocurr ir con datos generados 
con Vibrase is), por lo general ER(t) a lcanza su máximo en t iempos posteriores al primer 
arribo, lo que limita la capacidad del COP para detectar la ubicación exacta del comienzo 
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de la señal. Con el objeto de ilustrar el MCM y compararlo con el COP, hemos testeado 
ambos métodos utilizando la traza que se muestra en la Figura 3.2. Por inspección visual, 
el período del primer arribo es de unos 80 ms (20 muestras), por lo que elegimos n1 = 20 
y ne = 30. Nótese cómo la determinación del primer arribo es mejorada por el uso del 
EPS. Si se hubiese utilizado el COP sin las modificaciones propuestas, el primer arribo 
habría sido picado unos 50 ms más tarde. 
3.1.2 Método de la entropía (EM) 
En esta subsección presentamos un nuevo método de análisis de la traza sísmica, que 
denominamos "método de la entropía" (EM), y está basado en la entropía de las curvas, 
un concepto utilizado por Denis y Crémoux [20] para realizar la segmentación de una 
serie espacial o temporal de datos. En su trabajo, la entropía de una curva se ve como 
una medida de la estructura de la variabilidad y la correlación de una serie de tiempo. 
Esto permite detectar cambios en las propiedades estadísticas de la señal y por lo tanto 
se la divide en segmentos localmente estacionarios. Aquí vamos a aplicar estos mismos 
conceptos al análisis de las trazas sísmicas, ya que ante la llegada del primer arribo se 
espera un rápido cambio en las propiedades estadísticas de los datos. 
Denis y Crémoux [20] calculan la entropía de una serie de tiempo en función del 
tiempo (o del espacio) por medio de 
H(t) = log (L(t) jt), (3.4) 
donde L(t) es la "longitud" de la serie de tiempo que es aproximada por la suma del 
valor absoluto de las primeras diferencias de la señal muestreada. 
En el cálculo de la entropía como un atributo de la traza sísmica, se estima H(t) en 
una ventana móvil de longitud fija, nh, y se asigna su valor al último punto de la ventana. 
Por lo tanto, si /';.t es el intervalo de muestreo de los datos: 
( 
t-1 ) 
H(t) = log nh~t L lsi+l- si[ . 
í=t-nh+l 
(3.5) 
En general, la entropía varía significativamente cuando la ventana móvil abarca so-
lamente ruido o señal más ruido, y entonces la llegada de un primer arribo se puede 
identificar mediante la detección de cambios rápidos en este atributo. 
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Vale la pena mencionar que si la ventana móvil fuera demasiado corta, la var iabilid ad 
de la entropía sería muy grande. Por otro lado, si fuera demasiado larga, podría disminuir 
la resolución temporal del cálculo. Además, y con el fin de capturar completamente las 
propiedades estadísticas del pr imer arribo, resulta razonable seleccionar nh como un 
múltiplo del período de la señal a detectar . En todas las trazas sísmicas analizadas 
en este capítulo encont ramos buenos resultados ajust ando nh igual al do ble del per íodo 
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Figura 3.3: (a) Traza sísmica (azul) y primer arribo picado por el EM (cuadrado 
rojo). (b) Atributo de la ent ropía (ve rde) y el mismo at ributo filt rado por EPS (rojo). 
(e) Derivada del atributo filtrado. Su máximo ind ica el primer a rribo. 
La Figura 3.3 muestra el comportamiento del EM cuando es aplicado a la misma 
t raza ut ilizada para ejemplificar el MCM. Como el período del pr imer arr ibo es de 20 
muestras, hemos seleccionado nh = 40. Se puede observar que el at ributo de la ent ropía 
se incrementa significativamente en alrededor de O, 7 s. Una vez más, este cambio es 
luego realzado aplicando el filtro EPS (Figura 3.3b). La longit ud del operador EPS se 
fijó nuevament e igual a un período y medio (30 muest ras) como en el caso del MCM. El 
máximo de la derivada del atributo fi lt rado ind ica claramente el inicio del primer arribo. 
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Observar que el resultado es muy similar al picado obtenido con el MCM (Figura 3.2). 
3.1.3 Método de la dimensión fractal (FDM) 
En el capítulo anterior hemos indagado sobre diferentes métodos para obtener la di-
mensión fractal de la traza sísmica y analizado algunos aspectos teóricos. Vamos a 
aprovechar los resultados obtenidos para desarrollar este método. Utilizaremos el va-
riograma para extraer la dimensión fractal, que ha probado ser un método robusto y 
confiable [51]. Para detallar el método, recordaremos algunos conceptos y fórmulas del 
capítulo anterior. 
Para series de tiempo, una definición equivalente de un fractal auto-afín (ver sección 
2.1 del capítulo anterior) es el requisito que su variograma V(h) (o el semi-variograma, 
que es la mitad del variograma) se escale de manera que [69]: 
V(h) OC h2Ha, (3.6) 
donde Ha es la medida de Hausdorff, relacionada con la dimensión fractal mediante 
Ha= 2- D. (3.7) 
De acuerdo con diversos autores [67, 26, 51], y como hemos mencionado en el capítulo 
anterior, se encontró que las trazas sísmicas satisfacen este requisito y pueden ser clasi-
ficadas como fractales auto-afines. Si bien Boschetti et al. [12] desarrollaron un análisis 
basado en la dimensión fractal para la detección de los primeros arribos sísmicos uti-
lizando el "método de la división" (que en el capítulo anterior hemos llamado "método 
del compás"), este método está concebido para analizar curvas auto-similares. Por lo 
tanto, hemos recomendado el uso de los métodos desarrollados para curvas auto-afines 
en el tratamiento de trazas sísmicas. En cambio, Jiao y Moon [26] utilizaron el "método 
de la varianza" para detectar señales de refracción, y Tosi et al. [67] utilizaron un análisis 
de variogramas para extraer la dimensión fractal de los sismogramas para detectar even-
tos en datos de terremotos. Estas dos técnicas resultan más adecuadas desde un enfoque 
teórico porque fueron concebidas para analizar fractales auto-afines. 
El "método del vario grama" es uno de los métodos más eficientes y ro bustos para 
el cálculo de la dimensión fractal de curvas auto-afines [30]. El método se basa en la 
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relación exponencial entre el vario grama y la separación h con la que es calculado V ( h), 
que combinando la ecuación 3.6 con la ecuación 3. 7 se puede escribir como: 
V(h) oc h4- 2D (3.8) 
La ecuación 3.8, que también podríamos haber deducido de las ecuaciones 2.6 y 2.7, 
indica que si tomamos logaritmo en ambos miembros y calculamos el variograma para 
distintos valores de h la dimensión fractal D se obtiene a partir de la pendiente de la recta 
definida el dominio bilogarítmico (llamado gráfico de Mandelbrot-Richardson) mediante 
la ecuación 2.8, como ya hemos explicado en el capítulo anterior. 
Hemos desarrollado entonces el "método de la dimensión fractal" (FDM) para prcar 
los primeros arribos sísmicos a partir de lo estudiado en el capítulo anterior, y basándonos 
en el hecho que el ruido aleatorio presenta una dimensión fractal mayor que la señal. En 
este método, la dimensión fractal se calcula dentro de una ventana de tiempo de longitud 
n¡ que avanza muestra por muestra y el valor de D hallado se asigna a la última muestra 
de la ventana. Nuevamente, debemos tener en cuenta que sin¡ es demasiado pequeño, el 
variograma (y la dimensión fractal obtenida) no puede ser estimado adecuadamente. Por 
otro lado, si n¡ es demasiado grande, no podremos detectar correctamente los cambios 
en la dimensión fractal, que es nuestro principal objetivo. Jiao y Moon [26] analizaron 
diferentes longitudes de ventanas y recomiendan el uso de una ventana de 48 muestras. 
Teniendo en cuenta esta información y los resultados obtenidos en el capítulo previo y 
considerando el período T de la señal, equivalente a nper muestras, fijamos el tamaño de 
la ventana en n¡ = knper, donde k es el menor entero tal que n¡ ::;> 48+nper/2. Aclaremos 
que si bien nper es un entero que podría ser impar, el redondeo de nper/2 no nos preocupa 
pues como veremos más adelante en el análisis de sensibilidad de los métodos el efecto 
de este redondeo sobre los picados obtenidos es despreciable. 
Además, siguiendo nuevamente los resultados mostrados en el capítulo anterior, aña-
dimos sistemáticamente ruido blanco de baja amplitud a los datos antes de calcular su 
dimensión fractal. El ruido añadido (con una energía similar o menor a la del ruido de 
fondo para no enmascarar la señal) tiende a destruir la eventual correlación del ruido 
presente en la traza sísmica antes del primer arribo. Este efecto también fue hallado 
empíricamente por Jiao y Moon [26]. Por lo tanto, la cantidad de ruido añadido se 
debe calibrar de forma manual a partir del ruido de fondo de los datos a analizar. Esta 
simple estrategia mejora significativamente la capacidad del FDM de picar los primeros 
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arribos, en especial cuando se están procesando datos de Vibraseis, para los que la fuente 
introduce ruido altamente correlacionado antes de la llegada de la señal. 
Resumimos entonces el FDM de la siguiente manera. Estimamos el variograma V(h, t) 
dentro de una ventana móvil de longitud n¡ que avanza muestra por muestra a lo largo de 
la traza sísmicas,, a la que ya le hemos añadido ruido blanco de baja amplitud, mediante 
t-h 
1 ~ 2 V(h,t)=n -h ¿ (si+h-si), 
f í=t-n¡+l 
(3.9) 
para cuatro separaciones diferentes h = 1, 2, 3 y 4, que resultan suficientes para captar 
la variabilidad de una traza sísmica ruidosa. Este rango de separaciones para h está de 
acuerdo con el utilizado por Jiao y Moon [26]. Notar que la ecuación 3.9 es la misma 
ecuación que la 2.5 del capítulo anterior en donde hemos explicitado la dependencia del 
tiempo en el cálculo de V(h) y la cantidad de pares de muestras separadas h unidades 
de tiempo dentro de la ventana dada por n(h) = n¡ - h. Luego de ajustar la línea 
recta en el gráfico de Mandelbrot-Richardson y obtener su pendiente (3, calculamos la 
dimensión fractal con la ecuación 2.8 y asignamos su valor a la última muestra de la 
ventana. Posteriormente, aplicamos un operador EPS para mejorar la transición entre la 
dimensión fractal del ruido y la del ruido más la señal. Al igual que en el caso del M CM y 
el EM, la longitud del filtro ne fue fijada en un período y medio de la señal a detectar. Por 
último, y debido a que la dimensión fractal disminuye cuando la señal arriba, picamos el 
primer arribo en aquella muestra para la que la derivada de la dimensión fractal filtrada 
se hace mínima. 
El FDM se ilustra en la Figura 3.4, utilizando nuevamente la misma traza utilizada 
para describir el MCM y el EM en las dos secciones anteriores. El ruido blanco fue 
añadido de modo que la relación señal-ruido sea SNR = 20, donde SNR es calculada 
como el cociente entre la energía de la traza y la energía del ruido. Dado que el período 
del primer arribo es de 20 muestras, seleccionamos n¡ = 60 y ne = 30 (es decir, ne !o 
elegimos igual que en el M CM y el EM). 
En este punto hacemos hincapié en un detalle del algoritmo que no habíamos estudiado 
en el capítulo anterior. Nos interesa remarcar en qué muestra asignamos el primer arribo 
en el FD M y qué diferencias existen con las estrategias sugeridas por otros autores en 
otros métodos de picado de primeros arribos mediante el análisis de la dimensión fractal. 
Boschetti et al. [12] aplican el método de la división para calcular la dimensión fractal, 
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Figura 3.4: (a) Traza sísmica (azul) y pr imer arribo picado por el FDM (cuadrado rojo). 
(b) Atributo de la dimensión fractal (verde) y el mismo atributo fi lt rado por EPS (rojo). 
(e) Derivada del at ributo filtrado. Su mínimo indica el primer arribo. 
que produce una trans ición suave entre el ruido y la señal con ruido. Luego, utilizan un 
complicado esquema de tres segmentos para ajustar la dimensión fractal de la curva en 
las proximidades de l primer arribo (esta región se selecciona manualmente). Finalmente, 
determinan el primer arribo unas pocas muest ras antes de la intersección de dos de estas 
rectas . Por otro lado, Jiao y Moon [26] calculan la dimensión fractal mediante el método 
de la varianza, y obt ienen transiciones bruscas, lo que hace que el picado del primer ar ribo 
sea más sencillo. Desafortunadamente, los a utores no explican la forma en que realmente 
determinan la llegada de la señal. Es de suponer que se coloca en el punto donde comienza 
la transición (aunque este punto no se puede identificar fácilmente), como se observa en 
la Figura 12 de su art ículo . En contrast e, en el FDM el suavizado que preserva los saltos 
más importantes del atributo llevado a cabo por la implementación del EPS nos permite 
detectar fácilmente el inicio del primer arribo de fo rma automática. 
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Registro 1 Registro 2 Registro 3 
Método Parámetro Criterio !:it = 4 !:it = 2 !:it = 4 
Uper = 13 Uper = 32 Uper = 20 
MCM n¡ nper 13 32 20 
ne 1.5nper 20 48 30 
(3 0.2 0.2 0.2 0.2 
EM nh 2nper 26 64 40 
ne 1.5nper 20 48 30 
FDM n¡ knper 65 64 60 
ne 1.5nper 20 48 30 
SNR (fijar) 50 70 20 
Tabla 3.1: Los tres conjuntos de datos de campo utilizados para ilustrar los métodos 
de picado y los parámetros seleccionados para cada método. El intervalo de muestreo 
!:it está dado en milisegundos. Todas las cantidades, excepto (3 y SNR, están dadas en 
muestras. En el caso en que nper sea impar, redondeamos 1.5nper al entero siguiente. 
3.1.4 Selección de parámetros 
En la sección anterior recomendamos un conjunto de parámetros para cada método de 
picado. La Tabla 3.1 resume todos estos parámetros junto con los valores reales utilizados 
para la detección automática que se ilustra en la posterior sección con pruebas que utilizan 
datos de campo. Notar que la mayoría de los parámetros se definen en términos del 
período aproximado de los primero arribos, T, que se obtiene directamente a partir de 
los datos y equivale a nper muestras. Basta con considerar un único valor aproximado de 
T para todo el registro de disparo común analizado. Por lo tanto, la selección de estos 
parámetros es bastante trivial. Cabe destacar también que la longitud de la ventana 
del EPS es la misma para los tres métodos y la constante de estabilización es la misma 
para todos los registros utilizados. Para poder tomar estos valores, por supuesto es 
fundamental que todas las trazas sean normalizadas como se describió anteriormente. 
En el caso particular de la longitud de la ventana móvil del FD M, el entero k de be 
ser seleccionado con el fin de garantizar que knper sea al menos 48 + nper/2 muestras. 
Luego, el parámetro SN Res el único que hay que ajustar "manualmente" en el FDM. En 
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general, cuanto menor sea SN R, más se retrasará el picado, por lo que este parámetro sí 
debe ser cuidadosamente elegido. A su vez, SN R sirve como una variable de ajuste de 
la sensibilidad del método. 
3.2 Análisis por registro 
Los algoritmos descritos en las secciones anteriores buscan la llegada del primer arribo 
en una única traza. Sin embargo, un analista tendrá en cuenta el registro completo de 
disparo común para realizar los picados. Al hacerlo, prestará especial atención a factores 
de sentido común tales como retrasos de tiempo constante entre los trazas adyacentes, 
tiempos de picado en aumento con la distancia fuente-receptor, y especialmente en que 
los eventos se organicen aproximadamente según líneas rectas (las rectas de refracción). 
Cualquier picado que no cumpla con estos criterios, tendría que ser re-evaluado. Estos 
factores pueden ser incluidos en un algoritmo de selección automatizado mediante el 
uso de restricciones. Con este fin, hemos desarrollado una técnica de corrección de 
picados erróneos utilizando simples criterios estadísticos que restringe la búsqueda de 
los primeros arribos a las proximidades de estas rectas. Las rectas son construidas por 
mínimos cuadrados a partir de los picados traza por traza. Como resultado, los picados 
malos pueden ser corregidos o descartados (como se espera por ejemplo para aquellos 
asociados a trazas malas o nulas). 
3.2.1 Corrección de picados erróneos 
La corrección de picados erróneos se realiza a través de un proceso de cinco pasos. El 
primer paso consiste en el picado traza por traza utilizando uno de los tres algoritmos 
descritos en secciones previas (MCM, EM o FDM). Dependiendo de la calidad de los 
datos, algunos de los picados de este primer paso podría no ser correcto. Por ejemplo, en 
algunas trazas el primer arribo podría exhibir el segundo o el tercer mayor valor (o menor, 
en el caso FDM) de la derivada filtrada del atributo, en lugar del máximo absoluto de toda 
la traza (o el mínimo absoluto en el caso del FDM). Además, es posible que algunas de los 
receptores no hayan registrado correctamente, generando trazas malas o nulas, y el picado 
asociado sea naturalmente malo y deba ser rechazado. En un segundo paso, para evitar 
estos problemas de forma automática, ajustamos por mínimos cuadrados los picados 
obtenidos en el primer paso mediante todos los modelos posibles de dos rectas por flanco 
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Figura 3.5: Procedimiento de corrección de picados errados. Los result ados corresponden 
al FDM a plicado a los datos de campo que se muestran en la Figura 3.7. (a) P icados t raza 
por traza correspondientes al paso 1 (en rojo) y rectas ajustadas (azul) correspondientes 
al modelo de refracción preliminar (paso 2). (b) Picados corregidos (paso 3) y rectas 
ajustadas correspondientes al modelo de refracción final (paso 4). Los picados de las 
trazas 12 y 13 se asoc iaron con trazas malas o nulas y fueron rechazados (paso 5) . 
por registro. Este modelo intenta estimar las rectas esperadas correspondientes al rayo 
directo y al rayo refr actado. Luego, se calcula el x2 para evaluar la bondad del ajuste para 
cada modelo obtenido y seleccionamos aquel con el menor valor de x2 , considerado como 
el más probable. A continuación, si el error a posteriori del ajuste por mínimos cuadrados 
de cualquier punto (picado) es mayor que 3cr , donde cr es la desviación estándar del ajuste, 
el picado es rechazado y las rectas son recalculadas. Este proceso se repite hasta que no 
haya puntos (picados) con errores superiores a 3cr (en general, una o dos iteraciones son 
suficientes , y sólo pocos de los picados originales son rechazados) . El resultado final de 
est a segunda etapa est á dado por un modelo de refracción preliminar que const a de dos 
rectas por flanco por registro. A modo de ejemplo, la Figura 3.5a muestra los resultados 
del picado con el FDM (paso 1) y el modelo de refr acción preliminar (paso 2) para los 
datos de campo que se muestran en la Figura 3. 7 (próxima sección). Notar que en este 
caso particular, los picados cor respondientes a las trazas 4, 12, 13, 14, y 37 no fueron 
considerados en el modelo de refracción preliminar debido a que no superaron el criterio 
de 3cr. Si bien no puede apreciarse en la Figura 3.5a , el picado de la traza 27 t ampoco 
supero el t est de 3cr en esta instancia, a pesar de que aparenta ser correcto. 
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En el tercer paso repetimos el proceso de picado, pero el análisis se limita ahora a una 
ventana de tolerancia de tamaño en tiempo ttol que está centrada en las rectas del modelo 
preliminar de refracción obtenidas en el paso 2. Debemos pedir que t,oz/4 sea más grande 
que la mayor corrección estática que se puede esperar en los datos, como explicaremos 
más adelante al describir el paso 5. El objetivo de este nuevo proceso de picado restringido 
es la re-evaluación de aquellas trazas que podrían haber sido temporalmente descartadas 
durante el paso 2 (por causa del criterio de 3<7), y cuyo primer arribo correcto pudiera 
no corresponder al máximo global (o mínimo en el caso del FDM) de la derivada del 
atributo filtrado, sino a un máximo (o mínimo) local dentro de la ventana de tamaño ttol· 
Por lo tanto, algunos picados que podrían haber sido interpretados como errados en el 
paso 2 pueden ser re-evaluados y corregidos durante el paso 3. De esta manera, se logra 
un nuevo conjunto de picados para el registro analizado. 
El siguiente paso (paso 4) consiste en el mismo procedimiento ideado para el paso 2, 
pero ahora con el nuevo conjunto de picados obtenidos luego del paso 3. Como resultado, 
obtenemos un modelo de refracción final. La Figura 3.5b muestra los resultados después 
de los pasos 3 y 4. Los picados asociados con las trazas 4, 14 y 37 se han corregido y 
ahora se incluyen en el modelo de refracción final. Además, en este paso del algoritmo, 
en donde el modelo de refracción cambió levemente respecto del modelo de refracción 
preliminar, el picado correspondiente a la traza 27 no fue corregido ya que superó el 
criterio de 3<7 para el modelo de refracción final, a diferencia de lo que ocurrió en el 
paso 2. 
Finalmente, en el quinto y último paso, analizamos cada uno de los picados traza por 
traza y decidimos si volver a ajustar su tiempo de acuerdo con el modelo de refracción 
final o si debemos rechazarlo definitivamente. Los picados rechazados son asociados con 
trazas malas o nulas, o bien con trazas para las que el método seleccionado (MCM, 
EM, o FDM) no fue capaz de detectar correctamente el primer arribo. En este sentido, 
bajo la hipótesis que los primeros arribos deben seguir aproximadamente las líneas rectas 
obtenidas en el paso 4, se define una nueva ventana de tolerancia de la mitad de la 
longitud de la ventana anterior centrada en las rectas del modelo de refracción final. 
Luego, se busca el máximo local (o mínimo para el FDM) dentro de esta ventana de 
tolerancia más estrecha. Notar que el picado se realiza aún si el primer arribo no está 
muy claro, simulando así la forma en que un analista procede siguiendo las rectas de un 
hipotético modelo de refracción. Por otro lado, ya que el atributo filtrado es constante 
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para aquellas trazas en las que el atributo sin filtrar no presenta cambios bruscos en la 
ventana de tolerancia corta, no habrá en estos casos un máximo o mínimo local para 
seleccionar, y por lo tanto, los picados de estas trazas serán rechazados. 
Dicho de otro modo, los primeros arribos finales son picados dentro del intervalo dado 
por 
(3.10) 
donde tr es el tiempo asociado con las rectas del modelo final de refracción obtenido en 
el paso 4. Por lo tanto, ttol debe ser seleccionado con el fin de garantizar que t,oz/ 4 sea 
superior a la mayor corrección estática esperada en los datos, como habíamos adelantado. 
Observar que en los picados finales que se muestran en la Figura 3.5b, los receptores 12 
y 13 se asociaron con trazas malas o nulas y sus tiempos picados fueron rechazados. 
3.2.2 Algoritmo final 
El algoritmo final de picado automático, que consta de cinco pasos, se puede resumu 
como srgue: 
Paso l. Para cada traza del registro de disparo común analizado se calcula la serie 
temporal correspondiente al atributo seleccionado (cociente de energías, entropía o di-
mensión fractal). Luego, el atributo se filtra mediante un operador EPS y se realizan 
los picados preliminares de los primeros arribos en el máximo de la derivada filtrada del 
atributo (o el mínimo en el caso del FDM). 
Paso 2. Todos los picados del paso anterior se ajustan por el meJor modelo de dos 
rectas por flanco según el criterio de mínimos cuadrados. Luego, los picados con errores 
a posteriori del ajuste mayores que 3<7 son temporalmente rechazados y se calcula un 
nuevo modelo de dos rectas por flanco. El proceso se repite hasta que no haya picados 
con errores mayores a 3<7. Como resultado, se obtiene el modelo de refracción preliminar 
(véase la Figura 3.5a). 
Paso 3. Los primeros arribos son ahora re-picados buscando el máximo (o mínimo en el 
FDM) de la derivada filtrada del atributo elegido dentro de una ventana de tamaño ttol 
centrada en las rectas del modelo de refracción preliminar obtenido en el paso anterior. 
Este proceso por lo general conduce a la corrección de los picados de algunas trazas 
(trazas 4, 14 y 37 en el ejemplo de la Figura 3.5). 
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Paso 4. Se repite el paso 2 con el conjunto actualizado de los picados obtenidos en el 
paso 3. En este paso se incluyen en el nuevo ajuste por mínimos cuadrados algunos de los 
picados erróneos que habían sido corregidos en el paso 3 (y temporalmente descartados 
en el paso 2) y se genera el modelo de refracción final. A modo de ejemplo, puede verse 
en la Figura 3.5b cómo ahora se han considerado en el modelo final los picados de los 
receptores 4, 14 y 37 que habían sido descartados en el paso 2. 
Paso 5. Se fija una ventana de longitud t,oz/2 (es decir, la mitad de la longitud de 
la ventana del paso 3) centrada en el modelo de refracción final. Los tiempos finales 
son picados dentro de esta nueva ventana, o eventualmente los picados son rechazados 
si dentro de la ventana no existe un máximo local (o mínimo en el FDM). Las trazas 
sísmicas cuyos picados fueron rechazados se interpretan como trazas malas o nulas, o 
como trazas para las que el método elegido ha fallado. A modo de ejemplo, observar en 
la Figura 3.5b cómo han sido rechazados los picados de las trazas 12 y 13, con evidentes 
problemas. 
Vale la pena mencionar que este proceso de cinco pasos, además de ser totalmente 
automático, es computacionalmente eficiente y rápido, puesto que el atributo sísmico se 
calcula por única vez en el paso l. La simplicidad de este procedimiento de corrección le 
proporciona una gran robustez al algoritmo final. La etapa de corrección de los picados 
erróneos es consistente dentro de cada registro de disparo común. Así, los problemas 
relacionados con la falta de homogeneidad del subsuelo que pueden dar lugar a diferen-
tes modelos de refracción en diferentes regiones del área prospectada no generan ningún 
inconveniente. Distintas pruebas con varios registros de campo muestran que esta es-
trategia es muy útil cuando los datos son de calidad pobre o simplemente difíciles de 
picar. Sin embargo, si un gran número de picados obtenidos en el paso 1 son malos 
(por encima de 30 o 35 %), no es posible obtener un modelo preliminar de refracción 
razonable, y el proceso de corrección de cinco paso descrito antes puede fallar. 
3.3 Resultados con datos reales 
En general, los datos marinos exhiben primeros arribos claros y fácilmente distinguibles, 
por lo tanto no suelen ofrecer ninguna dificultad para los algoritmos de picado automático 
propuestos. Por ejemplo, el registro de sísmica marina mostrado en el capítulo anterior 
para validar el uso de la dimensión fractal del variograma como detector de primeros 
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Figura 3.6: Resultado de los métodos de picado automát ico de pr imeros ar ribos aplicados 
al registro de d isparo común con fuente dinamita (Registro 1 en la Tabla 3.1). En rojo 
los picados obtenidos mediant e el MCM, en verde mediante el EM, y en azul mediante 
el F DM. 
arribos (Figura 2.1 2) no representa mayor desafío para los algorit mos presentados en este 
capítulo. Por ello, vamos a ilustrar el comportamiento del MCM, del EM y del FDM, 
j unto con la etapa de corrección de picados erróneos (es decir , ut ilizando el algoritmo 
fi nal dado por los 5 pasos recién descritos) con datos t errestres de campo recolectados con 
fuente d inamita y con Vibraseis. Hemos seleccionado tres regist ros de d isparo común con 
d iferentes niveles de ruido de fondo, que no son fáciles de picar debido a la presencia de 
ruido correlacionado, trazas malas , cambios en las for mas de onda, primeros arribos poco 
d istinguibles, etc. Los datos de campo fueron tomados de Yilmaz [75], y están disponibles 
en http:j jwww.cwp.mines.edujdatajoz.originalj). La Tabla 3.1 muest ra el intervalo de 
muest reo y los períodos aproximados de la señal a detectar para cada conjunto de datos, 
junto con los pará met ros que se utilizaron para los d iferentes métodos de picado. En 
cuanto a la etapa de corrección de picados erróneos, seleccionamos itol igual a cuatro 
períodos para los tres registros y para los tres métodos (es decir, pasando a muestras, 52 
para el registro 1, 128 para el registro 2, y 80 para el regist ro 3). 
El primer dato seleccionado (Figura 3.6) es el registro de disparo común número 6 
tomado de Yilmaz [75, p. 72]. El registro fue adquirido en el Lejano Oriente con una 
fuente de dinamita. Está compuesto por 48 trazas y la distancia ent re receptores es de 
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Figura 3. 7: Resultado de los métodos de picado automát ico de pr imeros ar ribos aplicados 
al primero de los ejemplos de registro de disparo común con fuente Vibroseis (Registro 2 
en la Tabla 3.1). En rojo los picados obtenidos mediante el MCM, en verde mediante el 
EM, y en azul mediante el FDM. 
100 m. La Figura 3.6 muestra los resultados de los primeros arribos obtenidos mediante 
el MCM (rojo), el EM (verde) y el FDM (azul) . Algunas trazas presentan primeros ar ri-
bos poco claros. En particular, los receptores 2, 3, 4, 27 y 28 exhiben algunos problemas 
que dificultan su picado. En algunas de estas trazas, los métodos no pudieron encontrar 
un picado acept able después del paso 5, y por lo tanto las trazas fueron automáticamente 
interpretadas como trazas malas. A pesar de esto, los t res métodos automáticos picaron 
los primeros arribos correct amente en la mayoría de las t razas. La fuente de d inamita 
genera primeros arribos impulsivos, y a unque algunas trazas son bastante ruidosas y al-
gunos primeros arr ibos no son fác iles de distinguir, los datos con dinamita no representan 
grandes dificultades para los métodos propuestos. 
El siguiente dato utilizado (Figura 3.7) es un registro de campo de la Cuenca de San 
Joaquín (registro de disparo común número 23 de Yilmaz [75, p. 76]), que fue adquirido 
con una fuente de Vibroseis. Las 48 trazas están separadas por 220 pies. Este es el 
conjunto de datos utilizado para ilustrar el algo ritmo de cinco pasos para la corrección 
automática de picados descrito en la sección a nterior. El registro y los picados obtenidos 
mediante el MCM, el EM y el FDM se muestran en la F igura 3.7. Algunos receptores 
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Figura 3.8: Resultado de los métodos de picado automát ico de primeros ar ribos aplicados 
al segundo de los ejemplos de registro de disparo común con fuente Vibroseis (Registro 3 
en la Tabla 3.1). En rojo los picados obtenidos mediante el MCM, en verde mediante el 
EM, y en azul mediante el FDM. 
presentan problemas para d etectar la señal (ver las trazas 4, 12, 13 y 14). Para estos 
receptores, a lgunos métodos tienen éxito a l picar los primeros arribos, y algunos métodos 
no, como se esperaba debido a la presencia de trazas malas. Además, los datos exhiben 
lóbulos antes de los primeros arribos (a causa de que la fuente es de fase cero) y los 
primeros arribos no son muy claros. Este es un problema común con los regist ros de 
Vibroseis. La complej idad de los datos hace que algunos de los métodos se "equivoquen" 
al determina r el primer arribo en aproximadamente un período para unas pocos trazas 
(ver receptores 22, 24, 43 y 46), pero los resultados son en general muy buenos teniendo 
en cuenta el dat o considerado. 
El último ejemplo, y t al vez el dato que presenta el mayor desafío, cor responde a un 
regist ro de campo de Vibraseis recogido en Turquía (registro de d isparo común número 4 
en Yilmaz [75, p. 71]) . Está compuesto por 48 trazas equiespaciadas en 100m. Los datos 
y los picados resultantes se muestran en la Figura 3.8. En este ejemplo , los algoritmos 
de picado automát ico de primeros arribos convencionales tienden a fallar. Observar que 
para el ruido añadido al dato para el FDM se tomó SNR = 20 (Tabla 3.1). Este valor , 
relativamente alto, tiene por objeto descorrelacionar la energía que precede al primer 
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arribo cuando se utilizan datos de Vibraseis. Debido a la presencia de esta energía antes 
de los primeros arribos, que puede considerarse como un ruido monocromático, el inicio 
de la señal de interés es muy difícil de detectar. Incluso un analista con experiencia 
encontraría difícil decidir dónde ubicar los picados en algunas de las trazas (véase, por 
ejemplo, los receptores 29 a 33). Yilmaz [75] sugiere la presencia de irregularidades en 
el subsuelo cercanas a la superficie, que son evidentes si se inspecciona todo el registro 
a tiempos posteriores a 0.8 s. A pesar de la complejidad de los datos, los resultados del 
picado automático son en general muy buenos. El EM tiende a retrasar el picado en 
algunas muestras. 
3.3.1 Análisis de sensibilidad 
En esta sección llevamos a cabo un análisis de sensibilidad de los métodos en función de los 
parámetros elegidos. Para ello, realizamos repetidas veces el picado de primeros arribos 
para cada registro con un gran número de conjuntos de parámetros diferentes. En este 
sentido, para cada traza en cada registro utilizado se calculó la desviación estándar de los 
picados, en donde cada picado se obtuvo mediante un conjunto diferente de parámetros. 
Se variaron la longitud de la ventana corta (para el MCM) o el tamaño de la ventana 
móvil (para el EM y el FDM) y la longitud del operador EPS en un rango de un período, 
centrado en los valores mostrados en la Tabla 3.1. Tanto (3 para el MCM como SNR 
para el FDM se mantuvieron fijos en los valores indicados en la misma tabla. Los rangos 
utilizados para el análisis de sensibilidad se muestran en la Tabla 3.2. 
Método Parámetro Rango 
MCM n¡ 0.5nper - 1.5nper 
ne nper- 2nper 
EM nh 1.5nper - 2 .5nper 
ne nper- 2nper 
FDM n¡ (k- 0.5)nper- (k+ 0.5)nper 
ne nper- 2nper 
Tabla 3.2: Rangos de variación de los parámetros de los diferentes métodos para realizar 
el análisis de sensibilidad. Todas las cantidades están dadas en muestras. En el caso en 
que nper sea impar, redondeamos 0.5nper, 1.5nper o 2.5nper al entero siguiente. 
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Finalmente, se calculó una desviación estándar media (en ms) para cada registro 
promediando todas las desviaciones estándar de los picados asociados con cada traza 
individual. Esta cantidad se puede considerar como un indicador de la variabilidad 
de los picados de cada registro de disparo común. La Tabla 3.3 muestra la desviación 
estándar media para cada uno de los tres ejemplos ilustrados. Observar que la variabilidad 
de los picados es muy pequeña, lo que valida los criterios de selección de parámetros 
considerados. Por otra parte, también podemos concluir a partir de la Tabla 3.3 que la 
selección de parámetros no es crítica dentro de los rangos de variación utilizados. 
Método Registro 1 Registro 2 Registro 3 
MCM 3.7 7.9 8.9 
EM 4.8 7.0 12.2 
FDM 4.1 7.6 12.8 
Tabla 3.3: Desviación estándar media (en ms) de los picados por registro calculadas para 
el análisis de sensibilidad. 
3.4 Mejoras y aplicación en datos de proyectos sísmicos 2D y 3D 
Hasta aquí, en este capítulo presentamos tres métodos robustos y eficientes para prcar 
de manera automática los tiempos de los primeros arribos en registros de disparo común. 
Para testear e ilustrar los métodos, los aplicamos a tres registros reales que presentan 
diversas complejidades. Además, dimos una guía sobre cómo elegir los parámetros de los 
que dependen y que validamos mediante un análisis de sensibilidad. Los principales resul-
tados obtenidos fueron divulgados y presentados en diferentes congresos y publicaciones 
científicas [52, 53, 54]. 
El buen desempeño logrado con los métodos propuestos, el gran interés que existe 
en la industria de exploración sísmica por este tema de investigación y la motivación de 
aplicar las estrategias propuestas a un mayor volumen de datos de campo dio lugar a un 
convenio de vinculación tecnológica con la compañía de servicios geofísicos Data Seismic. 
El objetivo principal de la interacción con la compañía fue adaptar y mejorar los métodos 
desarrollados para procesar registros de proyectos sísmicos completos intentando lograr 
resultados comparables a aquellos que se obtienen mediante el uso de software comercial. 
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Se buscó entonces aplicar los algoritmos desarrollados a un gran volumen de datos 
y se incluyeron algunas mejoras que permitieron continuar con la puesta a punto de los 
métodos. Los datos reales analizados los podemos dividir en dos grupos: una línea de 
registración sísmica 2D y un cubo de datos de registración sísmica 3D. Cabe destacar 
que los algoritmos aquí presentados fueron programados poniendo énfasis en la opti-
mización de los cálculos, de forma tal que puedan implementarse de forma rápida y 
sencilla, aprovechando también la simpleza en la selección de los parámetros descrita en 
secciones anteriores de este capítulo. Los programas que implementan los métodos y que 
utilizamos para procesar los datos están escritos en código FORTRAN. El objetivo prin-
cipal de esta sección es comentar algunas mejoras introducidas en los métodos y presentar 
las situaciones que motivaron estos cambios. 
3.4.1 Ajuste de los picados 
En el algoritmo final que hemos descrito en la sección 3.2.2 la posición del primer arribo 
está determinada por la derivada del atributo filtrado por el operador EPS. Esta es una 
selección arbitraria en nuestros métodos que no contempla la forma de onda original de 
los datos. Luego, para lograr picados consistentes a lo largo de todos los registros del 
proyecto, se incluyó una subrutina para reposicionarlos en los máximos o mínimos locales 
de los datos, conforme cuál sea la polaridad esperada para el primer arribo. El ajuste se 
implementa después de cada picado en los pasos 1, 3 y 5 del algoritmo final (ver sección 
3.2.2). Durante la explicación de este procedimiento denominaremos picados previos a 
aquellos obtenidos mediante la derivada del atributo filtrado por el operador EPS. A 
estos tiempos les asignamos la variable t 0 . 
Los únicos parámetros involucrados en el ajuste son la polaridad deseada para el 
lóbulo correspondiente al primer arribo y su período esperado (T). El último ya había 
sido requerido como parámetro de entrada de los métodos. Supongamos, sin perder 
generalidad, que la polaridad deseada sea positiva, de modo que se quieren ajustar los 
picados a los máximos de los lóbulos positivos cercanos a los picados previos. 
El ajuste de los picados se puede resumir como sigue. Primero, se buscan y almacenan 
el tiempo correspondiente al máximo local de la traza s, anterior a t 0 y aquel posterior 
a t 0 , dentro del intervalo: 
lt- tal <:: T /4. (3.11) 
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Asignamos los tiempos t 1 y t 2 a estos tiempos menores y mayores a t 0 , respectivamente. 
Claramente, como la búsqueda está restringida, podrían no existir extremos locales dentro 
del intervalo lt- t01 <:: T /4. Es decir, se pueden obtener uno, dos o ningún máximo local 
con la polaridad deseada. Ante estas tres posibilidades: 
(a) si existe t 1 pero no t 2 , "adelantamos" el picado previo t 0 al tiempo t 1 . Si, por el 
contrario, existe t 2 pero no t 1 , "atrasamos" el picado previo t 0 al tiempo t 2 . 
(b) si existen t 1 y t 2 , supongamos que son tales que 
(3.12) 
Entonces, corregimos el picado previo t 0 al tiempo t 1 solo si se cumple que 
(3.13) 
caso contrario, corregimos por t 2 . Es decir, elegimos el tiempo más cercano disponible 
siempre y cuando este máximo local no sea relativamente chico respecto de aquel que 
corresponde al tiempo más alejado. 
(e) si no existen máximos locales, no se obtiene ningún picado para la traza analizada. 
Si ocurriera (e), procedemos de la misma manera que detallamos en el algoritmo final en 
la sección 3.2.2. Es decir, si no se obtuviera el picado para alguna traza en el paso 1 o 3, 
dichas trazas no serán tenidas en cuenta para los modelos de refracción preliminar y final 
(paso 2 y 4, respectivamente). Si en cambio esto ocurriese en el paso 5, interpretamos las 
trazas para las que no podemos obtener un tiempo de arribo como malas o nulas. Esto 
completa la descripción del proceso de ajuste de picados. 
3.4.2 Restricción según el offset 
Hasta aquí, para procesar los datos en el paso 1 utilizamos cada traza sísmica desde 
tiempo O hasta un tiempo máximo (mayor al esperado para el primer arribo). Es decir, 
los cálculos fueron realizados a lo largo de toda la traza sísmica, y para todas las trazas 
del registro. 
Esto supone una gran cantidad de cálculos si el volumen de datos a procesar es muy 
grande. Además, al no utilizar una ventana de trabajo con restricciones en tiempo en el 
paso 1, se aumenta el riesgo de que los picados preliminares estén alejados del modelo de 
Capítulo 3. Nuevos algoritmos y técnicas para detectar primeros arribos sísmicos 63 
refracción real. Consecuentemente, el error del modelo preliminar de refracción del paso 2 
podría ser grande. Si esta fuera la situación, los picados del paso 3 serían incorrectos y 
los métodos fallarían. Esto nos motiva a redefinir la ventana de trabajo de los algoritmos 
para el paso l. 
En primer término, vamos a introducir una restricción sobre el offset de las trazas 
a procesar. Para justificar esta restricción, recordemos algunos conceptos básicos de la 
sísmica de refracción. Los primeros arribos se utilizan, en primera instancia, para realizar 
las correcciones estáticas. En particular, interesan los arribos de aquellas ondas que se 
refractan en el límite entre las primeras capas del subsuelo. Si suponemos por ejemplo 
un modelo de tres capas, estos arribos brindan información sobre las velocidades v2 y v3 
de la segunda y tercera capa, respectivamente, y sobre los espesores de la primera y de la 
segunda. Por el contrario, los arribos de ondas directas (que viajan con la velocidad v1 de 
la primera capa) y los arribos para offsets muy grandes (que corresponden de refracciones 
profundas) no suelen ser de interés. Por todo esto, tiene sentido introducir una primera 
restricción en los métodos: sólo buscaremos picar los primeros arribos en aquellas trazas 
cuyo offset esté comprendido en el rango 
of fmin <offset< of fmax, (3.14) 
donde of fmin y of fmax son dos nuevos parámetros de entrada de los métodos. Según lo 
explicado, of fmin debe elegirse de forma tal que deje afuera a las trazas con primeros 
arribos de rayos directos. Por su parte, of fmax debe elegirse de forma que no incluya a 
las trazas con offsets mayores a los deseados para picar los primeros arribos. 
3.4.3 Restricción en tiempo por un modelo inicial de refracción 
Para realizar la restricción en tiempo, vamos a definir un modelo inicial de refracción. 
Este modelo formará parte de la entrada de los métodos. En el esquema del algoritmo 
final (sección 3.2.2), podemos entender la siguiente estrategia como un "paso O" o inicial. 
En una situación ideal, cada registro de disparo común podría contar con una es-
timación de los parámetros de las rectas de refracción obtenidas a partir de los datos, 
ya sea por inspección visual o mediante el uso de algún software de procesamiento. Sin 
embargo, en un proyecto sísmico grande donde deba procesarse una gran cantidad de 
registros de disparo común esto puede insumir mucho tiempo, situación que queremos 
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evitar para automatizar todo el proceso. Veremos una técnica sencilla para obtener estos 
parámetros. 
Para simplificar la explicación, consideremos un modelo de dos capas solamente. En 
dicho caso, se precisa la ordenada al origen y la pendiente de la recta de refracción 
para cada flanco de cada registro, donde la inversa multiplicativa de dicha pendiente 
representa la velocidad v2 de la segunda capa. En general, en el área prospectada el 
modelo de refracción varía gradualmente de una posición de fuente a otra. Proponemos 
entonces la siguiente estrategia para generar el modelo inicial de refracción de entrada 
para todos los registros a procesar: 
(1) Seleccionamos algunas posiciones de fuente distribuidas uniformemente a lo largo de 
la línea o área prospectada. Para cada una de estas posiciones de fuente, analizamos el 
registro de disparo común que corresponde a dicha fuente y obtenemos valores aproxi-
mados para la ordenada al origen y la pendiente de la recta de refracción. Llamemos 
(ak, bk) a estos valores, donde k= 1, 2, ... ,N m representa las distintas posiciones de fuente 
seleccionadas, cuyas coordenadas anotamos (Sxk, Syk). 
(2) Para obtener los parámetros (a, b) de las rectas para el resto de las posrcrones de 
fuente, de coordenadas (Sx, Sy), utilizamos la fórmula de interpolación de la inversa de 
la distancia de Shepard [58]: 
N m N m 
2::: wkak 2::: wkbk 
k~l b= k~l (3.15) a= N m N m 
2::: Wj 2::: Wj 
j=l j=l 
donde 
1 (3.16) w k = -;-:c---:::-~;-----;-cc----:c----c-"' (Sx- Sxk) 2 + (Sy- Syk) 2 
es la función de peso de interpolación que depende del cuadrado de la distancia entre 
fuentes. 
En la Figura 3.9 mostramos las posiciones de todas las fuentes utilizadas en el proyecto 
de sísmica 3D. Las coordenadas geográficas (Sx, Sy) fueron trasladadas al origen para 
preservar la ubicación del área prospectada. El modelo inicial de refracción para toda el 
área se obtuvo eligiendo 14 posiciones de fuente para estimar los parámetros de las rectas 
de refracción. Estas fuentes se destacan en rojo en la Figura 3.9a. Con el conjunto de 
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los 14 pares ordenados (ak, bk) y las ecuaciones 3.15 y 3.16 se calcularon los pares (a, b) 
para el resto de las fuentes. En la Figura 3.9b se muestran los valores de velocidad de la 
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Figura 3.9: Modelo inicial de refracción . Las coordenadas geográficas (Sx, By) fueron 
trasladadas al origen. (a) Fuentes utilizadas en el proyecto de sísmica 3D. En rojo se 
destacan las fuentes para las que se midieron los parámetros de ent rada (a ,b) . (b) Ve-
locidad de la capa 2 según el modelo inicial de refracción. 
Una vez obtenido el modelo inicia l de refracción , restr ingimos en tiempo la búsqued a 
del primer arribo a una ventana centrada en las rect as del modelo. Elegimos el t amaño 
de dicha venta na de trabajo igua l a 6 veces el período esperado del primero arr ibo. Dicho 
Capitulo 3. Nuevos algoritmos y técnicas para detectar primeros arribos sísmicos 66 
de otro modo, la ventana de trabajo se define vía: 
(3.17) 
donde tí representa el tiempo del modelo inicial de refracción. 
Con esta condición y la anteriormente explicada para el offset , hemos restringido la 
búsqueda de los primeros arribos según la distancia fuente-receptor y según el t iempo. 
De esta manera, la ventana de trabajo de los métodos se reduce cons iderablement e. A 
modo de ejemplo, en la Figura 3.10 se muestra la ventana de t rabajo para uno de los 
registros de disparo común del proyecto de sísmica 3D. En sísmica t ridimensional, la 
fuente no necesariamente se ubica sobre la línea de receptores. Por ello, y como ocurre 
en la Figura 3.10, al graficar las trazas equiespaciadas, los primeros arribos se presenta n 
como hipérbolas y no como líneas rectas. Hacia los offsets chicos, la ventana se aplana 








10 20 30 
Receptores 
40 50 60 70 80 90 100 
Figura 3.10: Ejemplo de la nueva ventana de trabajo para un registro de proyecto de 
sísmica 3D con las restricciones d ad as para el offset y para el t iempo. La fuente se 
encuentra fuera de la línea de receptores. La ventana se aplana hacia offsets chicos para 
evitar los efectos de borde al calcular los atributos. 
Claramente, est as restricciones no sólo disminuyen el t iempo de procesamiento de los 
d at os, sino ta mbién ayudan considerablemente a definir el modelo preliminar de refr acción 
que se obtiene en el paso 2. Asimismo , el ajuste de los picados también obra en el mismo 
sentido, puesto que se obtiene una mayor consistencia en todo el regist ro. 
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3.4.4 Corrección estática por elevación 
Al trabajar con datos reales, las rectas de refracción del modelo no son tales, y los 
primeros arribos se presentan apartados de dichas rectas. Esto ocurre por diversas ra-
zones. Entre ellas, destacamos dos causas principales: la elevación de los receptores 
y las inhomogeneidades laterales de velocidad. Justamente, estos apartamientos del 
modelo teórico representan el dato de interés en las correcciones estáticas. Como nues-
tros métodos definen las rectas de refracción mediante un ajuste por mínimos cuadra-
dos (paso 2 y paso 4), para ayudar a ajustar dichas rectas pre-procesamos los datos 
aplicándoles una corrección estática por elevación. Para esta corrección, solamente se 
necesita la elevación de los receptores respecto de la fuente ( ~z) y la velocidad v1 de 
la primera capa. En tiempo, la magnitud de la corrección estática por elevación ~te se 
escribe: 
(3.18) 
La ecuación 3.18 implica que: 
~z~O. (3.19) 
Luego, considerar un valor de v1 excesivamente grande equivale a no realizar la corrección. 
Por el contrario, un valor de v1 chico sobre-corrige los datos, lo que podría empeorar la 
alineación de los primeros arribos. Por ello, en los métodos utilizamos un valor de v1 
grande (1 a 1,5 km/s). Entonces, para remover el efecto de la elevación al procesar 
los datos, simplemente realizamos esta corrección previo a aplicar los métodos y luego 
implementamos los algoritmos para picar los primeros arribos de los datos corregidos. Por 
último, quitamos la corrección aplicada para obtener los verdaderos tiempos de arribo 
buscados. 
3.4.5 Ejemplos de los resultados obtenidos con las mejoras incorporadas 
Los métodos, con todas estas mejoras incorporadas, fueron utilizados para procesar dos 
conjuntos de datos: una línea de sísmica 2D formada por 350 registros de disparo común 
aproximadamente, con 96 canales por registro y un intervalo de muestreo de 2 ms; y un 
proyecto de sísmica 3D constituido aproximadamente por 3300 registros, con cada registro 
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formado por 5 líneas con 108 canales por línea (1.750.000 trazas aproximadamente) e 
intervalo de muestreo de 4 ms. 
Los resultados obtenidos están actualmente siendo comparados contra aquellos que 
se logran utilizando software comercial. En un primer análisis, pudimos observar que los 
picados obtenidos en general fueron consistentes y promisorios. No obstante, el análisis 
global de los resultados de los proyectos no es el objetivo primordial de esta sección y 
escapa a los contenidos de esta Tesis. A modo de ejemplo, y para analizar el efecto de 
las mejoras propuestas, mostraremos un registro picado para cada conjunto de datos. 
En la Figura 3.11 se muestra uno de los registros de disparo común y los resultados 
para cada método. Los datos están normalizados por el rms de cada traza para facilitar 
su visualización, si bien para procesarlos no se les aplicó ningún tipo de ganancia. En este 
caso, se interpolaron linealmente los tiempos de primer arribo en las trazas no picadas 
utilizando los picados de las trazas contiguas. Esto se evidencia claramente en las trazas 
nulas 24 y 25. Como se puede observar en la figura, no se picaron trazas para offsets 
muy chicos ni para offsets muy grandes, conforme lo establece la restricción dada por 
la ecuación 3.14. Además, notar que los arribos fueron ajustados a los máximos de los 
lóbulos positivos de la forma de onda de los datos. Cuando esto no ocurre, es debido a 
que alguna traza no pudo ser picada y su primer arribo fue interpolado. Los resultados 
de los tres métodos son en general comparables en este ejemplo, y al igual que ocurrió con 
los datos reales analizados en la sección 3.3, el FDM tiende a atrasar algunos picados. 
En particular, los primeros arribos determinados por el FDM para las trazas 62, 63, 
74, 75, 76, 81, 88, y 89 están atrasados en un período. En cuanto al MCM, también 
para algunas trazas el picado está atrasado en un período (trazas 62, 63, 75 y 76) y 
en otros está adelantado en un período (trazas 7, 39, 64, 65, 87 y 88). El EM arroja 
los mejores resultados para este ejemplo. Sin embargo, mediante este análisis con un 
único ejemplo no podemos realizar una valoración relativa de los métodos, dado el gran 
volumen de datos procesados. No obstante, podemos sí afirmar que este ejemplo sugiere 
que la restricción en tiempo para el ajuste de los picados finales fue demasiado laxa, ya 
que en varios casos el primer arribo fue ajustado a un lóbulo incorrecto. 
El procesamiento de los datos del proyecto sísmico 3D fue más trabajoso y requirió 
de una puesta a punto de los parámetros a utilizar por los métodos. El área prospectada 
es la que se muestra en la Figura 3.9a. Se utilizaron 3300 ubicaciones de fuente, y 
en promedio se registró en 5 líneas por cada posición de fuente, dando lugar a 16.500 
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Figura 3.11 : Ejemplo de los result ados obtenidos para uno de los regist ros de la línea 
sísmica 2D. Pr imeros arribos determinados mediante (a) MCM, (b) EM y (e) F DM. 
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Figura 3.12: Ejemplo de los resultados obtenidos para una línea en uno de los registros 
del proyecto de sísmica 3D. Primeros arribos determinados mediante (a) MCM, (b) EM 
y (e) FDM. 
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registros de línea y disparo común. En la Figura 3.12 se muestra un ejemplo en el que 
se intentan ilustrar dos situaciones. Por un lado, al igual que con la línea de sísmica 
2D, el efecto de las mejoras introducidas. Por otro, las complejidades que presentaron 
los datos y que constituyen el mayor desafío para los métodos. Estos datos presentan 
uno de los principales inconvenientes en el problema de la determinación automática de 
los primeros arribos: el primer arribo, que se puede observar con claridad para cierto 
rango de offsets, se "pierde" partir de una dada distancia entre fuente y receptor. Esto 
suele estar relacionado con la presencia de capas someras de alta velocidad, como puede 
ser el caso de una colada basáltica, cuya anomalía de velocidad evita que se generen las 
refracciones. 
Nuevamente, analizando la Figura 3.12, podemos apreciar los efectos del ajuste de los 
picados y la restricción por offset. En el ejemplo de la figura, los datos están escalados 
y se puede observar cómo los métodos corren el riesgo de atrasarse uno o más lóbulos a 
medida que el offset aumenta, pues a partir de cierta distancia entre fuente y receptor 
prácticamente no arriba energía de refracción. Esto se puede ver claramente para el flanco 
izquierdo en el panel (b) de la Figura 3.12, en donde el EM falla en la determinación del 
primer arribo. La misma situación se aprecia para el MCM y el EM en el flanco izquierdo 
del registro (paneles (a) y (b), respectivamente). Este es un inconveniente que aún hoy 
día no está resuelto en los distintos paquetes de software comercial disponible. En este 
ejemplo, debemos destacar el buen desempeño del FDM, que a excepción de unas pocas 
trazas para offsets cortos, determina el lóbulo del primer arribo correctamente. 
3.5 Conclusiones del capítulo 
En este capítulo hemos presentado tres nuevos métodos para determinar automáticamente 
los primeros arribos sísmicos, ya sea para datos marinos, o para datos de sísmica terres-
tre adquiridos con dinamita o Vibraseis. Los métodos, que llamamos método de Cop-
pens modificado (M CM), método de la entropía (EM), y método de la dimensión fractal 
(FDM), se basan en el análisis de ciertos atributos de las trazas sísmicas que son espe-
cialmente sensibles a la llegada de una señal en medio del ruido de fondo. Los atributos 
incluyen un cociente de energías, la entropía, y la dimensión fractal, y son calculados a 
lo largo de la traza sísmica dentro de ventanas móviles. Para detectar la llegada de la 
señal, se buscan los mayores cambios que presentan los atributos. La transición entre 
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el ruido y el ruido más la señal se mejora de forma significativa utilizando un filtro de 
suavizado que preserva los cambios más notables del atributo (EPS), dando lugar a una 
estrategia automática para detectar fácilmente el tiempo exacto en que aparece la señal 
(el máximo o mínimo de la derivada del atributo filtrado). El filtro EPS representa una 
herramienta muy útil para abordar el problema del picado automático de los primeros 
arribos sísmicos. Además, se propone un procedimiento para corregir los picados erróneos 
que nos permite aprovechar los beneficios de todo el registro analizado. Mediante este 
procedimiento se ajustan todos los picados traza por traza, y se pueden también descartar 
picados asociados con trazas malas o nulas. Como resultado, la precisión y la consistencia 
de los picados de primeros arribos se mejora significativamente. 
Para mejorar el desempeño de los métodos cuando son aplicados a grandes volúmenes 
de datos y disminuir el tiempo de procesamiento, hemos introducido ciertas estrategias 
y mejoras. Estas mejoras incluyen: (1) el ajuste de los picados hacia el máximo (o 
mínimo) del lóbulo que se interpreta como primer arribo, (2) una restricción por distancia 
fuente-receptor para evitar procesar trazas fuera del rango de offsets de interés, (3) la 
propuesta de un modelo inicial de refracción para restringir en tiempo la búsqueda de 
los primeros arribos y favorecer la convergencia de los métodos hacia picados correctos, 
y ( 4) la corrección estática por elevación para mejorar la definición de las rectas que se 
ajustan en los distintos pasos de la técnica de corrección de picado erróneos. 
Los métodos propuestos son robustos ante datos ruidosos y proveen picados precisos 
y coherentes, incluso en presencia de ruido correlacionado, trazas malas o nulas, cambios 
en la forma de onda, y primeros arribos poco distinguibles. Además, los métodos son 
computacionalmente eficientes y fáciles de aplicar, ya que el usuario tiene que seleccionar 
sólo dos o tres parámetros según el atributo utilizado. La mayoría de los parámetros se 
ajustan en función del período de la forma de onda de los primeros arribos, lo cual es fácil 
de determinar mediante una rápida inspección visual de los datos, por lo que su selección 
es muy sencilla. Por otra parte, el análisis de sensibilidad muestra que la variabilidad de 
los picados es muy pequeña cuando se utilizan distintos juegos de parámetros. 
Los resultados muestran que el rendimiento del MCM supera considerablemente el 
rendimiento del tradicional método de Coppens (COP), debido principalmente a la uti-
lización del filtro de suavizado con preservación de bordes (EPS). El EM, por su parte, es 
un nuevo enfoque para resolver el picado de primeros arribos que funciona exitosamente 
en la mayoría de las pruebas, si bien en algunos casos tiende a detectar la llegada de 
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la señal algunas muestras antes o después de la llegada real. El FDM produce resul-
tados muy consistentes y supera las debilidades de otros métodos basados en fractales 
anteriormente publicados. 
En general, hemos observado que el MCM es muy eficaz para captar los pnmeros 
arribos cuando estos presentan características impulsivas con un fuerte aumento en la 
energía de la señal. Por otro lado, el FDM ofrece excelentes resultados cuando se lo 
aplica a datos de Vibraseis, donde los otros métodos tienden a ser menos eficaces. Sin 
embargo, dado que los tres métodos funcionan muy bien y que son computacionalmente 
eficientes, se recomienda aplicar los tres métodos y seleccionar aquel que otorgue los 
mejores resultados. 
Capítulo 4 
Detección automática de fases de terremotos 
Como hemos comentado en la Introducción General, existe cierta similitud entre el pro-
blema dado por el picado automático de primeros arribos en sísmica de exploración y 
la detección automática de fases de terremotos en sismología. En este capítulo, vamos 
a aprovechar los métodos y técnicas desarrolladas en el capítulo anterior y adaptar los 
algoritmos desarrollados para que sean aplicables a datos de terremotos. Además, vamos 
a analizar algunos de los métodos más reconocidos para realizar esta tarea, y sugerir 
algunas modificaciones a los mismos para poder contar así con una batería de métodos 
de detección de fases que puedan ser analizados y comparados mediante datos reales. 
Uno de los mayores problemas de los métodos de picado automático de fases de 
terremotos es el de los picados falsos. En este trabajo vamos a diferenciar dos clases de 
picados falsos. Definimos como falsas alarmas a aquellas detecciones de algún evento 
que no están relacionadas a un sismo (por ejemplo, detecciones que ocurren antes de la 
llegada de las ondas primarias o mucho después de la coda), y llamaremos falsas fases a 
aquellas fases picadas luego de la llegada de las fases primarias de un sismo, pero que no 
logramos asociar a ninguna fase teórica. Esta distinción cobra importancia para aquellas 
estaciones donde se realizan estudios de sismicidad. En dichos estudios se intenta acotar 
el número de las falsas alarmas, procurando paralelamente no perder sensibilidad en 
la detección de eventos reales. Para definir entonces los picados falsos, dada una fase 
detectada mediante algún método automático que no se corresponda con el tiempo de 
alguna de las fases obtenidas mediante la lectura de bandas, se debe corroborar primero 
que el tiempo detectado no coincida (aproximadamente, con cierta tolerancia) con el 
tiempo de arribo de alguna fase teórica no distinguida por el analista al leer la banda. Si 
esto efectivamente no ocurre, dicha detección automática representa un picado falso. 
La mayoría de los métodos nuevos que aparecen en la literatura suelen ser valida-
dos mediante la comparación contra métodos convencionales, pero no contra métodos 
menos difundidos o más recientes. Se han publicado también diversos trabajos en donde, 
además de presentar eventualmente nuevas estrategias, se realizan algunas recopilaciones 
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y comparaciones de los métodos convencionales preexistentes [7, 72, 32]. 
Es claro que el desempeño de un dado método está ligado no sólo a la calidad de los 
datos (generalmente caracterizada por la relación señal- ruido), sino también a las diferen-
tes características de los mismos. Desafortunadamente, resulta dificultoso hallar trabajos 
en los que se comparen y analicen diferentes métodos en función de las características del 
dato inspeccionado de manera de servir de guía a un sismólogo o analista a la hora de 
discernir qué método de picado automático utilizar para procesar los datos con los que 
cuenta. 
Con la motivación de lo recién expuesto, hemos seleccionado once registros de terre-
motos adquiridos en la Estación Sismológica de La Plata (LPA). Los registros contienen 
terremotos regionales y telesísmicos con distancias epicentrales mayores a 1000 km y 
magnitudes mayores a 6 (Mw). Hemos utilizado este conjunto de datos para analizar y 
comparar ocho métodos de picado de fases de terremotos, incluyendo métodos conven-
cionales, no convencionales, y variaciones de métodos preexistentes propuestas en este 
trabajo. Entre ellos, testeamos tres métodos convencionales: el método presentado por 
Allen [6], aquel introducido por Baer y Kradolfer [9], y el método de Earle y Shearer [21]; 
dos métodos basados en modificaciones a estos mismos métodos (que llamaremos método 
de Allen modificado y método de Baer y Kradolfer modificado); y por último tres adapta-
ciones a los métodos presentados en el capítulo anterior que han resultado ser muy útiles 
en el picado de primeros arribos en exploración sísmica: el método de Coppens modifi-
cado, el método de la entropía, y el método de la dimensión fractal, todos ellos presentados 
por Sabbione y Velis [54]. 
Este estudio tiene también por objetivo brindar herramientas a la Estación Sis-
mológica de La Plata que permitan la detección de fases de terremotos de manera 
automática. De esta manera, se pueden aprovechar la consistencia y la rapidez que 
se obtienen al realizar esta tarea de forma automática. Paralelamente, el conjunto de 
métodos de picado de fases generado podría utilizarse para realizar estudios de sismicidad 
en regiones de interés, que suelen involucrar un gran volumen de datos, y para los que 
la detección automática de eventos resulta primordial. En particular, este sería el caso 
del sistema de Fallas Magallanes-Fagnano en la Provincia de Tierra del Fuego, donde el 
Departamento de Sismología de La Plata cuenta con una serie de estaciones permanentes 
y personal que realiza monitoreo continuo de los registros de los mismas [55, 13]. 
Los resultados obtenidos con los ocho métodos de picado automático son analizados 
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a partir de diferentes enfoques. Se estudia pnmero la capacidad de los métodos para 
detectar las fases leídas en las bandas. Uno de los resultados más interesantes que arroja 
la aplicación de los métodos es la detección de algunas fases reales originalmente omiti-
das por el analista. Además, para complementar el análisis de las detecciones, se calcula 
también el número de picados falsos obtenidos. Este análisis, junto con el estudio es-
tadístico de los errores en los picados, nos permite recomendar cuáles de los métodos aquí 
presentados serían más aptos para realizar el picado automático de fases de terremotos 
de forma sistemática en estudios sismológicos de gran escala, o bien para realizar estudios 
continuos de sismicidad que requieren el procesamiento de un gran volumen de datos. 
4.1 Métodos utilizados 
En esta sección realizamos una muy breve descripción de los métodos utilizados en el 
presente trabajo. Para un análisis más minucioso de los mismos, se citan las referen-
cias de aquellos artículos en donde los métodos fueron presentados. En algunos casos, 
describimos las mejoras propuestas en forma detallada. 
Cualquier método de picado automático requiere que el usuario seleccione y fije un 
determinado número de parámetros para su aplicación. Esta selección representa un 
punto crucial en la detección de fases de eventos mediante algoritmos computacionales. 
Si los parámetros no son elegidos de manera adecuada, los métodos tenderán a fallar. 
Asimismo, si los resultados que se obtienen fueran muy dependientes de la selección de 
los parámetros, se deberá tener especial cuidado en su selección. Por ello, cabe resaltar 
que los métodos más robustos serán aquellos para los que se precise seleccionar el menor 
número de parámetros y cuyos resultados sean poco dependientes de dicha selección. 
Para fijar los parámetros de los métodos se suelen considerar características de ampli-
tud y tiempo de la señal, su contenido espectral, relación señal-ruido, etc. Por su parte, 
estas características están relacionadas con la distancia epicentral y profundidad del foco 
del terremoto, la magnitud, la geología local, el ruido de la estación, las características del 
instrumento, etc. Dado que la estación LPA está ubicada en una región con sismicidad 
local moderada a baja, los datos seleccionados corresponden a terremotos regionales y 
telesísmicos de diferentes características. U no de los mayores desafíos en este trabajo se 
debe justamente a que al ser los datos tan disímiles, la selección de los parámetros para 
cada método resulta muy delicada. Al final de esta sección se incluye una tabla (Tabla 
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1) donde se resumen los valores para los distintos parámetros de cada método descrito a 
continuación. 
Antes de comenzar con la descripción particular de cada método, debemos mencionar 
que el primer paso de todos los algoritmos consiste en remover la componente continua 
de la señal y normalizar la amplitud de los registros a (-1, 1). De esta manera homo-
geneizamos la escala vertical del dato de entrada en todos los métodos y facilitamos la 
elección de los parámetros. 
4.1.1 Método de Allen (RAM) 
El método presentado por Allen [ 6], que llamaremos RAM ( Rex Allen methoá), representó 
en su momento un gran avance en el picado de fases de terremotos mediante algoritmos 
computacionales. La función característica utilizada por Allen está dada por: 
( 4.1) 
donde si representa el sismograma, i = 1, 2, ... ,N es el número de muestra y Ci es un 
factor de peso que vincula los dos términos que definen C Fi, el primero relacionado con 
la amplitud de la señal y el segundo indirectamente relacionado con su frecuencia. Tanto 




ci = --c-i --'------
¿ [sj- Sj_1 [ 
j=l 
( 4.2) 
de manera de darle peso similar al término que depende de la amplitud y al que depende 
de la frecuencia. 
A continuación, se calculan el short term average (STA) y el long term average ( LT A) 
mediante: 
STAi = STAi- 1 + C3 (0Fi- STAi_ 1) 
LTAi = LTAi- 1 + C4(0Fi- LTAi_1) ' 
( 4.3) 
donde 0 3 y 0 4 son constantes que controlan el tamaño de las ventanas de los promedios 
STA y LT A. El algoritmo declara un evento cuando 
STAi > THR LTAi, ( 4.4) 
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donde T HR es una constante umbral ( thresholá) que determina la sensibilidad del método. 
Como hemos adelantado, luego de la descripción de los métodos, detallamos la elección 
de este y de los otros parámetros del RAM, como así también de los distintos parámetros 
de los otros métodos descritos a continuación (ver Tabla 4.1). Por último, en el RAM se 
define un "criterio de continuación" para determinar cuándo el evento ha finalizado [ 6]. 
4.1.2 Método de Baer y Kradolfer (MBK) 
Baer y Kradolfer [9] introducen la función Ei2 , que es similar a la función característica 
utilizada en el RAM: 
( 4.5) 
Además, exponen motivos para modificar el criterio STA/LTA y en su lugar realizan 
el picado a partir de la variable estadística normalizada de Ei 4 
BK= Ei4-Ei4 
' CY(Ei4 ) . (4.6) 
Cabe mencionar aquí que en la expresión presentada por Baer y Kradolfer se utiliza 
la varianza de Ei4 en el denominador de la ecuación 4.6 en lugar de su dispersión. Hemos 
introducido esta pequeña modificación en la expresión original pues obtuvimos mejores 
resultados con la inclusión de este cambio. 
Finalmente, en el método de Baer y Kradolfer (BKM), los eventos se declaran si 
BKi supera el umbral T H R y sólo son aceptados si esta situación se mantiene por un 
tiempo mayor a Tup y no se interrumpe por un tiempo mayor a Tdown, caso contrario 
el evento se rechaza. El objetivo de Tup y Tdown es evitar tanto las falsas alarmas por 
cortos incrementos en BKi como el rechazo de eventos reales por breves disminuciones 
abruptas, respectivamente. 
4.1.3 Método de Earle y Shearer (ESM) 
En el tercer y último método "convencional" que presentamos, Earle y Shearer [21] 
utilizan la envolvente de la señal como función característica: 
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(4.7) 
donde si es la transformada de Hilbert de si. 
Luego, se definen dos ventanas de tiempo consecutivas de tamaño TsrA y TLTA para 
el cálculo de STA y LT A y se calcula su cociente muestra a muestra, asignándolo a la 
primera muestra de la ventana más adelantada en tiempo, que corresponde a STA. Para 
suavizar este cociente y así prevenir las rápidas fluctuaciones, en lugar de utilizar los 
parámetros Tup y Tdown como en el BKM, Earle y Shearer optaron por aplicar un filtro 
pasa-bajos de Hanning de longitud THan [21]. Esta idea resulta muy útil y la utilizaremos 
más adelante en los nuevos métodos propuestos. En el método de Earle y Shearer (ESM) 
los eventos se declaran cuando el cociente suavizado supera un dado umbral T H R. La 
fase es picada en el punto de inflexión inmediatamente anterior el máximo de este cociente 
suavizado. 
4.1.4 Método de Coppens modificado adaptado (MCM) 
En el método de Coppens modificado adaptado (MCM), que está basado en el método 
presentado en Sabbione y Velis [54] y que describimos extensamente en el capítulo previo, 
la función característica utilizada es la energía de la señal. Si bien no es estrictamente un 
método del tipo STA/LTA porque no se calculan promedios, el esquema es muy similar. 
Se definen dos ventanas móviles anidadas, una de longitud Te, que intenta capturar el 
carácter presente de la señal, y una segunda ventana de longitud mayor a la primera, que 
a diferencia del trabajo original de Coppens [19] y al capítulo anterior hemos considerado 
de longitud fija Te2 , y que pretende caracterizar el ruido de fondo del dato. Dicho cociente 
de energías, ERi, es entonces calculado muestra a muestra mediante: 
( 4.8) 
donde Ne, y Ne2 son el número de muestras que corresponden a las ventanas Te, y Te21 
respectivamente. El cociente de energías es asignado a la última muestra de las ventanas. 
Claramente, ante el arribo de una señal impulsiva, este cociente de energías presentará 
un rápido aumento que se acercará al valor l. 
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De la misma manera que en Sabbione y Velis [54], aplicamos a EH¡ un filtro EPS 
( edge preserving smoothing) [34] de longitud en tiempo TEPS para resaltar los cambios 
bruscos. Finalmente, las fases son picadas en aquellas muestras donde el valor de la 
derivada de la resultante del filtro supera el umbral T H R. 
4.1.5 Método de la entropía adaptado (EM) 
En el método de la entropía (EM) se introduce la entropía de una serie de tiempo [20] 
como un atributo sísmico. Recordemos ahora las ecuaciones 3.4 y 3.5 del capítulo anterior, 
pero cambiando la notación para hacerla consistente con el resto del presente capítulo. 
La entropía se obtiene entonces mediante: 
(4.9) 
donde Li es la "longitud" de la curva al tiempo ti. Dado que la entropía se calcula en una 
ventana de longitud temporal TH (equivalente, digamos, a NH muestras) que se mueve 
muestra a muestra a lo largo de la traza, la expresión que resulta para Hi es: 
( 4.10) 
Este atributo tiende a aumentar rápidamente ante el advenimiento de la señal en un 
contexto ruidoso. En esta aplicación, hemos introducido una leve variación respecto del 
método publicado en Sabbione y Velis [54] y detallado en el capítulo anterior. Obtuvimos 
mejores resultados filtrando la entropía Hi mediante la convolución con una ventana de 
Hanning de longitud THan de la misma manera que en el ESM. Luego, al igual que en el 
MCM, aplicamos un filtro EPS, y tomamos su derivada para picar las fases en aquellas 
muestras que superen un dado umbral T HR. 
4.1.6 Método de la dimensión fractal adaptado (FDM) 
El método de la dimensión fractal (FD M) es otro método que resultó ser muy útil para 
picar primeros arribos sísmicos. Los detalles de la versión aquí usada del algoritmo pueden 
encontrarse en Sabbione y Velis [54] y fueron ampliamente discutidos en el capítulo 
preVIOS. 
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El método se basa en la idea de considerar la serie de tiempo del dato como una curva 
fractal en el plano [36]. Como tal, se puede extraer su dimensión fractal mediante diferen-
tes métodos [69]. La dimensión fractal teórica de una serie de tiempo correspondiente a 
ruido blanco tiende al valor 2, mientras que se aproxima a 1 en la presencia de señal. Aquí 
se calcula la dimensión fractal de la curva a partir del "método del variograma" [69, 51]. 
El método se resume brevemente a continuación. 
El primer paso consiste en sumar ruido blanco de muy baja amplitud, definido por 
su relación señal-ruido (SNR) a todo el dato. El objetivo de esto es descorrelacionar el 
ruido de baja amplitud presente en la estación para así diferenciar mejor su dimensión 
fractal de aquella que corresponde a la señal de interés. La selección de la relación señal-
ruido SNR sumada al dato es fundamental para que el método funcione correctamente. 
Este es un aspecto delicado del algoritmo cuyo efecto ya hemos analizado en los capítulos 
preVIOS. 
Una vez sumado el ruido, el variograma es calculado dentro de una ventana móvil de 
longitud Tp y Np muestras mediante: 
1 ~ 2 V¡(h) = N - h ¿ (sj- Sj-h) ' 
F j=í-Np+h+l 
( 4.11) 
para cuatro separaciones (o "retardos") diferentes h = 1, 2, 3, 4. Al igual que en el método 
anterior, cambiamos levemente la notación de la ecuación 3. 9 para que sea consistente 
con el resto del capítulo. En esta notación, el subíndice i hace alusión a la muestra en 
tiempo a la cual asignamos el valor del variograma. 
Recordemos que la teoría de los fractales supone que existe una relación exponencial 
entre h y V¡(h) de la forma: 
( 4.12) 
donde Di es la dimensión fractal de la curva en la ventana considerada y asignada a la 
muestra i. Entonces, tomando logaritmo a ambos lado en la ecuación 4.12, la relación 
se vuelve lineal y los pares (log(h), log[V¡(h)]) obtenidos para los 4 valores de h se ali-
nean (aproximadamente) en una recta. Ajustando dicha recta por mínimos cuadrados se 
obtiene su pendiente, que conforme la ecuación 4.12 será igual a 4- 2Di, y así se des-
peja finalmente la dimensión fractal Di de la ventana móvil considerada. Desplazando la 
ventana muestra a muestra, se obtiene Di punto a punto. 
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Luego, al igual que en el MCM y el EM, se aplica el filtro EPS (en este caso a la 
dimensión fractal). Por último, teniendo en cuenta que se espera un decrecimiento en Di 
ante el arribo de la señal, se pican las fases en aquellas muestras en donde la derivada 
cambiada de signo de la resultante del filtro supere un dado umbral T H R. 
4.1. 7 Método de Allen modificado (MAM) 
A partir de haber hecho algunas pruebas con los distintos métodos aquí presentados 
hemos incorporado algunos cambios al algoritmo propuesto por Allen 1 6] y hemos desa-
rrollado un método similar que denominamos método de Allen modificado (MAM). 
La función característica elegida es la misma que en el método original, y está dada 
por las ecuaciones 4.1 y 4.2. En lugar de calcular los promedios STA y LT A mediante 
las constantes 0 3 y 0 4 como en el método original de Allen (ver ecuaciones 4.3), aquí 
usamos ventanas móviles de longitud Tsr A y TLT A (con Tsr A > TLT A) para calcular 
STA y LT A, respectivamente. Dado un intervalo de muestreo constante estas longitudes 
equivalen a NsrA y NLTA muestras, respectivamente. Así, la función cociente RF entre 
STA y LT A se escribe, para la muestra i: 
STA 










- "' CF NLTA _ _ G J 
J=Z-NLTA 
(4.13) 
Este esquema de ventanas es el mismo al utilizado por Earle y Shearer 121] y se ilustra 
en la Figura 4.1b. 
Diferenciándonos nuevamente del RAM, donde se utiliza un criterio de continuación 
para decir cuándo un determinado evento ha finalizado 1 6], en el MAM suavizamos la 
función cociente mediante una ventana de Hanning (Figura 4.1c). Luego, el evento es 
declarado cuando dicho cociente suavizado (SRF) supera un dado umbral THR, y se 
lo considera finalizado cuando esto deja de ocurrir. Las fases se pican en los máximos 
locales de SRF donde el umbral es superado (Figura 4.1). 
4.1.8 Método de Baer y Kradolfer modificado (MBKM) 
El último método que presentamos aquí es el método de Baer y Kradolfer modificado 
(MBKM). Este método es esencialmente el mismo que el MBK, pero con una diferencia 
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Figura 4.1: Método de Allen modificado (MAM). (a) Registro de la componente vertical 
de LPA. Los picados automáticos obtenidos mediante el MAM se muest ran con líneas 
vert icales negras. (b) Función caract erística C F y esquema de vent anas para STA y 
LTA del MAM. (e) STA/ LTA suavizado por una ventana de Hanning y umbral T HR 
(línea horizontal gr is) utilizado para detect ar las fases picadas (líneas vert icales negras). 
fundamenta l. En lugar de ut ilizar Tup y Tdown para evitar las rápidas fluctuaciones y así 
reducir las falsas alarmas y los falsos rechazos de eventos, suavizamos nuevamente con 
una venta na de Hanning de longitud THan (F igura 4.2) . La gran vent aja de este cambio 
aparentemente menor, pero clave, es la reducción del número de parámet ros a fijar para 
correr el método. De est a ma nera, sólo dos parámet ros de ben ser seleccionados para 
aplicar el MBKM (ver Tabla 4. 1). Aclaramos por últ imo que en el MBKM marcamos el 
arribo de las fases en la primera muestra pa ra la cual se supera el umbral T H R , como 
se ve en la Figura 4.2c. 
4 .1. 9 Selección de parámetros 
Para complet ar la descripción de los métodos, enumeramos y describimos todos los 
parámetros ut ilizados en la Tabla 4.1. Los parámet ros est án enumerados en el orden en 
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Figura 4.2: Método de Baer y Kradolfer modificado (MBKM). (a) Registro de la com-
ponente vertical de LPA. Los picados automáticos obtenidos mediante el MBKM se 
muestran con líneas verticales negras. (b) Función característica e F del MBKM. (e) e F 
suavizada por una ventana de Hanning y umbral T H R (línea horizontal gris) ut ilizado 
para det ect ar las fases picad as (líneas verticales negras) . 
que son utilizados en el flujo de los algorit mos que implementan los dist intos métodos. Las 
longitudes de las ventanas y de los filtros est án en segundos. El resto de los parámetros, 
incluyendo los valores de los umbra les para declarar los eventos, son ad imensionales. No-
tar que todos los a lgoritmos prec isan de la elección del umbral T H R, parámetro que 
controlará la sensibilidad del método. Por lo t anto, T H R debe ser ajust ado antes de 
procesar los datos procurando satisfacer la siguiente relación de compromiso: los algor it-
mos deben detect ar el mayor número posible de los eventos de interés sin que se produzca 
un número significativo de falsas alarmas. 
Debemos not ar t ambién en la Tabla 4. 1 que algunos parámetros son requeridos no sólo 
en uno, sino en d istintos algoritmos (por ejemplo, TsTA debe fijarse en ESM y en MAM). 
No obstante, esto no implica que sus valores deban ser necesariamente coincidentes, pues 
los mismos dependerán de las caract eríst icas part iculares de cada algoritmo. Por últ imo, 
observamos que el único parámetro que no fue fijado igual para todos los datos analizados 
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es SN R en el FDM, dado que este método requiere que dicho parámetro sea específica y 
cuidadosamente elegido para cada dato analizado. 
4.2 Datos de la Estación Sismológica de La Plata (LPA) 
En la Estación Sismológica de La Plata (LPA) se obtienen registros analógicos con un 
instrumento de largo período (Sprengnether) y registros digitales con un instrumento de 
banda intermedia (Guralp CMG 3ESPC). En la actualidad, un analista realiza la lec-
tura de las bandas analógicas obtenidas con el instrumento Sprengnether para obtener 
los tiempos de arribos de las diferentes fases ante un dado evento. La información se 
transmite en forma codificada al ISC (International Seismological Centre, Gran Bretaña) 
y al NEIC-USGS (National Earthquake International Center- United States Geological 
Service, Estados Unidos). La Estación Sismológica de La Plata se caracteriza por realizar 
una exhaustiva lectura de fases secundarias. Las fases más importantes de estas lecturas 
correspondientes a once registros de terremotos fueron las utilizadas para poder evaluar 
los resultados del picado de los métodos aquí presentados. Los eventos utilizados para 
analizar los métodos corresponden a terremotos regionales y telesísmicos de magnitud 
mayor a 6 (Mw) y con focos ubicados a diferentes distancias epicentrales y profundi-
dades. Seleccionamos la componente vertical de los registros en donde a priori deberían 
observarse fases más claras y con mejor relación señal-ruido. Para poder contar con los 
registros digitales correspondientes a estas bandas se utilizaron los datos registrados en la 
componente vertical del sensor Guralp (CMG-3ESPC) y se los pre-procesó removiendo 
su respuesta de instrumento y agregando la respuesta del Sprengnether de manera de 
simular las bandas leídas. Este pre-proceso fue realizado mediante el Seismic Analysis 
Code (SAC). Teniendo en cuenta que el Sprengnether es un instrumento de largo período, 
el intervalo de muestro de los datos digitales generados fue fijado en O, 5 s. 
Como se mencionó anteriormente, la amplitud de cada registro fue normalizada a 
( -1, 1) para preparar los datos de entrada para los métodos de picado automático. Hemos 
aislado registros horarios para cada sismo. Los once registros utilizados para el análisis 
de los métodos se observan en las Figuras 4.3 y 4.4. En estas figuras, y en la Tabla 4.2 que 
se presenta a continuación, puede apreciarse que los terremotos fueron seleccionados con 
diferente relación señal-ruido, como así también con distintas profundidades, distancias 
epicentrales, magnitudes, etc., como mencionamos anteriormente. 
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Método Parámetro Descripción Valor 
RAM 03 Constante que controla STA 0,05 
04 Constante que controla LT A 0,01 
THR Umbral de STA/ LT A para declarar un evento 3 
BKM THR Umbral de CF para declarar un posible evento 12 
Tup Tiempo mínimo para aceptar un evento 2 
Tdown Tiempo mínimo para rechazar un evento 1 
ESM TsrA Longitud de la ventana del STA 5 
TLTA Longitud de la ventana del LT A 50 
THan Longitud de la ventana de Hanning 10 
THR Umbral de STA/ LT A para declarar un evento 4 
MCM Te, Longitud de la ventana 1 para de la energía 5 
Tc2 Longitud de la ventana 2 para la energía 50 
THan Longitud de la ventana del filtro EPS 10 
THR Umbral de ER para declarar un evento 0,38 
EM TH Longitud de la ventana para la entropía 20 
TEPS Longitud de la ventana del filtro EPS 5 
THR Umbral de H declarar un evento o, 18 
FDM SNR Relación señal- ruido del ruido sumado al dato 10 o 50 
Tp Longitud de la ventana para la dimensión fractal 50 
TEPS Longitud de la ventana del filtro EPS 10 
THR Umbral de D para declarar un evento o, 20 
MAM TsrA Longitud de la ventana del STA 10 
TLTA Longitud de la ventana del LT A 50 
THan Longitud de la ventana de Hanning 10 
THR Umbral de STA/ LT A para declarar un evento 12 
MBKM THan Longitud de la ventana de Hanning 10 
THR Umbral de CF para declarar un evento 12 
Tabla 4.1: Parámetros utilizados en la detección automática de fases. Las longitudes 
de las ventanas y de los filtros están dadas en segundos. El resto de los parámetros, 
incluyendo los valores de los umbrales para declarar los eventos, son adimensionales. 
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Figura 4.3: Registros de la componente vertical de LPA de los 6 primeros terremotos 
utilizados para analizar los métodos. En las abscisas se muestra el tiempo (UTC) y en 
las ordenadas la amplitud normalizada a (-1, 1). 
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Figura 4.4: Registros de la componente vertical de LPA de los otros 5 terremotos uti-
lizados para analizar los métodos. En las abscisas se muestra el tiempo (UTC) y en las 
ordenadas la amplitud normalizada a (-1, 1). 
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En la Tabla 4.2 se resumen las características de los terremotos y las fases a prcar 
por los métodos. El conjunto de las 30 fases que se muestran en la tabla, está compuesto 
por 25 fases picadas por el analista en la lectura de bandas y por otras 5 fases picadas 
por algunos de los métodos, pero que no fueron originalmente detectadas por el analista 
(en cursiva en la Tabla 4.2). Para comprobar que estas últimas fueran reales, se realizó 
el cálculo de los tiempos de arribo teórico utilizando el modelo de Tierra IASP91 [28]. 
Luego, una vez realizada esta comprobación, agregamos dichas fases originalmente no 
distinguidas al conjunto de fases utilizadas para analizar los métodos. Buscamos entonces 
picar de manera automática las 30 fases que se muestran en la Tabla 4.2. Notar que la 
gran mayoría de estas fases corresponden a ondas que arriban a la estación como ondas 
compresionales (ondas P), que son aquellas que esperamos detectar con más claridad en 
la componente vertical de la estación, en especial para eventos regionales y telesísmicos 
como los estudiados. 
4.3 Análisis comparativo de los métodos 
Para evaluar los resultados de los métodos se consideraron las fases de la Tabla 4.2. No 
se realizó ningún tipo de restricción sobre el número de fases a picar. Esta última es 
una hipótesis bastante fuerte, ya que produce un mayor riesgo de picados falsos. Dado 
que los algoritmos no son complejos, los métodos corren muy rápido y una vez fijados los 
parámetros (Tabla 4.1) son muy simples de aplicar. 
El primer resultado que se de be resaltar se refiere a las falsas alarmas (detección 
errónea de fases antes de la llegada de las ondas primarias, o posterior a la finalización 
de la coda). Se obtuvieron solamente un total de cuatro falsas alarmas con el método 
de Baer y Kradolfer (BKM) en dos registros diferentes, una falsa alarma con el método 
de la entropía (EM), y ninguna con los otros seis métodos analizados. Este bajo número 
de falsas alarmas muestra que los parámetros correspondientes fueron seleccionados de 
manera de no hacer los métodos demasiado sensibles, lo que a su vez brinda mayor 
confiabilidad respecto de los picados obtenidos. 
Por otro lado, como puede apreciarse en las Figuras 4.3 y 4.4, las fases de los dos 
terremotos ocurridos en Argentina (los dos más cercanos), es decir, las fases P y S del 
terremoto de Jujuy del 18 de noviembre de 2007, y las fases P y sP del terremoto de 
Santiago del 3 de septiembre de 2008, son muy claras y fácilmente detectables. Para 
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Día Región .ó. Zt Mw Fases tobs/lcal 




18/11/2007 J ujuy, Argentina 1585 246 6,0 p 05:43:22 
S 05:45:54 
19/11/2007 Islas Fiji 11215 558 6,3 SP 01:17:29 
04/02/2008 Tarapaca, Chile 2020 35 6,3 p 17:05:34 
S 17:09:01 
20/03/2008 Xinjiang, China 16344 10 7,2 PKPdf 22:52:38 
pPKPbc 22:52:49 
SKiKP 22:56:20 
12/04/2008 Islas Macquire 9405 16 7,1 p 00:42:45 
SKSac 00:53:08 
02/05/2008 Islas Aleutianas 14935 14 6,6 SKPbc 01:56:21 
09/05/2008 Islas Marianas 16749 76 6,8 PKPdf 22:11:07 
pp 22:14:47 






05/07/2008 Santiago, Argentina 1036 569 6,3 p 11:27:26 
sP 11:29:06 





Tabla 4.2: Datos de los terremotos seleccionados y los tiempos observados (o calculados) 
de las 30 fases utilizadas para analizar los métodos. La distancia epicentral ~ y la 
profundidad de foco Z¡ están en Km, la magnitud momento Mw es adimensional y 
los tiempos están en hh:mm:ss. Las 5 fases que se muestran en cursiva son aquellas 
sólo detectadas por algunos de los métodos, y cuyos arribos teóricos fueron calculados 
mediante el modelo IASP91. 
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Figura 4.5: Eficiencia de los métodos. Las barras negras muestran el porcentaje de 
detecciones correctas y las barras grises el porcentaje de picados falsos para cada método. 
estos dos eventos, como se esperaba, todos los métodos detectaron sus dos fases, sin 
ningún picado falso, con una sola excepci6n dada por el BKM, que en el terremoto de 
2007 gener6 un único picado falso. Los resultados obtenidos para los registros de estos 
dos sismos muestran que los parámetros fueron seleccionados de manera tal de asegurar 
que se detecten correctamente las fases claras. 
Para evaluar la eficiencia de los métodos calculamos el porcentaje de detecciones acer-
tadas frente al total de las 30 fases a picar. Junto con este valor, calculamos también el 
porcentaje de picados falsos generados frente al total de picados realizados por cada 
método. Si bien debemos mencionar que el número total de fases analizadas no es 
muy grande, la muestra es suficiente para realizar el presente análisis cualitativo de 
los métodos. Estos resultados, resumidos en la Figura 4.5, nos indican la eficiencia de los 
métodos, puesto que brindan informaci6n sobre qué tan adecuados resultan para detectar 
fases reales sin generar picados falsos. 
En primer lugar, vemos que a excepci6n del BKM, los métodos presentan un por-
centaje de picados falsos que no supera el 32%. Esta cota responde a que los parámetros 
fueron ajustados con el mismo criterio para todos los métodos: obtener un porcentaje 
alto de detecciones, pero intentando al mismo tiempo acotar los picados falsos. 
Podemos ver también en la Figura 4.5 que el RAM no realiza ningún picado falso. 
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Esto se debe principalmente a que la C F que utiliza el método, dada por las ecua-
ciones 4.1 y 4.2, es muy apropiada para detectar la llegada de señal, incluso en entornos 
ruidosos. El RAM resulta entonces un método muy fiable cuando detecta algún evento. 
No obstante, el porcentaje total de detecciones obtenido con este método es uno de los 
más bajos (menos del 50% de las fases a picar). Esto ocurre a causa del complicado 
"criterio de continuación" del método, ya que una vez detectado un evento, al algoritmo 
suele interpretar que continúa en la coda y no se pican fases posteriores a la P. El criterio 
de continuación del RAM debería ser eventualmente adaptado en diferentes estaciones 
sismológicas. Esta es la motivación por la cual aquí presentamos el método de Allen 
modificado (MAM). 
Contrariamente al RAM, el BKM, que es el segundo método convencional aquí ana-
lizado, es el método que mayor porcentaje de picados falsos genera. Sin embargo, cabe 
destacar que presenta un porcentaje de detecciones relativamente bueno (cerca del 67%). 
El elevado porcentaje de picados falsos se debe al criterio adoptado en Baer y Kradolfer [9] 
para decidir cuándo validar un evento y cuándo descartarlo (a partir de los parámetros 
Tup y Tdown)· Por esta razón es que intentamos en este trabajo mejorar dicho método e 
introducir el Método de Baer y Kradolfer modificado (MBKM), como ya fue mencionado. 
Se destaca también en la Figura 4.5 el alto porcentaje de fases detectadas por el ESM 
y por el MAM, cercano al 90% (en promedio pican 27 de las 30 fases analizadas). El 
ESM y el MAM resultan ser los más eficientes a la hora de detectar fases de terremotos. 
Además, los dos métodos generan un porcentaje relativamente pequeño de picados falsos 
(15%, aproximadamente). Contrariamente, y a pesar del intento de mejora introducido, el 
desempeño del MBKM no se destaca por sobre la media de los otros métodos analizados. 
Por último, y respecto de los tres métodos desarrollados originalmente para detectar 
primeros arribos en procesamiento de exploración sísmica (MCM, EM, y FDM) y que 
hemos adaptado para datos de sismología, observamos que el MCM y el FDM funcionan 
ligeramente mejor que el EM. Ambos pican algo más que el 60% de las fases, y además 
generan alrededor de 10% de picados falsos solamente. Sin embargo, este desempeño es 
inferior al del ESM y al del MAM, especialmente en cuanto al porcentaje de deteccio-
nes correctas. Interpretamos estos resultados como relativos a la dificultad de adaptar 
métodos de picado de primeros arribos sísmicos para detectar fases de terremotos. 
Como ya hemos mencionado, algunos de los métodos arrojaron cinco tiempos de fases 
que no habían sido observadas por el analista, pero que mediante el uso del modelo 
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Errores de los métodos 
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Figura 4.6: Errores de los diferentes métodos. Los cuadrados negros representan las 
medias de los errores: los valores positivos son retrasos en el picado y los negativos 
adelantos. Las barras representan las magnitudes de las respectivas dispersiones. 
IASP91 corroboramos que se debían efectivamente a fases reales, y no a falsas alarmas. 
De este interesante resultado, debemos destacar que el ESM y el MAM son los métodos 
que reconocieron la mayoría de estas fases, ya que ambos detectaron cuatro de estos cinco 
casos. 
Analicemos ahora los resultados desde un punto de vista estadístico a partir de los 
errores en los picados. Para estimar entonces la exactitud y la precisi6n de los métodos, 
se calcularon los errores en el picado de las 25 fases que fueron observadas por el analista 
tomando como referencia los tiempos que se encuentran en la Tabla 4.1. En este análisis 
no se incluyeron las 5 fases que no habían sido observadas por el analista. Si bien sus 
errores se podrían haber calculado a partir de los tiempos de arribo obtenidos mediante el 
modelo IASP91, este modelo los contempla los efectos de sitio de la Estaci6n Sismol6gica 
de La Plata, y esto habría sesgado los resultados. 
Como es sabido, la media J.1 de los errores es un indicador de la exactitud de los 
métodos, y la dispersi6n fJ es un indicador de su precisi6n. En la Figura 4.6 se muestran 
las medias de los errores y el intervalo (J.l - fJ, 11 + fJ) que ilustran el comportamiento 
estadístico de los errores. 
Es notable la similitud de las dispersiones de los errores de todos los métodos, ya 
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que para los ocho métodos analizados se encuentran dentro del intervalo 3, 2 - 4, O s. Si 
bien estos valores son bastante altos, hay que tener en cuenta que estamos trabajando 
con dos muestras por segundo, y que además estamos considerando absolutamente todos 
los errores de las fases picadas en los cálculos, algunos de ellos bastante grandes, y que 
provocan un aumento significativo en la dispersión. 
Respecto de la exactitud de los picados (dada por las medias de los errores), observa-
mos que el EM y el FDM tienden a atrasarse en los picados cerca de 4 s (8 muestras), que 
es un valor demasiado alto. Como se ha propuesto en otros trabajos, esto es fácilmente 
solucionable incorporando un adelanto adecuado en los algoritmos para los tiempos pi-
cados. Sin embargo, para confiar en este procedimiento, resultaría necesario contar con 
un mayor volumen de datos. 
El RAM y el BKM también tienden a atrasarse un poco en sus picados (algo más de 
1, 5 s), que no obstante, es un error por demás aceptable. Por otro lado, el resto de los 
métodos (ESM, MAM, MBKM, y MCM), presentan una media de errores de picado muy 
pequeña, en general menor a 1 sen valor absoluto. Si tenemos en cuenta que esto equivale 
solamente a dos muestras, podemos afirmar que estos resultados son muy alentadores. 
En particular, el ESM y el MAM, además de ser métodos bastante eficientes a la hora 
de detectar eventos, son métodos bastante exactos para picar las fases. 
4.4 Conclusiones del capítulo 
Se presentaron y analizaron ocho métodos para realizar picado automático de fases inter-
nas de terremotos. Entre ellos, tres son convencionales y ya han sido ampliamente usados 
y estudiados: el método de Rex Allen (RAM), el método de Baer y Kradolfer (BKM), y 
el método de Earle y Shearer (ESM). Dos métodos fueron generados para este trabajo a 
partir de los métodos convencionales: el método de Rex Allen modificado (MAM), y el 
método de Baer y Kradolfer modificado (MBKM). Y por último, tres métodos que fueron 
originalmente desarrollados para detección de primeros arribos sísmicos, fueron adapta-
dos en este trabajo para realizar picado de fases de terremotos: el método de Coppens 
modificado (M CM), el método de la entropía (EM), y el método de la dimensión fractal 
(FDM). Para analizar y comparar los métodos, se utilizaron once registros de una hora 
de duración adquiridos en la Estación Sismológica de La Plata (LPA). Estos registros 
corresponden a eventos de distancias epicentrales superiores a 1000 km, magnitud mayor 
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a 6 (Mw), y diversas profundidades de foco. 
La aplicación de los métodos es muy simple, y dado que son relativamente sencillos, 
los tiempos de procesamiento son muy pequeños. La única dificultad para implementar 
los métodos reside en seleccionar un número determinado de parámetros de forma ade-
cuada, que dependiendo del método, oscila entre dos y cuatro solamente. Los resultados 
obtenidos con todos los métodos son los esperados en relación a las características de los 
datos picados, si bien algunos presentan un desempeño superior a otros. 
Los picados falsos obtenidos se debieron en su gran mayoría a falsas fases en la coda 
de los eventos, y no así a falsas alarmas antes de que llegue la señal o luego de la 
coda, lo que indica que los métodos presentados son apropiados para realizar futuros 
estudios de sismicidad. Desde el punto de vista estadístico, si bien todos los métodos 
exhibieron precisiones muy similares y razonables teniendo en cuenta los datos utilizados, 
las dispersiones de los picados son algo mayores a lo deseado. Por ello, sería conveniente 
agregar un último paso a los algoritmos de picado para refinarlos y lograr así resultados 
más precisos. Este proceso podría incluir, por ejemplo, la búsqueda del punto de inflexión, 
o del máximo (o mínimo) de la señal más próximo al tiempo arrojado por el método de 
picado utilizado. Esto por supuesto dependerá del criterio que se adopte para definir el 
arribo de la fase. 
Algunos de los métodos aquí presentados, en especial el método de Earle y Shearer 
(ESM) y el método de Allen modificado (MAM), detectaron fases internas teóricas que 
no habían sido observadas por el analista que originalmente realizó la lectura de las 
bandas. Más allá de las sabidas ventajas que ofrece el uso de métodos efectivos de picado 
automático en cuanto al ahorro de tiempo y recurso humano, este interesante resultado 
representa otro argumento a favor de su utilización en la estación sismológica LPA, donde 
se realiza una exhaustiva lectura de fases secundarias. 
El MCM, el EM y el FDM, originalmente desarrollados para detectar un único evento 
(el primer arribo de los datos sísmicos), fueron correctamente adaptados para su apli-
cación en problemas de sismología. Sin embargo, esta adaptación resulta compleja para 
picar de manera exacta y precisa distintas fases y su desempeño no se destaca por sobre 
la media del resto de los métodos. En particular, el EM y el FDM tienden a realizar 
picados de fase demasiado retardados en tiempo. 
El método de Allen (RAM) es un método cuyas detecciones son muy confiables puesto 
que no hemos observado que realice ningún picado falso. Por su parte, el ESM y el 
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MAM resultan ser los más eficientes pues detectan con muy buena exactitud casi todas 
las fases de interés, y lo hacen generando un número muy pequeño de picados falsos. 
En base a estos resultados, recomendaríamos su uso en primer término para realizar el 
picado automático de un dado conjunto de datos. En el mismo sentido, el ESM y el 
MAM serían dos métodos apropiados para realizar un estudio de sismología global en la 
Estación Sismológica de La Plata utilizando una gran cantidad de registros. 
Capítulo 5 
Detección automática de eventos microsísmicos 
La detección de eventos microsísmicos es un tema de creciente interés dentro de la ex-
ploración geofísica [41]. El problema se encuentra actualmente en auge en la ingeniería 
de reservorios debido a su relevancia tanto en las fracturaciones por inyección hidráulica, 
como en producción primaria, recuperación secundaria, o en la inyección de residuos [38]. 
En general, podemos afirmar que los estudios de microsísmica se han establecido muy 
recientemente como parte de los procesos de rutina para monitorear la evolución de los 
reservorios. En Argentina, se ha comenzado en los últimos tiempos a realizar estudios de 
microsismicidad en los pozos de extracción. 
El monitoreo microsísmico es usualmente llevado a cabo colocando un arreglo de 
geófonos multicomponentes (tri-axiales) ubicados, en general, en un pozo cercano al pozo 
de extracción a unos cientos de metros del mismo. Los arreglos suelen estar formados 
por 8 a 12 geófonos, dando lugar a registros de 24 a 36 canales, respectivamente, corres-
pondientes a las componentes x, y y z de la señal polarizada. No obstante, en algunos 
casos se pueden usar también algunos sensores cercanos a la superficie [38]. Para realizar 
la localización precisa de los focos de los microsismos, es necesario conocer los tiempos 
de arribo de las ondas P y S, su polarización, y contar con modelos aproximados de ve-
locidades que permitan resolver el problema directo con el fin de contrastar los tiempos 
picados con los tiempos dados por el modelo. El monitoreo de las imágenes microsísmicas 
a tiempo real permite además tomar decisiones en el campo mejorando el control y la 
efectividad de los efectos de la inyecciones hidráulicas. 
En este capítulo, a partir de los resultados previos que hemos presentados en los dos 
capítulos anteriores [54, 50], testeamos y adaptamos algunos de los algoritmos desarro-
llados durante esta Tesis para utilizarlos para detectar señales de microsismos. Para ello, 
analizamos tres registros de campo cedidos por la industria y adoptamos nuevos criterios 
para proceder a la detección de los eventos. Los tres registros fueron seleccionados de 
manera que cada uno de ellos contenga un microsismo. En el primer registro, la relación 
señal- ruido del evento es buena, en el segundo la calidad del dato es regular, y en el 
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último la relación señal- ruido es mala. De esta forma, el análisis permite realizar una 
valoración cualitativa de la capacidad de detección de los algoritmos frente a diferentes 
tipos de señales. 
Aquí proponemos tres métodos de detección automática de microsismos basados en 
el método de Earle y Shearer (ESM), en el método de Allen modificado (MAM) y en 
el método de Baer y Kradolfer modificado (MBKM), todos ellos analizados y descritos 
en el capítulo anterior. La estrategia planteada se basa en aplicar en primer término los 
mencionados algoritmos para detectar eventos analizando los registros traza por traza. 
Como resultado de ello se obtiene cierto número de eventos para cada traza. Cada uno 
de estos eventos representa un potencial arribo de un microsismo en la traza analizada. 
Luego, se analizan los registros considerando simultáneamente la totalidad de los canales 
disponibles en el registro mediante una ventana móvil que avanza muestra a muestra. 
Atendiendo a la alineación aproximada según hipérbolas cuasi-horizontales que presentan 
los arribos de los eventos en los registros, los microsismos son declarados cuando dicha 
ventana de búsqueda contiene eventos en al menos la mitad de las trazas, en al menos una 
de las tres componentes. Finalmente, se determinan los tiempos de arribo correspondien-
tes al microsismo en aquellas trazas donde fue detectado. Si bien este criterio multitraza 
utilizado es de gran utilidad para decidir si existe un microsismo o no, los resultados 
indican que es relevante generar algoritmos que detecten los eventos traza por traza con 
la mayor exactitud y precisión posible. Dicho de otro modo, si la detección unitraza es 
eficiente, un criterio multitraza sencillo que se base en los resultados del análisis traza 
por traza será suficiente para determinar las presencia de microsismos. 
Los métodos son robustos y funcionan muy bien para el registro con datos de buena 
calidad; su desempeño es aceptable en el registro con relación señal-ruido moderada; y 
tienen dificultades para detectar el microsismo en el registro de mala calidad, lo que nos 
motiva para continuar en esta línea de investigación en trabajos futuros. Dos aspectos de 
los resultados deben destacarse. Por un lado, los tiempos de arribo obtenidos mediante el 
análisis traza por traza para los microsismos declarados son por lo general muy precisos. Y 
por otro lado, con la estrategia propuesta, de be m os también remarcar que no se declaran 
falsos microsismos en los ejemplos analizados, lo que determina una alta fiabilidad en los 
microsismos detectados. 
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5.1 Datos 
Los tres registros de microsísmica que vamos a estudiar fueron adquiridos en un pozo 
ubicado a unos 500 m del pozo de extracción mediante una riestra vertical de 8 recep-
tores con tres componentes cada uno, espaciados entre sí 30 m. Las frecuencias esperadas 
en microsísmica son mayores que aquellas usualmente registradas en la sísmica conven-
cional [41]. Por ello, los intervalos de muestreo son menores. Claramente, esto está 
relacionado con la menor distancia entre fuente y receptor y con las características de la 
fuente. Como es bien sabido, el medio funciona como un filtro pasa-bajos, y las altas fre-
cuencias se atenúan a distancias menores que las bajas frecuencias, que pueden entonces 
viajar distancias mayores. De acuerdo con Shemeta y Anderson [57], considerando un 
valor de corte arbitrario de 5% de la máxima energía, una onda de 500 Hz puede obser-
varse hasta los 5 72 m. Para adquirir los datos que analizaremos, el intervalo de muestreo 
utilizado fue de 1 ms, por lo que de acuerdo al criterio de Nyquist, se pueden registrar 
señales de hasta 500 Hz, un valor que es coherente con la distancia entre fuente y receptor 
del experimento. 
Si bien las velocidades en los pnmeros metros del subsuelo suelen ser, en general, 
altamente heterogéneas, supongamos por un momento que los rayos atraviesan una capa 
de velocidad constante. Claramente, dada la disposición espacial de la fuente de los 
microsismos y de los receptores, al graficar una traza aliado de la otra como se acostumbra 
en la sísmica de pozo, los arribos de microsísmica se deben alinear aproximadamente como 
una hipérbola. Es decir, en el dominio de tiempo vs. profundidad de receptor, los eventos 
que se alejan de esta hipérbola teórica corresponden a dispersiones y reflexiones múltiples 
causadas por las inhomogeneidades de velocidad en el camino del rayo. Teniendo en 
cuenta además que la separación entre los pozos es de un orden de magnitud mayor 
que el espaciamiento entre receptores, dicha hipérbola debe ser aproximadamente lineal 
(esto es, con alineación horizontal en los registros). A pesar de que estas consideraciones 
son triviales, es importante enfatizadas porque justifican la estrategia de detección de 
microsismos que explicaremos más adelante. 
Los registros de microsísmica son adquiridos de forma continua a partir del momento 
en que se realiza la inyección hidráulica y la registración puede durar hasta algunas horas. 
No obstante, los datos se suelen almacenar en períodos de tiempo pequeños, del orden de 
10 s, por ejemplo. Esto es, para intervalos de muestreo de 1 ms como los de la campaña 
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en la que se adquirieron los datos utilizados en este capítulo, cada traza por cada registro 
tendrá del orden de mil muestras. Para testear los métodos desarrollados en esta Tesis, 
se separaron registros de 1 s solamente, lo que facilita la visualización de los eventos. 
El primer registro utilizado se exhibe en la Figura 5.1. Se muestran las componentes 
x, y y z en tres paneles independientes con el objeto de poder apreciar las hipérbolas 
correspondientes a los eventos con mayor claridad. Se puede apreciar en la figura el arribo 
de un microsismo para tiempos comprendidos entre 270 y 330 ms aproximadamente. 
Observemos que la hipérbola que corresponde a la llegada del microsismo se aprecia con 
gran claridad en la componente z (Figura 5.1c), y también se puede detectar la mayoría 
de los canales de las componentes x e y (Figura 5.1a y Figura 5.1b, respectivamente). 
El quinto canal de la componente x parece tener algún tipo de problema, y el dato 
recolectado no es de utilidad. Además, la hipérbola se presenta con poca inclinación, 
como habíamos predicho. 
En la Figura 5.2 presentamos el segundo ejemplo considerado. Nuevamente, anali-
zando globalmente el registro, se distingue un evento entre 240 y 300 ms. Vale aclarar que 
si bien estos tiempos son similares a los del evento anterior, los dos eventos no están rela-
cionados y esto es una simple coincidencia. A diferencia del registro previo, aquí es muy 
complicado apreciar el microsismo en la componente z (Figura 5.2c); sólo un observador 
muy experto sería capaz de detectarlo. Sin embargo, podemos distinguir la hipérbola 
en la componente x (Figura 5.2a) y en especial en la componente y (Figura 5.2b) para 
tiempos comprendidos entre 240 y 300 ms. Nuevamente, el canal 5 de la componente 
x presenta problemas. No debe sorprendernos que un evento se aprecie con claridad en 
cierta componente y sea indistinguible en otra, porque esto dependerá de la polarización 
con la que arriba la onda a los geófonos. 
El último registro que estudiaremos se muestra en la Figura 5 .3. En este caso, es 
realmente muy difícil detectar un microsismo mediante inspección visual. Quizás tanto 
en la componente x como en la componente y (Figura 5.1a y Figura 5.1b, respectivamente) 
pueda notarse el arribo de la señal entre 270 y 320 ms. Sin embargo, la mala relación 
señal-ruido de los datos hace prácticamente imposible la detección. Una vez más, el canal 
5 de la componente x presenta problemas, que interpretamos entonces como una falla 
instrumental. 
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Figura 5.1: Registro de microsísmica número l. La relación señal-ruido del evento es 
buena. (a) Componente x. (b) Componente y. (e) Componente z. 
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Figura 5.2: Registro de microsísmica número 2. La relación señal-ruido del evento es 
regular. (a) Componente x. (b) Componente y. (e) Componente z. 
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Figura 5.3: Registro de microsísmica número 3. La relación señal-ruido del evento es 
mala. (a) Componente x. (b) Componente y. (e) Componente z. 
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5.2 Metodología propuesta y resultados 
En el capítulo anterior comparamos ocho métodos para detectar y picar fases de terre-
motos. Ahora bien, a diferencia de lo que ocurre en sismología, donde se utilizan en 
general estaciones aisladas (cuando no se trabaja con arreglos, claro), en los registros mi-
crosísmicos se cuenta con riestras de receptores ubicados en un pozo. Esto representa una 
ventaja sustancial al momento de diseñar estrategias para detectar los eventos, puesto 
que se puede explotar la información extra que brinda la coherencia en el arribo de las 
señales en todo el registro. En este sentido, claramente la situación es equivalente a 
la que se tiene en el problema de picado de primeros arribos en sísmica convencional, 
que comentamos en el Capítulo 3, donde hemos propuesto una técnica que contempla la 
alineación aproximada de los arribos siguiendo las rectas de refracción para mejorar los 
tiempos de picado y detectar y descartar los picados falsos. No obstante, como primer 
paso, analizaremos los datos en busca de microsismos traza por traza y luego propon-
dremos un criterio muy sencillo para determinar la presencia de eventos considerando la 
información de todos los canales en forma simultánea. 
Como no existe restricción en el número de eventos a picar en cada método, podría 
ocurrir que se detecten varios eventos en cada traza, y que sólo uno o incluso ninguno co-
rresponda al microsismo buscado. Para descartar estos eventos falsos, y al mismo tiempo 
decidir si los picados corresponden o no a un microsismo, utilizaremos una ventana móvil 
que avance en tiempo buscando eventos con una alineación aproximadamente horizontal. 
Detallaremos esta estrategia más adelante. 
5.2.1 Detección de eventos traza por traza 
Para el análisis traza por traza, seleccionamos tres de los ocho métodos presentados en 
el capítulo anterior, basándonos en el análisis comparativo entre ellos. Utilizaremos los 
dos métodos con los que obtuvimos mejores resultados: el método de Earle y Shearer 
(ESM) y el método de Allen modificado (MAM). Utilizaremos también el método de 
Baer y Kradolfer modificado (MBKM) para completar el análisis. Entonces, no vamos 
a considerar el método de Allen (RAM) ni el método de Baer y Kradolfer (BKM), pero 
sí los métodos basados en estos mismos con mejoras introducidas. Tampoco vamos a 
utilizar la adaptación de los métodos propuestos en el Capítulo 4: el método de Coppens 
modificado (M CM), el método de la entropía (EM), y el método de la dimensión fractal 
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(FDM), puesto que su desempeño al aplicarlos para detectar fases de terremotos no ha 
sido destacada. 
En esta sección obviaremos la descripción de los tres métodos utilizados ya que la 
misma puede encontrarse en las secciones 4.1.3, 4.1.7 y 4.1.8 del capítulo anterior. De la 
misma manera que en los dos capítulos previos, para el análisis traza por traza se precisa 
seleccionar cuidadosamente los parámetros para cada método. Como hemos adelantado, 
las frecuencias en microsísmica son mayores que en sísmica convencional y mucho mayores 
que en sismología. Entonces, teniendo en cuenta que para seleccionar el tamaño de las 
ventanas de los métodos nos basamos en los períodos de la señal de interés, los tamaños 
de las ventanas serán lógicamente mucho menores que los elegidos en el capítulo anterior. 
Los parámetros seleccionados para cada método se resumen en la Tabla 5.1. Los 
parámetros están enumerados en el orden en que son utilizados en el flujo de los algoritmos 
que implementan los distintos métodos. Las longitudes de las ventanas y de los filtros 
están dadas en milisegundos. El resto de los parámetros, incluyendo los valores de los 
umbrales para declarar los eventos, son adimensionales. Recordemos que el esquema de 
ventanas del MAMes el mismo que el del ESM, y se muestra en la Figura 4.1 b. Por ello, 
tiene sentido considerar los mismos tamaños de ventanas y filtros para estos dos métodos, 
como se puede ver en la Tabla 5.1. El valor del umbral THR utilizado para declarar un 
evento depende de qué tan sensible sea el atributo utilizado. La función característica del 
MAM, dada por las ecuaciones 4.1 y 4.2, responde de forma más abrupta e intensa ante 
la llegada de una señal que la envolvente utilizada en el ESM, por lo que el valor de T H R 
debe ser mayor que para el caso del ESM. De aquí que los valores elegidos para T H R 
para el ESM y para el MAM son 2.5 y 6, respectivamente. Respecto de los parámetros 
para el MBKM, el único parámetro de ventanas es el de la longitud de la ventana de 
Hanning, que fue fijado en 10 ms para los tres métodos. Por último, para este método 
se consideró un valor THR = 5, algo menos que el umbral utilizado en el MAM. 
Una vez fijados los parámetros, implementamos los tres métodos elegidos para las 
24 trazas y para cada registro en los tres ejemplos. Teniendo en cuenta que los datos 
seleccionados contienen un único microsismo, la situación óptima sería que cada método 
pique un único evento por cada traza. Cabe resaltar que si bien es importante en primer 
término elegir de forma coherente las longitudes de las ventanas y de los filtros, el valor 
del umbral THR es el parámetro que controlará el número de eventos picados por traza: 
mientras menor sea T HR, más eventos se picarán y viceversa. Para simplificar la forma 
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Método Parámetro Descripción Valor 
ESM TsrA Longitud de la ventana del STA 5 
TLTA Longitud de la ventana del LT A 50 
THan Longitud de la ventana de Hanning 10 
THR Umbral de STA/ LT A para declarar un evento 2.5 
MAM TsrA Longitud de la ventana del STA 5 
TLTA Longitud de la ventana del LT A 50 
THan Longitud de la ventana de Hanning 10 
THR Umbral de STA/ LT A para declarar un evento 6 
MBKM THan Longitud de la ventana de Hanning 10 
THR Umbral de C F para declarar un evento 5 
Tabla 5.1: Parámetros utilizados en la detección automática de eventos de microsismos 
en el análisis traza por traza. Las longitudes de las ventanas y de los filtros están dadas 
en milisegundos. El resto de los parámetros, incluyendo los valores de los umbrales para 
declarar los eventos, son adimensionales. 
en la que presentamos las tablas, figuras y resultados, mostraremos de ahora en más las 
tres componentes de los registros en conjunto, numerando las trazas de la componente x 
de 1 a 8, las de la componente y de 9 a 16, y las de la componente z de 17 a 24. En la 
Tabla 5.2 se resumen la cantidad de eventos picados para cada método y para cada traza 
en cada registro. 
En la Tabla 5.2, notamos primero que los métodos devuelven en algunos casos varios 
eventos para la componente x de! quinto geófono. Recordemos que la situación deseada 
es un único evento por canal. Lo que ocurre es que estos eventos no son correctos de bid o 
a que los datos recolectados por esta traza no son fidedignos puesto que el canal presenta 
problemas, como ya habíamos mencionado. Este tipo de situación complica el criterio 
multitraza a adoptarse a continuación para declarar los microsismos. 
Por otro, a partir de analizar la Tabla 5.2 por registro, observamos que para el re-
gistro 1 la situación se acerca mucho a la óptima, como era de esperarse dada la buena 
relación señal-ruido de los datos. En este registro, los métodos detectan sólo un evento en 
la mayoría de las trazas, y este evento casi siempre corresponde justamente a la llegada 
del microsismo de interés, como veremos más adelante. Sin embargo, en los otros dos 
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Registro 1 Registro 2 Registro 3 
Traza ESM MAM MBKM ESM MAM MBKM ESM MAM MBKM 
1 o o 1 o o o o o o 
2 o o o o o o o o o 
3 1 1 1 1 1 1 o o o 
4 1 1 1 o o o o o o 
5 o o 1 2 3 1 6 4 1 
6 o o 1 1 o 1 o o o 
7 1 1 1 o o o 1 o 1 
8 1 1 1 o o o o o o 
9 o o o o o o o o o 
10 o o o o o o o o o 
11 o o o 1 1 1 o o o 
12 1 1 1 1 1 1 1 1 1 
13 1 1 1 o o o 1 1 1 
14 1 2 1 1 o 1 1 1 1 
15 1 1 1 1 1 1 1 o 2 
16 1 1 1 1 1 1 o o o 
17 1 1 1 o 1 o o o o 
18 1 1 1 1 o o o o o 
19 1 1 1 o o o o o o 
20 1 1 1 o o o o o o 
21 1 2 1 o o o 2 o 1 
22 1 1 1 o o o o o o 
23 1 1 1 o o o o o o 
24 1 o 1 o o o o o o 
Tabla 5.2: Picado "preliminar": cantidad de eventos picados por traza y por registro 
para cada método. 
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registros, sólo en la componente y (canales 9 a 16) la situación se asemeja a la deseada, 
mientras que para las componentes x y z (canales 1 a 8 y 17 a 24, respectivamente) el 
microsismo es escasamente detectado por alguno de los métodos propuestos. Esto se de be 
principalmente a dos factores: la pobre relación señal-ruido y polarización de la señal. 
5.2.2 Declaración de microsismos mediante un criterio multitraza 
Hasta aquí obtuvimos entonces cierto número de picados "preliminares" para cada una 
de las 24 trazas de cada registro. En esta primera instancia, no conocemos la posición 
de la fractura que origina el microsismo. Además, a priori no se tiene tampoco infor-
mación respecto de si existen microsismos o no en los registros analizados. Por tanto, 
aún si conociéramos con precisión el modelo de velocidades, no podríamos calcular los 
parámetros de la hipérbola que representa la llegada de los microsismos. No obstante, 
como hemos mencionado, podemos afirmar que dicha hipérbola se va a presentar en el 
dominio de la profundidad del geófono vs. tiempo con poca curvatura (con alineación 
cuasi horizontal en este dominio). Por ello, podemos pensar que una ventana de tiempo 
bastante corta pero de duración suficiente deberá alcanzar para abarcar la llegada de los 
eventos en todos los canales. Nuestro criterio de detección de eventos se basa en esta 
idea sencilla. 
Luego, definimos una ventana de cierta duración fija (digamos, entre 40 y 120 ms) 
que avanza en tiempo muestra a muestra y "cuenta" los eventos que contiene que fueron 
picados traza por traza para determinar la presencia de un microsismo. La longitud de 
la ventana de búsqueda de microsismos fue fijada en 50 ms para los tres registros. En 
la Figura 5.4 esquematizamos el funcionamiento de esta ventana móvil cuyo objetivo 
es "buscar" los microsismos. Debemos aclarar que, con el fin facilitar la interpretación 
de la figura, la ventana mostrada es de mayor longitud que la ventana efectivamente 
utilizada para procesar los datos. Los datos mostrados en la Figura 5.4 corresponden 
a la Figura 5.1 y los eventos picados corresponden a los obtenidos mediante el MAM. 
Notemos que para las trazas 1, 2, 5, 6, 9, 10, 11 y 24 no se detectó ningún evento, 
mientras que para las trazas 14 y 21 se detectaron dos. En estos dos últimos casos, uno 
de los eventos picados corresponde al microsismo buscado, y el otro es un picado falso. 
En el resto de las trazas, el evento detectado corresponde efectivamente al microsismo 
presente en el registro. 
Ahora bien, nos falta definir un criterio que determine cuándo declarar un microsismo. 
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Trazas 













Figura 5.4: Venta na móvil utilizada para detectar los microsismos (en verde). La ventana 
avanza en tiempo muestra a muestra y cuenta el número de eventos contenidos en ella . Los 
datos corresponden a la Figura 5. 1 y los picados corresponden a los obtenidos mediante 
el MAM. 
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Recordemos que dependiendo de la polarización de la señal, un mrcrosrsmo podría de-
tectarse perfectamente en una de las tres componentes de los geófonos y no registrarse 
señal alguna en las otras dos componentes. Luego, el criterio de declaración de microsis-
mos debe tener indefectiblemente esto en cuenta. Bajo estas hipótesis, analizamos cada 
componente por separado, y si en alguna de ellas se registra una cantidad mínima de 
eventos sobre el total de geófonos (8, en este caso), declaramos el evento. Adoptamos 
finalmente el siguiente criterio: declarar un microsismo si en alguna componente la ven-
tana de búsqueda encuentra al menos un evento en al menos la mitad de las trazas ( 4, 
para nuestros ejemplos). Notemos que con este criterio en el ejemplo mostrado en la 
Figura 5.4 el microsismo se podría declarar según las tres componentes, pues en cada 
una de ellas hay el menos 4 eventos picados. 
Nos resta por último determinar cómo aislar el microsismo, o dicho de otra manera, 
cómo determinar la ventana mínima que lo contiene. Si bien este es un aspecto bastante 
técnico de la metodología propuesta, daremos algunas precisiones al respecto. Como 
podemos apreciar en la Figura 5.4, en general no existirá una, sino varias ventanas que 
contengan el microsismo. Es decir, dado que la ventana avanza muestra a muestra, no 
sólo la ventana de la figura contiene el microsismo, también lo harán varias ventanas 
previas y varias posteriores. Entonces, ante la primera ventana en la que se declara un 
microsismo, nuestro algoritmo de detección procede de la siguiente manera: 
(1) Se consideran todas las ventanas contiguas que cumplen con el mencionado requisito 
para declarar un microsismo. En la Figura 5.5a se muestran en verde la primera y la 
última de todas estas ventanas para el ejemplo ilustrado en la Figura 5.4. Mientras que 
en la primera el microsismo se detecta debido a los 4 eventos en la componente z (canales 
17, 18, 19 y 20), en la última se detecta debido a 4 eventos en la componente y (canales 13, 
14, 15 y 16). Observar que todas las ventanas contiguas intermedias también detectarán 
el microsismo. Nuevamente, para facilitar la comprensión de la figura, las ventanas 
mostradas son de longitud algo mayor que la efectivamente utilizada para procesar los 
datos. 
(2) Luego, se genera una ventana mayor a partir de la unión de todas las ventanas 
contiguas que detectan el microsismo. Dicha ventana grande se exhibe en verde en la 
Figura 5.5b. 
(3) Finalmente, la ventana grande es acortada todo lo posible para definir así la menor 
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ventana que contiene el microsismo, que se muestra en la Figura 5.5b en rojo. 
El algoritmo contempla también que exista más de un microsismo dentro de la ventana 
grande, pero la descripción de este caso es por demás engorrosa y la obviaremos. Así, 
el resultado final del método propuesto está dado por la detección del mrcrosrsmo, su 
ventana final, y todos los eventos picados contenidos en ella. 
Debemos mencionar también que podría ocurrir que dentro de la ventana final haya 
más de un evento picado para cierta traza, y que algunos de estos eventos representen 
un picado falso (o incluso todos). Sin embargo, esa situación no debe preocuparnos en 
demasía en esta instancia, pues el objetivo fundamental de nuestro método es detectar 
microsismos, que es la tarea más demandante y compleja para una analista. No obstante, 
como salida de los métodos obtendremos los tiempos picados del microsismo dentro de la 
ventana final para cada traza del registro en donde fue detectado. Esta ventana deberá 
ser luego inspeccionada traza por traza por un analista para decidir corregir los picados 
en caso que fuera necesario. Claramente, esta es una tarea menor frente al análisis de 
todo un registro completo de microsismicidad de dos o tres horas de duración, en dónde 
suelen encontrarse solamente algunas decenas de microsismos. 
Es importante remarcar que si bien se han seleccionado 3 registros de 1 s de duración 
aproximadamente conteniendo un evento cada uno de ellos, la metodología propuesta es 
válida para sacar conclusiones respecto de la declaración de microsismos falsos. Podemos 
afirmar esto puesto que la ventana móvil no guarda memoria de ventanas anteriores, 
ya que una vez que la ventana ha atravesado completamente un microsismo y deja de 
abarcarlo, se analiza el resto del registro buscando nuevos eventos sin importar qué 
ocurrió en muestras previas. Observemos en los datos utilizados (Figuras 5.1, 5.2 y 5.3) 
que más del 60% de los registros (a partir de 400 ms) no contienen microsismo alguno si 
consideramos una ventana móvil de 50 ms. 
5.2.3 Indicador de confianza para los microsismos declarados 
Por último, para completar la descripción de la metodología propuesta, debemos generar 
algún tipo de indicador de confianza para los microsismos declarados. Recordando lo 
ya discutido, la situación óptima es que se haya picado un evento dentro de la ventana 
final del microsismo en cada traza (Figura 5.5b), lo que sólo ocurre siempre y cuando la 
onda arribe con la polarización adecuada. En el otro caso extremo, de acuerdo al criterio 
que hemos propuesto, el microsismo declarado menos confiable será aquel para el cual 
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Figura 5.5: Estrategia para det erminar la mínima vent ana que contiene el microsismo. 
(a) La primera y la última de las ventanas que detect an un microsismo (en verde). (b) 
La unión de todas las ventanas móviles contiguas que detectan un microsismo forma una 
ventana grande (en verde). La ventana grande se acort a todo lo posible para definir 
una ventana final más pequeña que delimita el microsismo (en ro jo) . Al igual que en la 
Figura 5.4, los datos corresponden al registro 1 y los picados corresponden a los obtenidos 
mediante el MAM. 
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sólo se detectaron eventos en la mitad los receptores para cierta componente. Entonces, 
definida la mínima ventana que contiene al microsismo, podemos definir un indicador de 
confianza sencillo P vía: 
P[%] = Neve lOO% (5.1) 
Ntot 
donde Neve es el número de trazas con eventos y Ntot es el total de canales disponibles. 
Si en cada traza hubiera un evento dentro de la ventana del microsismo detectado, P 
tomará un valor de 100%. Si, por el contrario, el microsismo hubiese sido detectado 
por la condición mínima, es decir, solamente en la mitad de canales de una de las tres 
componentes, P valdrá 16, 6%, ya que sólo un sexto del total de los canales disponibles 
habría detectado un evento en este caso. Ante esta última situación, corresponderá a un 
analista prestar especial atención respecto de si el microsismo detectado es correcto o no. 
Mencionemos también el caso en que un microsismo arribe a la riestra de geófono en el 
pozo con una polarización tal que se observe perfectamente en una componente pero no 
en las otras dos. En esta situación, el valor del indicador de confianza P será 33, 3%, 
más allá de que eventualmente la relación señal-ruido sea excelente. A modo de ejemplo, 
observemos que para el caso de la Figura 5.4 se detecta un evento en 16 de los 24 canales, 
y por tanto tendremos P = (16/24) lOO%= 66, 6%. 
5.3 Análisis global de los resultados 
Para introducir el análisis del desempeño de las estrategias de detección automática de 
microsismos propuestas, mostramos primero en la Tabla 5.3 los indicadores de confianza 
para los microsismos detectados para cada registro según el criterio recién explicado. 
El microsismo del registro 1 fue detectado en la mayoría de las trazas con todos los 
métodos, lo que se refleja en los altos valores de confianza de la Tabla 5.3. Por su parte, 
el microsismo del registro 2 también fue detectado por los tres métodos, pero con niveles 
de confianza moderados a bajos, algo esperable considerando la calidad de los datos (ver 
Figura 5.2). Por último, el ESM y el MAM no detectan el microsismo en el último 
registro. Sólo el MBKM detecta el evento en este caso, y lo hace lógicamente con un 
nivel de confianza bajo. 
Analicemos ahora los resultados con mayor detalle. En la Figura 5.6 mostramos las 
ventanas finales y los picados obtenidos con cada uno de los tres métodos para el caso 
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ESM MAM MBKM 
Registro 1 70,8% 66,6% 70,8% 
Registro 2 33,3% 20,8% 29,2% 
Registro 3 - - 20,8% 
Tabla 5.3: Indicadores de confianza de los microsismos detectados por los métodos para 
los tres registros utilizados. 
del registro 1 (Figura 5.1). Los altos porcentajes de confianza reflejados en la Tabla 5.3 
se deben a que dentro de la ventana final el ESM detecta eventos en 17 de las 24 trazas 
del registro (Figura 5.6a), el MAMen 16 (Figura 5.6b), y el MBKM el17 (Figura 5.6c). 
Observar que los resultados de los tres métodos son muy similares, ya que los tres detectan 
eventos en al menos las trazas 3, 4, 7, 8, y de 12 a 23 (es decir, en un total de 16 trazas). 
Sin embargo, no debemos dejar de remarcar que a pesar de que la relación señal-ruido 
de los datos es relativamente buena, los mismos contienen un nivel de ruido de fondo no 
despreciable, y en algunas trazas es muy difícil (si no imposible) detectar la llegada de 
los microsismos aún ante una rigurosa inspección visual (ver trazas 1, 2, 9 y 10). 
Claramente, la detección automática del microsismo del registro 2 (Figura 5.2) re-
presenta un desafío mucho mayor para los métodos. En la componente z (trazas 17 a 
24) el arribo de la señal está totalmente enmascarado por el ruido. Además de los pro-
blemas en el canal 5, las trazas 1 y 2 correspondientes a la componente x y la traza 10 
correspondiente a la componente y son también muy ruidosas. Luego, como se puede 
observar en la Figura 5. 7, el evento sólo puede detectarse en unas pocas trazas. Aún 
así, los tres métodos propuestos logran detectar los eventos según el criterio de búsqueda 
establecido mediante la ventana móvil. Si bien los valores de confianza son bajos porque 
el microsismo sólo es detectado en unas pocas trazas (8 para el ESM, 5 para el MAM y 
7 para el MBKM), los métodos funcionan con éxito. 
El registro 3 (Figura 5.3) es indudablemente el más complejo de los tres ejemplos 
analizados. Al implementar los métodos de detección automática con una ventana de 
búsqueda de microsismos de 50 ms (al igual que en los otros dos ejemplos), solamente 
el MBKM detecta el microsismo (Figura 5.8c), y lo hace con un nivel de confianza bajo 
(20,8%). Contrariamente, tanto en el ESM como el MAM, ninguna ventana de búsqueda 
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Figura 5.6: Ventana final con el micros ismo detectado y los eventos picados para el 
registro l. (a) E SM, (b) MAM y (e) MBKM. 
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Figura 5.7: Ventana final con el micros ismo detectado y los eventos picados para el 
registro 2. (a) E SM, (b) MAM y (e) MBKM. 
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contiene al menos 4 eventos en 8 de las trazas de una dada componente (véanse las 
Figuras 5.8a y 5.8b, respectivamente), y por ello el microsismo no es detectado y no se 
muestra la ventana final en la figura. Además, ningún método logra picar evento alguno 
para las trazas correspondientes a la componente z, ya sea por la polarización de la señal, 
por el alto nivel de ruido de fondo presente en esta componente, o por ambas razones. 
El resultado final de los métodos no sólo está dado por la detección de los microsismos 
y por su ubicación en los registros (marcado con la ventana final), sino también por los 
tiempos picados en las trazas para los eventos correspondientes. Es de destacar en todos 
los casos que todos los eventos fueron picados automáticamente con notable precisión, 
como puede verse en las figuras. Si bien no utilizamos un criterio homogéneo para definir 
el tiempo exacto de los picados en cada traza, en los tres registros se obtuvieron tiempos 
que corresponden aproximadamente al arribo del lóbulo central de la señal, como se puede 
ver en las Figuras 5.6, 5.7 y 5.8. 
Por último, analicemos los eventos detectados por el ESM y por el MBKM para la 
traza 15 del registro 3 (Figura 5.8). Ambos métodos detectan un evento en esta traza 
cercano a 350 ms, pero aparentemente este evento no tiene que ver con el arribo del 
microsismo, puesto que no está cercano a la hipérbola a lo largo de la cual se deben alinear 
los eventos. Si bien no se muestra en los resultados ni en las figuras, hemos encontrado 
que con una ventana de búsqueda de 60 ms, es decir apenas más larga que la ventana 
de 50 ms utilizada, el ESM detecta el microsismo en el registro. Esto ocurre porque 
existe al menos una ventana de 60 ms que contiene el mencionado evento de la traza 15 
junto con los tres eventos picados para las trazas 12, 13 y 14, todas correspondientes 
a la componente y de los datos, como se puede ver en la Figura 5.8a. Sin embargo, 
el picado de la traza 15 que ayuda a reunir los 4 eventos necesarios para declarar el 
microsismo, no es correcto. Más aún, para una ventana de búsqueda de 60 ms, el MBKM 
también contendría este picado en una misma ventana, y habría que decidir entre éste 
y el picado correcto detectado para la traza 15 en tiempos menores, cerca de 310 ms 
(ver Figura 5.8c). Esta situación ilustra que ventanas de búsqueda mayores tienden a 
detectar más microsismos, pero aumentan el riesgo de incluir eventos falsos dentro de 
las ventanas finales. Más aún, en un caso extremo, ventanas demasiado grandes podrían 
entonces aumentar el riesgo de detectar microsismos falsos formados solamente por falsos 
picados. Luego, el tamaño de la ventana de búsqueda es un parámetro crítico en estos 
métodos que debe ser cuidadosamente seleccionado. 
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Figura 5.8: Ventana final con el micros ismo detectado y los eventos picados para el 
registro 3. (a) ESM, (b) MAM y (e) MBKM. 
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Para concluir con el análisis de los resultados, debemos mencionar que ante registros 
ruidosos como lo son especialmente los registros 2 y 3, sería provechoso para mejorar 
la detección preprocesar los datos intentando mitigar el ruido de fondo de los mismos. 
Por ejemplo, antes de implementar los algoritmos aquí propuestos, se podría aplicar la 
técnica de atenuación de ruido presentada por Han et al. [24] o la transformada tiempo-
frecuencia con restricciones propuesta por Vera Rodriguez et al. [71], lo que sin dudas 
contribuiría a mejorar la efectividad de los métodos de picado automático propuestos en 
esta Tesis. 
5.4 Conclusiones del capítulo 
Hemos seleccionado tres de los ocho métodos analizados en el capítulo anterior a partir 
de los cuales desarrollamos nuevas estrategias de detección automática de microsismos. 
Los métodos utilizados son el método de Earle y Shearer (ESM), el método de Allen 
modificado (MAM), y el método de Baer y Kradolfer modificado (MBKM). La técnica 
propuesta puede dividirse en dos etapas. En un primer paso, se utilizan estos métodos 
para picar potenciales arribos de microsismos a lo largo de todas las trazas que compren-
den un registro de microsísmica. En un segundo paso, se recorre el registro considerando 
todas las trazas con una ventana de búsqueda de algunas decenas de milisegundos de 
duración cuyo objetivo es declarar un microsismo cuando contiene al menos la mitad 
de trazas de una dada componente con eventos picados dentro de ella. La salida de 
los métodos está dada por una ventana final que abarca el microsismo detectado, si lo 
hubiera, y con los tiempo de arribo correspondientes dentro de dicha ventana. Además, 
se brinda un nivel de confianza para cada microsismo detectado, lo que contribuye a 
determinar la existencia o no de un evento dado. 
La aplicación de los métodos es muy simple, y de la misma manera que en los dos 
capítulos anteriores, una elección adecuada de los parámetros que intervienen en los 
algoritmos que analizan las trazas en forma individual en el primer paso resulta crucial 
para el buen funcionamiento de los mismos. Dicha elección es sencilla ya que depende 
de características de la señal que pueden ser fácilmente extraídas de los datos mediante 
una inspección visual preliminar de los mismos. La sensibilidad de los métodos depende 
fundamentalmente de dos parámetros. En la instancia en la que se analizan los datos 
traza por traza, la sensibilidad está dada por la elección de un valor de umbral T HR que 
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determina cuándo picar un evento y cuándo no. Luego, en la etapa del análisis global de 
los registros, y considerando que se ha fijado previamente el número mínimo de trazas 
con eventos picados para declarar un microsismo, la sensibilidad en la declaración de los 
microsismos depende de la elección del tamaño de la ventana de búsqueda. Ventanas 
grandes reducen el riesgo de obviar involuntariamente la detección de un mrcrosrsmo, 
pero generan mayor riesgo de declaración de microsismos falsos. 
Los métodos fueron testeados con tres registros de microsísmica de 1 s de duración 
aproximadamente conteniendo un microsismo cada uno de ellos. Los registros se selec-
cionaron de forma tal que el nivel de dificultad en la detección del microsismo sea bajo, 
medio, y alto, respectivamente. Los tres métodos utilizados detectaron el microsismo 
del primer registro con un alto nivel de confianza. El microsismo presente en el segundo 
registro también fue detectado con éxito, con un indicador de confianza de moderado a 
bajo. Por último, ante la implementación de los métodos frente al dato más complejo, el 
ESM y el MAM fallaron en la detección, en tanto que el MBKM detectó el microsismo 
con un bajo nivel de confianza. Si bien el desempeño del ESM y del MAM fue superior 
al del MBKM en la aplicación del capítulo anterior para detectar fases de terremotos, en 
este caso el MBKM resultó una de las mejores alternativas. No obstante, evaluando los 
eventos picados traza por traza en el registro de mala calidad, podemos afirmar que los 
desempeños de los tres métodos fueron muy similares. Por último, debemos remarcar que 
ningún método, en ninguno de los ejemplos considerados, declaró un microsismo falso, 
un rasgo destacable del desempeño logrado con la metodología propuesta. 
Los tiempos de arribo picados para los eventos detectados fueron significativamente 
precisos, si bien no se adoptó un criterio de refinado de picados consistente para cada 
traza a lo largo del registro. En todos los casos, los tiempos picados corresponden al 
arribo impulsivo del lóbulo central del evento, o se encuentran muy próximos al mismo. 
Entendemos que los buenos resultados que hemos obtenido en este capítulo están 
asociados principalmente a dos razones. La primera tiene que ver con el aporte que 
representa en este problema el extenso estudio de métodos de detección de terremotos 
llevado a cabo en el capítulo anterior, que fue fundamental para comprender el fun-
cionamiento, debilidades y fortalezas de varios algoritmos. La segunda está dada por 
la experiencia alcanzada para saber definir y elegir los parámetros a utilizar de forma 
adecuada en cada uno de lo algoritmos. 
El estudio realizado indica que los métodos propuestos funcionan muy bien sr la 
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relación señal-ruido de los datos es buena. Por otro lado, ante los resultados obtenidos 
frente a registros con relación señal- ruido moderada o mala, si bien el microsismo de 
interés en general fue detectado, debemos concluir que sería provechoso preprocesar los 
datos para atenuar el ruido de fondo y facilitar el desempeño de los métodos. 
Esta aplicación del presente trabajo de Tesis es muy reciente, y debemos finalmente 
mencionar que los métodos podrían mejorarse incluyendo algunos complementos. Por 
ejemplo, declarado un microsismo, restaría implementar una estrategia para ajustar los 
tiempos de arribo a una hipérbola. Hecho esto, se podría agregar un tercer paso de 
procesamiento en el que se restrinja la búsqueda del arribo de los eventos a una ventana 
centrada en dicha hipérbola. De esta manera, se podría intentar detectar el microsismo 
en aquellas trazas en las que no se habían picado eventos y corregir los eventos del primer 
paso. Esta estrategia sería similar a la adoptada para la detección de primeros arribos 
descrita en el Capítulo 3, en donde se ajustan las rectas de refracción para restringir 
la búsqueda de los arribos y se corrigen los picados preliminares. Por último, y como 
trabajo futuro, se pretende agregar también un análisis de polarización de los eventos 
a partir de la confección de hodogramas. Este es un paso fundamental para realizar la 
localización de las fracturas que originan los microsismos a detectar, que representa el 
objetivo final de los estudios de microsismicidad. 
Capítulo 6 
Conclusiones generales y trabajos futuros 
El objetivo principal de este trabajo de Tesis consistió en estudiar las estrategias actuales 
para realizar la detección automática de señales sísmicas en problemas con aplicación de 
alto interés e impacto tanto en el ámbito científico-académico como tecnológico y generar 
nuevos algoritmos y métodos para llevar a cabo esta tarea de forma automática, precisa 
y eficiente. Las principales aplicaciones de los métodos desarrollados incluyen el picado 
de los tiempos de los primeros arribos en registros de exploración sísmica, la detección y 
determinación de los tiempos de llegada de fases de terremotos en registros de estaciones 
sismológicas, y la detección y picado de señales producidas por microfracturas en registros 
adquiridos en estudios de microsismicidad. 
En el caso del picado automático de los primeros arribos en exploración sísmica, los 
principales resultados de estas investigaciones constituyen aportes originales para resolver 
un problema de alto interés en la prospección de recursos naturales. En particular, se 
estudió con gran detalle el uso de la teoría de los fractales para analizar la traza sísmica, 
y se aclararon algunos aspectos teóricos que deben ser tenidos en cuenta en el cálculo 
de la dimensión fractal de la traza. Luego, se presentaron tres nuevos métodos para el 
picado automático de primeros arribos que pueden ser utilizados para analizar registros 
marinos, registros de fuente dinamita, o registros de Vibraseis. Dichos métodos intro-
ducen estrategias innovadoras para detectar los primeros arribos de forma automática, 
y ofrecen una alternativa muy viable ante datos complejos ya que los resultados mues-
tran que los métodos son robustos, eficientes en términos computacionales, y fáciles de 
implementar. En el caso de la detección y picado de fases en registros sismológicos, se 
programaron ocho métodos diferentes de detección automática de fases de terremotos, 
y se los analizó comparativamente aplicándolos a datos registrados en la Estación Sis-
mológica de La Plata (LPA). Las conclusiones obtenidas clarifican la decisión respecto 
de qué algoritmo utilizar para analizar los datos. De esta manera, se aportaron nuevos 
desarrollos computacionales para ser utilizados en futuros estudios de sismología global 
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y de sismicidad. En cuanto a la aplicación para detectar señales asociadas con microsis-
mos, se seleccionaron tres de los ocho métodos analizados en el caso anterior en base al 
desempeño logrado con cada uno de ellos. Estos tres métodos se adaptaron e implemen-
taron con datos obtenidos en registros de estudios de microsismicidad. A partir de ellos, 
y utilizando una nueva metodología para declarar microsismos, se propuso una técnica 
de detección automática de microsismos y determinación de sus tiempos de arribo en las 
trazas en las que son detectados. 
A lo largo de esta Tesis, la información sísmica es analizada bajo la suposición de que 
se pueden detectar los comienzos de las señales buscadas, que se encuentran inmersas en 
el ruido de fondo de los datos, calculando ciertos atributos específicamente sensibles a la 
llegada de los eventos de interés. En este sentido, en la Introducción General se enumeran 
y comentan una serie de estrategias que, basadas en diferentes atributos convencionales 
y no convencionales, y a partir diversos criterios, buscan detectar las señales en forma 
automática. Además, se remarcan en algunos casos las ventajas y desventajas de estas 
estrategias previas, y se brinda también el marco teórico de los problemas y de los métodos 
que se investigan en los capítulos subsiguientes. 
En el marco del análisis de los atributos sísmicos no convencionales, en el Capítulo 2 
se puso énfasis en el estudio de la dimensión fractal de las trazas sísmicas. En este 
sentido, se compararon dos técnicas para extraer la dimensión fractal de las curvas: el 
método de compás (CM) y el método del variograma (VM), basadas cada una de ellas en 
diferentes hipótesis. En el CM, la traza sísmica se debe considerar un curva fractal auto-
similar, y en el VM, como un fractal auto-afín. Para poder implementar y comparar las 
dos técnicas, se generaron datos sintéticos que simulan un experimento de refracción con 
distintos niveles de ruido. Como primer resultado, se mostró que el VM es teóricamente 
más adecuado para determinar la dimensión fractal de los datos sísmicos, y es además 
más sencillo de utilizar que el CM, para el que hay que ajustar un mayor número de 
parámetros. Entonces, la traza sísmica no debe ser considerada como una curva fractal 
auto-similar, si bien esto puede lograrse ajustando cuidadosamente la escala en la que 
se representa la amplitud que se mide en una traza sísmica. A pesar de que con ambos 
métodos se evidenció una transición en la dimensión fractal frente a la llegada de la 
señal, los cambios exhibidos por la dimensión fractal cuando fue calculada mediante el 
VM fueron más abruptos y claros. Se demostró también que el efecto de sumar ruido 
aleatorio de baja amplitud contribuye a descorrelacionar el ruido de los datos previo 
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al arribo de la señal. Esto a su vez produce que se incremente la diferencia entre la 
dimensión fractal de la primera fracción de la traza (que sólo contiene ruido) y aquella 
correspondiente al resto del dato (que incluye a la señal buscada). De esta manera, se 
mejora el desempeño del método. La aplicación del VM en un registro real de prospección 
marina demuestra que la dimensión fractal de la traza sísmica puede ser utilizada para 
detectar automáticamente los tiempos de los primeros arribos en exploración sísmica. 
Eventualmente, otros métodos distintos del variograma son factibles de ser utilizados 
bajo la condición de que hayan sido diseñados para calcular la dimensión fractal de 
curvas auto-afines. 
En el Capítulo 3 se propusieron tres nuevos métodos para prcar los tiempos de los 
primeros arribos de registros sísmicos de disparo común de forma automática. Los 
métodos fueron implementados mediante un algoritmo que consta de cinco pasos de 
procesamiento. En el primer paso se analiza cada traza individualmente y se pican los 
primeros arribos basándose en ciertos atributos especialmente diseñados para detectar el 
inicio de la señal. Estos atributos corresponden a un cociente de energías por ventanas, 
la entropía de la traza, y su dimensión fractal obtenida mediante el VM, aprovechando 
los resultados del capítulo anterior. Los atributos son filtrados mediante un operador de 
suavizado que preserva los bordes (EPS), realzando drásticamente los cambios buscados, 
y definiendo el tiempo exacto de la llegada de la señal. Esta es una técnica innovadora 
para resolver este problema y que puede adoptarse en muchos otros métodos. El filtrado 
de los datos recién mencionado completa el primer paso de los algoritmos, en el que se 
define el atributo a utilizar y se obtiene el conjunto (preliminar) de tiempos picados para 
todo el registro traza por traza. En los otros pasos del método se corrigen los picados de 
la primera etapa, considerando la alineación aproximada dada por el modelo de refracción 
de todo del conjunto de los tiempos picados del registro. Esta novedosa pero simple es-
trategia genera consistencia en los tiempos de arribo de los registros y además permite 
detectar y descartar automáticamente aquellas trazas malas o nulas. Para completar el 
estudio de los nuevos métodos, se realizó un estudio de sensibilidad utilizando registros 
reales con datos de diferentes complejidades, para los que se obtuvieron resultados que 
dan cuenta de la robustez de los métodos. Luego, se incorporaron una serie de mejoras 
en los métodos para aplicarlos a un gran volumen de datos recientemente adquiridos 
provistos por la industria: una línea de símica 2D y un cubo de un proyecto de sísmica 
3D. Entre las mejoras, se agregó un ajuste de los picados para corregirlo al máximo (o 
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mínimo) del primer arribo. Además, se incluyeron restricciones en offset y en tiempo, re-
duciendo así la ventana de trabajo para disminuir el tiempo de procesamiento y facilitar 
la convergencia de los métodos hacia los modelos de refracción. Se incorporó también un 
paso de pre-procesamiento para remover los efectos de topografía (correcciones estáticas 
por elevación) y facilitar la determinación de las rectas de refracción. Con todas estas 
mejoras, los resultados obtenidos demuestran que los métodos propuestos funcionan con 
éxito aún en algunos casos en los que los métodos incluidos en paquetes de procesamiento 
tienden a fallar. 
Teniendo en cuenta la analogía que existe entre el picado automático de pnmeros 
arribos en datos de prospección sísmica y la detección automática de fases de terremotos 
con datos de sismología, el Capítulo 4 estuvo focalizado en realizar un análisis compa-
rativo de métodos de detección de fases de terremotos utilizando datos registrados en 
la Estación Sismológica de La Plata. Para ello, se consideraron los tres algoritmos pro-
puestos en el capítulo anterior para el análisis de trazas individuales, se programaron 
tres de los métodos tradicionales de mayor relevancia en el tema, y se propusieron otros 
dos métodos que suponen algunas mejoras a métodos previos. Este conjunto de ocho 
métodos fue analizado desde el punto de vista de su capacidad para detectar fases y de 
la exactitud de las detecciones. En particular, el método de Earle y Shearer (ESM) y 
el método de Allen modificado (MAM) arrojaron los mejores resultados, por lo que se 
recomienda su uso frente a un problema en el que se quiera detectar eventos utilizando 
un gran volumen de datos, como puede ser el caso de estudios de sismología global en 
la Estación Sismológica de La Plata, o estudios de sismicidad en otras estaciones na-
cionales. La Facultad de Ciencias Astronómicas y Geofísicas de la Universidad Nacional 
de la Plata cuenta con una estación de registración continua en Río Grande, Tierra del 
Fuego, en donde se planea realizar un trabajo de investigación en el que se adapten e 
implementen los métodos aquí desarrollados. 
El análisis comparativo de los métodos para detectar y picar fases de terremotos reali-
zado en el Capítulo 4 brindó las herramientas computacionales y la experiencia suficiente 
para generar una nueva aplicación de los métodos de detección automática de señales de 
esta Tesis utilizando registros de microsísmica. En este caso, las señales buscadas son 
generadas por las fracturas que se inducen por inyección hidráulica en las inmediaciones 
de un reservorio. Estas perturbaciones se manifiestan como pequeños terremotos (mi-
crosismos) que son registrados en pozos de monitoreo cercanos al pozo de extracción. 
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En el Capítulo 5 se propuso entonces una nueva metodología para detectar microsismos 
de forma automática que consta de dos pasos. El primer paso se basa en aplicar el 
método de Earle y Shearer (ESM), el método de Allen modificado (MAM), o el método 
de Baer y Kradolfer modificado (MBKM) para picar eventos en las trazas que confor-
man un registro de microsísmica, de manera similar a la que se los utilizó para detectar 
terremotos. Se obtiene así un conjunto de tiempos picados que representan potenciales 
arribos de microsismos en cada traza. En el segundo paso, se examinan los registros 
analizados en busca de la presencia de microsismos. Para ello, se utiliza una ventana 
que avanza muestra a muestra considerando la alineación hiperbólica aproximada con la 
que arriban los microsismos a los registros. La salida de esta nueva estrategia está dada 
por el número de microsismos detectados en cada registro, un indicador de confianza 
asociado a cada detección, y los tiempos de los arribos de los microsismos en aquellas 
trazas en las que pudo ser detectado. Para testear la metodología propuesta se utilizaron 
tres registros de un estudio de microsismicidad de diferente complejidad en cuanto a su 
relación señal-ruido. Los métodos funcionan muy bien cuando la relación señal-ruido de 
los datos es buena, y de forma muy aceptable cuando la calidad de la señal es regular o 
mala. La detección es confiable pues en ningún caso ningún método detectó la presencia 
de microsismos erróneamente. Además, los comienzos de las señales fueron obtenidos con 
una exactitud significativamente alta. No obstante, esta aplicación es reciente y se pre-
tende continuar desarrollando los métodos e incluir algunos complementos para mejorar 
su desempeño. En particular, a futuro se planea agregar un análisis de pola-rización de la 
llegada de las ondas mediante la confección de hodogramas, una técnica fundamental para 
la localización de las microfracturas que representan el objetivo de los estudios de micro-
sismicidad. Asimismo, restan estudiarse otras técnicas para declarar los microsismos a 
partir de los resultados que brindan los atributos utilizados, y consolidar la vinculación 
con la industria para continuar con esta línea de investigación. Por otro lado, dado que 
los datos de microsísmica se caracterizan por su mala relación señal-ruido, debe también 
evaluarse la posibilidad de adoptar algún pre-proceso de atenuación de ruido que, según 
se espera, mejoraría los resultados obtenidos. 
Dado el crecimiento exponencial del volumen de datos registrados en exploración 
sísmica, la constante aparición de nuevas redes sismológicas, y el desarrollo de nuevas 
tecnologías como es el caso de los estudios de microsísmica (actualmente en auge), persiste 
la necesidad de contar con nuevas y mejores técnicas de detección automática de señales 
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sísmicas que realicen la tarea de forma eficiente, precrsa, y efectiva. Más aún, estos 
desarrollos podrían aplicarse también a otras áreas no abordadas en esta Tesis, como ser 
el monitoreo de actividad volcánica, señales de otras ramas de la prospección geofísica, 
o en general, cualquier tipo de datos de otras ciencias donde sea necesario determinar el 
advenimiento de cierta señal de interés en un contexto de baja relación señal-ruido. 
Apéndice A 
El filtro EPS 
El suavizado con preservación de bordes (EPS) es un proceso de filtrado basado en consi-
deraciones estadísticas que está diseñado para reducir el ruido de la señal, pero al mismo 
tiempo preservar los cambios más abruptos de los datos, es decir, los "bordes" [34]. En 
este apéndice describimos el algoritmo EPS en una dimensión, si bien se puede generalizar 
fácilmente para 2 o 3 dimensiones [4]. 
El EPS puede ser considerado como una simple modificación del método de suavizado 
por promediación móvil. Al igual que este método, el único parámetro del que depende 
el algoritmo del EPS es la longitud de la ventana móvil. Veamos cómo funciona este 
filtro por medio de un ejemplo. 
Consideremos un operador EPS de cinco puntos. Dada una muestra arbitraria de una 
función muestreada, digamos si, i = 1, 2, ... ,N, habrá cinco ventanas desplazadas en una 
muestra una de otra que incluyen a la muestra s¡: 
En la salida del filtro EPS, la muestra si se sustituye por el valor medio de aquella 
ventana con la menor desviación estándar. Este proceso se repite para todas las muestras 
de los datos. Como resultado, el proceso de filtrado asigna a la muestra i-ésima la 
media de la ventana que abarca los datos más homogéneos en torno a dicha muestra. 
Por lo tanto, si una ventana contiene un cambio brusco (borde), la desviación estándar 
será alta y la media de esta ventana no será la seleccionada para la salida del EPS. 
En consecuencia, el ruido se filtra mediante el promedio mientras que los cambios más 
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Apéndice A. El filtro EPS 
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Figura A.l: (a) Función escalón (negro) y función escalón contaminada con ruido 
(azul). (b) Valor absoluto de la derivada de la función escalón contaminada con ruido. 
(e) Función escalón con ruido luego de ser suavizada por promed iación móvil (verde) y 
por EPS (rojo) ut ilizando un operador de 25 muestras. ( d) Valor abso luto de la derivada 
la función filtrada por EPS en (e). 
abruptos se conservan. Not ar la d iferencia con la promediación móvil, en donde sólo se 
calcula la ventana cent rada en la muestra i -és ima (y la salid a resulta entonces suavizada) 
pero los cambios bruscos no se conservan ya que t ambién son suavizados por el promed io. 
El EPS es ilust rado en la Figura A. l y comparado con el suavizado por promediación 
móvil. En el panel (a) se muestra una función escalón (en negro) que es contaminada 
con ruido a leatorio (en azul). E l pa nel (b) muestra el valor absoluto de la derivad a de la 
función contaminada. El escalón es enmascarado por el ruido y no se puede identificar 
fácilmente mediante esta der ivada. Comparemos ahora el efecto de fi ltrar la señal por 
promediación móvil y por EPS ut ilizando ventanas de 25 muest ras. Al suavizar por 
promed iación móvil, se detect a el cambio de la señal (curva verde en la Figura A. l c), 
pero la posición exacta del escalón no se puede determinar. Por otro lado, luego de la 
aplicación del fi ltro EPS, la ubicación del escalón es claramente visible (en rojo en la 
Figura A. l c) . Más a ún, su posición exact a se puede identificar fácilmente mediante el 
valor a bsoluto de la derivada de la función fi lt rada (Figura A. l d) . Este ejemplo ilustra 
el fi ltrado por EPS y demuestra sus virtudes. 
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