In this paper, we present an improved version of CAMSHIFT algorithm applying on surveillance videos. A 2D, hue and brightness, histogram is used to describe the color feature of the target. In this way, videos with poor quality or achromatic points can be characterized better. The flooding process and contribution evaluation are executed to obtain a precise target histogram which reflects true color information and enhances discrimination ability. The proposed method is compared with existing methods and shows steady and satisfactory results.
Introduction
Visual tracking is an important task in the computer vision applications such as video surveillance, navigation, traffic management, human-computer interaction etc. However, it is a very challenging problem due to abrupt object motion, changing appearance patterns of the object and/or the scene, occlusions, and camera motion.
There are many tracking methods emerged [1] [2] [3] . One of the famous approaches is the mean shift algorithm [4] . The mean shift algorithm is a non-parametric technique that climbs the gradient of a probability distribution to find the nearest dominant mode. The algorithm has achieved considerable success in object tracking because of its simplicity and robustness.The algorithm is extended to video sequences called CAMSHIFT (Continuously Adaptive Mean Shift) [5] . CAMSHIFT uses the newly found mode as the initial mode for the next frame, i.e., center of the search window, and applies Mean shift algorithm again on the next frame. It also adaptively changes the search window sizes according to the previous tracking results. CAMSHIFT is first proposed for head and face tracking [5] , therefore, it may fail when the target has multiple colors and/or a similar color to background's. Comaniciu et al. [6] [7] proposed a kernel-based improvement which uses a weighted histogram computed from a circular region to represent the target. Authors also used the Bhattacharyya coefficient as a similarity measure. The kernel-based tracker can track general objects and have a good result. However, it evaluates Bhattacharyya coefficient on every iteration, which makes it computation expensive.
When the target is tracked continuously, the target size often changes over time. There are several methods proposed to solve this problem. In [5] , it uses moments to estimate the size, but the method is originated for face tracking with a fixed ratio of 1: 1.2. In [9] , it runs the tracking procedure three times with the size of the previous one, and increased/decreased 10% of that size, respectively. Finally, the size is decided by the one with the best Bhattacharyya coefficient. Unfortunately, small size usually turns out to be the best result and this causes the window smaller than it should be.
The Improvements
The proposed method is based on CAMSHIFT tracking algorithm with the improvements: (1) a 2D HY-histogram is used for features; (2) a flooding procedure is applied when the initial ROI (region of interest) is labeled; (3) an adaptive window size method is proposed. The details are described below.
2D HY-Histogram. The basic part in mean shift related tracking algorithms is to build a target histogram consisting of features of the ROI. Features may be simple (e.g., color only) or complicated (e.g., color, illumination, shape, texture and motion). Too many features result less tolerance in identifying the target and a more expensive computation. Since color is a simple feature and robust to rotation, scaling, several research, such as tracking faces [5] , the specified region [10] , deformable objects [11] , adopt hue as the tracking feature. But in a visual surveillance system, especially when a camera is mounted in a high position, videos usually are degraded and contain many achromatic points due to low saturation, or too bright/dark illumination. Thus, besides the hue, the brightness Y is included as the target feature in our method. Similar to hue, it is robust to rotation and scaling, and it can describe achromatic points. The brightness value Y is evaluated as in Eq. 1 where R, G, B are the red, green, blue components.
In the proposed algorithm, a 2D HY-histogram of size mn is designated to describe the target. For a point P, we use notations P hue , P Y and P S to denote the hue, brightness, and saturation values of P. And, the term "color" in here is to stand for both hue and brightness information. Index function b associates a pixel P such that b(P) = (i, j) where (i, j) is the index of the HY-histogram feature space according to Eq. 2 with hue_bin i = 1, …, m and brightness_bin j = 1, …, n.
if is achromatic,
P is achromatic if P S  0.1 (low saturation), or P max  0.1 (too dark), or P min  0.9 (too bright). P max and P min are maximum and minimum of normalized R, G and B values of P. In Eq. 2, the last hue_bin (i = m) is for achromatic points and hue_width = 360/(m-1) & Y_width = 256/n. In our experiment, we use m = 41 and n = 40. To simplify notations, q u and p u are for the target and the candidate 2D HY-histograms respectively.
Flooding Procedure. When an initial rectangular ROI is labeled, the target feature (i.e., q u ) is calculated and the proposed algorithm proceeds to track the target on the next frame. To remove the irrelevant background color information included in the ROI, we adopt a flooding preprocess. In Fig.  1(a) , a user chooses a rectangular ROI (blue one). We assume user's labeling is reasonable, i.e., the target is inscribed in the ROI which may contain some background and/or miss the target partially, but it covers most of the target. Taking half size of the ROI, we get a ROI_ small (green one) and the corresponding histogram hist_ small . Observing Fig. 1(a) , the ROI contains quite a few background points but ROI_ small contains mostly true foreground points. Consequently, hist_ small can be used to identify true foreground points of an ROI. A point P (with b(P) = u) in the ROI is classified to be foreground if hist_ small (u) > Th(P). The threshold Th(P) is given in Eq. 3 and it is a function of the distance d, the Euclidean distance between P to the center of ROI.
where M is the maximum distance so that d/M is at most one, and r is a constant set to be 0.08. The rationale of Eq. 3 is when P is near the center then it is more likely to be a foreground point. Thus, Th(P) is proportion to the distance d. A mask is formed by those classified foreground points as shown in Fig. 1(b) . Comparing two histograms in Fig. 1 (b) , there are many irrelevant color information kept in the q u if no flooding preprocess. Thus, the initial target histogram q u , for later tracking used, is built with flooding preprocess.
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Key Engineering Materials and Computer Science II Adaptive Window Size. When tracking, the search window (whose center is the mode x c ) of the previous frame is passed to the current frame and proceeds to track and localize the target again. Once the tracking is completed, the new mode y 1 is located and the size of the search window needs to be updated. By observing the histogram back projection in Fig. 2 , the width and height of the updated window should be proportional to the standard deviations of vertical projection ( v ) and horizontal projection ( h ). With y 1 being the new mode center, we update the ROI width and height to be  v and  h for next frame. In CAMSHIFT [5] , the target area is approximated by M 00 /256, thus we have the following relation:
where 00 ( , ) 
The Proposed Method
The proposed algorithm is depicted in Fig. 3 . It consists of 4 main stages: initialization, contribution evaluation, object tracking and updating. In this study, a user chooses a rectangular ROI and we assume the labeling is reasonable as mentioned. Initialization. It includes ROI labeling and target histogram q u generating. The aforementioned flooding preprocess is used and let {x i } , i=1, …, K, be the set of pixels within the mask. Similar to the kernel-based tracker [6, 7] , the target distribution density function q u is denoted by Eq. 6:
where k(l) is Epanechnikov kernel, k(l)=(1-l) if l < 1 and 0 otherwise. [t]=1 if t = 0 and 0 otherwise, and C is a normalized factor to make total sum of q u to be one. Contribution Evaluation. The relation between background and foreground will be changed over time for moving objects. Therefore, the discriminative ability on each color feature u should be evaluated as in [3] . When an ROI is given, by extending outwards half of the width and half of the height, the reference background is defined as the area between these two rectangles. The color histogram in the reference background, hist b , would be used in evaluating the contribution of colors. The formula is shown below:
where C u is the contribution for each color u, and δ is a small value to avoid overflow. Contribution zero means such color feature is more likely to appear in the background aand it has little contribution in identifying the target.
Object Tracking. Similar to the Initialization, the color of the target distribution density function q u is obtained by Eq. 6 except now the computation is referring to every point x i within the ROI.
Updating. After tracking of the current frame is completed, the new mode y 1 is located. Both the target histogram q u and the window size will be updated. The target histogram centered at y 1 , p u (y 1 ), of the current frame is evaluated by Eq. 8. Update q u by
where q u (x c ) is the histogram from previous frame. In our experiment, since the initial q u contains true target color information so  is set to be 0.98. Window size is updated by Eq. 5.
The complete algorithm is given below. (e) Find the new mode y 1 by Figure 5 .V_2,the results from different methods:(a) Ours;(b)CAMSHIFT [5] ;(c)Kernel-based [7] .
Experimental Results
Two videos are tested. V_1 (Fig. 4 , from PETS 2001, 384 x 288, 20 fps) shows a pedestrian who went pass a light pole and walked towards a parking lot. V_2 (Fig. 5, from web, 384 x 288, 20 fps) shows a person went up and back in a fast speed. The proposed method is compared with CAMSHIFT [5] and the kernel-based tracker [7] . The related parameters used are the same as suggested in [5] and [7] . The same initial ROIs are used for different methods while testing.
The results are exhibited in Fig. 4, 5 , where the row (a) is the proposed method, the row (b) is CAMSHIFT, and the row (c) is the kernel-based method. As shown on these figures, the proposed method has demonstrated stable and satisfactory results. Overall, CAMSHIFT took colors of the background inside the ROI as feature, and this made the ROI bigger than it should be. Kernel-based tracker worked better since the use of kernel; however, it tends to have a smaller ROI as mentioned.
In V_1, the ROI got stuck with the light pole and failed for CAMSHIFT; the kernel-based tracker successfully tracked the target but the localization of ROI is not stable. It is prone to be jumping around the tracked target. In V_2, the colors of the target and the background are mostly achromatic. Using hue alone, as in CAMSHIFT, the feature of the target is not sufficient. As for the kernel-based method, it uses normalized R, G, B (a histogram of 4196 bins), the results are not always the same depending the initial ROI.
Conclusions
This paper presents a hue-and-brightness histogram as the target feature. The 2D histogram not only retains achromatic information, but also describes a target in a more precise way. In addition, flooding process is used to remove background noise so that the histogram faithfully reflects the color information in a target. While tracking by CAMSHIFT, the contribution on each color is considered and the target histogram and the ROI size are adjusted adaptively. Thus, the proposed method is very robust and can solve poor quality problem which is common in surveillance videos. From experimental results on several videos, the proposed method outperformed the existing methods. Nevertheless, the tracking may fail if two persons with the same color information come across each other for the proposed method. How to properly include the motion information without expensive computation would be our future work.
