Abstract. Despite the efforts to reduce the so-called semantic gap between the user s perception of image similarity and feature-based representation of images, the interaction with the user remains fundamental to improve performances of content-based image retrieval systems. To this end, relevance feedback mechanisms are adopted to refine image-based queries by asking users to mark the set of images retrieved in a neighbourhood of the query as being relevant or not. In this paper, Bayesian decision theory is used to compute a new query whose neighbourhood is more likely to fall in a region
Introduction
The availability of large image and video archives for many applications (art galleries, picture and photograph archives, medical and geographical databases, etc.) demands advanced query mechanisms that address perceptual aspects of visual information. To this end, a number of image retrieval techniques based on image content, where the visual content of images is captured by extracting low-level features based on color, texture, shape, etc., have been developed [4] , [19] . Contentbased queries are often expressed by visual examples in order to retrieve from the database all images that are "similar" to the examples. The retrieval process is usually performed by a k-nn search in the feature space using the Euclidean metric [4] .
It is easy to see that the effectiveness of a content-based image retrieval system (CBIR) strongly depends on the choice of the set of visual features and on the choice of the "metric" used to model the user's perception of image similarity. The gap between user's perception of image similarity and feature-based image representation is usually small for databases related to tasks where the semantic description of the images is reasonably well defined. For example, data bases of lithographs, frontal views of faces, outdoor pictures, etc. [19] . For this kind of databases, a pair of images that the user judges as being similar to each other is often represented by two near points in the feature space.
However, no matter how suitable for the task at hand the features and the similarity metric have been designed, the set of retrieved images often fits the user's needs only partly. Typically, different users may categorise images according to different semantic criteria [1] . Thus, if we allow different users to mark the images retrieved with a given query as "relevant" or "non-relevant", different subsets of images will be marked as "relevant", and the intersection of such subsets is usually non-empty. Accordingly, the need for mechanisms to "adapt" the CBIR system response based on some "feedback" from the user is widely recognised.
A number of techniques aimed at exploiting such relevance feedback have been proposed in the literature [2] , [3] , [6] , [7] , [9] , [10] , [11] , [12] , [13] , [14] , [16] , [18] . As discussed in Section 2, they are based on the fact that the user does not know the actual distribution of images in the feature space, nor the feature space itself, nor the similarity metric employed.
In this paper, Bayesian decision theory is used to compute a new query point based on relevance feedback from the user. The basic idea behind our proposal is the local estimation of the decision boundary between the "relevant" and "non relevant" regions of the neighbourhood of the original query. The new query is then placed at a suitable distance from such boundary, on the side of the sub-region containing relevant images. A similar query shifting mechanism was proposed by the authors in [7] , where the query shifting computation was derived by heuristics. In this paper, the computation of the new query is placed in the framework of Bayesian decision theory.
In section 2, a brief overview of relevance feedback techniques for CBIR is given. The proposed relevance feedback method is described in Section 3. Experiments with two image datasets are reported in Section 4. The reported results show that the proposed method outperforms two relevance feedback mechanisms recently described in the literature. Section 4 also points out that, when relevance feedback is performed, retrieval performances are less sensitive to the choice of a particular similarity metric.
Relevance Feedback for CBIR
It is well known that information retrieval system performances can be improved by user interaction mechanisms. This issue has been studied thoroughly in the text retrieval field, where the relevance feedback concept has been introduced [15] . Techniques developed for text retrieval systems should be suitably adapted to content based image retrieval, on account of differences in both feature number and meaning, and in similarity measures [10] , [13] .
Basically, relevance feedback strategies are motivated by the observation that the user is unaware of the distribution of images in the feature space, nor of the feature space itself, nor of the similarity metric. Therefore, relevance feedback techniques proposed in the literature involve the optimisation of one or more CBIR components, e.g., the formulation of a new query, the modification of the similarity metric, or the transformation of the feature space. Query reformulation is motivated by the observation that the image used to query the database may be placed in a region of the feature space that is "far" from the one containing images that are relevant to the user. A query shifting technique for CBIR based on the well known Rocchio formula developed in the text retrieval field [15] has been proposed in [13] . The estimation of probability densities of individual features for relevant and non relevant images is used in [11] to compute a new query. The new query is determined by randomly drawing individual feature components according to the estimated distributions.
In order to optimise the similarity metric to user interests, many CBIR systems rely on parametric similarity metrics, whose parameters are optimised by relevance feedback. Theoretical frameworks involving both the computation of a new query and the optimisation of the parameters of similarity metric have been proposed in the literature [9] , [14] . A linear combination of different similarity metrics, each suited for a particular feature set, has been proposed in [18] . Relevance feedback information is then used to modify the weights of the combination to reflect different feature relevance. Santini and Jain also proposed a parametrized similarity measure updated according to feedback from the user [16] . Rather than modifying the similarity metric, Frederix et al. proposed a transformation of the feature space by a logistic regression model so that relevant images represented in the new feature space exhibit higher similarity values [6] . A probabilistic feature relevance scheme has been proposed in [12] , where a weighted Euclidean distance is used.
A different perspective has been followed in [3] where relevance feedback technique based on the Bayesian decision theory was first proposed. The probability of all images in the database of being relevant is estimated, and images are presented to the user according to the estimated probability.
Query shifting by Bayesian decision theory

Problem formulation
Let us assume first that the database at hand is made up of images whose semantic description is reasonably well defined. In these cases it is possible to extract a set of low level features, such that a pair of images judged by the user as being similar to each other is represented by two near points in the feature space. Let us also assume that the user wishes to retrieve images belonging to a specific class, that is, she/he is interested in performing a so-called "category" search [19] . As different users have different perceptions of similarity depending on the goal they are pursuing, for a given query, different users may identify different subsets of relevant images. According to the first hypothesis, each subset of relevant images identifies a region in the feature space. Relevance feedback is thus needed to locate the region containing relevant images for a given user.
The user marks the images retrieved by the k-nn search as being relevant or not, so that the neighbourhood of the query in the feature space is subdivided into a relevant and a non-relevant region. Our approach is based on the local estimation of the boundary between relevant and non-relevant images belonging to the neighbourhood.
Then a new query is computed so that its neighbourhood is more likely to be contained in the relevant region.
In order to illustrate our approach, let us refer to the example shown in Figure 1 . The boundary of the region that contains the relevant images that the user wishes to retrieve is depicted in the figure. It is worth noting that this boundary is not known apriori because its knowledge would require the user to mark all images contained in the database. Q 0 is the initial query provided by the user to perform the k-nn search. The neighbourhood N(Q 0 ) of Q 0 does not fall entirely inside the region of relevant images because it contains both relevant and non-relevant images. 
where k R and k N are the sizes of relevant and non-relevant image sets, respectively (k R +k N =k). The average variance of relevant and non relevant images can be computed as follows: 
where the priors P(ω R ) and P(ω N ) are related to the images belonging to N(Q 0 ) and can be estimated as the fraction of relevant and non relevant images in N(Q 0 ), respectively. When the prior probabilities are equal, i.e., half of the images of N(Q 0 ) are relevant, x 0 is halfway between the means, while it moves away from the more likely mean in the case of different priors. In x 0 the posterior probabilities for the two classes are equal, while points with higher values of posterior probability for class ω R are found by moving away from x 0 in the (m R -m N ) direction (if we move in the opposite direction, higher posteriors for ω N are obtained). Therefore, as clearly shown in Figure  1 , candidate query points that could improve retrieval performances, are those located on the line connecting m R and m N . In particular the new query point should be selected in the m R -m N direction so that its neighbourhood is contained in the relevant region.
Query Shifting Computation
The rationale behind the query computation proposed hereafter can be briefly explained as follows. The desired result is to have the neighbourhood of the new query totally contained in the relevant region of the feature space. Therefore we first hypothesise an optimal location for the desired neighbourhood and then we will compute the query that can be associated with such a neighbourhood.
An optimal neighbourhood can be obtained by shifting the neighbourhood of Q 0 in the m R -m N direction until it contains only relevant images (see Figure 1) . Let m R ( ) 1 be the mean vector of relevant images captured by this shifted neighbourhood. We propose to use this point as the new query.
Exploiting the hypotheses of section 3.1, and following the above rationale, let us derive formally the computation of the new query. Let us define the shifted neighbourhood as the neighbourhood whose images satisfy the following properties: i) the mean vectors of relevant and non-relevant images are collinear with the mean vectors of N(Q 0 ) and their distance is constant, i.e.
where superscripts (0) and (1) refer to original neighbourhood position and the shifted one, respectively; ii) the average variance of relevant and non-relevant images is always equal to σ 2 ; iii) the boundary between relevant and non relevant images estimated according to Equation (3) for any shifted neighbourhood, coincides with the boundary computed using the original neighbourhood, i.e., x 0 represents a point of the actual boundary between relevant and non relevant images. Accordingly, the location of the point x 0 (Equation 3) can be computed using either neighbourhood (0) or (1) . By making equal the two computations of x 0 , the following relation holds: 
ln ln
It is worth noting that the two neighbourhoods capture different fractions of relevant and non relevant images, i.e., in the above formula the priors are different.
To simplify the above expression and avoid infinite results, let us substitute the logs with the following first-order approximation:
where each prior is estimated as the fraction of relevant and non relevant images contained in the neighbourhood ( P P 
Summing up, the query computed by Equation (7) It is worth to point out the main difference between the proposed query computation and other methods proposed in the literature. Usually the new query is computed as the solution of the minimisation of the average distance of the query with all the retrieved images, where relevant images have larger weights than nonrelevant images. The new query is thus the weighted average of all retrieved images, the weights being related to the degree of relevance [14] . Therefore the new query is the "optimum" query with respect to the retrieved images. On the other hand the proposed mechanism is based on a local model of the distribution of relevant and non relevant images. This model is used to "optimise" the location of the neighbourhood of the new query with respect to the local boundary between relevant and non relevant images. To this end the new query is computed at a distance from the boundary proportional to the neighbourhood "size" expressed in terms of the ratio between the variance and the distance between means.
Further discussions on the validity of the proposed approach in comparison with other approaches proposed in the literature, are out of the scope of the present paper.
Experimental Results
In order to test the proposed method and compare it with other methods described in the literature, two image databases have been used: the MIT database and a database contained in the UCI repository.
The MIT database was collected by the MIT Media Lab (ftp://whitechapel.media.mit.edu/pub/VisTex). This database contains 40 texture images that have been processed as described in [13] . Images have been manually classified into fifteen classes. Each of these images has been subdivided into sixteen non-overlapping images, obtaining a data set with 640 images. Sixteen Gabor filters were used to characterise these images, so that each image is represented by a 16-dimensional feature vector . For each dataset, a normalisation procedure has been performed, so that each feature takes values in the range between 0 and 1. This normalisation procedure is necessary when the Euclidean distance metric is used.
For both databases, each image is used as a query and the top twenty nearest neighbours are returned. Relevance feedback is performed by marking images belonging to the same class of the query as relevant, and all other images in the top twenty as non-relevant. This experimental set up affords an objective comparison among different methods and is currently used by many researchers [11] , [12] , [13] . Tables 1 and 2 report the results of the proposed method on the two selected datasets in terms of average percentage retrieval precision and Average Performance Improvement (API). Precision is measured as the ratio between the number of relevant retrievals and the number of total retrievals averaged over all the queries. API is computed averaging the following ratio over all the queries: relevant retrievals n relevant retrievals n relevant retrievals n
where n = 0, 1, … is the number of feedbacks performed. In the reported experiments, n equals 1, because the relative performances of the compared methods does not change significantly by increasing the number of feedbacks performed.
For the sake of comparison, retrieval performances obtained with other methods recently described in the literature are also reported, namely the RFM (Relevance Feedback Method) [13] and the PFRL (Probabilistic Feature Relevance Learning) [12] . PFRL is a probabilistic feature relevance feedback method aimed at weighting each feature according to the information extracted from the relevant images. This method uses the Euclidean metric to measure the similarity between images. RFM is an implementation of the Rocchio formula for CBIR, that is, it implements the query shifting strategy. It is worth noting that RFM uses the cosine metric to compute similarity between images. Therefore, a different normalisation procedure is performed on the data sets in order to adapt features to the cosine metric.
The first columns of Tables 1 and 2 report the average percentage retrieval precision without feedback step. It is worth noting that the reported differences in performances depend on the different similarity metrics used. These results show that the cosine metric is more suited than the Euclidean metric to the MIT data set, while the reverse is true for the UCI data set. This points out that, if no relevance feedback mechanism is used, retrieval performances are highly sensitive to the selected similarity metric. The second columns of Tables 1 and 2 report the average percentage retrieval precision after relevance feedback. The proposed relevance feedback method always outperformed the PFRL and the Rocchio formula. It is worth noting that while the Rocchio formula and the PFRL relies on some parameters that must be chosen by heuristics, the proposed method is based only on statistical estimates in the neighbourhood of the original query. However, the limited experimentation carried out does not allow to draw definitive conclusions.
A comparison between the PFRL and the proposed query shifting method shows that query shifting is more suited to relevance feedback than feature weighting alone. This is also confirmed by the results reported in [8] , where PFRL performances are improved by combining PFRL with a query shifting mechanism.
With regard to the results on the MIT data set, it should be noted that although the method based on the Rocchio formula obtained a larger number of relevant images in the first retrieval the proposed query shifting method outperformed it when relevance feedback was used. Therefore, one can argue that retrieval performances provided by the proposed relevance feedback method are less sensitive to the choice of the similarity metric.
The above conclusions are also confirmed when comparing the average performance improvements (API). Our method provided the largest performance improvements on both data sets. In particular, the advantages of the proposed method are more evident on the MIT data set.
