















































ンピューターに代わる、日常 あらゆる物に埋め込まれた見えないコンピュータ 」 、 「カーム（静かな）コンピューティング」を提唱した。ユーザ がコンピュ タ を意識する対面式のパーソナル・



























































働者といった名あるいは唯一の科学的真理と った名のもとに、個々人の差異や社会に内在する相違＝争異を、または複雑かつ異種混合的な科学的諸現象を、捨象し還元する大文字の 体の全体主義の崩壊として歓迎する。しかし かつて誤解されたように、リオタールはこう た「ポスト・モダン」時代を、単純に、両手を挙げて、一面的・楽観 に、近代を超克した時代として称揚しているの
ではなく、その負の側面も的確に把握している。大きな物語の失われた時代は、小さな物語の乱立する戦国時代、共通のルールなく、また共通のルールを構築しようという努力をも喪失した、悪くすれば「自己」 （個人主体であろうと社会的・集合的主体であろうと）の「環境」と「ゲーム」に引き籠もる「島宇宙」の分断状況、さらには仲裁者・調停者なき抗争状態を呼び招きかねない。リオタールはポスト・モダンがはらむ、近代以前への先祖返り、解放の転倒、みずからの潜勢力の矮小化をもたらす危険 否認していない。自己のシステムの局所性の認識（普遍性を僭称しえないこと）が外部や第三者の視野の放棄、普遍化努力の放棄へと短絡されてしまうと、それは近代にもまして露骨なシステム順応主義や依存症 、体制テロリズムを引き起こす。普遍的 視点から個々の局所的 システムを問いなおす力を失ってしまえば システムへ 順応圧力が強まりシステム内部での生き残り・勝ち残り戦略が最優先される世界 広がるだろう。
ところが決定者たちは、言語要素の共約可能性とその全体に対する決定可能性とを暗黙のうちに前提とするような論理に従って、インプット／アウトプット 行列式に基づいて、この多様な社会性の雲を統制しようとする。彼らによって、われわれの生は力の果てしなさ増大へと捧げられ ことになる。科学的真理と同様に、社会的正義についても、その正当化は、システムの遂行性つまり
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従来の倫理学の戒律や格律は、内容的にはどんなにさまざまでも、すべて行為の直接的な範囲に制限されていた。 「汝の隣人を汝自身のごとく愛せ」 「他者にして欲しいと願うことを、汝自身が他者になせ」 「汝の子を真理への道で教えさとせ」人間としての存在 最大限の可能性を発揮し実現して、向上す
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石を殴ったからといって石に暴力をふるったとは言われない。動物は微妙であ て、犬や猫、さら 鯨やイルカなどを棒で打ったり殺したりすれば「暴力」 、 「動物虐待」と言われるかもしれないが、蚊やゴキブリを殺しても「虐待」とは言われない（もちろん仏教からすれば、蚊やゴキブリを殺せば「殺生」であるが） 。何を倫理対象とみなすかの基準は、やはりその存在が人間にど だけ「近い」に置かれていると思われる。　
③は伝統的な倫理主体が個人およびその意志に据えられているこ
とを言っている。ヨナスはカントの定言命法を批判する文脈でこう言う。












学」批判にもつながりうるかもしれない だがヨナス 議論が鋭いのは、ではなぜ伝統的な倫理学がそのように限定的なのかという理由について、それは 倫理学が構想さ た時代においては、人間行為の影響力が、もっとはっき 言えば、技術の力が、まだそれほど大きくなかったからだと答えている点である。科学技術の力がかつての倫理学が想定していた規模を超えてしまったとき、それあわせて必然的に倫理の射程も拡大しなければならない。これがヨナスの基本主張である。責任の大きさは力の大きさに比例す


























to be or 
not to be ）であり、つまりは未来の存続の可能性と権利である。こ




















の技術使用法について考慮せず、議論もしないのは、あまりに無責任だろう。技術倫理は知に立脚し、知を必要としながらも、知を超えなければならない。③の論点につながるが、その作業は科学技術や科学技術者の論理だけでは成り立たない。個別領域のオートマティズムを超えた集団的・社会的な議論と責任体制 なるだろう。技術によって何ができるか き いかだけではなく 社会として何を望むか、欲するかを集合的に考え くてはならない。　
②の人間中心から全生命体・全存在者への倫理の拡大については、
ヨナスは次のよ に述べている。
新しい種類の人間行為が、 「人間」だけの利益以上のことが顧慮されなければならないことを意味するとしたら、どうだろう。われわれの義務はもっと広く広 っており、従来の倫理学すべてにある人間中心的な制約はもう通用しないことを意味するとしたら、どうだろう。人間以外の自然の状態が、 なわち生物圏全体やその部分が、われわれの力に服している以上、人間に信託された財産となったのではないか。そういう問いを出すことは、少なくともまだ無意味ではない。つまり、人間以外の自然の状態がわれわれに道徳的要求 よう も を突きつけてくる。それも、われわ のため けでなく生物圏自身のためにも、しかも生物圏に固有の権利から、そうした要求を突き けてくる。もしこれが事実なら、倫理学の基礎で少 からず考え方


































いくと、ありとあらゆるものが倫理対象と ってし うが、いずれにせよ、倫理の境界線を問うことは、生命や意識 あるいは存在といったものの境界線を問うことであることは間違い く、こうした簡単に答えのでない（ るいは原理的に答えのない）根源的な問を問うことなしには根本的な倫理 成り立たないし、また持続可能
な社会もありえないだろう。　
③の倫理主体を個人から集団へと拡張しなくてはならないという


























































































いては、彼が未来倫理の身近な「自然的」 「本来的」モデルとして親子関係（親から子への愛）を設定していることとも絡んでくるだろう。 かも子に対する親の責任（ は「創造者」のそれであると主張されて るだけに、慎重な考察を必要とする。
（
（0） 
ヨナス前掲書、二四三頁。
（
（（） 
力と責任を比例させることは相対的には正しいと思われるが、それが責
任概念の縮小につながりはしないかという懸念は保持すべきである。
（
（（） 
デイヴィッド・チャーマーズは「サーモスタットにも意識はある」と主
張している。
（
（（） 
ミッシェル・セールの「準モノ」の議論や、それに立脚したブルーノ・
ラトゥールの「モノの議会」といった議論とも関係してく だろう。
