Abstract. This paper studies a new recovery-based a posteriori error estimator for the conforming linear finite element approximation to elliptic interface problems. Instead of recovering the gradient in the continuous finite element space, the flux is recovered through a weighted L 2 projection onto H(div) conforming finite element spaces. The resulting error estimator is analyzed by establishing the reliability and efficiency bounds and is supported by numerical results. This paper also proposes an adaptive finite element method based on either the recovery-based estimators or the edge estimator through local mesh refinement and establishes its convergence. In particular, it is shown that the reliability and efficiency constants as well as the convergence rate of the adaptive method are independent of the size of jumps.
Introduction.
The a posteriori error estimators of the recovery type have been extensively studied by many researchers, e.g., [1, 2, 3, 5, 10, 28, 29, 34, 36] , due to their many appealing properties: simplicity, universality, and asymptotic exactness. (The universality is in the sense that there is no need for the underlying residual or boundary value problem.) Let u U be the current approximation, then the recoverybased estimator is defined as the L 2 norm of the difference between the direct and postprocessed approximations of the gradient (∇ u U and G(∇ u U )):
There are many postprocessing, recovery techniques (see survey article [33] by Zhang and references therein). A simple one is the projection of the direct approximation onto vector-valued continuous finite element space with respect to either a discrete or the L 2 inner product. The popular Zienkiewicz-Zhu (ZZ) estimator [35, 36] can be viewed as one based on the discrete L 2 projection (see [28] ). For estimators based on the L 2 projection, see, e.g., [10] and references therein. By employing several multigrid smoothing after this L 2 projection, Bank and Xu were able to prove that the resulting estimator is asymptotically exact in [3] on irregular meshes by establishing a superconvergence result of the recovered gradient. See also [17, 27, 32] for asymptotically exact estimators based on different recovery techniques on irregular meshes. For higher-order elements, Bank, Xu, and Zheng [4] and Naga and Zhang [21] studied recovery-based estimators and established their asymptotic exactness assuming that the solution of the underlying problem is sufficient smooth. A summary introduce an additional marking strategy based on the weighted element residual and establish the convergence of the resulting adaptive method based on either the explicit recovery-based estimator introduced in this paper or the edge estimator in [12] . Assumptions on the initial mesh and on the interior node are not required. Furthermore, the rate of convergence is independent of the size of jumps.
This paper is organized as follows. The interface problem and its conforming linear finite element approximation are described in section 2. The recovery procedure and the resulting recovery-based a posteriori error estimator are introduced in section 3. Theoretical analysis and numerical experiments are presented in sections 4 and 5, respectively. Finally, the adaptive finite element method is described and analyzed in section 6. 
In this case, the inner product and norm will be denoted by · and (·, ·), respectively. We will also use the energy norm denoted by
The corresponding variational form of system (2.1) is to find
where the bilinear and linear forms are defined by
respectively. For simplicity of presentation, consider only triangular and tetrahedra elements in the respective two and three dimensions. Let T = {K} be a finite element partition of the domain Ω. Assume that the triangulation T is regular (see [15] ); i.e., for all K ∈ T , there exists a positive constant κ such that
where h K denotes the diameter of the element K and ρ K the diameter of the largest circle that may be inscribed in K. Note that the assumption of the regularity does not exclude highly, locally refined meshes. Furthermore, assume that interfaces
do not cut through any element K ∈ T . (This assumption is needed for analysis and for explicit estimators but not for implicit estimators introduced in this paper.)
Let P k (K) be the space of polynomials of degree k on element K. Denote the continuous piecewise linear finite element space associated with the triangulation T by
Let U g = {v ∈ U : v = g on Γ D }, then the finite element approximation of (2.3) is to find u U ∈ U g such that
It is well known (see, e.g., [6] ) that if the solution u is in H s (Ω), 1 ≤ s ≤ 2, then the following a priori error estimate holds:
Here and thereafter, we use C with or without subscripts in this paper to denote a generic positive constant, possibly different at different occurrences, that is independent of the mesh parameter h K and the ratio α max /α min but may depend on the domain Ω.
Flux recovery and error estimator.
The flux defined by
is an important physical quantity which is often the primary concern in practice. For the interface problem in (2.1) with f ∈ L 2 (Ω), it is easy to see that the normal component of the flux is continuous, but its tangential component is discontinuous across the interfaces. This type of vector-valued functions may be precisely characterized by the following space:
which is a Hilbert space under the norm
Denote its subspace by
In (3.1), dividing by α(x), multiplying a test function τ , and integrating over the domain Ω give the following variational problem: find σ ∈ Σ such that
where bilinear form b(· , ·) and linear form u(·) are defined by
respectively.
Flux recovery.
The recovery procedure introduced in this paper is based on the conforming finite element approximation to the variational problem in (3.2). There are several families of the H(div; Ω) confirming finite element spaces (see, e.g., [8, 26] ). We consider only RT and BDM elements for simplicity.
Denote the local lowest-order RT and BDM spaces on element K ∈ T by
respectively, where x = (x 1 , . . . , x d ). Then the standard H(div; Ω) conforming RT and BDM spaces are defined by
respectively. For convenience, denote RT 0 and BDM 1 by V. It is well known (see [8] ) that V has the following approximation property:
3.1.1. Implicit approximation. Letū U ∈ U be an approximation of the exact solution u ∈ H 1 g,D (Ω) of (2.3), then we recover the flux by solving the following problem: find σ V ∈ V such that
withū U (τ ) = −(∇ū U , τ ). Theorem 3.1. Let u and σ V be the solutions of (2.3) and (3.5), respectively. Then there exists a positive constant C independent of the ratio α max /α min such that the following a priori error bound
Proof. Denote the true errors of the solution and the flux by
respectively. Difference between (3.2) and (3.5) gives the following error equation:
where
Using the above error equation and the Cauchy-Schwarz inequality yields
By the Cauchy-Schwarz and triangle inequalities, we have
Now, the error bound in (3.6) follows from the above inequalities and the inequality
Explicit approximation.
In this subsection, we describe an explicit approximation of the flux based on the RT 0 . Denote the set of all edges/faces of the triangulation by
where E Ω is the set of all interior element edges/faces and E D and E N are the set of boundary edges/faces belonging to the respective Γ D and Γ N . For each e ∈ E, denote a unit vector normal to e by n e . When e ∈ E D ∪ E N , assume that n e is the unit outward normal vector. The nodal basis function φ e of RT 0 corresponding to e ∈ E Ω ∪ E D is characterized by (3.8) φ e · n e | e = δ e e ∀ e, e ∈ E, where δ e e is the Kronecker delta. For each interior edge/face e ∈ E Ω , let K + e and K − e be the two elements sharing the common edge/face e such that the unit outward normal vector of K + e coincides with n e . Let a ± e be the vertices of K ± e opposite to e. Then the nodal basis function of RT 0 corresponding to e ∈ E Ω has of the form 
e l s e w h e r e .
whereσ e is the normal component ofσ RT 0 on e ∈ E Ω ∪ E D defined by
· n e e for e ∈ E Ω ,
to ensure that the efficiency constant is independent of the ratio α max /α min (see Theorem 4.3). Remark 3.1. If the normal component of τ is continuously across edge/face e, then the normal component of its approximation defined in (3.12) equals to the normal component of τ ; i.e.,σ e = τ | e · n e .
Error estimators.
Let σ V be the solution of problem (3.5), for any element K ∈ T , define the following local a posteriori error indicator by (3.14)
Then the corresponding global a posteriori error estimator is
It is easy to see that
This estimator requires numerical solution of a system of linear equations with a mass matrix. Such a system can be solved very efficiently by several sweeps of the Jacobi iteration or better by preconditioned conjugate gradient method with the Jacobi preconditioner. Note that this estimator does not require the alignment between triangulations and the interfaces of the underlying problem. Hence, it can be applied to problems with interfaces being curves/surfaces or having unknown locations.
Next, based on the explicit approximation in (3.11), we define explicit local a posteriori error indicator by
for any K ∈ T and explicit global a posteriori error estimator by
This explicit estimator is similar to that introduced by Luce and Wolhmuth [19] , but they differ in the recovery procedure. The latter is more complicated, expensive, and probably accurate than the former. Nevertheless, both the estimators are subject to the alignment assumption between triangulations and interfaces. We study this explicit estimator because it is used in our analysis and it is probably appealing to the engineering community.
Reliability and efficiency bounds.
In this section, we establish reliability and efficiency bounds for both implicit and explicit estimators under the assumption that triangulations align with interfaces.
Clément-type interpolation.
Clément-type interpolation operators have been intensively studied in the literature (see, e.g., [6, 25] ), and they are often used for establishing the reliability bound of a posteriori error estimators. In this section, we follow [6] to define a weighted Clément-type interpolation operator and to state its approximation and stability properties.
To this end, denote by N and N K the sets of all vertices of the triangulation T and of element K ∈ T , respectively. For any z ∈ N , denote by φ z the nodal basis function, let ω z = suppt (φ z ), and denote byω z the union of elements in ω z , where the coefficient α K achieves the maximum for K ⊂ ω z . For a given function v, define its weighted average overω z by
Now, following [6] , define the interpolation operator I :
where the nodal value at z is defined by
Note that the weighted average in (4.1) implies
which will be used in the subsequent section in order to handle a term involving the right-hand side function f . In this and next subsections, assume that the Hypothesis 2.7 in [6] holds. That is, assume that for any two different subdomainsΩ i andΩ j , which share at least one point, there is a connected path passing fromΩ i toΩ j through adjacent subdomains such that the diffusion coefficient α is monotone along this path. This assumption is weakened to the quasi-monotonicity in [25] .
, there exists a positive constant C independent of the ratio α max /α min such that
and that
where Δ K is the union of all elements that share at least one vertex with K. Proof. Using the following inequalities
4) and (4.5) can be proved in a similar fashion as that in [6] . 
Proof. Using the identity z∈NK φ z (x) = 1 in K, we have
Equation (4.6) is a direct consequence of (4.8), the triangle inequality, and (4.4). Equation (4.7) follows from the triangle inequality, the fact that φ z ∞,K ≤ 1, and (4.5) that
This completes the proof of the lemma.
Reliability. Let
Remark 4.1. The second term in H f is a higher-order term for f ∈ L 2 (Ω) and so is the first term for f ∈ L p (Ω), with p > 2 (see [12] ). 
Proof. Equation (4.3) and the fact thatω
which, together with z∈N φ z (x) = 1 in Ω, gives
Now, (4.10) is a direct consequence of the Cauchy-Schwarz inequality and (4.4). Equation (4.11) follows from the identity
the Cauchy-Schwarz inequality, and (4.4). Theorem 4.1. Assume thatū U = u U is the solution of (2.4). Then the estimator η V defined in (3.15) satisfies the following global reliability bound:
and the following bound:
where C and C r are constants independent of the ratio α max /α min . Proof. It follows from the orthogonality property of the finite element solution, integration by parts, (2.1), and the Cauchy-Schwarz inequality that
which, combining with the fact that
, (4.10), and the Cauchy-Schwarz inequality, implies
Using the inverse inequality and (4.6), we then have
which leads to (4.12). Using (4.11) instead of (4.10), one can prove the validity of (4.13) in the same way. 
where C and C r are constants independent of the ratio α max /α min .
Proof. The reliability bounds in (4.14) and (4.15) are an immediate consequence of the respective (4.12) and (4.13) and the fact that
This completes the proof of the theorem.
Efficiency.
For any e ∈ E Ω and any vector-valued function ρ that is piecewise constant with respect to the triangulation T , denote the jump of the normal component of ρ across e = K
For any e ∈ E\E Ω , set J e (ρ) = 0.
For any e ∈ E, denote by ω e the union of all elements that share edge/face e. Define a modification of the edge error estimator as follows:
,
where h e is the diameter of edge/face e. Without assumptions on the distribution of the coefficient α, it was proved by Petzoldt (see equation (5.7) in [25] ) that there exists a constant C > 0 independent of α max /α min , h K , and h e , such that
wheref K is the average of f over K:
Lemma 4.4. For any element K ∈ T , the constant vector τ on K has the following representation in RT 0 :
where τ e,K = (τ | K · n e )| e is the normal component of τ on edge e. Proof. Since constant vector on K belongs to RT 0 (K), τ can be written as
Now, using (3.8) yields τ e = (τ | K · n e )| e and hence, the lemma. Theorem 4.3. There exists a constant C > 0 independent of α max /α min such that
where ω K is the union of elements sharing a common edge/face with K and that
Proof. For any element K ∈ T and for any edge/face e ∈ ∂K, without loss of generality assume that n e is the outward unit vector normal to ∂K. Denote by K e the adjacent element with common edge/face e. Let τ = −α∇u U , then, for any x ∈ K, (3.11), (3.12), (3.13), and (4.18) givê
Since J e (τ ) is constant in K and φ e (x) 2 0,K ≤ C|K|, it then follows from the triangle inequality that 
which, in turn, implies (4.20) . This completes the proof the theorem.
Numerical experiments.
In this section, we report some numerical results for an interface problem with intersecting interfaces used by many authors, e.g., [18, 20, 14] , which is considered as a benchmark problem. Let Ω = (−1, 1) 2 and
in the polar coordinates at the origin with
where σ and ρ are numbers. The function u(r, θ) satisfies the interface equation in (2.1) with Γ N = ∅, f = 0, and
The numbers β, R, σ, and ρ satisfy some nonlinear relations (e.g., [20, 14] Note that when β = 0.1, this is a difficult problem for computation. Remark 5.1. This problem does not satisfy Hypothesis 2.7 in [6] , and the distribution of its coefficients is not quasi monotone.
Starting with a coarse triangulation T 0 , a sequence of meshes is generated by using standard adaptive meshing algorithm that adopts the Dörfler's bulk marking strategy, i.e., Marking Strategy E described in section 7.1 of [16] with θ E = 0.2. The choice of θ E = 0.2 is not critical but recommended in [14] for better performance. Marked triangles are refined regularly by dividing each into four congruent triangles. Additionally, irregularly refined triangles are needed in order to make the triangulation admissible. For more details on adaptive mesh refinement algorithms, see, e.g., [11, 7] .
Note that the solution u(r, θ) is only in H 1+β− (Ω) for any > 0, and hence, it is very singular for small β at the origin. This suggests that refinement is centered around the origin. The true error can be computed by
Since the true solution u is very smooth near the boundary, the integrations on the boundary can be computed very accurately. The relative error estimator will be calculated as the ratio of the estimator and α 1/2 ∇ u 0,Ω :
which is the so-called effectivity index. We will use the following stopping criteria:
Denote by k the number of levels of refinement and by n the number of vertices of triangulation.
Numerical experiments here will also involve the following error estimators:
(1) ZZ gradient recovery-based estimator [35] : where G(∇ u U ) ∈ U d and its nodal value at vertex z ∈ N is defined by
(2) ZZ flux recovery-based error estimator [35] :
where G(−α∇ u U ) ∈ U d and its nodal value at vertex z ∈ N is defined by
(3) Carstensen flux recovery-based error estimator [9] :
(4) Bernardi-Verfürth (BV) error estimator [6] (an improved explicit residual based estimator for diffusion problems):
where α e = max K∈ωe (α K ). Since f = 0 in this example, the BV estimator may also be viewed as an edge estimator.
In the first set of numerical experiments, triangulations align with interfaces of the problem. In particular, we start with the coarsest triangulation T 0 obtained from halving 16 congruent squares by connecting the bottom left and upper right corners. We report numerical results with the stopping criteria tol = 0.5, tol = 0.15, and tol = 0.1. For tol = 0.5, Table 5 .1 shows that the η ZZ,g estimator needs about six times as many grid points as the rest estimators. Comparing Figures 5.1 and 5.2 , it is clear that the η ZZ,g estimator introduces unnecessary refinements along the interfaces.
For tol = 0.15, the η ZZ,g estimator will generate too many grid points for computers to handle. Numerical results for the rest estimators are reported in Table 5 .2. Figures 5.3 and 5.4 show that both the estimators η ZZ,f and η C overrefine regions along the interfaces. This is because the tangential component of the flux is discontinuous, but the recovered flux has continuous tangential component. For tol = 0.1, both the estimators η ZZ,f and η C fail. Numerical results for the rest estimators are reported in Table 5 .3 and Figures 5.5-5.10. Meshes generated by η BV , η RT , and η BDM are similar. By inspecting the effectivity index, both η RT and η BDM are more accurate than η BV , and they are possibly asymptotically exact. The BV estimator η BV is subject to the assumption that the interfaces do not cut through any element of triangulations and so is the analysis presented in section 4 for the estimators introduced in this paper. However, it is easy to see that the estimator η V defined in (3.15) is free of this assumption. In practice, it is important to consider the case that triangulations do not align with interfaces because this happens when interfaces are curves/surfaces or their locations are unknown. Hence, the purpose of the second set of numerical experiments is to test our estimator η RT for initial meshes not aligning with the interfaces. Consider two initial meshes depicted in Figures 5.11 and 5.12, where two horizontal lines, y = 0.5 and y = −0.5 in Figure 5 .11 and y = 0.31415926 and y = −0.5 in Figure 5 .12, do not coincide with the interface y = 0.
For the initial mesh in Figure 5 .11, several steps of refinements generate a triangulation that aligns with the interface y = 0. Hence, numerical results depicted in Table 5 .4 and Figures 5.13 and 5.14 are in a good agreement with those reported previously. For the initial mesh in Figure 5 .12, we choose the horizontal line y = 0.31415926 so that refinements never generate a triangulation that aligns with the interface y = 0. Numerical results for this test are reported in Table 5 .5 and Figures 5.15 and 5.16. As expected (see Figure 5 .15), the mesh is refined along the interface y = 0 due to the nonalignment of the meshes and the interface. 6. Adaptive method. This section proposes an adaptive finite element method and analyzes its convergence. Quantities we used for marking elements for refinement are different from those in [16, 20] , and hence, convergence of our adaptive algorithm is not subject to constraints on either the sufficiently small initial mesh [16] or the interior nodes in the refined elements [20] .
Adaptive algorithm.
Given an initial triangulation T 0 , a sequence of nested conforming triangulations T k is generated through the following loop:
The Solve step solves (2.4) in the finite element space corresponding to the triangulation T k for the discrete solution u k ∈ U g (k), where U g (k) is the finite element space defined on T k accordingly. Here and thereafter, we shall explicitly express the dependence of a quantity on k by either the subscript like u k or the variable like U g (k).
The Estimate step computes some quantities, and the Mark step is to mark elements, where those quantities are large, for refinement. The choice of the quantities used for marking elements is crucial for convergence analysis of the corresponding adaptive algorithms. For example, Dörfler in [16] uses only local indicators (edgebased), and convergence of his algorithm is subject to the sufficiently small initial mesh; Morin, Nochetto, and Siebert in [20] use both local indicators (residual-based) and oscillations, and hence, their algorithm is no longer subject to the initial mesh constraint but is under the interior node assumption. In this paper, we propose to use both local indicators η K (k) (edge-and recovery-based) and weighted element residuals
Then the corresponding marking strategies are as follows:
• Marking Strategy E : Giving a parameter 0 < θ E < 1, construct a minimal subsetT k of T k such that
• Marking Strategy R: Giving a parameter 0 < θ 0 < 1 and the subsetT k ⊂ T k produced by the Marking Strategy E, enlargeT k to a minimal set (denoted again byT k ) such that (6.2)
Finally, the Refine step is to refine the elements inT k obtained in Marking Strategy R to generate a new triangulation T k+1 such that U 0 (k) ⊂ U 0 (k + 1) and that each of its edges/faces contains a node of the finer mesh T k+1 in their interior. Note that some elements in T k \T k adjacent to elements inT k are also refined to avoid hanging nodes. Note also that new interior nodes in the elements inT k are not required.
In summary, the adaptive finite element algorithm may be defined as follows.
Adaptive algorithm. For a given initial mesh T 0 , choose parameters θ E , θ 0 ∈ (0, 1).
Convergence analysis.
The analysis presented here is similar to that of [20] . To establish the convergence of the adaptive method, we start with the following assumptions on a posteriori error estimators.
Assumption R. Assume that there exists a positive constant C r such that
Assume that there exists a positive constant C l such that
The Assumption R is similar to but weaker than the global reliability bound. This bound is established for the estimators introduced in this paper in section 4.2 and for the edge estimator defined in (4.16) (see the proof of Theorem 5.3 in [25] ) with C r independent of the size of jumps. It also holds for the ZZ estimator, but the constant C r depends on the size of jumps (see, e.g., [28] ). The Assumption E will be verified in the next section for various estimators.
Lemma 6.1. Under the Assumptions R and E, we have
Proof. Equation (6.5) is a direct consequence of the Assumptions R and E. Next, we show that the weighted element residual α −1/2 h(k)f 0,Ω as a function of the refinement level k is monotonically decreasing.
Lemma 6.2. Let 0 < γ 0 < 1 be the reduction factor of element size associated with one refinement step. LetT k be a subset of T k satisfying Marking Strategy R. If T k+1 is generated by the Refine step from T k , then the following element residual reduction occurs:
Denote the collection of elements in T k+1 contained in elements ofT k bỹ
By the assumption of the lemma, we have
which, combining with α K = αK for K ∈T k+1 , implies
Note that
Hence,
which, together with (6.7), yields
Combining with the following consequence of (6.2),
gives the validity of (6.6). This completes the proof of the lemma. Now, we are ready to establish the error reduction property of the adaptive finite element method. For convenience, we introduce some matrix notations. For a vector y k = (y 1 , y 2 This completes the proof of the theorem.
Assumption E.
In this section, we verify the Assumption E for several estimators. For simplicity, we analyze only problem (2.1) with pure homogeneous Dirichlet boundary conditions, i.e., g = 0 and Γ D = ∂Ω in (2.2). The extension to mixed boundary conditions for the estimators analyzed in section 4 is straightforward.
Let η e (k) be the edge estimator defined in (4.16); the following lemma establishes a local upper bound. The proof here is similar to those in [16, 20] . Proof. For any v ∈ U 0 (k + 1), the orthogonality property of the finite element approximation u k+1 implies
which, together with integration by parts, (2.1), the fact that ∇ · (α(x)∇u k )| K = 0 ∀ K ∈ T k , and the continuity of the normal component of the exact flux, gives
Since α(x) is a piecewise constant, then J e (α(x)∇u k ) on each e ∈ E k is a constant denoted by j e . Let ψ e ∈ U 0 (k + 1) be the nodal basis function associated with one of interior nodes on e, then it is easy to see that supp (ψ e ) ⊂ ω e , ψ e | e = 0 ∀ e = e ∈ E k , ψ e 0,ωe ≤ Ch e (k),
∇ ψ e 0,ωe ≤ C, and e ψ e ds ≥ C h e (k),
where ω e = K Proof. Equation (6.12) is a direct consequence of Lemma 6.3 and the respective (4.21).
With the local discrete bounds in Lemmas 6.3 and 6.4, it is then straightforward to show the validity of the Assumption E.
Lemma 6.5. The Assumption E is valid for the estimators η e (k) andη RT 0 (k). Proof. Since ω K contains at most d + 2 elements, it then follows from (6.1) and (6.12) that It may be proved in the same fashion for the estimator η e (k).
