The scalar-tensor theories of gravity in spacetime dimensions (D + 1) > 2 are studied. By performing Hamiltonian analysis, we obtain the geometrical dynamics of the theories from their Lagrangian. The Hamiltonian formalism indicates that the theories are naturally divided into two sectors by the coupling parameter ω. The Hamiltonian structures in both sectors are similar to the corresponding structures of 4-dimensional cases. It turns out that, similar to the case of general relativity, there is also a symplectic reduction from the canonical structure of so(D + 1) YangMills theories coupled to the scalar field to the canonical structure of the geometrical scalar-tensor theories. Therefore the non-perturbative loop quantum gravity techniques can also be applied to the scalar-tensor theories in D + 1 dimensions based on their connection-dynamical formalism.
gravity theories can be formulated as gauge theories with connection dynamics. Recently, in a series of seminal articles [31, 32] , Bodendorfer, Thiemann and Thurn successfully developed an approach to formulate the connection dynamics for GR as well as supergravity theories in higher dimensions [33] [34] [35] . Taking account of the cosmological and astrophysical significance, it is desirable to study if the connection-dynamical formalism also exists for STT in arbitrary dimensions. In this paper we will give an affirmative answer to this question. Our results can serve as the starting-point for the non-perturbative loop quantization of STT in higher dimensions. This paper is organized as follows. In section 2, we formulate the Hamiltonian analysis of (D + 1)-dimensional (D > 1) STT in terms of ADM variables. In section 3, we first give a brief review of the new variables and connection dynamics of GR in D + 1 dimensions. Then we show how to obtain the ADM variables from the new connection variables of (D + 1)-dimensional STT by symplectic reduction. We will write out the explicit form of the four different constraints and prove that they indeed form a first-class constraint system when ω(φ) = − D D−1 . For the special case when ω(φ) = − D D−1 , a new constraint generating spacetime conformal transformations is found. The five different constraints also form a first-class system. We summarize our results in the last section. The detailed calculations of several Poisson brackets will be given in appendix A . Throughout the paper, we use Greek alphabet µ, ν, ... for spacetime indices, Latin alphabet a, b, c, ..., for spatial indices, and I, J, K, ..., for internal indices.
II. HAMILTONIAN ANALYSIS
In the vacuum case, the general action of (D + 1)-dimensional scalar-tensor theories reads:
where we set 8πG = 1, the coupling parameter ω(φ) and potential V (φ) can be arbitrary functions of the scalar field. The field equations read
2)
where the prime denotes the derivative with respect to φ. By performing D + 1 decomposition, the Lagrangian density in Eq.(2.1) becomes 4) where K ab denotes the extrinsic curvature of the D-dimensional spatial hypersurface Σ, R (D) is the Ricci scalar of the D-metric h ab , N a and N are respectively the shift vector and lapse function. The configuration variables in this theory are (h ab , φ), their conjugate momenta are defined by
The combination of Eq.(2.5) and Eq.(2.6) yields
and 9) where the smeared diffeomorphism and Hamiltonian constraints read as follows
10)
where D a denote the spatial covariant derivative compatible with h ab . By the standard Poisson brackets 12) lengthy calculations show that the constraints (2.10) and (2.11) comprise a first-class system similar to GR as:
Next we show that the evolution equations of the canonical variables is consistent with the field equations (2.2) and (2.3). The evolution equations can be derived by calculating their Poisson brackets with the total Hamiltonian (2.9). Firstly, it is obvious that the evolution equation of h ab is just the definition of K ab . Secondly, the evolution equation of Π ab readṡ
Using Eq. (2.7), we can derive the evolution equation of the extrinsic curvature as:
By substituting 
which is just Eq. (2.8). Finally, the time derivative of π readṡ 
In this special case, Eq. (2.8) implied an extra "conformal constraint" C = 0. Hence the total Hamiltonian is now expressed as 
20)
Straightforward calculations give the Poisson brackets between them as:
The Poisson bracket (2.24) implies a new secondary constraint for the consistency of the constraint C during evolution as:
Further calculations show that this constraint is of second-class and hence has to be solved. In the vacuum case we have following two different solutions for Eq. (2.25) 1 :
where c is some undetermined dimensional constant. Thus the consistency condition requires that we can only have two special forms of potentials when ω(φ) = − D D−1 . With these two solutions, the set (H, H a , C) also comprise a first-class system and the action (2.1) become invariant under the following conformal transformations:
The geometrical meaning of the conformal constraint (2.21) can be understood by its actions on the phase space variables:
Obviously the above transformations agree with the spacetime conformal transformations (2.27). Moreover, due to this additional constraint, the physical degrees of freedom in this special sector are equal to those of GR in D+1 dimensions. Finally, since the initial value problem in this special sector is a very subtle issue [5, 39] , we leave the comparison between the Hamiltonian formulation and the Lagrangian formulation for future study.
III. CONNECTION-DYNAMICAL FORMULATION
A. Review of the connection dynamics for GR in D + 1 dimensions
In this subsection, we will give a brief introduction to the approach in Ref. [31] for constructing the connection dynamics of GR in arbitrary dimensions. The framework will be employed to formulate the connection dynamics of STT in D + 1 dimensions in the next subsection.
As is well known, the ADM Hamiltonian formulation of vacuum (D + 1)-dimensional GR is based on a phase space coordinatised by a canonical pair (h ab , P ab ) with Poisson brackets
The spatial diffeomorphism constraint and Hamiltonian constraint for Lorentzian spacetime read respectively
To formulate GR in terms of a gauge theory, the central idea is to extend the ADM phase space by additional degrees of freedom and then impose additional first-class constraints such that after symplectic reduction with respect to these constraints, we can recover the original ADM phase space. The canonical pair of the extended phase space consists of a Lie algebra valued one form A aIJ with dimension N and the corresponding conjugate momentum π aIJ which is a Lie algebra valued weight-one vector density.
It is argued in [31] that the underlying gauge which one should choose without gauge fixing is SO(1, D) or SO(D+1) for (D + 1)-dimensional spacetime, and an additional constraint will appear due to the mismatching between the number of the degrees of freedom of (A aIJ , π aIJ ) and that of (h ab , P ab ) modulo the above constraints. In practical terms, the degrees of freedom for A a IJ are
where {a ∈ 1...D} and {I, J ∈ 0...D}. Note that the two internal indices are antisymmetric with each other, and hence contribute
degrees of freedom. After subtracting the number of Gaussian constraints,
, and the degrees of freedom of h ab ,
, the remaining degrees of freedom read
, which means there are
additional constraints. These constraints could be imposed on the momentum π aIJ conjugate to A aIJ , if we require π aIJ be determined by the co-D-bein e I a . Since π aIJ has degrees of freedom
, while e I a has only D(D + 1), the subtraction
exactly matches with the number of the desired remaining constraints. Thus we expect to build π aIJ ∝ n [I E aJ] on this new constraint surface, where
ab is the inverse of h ab ≡ e I a e bI , n I is the internal vector orthogonal to e I a and uniquely determined (up to a sign) by e I a through
Note that one has n I n I = 1 for SO(D + 1) and n I n I = −1 for SO(1, D). In the following, we will choose the compact gauge group SO(D + 1) and require that
on the constraint surface of "Simplicity Constraint". It should be noted that
= 0 for D = 2 and hence no simplicity constraint is needed under this case.
To get an explicit expression of the simplicity constraint, for any given unit internal vector n I , we define E aI := −π aIJ n J and its corresponding quantities:
where η IJ is the internal metric. Furthermore, we define the transversal projector:
Using E J a andη I J , we can define the tracefree and transverse projector:
Next we defineπ has only
degrees of freedom which is just the number of degrees of freedom we need to remove. Hence a given tensor π aIJ can be decomposed into three parts: 
Thus, by employing the chosen n I , one obtains an intrinsic decomposition:
. Hence one would like to impose the simplicity constraint as the necessary and sufficient condition for a vanishingπ aIJ T . Let D ≥ 3 and 
where β is the "Immirzi-like parameter" (it is structurally different from the Immirzi parameter in D = 3) in D dimensions. Then the Gaussian constraint and simplicity constraint read respectively [31] :
The ADM variables can be related to the Yang-Mills variables by the following map,
17)
where Γ cIJ (π) satisfies (≈ means vanishing on the simplicity constraint surface)
Eq.(3.19) can be explicitly solved as on the simplicity constraint surface. It was shown in Ref. [31] that using the symplectic structure (3.14), one can correctly recover 
where
is the curvature of A aIJ . Here we defined
26) 27) where D a is the covariant differential of A acting only on internal indices, i.e., All of the constraints (3.15),(3.16),(3.23),(3.24) are proved to be of first class [31] .
B. Connection dynamics for STT in D + 1 dimensions
It was recently shown in Ref. [26] that the STT in 3+1 dimensions can be cast into connection-dynamical formalism. However, a connection-dynamical formalism for STT in arbitrary dimensions is still lacking. Thus our task now is to extend the approach introduced in the last subsection to formulate a connection dynamics of GR to (D + 1)-dimensional STT. Recall that in order to build the connection dynamics of (D + 1)-dimensional GR, we need to define the suitable canonical variables π aIJ and A aIJ of Yang-Mills fields and then construct the ADM phase space by symplectic reduction. For STT, the question becomes how to get the ADM-like phase space obtained in section II by a suitable symplectic reduction of a so(D + 1) Yang-Mills phase space. Note that, besides Yang-Mills variables, we also need a scalar field and its momentum. Hence the phase space of the gauge theory consists of the canonical pairs (Ã aIJ , π aIJ ) and (φ, π), with basic Poisson brackets
To construct the ADM variables from the Yang-Mills variables, we first define
where β is an arbitrary real number, andΓ 32) where S aIJ refers to certain function vanishing on the simplicity constraint surface, and Γ aIJ is defined by Eq. (3.20) . As shown in [31] ,Γ aIJ can be chosen as the functional derivative of a generating function F [π] such thatK aIJ commutes with itself in Poisson brackets. This property will simplify the calculations of our constraint algebra. Then we define a map from the phase space of the gauge field coupled with the scalar field to ADM phase space of STT by
Note that the Gaussian constraint of the gauge theory reads 
Straightforward calculations show that the original diffeomorphism and Hamiltonian constraints (2.10) and (2.11) can be respectively written in terms of new variables as 
It is easy to check that the smeared Gaussian constraint
generates SO(D + 1) gauge transformations on the phase space as
generates the spatial diffeomorphism transformations on the phase space as
Thus we can show that the constraint algebra has the following Poisson subalgebra:
To simplify the calculation of the Poisson brackets, we notice that the simplicity constraint commutes with itself as well as Gaussian and diffeomorphism constraints. Thus we can rewrite the Hamiltonian constraint modulo the simplicity constraint as 
The detailed calculation of Eq. (2.21) . On the phase space of the gauge field coupled with the scalar field, the total Hamiltonian can be expressed as a liner combination
where the simplicity, Gaussian and diffeomorphism constraints keep the same form as Eqs. (3.16), (3.37) and (3.40), while the conformal and Hamiltonian constraints read respectively:
(3.59)
After solving the second-class constraint as shown in section II, straightforward calculations show that the constraint algebra is still closed as:
where we have rewritten the smeared Hamiltonian constraint corresponding to (3.59) into the following equivalent form modulo the simplicity constraint: 
IV. CONCLUDING REMARKS
As candidate modified gravity theories, STT have received increased attention in issues of "dark Universe" and nontrivial tests on gravity beyond GR. On the other hand, modern theoretical research explores the possibility of higher dimensional spacetime. In order to study the non-perturbative quantization of higher dimensional STT in LQG scheme, it is necessary to build the connection dynamics of STT in higher spacetime dimensions. obtained. The canonical structure and constraint algebra are also obtained. All the Hamiltonian structures are direct generalization of 4-dimensional case. Next we successfully construct a so(D + 1) Hamiltonian connection formulation of STT in D + 1 spacetime dimensions, from which the ADM-like Hamiltonian formulation can be obtained by a symplectic reduction. As in higher dimensional GR, a simplicity constraint has to be introduced into the higher dimensional connection dynamics of STT for the symplectic reduction. Finally, we show that the constraint algebra in both sectors of STT are also closed in the connection-dynamical formalism.
It should be noted that we have casted (D + 1)-dimensional STT into the connection-dynamical formalism with the compact SO(D + 1) structure group. Hence it is straightforward to employ the techniques of LQG and those developed in Refs. [26, 34] to quantize the higher dimensional STT non-perturbatively. This opens the possibility to confront the effects of non-perturbative LQG with those of other higher dimensional quantum gravity theories such as string/M theory.
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Note that 3) and
Therefore, we use K′ aIJ (x), π bKL (y) = δ 
