The present paper examines a neglected determinant of aggregate productivity: temporary cross-border flows of people. We hypothesize that interaction between people from different nations facilitates the international diffusion of ideas, thus stimulating aggregate productivity.
Introduction
It is well documented that the bulk of observed differences in GDP per worker can be accounted for by the variation in aggregate total factor productivity (TFP). 1 A leading theoretical explanation for aggregate TFP differences is that some countries are closer to the technological frontier than others, as a result of higher rates of technology adoption. 2 This theoretical work has been supplemented by empirical studies of the international diffusion process. In particular, it has been argued that cross-border flows of goods (international trade) and capital (FDI) are important vehicles for the diffusion of technology across the globe. 3 The underlying logic of why international trade and FDI are expected to enable diffusion of technology is that (intermediate) goods and machinery embody leading-edge technological knowledge.
At the same time, however, it is well known that flows of goods and capital also proxy other aspects of global interaction. Indeed, in the influential study by Frankel and Romer (1999) , which examines the relationship between trade and productivity, the authors observe that perhaps (p. The contribution of the present paper lies in gauging the empirical importance of this latter technology diffusion mechanism in the aggregate. Specifically, we examine the hypothesis that societies more exposed to foreign influence, through temporary in-and outflows of travellers, will be able to obtain useful technologies, ideas, and organizational strategies from abroad. Once implemented, the acquired knowledge should stimulate aggregate productivity and GDP per worker.
To test this hypothesis, we measure the intensity of travel as the ratio of international arrivals plus departures to the size of the labor force, and examine its impact on TFP. In a simple OLS setting, the travel intensity variable can account for more than 45% of the variation in aggregate TFP in a diverse cross section of countries. Moreover, the correlation is robust to the inclusion of additional determinants of long-run productivity such as (measures of) institutional quality and geographic circumstances. 4 1 See e.g. Klenow and Rodriguez-Clare (1997), Hall and Jones (1999) , and Caselli (2006) . 2 The pioneering theoretical contribution is Nelson and Phelps (1966) . Recent notable contributions include Lucas (1993) , Howitt (2000) , and Eaton and Kortum (2002) . 3 The literature is surveyed in Keller (2004) . 4 That the institutional make-up of a country empirically is a key determinant of long-run productivity was origi-In order to examine whether the cross-sectional correlation between movements of people and productivity is causal, we propose the following identification strategy. Inspired by Frankel and Romer (1999) and Alcalá and Ciccone (2004) , we estimate a gravity equation for bilateral travel flows. That is, instead of the sum of bilateral imports and exports to nominal GDP, our left-hand side variable is the sum of bilateral in-and outflows of people to the size of the labor force. We subsequently use fitted aggregate travel shares, derived from the gravity equation, as an instrument for aggregate travel. To our knowledge, this is the first time a gravity equation has been estimated in an effort to study travel flows.
Our 2SLS estimates suggest that increasing the intensity of travel by 1% increases the level of TFP and GDP per worker by roughly 0.2%. This finding is also robust to the inclusion of other fundamental determinants of productivity such as institutional quality and key climate related circumstances.
A concern is that the fitted aggregate travel share (i.e., our instrument) may be correlated with time-invariant determinants of productivity, in spite of our best efforts to control for such determinants. In light of this difficulty, we therefore further scrutinize the people/productivity nexus by employing dynamic GMM methods to attain identification in a panel data setting. The main virtue of the panel approach is that it allows us to introduce fixed effects, thus pruning the data from the influence of time invariant determinants of productivity. In addition, it allows us to expand the country coverage significantly, as we are no longer constrained by the availability of time invariant instruments for determinants of labor productivity. Reassuringly, using the Arellano-Bond procedure in this larger sample of countries we obtain point estimates that are almost identical to those obtained in the cross-section analysis. Hence, the main result is robust to this alternative (yet, admittedly, somewhat mechanical) identification strategy.
An issue of some importance is whether the impact we attribute to movements of people simply masks an impact from movements of goods. In the cross-sectional setting we can address this issue
by introducing trade as a separate productivity determinant, instrumenting it using fitted trade shares along the lines of Frankel and Romer (1999) and Alcalá and Ciccone (2004) . With two endogenous variables and two separate instruments we are in principle able to separately identify the impact from these two forces of globalization. In practise, however, movements of people and goods are highly correlated and, it turns out, difficult to disentangle. Still, we generally find in the cross-sectional setting that movements of people has a causal impact on productivity, conditional on movements of goods. This result is further corroborated in the panel data setting: using the nally demonstrated in important contributions by Hall and Jones (1999) and . Sachs (2003) argues convincingly that some aspects of climate also matters directly for aggregate productivity.
Arellano-Bond procedure travel emerges as a robust determinant of labor productivity, conditional on trade.
Before we turn to the analysis itself, it is worth emphasizing that the notion that interaction of individuals matters for international diffusion of knowledge is not novel. Contributions to the theory of endogenous growth has already incorporated this mechanism. Lucas (1993) develops a model where human capital spillovers ensure international convergence in income per worker.
Lucas emphasizes learning-by-doing as a form of human capital accumulation, which could be relevant in trying to understand the East Asian growth miracle. Irwin and Klenow (1994) provide empirical evidence on learning in the semi-conductor industry. In particular, they find evidence of international knowledge spillovers stemming from learning-by-doing, thus supporting the spillover mechanism in Lucas' model. It is hard to believe that diffusion of tacit knowledge like that acquired through learning-by-doing can occur without any personal interaction, which then almost inevitably involves cross-border flows of people.
Personal interaction may be crucial for diffusion of technological knowledge more generally.
The reason is that even technological knowledge is not always fully codified since this would be prohibitively costly. Aspects of technological knowledge therefore remains tacit in nature and may then only be transferred fully via personal interaction, preferably face-to-face (Keller, 2004; Storper and Venables, 2004; Jones, 2007) . This could especially be true for knowledge spillovers between researchers, commonly assumed to exist in idea-based endogenous growth models (Romer, 1990;  Aghion and Howitt, 1992, and many others).
That personal contacts could be key in the diffusion process was pointed out early on by Arrow (1969) ; an assertion which more recently has received strong empirical support (Foster and Rosenzweig, 1995; Almeida and Kogut 1999; Agrawal et al., 2006) . 5 Furthermore, Arrow (1969) argues that a relative lack of personal contacts outside a country may be an important impediment to the adoption of valuable technological knowledge from abroad. Accordingly, international travel ought to facilitate the diffusion of technological knowledge by allowing people to build personal relationships across borders.
Specific cases of knowledge spillovers through personal (international) interaction can also 5 Foster and Rosenzweig present survey results deriving from a questionnaire circulated in 186 Indian villages around the time of the "Green Revolution". Over a third of the respondents claimed to have received most of their information regarding cropping practices from friends and neighbours, rather than through campaigns orchestrated by government agencies. Similar results emerge from another survey conducted among farmers in the Philippines. Analyzing patent citations, Almeida and Kogut show that ideas in the U.S. semi-conductor industry are spread, in part, by the mobility of patent-holders. Ethnographic research of Silicon Valley and Route 128 corroborates this finding (Saxenian 1994) . Extending this line of research, Agrawal et al. find that close geographic proximity is not necessary in order to transfer tacit knowledge; social relationships may act as conduits for knowledge flows. Using U.S. patent data, they find that knowledge flows go disproportionately to an inventor's prior location. be provided. One example concerns the creation of the so-called "Desh Garment Company" in Bangladesh, which was founded on interaction with Korean Daewoo, and turned out to be a resounding success. As described by Rhee (1990, p. 336 ): "The collaboration agreement, which was to run five years, involved several key elements: six months of training for Desh workers in Korea:
start-up activities to involve certain purchases of machinery by Desh from Daewoo, which would then handle the installation, supervise and advise on the actual start-up; production, to be managed by Desh with consultation and supervision provided by Daewoo." Hence the international in-and outflow of people was an important ingredient in establishing this new endeavour, and thereby in its ultimate success. 6 Some direct evidence on the association between cross-border movements of people and productivity does exist. Gambardella et al. (2003) find a significant relationship between the annual number of airplane passengers (embarked and disembarked) in regions of Europe and regional average labor productivity. Along a similar vein Dowrick and Tani (2008) document a positive impact of business travel on industry level productivity in Australia. To our knowledge, however, the present paper is the first to examine the same issue in the aggregate while addressing the inherent endogeneity of travel.
Finally, it is worth observing that although our analysis pertains to the 20th century the underlying mechanism -cross-border interaction of people enables technology diffusion -may well have been a persistent force of development for a long time. Moreover, contemporary societies that are more prone to interaction have likely also been so historically.
Recent theoretical and empirical work suggests that the pre-industrial interaction of societies may importantly contribute to an understanding of contemporary productivity differences. From a theoretical angle, Ashraf and Galor (2007) hypothesize that societies characterized by higher cultural diversity are more able to adjust to new technological paradigms; cultural homogeneity by contrast favours the intergenerational transmission of knowledge, which is an advantage in technologically stagnant societies. The authors construct a unified growth model which predicts that the culturally diverse society should undergo the industrial revolution earlier than the more culturally homogenous society, thus instigating income divergence. As cultural diversity (partly) originates in the interaction of people from different societies, it seems plausible to assert a connection between cultural diversity and (historical) cross-border movements of people. 7 Empirically, Ashraf and Galor (2008) find that genetic diversity, which can be viewed as a proxy for cultural diversity, 6 Another interesting case involves how Ryanair came to implement ticketless boarding after one of the company's CEOs had observed the usefulness of the technology first hand on a transatlantic connection to Ireland, operated by a competitor (Crespi et al., 2008) . For other cases and further references, see Rauch (2001) . 7 See also the discussion of historical evidence in Ashraf and Galor (2007, Section 3) .
is non-monotonically related to population density in 1500 consistent with the underlying thesis that cultural diversity have spurred technological adoption historically, up to a point. In related research, Spolaore and Wacziarg (2009) hypothesize that cultural differences between individual countries and the frontier countries may act as a barrier to technology adoption, and proceed to show that genetic differences has a statistically significant effect on income differences. This can be taken to suggest that societies that historically have not interacted (for which reason they exhibit marked genetic differences) have not managed to benefit from their separate technological advances, for which reason they have failed to converge in income levels.
The paper proceeds as follows: Section 2 lays out a simple framework which conceptually forms the basis for our empirical analysis of cross-country technology diffusion. Aside from motivating our empirical specification this discussion also allows us to contrast our work with previous studies in a transparent way. Section 3 contains our cross-section analysis, whereas Section 4 turns to panel data. Section 5 concludes.
A Conceptual Framework
Consider the following Solow (1956) model, slightly modified to allow for human capital and technology transfer. The production function is Cobb-Douglas, exhibiting constant returns to capital and labor input. Labor is augmented by technology,   (which grows at the rate   ), but also by human capital, . Along a steady state trajectory GDP per worker,  *  , is then given by
where  is the savings/investment rate,  is the rate of labor force growth,  is the rate of capital depreciation, and  is capital's share. This equation, in its log form, was estimated by Mankiw, Romer and Weil (1992) . Their cross-section analysis invoked the identifying assumption that  is a random variable with a constant mean. 8 However, more recent work has deemed this assumption suspect. As a result, we will instead entertain the idea that countries, to varying extent, tap into a "world technology frontier",    . In the spirit of Nelson and Phelps (1966) we assume that local technology is characterized by the following first-order linear differential equatioṅ
8 They also allowed human capital to be accumulated. To capture this, equation (1) could be restated as 
The evolution of technology in the economy over time is fully described by   =      and equation (2) . A steady state for this system is a      -ratio such that the rate of (local) technological progress is equal to the frontier rate,
This ratio, which is unique and can be interpreted as the steady state distance to the frontier, is determined by 
If equation (3) is substituted into equation (1) (along with   =   ) we are left with a complete solution for the long run level of GDP per worker as a function of the parameters of the model and the exogenous level of    . While simple, this structure holds several implications which are useful for the empirical examination of international technology diffusion. As should be clear, the model implies that growth differences between countries should be temporary in nature. In the long run, differences in growth of labor productivity, , as well as productivity, , disappear. In addition, persistent differences in productivity are due to differences in . 9 With this sort of framework in mind, explaining observed differences in the levels of  (and ), rather than differences in growth rates, is a sensible focus for the empirical analysis. The reason is that the former reflects persistent variation whereas the latter is a transitional phenomenon.
Consequently, in the main part of our analysis we therefore examine, by way of cross-section regression analysis, the hypothesis that cross-border flows of people influences the size of . If so, it should impact on  and .
In contrast, the existing literature on aggregate knowledge spillovers typically use panel data.
In effect, these studies take a log-differenced version of equation (3) (if at all) by invoking internal instruments, the levels specification allows us to invoke an external instrument for travel. Second, since we mostly perform cross-section analysis, adding accumulated global R&D investment (to proxy   ) would not make much sense. Using bilateral travel flows, one could generate a variable involving weighted accumulated R&D investment for the purpose of estimation, thereby mimicking the independent variable from existing panel studies. We do not follow this track since we do not wish to limit attention to R&D spillovers per se but rather examine knowledge diffusion more generally; the study of R&D spillovers through travel is thus left for future research. Instead, we opt for a parsimonious specification which involves regressing  on travel (and other plausible determinants of the rate of diffusion) so as to capture the influence from . Third, panel data allows for country specific intercepts in the regression; this is infeasible in a cross-section analysis. Instead, in the main analysis, we add controls for other potentially "deep" determinants of , aside from global interaction via travel, and carefully try to instrument these when relevant.
While the main part of the analysis employ cross-section data, we also check the robustness of our results in a panel setting. In this context we regress labor productivity on the lagged level of labor productivity and the level of cross-border movements of people, while controlling for fixed effects and common time varying determinants of labor productivity. Notice that such a dynamic specification is more general than the cross-section specification as estimating equations such as (1) and (3) involves a steady state assumption, which can be questioned. Indeed, countries may rather be in the process of converging towards the steady state, which we can capture in the panel data setting. Invoking fixed effects in the panel setup (so as to eliminate the influence of time invariant determinants of ), however, leads to biased estimates due to the presence of the lagged dependent variable on the list of regressors. To deal with this issue we invoke internal instruments to produce a consistent estimate of the impact of people flows on productivity.
Finally, an important implication of the model is that  only affects  via . 10 If indeed our travel variable only captures the technology diffusion channel, we expect that the impact of travel intensity on  can be accounted for entirely by the association between travel and productivity.
Cross-Section Analysis
In this section we present the cross-section analysis. Section 3.1 considers the impact of travel on productivity, whereas Section 3.2 examines the impact of cross-border movements of people and goods simultanously.
The Impact of Travel on Productivity

Specification
On the basis of the conceptual framework outlined in Section 2, the empirical strategy runs as follows. Contingent on data for TFP (proxy for ), our empirical specification is a regression model of the form:
where  refers to countries,     is the cross-border flow of people, X  is a vector of controls, and   captures omitted factors and noise. In choosing relevant controls, X  , we follow the approach taken in the literature on "deep determinants" of productivity, pioneered by Hall and Jones (1999) and . In particular, following Rodrik et al. (2004) , the set of variables to be included in X  can be partitioned into three main subsets: "institutions", "integration"
(participation in the world economy) and "geography". The rationale for adopting these controls in the specific context of technology diffusion is as follows.
At the fundamental level there are two sorts of reasons why countries do not adopt new technologies from abroad. First, there may be a lack of "willingness" to adopt. That is, the incentive structure may discourage adoption of foreign technologies. This would be the case absent wellestablished property rights. Related, powerful groups in society may attempt to block innovations if they stand to loose economic or political influence (Parente and Prescott, 1999; Acemoglu and Robinson, 2000) . We try to take these kinds of barriers to adoption into account by controlling for the institutional environment. Second, there could be a lack of "access" to foreign technology.
Such lack of access could be geographically founded. For example, Diamond (1999) argues convincingly for the difficulty in transferring (agricultural) technologies across climate zones. To capture considerations along these lines we include a set of geo-controls. But a lack of access could also be caused by a lack of global integration, which we control for via the TRAVEL variable. Hence, although TRAVEL is singled out in equation (), and in the analysis to follow, we fully recognize that it conceptually captures "integration".
Our central tests involve equation ()
. But we also run regressions involving labor productivity:
A particular reason why we run the regression displayed in equation ( ) is that by comparing the size of our estimates of  2 with those for  2 we get a sense of whether the full effect of TRAVEL runs through TFP. This would be the case if TRAVEL only drives knowledge spillovers (matters for  but not for investment rates).
Data
In calculating the key dependent variable, the level of TFP, we follow the literature on development accounting by invoking an aggregate Cobb-Douglas production function, which exhibits constant returns to the principal rival factors of production: capital and human input. 11 Specifically, following
Klenow and Rodriguez-Clare (1997) we use that GDP per worker can be written as for no more than one consecutive year for business, leisure, and other purposes not related to an activity remunerated from within the place visited. 13 In particular, we use (the log of) the average sum of yearly arrivals and departures over the 1990-1996 period divided by the size of the workforce.
We denote this variable TRAVEL.
It is worth observing that TRAVEL is analogous to the conventional summary measure of trade, where total imports and exports are added up and divided by total economic activity in a country.
In other words, much like in the case of measuring "trade" we do not take a stance as to whether in-or outflows are more important. Similarly, much like in the measurement of trade, where all 11 See Caselli (2006) for a survey of the literature. 12 This is the conventional assumption in the literature. The study by Gollin (2002) suggests it is not an unreasonable approximation. 13 The labelling of the underlying variables in WDI is slightly misleading in that it describes the raw data as "international tourist departures" and "international tourist arrivals", respectively. As the WDI background notes make clear, however, tourism is only a subset of the annual departures and arrivals.
goods flows are admitted in the measure, we do not exclude particular types of travelling, like that attributed to tourism for instance. Naturally, this choice can be questioned. Hence, in checking the robustness of our findings we invoke a second travel variable which exclusively captures business travel.
For the years 1994-1998, UNWTO (2000) provides a breakdown of total international arrivals into tourist and business travellers, respectively. Unfortunately, we do not have similarly disaggregated data for international departures. Hence, the ratio of business arrivals to the size of the labor force, averaged over the period 1994-98, will have to serve as a proxy for "the business travel intensity", which involves both business arrivals and departures. We call this second travel variable BTRAVEL. While BTRAVEL is a very useful complement to TRAVEL, it is not perfect. In part because it does not capture business departures, and in part because the number of business arrivals undoubtedly is measured with error. 14 Finally, in constructing the instrument for TRAVEL we employ data on bilateral travel flows. are not interested in examining the impact of any particular dimension of "institutions", we opt for a kitchen sink approach when measuring this important structural characteristic. We denote this variable INSTITUTIONS. 16 Turning to measures of geography, continent dummies (America, Asia & Oceania, Europe, and Africa) have been widely employed in the empirical growth literature. As argued by Sachs (2003) , however, adding continent dummies to the regression is likely to be an incomplete way of controlling for the influence of geography on development. Indeed, most geographical analyses stress several other factors such as geographic isolation and the disease environment. To capture the impact 14 UNWTO reports the total number of arrivals as well as the total number of business arrivals, leisure arrivals, and "other" arrivals. However, in a some country cases the three last categories do not sum to the total arrivals number; a number of arrivals are thus not classified. 15 See the Appendix for details on data retrieval. 16 A further advantage of using the GADP index is that Hall and Jones (1999) provide instruments, which we shall invoke below. If we instead follow Rodrik et al. (2004) and employ the rule of law index (1996), we obtain results that are very similar to those reported below.
of geography more fully we therefore invoke three additional geo-controls in our regressions: (i) a dummy variable which takes on a value of 1 if the nation is landlocked (henceforth LANDLOCK);
(ii) the absolute latitude of the country (LATITUDE); and (iii) the fraction of land area in the tropics (TROPICS). The source of LANDLOCK and TROPICS is Gallup et al. (1999) ; LATITUDE is taken from Hall and Jones (1999) .
Finally, we need a measure of trade openness. For this purpose we shall rely on the real openness measure of Alcalá and Ciccone (2004) . They define REAL OPENNESS as imports plus exports in exchange rate USD relative to GDP in purchasing power parity USD. The data source for this measure is WDI.
Partial Correlations
In order to examine the influence of TRAVEL on productivity a cross-plot is a natural starting point. As is visually obvious from Figure 1 , the two variables have a high positive correlation. The figure has two clear outliers: Lesotho (LSO) and Romania (ROM). Lesotho, on the one hand, is a small monarchy completely encapsulated by South Africa. In particular, some 40% of all male Basotho are migrant workers in South Africa. 17 Romania, on the other hand, has a large Romany population with a long tradition of crossing borders. The high positive correlation is confirmed in Table 1 Column (1) shows that TRAVEL and a constant (the line in Figure 1 ) can account for as much as 46% of the variation in productivity across countries. As we move from left to right in Table 2 we progressively add additional controls to test the robustness of the partial correlation between TRAVEL and productivity. The important message from the regressions is that TRAVEL is estimated with high precision in all columns. This remains true when we employ BTRAVEL instead of TRAVEL (Columns 6-7). It is also worth noting that TRAVEL (/BTRAVEL), INSTITUTIONS, and geography account well for the variation in labor productivity, with a  2 of 086. 17 Guest workers are by definition not contained in the TRAVEL variable. So what explains the high travel activity is probably that Basotho guest workers living in South Africa are the direct cause of temporary flows of visitors (themselves visiting family at home, family visiting them in South Africa, and otherwise).
As a final check of the partial correlations reported above we have done a series of LAD (median) regressions to check robustness. 18 The results, which are available upon request, show that the partial correlations between TRAVEL (/BTRAVEL) and productivity are not driven by outliers.
Indeed, TRAVEL remains significant in all the specifications from Table 2 (typically at the 1% level) when re-estimated by LAD. Overall, these results document that TRAVEL is robustly correlated with productivity.
Identification of Travel
TRAVEL is likely to be endogenous in equations (A) and (Y). Countries whose productivity is high for reasons unrelated to international travel may simply experience a higher intensity of international travel. As a result, we need to invoke a suitable instrument for TRAVEL.
As argued in the seminal paper by Frankel and Romer (1999) , certain geographic characteristics are important determinants of the extent to which a given country is engaged in international trade. Since a country's level of productivity does not affect these geographic characteristics, i.e. they are exogenous, the information contained in geography is a candidate instrument for international trade. This insight can also be used in the present context. The notion is that by using geographic determinants of bilateral trade in the context of bilateral travel we primarily span exogenous variation in bilateral business travel, as related to bilateral trade. Consequently, we estimate a regression with the (log) of the sum of in-and outbound travel between countries  and  divided by the size of the labor force in country  (we denote this variable TRAVEL  ) as dependent variable and "the Frankel-Romer controls" as independent variables. Country 's predicted travel share is then obtained as the sum of the predicted geographic component of its bilateral travel with other countries in the world. 18 This method of estimation is more resistant to outliers than OLS (Deaton, 1997) . by the destination countries, and it therefore corresponds to arrivals in these countries. Very few countries actually publish data on outbound bilateral travel. If arrival data in destination countries is complete, one can construct data on departures by using the information on arrivals. However, some destination countries only provide arrival information on the most significant countries of origin. For "insignificant" countries, arrivals are therefore expected to be quite low. We thus treat a missing value as a zero. This does introduce a measurement error in the dependent variable, but under classical assumptions this is innocuous; it only increases the variance of the error term.
To get a sense of the information contained in the bilateral travel data we begin with some country examples. Consider Tables 3 and 4 , which convey information on in-and outbound travel for the US and Nigeria, respectively; one being a large developed country and the other a large less developed country.
 Tables 3 and 4 about here  For the US the vast majority of in-and outbound travel is from and to the two neighboring countries and fellow NAFTA members, Mexico and Canada. More broadly, travel flows to and from the US seem fairly symmetrical in the sense that six out of the 10 countries found on the "inbound top-10" are also among the top-10 outbound destinations.
The travel patterns for Nigeria are somewhat different in nature. Much like the US we do find that neighboring countries (Niger, Benin, Cameroon and Chad) are strongly represented in terms of inbound travel. 19 But this is not true for outbound travel, where other countries are found at the top. In particular, outbound travel to United Kingdom and Saudi Arabia (about 238,000 trips) nearly matches outbound travel to the next 18 destinations taken together (roughly 244,000 trips).
The popularity of these two destinations may have an explanation in past colonial ties (UK), and also in the fact that Nigeria is an OPEC member.
Another theme of Tables 3 and 4 is that the level of travel activity in the US exceeds travel activity in Nigeria by a factor of ten. This also translates into a large difference in per capita travel, since the US population only exceeds the Nigerian population by roughly a factor of two.
In addition, it is worth observing that whereas outbound travel exceeds inbound travel in the US case, the opposite is true for Nigeria. These facts may simply reflect a considerably higher level of income per capita in the US (facilitating outbound travel), and of its immediate neighbors (facilitating higher inbound travel), which underlines the need for TRAVEL to be instrumented, and which suggests that spatial fixed effects are important to include in the regression analysis.
Another way to get a sense of the bilateral travel patterns is to move away from the country as the relevant unit of analysis and instead consider a regional breakdown. More specifically, in Table   5 we construct a "transition matrix", with regions defined as in the World Development Indicators 2008. In the matrix, row  refers to outbound travel from region , whereas column  refers to inbound travel to region . Diagonal elements refers to intraregional travel. Finally, the bottom rows of Table 5 report regional average GDP per capita, total regional population, and the number of countries per region.
The first thing to observe from Table 5  Table 5 about here  Another way to examine the bilateral travel data is through the lens of a gravity equation, to which we now turn.
Estimation of Bilateral Travel Gravity Equation
We use the bilateral travel data in the estimation of the following equation:
where X  is the Frankel-Romer set of regressors. 20 The data on the explanatory variables are taken from CEPII. 21 CEPII has built and made publicly available two datasets. The first is a Figure 2 provides a cross plot of the predicted (aggregate) travel share, \ TRAVEL, against TRAVEL.
The simple correlation between \ TRAVEL and TRAVEL is 0.58, whereas regressing TRAVEL on \ TRAVEL and a constant term yields a (robust) -value of 7.2 and a -squared of 0.33. 20 With the exception of the dependent variable, the specification in Table 6 is, as mentioned in the text, the exact same as the one used in Frankel and Romer (1999; their Table 1 on page 384). X includes a constant, the distance between countries  and , population, country area, landlock dummies, and interaction terms (all terms are interacted with a contiguity/common-border dummy). 21 http://www.cepii.fr/anglaisgraph/bdd/distances.htm  Figure 2 about here 
Instrumental Variables Estimation
In Table 7 we re-estimate the specifications in Table 2 by 2SLS. In order to instrument the IN-STITUTIONS variable, we rely on two language variables: the fraction of the population speaking English as first language and the fraction speaking one of the major European languages (English, French, German, Portuguese or Spanish) as first language. These language instruments, which were originally proposed by Hall and Jones (1999) , allow us to retain the full OLS sample when employing IV methods. The set of instruments therefore consists of the predicted trade share and the two language variables.
 Table 7 about here  Several features of the table stand out. First, TRAVEL is highly significant in all specifications.
Second, the coefficient estimate associated with TRAVEL is remarkably stable despite the progressive inclusion of additional control variables. Third, the coefficient associated with TRAVEL and BTRAVEL essentially coincide.
To gauge the quality of our instruments we rely on the framework provided by Stock and Yogo (2004) . This framework provides a multivariate generalization of the well-known Staiger-Stock "rule-of-thumb". The null being tested is that instruments are weak in the sense that inference based on IV estimates is plagued with size distortions. The Kleibergen-Paap statistic reported in Table 2 ). 22 If we look at Column (4) in Table 7 , our preferred specification, the Kleibergen-Paap value is 775, which means that with a nominal size of 005 we are unable to reject that the actual size is at least 015, but we can reject that it is above 020. In other words, weak instruments result in an effective size between 015 and 020. To address this problem, Stock and Yogo recommend using the Limited Information Maximum Likelihood estimator (LIML), which is superior to 2SLS when instruments are weak. 22 An alternative way of viewing the rule of thumb (with one endogenous variable and three excluded instruments) is that it deems instruments strong if the null of a maximal bias (relative to OLS) of at least 10 percent is rejected.
Consequently, in Table 8 we report estimates using LIML. 23 With a Kleibergen-Paap value of 775 in column (3) we can now conclude that the maximal size is below ten percent, as the critical values are different under LIML estimation. The same is true when BTRAVEL is employed, as seen from Columns (6) and (7) of Table 8 . Hence with LIML we are able to control the size distortion to a level acceptable by the standards of the rule-of-thumb. In addition, the fact that our instrument is about equally strong in explaining TRAVEL and BTRAVEL suggests that we indeed are able to span mainly the business component of TRAVEL. The LIML point estimates for TRAVEL and BTRAVEL are also very similar.
 Table 8 about here  Importantly, the impact of TRAVEL on log() is not significantly different from the impact of TRAVEL on log(). This is consistent with the hypothesis that TRAVEL induces knowledge spillovers, thereby increasing labor productivity.
Our results suggest that TRAVEL has a substantial impact on productivity: An (exogenous) increase in TRAVEL by 1% leads to an increase in productivity by roughly 02%. 
The Impact of Travel conditional on Trade
An issue of interest is whether the results above are masking a productivity enhancing effect of trade. While our identification strategy involves a travel-specific instrument, it is clear that it could be picking up the effects of trade. If so, then the exclusion restriction could be questioned.
Of course, power problems notwithstanding, the OID tests reported in Tables 7 and 8 give no particular cause for such concerns. Nevertheless, the issue seems worth pursuing further.
From a theoretical angle trade may have multiple effects on productivity. Exposure to international trade may, aside from stimulating technology diffusion as noted in the Introduction, induce an intensified state of competition and lead to specialization in production. It is plausible that 23 Note that with just-identification 2SLS and LIML coincide, which is why Column (1) in Table 7 is omitted from  Table 8 . these latter effects also matters for . However, in theory, specialization and competition will not necessarily stimulate productivity. Consider specialization: it is clear that if an economy ends up specializing in less innovative sectors overall productivity could suffer, at least in the medium term. 24 Naturally, specialization could also give rise to dynamic benefits, aside from the static efficiency gain. But a priori the impact is ambiguous. The same goes for competition. On the one hand, in a large market firms may try harder to innovate so as to "escape competition". But, on the other hand, in more competitive markets profits tend to be lower, which in turn reduces the incentives to innovate. The net effect of competition is therefore also ambiguous a priori. 25 To be sure, whether trade should have an impact on productivity beyond what is captured by TRAVEL is an empirical question.
Partial Correlations
We start by comparing the predictive power of TRAVEL and REAL OPENNESS in the OLS setting. In Table 9 , Columns (1) to (5), we add REAL OPENNESS to all columns of Table 2. REAL OPENNESS is insignificant throughout. Accordingly, TRAVEL continues to be a strong (log-linear) predictor of TFP and labour productivity, when REAL OPENNESS is introduced.
Moreover, the OLS estimates are in economic size very similar to those reported in Table 2 .
In Columns (6) to (10) of the table, the same set of regressions are reported where TRAVEL has been substituted for by BTRAVEL. As is apparent, the results are very similar to those reported in columns (1) to (5); in all cases BTRAVEL remains significant when REAL OPENNESS is introduced. Moreover, the point estimate for BTRAVEL is very similar to those obtained without the inclusion of REAL OPENNESS.
 Table 9 about here 
Identification of Trade
In an effort to obtain identification of both TRAVEL and TRADE, we once again invoke the Frankel-Romer (1999) approach. That is, we use predicted trade shares, deriving from a gravity equation where the bilateral trade share is the dependent variable, to instrument the trade variable. 24 See Matsuyama (1992) and Galor and Mountford (2008) for growth theories which explicitly shows how this outcome could be the result of trade liberalisation. 25 See Aghion and Griffith (2005) for a thorough theoretical and empirical discussion of this issue. In particular, the authors present evidence of a hump-shaped association between measures of competition and productivity growth using micro-data, thereby corroborating the theoretical prediction of an ambiguous effect of competition on productivity.
More specifically, we rely on the updated and expanded version of the "Frankel-Romer instrument" computed by Alcalá and Ciccone (2004 Tables 6 and 10 , we immediately observe that the two estimated gravity equations are very similar; that is, the sign and significance of coefficients are the same. For purposes of obtaining identification of both travel and trade using the two gravity-based instruments, it would have been preferable if the geographical variables impacted travel and trade in different ways. This would have allowed us to pin-point which underlying geographical dimensions were responsible for separating the influences of respectively travel and trade. Nevertheless, as coefficients do differ in magnitude across the two regressions, we will obtain differences in predicted travel shares and predicted trade shares; and it is these differences in predicted shares upon which identification hinges.
The fact that Tables 6 and 10 deliver results which are so similar is of course understandable considering the scatter plot of the underlying bilateral data, cf. 
Instrumental Variables Estimation
Turning to the IV setup, Table 11 reports the first stage results when REAL OPENNESS is introduced into the framework of Table 7 . In the interest of brevity we only report the setting that involves geographic controls. The first six columns involves TRAVEL, whereas the last six relates to the case where BTRAVEL is introduced instead.
 Table 11 about here  The results are mixed. When TRAVEL is used the fitted travel share instrument turns out to be insignificant. However, when BTRAVEL is used as travel indicator the fitted travel share is significant, conditional on fitted trade shares, the language variables, and the three geo-controls (cf. Columns 7-9). Moreover, the fitted trade shares predict trade, and the language variables matter mainly to INSTITUTIONS. Accordingly, when BTRAVEL is used the scope for separating the influence from trade and travel is greater than when TRAVEL enters the model. Table 12 , Columns 6-9). By contrast, REAL OPENNESS is never significant.
The same pattern emerges from Columns (2) and (3). However, in light of the first stage results, identification must be considered weak.
 Table 12 about here  Another feature of the results in Table 12 is that the point estimates for TRAVEL (/BTRAVEL, respectively) increases considerably in absolute value compared to the results from Table 7-9. Undoubtedly, this is caused by multicollinearity between the travel and trade variables, as well as between the instruments for TRAVEL (/BTRAVEL) and REAL OPENNESS.
To be sure, it would be foolhardy to make steadfast conclusions regarding the relative magnitude of the impact of travel versus trade; identification is not strong, and the IV estimates are therefore associated with wide confidence intervals. However, it does seem reasonable to conclude from the analysis that trade does not dominate travel as a determinant of productivity. Rather, the common theme that emerges from the analysis is that travel retains significance when trade is introduced.
Panel Data Analysis
In this section we turn to panel data. We have yearly data on log() and TRAVEL for the period 1990 to 2006, which we use in the regressions below. Unfortunately, panel data on log() are not available over this period. The key problem is that data on human capital levels are only available every 5th year, ending in 2000 (Barro and Lee, 2001 ). Hence, if we invoke data on TFP we would be down to only 2 time-observations, rendering the use of GMM methods impossible for all practical purposes. As a result, we stick with GDP per worker as our measure of productivity. 27 An advantage of using panel data is that we can control for time invariant determinants of productivity more fully by introducing fixed effects. Absent time varying instruments for travel (or trade) we are, however, forced to rely on internal instruments (or, more appropriately, lagged values of the explanatory variables in levels as instruments) for the purpose of identification.
What is the identifying assumption in this setting? In the panel setting the identifying assumption is that past levels of travel and trade hold no impact on growth, conditional on current income (which controls for convergence effects), travel, and trade. A reasonable concern is whether the exclusion restriction is plausible. It may be, if we accept "integration" as a "fundamental determinant" of productivity alongside geography and institutions (cf. Rodrik et al, 2004 ). The reason is that by employing fixed effects estimation we should be able to eliminate the influence from both geography and institutions, where the latter may have been influenced by historical cross-country interaction. Despite this one may question the excludability of past trade and travel levels on the grounds that they may have helped shape the contemporary level of TFP, which likely influences growth in labor productivity. But TFP is also (implicitly) controlled for by the inclusion of the level of GDP per worker. Overall, we believe the requirements for valid identification are not outrageously implausible on a priori grounds in the present context. Naturally, we can perform the relevant over-identification test whether data rejects instrument validity.
We estimate the following dynamic fixed-effects panel data model,
where X 0  · η 4 is the observed fixed effects. In equation (Y) these included continent dummies, INSTITUTIONS, LANDLOCK, LATITUDE, and TROPICS. Furthermore,   is an unobserved fixed effect. Specifically, instead of using instruments for time-invariant variables, we simply remove them (observed as well as unobserved) by a first difference transformation of (6):
This model can then be estimated using lagged values of the explanatory variables in levels as instruments in a GMM framework along the lines of Arellano and Bond (1991) . The Arellano-Bond estimator is the standard estimator for dynamic panel data models with unobserved heterogeneity (Greene, 2008) .
We also estimate versions of (6) where REAL OPENNESS is included among the right-hand side variables. This allows us to gauge the impact from cross-border flows of people, conditional on trade, while relying on the within variation as opposed to the between variation, and by way of an alternative identification strategy.
A useful aspect of the panel exercise is that it allows for an independent check of the crosssectionally estimated elasticity of productivity with respect to travel. Observe that in the panel setting we allow for transitional dynamics, by conditioning on log( −1 ) in equation (6) . As a consequence, the parameter  2 represents an impact effect and is therefore not directly comparable to the cross sectional results (i.e.,  2 in equation (Y)). For a proper comparison we solve for "the steady state" (i.e., put log (  ) = log( −1 ) = log ( * ) in equation (6)) so as to obtain a "long-run" elasticity (recall, TRAVEL is logged):  log ( * )   = 2 (1 −  3 ). This elasticity should represent the counterpart to  2 in equation (Y). Using the delta method, we can subsequently perform a nonlinear test of the hypothesis that the long-run elasticity equals our cross-section estimate; that is,  0 :
Accordingly, (6) represents a generalization of (Y) in the sense that it provides information about convergence as well as allowing for unobserved fixed effects. The central question is whether
; the absence of large discrepancies between panel and pure cross-section results would strengthen the case for a causal interpretation of our cross-sectional findings. Note, in addition, that there is a flavor of out-of-sample testing to this exercise. Since we do not have to rely on external instruments we can expand the country coverage dramatically; the panel estimations involve nearly twice as many countries as the cross-section analysis. Table 13 report estimation results.
The first thing to note is that TRAVEL is highly significant in all columns. Columns (1) and (5) are estimated using all instruments, whereas Columns (2) to (4) and (6) to (8) conserve on the use of instruments sequentially. Prolific use of internal instruments may cause problems in finite samples, hence it is important to check robustness of results to reducing the number of instruments (Roodman, 2008) . Columns (2) to (4) and (6) to (8) reduce the maximum number of lags that can be used as instruments from four to two, and, as inspection of these columns reveal, nothing changes statistically when we limit the number of instruments in this manner. Of particular interest is Columns (5) to (8) where we have included REAL OPENNESS in addition to TRAVEL. The trade measure is only marginally significant in column (5) of the table, but it turns insignificant and changes sign when the number of lags that can be used as instruments are sequentially reduced from four (column (6)) to two (column (8)). TRAVEL, on the other hand, is unaffected by both the inclusion of REAL OPENNESS and the reduction in the number of allowable internal instruments.
Consistent with the cross-section analysis we thus find little evidence to suggest that omitting trade influences the estimates for travel.
 Table 13 about here  Turning to the economic significance of travel, the obtained estimate basically coincides with the cross-section estimate. As can be seen from the table, a  2 =  2 (1 −  3 ) = 02 hypothesis cannot be rejected in any of the specifications reported in Table 13 ; our remarks on economic significance from Section 3.1.5 therefore carry over.
Overall, it is rather remarkable that we obtain a long-run travel-productivity elasticity of about 02 whether we use: (i) OLS and cross-sectional data ( Table 2) ; (ii ) 2SLS, external instruments, and cross-sectional data (Tables 7-9 and 12); or (iii) internal instruments and panel data (Table   13 ). Taken together, these results make a strong case for the importance of cross-border flows of people for long-run productivity.
Concluding Remarks
Theoretically, observed differences in TFP levels can (in part) be motivated by differences in technology adoption rates. But why do some countries adopt technology more readily than others? In the present paper we have examined the hypothesis that integration, as manifested in cross-border flows of people, facilitates the international spread of ideas.
There are many reasons why the direct interaction between individuals may be crucial. Tacit knowledge almost inevitably needs to be communicated person-to-person. Even general technological knowledge is often not completely codified, which implies that it can only be transmitted fully if individuals meet in person. Many growth theories build on the idea that spillovers between individuals exist and are substantial.
Our empirical analysis shows that a compelling case can be made for the existence of crossborder spillovers using aggregate data. The intensity of travel is a strong predictor of aggregate productivity levels, even controlling for measures of the institutional infrastructure, trade, and key climate related circumstances. The estimated causal effect of travel on productivity is statistically and economically significant. Moreover, the association between international travel and GDP per worker can be accounted for by the association between international travel and TFP. Taken together, these findings suggest that cross-border flows of people is an important vehicle for knowledge diffusion.
Our results raises some new interesting policy issues. For instance, bilateral visa restrictions, which are arguable a major impediment to the travel opportunities of billions of people, may be a barrier to knowledge diffusion. The results presented in this paper point to costs of visa restrictions in terms of lower productivity; these costs must be weighed against the benefits in terms of stemming the unwanted consequences of cross-border travel such as inflows of illegal immigration, criminals and potential terrorists. Quantifying these costs seem to be an interesting topic for future research.
A ON THE SOURCES OF THE BILATERAL TRAVEL DATA
The data that we use on bilateral travel flows are collected by the World Tourist Organization (UNWTO). They are freely available for the purpose of research but needs to be requested (see http://www.unwto.org/statistics/data/note.pdf). Also, the UNWTO requests to be alerted to research publications that result from the use of the data.
The data we thus obtained concerns the period [2003] [2004] [2005] [2006] [2007] ; by now, updates may be available.
The data package that we received was in form of a large number of country specific files detailing outbound travel from each nation. However, the source of this information is arrival data.
"Outbound travel" is, by the UNWTO, inferred from "inbound travel" since virtually no country keeps records about outbound travel.
To take a concrete example: the information on outbound trips from the US, reported above, derive from registrations (in connection with visa applications, or in airports, or even in hotel registers) in destination country. Since most of the countries in the world are part of the data set, this information allows the UNWTO to infer outbound travel.
After receiving the raw data from the UNWTO we have subsequently consolidated the resulting data in dyadic format, so as to estimate a gravity equation. The resulting data set is available from either one of the authors upon request. (1)- (4) and (6) is the log of productivity in 1996; in Columns (5) and (7) it is the log of real Notes: The dependent variable is the (log of) the sum of in-and outbound travel between countries i and j divided by the size of the labor force in country i.
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