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Resumo 
Neste trabalho estudamos diversos problemas de escalonamento considerados NP-difíceis. As-
sumindo a hipótese de que P i' NP, sabemos que não existem algoritmos eficientes para 
resolver tais problemas. Uma das abordagens consideradas para tratar tais problemas é a de 
algoritmos de aproximação, que são algoritmos eficientes (complexidade de tempo polinomial) 
e que geram soluções com garantia de qualidade. Nos últimos anos surgiram diversas técni-
cas para o desenvolvimento de algoritmos de aproximação. Neste trabalho, apresentamos um 
estudo de algumas das técnicas envolvidas no desenvolvimento de algoritmos de aproximação, 
que são exemplificadas através de problemas de escalonamento de tarefas em máquinas. Imple-
mentamos alguns dos algoritmos estudados e fazemos uma comparação de seus desempenhos 
através de instâncias geradas computacionalmente. Além disso, propomos duas heurísticas para 
os problemas considerados e mostramos que estas obtêm melhores resultados na prática com as 
instâncias utilizadas. Por fim, apresentamos algoritmos de aproximação para uma variação do 
problema da mochila. Tal problema tem aplicações práticas na indústria metalúrgica e ainda em 
problemas de escalonamento. 
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Abstract 
In this work we study severa! scheduling problems that are NP-hard. If we consider that P =J 
NP, we know that there are no efficient algorithms to solve these problems. One way to lead 
with these kind o f problems is the use of approximation algorithms, that are efficient algorithms 
(polynomial time complexity) that produces solutions with quality guarantee. In the last years, 
severa! new approaches have been used in the development of approximation algorithms. In this 
work, we study severa! techniques used in the development of approximation algorithms using 
scheduling problems. We implemented severa! studied scheduling algorithms and compared 
their performances using instances generated by computer. We propose two heuristics and 
show that they produces solutions with better quality with the considered instances. At last, 
we present approximation algorithms to a generalized version of the knapsack problem. This 
problem appears in the metal industry and has applications in scheduling problems. 
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Capítulo 1 
Introdução 
Neste trabalho apresentamos diversos algoritmos de aproximação voltados para problemas 
de escalonamento de tarefas. Muitas das variações de problemas de escalonamento são proble-
mas de otimização que pertencem à classe N F-difíciL Problemas de otimização, na sua forma 
geral, têm como objetivo maximizar ou minimizar uma função definida sobre um certo domí-
nio. A teoria clássica de otimização trata do caso em que o domínio é infinito. Já no caso dos 
chamados problemas de otimização combinatória, o domínio é tipicamente finito; além disso, 
em geral é fácil listar os seus elementos e também testar se um dado elemento pertence a esse 
domínio. Ainda assim, a idéia ingênua de testar todos os elementos deste domfuio na busca 
pelo melhor mostra-se inviável na prática, mesmo para instâncias de tamanho moderado. 
Neste trabalho, assumimos a hipótese de que P # NP. Desta forma, tais problemas de 
escalonamento e muitos outros problemas de otimização que são NP-difíceis, não possuem 
algoritmos eficientes para resolvê-los de forma exata. Muitos destes problemas aparecem em 
aplicações práticas e há um forte apelo econômico para resolvê-los. Problemas de escalona-
mento aparecem na alocação de tarefas em máquinas, alocação de registradores em códigos 
gerados por compiladores, na alocação de recursos em linhas de produção de indústrias, den-
tre outros. Consideramos problemas de alocação de tarefas, que podem estar sujeitas a várias 
restrições, em máquinas de tal forma a minimizar alguma função de custo associada ao proble-
ma. Exemplo de casos envolvidos neste tipo de problema é a obtenção de escalonamentos de 
tarefas em computadores onde a média de atendimento de uma tarefa seja minimizada, ou que 
tarefas importantes tenham maior prioridade para serem finalizadas, ou mesmo a obtenção de 
um escalonamento que gaste tempo total mínimo. 
Como não conseguimos resolver tais problemas de forma exata e eficiente, buscamos al-
ternativas que possam ser úteis. Existem vários métodos que são muito utilizados na prática 
como o uso de heurísticas, programação inteira, métodos lnôridos, redes neurais, algoritmos 
genéticos, dentre outros. Outra forma de resolução, é a utilização de algoritmos de aproxi-
mação. Neste caso, o algoritmo sacrifica a otimalidade em troca da garantia de uma solução 
l 
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aproximada computável eficientemente. Certamente, o interesse é, apesar de sacrificar a otima-
lidade, fazê-lo de forma que ainda possamos dar boas garantias sobre o valor da solução obtida, 
procurando ganhar o máximo em termos de eficiência computacional. 
Em linhas gerais, algoritmos de aproximação são aqueles que não necessariamente produ-
zem uma solução ótima, mas soluções que estão dentro de um certo fator da solução ótima. Esta 
garantia deve ser satisfeita para todas as instâncias do problema. Desta forma devemos dar uma 
demonstração formal deste fato. 
1.1 Objetivos do Trabalho 
O objetivo principal deste trabalho é estudar técnicas usadas no desenvolvimento de algo-
ritmos de aproximação exemplificando-as com o uso de problemas de escalonamento. Além 
disso, estudamos o comportamento de alguns algoritmos aproximados na prática. Para tanto, 
implementamos alguns algoritmos e comparamos suas performances, tanto de tempo quanto de 
qualidade de soluções geradas. Juntamente com esta análise prática dos algoritmos, propomos 
duas heurísticas para os problemas estudados e mostramos que para as instâncias consideradas, 
tais heurísticas geram soluções de melhor qualidade. Também buscamos o desenvolvimento de 
novos algoritmos aproximados. Neste caso, apresentamos algoritmos de aproximação para uma 
versão do problema da mochila que tem aplicações em problemas de escalonamento. 
1.2 Organização do Texto 
A organização do documento está baseada principalmente nos tipos de técnicas empregadas 
no desenvolvimento de algoritmos de aproximação. Antes de tudo, damos uma introdução 
a Algoritmos de Aproximação e falamos sobre o problema de escalonamento de tarefas em 
máquinas (cap. 2). 
Nos demais capítulos, apresentamos vários algoritmos de aproximação para problemas de 
escalonamento, exemplificando algumas das técnicas usadas na construção de algoritmos de 
aproximação, como métodos combinatórios (cap. 3), programação linear (cap. 4), métodos 
probabilísticos (cap. 5) e programação semidefinida (cap. 6). 
É importante lembrar que existem inúmeros algoritmos de aproximação para problemas de 
escalonamento e não é nossa intenção mostrar todos os algoritmos estudados. Algoritmos de 
aproximação para problemas de escalonamento foram estudados desde a década de 60 [18]. 
Assim, buscamos colocar no texto algoritmos que achamos exemplificar bem uma dada técnica 
ou que mostram algum fato que julgamos importante. 
O capítulo 7 é um resumo contendo os melhores resultados para problemas de escalona-
mento em máquinas. Este resumo contém os melhores e mais importantes resultados que pu-
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demos encontrar durante o mestrado. Não esperamos que ele esteja completo e muito menos 
que contenha os resultados mais recentes para cada tipo de problema. A área de algoritmos de 
aproximação é bastante ativa e novos resultados aparecem regularmente. 
No capítulo 8 apresentamos as conclusões deste trabalho. 
A dissertação possui dois apêndices que correspondem a dois artigos que escrevemos. O 
primeiro artigo mostra uma comparação prática entre alguns algoritmos de escalonamento e o 
segundo são algoritmos aproximados propostos para uma versão generalizada do problema da 
mochila que tem aplicação em escalonamento de máquinas. 
Capítulo 2 
Preliminares 
Este capítulo contém, de forma resumida, definições e noções básicas que serão necessárias 
no decorrer da leitura do trabalho. Apresentamos definições básicas sobre algoritmos de apro-
ximação, dando definições relacionadas sobre o tema e discutimos brevemente técnicas usadas 
no desenvolvimento de algoritmos aproximados. Também apresentamos os problemas de es-
calonamento que consideramos neste trabalho, mostrando termos usados bem como definições 
que utilizamos. 
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2.1 Algoritmos de Aproximação 
Nesta seção damos uma breve visão sobre algoritmos de aproximação mostrando a notação 
utilizada e também conceitos básicos sobre o tema. 
Dado um algoritmo A, para um problema de minimização, se I for uma instância para este 
problema, vamos denotar por A( I) o valor da solução devolvida pelo algoritmo A aplicado 
à instância I e vamos denotar por OPT(I) o correspondente valor para uma solução ótima 
de I. Diremos que um algoritmo tem um fator de aproximação a, ou é a-aproximado, se 
A(l)/OPT(l) ::::; a, para toda instância I. No caso dos algoritmos probabilísticos, considera-
mos a desigualdade E[A(l)]/OPT(I) ::::; a, onde a esperança E[ A( I)] é tomada sobre todas as 
escolhas aleatórias feitas pelo algoritmo. É importante ressaltar que algoritmos de aproximação 
considerados neste trabalho têm complexidade de tempo polinomial. 
Ao elaborar um algoritmo aproximado, o primeiro passo é buscar uma prova de seu fator de 
aproximação. Outro aspecto interessante é verificar se o fator de aproximação a demonstrado é 
o melhor possível. Para isto, devemos encontrar uma instância cuja razão entre a solução obtida 
pelo algoritmo e sua solução ótima é igual, ou tão próxima quanto se queira, de a. Neste caso, 
dizemos que o fator de aproximação do algoritmo é justo, ou seja, seu fator de aproximação não 
pode ser melhorado. 
Nos últimos anos surgiram várias técnicas de caráter geral para o desenvolvimento de al-
goritmos de aproximação. Algumas destas são: arredondamento de soluções via programação 
linear, dualidade em programação linear e método primai-dual, algoritmos probabilísticos e 
sua desaleatorização, programação semidefinida, provas verificáveis probabilisticamente e a 
impossibilidade de aproximações, dentre outras (veja [13, 22, 38, 39]). 
Uma estratégia comum para se tratar problemas de otimização combinatória é formular o 
problema através de um sistema de programação linear inteira e resolver a relaxação linear des-
te, uma vez que isto pode ser feito em tempo polinomial. Programação linear tem sido usado 
para a obtenção de algoritmos aproximados através de diversas maneiras. Uma muito comum 
é o uso de arredondamentos das soluções fracionárias do programa linear. Outra técnica, é re-
solver o sistema dual do programa linear, em vez do primal, e em seguida obter uma solução 
com base nas variáveis duais. Outra técnica mais recente, é o uso do método de aproximação 
primal-dual, que tem sido usado para obter diversos algoritmos combinatórios usando a teoria 
de dualidade em programação linear. Neste caso, o método é em geral combinatório, não reque-
rendo a resolução de programas lineares e consiste de uma generalização do método primal-dual 
tradicional. 
Já no caso de algoritmos probabilísticos, o algoritmo contém passos que dependem de uma 
sequência de bits aleatórios. Neste caso, a análise da solução gerada pelo algoritmo é calculada 
com base no valor esperado da solução. É interessante observar que apesar do modelo parecer 
restrito, a maioria dos algoritmos probabilísticos pode ser desaleatorizada, através do método 
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das esperanças condicionais, tornando-se algoritmos determinísticos (veja [13]). A versão pro-
babilística é, em geral, mais simples de se implementar e mais fácil de se analisar que a corres-
pondente versão determinística. Além disso, muitos dos algoritmos de aproximação combinam 
o uso de técnicas de programação linear com técnicas usadas em algoritmos probabilísticos, 
considerando o valor das variáveis obtidas pela relaxação linear como probabilidades. 
No caso da técnica de programação semidefinida temos um sistema quadrático, que se es-
crito em certas condições pode ser resolvido em tempo polinomial. A vantagem deste método é 
que muitos problemas podem ser representados através de modelos de programação semidefini-
da que muitas vezes nos leva a melhores limitantes. Goemans e Williansom [17] apresentaram 
uma forma bastante inovadora de se arredondar as soluções do sistema quadrático, através do ar-
redondamento probabilístico, considerando cada uma das variáveis do sistema como um vetor 
na esfera unitária. No capítulo 6 apresentamos um algoritmo para um problema de escalo-
namento de tarefas, desenvolvido por Skutella que usa uma formulação baseada em matrizes 
positivas semidefinidas. 
Estas técnicas, tanto isoladamente como em conjunto, têm sido usadas nos últimos anos 
com sucesso em diversos problemas de otimização combinatória. Ressaltamos que nem todas 
elas são apresentadas neste trabalho. 
Do ponto de vista teórico, os algoritmos de aproximação mais desejados são aqueles que 
obtêm valores mais próximos possível do valor ótimo. Dado um valor constante E > O, é possí-
vel mostrar para vários problemas, que existem algoritmos com fatores de aproximação (1 +E), 
no caso de problemas de rninimização, e (1- E), no caso de problemas de rnaximização, onde E 
pode ser tornada tão pequena quanto se queira. Chamamos de PTAS (Polynomial Time Approxi-
mation Scheme) urna família de algoritmos que têm tais fatores de aproximação e têm tempo de 
execução polinomial na entrada. Chamamos de FPTAS (Fully Polynomial Time Approximation 
Scheme) os algoritmos que têm tais fatores de aproximação e têm tempo de execução polinomi-
al na entrada e em ~- Dizemos que temos um esquema de aproximação, já que dado um E fixo 
podemos construir um algoritmo com tal aproximação e com tempo de execução polinomial. 
Logo, dentre os dois tipos, os algoritmos mais desejados são os FPTAS. 
Outro tópico importante em algoritmos de aproximação é a inaproximalidade de problemas. 
Dado um certo problema Q, dizemos que este problema possui fator de inaproximalidade a, 
se não puder existir um algoritmo a-aproximado para Q. Uma das maneiras para se demons-
trar tais resultados, é mostrar que se existir um algoritmo a-aproximado para um problema 
Q, então podemos resolver de maneira ótima em tempo polinomial um problema Q' que seja 
NP-difícil. Resultados importantes nesta área foram feitos com a utilização de provas verifi-
cáveis probabilisticamente, devido a Arora et al. [5, 6]. Para mais detalhes sobre resultados de 
inaproximalidade veja [4, 38]. 
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2.2 Problemas de Escalonamento 
Nesta seção definimos alguns conceitos relacionados a problemas de escalonamento e apre-
sentamos algumas definições e notações que serão utilizadas no restante deste trabalho. 
Problemas de escalonamento têm sido uma das principais áreas de pesquisa no desenvol-
vimento de algoritmos de aproximação. Vale dizer que é atribuído a um problema de esca-
lonamento de tarefas em computadores paralelos o primeiro algoritmo de aproximação (veja 
Graham [18]). 
Neste trabalho, usamos a seguinte notação. Temos um conjunto de tarefas J = { 1, ... , n} e 
um conjunto de máquinas M = { 1, ... , m}. As tarefas a serem escalonadas são denotadas por 
j, e n denota o número de tarefas. As máquinas (processadores) são denotadas por i, em é o 
número de máquinas. 
Os atributos que uma tarefa j E J pode ter em um escalonamento são: 
• tempo de processamento, denotado por p;j, que depende da máquina i onde a tarefa j será 
processada. No caso especial onde temos apenas uma máquina, ou todas as máquinas são 
idênticas, denotamos a requisição de processamento apenas por pj. A tarefa j deve ser 
processada por um respectivo período de tempo em qualquer uma das m máquinas. Pode 
ocorrer que PiJ = oo, indicando que a tarefa j não poderá ser executada na máquina i; 
• tempo de término, denotado por Cj, que indica o tempo em que a tarefa j é completada; 
• peso da tarefa, denotado por w j, que indica a prioridade que a tarefa tem para ser termi-
nada, quanto maior este valor maior é a prioridade; 
• tempo de liberação, denotado por r;j, antes do qual a tarefa j não pode ser processada na 
máquina i. 
Nesta dissertação assumimos, a não ser que seja dito o contrário, que todos os valores des-
critos são inteiros não negativos. 
Outra condição comum em problemas de escalonamento é a precedência entre tarefas. De-
notamos por j -< k se a tarefa j deve ser completada antes da tarefa k começar. 
Dado um conjunto de tarefas J = { 1, ... , n} e um conjunto de máquinas M = { 1, ... , m}, 
definimos um escalonamento não-preemptivo como uma atribuição de cada tarefa j E J para 
um par máquina-tempo (i, t), indicando que a tarefa j é executada na máquina i e inicia sua exe-
cução no tempo t. Dado uma tarefa j e sua atribuição (i, t), um escalonamento não-preemptivo 
deve satisfazer a restrição de que nenhuma outra tarefa k pode ser atribuída para um par (i, t') 
com t' E [t, t+p;j)· Definimos um escalonamento preemptivo como uma atribuição de cada ta-
refaj a um conjunto de triplas Y = {(ib t1, h), ... , (ix, tx, fx)}. Uma tripla (i, t, f) representa 
a máquina em que j executa, o seu tempo de início e fim respectivamente. Dada uma tarefa j 
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e seu conjunto de atribuições Y, o escalonamento preemptivo deve satisfazer a restrição de que 
nenhuma tarefa k pode ser atribuída para uma tripla (i', t', f') tal que exista (i', t, f) E Y com 
[t', f') n [t, f) =J 0 e ainda t fl- tl = 1. 
l=l Pi!i 
Desta forma, um escalonamento pode ser preemptivo ou não. De maneira simplificada, es-
calonamentos preemptivos são aqueles que uma tarefa pode ser repetidamente interrompida 
e continuada depois, na mesma ou em outra máquina. Escalonamentos não-preemptivos são 
aqueles que uma tarefa deve ser processada de maneira ininterrupta. 
Definimos o tempo de término de um escalonamento (makespan), o tempo de término da 
última tarefa a ser completada. Denotamos o tempo de término do escalonamento por Cmax· 
Desta forma temos que Cmax = max{ CJ, j E J}. 
Como nem todas as condições acima precisam estar presentes em um problema de escalo-
namento, Graham, Lawler, Lenstra e Rinnooy Kan [19] (veja também [27]) apresentaram um 
esquema de classificação para estes problemas denotado pela tripla alf31'1'· A seguir apresenta-
mos os valores de a, ,B e '!' para os problemas de nosso interesse: 
• O termo a é a característica da máquina que pode ser 1, P ou R. Quando temos apenas 
uma máquina usamos a = 1. Quando temos várias máquinas paralelas idênticas usamos 
a = P. O caso geral onde as máquinas não têm nenhuma relação entre si, é denotado com 
a = R. Junto com as letras P e R pode-se colocar o número de máquinas no ambiente 
de escalonamento. Assim, P2 indica que temos duas máquinas idênticas em paralelo. 
• O termo ,8 pode ser vazio ou conter as características das tarefas: rj (ou rij).prec e pmtn. 
A inclusão do tipo r j indica que as tarefas têm tempo de liberação, prec indica que as 
tarefas podem ter precedência entre elas e pmtn indica que o escalonamento pode ser 
preemptivo. 
• O termo'!' refere-se à função objetivo. Caso tenhamos'!' = I: wJCJ estamos minimizan-
do o tempo de finalização ponderado das tarefas. Quando temos ~f = Cmax o objetivo é 
minimizar o tempo máximo para completar todas as tarefas (makespan). 
Uma distinção feita em relação a um algoritmo para escalonamento é se ele é on-line ou off-
line. Um algoritmo off-line tem como entrada todos os dados (pj, rj, etc ... ) relativos ao conjunto 
de tarefas. Neste caso o algoritmo tem previamente estes dados e constrói o escalonamento a 
partir deles. Já um algoritmo on-line constrói um escalonamento à medida que o tempo passa 
e que novas tarefas são liberadas. Se uma tarefa j é liberada no tempo t, então o algoritmo só 
toma conhecimento dos dados relativos a j no tempo t. No tempo to algoritmo só possui dados 
das tarefas k para as quais rk :S t. 
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Um tipo de escalonamento que vem sendo estudado recentemente é o caso em que as ta-
refas podem executar em vários processadores ao mesmo tempo. Este tipo de escalonamento 
é chamado escalonamento em multiprocessadores. Cada tarefa j está associada a uma função 
Pj(S) onde S Ç M, de tal forma que o tempo de processamento de j está em função do subcon-
junto de processadores onde ela será executada. Este problema é chamado de escalonamento 
maleável e o termo f3 no esquema de classificação conterá o indicador set. Um escalonamento 
é não maleável se o conjunto de máquinas nas quais a tarefa irá executar está fixo. Desta for-
ma, a tarefa tem tempo de processamento Pj e subconjunto de processadores Tj fixo onde será 
executada. Para este problema o termo f3 conterá o indicador fixj· 
Nas próximas seções, quando estivermos descrevendo os algoritmos, consideramos que es-
tes recebem como parâmetros o conjunto J de tarefas e o conjunto M de máquinas. Dada 
uma tarefa j, sempre consideramos que os atributos relacionados a esta tarefa, como ri, Pi• 
Cj, são inerentes à tarefa j. Se um algoritmo recebe como parâmetro uma tarefa j, estamos 
consequentemente recebendo os dados relativos a esta tarefa. 
Dado um conjunto de máquinas M = { 1, ... , m}, o escalonamento não preemptivo devol-
vido por um algoritmo será uma sequência de listas M1 , .•. , Mm. Cada lista Mi contém uma 
sequência de tarefas M; = (ji,, ... , ji,) indicando que o escalonamento deve executar as tarefas 
ji,, ... , ji, nesta ordem na máquina i, sempre respeitando os tempos de liberação das tarefas. 
Além disso, consideramos que as listas estão vazias no início do algoritmo. Desta forma não 
colocamos os passos para iniciar valores destas listas. 
Dado um escalonamento gerado por algum algoritmo, assumimos nas próximas seções, que 
o valor deste escalonamento representa o valor da função objetivo que estamos interessados 
em minimizar. Desta forma, nos referimos sempre ao valor do escalonamento sem explicitar 
qual é o objetivo de minimização do escalonamento. Além disso, denotamos o valor de um 
escalonamento ótimo por OPT. 
Capítulo 3 
Algoritmos Combinatórios 
A utilização de algoritmos puramente combinatórios é a primeira que nos vem em mente 
quando tentamos resolver um problema. Não existem regras básicas para o desenvolvimento 
de algoritmos de aproximação através de algoritmos combinatórios, a não ser a utilização das 
técnicas básicas já conhecidas como divisão e conquista, algoritmos gulosos, programação dinâ-
mica, etc. É claro que não estamos restritos a estas técnicas quando tentamos resolver qualquer 
problema e algoritmos de aproximação também não devem ficar restritos. 
Um ponto importante na abordagem de algoritmos de aproximação é a busca de bons limi-
tantes para a solução ótima. Sempre devemos ter em mente que é necessário uma maneira de 
se comparar o valor das soluções geradas pelo nosso algoritmo com o valor de uma solução 
ótima, por isso a importância de bons limitantes. Bons Limitantes são aqueles que têm valores 
próximos do valor ótimo. Se estamos querendo minimizar o tempo de término de um escalo-
namento por exemplo, um limitante para o valor ótimo é o maior tempo de processamento de 
uma tarefa. Note que fatores de aproximação baseados unicamente neste limitante podem não 
ser bons. Considere por exemplo, o escalonamento de n tarefas com mesmo tempo de proces-
samento em uma única máquina. Claramente qualquer escalonamento gerado deve gastar pelo 
menos n vezes o tempo da tarefa mais longa. 
Os algoritmos propostos devem, de alguma forma, gerar soluções que fazem uso de estru-
turas do problema que possam ser comparadas com o valor ótimo. Por estruturas do problema 
queremos dizer dados das instâncias do problema que possam ser obtidos facilmente e que são 
comparáveis ao valor ótimo. Um exemplo é o maior tempo de processamento de uma tarefa 
como vimos a pouco. 
Nas seções seguintes daremos exemplos de algoritmos combinatórios e como o fator de 
aproximação é calculado através de limitantes. 
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3.1 Algoritmo de Graham para P li C max 
O algoritmo que apresentamos nesta seção foi proposto por Graham [18] em 1966 e possui 
caráter histórico, pois foi o primeiro algoritmo conhecido a ter uma prova de fator de aproxi-
mação. O algoritmo trata do caso PIICmax. onde temos um conjunto de máquinas idênticas e 
nosso objeúvo é minimizar o tempo de término do escalonamento. 
O algoritmo de Graham tem como entrada um conjunto de tarefas J e um conjunto de 
máquinas M. Cada tarefa j possui tempo de processamento Pj > O que pertence aos racio-
nais. Temos que encontrar uma parúção { Mr, ... , Mm} das tarefas {1, ... , n} que minimize 
maX;(t(M;)) onde t(M;) = l:jEM; pj. ou seja, minimize o tempo de término do escalonamento. 
3.1.1 O Algoritmo 
O algoritmo proposto por Graham baseia-se em uma idéia muito simples: aloque as tarefas 
uma a uma, desúnando cada tarefa à máquina menos ocupada. Caso haja mais de uma máquina 
para alocação de uma tarefa, o algoritmo atribui a tarefa de forma arbitrária a uma das máquinas. 
Por esse critério, a escolha da máquina que irá receber determinada tarefa não depende dos tem-
pos das tarefas que ainda não foram atribuídas a nenhuma máquina. Na figura 3.1 apresentamos 
o algoritmo que denotamos por GH. 
ALGORITMO GH(J, M) 
1. para í de 1 a m faça 
2. M; +- 0 
3. paraj de I a n faça 
4. seja k uma máquina tal que t(Mk) é mínimo 
5. Mk +- Mkllj 
6. devolva 1\lh, ... , Mm 
Figura 3.1: Algoritmo de Graham. 
Como exemplo, considere a entrada ( {1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 10}, 2). Na figura 3.2 apre-
sentamos o escalonamento que o algoritmo gera. 
Ml 
M2 
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Figura 3.2: Escalonamento gerado. 
O escalonamento gerado pelo algoritmo GH tem tempo de término igual a 15 enquanto um 
escalonamento ótimo tem tempo de término igual a 10 e pode ser visto na figura 3.3. 
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Ml 
M2 
Figura 3.3: Escalonamento ótimo. 
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Para esta instância, o algoritmo GH tem um fator de aproximação de i~ = 1,5. Graham 
é considerado o precursor da área de algoritmos de aproximação, pois propôs este algoritmo 
juntamente com uma prova de seu fator de aproximação. 
3.1.2 Razão de Aproximação 
Nesta seção, mostramos o fator de aproximação do algoritmo GH. Vamos mostrar como 
obter o limite de aproximação através da análise de limitantes inferiores. O próximo teorema 
mostra o resultado. 
Teorema 3.1.1 O algoritmo GH é uma (2 - ),)-aproximação para o problema PIICmax· 
Prova. Podemos perceber que ao final da execução do algoritmo, ele produzirá uma partição 
{M1 , ..• , Mm} de {1, ... , n}, ou seja, um escalonamento viável. Isto ocorrejáque todas tarefas 
serão escalonadas. 
Vamos achar agora limitantes inferiores para o valor ótimo. Sabemos que 
• OPT 2: Pmax = maxiPJ e que 
• OPT 2: ),_ L.;=lPi· 
A primeira desigualdade vem do fato de que temos que executar a maior tarefa. A segunda 
desigualdade vem do fato de que se pudéssemos dividir e atribuir o processamento total em 
partes iguais para cada uma das máquinas, este nos daria o menor Cmax possível. 
Seja T o valor do escalonamento gerado pelo algoritmo GH ao final de uma iteração qual-
quer. Seja w a tarefa que foi atribuída à máquina k nesta iteração. É claro que t( Mk) é mínimo 
antes da atribuição da tarefa w. 
Vamos mostrar que T- Pmax :::; t(Mk) antes da atribuição de w. Seja f a máquina tal que 
t(M1) = T. Se f= k então vale que T-Pmax :::; t(Mk) antes da atribuição de w. Caso contrário, 
seja y a última tarefa processada na máquina f. Também é válido que T- Pmax :::; t(MJ) -py :::; 
t(Mk) antes da atribuição de w. Portanto, nenhuma máquina pode estar desocupada no tempo 
T Pmax· Logo vale a desigualdade 
n 
LPJ ::::: m(T- Pmax) + Pmax· 
j=l 
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Consequentemente temos 
1 n m -1 
OPT 2:- I>j 2: T- ( )Pmax· 
m j=l m 
Trocando T na desigualdade (3.1) obtemos 
m-1 
T <Ç:_ OPT+ (--)Pmax· 
m 
Como Pmax -:;_ O PT a seguinte desigualdade é valida 
m-1 1 T-:;. (1 + )OPT = (2-- )OPT. 
m m 
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(3.1) 
A desigualdade acima é válida para o escalonamento gerado no fim de cada iteração, por-
tanto também é válida para o último escalonamento gerado. O 
Para finalizar esta seção mostramos que o fator de aproximação do algoritmo GH é justo, ou 
seja, não é possível fazer uma análise em termos de aproximação melhor do que a apresentada. 
Teorema 3.1.2 O fator de aproximação do algoritiJU) GH é justo. 
Prova. 
Basta observar o exemplo da figura 3.2 e comparar com o valor ótimo apresentado na figura 
3.3. 
o 
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3.2 Um PTAS para o problema PIICmax 
O algoritmo desta seção, proposto por Hochbaum e Shmoys [23], mostra o forte relaciona-
mento entre problemas de empacotamento e escalonamento. O problema PIICmax é fortemente 
relacionado com o problema de empacotamento unidimensional que pode ser definido como: 
• Dados recipientes de tamanho t e n itens { a1 , ... , an}, cada item a; com tamanho Pa,, 
devemos empacotar estes n ítens no menor número de recipientes possíveL O empacota-
mento deve satisfazer a restrição: 
L Dado um recipiente R e um conjunto { X1, ... , xk} de ítens empacotados em R, 
deve-se respeitar I:~=l Px, ::; t, onde t é o tamanho do recipiente R. 
Considere uma instância do problema PIICmax onde temos n tarefas com requerimento 
de processamento {p1, ... , Pn} que devem ser executadas em m máquinas. No te que existe um 
escalonamento com tempo de término Cmax = t se, e somente se, podemos empacotar n itens de 
tamanho {p1 , ... , Pn} em m recipientes de capacidade t. Dado uma instância I = {p1 , ... , Pn}, 
seja bins(I, t) o menor número de recipientes de capacidade t necessários para empacotar I. O 
menor tempo de término Cmax para o problema PIICmax será dado por: mín{ t : bins(I, t) ::; 
m}. 
Seja LB = max{,:. L:~=1 p;,Pmax}- Como vimos na seção anterior, LB é um limitan-
te inferior e 2LB é um limitante superior para o valor ótimo do problema PIICmax· Pode-
mos determinar o menor Cmax com uma busca binária neste intervalo com a restrição de que 
bins(I, Cmax) ::; m. Na seção seguinte apresentamos um algoritmo polinomial para um caso 
particular do problema de empacotamento unidimensional. 
3.2.1 Algoritmo para Empacotamento em Recipientes 
Nesta seção apresentamos um algoritmo polinomial ótimo para resolver instâncias do pro-
blema de empacotamento em recipientes de tamanho t, quando o número de tamanhos diferen-
tes dos itens é limitado por uma constante k. Uma instância deste problema, pode ser definida 
por uma k-tupla (t1, ... , tk) especificando quantos objetos de cada tamanho existem. Assim, 
vamos supor que o algoritmo recebe um conjunto de itens I e gera a partir deste conjunto, a tupla 
representante. Seja BINS( t1 , ... , tk) o menor número de recipientes necessários para empacotar 
os itens representados pela tupla (t1, ... , tk)- O algoritmo, denotado por PacKHS, recebe como 
parâmetro os itens e um valor especificando o tamanho dos recipientes. O algoritmo pode ser 
visto na figura 3 A. 
Dada uma tupla (n1 , ... , nk), o algoritmo primeiramente calcula o conjunto Q dado por 
todas k-tuplas (qb ... , qk) tal que BINS(q1 , ••• , qk) = 1 e O ::; q; ::; n;, 1 ::; i ::; k. Claramente 
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ALGORITMO PackHS(l,t) 
1. particione I = I 1 U ... U h tal que itens de I; são todos do mesmo tamanho, 1 ::; i ::; k 
2. geretupla(n1 , ... ,nk) talquen; = II;I, 1 :Si :S k 
3. gere tupla (s1 , ... , sk) tal que s; = Px• x E I;, 1 :Si :S k 
4. Q +- 0 
5. para cada tupla (q1 , ... , qk) tal que O::; q; ::; n;, 1 ::; í::; k, faça 
6. se 2::::~= 1 S; • q; :S t então 
7. Q +- Q u {(q1,-· .,qk)} 
S. BI N S ( ( q1, ... , qk)) +- 1 
9. para cada tupla (i1, ... , ik); O ::; i; :S n;, 1 ::; i::; k faça 
10. BINS(i1, ... ,ik)+-1+min{BINS(i1-q1, ... ,ik qk): V (q1, ... ,qk)EQ} 
11. devolvaBINS 
Figura 3.4: Algoritmo para empacotar itens no menor número de recipientes. 
o conjunto Q possui menos que nk elementos. Em seguida o algoritmo calcula entradas de 
uma tabela k-dimensional. Cada entrada da tabela é definida por BINS(i1, ... , ik) para todo 
(ib ... , ik) E {0, ... , n1} x {0, ... , n2} x ... x {0, ... , nk}- Cada entrada (i1, ... , ik) da tabela 
representa o menor número de recipientes necessários para empacotar estes itens. A tabela é 
iniciada com BINS(q) = 1 para cada q E Q. As demais entradas da tabela são calculadas 
usando-se a seguinte recorrência: 
O algoritmo pode ser implementado de forma a calcular cada entrada da tabela com com-
plexidade de tempo O(nk) e a tabela inteira com complexidade de tempo O(n2k). Vamos supor 
nas seções seguintes, que junto com a função BINS, o algoritmo devolve um empacotamento 
dos itens. 
3.2.2 O Algoritmo para o Problema PIICmax 
Nesta seção apresentamos o algoritmo que gera o escalonamento utilizando o algoritmo 
PackHS da seção anterior. Para tanto, temos que limitar o número de diferentes tempos de 
processamento arredondando-os. 
Seja E um número positivo e tE [LB, 2LB]. Na figura 3.5 apresentamos um algoritmo, de-
notado por Round, que arredonda os tempos de processamento das tarefas a serem escalonadas, 
de tal forma a ter um número constante de tempos de processamento diferentes. 
O algoritmo devolve dois conjuntos, Rl e R2. O conjunto R2 tem as tarefas consideradas 
pequenas. Dizemos que uma tarefa é pequena se seu tamanho é menor do que Et. O conjunto 
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ALGORITMO Round(J,c,t) 
1. para cada j E J faça 
2. Rl t- 0 
3. R2 t- 0 
4. 
5. 
6. 
7. 
8. 
9. 
10. 
11. 
se Pi 2: tt então 
seja i o inteiro tal que tc(l +c); :::; Pj < tc(l + c)i+1 
j' = j 
Pj' +- tc(1 +c); 
R1 t- R1 u {j'} 
senão 
R2 t- R2 u {j} 
devolva R1 e R2 
Figura 3.5: Algoritmo para arredondar tamanho dos ítens. 
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R1 contém as tarefas consideradas grandes. Estas tarefas têm seu tempo de processamento 
arredondado da seguinte forma: cada Pj no intervalo [tc(1 +c)\ tc(l + c)i+1) é trocado por 
pj = tc(1 + c); para i 2: O. Os pj criados podem assumir no máximo k = flogH, ~ l valores 
distintos. Com isso, podemos determinar um empacotamento ótimo para estes itens usando o 
algoritmo PackHS. Como o arredondamento reduz o tamanho de cada item por um fator de no 
máximo 1 +c, se considerarmos os seus tamanhos originais, o empacotamento será válido para 
recipientes de tamanho t(1 +c). 
Considerando as tarefas como objetos a serem empacotados, na figura 3.6 apresentamos um 
algoritmo, denotado por PackHS2, que empacota as tarefas do conjunto J em recipientes de 
tamanho t(1 +c). 
Todos os ítens são empacotados em recipientes de tamanho t(1 + c). Os ítens grandes 
do conjunto R1 são empacotados de forma ótima pelo algoritmo PackHS. O algoritmo então 
empacota os objetos pequenos de maneira gulosa nos espaços que possivelmente sobraram. Só 
é utilizado um novo recipiente se todos os demais estiverem cheios por pelo menos t. 
Vamos denotar por a( J, t, c) o número de recipientes usados pelo algoritmo PackHS2 pa-
ra empacotar todos os ítens. O lema abaixo mostra que o número de recipientes usados pelo 
algoritmo PackHS2, para empacotar todas as tarefas, não é maior do que o número de recipi-
entes usados por uma solução ótima. Vale lembrar que no algoritmo é utilizado recipientes de 
tamanho t ( 1 +c) enquanto a solução ótima que empacota estes itens usa recipientes de tamanho 
t. 
Lema 3.2.1 O número de recipientes usados pelo algoritmo PackHS2 para empacotar uma 
instância ( J, t, c) é no máximo o número de recipientes usados em uma solução ótima, ou seja, 
c:x(J, t,c):::; bins(J, t). 
3.2. Um PTAS para o problema PIICmax 
ALGORITMO PackHS2(J,E,t) 
1. Round(J,E,t) 
2. PackHS(R1,t) 
3. sejaM= {1, ... , l}, o conjunto de recipientes com empacotamento de R1 
4. para cada j E R2 faça 
5. para i +- 1 até l faça 
6. se j pode ser empacotado em i então 
7. Mi +- M;llj 
8. break 
9. se j não foi empacotado então 
10. l +- l + 1 
11. crie novo recipiente l 
12. Mt +- Md lj 
13. devolvaM, ... , Mt 
Figura 3.6: Algoritmo para empacotar todos os ítens (tarefas). 
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Prova. Os ítens grandes são empacotados de maneira ótima pelo algoritmo Pacl{HS. Se todos 
os ítens pequenos puderem ser empacotados sem utilizar nenhum novo recipiente, então o lema 
vale já que os ítens grandes foram empacotados de maneira ótima. Se o algoritmo PackHS2 
precisar criar novos recipientes, é porque todos os demais estão preenchidos com pelo menos t 
de tamanho, já que os recipientes tem tamanho t(l +E) e todos os ítens pequenos tem tamanho 
menor que tE. Logo, todos os recipientes estão ocupados com pelo menos t com exceção do 
último recipiente criado. Como bins( J, t) considera recipientes de tamanho t, este terá que usar 
pelo menos a mesma quantidade de recipientes. 
o 
Como o valor de um escalonamento ótimo para o problema PIICmax é dado por OPT = 
min{ t : bins( J, t) ::; m }, temos, aplicando o lema 3.2.1, que min{ t : a( J, t, E) ::; m} ::; OPT. 
Temos que achar então o menor valor de t tal que a(J, t, E) ::; m. O algoritmo da figura 3.7, 
denotado por HS, gera o escalonamento para o problema PIICmax-
0 algoritmo faz uma busca binária com t no intervalo [LE, 2LE] até que a busca diminua 
para um intervalo de tamanho ELE. Para cada valor t, é gerado um empacotamento com o 
algoritmo PackHS2. A resposta do algoritmo HS é o empacotamento com o menor t tal que 
a( J, t, E) ::; m. O tamanho deste empacotamento é dado por tmin· 
Na busca binária, o algoritmo considera o intervalo [LE, 2LE] dividido em intervalos dis-
cretos de tamanho ELE. Existem ~ intervalos de tamanho ELE entre LE e 2LE. Logo, o 
algoritmo faz urna busca binária em ~ intervalos e isto é feito com pog2 ~ l iterações. Seja T 
o ponto mais a direita do intervalo em que o algoritmo termina a busca, ou seja, T = MAX 
3.2. Um PTAS para o problema PIICmax 
ALGORITMO HS(J,M,E) 
1. MIN <-- LB 
2. 
3. 
4. 
5. 
6. 
7. 
8. 
9. 
10. 
11. 
MAX<-- 2LB 
enquanto MAX - MIN > ELE faça 
t <-- MAX-MIN +MIN 
2 
PackHS2( J, E, t) 
se a( J, t, E) :S m então 
MAX<- t 
tmin f- f 
senão 
MIN <-- t 
devolva tmin e empacotamento M1, ... , Mm gerado por PackHS2 
Figura 3.7: Algoritmo que gera o escalonamento das tarefas. 
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quando o algoritmo termina. O lema abaixo mostra um limite para o valor de tmin obtido na 
busca binária. 
Lema 3.2.2 Seja T o ponto mais a direita no intervalo em que o algoritmo encerra a busca 
binária. Vale que T :S (1 + E)OPT. 
Prova. O algoritmo faz uma busca binária até que o intervalo de busca diminua para um tamanho 
de ELE, ou seja até termos MAX- MIN <ELE. Sabemos que min{t: a(J, t, E) :S m} está 
no intervalo [MIN, MAX] e consequentemente no intervalo [T-ELE, T]. Logo temos 
T :S min{t: a(J, t, E) :S m} +ELE. 
Como LE é um limitante inferior do valor ótimo, temos que T :S (1 + E)OPT. 
o 
Com o limitante obtido no lema 3.2.2, podemos mostrar que o algoritmo HS é um PTAS 
para o problema PIICmax· Note que o algoritmo não é um FPTAS porque o algoritmo PackHS 
tem complexidade de tempo O(n2 rlogi+, ~ 1) 
Teorema 3.2.3 Dada uma instância (J, M) parao problema PIICmax e um ualque 1 >E> O, 
o algoritmo HS produz um escalonamento tendo tempo de término no máximo (1 + 3E)OPT. 
Prova. O algoritmo acha um escalonamento de tamanho no máximo (1 +E)T já que o algoritmo 
PackHS2 empacota as tarefas em recipientes de tamanho no máximo (1 + E)T. Como T :S 
(1 +E)O PT pelo lema 3.2.2, temos um limite para o tamanho do escalonamento de (1 +E) 20 PT. 
Mas (1 + E) 2 = 1 + 2E + E2 :S (1 + 3E),já que 1 >E. 
o 
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3.3 Uma 2-aproximação para li r J I L: Cj 
O algoritmo desta seção, proposto por Phillips, Stein e Wein [31], faz transformações de 
escalonamentos preemptivos para não preemptivos. A forma apresentada aqui, será específica 
para o problema llrjl L:Cj. onde deve-se montar um escalonamento em uma única máquina 
minimizando a soma dos tempos de término das tarefas. Cada tarefa j possui um tempo de 
liberação rj, antes do qual não pode ser processada. O algoritmo, que denotamos por PSW, é 
apresentado na figura 3.8. O algoritmo usa uma função first, que devolve o primeiro elemento 
de uma lista. 
ALGORITMO PSW(J) 
1. sejaS um escalonamento ótimo para o problema llrj,pmtniCj com as tarefas J 
2. seja C} o tempo de término de cada tarefa j no escalonamento S 
3. seja L uma lista com tarefas de J ordenadas pelos respectivos valores C} 
4. enquanto L # 0 faça 
5. j *- first( L) 
6. L*- L\ {j} 
7. escalone j de forma não preemptiva a partir de C} 
8. atualize os valores de Cf para todos k E L 
Figura 3.8: Algoritmo para transformar escalonamento preemptivo em não preemptivo. 
Após gerar um escalonamento preemptivo, o algoritmo ordena as tarefas por ordem de tér-
mino do escalonamento preemptivo. O algoritmo gera um outro escalonamento não preemptivo 
da seguinte forma. Para cada tarefa j, é alocado, a partir do tempo C}, espaço suficiente pa-
ra executá-la de forma não preemptiva. Neste processo, ao alocar espaço para uma tarefa, as 
demais tarefas que terminam depois de C} são deslocadas para frente, por isso são atualizados 
seus valores de tempo de término na linha 8 do algoritmo. Como exemplo considere a figura 
3.9. 
Baker [8] apresenta um algoritmo polinomial para o problema llrj,pmtnl L;Cj que de-
notamos por Bk. O algoritmo Bk é baseado na seguinte idéia: a qualquer instante, execute 
a tarefa com menor tempo para ser finalizada. Apresentamos o algoritmo Bk na figura 3.10. 
No algoritmo temos uma lista L que está sempre ordenada em ordem crescente por tempo de 
processamento das tarefas. A função first devolve o primeiro elemento da lista e a função last 
devolve o tempo restante que falta para a última tarefa em execução terminar. Denotamos por 
t ( m) o tempo de término da última tarefa em execução na máquina m. 
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Figura 3.9: Temos três tarefas para escalonar {1, 2, 3}. O escalonamento ótimo preemptivo é 
apresentado em (a). Em (b) aloca-se espaço para que o escalonamento fique não preemptivo. 
Em (c) temos o escalonamento não preemptivo. 
3.3.1 Resultados 
A seguir mostramos que usando o algoritmo Bk no passo 1 do algoritmo PSW, obtém-se 
uma 2-aproximação para o caso não preemptivo. Dado uma tarefa j, denotamos seu tempo de 
término no escalonamento preemptivo por CJ e seu tempo de término no escalonamento não 
preemptivo por Cj. O próximo teorema mostra o fator de aproximação do algoritmo P SW para 
o problema llrjiCj· 
Teorema 3.3.1 o algoritmo PSW é uma 2-aproximação para o problema 1 h I I: cj quando 
utilizanws o algoritmo Bk no passo 1. 
Prova. Seja j uma tarefa qualquer. Seja C} o tempo de término da tarefa j no escalonamento 
preemptivo e Cj o tempo de término no escalonamento não preemptivo. Considere o último 
pedaço de j que foi executado no escalonamento preemptivo, cujo tamanho é qj. Este pedaço 
foi escalonado do tempo CJ - qj até CJ. O algoritmo PSW insere Pj - qj unidades de tempo 
a partir de CJ e escalona j de maneira não preemptiva no bloco resultante de tamanho Pj· 
Desta maneira todas as tarefas que executam após CJ são empurradas sem alterar a ordem do 
escalonamento e sem violar os rj. O algoritmo PSW remove todos os pedaços de j que ocorriam 
antes de CJ- kj. Neste processo temos que: 
Cj :::: (Cf + L Pk) + Pj· (3.2) 
k:cr<cf 
O algoritmo executa j a partir de CJ somado com o deslocamento que ocorreu devido ao 
processamento não preemptivo das tarefas k que terminaram antes de j. A desigualdade (3.2) 
pode ser reescrita da seguinte forma: 
Cj :::: C} + L Pk· 
k:CJ:S:Cf 
(3.3) 
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ALGORITMO Bk( J) 
1. L+- 0 
2. seja l o menor tempo de liberação das tarefas 
3. para cada j E J com rj = l faça 
4. insira j em L 
5. J +- J- j 
6. r L +- l 
7. enquanto (L# 0) faça 
8. se t(M1 ) ::; r L então 
9. M1 +- M1llfirst(L) 
10. se L= 0 então 
11. seja l o menor tempo de liberação das tarefas em J 
12. para cada j E J com rj = l faça 
13. insira j em L 
14. J +- J- j 
15. rL +- l 
16. senão 
17. se PJírst(L) < last(M1) então 
18. troque a primeira tarefa de L com o último processo da máquina m 1 
19. senão 
20. se J = 0 então 
21. rL +- t(M1) 
22. senão 
23. seja l o menor tempo de liberação das tarefas em J 
24. se l > t(M1) então 
25. rL +- t(M1) 
26. senão 
27. para cada j E J com rj = l faça 
28. insira j em L 
29. J +- J- j 
30. rL +- l 
31. devolva M1 
Figura 3.10: Algoritmo de Baker para o caso preemptivo. 
O somatório desta desigualdade é menor ou igual que CJ já que estamos somando os tempos de 
processamento das tarefas que terminam antes de j mais seu próprio requisito de processamento 
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Pi· Logo vale que Cj::; 2Cf e portanto 
L Cj:::: 2 L CJ:::: 20FT, 
jEJ jEJ 
já que o escalonamento preemptivo ótimo é um limitante para o escalonamento não preemptivo 
ótimo. D 
Note que poderíamos obter um outro escalonamento não preemptivo da seguinte forma: Se-
ja j a última tarefa a terminar, ou seja, cujo Cf é máximo. Podemos escalonar todas tarefas 
a partir de Cf até 2Cf de maneira não preemptiva. Este escalonamento é viável já que pode-
mos escalonar de forma não preemptiva as tarefas no mesmo espaço de tempo gasto na forma 
preemptiva. Também respeitamos os r i pois é claro que em C!:-.ax todas as tarefas já foram libe-
radas. Mas ao escalonarmos desta forma, não temos nenhuma garantia das relações entre Cf e 
Ci das tarefas i, com exceção da última tarefa j. Veja que ao trabalharmos com algoritmos de 
aproximação, é importante que tenhamos sempre alguma forma de relacionar nossos resultados 
com o valor de uma solução ótima. 
3.3.2 Aproximação Justa 
Quando desenvolvemos algoritmos de aproximação é interessante mostrar que o algoritmo 
tem fator de aproximação justo, ou seja, mostrar que existem instâncias para as quais o algo-
ritmo devolva o valor limitante. Isto nos permite mostrar que o algoritmo proposto não pode 
ter seu fator de aproximação melhorado. Como exemplo mostramos que o algoritmo PSW da 
seção anterior tem fator de aproximação justo. 
Teorema 3.3.2 O fator de aproximação do algoritnw PSW é justo. 
Prova. Considere a seguinte instância para o algoritmo: No tempo O uma tarefa j 1 com requisito 
de processamento E é liberada; no tempo E - 2 uma tarefa j 2 com requisito de processamento 
1 é liberada e no tempo E + 1, x tarefas com requisito de processamento 1 são liberadas. O 
escalonamento ótimo preemptivo para esta instância é obtido da seguinte forma. Escalone a 
tarefa j 1 até o tempo E- 2, pare-a e execute a tarefa j 2 até o tempo E- 1. Termine de executar 
j 1 até o tempo B + 1. Depois execute as x tarefas restantes. Neste caso temos 
E- 1 + B + 1 + "'B+x+l. Li==B+2 't 
2B + Ex + (2+x+l)x 
2 
2E +Ex- 1 + (x+l~x+2l. 
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Um escalonamento ótimo não preemptivo é obtido executando a tarefa ]I até o tempo B e 
executando as demais tarefas em seguida. Este escalonamento tem valor maior em uma unidade 
do que o escalonamento preemptivo. 
O algoritmo por sua vez, transforma o escalonamento preemptivo em mn escalonamento 
não preemptivo onde j2 termina no tempo B- 1, j 1 termina no tempo 2B - 1 e as x tarefas são 
executadas em seguida. Temos então 
L;Cj= 
Fazendo x = vB temos que 
B - 1 + 2B - 1 + I:i!2-;i+x i 
3B + 2Bx- 2 + x(x
2
-l). 
2Bx + 3B- 2 + x(x-l) 
lim 2 = 2. 
B-+oo Bx + 2B - 1 + (x+l)(x+2) 
2 
Logo, a transformação do escalonamento preemptivo para o não preemptivo usando este 
algoritmo, tem fator de aproximação justo. O 
Capítulo 4 
Algoritmos Baseados em Programação 
Linear 
Neste capítulo apresentamos algoritmos que utilizam programação linear para obtenção de 
aproximações para problemas de escalonamento. Um programa linear, é um problema de oti-
mização onde o objetivo é otimizar uma função linear com variáveis reais, cujos valores devem 
satisfazer um conjunto de restrições lineares. A função a ser otimizada é chamada função obje-
tivo. 
Se restringirmos as variáveis do programa linear para valores inteiros, temos então um pro-
grama linear inteiro. Para nós, este último modelo é bastante útil, uma vez que muitos pro-
blemas de otimização podem ser facilmente escritos como programas lineares inteiros, mas de 
modo geral, a resolução de um programa linear inteiro é NP-difícil. Uma estratégia para atacar 
problemas NP-difíceis é relaxar o programa linear inteiro e resolvê-lo de forma fracionária. 
Posteriormente, tal solução fracionária é transformada em uma solução inteira através de algu-
ma estratégia de arredondamento. Existem métodos eficientes para a resolução de programas 
lineares de forma fracionária. 
A solução de um programa linear relaxado é em geral um limitante para o valor ótimo, já 
que o espaço de soluções fracionárias contém o espaço de soluções inteiras. Para obter soluções 
inteiras, muitos dos algoritmos arredondam a solução fracionária tentando limitar as perdas. 
Nas seções seguintes apresentamos alguns algoritmos que utilizam modelos de programa-
ção linear. Não é nossa intenção mostrar resultados relacionados a teoria de programação linear. 
Apenas usamos resultados que sabemos serem válidos e os aplicamos a algoritmos de aproxi-
mação. Para mais detalhes sobre teoria de programação linear veja [10, 14]. 
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4.1 Uma 2-Aproximação para RIICmax 
O algoritmo desta seção foi proposto por Lenstra, Shmoys e Tardas [28]. Este algoritmo 
faz um arredondamento da solução de um programa linear obtendo uma 2-aproximação para 
o problema RllCmax· Neste problema temos um conjunto de máquinas não relacionadas e 
devemos minimizar o tempo de término do escalonamento gerado. Apresentamos a seguir um 
programa linear para este problema. 
4.1.1 Formulação Linear do Problema 
Lenstra, Shmoys e Tardas propuseram uma formulação linear para este problema usando 
variáveis binárias X;j para cada par j E J, i E M. A variável X;j tem valor 1 se a tarefa 
j é alocada ao processador i e tem valor O caso contrário. Além disso, há na formulação uma 
variável t, que representa a função objetivo, ou seja, t = Cmax· O programa linear é apresentado 
a segmr: 
Min t 
l:iEM Xij 1 'ij E J (4.1) 
I;jEJ XíjPíj < t 'ii EM ( 4.2) 
Xij > o 'ií EM, 'ij E J. (4.3) 
A restrição (4.1) garante que toda tarefa será atribuída a exatamente uma máquina. A restri-
ção (4.2) garante que nenhuma máquina executará mais do que o tempo t. 
O problema com esta formulação é que a razão entre uma solução ótima inteira deste sistema 
e uma solução ótima fracionária pode ser muito grande como mostra o seguinte lema. 
Lema 4.1.1 Existe uma instância para o problema RJICmax para o qual a razão entre uma 
solução ótima inteira e uma solução ótima fracionária do programa linear acima é m. 
Prova. Considere uma instância onde temos apenas uma tarefa com requisito de processamento 
m em cada uma de m máquinas idênticas. A solução ótima inteira é m. A solução fracionária 
do programa linear alocaria ,;. de processamento para cada máquina resultando em uma solução 
fracionária de valor L O 
Logo, não conseguimos nenhuma aproximação melhor do quem se usarmos como limitante 
para o valor ótimo, apenas o valor da solução ótima fracionária do programa linear dado. Isto 
mostra a importância de se obter bons limitantes. Portanto, ao invés de usar a formulação dada, 
o algoritmo resolve vários programas lineares com a restrição de que o valor do escalonamento 
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achado deve ser maior do que o tempo de processamento de cada uma das tarefas nas máquinas 
em que executam. Seja T um valor inteiro positivo que achamos ser o valor ótimo. Definimos 
também o conjunto Sr = { (i, j) IPii ::; T}. Com isso, temos uma família de programas lineares 
l.P(T), um para cada valor possível de T. Só usamos valores de T para o qual todas tarefas 
podem ser processadas em pelo menos uma máquina. O programa linear l.P(T) usa variáveis 
X;j somente para os pares (i, j) E Sr. Desta forma, é obtido um valor de escalonamento mínimo 
onde desconsidera-se a construção de escalonamentos como o do lema 4.1.1. Para cada valor 
T, o algoritmo resolve o programa linear l.P(T) abaixo e apenas considera se ele admite solução 
ou não. 
I::i,(i,j)ESr X;j 1 Vj E J 
LP(T) 
I:;j,(i,j)ESr X;jPij < T Vi EM 
Xij > o V(i, j) E Sr 
4.1.2 Propriedades dos Pontos Extremais 
Descrevemos aqui algumas propriedades dos pontos extremais do programa linear l.P(T). 
Pontos extremais são soluções ótimas de um programa linear. 
Lema 4.1.2 Qualquer ponto extremai para l.P(T) tem no máximo n + m variáveis diferentes 
de zero. 
Prova. Seja r= ISrl o número de variáveis que LP(T) possui. Da teoria de poliedros, sabemos 
que uma solução viável para LP(T) é um ponto extremal se, e somente se, ela satisfaz r restrições 
linearmente independentes com igualdade. Destas r restrições, pelo menos r - ( n + m) devem 
ser escolhidas das últimas desigualdades (X;j ;::: 0). As variáveis destas últimas restrições 
receberão O, logo, teremos no máximo n + m variáveis diferentes de zero. 
D 
Dada uma solução x do programa linear LP(T), dizemos que uma tarefa j é integralmente 
atribuída em x se ela é inteiramente alocada a uma única máquina. Caso contrário, dizemos que 
a tarefa j é alocada de forma fracionária. 
Lema 4.1.3 Qualquer ponto extremai que é solução de l.P(T) deve ter pelo menos n-m tarefas 
integralmente atribuídas. 
Prova. Considere uma solução que é ponto extremal para LP(T) e sejam a e (3 o número de 
tarefas alocadas integralmente e de forma fracionária, respectivamente. Cada tarefa alocada de 
forma fracionária deve ser alocada a pelo menos 2 máquinas. Desta forma temos: 
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a + (3 = n e a + 2(3 :S n + m. 
A última desigualdade segue do lema anterior. Temos que a + 2(3 = n + f3 :S n + m. Isto 
implica que f3 :S m. Sabemos que a seguinte igualdade é valida, 
a+ (3 - m = n - m. 
Como (3 :S m, temos que ((3 - m) :S O e portanto vale que a 2: n - m. 
o 
Dada uma solução x de LP(T) que é ponto extrema!, definimos um grafo Gx = ( J, M, E) 
bipartido onde J e M são vértices e cada aresta de E será definida da seguinte forma: (j, i) E E 
se, e somente se, X;j i' O. Definimos também o grafo Hx que é o grafo induzido de Gx 
possuindo apenas arestas (j, i) para X;j tal que O < Xij < L 
Dizemos que um grafo conexo com K vértices é uma pseudo árvore se ele contém no má-
ximo K arestas. Dizemos que um grafo é uma pseudo floresta se cada um de seus componentes 
for uma pseudo árvore. Os próximos dois lemas nos mostram algumas propriedades dos grafos 
definidos. 
Lema 4.1.4 O grafo Gx é uma pseudo floresta. 
Prova. Seja Gc um componente conexo de Gx- Vamos mostrar que Gc é uma pseudo árvore. 
Restringimos o programa linear LP(T) e x apenas para este componente G c, obtendo LPc(T) e 
X c- O programa linear LPc(T) tem apenas as variáveis relativas a Gc assim como Xc é o vetor 
restrito a estas variáveis. Seja x, o vetor solução das demais variáveis de x. Vamos mostrar que 
X c é ponto extrema! de LPc(T). Suponha que X c não seja ponto extrema!. Neste caso X c é uma 
combinação convexa de outras duas soluções X a e Xb, de LPc(T). Temos que X c= axa + f3xb, 
onde f3 = 1 - a. Vamos montar outros dois vetores x 1 e x2 da seguinte forma: x 1 receberá 
os valores de x, multiplicados por 2~ e os valores de Xa nas respectivas posições assim como 
em x; x2 receberá os valores de x, multiplicados por 2~ e os valores de Xb- Assim temos que 
x = ax1 + f3x2, o que implica que x não é um ponto extrema!. Logo X c é ponto extrema! de 
LPc(T). Aplicando o lema 4.1.2 mostramos que Gc é uma pseudo árvore. 
o 
Lema 4.1.5 O grafo Gx tem um emparelhamento perfeito. 
Prova. Cada tarefa alocada integralmente tem exatamente uma aresta incidente em Gx- Retiran-
do estas tarefas de Gx juntamente com suas arestas, obtemos o grafo Hx- Como a quantidade de 
vértices e arestas retiradas são iguais, temos que H x é uma pseudo floresta. Cada componente 
de Hx é uma pseudo árvore, portanto qualquer componente tem no máximo um ciclo. Em H x 
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cada tarefa tem grau pelo menos 2, portanto todas as folhas que existirem em H x são máquinas. 
Para cada componente de Hx que possuir folha, retiramos de maneira sucessiva, uma máquina 
e a tarefa incidente na respectiva aresta, obtendo no final, ciclos pares já que Hx é bipartido. 
Casando alternadamente as arestas desses ciclos finalizamos o nosso emparelhamento. Como 
exemplo, na figura 4.1 apresentamos um possível grafo Hx. As arestas mais escuras correspon-
dem ao emparelhamento. 
o 
:---(M 
M)---( 
M 
Figura 4.1: Atribuição a partir do emparelhamento. 
4.1.3 O Algoritmo 
Descrevemos agora o algoritmo e provamos que este é uma 2-aproximação para RIICmax· 
Primeiramente vamos calcular um limitante para o espaço de busca. Aloque cada tarefa em uma 
máquina onde sua execução é realizada no menor tempo possível. Seja a o tempo de término 
do escalonamento obtido. O algoritmo, denotado por LST, segue na figura 4.2. 
Com uma busca binária no intervalo [;;,, a] o algoritmo obtém o menor valor inteiro positivo 
T para o qual LP(T) possui solução viável. Seja T' este valor e x a correspondente solução que 
é ponto extremai. As tarefas com valores integrais em x são alocadas em suas máquinas espe-
cificadas. A partir da solução fracionária de x é construído o grafo Hx e um emparelhamento 
perfeito sobre este grafo. As demais tarefas são alocadas de acordo com o emparelbamento. 
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ALGORITMO LST(J, M) 
1. T~a 
2. MIN ~;;, 
3. MAX~ a 
4. enquanto MAX - MIN > 1 faça 
5. T' ~ r MAX2ML"'l + MIN 
6. se LP(T') possui solução então 
7. T ~ T' 
8. MAX~ T' 
9. senão 
10. MIN ~ T' 
11. seja x = (xn, ... , Xnm) a solução de LP(T) 
12. para i ~ 1 até m faça 
13. para j ~ 1 até n faça 
14. se X;j = 1 então 
15. M; ~ M;llj 
16. construa o grafo Hx para tarefas não alocadas 
17. seja P = { Uw, mw), ... , Ur. mr)} o emparelhamento perfeito de H x 
18. para cada aresta (j, i) E P faça 
19. M; ~ M;llj 
20. Devolva M1 , •.. , Mm 
Figura 4.2: Algoritmo para escalonamento de máquinas não relacionadas. 
O teorema a seguir conclui esta seção mostrando o fator de aproximação do algoritmo. 
Teorema 4.1.6 O algorit11U) LST é uma 2-aproximação para RIICmax· 
Prova. Seja T* o valor ótimo obtido pelo algoritmo após a busca binária e x a correspondente 
solução que é ponto extremai. Como T* :S OPT, as tarefas que foram atribuídas de forma 
integral na solução x geram um escalonamento com tempo de término menor ou igual a T*. 
As tarefas que têm solução fracionária são atribuídas segundo o emparelhamento perfeito. Pelo 
lema 4.1.3, sabemos que existem no máximo m tarefas atribuídas desta forma. Logo, cada 
máquina recebe no máximo uma tarefa a mais. Como para toda tarefa restringimos o problema 
a instâncias onde Pij :S T*, temos que o escalonamento gerado é no máximo 20 PT. O 
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4.2 Um PTAS para P3lfixjiCmax 
Este problema é chamado de escalonamento de tarefas multiprocessadas em máquinas de-
dicadas. O algoritmo que apresentamos foi desenvolvido por Amoura et al. [2]. Vamos primei-
ramente dar algumas definições sobre o problema. Cada tarefa j tem tempo de processamento 
PJ e conjunto Tj de máquinas que irá processar. Dizemos que TJ é o tipo da tarefa j. Durante 
a execução da tarefa j, os processadores de TJ estão dedicados exclusivamente a sua execução. 
Dadas duas tarefas j e k, dizemos que elas são compatíveis se TJ n Tk = 0. Informalmente, 
duas tarefas são compatíveis se podem ser processadas simultaneamente. Chamamos de uma 
configuração uma coleção C de tipos tal que: 
Na próxima seção mostramos que para o caso PmlfixJ,pmtniCmax existe um algoritmo 
ótimo polinomial. Na seção seguinte usamos o algoritmo preemptivo ótimo para obter um 
PTAS para o caso P3lfixj1Cmax· 
4.2.1 Um algoritmo linear para o caso Pmlfixj, pmtniCmax 
No caso Pm[fixj,pmtniCmax temos um número fixo m de processadores. Primeiramente 
mostraremos uma formulação linear deste problema. Vamos denotar por #C o número total de 
configurações em função de m. O programa linear tem variáveis Xí para cada configuração C;. 
Particionando as tarefas em função do seu tipo T ternos os subconjuntos: 
J7 = {j E Jl tarefa j tem tipo r}. 
Para cada tipo T também calculamos 
Com isso podemos montar o seguinte programa linear que denotamos por LPP. 
Min L:!~ X; 
(LPP) 
Í:tl-rECi Xt '1/rÇ{l, ... ,m} > DT 
X; > o i= l, ... ,#C 
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As variáveis x; recebem valores que representam o tempo que as máquinas processam a 
configuração C;. Desta forma, o programa linear minimizao tempo total Cmax (que é o tempo 
correspondente à execução das configurações que recebem valores diferentes de 0), com ares-
trição de que deve ser alocado espaço suficiente para executar todas as tarefas. Na figura 4.3 
apresentamos o algoritmo que denotamos por ABKMpmtn· 
O algoritmo primeiramente monta e resolve o programa linear LPP. Para cada variável xj, 
obtida na resolução do programa linear LPP, diferente de zero, o algoritmo atribui processos à 
configuração correspondente ocupando todo o tempo relativo a esta variável. Processos que não 
podem ser executados totalmente nesta configuração são interrompidos e recomeçados posteri-
ormente em outra configuração. 
ALGORITMO ABKMpmtnU, M) 
1. resolva programa linear LPP obtendo uma solução ótima (xi, ... , x#cl 
2. para i +- 1 até #C faça 
3. para cada tipo T E C; faça 
4. 
5. 
6. 
7. 
8. 
9. 
10. 
11. 
12. 
13. 
14. 
15. 
16. 
17. 
18. 
f[+-- x; 
para cada tarefa j faça 
para i +- 1 até #C faça 
se Tj E C; então 
seja f[ o tempo disponível para o tipo Tj em C; 
se t[ :2: Pj então 
execute j integralmente em C; 
f[+- t[ Pj 
Pj +-O 
break 
senão 
execute fração t[ de Pj em C; 
Pj +- Pj- t[ 
f':+- o 
' devolva (C I. ... , C#c) 
Figura 4.3: Algoritmo para escalonamento preemptivo de tarefas multiprocessadas. 
O seguinte teorema mostra que o algoritmo ABKMpmtn é ótimo e pode ser executado em 
tempo linear. 
Teorema 4.2.1 O escalonamento gerado pelo algoritmo ABKMpmtn é ótimo e é gerado com 
complexidade de tempo O(n). 
Prova. Primeiramente vamos analisar a complexidade do algoritmo. Dado que o número m de 
processadores é constante, temos um número constante de configurações e portanto um número 
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constante de variáveis. Da mesma forma, o número de tipos diferentes é em função de m, o que 
implica que temos um número constante de restrições. Logo a resolução do programa linear 
LPP tem complexidade 0(1), assim como a execução dos laços sobre tipos e configurações. 
Para escalonar as tarefas, as atribuímos aos espaços representados pelas configurações (passo 
5-17). Isto pode ser feito com complexidade O(n). 
Como o escalonamento é preemptivo, o programa linear LPP resolve de forma ótima o 
problema. O algoritmo gera um escalonamento exatamente de tamanho L;!,~ xi que é a solução 
ótima de LPP. 
o 
Usando idéias deste algoritmo, é possível desenvolver um PTAS para o caso não preemptivo. 
Veremos isto na próxima seção. 
4.2.2 OPTAS para P3lfixjiCmax 
A idéia do algoritmo é particionar o conjunto de tarefas em grandes e pequenas de forma 
a ter um número constante de processos grandes. O conjunto de tarefas grandes será denotado 
por L e o conjunto de tarefas pequenas será denotado por T. O algoritmo gera todas as pos-
sibilidades de escalonar os processos grandes. Já os processos pequenos são escalonados de 
forma ótima dentro dos espaços que sobram no escalonamento dos processos grandes, usando 
um algoritmo parecido com o algoritmo ABKMpmtn da seção anterior. O escalonamento dos 
processos pequenos é preemptivo e posteriormente transformado em não preemptivo. A trans-
formação para um escalonamento não preemptivo é feita de forma a obter um escalonamento 
cujo valor não é muito distante do valor ótimo. 
Dado um conjunto de tarefas grandes L, definimos um quadro de L como um subconjunto 
de tarefas compatíveis de L. Um escalonamento relativo E é uma sequência de quadros Q; 
de L, tal que cada tarefa ocorre em uma subsequência de quadros e quadros consecutivos são 
diferentes. O último quadro do escalonamento relativo deve ser o conjunto vazio. Um escalo-
namento relativo representa uma ordem de escalonamento das tarefas grandes. Note que dado 
qualquer escalonamento das tarefas J, podemos associar o escalonamento das tarefas grandes 
L com uma sequência de quadros. Toda vez que uma tarefa grande termina ou começa, te-
mos um novo quadro. Desta forma, podemos montar um escalonamento relativo dado qualquer 
escalonamento de J. 
Dado um tipo r definimos uma r-configuração c;: como uma coleção de tipos Tu Ç r tal 
que: 
(a) 
4 
(b) 
I 
11 
I 
5 
1 
33 
2 
2 
6 
Figura 4.4: Em (a) temos um escalonamento relativo e em (b) um escalonamento das tarefas 
pequenas respeitando o escalonamento relativo. 
Como exemplo considere que tenhamos um conjunto de tarefas grandes {1, 2, 3} e um con-
junto de tarefas pequenas { 4, 5, 6, 7, 8, 9}. Na figura 4.4 temos um escalonamento relativo e 
um escalonamento das tarefas pequenas respeitando o escalonamento relativo. Na figura temos 
cinco quadros Q1, ... , Qs. 
Seja #C, o número de r-configurações e ainda D = LjEJ Pj· Antes de mostrarmos o 
algoritmo vamos definir um programa linear, que assim como o da seção anterior (de fato é 
baseado nele), é resolvido em tempo linear e gera um escalonamento ótimo para o caso onde 
apenas o escalonamento das tarefas pequenas é preemptivo. Dado um escalonamento relativo 
E das tarefas grandes L, temos as seguintes variáveis: 
l. Variável t; para cada quadro de E que representa o instante de término do quadro Q;. 
Desta forma tf-l é o instante de término do último processo grande. O tempo de término 
do escalonamento é representado pela variável t 1. 
2. Variável e, para cada tipo r, que representa o tempo total durante o qual processadores 
{1, 2, 3} \r estão processando tarefas de L e que processadores de r não estão proces-
sando tarefas de L. 
3. Para cada tipo r e cada r-configuração C~, definimos uma variável x~ que desempenha 
o mesmo papel que a variável x; da formulação da seção anterior. Estas variáveis repre-
sentam o tempo de processamento das tarefas pequenas sobre a configuração definida por 
C~. 
Definimos o conjunto Y como o conjunto de todos os tipos r, tal que existe algum quadro 
durante o qual processadores {1, 2, 3} \r estão processando tarefas de L e que processadores 
4.2. Um PTAS para P3lfixi!Cmax 34 
de r não estão processando tarefas de L. Dado um tipo r, definimos o conjunto X' como o 
conjunto de quadros Q; tal que o conjunto de processadores usados no quadro Q; é igual a 
{1, 2, 3} \r. Com isso temos o seguinte programa linear que denotamos por LPN: 
Min it 
i; > ti-l Vi E {1, ... ,!} (4.1) 
tk; t;j Pi Vj E L (4.2) 
e, L t;- ti-l VrÇ Y (4.3) 
(LPN) iEXT 
LX~ < e, 'ir Ç y ( 4.4) 
c~ 
L L xu T > D'' 'ir' Ç {1, 2, 3} (4.5) 
T2T'ITEY u!T'EC~ 
t; > o ViE{1, ... ,f} (4.6) 
xu 
7 > o V r-configuração; r Ç Y (4.7) 
A restrição ( 4.1) é apenas para assegurar um escalonamento viável. Para cada tarefa grande 
j, temos o quadro Íj de início de j e o quadro kj, que é o quadro de término de j. A restrição 
( 4.2) força que o tempo entre estes dois quadros seja exatamente o tempo de processamento 
de j. Na restrição ( 4.3) temos o cálculo do tempo das variáveis e,. A restrição ( 4.4) garante 
que o tempo livre e, é suficiente para execução das respectivas r-configurações. Finalmente na 
restrição ( 4.5) é garantido que haverá espaço suficiente para executar todas tarefas pequenas. A 
variável D'' representa o tempo total de todas as tarefas pequenas do tipo r'. Nesta restrição é 
somado os tempos de todas r-configurações que tem r' como um de seus tipos. 
Antes de mostrarmos o algoritmo para o problema P3lfixj!Cmax• damos um exemplo para 
melhor compreensão do programa linear LPN. Suponha que temos 6 tarefas com requisitos de 
processamento e processadores dados pela tabela abaixo. 
Tarefa )1 )2 ]3 ]4 ]5 ]6 
Pj 30 29 28 3 2 1 
Processadores necessários 1 2 3 3 3,< 1,2,3 
Tabela 4.1: Tabela com dados das tarefas 
Suponha que L = {j1.j2,j3} e que T = {j4,j5,j6}. Neste caso temos que D = 93. 
Suponha que tenhamos um escalonamento relativo E dado pela figura 4.5, ou seja, E -
({1,2,3},{1,2},{1},0). 
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to 
Figura 4.5: Um dos possíveis escalonamentos relativos. 
Temos variáveis de tempo dos quadros t 0 , ••• , t4 . Consideramos variáveis para os tipos 
T = {3}, T 1 = {2, 3}, T 11 = {1, 2, 3}. Para cada um dos tipos T, T 1 e T 11 temos variáveis en e,, 
e e,, que indicam o tempo livre para cada um dos respectivos tipos. Temos ainda as variáveis 
referentes as T-configurações. Para o tipo T temos apenas a variável x~ indicando o tempo que 
alguma tarefa executa usando o processador número 3. Para o tipo T' temos variáveis x;l, que 
representa o tempo para uma tarefa que usa os processadores 2 e 3 simultaneamente, e x~;3 que 
representa o tempo para tarefas que usam o processador 2 ou o processador 3. Finalmente para 
. " . " . 123 12.3 1.23 2,13 1.2.3 c . ' . d o tlpo T temos vanave1s x,, , x,,; , x,;, , x,, e x,;, · . om estas vmave1s po emos montar 
o programa linear abaixo. 
t 0 =O, 
Min t4 
to < tb t1 < t2, t2 < t3, 
t1 - to = 28, t2 - t0 = 29, 
e,= t2- t1 
e,• = ts- t2 
er" = t4- t3 
x3 <e T - T 
x23+x2,3<e. 
r' r' - T 
X 123 + 12,3 + 1,23 + 2,13 + 1,2,3 < e r" XT'' XT" XT" xr" - r" 
3 + 2,3 + 12,3 + 1,2,3 > D3 x, x 7 , Xr' X 7 , _ 
x23 + x1,23 > D23 
r' r" -
X ;~3 ;::: D 123 
to, ... , t4 2': O 
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4.3 O algoritmo 
Note que dado um escalonamento relativo das tarefas grandes, o programa linear LPN re-
solve de forma ótima o problema onde tarefas pequenas podem ser interrompidas e continuadas 
mais tarde. Na figura 4.6 apresentamos o algoritmo para o problema P3lfixjiCmax· O algoritmo 
usa a rotinaAB.K:M;,mtn• que é uma modificação do algoritmo ABKMpmtn da seção anterior. Esta 
rotina escalo na as tarefas pequenas nos intervalos eT da mesma forma que ABKMpmtn escalona 
as tarefas de forma preemptiva. 
Primeiramente, o algoritmo ordena as tarefas em ordem decrescente de valores de proces-
samento. Depois disso ele acha um valor inteiro i ::; ~ tal que p7; + ... + p7'+'-l < t. Seja 
k = T. O algoritmo particiona as tarefas J = TU L onde L são as k maiores tarefas. Com isso, 
o algoritmo constrói todos os escalonamentos relativos E possíveis das tarefas grandes. Para 
cada um destes escalonamentos relativos é montado e resolvido o programa linear LPN. Para 
cada escalonamento relativo E temos um escalonamento SP(E) com tarefas pequenas em modo 
preemptivo. Este escalonamento é gerado da mesma forma que o escalonamento preemptivo da 
seção anterior. Para cada escalonamento SP(E), o algoritmo o transforma em um não preempti-
vo SNP(E), executando ao fim do escalonamento as tarefas pequenas que foram interrompidas 
em algum momento de sua execução. Ao final é devolvido o melhor escalonamento SNP(E) 
gerado. 
Vamos a uma análise do algoritmo. Vamos supor que O < t < 1 e que as tarefas de uma dada 
instância são tais que D = 1. Caso isto não ocorra podemos fazer com que as tarefas tenham 
esta característica. Para isso consideramos tarefas com novo processamento pj = 'i5. Vamos 
mostrar que um escalonamento ótimo das tarefas com tempos de processamento modificados 
nos leva a um escalonamento ótimo das tarefas com tempos originais. Desta forma, podemos 
considerar instâncias com os tempos de tarefas modificados e conseguir aproximações para 
estes que também são aproximações para o problema original. 
Teorema 4.3.1 Seja (J, M, t) uma instância para o problema P3lfixjiCmax· Um escalonamen-
to ótimo das tarefas j com processamentos pj = 'i5 é um escalonamento ótimo das tarefas com 
processamentos originais. O inverso também é válido. 
Prova. Seja OPT' um escalonamento ótimo das tarefas modificadas e CoPT' o seu tempo 
de término. Seja X um escalonamento com as tarefas na mesma ordem em que aparecem 
neste escalonamento OPT', mas com as tarefas com seus tempos originais. Seja OPT um 
escalonamento ótimo das tarefas com tempos originais. Suponha por absurdo que C x > CoPT· 
CoPT é dado por LrERPr onde R é uma sequência de tarefas no escalonamento que leva 
até a última tarefa a ser escalonada. Seja S a sequência no escalonamento X. É claro que 
LsES lfj- = CoPT'· Como LrERPr < LsES p, temos que LrER 15' < LsES lfj-. Logo, OPT' 
não era um escalonamento ótimo das tarefas modificadas. Também é fácil ver que o inverso é 
válido. 
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ALGORITMO ABKM(J, M, E) 
1. seja j 0 , ... , in-1 as tarefas em ordem decrescente de valores Pi 
2. seja i ::; ~ o menor valor inteiro não negativo tal que p7, + ... + p7i+l ::; E 
3. k +- 7i 
4. L+- {}o, .. . ,jk} 
5. T +- J- L 
6. seja E* o conjunto de todos escalonamentos relativos das tarefas de L 
7. para cada E E E* faça 
8. resolva programa linear LP N obtendo solução ótima (xT1 (1 ), ... , xTq ( w)) 
9. seja SP(E) o escalonamento gerado por ABKM~tn((xT1 (1), ... , xTq (w)), E, T) 
10. I+- 0 
11. para cada j E T faça 
12. se j foi interrompida em algum momento em S P (E) então 
13. I+- I u j 
14. SNP(E) +- SP(E) 
15. para cada j E I faça 
16. retire j de SNP(E) 
17. escalone j de forma ininterrupta ao final de SNP(E) 
18. MIN +- algum E E E* 
19. para cada E E E* faça 
20. se t(SNP(E)) < t(SNP(MIN)) então 
21. MIN +-E 
22. devolva SNP(MIN) 
Figura 4.6: Algoritmo para escalonamento não preemptivo de tarefas multiprocessadas. 
o 
Para ver que o passo 2 do algoritmo faz sentido devemos observar o seguinte lema: 
Lema 4.3.2 Seja 1 2: Po 2: p1 2: ... 2: Pn-1 2: O uma sequência de valores tal que 2:; p; = 1, 
e seja E > O. Existe i ::; ~ tal que p7' + ... + p7i+I_1 ::; E. 
Prova. Vamos decompor a sequência Po + ... + Pn-1 em blocos Eo = Po + ... + P6· E2 = 
p7 + ... + P12-1, ... , E;= p7' + ... +p7i+l_1. Como a soma de todos os blocos é I, no máximo 
l blocos têm valor maior do que E. Pegando o primeiro bloco E; com valor menor que E temos 
' que i::;~- O 
I Caso tenhamos n < 77, então temos um número constante de tarefas e podemos tentar todas 
as possibilidades de escalonamento destas tarefas como se todas fossem grandes. Precisamos 
agora, mostrar que o número de escalonamentos relativos é polinomial. O próximo lema mostra 
que na verdade, este número é limitado por uma constante. 
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Lema 4.3.3 O número total de escalonamentos relativos é no máximo (k 3 ) 2k 
Prova. O número de processos grandes é ILI = k. É criado um novo quadro sempre que um 
processo grande começa ou termina. Existem 2k eventos deste tipo. Cada quadro consiste da 
escolha de no máximo três processos dentre k. Temos um limite superior de k3 . Logo existem 
no máximo ( k 3) 2k diferentes escalonamentos relativos. O 
O algoritmo resolve o programa linear LPN que é parecido com o da seção anterior. É 
fácil perceber que dentre todos os escalonamentos gerados, um corresponderá ao ótimo no que 
diz respeito às tarefas grandes. Como as tarefas pequenas são escalonadas de forma ótima nos 
espaços vazios entre o escalonamento das tarefas grandes, então este escalonamento tem valor 
que é um limitante inferior para o valor ótimo. As tarefas pequenas que foram interrompidas são 
escalonadas de forma não preemptiva ao final do escalonamento. O próximo teorema mostra o 
limite para o tamanho do escalonamento gerado. 
Teorema 4.3.4 O algoritmo ABKM é um PTAS para P3lfixj1Cmax· 
Prova. Seja O PT' o valor de um escalonamento ótimo considerando as tarefas com tempos 
de processamentos modificados. Sabemos que o tamanho de um escalonamento relativo é no 
máximo 2k. Com isso temos no máximo m(2k) = 6k tarefas pequenas que são interrompidas. 
Desta forma, sabemos que o atraso total gerado no final do escalonamento é no máximo Pk + 
... + p7k-l que foi escolhido no passo 2 do algoritmo de forma a ser menor que é. Logo, o 
tamanho total do escalonamento é de O PT' +é. Se consideramos os tempos de processamento 
originais das tarefas, temos que o tamanho do escalonamento é limitado por OPT + éD, mas 
OPT 2': ~-Logo, temos um limite de OPT + 3éOPT para o escalonamento gerado. 
o 
Vale ressaltar que o algoritmo desta seção pode ser estendido para o caso PmlfixjiCmax 
onde m é uma constante. A versão estendida foi mostrada de forma independente por Amoura 
et al. [3] e por Jansen e Porkolab [26], que também apresentaram um PTAS para o problema 
maleável PmlsetiCmax· 
Capítulo 5 
Algoritmos baseados em métodos 
probabilísticos 
Algoritmos probabilísticos são aqueles que durante algum passo de sua execução fazem es-
colhas aleatórias [7]. Desta forma, quando executamos o algoritmo mais de uma vez, podemos 
obter soluções diferentes para uma mesma instância de entrada. Uma das principais estratégias 
envolvidas neste tipo de algoritmo é o uso de programação linear. Neste caso, a maneira co-
mo a solução fracionária é interpretada é que muda. Em algoritmos probabilísticos a solução 
fracionária é muitas vezes interpretada como uma probabilidade e de alguma forma geramos 
uma solução baseada nestas probabilidades. É importante ressaltar que apesar dos resultados 
de aproximação serem probabilísticos, muitos destes algoritmos podem ser desaleatorizados 
através do método das esperanças condicionais. Desta forma obtemos um algoritmo com apro-
ximação determinística. Nas seções seguintes exemplificaremos este método. 
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5.1 Uma (2 + E )-aproximação para Rir íj I I: WjCj 
O algoriuno desta seção foi proposto por Schulz e Skutella [33]. Trata-se de uma (2 + t)-
aproximação para o problema Rlr;jl E WjCj, onde temos máquinas não relacionadas, um con-
junto de tarefas com diferentes tempos de liberação r;j para cada máquina e devemos minimizar 
a soma ponderada dos tempos de término das tarefas. O algoriuno apresenta de forma bastan-
te clara como podemos obter algorittnos de aproximação através de análises probabilísúcas. 
Além disso, o algoriuno é um óúmo exemplo de como transformar programas lineares para que 
passem a ter tamanho polinomial com uma perda de t na aproximação. 
Primeiramente definimos um programa linear que modela o problema Rlr;jl EwjCj. Te-
mos as seguintes variáveis: 
L Variável cfPR, que representa o tempo de término da tarefa j. 
2. Variável Yijt. que indica se a tarefa j está sendo processada na máquina i durante o inter-
valo de tempo (t, t + 1]. 
Seja T = max(i,j) r;j + Ej EJ max; Pij. A constante T é um limite superior para o tempo de 
término de qualquer escalonamento óúmo. Temos então a seguinte formulação relaxada, que 
denotamos por LPR: 
Minl:wjcfPR 
jEJ 
m T 
"' "' Yijt = 1 V j E J L.. L. p 
i=l i=Tij 'tJ 
L Yijt :S 1 Vi E M e t = O, ... , T 
jEJ 
Vj E J 
m T 
cfPR:::: LLYijt Vj E J 
i=l t=O 
Yijt =O Vi EM, Vj E J, t =O, ... , r;j- 1 
Yijt 2: O Vi EM, Vj E J, t = r;j, ... ,T 
(5.1) 
(5.2) 
(5.3) 
(5.4) 
(5.5) 
(5.6) 
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Vamos a uma descrição deste programa linear. Deve-se minimizar a soma ponderada dos 
tempos de término das tarefas. A equação (5.1) assegura que uma tarefa j deve ser totalmente 
executada. A inequação (5.2) garante que num dado intervalo de tempo em uma certa máquina, 
esta executa no máximo uma tarefa. A inequação (5.4) faz com que o tempo de término de 
uma tarefa seja sempre maior do que o seu tempo de processamento. A equação (5.5) garante 
que nenhuma tarefa é executada antes de ser liberada. Para analisar a equação (5.3) temos que 
observar o seguinte resultado: 
Lema 5.1.1 Dado um escalonamento viável não preemptivo para o problema Rlr;jl I: WjCj e 
uma tarefa j neste escalonamento, o tempo de término desta tarefa é dado por 
trl 1 1 1 I\ -t(t+2J+2l 
t==ti f t 
onde t; é o tempo de início de j e t f é o seu tempo de término. Note que dado um escalonamento 
não preemptivo viável, esta equaç&J corresponde exatamente a equação (5.3). 
Prova. Resolvendo o somatório temos, 
= t;+tr-1 + 1 + t 1-t, 
2 2 2 
= it. 
Logo, dado um escalonamento não preemptivo viável, a equação (5.3) corresponde exata-
mente ao tempo de término de uma tarefa. 
o 
5.1.1 O Algoritmo probabilístico 
Nesta seção apresentamos um algoritmo que arredonda de forma probabilística uma solução 
do programa linear LPR- O algoritmo é apresentado na figura 5.1 e o denotamos por LPRound. 
O algoritmo primeiramente calcula uma solução ótima y do programa linear LPR. Depois 
disso, para cada tarefa j, é calculado um valor aj aleatório uniformemente distribuído no in-
tervalo [O, 1]. Durante a execução do laço dos passos 5-13, o algoritmo atribui cada tarefa para 
um par máquina-tempo (i, t) de forma aleatória e uniformemente distribuída com probabilidade 
i!.!E.P' '. Além desta atribuição, é atribuído um valor tj para cada tarefa j, que representa o tempo ,, 
para qual a tarefa j foi atribuída na máquina i. Ao final, o algoritmo escalona as tarefas nas má-
quinas que foram atribuídas por ordem de valores tj sempre respeitando os tempos de liberação 
r;j das tarefas. 
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ALGORITMO LPRound(J, M) 
1. monte o programa linear LPR com dados de entrada 
2. seja y um vetor solução ótimo para LPR 
3. para cada j E J faça 
4. rYJ +-- random(O, 1) 
5. para cada j E J faça 
6. s +--o 
7. 
8. 
9. 
10. 
11. 
12. 
13. 
14. 
15. 
para i +-- 1 até m faça 
para t +-- 1 até T faça 
s +-- s + JiJ.i!. 
Pii 
se aJ ::; S então 
M; +-- M;llj 
tJ +-- t + random(O, 1) 
break 
ordene a lista M;, i = 1, ... , m por ordem de valores t J das tarefas 
devolva (Mr, ... , Mm) 
Figura 5.1: Algoritmo probabilístico. 
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Através de cálculos das esperanças dos tempos de términos das tarefas podemos obter limi-
tes para o escalonamento gerado pelo algoritmo. 
Lema 5.1.2 Seja y uma solução ótima de LPR e considere o escalonamento construído pelo 
algoritmo LPRound. Temos que para cada tarefa j no escalonamento vale: 
a) O valor esperado de tJ é I:;:1 I::'f=o ~ ( t + ~ ). 
b) O tempo de processamento esperado de cada tarefa j no escalonamento construído pelo 
algoritmo é dado por I:;;:1 I::'f=o YiJt· 
Prova. Como o algoritmo atribui tJ uniformemente no intervalo (t, t + 1], o valor esperado de tj 
é (t+ ~). Somando este valor sobre todas as probabilidades de atribuição temos que (a) é valido. 
Dado um par (i,j) o tempo de processamento de j é Pij· Somando todas as probabilidades de 
atribuição sobre os valores de processamento relativos a cada atribuição, temos que a esperança 
de processamento de uma tarefa j é 
Portanto (b) também é valido. 
m T 
""" """ Yi J t ~~-PiJ· 
i=l t=O Pij 
o 
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Com o resultado deste lema, podemos limitar os tempos de término das tarefas. Desta forma, 
podemos obter limitantes probabilísticos para o valor do escalonamento gerado pelo algoritmo. 
O próximo lema mostra o limite probabilístico para o tempo de término de uma tarefa. 
Lema 5.1.3 O valor esperado do tempo de término de uma tarefa j em um escalonamento 
construído pelo algoritmo LPRound é dado por 
Prova. A esperança do tempo de término da tarefa j pode ser calculada através da esperança de 
início da tarefa j mais a esperança de seu tempo de processamento, 
E[Cj] = E[Sj] + E[pj]· 
Note que E[pj] foi calculada no lema 5.1.2. Assim, vamos limitar a esperança do tempo 
de início da tarefa j. Suponha que j tenha sido atribuída a um certo par máquina-tempo (i, t). 
A esperança de tempo de início nesta atribuição, pode ser dada pelo tempo de processamento 
esperado que ocorre antes de j mais o tempo que a máquina i fica inativa. O tempo inativo da 
máquina i, pode ser limitado por t. Como a tarefa j foi atribuída ao par (i, t), então pelo menos 
no tempo t a tarefa j pode iniciar. 
O tempo de processamento esperado que ocorre antes de j, é dado pela probabilidade de 
urna tarefa k ser atribuída a máquina i e a um tempo anterior a tj. Vamos supor que todas 
as tarefas que são atribuídas ao par máquina-tempo (i, t) são executadas antes de j, ou seja, 
recebem valores menores que tj. O tempo esperado de processamento que ocorre antes de j é 
dado por 
L Pr[k -<; J]Pik 
k#j 
t-1 
< "' "' Yikl + "' Yikt L., L., Pik- L., Pik-
k;tj l=O Pik k#j Pik 
< t+ 1. 
Portanto, fixado uma tarefa j E J e uma atribuição (i, t), temos o limite para E[Sj] de 
2(t + ~). Somando este valor sobre todas as probabilidades de atribuição máquina-tempo e 
usando o lema 5 .1.2 para limitar o tempo de processamento esperado temos 
m T l m T 
E[Cj] ::: 2 L L Yi)t (t + 2) +L LYijt· 
i=l t=O p,J i=l t=O 
o 
Com o resultado deste lema, podemos limitar o valor esperado do escalonamento gerado 
pelo algoritmo LPRound. O próximo lema formaliza o resultado. 
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Teorema 5.1.4 O valor esperado do escalonamento construído pelo algoritmo LPRound é li-
mitado por 20PT. 
Prova. Basta perceber, usando o lema 5.1.3, que o valor do tempo de término esperado de cada 
tarefa é menor ou igual a duas vezes o limite da restrição (5.3) do programa linear LPR. Dada 
uma tarefa j, seja cfPn o valor do tempo de término da tarefa em uma solução ótima para o 
programa linear LPR. Desta forma temos 
E[L;j WjCj] = 
< 
< 
< 
5.1.2 Desaleatorizando o Algoritmo 
o 
O algoritmo dado na seção anterior, constrói um escalonamento com valor esperado de 
duas vezes o valor ótimo. Isto significa que na média ele devolve um escalonamento com esta 
propriedade, mas pode ser que existam casos em que o escalonamento produzido seja muito 
ruitn. Apresentamos nesta seção, uma desaleatorização do algoritmo, para que desta forma 
tenhamos uma 2-aproximação determinística. Vale lembrar que o método apresentado aqui 
vale para muitos outros casos onde se obtêm fatores de aproxitnação probabilístico. Para mais 
detalhes sobre o método veja [13]. 
O método baseia-se na idéia de considerar as alternativas de decisões probabilísticas uma a 
uma e sempre escolher a mais promissora. Uma alternativa é dita mais promissora se seu valor 
esperado é o menor possível, já que estamos tratando de um problema de minimização. Para 
mostrar o funcionamento da técnica no algoritmo anterior, considere uma pequena modificação 
que não altera o resultado do valor esperado do escalonamento. Considere que cada tarefa tem 
seu índice j. No passo 13 do algoritmo LPRound, vamos supor que os valores tj recebem o 
valor t do respectivo intervalo em que a tarefa foi atribuída. Desta forma, tarefas atribuídas para 
um mesmo par (i, t) terão o mesmo valor para tj e a ordem de escalonamento será determinada 
pelo índice j das tarefas. Tarefas com menor índice devem ser executadas antes. 
Usando as mesmas idéias do lema 5.1.3 podemos provar o próximo lema, que também 
mostra um limite para tempo de término das tarefas. 
Lema 5.1.5 O valor esperado de tempo de término de uma tarefa j, com o algoritmo modifica-
do, pode ser limitado por 
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m T t-1 
E[q ::; L L Yijt (Pij + t +L L Yikl + LYikt)· 
i=l t==O PzJ k::j:.j l=O k<j 
Prova. Assim corno no lema 5 .1.3 podemos calcular a esperança do tempo de término corno 
E[Cj] = E[SiJ + E[pil· 
Considere que a tarefa j foi atribuída a um certo par (i, t) máquina-tempo. 
Corno a tarefa j foi atribuída ao par (i, t), então seu processamento é dado por Pii· Para 
calcular E[Sj]. usamos as idéias do lema 5.1.3. O tempo inativo de i pode ser limitado por t. 
Corno j é atribuído para o par (i, t) então pelo menos no tempo ta tarefa pode iniciar. 
O tempo esperado de processamento que ocorre antes de j é dado por 
L Pr[k -<i J]Pik 
t-1 
< "' "' Yikl + "' Yikt L...L...Pik- L...Pik-
k#i I=O Pik k<i Pik 
t-1 
< LLYikl + LYikt· 
k::j=j l=O k<j 
Somando estes valores sobre todas probabilidades de atribuição máquina-tempo ternos 
D 
No processo de desaleatorização, fazemos escolhas determinísticas baseadas nos valores 
probabilísticos. Estamos interessados em calcular esperanças dado que certas escolhas foram 
feitas. Seja K <::; J um conjunto de tarefas que tenham atribuições a pares máquina-tempo de-
finidas. Para cada k E K usamos variáveis X;kt E {O, 1} que indicam se a tarefa k foi atribuída 
ao par (i, t) ou não. Com isto, podemos calcular esperanças dado que fizemos decisões sobre o 
conjunto K. Suponha que modificamos o algoritmo para fazer atribuições probabilísticas ape-
nas para as tarefas não pertencentes a K. Dado urna tarefa j, podemos calcular a esperança de 
tempo de término, denotada por E K [j], desta tarefa no escalonamento gerado pelo algoritmo. 
Os próximos dois lemas nos mostram corno calcular esta esperança. 
Lema 5.1.6 Seja j f/: K. O limite para o tempo de término esperado de j no escalonamento 
gerado pelo algoritmo, dado que as tarefas do conjunto K tenham atribuições definidas, é 
m T t-1 t-l 
EK[Cil:SLLYiJt(Pii+t+LLXikiPik+ L XiktPik+ L LYikl+ L Yikt)· 
i=1 t=O p,J kEK 1=0 kEK,k<j kEJ\(KUj) 1=0 kEJ\K,k<j 
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Prova. Suponha que j seja atribuída ao par máquina-tempo (i, t). Usando as mesmas idéias do 
lema 5.1.3, temos um limite de tempo para inatividade da máquina i de t. O processamento de 
j é Pii· Os somatórios 
t-1 
L L XiklPik + L X;ktPik 
kEK l=O kEK,k<j 
correspondem a esperança de processamento que ocorre antes de j e os somatórios 
t-1 
L LYikl + L Yikt 
kEJ\(Kuj) 1=0 kEJ\K,k<j 
correspondem ao processamento que necessariamente ocorre antes de j. Somando estes va-
lores sobre as probabilidades de atribuição da tarefa j a pares máquina-tempo, temos a validade 
do lema. 
o 
Lema 5.1.7 Seja j E K, tal que a tarefa j é atribuída ao par (i, t) (Xijt = 1). O limite para o 
tempo de término esperado de j no escalonamento gerado pelo algoritmo, dado que as tarefas 
do conjunto K tenham atribuições definidas, é 
t-1 t-1 
EK[Cj] ::; Pij + t + L L XiklPik + L XiktPik + L LYikl + L Yikt· 
kEK 1=0 kEK,k<j kEJ\(KUj) 1=0 kEJ\K,k<j 
Prova. Neste caso, sabemos que o tempo de inatividade da máquina i é limitado por t e que o 
processamento de j é Pii. O valor esperado de processamento que ocorre antes de j é dado por 
t-1 t-1 
L L XikiPik + L XiktPik + L L Yikl + L Yikt· 
kEK 1=0 kEK,k<j kEJ\(KUj) 1=0 kEJ\K,k<j 
Com isso finalizamos o lema. 
o 
O lema abaixo nos mostra o resultado necessário para a obtenção de uma aproximação de-
terminística. Sabemos, pelo lema 5.1.3, que a esperança do tempo de término de uma tarefa 
j no escalonamento gerado pelo algoritmo é duas vezes o tempo de término da tarefa em um 
escalonamento ótimo. O próximo lema mostra que podemos tomar decisões, baseado em espe-
ranças, e gerar um escalonamento com uma tarefa atribuída determinísticamente de tal forma 
que a esperança do valor do escalonamento gerado não é maior do que a esperança do valor do 
escalonamento com esta tarefa atribuída de forma probabilística. 
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Lema 5.1.8 Seja y uma solução ótima para o programa linear LPR. Seja K Ç J, onde as 
tarefas pertencentes a K têm atribuição fixa (i, t). Seja j E J \ K. Existe uma atribuição de j 
para um par ( imin, tmin) tal que 
EKu{j}[L WtCt] :S EK[L WtCt]. 
I l 
Prova. Vamos denotar por E~·3{j) a esperança EKu{j) com a tarefa j atribuída ao par (i, t). O 
lado direito da desigualdade pode ser escrito como uma combinação convexa de esperanças 
E (i.t) [" c J KU{j) L.... Wt l 
l 
para todas as atribuições possíveis de j para um par (i, t). Observando os lemas 5.1.6 e 
5.1.7, basta multiplicarmos cada uma das probabilidades lb2!.P'' por cada uma das esperanças ,, 
E ( i,t) ["' c J 'T' • Ku{j) L..t wz t .• emos. 
EK[L,l wzCt] = EK[w, c,]+ ... + EK[wnCn] 
_ (Yljl E(l,l) [ , C J + + Y=iTE(m,T) [ , C])+ 
- · Ku{ .} W1 1 · · · · KU{J'} W1 1 · · · P11 J Pm; 
+( Yljl E(l,l) [ C ]) + Y=iTE(m.T) [ C ]) Plj KU{j) Wn n ... + P=; KU{j) Wn n 
- !ili.!.(E(l,l) [ . C J + E(l,l) [ C ]) + 
- p1; KU{j) W1 1 · · · + KU{j) Wn n · · · 
-LY=jT (E(m,T) [ C J E(m,T) [ , C ]) 
' P=; KU{j) W1 1 + · · · + KU{j) Wn n · 
Seja ( imin, tmin) o par para o qual obtemos o menor valor esperado. Vale a desigualdade 
Yljl (E(l,l) [ C J E(l,l) [ C ]) YmjT (E(m,T) [ C J E(m,T) [ C ]) Plj KU{j) W1 1 +. · .+ KU{j) Wn n +. · .+ Pmj KU{j) W1 1 +. · .+ KU{j) Wn n 2 
Yljl (E(i=in.t=in)[w C J + + E(i=in.t=in)[w C ]) + 
KU{j) 1 l · · · KU{j) n n · · · 
P11 
+YmjT(E(i=inot=in)[ C J + + E(i=in,t=in)[ C])_ 
. KU{j) W1 1 · · · KU{j) Wn n -
PmJ 
E~~{jj=in)[L WtCt]. 
l 
D 
Podemos alterar o algoritmo LPRound para que este passe a ser determinístico. Na figura 
5.2 é apresentado uma versão determinística do algoritmo, que chamamos de SSk. No algo-
ritmo SSk calculamos as esperanças E~e{j}[L,1 w1Ct] para todos os pares (i, t) e atribuímos a 
tarefa j para o par que tenha o menor valor esperado. Desta forma, estamos tomando decisões 
determinísticas e o lema 5.1.8 juntamente com o teorema 5.1.4, nos garantem que o valor do 
escalonamento gerado é limitado por 20FT. 
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ALGORITMO SSk(J, M) 
1. monte programa linear LPR com dados de entrada 
2. seja y um vetor de soluções ótimo para LPR 
3. K +- f/J 
4. (ij,tj) +- (O,O),j = 1, ... ,n 
5. para cada j E J faça 
6. MIN +- oo 
7. para i +- 1 até m faça 
8. para t +- 1 até T faça 
9. calcule Et·~j[L1 w1Ct] 
10. seM IN> Et'3j[L1 w1Ct] então 
11. (ij, tj) +- (i, t) 
12. MIN +- E~·~j[L1 w1C1] 
13. K +- K U {j} 
14. para cada j E J e seu respectivo par ( Íj, tj) faça 
15. Mi; +- Mi; jjj 
16. ordene a listaM;, i= 1, ... , m por ordem de valores tj das tarefas 
17. devolva (M, ... , Mm) 
Figura 5.2: Algoritmo determinístico. 
5.1.3 Polinomialidade do Algoritmo 
O número de restrições do programa linear LPR não é polinomial já que T não é limitado 
polinomialmente. Há uma maneira bastante conhecida, introduzida por Hall, Shmoys e Wein 
[21], que transforma programas lineares como LPR em programas lineares de tamanho polino-
mial com uma perda de E na aproximação. Nesta seção apresentamos esta técnica. 
Dado (3 > O, seja L o menor inteiro tal que (1 +!3)L 2: T + 1. O novo problema se restringirá 
a L intervalos onde : 
Com isso temos um número polinomial de intervalos em relação ao tamanho da entrada. 
Sejam os intervalos ! 1 = ((1 + (3jl-I, (1 + ;3)1] para 1 ::; l ::; L. Denotamos por JI1 j o 
tamanho do intervalo, ou seja Jlzl = /3(1 + ;3)1- 1. Introduzimos variáveis Yijl onde Yijzllzl é o 
tempo que a tarefa j é processada na máquina i no intervalo lz. Abaixo apresentamos um novo 
programa linear de tamanho polinomial, que denotamos por LP'. 
5.1. Uma (2 + E)-aproximação para Rlr;Ji I: WJCJ 
(LP') 
n 
Min LwpfP' 
j=l 
f t YiJdJtl = 1 V j E J 
i=l l=O Pz; 
LYiJl :::; 1 Vi E M, e l =O, ... , L 
jEJ 
YiJl = O Vi E M, Vj E J, (1 + {3)1 :::; r;j - 1 
YiJl ~O Vi E M, Yj E J, VI= O, ... , L 
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Na figura 5.3 apresentamos o algoritmo polinomial, denotado por SSkpot. que é uma modi-
ficação do algoritmo LPRound. A única diferença está na resolução do programa linear, onde 
aqui é utilizado o programa linear LP' e na forma da atribuição probabilística das tarefas a pares 
de intervalo-máquina. 
ALGORITHM SSkpol (J, M, E) 
1. monte programa linear LP' com dados de entrada 
2. seja y uma solução ótima do programa linear LP' 
3. para cada j E J faça 
4. ai *"- random(O, 1) 
5. para cada j E J do 
6. S*"-0 
7. 
8. 
9. 
10. 
11. 
12. 
13. 
14. 
15. 
para i *"- 1 até m faça 
para l *"- 1 até L faça 
s *"- s + YijlVd 
Pij 
se ai ::; S então 
lv!; *"- M; llj 
tj *"- l 
break 
ordene lista A!f;, i = 1, ... , m por ordem de valores ij das tarefas 
devolva (M1, ... , Mm) 
Figura 5.3: Algoritmo probabilístico polinomial. 
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Temos que calcular as esperanças sobre este novo algoritmo para mostrarmos que as perdas 
geradas pelo programa linear LP' não são grandes. Os próximos lemas têm suas demonstrações 
muito parecidas com as dos lemas da seção anterior. 
Lema 5.1.9 A esperança de tempo de término E[CJ] de uma tarefaj E J em um escalonamento 
gerado pelo algoritmo SSKpol é 
m L 
E[Cj] =L LYijdltl-
i=l l=O 
Prova. Basta multiplicarmos cada uma das probabilidades de atribuição da tarefa j pelos res-
pectivos valores de processamento nestas atribuições e temos que 
o 
Lema 5.1.10 O valor esperado do tempo de início de uma tarefa j no escalonamento construí-
do pelo algoritmo SSkpol• dado que ela foi atribuída a um par (i, l), é no máximo 2(1 + í3)(1 + 
fJ)l-1_ 
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Prova. Seja j uma tarefa atribuída ao par máquina-intervalo (i, l). O tempo de inatividade 
da máquina í é limitado por (1 + /3)1-1, pois neste intervalo de tempo a tarefa j já pode ser 
executada. O tempo de processamento esperado que ocorre antes de j é dado por 
(1 + /3)1-1 + 8(1 + /3)1-1 
Logo o tempo de início esperado da tarefa j é 
(1 + /3)1- 1 + (1 + /3)1- 1(1 + !3):::; 2(1 + /3)(1 + 8)1- 1 
o 
Para finalizar, temos que calcular o valor esperado do tempo de término de uma tarefa. Isto 
é feito no próxitno lema. 
Lema 5.1.11 O valor do tempo de término esperado de uma tarefa j no escalonamento gerado 
pelo algoritmo SSkpol é limitado por 2(1 + f3)CJP'. 
Prova. O tempo de término esperado da tarefa j é dado pelo tempo de início esperado mais o 
tempo de processamento esperado desta. Nos dois lemas anteriores temos os resultados para 
estes valores. Usando a restrição (5.11) de LP' podemos limitar o tempo de término da tarefa 
j. A restrição é dada abaixo: 
m L I I m L cr = LLYijlll (1 + ,8)1-1 + LL ~Yijtlltl (5.11). 
i==l l=O PtJ i=l l=D 
Usando os dois lemas anteriores obtemos a esperança do tempo de término de j. 
m L li I m L 
E[CJJ :::; 2(1 + /3) L L Yijl.l (1 + /3)1-1 +L LYiJdltl-
i=1 1=0 p,J i= 1 1=0 
Logo, a esperança do valor de tempo de término da tarefa j é limitada por 
o 
Para qualquer t >O podemos escolher f3 = ~- O algoritmo SSkpol pode ser desaleatorizado 
da mesma forma que o algoritmo LPRound. O teorema abaixo finaliza esta seção. 
52 
Teorema 5.1.12 O algoritmo SSkpol desta seção é uma (2 + t) aproximação para o problema 
Rlr;jlwjCj 
Prova. Seja CfP' o valor de tempo de término de uma tarefa j em uma solução ótima para o 
programa linear LP'. Basta aplicarmos o lema 5.1.11 com f3 = ~· Como o valor do programa 
linear LP' é um limitante para o valor ótimo temos 
E[I;j WjCj] = 
< 
< 
< 
E[w1C1] + ... + E[wnCn] 
(2 + t)wlCfP' + ... + (2 + t)wnC~P' 
(2 + t) I:j wjcr 
20PT. 
o 
Capítulo 6 
Algoritmos baseados em formulações com 
Matrizes Semidefinidas 
Muitos problemas são melhores escritos usando-se restrições não lineares. Desta forma, 
temos formulações que não podem ser resolvidas por métodos para resolução de programas 
lineares. Se a formulação for escrita de forma estritamente quadrática, ou seja, todas as va-
riáveis da formulação têm grau zero ou dois, podemos relaxar esta formulação para uma outra 
formulação vetorial. A formulação vetorial por sua vez, é equivalente à resolução de um pro-
grama semidefinido que pode ser resolvido em tempo polinomial. Muitos problemas têm sido 
satisfatoriamente resolvidos de maneira aproximada usando-se programação semidefinida. A 
escrita de uma formulação estritamente quadrática tem sido muito utilizada para resolver pro-
blemas de forma aproximada (veja por exemplo [17]), mas existem formulações que não são 
estritamente quadráticas e fazem uso de matrizes positivas semidefinidas para serem resolvidas 
em tempo polinomial. Veremos como matrizes positivas semidefinidas aparecem na resolução 
de problemas de escalonamento. Não é nossa intenção apresentar detalhes de programação 
semidefinida. Apenas mostramos que é possível formular problemas quadráticos que podem 
ser resolvidos através de programação semidefinida. Para mais detalhes sobre o tema existem 
várias referências como [39, 38, 16]. 
53 
6.1. Uma 2-aproximação para RII Lw1C1 54 
6.1 Uma 2-aproximação para RII I: WjCj 
O algoritmo desta seção foi proposto por Skutella [34] e utiliza uma formulação quadrática 
para modelar o problema RII L w1C1, onde devemos minimizar a soma ponderada dos tempos 
de términos das tarefas em máquinas não relacionadas. Apesar da formulação não ser estrita-
mente quadrática, Skutella mostrou como relaxar a formulação para obtenção de um sistema 
convexo com matrizes positivas semidefinidas. Desta forma, podemos resolver o programa 
quadrático em tempo polinomial. De uma forma geral, quando temos um sistema convexo, 
podemos resolvê-lo em tempo polinomial. Na seção seguinte apresentamos a formulação do 
problema. 
6.1.1 Formulação do problema 
Nesta seção apresentamos formulações quadráticas para o problema. Vamos ver alguns 
detalhes que precisamos para modelar o problema RII LWJCJ. Smith [37] mostrou que o 
problema 111 L wJCJ é resolvido de forma polinomial usando-se a seguinte regra: 
• Escalone as tarefas em ordem decrescente de valores '{;. 
Desta forma, o nosso problema consiste em achar uma partição das tarefas nas máquinas. 
Para cada máquina i, definimos uma ordem das tarefas, executando j antes de k na máquina i 
(J. -<,· k) se !!!L > .!!:.<.. Caso !!!L = .!!:.<. a ordem é definida pelo índice, deste modo J. -<,· k se PiJ Pik Pii Pik 
j < k. 
Para cada máquina i = 1, ... , me para cada tarefa j = 1, ... , n, temos uma variável binária 
a;1 que recebe 1 caso a tarefa j seja atribuída à máquina i e O caso contrário. Temos também 
uma variável C1 para cada tarefa que representa o tempo de término desta. Temos a seguinte 
formulação quadrática, denotada por IQP: 
Min LjEJ WjCj 
(IQP) L:::1 aij 1 'Vj E J (6.1) 
cj L:1 a;J(PiJ + Lk--<â a;kPik) 'Vj E J (6.2) 
ai i E {0,1} 'Vi EM, 'Vj E J (6.3) 
Segue uma descrição da formulação. A restrição (6.1) garante que toda tarefa será escalo-
nada em alguma máquina. Dada uma tarefa j, a restrição ( 6.2) atribui à C1 o tempo de término 
desta tarefa, que é dado pelo tempo de processamento que ocorre antes desta mais seu próprio 
processamento. 
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Esta formulação modela de forma correta o nosso problema. Podemos relaxar a formulação 
fazendo com que a;j ~ O ao invés de termos a formulação inteira. Chamamos a formulação 
relaxada de QP. Note que o programa quadrático QP não é estritamente quadrático, assim 
vamos reescrever esta formulação em uma nova formulação que seja convexa para que esta 
possa ser resolvida em tempo polinomial. 
A formulação QP pode ser reescrita como a formulação Q P' descrita a seguir: 
Min cTa+ laTDa 2 (6.4) 
(QP') 2:::1 aij 1 Vj E J -
a > o 
Nesta formulação, o vetor a E lfl.mn corresponde a todas as variáveis a;j de QP. As variáveis 
a;j em a estão ordenadas primeiramente pelas máquinas í = 1, ... ,me para cada máquina í, as 
tarefas estão ordenadas de acordo com a regra (-<;)definida anteriormente. O vetor c E lfl.mn tem 
os valores C;j = WjPij e está ordenado da mesma forma que o vetor a. A matriz D = (d(ij)(hk)) 
é simétrica e tem dimensões mn x mn cujos valores são preenchidos segundo a regra: 
se íi'h ou j=k 
se í=h e k-<d 
se í =h e j -<i k 
Como as entradas de D são iguais a zero quando í i' h, esta matriz está decomposta em 
m blocos D;, í = 1, ... , m na diagonal de D. Todas as outras posições tem valor O. Como as 
tarefas estão ordenadas segundo a regra -<i, cada um dos blocos D; é da seguinte forma: 
o W2Pil W3Pil WnPil 
W2Pil o W3Pi2 WnPi2 
Di= W3Pil W3Pi2 o WnPi3 (6.5) 
WnPil WnPi2 WnPi3 o 
Problemas da forma Min cT x + ~xT Dx sujeitos a restrições da forma Ax = b, podem ser 
resolvidos em tempo polinomial se D for uma matriz positiva semidefinida [12]. Desta forma, 
temos que transformar a matriz D em uma matriz positiva semidefinida obtendo um programa 
semidefinido que pode ser resolvido em tempo polinomial. 
Skutella mostrou como transformar a matriz D, somando a ela uma fração positiva, para 
que esta fique positiva semidefinida. Dados vetores binários a E {0, l}mn, pode-se reescrever 
o termo CT a da função objetivo (6.4) como aT diag( c )a, onde diag( c) corresponde a uma matriz 
6.1. Uma 2-aproximação para RII I:;wiCi 56 
diagonal cujas entradas coincidem com as entradas do vetor c. Seja .B > O. Temos a seguinte 
função objetivo modificada: 
Min (1- (3) · cT a+ ~aT(D + 2(3 · diag(c))a 
Como o vetor c é não negativo, note que 
-(3 · cT a+ (3 · aT diag(c)a::; O 
(6.6) 
para vetores arbitrários a E [0, l]mn. A igualdade é alcançada quando a E {0, 1 }mn. Desta 
forma, a nova função objetivo (6.6) pode obter valores menores do que a função objetivo (6.4). 
Além disso, a função objetivo (6.6) é não crescente em relação ao valor (3, por isso temos que 
achar o menor valor possível para (3 tal que D + 2(3 · diag( c) passe a ser positiva semi definida. 
O próximo lema mostra qual é este valor. Antes, enunciamos um teorema que é utilizado na 
demonstração do lema, cuja prova pode ser encontrada em livros de análises de matrizes como 
no livro de Meyer [29]. 
Teorema 6.1.1 Uma matriz é positiva semidejinida se todas suas sub-matrizes principais tive-
rem determinantes não negativos. 
Lema 6.1.2 Se (3 2: ~. então a matriz (D + 2(3 · diag(c)) é positiva semidejinida. Além disso. 
o menor valor possível de (3 para que matrizes da forma ( D + 2(3 · diag( c)) sejam positivas 
semidejinidas é (3 = ~-
Prova. 
Primeiramente consideramos (3 = ~e mostramos que D + diag(c) é positiva semidefinida. 
Um bloco Di diagonal da matriz D + diag(c) pode ser representado como: 
WlPil W2Pi1 W3Pil WnPil 
W2Pil W2Pi2 W3Pi2 WnPi2 
Di= WsPil W3Pi2 WsPi3 WnPi3 (6.7) 
WnPil WnPi2 WnPi3 WnPin 
Vamos aplicar um conjunto de operações elementares sobre estas matrizes de tal forma a 
não alterarmos o sinal do determinante. Para cada j = 1, ... , n multiplicamos a j-ésima coluna 
e j-ésima linha por P1 > O. Depois disso, para cada j = 1, ... , n - 1, subtraímos a coluna ,, 
j + 1 da coluna j. A matriz resultante é triangular superior e cada j-ésima entrada da diagonal 
é igual a 
W· W·+l 
_J- _J_ >O. 
Pi Pi+l -
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Como todas sub-matrizes principais desta matriz são triangulares superiores, o determinante 
de cada uma delas é dado pelo produto da diagonal principal. Logo o determinante de cada sub-
matriz principal é não negativo implicando que D + diag( c) é positiva semidefinida. 
Considere agora que (3 > i· A matriz (D+ 2(3 · diag(c)) é a soma de duas matrizes positivas 
semidefinidas, D + diag(c) e (2;3- 1) · diag(c), portanto o lema vale. 
Para mostrar que o menor valor possível de (3 para que a matriz ( D + 2(3 · diag( c)) seja 
positiva semidefinida é (3 2: ~.considere o seguinte exemplo de matriz D: 
(6.8) 
Esta matriz corresponde ao caso onde temos apenas uma máquina e duas tarefas, cada uma 
com processamento 1 e peso 1. As entradas da diagonal de (D + 2(3 · diag(c)) é igual a 2;3. 
Vamos mostrar que se (3 < i então esta matriz não é positiva semidefinda. 
Vamos achar os autovalores da matriz supondo que .B < ~. A matriz pode ser representada 
como 
D = ( (1 -E) 1 ) 
1 (1 -E) (6.9) 
onde E é um número positivo pequeno. Para achar os autovalores desta matriz temos que 
resolver a seguinte equação de segundo grau: 
[(1- E)- ,\f- 1 = Ü. 
Temos as seguintes raizes para a equação: 
À = 2 - E e ). = -E. 
Logo se (3 < i a matriz admite um autovalor negativo implicando que ela não é positiva 
semi definida. Por outro lado, se (3 = ~, então a matriz resultante 
D=C D (6.10) 
possui autovalores 2 e O, sendo portanto positiva semidefinida. 
o 
Este lema nos permite trabalhar com uma nova formulação, denotado por CQP, que apre-
sentamos a seguir. 
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Min lcTa+ 2 ~aT(D + diag(c))a 
(CQP) 2:~1 aij 1 Vj E J 
CJ E:1 a;J(PiJ + Ek-<d a;kPik) Vj E J 
a > o 
6.1.2 O algoritmo 
Nesta seção apresentamos o algoritmo que faz arredondamento probabilístico de uma solu-
ção do programa semidefinido CQP. Na figura 6.1 apresentamos o algoritmo, que denotamos 
por SkQ. 
Primeiro o algoritmo calcula o vetor ótimo a do programa semidefinido CQP e depois 
atribui cada tarefa de forma probabilística a uma das máquinas. Cada tarefa é atribuída inde-
pendentemente de forma aleatória a cada uma das máquinas com probabilidade aij· Dada uma 
atribuição de tarefas as máquinas, o algoritmo gera um escalonamento baseado no algoritmo de 
Smitb. 
ALGORITHM SkQ (J, M) 
1. monte programa semidefinido CQP com dados de entrada 
1. seja a um vetor que é uma solução ótima de CQP 
2. para cada j E J faça 
3. O!j t- random(O, 1) 
4. para cada j E J faça 
5. s +-o 
6. para i +- 1 até m faça 
7. S +- S + a;j 
8. se O!j :::; S então 
9. M; +- M;IIJ 
10. break 
11. ordene as tarefas em M;, i = 1, ... , m pela função -<; 
12. retorne (M1, ... , Mm) 
Figura 6.1: Algoritmo de Skutella baseado em uma formulação semidefinida. 
Para calcular a razão de aproximação do algoritmo vamos obter antes alguns resultados 
relativos ao arredondamento probabilístico. 
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Lema 6.13 Considere que o algoritmo SkQ é executado com um vetor ótimo ã obtido por 
uma solução ótima do programa quadrático QP ao invés do programa semidejinido CQP. A 
esperança do tempo de término de uma tarefa j no escalonamento montado pelo algoritmo é 
igual ao tempo de término em um escalonamento ótimo. 
Prova. 
Se a tarefa j é atribuída à máquina i, a esperança do valor de tempo de término é dado pela 
esperança de processamento que ocorre antes de j mais seu próprio processamento. Somando 
sobre todas as possibilidades de atribuição de j temos: 
m 
E(Cj) = l:(a;iPii + 2:: ãijãkiPik) 
i==l k-<i] 
que pela restrição (6.2) de QP vale que 
m 
E(Ci) = C~P = 2:: ã;i(Pii + 2:: ã;kPik)· 
i=l k-<ô 
o 
Vamos calcular agora a esperança do valor obtido pelo algoritmo SkQ. Dado um vetor viável 
a para o programa semidefinido CQP denotamos por CQP(a) o valor obtido pelo programa 
semidefinido com este vetor. 
Lema 6.1.4 O valor esperado do escalonamento gerado pelo algoritmo SkQ é menor ou igual 
a 2 vezes o valor de um escalonamento ótimo. 
Prova. 
E(l:: WjCj) :::; 20FT. 
j 
Seja ã um vetor ótimo para QP'. Vimos que QP' é equivalente a QP. Usando este fato e 
o lema anterior podemos limitar o valor esperado do escalonamento gerado pelo algoritmo SkQ 
da seguinte forma: 
Note que 
ou seja, 
1 E(l:: wjCj) = crã + 2aDã. 
J 
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E(L,jwjCj) = 
< 
< 
CQP(a) +Hera- a· diag(c)a) 
2CQP(a) 
20FT. 
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A primeira desigualdade vem do fato que CQP(a) ;:: ~c"' a. A segunda vem do fato de que 
o programa CPQ subestima o valor do programa quadrático QP' que é um limitante para o 
ótimo. 
o 
Podemos também desaleatorizar este algoritmo através do método das esperanças condi-
cionais de forma a obter uma aproximação determinística. O próximo corolário finaliza esta 
seção. 
Corolário 6.1.5 O algoritlrUJ SkQpode ser desaleatorizado de forma a ser uma 2-aproximação 
para o problema RII E wjCj. 
Capítulo 7 
Resumo de Resultados 
Nesta seção apresentamos um resumo de resultados de aproximação para problemas de 
escalonamento. O objetivo deste resumo é identificar os melhores resultados de artigos estu-
dados durante o mestrado. Certamente o resumo não está completo, mas serve para dar uma 
visão mais ampla da área. Apresentamos duas tabelas contendo resultados de aproximação para 
vários problemas de escalonamento bem como a referência de onde encontrar de forma mais 
detalhada estes resultados. Note que não temos resultados para algumas variações do problema 
na tabela abaixo. Pode realmente não existir resultados para estes problemas ou simplesmente 
não achamos resultados para eles. Vale ressaltar que muitos resultados na tabela foram obtidos 
de outro problema mais genérico. Se tivermos um resultado para Plrjl L,wjCj por exemplo, 
podemos estender este resultado para o problema Plrjl L, Cj já que este é um caso particular 
do primeiro. 
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Problema Off-line On-line 
llprecl L WjCj (2) [20] 
llprecl LCj (2) [20] 
llprec,pmtnl LWjCj (2) [20] 
llprec,pmtnl L Cj (2) [20] 
lhiLwjCj (l+E)[l] (3 +E) (20] 
llril L Cj (1 +E) [l] (3 +E) (20] 
lh,pmtnl LWjCj (l+E)[l] (4/3) [32] 
llrj,pmtnl L Cj (1) [8] (1) [8] 
lh,precl LWjCj (3) [30] 
llrj,precl L Cj (3) [30] 
lh,prec,pmtnl L WjCj (2) [20] 
llrj,prec,pmtnl L Cj (2) [20] 
Tabela 7.1: Resultados com os melhores fatores de aproximação para as variações do problema 
de escalonamento. 
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Problema Off-line On-line 
PIII:WjCj (1 + E) (36) (4 + E)[20) 
PIILCj (I) [24] (4 +E) (20) 
PlrJILwJCJ (1+E)(]j (4+E) (20) 
PlrJILCj (1+E)(J) (4 +E) (20) 
Plrj,pmtnl L WjCj (1+E)[l) 
Plrj, pmtnl L Cj (1+E)(J) 
Plprecl L WjCj (7) [30] 
PlpreciLCj (7) [30] 
Plprec,pmtnl L WjCj (3- ~ )[20] 
Plprec, pmtnl L Cj (3 - ~) [20] 
PlrJ,precl L WjCj (7) [30] 
PlrJ,precl L Cj (7) [30] 
PlrJ,prec,pmtnl L WjCj (3) [20] 
PlrJ, prec, pmtnl L Cj (3) [20] 
RmlrJI LWJCj (1 + E) [I] 
Rmlrj,pmtnl LWjCj (1 + E) [l) 
Rlrj,preciCmax O(logm) [11] 
RlrJ,preciLWJCj O(logm) [11] 
Rlpreci L WjCj O(logm) [li] 
RlpreciLCJ O(logm) [11] 
Rlprec,pmtnl L WjCj 
Rlprec,pmtnl L Cj 
RIILCJ I [9] 
R2ll LWjCj 1.276 [34] 
RIILWJCJ (3/2) [35] (8) [20] 
RlriJILwJCJ (2) [35] (8) [20] 
Rlpmtnl L WjCj (2) [35] 
RhJILCJ (2) [35] 
Rlr;j,pmtnl L WjCj (3) [35] 
Rlr;j,pmtnl L Cj (3) [35] 
Rlr;j,precl LWjCj 
Rlr;j,precl L Cj 
Rlr;j,prec,pmtnl LWjCj 
Rlr;j,prec,pmtnl L Cj 
Pmlfixj,pmtniCmax (1) [2] 
PmlfixjiCmax (1 +E) (2] 
PmlsetiCmax (1 +E) (26) 
PmlfixJI L Cj (1 +E) (25] 
Pmlfixj,pmtn,rJI LWjCj (1 +E) (25) 
Tabela 7.2: Resultados com os melhores fatores de aproximação para as variações do problema 
de escalonamento. 
Capítulo 8 
Conclusão 
Neste trabalho apresentamos algumas técnicas envolvidas no desenvolvimento de algorit-
mos de aproximação. As técnicas apresentadas foram exemplificadas através de problemas 
de escalonamento com algoritmos vistos em alguns dos artigos estudados durante o mestrado. 
Apresentamos algoritmos que achamos destacar bem a técnica empregada ou possuem alguma 
característica que achamos ser relevante. Esperamos desta forma, dar uma boa visão da área de 
algoritmos de aproximação apesar de usarmos apenas algoritmos para problemas de escalona-
mento. Apresentamos também, um resumo com os melhores resultados para cada problema de 
escalonamento. Os resultados são baseados nos artigos estudados, por isso não esperamos que o 
resumo esteja completo e contenha os resultados mais recentes. Além disso, apresentamos dois 
artigos escrito por nós, que estão em anexo. O primeiro é uma comparação prática entre alguns 
algoritmos de aproximação. O segundo são algoritmos de aproximação para casos particulares 
de uma variação do problema da mochila. 
No apêndice A apresentamos o primeiro artigo e analisando os resultados práticos dos algo-
ritmos implementados, percebemos que estes atingem valores bem mais próximos do ótimo do 
que o limite de seus fatores de aproximação. Isto mostra uma área que concilia resultados teóri-
cos com técnicas elegantes envolvidas no desenvolvimento de algoritmos eficientes, juntamente 
com bons resultados práticos, mesmo para aqueles algoritmos com fatores de aproximação ele-
vados. O algoritmo PSW por exemplo, possui fator de aproximação igual a 6, mas analisando 
os resultados práticos para o problema Plril L Ci, podemos ver que as soluções geradas estão 
com um fator de aproximação para um limitante do ótimo, variando de 1.08 até 1.5. Vale ressal-
tar que o limitante para uma solução com valor ótimo é o resultado fracionário de um programa 
linear, que mesmo sendo resolvido de forma inteira, ainda assim seria um limitante para um 
escalonamento ótimo. Logo, nossa intuição é que os resultados obtidos por estes algoritmos 
sejam muito mais próximos do ótimo que os indicados por estes limites. Os algoritmos exe-
cutados para o problema RII 'L wiCi por exemplo, atingem na prática fatores de aproximação 
que variam entre 1.0001 a 1.07, quando comparados com um limitante inferior para o ótimo. 
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Isto mostra que algoritmos de aproximação podem ser utilizados na prática como heurísticas ou 
mesmo como geradores de limitantes superiores para algoritmos exatos baseados em métodos 
como branch-and-cut, branch-and-bound etc. Junto com esta análise prática dos algoritmos de 
aproximação, apresentamos duas heurísticas para os problemas estudados. Mostramos que para 
as instâncias consideradas, estas heurísticas geram escalonamentos de melhor qualidade. 
Finalmente, apresentamos no apêndice B algoritmos aproximados para casos particulares 
de um problema que é uma generalização do problema da mochila. Este problema também tem 
aplicações em problemas de escalonamento. O problema foi primeiramente estudado de forma 
aplicada por Ferreira et al. [15] através de heurísticas. O problema tem aplicações práticas na 
indústria metalúrgica na área de processamento de bobinas de metais. Até onde sabemos, tal 
problema não foi estudado sob a abordagem de algoritmos de aproximação. Mostramos que 
este problema não pode ser aproximado a menos que P = N P, e apresentamos um PTAS e um 
FPTAS para dois casos particulares. No te que do ponto de vista teórico, estes são os melhores 
resultados de aproximação que podem existir. Os algoritmos que apresentamos têm comple-
xidade de tempo polinomial, porém em função de uma constante positiva E. Portanto, seria 
interessante apresentar novos algoritmos aproximados, que mesmo com fatores de aproxima-
ção maior, tenham complexidade de tempo mais baixa. 
Apêndice A 
Implementação de Algoritmos de 
Aproximação para Problemas de 
Escalonamento 
A.l Prólogo 
O artigo a seguir resume um conjunto de testes que realizamos com alguns algoritmos de 
aproximação para escalonamento. Até onde sabemos, muito pouco se sabe sobre o comporta-
mento prático de algoritmos de aproximação para problemas de escalonamento. Os resultados 
mostram que apesar de alguns algoritmos terem fatores de aproximação altos, os valores obtidos 
estão muito próximos do valor ótimo. Também implementamos duas heurísticas para alguns dos 
problemas estudados. Os algoritmos são baseados nos algoritmos aproximados apresentados e 
mostramos que estas heurísticas são melhores do que os demais algoritmos em vários dos testes 
realizados. 
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A.2 Artigo 
Practical Comparison of Approximation Algorithms for Scheduling 
Problems 1 
E. C. Xavier-2 F.K. Miyazawa2 
Abstract 
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In this paper we consider an experimentai study of approximation algorithms for sche-
duling problems in parallel machines minimizing the average weighted completion time. We 
implemented approximation algorithms for the following problems: Phl L Cj, Pll 'L, WjCj, 
Plrjl L wjCj, RII L wjCj and Rlrjl L WjCj. We generated about 900 tests over more than 
190 different instances and present some practicai aspects of the implemented algorithms. We 
also made an experimentai comparison on two lower bounds based in the formulations used by 
the algorithms. The first one is a semidefinite formulation for the problem RII L wjCj and the 
other is a linear formulation for the problem Rlrjl L wjCj· For all tests, the algorithms obtai-
ned very good results. We note that algorithms using more refined techniques, when compared 
to algorithms with simple strategies, does not necessary leads to better results. We also present 
two heuristics, based in approximation algorithms, that generates solutions with better quality 
in almost all instances considered. 
Key Words: Approximation algorithms, scheduling problems, practicai analysis. 
A.3 Introduction 
In this paper, we consider an experimentai study of approximation algorithms for scheduling 
problems. Severa! job scheduling problems in parallel machines that appears in practice are NP-
hard. The scheduling problems we considerare all NP-hard and consists in scheduling a set of 
jobs, under some restrictions, in a set of machines minimizing the average weighted completion 
time. If we consider that P =I N P, we cannot solve these problems to optimality efficiently. 
This motivates the development of approximation algorithms, that are efficient and produces 
1This research was partially supported by FAPESP project 01/04412-4, MCT/CNPq under PRONEX prograrn 
(Proc. 664107/97-4) and CNPq (Proc. 470608/01-3,464114/00-4, 300301/98-7). 
2Jnstituto de Computação - Universidade Estadual de Campinas, Caixa Postal 6176 - 13084-971 -
Carnpinas-SP- Brazil, { eduardo.xavier, fkm} @ic.unicamp.br. 
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results with quality guarantee. We implemented some approximation algorithms to scheduling 
jobs in parallel machines and study their computational performance. 
Given an algorithm A for a minimization problem and an instance I of this problem, we 
denote by A( I) the value o f the solution returned by A when applied to the instance I and we 
denote by OPT(I) the value of an optimal solution to I. We say that an algorithm A has an 
approximation factor a, or is an a-approximation, if A(I)/OPT(I) :S a, for ali instances I. 
When the algorithm Ais probabilistic and the inequality E[A(I)]/OPT(I) :Sais valid for ali 
instances I, where E[A(I)] is the expected value of the solution returned by algorithm A, we 
say that Ais a probabilistic a-approximation algorithm. 
For ali problems considered in this paper, we denote by J = {1, ... , n} the set of jobs 
and M = {1, ... , m} the set of machines. When machines are unrelated ( e.g. have different 
processing speed) we denote by Pij the processing time of job j when executed on machine i, 
and by pj when ali machines are identical. We denote by rj the release date of job j, which 
represents the moment that a job can start and denote by Wj the importance weight of finishing 
the job earlier. The completion time of the job is denoted by C J. 
Since we consider several scheduling problems, we use the notation al!'lh· introduced by 
Graham, Lawler, Lenstra and Rinnooy Kan [3]. In the following we detail the terms used in this 
paper under this notation. The term a corresponds to the machine environment, P for identical 
machines or R for unrelated machines. The term f) tell us some restrictions about jobs, if they 
have release dates, rj, if the jobs can be interrupted and continued !ater, pmtn, etc. Finally the 
term AI indicates the objective function we want to minimize. 
Ali problems we considerare non-preemptive, although algorithms for preemptive problems 
are used to find intermediate solutions. 
There are a lot o f work in the development o f approximation algorithms, but very few con-
sider practical performance analysis. In [5], Hepner and Stein present an implementation of a 
PTAS for a single machine scheduling with release dates. In [7] Savelsbergh et ai., also pre-
sent an experimental study of some approximation algorithms for scheduling problems in a 
single machine. They consider the problem 1lrjl L wJCJ anda variant of this problem when 
an average weighted flow time is minimized, i.e, problem 1lrJI L Wj(CJ- TJ)· 
We implemented algorithms for the following problems: Plr Jl L CJ, Pll L wJCJ, 
PlrJI L,wJCJ, RII L,wyCJ and RlrJI L,wJCJ. For the problem PlrJI l:,CJ we implemented 
the algorithm developed by Phillips et ai. [8]. This algorithm is combinatorial and is based 
in a heuristic for the preemptive case. For the problem Pll L wJCJ we implemented the algo-
rithm of Kawaguchi and Kyan [6], that is based in a list scheduling heuristic. For the problems 
PlrJI L,wJCJ and RlrJI L,wJCJ we implemented algorithms of Schulz and Skutella [9]. The 
algorithm for the first problem is combinatorial and the algorithm for the second problem is 
based on a solution of a linear program. Both algorithms are probabilistic. For the problem 
RII L, wJCJ we implemented the algorithm developed by Skutella [10] that is based on a solu-
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tion of a semidefinite program. 
We observe tbat tbere exists PTAS algoritbms for parallel machines as presented by Afrati 
et ai. [1], but tbeir implementation requires extra efforts and results in algoritbms witb time 
complexity represented by very high degree polynomials. 
To our knowledge, tbis paper is tbe first to consider practical analysis of approximation al-
goritbms for parallel machines. Ali algorithms are implemented in C. For the algoritbms tbat 
require solutions of linear or quadratic programs we use tbe Xpress-MP library, of Dash Opti-
mization [2]. Based in tbe practical results, we propose a simple modification on the algoritbm 
presented by Schulz and Skutella [9] for Rlrjl I: wjCj and on tbe algoritbm of Kawaguchi and 
K yan [ 6]. In tbe tests we consider, we show tbat tbese heuristics obtain solutions with better 
quality. 
The paper is organized as follows. In section A.4 we describe tbe implemented algorithms 
and give some insight of how they work. In section AS we compare two lower bounds for pro-
blems RII I: wjCj and some of its particular cases. In section A.6 we present the computational 
results. 
A.4 Algorithms 
In this section we describe the algorithms and tbe way tbey are implemented. We do not 
show how tbeir approximate factors are obtained. The interested reader can find more details 
about the approximation results o f these algoritbms in tbe references. 
Ali algoritbms are implemented in C. To solve tbe linear and semidefinite programs consi-
dered, we use tbe Xpress-MP library dueto its recognized efficiency. 
A.4.1 Algorithm PSW for Plri I I: Cj 
The algorithm of this section was developed by Phillips et ai. [8] which we denote by PSW. 
It finds a solution in two phases. In tbe first phase, tbe algorithm finds an approximated solution 
for the preemptive version of tbis problem and in tbe second phase it uses an algorithm tbat 
converts the preemptive schedule to a non-preemptive schedule. The preemptive version of tbis 
problem is already NP-hard, and is approximated by a 2-approximation algoritbm. The algo-
ritbm that converts tbe preemptive schedule to a non-preemptive one, produces a new schedule 
tbat is at most three times worse tban tbe preemptive schedule. This leads to a 6-approximation 
algorithm for the problem Plrjl I: Cj (see [8]). 
The algorithm for tbe preemptive schedule is based in tbe following idea: at any time, 
executem jobs with tbe shortest remaining amount of work. We present tbe algorithm in figure 
A.l and we denote it by Preemptive. We assume in the algoritbm, tbat the machines are always 
ordered in non-decreasing arder of processing time. The processing time of a machine i, is tbe 
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finishing time of the last job that executes in it, which is denoted by p(M;). We assume that we 
have a minimum heap ordered by the processing time of jobs, which we denote by HEAP. The 
heap contains only jobs that were released, i. e., all jobs in the heap are ready to be processed. 
We change the release date of jobs in the heap to the release date o f the heap which is denoted by 
rHEAP· The functionjirst(HEAP) returns ajob with smallest processing time in theHEAP and 
the function last( M;) return the remaining processing time o f the last job executing in machine 
z. 
In steps 1-6 the algorithm initializes, putting the jobs with the smallest release date in the 
heap. The loop in step 7 is done until all jobs becomes scheduled. In step 8 the algorithm tests 
if the machine less occupied has processing time less than or equal to the release date of the 
jobs in the heap. In this case, the first job of the heap is executed in this machine, otherwise, we 
have three other possibilities. If there is any job been executed having processing time bigger 
than the processing time o f the job in the heap, the algorithm change these jobs (steps 17 -19). 
In other case we put more jobs in the heap or set its release date (steps 20-31). 
Notíce that preemptions of jobs occurs only when we put new jobs in the heap, i. e., jobs 
that are already in the heap does not fali in step 19, so the number o f preemptíons in each 
machine can be overestimated by n. The time complexity of the implemented algorithm is 
O(n(logn + m)). 
The algorithm PSW, uses the preemptive scheduled generated by the algorithm Preemptive 
scheduling each job j in the machine which completed j in the preemptive schedule. 
The algorithm generates a list M;, for each machine í, of jobs ordered by their preemptíve 
completion times Cj in the preemptive schedule. For each machine í, the algorithm PSW 
generates a non-preemptíve schedule with jobs in the order specified by M;, with the constraint 
that no job j starts before its release date. 
The time complexity of the implemented algorithm, which is presented in figure A.2, is 
O(n logn + m) plus the time complexity to generate the preemptive schedule. 
A.4.2 Algorithm KK for the problem Pll I: WjCj 
The algorithm of this section is an extension of the problem 111 'L; WjCj for the problem 
Pll "L;wPj· The problem 111 'L;wJCJ can be solved optimally with the following algorithm 
developed by Smith [11]: order jobs in non-decreasing order of ~ and schedule the jobs in this 
J 
order. The aproximation algorithm for the parallel machine case is an extension: order jobs in 
non-decreasing order of ~ and schedule jobs in this order every time a machine becomes free. 
J 
Kawaguchi and Kyan [6] have shown that this algorithm generates schedules with a factor of ( >q+ 1 ) of the optimal. The implemented algorithm, which we denote by KKand is presented 
in figure A.3, have time complexity O(n logn + nm). 
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ALGORITHM Preemptive(J, M) 
1. HEAP~ 0 
2. let l be the minimum release date of jobs 
3. for alljobs j E J witb ri= l do 
4. insert j in HEAP 
5. J ~ J- j 
6. rHEAP ~f 
7. while(H EAP =f. 0) 
8. if p(M1) :S rHEAP tben 
9. M1 ~ Mdlfirst(HEAP) 
10. if H EAP = 0 tben 
11. let l be tbe next minimum release date of jobs in J 
12. for ali jobs j E J witb ri = l do 
13. insert j in H E AP 
14. J ~ J- j 
15. rHEAP ~f 
16. else 
17. for i~ 1 tom do 
18. if PJírst(HEAP) < last(Mi) tben 
19. change tbe first job in H EAP with last job in machine M; and break 
20. if the algoritbm had not changed jobs in step 19 tben 
21. if J = 0 tben 
22. rHEAP ~ p(Ml) 
23. else 
24. let l be the next minimum release date of jobs in J 
25. if l > p(M1) then 
26. rHEAP ~ p(Ml) 
27. else 
28. for alljobs j E J witb ri= l do 
29. insertj in HEAP 
30. J ~ J- j 
31. rHEAP ~f 
32. return (Mb ... , Mm) 
Figura A. I: Algoritbm tbat generate tbe preemptive schedule. 
A.4.3 Algorithm SzSK for the problem P/rj/ 2.:: wjCj 
The algoritbm of tbis section was developed by Schulz and Skutella [9] and we denote 
it by SZSK. The algoritbm is a probabilistic 2-approximation algoritbm. For each instance, 
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ALGORITHM PSW(J,M) 
1. generate a preemptive schedule ( M1 , ... , Mm) of ( J, M) with algorithm Preemptive 
2. order each list M; by the preemptive completion time Cj of jobs 
3. return (1\!h, ... , Mm) 
Figura A.2: Algorithm that generate the non-preemptive schedule. 
ALGORITHM KK(J, M) 
1. order jobs in J in non-decreasing order of {;: 
J 
2. _M"; +- 0 for i= 1, ... , m 
3. for each j E J in order do 
4. let i be the less ocuppied machine 
5. M; +- M;jjj 
6. return (M1, ... , Mm) 
Figura A.3: Algorithm of Kawaguchi and Kyan. 
the algorithm SZSK is executed 100 times and the best generated schedule is retumed. In 
our experiments, we observed that more executions leads to very small improvements. The 
algorithm is related to tbe linear formulation for a single machine problem presented below. We 
have variables yj, for each job j and for each time interval ( t, t + 1] that a job can run. We 
also have variables Cj. that represents the finishing time of job j. The constant Tis an upper 
bound for the completion time of any job. The relaxed linear program, denoted by LPS, is the 
following: 
Min '[;jEJ WjCj 
L.[=rj Yjt Pj Vj E J, 
'[;jEJ Yjt :::; 1 t = o, ... ,T, 
Cj = lif + }; '[;f=r; Yjt(t + ~)Vj E J, 
Yit = o Vj E J and t = 0, ... , Tj- 1, 
Yjt > o Vj E Jandt =rj, ... ,T. 
This linear program can be solved using a combinatorial algorithm [9]. Suppose we have 
just one machine m times faster than the machines considered. Consider the processing times 
of the jobs to bem times smaller. Construct a preemptive schedule for this single machine with 
the new processing times using the following rule: at any time, construct a preemptive schedule 
Sou the new single machine by scheduling, among the available jobs, the one with the smallest 
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~ ratio. The resulting schedule corresponds to an optimurn solution to the forrnulation. Each 
J 
variable Yjt receive value 1 if job j is processed during time [t- 1, t) in the generated schedule. 
Notice that the algorithm Preemptive is easily modified to solve this forrnulation and can 
be implemented to run in O ( n log n). After this, we construct a schedule based in probabilistic 
assignments. We choose for each job j, a vatiable aj uniforrnly distributed from the interval 
[O, 1]. Tben we consider the probabilistic finishing time, i.e., the first time in the schedule where 
the total amount of work done is pjaj. We denote this value by Cj(aj)· The algorithm SZSK 
attributes each job j uniforrnly and independem to one of the m machines. For each machine 
the algorithm schedules jobs in nondecreasing order of values Cj( aj)· 
Tbe algorithm is presented in figure A.4. Tbe attribute jmach o f each job j, stores the ma-
chine where it must be executed. 
ALGORITHM SZSK(J, M) 
1. Mi +- 0 for i= 1, ... , m 
2. solve the linear program LP S with the combinatoric algorithm 
3. for each j E J do 
4. aj +- rand(O, 1) 
5. jmach +- rand( 1, m) 
6. let L be a list ofthe jobs ordered by their Cj(aj) 
7. for each j E L in arder do 
8, MJmach +- MJmach [[j 
9. return (M1 , •.• , Mm) 
Figura A.4: Combinatoric algorithm of Schulz and Skutella. 
Tbe time complexity ofthe algorithm SZSK is O(nlogn + m). 
A.4.4 Algorithm SK for RII L wjCj 
Tbe algorithm of this section is a probabilistic 2-approximation algorithm based on a semi-
definite forrnulation and is presented by Skutella [10]. We denote the algorithm by SK. The 
quadratic program for this problem has binary variables aiJ• that says that a job j is to be pro-
cessed in machine i, if and only if aij = 1 and vatiables CJ that represents the finishing time of 
job j. We also have a function -<; that specify the execution order o f a job pair j, k in machine 
i. The job j must be processed before k in machine i if '#:; 2 ~. Tbe quadratic program is the 
following: 
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Cj = L:;~1 a;j · (p;j + L:;k-<ô a;kPik) Vj E J, 
a;j E {0,1} ViEM, "'jEJ. 
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Skutella have shown that this formulation is equivalent to the following quadratic formula-
tion: 
Min cTa+ laTDa 2 
L~1 aij = 1 Vj E J, 
a > o, 
where a E JR.mn is a vector of ali variables a;j !exicographically ordered with respect to the 
natural order 1, 2, ... , m of the machines and then, for each machine i, the jobs ordered accor-
ding to--<;. The vector c E JR.mn is given by C;j = WjPij and D = (d(ij)(hk)) is a symmetric 
mn x mn-matrix given by 
{
O if i =f. h or j = k, 
d(ij)(hk) = WjPik if i : h and k --<; j, 
WkPij 1f Z - h and J --<; k. 
This problem can be solved in polynomial time if, and only if, matrix D is positive semide-
finite. This motivates the construction of a new formulation, which we cal! QSP: 
Min lcTa+ 2 ~aT(D + diag(c))a 
(QSP) 
2::~1 aij = 1 Vj E J, 
a > o, 
where (D + diag(c)) is positive semidefinite and diag(c) is a diagonal matrix with the vector c. 
Given a solution for QSP, job j is assigned to machine í with probability a;j and in each ma-
chine i the execution order is given by the function --<;. In our implernentation, this assignrnent 
is performed 100 times returning the best generated schedule. For the special case o f identical 
parallel rnachines, the optimal solution o f the above formulation is given by aij = ~. In this 
case, we irnplemented a cornbinatorial algorithm for this especial case attributing each job to a 
rnachine with probability ,;. . This combinatorial algorithm is denoted by S K -C. The time com-
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plexity o f the algorithm is O( n Iog n + m) plus the time complexity to solve the semidefinite 
program QSP. 
The algorithm for the general caseis given in figure A.5. 
ALGORITHM SK(J, M) 
1. Mí +- 0 for í = 1, ... , m 
2. let a be the vector solution of the quadratic program Q P S 
3. for each j E J do 
4. O!j +- rand(O, 1) 
5. for each j E J do 
6. s f- o 
7. for í +- 1 tom do 
8. S +- S + aíj 
9. if O!j ::; S then 
10. Mi +- M;llj 
11. break 
12. order jobs in each Mí by -<i, í = 1, ... , m 
13. return (M1, ... , Mm) 
Figura A.5: Algorithm of Skutella based in a quadratic formulation. 
A.4.5 Algorithm SzSK2 for Rlrj I 2.:::: wjCj 
The algorithm for problem Rhl L; WjCj is also a probabilistic algorithm and is, presented 
by Schulz and Skutella [9]. The algorithm, denoted by SZSK2, is based in the solution of a 
linear formulation and is a generalization of the algorithm SzSK. As in the linear program of 
the algorithm SzSK, this formulation have variables Cj that represents the finishing time of job 
j and variables Yijt. that says that job j is processed in machine í at time t, for each time interval 
(t, t + 1]. The maximum time that a machine can executeis denoted by T. The formulation 
is exponential, but it can be made polynomial with a smallloss in the objective function using 
interval times that increase exponentially in their size. In this case, we have binary variables 
Yijl indicating the execution of job j in machine í at interval ! 1 = ( (1 + (3)1- 1, (1 + !3)1]. The 
size of an interval ! 1 is denoted by IItl. For simplicity we denote (1 + j)) 1 by j)1• The relaxed 
formulation, which is denoted by LPSS, is the following: 
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(LPSS) 
"'!' "L Yijlihl 
.L...t=l L.tl=O Pij 
LjEJ Yíjl 
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Yijl 
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= 
= 
> 
1 Vj E J, 
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0 Vi EM, Vj E J,f3t :s; Tij -1, 
O Vi E M, Vj E J, l =O, ... , L. 
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Vj E J, 
The algorithm solves the linear program LPSS and assign each job j to a machine-interval 
pair (i, ! 1) at random with probability YiPi'Vd. The jobs assigned to a machine i are scheduled 
'J 
in non-decreasing order o f intervals assignment. If there are more than one job assigned to the 
same pair ( í, lt), the algorithm schedule them in order o f their value j. For a given E > O setting 
(3 = 1 this algorithm has a probabilistic ( 2 + E )-approximation facto r. As in the algorithm 
SK, the probabilistic assignment step is executed 100 times and the best generated schedule is 
returned. The algorithm is presented in figure A6. The time complexity of this algorithm is 
O(nm log(l+<) T + n logn) plus the time complexity to solve the linear program LPSS. Since 
this algorithm is executed with different values of E, we denote by SZSK2, the algorithm SZSK2 
with the given value of E, that is, the algorithm SZSK20_1 is the algorithm SzSK2 with value 
ofE = 0.1. 
A.4.6 Two Heuristic Algorithms 
In this section we present a new algorithm denoted by HEI forthe problem Rhl L wJCJ, 
that is a simple modification of the algorithm SzSK2 and an extended heuristic of algorithm 
KK for the problem PlrJI L WJCJ, which we denote by HE2. In [4], Hariri and Potts present a 
simple heuristic algorithm for llrJI L WJCJ used to find an upper bound for a branch and bound 
algorithm. The algorithm is as follows: 
L Let S be thesetof ali (unsequenced)jobs,letH =O and k =O and find T = minJEs{rJ}-
2. Find the set S' = {JIJ E S, rJ ::; T} and find ajob í with í E S' and ';:- = maxJES'{~ }. 
3. Set k = k + 1, sequence job í in position k, set T = T + Pi· set H= H+ wiT and set 
S=S-{i}. 
4. If S = 0, then stop with the sequence generated having H as its cost. Otherwise set 
T = max{T, minJEs{rJ}} and go to step 2. 
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ALGORITHM SzSK2(J, M, E) 
1. Mi +- 0 for i = 1, ... , m 
2. let y be tbe vector solution o f the linear program LP S S 
3. ti +- oo for each j E J 
4. for each j E J do 
5. ai+- rand(O, 1) 
6. for each j E J do 
7. s +-o 
8. for i +- 1 to m do 
9. for l +- 1 to L do 
S +- S + Yijl-lltl 10. Pij 
11. if ai :::; S then 
12. Mi +- Millj 
13. tj +- l 
14. break 
15. order list Mi in non-decreasing order of values ti, i = 1, ... , m 
16. return (M1, ... , Mm) 
Figura A.6: Probabilistic algorithm of Schulz and Skutella. 
In algoritbm SZSK2, tbe jobs are assigned to pairs machine-interval and tbem executed in 
each machine by the order o f intervals assignments. In algoritbm HEI, tbe assignment step 
is done as in algorithm SZSK2, but tbe jobs assigned to a machine i are scheduled using tbe 
algoritbm o f Hariri and Potts. 
The algoritbm HE2 executes an extended heuristic of algoritbm KK: every time a machine 
becomes free, execute among tbe available jobs, tbe one witb smallest ratio ~. N otice tbat 
J 
witbout tbe presence o f release dates, tbis algoritbm is essentially algoritbm KK. 
A.S Study of Two Lower Bounds 
In tbis section we present an experimental study of two formulations tbat provides lower 
bounds for our algoritbms. The first formulation is tbe semidefinite formulation QSP presented 
for algoritbm SK, and tbe second is a linear formulation LPSS presented for algoritbm SzSK2. 
For problems tbat consider jobs witb release dates we used tbe lower bounds provided by tbe 
linear program LPSS. For problems witbout release dates we performed a computational study 
to determine which formulation give lower bounds witb better quality. For tbe most generic 
problem RII "LwPi· we consider tbree cases: R2ll "LwiCi, R5ll "LwiCi and R7ll "LwiCi. 
We also tried to study tbe case R1üll L WjCj but we could not solve integer instances of this 
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problem in a reasonable amount of time. We perfonned five tests with 100 jobs for each case. 
The processing times of jobs were taken unifonnly from the interval [1, 100] and Wj was chosen 
unifonnly from the interval [1, 10]. The linear program LPSS is generated with time intervals 
defined wíth parameter é = 0.3 and é = 0.1. Besides the quality of the lower bound increases 
using é = O .1 when compared with the solutions with é = O .3, the solutions provided by the 
algorithms do not differ so much as we will see in the next sections. The lower bounds of these 
two fonnulations are compared wíth the value of an integer solution, which we obtained from 
the integral solutions of program QSP. The results of these tests can be seen in table A.l. 
Tabela A. I: Comparison between fonnulations QSP and LPSS. 
We also perfonned computational tests to compare the lower bounds for problem Pll L wiCi· 
In this case we could solve only instances up to 20 jobs with 2 machines and 15 jobs with 5 
machines. The next theorem, proved by Skutella [lO], helps us to understand the hardness to 
obtaín integer solutions for instances o f this problem. 
Theorem A.S.l For instances of Pmll L WjCj, an optirnum vector solution a of the quadratic 
prograrn QSP is aij = ,;. for all í, j. This optimurn solution is unique if all ratios {;:, are 
J 
different and positive. 
In ali instances the solution of the quadratic program is exactly the one provided in the 
theorem. Since the Xpress solver finds the optimal integer solution using a branch and bound 
tree, the number of nodes is exponential. We could not solve these kind o f problems even if we 
use an upper bound provided by our approxirnation algorithms. We could solve only instances 
with 20 jobs for problem P2ll L wjCj and instances with 15 jobs for problem P5ll L WjCj. 
The results of our tests are presented in table A.2. 
In ali generated tests, the !ower bounds provided by the fonnulation QSP are better than the 
lower bounds provided by fonnulation LPSS. Also note that when é = 0.1 the difference is not 
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Tabela A.2: Comparison between formulations QSP and LPSS. 
so large. We do not use smaller values of E since the increase in the computational time to solve 
such formulations is very high. 
A.6 Practical Analysis of the Implemented Algorithms 
In this section, we present the results of our tests. Since some problems are particular cases 
of others, we performed severa! different tests. Each subsection is reserved for one case. Before 
presenting the computational results for each problem, we describe the proceeding to generate 
each test. For each test we generate 100 jobs with processing requirement uniformly chosen 
from the interval [1, 100] and Wj chosen from the interval [1, 10]. When the problem require 
release dates, the datais generated using the same approach used by Hariri and Potts [4]. The 
release dates are uniformly chosen from the interval [0, E[p]wy]. This simulates the arrival of 
n jobs from a stable queue according to a Poisson process with parameter 1 [ 5]. The time in 
ali tables is given in seconds. The ratio in the table corresponds to ~, where V is the value 
found by the algorithm and LB is a lower bound for the optimal solution. We perform tests 
with 2, 5, 7 and 1 O machines. As was done in [ 5], we generated tive different instances for each 
test problem, so the results in each line of the tables corresponds to the mean of tive tests. The 
algorithms were tested on a AMD Athlon !.20hz with 800 MB of RAM under Linux 2.4.2-2 
kernel. 
A.6.1 Tests for the problem PJJ L wjCj 
In this problem we used the algorithms KK, SzSK, SK-C, SZSK2 and HEI. We do not use 
the algorithm HE2 here because without the presence o f release dates this algorithm generates 
the same solutions of algorithm KK. The table A.3 presents the results of this tests. The LB 
column corresponds to the fractional optimal solution o f the quadratic formulation QS P o f the 
algorithm SK. 
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P2:l'í:w}Cj 382923.95 
Tabela A.3: Comparison between KK, SzSK, SZSK2, HEI and SK-C. 
The algoritbms obtained very good results for all tested instances. The algoritbm KK is the 
most simple and obtained tbe best results generating solutions witb values less tban 0.7% oftbe 
lower bounds, besides tbe other algoritbms use more advanced ideas. As we can see, tbe ratio 
grows when we use more machines. For algoritbm KK tbe increase is very small. For tbe otber 
ones the growth is more representative. We believe tbat witb more jobs per machine tbe ratios 
obtained tends to decrease. This can be seen in graphics (A. 7, A.8, A.9 and A. lO). We will 
describe more about tbis behavior in the next subsection. 
A.6.2 Tests for the problem P h I I: Cj 
To solve tbe problem Plrjl I;Cj we used tbe algoritbms PSW, SZSK, SZSK2, HEI and 
HE2. Altbough tbe algorithm SZSK is tbe combinatorial version oftbe algoritbm SZSK2 for 
identical machines, we also included tbe algorithm SZSK2 in tbe comparisons. The algoritbms 
SZSK2 and HEI were executed with parameter é = 0.3 and é = 0.1. We perform different 
tests using different values for parameter 1 to generate the release dates. We used parameter 
1 = 0.2, 1 = 0.4 and í = 0.6. The LB column has tbe fractional optimal solution of tbe 
linear program of algoritbm SzSK2 witb é = 0.1. It is interesting to note tbat this lower bound 
may be far away from tbe integer optimal, since tbe value of an optimal integer solution for the 
program LPSS is already a lower bound for tbe original problem Phl I; Cj. The tables A.4, 
A.5 and A.6 present tbe results obtained for tbese tests. 
The algoritbm HE2 generate the best schedules in all tests. Notice tbat tbe algoritbm HEI 
obtain better results when we have few machines and small values of 1· The algoritbms PSW 
and HEI are the second best in all cases. For ali tests, the algoritbm PSW generate solutions 
tbat are at most 12% o f tbe lower bound altbough its approximation factor is 6. Otber interesting 
A.6. Practical Analysis of the Implemented Algoríthms 81 
Tabela A.4: Comparison between PSW, SzSK, SZSK2, HE2 and HEl. 
P71ri I L; C i 98514.48 
Tabela A.5: Comparison between PSW, SZSK, SZSK2, HE2 and HEl. 
poínt ís that the ratío for the algorithm SZSK get better results when we have more machínes 
wíth bígger values of T The algorithm SZSK2 obtaíned better results than the algorithm SZSK 
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Tabela A.6: Comparison between PSW, SzSK, SzSK2, HE2 and HEl. 
for ali cases, except when we have big values of 'f and more machines as we can see in table 
A.6. Analyzing the fractional solution of the linear program used by the algorithm SZSK2, 
we can see that the solver generates an optimal fractional solution using less machines in such 
a way that variables of some machines are little used. Consequently, the generated schedule 
have some machines that are ahnost unused. The algorithm SzSK is the combinatorial version 
of SZSK2 but the jobs are attributed to ali machines uniformly. This also explains why the 
algorithm HEI when compared to the algorithm PSW, get better results using two machines 
than 7 and 10 machines. Based on this observation we try to solve the linear program LPSS 
under the algorithm HEI with an increase in the number of jobs per machine. Note that the 
algorithm HEI is based in the algorithm SZSK2 and we can expect the same behavior in both 
algorithms. We perform several tests that can be seen in tables A.7, A.8, A.9 andA. lO. The 
interesting point to note is that when we get a ratio of approximately 60 jobs per machine 
the algorithm HE 1 produces better schedules. The solution o f the linear program has better 
attribution when this happens. We also present some graphics (A.7, A.8, A.9 and AJO) that 
summarizes these results. As we mentioned in the previous subsection, the algorithms get 
better results when we use more jobs per machine. This can be easily verified in these graphics. 
Notice that we could not solve ali instances of the problem with a given é = 0.3. When we 
solved the problem with ten machines for example, we used é = 0.8 and the time to solve the 
linear program LPSS is still high. With such values, the lower bound provided by the linear 
program becomes worse and the ratios obtained in these tests are bigger than the ones of the 
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previous tests. We believe tbat such ratios could be much better. 
Tabela A.7: Comparison between PSW, and HEI. 
Tabela AS: Comparison between PSW, and HE 1. 
Tabela A.9: Comparison between PSW, and HEI. 
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Tabela A.JO: Comparison between PSW, and HEI. 
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In this problem we use the algorithms SK, SzSK2 and HEJ. For the tests in table A.l 1 we 
choose Pii uniformly from the interval [1, ... , 100]. In the tests presented in table A.12 the pro-
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cessing times are chosen from different intervals to give the idea that we have machines with dif-
ferent speeds. Using two machines the processing times are chosen from the intervaJ [1, ... , 50] 
for the first machine and from [50, ... , 100] for the second machine. Using five machines the 
processing times are chosen from intervals, [1, ... , 20], [20, ... , 40], ... , [80, ... , 100]. Using 
seven machines the processing times are chosen from intervals, [1, ... , 15],[15, ... , 30], ... ,[90, ... , 10( 
In the tests with ten machines, the processing times are chosen from intervals [1, ... , 10][10, ... , 20][20, 
[90, ... , 100]. We use E = 0.1 andE= 0.3 in the algorithms SZSK2 and HE 1. The LB column 
corresponds to the fractional solution found by the quadratic formulation QSP o f the algorithm 
SK. 
As we can see all algorithms produces schedu1es very dose to the optimal. For all tests, the 
algorithms produced solutions with values that are at most 3% of the lower bound except for 
the algorithm S K that generated a solution with value 7% o f the lower bound. In general the 
algorithm HE 1 generate better schedules. Other point is that although the semidefinite program 
QSP generate fractional so1utions that are closer to the optimal, the algorithm SK generate the 
worst schedules even if compared with the algorithm SzSK20.3 . 
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R21I'Swici 194112.01~ 
l56.• 
SK I 2630S.O 036 1.0007 li 
26010.94 p:, 
RlO!I:ZwiCi 11337.05 ~ 
52 
Tabela All: Comparison between SK, SZSK2 and HEI. 
! :ZwjCj 28453.73 
Tabela A12: Comparison between SK, SzSK2 and HEI. 
A.6.4 Comparison for problem Rlrj I L wjCj 
In tbis case we use tbe algoritbms SZSK2 and HEI to solve problem Rir i I I; WjCj. Table 
A 13 show tbe results of the tests. The processing times were chosen uniformly from tbe interval 
[1, ... , 100] and we use 1 = 0.2 to generate reiease dates. The LB is the optimal fractional 
solution of tbe linear program LP S S witb E = O. L We emphasize tbat tbis Iower bound may 
be far away from tbe integer optimal solution, since an integer optimal soiution to LP S S is 
already a reiaxation of tbe problem Rir i I I; wjCj. The algoritbm HEI get better resuits in ali 
tests. 
A. 7. Conclusion 87 
P"'bl<m LB I Alg<>rt<mn I vf T= &tio 
~ R21riiÍ:wjCj ~ ,_, 
2,_, !5714ó 
R5!rjl L;wjCj ~.-
I HJ9.32 
Rilrii'L:wjCj 229843.17 
= 
R10iril í:wjCj 233510.85 
Tabela A.13: Comparison between SzSK2 and HEI. 
A. 7 Conclusion 
We present computational results for some approximation algorithms for scheduling on pa-
rallel machines. As expected, the practical solutions yields ratios better than the approximation 
factor of the presented algorithms. We also note that algorithms with more refined techniques 
does not lead to better results. In fact, for problems Pll I: WjCj and Plrjl I: Cj algorithms 
PSW and KK obtained the best results even when compared to algorithms with advanced ide-
as. We also note that the solutions provided by the algorithm SK is worst than the solutions 
provided by the algorithm SZSK2 despite the semidefinite program generate fractional solu-
tions with better quality. Finally we present two heuristics that get better results in almost ali 
cases studied. 
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Apêndice B 
Algoritmos de Aproximação para uma 
Versão Generalizada do Problema da 
Mochila 
B.l Prólogo 
O artigo a seguir trata de uma generalização do problema da mochila. No problema padrão 
da mochila temos como dados de entrada, o tamanho K da mochila, um conjunto S de items e 
funções se e V e que mapeam o tamanho e o valor de cada item e E S respectivamente. O objetivo 
do problema é achar um subconjunto U Ç S tal que L:uEU Bu ::; K e o valor L:uEU Vu seja 
maximizado. No problema que consideramos, além dos dados de entrada apresentados, temos 
também uma outra função Ce que mapeia uma classe para o item e, temos tamanho de divisórias 
de compartimentos de limites dmin e dmax para o tamanho de compartimentos. No problema 
generalizado temos que achar um subconjunto U Ç S cujo valor L:uEU Vu seja maximizado 
e uma partição U1 , •.. , Uk deste conjunto satisfazendo as seguintes restrições: (i) Para cada 
U;, 1 ::; i ::; k temos que dmin ::; I:uEU; Su ::; dmax; (íí) Para cada U;, 1 ::; i ::; k temos que 
todos os items deU; pertencem a uma mesma classe; (ííí) L:uEU Bu + d · k ::; K. 
Este problema tem aplicações práticas em problemas de corte e processamento de bobinas 
de metais na indústria metalúrgica e é exemplificada no artigo. Apesar do problema ser de em-
pacotamento, não é difícil achar aplicações de tal problema em escalonamento. Como já foi 
visto no capítulo 3, seção 3.2, problemas de escalonamento e empacotamento são fortemente 
relacionados. Para exemplificar o uso do problema apresentado como um de escalonamento, 
suponha que tenhamos uma máquina m, que pode executar vários tipos de serviços mas de-
pende da acoplagem a ela de alguns dispositivos. Desta forma se a máquina for executar uma 
determinada tarefa que necessite dispositivo c1 e em seguida outra tarefa com dispositivo c2 , é 
necessário pará-la para trocar os dispositivos. Suponha que este tempo seja d. Cada tarefa j 
89 
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possui tempo de processamento Pi, peso Wj e dispositivo necessário Cj- Além disso, suponha 
que nosso objetivo é maximizar o peso total das tarefas executadas até um total de tempo K. 
Este problema é facilmente mapeado ao problema da mochila generalizada. Veja o exemplo da 
figura B.L 
f-1 
d 
Figura B.l: Temos quatro tipos de tarefas diferentes. A barra escura de tamanho d representa o 
tempo gasto para a troca de dispositivos. 
Um resumo do artigo foi publicado no IV AUO/EURO Workshop on Applied Comhinatorial 
Optimization, que ocorreu no Chile em novembro de 2002. A versão completa, apresentada 
aqui, foi submetida para revista. 
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B.2 Artigo 
Approximation Schemes for a Class-Constrained Knapsack Problem1 
E. C. Xavierl F. K. Míyazawa2 
Abstract 
We consider approximatíon algorithms for a class-constrained version of the knapsack 
problem: Gíven an integer K, a set of ítems S, each ítem with value, size and a class, find 
a subset of S of maximum total value such that ítems are grouped in compartments. Each 
compartment must have only ítems of the same class and must be separated by the subsequent 
compartment by a wall division of size d. Moreover, two subsequent wall dívisions must stay 
a dístance of at least dmin and at most dmax· The total size used by compartments and by 
wall divisions must be at most K. This problem have practical applicatíons on cutting-stock 
problems. 
Key Words: Approximatíon algorithms, knapsack problem. 
B.3 Introduction 
We consider approximatíon algorithms for a class-constrained version of the knapsack pro-
blem which we cal! Generalized-Knapsack (G- KNAPSACK). Gíven an ínteger K, a set o f ítems 
S = {1, ... , n }, each ítem i with value v;, size Si anda class ci, wall divisions of size d, finda 
set M Ç S ofmaximum total value anda partítíon of Minto compartments C1 , ... , Ck, each 
compartment with size LeEC, se where the following conditíons are valid: (i) ítems in the same 
compartment have the same class, ( ii) two subsequent compartments are separated by a wall 
dívision, (üi) the total size used by compartments and by wall divisions must be at most K, (iv) 
each compartment size must be at least dmin and at most dmax· 
This problem has a practical motívation in the roll cuttíng in the iron and steel industry. 
Ferreira et al. [3] present a cuttíng problem where a raw material rol! must be cut into final rolls 
grouped by certain properties after two cuttíng phases. The rolls obtained after the first phase, 
called primary rolls, are submítted to different processing operatíons (tensioning, tempering, 
laminatíng, hardening etc.) before the second phase cut. Due to technological limitatíons, 
1This research was partially supported by FAPESP project 01/04412-4, MCí/CNPq under PRONEX program 
(Proc. 664107/97-4) and CNPq (Proc. 470608/01-3.464114/00-4, 300301198-7). 
2Instituto de Computação - Universidade Estadual de Campinas, Caixa Postal 6176 - 13084-971 -
Campinas-SP- Brazil, { eduardo.xavier, fkm} @ic.unicamp.br. 
B.3. Introductíon 92 
primary rolls have a maximum and minimum allowable width and each cut generate a loss in 
the roll width. 
In table B.l, we present some common characteristics for final rolls. We consider three 
classes in this problem, one for each different thickness. The hardness interval of items with 
the same thickness are overlapped in a common interval to satisfy all hardness requirements. If 
there are items for which hardness cannot be assigned to the same thickness class, a new class 
must be defined for these ones. 
11 Width (mm) 11 Hardness (kg · mm 2 ) 11 Thickness (mm) 11 
50 50 to 70 4.50 
74 60 to 75 4.50 
93 32 to 39 3.50 
35 32 to 41 3.50 
20 20 to 30 2.50 
100 24 to 35 2.50 
Tabela B.l: Characteristics of final rolls 
In the example of table B.l, we have a raw material roll of size K (1040 mm) which is 
first cut in primary rolls according to the different classes. In the example, the roll is first 
cut in three primary rolls. Each primary roll is processed by different operations to acquire the 
required thickness and hardness before obtaining the final rolls. Each cutting in the roll material 
generates a loss due to the width of the cutter knife. The cuts done at the first phase corresponds 
to the size o f the wall division o f our problem. The cuts o f the second phase can be associated 
to the size of the items. This way, we only worry about the loss generated by the first phase cut. 
The figure B.2 show the process. 
Each processing operation has a high cost which implies items to be grouped before each 
processing operations, where each group corresponds to one compartment. In the above exam-
ple we can consider three different classes and six different items. The size of the raw roll 
material corresponds to the size of the knapsack and the size o f the wall division corresponds to 
the loss generated by the first cutting phase. The distances dmin and dmax are the minimum and 
maximum allowable width of the primary rolls. 
Given a family of algorithms A,, for any E > O, and an instance I for some problem P we 
denote by A, (I) the value o f the solution returned by algorithm A, when executed on instance I 
and by OPT(J) the value of an optimal solution for this instance. We say thatA, is a polynomial 
time approximation scheme (PTAS) for a maximization problem if for any E > O and any 
instance I we have A,(J) 2 (1- E)OPT(J). Ifthe algorithm is also polynomial in 1/E we say 
that A, is a fully polynomial time approximation scheme (FPTAS). 
B.3. Introduction 
Raw Roll Material 
1 Fírst Phase Cut 1 
Primary Rolls 
Processing operations 
Second Phase Cut 
Final toducts Loss 
DDD DDDI 
Figura B.2: The two-phase cutting stock problem. 
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Results : In tbis paper we present a FPTAS and a PTAS for two restricted versions of the 
G-KNAPSACK. We also present a proof that a less restricted version of the G-KNAPSACK 
problem cannot be approximated unless P = N P. The algorithms we present are developed in 
two phases. In the first phase we have to solve a small problem for each class. In the second 
phase we use the results of each class to solve the fully problem using a dynamic programming 
approach. 
For the FPTAS we consider at most a constant k of different item sizes for each class. The 
algorithm is simple and uses an algorithm to find an optimal bin packing of items. The bins 
have size dmax and must be filled by at least dmin· 
The PTAS is forthecase when dmin =O. The algorithm is morecomplexand uses somenice 
ideas proposed by Chekuri and Khanna [2]. In this case, the algorithm find a set of items that 
can be packed into bins of size dmax and have a corresponding value very close to the optimal. 
The items are packed using known algorithms for bin packing. 
Related Work : The knapsack problem is a well studied problem in the literature and a FPTAS 
was shown by !barra and Kim [5]. In [1], Caprara et al. present approximation schemes for 
two restricted versions ofthe knapsack problem, KKP and E-KKP. The KKP is the knapsack 
problem where the number o f items chosen in the solution is at most k and the E-KKP has 
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the number of items chosen in the solution exactly k. Chekuri and Khanna [2] present aPTAS 
for the Multiple Knapsack Problem (MKP). In this problem we have a set B of bins, each 
bín j E B wíth capacíty bj. aod a set S of ítems, each ítem i with size s; aod profit p;. The 
objective is to find a subset U Ç S o f maxímum profit sue h that U has a feasíble packíng in B. 
In [ 6], Schachnai aod Tamír present a PTAS to a class-constraíned multiple knapsack problem 
(CCMK) and class-constrained bín-packíng problem (CCBP). In both problems we have N 
bins, each bin j with Cj compartments aod size Vj. We also have a set I of items, each item 
u E I have class Cu, size Su and profit Pu· In problem CCMK, we have to find a packíng of 
ítems ínto the bíns B, sue h that the value o f the items packed is maximized and each bin j has at 
most Cj items of dífferent classes. In problem CCBP the bíns have size 1 and C compartments. 
The goal is to find a legal placement of all ítems in a minimal number of bins. If we consider 
that we do not have the restrictions (ii) aod (iv) of G-KNAPSACK aod the size of the wall ís O 
then we cao solve G-KNAPSACK usíng the algorithm to CCMK developed by Schachnai aod 
Tamir. 
Organization : In section B.4, we present a generic algorithm to solve the G-KNAPSACK pro-
blem. This generic algorithm depends on the solution of aoother problem that we call SMALL. 
In sections B.5 aod B.6 we present two algorithms to specíal cases o f the problem SMALL whi-
ch yields to a FPTAS aod to aPTAS for the problem G-KNAPSACK. Fínally, in section B.7 we 
present ao inaproximality result to G-KNAPSACK problem. 
B.4 Generic Algorithm 
In thís section we present some notation aod formally define the problem G-KNAPSACK. 
Furthermore, we present a general approximation scheme consídering the existence of ao algo-
rithm to a restricted problem. 
For most approximation schemes, it is sufficient to prove that the solution generated is O (é) 
from the optimum solution, since we cao obtaín a solution that is E from the optimum solution 
simple rescalíng the parameter é. Therefore, the followíng claim is valid. 
Claim B.4.1 Given a constantE > O, if A, is a polynomial time algorithm for a maximization 
problem P, such thatfor any instance I of P, we have A,(I) 2 (1- O(E))OPT(I), then there 
is a polynomial time algorithm B, such that B,(I) 2 (1 - E)OPT(I). 
An instance I for the G-KNAPSACK is a tuple (S, c, s, v, K, d, dmaxo dmin) where S ís a set 
o f items, c, s aod v are class, size aod value functions o ver S, respectively; d ís the size o f 
wall dívisions, aod dmax and dmin are bounds for the compartments size. All values are non-
negatives. We denote by n aod m, the number of ítems in the set S aod the number of classes, 
respectively. 
Given a set S aod a numeric function f over S, we denote by f(S) the sum L:eES f( e). 
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A solutíon Q of an instance I for problem G-KNAPSACK is a pair (S', P') where S' Ç S 
and P' is a partition o f S', P{, ... , Pfo, each set P[ has only items o f the sarne class andare such 
thatdmin S s(P[) S dmax ands(Q) S Kwhere s(Q) = L.7=1(s(P[) +d). 
The size of a solutíon Q = (S', P'), where P' = (P{, ... , Pn, is equal to s(Q) and the 
value of the solution Q, denoted by v( Q), is equal to v(S'). 
The problem G-KNAPSACK can be defined as follows: Given an instance I, finda solution 
Q o f maximurn value. 
The crucial point for the algorithm of this section is a subroutine for a problem we call 
SMALL. The algorithm is the sarne for the two problems we consider in the next two sections, 
differing only on the way problem SMALL is solved. 
PROBLEM SMALL: Given an instance I for G-KNAPSACK, where ali items are of the sarne 
class and given a value w, find a solution Q of I with value w and smallest size. 
We say that an algorithm SS, is t-relaxed for problem SMALL if given an instance I and 
value w the algorithm generates a solution Q with (1- t)w ::; v(Q) ::; w and s(Q) ::; s(O), 
where O is a solution with value w and smallest size. Such solution Q is called an t-relaxed 
solution. 
In figure B.3 we present an approximation scheme for G-KNAPSACK using a subroutine to 
solve problem SMALL. The algorithm uses a rounding idea presented by !barra and Kim [5] for 
the knapsack problem. 
In steps 1-3 the original instance is repararneterized in such a way that each new item value 
V~, is a non-negative integer value bounded by r n/E l Therefore, the value of any SO]Ution 
is bounded by V = O(n2/t). This leads to a polynomial time algorithm using a dynamic 
prograrnming approach with only O(t) loss on the total value of the solution found by the 
algorithm. 
In steps 4-8, the algorithm generates E-relaxed solutions for each problem SMALL obtained 
from the repararneterized instances o f each class and each possible value w. The solutions are 
stored in variables Aj,k• for each class j and each possible value k. 
In steps 9-14 problem G-KNAPSACK is solved using dynarnic prograrnming. We have table 
Tj,w indexed by classes j and ali possible values w. It stores the smaller solution using items o f 
classes { 1, ... , j} that have value w. The basic idea is to solve the following recurrence: 
Finally, given that there arem classes, in steps 15-16 a solution generated with maximurn 
value w is retumed. 
To prove that G, is an approximation scheme we consider that algorithm SS,, used as su-
broutine, is an E-relaxed algorithm for problem SMALL. 
Lemma B.4.2 I f the algorithm G, uses an <.-relaxed algorithm as subroutíne and if O j,w is a 
BA. Generic Algorithm 
ALGORITHM G,(I) where I= (S, c, s, v, K, d, dmax, dm;n) 
Subroutine: SS, (E-relaxed algorithm for problem SMALL). 
1. % reparameterize the instance by value 
2. letP+-max{ve: eES}, Lt-EPjn andV+- fn2/El,wheren=ISI 
3. for each item e E S do v~ +- l 7; J 
4. % generate an E-relaxed solution for each class 
5. for class j +- 1 to m do 
6. for value w +- 1 to V do 
7. let sj be the set of items in s with class j 
8. Aj,w f- SS,(Sj,s,v',K,d,dmax.dmin,W) 
9. %for each possible value w,find solutionfor G-KNAPSACK with classes {1, ... , j} 
10. for value w +- 1 to V do 
11. T1,w f- A1,w 
12. for class j +- 2 to m do 
13. for value w +- 1 to V do 
14. Tj,w f- (solution in {Tj-l,w, Aj,w, minl:Sk<w{Tj-l,k + Aj,w-k}} 
ofvalue in [(1- E)w, w] and minimum size) 
15. let Q be the solution Tm,w• 1::; w::; V with maximum value w and size s(Q) :S: K 
16. return Q. 
Figura B.3: Generic algorithm for G-KNAPSACK using subroutine for problem SMALL 
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solution using classes {1, ... ,j}, with w := v'(Oj,w) andminimumsize, then Tj,w exists and 
v'(Tj,w) 2 (1- E)W and s(Tj,w) :S: s(Oj,w)-
Proof First, note thatif a solution Oj,w with value w := v'(Oj,w) using items {1, ... ,j} exists, 
then a solution for Tj,w also exists. We can prove this fact by induction on the number of classes. 
The base case consider only items with class I and can be proved from the fact that subroutine 
SS, is an E-relaxed algorithm, (thatis, T1,w = A1,w). 
Considera solution Oj,w with value w := v'(Oj,w) using items {1, ... ,j}. 
If O j,w uses only items of class j, then we have a solution A j,w which is obtained from 
subroutine SS,, which by assumption is an E-relaxed algorithm. Therefore, v'(Ai,w) 2 (1 -
E)v'(Oj,w) and s(Aj,w) :S: s(Oj,w)· 
If Oj,w uses only items of classes 1, ... , j 1, by induction, Tj-l,w exists and v'(Tj-l,w) 2 
(1- E)v'(Oj,w) and sm-l,w)::; s(Oj,w)· 
If Oj,w = (S, P) uses items of class j and items of other classes, denote by 0 1 = (S1. Pl) 
and 0 2 = (S2 , P2 ) two solutions obtained partitioning Oj,w such that P 1 contains ali parts of 
P with items of class different than j and P2 contains ali parts with items o f class j. Let 
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k := v'(01). By induction, there are solutions Tj-l,k and Aj,w-k such that 
v'(Tj-l,k) + v'(Aj,w-k):?: (1- E)k + (1- E)(w- k) = (1- E)v'(Oj,w) and 
s(Tj-l,k) + s(Aj,w-k) :S s(01) + s(02) = s(Oj,w)· 
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Theorem B.4.3 /f I is an instance for G-KNAPSACK and S S, is an E-relaxed polynomial time 
algorithm for SMALL then the algorithm G, with subroutine S S, is a polynomial time ap-
proximation schemefor G-KNAPSACK. Moreover, if SS, is also polynomial time in 1/E, the 
algorithm G, is a fully polynomial time approximation scheme. 
Proof Let O be an optimum solution for instance /. Let w be the value of an optimal solution 
considering the rounded items. 
e EO 
"""' Ve """' Ve > L(1- E) L.) L- 1) :?: L(1- E)(~ L- n) 
eEO eEO 
(1- E)(L v,- nL) = (1- E)(OPT- EP) 
eEO 
> (1- E)(OPT- EÜPT) 
> (1- 2E)0PT 
Since the solution returned by the algorithm G, has value at least v(Tm,w), we have that G,(I) :?: 
(1- 2E)0PT. 
If m and n are the number of classes and the number of items, respectively, the time com-
plexity ofthe algorithm G, is O(mn4 /E2 + mn2 /E· Tss), where Tss is the time complexity of 
subroutine SS,. Therefore, if SS, is polynomial tinle in n (and in 1/E) then algorithm G, is a 
(fully) polynomial time approximation scheme. O 
In the next two sections, we present two approximations schemes for restricted versions of 
problem G-KNAPSACK. The approximations schemes are based on algorithm G, and differ 
on1y in the way problem SMALL is solved. From now on we consider the items after the 
rounding process. 
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B.S The FPTAS 
In this section, we consider the G-KNAPSACK problem restricted to k different item sizes 
in each class. We present a fnlly polynomial time approximation scheme. The algorithm is 
the same presented in the previous section. In this case, we only need to present an t-relaxed 
algorithm, used as subroutine by the algorithm G ,, that is polynomial time both in the input size 
and in 1/ E. In fact, we show that an algorithm for problem SMALL does not need to compute 
solutions for every value w to obtain a fully polynomial time approximation scheme for problem 
G- KNAPSACK. Given such a subroutine, the approximation result follows from theorem B.4.3. 
The next result state the difficulty o f the case we are considering. 
Theorem B.S.l The problem with the restriction that we have at most a constant k of different 
sizes in each class is still NP-hard. 
Proof The theorem is valid since the knapsack problem is a particular case when each item is 
of a different class and dmax = oo, dmín = O and d = O. D 
B.S.l The k-PACK problem 
Before presenting the algorithm to solve problem SMALL, consider the problem, denoted 
by k-PACK, which consists in packing n one-dimensional items with at most k different item 
sizes into the minimum number of bins of size dmax• each bin filled by at least dmín-
The algorithm to solve problem k-PACK uses a dynamic programming strategy combined 
with the generation of ali configurations of packing items into one bin. In the figure B.4 we 
present the algorithm that generates a function B that returns the minimum number of bins to 
pack an input list, under the restrictions o f the problem k-PACK. For our purposes, we also need 
that the function B returns the partition o f the input list in to bins. For simplicity, we let to the 
interested reader its conversion to an algorithm that also retums the partition of the input list 
into bins. 
In steps 1-4, the algorithm generates all possible subset of items that can be packed in one 
bin. In each iteration of the while command, steps 5-11, the algorithm uses the knowledge of 
instances that uses í bins to compute instances that uses í + 1 bins. 
The following theorem is straightforward. 
Theorem B.5.2 The algorithm Pk generates a function that retums the minimum number of 
bins to pack any sublist ofthe input list L ofproblem k-PACK. Moreover, the algorithm Pk has 
a polynomial time complexity. 
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ALGORITHM Pk dmin, dma:x) 
1. let s 1, ... , sk the k different sizes occurring in list L, 
2. let d; be the number of items in L of size s;, i = 1, ... , k, 
3. let Q 1 be the set of ali tuples (qlo ... , qk) such that O::; q; ::; d;, i= 1, ... , k 
4. and dmin :S 2::7;1 q;S; :S dmax· 
5. let i +-- 1 
6. while (d1, ... , dk) f. Qi do 
7. Qi+l +- 0 
8. for each q' E Q1 and q" E Q; do 
9. q +-- q' + q" 
10. if q f. Qi and (q1, ... , qk) :S (d1, ... , dk) then Q;+l +-- Q;+J + q 
11. i +-- i+ 1 
12. let B(q) +- j for ali q E Qj. 1 ::; j ::; i 
13. return B 
Figura B.4: Algorithm to find the minimum number of bins to pack any subset of L 
B.S.2 Solving problem SMALL 
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The following lemma states the relationship of a solution for problem SMALL and the pro-
blem k-PACK. 
Lemma B.5.3 Let I = (S, s, v', K, d, dmax, dmin, w) be an instance for the problem SMALL 
and O = (L, P) be an optimum solution, L Ç S and P = (P1 , ... , Pk). then k 2: B(L), 
where B (L) is the minimum number of bins to pack L into bins o f size dmax• filled by at least 
dmin· 
Proof No te that items packed in the optimum solution O are separated by wall divisions o f 
size d and two subsequent wall divisions defining a compartment must be a distance between 
dmin and dmax· Items in compartments can be considered as a packing into bins of size dmax 
occupied by at least dmin· Since B(L) is the minimum number of such bins to pack L, the 
number o f compartments of L is at least B (L). O 
Corollary B.5.4 Let I= (S, s, v', K, d, dmax, dmin, w) be an instancefor problem SMALL, and 
O= (L,P) beanoptimumsolution ojthis instance, then s(O) 2: s(L) +B(L)d. 
In figure B.5, we present an algorithm for solving a relaxed version of problem SMALL, 
which is sufficient to our purposes. The algorithm first consider ali possible configurations of 
solutions for problem SMALL, without considering the value of each item. This step is perfor-
med by a subroutine to solve problem k-PACK. Instead o f finding each possible attribution o f 
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values for each configuration, the algorithm only generates valid configurations with maximum 
value. For a given value w, the algorithm only returns a solution if the value is a maximum 
value for some configuration. Notice that we return the smallest packing that have the given 
value. 
ALGORITHM k-SS(S, s, v', K, d, dmax, dmino w) 
Subroutine: Pk (Subroutine to solve problem k-PACK). 
1. let B +- Pk(S, dmin, dmax) 
2. let s1 , ... , sk the k different sizes occurring in list L, 
3. let d; be the number of items in L of size s;, i = 1, ... , k, 
4. let Q be the set of all tuples (q1 , ... , qk) such that O :'0: q; :'0: d;, i= 1, ... , k 
5. for each q = ( q1 , ... , qk) E Q do 
6. let P(q) the packing obtained using function B(q) placing for each size Sj, 
7. ij items o f S with size s j and greatest values 
8. letQw +- {q E Q: w = v(P(q))} 
9. ifQw#0then 
10. retum q E Qw such that s(q) is minimum. 
11. else 
12. retum 0 
Figura B.5: Algorithm to find the minimum number of bins to pack any subset of L 
Theorem B.5.5 !f I is an instance for G-KNAPSACK with at most k dif.ferent item sizes and 
algorithm G, is executed with subroutine k-SS then G,(I) 2: (1 é)OPT(J). 
Proof Consider an optimum solution O for the instance I with the rounded items . Let Q c 
be the set of items of class c used in this optimal solution. This set of items corresponds to a 
configuration qc that is packed optimally by corollary 9.2.7. In algorithm k-SS we retum items 
of maximum value corresponding to this configuration. If k-S S does not retum this optimal 
solution to G" it is because it finds another configuration with the same value but with smaller 
size in line lO of the algorithm. It follows from theorem B.4.3 that the optimal solution found 
by algorithm G, with k-SS is a FPTAS to G-KNAPSACK. 0 
B.6 ThePTAS 
In this section, we present an algorithm to solve the problem SMALL with the restriction that 
dmin = O. This restriction is based in our weakness to find packings with a minimum filling. In 
section B. 7 we present an inaproximality result that show that the full version o f G-KNAPSACK 
problem can not be approximated unless P = N P. 
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The algorithm of this section uses some nice ideas proposed by Chekuri and Khanna [2]. 
Given an instance I = (S,s,v',K,d,dmax,dmín,w) for the problem SMALL, the algorithm 
performs two basic steps. First, the algorithm finds a set U Ç S with v'(U) 2 (1- O(E))w 
sue h that its packing has size no bigger than an optimal packing o f value w. This is shown in 
the next subsection. In the second step, the algorithm packs a set U' Ç U such that v(U') > 
(1- O(E))v'(U). 
B.6.1 Finding the Items 
Given an instance I we first have to find a subset o f the items with total value very elo se to 
w. The algorithm, denoted by Find, is presented in figure B.6. It finds a polynomial number 
of sets, such that at least one has value close to w and its packing size is at most the size of the 
packing o f the optimal solution. 
ALGORITHM Find(S,E,w) 
Subroutine: Round (Subroutine to round the values of the items). 
1. for each e E S do 
2. v~~ (1 + E)k where (1 + E)k ::; v~ < (1 + E)k+l 
3. let h ~ llog ; J 
4. for each i E {O, ... , h} do 
5. let S; be the set o f items with value ( 1 + E) i in S 
6. let (e i, ... , e~J the items in S; sorted in non-decreasing order o f size 
7. let T be the set o f ali possible tuples ( k1 , ... , kh) 
such that k; E {0, ... , ~},O :Si :S h and I:~=O k; = ~-
8. for each value w' in the interval [(1- E)w, w] do 
9. for each tuple ( k1 , ... , kh) in T do 
10. foreach i E {0, ... , h} do 
11. let U; = { ei, ... , ej} such that v( { eL ... , ej_1}) < k;('~') ::; v( { ei, ... , ej}) 
12. U ~ (U, u ... u Uh) 
13. Q ~ Q+U. 
14. returnQ. 
Figura B.6: Algorithm to find sets with value very close to a given value w 
In the first step, the algorithm Find round down each item value to the nearest power of 
(1 +E). From now on, consider the items with the new values. Given a set O, with v'(O) = w 
and smallest size, we have with the rounding that ('~') :S v"(O) :S w. With the rounding 
specified we have h = llog ~ J different values of items. The items are grouped by their values 
in sets 5 1, •.. , Sh, such that items in the same set have the same value. 
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Instead of 1ooking for the sets O; =O n S;, i = 1, ... , h, the algorithm Find, finds subsets 
U; with values very close to v' (O;) whose packing is not larger than an optimal packing o f O. 
For each index i, the algorithm finds an integer value k; E {O, ... , ~} sue h that k; ( ';:') ::; 
v"(O;) < (k; + 1)(';:'). The algorithm generate ali possible tuples (k1 , ... ,kh) and one will 
satisfy this condition. First we show that such values k; exist in such a way that they are very 
close to the optimal. 
LemmaB.6.1/fO <:;: S is a setwith v'(O) = w andsmallestsize, then there exists a valid 
tuple (kb ... , kh) such that for each i we have k; E {0, ... , ~} and :2:::7=1 k;( ';:') 2': (1 - E)w. 
Proof Let O = 01 u ... u Oh where O; = S; nO, 1 ::; i ::; h. For each i, let k; = l v"~~,)h J 
and we have: 
k;(~) = l v"(O;)hJ(EW) 2': t"(O;)h _ 1)EW = v"(O;) _ EW h EW h EW h h 
Thus, for each i we loose at most ';:', so the totalloss is EW. 
o 
The first idea is to test ali possible values k;, but this does not leads to a polynomial time 
algorithm. In this case we have O((logn)1ogn) possibilities to test. To limit the number oftests 
polynomially, we use the fact that :2:::; k; ::; ~. No te that if this condition is not satisfied we 
would obtain sets with values bigger than w. The next two lemmas, presented by Chekuri and 
Khanna [2], limit the number of different tuples to be considered. 
Lemma B.6.2 Let f be the number of g-tuples of non negative integer values sue h that the sum 
o f the values of the tuple is d. Then 
f= (d+g-1) 
g-1 
Lemma B.6.3 The number o f dif.ferent tuples of index k; that we have to test is O ( n ~ ). 
Proof Let d = ~ and g = h. From lemma 4.2 we know that the number of possibilities to test 
1S 
That is, 
f=(d+g-1)· 
g-1 
f= (d+g-1)! = (d+g-1) ... (d+1) < (d+g-1)g-1 
(g- 1)!d! (g- 1)! - (g- 1)! 
Using the Stirling approximation for the factorial we have (g- 1)! ;::: ( (g-~•-' ). Therefore, 
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J:;. ((d;g;l)rl 
Since h + ~ :;. a(~ - 1) for some constant a, we have the new limit 
o 
The enumeration of the tuples is done in step 7 of the algorithm and is used in the loop of 
step 9. Notice that we have a polynomial number of tuples. Now we show how the algorithm 
get the items. Given a set S; and a value ki the algorithm take items as follows: 
1. In step 6 the algorithm sort the set S; in non-decreasing order of items size. 
2. Items are taken in non-decreasing order of size until the total value of the items becomes 
bigger or equal than ki ( ':) in step 11. 
The next lemma state that at least one o f the sets obtained this way have value very elos e to 
the optimal and that its packing size is not bigger than the packing size o f the optimal set O. 
Lernrna B.6.4 Let O be a solutíon with value w and smallest size and Ob ... , Oh the partítíon 
of O such that Oi = O n Si, i = 1, ... , h. There are values k1, ... , kh and sets U, ... , Uh 
obtained by the algorithm Find, such that v(U1 U ... U Uh) 2: v(0)(1 O( E)) and that the 
packing size of the set U is not larger than the packing size o f O. 
Proof Consider an integer i, O :;. i :;. h. From lemma 4.1 there exists an integer ki such that 
k;(':J :;. v"( O;) < (k; + 1)(':). Since the algorithm Find tests ali possibilities of k;, one tuple 
satisfy the above condition. In step 11 the algorithm take items e; E S; that can fali in one of 
this two cases: 
1) Suppose that v~ :;. ';:'. The algorithm take items unti1 their total value become greater 
or equal than k;(';:'). Taking items this way the 1oose in value is not more than ';:' because 
v" (O;) < ( ki + 1) (';:' ). If ali the sets O; fali in this case the totalloss is at most EW. 
2) Suppose that v;, > ';:'. The algorithm take items until their total value become greater or 
equal than k; ( ';:'). We know that v;, > ';:', and in this case there is no loss because the algorithm 
take exactly the value of v"(O;). 
Note that all items in the set O; have the same value and so v"( Oi) is multiple ofthe value of 
the ítems. The algorithm neve r take more items than the set O i, i. e., I U; I :;. I O; I· The algorithm 
takes the ítems in non-decreasing order of size obtaining a packing with síze not larger than the 
packing of the items in Oi. O 
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Remind that O corresponds to a set such that v'(O) = w before the rounding in step I of 
the algorithm Find and that its packing size is minimum. After the rounding we have (!~<) :::; 
v"(O):::; wwichimpliesthatv"(O) E [(1- E)w,w] since 
W €W 
w- = -- <Ew. (1 +E) 1 +E -
If we test ali integer possible values w' in the interval [(1 - E)w, w] we have at most EW 
possibilities. Since the maximum value of w is O(~') we have at most O(n2 ) possible tests. If 
we take w' = r v" (o) l this value satisfy: 
EW1 €W1 k- < v"(O) < (k + 1)-. O<_ i<_ h. 
'h- ' ' h' 
According to lemma 9.2.12 we have a loss of at most Ew' which corresponds to a small 
fraction o f the value o f O. 
EW1 :::; E( v"( O)+ 1):::; 2Ev"(O) 
The search for the value o f w' corresponds to the loop in step 8 o f the algorithm. 
At last, the algorithm generate a polynomial number of sets, at least one with value v = 
(1 - O(E) )w and that can be packed optimally. In the next section we see how these sets can be 
packed. 
B.6.2 Packing the Items 
In the previous section we have obtained at least one set U of items such that its total value 
is very close to the optimal O and that its packing size is not larger than the packing size of 
O. The packing is obtained using known algorithms for bin packing. Notice that an optimal 
bin packing using bins of size dmax is a limit for the optimal packing in compartments. This 
is because we choose items of smaller size and possibly less items than the optimal set. Also 
notice that packing the items with this algorithm we can respect only the maximum limit of a 
compartment, dmax· 
Femadez de la Vega and Lueker [7] have shown how to build an algorithm that pack items 
using at most (1 + E)OPT + 1 bins. Frieze and Clarke [4] found aPTAS for the problem of 
packing a set o f items in m bins maximizing the total value o f the packed items, where m is a 
constant. 
We call by AFvL the algorithm ofFemadez de la Vega and Lueker, and by AFc the algo-
rithm of Frieze and Clarke. The algorithm Pack, to pack a set U, is presented in figure B.7. It 
first uses the algorithm AFvL to pack the items in U. Ifthe number ofbins used is smallerthan 
~ + 2 it just forget the packing and pack the set using the algorithm AFc· In the other case we 
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just take the O PT' bins with biggest value. We denote by size(N) the number o f bins used in 
packing N. 
ALGORITHM Pack(U) 
Subroutine: AFvL and Apc (Subroutines to pack the items). 
1. let N +- AFVL(U) 
2 l t OPT' ..__ size(N)-1 • e H< 
3. if OPT' 2: ~ then 
4. let P be the O PT' bins with biggest values in N 
5. else 
6. PFc +- 0 
7. for j +- 1 to ~ + 2 do 
8. PFc +- PFc + Apc(U,j) 
9. Let P be the smaller packirig in PFc such that v(P) 2: (1- E)v(U) 
10. return P 
Figura B.7: Algorithm to pack the items 
Lemma B.6.5 lf P is the solution corresponding to the packing generated by the algorithm 
Pack over the set U then v(P) 2: (1 - O(E))v(U) and its size is smaller than the optimal 
packing. 
Proof If OPT' 2: ~ then we loose the value of EOPT' + 1 bins. Of course OPT' ::; OPT, 
where O PT is the minimum number o f bins to pack the items in U. Each one o f the bins have 
value at most si~~~~). Then we loose at most 
v(U) , v(U) • v(U) 
size(N) (EOPT + 1)::; OPT(EOPT + 1) = EV(U) + OPT. 
Since OPT 2: OPT' > ~ an upper bound for the loose is 2Ev(U). 
Therefore, v(P) 2: (1- 2E)v(U). 
If OPT' < ~ then we have that size(N) ::; ~ + 2. In this case P is obtained running the 
algorithm Apc with j bins 1 ::; j ::; ~ + 2. We take the smaller packing of the items such that 
the totalloose is at most EV ( U). D 
B.6.3 The E-relaxed algorithm 
In this section we present the E-relaxed algorithm for the problem SMALL with the restric-
tion that dmin = O. The algorithm is presented in figure B.S. It is very simple and just use the 
algorithms presented in sections 4.1 and 4.2. 
B. 7. Inaproximality of the G-KNAPSACK problem 
ALGORITHM Small(S, s, v, K, d, dmax, 0, w) 
Subroutine: Find and Pack (Subroutines of the previous sections). 
1. letQf--Find(S,E,w) 
2. MIN f- oo 
3. for each U E Q do 
4. M f- Pack(U) 
5. if size(M) < MI N and v(M) > (1- (5 + 2)E)w then 
6. M2 f- M 
7. M IN f- size(M) 
8. return M2 
Figura B.8: Algorithm to solve Small Problem 
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Given a value w, the algorithm Find generates a polynomial number of sets U as shown 
in section 4.1. At least one of the sets have value very close to the value of the optimal set O 
and have a packing of size at most the size of the optimal. For all possibilities of U we pack it 
with algorithm Pack. The algorithm Find generate a loss of at most 5E. The algorithm Pack 
generate a loss of at most 2E. The solution returned by the algorithm is the packing of smaller 
size such that the loose is at most (2 + 5)Ew. We can conclude with the theorem: 
Theorern B.6.6 Algorithm G, is a PTAS to G-Knapsack if dmin = O, when executed with the 
E-relaxed algorithm Small o f this section. 
B.7 Inaproximality ofthe G-KNAPSACK problem 
In this section we present an inaproximality result for the G- KNAPSACK problem. We prove 
that the full version of the problem where O < dmin :S dmax can not be approximated to any 
factor unless P = N P. The proof is rnade reducing the partition problern, with instance [ 1 and 
items with total size K, to an instance o f the G- KNAPSACK problern with the same set o f items 
and dmin = dmax = ~. It is not hard to see that with this instance, G-KNAPSACK problem have 
only two possible solutions, one with size O and other with size ~. The last solution is obtained 
if and only if instance [ 1 has a solution. 
We can also prove that the G-KNAPSACK can not be approxirnated when O< dmin < dmax· 
The next theorern states this result. 
Theorern B.7.1 There is a gap-introducing reduction transforming instance I 1 ofthe Partition 
Problem (PP) to an instance 12 ofthe G-KNAPSACKproblem such that: 
• Ifinstance [ 1 is satisfiable then OPT(I2) = dmin• and 
B.S. Conclusion 107 
• if h is not satisjiable, OPT(I2 ) =O. 
Proof Let h = (S, s) be the instance ofPartition Problem where each item e E S has size se. 
Weconstructaninstancei2 suchthatOPT(I2) E {O,drnin}· Leti2 = (S,c,s',v,K,O,dmax•dmin) 
be the instance of G-KNAPSACK prob1em. For each item e E S we have that Ve = se· a and 
s~ = se · a, where a is an integer constant. Of course the partition problem is satisfiab1e with 
instance ( S, s) if and only if it is satisfiable with instance ( S, s'). All items in S belongs to the 
same class. Let dmin = I;,~ss: and dmax = dmin +(a- 1). Let K = dmax· Notice that there is 
no wall divisions. 
First note that any size s~ is multiple of a and therefore, any solution of ! 2 is also multiple 
of a. Since dmin is multiple of a, we have 
dmin < dmax < dmin + a 
and we conclude that there is no solution to instance I 2 with size greater than dmin· 
If instance 11 is satisfiable then the optimal solution of instance 12 has value dmin and the 
knapsack is filled until dmin· If instance 12 is not satisfiable then the only solution with size 
multiple of a that respects the limits dmin and dmax has value O and it packs no items. 
o 
Corollary B.7.2 There is no approximation algorithm for G-KNAPSACK problem when O < 
dmin :S drnax. unless P = N P. 
B.S Conclusion 
We present approximation algorithms to some restricted versions of G-knapsack. We also 
prove that the full version of G-KNAPSACK problem cannot be approximated. The problem has 
a practical motivation in the iron and steel industry where a problem of cutting rolls appears. 
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