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INTR<DJÇÃO 
O presente trabalho tem como objetivo apresentar o 
modelo de comparações parelhadas multivariadas proposto por 
Davidson e Bradley (1969), mostrando os testes de hipóteses 
desenvolvid_os para os parâmetros de preferências supondo a 
igualdade entre os mesmos, para os parâmetros de medida de as 
soei ação entre os atributos e também para a adequabi I idade de 
ajuste do modelo. Estes testes de hipóteses foram construídos 
utilizando a estatfstíca da razão de verossimilhança. 
Proporemos e discuti remos um método de otimização 
aleatÓria (M.O.A.) derivado do métddo C (Don:-a, 1983) para e2_ 
timarmos os parâmetros citados ac1ma, assim como um critério 
de parada que nos possibilite identificar regiões de máximos 
locais e a região de rn~ximo global. 
Finalmente, apresentaremos um exemplo numer1co uti 
l.izando os dados usados por Davidson e Bradley para 
ção de nossos resultados. 
compara 
CAPÍlULO 
<D.!PJIRJIÇÕES PIIREUIJ\DI\S E O 1\/ÉTa:JO DE OTIMIZ/\Çiio ALEI\TÓRJI\ 
O método de comparações parethadas proporciona urna 
técnica experimental simples, com uma literatura rica em de 
senvolvimento de modelos estocásticos. 
Interesse em comparações parelhadas surge 
mente através de compet,ições de várias espécies, pela 
natural 
s imp!i_ 
cidade experimental de comparações sensoriais de art-igos ou 
alimentos, através de propriedades combinadas associadas com 
construção de planejamentos experimentais ou combinação de J~ 
gos. 
O método de comparações parelhadas foi introduzido 
inicialmente por Zermelo (1929) no contexto d-e JOgos de xa 
drez. Suponha que existam t tratamentos (ou objetos, ou an1 
maís) T 1, T 2 , ••• , T 1 para comparação e que o experimento e 
!·imitado para planejamento nos comparações qualitativas entre 
pares de tratamentos. Nós assumi remos que, para cada 
' • I ' 
' ' I .. 1 ' 2 ' •.• , t ' temos n - n .. comparações de T com T ' T 
' J I ' ' J ' sendo preferido f . vezes, T. preferido f . o n. f . vezes. 
'J J J' 'J 1 i 
1.1. Aplicações 
É interess.ante citarmos algumas aplicações do méto 
do de comparações parelhadas. 
Nagakam1 (1961) exibiu dados multiv.aríados sobre: 
sabor, odor, cor e preferências g·Jobais para três produtos far 
macêuticos para crianças e 
feita. A an~lise sensorial 
suas m~es; análise univariadd foi 
nos permite urna gama de aplicações 
do método de comparações parelhadas, comparando produtos de 
uma mesma espécie provenientes de marcas diferentes, possibi 
2 
li ta determinar a superioridade de uma marca em relação às ou 
tras, avaliando, por exemplo~ a importância relativa da textu 
ra, sabor, odor e aparência na aceitabilidade do produto. Da 
vidson e Bradley (1969) aplicaram este método em conjunto de 
dados obtidos em um experimento na qual cada elemento perte~ 
cente à amostra foi questionado para testar seis marcas de um 
tipo especÍ-fico de pudim. No total" existiam dois tipos de p~ 
dím, chocolate e baunilha, e seis marcas (tratamentos), A, B, 
C, D, E, F. Cada pessoa entrevistada expressa entre outras 
perguntas, sua preferência entre duas marcas especÍficas de 
um determinado pudim que lhe foi oferecido com as seguintes 
caracterfsticas (vetor de preferências): (1) gosto ou sabor; 
(2) cor; (3) doçura; (4) textura; (5) aparência; (6) soJvên 
c ia; (7) qual idade global. 
No nosso trabalho faremos uma aplicação usando o P!::! 
dim de chocolate, fazendo um estudo amplo do modelo· proposto, 
utilizando o método de otimização aleatória na estimação dos 
parâmetros do modelo. Um exemplo que podemos propor é a comp~ 
ração de perfis de polÍticos que pleiteiam um determinado ca_::_ 
g·o pÚblico. ~uponhamos que existam 5 candidados interessados, 
A, B, C, D, E (tratamentos}. É selecionadá uma amostra onde 
cada elemento expressa sua preferência entre dois candidatos, 





as seguintes caracterfsticas 
(3) habilidade polÍtica; (4) 
1.2. Un Modelo Básico para Comparações Parelhadas 
Zennelo (1929), Bradley e Terry (1952 a); Te r r y, 
Bradley e Davis (1952) propuseram um modelo básico para cornp~ 
rações parelha'das. Cada freqüência f i j é selecionada como sen 
do binomialmente dístribuida com pro~babi I idade lf .. , indepe.!::_ 
1 I 
3 
dente das outras _freqGências. 
::: 1,2, ... ,t, são associados 
Parâmetros rr 1 ,n 2 , ••• ,nt, rr. _::.O, 
' tratamentos, T 1 , T 2 , .•. , TJ. aos É postulado que esses parâmetros representam as probabi 1 ida 
des relativas de seleção com TI. sendo e::.truturado como 
1 I 
P(X. >X ) - n. 
l J 1 J 
n. 
' • 1,2, ... ,t (1.2.1) 
com 
as 
r n . ::: 1 
' respostas 
rr. + n. 
' I 
e TI. + Tf. ::: 1, onde o par (X. ,X.) representa 
l Ji 1 J 
associadas ao par de tratamentos (T.,T.). O mode 
' I -
lo (1.1.1) impõe em sua estrutura a existência de (t-!) funcio 
nais de parâmetros independentes. 
Estimação de máxima-verossimilhança e teste r a 
zão de verossimilhança for·am desenvolvidos .. A componente bin~ 
mia 1 da função 
é dado 





com fiJ + fJ
1
- nij} onde fiJ e o número de seleções do trata 
mento T., empates\ ou não seleções não são permitidos no mode 
1 










TI ( n . )n . 
' 
7T . l J 
i< i 1 I . 




Após algumas simplificações, a maximização de In L 
sujeí to a restr íção E "'fi "' 1 nos conduz às equações de ver os 
similhança 
L n .. 
I E I O; 1,2, ..• ·,t (1.2.4) = = 
P· I (p. I + p ) J 
i t j 
onde p. e o est imador de TI • 
I I 
A solução das equações (1 .1 .4) sâo obtidas iterati 




















(K- l ) ) 
+ p. 
J 
-A iteração se inicia com (o) p 
I 
(o ) 
as vezes p. =1/t. 
I 
O teste proposto de maior importância foi o da 5ele 
ção de igualdade entre tratamentos: 
1 I t 
contra a alternativa 
t nj' para algum i t j = 1 ,2, ... ,t, 
sendo a estatfstica da razão de verossimilhança dada por 
. 5 . 
-2 In À c 2 N 1 n 2 - 2 Bl 
' 
onde N c E n. -
i< j ' ) 
(1.2.5) 
e 
Bl c E n .. 1 n (p. + p . ) E f . 1 n p j 
i< j 'I ' J ' 
( 1.2.6) 
Par a n .. 
' J 
-quadrado) central 
grande, -2 Jn À tem distribuição x2 (Qui-
com (t-1) graus de liberdade (g. 1.), sob 
H o. 
Rejeitamos a hipótese nula (H0 ) se -2 In À> x(
2 I) , 
. · t- , a 
onde x~t-l),a é o quantil de ordem (1-a) da distribuição Q._d-qu~ 
drado com (t-1) g.J. 
1.3. O MOdelo MUltjvariado para Comparações Parelhadas 
Davidson e Brad!ey (1969, 1970) propuseram um mode 
lo para comparações parelhadas rnultrvarJadas, uma extensão 
possível do modelo básico univari~1do. Suponha que T. e T. são 
' J 
comparados e que urna resposta nesta comp_aração é dada pelo V!_ 
p atributos. tor s = (s 1 ,s 2 , ••• ,sp) onde sé observado com 
Definamos s = i se T. e selecionado no atributo a, 
a ' 
s = J a 
é seleciona,do no atributo a, a."' 1,2, ..• ,p. se T. 
J 
as probabi !ldad~s das respostas 
p(s/i,j) "p(l)(s/i,j) . h(s/ij) 
com 
.( I ) ( I .. ) p s t,J ·-
e 









para todos, i<j, J,):::: 1,2, ... ,t, onde 1T.(a) 
l 
' e o parâmetro. 
associado ao tratamento Ti no atributo a 
I n.(a) :::: 1; a= 1,2, ... ,p, 
l 
' PaS e o parâmetro de medida ·de assoctação para os atributos 
a e 8, a<B, a,B = l,Z, ... ,p, e õL,.)" I ou -1 quando os 
argumentos são iguais ou desiguais, respectivamente. Note que 
P::::: O implica independência das respostas sobre os atributos, 
onde pé o vetor dos elementos p 8 . A função a. 
( 1.3.1) é sujei ta a reserva, não assegurando 
seja uma distribuição de probabi !idade. Este 
h(s/i,j) em 
aqui que p(s/i,j) 
problema será dis 
cutido detalhadarnente no próximo C9-PÍtulo e também serão de 
senvolvidos testes de hipóteses para os parâmetros deste mode 
I o. 
1 ~4. O Método de Otimização Aleatór·ia (WDA.) 
O mcitodo de otimização aleat6ria foi proposto 1n1 
cíalmente por Rastrigin (1963). Desde então, var1os algori_!.. 
mos modificados t.em sido desenvolvidos e aplicados em proble 
mas atuais. 
Métod'os de otimização aleat6ria podem ser aplicados 
em problemas onde a diferenciabi l idade ôa funç~o de interesse 
não é assumida. Por putro lado, o ponto fraco do método de 
otimizaç~o aleat6ria é que não e 
outro método quando se compara a 
necessariarnE:'nte superior 
rapidez de converg~ncla. 
a 
O problema consiste (Dorea, 1983) ei·n maximizar (mi 
nimizar) uma funç5o i(x) x E R", sujeito a g.(x) <O, 
l -
1 = 1,2, ... ,m, onde f(x) e g 1 (x) são funções contínuas rears. 
R 0 é o espaço Euclidiano n-dimensional. Nosso probl<.'rna e en 
contrar o máximo global f(X) 
7 
f(i) > f(x}, para todo x E X (1.4.1) 
X= {x: g.(x) <O, 1 = 1 , ••• ,m} 
l -
É assumido que existe algum número r, tal que 
flxll < r, para todo x Ex, (f.IL2) 
onde j!.Jl e a norma Eucl ídiana usual. 
No método de otimízação aleatória descrito a seguir 
nos usaremos a distribuição uniforme definida em x, 
sidade de probabilidade ·u(.) é dada por: 
u(x)o { 1/m( x) , se x E X_ O, caso contrário 
R n N' . os 
cuJa den 
as sumi r e onde rn(.) denota a medida de 
mos que m(x) >O. De (1.4.2) 
Lebesgue sobre 
nós temos m(x) < m {x: 11•11 < rl < 00• 
O método que usaremos ne5te trabalho é uma derivação 
do método (C) ·proposto por Dorea (1983), que e: 
• (C) S . . y( I ) ( 2) Me todo o ejam os vetores aleator lOS , Y , ... , de f i 
nidos por: 
(I) (O) (O). . • Passo L Y = n , onde n e dJstrJbuJdo uni forrnernen te 
sobre X· 
Passo K-+1. Tendo escolhido Y(K), seja Y(K"l) deftnido por: 
c Y(K) + ll(K)', se f (Y(K) + ll(K)) > f (Y(K)), 
Y (K) . . = , caso contrar1o, 
onde a densidade condicional de n(K) dado y(K), e 
sobre x-x, que e 
unJforrne 
. 8 . 
u (K) (K) (y/x) " { 
n /Y 
m( x) 
se Y E x-x 
O caso cOntrário 
A convergência deste método e o numero de passos e2_ 
perados na execução do mesmo são dados pelo seguinte teorema: 
Teorema: Sejam v< 1 ) ( 2 ) 
' 
y ' ... defínidos pelo método 
Então 
I im p(Y(n) E R ) o I' s 
lim f (Y(n}) = f(i), quase certamente, e 
t1400 
= m(x)/m(RE:), onde Tu= min{K: 
f(x)-f(x)<d 
esperança matemática. 
Y(K) E R ) 
o 
s>O e E(.) 
acima. 
dPnota a 
Este teorema está demonstrado em Dorea ( 1983), garan 
tindo a convergência da função f para o ponto de max1mo gl2_ 
bal com probabilidade!, 
CAPÍTULO 2 
A I\PROXIM'IÇÃO DE 2~ ORDEM DE BIIJW)lR 
E O IIDJELO DE DI\ V ID5a\l E llR/\DLEY 
Seja um conjunto de n itens dicotômicos com modelo 
de resposta x = (x 1, x2 , .•. , x0 ), ·onde x 1 = se a resposta 
para o i-ésimo ítem é "afírmativa 11 , ex. =O caso contrário 
l 
(i = 1,2, ... ,n). Seja p(x 1 , ••• , x 0 ) = p(x) a distribuição 
de probabilidade conjunta de respostas em uma dada população. 
Seja P[l] a distribuição conjunta dos x 1 quando os 
mesmos são independentes, com as mesmas probabi 1 idades marg_!_ 
nais quando sob a distribuição p dada, suponha que nós repr~ 
sentaremos p = P[ 1 ]. f, f fator de correção. (Jma expressão ex 
plícita para o fator de correção i, em termos das n probabilj_ 
dades marginais e 2°-n-1 parâmetros de correlação s·erá obt1da 
a seguir. Esta expressão para f sugere certo modelo formal de 
dependência, o qual definiremos e discutiremos abaixo. 
2.1. O .!Vtodelo de Bahadur 
Se X denota o conjunto de todos os pontos x:::(x 1, •• ,x 0 ) 
seja p(x) urna distribuição de probabilidadE' defin1da sobre X· 
Desde que existem 2n pontos em X• é claro que qualquer descr_l 
ção paramétrica de distribuições de probabilidades arbitrárias 
requer em geral (2°-1) parâmetros independentes. Urna descrição 
paramétrica particular é desenvolvida a segu1r. 
o < (1. < 
l 
Para cada 1 = 1 ,2, .•• ,n, seja 
o. i -· p (X l = 1 ) .. Ep {X i ) (2.1.1) 
I , 1,2, ... ,n, onde Ep(.) denota o valor esperado 
sob a distribuição p. 
( X . 
z. l ~ 
l 
Considere a vari~vel padronizada z., onde 
' 
- a.) 
l 1,2, ... ,n ~ 
I a. ( I -a ) 
l l 
de f i narnos 
r. ~E (Z.Z.) i c 
1 J p J J 
i < j < k 




Onde nos referiremos aos r. 
'I 
como sendo o_s C~ par_! 
sendo como metros de correlação de segunda ordem, aos r. -k 
'I C~ parâmetros de correlação de terceira ordem, .. 
. ,pararl. .... n 
como a correlação de n~ésima ordem. Os parâmetros de correia~ 
• d f · · d · • 1 c" c" çao e 1n1 os ante r tormente sao no to ta .2 + 3 ., 
+ cn 
n 
= 2n,.n-1. Será mostrado presentemente que-, junto com os ll 
a 's, os. parâmetros de correlação determinam a 
l 
distribuição 
dE' probabilidade p. 
P[l](x) denota a dist!"ibuição conjunta de prob<Jbil_:_ 








quando ( 1) os x. são independentemente 
l 




O < a. < 
' 
(2.1.4) 
1 ,._ 1,2, ... ,n; temos então que P[ 1 J(x) >O para cada x. Temos 
ent~o as seguintes proposições: 
PC"opos i ção I: Para cada x ,. (x 1 , x 2 , ••• , xn) em X• 






Para estabelecer a proposição 1, considere um esp~ 
ço vetorial V das funções f de valores reais sobre X. Cons1de 
re V como um espaço de produto interno, com produto interno 
<f,g> • E (f.g) -




norma de f, fl!ll 
Segue de ( 2. I. I ) 
1/2 
.. (<f,g>) , onde P[J] e definida por(2.1.4). 
e (2:1.2) que o conjunto 
de funções sobre X é ortonormal, isto é lltll = 1 para cada f c•m 
S, e <f,g> = O para f e g em S com f + g. 
Para verificarmos essa proposiç~o, consideremos dois 
exemplos (simples) para casos particulares. 
Exemplo 1. Se f - g = 1, temos 
< 1' 1 > 
Exemplo 2. 
=E (f,g)= 








= pelo teorema de Fubini --
o.~ i 
I 







( ) 1 -X 





Desde que existam 2n funções em S, que V tem dlmen 
são 2° e que P[l](x) >O para cada x, temos a seguinte prop2_ 
sição: 
Proposição 2. O conjunto 
é uma base no espaço de funções de valores reaís sobre X· Es 
ta base & ortonormal sob P[ I]' 
Em.particular, cada função f sobre x admite urna e 
somente .uma representação corno urna combinação ] inear de fun 
ções em S, a saber l:ES <f,g>.g. g -
Faça f(x) ~c p(x) / P[ 1] (x). Ternos então 
<f,g>. l: p(x) q(x) c Epg(x) 
xEx 
para todo g e f - I <f,g> . g = 
gES 
l: Epg(x) .g(x) 
qES 
r .. z.z. + 
! J 1 J E r .k2.2.2k + ••• + r 12 2 122 ... z . 1 1 J 1 J ' ••• n n l< j< < 
pois E (I) c 1· e E (Z) c O, p p • = 1,2, ... ,n. Logo, 
(2.1.7) 
_13 . 
p(x) o P[ I J (x) (I + r 
i <i 
r .. z.z. + 
1 J J J r r .. kz z.zk + ••• + '12 zlz2 ... z) i<j<k 1 J 1 J ••• n n 
estabelecendo a proposição 1. 
2.2. O MOdelo Davidson e Bradlcy 
Brad!ey e Terry (1952 a) propuseram um modelo 
co para comparações parelhadas. 
bá si 
Considere os parâmetros n 1 , n 2 , ... ~ 1Ttj n 1 >O, a}?_ 
saciados aos tratamentos T 1 , T2 , ... , Tt; :::: 1,2, ..• ,t. Épo~ 
tu lado que estes parâmetros representam as probabi I idades re 
lativas de seleção n .. (a probabilidade do tratamento ser 
'I 
preferido em relação ao j), que podem ser estruturados como 
P(X 
1 
>X.) .. n .. 




' ' I I , 2 , ••. , t 
onde (X. ,X.) são respostas parelhadas para os tratamentos e 





Para erítendermos o modelo r.ara a situação multiva 
riada com p atributos, f: necessário desenvolver parâmetros em 
cada tratamento P?ra cada atributo e para associação entre 
atributos. Dado que uma escolha é registrada sobre cada atrt 
buto p<:lra um par de .tratamentos, um modelo mu!tivaríado com 
pleto deve dar a probabilidade associada com cada urna das 2P 
poss·Íve1s amostras de preferências, para cada par de atributos. 
Suponha que os tratamentos T. e T. 
- 1 I são comparados e 
que uma resposta nesta comparação é dada pelo vetor s=(s 1, ••• ,sp)' 
onde s ~ observad~ com p atributos. Definamos sa = se T 1 é 
selecionado no atributo·a, s = se T. é selecionado no atri 
a I 
buto a, a = 1 ,2,· ... ,p. De f i na p (s/ i, j) corno a probahi l ídad~;.~ 
.I 4 . 
do vetor de escolha s na comparação do par de tratarnentos(í,j). 
Nos referiremos a p(s/i 1 j) como a probabilidade·de uma cela • 
Extensão do caso univariado nos.conduz a p conjuntos de par! 
metros, n 1{a), n 2 (a.), •.• , n 1 (a); a= 1,2, .•• ,p associado a t 
tratamentos; rrí(o:) >O; ::: l, ••• ,t e 
t 
I ni(a) = 
i:::: 1 
e, se X1 (a) e Xj(a) denotam as respostas parelhadas para os 
tratamentos e J no atributo a, 






O::::l,2, ••• ,p 
1 -t- j = 1 , 2 , .•• , t . Como a n te s , X. (a) > X. (a) é i n te r preta do c~ 
l J 
mo a escolha do tratamento é em relação ao tratamento ), mas 
agora no atributo a. 
o modelo multivaríado pode ser formulado como 
segue! isto é, para cada par de tratamento (í,j) a probabíli_ 
dade de cada c~la é dada por: 




(I)( 1· ·) Prr p ;>-J,J = 
1 + L í: 
C<< 




ln i (al) 





se os dois argumentos são íguais e negativo caso contr~lrio 
Os parâmetros de preferências 
são tais que 
t 
E 
Í ;:: 1 
a::: 1,2, ... ,p 
e os parâmetros de medida de associação 
I 5 
são determinados de modo que h(s/i,j) .:::_O para cada uma das 
p . t 2 celas associadas com cada uma das c2 comparações de trata 
mentos. Podemos observar que p =O ímpllca independência dos 
atributos. 
O modelo (2.2.1} foi escolhido apos considerações 
de v~r1os caminhos e crlt~rios dados em detalhes pela tese de 
R.R.Davldson. É importante notar que o modelo satisfaz os se 
gulntes crit~rios: 
i) Unmo-clelo apropriado para as probabilidades das celas dá a 
dimens~o mfnima correspondente do mesmo quando se conside 
ra sornçnte os subconjuntos dos p atributos inicialmente 
propostos. Note que o modelo Bradley e Terry seguede(2.2.1), 
(2.2.2) e {2.3.3) visto que a probabilidade marginal e da 
da por: 





i i) O conjunto completo de celas de probabi 1 idades tem forma 
funcional tomum para todos os pares de tratamentos e para 
todas celas. 
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iii) O conjunto de celas de probabilidades para cada pqr de 
tratamentos e invariante com respeito a permutação dos 
·p atributos ou de dois tra.tamentos sendo comparados. 
iv) Os parâmetros de medida de associação. entre atributos pe~ 
manecem constantes para .todos os pares de tratamentos. 
2.3~ A Aproximação de m-ésima Ordem (l<m<n) 
Considere o modelo proposto por Bahadur (1961) na 
secção (2.1), isto é, 
p(x) = P[l](x).f(x) 
onde P[!](x) e definido em (2.!.4) e f(x) em (2.1.6). Podemos 
propor então a 
mos que p é de 
íguals. a zero, 
buÍ-dos; pé de 
seguinte classificação de distribuições: di r e 
primeira ordem se todas 2 11 -n-1 correlações são 
isto é, 
segunda 
os x. 's são independentemente 
l 
ordem se todas as correlações 
di s t r i 
de ordem 
superior a 2 são iguais a zero, e assim por diante. 
Un procedimento para efetuar a aproximação em que2. 
tão é simplesmente omitir as correlações de ordem desejada em 
(2.1.5) e (2.1.6}. Por exemplo, P[l] é a aproximação de prtnl:"2_ 
r a ordem para p e· 
(I + E E 
i< i 
r .. Z. Z.) 
j J 1 J 
. 
e a aproximàção de segunda ordem para p, que ~ considerada 
neste trabalho. Existe, entretanto, uma séria dificuldade aqui, 
a aproximação de m-éslma ordem pode não ser uma probabi I idade, 
isto é, P[ 1(x) pode ser negativa para algum ponto de X· m 
Para qt,Je p(x) = P[l]{x).f(x) seja uma distribuição 
I 7 
de probabi 1 idade devemos ter as seguintes condições satisfei 
tas: 
(I) p(x) >O, para cada x E X 
(!!) E p(x) = 
xEx 
Como P[l](x) >O para cada x, a condição (I) nos co~ 
duz a P[l](x) >O e f(x) 2 O, impondo 1 portanto, que os par! 
metros de associação r .. 
1 J 
a desigualdades lineares 
r .. k' ... , r 12 fiquem sujeitos 1 J ••• n 
além da dificuldade .rnenclonada ante 
riormente 
Ilustrando o problema mencionado, considere a apr~ 
ximação de segunda ordem 




·z r .. z.z. 
- 2 l: r .. z.z. + l: 
i ' j :: l l J 1 J i< j 1 J 1 I i::: 1 I 
para cada x, temos que 
I + E 
J< j 
r .. z.z. 





E r .. z.z. 
_j_J:: 1 1 I 1 I 
= n 
z2 l: 
i =I 1 
r .. Z. Z.) > o' 
> 
l J 1 J 
+L r .. z.z. 





i;::: 1 1 
i < j 
e P[ 2 ](x) >O 
então 
I 2 - z2 I 2 
1 
> o 
para todo zl, 22' ... ' z n 
Desde que esta condição seja satisfeita, temos que 
P[z](x} > O para cada x. 
·18 . 
2~4. Relação entre a Distribuição de 2ª Ord~ e o MOdelo de 
Davidson e BradJey 
Seja 
P(X.(w) > X.(w)) = 
J J 
n i (w) 
n. (w) + n. (w) 
J J 
uma probabilidade interpretada como sendo a escolha do i -és i 
mo tratamento em relaçãO ao j-ésimo tratamento no atributo w 
em (2.2.1). 
Seja X .. (w) uma função indicadora definida como 
J J 
= {I' se o tratamento atributo w e preferido ao tratamento j no X .. (w) 
J J 
o' caso contrário 
-t j"' 1,2, •.• ,t; w = J,Z, ... ,p 
Podemos entiio definir 
P(Xij(w) = J). 




TI.(w) +TI (w) 
I ) 
<X(w)) = 
J TI. (w)+TI (w) 
I 
n i (w) 
(2.4.1) 
(2.4.2) 
Seja z .. (w) a variável padronizada associada ao mo 
l J 
delo de Bahadur na comparação do i-ésimo tratamento com o 
j-ésimo tratamento. Então 
X .. (w) 
l 
E[X (w)] 
J 2 .. (w) = 
J I 
,~~-vv-ac-· l:l[nxr.-_<(-:cw") 'l 
l J 
onde E(.) denota a esperança matemática da variável 
e Var(.) a sua variância. 
(2.4.3) 
indicada 
Temos então que: 




~.(w) + ~.(w) 
l I 
e 
Var[X .. (w)] = 








x .. (w) [n.(w) 'n.(w)] n.(w) 
1 1 _L ____ ,,_ __ 
Consideremos agora os atributos X _(w) 
' I 
w * v, então coeficiente entre X. (w) e X .. (v) ~ 





e X .. (v) 
' I 
dado por: 
r =E [Z .. (w) z .. (v)] para cada par (i,j). Observe 
WV l J I J que em 
(2.4.6) a resposta X .. (w) 
'I 
e quem determina o sinal de Z .. (w), 
'I 
tendo a mesma funç3o que 6( ., . ) no modelo de Davidson e Brad 
I ey. 
Corno exemplo, seJa um vetor de preferê-nci~lS con1 dois 
atributos (p = 2}, isto e, x = (x 1 ,x 2 )! então 
então 




r Z Z ) 
wv w v ' 
. ( I + 
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como a é a proba,bí 1 idade do tratamento i se·r preferido em r e 
w 
!ação ao tratamento j no atributo w, w ~ 1 ,2, portanto pod~ 
mos escrever 
n.(l) x n.(l) · 1-x 
p[
2
) (x) - (---'1---) I . (----'------) I 
n.(J),n (I) n.(J)+n.(l) 
1 J I j 
. ( 
n. ( 2) 
j X ) 2 ( 
n.(2) 1-x 
_ti ___ ) 2 
n.(2)+n.(2) 
I I 
n. (2)+n. (2) 
' I 
( 
t x 1 [n.(1)+n.(1))-n.(l) I ] '--] /2 [n (1).11.(1))· j J 
x 2 [n. (2)+.n.(2))-n. (2) .} 
___:o _ __c_l__ I I 
I /2 [n.(2).1r.(2)) 
I I 
Suponha que x 1:::cO e x 2 :::1 1 isto e, x=(O,l), então 




__ "c_/_2_) - ( I - r [-~-]1/2 
n (2)+n (2) ~ 12 n (1) 
l J \ - J lni( 2 )]-1/2} 1[.(2) I 
Retornando ao modelo de Davidson c Bradley, x 1=0 im 
plíca em s 1=,i (o tratamento J foi preferido em relação ao tra 
tamento i no atributo 1}, x 2 :::1 implica s 2 =i, logo associado 
ao par (0,1) no modelo de Bahadur ternos o par (j,i) em David 
son e Hrad!ey, onde o vetor s:::(s 1 ,s 2 )=(j,l) e 
e podemos 
P[ 2 ](x) -
o(sl,s2)-
õ(i,.sl) 
6(.i,s 2 ) = 
reescrever 
2 n 
ô ( j ' i ) 
ô ( i ' j ) -
6 ( i ' i ) = 
P[ 2 ](x) 
( w) 
n ( Sw --) 





( I 2 i I E E ô ( i ' i ) + r . w=l V::-.2 wv ~ 
[n i ( w )
1
_ I /2 o ( i , i ) 
n i (w) · [
ni (v)l-1/28( i, i)} 
n. (v) 
I 
a< B :::: 1 , 2 
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p(s/i,i) 





so:(s 1 ,s 2 ), 
ao tratamento 
a,S=l ,2; a<B 
no atributo a, então p(s/í,J) 
pode ser escrito corno 
p(s/i,i) = E[Xj(l)) E[Xi(2))- r 12 oX ( 1 ) I 
cujo vetor de preferências associados a s ~ dado pelo par(O,l~ 
podendo ser verificado ainda que, qualquer que seja a 
são do vetor de preferências 1 a probabilidade -p(s/i,j) 
d imen 
pode 
ser escrita como uma combinação dos momentos dos tratamentos 
envolvidos e dos coeficientes de medida de associação deterrni 
nados pelo vetor s. 
2~5. A Função ·de Verossimilhança 
lJn método frequentementE' usado na estimação de par.~. 
metros ern modelos probubilÍstícos é o método de verossimílhan 
ça proposto por Ftshcr no inicio do s6culo. 
S . ( / .. ) (t)( /. •j CJapsl,J "'·P Sl,J h(s/i,j), que c a pr_9_ 
babil idade definida na escolha do vetor de prefer&11CJHS 
s = (s 1 , s 2 , ••• , 
(i,j). p(s/i,i) 
sp) na cornparaç·ão do par de tr2tt<Jrncnto"s 
está associado a cada cornbinaçJ:o de atribu 
tos do v e ror s. NÓs assurnir(~tnos também que as respostas para 
cada par de tratamentos (i, j) ~ independente de qualquer ou 
tro par de tratamentos (K,l). Definamos f(s/l,j) corno o 
ro de vezes que o vetor de prefer&ncias socorre entre as 
respostas p~Ha o par de tratamentos (i,j) e seJa faij a 






buto a. Então 
f ... +f .. ~n. 
U!J ClJ! lJ 
Definamos vai = L: f a. i j representando o numero to 
i t j 
tal de preferências para o tratamento 1, i=l, ... ,t no atribu 
to a. Podemos então escrever a função de verossimilhança L co 
mo sendo 
L c n rr rr 
j < J s 
f(s/i,j) 
P(s/í,j) 
In L ... E L L !(s/i,j) 
i< j s 
In p(s/i,j) c 
c L L L f(s/i,j) In p(l)(s/i,j), L L L f(s/i,j) In h(s/i,j) 
l < i s 
ln L = 
t p 
L í: v ln rr.(a) 
CJJ J 
Ci= J I= J 
p 
l: L E 
Ct=! i<j 
, E E E f(s/J, j) In h(s/i,j) 
i< j s 
l <j s 
n. ln [rr.(a) 
J I J 'n.(a)] I 
(2.5.1) 
com a função h(s/i, j) dada por (2.2.3) e a L: indica a soma 
s 
sobre todos os ?p possfveis valores de s, representando as 
possfve1s respostas de preferências. 
Obteremos assim as estnnativas de máximd-verossirni 
lhança maximizando a· .função ln L, sob as seguintes restrições: 
t 
E n 1(a) c I . , i ::;c 1 
a 1 ,2_, ... ,p 
• I < Pas < I ' - a<S a.,B:;: 1,2, .•. ,p (2.5.2) 
h(s/i,j) > o 
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2~G. Testes de Hipóteses 
Vamos testar algumas hipóteses corn base na razão de 
veross lmi lhança À 
max L 




-2 In À 
-
2 max I n L - 2 max In L (2.6.2) 
n w 
onde n e o espaço paramétrico do modelo multivariado e w e o 
espaço paramétrica restr-ito pela hipótese nula e In L é dado 
por (2.5.1). Sabemos que a distribuição assint"ótica de -2 ln À 
é uma distríbuição x2 (Quj-quadrado), veja Bichel e Docksum 
(1977, pg. 229). 
Adotaremos a seguinte notação: 
B(") = v . In n,.(a} - í: L n .. In 
cu 1 J i<j 
C(w,p) =E E E f(s/i, j) In h( s/ i, j) 
Í< í s 
então 
In L= B(w) + C(w,p) 
[n (a) , n (a)J} 




Un importante teste a ser considerado é o teste p~ 
ra a signifJcância dos parâmetros de correlação, que e rt>l e 
vante para determinarrnos as análises posteriores dos dados a 
serern estudados. Testaremos as hipóteses: 




onde B(-p0 ) é o valor de B(w) em (2.6. 3) quando o vetor 1r e 
substituído por sua estimativa de máxirna-verossírnilhança p0 , 
obtido quando p =O. Considerando todo o espaço param6trico , 
temos: 
max !n L ::: B(j)) + C({),p) 
Q 
onde B(p) e C(p,p) são os valores de B(w) e C(1r,p) 
(2.6.7) 
obtidos 
quando 'Ir e p são substituídos simultaneamente por suas estima 
tivas de máxima-verossi~i lhança P e p. En t.ão 
-2 In À o 2 {B(p) - B(p0 ) + C(p, p)} 
é uma estatística cuja distribuição assintóttca e x2 
C~ graus de I iberdade supondo H0 verdadeira. 
(2.6.8) 
corn 
Un teste moís geral para testur o efci to entre tra 
t<lmentos~ é o teste que tem corno hipótese nula a igu<J.ldadc e!:!.. 
tre os parâmetros de preferências para os t tratamentos para 
cada um dos p atributos. Temos e-ntão as se-guinte-s hipóteses: 
n.(a) .. 
' t 





i t j ; 
Em princípio, sllponto pdcsconhecido, proporciona 
In L= B(l/t) + C(l/t , ~[l/t]) 






e C(J/t 1 P[l/t]) é o valor de C(w,p), quando w é sub~tituÍ' 
do pela estimativa de máxima-verossimilhança com 
Fazendo 
E r I 
i< i s 
f(s/i,j) In [I+ I r p B ô(s ,s6 )J et.<S a, a 
N " E r 
i< j 
n .. , temos: 
' I 
-2 In À • 2 (B(p) + C(p,p) + pN In 2- C(l/t, ií[l/t]) 
(2.6.10) 
(2.6.11) 
que tem distribuição assintótica x2 com·p(t-1) g.!.! sob H0 . 
Quando p =O e as condições sob H0 são satisfeitas, 
temos que rnax ln L = -p N ln 2, quando p = O e as condições 
w 
sob H1 são sat i sfeí tas max ln L = B(-{i0 ), logo Q 
-2 In l = 2 ( B(p0 ) + p N In 2 } 
que tem distribuição assintótica 2 X com p(t-1) g.l .. 
(2.6.12) 
Esta 
estatística É- simplesmente a soma das estatísticas Bradlcy e 
Terry do caso univar•ado calculada para cada atributo esboç~ 
do por Bradlcy e Terry (1952). 
Testes exatos para pequenas amostras seriam exces 
sJvamente difíceis de serem desenvolvidos\ pois é deseíávcl 
conduzir testes em presença dt> correl-ação. 
(1952) e Bradley (1954 a) dão tabelas para 
Bradley e Terry 
o caso univariado, 
sendo muito exten-sas. Para o caso unívariado, a comparação das 
dístributções assintóticas c para pequ0nas amostras tndicaram, 
que os testes em pr~sença de correlação foram adeqLtados (Brad 
ley, 1954 b). 
2.7~ Adcquabilidade do MOdelo 
Un procedimento para testar a adequabi ltdade do mo 
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delo Bradley e Te_rry para comparações pare!túdas foi desenvo_!_ 
v ido por Bradley ( 1954 b) e aplicados para uma variedade de 
dados experimentais. Nesta secção é feita um desenvolvimento 
análogo para o modelo multivariado. 
O .Tlodelo mals geral acessível para comparações P51_ 
relhadas multivariadas, e um para o qual as probabilidades 
j)(s/i,j) associadas com a ocorrência do vetor de pref<>rênc1as 
s na comparação dos tratamentos i e j são desconhecidos, exc~ 
to para a condição r ~(s/i,j) = 
tos (i,j). Neste caso, aplicamos 
1 para cada par de tratamen 
distribuições multinomiais 
sobre as "celas" definidas para os distintos valores de s, pa 
ra cada par de tratamento. As estimativas de rnáxima-verossirni 
lhança de ~(s/J ,j) são dadas pelas freq~ências relativas 
f(s/i,j_)_ (2.7.1) 
que e o resultado conhec1do das distribuições multinomiais, 
veja Roussas (1972, pág. 304). O log<:~ritmo da funç8o de veros 
s imi lhança e dado por: 
in L {p(s/i,j)) = L L r !(s/i,j) in p(s/>, j) 
i< j s 
Para testar o ajuste do modelo para comparações p~ 
relhadas multivarJadas, são consideradas as seguintes hipót~ 
ses: 
H0 : p(s/>,j) = p(si>, j) para todo par (i,j) 
contra 
H1 : i)(s/i,j) 4- p(s/i,j) paro algum par (i,j) 
onde p(s/i,j);;; p(l)(s/i,j) h(s/i,j) é o rnodelo dado por(2.2.1). 
Sob H0 (2.7.2) ci dado por (2.5.1). 
Substituindo (2.7.1) em (2.7.2} temos 
max In L= E E f(s/i,j) In { 
w í< j 
- E E E 
i<j 5 





n .. fn n .. 




que e o logaritrno da estimativa de máxima~verossimílhanç<.1 sob 
Estimativa da freqüência esperada para cada para de 
tratamento pode ser expressa em termos das estirnat ivas p de 
1f e P de p, sob H0 , temos: 
f(s/i,j) '( /' ') .(J)( /- ') :=n .. psl,J ::::n .. p Sl,J 
l J l J 
fí(s/i,j) (2.7.4) 




a= I p (a)+p. (a) 
' I 
e fi (sI j , j } é s i mp l e sme f1 t P h ( s/ i , j ) c orn tJ e p substituídas 
por suas respectivas estimativas p e ~. 
da definição de p(s/i, j} em (2.7.4) 
Segue de 
rrBX ln L = E L L f (s/ i , í ) l n f (s/ i , j ) - L: L n. . 1 n n. 
j < j l J I J Q i< j s 
(2.2.1) e 
(2.7 .. 5) 
Então para testar H0 versus H1 , a estatística~ dada por: 
-2 In À 
que tem 
= 2 E E I f(s/i,j) I n { !(s/i,j) 
l < J s 
sob H o distribt.Jição assintótica 
( zP ·I) ct 2 - p(t-1) -c~ g. 1. 
I l<s/i,j)) (2.7.6) 
2 
X central com 
(2.7.7) 
Pode" s-er mostrado que, através de adaptoçdo f{'Íta 
por Kullback ( !9.59, pp. 1!3-4) ou por Bradley ( !954- b) que a 
estatÍstica -2 In À e tal que 
-2 In À= E E E ([f(s/i,j)- Hs/i,j)] 2 I J(s/i,j)} = x2 
i< j s 
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(2.7.8) 
A precisão da aproxtmação e diretamente verificada 
pela proximidade da freqliência estimada Í{s/i~J) em (2.7.4) 
com a freqÜência observada Í(s/l,j"). Os-graus de liberdade as 
saciados com (2.5.8) são os mesmos de (2.5.7). 
Algumas propriedades para grandes amostras sobre o 
modelo multivariado, a saber, distribuições assintóticas dos 
estimadores de máxima-verossimílhança e a distribuição limite 
da estatfsttca da raz~o de verossimilhança para testar a hip~ 
tese de igualdade das preferências,. contra alternativas locais 
(próximas), foram desenvolvidas por Davidson e Brad.ley (1970). 
2.8. O Desenvo1vímento de uma Função de Regressão para C .. omp~ 
rações Parclhadas Multivariadas 
Em comparações parelhadas rnultivariac!as é impor ta.12. 
te que s·e possa medir a "qualidade" (controle) global na com 
paração de produtos, estímulos, etc ... Consideraremos estava 
ri~vel um atributo em adição aos p atributos específicos no 
modelo de Davidson e Bradley. O objetívo é 
função de regressão de ~ttributo que dá uma 
desenvolver uma 
id6ia geral do pr~ 
duto a ser cornparado com os outros p atributos. 
Suponha que a "qua 1 i dade 11 g I oba l seJa trata do como 
um atributo x0 em um experimento de comparação rnul ti variada 
par~lhada. Ent3o o vetor de preferência aumentado para um par 
de tratamento pode ser denotado por s*"" (s 0 ,s):::-(s 0 ,s 1 , ... ,sp) 
e os parâmetro_s por 
n.(a), a, .. , 
I 
l "'- 1,2, ... ,t} 
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p* - { p etB , a< B ; a., B = o, 1 , 2, ••. , p } 
As probabi I idades p(s*/i,j), definidas por (2.2. 1}, 
correspondern à aproximação da segunda ordem do modelo de Ba 
hadur. isto foi mostrado nas secções anteriores. 
Na comparação do par de.tratarilento (i,j), seja 
X .. (a)::::: 1 ou O paras,...·- i ou J, respectívamente(a:-_O,l, ••• ,p}. 
I I ~ 
Sob o argumento do modelo multivariado X .. (a) toma o valor 1 
I I 
com probabilidade Tr.(a) 
I 
I (n.(a)+n.(a)) e toma o valor O (ze 
I I -
nj(a)) respectivamente. Se definir r o) n. (a) I (TI (o) + I I corn 
mos 
R .. (0) = E(X .. (O)Is) -
1 J I J 
(2.&.1) 
usando o resultado associado ao modelo de segunda ordem 
( 2) 
com f (X) 






- ( 2 ) 
X o 00 




TI. (O)>TI. (O) 
I I 
I aoiJJo L n0 z + I I 
p .. z. z. e ~o t ) l J 
I TI. (O)TI (O) 
+ -~-__1·-~ 




I ( )lll26(j,s) ln.a a ~; (ol 





A quant:dade X .. (0) pod(' ser consiclf'racJa corno ·uma 
I I 
predíção de probabilidade, quando o tr<:lti:Hncnto i (• preferido 
ao tratamento .j, no atributo X 0 dada a resposta 
atributos especificados na comparação do par de 
s para os p 
t r a t LJfliC'!l to 
(i,j). O valor predito proporciona um ajuste para a probabi ll 
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dade marginal de preferúncla para o tratamento i sobre o tra 
tamento j na "qualidade" global. O ajuste é aditivo e depende 
linearmente das correlações Poét entre Xij(O) P Xij(a) 
(a= 1,2, ...• p). 
2.9. A Regressão sob o MOdelo de Bahadur 
Nesta secção nos mostraremos corno a relaçilo (2.8.1) 
foi obtida. 
Seja X= (X 1 , X2 , .•.• X0 ) e seía x-l- '"(X0 ,X1, ... ,Xn} 
um vetor ampl lado, onde X ex* são vetores de respostas sobre 
itens dicotômicos, X. :::: ou O com probabi 1 idades a e 
I I 
respectivamente (j;;;: O,l, ••• ,m). A correlação <" = I -a" I I de 
ordem K no modelo e dada por: 
p" - E(Z" 11 •.• lK tl 




=- O,l, ..• ,m, que são corno visto <J.ntcrior 
I a"•" I I 
mente, variáveis padronizadas. 
A distrjbuição conjunta proposta por Bal1adur o: 
p(x.:K·:o.x*·) = p(x-J:) = p(l)(x-11·) f(x:*·), onde x-11- e a _realizdção de 
x-lf- e 






f(x*) o: 1 + L L P- .z.z. + L: L: L p .. kz.z .. z1 t ••• + o01 z 0z 1 ... z , . . lJ 1 J .. k t l 1 J <:: ••• m n l< J l< j< . 
1 • J = O. 1 , 2, •.. ,_rn i * j. Considere a regress~o de X0 sobre 
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f(x•) c f(x) + z0g(x) (2.9.3) 
onde f(x) é a forma reduzida de f(x-.-) com a variável x0 orniti 
da e 
g(x) ~ p z.z. 
o i j i J + ••••• + Pol zl ... z •.. n n (2.9.4) 
com a distribuição condicional de x0 dado X= x dado por 




I! a. I 
I 
a XO <l>(l~x 0 ) l f (x) + z0 g(x)] (1-xol [I·+·Z ji_(x)_] o o xo (2.9.5) 
• • "o •o O f(x) f (X) 
xo c o' 1 • Jogo X o e dado por 
(2.9.6) 
que e uma equação de regressão racional do tipo Q(x)/R(x) (ve 
ja Steyn, 1957). 
Então, para a aproximação de segunda ordem proposta 
por Bahadur (!969), temos 
:;~2) c ao + r" o"~~ l: ( 2 ) Po· .z I f(x) 
I I 
(2.9.7) 
( 2 ) 
onde f(x) 1 + E L: p .. z.z., que e o resultado (2.8.2). 
1 J 1 j i< j 
Observe que p .. e equivalente a r. em (2. 1 .6). 
1 J 1 J 
CAPÍTULO 3 
O MÉTODO DE OTIMIZ/\ÇÃO ALEJ\Tffil/\. 
UIN\ DERIVAÇÃO E 1\PLIC/\ÇÃO NO MJDELO !li\VIDSON E llRIIDLEY 
Neste capítulo ap! icaremos o método de o t irni zação 
aleatória (Nl:JA) para estimarmos, usando a função de verossimi 
lhança (MVS}, os parâmetros do Modelo Davidson e Bradlcy(1969), 
propondo um critério de parada para o iv'OA que nos assegure 
uma nalta probabi lidadc 11 de que o ponto encontrado em RE, RE 
definida como a provável região de máximo global, 
MVS. 
rnaximiza 
3.1. O MOdelo, suas Restrições e os Probl~na~ Con~utacionais 
Relembrando o modelo de Davidson e Bradley, temos 
p(s/i,j) "p(l)(s/i,j) . h(s/i,j) 







a"'l TI- (a) i-
I 
sa- i se o tratamento i _for prefertdo no atributo a, 
(3.1.1) 
a: 1 ,2, ... -,p e 6(.,.) = ±1, o sinal sendo _positivo se os 
dois argumentos são iguais, negativo caso contrário. Corn 
li ={TI-(a)!i:: 1,2, ..• ,t; a"' 1,2) ... ,p }, sendo que (3.!.1) 
1 
será uma dístribuição d(' probabilidade se h(s/t,j) 2 O parac.5: 
da urna das 2P celas assOciadas com cada das C~ comparações de 
tratamentos. p = {paS, a,S ~' 1 ,2, ... ,p; a<S} são os p<Jrârr~ 
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tros de medida de associação entre os atributos no vetor s. 
Então, para maximizarmos a função (2.5.1), devemos considerar 
as seguintes restrições: 
t 
I ni(a);;; 1; a;;; 1,2, ... ,p 
i = 1 





Considerando a restrição (3.1.2), pa.ra cada a 
a:::: ,2, ... p, estimaremos (t-1) par'âmetros de preferências 1n 
dependentes, sendo que o parâmetro de ordem t sera 
t- I 
L 
i = 1 
n (a) 
J 
onde O< n.{a) < 
J 
dado por 
seria gerado a!eator lamente no intervalo (0, 1) e pcd3 ; a<S 
a, S .- 1 , 2 , ... , p , gerado Cl J e ato r i ame n te no i n t c r v a ! o ( - 1 , 1 ) d C" 
tal modo que, a matriz ll e o vetor p determinados pelos lr.(a) 
. J 
e p S respectivamente, 
a . 
o par (w,p) possa satisfazer (3.1 .4) 
calcularíamos para cada h(s/i,j) >O os estirnadores de MVS, 
at6 que fosse encontrado um ponto de max1mo global segundo um 
critério pré-estabelecido. Entretanto, este procedimento tor 
nau-se inviável, primeiro, porque a probabilidade de encon 
trarmos um ponto tal que MVS seja n:K~ximo global e rnuito pcqu_::: 
no, tornando o algor1trno inviável do ponto de vtsta compu t ~ 
cional, surgindo então as seguintes perguntas: Qual o melhor 
procedimento para est irnarrnos os parâmetros de pref<·rêncíi:is e 
os de medida de associação entre atributos, de modo que a fun 
ção h(s/i,j) <O o menor número de vezes possível? Qual o cri 
t~rjo de parad? a ser usado quando o ponto em RE fosse encon 
trado? Rc é região de máximo global? 
Para responder-mos a prnneJra pergunta, cons!Clere o 
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seguinte teorema:. 
Teorema: Seja f: X c R 0 -+ R continua no ponto a E X. Se f(a)>O, 
então 3_ ó >O tal que x E X, jx-al < 6-+ f(x) >O. 
Prova: 
Dado E: >O, 36 >O tal que lx-ai < 6, então 
!f(x)-!(a)!<E <co> -c< f(x)-f(a)<s <:o::> !(a)- E< !(x)< E +f(a), 
escolha s tal que f(a) - c >O e o teorema está demonstrado. 
Em conseqi.iêncla, a partir de cada ponto que torna h(s/i,j)>O, 
a vizinhança do mesmo seria reduzida, nos perm-itindo 
que h(s/ i, j) > O numa vizinhança desse ponto. 
sempre 
Se a função MVS está sendo calculada numa região de 
máximo local, este procedimento forçará a mesma a convergir~ 
ra um ponto dentro desta. reglão. Este problema será discutido 
na secção (3.4.) quando proporemos um-critério de parada 
o MOA • 
para 
. 3.2-. MétodO de Otímização AlcatÓr"ía, uma Variação do Método C 
Consideremos o método C proposto na secção ( 1.4),pr.:;: 
poremos aqui uma variação deste procedimento. 
S · x<o> · d • eja assocta o a 
1 ,2, ... ,p e Y(O) associado 
res t r i.ções 
matriz. (rri(a)), i=l,2, .. :,t 
à matriz (p 1), gerados aleato 
(3.1 .2) e (3. I .3) e seja rlamente segwndo as 
z(O) = (X( O), y(O)) o ponto que determina o 1nÍc1o do ivK)A. /\ 
partir deste ponto, um numero aleat6rio é obtido no intervalo 
(0,1), se este número estiver compreendido entre O e 0.5, ob 
teremos o pr6xímo ponto dentro das mesmas restrições, caso con 
trário, os pontos são gerados alei::!toriamcnte segundo os pa2. 




Sejam X( u) o e y< u) o (piu)) ,H,2, ... ,cj; 
a.= 1,2, ... ,p; i= 1,2, ... ,t-1; onde z(u) y(u)) , . e o Último 
ponto determinado antes de iniciarmos este passo. 
Passo kt·1: 
( k+u) b 1 ) Tendo determinado X , para cada 




determinados pela restriçao (3.1.2), 




= t,Z, .•. ,t-1; a"' l, •.. ,p 
t- 1 ( ) 




a= 1,2, ... ,p 
b2 ) Determinada a distância da' consiruiremos um hipercubo de 
semi-aresta a em função de d . Caso a seja maior que ca 
a a a 
da uma das· ccoordenadas da I inha ; a "' 1 ,2, ... ,p, de 
(k+u) X ,aa será dada pela menor delas na linha a. 
b3) T<:•ndo de te rrni nado v< k+ u) o ( (k+u))· P I , - 1, 2, ... ,c~, cal 
culamos a distância w I tal que: 
{ (k+u) I se ( k+ u) < o P I + P I -wl . (k+u) (k+u) 1 - P I se pl > o 
onde wl e calculado para cada elf'mcnto de ( (kq;)) P I . 
G . (k+u+l). 12 I. ·i erarnos .;, , 1 "" , , ••• ,t- , no 1ntervd o 
( ) l 
e Àlk+u-tl em (-w 1 ,w 1 ), determinado, então 
( - ü " ) a' a 
x<k-HHl):::: ( (k+u)( )) 1r. a + 
l 
Y(k+u+l) _ ( (k+u)) 
- p l + 
b
5
) Definamos z(k+u+l) :o (X{k+u+l)• y(k+u+l)) 
se f(Z(k+u+l)) > f(Z(k+u)), se não 
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Observe que a distribuição de probabilidade na ger~ 
ção dos vetores aleatórios não permanece a mesma neste meto 
do, isto é, tem uma distribuição de probabi !idade quando a g~ 
ração dos vetores é feita em todo espaço de restrições e urna 
outra distribuição que. muda todas as vezes que os vetores alea 
tórios são gerados no hipercubo 1 isto e, 
U (k)/ (k) (y/x) não permanece a mesma. 
n Y 
As condições (b 1 ,b2 ,b 3 ) pode nos 
sub-região contida e-m (3.1.2) e (3.1 • .3) de 
3o3. Un Critérío de Parada pa("a oNDA 
conduz i r a 
máximo local. 
uma 
Proporemos aqui um critério de parada para o NDAque 
nos possibilite determinar um ponto emRE, ondC' RE: tenha lwna 
alta probabilidade de ser a região de máximo global. 
Seja MVSJ a estimativa de máxirna-verosslmilhança cie 
a ma 
triz dos parâmetros de prefE>rêncras e a matriz dos parâmetros 
de medida de as.sociação entre os atrrbutos associados a MVSJ 
respcc ti vamente. iv\VS2 a segunda estimativa de MVS ta I que 
MVS2 esteja em R, (rr.(a)) 2 a matriz dos parârnetros de pref~ E I 
rências e (p 1 ).2 a matriz dos parâmetros de medida de associa 
ção. SE'jam MVSx o x-és imo valor de MVS tal que MVSx esteja em 
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{n (a)) e (p 1) as matrizes referenciadas acima , X X associa 
a MVSx. Definamos 
d.,.=maxln n I 
" airn- ain (3.3.1) 
= 1 ,?., ... ,t; rn,n = 1 ,2, ... ,x; m < n, a m21ior 






onde naim representa o elemento da matriz m na l1nha a. co!u 
na i. 
Seja I p. I J n (3.3.2) 
m, n = 1 1 2 , ••• , x ; m < n; J o ,2, ... ,C~, a ma1or distância 
entre os elementos das matrizes 
distância entre dn e dp . Após 
distâncias entre os elementDs das 
e 8 for menor que E:.>Ü, ÍSt0 é, OS 
p • 
n 
Seja e a 
determinarmos o máximo 
matrizes {n (a)) e (TI. 
I rn I 
elementos das matrizes 
maior 
das 
( n ) ) 
n 
cita 
das anter iorrnente estão na mesma região determinada por c, 
escolhemos então 1 a melh"or estimativa de MYS entre MVSm e 
MVSn. R 
c 
e agora a região de ma1or probabilidade de encontrar 
mos o ponto de máximo global. Se e> E nas x execuções, esco 
!hemos então, a ma1or estimativa de MVS nestas x execuçõçs 
Este crit~rio de parada proporciona condições de se escolher 
o melhor dos pontos cand1datos a máximo global, x é o nuroero 
de vezes que e o rv'OA é calculado para determinarmos MVS nes 
tas x vezes ern R 
c 
Cl\1' Í TIJLO 4 
O EXEMPLO DO PllOIM DE OlOCDL/\TE 
Os dados abaixo foram obtidos por Davidson e Brad 
ley (1969) junto à General Foods Corporatíon. As respostas p~ 
ra comparações parc:Jhadas com atributos (1) sabor, (2) cor t~ 
(3) textura, para compararmos as 
rnentos). As freq\jências f(s/i,j) 
marcas de pudim 1,2,3 (trata 
de cada cela são tdbuladas 
abaixo (tabela). Estas freqGências foram usad~s par~ obter as 
estimativas de máxima-verossimilhança P de 1t e P de p por Da 
vídson e Bradley utilizando o método de Newton-Raphson (esti 
mativas finais),sendo que para obtençã? das estirmtivas iniciais p óc 
w foi usado o método proposto por Ford (1957), e o método de 
Newton-Raphson para (j de p. Neste ponto ternos p -;. 3; t 3. 
Entre parênteses encontram-se as freq~&ncias ~stimadas. 
A rotína geradora de números aleatÓrJos usada foi 
desenvolvida por Golser (1970). É uma rotina implÍc1ta ao Vax 
Fortran 4 - Vax 11/785. 
TABELA I. CELAS DE FREQÜÊNCIAS OBSERVADAS E ESTIMADAS PARA O 
TESTE DO PUDIM DE CHOCOLATE 
Par de tra tarrcntos ce'las ·de freouência fCsli,j) Fro;::u&ncia 
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O teste du razão de verossimilhança foi calculado 
para igualdade de preferências com todos atributos na prese.!}_ 
ça de correlação (2.6.1 !) c os testes da bondade de ajuste 
(2.7.6) e (2.7.8). A tabela 2 apresenta os resultados das es 
tirnativas dos parâmetros c do logaritmo da função de verosst 
milhança. A tabela 3 apresenta os resultaçlos dos testes rea 
·~ 
lizados com seus graus de J iberdade (g. !.) correspondentes e 
respectivas probabi 1 idades de signific2ncia obt1das sob H0 , 
todos os resultados forvrn obtidos por Davidson e Bradley. 
TABELA 2. ESTIMATIVAS DOS PARÂMETROS PARA O TESTE DO PUDIM DE 
Q-KX:OLATE 
-----------




' I --i l I i ~.2 i 3 (aS) a ·- I -- ~ (12) ( o:G) - (13) lei(~) (23) --
1 0.281 I 0.40:.\'"1 I 0.310 
2 0.281 0.363 0.3S6 0.626 0.607 0.559 
3 0.300 C'. 321 0.379 
-
(p (O) I 
fnL - -96,116 ::·: ~ 1 VS FlNAL 
Estimativas in:i.ciais pa8 cu 
--·--
a i - 1 i - 2 i ~ 3 (afll ~ ( 12) (etC) ~ (13) (a SI ~ ( 23) 
1 0.312 0.360 0.328 . 
2 0.307 o. 321 0.372 0.675 o .654 0.588 
3 0.338 0.288 0.374 . 
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TABELA 3. NÍVEIS CRÍTICOS DA ESTATÍSTICA DA RAZÃO DE VEROSSI 
MI LHANÇA PARA TESTES DE HIPÓTESES IlASf:AIXYi NOS DA 
DOS DO PUDIM DE CHOCDLATE 
Teste -Un>. g. e. 'Probcl.bilicl::tde cb Si~]Y'..ificância. 
Igualdade de preferências 2.362 6 0.88 
Correlações iguais a zero 62.665 2 0.00005 
Adequabilidade C. e ajuste 9.135 12 0.69 
Baseado em (2.7.6) 7.557 12 0.69 
A tabela 4 mos1ra os resultados obtidos segundo a 
derivação do m~todo C proposto neste trabalho ·para as freq~ê~ 
elas estimadas {entre parêf)teses). 
TABELA 4. CELAS DE FREQÜÊNCIAS OBSERVADAS E ESTIMI\DAS PARA O 
TESTE DE PUDIM DE CHOCOLATE SEGUNDO A DERIVAÇÃO DO 
MÉTODO C 
Celas de frequências f (ó ' i f j ) lI~ ~::ç-.-. I Par de trata.'7Cfltos 
' 
•~C'tl ... TIC1dj 
i j (iii) (jii.) (iji) (jji) (üj) (j ij) (ijj) (j"'l"i) n · · ~- 1. l 
1 2 8 1 1 1 o 2 o 9 22 
(7. 8J) (1 .07 )JL 20l.J:l, 07) (O. 75J (l.]J.l_(º··-§l)j_s_,r,J) 
-------
1 3 6 o 1 1 1 o 1 9 19 
2 3 7 1 1 1 3 1 1 6 21 
(5.43) (O .63) (l.lq) ( 1.2?) ll.06) U.14) (O .80) (7 .5~----~~ 
(6.09) (0.45l (Ll6l ll.34l ll.66l (] .. zol (o.nl (8.3 L:_j· 
A tabela 5 mostra os resultados das estimatJvas dos 
parâmetros n e p. O n~mero n1áximo de vezes que 
da na provável região de máximo glob<±l, Rs, é x 
d ' ' . 8 J0' 2 e • f JstancJa -,com E::; , e satts e1ta p<Jra x 
MVS é calculd 
!0. Aqui a 
7. O tempo 
de CPU para estas 7 execuções é de 9 minutos 57 segundos e 71 
4 I 
décJrno::; de segundo. 
















CHOCOLATE SEGUNDO MÉTODO C, SEGUNDO AS EXECUÇÕES 
X:::: 1,2,~ .. ,7 
p. (a) 
l 
i = 1 i = 2 
o. 256 0.439 
o. 280 0.359 
o. 289 0.360 
P, (o.) 
i = 1 i = 2 
0.288 0.394 
o. 272 0.366 
0.317 o. 311 
P (a) 
' 
i 1 i = 2 
0.321 0.353 
o. 311 0.319 
o. 349 0.285 
X = 1 
ini. = 
i = 3 
0.306 { 1). 0) - (12) 
0.361 -o. 034 
0.351 
X :::: 2 
lnL .. 
i = 3. 
o. 318· (a B ) .. (12) 
0.362 o. 659 
0.372 
--
X = 3 
t11L 
i = 3 
-117.053 - MVS FINAL 
-
Po.S 
(cxP,) = (13) (ete,) "" r------ ( 2 3) 
o. 64 6 -0.12 4 
··--··~--
-116.53·7 - HVS FJNAL 
p 
aB 
(o: í::. ) - I 13 
-0.113 




0.326 (ex f,) - 1121 {I>( r'•) ·- ( 1 3) 




" ~ 4 
p i (a) fnL ~ -96.464 = MVS FINAL 
-----·--
" 
i ~ 1 i = 2 i = 3 Pas 
1 o. 311 0.361 0.328 lasl= 112) <ocel--IUJ lasl=l23) 
2 0.304 0.323 0.372 0.674 o. 6 so, o. :)88 
3 o. 334 o. 291 0.375 
X = 5 
P. (a) tnr. = -122.579 - MVS FINAL j 
- I zl a i = 1 j_ = j_ = 3 Pas 
1 0.272 o. 4 34 0.294 lasl=l12l I (0f)--(l3) I'""' ~"'I I 2 0.294 o. 34 7 0.359 -0.080 [0 .. 656 
_) -o. 255 __ 
3 o. 304 o. 367 0.329 
X = 6 
p i (a) fnL .. -108.809 ;o~ '/1-1 VS FI NJ\L l 
i. = 1 I i = zl i = 3 p 8 a a • 
. 
'", ~ '"' I',,"'"' 1 o. 280 0.386 o. 3 34 . 2 0.286 o. 36 7 o. 34 7 0.434 0.364 
3 0.302 o. 324 0.375 
---~-=1 
-~la') .. (;;-I 
1·0.027l 
-
X = 7 
-
p. (a) tnL .. .. 96 .460 = MVS FINAL 
' ·--~-
a i = 1 i = 2 i .. 3 Pas 
. 
1 o. 313 0.359 0.328 las) =112) laG)=(13) {nC)o:c(23) 
2 o. 307 0.322 o. 371 0.676 o. 654 0.590 
3 0.339 0.288 o. 374 
.43 . 
Observando os resu! ta dos, temos par.:~ a execução de 
numero 7 o melhor candidato a ponto de máximo g·lobal, logo a 
estimativi:l de MVS na construção. dos testes de h1pÓteses scra 
dada por -96.4607. Esta solução é aceita porque temos El menor 
~2 que E = 10 isto e, para x = 4 e x = 7 as estimativas dos 
parâmetros de preferências e dos parâmetros de medida de asso 
ciação entre atributos estão na mesma regdlo deterrntrliJd,:~ por 
-3) .. E (observe que 9 = 8.10 . Outras sequ&ncias de execuções f~ 
ram realizadas para obtenção das estimativas de 1f e p, com E 
~2 
menor que 10 , os resultados encontrados apresentaram dife 
renças insignificantes em relação ao resultado o~tido acima 
(a maioria das estimativas de 1r e p e candidatas o máximo gl~ 
bal diferem da ordem de 10- 2 a Jo- 3 , bem corno ôS estimativas 
de MVS associadas a estes pontos), 
A tabela 6 apresenta os resultados dos testes real 1 
zados com seus graus de liberdades correspondentes e respectl 
vos probabilidade de significâncJa (aproximados) obtidos sob 
H0 obtido segundo a derivação do m~todo C. 
TABELA 6. PROBABILIDADE DE SIGNIFICÂNCIA DA ESTATÍSTICA D1\ R/\ 
z.J\0 DE VEROSSIM!LHI\NÇ/\ PARI\ TESTES DE HIPÓTESES BA 
SE/\005 NOS DI\OOS DO PUDIM DE CHOCOLATE 
/ -2fn;\_ [ g.R.(Probalüli.dc~~-~"~~~~fi.;Cm~~~~ 
-·----------------~~------;- 5 ~--·--·~ 
Teste 
Igua1dade de nroferências 255.50 6 < 10 
Correloções i'gua:i.s a zero 
Adeguabilidade de ajuste 
Baseado em (2.7.6) 
62.46 
8. 91-









DISC1JSSÃO DOS RESULTADOS E aN:LUSÃO 
Observando os resu 1 tados 1 ver i f icdmos que os rnesrno;, 
são equivalentes aos encontrados por Dav1dson e BrJdley, com 
exceção do resultado obtido quando testamos a igualdade de 
preferências na presença de correlação 1 dcvJdo a um erro de 
conta cometido em (2.6.11) por Davidson e Bradley. 
A conclus~o que chegamos ~ que a derivação do meto 
do C é eficaz e de .fácil tratamento matemático. As estirnati 
vas finais independem das estimativas iniciais_ dos parâmetros. 
A maior dificuldade encontrada, foi o estabelecimento de um 
critério de parada que nos ·assegurasse a convergência de MVS 
para o máxirno global, com 'O critério propo.sto, se não e I imi 
narmos este problema, pelo menos podemos selecionar um pontocan 
"alta probabílidade'1 de ·pertencer a região de rnáxnno glÜba!. 
UTla vantagem do método de ot írni zação a !e a tór la e que o mesmo 
depende somente da continuidade da função. 
APÊNDICE I 
TABELAS DAS SEQÜÊNCIAS DE EXECUÇÕES COM OS 
RESULTA!)OS DAS ESTIMATIVAS DE MÁXI~~ VEROSSIMIL~~ 
SEGUNDO O MÉTODO DE OTIMIZAÇÃO ALEATÓRIA 
DER!VI\!X) DO MÉTODO C 
SEQUl':NCI!I l 
TEMPO DE CPU - lO ~liNUTOS 57 SECUNDOS O 3 Df:CIM.OS DE SEGUNDOS 
X ~ l 
!~---,-----""'----------1 fnL = -112.972 = MVS FINAL 
L = 3 I ~'\xs 
p 
ia 
(l i = 1 i = 2 
-------0-.-28~~ lua) = IGGJ (;~BJ--= (l3J (nGI = ~-;-; 
p . -~--'--~·_:_ __ --~--,~--1 
0.345 0.494 -0.053 0.224 
O. 376 I 
1 (l • 29 4 0.425 
2 0.285 0.369 
3 0.301 o. 324 
L---~---·------------_j ________________ _L 
X "" 3 
~,·~-·-·-.----.--;;~-~~-------~ .tnL = -113 . 9 3 Q-----c,-V·S--f_..-I-!'.J~'\-L-
----~ ' -----·---··--· 
i. "" 2 J.=-~3 Pu.G 
------ ··--·-----------+-·-·- ·----·-·-~-
(nSI ·• 1121 (cq:l •· (13)t(uf',l •· (23) 1 o. 309 
2 o. 29 4 





a i .. 1 i .. 2 i = 3 
--· 
1 0.309 o. 381 0.310 
2 0.2"15 0.378 0.347 
3 o. 29 6 0.331 0.373 
----~ -~~~---- -----"---~~ 
0.682 -0.037 -0.028 
-----· ___ ( 
--·--·-
X :::: 4 
fnL =-~ __ -_1_2~:_1_6 !__::-:_':'M_::_V1S FlNAic:_.• --{ 




l o. 276 
2 o. 290 
3 0.310 
'-----'--
0.646 0.633 0,574 
X ~ 6 
o. 416 o. 30 5 (aG) ~ (12) (cf()) ""' ( 13) (u(',) :c·.- { 23) 
o. 386 o. 35 6 -0.073 0.439 0.248 





X = 7 
X ::::: 9 
---------
l o. 29 6 
2 0.282 








TEHPO De CPU - 12 MINUTOS 4 7 SEGUNDOS 81 Df:CII10S DE SEGUNDO 
X = 1 
Pai tnL - -96.572 - NVS 
··---
FINAL 
l~- C\ i - 1 i ~ 2 i ~ 3 0a8 
---
I l 0.310 0.357 0.332 I a8) ~ I 12) I a6) o 113) ( cd1) o I 23) 




I[ __ o ~ nL -124.447 MVS FINAL ,'. Ct i o -
1 
-
i 1 i ·- 2 i. .. 3 . PaB a -
·----- -
----, 
l 0.270 0.394 0.336 las i o ( 12) I aS) ~ ( l3) (ex (~ ) .. lill 
2 o. 29 3 o. 349 0.358 
-0.230 0.667 -o . .U7 













i - 2 




i o 3 




X = 4 
-------------~~----
p . r~ 
"• 
~ --
~ ( 12) (o.IJ) •• 113) ~-~8) .. I 23) 
--r----------- . 
O. G 31 








~ ( 12) 1" rli ~ ( 13) I u. Sl - lU 
-
-.--- -q i = 1 i ;;;;; 2 i - ~ 
:·----1- o . 2-9-l--0-.~3-9-3--0-.-~-1-6 ~l}__ 
2 0.287 0.353 0.360 o .675 -0.037 -0.025 







1 i .. 2 
l 0.276 0.406 
2 o. 271 o. 382 
3 o. 27 9 o. 326 
L-.. 
c-- p . Ct]. 
a i ... 1 i .. 2 
·---
1 o. 313 o. 359 
2 0.308 o. 321 




a i ·- 1 i .. 2 ~ 
- -· 
1 o. 309 0.366 
2 o. 306 0.321 
3 0.355 0.288 
r- .. 
I p ' 
"' 
a i ·- 1 i = 2 
- -
[ 
l 0.282 0.409 
2 0.304 0.370 











o. 4 B3 
o. 318 (aS) .. I 121 ( .. y:()) o;o {13) (u(',) = (23) 
o. 34 8 
0.386 
X = 6 




X " 7 











o. 324 {aR l = ( 12) 
---
0.374 0.6SP. 0.641 0.58B 
0.377 
-
X "" 8 
. 
_fnL .. -128.92(, - MVS :!?INl\l 
---
--
i .. 3 ( t).3 
l~,r,l . ~uJ,,,I o .·309 ( (t 0) = (U) (. '. 
~2 0.327 -0.010 -O.YJ( 
o. 36 3 
-
. 
i = 1 i - 2 .i """ 3 
1 o. 311 0.360 0.329 (rxG) ·· (12) (aP,) " (13) (nB) ~ (23) 
2 0.297 0.325 0.378 0.682 0.644 0.588 
___ 2J_.~o.:..·.:..34.:..4:.___::0..:·.::2.::8 . .:..s_..:o:..:·..:3..:7.::1J_· . ____ ..L _____ ..J ______ __i 
.---------------x ~ 10 -- --------------'--'t_n_L_~ __ -_1_1_7_._8_3_1 __ -_· _MVS FI!~ .tU:... 
------"-~r--i_--_l __ i_~_2 __ i_. = 3 1,-------,---------.------
0.324 ~(a[l) o_(22) l 0.268 0.408 
2 0.292 0.3G6 
____ J_t__.:..o. 302 o. 331 
I aGI ~ ( 131 
0.640 ~0.04.:: 0.3421 -0.111 
0.367 _L_ _____ J_ __ _ 
SEQU~NCIA 3 
'rEMPO DE CPU 13 NINUTOS 3/. SEGUNDOS 19 Df:ClWJS DF:; SE<;eJNDfJS 
X :::: 1 
pcd. 1n 
. 
a i o l i o 2 i .. 3 ) 
J: (i 
. 
l o "11 •.:. o. 3:<; 0.326 . (o. A) .. • ~- < 
2 0.317 o. 323 0.370 0.6 
3 0.359 0.271 0.370 
' ' 
. -~~-----r----~-
_J.l:..:!i..Hc"L •. I 13) r_;cL-=. I 2 3) 
83 o.·Jso I 0.582 
____ L_ 
X := 2 
X = 3 
·x ~'"" 4 
~--- __ p_n_i __ ------_1 fni. "' -115 .9l.7 = N\/S Fll'Ji\L I 
~~I I p ------·r 
1 __ a _i = 1 i= 2 i = 3--t· -·----~--=2~T __ ·f 1 
1 o.n3 o.397 o.33o ilaRJ ~ 11:.:__~:•!1) _"___l_l_~hG_l__:_l~ 
2 0.2B3 0.359 0.358 fo.703 ~11.040 1 ~O.ll7J 












i ~ 1 
0.266 
0.281 
o. 29 2 




X ""- 5 
o. 34 7 
0.382 
-------'-----
X -- 6 
p Ci i 
-·---""'----------j----'-'-'1 nL ,. -96 . 5 Sl2 
f' ct. G i ~ 1 i ~ 2 1 ~ 3 
o. 30 8 0.369 0.323 ( o: (-', ) 112) la8) ~ 113) 
1------
0.320 0.320 0.360 0.657 0.665 




o. 59 3 
i p(.'(j 
·-----,-----'0"----------} (nL ~' -112·. 790 ·- H\'S FIN!\L 
I n i ; 1 i = 2 i ~ 3 o 
. u.() 
-------1--· ---f------------+------
( aS) ~ (121 ln31 •• 113) lofll ~ 1231 1 0.293 0.382 0.320 }-----+-------
2 0,285 0.351 0.36~ 0.683 -0.226 -0,121 
1 _____ 3__,_[_o_. __ 3_L_l __ o_._3_l_9 __ o_._J_7_l____ _____ _ 
·-
p . tnL - -%.616 -- HVS FINAL 
CX.l r-·- - ----
i ~ 2 i "'"' 3 0aB a i "" 1 
------f--- ----- -· 
l o. 29 5 0.380 0.325 (o; 13) - I 121 ( cd~) .. I 131 ( 0: ~~) .. I 231 
0.332 0.376 p 0.627 0.583 0.300 o. 369 2 0.291 3 0.330 
-
-----
X = 9 
-
0
a1 tnL - -96.529 .. MVS FINAL 
. 
.. 1 i " 2 i " o P G o q 
-
-~ 
l o. 318 0.3S5 0.327 (a [lI .. ( 12) lu. rn ···- ( 13) {uf'.) - ( 23) 
~)08 2 o.- 0.325 o. 367 0.694 o. 6 38 0.580 
3 o. 332 0.293 0.375 
X = ) Ü .
-
n 
ai fnL -146.341 HVS FDLi\L " -I 
- --~--------
l i 2 i 3 p et0 - -
·---..,----
' 
0: í :;o 
·------+-- -- ---
1 o. J 42 o. 36 7 0.292 (cd3.) .. I 121 ( Ci Í) ) -- n 
" 
]) (u(',) - I 2 3) 
06 0.333 o. 361 -0.158 -0.129 -0.063 
15 0.342 o. 34 3 
------
-
o. 3 J 
SE(}Uf:NCIA 4 
fE!-!PO DE CT1U: 05 ~1Jl'lU'J'OS 48 _c,EGUIIDOS 07 Df:CftAO::; DF~ .c\P,CUt-!D() 
X = 1 --------------~,~------------------




Q.](l(! o.J61 o.JJn l 
2 c.JoJ 
().3~-\1 
______ ,__;_ _ 
0.372 
0.7.92 0.377 
-tnL -· -152.911 ,.- fWS FPll\L 





-r·'.-_-':-JJ_l:c_ __ .on ___ ;J_S_:9:c_ __ :_o_._3l o -~ ~u~~-~-J a :o. I ~-lJ=-~~=,~~~--;~-
2 0.307 Q.J2l 0.37? CJ.674" 1. Cl.(J'--,4 (J.'Jrll 
3 o.J:~7 o.~A9 o.J74 
SEQUP:NCii\ S(*) 
'I'H1PO DE CPU: 22 MINUTOS 41 SI<GUNriOS 7_7 !)(.:CHIO:~ !lE ~\!<CUNDO 





.f nL -] 13.901 rvw:-; F'INi\L .. 
-
i ' 2 3 
---~----. -----~------
•l ~ • ' 





' I 1 0.277 o.~ 19 0.30~ ( a')) I 12 I !ct o, I (ll I ( n. C\ ) • ~ . --· --I ~
I 2 0.271 0.384 
o.]~:) o .. 67n -o .C)"I ') -o.n 
I 3 0.304 0.322 0.374 I 
. 
X "' 2 
,---
l- Pai _fnL =-l.l.S.lRil ----------~---- ----------
(2:1 I 
62 
- I o 'l 
c__.;:;:___;-_ ___::_l. ~ __2___L _ __:__-,-__ · _" ·---,----1 
(a3) o=(l2) !rue) '--'(lJ) - (u;'l oc(2J) 
I " ~ l l o 2 •· l 
' 
' I o. 409 n. J 1"1 




3 _L_:O:_:. 3 3 9 
r' . (tl-
l
i __ ''_ 
l 
2 0.309 








X == ·3 
0.676 
X "'- 4 
(*) Execuç6es realizadas segundo s= 0.5 x 10- 2 
0.65S 




i ~ 1 
--







1 o - 24 s 
2 o . 259 
3 o .317 
----·-··· 
Pai 
i ~ 2 
0.312 
o. 286 
o .19 3 
pai 
i ~ 2 




36 SEGUNDOS 66 D~CH10S DE SEGUNDOS 
X .. l . .. 
. 
tnL .. -103.7670 ~ íJ!VS '!~~-
-
i ~ 3 0aS 
--
0.259 ! aS I - ! 12 I (a SI - ! lJ I ( cd~) .. ( 231 
0.296 0.581 0.536 0.418 
0.253 
X "" 2 
f nL ~ -121.954 .. MVS F IN/I L 
·-- -·--·-· 
i ~ 3 Pap, 
-
0.320 ! a SI - ( 121 1 (o. B ) ... (13) (:'i (J, ) '"' ( 2 3) 
-
0.368 -0.053 -0.115 o .556 
0.351 
X "" 3 
1--··---------p . I · -ex l 
. 
t nL ~ -116 22] :-ws FINAL .. . 










i ~ l 







X ~~ 4 
----·--· 
i ;;;: 2 i "" 3 
- ( l 21 b,") I - !llll(ap I ... ( ?3) 
I 
. 
.019 o . 6 :> l -o . 1 o fl 
.fnL := -121.042"" MVS Fll:\AL 
. .:...=_-j 
iJ ('t r. 
---
---·----·t------··,------r--
0 .• 4 2 6 o . 3 o s !:';'_s_l _:__!_1 2_1 ! a 11 1 _:_l_l:._J_!ji " il !_~ ! 2 3 1 
0.384 0.327 0.6•18 -0.067 r---0.2~1 




X = 5 
[, . p . tnL -96. :'i2l_ = MVS_~~~J~_AI:__-.. (l 1. ~· 
I i l i 2 i 3 o Cl R .. .. -. -~- ~---·-·~- ~-I 
. 
1 0.308 0.365 0.328 1 u. r.J - (12) ( o:. G l .. ( l 3 I (rt(\) - ( 23) 
---~--
2 0.300 0.332 0.368 o . (j 59 0.633 0.~)71 
3 0.335 o. 294 0.371 
- --
X 0" 6 
. 3 ~nL __ "; -108.7:8 "-"-'.HVS ~:I:N/\]_~--i = J_. __ l_· _=_·_2- J. -- ·r- f' (i. í~ 





0.290 0.333 0.377 















i - 2 
0.370 
0.324 
o. 29 3 
X = 7 
--· 
f nL .. ·-96. 5 
D 
i = 3 ' 
(f\G)~-: ILJ (o''·l • 0.320 
0.373 I 0.650 o. 6 0.366 
' 
(13) lnill •• (23) 
---- ----------
~-----~~ 
TE)Ii'll DE CI'U OS 'liNUTOS 04 SECIINIJOS lc llfEiêlllS 111 SJ:CUNIJil. 
X = J 
---
Pai fnL "' -96.564 "" MVS FIN!\L 
----
a i -- 1 i o 2 i = 3 
1 0.520 o. :s s 9 0.321 (cdl) . I 121 lu•·] = 113) lufól = 123) 
----
? 0.304 0.320 0.376 0.671 
" 
0.645 0.597 
3 i 0.357 0.274 0.369 I 
X ::: 2 
Pai J .EnL - -112.076 = HVS FIN!<.L 
-
---I 
" . 11 e 
" 
I i = 1 i -- 2 i = 3 
I ( (t f) ) '~--~~.~·:.) = 113) ( 't H ) = I 2 _ 1 0.263 o. 419 0.319 ----- 3) 
2 
I 0.270 0.380 0.349 o .. nn -·0.030 0.240 
3 o. 4 78 0.329 0.240 
. 
. 
1 o. 317 0.35S 
2 0.309 0.318 
- o. '14 'l 0.2f30 _, 
------
SEQU2NCII\ 8 










i ~ 1 
o. 3 24 
o. 29 8 
o. 346 
~--
i - 1 
~ 
0.275 
o. 29 2 
o. 290 
P.; 
i ~ 2 









X = 1 
,e nL ~ ~ 9 G ~ 7 CL_ ~ MYl?_Y_lttf\J,_~ 
--
i = 3 P e a. 
--~ I lu(',} ' o' 3 30 (a B) " ( 121 = I 131 (uC) = I 2 3 I 
I 
- -
0.378 0.679 o. 649 0.591 
o. 36 7 
' 
X "" 2 
I 
~-
fnL -127.262 MVS FINAL = " 
i -· 3 0 nP 
= llJJ](ur:) 0.331 Iael ,;o,.-o I 12 I I " " I ~ I "'I - ,, _ _, ,___ ,. 
0.353 ~0.284 0-::_1 ~0.125 
o. 386 
-





- ·:_,_"_= __ J· _ 2_-~~~-l~~=-----3~1~~-----~~n~r-,~~---3-G·~. -~;-2-~.-,-n ___ -_-_-,_,-,,_.-s_--_-F~I-1_:--r_--.1~. ~-, 
I 1 u· .314 0.351 o.334 ltulll = tl2'ti•Cl.-='..113'1.~..u,: 
2 0.303 0.321 0.381 0.666 0.639 0.561 
1 __ 3_ o_· J_4_o~ __ o_._z_7_s __ o_. 3 81 L ____ _,_ _____ L._ __ _ 
a 
- rm~ ~j_ l:nL - ~96.740 ~ MVS -






0.326 o. 351 
o. 341 0.3111 






I aGI ... 112) ( [!, ~:; ) = I 131 (cq-;J ~ ( 2 3) 



















i - l 




l =- -.4 
0.303 
o. 30 2 
0.332 
X = 5 
---------------------------------· 
Prti l tnL ~ -96.480 "" NVS FINAL -~----------------- ----·-i ~ 2 i -- 3 p qP -~ ,---------"''-- ------------
O. 3G 3 0.328 laS I ~ I 12) ( (l c; l -- I 13) (({r::} "" { 23) rc·~---------
0.324 "0.364 0.686 0.655 o • se)') 
0.287 0.376 
X = 6 
- I F~~-l 
' 
inL- -96.476 - NVS 
" 
-
i -- 2 i ~ 3 0 c~ e " 
----
0.365 0.331 In~) - I 12) ((!.c) _::__(];_]_L 
0.32() O .T76 0.665 0.646 
_laf.:l ~ 123)1 
0.585 J 










-96.'185 '---' HVS 
Ç) f) 
- u. )< 
-----------
- 1121\ In'!) •• 1131_1(uf:i__":_l231 
0.659 0.643 0.579 
SEQUI~NCT li.. 9 
'i'ENPO DE CPU: 13 MINUTOS 56 srGUNDO~ L;-~ !Jf.:cH10S 11!·: SF(;lJN!JO 
,-,·----
,, 




l = 2 
o. Ll 21 
0.377 
0.327 
i ::= 3 
o. 327 
o' 3 ')!l, 
O.JG7 
---~----------------~-----~-
(r o_) ""G3J_ 
-0.2(17 
_L_ ____ _ 
-------------~--,--------------------··-----
i 
" I i "00 1 ·' .. 2 
l o. ~! 82 0."'-10 n. :wn 
~~ o. ')-q L I ·' (l . 34C) 
3 I 
' 
O. 2:F) (] . :wn o.lC"Jn 
__ , ___ 
X = 4 
p . 
ctl 
-:li ~ l 
1 0.310 o. 356" 
2 lO.J04 0.3.7.() 
3 O.l3b 0.2()1 
X "" 5 
-·· ~ p t ri!, - ]_ l (j • () (, ;; Cil . .. f'>1VS F'TNAL 
-
·-·· ··--------·· ----
I 1 - l 1. 2 J. 3 f! 11 fi, a .. .. 
l I o. 27] o. 413 0.316 ( n G l ,, ( -~-~ -l·-r:~:~~-~~-1 J L_ (ttP.) .. 
2 0.29] o. 3 :)J o. 35(1 -o .lfdl __ 1_(_). 4J.f-) -- 0.167 
3 o. 30~) 0.329 0.367 














i "'" J 
o. 2f•6 
Cl.36S 
X "' 7 
0.327 
0.377 




2 O. 2B9 
] 0.306 
X = 10 
.i =c.· ? 
o. 36') 0.353 -o. fnn -O.UJl -().()70 
o • 31C ___ o_._:J_7 __ c_, __ ...J.. __ _ 
SEQUtNCIA 10 
'I'E/>lPO DE CPU :::: lO MINUTOS 51 SEGUt~DOS 30 Dí-:CH'lOS DE SECUNI)O 
X = 1 
-------------
pai J:nr.. - -126.170 - t<JVS FH iA L 
"----·--r---- -- ------·------------------·-· 
1 i -· 2 i ·- 3 o !J. G 
-------
l 0.28 05 o. 39 09 0.3287 (o. BJ -· I 121 (uf;} .. ( l J) (:;,i<) • { 2 3) 
---- ·- -··---
72 0.3513 0.3515 -0.2636 o. 6'170 -0.1 
79 o. 3 301 0.3720 
2 0.29 
1. ____ ~--------~ . 2 9 339 
X •· 2 
...____ Pai I fnL -- -11~~- 73J ;;;.--~~r,:.L.I,-1 
n i ·-l-. -_-_-1 ____ i:c_=_2 ____ 1 __ ---i3J r o. fl ·---~ 
[---1--~ o.2sso o.40B4 o.Jo4slJ:xr·:J -· 1121k·i'l • 1131 lr••!'l • 1231 
2 11 o 2s4o o.J697 o.J4s3 11 o.Gon l-=-r~~o~-~-.o~o2-
___ 2_ __ J.i.?o 6 7. __ o_. 3 Jo .'_i _o_._J_7_2_. S.J' I _____ ·--- __j__ _ 
X = 3 
r: - -==i=_:_·-~1. ___ 1_Y_~"--2-.--l·.--~---3 1 fnL -- -1~~- •• c=s r~J 
I I ·J - ll2lllo.r:l • 1131 ic·dl - 1231 1 0.30-í.l 0 .. 3932 0.3027 ~ __j 
2 0.2641 0.3874 0.348·11 -O.lL!SJ -0.0794 r~o.,Bcü __ · 
·---3 ~~-o_. ?_o.~o.::3c.._....:.o.:..  .:..3.::_575 __ 9~22 J ________ L ___  
X = 4 
----------
___ r_·'a .. _l_· ___ =r~---_-nL--=--~-96. s:~s .::: .\w:~ FHii\L 
(t i=l i"""2 -~=_:_1_ P-, 
1 0.3052 0.3555 0.3393,(cx(:) -:~~~=f,:•.).'L~-~-131 [0::;) ~;31 
l 2 o.293B o.3171 o.3snlü.6731 o.6565 I o.SBS'J I ____ 3_1 __ o._J367 o.2S26 o.Jllo7f .L· ____ _j 
X "" 5 
··-------·------·-----r--·---
p . 
·al .fnL :::o ~ll3.<lg6 -':: t-1V~_; FIN/\L 
·---------·--"'--------- ---------------···-·--·------···--- ----
1:t i:=o]_ i=' 2 io-=J P 





__ 3_Lo_.J039 o.3204 
0.2797 la(ll ~ 1121 lurn " 11·n (uf!l • (231 
0.33<10 0.6775 -o_o-319 
-0.00(;() 
0.3757 
X "" 7 
o.·/ i=-ol i. 
pai ---_- j .fn~, -=-~~ l ~__:_~~~ __ _:_:~v:~_E_~:\·!,J-, __ ~J 
--~- --
1 0.2750 
2 0.2952 0.3400 0.3648 -O.C0-11 I -0.0(122 rJ.',73S 
3 0.3198 0.3258 0.3544 
----··---·-~--- -· ______ __) 
. X = 8 ------, 
----·-·--·-.---"'-----------
fnL = -96.597 = MVS FINAL p . 
a.l _____ _ 
1---'---~------------ -- --------
Ct .i ·- 1 i ·- 2 i ·- 3 
--
1 0.3304 0.3507 0.3190 ( (1 f)) .. I 121 






2 I o. 27! 
--~~-J~29? 4 






X "" 9 
·--





i ~ 2 i -· 3 DuJ! ,,
-
------,.--
0.4255 0.3142 (a i' I ·- ( 12) ( (t 0) .. ( 13) ( n (~) -- ( 23) 
--- -------
0.3761 0.3520 -0.1022 0.7000 -0.1380 
o. 3410 0.3625 
- -----' 
X :o:: 10 
fnL -- -109.287 ~-- .MVS~I~;~~-=j 
i ""' 2 i ''" 3 11 et B 




0.<1242 0.3707 -0.0386 
SEQUeNClT\ ll 
TÊHPO :JE CPU 12 t·UNU'l'O::J 42 SEGUNDO~; 87 Uf:cn10::; DE !::-~ECU1\[)(J. 
X ~' l 
p . 
(.<]. tnL -ll:.i,G2Si NVS FE:td, 
~--
., i - 1 i -· 2 i - 3 
1 0.2!12 0.425 0.293 
2 0.263 0.393 0.340 
2 0. 298 0.331 o. 371 
-
X = 2 
') 
!· ni 
i ;;:: l i ::: 2 1 " 3 1------t='-'_r_. __ " __ --:-~-:~:_4~3_-· -;w;--;::;--,"':, r I 
1 0.320 0.357 0.324 J (uC·) = (J2) (' ) ~ (1_.3) ( ,;·.) '" (2?) 
2 0.320 0.321 0.3S9 E-~)tlS O.hÇjJ 
3 1 0.338 0.288 0.36~ 
---- --~~-----·· -- - ---------- -----------------'---
1 




i = l 









i ::: 3 
Ü. 287 O. 403 O. J!Ú (cd) ::::: ~2 )~~(··-, ~--,, -) -=,_{_1_3_) 'T(~~~)--:-( :-2 :-l) 
_:~_ -'--~-:-~-'~-~-' --~-1 ·_3_3_~ 6-~---o_o_·--~-~-~----'-~---o_._o_,l_o__ -~ . o . o 2 ;---- --o~·-. ~~-9 G -~ 
X = 5 
po.i 
a i ~ 1 i ~ 2 
1 o. 311 o. 360 
2 o. 310 0.320 
r inL"" ~96.487 = MVS FHJJ\I, 
---,----------i---J·+_·-----r P cxP~-===-==-----
0.329IIuP.I -- r121 1uc2_· _1_12'~!'2_..'._1212_ 






o. 34 3 o. 284 0.373 
·-------- -----------~-----
X = 6 
-----·---




0.404 0.310 (ü8) = 
0.381 0.357 0.541 
0.311 0:372 
_____________ _L_ 
X = 7 
( 23) 
··O. 27 8 -O.Oüc1 
____ _j ______ , 
~--- pcü I fnL -- -9G.477. -- ;\1\fS Flt\1\L 
1--- ____ J ------
!-- a i =o 1 i '-"' 2 i =~ 3 Í P (J ;! ___ ~---· ___ ~-
' 1 0.308 0.361 0.3321(nhl = (l2l(p(-'l • (131 1--:'_J_-~_1:0_3_1_ 
2 0.300 0.32tl 0.376 ~ O.G74 O.G:)o O.',flO 














i ., .. o 
o. 321 
0.351 
o. :n :i 




(c:'é[l) = ( 12) (Ct n l .. (13) c~.el - ( 23) 
----





i -· 1 i = 2 
----
0.286 o. 39 7 
0.275 o. 36 8 
0.297 o. 319 
----·--
X :::: 9 
lnL = -116.175 = MVS FINAL 
i. = 3 0a8 
0.317 ( (1. ~~) = ( 12) (oS) - (13) ( CL C) = ( 2 3) 
--
0.356 o. 713 -0.068 -0.098 
o. 384 
X = lO 
-----c---,-------~----- ------
!?ai ,tnL- -131.107 :::: MVS FINAL 
==::·~~---i-= __ 1 __ 1_=_2 __ 1_-~~- --··-----,--'-'a~f_l __ 
: j ::::: ::::: ::::: (cdi~O~Oc::2-l)-('_-'_f> __ J 
0
_.· ___ 32_rJ_7J_J_ (u.P_·~---:-2 ::23) 
3 0.300 0.359 0.341 
--- ------------ .J__ __ ]__ ___ ..J....... _____ ...J 
SEQUf:NCll\ 12 
TEMPO DI~ CPU: 14 MINU'I'OS 4 3 SEGUNDOS 16 Df'CIWJS DE SJ::cuunn 
X = 1 
-------------' 
1 0.:<88 0.386 0,326 (o.fj) " (12) (ul'l CC (13) b.'él " (23) 
·--- ~_L~:·;~:::.. _ _;~:_::_~-~---~---~-:--~-~--~..L_-_o_.l_l_.9 ___ ]___-_o_._z_l_6_-'-- -o. o 53 




ai J.:.nL -- -129 . 9 49 - HVS l' 
+----- ----




327 la~) ~ (1_ 2) (o: Q) -- I ' 3) ('i.rl 
----
0.38 9 o 
-
332 
-o . 26 3 -ó .158 




l o. 303 
2 0.293 
3 0.336 
X '" 4 
NVS F'INJ\L --_ ----'-:,_.1 - _J.:nL ·-· -96 .. 4U8 
--------_-i -:--;-L -~---''o H, ___ T 
0,324 lraRl -_, 112) lnl!l "Jl]) 




i .. 1 






X = 5 
pai 
. 
i ~ 2 i ~ 3 
0.379 o. 329 ~~J!l 
o. 330 0.352 
0.306 0.369 
0.118 
o. 373 0.362 
_fnTJ ~ -96.732 - MVS FIN/\1 
·---
0 a f~ 
·-·-
- ( 121 I a fl I ... I 1 3 I ( r.ttn . ~ I 23 I 
~~~- --~--





._. __ J ____ o :l_~2 __ o_:·_:J_4_:G __ _:o_._J_J __ r...Jl ·-------'-----·--- ···-·-----
X ""' 7 
~-----~------------· ---- -
. p" i inL ... -96.627 - N 
-.:..::..I .. . 
i 2 i - 3 o o: f; -
- --------
1 
=*(\ -0~1- VS FINJ\i, 
- .... -------~----·--
o. 34 6 o. 31} 3 loGI .. I 12 I ( cr eJ .. ll31 
. 




1 0.312 !(u.í:;) '" {23) 
1·-------_:.554-J 2 o. 29 8 3 o . 34 3 
X = 8 
. 
---~ 
Pai 1nL .. -125.349 ~ MV S FINAL 
. 
u i ~ 1 i .. 2 i ~ 3 PaB 
--
-
1 o. 29 8 o. 3 84 o. 318 I a 8 I 112) ( (t(3) 1131 . - .. ( dll :o; ( 23) 
2 o. 265 o. 372 0.363 ~~44 -0.157 
3 0.291 0.388 o. ]71 
0.636 
--
X = 9 
------, ______ , _________________ _ 
MVS FINJI..L p . .fnL ~ -96.619 





i '"' l i "" 2 i = 3 
0.320 0.362 0.318 (aG) " (12) 
0.297 0.333 0~370 --~-~~~ 
0.346 0.297 0.357 
---------- --- _ _L __ _ 
--- . --------------
0.?46 o. 5 79 
X ~ lO 
~~---------------------~------~---------~-------~----------- ----
! __ a _Il ____ 1=~"-=~:_-~-d~-=~nL __ ~-~2~~~~~--=--Mv~ ~J-NAL _ 
1 o . 2 7 9 o . 4 o o o . 3 2 2 , ~=~-~~ 22_ ( ""L:.-'- ( l ~L[_t:.r') ~ =z;;i 
2 0.281 0.365 0.354 -0.072 -0.147 _ I 0.598 
3 0.313 0.323 0.364 
---- ·--------- ------· ----····----~ ---------·-----·· 
Sf.;()llf:NC11\ Ll 
Tn)t!O DE CPU: J l 1"1.1NUTO::i LJ Si·:G[HHlO:; ::·; D(:CH10'< lli': SJ·:i;IJN)lO 





{nL"' -9·~l.'J1~J ;c i'lv:-.; I'INI\J, ··-_ ·) 
-~-~-· ·-~-----------~--~----~--~--·-----~·---




O. 3 Sh 
0.32G 
o< 2fl7 
i "" J . Por, 
~-~~~--~--· ----~------,---------
0 . J 2 ;~ ( v b ) "" t l :~. ) _ .l.u..LL_~2 __ J_:u L_ _ t _ _r_~_LL~ _r _!J_L_ 
O.CfJB o.(,<]') (J.'í(~(, 
"'""~ -------- ·--~--'--~-----'-----~ -~--~ 
X = 2 







2 o. 285 
3 Cl. JU 













o. ')74 (J.O:l I 
-~--~--:.........--~-~---~- ...... 
X "" 5 
----------_,[ __ ·' nl.------------~--~ 
_ '- -112.nr)n ·-= i"w:.:; Fnlf\L 
---.,.--------·-·---~-~--------
0.285 0.403 o. 31] 
0.277 0.3fifl 
0.296 0.321 0.383 
----------
X "" 6 
~--·- Púl tnL -- -J ?2. 7.l~--2~S_I·'Di~~'-~~---==] 
~-~-" I :-- l~=--:_._2_1 __ ·_3_ 
, r 0.297 0.389 0.31" 
0.353 0.363 
l_---~-)--~~1_:__3 \?.~--_o ._3_?_. r_, __ o_. _:J 7 o 
X ~ 7 
~--------.~------------~------~---------------------
1 0 . 





2 o .-:wCJ 
i = 2 i "" 3 
0.355 0.3n 
0.320 o. 370 
3 0.355 0.281 0.36i 
~--·,·-------·-·--···-----
0.670 0.649 0.596 
__ L_ __________ _ 
X "' lO 
~~1:"~-~~~ ~-. _ 
2 
___ ;-~-.~--=~[~nr~-~--:~~7. r,c,;0 ·r:rvc:_~I~;~r_ ~] 
- -------------·--------·1_________ _ n C I ().~c24 0.299 . (afn o=(J?) r !u?:) ~(1:~n r~~~-;~~--.. ~-~2])~[ 
·-~·~-·----··-----·-··----··---- : -~~ ..... __ 
0.346 -0,()]5 -o.rnn 
________ L_ ____________ ------- ---
SEQU!':NCIA 14 
TEMPO DE CPU: 11 MINUTOS 13 SEGUNDOS 27 DP..CH1US DE Sf:;CUNDO 
X C-'- 3 
I--·-----"·-·--------~-·--------~-----·-··---~--------·----------·---------------- ---------·--· 
i · n · 1' 1 - l'"'il o··l -- '"\'' J'l\·~- l "O'.l .(n .. -= -. / ..• /.:. --- ,., ": clld, 
-- ;;--r··-:-·::-1--~--:;---,---:~-:;- ---------- -----;;_~ ----- - ---1 
.. - ------t---------------~--------------------·· ----------.. ----···----------------------- ------------ ---- ---
1 0.278 0.(127 0.295 (u.r,J "; (1/.) (r1,(l,) '-" (13) (':t.;',) ~c (2J) 
2 . 0.294 0.383 0.323 0.567 I -0.0~0 




















r~J'J~:.:.J.l 'l) _J.:dlJ~l2ll 
-0.110 0.642 
·------- ---~------~------J_ ______ _ 
··-----
X -- 7 ~=----~~~~----- -·-----_-'_~~--1--..:'t..:'· n:'_f".•_"_"_::··_cl_:S'.'O'..·:._l<_'ê_--' c'_l~~-êr'le:V:c_:-._; F T >J . ._.\:c_ic_· _ ·--~ 
....:.:' __ ··_2 ___ 1_--_J ______ ------~-----'' •l" ____________ ] 
( C't [j ) ,~ ( 1 ) r o. ~}_L..._:::LlJ.l._t-,~)__ ,_, 7 3 i --~~~.:1: 0.36B o. :n:; 
I 
2 10.30fl 
L:'.__? . 3 1_2. 
-· (). Cifl{í 0.347 0.31\5 
ó . JH:~· _ _::o;.·;.J;.r:c.• 7 ___ L. _______ __._ ______ _ 
-·0.23"3 
X 000 8 
Pai 
,, l .. l ]_ 
-
2 l. - J 
---
l o. ::; 13 o. J6Cl o. 327 
2 O, 310 0.32!-1 o. 362 
3 o. J35 o. ::9 :J o. 3 7 ;: 
X = 9 
-
Pnt 













1 0.319 0.35(, o. 32:1 lnB ) -· (U) 
2 0.310 0.322 0.3Gfl 0.67B f) . r,;~ 7 














i ""- 2 
X = 1 
0.317 (aS) = ( 12) 
--·-----
0.367 0.458 
o. 36 8 
-- -·-
X = 2 





1 o. 299 
2 0.295 
o. 4,08 
0.360 o. 34 5 
0.316 ·0.373 
0.534 ·0.026 o . 212 
L_3 _.L.._o . 311 
- ---·---·----------;----·-····· ----------· ~--·------ ----------
X ~ 3 
n . .t'nL ==c -119.2.37 ""' 1-!VS FHI!\L 
" 0.1 ·-·-----~--·--------· ---------- -------------------------------------------- ---
• 




___ T __________ .. ---------1 
· \ {nL"" -120.882 -- NVS FlNhL 
4----------------- _____ ,_ __ 
l 0.269 
2 0.275 0.378 0.347 -0.114 -0.026 0.581 
3 0.300 o . 3 2 ~_c:_;2_7 :~-------.------L------------------- ------ -------
X -"" 5 
-- ~- ·---·----~ -----·~-----~---P a-~---~----~- ----1------. f;~,-~:---=~~--~--·:;;~~----~------:~\~;~:·-·;.-;. r-; M~-~-
··---·--~------~---~--- ------ -----· ~--··-------·---~----"·--·----------~---.. ·----.. -----------·--·--·- -----------
1 1 i -- 1 i - 2 j -- "\ () {) ~.__ ~~- ~-~-- ;8·;---~ _ ~9~----~ _ ~;: --- 7~;;-.-~~ 2 ~T~~~:~~~:;~-r~ ~;-: I ;~~I 
I --------~------L______________ -- -------- ------ -
! :? I 0.286 0.361 0.350 0.662 -0.0:-!S -U.J."-'5 
L ___ J __ _l __ ~---~~-~s ---~. 3'16--~~~:~-------------------- __________________ _ 
: -----.. --·----:---------------------~--------~-----~ ~;)=~~ ~-11 O ~~ ~: 7- -- '~ :-11.:"S F J. :'-r 1~;~----- r 
f----------- ----------------"~----------+ ----------- --------- ---------- - -------~-! . n 
3 0.318 0.30. 0.3/c 
-----·--'·-------------------------~------.-- - ----·------~-----··-----· 
X = 9 
-----·----
-----··- ~ --------~_f!_Çf~----~~~ ]=~~~-~, __ = - ~-1-~ ~ :o 1 ~-- _------~-~s r n~ l.~~ = 
~--~--------~i. = 1 i = 2 i--=-=-- ____ ----------~---------~ul}__ 
1 0.286 0.408 o.306 las~-~- 1121_ ~a~~--=-~!~(usJ__:-_1=~~ 
2 0.282 0.368 0.349 0.690 -Q.044 -0.057 
3 o. 299 0.321 0.380 
---·· ··-··--·-··-------1...---·----·-----··-·--
X ~ lO 
r--------·---·-··-·-. ·----------·-------·----··-- -·---········. 
L ______ -------~----~-~~----_ .fnL = -116.857 "" HVS FINAL 
·--~-----1-~--~-~~-_:.-~---~~=--~-- -~-~ . -=r~~~~~~ a e-~=~-~~=~---~-~-
1 0.2<;8 0.409 0.324 laS) " 1121 (nill o (131 f (,d) = (231 
---·---- --·-······----T····-·-·--·-· 
2 0.281 0.367 -0.041. 0.676 I -O.ll.4 
. L __ 3 _____ o: 299 __ o...:..336 --~~JGS I 
------- ---~----·---------·- _j ______ ----------- -
APÊNDICE 11 
PROC.RAM!\5 CCMPUTACIONI\ I S FE !TOS PARA 
REI\LIZIIÇÃO DESTE TRI\BI\LHO 
., 
., 
PROCHAMi\ Plllt/\ CALCULO TTEH!>'L'lVO DO METO!JO IJE OTJt1L::l\Ci\O Af.Ei\TOHff,_ 
FUNCAO MlX'J LiúP. F:_:i ,J 
JNTEGE:P. FUJ-_JCTION L<;JJ (t,L.Fh, l ,.J) 
TNTF:Gl·:r: fJI'.J,i'F,MY/,,P,T 





l L ((2-~P J)A(T·]))/~:! (._r f) 
UO TO J 
1 \ ,l· I l 
' j '- -,' 
J DO K••l ,l1C 
IF ( CF(L,i\,t\~.Fi\) 
ENDDO 
unJ E T_m ;V':_r>;;._:l.\:_)c:·. : __ ,\ !.'l\!'.',;r!nrcl.:\ >1,\~::-.·:::?>Ud. DL: ;-r:'·TrrJ:(;c-··u ,·; 
·TnhT/\t·:r·:wro t t;onnE c ·r·nN;'J\l··!:<:-r:·,, _) ~_·nr--1 i\T~lr:.t··· .\!.~--~'--
[{F"Fl I'RN 
END 
LNTCGEf: f'l;;;•_i'l0N L.--·''''!.(/-,,>:'; 
y ~)'1' 1.''' ,"' ' 






HE/\L t"1\?~~:.I''í'(.l0, lO) ,no:,Jc; 
COM!'WN c;:(Cí, !!líl, 'i)) ,:H,l(i)-'l) ,l'l/>(;O,JiJ) ,1>'\(10; ,C,\(!0) ,_,\f'iFN(:G), 
.,.G, F, P, T, '! :··:_Lf; 
01 FJ -o. 
F2 o_ 
DO ALF/\,-l,Jl 
P E TOTAl. 9L A1'niDUTOS. 
Cl\LC!JLO DE F1, Fl E A PRIMEH\A PAHCTL/\ D!', EZPHE.';S/\0 DO LOCi\lctTI10 DI\ 
FUNCi\0 DE VEHOSS H1I L BANCA. 
' 
DO T- .l ,T 
T C. O TOTlü. DF 1\THIT::lJTOS. 
'v't\L!--'!d L O f'.JUl<LrtO TO'l'l\L DE f'i :-:n:rn:r;,_::u,r; PlüV, O Tn?,TN-1í:>n·q 1 ('(JM 
t\TüJ.üUTu !d.;-t,_ 
UO J -- J , T 
TF (l .Nr:. 
F_l F! -!- VALI-'!d )' LOC ( P i (/\L!:'l\, ']) ) 
Er~OJ>;J 
CALCULO DE c ~, T' "J ,., 
L<J ·; l., T J 
'•.?' ' 
t !-"' '} ,_ ' !' 
! 1(;- I-- ,_, T 
DO l-!J,T 
-~ co;,JTí\ :--~mE,-\: .1 
rco:·J-- o 
00 ,\L .:• l 
.\! -1 _: 'p 
/\ ( Pt (/\L, 1)/f'I {/d ,.1) ·; ) ,. ( C.:--) 
n ;-:~--· ( O.',) 
'U DEl.T!>( \',CF ( !f'oNT.\,f--1,,\L)) 
E i'.lELTr\ ( J , CF i TC•1NT!\, M, F::Tt,)) 
:·;m1h :~0!'-1i\ 1 c "' u\ /-;'/-: Ol ·A· {n ; ... -_, El 




SOMA E A E>:PP.E~!!~NJ EQUIVALENTE 1>. FUNC/\0 h(;;,/:t, y) NO MODELO 
Dt\VTDDON E DR!d::!LEY. 
ENIJDO 
ENDDO 
I F' ([;OM/\} l, l,? 
ZW Ul>N ( I."~EED) 
JF(ZW.GE .. ~O)GOTO 4 
IUDJCAc.J 
CALL ni\ND0t1l (Pl, RO, INDU'!') 
GO TO JOJ. 
C'l\LL Hl\l"-lílOHL(Pl,HO) 
GO TO lOJ. 
XccLOC U~OH!l) 




MVD Fl - F2 f F] 
'.-.-·,F,: 
I';() ?1\.l.'/o \,F 
JF(INLlfCl\.EG.l)Gt) Tü 1 1 • 
C/\!0:,\ 





DO T l , T· L 
(;,\Hl\)/(T l) 
í:A(i\l.F/1) --CIIJ<i\ 
IF(lNDlCA.l~O (I)GO 1'0 11~ 
U- 1) , L' (:?, I ' é\ ' ",, :: .: 
S AMEN {ALF/\) -,-J,MEN (i\LFA) /2. 
GA(ALFAJ•Gli(ALFA)/2. 
15 API~O. . 
DO T•l.T·l 
W = (RAN(ISEED) - 0.5)*2-*GA(ALF/\) 
PI(liLFA,l) • PIA(ldCFA,I) + W 
J\PT = API tPI(Al.FA,T) 
END])O 
PI(i\LFA.T) - 1. - API 
ENDDO 
Gí~Ri\NDO O 'JET0!1 DE i·íEDIDt\ DE As~;OCTN".'N> EN1TiE l\THIBTJTOr;. 
L-~r*(P-.1)/2 
DO 1\í .. Fí\--l,L 
IF(INDTCh.EQ.l)GO TO 555 
GO TO :; 'i.'l 
Ar1t:nono--1 . -- I\01\ \ AL L\) 
l\NL'N {i\!. Fi\)' At:il-:NOJ1J) 
-,:,s l\UX . .,. ( ni1U n;·:r.:En) "' i'. --- 1. ) -" hfvlEN (j\LF/\} 





'' ·-; .• -, ' ''1 
) " ' " . ,_ 
HFi\L Pl. (lO, lO) ,11.\.-,()0) 
C\n·lfi(JN n· (64, l_ 0-0, _in}, NJ,·r (i'.-1;, c···!-" (lO,: C i,:;-;,-, C; ;1\ C',\'.] ;_1 
__ ,;_·;,:--,!' -~-.J;:EEü 
-~ 0 .. ·- --· .•.. ,-_. 
'.., __ -'li l !'"--';\ 
l )() 1\U ,;._;.-- l , f' 
l'f(ALPA,J):.Jli\N(ISEED) 
l' l () o . 
DO T ---2, T l 
PJO--PI0-1-P'! {J\.J.l:'h, l .1 i 
_.,,. 
·.-.. ~ 
I'J(td.f'/l.,I) fll\N(TSf-TD)'(.l. I'TO) 
L'ND1YJ 
l'l (1\Ll-'/\, T) ! _ ~-PH1 ·J'l. (hU.-t\, T---l) 
ENDDn 
L f'-'--(l'.' i)/2 
no I"' 1 • L 








SUBHOTINA l\UXILIAR PAP.l\ COPTAR 
SUBROUTINF COPIA{A,D,C,D) 
INTEGEH P,T 
PT i\ ~ 
HEAL A(lO, lO) ,D(lÜ) ,C(IO,liJ) ,D(lO) 
PI 
COMMON CF {(;li, I 00, 10) ,Nr,J (1,,1), PT!\(J O ,10) ,HOA(J 0) ,GA( 1 0) ,1\HFN (lO), 
xc, F, P, T, E:EED 
DO M.FA l, P 
DO 1-"1 ,'f 
A (f\LFt., 1), C (AU'l\, .í) 
ENDDO 
ENDUO 
L---p:~-c (P-U /2 
DO /;LFA-o1, L 




;;r_rt:',E(:iJTrrJL l':T:'/.(1'~- ,Fo,;,;•. 
);E/\l l''f(10,.~0) ,l'rO(;O) .~·W:~,:-1'':-:/\ 
-l t,;TE(:Ll':. P, T 
C0~1MON CF ((A, 100, 1ü), !·H.' (Ui), P;t-\ ( lC, i C1), fWl\ (lO) ,Ct\ ( 1.U), i\t·ll :.; ·: ... : 
IJt,T,\ i~p;;; I 1 L- 3/ 
CALI. c~0PTA(PfA,n0~,l'l',R(l) 
r ::·mn·,\ o 
I F (:"Z Y _ G E _ , ', C ) 1 , l , 
CALL nANDOM.'(fl,l~O) 
:Z CAU \'ERO (f'T, no, NV:·;) 
",. )_)~ 
IF'(t\\.)::.CT.fi;\}~;A)CU TO .-)i]r'l 
TF(TC(!iti'?\.LT. '!DO) i.;:_) T,J J:lJ 
-·u-;~o:rc,\ 1 
co TO l 
IF( (t"1t)r;"M');;,\) .LT.EPr:l.)CU TO 
H\l:Jl:.··M\N) 
Ci\LL COPJl\(P"J?\,POl'.,í'1 ,lW) 
lCON'!?-.-"0 
lNDlC,\-·0 





PHOGHi\Mi\ PHINCIPi\L M.O.A. 
HJTEGEfl Nl ~~,CF, T, P ,ALF/;, HETA, n; 1-J, DELTA, i\ L, 'N>LFAI 
COt1MON.CI-'(61,lOO,l0) ,NTJ{61) ,Pil\(10,10) ,H0!1(lO) ,C_i\(10) ,í\n:.:N(iO;, 
*C,F,P,T.IDEED 
TIEAL MVf,, PT (lD, 1.0) .no (4~i) ,.:;OH/\, Z (1 J O, l lO) ,PMi\T ( lC, 10, l 0) ,7? •>:'-,}, 
*ROC (1 O, r} r·,) 
DATt, ( ( {CF ( l , ,J, 1{) , E ~-J , 1) , J ~ 1 , í.1) , J ,._ .l , ~) / l , 1 , 1 , :.: , 2 , J , J , 1 , ~ , ·.· , : , 
·~< 2, J , 1 , i, l., 2, O,:~, 1, 2, 2, 1 , ) , 2, O, 2, 7, 7., 9, 1, l, 1 , G, _l, J , 1 , fl, 1 , 'l, 1 , 
' j.; 1 ' l . 1 ' 1 ' J ' l ' J ' 1 ' J ' () ' 1 ' J ' 3 ' l ' J ' J ' J' 9 ' 2 ' .::: ' ) ' 7 ' J i /' ;.' ' i ' -·- ' 
*l,:2,?,],J,J,:,!, :3, l ,?, '),, 'J, t,J,J,3,6/ . ' '' 
Dt>.Tl>-. nnJ(I) ,l""l,:n;2::.1(),:!J/ 
DA 'i' h i', T, J!F, F, EPS/ :J, J, -~, 1, 1 E 2/ 
oP.U\J unn T-c_S, F ru:c- · EP.::1. Dli.L'. ;~T.i\TU~> · NEYJ ·) 
J lj-.· o 
1')_7~/!l 







. ' ' 
: ', !,' :~ ' 
··''· 
l)O i , T 
1}/lf..)-'/\';' C! 
CF (1 .NC_ ,!) \ii\ll-'i\1 '.}i\;:"-.l'l·Ti._J(/\l\"!\,~ i) 
F l -1 V 1\Li-'!d 
l CO!·l'f O 
!_'_>.'! T J , T' 
llO .'J"· r 1 1 , T 
FI\.U::•'' 
í·:NL1DC\ 
C C?\l.CULü. L1F FJ. 
Ni' -,,_ ''' 
1 cc:--rr.-\ ---P 
r:-1-o. 







DO AL-l,P 1 
DO BETÀ"'·1d~·ll, P 
ICON;c:-ICON !- J 
A co- ( PI(/\L,T}/rl{AL,J) ) *J,; ( ·0.5) 
B- ( PI(BETl\,I)/!'T(UETJ',,,Jl ** ( O.':i) 
O- OELTA(CF(TCONTA,M,AL) ,Cf'(ICONTA,M,f:ETA)) 
C ~ no (ICON) ~-o 
D- DELTA(I.f'f(J!~UNTA.M,Af.)) 
E DEI. TA (I, CF ( JCONT1\, M, r;r-:·;'l;)) 




l Cl\LL J:u\NDOf1? (P1, HCJ) 
GO TO JOJ 
2 X=LOG(f:OMA) 
] l 




, , F l. ;.· .. 6,) 
~.Jn !Ti·: ( 1',, l _]) l'·W:·, ; ') 
1-'- ' '"' WP.'l TI" ( ,-,, i O) ( U'' ( 1·, !-:) 
tYfllTF:('', ~C} ;r·_(l(;-), i-·: ,i,) 
, , 
FOLH1/\!' ( 1 /, : Z, · , r 1 . . 1, 
(';''1''i'E'i!.i() JIL i't\ft.I\CJ,\ ,·-<_; 1'-1.(./,_ 
\') \ 
'' i 
CON:-;TfHJC/\0 Di\ Mi\TI":l >~ ' ._:uL.fl.l/\' ((:C·n;•;);_:Ti\ ,;;-: 
DO T'~l,T 
DO K- !.,P 
Pt't"·.T \1, E, :!.\i) ---pJ (r,~<) 
El'JDDO 
EI·JDDO 
no N"1 ,L 
no:--:uJ, 1\/). -nn (~;J 
IL'(';\/,EI.J.J)(:;:J TO -·co 
DO I,l--l,TV l 
DO N"'.l+-i'-1,1\/ 
DO J l , T 
DO K-,J,P 








DO K l,'f 
DOIIl,Pl 
DO ,JJc-IT+-1 ,P 
TFIZ(I(,I!).LE.Z(K,JJ))C:O TO 1.11 
í\U~> Z {!:, 11} 
z o-:. rr l ·-- ~:: uc . JJ J 
í:(K,,.L.J) ·J\UX 
J 1 ENDDO 
r:NlilJO 
LNí.\DO 
f)f) v l,'J. 1 
DO ,1--J--:rJ ,·r 
lF{Z(l:,P) .LE.Z(,J,P) )::O TO ·:c;o 
i\U>:J L c->:(]{, Pl 
/:{K,l')·- ~:(.J,P) 
:.: (._í, L') --lli.Ji:-1 L 
! "lO CNi)J)O 
'!,-1 
.. , I 
-- _! 
EtlDDO 
[)(1 v - l ' r. 
TJO.Jl<+1,L 
lF(~~;:(K) .LJ·:.ZZ(..J) Ji;t) TO l11 
- E:llíiJ>-' 
-~ r c<(';',:-·. _ (:) 
. -:T, p) -- ~- :; : 
' 'l,\ 
' 









PROGI\AMA PAHA CALCULO ITERl,TIVO DO METODO DE OTIM!Zl\C:AO ALEATOHII\ 
GUPONDO o~; PARAMETHOS DE PHEFERENCIAS IGUAIS_ 
FUNC/\0 AUXILIAR FSIJ ~~-) CELAS DE FREQUENCI!lS. 
INTEGER FUNCTION FSJJ(/\LFA,l,J) 
INTEGER NIJ,CF,ALFA,P,T 





L c" ( (2'P""l) *(I" li I /2+ (J"l) 
GO TO 3 
L" ( l?*P"J) * (J"l)) /2+ (I "cll 
DO K""l.NC 
IF ( Cf(L,K,AU'A) .EQ. I 
.ENDDO 
Ff)IJ .. ,IS0l'1l\ 
r~:I ,J E UM Af'Uf•1UI.J\DOE Di\ FPEQUEtJCIA Nr\n-GIN/\L DF í-'l:LFFnENC tM; DC; TU\ __ _ 
Tl\.MENTO 1 SOflHE O TI1i\TN1FNTO J COH l\TP.IBUTO ALF;\. 
l{ETUHN 
END 
FUNCi\0 ll~lYLCi\lK1f{ú PMiJ, DETF.IdHNi\_:,' 
DELTt\{i,[':ülfd) ,d,•lL.J(l,f:b< í,J). 
INTE'Gl::i'~ f-'UNCT10N DEL'fi\(i\, D) 
HHC(JEH A, D 
Dl:.:LTA"'· l 




REAL MVS, Pt {10, lO), I{() (lO) 
INTEGEil CF, T, P, ALfí\, BETA, F~;I J, DELT?\, 1\l., VALF?\ I 












P E O TOTAL DE ATRIBUTOS. 
CALCULO DE Fl, Fl E A PRIME lUA PARCELA DA EXPRESSAO DO LOGAH!Tl10 DA 
FUNCI\0 DE \IEROSSIMILIIANCA . 
T E TOTAL DE TRATAMENTOS. 
VALF'Al E O NUMERO TOTAL DE PREFERENC:IAS PARA O TRATAMENTO I Cml A_ 
TRIBUTO ALFA. 
DO J"l. T 
IF (I .NE. J) UALFAI"UALFAI+FSIJ(ALFA,I,J) 
ENDDO 
Fl~Fl + VALFAI * LOG( PI(ALFA,I} 
ENDDO 
CALCULO DE F2, F2 E A SEGUNDA PARCELA DA EXPRESSAO DO LOGARITMO Dl~ 









CALCULO DE _F .1, f 1 E A ULTIM/\ PARCELh fiA EXPRESSAO DO LOGhlUTMO DA 
FUNCAO DE '.IEHO[;~nMILllANCl'l 
NCco2J:·.•:p 
NC E O NUl"1ElW TOTAL DE CELAS DE FREQ!JENC:Ii\S QUl1NDO SE COt-lPl>.IU\ O 




DO ,J-.,1+1, T 
lCONTA=ICONTA+l 






Á"( PI(I\L,l)/PI(I\L,J) ) ** (-0.')) 
B""{ PI(BETA,l)/Pl{BE·TA,J) ) -1-.·* (-0.5) 
O=DELTI\(CFIICONTA,M,AL) ,CF(ICONTA,M,BETI\1) 
C=RO (ICON) *O 
O= DELTA (I, CF (ICONTA, M ,AL) I 
EoDELTA (I, CF I I CONTA, M, llETA) ) 
SOMA:o:SOMA + C * {A ** D) * (B ** E) 
) 
1 






IF{ZW.GE .. 50)GOTO 4 
INDICA""' I 
CALL !\ANDOM1 (1\0, INDICA) 
GO TO 101 
CALL RANDot12 (l{O I 
C:O TO 101 
X••LOG (SOMA) 




f•WS""Fl - f'2 + F] 
MVS E LOGARITMO Di\ FUNCAO DE VEROSSIMILili\NCA. 
RETURN 
END 
surmoTINJ\ PAf.(l\ GEHAil O VETO H t\LEATOHIO 'R. O' Nl> SUil F:EGii\0 cm.JT Ll)ií 
NO EDPi\CO DE HFSTHICOES. 
SUBRO!JT1NE Hl\NrJCWí! {[UJ, 1 Nli U.'i\) 
rtEAL CAJ1/,, Pl (lO, _l 0}, no (lO) 
1NTfGEH P,T 
COHMON Ci·'{61, 100, 10) ,NIJ (G<1}, W, PIA (lO, LO), RO/\ ( l 0), t\i'JFN (Li.;), 
* G,DE,F,P,T,IS2ED 
L •• P*IP 1)/2 
DO ALFI\"J, L 
GERANDO RO D1 I ,ONDE I E UM IN'fLHVt\LO CONTTDO EM ( J, l). 
IF(INDICh-1)3,4,3 
AMEN (í\LFA) -ll.MEN (r\LFA) /2. 
CO TO S 
3 IF OWA (}\LF/'-,)) l_, 1, ~: 
L AMENOft[lo:cHOA (ALFA)+ l. 
Z 1\MENOIU)~l.- ROl> (1\LFA) 
AHEN(ALFA}=AMENOD.D 






SUBnOTINA PAHA GERAil O~~ VETOilE:·:: 110 EM TODA llEGii\0 _ 
SUDROUTINE Ri\NDOM2(RO) 
INTEGEf\ P,T 
REAL PI (10,10) ,R0(10). 
COMMON CF(61,l00,l0) ,NI,J(M) ;W,PIA(lü,lü) ,f\01\(10) ,AMENilü), 
* G,DE,F,P,T,ISEED 
GERANDO HO EM TODA REGii\0, DETERM1 NA POR ( 3. l . 7.) . 
., 
L=P*(P 1)/2 
DO ALFA=•!, L 








HF?•L D{JO) ,D(10) • 
no. 
COMHC:N CF (CA, .lO O, 1 0), NTJ ((,,1), W, PIA( lO, lO), fWl\ (Hl) 
* C,DE,F,P.T,IS[ED 
DO /\!.h\-·1,1. 




RIA {!'LO./\.) . 
. ;-:unnoUT1f'H: TTE:Hi\ (J-11, ltO, l'1\J~:) 
HEi\L PJ{J0,10) ,HO{lO) ,!"íVS,NV:·;,\ 
INTEGEn P,T 
COM!'10N CF (61, lO O, 10) ,NlJ (6 1 ), Y,1 , P'l:\ ( l 0, l 0), !lO!> {lO) , ,\!11 :<\i i.\; , 
~ G,DE,F,P,T,ISEED 






n·c;.:Y.GE .. SO)l,l,2 
t. Cl\LL l:1l\ND0Ml (!10, INDTCL\) 
GO ·TO 222 
2 CALL RANDOM2(RO) 
222 ChLL VERO[Pl,RO,MVS) 
IF{MVD.GT.MV~;A)GO TO 4>1·1 
ICONTi\=ICONTl\+1 
IF(IC'ONTA.LT.lOO)GO TO J3J 
INDICA"'l 
GO TO 1 
~44 IF{(MVS-MVSA) .LT.EPSl)GO TO 555 
MVSA ~t1VS 
WHITE c::·), 111) MV~; 
lll FORM/\T(/JX,' t1Vf>' ,Fl0,4) 
Ct-.LL COPih {HOA, HO) 
I CONTA-, 0 
INDICA"' O 










1 NTr:cr:n CF, T, r, 1\LFt,, BET/\, FST ,J, DELT?\, /\L, VM.Fr\T 
C0Mt-10N CF ((!'1, J 00, LO) ,NTJ (Cc1) ;t.J, Jli/\ {]O, lO), lWI\ ( 1 C) ,i\:'~i:N (i C), 
'}: G,DE,F,P,'l',I!"~EED 
llEM~ M'J;:, PT í 1 O, 1 0}, no (,E), H0i3 (10, 15), ZZ (·15) 
Dl\TF~ (((Cf'(I,J,l<i ,i\ J,-·1) ,,J,-l,éi')., I l, "l)/1, l ,-i ,:l,7:, l, i, l, 1 ,.'<,;,:, 
·J.. 2 , l , _l , ]_ , l , 7 1 () , 2 , .) , 2 , :~ , 1 , ;~ , 7: , () , :.~ , .:~ , _·; 1 () , _\ , ') , \ , iJ , -~ , l , 1 , (1 i 
* 1 '_] • 1' l' J' J '3' 1.' l' o' l ' 3' -;' ]_' J' l; ~' ()'?, -~~'?' 7' -,,' / ·/ ' J ' 
:•·J,:-:,.:,.·l,J,.'',.';,J, l ,::, 'J,:;, l ,:;, 'l, ";,(.·/ 
Di\Tr\ (l\)jJ(i),J l,J)/?),l 1),21/ 
fHd'l\ ( ;_r; l { L , J) , J I , J) , L l , ) ) / . ·; ."1.-; , . 
l!l\Tf', i',T,DE,F,El-i'/:·~,3. ;, i, 11~ )/ 
nt)E\·.J C'>HT ~),FILE 'l;C·rE. f":.'\T', ,·;T·\'l'!':; 'N!·'\\'. 
c 
(" 
:.· p·k (p .. ·j l ;:.) 
.rv o 
1 O 1 ·F 1 ü. 
i ' i) 
c 




DO I L , T 
\)/\1.1;"/\} [I 
1!0 ,: \ ,T 
J<NDJ iCl 
FJ·~Fl ·1 V/\L.t'f\1 * LO(; ( PJ (úLF/\, i) ) 
ENDDCl 
Ci\U'\lLO UE F:··'. 
JC\lNT () 
DO I · .1., T 
!)0-J·-II·l,T 
' . ' . 
' ·; 













DO Jocl, T-1 
DO J;=;I-tl,T 
ICONTk" Ir'ONTA+ l 
DO M'"l,NC 
SOM?\~~ l _ 
ICON=O 
DO /IL----l,Jl~-1 
DO DET?c,~~h.L 11, r 
ICON·~,ICON I] 
A=,( PI(hL,Y)/Pl(AL,J) ) *-A (-0.5) 
B"·( PI{BETI\,T)/PI(BET!~,J) ) ** (··O_r)) 
Ü"-'DEL Th (CF {lCONTi\, 1"1, ,\L) , CF ( LCONT/\, f'li, rn- Tl\)) 
C=RO(ICON) '"0 
[Joc f)[ L 'L\ (I 1 C F ( l (_'(JNT/\ , N 1 t\J.} ) 
~;OM/,-- :::,;t>)(\ .-, r·· .,_. (A H- nr 
ENDDO 
JF {:;oN/1} l, 1,:::: 
CALL HhH:_;N12 (f\.'! 




1-!V.r:. '° FJ - L: + FJ 
Cl\ll. ITER!,(Pl,RC,MVS) 
WHTTE(~•.lll~V~.J~ 
WHITE(:·~.lO) ( (i'l (l,I\} ,1<-·J,T) ,1--; ,l:') 
FOIU4i\T (/ /, 1 X, 'MV[; 
FOm1Al(JF(l. 3) 
HO~_~(N, TIJ} "'r\O(N) 
ENnno 
IF(IV.EQ.l)GO TO 100 
CitiTEHIO DL PA[Li\!J?, Pi\Ht\ C l"í.~).i\. 
CONSTHUCAO DA Mr'\Trtrz 'SOLIDh' {COHI···-;::-;T,\ PE :c; r::TT!'1?\TT\N\;: UJ\ 
Mt\THL::E~.; DOf; Pi\H,-\>lE'fiio:; DE l'HEt:u;;.::'H í_r\;, 1·: i'\O::: "i\i!i\Mi<'l'!l();: p;: 
DE t·1EDIDi\ 1\~~SOCI/\('AO ENTE E t\THU>,UTO~~, or:Lr:: <",\i',\ n;,T!l i~~ lH<TLf.i 
MINA li ESTTMl\TI\.1?\ DE i'!\.'S A.S5;ocJ,\Di\ l\ Ht·) 
DO M~l. I'J·-1 
DO N--' 1 ~-M, IV 
DO MN-l,L 
ZZ (MN) --~ADS (nOS (MN, N) -·ROS (MN ,M)) 
ENDDO 
DO J(cl,L-l 
DO J'"'l\-l-1, L 
IF(ZZIKI .LE.ZZIJIIGO TO lll 
t\UXI _,-zz (E) 
zz (K) '"zz (.J) 
ZZ (,l) --l\UXI 
111 ENDDO 
ENDDO 
If((ZZ(L) .LE.EPS) .OH. (IV.EQ.10) )CO TO 1:'.1 
ENDDO 
ENDDO 
CO TO :!00 
121 N'--T;''(T··J)/2 
Nz~-o 
DO 1 l, N 
NZ'"'N/:-+-N LJ ( J) 
ENDOO 
:WT- 2. 
:-<-~-- P"--"LOC (fc!T) kN:< 
Wil1 TE(~), _l~:) Z 
Ci.Ot:E(tJN''f S.~ISI'O~;E 
;_;TOP 






PROc;rti\!1/\ f'1\f1./\ TF:,";Tl\fl A ADEQUA::', f L IDADE DE 1\JU~~TE DO MODELO 
UTILlZllNDO O n:~;Tf:; QUI QUADHADO. 
FUNC1\0 INDICADO!\/\ Pi\DJ, DE1THMTNAH O SINAL DC DELTA(S,dfd,~_:bPL!}, 
DEt'fA(l,;;.JlL-J) .DELTA( i .~:t>eLl) . 





IF (i\_Nr.Dl DE!.'rA---DELTA 
HETUnN 
LND 






( ( (Z"F(_I ,.J,l<J ,1: ~ ~ \ 1 -- 1 '' \ 'L' , .,--.i. 1 '·-'I • ' 
A} , ) , 1 , ., , l , :-~ , () , ~ , ) , .:l , ? , ] , ') , ) CJ,?,/,"',\"J, i ' 1 ' l '(,' 
i. 1 ' l ' • • ' ; ' :; ' l ' '· ' l ' -~ ' {) ' / ' .-. ' ,_ . ,_' 
'' ' ' 
·). J ' ) ' ? , 'l ' 3 ' -~ ' ). , :~ ' 1 ' 2 ' 3 ' :1 ' "i ' .1 ' J ' .] ' (, / 
D//f/, (!-11.1(1) ,T· l -'.)/::;•,.1<;-,>:J/ 
r •:\T.'\ !!'~·t:) '[· l, ·-.;-/!:_ .,'.' ''' (' () / i. { 1_\ ' i 1 
) '. .. ' -
_,_ () . :J j '\ ; c " 'r··> n '.,... 'I 
J J ,- ' ,, • _,---C) ' '· . ·H;/,O.J}J,U. ·;/) ,n_ -~ ''--',0 .. ~:: .·;,('. 
D/\TA f',T.F/J,.'\,,1/' 
o;··r::J(:'Ji'-!l'"(-';,FTLF '1\-iTJ~"'J'C :··1\T' ,5_~'L\TU.: 'NJ':',J' 
; (_.'ONT/\ 0 
v; o. 
no J 1 , T 1 
DO .J' i 1 l, T 
fCONTt\- f ('('N"L\: 
DO N' ! , !\'C' 
~;(lt--J/1-- i . 
lCON () 
UO h L l , i' -! 
!)O l'T'J'l\-- !\i'.+ i , P 
1 c oH .r con 1 1 
'·'' 
A ( l'I(;\l_.,l)jf't(hl.,.l) 1-<: ( 0.') 
u ( r' -r u:;r:T;\, n /!'i (r:L"J':\, :) ,, A ( o. '•l 
O liJ·:LTi\(U_.(1CONTf,,t·1,AL) ,('F(l("(}N'fr\,!'l,HL:T!\)) 
C lW(TCON)A() 
D lJFLT,'>(T,CF(li"CiNT/,,r-1,.M.)) 
E DELT?dl ,C'I(TC\)NT,\,f.l,ELTC-)) 






















WR ITE ( 5 , 15) F SA (I , M, J) , I , M, ,J 





\\fRITE (5, 16) \V 




ESTE PROWU\MA CALCULA A ESTATISTICA DA Rl\ZAO DA VEROSSI 
MILI!ANCA PAnA TESTARMOS AADEQUADILID/\DE DE 1\JUSTE .DO MODELO. 
REAL CF (100), FilA (100) 
INTEGER T.P 
DATA T, P/3, J/ 
DATA CCF{I) ,I=l,24)/8,l,l,l,O.S,2,0.5,9,6,0.5.l,l,J.,0.5, 
*1.9,7.1 ,l, 1,3,1,1,6/ 
DATA I FCA (I) , I" l , 21) !7 . 8 3 , 1 . O 7 , 1 . 2 O , l . O 7 , O . 7 5 , 1 . 11, O . BJ , 8 . O J , •; . 4 :1 
*,O.ó.J,l.7.0,L22, L 06.1.15,0.80, 7.59,6.09, 0.4S·,1.1G, L34,l.66, 1.20, 
*0.73,8.30/ 





RAZi\ODl\VERO-"Rl\Zl\ODl\VER0-1--~*CF (L) *LOG (Y) 
ENDD~} 
WRlTE (:1,~'~) RAZAODi\VERO 
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