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Figure 1  Giration d'une particule chargée autour d'une ligne de champ magnétique.
L'augmentation des besoins énergétiques mondiaux paraît inéluctable. Cependant, la poursuite
de la production énergétique dans les conditions actuelles (essentiellement basée sur les éner-
gies fossiles) conduirait à épuiser les ressources actuellement connues de pétrole et de gaz en
quelques générations et à doubler les émissions annuelles de gaz à eﬀet de serre responsable du
réchauﬀement climatique. Il est donc urgent de trouver de nouvelles sources d'énergie permet-
tant de préserver ressources et environnement tout en répondant à la demande. Il existe plu-
sieurs voies : les énergies renouvelables, l'énergie nucléaire de ﬁssion, la fusion thermonucléaire
contrôlée. Cette dernière solution, qui permettrait d'avoir des ressources en énergie quasiment
illimitées, consiste à brûler du deutérium et du tritium. Cependant, les sections eﬃcaces en
jeu dans cette réaction imposent une température très élevée aux alentours de 20keV. A cette
température, la matière est à l'état de plasma. De plus, pour que la réaction soit eﬃcace, c'est à
dire pour qu'elle produise plus d'énergie qu'elle n'en consomme, il faut satisfaire une condition
d'ignition appelée critère de Lawson [1] : nτE > 1020m−3 (n est la densité du plasma et τE un
temps caractéristique de conﬁnement du plasma). Pour satisfaire ce critère, il y a deux solutions
possibles. La première consiste à conserver un temps de conﬁnement raisonnablement court et à
conﬁner un plasma de très grande densité : c'est la fusion contrôlée par conﬁnement inertiel. La
deuxième solution possible consiste à conserver des densités relativement faibles et à garder le
plasma suﬃsamment longtemps pour satisfaire la condition d'ignition : c'est la fusion contrôlée
par conﬁnement magnétique. En eﬀet, pour conﬁner le plasma suﬃsamment longtemps, il faut
faire appel à un champ magnétique intense. Plusieurs géométries du champ magnétique ont
été étudiées dans ce but. L'une des plus explorées, ces dernières décennies, est la conﬁguration
tokamak [2, 3] dans laquelle les particules chargées sont conﬁnées sur des surfaces magnétiques
en forme de tores emboîtés.
En eﬀet, immergée dans un champ magnétique B, une particule de masse m et de charge e est
libre de se mouvoir parallèlement au champ magnétique, mais son mouvement transverse est
contraint. Sa trajectoire dessine une hélice autour des lignes de champ magnétique dont le rayon
correspond au rayon de Larmor ρ (Figure(1)). Dans l'optique de conﬁner un plasma dans une
région limitée de l'espace, cette propriété incite à développer une conﬁguration où les lignes
de champ se referment sur elles-mêmes. Considérons par exemple une topologie magnétique
telle que les lignes de champ soient circulaires. On se retrouve alors dans une conﬁguration
où la direction magnétique est purement toroïdale Bϕ et où la géométrie est torique. Malheu-
reusement, sur une simple trajectoire circulaire de ce type, la particule subit une lente dérive
transverse, liée au gradient de champ magnétique et à la courbure du champ magnétique, et
dont la direction dépend du signe de sa charge. Par exemple, les ions vont dériver vers le haut
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Figure 2  Géométrie du champ magnétique dans une section de tokamak.
et les électrons vers le bas. L'idée imaginée par les Russes dans les années soixante, pour com-
penser cette dérive, fut de rajouter un champ magnétique supplémentaire dans la direction de
la petite circonférence du tore appelé champ poloïdal Bθ. Dans un tokamak, la composante
Bϕ du champ est générée par des bobines extérieures et la composante Bθ est induite par un
courant que l'on fait circuler dans le plasma. Ce courant ne joue pas seulement un rôle clé pour
la stabilité, il permet en plus de chauﬀer le plasma. Les lignes de champ magnétique résultantes
sont des hélices. Chacune s'enroule sur une surface fermée (appelée surface magnétique). Les
diﬀérentes surfaces magnétiques sont des tores emboîtés, chacun étant caractérisé par un grand
rayon R et un petit rayon r (voir Figure (2)). On peut alors déﬁnir le rapport d'aspect d'un
tokamak par R0/a où R0 est la position de l'axe magnétique (limite des tores pour r → 0)
et a est le petit rayon de la dernière surface magnétique fermée. Pour un tokamak typique, la
description des surfaces magnétiques comme tores circulaires est correcte dans la mesure où
l'inverse du rapport d'aspect est un petit paramètre  ≡ a/R0  1.
Depuis les trente dernières années, plusieurs tokamaks ont vu le jour (par exemple, JET en
Angleterre, Tore Supra en France, JT-60 au Japon, ...) et ont permis d'améliorer le fonctionne-
ment des machines à conﬁner un plasma. Aujourd'hui le projet ITER (Figure(3)) va permettre
d'étudier la faisabilité scientiﬁque et technique de la fusion nucléaire comme nouvelle source
d'énergie [4]. Plus précisement, ITER devra atteindre deux objectifs scientiﬁques essentiels pour
franchir de nouvelles étapes vers la production d'énergie de fusion. Le premier objectif est de
générer une puissance de base de cinq cent Mégawatts durant plus de six minutes tout en n'en
injectant que cinquante. Le deuxième objectif est de démontrer que les réactions de fusion dans
le plasma peuvent être maintenues en continu pendant plus de seize minutes. Une fois ces ob-
jectifs atteints, l'étape suivante sera le projet DEMO qui a pour but de réaliser un réacteur
nucléaire à fusion dont la production d'énergie atteint des valeurs correspondant à une centrale
électrique moderne.
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Figure 3  Prototype du tokamak ITER.
Le conﬁnement magnétique d'un plasma dans un tokamak présente des diﬃcultés majeures dont
les origines sont encore largement inexpliquées. L'excitation d'instabilités Magnétohydrodyna-
miques (MHD) peut conduire à un dégradement du conﬁnement et même à une perte totale de
ce dernier [5, 6]. En eﬀet, la puissance de production de la fusion est proportionnelle à β2NB
4 1
où B est le champ magnétique. Il paraît alors logique d'augmenter fortement les eﬀets de pres-
sion pour obtenir le meilleur conﬁnement possible. Cependant, pour une valeur de βN ∼ 3.5,
une limite MHD idéale est atteinte. Au delà de cette limite, il y a une forte modiﬁcation de
la topologie des lignes de champ magnétique : celles-ci sont détruites puis reconnectées pour
former un îlot magnétique qui va grossir jusqu'à occuper tout l'espace. Lorsque l'îlot atteint
les parois de la machine, en quelques secondes, il y a une diminution brutale du courant et
du champ magnétique (voir Figure (4)). Le conﬁnement et le plasma sont alors perdus, c'est
la disruption [8]. Il est donc essentiel de ne pas dépasser la limite MHD idéale pour préserver
le conﬁnement tout en restant à des valeurs relativement hautes pour le paramètre βN aﬁn
d'obtenir la meilleure puissance possible. Ainsi, pour ITER, la valeur retenue du paramètre βN
est de 2.2. Cependant, même pour une telle valeur, plusieurs instabiliés MHD résistives peuvent
se produire conduisant à la génération d'îlots magnétiques au niveau des surfaces résonantes.
Même si ces instabilités sont localisées, elles peuvent conduire à une détérioration du conﬁ-
nement et même à une disruption. Le mécanisme d'apparition de ces îlots magnétiques reste
encore mal compris et représente un challenge pour réussir à contrôler et même à supprimer ces
1. βN représente le rapport normalisé de l'énergie thermale de pression et l'énergie magnétique. C'est un
paramètre clé pour la stabilité du tokamak.
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Figure 4  Disruption sur Tore Supra [7] : on remarque une forte activité MHD qui amène,
en quelques millisecondes, une chute brutale du courant. Le plasma est perdu.
îlots magnétiques [9, 10]. Expérimentalement, il apparaît que les oscillations en dents de scie
(sawtooth oscillations en anglais) sont des précurseurs à la formation d'îlots magnétiques en
permettant l'apparition de germes d'îlot (ou seed island en anglais) [11, 12]. Pour des plas-
mas avec βN suﬃsamment grand, lorsque la taille du germe d'îlot dépasse une valeur seuil,
des modes de déchirement néoclassiques (mieux connu sous le nom de Neoclassical Tearing
Modes en anglais) peuvent se développer non-linéairement [13]. On obtient ainsi, au niveau
des surfaces résonantes, des îlots magnétiques de taille macroscopique (∼ a/4) qui dégradent
la qualité du conﬁnement. Des conﬁgurations magnétiques peuvent se révéler instables linéai-
rement et amener aussi au développement d'un îlot magnétique même si βN est faible. Il est
donc très important de comprendre et de contrôler la dynamique des îlots magnétiques.
De plus, dans un plasma de tokamak, un îlot magnétique peut être mis en rotation grâce à
la dérive diamagnétique (liée à l'existence d'un gradient de pression) et/ou grâce à la dérive
E × B. D'un point vue expérimental, il est diﬃcile de déterminer laquelle de ces deux dérives
apporte la contribution principale à la fréquence de rotation de l'îlot [14]. D'un point de vue
théorique, un modèle permettant de déterminer l'origine de la rotation d'un îlot magnétique
est étudié dans [15] et montre que la fréquence de rotation dépend fortement des paramètres
de diﬀusion du plasma. L'origine de la rotation d'un îlot magnétique reste donc encore une
question largement ouverte qui mérite une réponse claire. En eﬀet, il a été mis en évidence
qu'une disruption était précédée d'un vérouillage de la rotation de l'îlot.
Les diﬃcultés pour obtenir un bon conﬁnement ne sont pas uniquement liées à la forte activité
MHD présente dans la machine. En eﬀet, un plasma de tokamak n'est jamais au repos, il est
naturellement hors de l'équilibre thermodynamique. Plus précisement, le plasma est le siège
15
x
y
 
 
Figure 5  Coupe poloïdale des surfaces magnétiques après une instabilité de déchirement :
les lignes de champ magnétique ont été déchirées puis reconnectées pour former, au centre de
la Figure, un îlot magnétique.
d'instabilités microscopiques (∼ ρ) qui donnent naissance à des ﬂuctuations importantes. Il
existe de nombreuses instabilités, dans un plasma de tokamak, associées à l'existence de gra-
dients de température, de densité ou de pression, générant ainsi de la turbulence petite échelle
[16, 17]. Dans un tokamak, les îlots magnétiques baignent donc dans une turbulence. En eﬀet,
la coexistence de l'activité MHD avec la microturbulence a été observée dans plusieurs expé-
riences. Par exemple, la microturbulence est observée dans des plasmas de la machine Large
Helical Device (LHD) qui est habituellement le siège d'instabilités MHD [18]. Inversement,
on peut observer une forte activité MHD dans des plasmas au cisaillement renversé (reversed
shear en anglais) dans lesquels une barrière de transport s'est formée grâce aux ﬂux zonaux et à
la microturbulence [19, 20]. Expérimentalement, il apparaît clairement des eﬀets de corrélation
entre l'activité MHD et la microturbulence issus de leur coexistence dans le plasma.
Alors que les îlots magnétiques peuvent atteindre une taille macroscopique de l'ordre du quart
de la taille du petit rayon a du tokamak, les structures formées par la microturbulence sont de
l'ordre du rayon de Larmor ρ. Une question importante est alors la nature de l'interaction mu-
tuelle entre la microturbulence et les instabilités MHD grandes échelles. L'objectif de cette thèse
est donc d'étudier la dynamique d'un îlot magnétique en présence de turbulence. Pour cela, la
déduction d'un modèle prenant en compte les deux phénomènes est nécessaire. Tout d'abord, il
existe plusieurs phénomènes qui peuvent amener à la formation d'îlots magnétiques. Dans cette
thèse, nous nous focaliserons sur une instabilité MHD résistive qui permet, par destabilisation
d'un mode, la formation d'un îlot magnétique (voir Figure (5)) grâce au déchirement puis à la
reconnexion des lignes de champ magnétique [21, 22, 23]. Ce mode est appelé mode de déchire-
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ment (ou tearing mode  en anglais). Ensuite, nous allons inclure dans le modèle l'instabilité
d'interchange issue de l'opposition du gradient de pression avec la courbure du champ magné-
tique. Dans des conditions favorables, cette instabilité génère de la turbulence petite échelle.
Ainsi, le modèle obtenu, issu de la magnétohydrodynamique réduite, permet d'étudier analy-
tiquement et numériquement la dynamique linéaire et non-linéaire d'un îlot magnétique formé
par un mode de déchirement instable en présence de microturbulence générée par l'instabilité
d'interchange.
Il existe dans les travaux passés plusieurs tentatives de modéliser l'interaction entre turbulence
et îlots magnétiques. Les premiers travaux sur le sujet incorporent, dans les équations d'évolu-
tion du mode de déchirement, les eﬀets de la turbulence à travers les coeﬃcients de transport
anormal [24, 25, 26]. Ces travaux sont un premier pas vers la compréhension de l'eﬀet de la tur-
bulence sur un îlot magnétique. Néanmoins les modèles utilisés ne sont pas auto-consistants
dans le sens où les mécanismes à l'origine de la turbulence ne sont pas explicites. En fait, ces
mécanismes sont indirectement présents à travers des eﬀets de moyenne qui amènent à une
renormalisation des coeﬃcients de transport [27]. Plus tard, un modèle minimal mais auto-
consistant basé sur les ondes cinétiques et sur la théorie adiabatique est utilisé dans [29] pour
étudier l'interaction d'un mode de déchirement avec la turbulence d'onde de dérive. Plus ré-
cemment, des études numériques sur l'interaction entre le double mode de déchirement et la
microturbulence ont été reportées dans [30] pour comprendre l'interaction entre les ﬂux zo-
naux et la croissance du double mode de déchirement. Enﬁn, dans [31], une étude numérique
de l'interaction entre une turbulence électrostatique 2D et un îlot magnétique est présentée.
Cependant, dans cette étude, la dynamique de l'îlot magnétique n'est toujours pas modélisée
de manière 'auto-consistante' mais intégrée à partir d'une équation généralisée de Rutherford
[23].
Dans cette thèse nous allons donc étudier, grâce à un modèle auto-consistant, l'interaction
multi-échelle entre la turbulence, générée par un gradient de pression et la courbure du champ
magnétique, et un îlot magnétique formé par un mode de déchiremement classique. La partie II
introduit le modèle utilisé pour traiter le mode de déchirement et l'instabilité d'interchange. Il
est issu de la magnétohydrodynamique réduite à deux ﬂuides et donne les équations d'évolution
pour le potentiel électrostatique φ, la pression électronique p et le ﬂux magnétique ψ. Dans la
partie III, une étude linéaire numérique et analytique est présentée. Elle permet de comprendre
l'eﬀet de la pression sur la phase de croissance linéaire d'un îlot magnétique. De plus cette étude
montre qu'en présence d'un fort champ magnétique, les modes interchanges sont stabilisés. Cette
partie est déterminante pour comprendre comment obtenir un large îlot magnétique en présence
de plusieurs modes interchanges instables au niveau des petites échelles. Dans la partie IV, des
simulations non-linéaires du modèle sont présentées pour diﬀérentes situations. En eﬀet, le
modèle fait apparaître de nombreux paramètres physiques (comme la résistivité, les paramètres
de l'instabilité d'interchange ou encore les paramètres du mode de déchirement). Cependant,
la dynamique non-linéaire de l'îlot magnétique dépend de la situation linéaire initiale. Trois
situations importantes sont donc présentées dans cette partie. Tout d'abord, la dynamique
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non-linéaire d'un îlot magnétique formé par le couplage entre la pression et le ﬂux magnétique
est présentée. Ensuite, la dynamique non-linéaire d'un large îlot magnétique 'classique' formé
par le couplage entre le potentiel électrostatique et le ﬂux magnétique en présence de modes
interchanges stables est étudiée dans le détail. Enﬁn, la dynamique non-linéaire d'un large
îlot magnétique formé par le couplage entre la pression et le ﬂux magnétique, en présence de
modes interchanges instables au niveau des petites échelles, est présentée. De façon général, le
gradient de pression et la courbure du champ magnétique aﬀectent fortement l'évolution non-
linéaire de l'îlot magnétique permettant l'apparition de bifurcations dynamiques dont la nature
doit être caractérisée suivant les situations dans lesquelles on se place. La partie V est dédiée à
l'étude de la rotation poloïdale de l'îlot magnétique. La déduction d'un modèle permettant de
mettre en évidence les diﬀérentes origines de la rotation est présentée. Il apparaît clairement
que la rotation non-linéaire de l'îlot magnétique peut être gouvernée par l'écoulement poloïdal
E×B et/ou par l'écoulement non-linéaire diamagnétique. De plus, les études de l'évolution de
la rotation poloïdale de l'îlot, dans le cas d'un mode de déchirement instable avec des modes
interchanges stables et dans le cas d'un mode de déchirement instable ainsi que les modes
interchanges, sont présentées dans cette partie. Enﬁn, dans la partie VI, la conclusion de cette
thèse est présentée.
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Deuxième partie
Modèle
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Introduction
Un plasma de tokamak est un système composé d'un très grand nombre de particules chargées.
C'est donc un système très complexe qui est diﬃcile à modéliser dans son ensemble. Il existe,
en fait, plusieurs niveaux de description du plasma.
Tout d'abord, il y a la description cinétique qui est la plus complète mais aussi la plus compliquée
à résoudre. Comme son nom l'indique, elle est issue de la théorie cinétique et de la hiérarchie
BBGKY [32, 33]. Dans ce modèle, l'inconnue principale est la fonction de distribution des
positions et des vitesses fs de l'espèce considérée s. fs est régie par l'équation de Vlasov en
l'absence de collisions. Il s'agit alors de déterminer la forme du terme collisionnel qu'il faut
ajouter à cette équation en faisant diverses hypothèses ad hoc.
Le niveau de description suivant est de faire une description ﬂuide de chaque espèce s de
particules qui compose le plasma. Pour cela, il faut prendre les moments successifs, dans l'espace
des vitesses, de l'équation cinétique de Boltzmann, puis choisir une fermeture adéquate pour
le système d'équations qui en résulte, la plus répandue étant celle explicitée dans [34]. Cette
description permet de passer à une modélisation du plasma plus simple à résoudre que la théorie
cinétique. Cependant, en décrivant les équations pour les grandeurs macroscopiques ﬂuides, on
perd de l'information (par exemple, l'eﬀet Landau [35] ne peut être étudié que par une approche
cinétique).
Les plasmas de tokamak sont principalement composés de deutérium et de tritium, donc d'ions
portant une seule charge élémentaire. La description d'un tel plasma nécessite donc un ensemble
d'équations pour les ions et pour les électrons. En déterminant les équations ﬂuides pour les
électrons et les ions (on suppose, ici, que l'on a à faire à une seule espèce d'ion) et en couplant ces
équations aux équations de Maxwell, on obtient alors le modèle de la Magnétohydrodynamique
(MHD) à deux ﬂuides. C'est ce modèle que nous avons utilisé pour décrire la dynamique d'un
îlot magnétique en présence de turbulence d'interchange.
Dans cette partie, après avoir rappelé comment obtenir les équations MHD pour deux ﬂuides,
nous allons utiliser l'approximation de dérive puis l'approximation de la MHD réduite pour
simpliﬁer les équations de la MHD à deux ﬂuides qui restent diﬃciles à traiter tant d'un
point de vue analytique que d'un point de vue numérique. Ensuite, en négligeant les termes
adéquats, nous allons décrire le modèle utilisé dans cette thèse pour étudier la dynamique d'un
îlot magnétique en présence de la turbulence d'interchange. Enﬁn, à partir du modèle obtenu,
nous allons chercher les principaux invariants du système.
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Chapitre 1
Equations des moments - MHD à deux
ﬂuides
La dynamique des particules chargées dans l'espace des phases est décrite par une fonction
de distribution fs (x,v, t), où x désigne l'espace réel et v désigne l'espace des vitesses. L'in-
dice s indique l'espèce des particules, s = i pour les ions et s = e pour les électrons. dn =
fs (x,v, t) d
3xd3v représente alors le nombre de particules dans l'élément d3xd3v de l'espace
des phases à l'endroit (x,v) et au temps t.
En appliquant le principe de conservation du nombre de particules dans un volume de l'espace
des phases, on obtient l'équation de Boltzmann suivante :
∂tfs + v · ∇xfs + q
m
(E+ v ×B) · ∇vfs = (∂tfs)coll , (1.1)
où le membre de droite représente l'eﬀet des forces inter-particulaires dues aux collisions bi-
naires.
Pour obtenir les variables macroscopiques nécessaires à une description ﬂuide, on procède à la
moyenne de toutes les quantités g(vs) qui dépendent des vitesses des particules en les pon-
dérant par la fonction de distribution (la moyenne de g (vs) est déﬁnie comme 〈g(vs)〉 =∫
g(v)fs(x,v,t)d3v∫
fs(x,v,t)d3v
). En multipliant l'équation de Boltzmann Eq.(1.1) et en intégrant sur les vi-
tesses, on obtient l'équation suivante :
∂t (ns 〈g(vs)〉) +∇ · (ns 〈vsg(vs)〉)− nses
ms
〈
(E+ vs ×B) · ∂g
∂vs
〉
= [∂t (ns 〈g(vs)〉)]coll . (1.2)
Lorsque l'on remplace g(vs) par les puissances successives de vs, on obtient les équations des
moments qui donnent la description ﬂuide du plasma. On peut trouver dans [34] le détail des
calculs.
Comme nous le verrons plus tard, en général, seuls les premiers moments dont l'évolution est
gouvernée par les équations de conservation de masse, de quantité de mouvement et d'éner-
gie, sont calculés. La description ﬂuide n'est valide que si les fonctions de distributions fe et
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fi sont proches de maxwelliennes. Les phénomènes étudiés doivent donc être lents par rap-
port aux temps caractéristiques des collisions entre particules de la même espèce. Une analyse
comparative et détaillée des approches cinétique et ﬂuide est présentée dans [36].
Associées aux équations de Maxwell, les équations des moments donnent le modèle MHD.
1.1 Équation de continuité
Suivant que l'on considère que le plasma est composé d'une ou plusieurs espèces, on obtient
un modèle pour un ou plusieurs ﬂuides. Tout d'abord, séparons les électrons des ions pour
obtenir un modèle à deux ﬂuides. Le premier moment est alors obtenu en faisant g(vs) = 1
pour l'équation (1.2) pour les électrons et pour les ions. Il vient l'équation de continuité pour
l'espèce s :
∂tns +∇ · (ns 〈vs〉) = 0. (1.3)
Comme cela est montré dans [37], la contribution du terme collisionnelle est nulle.
Si maintenant, on considère que le plasma est composé d'un seul ﬂuide (mélange d'ions et
d'électrons), on peut alors écrire des équations pour la densité de masse et la densité de charge :
ρ =
∑
espe`ce s
nsms, (1.4)
σ =
∑
α
nαqα. (1.5)
On obtient alors
∂tρ+∇ · (ρu) = 0 (1.6)
où
u =
1
ρ
∑
s
nsms 〈vs〉 (1.7)
est la vitesse de masse du ﬂuide. Par ailleurs, l'équation de la conservation de la charge élémen-
taire donne :
∂tσ +∇ · j = 0 (1.8)
où
j =
∑
s
nsqs 〈vs〉 (1.9)
est la densité de courant.
On appelle respectivement ces deux modèles, le modèle à deux ﬂuides (ions, électrons, Eq.(1.3))
et le modèle à un ﬂuide (densité de masse, densité de charges, Eqs.(1.6,1.8). Même si ces deux
modèles sont tous les deux très utiles et complémentaires, nous allons nous concentrer sur le
modèle à deux ﬂuides permettant d'obtenir deux équations : une pour l'énergie de la pression
ionique et une pour l'énergie de la pression électronique.
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1.2 Équations de conservation de la quantité de mouve-
ment
En remplaçant g(vs) par vs dans l'équation (1.2), on obtient une équation pour le deuxième
moment de la fonction de distribution qui est directement lié à la quantité de mouvement du
ﬂuide. L'équation (1.2) s'écrit alors :
∂t (ns 〈vs〉) +∇ · (ns 〈vsvs〉)− nses
ms
(E+ 〈vs〉 ×B) = [∂t (ns 〈vs〉)]coll (1.10)
où la notation 〈vsvs〉 signiﬁe le tenseur 3× 3 dont les éléments sont
〈
vsivsj
〉
.
Dans le modèle à deux ﬂuides, on fait apparaître le concept de pression en écrivant la vitesse de
chaque particule d'espèce s comme la somme d'une vitesse moyenne us et d'une vitesse relative
par rapport à cette vitesse moyenne ws :
ve = ue +we, (1.11)
vi = ui +wi. (1.12)
On peut déﬁnir le tenseur de pression de chaque espèce s par :
~~pis = nsms 〈wsws〉 (1.13)
Ainsi, en remarquant que 〈ws〉 = 0 et en utilisant l'équation de continuité Eq.(1.3), l'équation
(1.10) se ré-écrit :
nsms [∂tus + (us · ∇)us] = −∇ · ~~pis + nses (E+ us ×B) + [∂t (nsmsus)]coll . (1.14)
L'équation (1.14) est l'équation de conservation de la quantité de mouvement pour l'espèce s.
1.3 Équation de l'énergie
L'équation des moments suivante est obtenue en faisant g (vs) =
v2s
2
dans l'équation (1.2) :
∂t
(
ns
〈v2s〉
2
)
+∇ ·
(
ns
〈
vs
v2s
2
〉)
− nses
ms
〈E · vs〉 =
[
∂t
(
ns
〈v2s〉
2
)]
coll
. (1.15)
Chaque équation des moments fait intervenir un moment d'ordre plus élevé encore. Il faut donc
fermer le système en faisant une hypothèse ad hoc sur le moment d'ordre le plus élevé. Pour
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cela, on suppose que les collisions sont très fréquentes et que le tenseur de pression est isotrope :
~~pis = nsms 〈wsws〉 =
 ps 0 00 ps 0
0 0 ps
 . (1.16)
Les termes non diagonaux du tenseur ~~pis correspondent à des eﬀets de viscosité qui sont ici
ignorés. On peut alors déﬁnir la pression scalaire ps de la manière suivante :
msns
〈w2s〉
2
=
3
2
ps. (1.17)
Si l'on déﬁnit le ﬂux de chaleur dû à la conduction comme qs = msns
〈
ws
w2s
2
〉
, on peut simpliﬁer
l'équation (1.15) en se rappelant que vs = us +ws. Ainsi, il vient :
∂t
[
3
2
ps +msns
u2s
2
]
+∇ ·
[
msns
u2s
2
us +
5
2
psus + qs
]
= nsesus · E+Rs1s2 , (1.18)
où Rs représente le terme collisionnel qui représente le transfert d'énergie de l'espèce s2 vers
l'espèce s1.
En utilisant les équations de continuité Eq.(1.3) et de conservation de la quantité de mouvement
Eq.(1.14), on peut éliminer les termes en v
2
s
2
dans l'équation (1.18), on obtient alors l'équation
de l'énergie pour l'espèce s :
3
2
(∂tps + us · ∇ps) + 5
2
ps∇ · us = −∇ · qs + nsesus · (E+ us ×B) +Rs. (1.19)
Cette équation peut être utilisée également pour décrire l'évolution de la température en rem-
plaçant la pression par :
ps = nskBTs, (1.20)
où kB est la constante de Boltzmann.
On peut dans une première approximation considérer que la conduction de la chaleur est pro-
portionelle au gradient de température. Autrement dit, la loi de Fourier
qs = −χ∇Ts, (1.21)
où χ est un coeﬃcient de conductivité thermique, est valide. Le gradient de densité induit une
diﬀusion des particules qui contribue aussi au transport de la chaleur par le biais des termes
convectifs.
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1.4 Loi d'Ohm généralisée
Pour fermer les équations d'évolution des moments Eqs.(1.3, 1.14, 1.19), il faut inclure les
équations de Maxwell qui nécéssitent une équation qui décrit celle du courant j. Cette équation
est la loi d'Ohm généralisée prenant en compte l'eﬀet des collisions. Pour l'obtenir, il suﬃt de
multiplier l'équation de transfert de la quantité de mouvement de chaque espèce Eq.(1.14) par
la charge qs associée puis on somme sur les diﬀérentes espèces pour faire apparaître la densité
de courant j déﬁnie par l'équation (1.9). Ainsi, on obtient :
∂tj+∇ ·
(∑
s
nses 〈vsvs〉
)
−
∑
s
nse
2
s
ms
(E+ 〈vs ×B〉) = (∂tj)coll . (1.22)
La neutralité globale impose que ne = ni = n. Après avoir introduit la vitesse de masse
u = 1
ρ
∑
s nsms 〈vs〉, utilisé la déﬁnition de la densité de courant j Eq.(1.9) et supposé que
me  mi, on a :
〈vi〉 = u+ me
mi
j
ne
, (1.23)
〈ve〉 = 〈vi〉 − j
ne
∼ u− j
ne
. (1.24)
Le terme collisionnel de l'équation (1.22) peut être approché par un terme de friction. L'ap-
proximation physique la plus simple consiste à supposer que, dans le repère des ions, la force de
friction appliquée aux électrons est proportionnelle à leur vitesse par rapport au ﬂuide ionique :
(∂tj)coll = ne [∂t (〈vi〉 − 〈ve〉)]coll ∼ −νeij. (1.25)
On peut alors déﬁnir la résistivité du plasma comme :
η = me
νei
ne2
.
C'est la résistivité de Spitzer.
Ainsi, en utilisant les équations (1.23), (1.24), (1.25), et toujours en supposant que les électrons
sont bien plus légers que les ions (me  mi), on obtient la loi d'Ohm généralisée dans laquelle
on a négligé le terme d'inertie des électrons :
E+ (u×B)− j×B
ne
+
∇ · ~~pie
ne
= ηj. (1.26)
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Chapitre 2
Approximation de dérive
2.1 Principe
Les équations ﬂuides des trois premiers moments (1.3, 1.14, 1.19) ajoutées à celles de Maxwell,
à l'équation pour la charge Eq.(1.8) et à la loi d'Ohm généralisée Eq.(1.26) constituent le
modèle MHD à deux ﬂuides qui permet de décrire un plasma. La résolution analytique et même
numérique de ces équations est compliquée. C'est pour cela que l'on fait appel à l'approximation
de dérive pour simpliﬁer le système.
Dans un plasma magnétisé, il existe des échelles spatio-temporelles distinctes. Les premières
sont liées au mouvement de rotation rapide des particules chargées autour des lignes de champ
magnétique (gyration de Larmor). Les fréquences caractéristiques sont donc la fréquence cyclo-
troniques électronique Ωe = eBme et ionique Ωi =
eB
mi
. Tandis que les échelles spatiales caractéris-
tiques sont le rayon de Larmor électronique ρe =
vthe
Ωe
et le rayon de Larmor ionique ρi =
vthi
Ωi
.
D'un point de vue temporel, nous nous intéressons aux phénomènes physiques qui ont un mou-
vement de dérive lent dont la fréquence caractéristique est déﬁnie par ω ∼ cs
Lc
(où cs =
√
kBTe
mi
désigne la vitesse du son dans le plasma et Lc désigne une longueur caractéristique). L'échelle
spatiale associée est donnée par ρs = csΩi =
√
mikBTe
eB
qui a la structure du rayon de giration des
ions à la température des électrons. ρs est appelé rayon de Larmor hybride. Le mouvement de
dérive est donc caractérisé par le domaine de validité suivant :
ω  Ωi, ρs  Lc. (2.1)
L'approximation de dérive donne donc une procédure pour éliminer les échelles de temps plus
rapides que ω du système d'équations (1.3, 1.14, 1.19) aﬁn de ne garder que la dynamique
pertinente.
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2.2 Expression des vitesses de dérives à partir de l'équation
de mouvement ionique
On se place donc dans l'approximation des basses fréquences , c'est à dire telles que ˜ = ω/Ωi 
1. A partir de l'équation du mouvement pour les ions Eq.(1.14), on cherche à déterminer les
diﬀérentes composantes de la vitesse perpendiculaire u⊥i = ˜u
(1)
⊥i + ˜
2u
(2)
⊥i où u
(1)
⊥i ∼ u(2)⊥i ∼
O (1). L'approximation de dérive consiste à négliger les termes d'ordre supérieur à ˜. Ainsi,
en négligeant l'eﬀet des collisions qui agissent sur les petites échelles et qui aﬀectent peu le
mouvement d'ensemble du ﬂuide, l'équation de mouvement pour les ions Eq.(1.14) s'écrit à
l'ordre 1 en ˜ :
B× u1⊥i = E−
1
niei
∇⊥pi.
En multipliant vectoriellement par B
B2
, on en déduit alors :
u1⊥i = uE + u?i (2.2)
où les vitesses de dérive électrique et diamagnétique sont déﬁnies respectivement par :
uE =
E×B
B2
, (2.3)
u?i =
B×∇⊥pi
nieiB2
. (2.4)
La vitesse de dérive électrique uE, indépendante de l'espèce, ne transporte aucun courant. Au
contraire, le courant diamagnétique, essentiellement poloïdal, génère une force de Lorentz centri-
pète, c'est-à-dire dirigée vers l'axe magnétique du tokamak, qui s'oppose à la force d'éclatement
du plasma résultant du gradient de pression ∇⊥pi.
Comme on va le voir dans le paragraphe suivant, au premier ordre, on a en fait u1⊥i ∼ uE et
c'est ce que nous utiliserons dans les équations 1.14, 1.19, 1.26
2.3 Ordres de grandeur et loi d'Ohm
On peut retrouver l'expression des diﬀérentes vitesses de dérive à partir de la loi d'Ohm géné-
ralisée Eq.(1.26). Pour cela, on va comparer les diﬀérents termes de la loi d'Ohm au terme de
Faraday en u×B.
Tout d'abord, il a le terme diamagnétique ∇·
~~pie
ne
. Avec l'équation (1.16), on a supposé la pression
électronique isotrope dans la direction perpendiculaire au champ magnétique et donc ∇ · ~~pie =
∇⊥pe. Si l'on déﬁnit par Lp la longueur caratéristique du gradient de pression, on peut comparer
le terme diamagnétique au terme de Faraday en utilisant l'approximation de dérive (2.1) :
∇⊥pe
ne
(u×B) ∼
ρi
Lp
 1.
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Cette dernière relation est reliée au fait que u?i/uE  1.
Ensuite, il a le terme de Hall j×B
ne
. On sait que dans un plasma grossièrement en équilibre
mécanique, les forces de pression sont compensées par les forces magnétiques si bien que ∇⊥pe 1
est du même ordre de grandeur que j×B. Ainsi, on peut écrire :
j×B
ne
(u×B) ∼
ρi
Lp
 1.
Finalement, grâce à l'approximation de dérive (2.1), on peut négliger dans la loi d'Ohm généra-
lisée Eq.(1.26) le terme diamagnétique et le terme de Hall. Ainsi, en supposant que la résistivité
est nulle presque de partout et en faisant le produit vectorielle de l'équation (1.26) avec B
B2
, on
retrouve la vitesse de dérive électrique déﬁnie par (2.3).
Cette classiﬁcation par ordre de grandeur des vitesses nous amène à considérer un plasma qui
est presque partout idéal (E+u×B ∼ 0⇐⇒ u ∼ uE) sauf là où il y a reconnexion magnétique,
c'est-à-dire là où les eﬀets de resistivité sont non négligeables. Dans cette zone de reconnexion,
il apparaît que le terme de Hall 2 est négligeable par rapport aux eﬀets résistifs dans la limite
où
j×B
ne
ηj
∼ Ωe
νei
 1.
1. En fait, dans l'équation d'évolution de la vitesse u, c'est la pression totale p = pe + pi qui intervient
et dont typiquement le gradient est de l'ordre de j × B. Nous nous intéresserons dans notre étude à la limite
Ti = pi = 0.
2. Il serait intéressant de prendre en compte l'eﬀet Hall qui induit un mécanisme de reconnexion diﬀérent[38].
On parle alors de MHD Hall.
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Chapitre 3
Approximation de la
MagnétoHydroDynamique Réduite
3.1 Principe
L'approximation de la MHD réduite est valable pour un plasma fortement magnétisé dans une
direction donnée, c'est à dire soumis à un champ magnétique de forte intensité, pratiquement
constant, porté par cette direction, ce qui est le cas pour un tokamak de grand rapport d'aspect
1

= R0
a
. On prend dorénavant Bz = O (1), ∇⊥ = O (1), B⊥ = O () et ∂z ∼ ∂t = O () où,
⊥ fait référence au plan (x, y) perpendiculaire à l'axe (Oz). En fait, on fait aussi l'hypothèse
que l'énergie contenue sous forme de pression et l'énergie cinétique sont petites comparées à
l'énergie magnétique nu2 ∼ p  B2z [21]. L'approximation de la MHD réduite consiste alors à
négliger dans les équations MHD à deux ﬂuides les termes d'ordre le plus élevé en .
On peut déﬁnir le champ magnétique à partir d'un potentiel vecteur B = Bzez +∇ ×A. En
tenant compte des diﬀérents ordres de grandeur, on a A⊥ = O (2) et Az = ψ = O (). On
aboutit alors à :
B = Bzez +∇× (ψez) +O
(
2
)
, (3.1)
où ψ est appelé ﬂux magnétique.
Le champ électrique E peut s'exprimer en utilisant le potentiel électrique scalaire φ et le ﬂux
magnétique ψ : E = −∇φ− ∂tψez. En utilisant la loi d'Ohm (1.26) et en négligeant les termes
d'ordre supérieur à , on retrouve alors que :
u ∼ uE = B
B2
×∇⊥φ, (3.2)
où uE est la vitesse de dérive électrique.
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3.2 Equations de la MagnétoHydroDynamique Réduite
Équation de la conservation de la quantité de mouvement
Dans le cadre de l'approximation de la MHD réduite, on peut donc ré-écrire l'équation de
conservation de la quantité de mouvement Eq.(1.14) en faisant apparaître le terme de courbure :
∇ · nmi
B2
[∂t + uE · ∇]∇⊥φ = ∇‖j − g ·
(
2B
B2
×∇p
)
+∇ · µi⊥
B2
∇ (∇2⊥φ) , (3.3)
où µi⊥représente le coeﬃcient de viscosité perpendiculaire et n = ni = ne grâce à la quasi-
neutralité du plasma. L'opérateur de courbure est déﬁni par g·(2B
B2
×∇f) = g∂yf avec g = 2R0B .
Enﬁn, ∇‖f = − 1B {ψtot, f} (ψtot contient le ﬂux magnétique d'équilibre et la perturbation
ψtot = ψ0 + ψ). Le détail des calculs pour obtenir l'équation (3.3) est présenté dans [40].
L'équation (3.3) est aussi une équation d'évolution pour la vorticité w = ∇2⊥φ qui représente
une mesure de l'intensité des tourbillons dans l'écoulement.
Équation de l'énergie
Grâce à l'approximation de la MHD réduite, on peut ré-écrire l'équation de l'énergie (1.19)
pour les ions :
3
2
(∂t + uE · ∇) pi = 5
2
g ·
[
2B
B2
×
(
pi∇φ+ kBTi
e
∇pi + pi
e
∇kBTi
)]
+ κi⊥∇2⊥kBTi, (3.4)
et pour les électrons :
3
2
(∂t + uE · ∇) pe = 5
2
g ·
[
2B
B2
×
(
pe∇φ− kBTe
e
∇pe − pe
e
∇kBTe
)]
+
5
2
kBTe
e
∇‖j+κe⊥∇2⊥kBTe,
(3.5)
où κi⊥ et κe⊥ correspondent respectivement aux coeﬃcients perpendiculaires de conductivité
thermique ionique et électronique. Le détail des calculs est donné dans [40].
Loi d'Ohm
En négligeant le terme j×B
ne
dans la loi d'Ohm généralisée Eq.(1.26) et en utilisant l'approxima-
tion de la MHD réduite, la loi d'Ohm (1.26) s'écrit :
ηj = −∇‖
(
φ− pe
ne
)
− ∂tψ. (3.6)
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Il est important de noter que le courant j est relié au ﬂux magnétique par l'équation d'Ampère
qui donne j = −∇2⊥ψ.
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Chapitre 4
Equations d'évolution d'un îlot
magnétique en présence d'interchange
4.1 Modélisation d'un îlot magnétique en présence de tur-
bulence d'interchange
Les équations (3.3, 3.4, 3.5, 3.6) donnent donc les évolutions temporelles de φ, ψ, pi et pe dans
le cadre de l'approximation de dérive. Dans cette thèse, l'objectif est d'étudier la dynamique
d'un îlot magnétique en présence de turbulence d'interchange. Pour cela, on suppose que les
ions sont froids, c'est à dire que pi = nkBTi = 0, et que la température électronique Te est
constante. La pression totale p correspond alors à la pression électronique pe. Pour modéliser
l'instabilité d'interchange, on gardera dans les équations (3.3, 3.5, 3.6) les termes associés à
cette instabilité, c'est à dire les termes liés à la courbure du champ magnétique et au gradient
de pression. On suppose que la pression électronique et le ﬂux magnétique se décomposent
en une partie provenant de l'équilibre et une autre associée à leurs ﬂuctuations respectives
(ptot = p0 (x) + p (x, y) et ψtot = ψ0 (x) +ψ (x, y)). On suppose aussi que seules des ﬂuctuations
du potentiel électrique sont présentes (φtot = φ (x, y)). L'instabilité du mode de déchirement
dépendra de la forme du ﬂux magnétique d'équilibre ψ0.
4.2 Modèle
Équation de conservation de la quantité de mouvement - Équation
pour le potentiel électrostatique φ
Dans le cadre de l'approximation de dérive, l'équation (3.3) décrit l'évolution de la vorticité
et/ou du potentiel électrostatique. En explicitant chaque terme de l'équation (3.3), et en consi-
dérant que l'échelle spatiale de variation du proﬁl de densité est bien supérieure à celle de la
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turbulence d'interchange (c'est à dire |mi∇n · ∇φ|  nmi |∇2φ|), il vient l'équation d'évolution
pour la vorticité :
nmi
B
∂tw +
nmi
B2
{φ,w} = − 1
B
{ψtot, j} − g∂yp+ µi⊥
B
∇2⊥w. (4.1)
Le terme en {φ,w} représente le terme d'advection. Le terme {ψtot, j} contient le ﬂux magné-
tique d'équilibre qui peut générer le mode de déchirement. Le termeg∂yp est lié à la courbure
du champ magnétique, c'est donc un terme qui permet de modéliser l'instabilité d'interchange.
Enﬁn, le terme µi⊥
B
∇2⊥w est le terme de diﬀusion, µi⊥ étant la viscosité.
Équation de l'énergie - Équation pour la pression électronique p
Pour modéliser le mode de déchirement en présence d'interchange, on a supposé que les ions
étaient froids et donc que pi = 0 et p = pe. Dans le cadre de l'approximation de dérive,
l'équation pour la pression électronique est donnée par l'équation (3.5). Pour modéliser un îlot
magnétique en présence de l'instabilité d'interchange, tous les termes de l'équation (3.5) ne sont
pas nécessaires, il suﬃt de garder les termes liés à la courbure, au gradient de pression et au
champ magnétique d'équilibre. Ainsi, on ré-écrit l'équation (3.5) de la manière suivante :
3
2
(∂t + uE · ∇) ptot = 5
2
g ·
[
2B
B2
×
(
p0∇φ− kBTe
e
∇ptot
)]
+
5
2
kBTe
e
∇‖j + κe⊥∇2⊥p. (4.2)
On considère que, localement, là où le mode de déchirement se développe, la pression d'équilibre
est telle que p0 (x) = −κx + C, où κ représente le gradient de la pression d'équilibre et C est
une constante. On rappelle que p = nkBTe, ainsi, en explicitant tous les termes de l'équation
(4.2), on obtient l'équation d'évolution pour la pression électronique p :
∂tp+
1
B
{φ, p}+ κ
B
∂yφ =
5
3
g
[
p0∂yφ− kBTe
e
∂yp
]
− 5
3
kBTe
e
1
B
{ψtot, j}+ χ⊥∇2⊥p. (4.3)
Le terme {φ, p} est le terme d'advection. Le terme κ
B
∂yφ représente le gradient de pression
qui est à l'origine de l'instabilité d'interchange. Le terme 5
3
g
[
p0∂yφ− kBTee ∂yp
]
modélise aussi
l'interchange puisqu'il est lié à la courbure du champs magnétique. Le terme en {ψtot, j} couple
la pression avec le ﬂux magnétique et peut modiﬁer la structure du mode de déchirement. Enﬁn,
le terme χ⊥∇2⊥p est lié à la diﬀusion thermique perpendiculaire χ⊥ = 23 κe⊥n .
Loi d'Ohm - Équation pour le ﬂux magnétique ψ
Dans le cadre de l'approximation de dérive, la loi d'Ohm est donnée par l'équation (3.6). En ex-
plicitant chaque terme de cette équation, on obtient l'équation d'évolution pour les ﬂuctuations
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du ﬂux magnétique ψ :
η∇2⊥ψ =
1
B
{ψtot, φ} − 1
neB
[{ψtot, p}+ κ∂yψ]− ∂tψ. (4.4)
Le terme κ∂yψ est lié à la pression d'équilibre et à la vitesse diamagnétique linéaire v? =
βL⊥
2ΩiτALp
.
Le terme η∇2⊥ψ est le terme résistif qui permet à l'îlot magnétique de se former au niveau de
la couche résistive.
4.3 Normalisation des équations
Choix de la normalisation
Avant d'étudier le système composé des équations (4.1, 4.3, 4.4), il convient d'introduire des
champs et des variables normalisés aﬁn de minimiser le nombre de paramètres libres et d'avoir
à faire à des valeurs d'ordre un. Bien que nous aurions pu choisir une normalisation propre à la
turbulence d'interchange, nous avons préféré choisir une normalisation propre au mode de dé-
chirement. Ainsi, les longueurs seront comparées à une longueur perpendiculaire caractéristique
de la taille de l'îlot magnétique L⊥, les temps au temps d'Alfvèn τA = L⊥/vA avec vA = B√µ0n0mi
la vitesse d'Alfvèn, les champs magnétiques au champ magnétique initial B. On introduit alors
de nouvelles variables comme suit :
tN = t/τA, ψN =
ψ
L⊥B
, jN =
µ0L⊥
B
j,
φN =
φ
L⊥vAB
, wN =
L⊥
vA
w, pN =
Lp
L⊥p0
p,
où p0 est la pression d'équilibre, Lp représente la longueur caractéristique du gradient de pression
et µ0 est la perméabilité magnétique du vide. L'indice N signiﬁe que la grandeur est normalisée.
On utilise également des opérateurs normalisés :
∂tN = τA∂t, ∇2⊥N = L2⊥∇2⊥, {f, g}N = L2⊥ {f, g} .
Nous allons maintenant normaliser les équations (4.1, 4.3, 4.4), le détail de l'ensemble des calculs
se trouvent dans l'annexe 7.1.
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Normalisation de l'équation de la conservation de la quantité de mou-
vement
L'équation pour le potentiel électrostatique φ (4.1) s'écrit de la manière suivante :
nmi
B
∂tw +
nmi
B2
{φ,w} = − 1
B
{ψtot, j} − g∂yp+ µi⊥
B
∇2⊥w.
La normalisation de cette équation s'eﬀectue en plusieurs étapes. Après avoir normalisé le
temps, la vorticité, le potentiel électrostatique, le courant, le ﬂux magnétique, la pression et les
opérateurs (voir annexe 7.1.1), l'équation (4.1) se ré-écrit de la manière suivante :
∂tw + {φ,w} = −{ψtot, j} − A1∂yp+ ν∇2⊥w, (4.5)
avec A1 = β
(
L⊥
Lp
)2
Lp
R0
et ν = νN =
τAµi⊥
nmiL2⊥
. β = p0
B2/2µ0
représente le rapport de l'énergie
de la pression d'équilibre et de l'énergie magnétique. Toutes les grandeurs de l'équation (4.5)
ont été normalisées et l'on a omis l'indice N . On procède aux changements de variable suivant
j → −j (c'est à dire j = ∇2⊥ψ) et p→ v?p aﬁn d'obtenir un système d'équation plus homogène.
L'équation (4.5) s'écrit alors :
∂tw + {φ,w} = {ψtot, j} − κ1∂yp+ ν∇2⊥w , (4.6)
avec κ1 = 2ΩiτA
L⊥
R0
qui est l'un des paramètres de contrôle de l'instabilité d'interchange.
Normalisation de l'équation de l'énergie
L'équation pour la pression p (4.3) s'écrit de la manière suivante :
∂tp+
1
B
{φ, p}+ κ
B
∂yφ =
5
3
g
[
p0∂yφ− kBTe
e
∂yp
]
− 5
3
kBTe
e
1
B
{ψtot, j}+ χ⊥∇2⊥p.
La normalisation de cette équation s'eﬀectue en plusieurs étapes. Après avoir normalisé le
temps, la pression, le potentiel électrostatique, le courant, le ﬂux magnétique et les opérateurs
(voir annexe 7.1.2), l'équation (4.3) se ré-écrit de la manière suivante :
∂tp+ {φ, p} = (A2 − 1) ∂yφ− A3∂yp− A4 {ψtot, j}+ χ⊥∇2⊥p, (4.7)
avec A2 =
10Lp
3R0
, A3 =
5βLpL⊥
3ΩiτAR0Lp
et A4 =
5Lp
3L⊥ΩiτA
. Toutes les grandeurs de l'équation (4.7) ont été
normalisées et l'on a omis l'indice N . On procède aux changements de variable suivant j → −j
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et p→ v?p aﬁn d'obtenir un système d'équation plus homogène. L'équation (4.7) s'écrit alors :
∂tp+ {φ, p} = v? [(κ2 − 1) ∂yφ− κ2∂yp] + ρ?2 {ψtot, j}+ χ⊥∇2⊥p . (4.8)
Le paramètre κ2 =
10Lp
3R0
est l'autre paramètre de contrôle de l'instabilité d'interchange lié au
gradient de pression. Le paramètre ρ? =
√
5β
6Ω2i τ
2
A
détermine le niveau de couplage entre les
ﬂuctuations de pression et du ﬂux magnétique.
Normalisation de la loi d'Ohm
L'équation pour le ﬂux magnétique ψ (4.4) s'écrit de la manière suivante :
η∇2⊥ψ =
1
B
{ψtot, φ} − 1
neB
[{ψtot, p}+ κ∂yψ]− ∂tψ.
La normalisation de cette équation s'eﬀectue en plusieurs étapes. Après avoir normalisé le
temps, le ﬂux magnétique, la pression, le potentiel électrostatique, le courant et les opérateurs
(voir annexe 7.1.3), l'équation (4.4) se ré-écrit de la manière suivante :
∂tψ = {ψtot, φ} − v? {ψ, p} − v?∂yψ − η∇2⊥ψ. (4.9)
Toutes les grandeurs de l'équation (4.9) ont été normalisées et l'on a omis l'indice N . On procède
aux changements de variable suivant j → −j et p→ v?p aﬁn d'obtenir un système d'équation
plus homogène. L'équation (4.9) s'écrit alors :
∂tψ + {φ− p, ψtot} = −v?∂yψ + η∇2⊥ψ. (4.10)
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Chapitre 5
Bilan énergétique
5.1 Energie cinétique Ec
En utilisant les propriétés des crochets de Poisson, on peut, à partir de l'équation de conservation
de la quantité de mouvement (4.6), déﬁnir l'énergie cinétique Ec. Pour cela, il suﬃt de multiplier
l'équation (4.6) par φ et d'intégrer sur la surface dS = dxdy.
Le premier terme de l'équation (4.6), s'écrit :
φ∂t∇2⊥φ = φ∇⊥ · (∇⊥∂tφ)
= ∇⊥ · (φ∂tφ)− (∇⊥φ) ·
= ∇⊥ · (φ∂tφ)− 12∂t |∇⊥φ|2 .
(∇⊥∂tφ)
Il ne reste plus qu'à intégrer sur toute la surface en utilisant les conditions de bord du système
explicitées dans l'annexe 7.2.2. Il vient
∫
S
φ∂t∇2⊥φdS = −12 ddt
∫
S
|∇⊥φ|2 dS. En normalisant
l'équation (3.2), le potentiel est lié à la vitesse de dérive normalisée par la relation u = ez×∇⊥φ.
En remarquant que u2 = (∂xφ)
2 + (∂yφ)
2, on obtient
dEc
dt
= −
∫
S
φ∂t∇2⊥φdS =
1
2
d
dt
∫
S
|∇⊥φ|2 dS = 1
2
d
dt
∫
S
u2dS, (5.1)
où Ec =
∫
S
u2dS. On peut alors ré-écrire l'équation pour le potentiel électrostatique (4.6) en
faisant apparaître l'énergie cinétique :
dEc
dt
= −
∫
S
φ {ψtot, j} dS + κ1
∫
S
φ∂ypdS − ν
∫
S
φ∇4⊥φdS. (5.2)
5.2 Energie de la pression Ep
De la même façon, on peut déﬁnir l'énergie associée à la pression Ep en utilisant les propriétés des
crochets de Poisson dans l'équation (4.8). Ainsi, en multipliant le premier terme de l'équation
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(4.8) par p et en intégrant sur tout l'espace S, l'énergie contenue sous forme de pression E?p =∫
S
p2dS apparaît :
dE?p
dt
=
∫
S
p∂tpdS =
1
2
d
dt
∫
S
p2dS. (5.3)
On peut alors ré-écrire l'équation (4.8) en faisant apparaître E?p :
dE?p
dt
= −v? (1− κ2)
∫
S
p∂yφdS − v?κ2
∫
S
p∂ypdS + ρ
?2
∫
S
p {ψtot, j} dS + χ⊥
∫
S
p∇2⊥pdS. (5.4)
5.3 Energie magnétique Em
Enﬁn, on peut déﬁnir l'énergie magnétique Em associée au ﬂux magnétique de la même façon
que pour Ec et E?p . En multipliant le premier terme de l'équation (4.10) par le courant j et en
intégrant sur tout l'espace S, il vient
∫
S
j∂tψdS =
∫
S
∂2xψ∂tψdS+
∫
S
∂2yψ∂tψdS. En utilisant les
conditions de bord décrites dans l'annexe 7.2.2. et procédant par intégration par partie, il vient∫
S
j∂tψdS = −12 ddt
∫
S
|∇⊥ψ|2 dS. Enﬁn, en utilisant la déﬁnition du ﬂux magnétique (3.1), on
obtient :
dEm
dt
=
∫
S
j∂tψdS = −1
2
d
dt
∫
S
|∇⊥ψ|2 dS = −1
2
d
dt
∫
S
B2dS, (5.5)
où Em =
∫
S
B2dS. On peut alors faire apparaître l'équation d'évolution de l'énergie magnétique
à partir de la loi d'Ohm (4.10) :
dEm
dt
= −
∫
S
j {ψtot, φ− p}+ v?
∫
S
j∂yψdS − η
∫
S
j2dS. (5.6)
5.4 Energie : sources et puits
A partir des équations (5.2, 5.4, 5.6) qui donnent respectivement les expressions des énergies
cinétique, magnétique et de l'énergie stockée sous forme de pression (dite énergie de pression),
on peut eﬀectuer le bilan énergétique du système (4.6, 4.8, 4.10). Pour cela, on additionne les
équations (5.2) et (5.6), et on injecte l'équation (5.4) par l'intermédiaire du terme ρ?
2 {ψtot, j},
on a alors :
d
dt
[
Ec + Em +
1
ρ?2
E?p
]
= v
?
ρ?2
(κ2 − 1)
∫
S
p∂yφdS − v?κ2ρ?2
∫
S
p∂ypdS + v
?
∫
S
j∂yψdS
+κ1
∫
S
φ∂ypdS +
χ⊥
ρ?2
∫
S
p∇2⊥pdS − η
∫
S
j2dS − ν
∫
S
φ∇4⊥φdS. (5.7)
Dans l'équation (5.7), ce n'est pas E?p qui apparaît mais
1
ρ?2
E?p . C'est donc cette expression qui
est la plus pertinente pour l'énergie de pression et on choisit donc la déﬁnition suivante pour
l'énergie de pression :
Ep =
1
ρ?2
∫
S
p2dS. (5.8)
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L'énergie totale du système est donc :
E = Ec + Em + Ep. (5.9)
En utilisant des intégrations par partie et les conditions de bord décrites dans l'annexe 7.2.2.,
on peut ré-écrire l'équation pour l'énergie totale (5.7) de la manière suivante :
dE
dt
= −η
∫
S
j2dS − ν
∫
S
(∇⊥φ)2 dS − χ⊥
ρ?2
∫
S
|∇⊥p|2 dS + Sinput, (5.10)
où :
Sinput = −αS
∫
S
p∂yφdS (5.11)
avec αS = v
?
ρ?2
(1− κ2) + κ1. Sinput est le terme lié à la courbure du champ magnétique et
au gradient de pression, proportionnel au ﬂux de pression radial. En général, κ2 < 1 et donc
αS > 0.
Dans la limite idéale où les coeﬃcients de transport collisionnels sont nuls (ν = χ⊥ = η = 0),
l'énergie totale, donnée par l'équation (5.9), peut devenir un invariant du système s'il n'y a pas
de source d'interchange (Sinput = 0). En fait, le terme de source Sinput peut être relié à un
mécanisme d'interchange. On peut montrer qu'un échange radial de ﬂuctuations de pression
allant dans le sens d'un applatissement de la pression moyenne correspond à une variation
δSinput positive. Autrement dit, cela revient à mettre une source d'énergie pour les ﬂuctuations
du système. Nous verrons que ce mécanisme peut être à l'oeuvre sous certaines conditions dans
l'évolution non-linéaire du système. Remarquons aussi que l'équation (5.11) montre que l'eﬀet
diamagnétique, caractérisé par la vitesse diamagnétique v?, nourrit également les ﬂuctuations
d'énergie du système.
En réalité, les paramètres ν, χ⊥ et η sont très petits devant 1 en unités adimensionnées. Il
faut cependant noter que si l'on suppose l'existence d'une turbulence à des échelles beau-
coup plus petites que celle du phénomène physique qui nous intéresse (ici, la reconnexion)
alors les coeﬃcients de transport doivent être renormalisés tels que νrenormalisé/ν  1 et
νrenormalisé ∼ ηrenormalisé ∼ χ⊥renormalisé [27, 28]. D'autre part, ces paramètres de trans-
port peuvent avoir un rôle important dans la dynamique du système, en particulier au voisinage
de la surface de résonance où la résistivité joue un rôle clé. En eﬀet, cette dernière est à l'origine
de la reconnexion des lignes du champ magnétique par forte génération de courant au niveau
des séparatrices [41]. Comme on peut l'observer dans l'équation (5.10), il y alors dissipation
d'énergie par eﬀet Joule. De plus, les énergies cinétique et de pression sont dissipées lorsque
respectivement la viscosité ν et la diﬀusion thermique perpendiculaire χ⊥ sont non nulles.
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Conclusion
En prenant les premiers moments de l'équation de Boltzmann (1.1) qui décrit les évolutions de
la fonction de distribution des électrons et de la fonction de distribution des ions, on obtient
les équations nécessaires (1.3, 1.14, 1.19) à la description ﬂuide du plasma. En couplant ces
équations à celles de Maxwell Eq.(1.26), on obtient le modèle MHD à deux ﬂuides. Les équations
de la MHD sont diﬃciles à résoudre tant d'un point de vue analytique que d'un point de
vue numérique. Ainsi, en considérant que le plasma est fortement magnétisé dans la direction
ez, dans le cadre des approximations de dérive et des ions froids (pi = 0), il est possible de
ne garder que la dynamique pertinente, pour le problème physique qui nous concerne, régie
par les équations (3.3, 3.5, 3.6). Ce modèle à trois champs φ, pe = p et ψ contient, en fait,
un grand nombre de termes et de paramètres qui reﬂète la richesse des dynamiques et des
phénomènes physiques qu'il inclut. En ne gardant que les termes permettant de modéliser le
mode de déchirement et l'instabilité d'interchange et après normalisation de toutes les quantités
physiques, on obtient le modèle ﬁnal régi par les équations (4.6, 4.8, 4.10). Nous l'utiliserons pour
modéliser l'évolution d'un îlot magnétique en présence de turbulence d'interchange. Autrement
dit, les équations (4.6, 4.8, 4.10) contiennent, de manière auto-consistante, à la fois l'instabilité
résistive du mode de déchirement et l'instabilité d'interchange liée à la courbure du champ
magnétique et au gradient de pression. Le modèle utilisé ici est fait une version réduite du
modèle à quatre champs utilisé dans [42].
Pour caractériser les diﬀérentes dynamiques qui peuvent apparaître suivant les diﬀérents régimes
de paramètres, il est très utile d'étudier la répartition des énergies du système. A partir de
ce modèle, on a pu déﬁnir l'énergie cinétique Ec (Eq.5.1) liée au potentiel électrostatique,
l'énergie de pression Ep (Eq.5.8) liée à la pression et l'énergie magnétique Em (Eq.5.5) liée au
ﬂux magnétique. Le bilan énergétique du système donné par l'équation (5.10) montre que ces
trois énergies sont des invariants idéaux (η = ν = χ⊥ = 0) lorsqu'il n'y a pas d'instabilité
d'interchange. Cependant, lorsqu'il y a échange de tubes de ﬂux, les termes d'interchange et
l'eﬀet diamagnétique nourissent l'énergie totale du système.
L'objectif de cette thèse est donc d'étudier la dynamique non-linéaire d'un îlot magnétique en
présence de turbulence d'interchange. Pour cela, il faut donc résoudre les équations (4.6, 4.8,
4.10). La résolution non-linéaire de ces équations n'est pas chose aisée et, pour cela, on utilisera
l'outil numérique (voir l'annexe 7.2 qui décrit le code numérique utilisé pour cette thèse).
Cependant, avant d'étudier numériquement l'évolution non-linéaire, il est très utile d'étudier
en premier lieu les diﬀérentes solutions linéaires des équations (4.6, 4.8, 4.10). C'est l'objet de
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la partie suivante, dans lequel une étude analytique complétée d'une étude numérique, permet
de comprendre le mécanisme de déstabilisation d'un îlot magnétique en présence des eﬀets de
pression et de comprendre l'eﬀet d'un champ magnétique sur les modes interchanges.
Troisième partie
Etude Linéaire
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Introduction
Les équations (4.6,4.8,4.10) décrivent donc un modèle à trois champs incluant les phénomènes
d'interchange et de mode de déchirement existant dans les plasmas. En fait, il existe de très
nombreuses études qui se sont intéressées aux instabilités résistives incluant notamment des
eﬀets de pression. On pourra citer par exemple [43, 44] et plus récemment [45]. Ces équations
sont non-linéaires et pour les résoudre complètement il faut faire appel à des méthodes numé-
riques (cf. partie IV). Néanmoins, l'évolution non-linéaire du système est liée à la nature des
modes linéairement instables qui vont se développer initialement. Dans un premier temps, nous
allons donc linéariser le système aﬁn de mettre en évidence les diﬀérents mécanismes de désta-
bilisation. Les équations (4.6,4.8,4.10) présentent, en fait, deux cas limites de modes instables
qui peuvent agir à des échelles spatiales et temporelles diﬀérentes. Nous pourrons discriminer
ces deux cas limites puisque les modes présentent des parités opposées. Lorsque p = v? = 0 (et
donc ptot = p+p0 = 0), la linéarisation du système conduit à des champs localisés au niveau de
la couche résistive avec un ﬂux magnétique pair et un potentiel électrostatique impair. C'est le
mode de déchirement classique bien connu [21, 39]. Au contraire, lorsque ψtot = ψ+ψ0 = 0, on
obtient l'interchange électrostatique [40] dans lequel la pression et le potentiel électrostatique
sont pairs et non localisés (dans le cas de l'interchange électromagnétique, le ﬂux magnétique
est impair). Dans notre modèle, les deux types instabilités sont présentes et peuvent être en
compétition. La linéarisation du système permettra de discriminer la nature de l'instabilité
dominante. Dans cette partie, après avoir brièvement rappelé à quoi correspondent les modes
d'interchange électrostatique et de déchirement, nous nous focaliserons sur la linéarisation du
système à trois champs Eqs. (4.6,4.8,4.10).
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Chapitre 6
Régime linéaire de l'interchange et du
mode de déchirement
6.1 Interchange électrostatique
L'instabilité d'interchange est analogue à celle de Rayleigh-Taylor pour les ﬂuides neutres : un
ﬂuide lourd qui se trouve au dessus d'un ﬂuide léger dans le champ gravitationnel terrestre est
instable. Des petites perturbations, à l'interface des deux ﬂuides, s'ampliﬁent et se renforcent.
Leur ré-arrangement aura alors tendance à se renverser et le ﬂuide lourd se retrouvera ainsi
en bas. C'est pour cette raison que l'on parle d'instabilité d'échange. Elle apparaît quand le
gradient de densité dans le ﬂuide s'oppose à la force gravitationnelle (Figure (6.1)).
Au bord d'un plasma de tokamak, un mécanisme équivalent existe dans lequel le gradient
de pression ∇p joue le rôle de celui de la densité et la courbure du champ magnétique g
engendre une force eﬀective Fg ≈ −g. A cause du conﬁnement magnétique, le plasma est plus
chaud et plus dense au centre qu'au bord et le gradient de pression est orienté vers le centre
(axe r = 0). La force eﬀective due à la courbure toroïdale est dirigée de l'axe de symétrie
(R = 0) vers l'extérieur du tore. Il y a donc inévitablement des zones instables par rapport
au mécanisme d'échange (Figure (6.2)). Les zones instables coïncident avec les endroits où le
n n
instablestable
g
Figure 6.1  Un ﬂuide lourd se trouvant au dessus d'un ﬂuide léger et soumis à la gravitation
g est instable (instabilité de Rayleigh-Taylor).
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Figure 6.2  Géométrie de l'instabilité d'interchange dans un tokamak. Les ﬂuctuations sont
instables côté faible champ (zone rouge) et stable côté fort champ (zone verte).
champ magnétique est relativement faible. (On rappelle que le champ toroïdal décroît comme
1/R.) Ces instabilités reﬂètent la tendance du plasma d'atteindre un état énergétiquement
plus favorable par une inversion de deux tubes de ﬂux magnétique voisins. En fait, dans un
tokamak, l'instabilité de type interchange dominante est l'instabilité de ballonement résistif tri-
dimensionnelle. Dans notre étude 2D, nous négligerons les eﬀets liés au paramètre de courbure
géodésique. Nous verrons que le déclenchement de l'instabilité d'interchange, en présence d'un
fort champ magnétique toroïdal, nécessitera alors à sur évaluer la valeur du paramètre de
courbure κ1[22].
Dans notre modèle, l'interchange électrostatique se déduit des équations (4.6,4.8,4.10) en pre-
nant ψtot = ψ + ψ0 = 0 :
∂t∇2⊥φ+ {φ,∇2⊥φ} = −κ1∂yp+ ν∇4⊥φ (6.1)
∂tp+ {φ, p} = v? (κ2 − 1) ∂yφ+ χ⊥∇2⊥p (6.2)
où le gradient de pression s'oppose aux termes de courbure représentés par κ1 et κ2. Pour linéa-
riser un tel système, il suﬃt de considérer que les champs φ et p sont en phase et non locaux :
f (x, y, t) = f0e
ikxx+ikyyeγintt où γint est le taux de croissance linéaire de l'instabilité. La linéa-
risation du système permet de déterminer l'expression du taux de croissance de l'interchange :
γint =
ky
k⊥
√
v? (1− κ2)κ1 − νk2⊥. (6.3)
Dans (6.3), k2⊥ = k
2
x + k
2
yet l'on a supposé par simplicité que ν = χ⊥. On remarquera que
les coeﬃcients de transport ν et χ⊥ stabilisent les petites échelles. La Figure (6.3) montre le
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Figure 6.3  Taux de croissance linéaire théorique de l'interchange électrostatique γint et du
mode de déchirement classique γTC en fonction du nombre d'onde poloïdal ky avec ν = χ⊥ =
η = 10−4, v? = 2.10−3, κ1 = 0.11, κ2 = 0.36, ∆′0.4 = 8 et Ly = 5pi.
taux de croissance linéaire γint en fonction du nombre d'onde poloïdal ky (Eq.(6.3)) pour des
valeurs de paramètres typique du tokamak TORE SUPRA (ν = χ⊥ = η = 10−4, v? = 2.10−3,
κ1 = 0.11, κ2 = 0.36). Avec de tels paramètres, le taux de croissance maximal γintMAX = 0.011
correspond au nombre d'onde poloïdal kyMAX = 2. La Figure (6.4) montre les fonctions propres
de l'interchange électrostatique du mode le plus instable ky = 2 pour une simulation linéaire avec
ν = χ⊥ = η = 10−4, v? = 2.10−3, κ1 = 0.11, κ2 = 0.36. La partie (a) de la Figure (6.4) présente
la fonction propre φky=2 (x) = φ2 (x) et la partie (b) la fonction propre pky=2 (x) = p2 (x). Les
deux fonctions propres sont paires et étalées sur toute la boîte.
6.2 Mode de déchirement
En MHD idéale, on peut montrer que les lignes du champ magnétique sont advectées avec
le ﬂuide. Ce phénomène est plus couramment appelé gel des lignes de champ. La Figure
(6.5) montre qu'en MHD idéale les perturbations du champ magnétique ne peuvent modiﬁer la
topologie des lignes de champ.
Cependant, lorsque l'on se place en MHD résistive, les lignes de champ ne sont plus gelées : il
peut y avoir destruction, puis reconnexion des lignes de champ. Prenons l'exemple d'un plasma
ayant une vitesse ﬂuide u = uxx orthogonale aux lignes de champ magnétique B = By (x)y
[46]. En eﬀet, la loi d'Ohm, en milieu résistif, implique l'existence d'une force F = j ×B telle
que :
Fx =
−uxB2y
η
.
Cette force s'oppose donc à la vitesse du ﬂuide induite par le champ magnétique. Lorsque
η = 0+, la force est inﬁnie et les lignes de champ ne peuvent pas changer de topologie. Mais, dès
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Figure 6.4  Fonctions propres de l'interchange électrostatique pour le mode le plus instable
ky = 2 : (a) φ2 (x), (b) p2 (x) à t = 1700τA pour une simulation linéaire avec ν = χ⊥ = η = 10−4,
v? = 2.10−3, κ1 = 0.11, κ2 = 0.36.
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Figure 6.5  Lignes de champ pour un plasma idéal avec η = 0.
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Figure 6.6  Lignes de champ pour un plasma résistif avec η 6= 0 après reconnexion. On
observe la présence de trois îlots magnétiques.
que η > 0, il peut arriver que sur certaines surfaces (appelées surfaces résonantes) By s'annule
localement et donc Fx aussi ; permettant, ainsi, un changement topologique des lignes de champ.
Ainsi, dans un plasma résistif, il y a une diﬀusion du plasma à travers les lignes de champ,
caractérisée par le temps résistif. Sur les ﬁnes surfaces résonantes, les lignes de champ peuvent
se déchirer puis se reconnecter pour former des îlots magnétiques (Figure (6.6)). Le mode de
déchirement est donc une instabilité résistive localisée au niveau des surfaces résonantes.
Le modèle minimal associé à cette instabilité s'obtient en imposant ptot = 0 (c'est à dire
p = v? = 0) dans les équations (4.6,4.8,4.10) :
∂t∇2⊥φ+ {φ,∇2⊥φ} = {ψtot, j}+ ν∇4⊥φ (6.4)
∂tψtot + {φ, ψtot} = η∇2⊥ψ . (6.5)
La linéarisation du système permet de déterminer à quelle condition et à quelle vitesse le mode
de déchirement magnétique se développe. Introduisons un ﬂux magnétique et un potentiel
électrostatique déphasés de pi/2 :
ψtot (x, y, t) = ψ0 (x) + iψ˜ky (x) e
ikyyeγTCt
φ (x, y, t) = γTC
ky
φ˜ky (x) e
ikyyeγTCt.
Comme nous ne nous intéressons pas à des instabilités de type alfvénique qui apparaissent en
traitant le cas idéal, on fait l'hypothèse que le taux de croissance linéaire γTC de l'îlot est faible à
l'échelle du temps d'Alfvén τA, mais grand par rapport à l'échelle résistive, la diﬀusion résistive
se faisant localement, sur une échelle de longueur bien inférieure au petit rayon r0 ∼ L⊥. Ainsi
on fait l'hypothèse suivante :
1 γTC  τR
τA
= S (6.6)
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où τR =
L2⊥
η
est le temps résistif. On suppose aussi que les eﬀets résistifs deviennent non
négligeables seulement dans une ﬁne région située près de la couche x = 0 (surface résonante).
Ainsi, la linéarisation du système s'eﬀectue en séparant le plasma en deux régions (une région
où l'on considère le plasma idéal sans résistivité et une région où le plasma est résistif). On
résout alors les équations séparément dans chacunes des deux régions puis on raccorde les deux
solutions.
Solution dans la zone idéale
Dans la zone idéale où η = 0, la loi d'Ohm Eq.(6.5) se met sous la forme :
φ˜ky (x) =
ψ˜ky (x)
ψ′0 (x)
,
où le proﬁl du champ magnétique d'équilibre choisi est donné par ψ′0 (x) = tanh (x). Une
solution simple du système est alors :
ψ˜ky (x) = e
−ky |x|
[
1 +
tanh(|x|)
ky
]
. (6.7)
Solution dans la zone résistive
Dans cette couche ﬁne radialement (∇2⊥ ∼ ∂2x), en négligeant les eﬀets visqueux (par souci de
simplicité) et où l'équilibre est tel que ψ′0(x) ∼ x, les équations (4.6,4.8,4.10) se mettent sous
la forme :
γ2TC
k2y
φ˜′′ky(x) = −xψ˜′′ky(x)
ψ˜ky(x) = xφ˜ky(x) +
η
γTC
ψ˜′′ky(x).
(6.8)
A ce stade, pour résoudre le système (6.8), on suppose que la perturbation ψ˜ky(x) varie peu
au voisinage de la couche résistive , ψ˜ky(x) ∼ ψ˜ky(0), mais que ses dérivées successives varient
fortement. Cette hypothèse est connue sous le nom de l'approximation ψ-uniforme (constant-
ψ en anglais) et est valide tant que la diﬀusion résistive est locale et lente par rapport au temps
d'Alfvèn (hyp.(6.6)). Le système (6.8) se met alors sous la forme d'une équation diﬀérentielle
indépendante des diﬀérents paramètres du système :
z + z2χ(z) = χ′′(z),
avec x = αz, φ˜ky(x) = −α−1ψ˜ky(0)χ(z) et α = (ηγTCk2y )
1/4. La fonction χ(z) est toujours une
fonction localisée autour de la couche résistive (χ (±∞) = 0).
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Raccordement asymptotique
Les équations (4.6,4.8,4.10) ont été résolues linéairement dans les zones idéale et résistive. Il
faut maintenant raccorder asymptotiquement les deux solutions pour trouver une expression
du taux de croissance linéaire du mode de déchirement γTC . Pour cela, on déﬁnit le paramètre
d'instabilité bien connu ∆′ky qui représente le saut du champ magnétique au niveau de la couche
résistive :
∆′ky =
∫ +δ/2
−δ/2
ψ˜′′ky(x)
ψ˜ky(0)
dx, (6.9)
où δ est la largeur de la ﬁne couche résistive. En eﬀet, dans la limite idéale, le ﬂux magné-
tique présente une discontinuité au niveau de la ﬁne couche résistive. ∆′ky mesure donc cette
discontinuité.
Il faut alors que les dérivées de la solution résistive se raccordent avec celles de la solution
idéale dans la zone de recouvrement qui se situe, vue du domaine résistif très ﬁn radialement,
à l'inﬁni. Autrement dit, il faut que que la solution résistive décroisse très vite. Ce qui conduit
à la condition de raccordement suivante :
∆′ky =
∫ +∞
−∞
ψ˜′′ky(x)
ψ˜ky(0)
dx, (6.10)
où ψ˜ky est la solution obtenue dans la zone résistive. ∆
′
ky
devient alors le paramètre d'instabilité
du mode de déchirement ky. Lorsqu'il est positif, le système est instable et un îlot magnétique
croît avec γTC . Lorsqu'il est négatif, γTC est négatif également, le système est stable et aucun
îlot ne croît. En fait, ce paramètre peut être associé à la quantité d'énergie magnétique libérée
au niveau de la couche résistive lorsque la reconnexion se produit [47, 48, 49]. En utilisant la
loi d'Ohm dans (6.10), on obtient ﬁnalement l'expression du taux de croissance du mode de
déchirement ky :
γTC = A
−4/5∆′4/5ky η
3/5k2/5y , (6.11)
où A =
∫ +∞
−∞
χ′′(z)
z
dz ∼ 2.17 est indépendant des diﬀérents paramètres.
Sur la Figure (6.3), les points rouges représentent le taux de croissance théorique γTC (Eq.(6.11))
en fonction du nombre d'onde poloïdal ky. Pour les paramètres choisis, alors qu'il y a un certain
nombre de modes interchanges instables, seul le mode de déchirement instable correspond à
kymin = 0.4 avec ∆
′
0.4 = 8. Pour les autres modes de déchirement, le ∆
′ associé est négatif, il en
résulte un taux de croissance négatif. Sur la Figure (6.7), les contours du ﬂux magnétique ψ et
du potentiel électrostatique φ, obtenus par une simulation linéaire avec η = ν = 10−4, ∆′0.4 = 8
et Ly = 5pi, sont présentés. La croissance et la formation linéaire de l'îlot magnétique (observé
sur le contour de ψ) s'accompagne d'une croissance linéaire des énergies magnétique Em et
cinétique Ec et de l'apparition d'une structure en quadripôle pour le potentiel électrostatique φ
permettant le maintient de l'îlot magnétique. Sur la Figure (6.8), les fonctions propres du mode
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Figure 6.7  Contours du ﬂux magnétique ψ et du potentiel électrostatique φ et évolution
temporelle des énergies magnétique et cinétique obtenus par une simulation linéaire du mode
de déchirement classique avec η = ν = 10−4, ∆′0.4 = 8 et Ly = 5pi.
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Figure 6.8  Fonctions propres du mode de déchirement classique ky = 0.4 : (a) φ0.4 (x), (b)
ψ0.4 (x) à t = 4000τA pour la simulation avec η = ν = 10−4, ∆′0.4 = 8 et Ly = 5pi.
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de déchirement classique ky = 0.4 obtenues par la même simulation que précédemment sont
présentées. La partie (a) de la Figure (6.8) présente la fonction propre φ0.4 (x) et la partie (b)
présente la fonction propre ψ0.4 (x). Les deux champs, localisés autour de la couche résistive,
sont de parité diﬀérente : le ﬂux magnétique ψ0.4 (x) est pair alors que le potentiel électrostatique
φ0.4 (x) est impair.
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Chapitre 7
Régime linéaire du modèle à trois champs
Nous venons de présenter la résolution des équations linéaires des deux cas limites, interchange
électrostatique et mode de déchirement classique. Ces deux instabilités sont de parités opposées
et leur résolution linéaire demande des hypothèse fortes (ψ-uniforme). Il apparaît alors évident
que la résolution linéaire du système complet à trois champs prenant en compte les deux
instabilités Eqs.(4.6,4.8,4.10) peut poser quelque problème et reste compliquée. Nous avons donc
eﬀectué deux calculs. Le premier, avec une parité mode de déchirement, permet d'étudier l'eﬀet
de la pression et plus précisément de ρ? sur le mode de déchirement classique. Ce calcul montre
que la dynamique linéaire d'un îlot magnétique peut être fortement aﬀectée par la pression. Le
second, avec une parité interchange, montre qu'en présence d'un champ magnétique constant,
les modes interchanges électrostatiques peuvent se stabiliser.
7.1 Eﬀet de ρ? sur le mode de déchirement classique
Les équations (4.6,4.8,4.10) montrent que la pression électronique est couplée directement au
ﬂux magnétique par l'intermédiaire du crochet de Poisson ρ?2 {ψ, j}. Ce terme correspond à la
partie adiabatique de l'équation de l'énergie Eq.(4.8) et est relié à la vitesse parallèle électro-
nique. Ce terme contient une partie linéaire (ψtot = ψ + ψ0) qui doit certainement aﬀecter la
croissance linéaire de l'îlot magnétique. L'objectif de ce paragraphe est de comprendre l'eﬀet de
ce terme sur la croissance de l'îlot. Pour cela, on résout les équations (4.6,4.8,4.10) linéairement
en négligeant les eﬀets de courbure, les eﬀets diamagnétiques et les eﬀets visqueux et diﬀusif.
On cherche donc à résoudre les équations linéaires suivantes :
∂t∇2⊥φ = {ψ0, j} (7.1)
∂tp = ρ
?2 {ψ0, j} (7.2)
∂tψ + {φ− pe, ψ0} = ηj . (7.3)
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Ces trois équations sont très proches de celles du mode de déchirement classique Eqs.(6.4,
6.5) et il est intéressant de noter que l'équation de la conservation du mouvement Eq.(7.1) est
similaire à l'équation de l'énergie Eq.(7.2).
Formation linéaire d'un îlot magnétique conduite par la pression élec-
tronique
Pour bien comprendre les diﬀérents mécanismes qui contrôlent la formation de l'îlot magnétique
et du fait de la symétrie qu'il existe entre les équations (7.1) et (7.2), il est intéressant de résoudre
les équations (7.1-7.3) dans la limite où φ = 0. Comme pour le mode déchirement classique, on
pose :
ψtot (x, y, t) = ψ0 (x) + iψ˜ky (x) e
ikyyeγTP t
p (x, y, t) = γTP
ky
p˜ky (x) e
ikyyeγTP t.
On résout alors les équations dans la zone idéale. La solution donnée par l'équation (6.7) est
toujours valable pour le ﬂux magnétique alors que la pression électronique est donnée par la loi
d'Ohm Eq.(7.3) :
p˜ky (x) = −
ψ˜ky (x)
ψ′0 (x)
.
Pour la région résistive, on procède de la même façon en faisant l'hypothèse que ∇2⊥ ∼ ∂2x
et en appliquant l'approximation ψ-uniforme. On arrive alors, après renormalisation, à une
équation diﬀérentielle très simple :
χ′′ (z) =
z
z2 + 1
,
avec α =
(
ηγTP
k2yρ
?2
)
et p˜ky (x) = −α−1ψ˜ky (0)χ′′ (z). Il est intéressant de noter que la pression
électronique joue un rôle équivalent à celui de la vorticité dans le mode de déchirement classique.
La déﬁnition de ∆′ky Eq.(6.9) reste valable ainsi que la condition de raccordement Eq.(6.10).
La résolution linéaire conduit alors à l'expression suivante pour le taux de croissance du mode
de déchirement conduit par la pression électronique
γTP = pi
−2/3∆′2/3ky η
1/3k2/3y ρ
?−2/3 . (7.4)
Sur la Figure (7.1), les contours du ﬂux magnétique ψ et de la pression électronique p sont
présentés pour une simulation linéaire des équations (7.1-7.3) avec φ = 0, η = χ⊥ = 10−4, ∆′0.4 =
8 et Ly = 5pi. Les énergies magnétique Em et de pression Ep croissent en même temps que l'îlot
se forme. Le quadripôle observé sur le potentiel électrostatique φ dans le mode de déchirement
classique apparaît sur la pression électronique et assure son rôle de maintien de l'îlot. C'est le
couplage entre la pression électronique et le ﬂux magnétique qui assure la formation de l'îlot.
Sur la Figure (7.2), les fonctions propres du mode de déchirement ky = 0.4 obtenues par la
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Figure 7.1  Contours du ﬂux magnétique ψ et de la pression électronique p et de l'évolution
temporelle des énergies magnétique et de pression obtenus par une simulation linéaire des
équations (7.1-7.3) avec φ = 0, η = χ⊥ = 10−4, ∆′0.4 = 8 et Ly = 5pi.
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Figure 7.2  Fonctions propres du mode de déchirement ky = 0.4 conduit par la pression
électronique : (a) p0.4 (x), (b) ψ0.4 (x) à t = 2000τA pour la simulation avec η = χ⊥ = 10−4,
∆′0.4 = 8 et Ly = 5pi.
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même simulation que précédemment (où φ = 0) sont présentées. La partie (a) de la Figure
(6.8) présente la fonction propre p0.4 (x) et la partie (b) présente la fonction propre ψ0.4 (x). Les
deux champs, localisés autour de la couche résistive, sont de parité diﬀérente (comme dans un
mode de déchirement classique conduit par le couplage φ− ψ) : le ﬂux magnétique ψ0.4 (x) est
pair alors que la pression électronique p0.4 (x) est impair.
Eﬀet de ρ? sur la formation linéaire d'un îlot magnétique
Nous avons résolu les équations (7.1-7.3) dans le cadre de deux limites. La première limite
correspond à p = 0, c'est à dire à un mode de déchirement classique où le quadripôle de
l'écoulement permet la croissance linéaire de l'îlot magnétique avec le taux de croissance γTC
donné par l'Eq.(6.11). La deuxième limite correspond au cas où φ = 0. Dans cette limite, c'est
le couplage entre le ﬂux magnétique et la pression électronique qui conduit à la formation de
l'îlot avec un taux de croissance γTP donné par Eq.(7.4). Pour bien comprendre l'eﬀet de la
pression électronique et plus précisément du terme en ρ? sur la formation de l'îlot dans sa
globalité, nous allons maintenant nous intéresser à la résolution linéaire du système à trois
champs Eqs.(7.1-7.3). Pour cela, on pose comme précédemment :
ψtot (x, y, t) = ψ0 (x) + iψ˜ky (x) e
ikyyeγTCP t
φ (x, y, t) = γTP
ky
φ˜ky (x) e
ikyyeγTCP t
p (x, y, t) = γTP
ky
p˜ky (x) e
ikyyeγTCP t.
Dans la zone idéale, l'expression (6.7) pour le ﬂux magnétique ψ est toujours valide ({ψ, j} = 0)
alors que la résolution de la loi d'Ohm donne :
φ˜ky (x)− p˜ky (x) =
ψ˜ky (x)
ψ′0 (x)
.
Pour la zone résistive, on linéarise les équations (7.1-7.3) en considérant ∇2⊥ ∼ ∂2x et l'approxi-
mation ψ-uniforme. On aboutit alors à l'équation diﬀérentielle suivante :
z = −z2χ (z) +
(
z2ρ?
2
α−2 + 1
)
χ′′ (z) , (7.5)
avec α =
(
ηγTCP
k2y
)1/4
, φ˜ky (x) = −α−1ψ˜ky (0)χ (z) et p˜ky (x) = ρ?2φ˜′′ky (x). Cette fois-ci, l'équa-
tion diﬀérentielle (7.5) obtenue n'est plus indépendante des paramètres du système. Sa résolu-
tion devient plus compliquée. En utilisant la condition de raccordement (6.10), on obtient alors
l'expression du taux de croissance
γTCP = A
−4/5∆′4/5ky η
3/5k2/5y , (7.6)
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Figure 7.3  Taux de croissance théorique et numérique γTCP en fonction de la résistivité η
avec ν = χ⊥ = 0, ∆′1 = 6, Ly = 2pi et ρ
? = 10−1.
où A =
∫ +∞
−∞
χ′′(z)
z
dz avec χ (z) vériﬁant (7.5). Lorsque p = 0 ou ρ?
2
= 0, la limite du mode de
déchirement classique Eq.(6.11) est bien retrouvée. De même, lorsque φ = χ = 0, on retombe
(de manière moins évidente) sur l'expression (7.4).
La Figure (7.3) donne le taux de croissance théorique γTCP (diamant violet) obtenu avec (7.6)
en fonction de la résistivité η pour ν = χ⊥ = 0, ∆′1 = 6, Ly = 2pi et ρ
? = 10−1. Cette
courbe montre qu'il y a un changement de pente après une certaine valeur de la résistivité.
Les deux régimes correspondent en fait au deux cas limites p = 0 (courbe rouge solide) et
φ = 0 (courbe trouée bleue). L'intersection des deux droites donne la valeur critique de la
résistivité ηC obtenue en égalant (6.11) avec (7.4). Ici avec ∆′1 = 1 et ρ
? = 10−1, on obtient
ηC = 0.58∆
′−1/2
1 ρ
?5/2 ∼ 8.10−4. Lorsque η > ηC , le taux de croissance donné par le mode de
déchirement classique γTC (Eq.(6.11)) est plus élevé que celui obtenu dans la limite φ = 0.
Naturellement, le système choisit le cas le plus instable et le mode de déchirement classique
est retrouvé avec les lois d'échelle γTCP ∼ η3/5 et δTCP ∼ η2/5. Lorsqu'au contraire η < ηC , le
couplage entre la pression électronique p et le ﬂux magnétique ψ est fort. La formation de l'îlot
magnétique est alors conduite par la perturbation de la pression. La couche résistive devient
plus ﬁne ou plus singulière que dans le cas classique p = 0 où seul un couplage ψ − φ existe.
Sur la Figure (7.3), les points turquoises représentent les points obtenus par la résolution linéaire
numérique des Eqs.(7.1-7.3) avec ∆′1 = 6 , ν = χ⊥ = 0 et ρ
? = 10−1. Il y a un bon accord
entre les points théoriques et les points numériques. Il existe un désaccord pour η > 5.10−2. En
eﬀet, pour des valeurs si élevées de la résistivité, la diﬀusion résistive est trop rapide, l'hypothèse
(6.6) n'est plus vériﬁée et par conséquent l'approximation ψ-uniforme est violée. D'autre part,
comme il a été montré dans [50], des eﬀets locaux concernant le courant d'équilibre peuvent
amener à changer de façon importante le comportement linéaire des modes de déchirement.
La Figure (7.4) présente les contours du ﬂux magnétique ψ, du potentiel électrostatique φ et
de la pression électronique p pour une simulation linéaire des équations (7.1-7.3) avec η =
ν = χ⊥ = 10−4, ∆′0.4 = 8, Ly = 5pi et ρ
? = 1. Pour de tels paramètres (en négligeant les
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Figure 7.4  Contour du ﬂux magnétique ψ, du potentiel électrostatique φ et de la pression
électronique p obtenus par une simulation linéaire des équations (7.1-7.3) avec η = ν = χ⊥ =
10−4, ∆′0.4 = 8, Ly = 5pi et ρ
? = 1.
eﬀets visqueux et diﬀusif), le taux de croissance γTP obtenu par Eq.(7.4) est supérieur à γTC
obtenu par Eq.(6.11). Le mode de déchirement doit donc être conduit par un couplage entre
le ﬂux magnétique ψ et la pression p. En eﬀet, sur la Figure (7.4), la structure en quadripôle
est observée sur les contours de φ et de p, mais, en terme d'amplitude, il est clair que ce sont
les structures quadripolaires de la pression qui permettent le maintient de l'îlot magnétique.
La Figure (7.5) présente les fonctions propres du mode de déchirement ky obtenues par une
simulation linéaire des équations (7.1-7.3) avec η = ν = χ⊥ = 10−4, ∆′0.4 = 8, Ly = 5pi et ρ
? = 1.
Sur la partie (a) de la Figure (7.5), la fonction propre du ﬂux magnétique ψ0.4 (x) correspond à
celle obtenue dans le cas du mode de déchirement classique (Figure (6.8)). C'est une fonction
paire qui est localisée au niveau de la couche résistive. La partie (b) de la Figure (7.5) montre
la fonction propre de la pression p0.4 (x) alors que la partie (c) montre la fonction propre du
potentiel électrostatique φ0.4 (x). Ces deux Figures prouvent bien que le mode de déchirement
est conduit par un couplage ψ− p dans cette simulation. En eﬀet, tout d'abord, l'amplitude de
la pression est encore supérieure à celle du potentiel électrostatique. Puis, alors que la fonction
propre φ0.4 (x) s'étend sur toute la boîte, la fonction propre de la pression électronique obtenue
a la même forme que celle obtenue pour un mode de déchirement conduit par la pression (cf.
Figure(7.2)) : c'est une fonction impaire localisée au niveau de la couche résistive.
7.2 Eﬀet d'un champ magnétique sur l'interchange
Nous venons de voir comment la pression électronique modiﬁe un mode de déchirement en
linéarisant le système Eqs.(4.6,4.8,4.10) et en suivant l'approximation ψ-uniforme. Il est aussi
très important d'étudier les solutions linéaires des équations (4.6,4.8,4.10) d'un point de vue
interchange et de voir comment le champ magnétique aﬀecte les modes interchanges. Plus
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Figure 7.5  Fonctions propres du mode de déchirement ky = 0.4 obtenues par une simulation
linéaire des équations (7.1-7.3) : (a) ψ0.4 (x), (b) p0.4 (x) et (c) φ0.4 (x) à t = 1700τA avec
η = ν = χ⊥ = 10−4, ∆′0.4 = 8, Ly = 5pi et ρ
? = 1.
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précisément, il s'agit d'étudier comment, loin de la couche résistive, les modes interchanges
sont aﬀectés par la présence d'un champ magnétique constant. On cherche donc à résoudre le
système linéaire suivant :
∂t∇2⊥φ = ψ′0∂yj − κ1∂yp+ ν∇4⊥φ (7.7)
∂tp = v
? [(κ2 − 1) ∂yφ− κ2∂ype] + ρ?2ψ′0∂yj + χ⊥∇2⊥pe (7.8)
∂tψ = ψ
′
0∂y (φ− p)− v?∂yψ + η∇2⊥j. (7.9)
On résout le système loin de la couche résistive en adoptant la parité interchange (c'est à dire
que l'on suppose que les trois champs φ, p et ψ sont pairs et tels que f (x, y, t) = f0eikxx+ikyyeλt).
On suppose également que loin de la couche résistive ψ′0 = cste. On peut aussi se placer au
voisinage de la couche résistive dans la mesure où l'on considère des nombres d'onde beaucoup
plus petits que le nombre d'onde associé à la longueur caractéristique du gradient du champ
magnétique d'équilibre. L'objectif de cette étude est alors de comprendre l'eﬀet de ψ′0 sur
les modes interchanges. La linéarisation des équations (7.7-7.9) conduit à la résolution d'une
équation du troisième degré dépendant des paramètres du système :
aλ3 + bλ2 + cλ+ d = 0 (7.10)
avec
a = 1
b = − (η + ν + χ⊥) k2⊥ − ikyv? (1 + κ2)
c = − (ηχ⊥ + ην + χ⊥ν) k4⊥ − ikyk2⊥v? (χ⊥ + ν)
−ikyk2⊥v?κ2 (η + ν)− k2yk2⊥ρ?ψ′0 − k2yψ′20
+k2yv
?2κ2 +
k2y
k2⊥
v?κ1 (1− κ2)
d = −ηνχ⊥k6⊥ − ikyk4⊥ (νηv?κ2 + νχ⊥v?)− k2yk4⊥νρ?ψ′20
+k2yk
2
⊥νv
?2κ2 − k2yk2⊥χ⊥ψ′20 + k2yηv?κ1 (1− κ2)
+ik3yκ1ρ
?2ψ′20 − ik3yv?ψ′20 + i k
3
y
k2⊥
v?
2
κ1 (1− κ2) .
L'équation (7.10) a trois racines imaginaires. Les parties réelles γ1, γ2 et γ3 correspondent
aux taux de croissance de l'instabilité alors que les parties imaginaires correspondent à des
fréquences. Sur la Figure (7.6), les solutions particulières γ1, γ2 et γ3 de l'équation (7.10)
sont présentées en fonction du nombre d'onde poloïdal ky pour un cas particulier tel que
η = ν = χ⊥ = 10−4, κ1 = 3, κ2 = 0.35, v? = 10−2, ρ?
2
= 5
3
∗ 0.002 et ψ′20 = 5.10−2. Comme le
montre la Figure (7.6), une seule racine est instable (γ1) et permet la déstabilisation des modes
interchanges électromagnétiques. Comme le montre la Figure (7.7), ces modes interchanges élec-
tromagnétiques dépendent fortement de ψ′0. La partie (a) de la Figure (7.7) montre l'évolution
du maximum de γ1 en fonction de ψ′0 pour des paramètres tels que η = ν = χ⊥ = 10
−4, κ1 = 3,
κ2 = 0.35, v? = 10−2, ρ?
2
= 5
3
∗ 0.002. Dès que ψ′0 devient trop important, tous les modes in-
terchanges sont stabilisés. C'est un résultat important qui montre l'alfvènisation 1 des modes
1. Dans le cadre MHD, une perturbation d'un système magnétisé tend à se propager le long des lignes de
champ magnétique sous la forme d'ondes à la vitesse d'Alfvèn [22]. On parle d'alfvènisation. Dans notre cas,
nous pouvons illustrer ce phénomène par un cas particulier. La linéarisation des équations sur des échelles
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Figure 7.6  Partie réelle des racines de l'équation (7.10) en fonction du nombre d'onde
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Figure 7.7  Eﬀet de ψ′0 sur la déstabilisation des modes interchanges électromagnétiques :
(a) Taux de croissance maximal en fonction de ψ′0, (b) mode ky le plus instable en fonction de
ψ′0 avec η = ν = χ⊥ = 10
−4, κ1 = 3, κ2 = 0.35, v? = 10−2, ρ?
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Figure 7.8  Taux de croissance linéaire γ obtenue par une simulation linéaire des équations
(7.7-7.9) avec η = ν = χ⊥ = 10−4, κ1 = 3, κ2 = 0.35, v? = 10−2, ρ?
2
= 5
3
∗ 0.002 et ψ′0 = 5.10−2.
interchanges par le champ magnétique. La partie (b) de la Figure (7.7) montre l'évolution du
mode ky le plus instable en fonction de ψ′0. Plus le champ magnétique est faible, plus les modes
interchanges sont localisés au niveau des grandes échelles. La Figure (7.8) montre le taux de
croissance γ en fonction du nombre d'onde poloïdal ky obtenu par une simulation linéaire des
équations (7.7-7.9) avec les mêmes paramètres que précédemment et ψ′0 = 5.10
−2. Cette Fi-
gure montre bien que, dans un cas favorable, on obtient bien plusieurs modes instables pour
l'interchange électromagnétique. D'après la Figure (7.8), le mode le plus instable correspond
à un nombre d'onde poloïdal ky = 1.2 avec un taux de croissance γ = 0.11. La Figure (7.9)
montre les fonctions propres (a) φ1.2 (x), (b) p1.2 (x) et (c) ψ1.2 (x) obtenues pour ce mode. Ce
sont bien des fonctions propres de type interchange : elles sont paires et étalées sur toute la
boîte (comme celles obtenues sur la Figure (6.4) pour l'interchange électrostatique).
spatiales petites devant la variation caractéristique du champ magnétique B0 = ψ′0 permet d'écrire B0 ∼ cste.
En prenant κ2 = ρ? = 0, χ⊥ = ν et γ  ω?ky (ω?ky = kyv?), l'instabilité d'interchange demeure car κ1v? 6= 0.
Néanmoins, le champ magnétique peut la stabiliser car, avec ces hypothèses, la résolution de l'Eq.(7.10) donne :
γ ∼ ±ky
√
κ1v?
k2⊥
−B20 − νk2⊥ dans la limite k⊥ 
√
ω?ky/η. On voit bien que si B0 est suﬃsament grand, on
obtient des ondes d'Alfvèn (ν = 0).
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Figure 7.9  Fonctions propres du mode le plus instable ky = 1.2 obtenues par une simulation
linéaire des équations (7.7-7.9) : (a) φ1.2 (x), (b) p1.2 (x), (c) ψ1.2 (x) à t = 200τA avec η = ν =
χ⊥ = 10−4, κ1 = 3, κ2 = 0.35, v? = 10−2, ρ?
2
= 5
3
∗ 0.002 et ψ′20 = 5.10−2.
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Chapitre 8
Résolution numérique du système linéaire
complet
Nous venons de linéariser les équations (4.6,4.8,4.10) de diﬀérentes façon en négligeant plusieurs
termes aﬁn de caractériser les instabilités qui se développent sur des échelles spatiales et tem-
porelles diﬀérentes. L'objectif de cette thèse est d'étudier la dynamique non-linéaire d'un îlot
magnétique en présence de turbulence interchange. Nous allons maintenant regarder le système
globalement et voir dans quelle mesure et/ou comment ces instabilités coexistent.
8.1 Mode de déchirement et modes interchanges
Pour étudier non-linéairement un îlot magnétique en présence d'une turbulence interchange, il
faut que, linéairement, au moins un mode de déchirement soit instable au niveau des grandes
échelles (pour permettre la formation de l'îlot) et qu'aux petites échelles plusieurs modes in-
terchanges soient instables. Il s'agira alors de trouver les bons paramètres pour favoriser cette
situation.
Formation d'un îlot magnétique en présence d'un interchange stable
Une première approche consiste à étudier l'évolution linéaire des équations (4.6,4.8,4.10) dans
le cas de paramètres proches de paramètres expérimentaux même si notre modèle 2D slab est
loin d'une quelconque réalité expérimentale. Nous avons donc choisi des paramètres typiques de
TORE SUPRA avec un îlot relativement gros (L⊥ = 0.24m et ∆′0.4 = 8), β = 10
−3, Lp = L⊥,
R0 = 2.24m et ΩiτA = 0.5. Avec de telles valeurs, on a κ1 = 0.11, κ2 = 0.36, v? = 2.10−3 et
ρ? = 3.33.10−3. La Figure (8.1) présente le taux de croissance linéaire γ d'une simulation linéaire
des équations (4.6,4.8,4.10) avec de telles valeurs de paramètres. Sur les petites échelles, aucun
mode est instable ; sur les grandes échelles, il y a deux modes instables. Comme le montre
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Figure 8.1  Taux de croissance linéaire γ en fonction du nombre d'onde poloïdal ky d'une
simulation linéaire des équations (4.6-4.10) avec η = ν = χ⊥ = 10−4, ∆′ = 8, Ly = 5pi,
κ1 = 0.11, κ2 = 0.36, v? = 2.10−3 et ρ? = 3.33.10−3.
la Figure (8.2) qui présente des fonctions propres (a) ψ0.4 (x), (b) φ0.4 (x) et (c) p0.4 (x) du
mode le plus instable ky de type mode de déchirement. En eﬀet, pour une telle simulation,
l'interchange est trop faible par rapport au champ magnétique et les modes interchanges sont
stabilisés. Le mode le plus instable amène à la formation d'un îlot magnétique observé sur la
Figure (8.3) par un couplage 'ψ−φ'. En eﬀet, le mécanisme d'échange n'est pas assez fort pour
lutter contre l'alvènisation des modes interchanges par le champ magnétique.
Nous verrons dans la partie suivante que l'étude non-linéaire d'une telle situation est très inté-
ressante dans la mesure où le mécanisme d'échange (stable linéairement) joue un rôle important
dans la dynamique non-linéaire de l'îlot magnétique.
Formation d'un îlot magnétique en présence d'un interchange instable
Pour obtenir une déstabilisation des modes interchanges sur les petites échelles, il faut donc
augmenter fortement les paramètres interchanges (κ1, κ2 et/ou v?) et étudier des situations où
le mode de déchirement est moins instable (nous prendrons désormais ∆′0.4 = 2 avec Ly = 5pi).
La Figure (8.4) montre le taux de croissance γ en fonction du nombre d'onde poloïdal ky pour
une simulation où ∆′0.4 = 2 et où l'on a augmenté fortement les paramètres d'interchanges :
κ1 = 5 et v? = 10−2. Comme pour la situation précédente (Figure (8.1)), aux grandes échelles, le
mode de déchirement ky = 0.4 est instable et permet la formation de l'îlot magnétique. Comme
le montre la Figure (8.5) qui présente les fonctions propres (a) ψ0.4 (x), (b) φ0.4 (x) et (c) p0.4 (x),
la parité de ce mode correspond à un mode de déchirement avec des fonctions propres localisées
sur la couche résistive, paire pour le ﬂux magnétique et impaire pour le potentiel électrostatique
et la pression. La Figure (8.4) montre également qu'il y a plusieurs modes instables au niveau
des petites échelles. Ces modes sont déstabilisés par un mécanisme d'échange fort (κ1). Les
fonctions propres (a) ψ2.4 (x), (b) φ2.4 (x) et (c) p2.4 (x) du mode interchange le plus instable
(ky = 2.4) sont présentées sur la Figure (8.6). La parité de ces fonctions propres corresponde
bien à une parité de type interchange : φ2.4 (x) et p2.4 (x) sont paires et ψ2.4 (x) est impaire. Par
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Figure 8.2  Fonctions propres du mode le plus instables ky = 0.4 obtenues par une simulation
linéaire des équations (4.6-4.10) : (a) ψ0.4 (x), (b) φ0.4 (x) et (c) p0.4 (x) à t = 4700τA avec
η = ν = χ⊥ = 10−4, ∆′0.4 = 8, Ly = 5pi, κ1 = 0.11, κ2 = 0.36, v
? = 2.10−3 et ρ? = 3.33.10−3.
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Figure 8.3  Contours du ﬂux magnétique ψ, du potentiel électrique φ et de la pression
électronique pe obtenus par une simulation linéaire des équations (7.1-4.10) à t = 4700τA avec
η = ν = χ⊥ = 10−4, ∆′0.4 = 8, Ly = 5pi, κ1 = 0.11, κ2 = 0.36, v
? = 2.10−3 et ρ? = 3.33.10−3.
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Figure 8.4  Taux de croissance γ en fonction du nombre d'onde poloïdal ky obtenu par une
simulation linéaire des équations (4.6-4.10) avec η = ν = χ⊥ = 10−4, κ1 = 5, κ2 = 0.36,
v? = 10−2, ρ?
2
= 5
3
2.10−3, ∆′0.4 = 2 et Ly = 5pi.
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Figure 8.5  Fonctions propres du mode ky = 0.4 obtenues par la simulation linéaire des
équations (4.6-4.10) : (a) ψ0.4 (x), (b) φ0.4 (x) et (c) p0.4 (x) à t = 9900τA avec η = ν = χ⊥ =
10−4, ∆′0.4 = 2, Ly = 5pi, κ1 = 5, κ2 = 0.36, v
? = 10−2 et ρ?
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2.10−3.
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Figure 8.6  Fonctions propres du mode ky = 2.4 obtenues par la simulation linéaire des
équations (4.6-4.10) : (a) ψ2.4 (x), (b) φ2.4 (x) et (c) p2.4 (x) à t = 9900τA avec η = ν = χ⊥ =
10−4, ∆′0.4 = 2, Ly = 5pi, κ1 = 5, κ2 = 0.36, v
? = 10−2 et ρ?
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Figure 8.7  Eﬀet de la résistivité sur la double instabilité : γ1 est le taux de croissance
maximal du mode de déchirement, γ2 est le taux de croissance du mode interchange le plus
instable. Les simulations linéaires ont été faites avec des paramètres tels que ν = χ⊥ = 10−4,
κ1 = 5, κ2 = 0.36, v? = 10−2, ρ?
2
= 5
3
2.10−3, ∆′0.4 = 2 et Ly = 5pi.
contre, la présence d'un champ magnétique aﬀecte les modes interchanges qui n'occupent plus
toute la boîte mais restent localisés au voisinage de l'îlot magnétique.
8.2 Eﬀet de la résistivité η
Comme nous l'avons vu au paragraphe (3.1.2), la résistivité η est un paramètre très important
pour la stabilité du mode de déchirement. Néanmoins, son eﬀet sur les modes interchanges
électromagnétiques n'est pas très clair. Il est donc intéressant de voir comment la résistivité
aﬀecte la résolution linéaire des équations (4.6,4.8,4.10). Plus précisément, il s'agit d'étudier
son impact sur une situation linéaire où la double instabilité est présente. Lorsque le mode de
déchirement est instable aux grandes échelles pendant que les modes interchanges sont instables
aux petites échelles, il y a deux taux de croissance signiﬁcatifs : γ1 pour le mode de déchirement
et γ2 pour le mode d'interchange le plus instable. La Figure (8.7) présente l'évolution de γ1
et de γ2 en fonction de la résistivité lorsque tous les autres paramètres ont été ﬁxés (ν =
χ⊥ = 10−4, κ1 = 5, κ2 = 0.36, v? = 10−2, ρ?
2
= 5
3
2.10−3, ∆′0.4 = 2 et Ly = 5pi). La Figure
(8.7) nécessiterait, en fait, d'être tracée sur un domaine plus grand pour la résistivité. La loi
d'échelle pour le mode de déchirement est alors déterminée γ1 = η0.87 ∼ η4/5. Elle est diﬀérente
de celle trouvée pour le mode de déchirement classique (Eq.6.11)) et de celle trouvée pour un
mode de déchirement conduit par la pression (Eq.7.4)). La résistivité a également un impact
sur les modes interchanges ce qui montre bien que ce sont des modes électromagnétiques et non
électrostatiques. Pour les résistivités élevées, la loi d'échelle suit celle du mode de déchirement
γ1 ∼ η4/5. Pour les résistivités plus faibles, il n'y a pas assez de points pour déterminer la loi
d'échelle. Pour aller plus loin, la Figure (8.8) présente la variation du taux de croissance γ
en fonction du nombre d'onde poloïdal ky obtenu par des simulations linéaires des équations
(4.6,4.8,4.10) pour trois valeurs diﬀérentes de la résistivité : (a) η = 10−4, (b) η = 5.10−4 et
82 CHAPITRE 8. ETUDE LINÉAIRE NUMÉRIQUE
0 1 2 3 4 5 6 7 8
−2.5
−2
−1.5
−1
−0.5
0
0.5
1
x 10−3
ky
Ta
ux
 d
e 
cr
oi
ss
an
ce
 γ
(a)
0 2 4 6 8 10 12 14
−2
0
2
4
6
8
10 x 10
−3
ky
Ta
ux
 d
e 
cr
oi
ss
an
ce
 γ
(b)
0 2 4 6 8 10 12 14 16
−5
0
5
10
15
20 x 10
−3
ky
Ta
ux
 d
e 
cr
oi
ss
an
ce
 γ
(c)
Figure 8.8  Taux de croissance γ obtenu par simulation linéaire des équations (4.6-4.10) pour
des valeurs diﬀérentes de la résistivité : (a) η = 10−4, (b) η = 5.10−4 et (c) η = 10−3.
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(c) η = 10−3. Il apparaît clairement que lorsque la résistivité augmente, le nombre de modes
interchanges instables augmentent ainsi que leur taux de croissance. Ce qui revient a augmenter
l'énergie des petites échelles. Il est intéressant de noter également un déplacement des modes
instables vers les grandes échelles.
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Conclusion
Les modes instables de l'interchange électrostatique sont pairs et occupent toute la boîte alors
que le mode de déchirement donne des fonctions impaires pour la pression et le potentiel
électrostatique et une fonction propre du ﬂux magnétique paire et localisée au niveau de la
couche résistive. La diﬀérence de parité entre les deux instabilités pose un problème important
pour la résolution linéaire analytique des équations (4.6, 4.8, 4.10).
Nous avons eﬀectué diﬀérentes études linéaires avec diﬀérentes hypothèses simpliﬁcatrices. Tout
d'abord, la pression électronique par l'intermédiaire de ρ? aﬀecte fortement la stabilité du mode
de déchirement classique. En eﬀet, les études analytique et numérique montrent que pour de
faibles valeurs de ρ?, c'est à dire pour un faible couplage entre la pression électronique et le
ﬂux magnétique, la pression aﬀecte peu le mode de déchirement classique. L'îlot magnétique se
forme, à une vitesse inchangée par la pression, grâce aux cellules quadripolaire qui elles-mêmes
se forment sur le potentiel électrostatique. Par contre, pour un fort couplage entre la pression
électronique et le ﬂux magnétique, (c'est à dire pour une grande valeur de ρ? ou pour de faible
valeur de la résistivité η (voir Figure (7.3)), la formation linéaire du mode de déchirement est
profondément aﬀectée par la pression électronique. L'îlot magnétique croît plus vite et c'est la
structure en quadripôle de la pression qui maintient l'îlot, le potentiel électrostatique jouant
un rôle secondaire.
Ensuite, nous avons résolu linéairement le système (4.6, 4.8, 4.10) en supposant les trois champs
φ, p et ψ pairs et en faisant l'hypothèse d'un champ magnétique d'équilibre constant radiale-
ment ψ′0 (x) = cst. L'eﬀet de la présence du champ magnétique est d'alfvèniser les modes in-
terchanges électrostatiques. Ainsi, pour obtenir des modes d'interchange magnétique instables,
il faut soit de forts eﬀets de courbure et de gradient de pression (valeurs élevées de κ1 et κ2),
soit un champ magnétique faible à l'extérieur de la couche de courant.
Enﬁn, la résolution linéaire complète des équations (4.6, 4.8, 4.10) a été faite de manière nu-
mérique. Tout d'abord, nous avons choisi des paramètres typiques de TORE SUPRA. Dans ce
cas là, le champ magnétique est trop fort en comparaison des eﬀets de courbure et de gradient
de pression. Il en résulte que seul le mode de déchirement contrôlé par un couplage entre le
ﬂux magnétique et le potentiel électrostatique est instable au niveau des grandes échelles. Tous
les modes instables de l'interchange électrostatique sont stabilisés par "alvènisation" au niveau
des petites échelles. Pour déstabiliser ces modes, il faut ampliﬁer la force des termes d'inter-
change (augmentation de κ1 et de v?). On obtient un mode de déchirement instable aux grandes
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échelles qui permet la formation d'un îlot magnétique et plusieurs modes interchanges instables
au niveau des petites échelles. La parité de ces modes est conforme à ce que l'on attend : les
fonctions propres de la pression et du potentiel électrostatique sont impaires pendant que la
fonction propre du ﬂux magnétique est paire pour le mode de déchirement instable. Alors que
pour les modes d'interchange, les fonctions propres de la pression et du potentiel électrostatique
sont paires pendant que la fonction propre du ﬂux magnétique est impaire.
Cette étude linéaire est une première approche pour comprendre la dynamique d'un îlot ma-
gnétique en présence d'interchange. Elle sera très utile pour la partie suivante dans lequel nous
allons étudier l'évolution non-linéaire du système.
Quatrième partie
Etude Non-linéaire
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Introduction
Dans la partie précédente, nous avons étudié analytiquement et numériquement la dynamique
linéaire d'un îlot magnétique en présence de l'instabilité d'interchange. Nous avons vu que
suivant les diﬀérents paramètres choisis initialement (paramètres du mode de déchirement,
paramètres de l'interchange, paramètres de diﬀusion) la situation linéaire pouvait être diﬀérente.
Il apparaît évident alors que la dynamique non-linéaire dépendra également de ces diﬀérents
paramètres. Dans cette nouvelle partie, nous allons donc étudier la dynamique non-linéaire d'un
îlot magnétique dans des cas bien précis en résolvant numériquement les équations (4.6,4.8,4.10).
Principalement, nous allons étudier trois cas non-linéaires avec des paramètres d'interchange et
de mode de déchirement diﬀérents mais avec des paramètres de diﬀusion identiques (ν = χ⊥ =
η = 10−4). Le tableau (8.1) donne les diﬀérentes valeurs des paramètres pour les trois cas. Il est
intéressant de noter qu'il y a deux jeux de paramètres possibles pour le système (4.6,4.8,4.10).
Le premier jeu, (β, L⊥, Lp, R0, Ωi, τA), est pratique pour comparer les résultats avec ceux
obtenus par l'expérience puisqu'il est composé de paramètres liés aux caractéristiques d'une
machine. Le second, (κ1, κ2, v?, ρ?), est utilisé dans un but plus théorique et sert à mettre
l'accent sur les diﬀérents mécanismes qui existent dans le système (4.6,4.8,4.10). Par exemple,
les paramètres κ1 et κ2 vont contrôler le mécanisme d'interchange pendant que ρ? contrôlera le
couplage 'ψ − p' et v? l'eﬀet diamagnétique.
La première simulation correspond à une situation linéaire telle que seul le mode de déchire-
ment ky = 1 est instable et permet la formation d'un petit îlot magnétique par un couplage
entre la pression et le ﬂux magnétique. Dans un plasma de tokamak, la résistivité est très
faible (de l'ordre de 10−7). Comme le montre la Figure (7.3), pour des valeurs si faibles de la
résistivité, la formation de l'îlot est contrôlée par un couplage 'ψ − p'. Il est donc intéressant
d'étudier la dynamique non-linéaire d'un îlot magnétique issu d'un couplage avec la pression.
La diﬃculté pour une telle simulation est la valeur très faible de la résistivité qui n'est pas nu-
mériquement stable. La première simulation a donc des paramètres loin d'une réalité physique
β L⊥ Lp R0 ΩiτA ∆′ κ1 κ2 v? ρ? Ly Lx
Simu 1 10−2 0.5 6 10−2 0 1 1 2pi 2pi
Simu 2 10−3 0.24m 0.24m 2.24m 0.5 8 0.11 0.36 10−3
√
5
3
2.10−3 2pi 5pi
Simu 3 10−3 0.24m 0.24m 2.24m 0.5 2 5 0.36 10−2
√
5
3
2.10−3 2pi 5pi
Table 8.1  Étude de trois cas non-linéaire diﬀérents.
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mais tels que l'on se trouve dans un régime 'ψ − p' (ρ? = 1). De plus, les modes interchanges
instables dans le cas électrostatique sont stabilisés par "alvènisation" dans le cas électroma-
gnétique. Une autre particularité importante est la négligence de l'eﬀet diamagnétique dans la
loi d'Ohm Eq.(4.10) par souci de simpliﬁcation. Nous verrons que dans ce cas, la dynamique
du système présente quatre régimes importants. Tout d'abord, il y a une croissance linéaire de
l'îlot magnétique puis le système atteint un premier plateau de saturation. Ensuite, les petites
échelles fortement générées permettent une transition vers un nouvel état stationnaire. Cette
première étude permet donc de montrer que dans le cas d'un petit îlot, les petites échelles sont
générées non-linéairement et aﬀectent fortement la dynamique [51].
La deuxième simulation correspond à une situation expérimentale réaliste pour le tokamak
TORE SUPRA. La situation linéaire est telle que seul le mode de déchirement ky = 0.4 est in-
stable alors que le mécanisme d'échange présent dans les équations est stable comme le montre
la Figure (8.1). Dans cette simulation, l'îlot magnétique est formé par le couplage classique
'ψ−φ'. En eﬀet, avec des paramètres réalistes et une résistivité trop importante (η = 10−4), on
se trouve dans le régime du mode de déchirement classique. Cette fois ci, l'eﬀet diamagnétique
dans la loi d'Ohm Eq.(4.10) n'est plus négligé. Il s'agit donc maintenant d'étudier l'eﬀet d'un
mécanisme d'interchange stable sur la dynamique non-linéaire d'un îlot magnétique en présence
de l'eﬀet diamagnétique. Une fois encore, la dynamique du système présente quatre régimes im-
portants : Les deux premiers régimes sont contrôlés par le mode de déchirement qui permet la
formation d'un îlot magnétique par un couplage 'ψ − φ'. Ensuite, le mécanisme d'interchange
stable linéairement va aﬀecter la dynamique non-linéaire en permettant une forte génération
d'un ﬂux zonal qui conduit à une bifurcation. Finalement, le système atteint un nouveau ré-
gime stationnaire quasi-linéaire. Nous verrons que dans cette situation, même si le mécanisme
d'interchange est stable, il aﬀecte profondément l'évolution non-linéaire de l'îlot magnétique.
Dans ce cas, les petites échelles ne sont pas générées et la dynamique est quasi-linéaire [52].
La troisième simulation est telle que les paramètres d'interchange (κ1 et v?) ont été fortement
augmentés et le mode de déchirement a été aﬀaibli (∆′ = 2) par rapport à la simulation
précédente aﬁn de lutter contre l'alvènisation des modes interchanges. Ainsi, la situation
linéaire est telle que l'on a un mode de déchirement instable aux grandes échelles (ky = 0.4)
qui permet la formation d'un îlot magnétique par couplage 'ψ − p'. Aux petites échelles, les
paramètres d'interchange sont suﬃsamment forts pour permettre la déstabilisation des modes
interchanges comme le montre la Figure (8.4). La dynamique non-linéaire présente encore quatre
phases importantes. Tout d'abord, il y a croissance des modes interchanges aux petites échelles
au voisinage de la surface de résonance. Puis il y a une première phase non-linéaire où les
structures quadripolaires apparaissent au niveau de la pression : l'îlot magnétique est en train
de se former. Ensuite, une cascade non-linéaire directe nourrit l'îlot magnétique (qui grossit)
et autorise la génération d'un ﬂux zonal. Finalement, l'îlot sature et les structures liées à
l'interchange ont tendance à disparaître.
Chapitre 9
Impact des eﬀets de rayon de Larmor ﬁnis
sur la dynamique non-linéaire d'un îlot
magnétique
Dans un tokamak, la résistivité est très faible (de l'ordre de 10−7). La Figure (7.3) montre
que pour une telle valeur de la résistivité on se trouve dans un régime où l'îlot magnétique
est conduit par le couplage entre le ﬂux magnétique et la pression électronique. Il est donc
intéressant d'étudier la dynamique non-linéaire d'un îlot conduit par un couplage 'ψ − p'.
Cependant, il est diﬃcile d'atteindre numériquement des valeurs aussi faibles pour la résistivité.
Il est plus facile d'augmenter les paramètres de couplage entre la pression et le ﬂux magnétique.
Ainsi, la simulation 1 se place dans un régime 'ψ − p′ avec une valeur relativement haute
pour la résistivité (η = 10−4) et où l'on a augmenté fortement la valeur de ρ
?
(ρ? = 1). Les
paramètres de cette simulation ne sont donc pas cohérents avec ceux d'une expérience sur un
tokamak, mais ils permettent d'atteindre numériquement un régime contrôlé par le couplage
′ψ − p'. La situation linéaire de cette simulation est donc telle qu'il y a un seul mode de
déchirement instable aux grandes échelles (ky = 1). La croissance de ce mode est conduit
par un couplage entre le ﬂux magnétique et la pression. La Figure (9.1) présente l'évolution
temporelle de l'énergie magnétique Em, de l'énergie de la pression Ep et de l'énergie cinétique
Ec. La dynamique présente quatre régimes importants. Tout d'abord, il y a croissance linéaire
de l'îlot magnétique (jusqu'à t ∼ 1500τA). Pendant le deuxième, le système atteint un premier
plateau où les énergies continuent de croître faiblement (jusqu'à t ∼ 4500τA). Le troisième
régime est caractérisé par une augmentation rapide des énergies de pression et cinétique. Dans
le dernier régime, le système atteint un nouveau plateau (à partir de t ∼ 5100τA). C'est une
dynamique complexe qui mérite d'être décrite étape par étape.
Pendant la première phase (jusqu'à t ∼ 1500τA), il y a croissance linéaire de l'îlot magnétique.
La Figure (9.1) montre que pendant cette phase l'énergie de la pression électronique Ep est supé-
rieure à l'énergie cinétique Ec. Ceci implique que la dynamique est bien contrôlée par le couplage
entre le ﬂux magnétique ψ et la pression électronique p. La Figure (9.2) présente les contours
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Figure 9.1  Évolution temporelle des l'énergie magnétique Em, de l'énergie de la pression Ep
et de l'énergie cinétique Ec obtenue par la simulation 1.
du ﬂux magnétique ψ, du potentiel électrostatique φ et de la pression p pendant cette phase,
plus précisément à t = 1450τA. Sur cette Figure, l'amplitude du potentiel électrostatique est de
deux ordres de grandeur en dessous de celle de la pression en forme de quadripôle nécessaire
à la formation de l'îlot magnétique. Après cette phase linéaire, le système atteint un premier
plateau (jusqu'à t ∼ 4500τA). Ce second régime est toujours contrôlé par le couplage 'ψ−p'. En
eﬀet, la Figure (9.3), qui présente les contours de ψ, φ et p à t = 3000τA, c'est à dire pendant ce
second régime, montre que l'îlot magnétique est toujours maintenu par les cellules de pression
en forme de quadripôle. Pendant ce second régime, toute l'énergie cinétique est contenue dans
les cellules de l'écoulement φ, lui-même localisé au voisinage de l'îlot magnétique. Pendant tout
ce régime, l'énergie cinétique Ec continue d'augmenter petit à petit et, après t ∼ 3600τA, les
cellules de l'écoulement commencent à s'éloigner de l'îlot en s'élargissant radialement, jusqu'à
occuper toute la boîte. Comme le montre la Figure (9.1), à t & 4500τA, il a une brutale crois-
sance des énergies cinétique et de pression. La Figure (9.4) montre, d'ailleurs, les contours des
champs ψ, φ et p à t = 4800τA, c'est à dire pendant cette transition. Loin de l'îlot magnétique,
le courant est très faible et pour t/τA ∈ [4500, 5000], un mode interchange dominant (φ11, p11)
croît fortement en dehors de la couche de courant (ici, φ11 signiﬁe φ (kx = 1, ky = 1)) pendant
que les énergies de pression et cinétique deviennent égales. En eﬀet, comme le montre la Figure
(9.4), il y a bien croissance des grosses structures de convection (kx = 1, ) sur le potentiel élec-
trostatique φ et sur la pression p en dehors de la couche de courant. Cependant, sur la Figure
(9.4), la structure de la pression est plus complexe : à l'intérieur de la couche de courant, les
cellules du mode de déchirement persistent. La structure de la pression électronique est donc le
siège d'une compétition entre les modes de déchirement et d'interchange conduisant à la géné-
ration de petites échelles (comme nous le verrons plus tard). Evidemment, le système n'est pas
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Figure 9.2  Contours du ﬂux magnétique ψ, du potentiel électrostatique φ et de la pression
électronique p à t = 1450τA pendant la phase linéaire obtenus par la simulation 1.
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Figure 9.3  Contours du ﬂux magnétique ψ, du potentiel électrostatique φ et de la pression
électronique p à t = 3000τA pendant le deuxième régime obtenu par la simulation 1.
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Figure 9.4  Contours du ﬂux magnétique ψ, du potentiel électrostatique φ et de la pression
électronique p obtenus par la simulation 1 à t = 4800τA, juste avant la transition.
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stable et cette compétition conduit à une modiﬁcation drastique de la dynamique. En moins de
200 temps d'Alfvén, autour de t ∼ 5000τA, une croissance abrupte de l'énergie contenue dans
les ﬂuctuations de pression est observée et la dynamique est complètement modiﬁée, c'est à
dire, une bifurcation a lieu. Après t ≥ 5100τA, le système atteint un nouvel état caractérisé par
l'apparition d'un îlot de pression comme le montre la Figure (9.5) qui présente les contours des
champs ψ, φ et p. Pendant ce quatrième régime, la pression domine sur l'écoulement, Ep  Ec,
et l'îlot magnétique ﬁni par saturer.
Juste avant la bifurcation, la Figure (9.4) montre qu'il y a compétition entre les modes d'inter-
change et de déchirement. La Figure (9.6) présente les spectres avant la bifurcation à t = 3000τA
(a) et après la bifurcation à t = 6000τA (b). Cette Figure montre que la compétition entres
les deux modes conduit à la génération de petites échelles. Avant la bifurcation, le mode in-
terchange est observé sur les modes ky = 1 et ky = 2, l'énergie de la pression étant bien plus
grande que l'énergie cinétique. Les spectres de la Figure (9.6) montrent également un compor-
tement oscillatoire du système lié à des interactions non-linéaires et à la génération des petites
échelles. Après, la bifurcation dynamique, la persistance des petites échelles est observée, ainsi
qu'une augmentation de leur énergie. Les spectres de la Figure (9.6) montrent aussi qu'après
la bifurcation, un écoulement poloïdal moyen ainsi qu'une pression poloïdale moyenne ont été
générés. Nous verrons dans la partie suivante que ces ﬂux poloïdaux sont liés aux propriétés de
rotation de l'îlot magnétique. Il est également intéressant de noter que pour 8 ≤ ky ≤ 50, il y a
équipartition entre les spectres magnétique et de pression. De plus, sur le spectre magnétique,
il apparaît clairement que le mode ky = 1 est dominant. Il est lié à l'îlot magnétique qui est une
structure quasi-linéaire. Cependant, le spectre (b) de la Figure (9.6) montre que l'énergie de
pression des modes 1 ≤ ky ≤ 7 augmente fortement après la bifurcation. Ainsi la structure de
la pression en îlot observée après la transition sur la Figure (9.6) est clairement une structure
non-linéaire.
Dans le dernier régime où les énergies atteignent un nouveau plateau, la dynamique a changé
drastiquement, plus précisément la dynamique de la pression. Non seulement, la structure de
la pression devient complètement non-linéaire mais la vitesse générée par les ﬂuctuations non-
linéaires de pression vdia = ∂∂x 〈p〉y (les crochets 〈〉 signiﬁent une moyenne suivant la direction
poloïdale y) gagne en amplitude et change de parité. En eﬀet, la Figure (9.7) présente vdia en
fonction de la direction radiale x avant la bifurcation à t = 3000τA (a) et après la bifurcation
à t = 6000τA (b). Avant la bifurcation la vitesse poloïdale diamagnétique est paire et faible en
amplitude (de l'ordre de 10−3). Après la transition, vdia est fortement générée (son amplitude
devient de l'ordre de 1), perd sa parité et devient impaire à l'intérieure de la couche de courant.
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Figure 9.6  Spectres de la simulation 1 avant (a) et après (b) la bifurcation.
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Chapitre 10
Dynamique non-linéaire d'un îlot
magnétique lorsque l'interchange est
stable linéairement
La simulation 2 est une simulation non-linéaire des équations (4.6,4.8,4.10) pour des valeurs
de paramètres typiques du tokamak TORE SUPRA (voir tableau des paramètres (8.1)). Avec
de tels paramètres, la situation linéaire est celle observée sur la Figure (8.1). C'est à dire
qu'il y a un seul mode de déchirement instable aux grandes échelles (ky = 0.4) alors que les
modes interchanges, instables aux petites échelles dans le cas électrostatique, sont stabilisés par
"alvènisation". Bien que l'interchange soit linéairement stable, la simulation 2 montre que non-
linéairement le mécanisme d'interchange aﬀecte fortement la dynamique de l'îlot magnétique.
En présence du mécanisme d'échange, la dynamique du système présente quatre régimes. Les
deux premières phases (une phase linéaire et un premier plateau non-linéaire) sont principale-
ment contrôlées par le mode de déchirement conduit dans cette simulation par le couplage entre
le ﬂux magnétique ψ et le potentiel électrostatique φ. Pendant le troisième régime, le mécanisme
d'interchange va favoriser la forte génération d'un ﬂux zonal conduisant à une bifurcation vers
un nouveau plateau de saturation. Contrairement à ce qui a été étudié dans le cas d'un îlot
conduit par un couplage 'ψ − p', les petites échelles ne sont pas générées et la dynamique est
quasi-linéaire. Aﬁn de compléter cette étude et d'essayer de mieux comprendre l'origine de la
transition, la simulation 2 a été eﬀectuée pour diﬀérentes valeurs de β et diﬀérentes valeurs
de Lp (voir tableaux (10.1) et (10.2)). Lorsque l'on augmente le paramètre β, on augmente
l'eﬀet de la pression électronique. La transition a donc lieu plus tôt pour de fortes valeurs de
β v? ρ?
2
0.001 2× 10−3 3.3× 10−3
0.005 10−2 1.67× 10−2
0.015 3× 10−2 5× 10−2
0.025 5× 10−2 8.33× 10−2
Table 10.1  Eﬀet du paramètre β sur v? et ρ?.
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Lp v
? κ2 CINT = v
? (1− κ2)
0.034 0.007 0.051 6.7× 10−3
0.24 10−3 0.36 0.4× 10−4
0.6 4× 10−4 0.89 0.4× 10−5
0.67 3.6× 10−4 0.99 10−6
0.74 3.24× 10−4 1.1 −3× 10−5
Table 10.2  Eﬀet de la longueur de gradient de pression Lp sur v? et κ2.
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Figure 10.1  Évolution temporelle de l'énergie magnétique Em, de l'énergie de la pression
Ep et de l'énergie cinétique Ec obtenues par la simulation 2 avec β = 10−3 et des énergies
magnétique ETCm et cinétique E
TC
c obtenues par la même simulation non-linéaire du mode de
déchirement classique avec p = κ1 = κ2 = v? = ρ? = χ⊥ = 0.
β. La longueur du gradient de pression Lp aﬀecte directement les paramètres de l'interchange
(v? et κ2). Plus les modes interchanges sont instables du point de vue électrostatique, plus tôt
se passe la transition.
10.1 Description de l'évolution non-linéaire du système
Aﬁn de comprendre comment le mécanisme d'interchange (stable linéairement) aﬀecte l'évo-
lution non-linéaire d'un îlot magnétique, nous avons eﬀectué la simulation non-linéaire 2 en
choisissant comme discrétisation nx = 128 points suivant la direction radiale et ny = 48 modes
pour la direction poloïdale. La Figure (10.1) montre l'évolution temporelle des énergies magné-
tique Em, cinétique Ec et de pression Ep pour la simulation 2 ainsi que les énergies magnétique
ETCm et cinétique E
TC
c obtenues par la même simulation non-linéaire du mode de déchirement
classique (c'est à dire avec p = κ1 = κ2 = v? = ρ? = χ⊥ = 0). Par comparaison avec ce
que l'on obtient pour le mode de déchirement classique, quatre régimes sont observés dans
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Figure 10.2  Contours du ﬂux magnétique ψ, du potentiel électrostatique φ et de la pression
électronique p obtenus par la simulation 2 à t = 5000τA, avant la transition.
les simulations non-linéaires d'un îlot magnétique en présence des termes d'interchange (stable
linéairement). Tout d'abord, il y a la phase linéaire de formation de l'îlot. Ensuite, le sys-
tème atteint un premier plateau. Ces deux premières phases sont contrôlées par le mode de
déchirement. Comme le montre la Figure (10.1), ces deux phases ne sont pas du tout aﬀectées
par les termes d'interchange. Le mode de déchirement est alors conduit par un couplage entre
le potentiel électrostatique φ et le ﬂux magnétique ψ. Les cellules quadripolaires de l'écoule-
ment maintiennent l'îlot magnétique. Après ces deux premières phases, une transition apparaît,
comme nous le verrons plus tard, à cause de la présence des termes d'interchange dans les équa-
tions (4.6,4.8,4.10). Finalement, le système atteint un nouvel état de saturation. L'évolution de
l'îlot magnétique est donc très proche de celle obtenue par un mode de déchirement classique
pendant les deux premières phases, mais à t? = 13200τA, une transition a lieu. Les Figures
(10.2) et (10.3) montrent les contours des champs ψ, φ et p, respectivement, avant et après la
transition. Il apparaît clairement que les proﬁls bidimensionnels de la pression et du potentiel
électrostatique (représentés par les iso-contours) sont fortement aﬀectés par la transition. Après
cette phase, la structure des modes change et un aplatissement de la pression est observé. Par
contre, sur les Figures (10.2) et (10.3) , la structure de l'îlot magnétique ne semble pas être
aﬀectée par la transition. En eﬀet, la Figure (10.4) montre que l'évolution temporelle de la
variation de la taille de l'îlot est la même pour la simulation 2 et pour la simulation en mode
de déchirement classique. Les modes interchanges, stables linéairement, aﬀectent fortement la
dynamique non-linéaire du système. A la transition, les structures de l'écoulement et de la pres-
sion sont complètement modiﬁées. Par contre, la structure magnétique reste inchangée (nous
verrons dans la partie suivante, que c'est en fait la rotation poloïdale de l'îlot magnétique qui
est fortement aﬀectée par le mécanisme d'interchange).
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Figure 10.3  Contours du ﬂux magnétique ψ, du potentiel électrostatique φ et de la pression
p obtenus par la simulation 2 à t = 18000τA, après la transition.
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Figure 10.4  Évolution temporelle de la variation de la taille de l'îlot w pour la simulation 2
et pour la même simulation en mode de déchirement classique.
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Figure 10.5  Spectres obtenus par la simulation 2 avant la transition à t = 12000τA (a) et
pendant la transition à t = 14500τA (b).
10.2 Origine de la transition
Pour comprendre l'origine de la transition et caractériser la structure du potentiel électrosta-
tique après la transition observée sur la Figure (10.3), une étude des spectres est nécessaire. Les
spectres avant la transition (a) et pendant la transition (b) sont montrés sur la Figure (10.5).
Une équipartition entre l'énergie du ﬂux magnétique et l'énergie de la pression est observée
aux grandes échelles 0.8 < ky < 5, alors que l'on observe une équipartition entre l'énergie de la
pression et l'énergie cinétique aux petites échelles 8 < ky < 14. La Figure (10.5) montre que ces
propriétés persistent même après la transition et que le niveau d'énergie des modes ky > 1.2
reste inchangé. Ce qui signiﬁe que, contrairement à la simulation 1, les petites échelles ne sont
pas générées à la transition. Cette dernière a donc une nature diﬀérente. La Figure (10.5) montre
clairement que seules les larges échelles sont aﬀectées par la transition. Une analyse détaillée
des spectres de la Figure (10.5) montre que la transition a lieu lorsque l'énergie cinétique du
mode ky = 0 devient égale à celle du mode ky = 0.4 (mode 1). Toutes ces propriétés du spectre
suggèrent que la dynamique de la structure de l'écoulement est quasi-linéaire et que la transition
a lieu lorsque le mode ky = 0 devient dominant énergétiquement. Pour s'assurer de la quasi-
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Figure 10.6  Évolution temporelle des énergies Em, Ep et Ec pour une simulation similaire
à la simulation 2 mais avec seulement 4 modes au lieu de 48 et pour une simulation similaire à
la simulation 2 mais sans les termes interchanges (c'est à dire avec κi = 0).
linéarité, la même simulation que la simulation 2 mais avec seulement quatre modes poloïdaux
a été faite. La Figure (10.6) montre l'évolution temporelle des énergies Em, Ep et Ec pour cette
simulation. La comparaison avec la Figure (10.1) démontre que seulement quatre modes suf-
ﬁsent pour décrire entièrement l'évolution temporelle des énergies. On peut donc conclure que
la dynamique du système est le résultat d'eﬀets quasi-linéaires. De plus, sur la Figure (10.7),
les évolutions temporelles de l'énergie cinétique des modes ky = 0 (Ec (ky = 0)), ky = 0.4
(Ec (ky = 0.4)) et ky = 0.8 (Ec (ky = 0.8)) sont comparées à l'évolution des modes obtenue par
une simulation similaire en mode de déchirement classique (p = κ1 = κ2 = v? = ρ? = χ⊥ = 0).
Pour le mode de déchirement classique, la croissance est contrôlée par le mode ky = 0.4, la
transition n'a pas lieu et le mode ky = 0 n'est pas généré. Par contre, dans la simulation 2 où
les eﬀets de la pression et le mécanisme d'interchange ont été inclus, la transition a lieu et le
mode ky = 0, c'est à dire le ﬂux zonal, est fortement généré. C'est, d'ailleurs, ce mode qui est
le premier ampliﬁé exponentiellement au début de la transition. Cela suggère que la transition
est liée à une forte ampliﬁcation du ﬂux zonal. Néanmoins, si on eﬀectue la même simulation
où le mode ky = 0, c'est à dire le ﬂux zonal, est supprimé artiﬁciellement, la transition apparaît
toujours à peu près au même moment (t? = 13200τA) mais avec une amplitude plus faible. Cela
suggère que même si le ﬂux zonal joue un rôle important, ce n'est pas le seul facteur respon-
sable du mécanisme de déstabilisation. De plus, l'analyse des contours des champs ψ, φ et p à
t = 15000τA donnés par la Figure (10.8) montre que le mode ky = 0 joue un rôle important dans
le mécanisme de déclenchement de la transition. On peut observer que pendant la transition, les
cellules de pression croisent la surface résonante au niveau de la feuille de courant dans les deux
directions. A la ﬁn, cela produit une modiﬁcation de la structure du mode et un aplatissement
de la pression. Clairement, la structure du potentiel observée sur la Figure (10.8) suggère que
le croisement des cellules de pression résulte d'un processus d'advection par l'écoulement. Il est
important de préciser que pendant cette phase, l'image du mode de déchirement classique de
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Figure 10.8  Contours du ﬂux magnétique ψ, du potentiel électrostatique φ et de la pression
p obtenus par la simulation 2 à t = 15000τA.
108 CHAPITRE 10. ILOT MAGNÉTIQUE ET INTERCHANGE STABLE
l'écoulement entrant de la feuille de courant dans l'îlot n'est plus valide.
Sur la Figure (10.6), les résultats d'une simulation avec quatre modes et sans les termes d'in-
terchange (κ1 = κ2 = 0) sont présentés. La transition n'a pas lieu, du moins pas avant 2.5× t?.
Cela montre qu'un mécanisme encore plus complexe, du aux termes de courbures, doit jouer
un rôle important dans le déclenchement de la transition.
10.3 Origine de la forte génération du ﬂux zonal
Nous allons étudier maintenant l'origine du ﬂux zonal qui est généré lorsque β 6= 0 en considé-
rant séparément le transfert d'énergie allant du mode de déchirement au ﬂux zonal mais aussi
venant des autres modes, en particulier , les petites échelles.
En suivant [30], et partant de l'équation de la conservation de la quantité de mouvement (4.6),
on peut écrire l'équation de l'énergie de l'écoulement nourrissant le mode km = m2pi/Ly :
d
dt
Em = T
R
m + T
M
m + T
C
m + T
LB
m + T
KI
m , (10.1)
où
TRm = −
∫ Lx/2
−Lx/2 dxφm ([φ, ω])m (Contribution du tenseur de Reynolds),
TMm =
∫ Lx/2
−Lx/2 dxφm ([ψ, j])m (Contribution du tenseur de Maxwell),
TCm = −κ1km
∫ Lx/2
−Lx/2 dxφmpm (Contribution du terme de courbure),
TLBm =
∫ Lx/2
−Lx/2 dxφm ([ψ0, j])m (Contribution de la ligne de recourbement),
TKIm =
∫ Lx/2
−Lx/2 φm ([ψ, j0])m (Contribution du terme kink).
Ici, φm = φˆmeiky + φˆ−me−iky , où φˆm est la composante de Fourier m de φ.
Dans le but de comprendre l'origine de la génération du ﬂux zonal (qui correspond au mode
0), il est utile de projeter l'équation (10.1) sur le mode m = 0 :
d
dt
E0 = T
R
0 + T
M
0 + T
LB
0 + T
KI
0 . (10.2)
Le terme de courbure ne nourrit pas directement le ﬂux zonal puisque TC0 = 0. Sur la Figure
(10.9), les évolutions temporelles de TR0 , T
M
0 , T
LB
0 et T
KI
0 sont présentées pour la simulation 2.
Les contributions de la ligne de recourbement (TLB0 ) et du terme kink (T
KI
0 ) sont très faibles
et l'on peut écrire :
d
dt
E0 ∼ TR0 + TM0 . (10.3)
Cependant, à la transition, il y a une forte ampliﬁcation des contributions des tenseurs de
Reynolds et de Maxwell (TR0 et T
M
0 ).
Pour aller plus loin, il est utile, dans l'équation (10.3) qui met en évidence les contributions
importantes au ﬂux zonal (m = 0), de séparer le mode m = 1 de tous les autres modes. On
introduit alors φ>1 =
∑
m>1 φm. On peut alors déﬁnir trois contributions pour chaque fonction
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Figure 10.9  Évolutions temporelles de TR0 , T
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0 obtenues par la simulation 2.
de transfert. Par exemple, pour la fonction de transfert liée au tenseur de Reynolds, on a :
TRm = T
R
0m + T
R
1m + T
R
>1m,
où
TR0m =
∫ Lx/2
−Lx/2
dxφm ([φ0, w0])m ,
TR1m =
∫ Lx/2
−Lx/2
dxφm ([φ1, w1])m
et
TR>1m =
∫ Lx/2
−Lx/2
dxφm ([φ>1, w>1])m .
Clairement, par déﬁnition, TR11 = T
M
11 = 0 et T
R
0m = T
M
0m = 0. Ainsi l'équation (10.3) peut
s'écrire :
d
dt
E0 = T
R
10 + T
R
>10 + T
M
10 + T
M
>10. (10.4)
Sur la Figure (10.10), les évolutions temporelles de TR10, T
R
>10, T
M
10 et T
M
>10 sont présentées pour
la simulation 2. Il apparaît clairement que la principale contribution aux tenseurs de Reynolds
et de Maxwell provient du mode m = 1 alors que la contributions des petites échelles est
négligeable. Ceci est en accord avec le fait que la dynamique du système est quasi-linéaire.
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10.4 Eﬀet du paramètre β et de la longueur de gradient de
pression Lp sur la dynamique non-linéaire
Le paramètre β représente le rapport entre l'énergie thermale de pression et l'énergie ma-
gnétique. Dans le cas d'un mode de déchirement classique, β = 0. D'après les équations
(4.6,4.8,4.10), le paramètre β agit principalement dans l'équation de l'énergie Eq. (4.8) en
aﬀectant l'eﬀet diamagnétique v? et le couplage entre la pression et le ﬂux magnétique ρ?. C'est
donc un paramètre très important pour notre étude et il est intéressant d'étudier son eﬀet sur la
transition. La simulation 2 est donc eﬀectuée pour plusieurs valeurs de β (voir tableau (10.1)).
La Figure (10.11) présente le temps au début du second régime (premier plateau non-linéaire)
et le temps au début de la transition en fonction du paramètre β. Tout d'abord, le temps au
début du second régime ne dépend pas du paramètre β. Ceci est en accord avec la Figure (10.1)
qui montre que les deux premiers régimes de la dynamique (régime linéaire et premier plateau
de saturation) ne sont pas aﬀectés par les eﬀets de pression et sont contrôlés par le mode de
déchirement classique. Par contre, la Figure (10.11) montre que le temps auquel se produit la
transition dépend fortement du paramètre β. Lorsque β est faible, les eﬀets de pression sont
faibles, le système est contrôlé par le mode de déchirement classique jusqu'à la transition qui se
produit assez tard. Par contre, lorsque β est fort, les eﬀets de pression sont forts et la transition
a lieu plus tôt.
La Figure (10.6), qui présente les résultats d'une simulation où les termes d'interchange ont été
coupés (κ1 = κ2 = 0), montre que le mécanisme de déclenchement de la transition est lié aux
termes d'interchange. Il est donc utile d'étudier l'eﬀet de la longueur de gradient de pression Lp
sur la transition. Pour cela, la simulation 2 a été eﬀectuée avec diﬀérentes valeurs de Lp (voir
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Figure 10.11  Eﬀet du paramètre β sur la transition : temps au début du second régime
(premier plateau non-linéaire) et temps au début de la transition en fonction du paramètre β.
Figure 10.12  Eﬀet de la longueur du gradient de pression Lp sur la transition : Évolution
temporelle de l'énergie cinétique Em pour des simulations typiques de la simulation 2 mais avec
diﬀérentes valeurs de Lp.
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tableau (10.2)). Dans l'équation de l'énergie (4.8), le terme lié à Lp est CINT = v? (1− κ2). Le
tableau (10.2) montre que plus le gradient de pression est fort, plus CINT est petit et donc plus
le mécanisme d'interchange est aﬀaibli. La Figure (10.12) présente les évolutions temporelles de
l'énergie cinétique Ec obtenues pour les diﬀérentes valeurs de Lp. Seuls les deux derniers régimes
(transition et plateau de saturation) sont aﬀectés par la longueur de gradient de pression, les
deux premières phases étant contrôlées par le mode de déchirement classique. Le mécanisme
d'interchange, stable linéairement, agit non-linéairement. Plus Lp est grand, plus l'interchange
est faible et plus tard arrive la transition. Plus Lp est petit, plus instable est l'interchange et la
transition arrive plus tôt.
Chapitre 11
Dynamique non-linéaire d'un îlot
magnétique lorsque l'interchange est
instable linéairement
La simulation 3 est une simulation non-linéaire des équations (4.6,4.8,4.10) avec les mêmes
valeurs de paramètres que la simulation 2 sauf les paramètres relatifs à l'interchange κ1 et
v? qui ont été largement augmentés (voir tableau (8.1)). De tels paramètres amènent une
destabilisation linéaire des modes interchanges. Ainsi, la situation linéaire observée est celle
présentée sur la Figure (8.1). Aux grandes échelles (ky = 0.4) le mode de déchirement est
instable. Aux petites échelles, plusieurs modes interchanges sont instables. De plus, par rapport
à la simulation 2, on a choisi un mode de déchirement plus faible (∆′ = 2 au lieu de ∆′ = 6)
pour faciliter l'apparition des modes interchanges instables. Il en résulte qu'avec ces paramètres,
le taux de croissance γTC obtenu par un mode de déchirement classique Eq.(6.11) est inférieur
à γTP obtenu par un mode de déchirement issu d'un couplage entre la pression et le ﬂux
magnétique Eq.(7.4). Ainsi, dans cette simulation, on s'attend à ce que l'îlot magnétique soit
formé grâce à un couplage 'ψ − p'.
11.1 Eﬀet des modes interchanges sur la dynamique non-
linéaire de l'îlot magnétique
Aﬁn de comprendre comment le mécanisme d'interchange (instable linéairement) aﬀecte l'évo-
lution non-linéaire d'un îlot magnétique, nous avons donc eﬀectué la simulation non-linéaire
3 en choisissant comme discrétisation nx = 256 points suivant la direction radiale et ny = 48
modes pour la direction poloïdale. La Figure (11.1) montre l'évolution temporelle des énergies
magnétique Em, cinétique Ec et de pression Ep pour la simulation 3. Cette fois-ci, encore, la dy-
namique présente quatre phases importantes de natures diﬀérentes des précédentes simulations.
Le premier régime est une phase linéaire où les modes interchanges croissent. En eﬀet, sur la Fi-
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Figure 11.1  Évolution temporelle de l'énergie magnétique Em, de l'énergie de la pression Ep
et de l'énergie cinétique Ec obtenues par la simulation 3 avec κ1 = 5 et v? = 10−2.
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Figure 11.2  Contours du ﬂux magnétique ψ, du potentiel électrostatique φ et de la pression
p obtenus par la simulation 3 à t = 15000τA pendant la phase linéaire.
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Figure 11.3  Contours du ﬂux magnétique ψ, du potentiel électrostatique φ et de la pression
p obtenus par la simulation 3 à t = 18000τA pendant le deuxième régime.
gure (11.2), nous avons présenté les contours du ﬂux magnétique ψ, du potentiel électrostatique
φ et de la pression p pendant la phase linéaire à t = 15000τA. L'îlot magnétique ne s'est pas
encore formé mais les structures des modes interchanges apparaissent au voisinage de la surface
de résonance. Le deuxième régime correspond à une saturation du mécanisme d'interchange et
au début de formation de l'îlot magnétique. La Figure (11.3) présente les contours des trois
champs pendant ce régime à t = 18000τA. L'îlot magnétique commence à se former tandis que
les structures petites échelles de l'interchange ne sont plus visibles sur les contours du poten-
tiel électrostatique de la Figure (11.3). La struture de la pression est la plus intéressante : une
structure quadrupolaire coexiste avec les petites cellules des petites échelles de l'interchange. Le
troisième régime montre une croissance du mode de déchirement. La Figure (11.4) montre les
contours des trois champs à t = 20000τA. L'îlot magnétique apparaît clairement et les structures
liées à l'interchange ont complètement disparu du potentiel électrostatique et de la pression.
On observe un dipôle sur le potentiel électrostatique et un quadrupole au niveau de la pression.
Enﬁn, le quatrième régime correspond à un plateau non-linéaire où l'îlot continu de grossir et
rentre en phase de saturation. Sur la Figure (11.5), les contours des trois champs sont présentés
pendant ce dernier régime à t = 26000τA. Les structures observées sont très proches de celles
observées dans le dernier régime de la simulation 2 sur la Figure (10.3). En eﬀet, au niveau
du potentiel électrostatique, on observe un îlot correspondant à un fort ﬂux zonal (légèrement
décentré) et au niveau de la pression, il y a une structure similaire qui correspond à un fort
applatissement de la pression moyenne. Dans la simulation 2, ces structures observées étaient
liées à l'apparition d'un fort ﬂux zonal. Nous allons maintenant nous focaliser sur l'évolution
des spectres de la simulation 3 pour vériﬁer si un mécanisme équivalent est en jeu et étudier
l'impact des petites échelles sur la dynamique.
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Figure 11.4  Contours du ﬂux magnétique ψ, du potentiel électrostatique φ et de la pression
p obtenus par la simulation 3 à t = 20000τA pendant le troisième régime.
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Figure 11.5  Contours du ﬂux magnétique ψ, du potentiel électrostatique φ et de la pression
p obtenus par la simulation 3 à t = 26000τA pendant le quatrième régime.
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Figure 11.6  Evolutions temporelles de l'énergie cinétique des huit premiers modes (ky = 0,
ky = 0.4, ky = 0.8, ky = 1.2, ky = 1.6, ky = 2, ky = 2.4 et ky = 2.8) obtenus par la simulation
3.
11.2 Evolution des petites échelles
Pour comprendre plus en détails la dynamique non-linéaire d'un îlot magnétique en présence de
modes interchanges instables, la Figure (11.6) présente les évolutions temporelles de l'énergie
cinétique des huit premiers modes (ky = 0, ky = 0.4, ky = 0.8, ky = 1.2, ky = 1.6, ky = 2,
ky = 2.4 et ky = 2.8) obtenus par la simulation 3. Tout d'abord, après une phase purement
linéaire, à t = 6450τA, le mode ky = 0 est couplé non-linéairement au mode de déchirement
ky = 0.4. Les deux modes croissent avec la même amplitude et le même taux de croissance. Sur
la Figure (10.7), les évolutions temporelles de l'énergie cinétique des trois premiers modes sont
présentées pour la simulation 2 et pour une simulation avec un mode de déchirement classique
(p = 0). Sur cette Figure, le même phénomène (couplage entre les modes ky = 0 et ky = 0.4) est
observé pour la simulation 2. Cependant, le mode ky = 0, dans le cas du mode de déchirement
classique, n'est pas généré. C'est seulement le mode ky = 0.4 qui croît et qui permet la formation
de l'îlot magnétique. Pour la simulation 3, la Figure (11.6) montre que les modes interchanges
(ky > 0.4) croissent sans être aﬀectés par le couplage des deux premiers modes. Cependant,
lorsque l'énergie du mode de déchirement ky = 0.4 atteint l'énergie des modes interchanges à
t ∼ 16000τA, l'énergie des modes interchanges chutent.
Pour aller plus loin, la Figure (11.7) présente un spectre pour chacun des quatre régimes dy-
namiques. Comme pour la simulation 1 où l'on a étudié un petit îlot magnétique formé par un
couplage entre la pression et le ﬂux magnétique, on observe une augmentation de l'énergie de
toutes les petites échelles au fur et à mesure que l'îlot magnétique grossit.
Pendant le premier régime linéaire (spectre (a) à t = 15000τA), on observe bien la double
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(b) Spectres à t = 18000τA
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(c) Spectres à t = 20000τA
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(d) Spectres à t = 26000τA
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Figure 11.7  Spectres obtenus par la simulation 3 pendant les quatres régimes : (a) à t =
15000τA, (b) à t = 18000τA, (c) à t = 20000τA et (d) à t = 26000τA.
instabilité. Le mode de déchirement ky = 0.4 et le mode ky = 0 ont bien des énergies équi-
valentes. La Figure (11.8) montre les fonctions propres du mode de déchirement ky = 0.4 à
t = 15000τA : (a) ψ0.4 (x), (b) φ0.4 (x) et (c) p0.4(x). Elles correspondent bien à ce que l'on
s'attend pour le mode de déchirement : le ﬂux magnétique est pair alors que le potentiel élec-
trostatique et la pression sont impairs. De plus, il semble bien que l'îlot magnétique se forme,
comme attendu, grâce à un couplage entre la pression et le ﬂux magnétique. En eﬀet, tout
d'abord l'amplitude de la pression est supérieure à celle du potentiel électrostatique. Ensuite,
la forme de p0.4 (x) est proche de celle obtenue sur la Figure (7.2) qui présente la croissance
linéaire d'un îlot magnétique par un couplage 'ψ−p' avec φ = 0. La Figure (11.9), qui présente
les fonctions propres du mode ky = 0 à t = 15000τA, montre que ce mode a la parité du mode
de déchirement ky = 0.4 (ψ0 (x) paire, φ0 (x) et p0 (x) impaires). Cela résulte du fait que le
mode ky = 0 est principalement induit non-linéairement par le mode de déchirement ky = 0.4.
Ensuite, le spectre (a) de la Figure (11.7) montre que l'énergie des modes interchanges instables
dominent (de 1.2 ≤ ky ≤ 3.6). Comme pour l'étude linéaire de cette simulation présentée par la
Figure (8.4), le mode interchange le plus instable est obtenu à ky = 2.4. Les fonctions propres
associées à ce mode sont présentées pour t = 15000τA sur la Figure (11.10) : (a) ψ2.4 (x), (b)
φ2.4 (x) et (c) p2.4(x). Ce sont bien des fonctions propres de type interchange avec la pression et
le potentiel électrostatique pairs et le ﬂux magnétique impair. Les proﬁls sont, en fait, similaires
à ceux obtenus linéairement (cf. Figure (8.6)). Ces modes interchanges ne sont donc pas encore
rentrés dans une phase non-linéaire.
Pendant le second régime (spectre (b) à t = 18000τA), on observe que l'énergie du mode
de déchirement ky = 0.4 a fortement augmenté permettant la formation de l'îlot magnétique
pendant que l'énergie des modes interchanges a diminué. Cela correspond bien à ce que l'on
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Figure 11.8  Fonctions propres du mode de déchirement ky = 0.4 obtenues par la simulation
3 : (a) ψ0.4 (x), (b) φ0.4 (x) et (c) p0.4 (x) à t = 15000τA.
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Figure 11.9  Fonctions propres du mode ky = 0, entraîné par le mode de déchirement,
obtenues par la simulation 3 : (a) ψ0 (x), (b) φ0 (x) et (c) p0 (x) à t = 15000τA.
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Figure 11.10  Fonctions propres du mode interchange le plus instable ky = 2.4 obtenues par
la simulation 3 : (a) ψ2.4 (x), (b) φ2.4 (x) et (c) p2.4 (x) à t = 15000τA.
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a observé sur la Figure (11.3) où les structures petites échelles de l'interchange commencent
à disparaître et sur la Figure (11.6) où il y a une chute de l'énergie cinétique des modes
interchanges à partir de t ∼= 16000τA.
Pendant le troisième régime (spectre (c) à t = 20000τA) et pendant le quatrième régime (spectre
(d) à t = 26000τA), alors que l'énergie du mode de déchirement continue de croître en même
temps que l'îlot magnétique grossit, les modes interchanges ont complètement disparu. Comme
observé sur les contours des Figures (11.4) et (11.5), les cellules de convection de l'interchange
ont complètement disparu, seul le mode de déchirement domine. En eﬀet, la Figure (11.11), qui
présente les fonctions propres du mode ky = 2.4 à t = 26000τA, montre que ce mode a perdu la
parité interchange et converge vers une parité du type mode de déchirement (ψ2.4 paire, φ2.4 et
p2.4 impaires). On peut noter, sur le spectre (d) de la Figure (11.7), que pendant le quatrième
régime, l'énergie du mode ky = 0 a augmenté permettant, comme pour la simulation 2, une
forte génération d'un ﬂux zonal à l'origine de la structure observée sur la Figure (11.5).
En résumé, la dynamique du système est essentiellement non-linéaire. Dans un premier temps,
le mode de déchirement ky = 0.4 génère le mode ky = 0, leur interaction constructive amène
à une forte ampliﬁcation du taux de croissance du mode ky = 0.4. Pendant cette phase, les
modes interchanges continuent de croître linéairement. On notera, sur les spectres (a) et (b), des
phénomènes de battements des modes interchanges. A partir de t = 16000τA, c'est à dire dès que
l'énergie des modes ky = 0 et ky = 0.4 domine celle des autres(cf. Figure (11.6)), l'énergie des
modes interchanges chute et les phénomènes de battements semblent disparaître. Bien que cela
nécéssiterait des diagnostics plus approfondis, on peut avancer qu'à partir de t ∼ 16000τA une
cascade directe se déclenche. En eﬀet, les modes de déchirement ky = 0 et ky = 0.4 vont nourrir
tous les autres modes par interaction non-linéaire. Plus précisement les crochets de Poisson
préservent la parité, cela a pour conséquence de tuer les modes interchanges et d'imposer la
parité du mode de déchirement à tous les modes (cf. Figure (11.11)). Il est intéressant de noter
que bien que linéairement le taux de croissance du mode interchange ky = 2.4 soit plus grand
que celui du mode de déchirement ky = 0.4, on aboutit asymptotiquement à une dynamique
dominée par le mécanisme de déchirement magnétique.
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Figure 11.11  Fonctions propres du mode interchange le plus instable ky = 2.4 obtenues par
la simulation 3 : (a) ψ2.4 (x), (b) φ2.4 (x) et (c) p2.4 (x) à t = 26000τA.
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Conclusion
Nous venons d'étudier la dynamique non-linéaire d'un îlot magnétique dans diﬀérentes situa-
tions linéaires initiales. De façon générale la présence de la pression, et plus particulièrement
la présence de la courbure du champ magnétique et du gradient de pression, aﬀectent profon-
dément la dynamique non-linéaire de l'îlot.
Dans le cas d'un îlot magnétique contrôlé par le couplage entre la pression et le ﬂux magnétique,
la dynamique du système présente quatre phases. Après la formation de l'îlot et une première
phase non-linéaire, la compétition entre le mode de déchirement et le mode interchange non-
linéaire conduit à une bifurcation du système et une modiﬁcation drastique de la dynamique
non-linéaire de la pression électronique.
Lorsque l'on considère une situation linéaire où seul le mode de déchirement est instable et
donne naissance à un îlot magnétique maintenu par un couplage 'ψ − φ', la dynamique non-
linéaire est une fois de plus aﬀectée et présente également quatre phases importantes. Dans les
deux premières phases, les eﬀets de pression et d'interchange sont faibles et l'îlot se comporte
comme dans le cas d'un mode de déchirement classique. Cependant, après, les termes d'in-
terchange permettent la génération d'un fort ﬂux zonal et permettent une nouvelle transition
vers un nouvel état non-linéaire. L'interchange stable linéairement aﬀecte donc la dynamique
non-linéaire de l'îlot magnétique de façon quasi-linéaire.
Enﬁn, dans la dernière simulation étudiée, linéairement, les deux instabilités sont présentes : le
mode de déchirement aux grandes échelles et les modes interchanges aux petites échelles. La
dynamique non-linéaire présente quatres régimes importants. Tout d'abord, il y a croissance des
modes interchanges aux petites échelles. Puis, il y a une première phase non-linéaire où l'îlot
commence à se former grâce à un couplage non-linéaire entre les modes ky = 0 et ky = 0.4.
Ensuite, la parité des modes (ky = 0 et ky = 0.4) de déchirement se transmet par cascade
non-linéaire à tous les autres modes. Ce phénomène a pour eﬀet de nourir des structures larges
(îlot et ﬂux zonal) et de détruire les petites structures liées à l'interchange. Finalement, l'îlot
atteint sa taille maximale et sature. Il est intéressant de noter que, comme pour la simulation 1,
l'énergie des petites échelles est en augmentation permanente et que la dynamique du système
est donc pleinement non-linéaire.
Cette étude non-linéaire permet de mieux comprendre les eﬀets de pression sur la dynamique
générale du système mais elle ne répond pas à la question de la rotation poloïdale de l'îlot
magnétique. A la lumière du comportement non-linéaire d'un îlot magnétique en présence d'in-
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terchange, nous allons étudier dans la partie suivante les origines et la dynamique de la rotation
poloïdale de l'îlot.
Cinquième partie
Origine de la rotation poloïdale d'un îlot
magnétique
127

Introduction
Le contrôle des îlots magnétiques est un problème majeur pour les plasmas de fusion. Dans un
plasma de tokamak, les îlots magnétiques ré-arrangent les proﬁls idéaux d'équilibre. De plus,
il est connu que le verrouillage de la rotation des îlots magnétiques peut produire occasion-
nellement des disruptions du plasma dans les tokamaks [54, 53]. Il est donc très important de
comprendre les diﬀérents mécanismes qui gouvernent la rotation des îlots magnétiques.
Beaucoup de travaux ont été eﬀectués pour tenter de comprendre la rotation des îlots ma-
gnétiques [55, 15, 52]. Dans le cas du mode de déchirement classique, la symétrie du système
(Eqs.(6.4-6.5)) annule la compétition entre les tenseurs de Reynolds et de Maxwell. Aucun écou-
lement poloïdal n'est alors généré et l'îlot magnétique n'est pas en rotation. Dans le système
(4.6,4.8,4.10), la pression est prise en compte et casse la symétrie du système. Il existe alors
plusieurs termes permettant la mise en rotation de l'îlot magnétique.
Dans la partie suivante, la déduction d'un modèle à partir de la loi d'Ohm Eq.(4.10) est pré-
sentée aﬁn de comprendre les diﬀérentes origines de la rotation poloïdale de l'îlot magnétique.
Nous utiliserons ce modèle pour étudier la rotation d'un îlot en présence du mécanisme d'in-
terchange stable linéairement (simulation 2). Dans ce cas, il y a une forte génération de vitesse
diamagnétique non-linéaire qui contrôle la rotation de l'îlot. L'eﬀet du paramètre β sera étudié
également dans cette partie. Enﬁn, nous étudierons l'origine de la rotation de l'îlot magnétique
en présence d'un interchange instable linéairement.
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Chapitre 12
Modèle pour la rotation poloïdale d'un
îlot magnétique
12.1 Modèle pour la fréquence de la rotation poloïdale
En suivant [15] où une étude de la fréquence de rotation d'un îlot magnétique a été faite pour le
cas d'un mode de déchirement en présence de l'eﬀet diamagnétique (v? 6= 0, κ1 = κ2 = 0), nous
allons étudier l'origine de la rotation poloïdale de l'îlot magnétique en présence d'interchange
[52]. Pour cela, sachant que l'îlot magnétique est conduit par le mode m = 1, on projette la
loi d'Ohm (Eq.(4.10)) sur ce même mode en supposant que pour le mode km = m2pi/Ly, on
a ψ˜km (x, y, t) = ψkm (x) e
ikmye−iλmt. Ici, la partie réelle de λm est la fréquence de rotation ωm
tandis que la partie imaginaire correspond au taux de croissance γm de l'îlot magnétique. En
négligeant les contributions non-linéaires des autres modes km > k1, on obtient l'expression
pour la fréquence de rotation ω1 = ω de l'îlot magnétique :
ω = ω? + ω˜? + ω˜E×B + Lψ0 + Lη, (12.1)
où
ω? = k1v
?,
ω˜? = −k1∂xp˜0,
ω˜E×B = k1∂xφ˜0,
Lψ0 = −Re
(
k1ψ
′
0
φk1 (x)−pk1 (x)
ψk1 (x)
)
,
Lη = Re
(
iη
(∂2x−k21)ψk1 (x)
ψk1 (x)
)
.
Précisons les déﬁnitions de p˜0 et φ˜0 : p˜0 (x) = 〈p〉y = 1Ly
∫
Ly
pdy et φ˜0 (x) = 〈φ〉y = 1Ly
∫
Ly
φdy.
ω? correspond à l'eﬀet diamagnétique linéaire (elle est directement liée à la pression d'équilibre
p0), ω˜? correspond à l'eﬀet diamagnétique non-linéaire (elle est liée à la génération non-linéaire
de pression moyenne p˜0), ω˜E×B correspond à l'écoulement poloïdal du à la dérive E×B (elle est
directement liée à la génération non-linéaire d'un ﬂux zonal φ˜0), Lψ0 représente la contribution
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Figure 12.1  Évolution temporelle de la position poloïdale de l'îlot magnétique obtenue par
la simulation 2 avec β = 0.025 comparée à celle obtenue par le modèle (12.2).
du champ magnétique d'équilibre et Lη représente la contribution de la résistivité. En général,
chaque terme de l'équation (12.1) n'est pas constant à l'intérieur de la couche de courant δ, il
est donc nécessaire de considérer les moyennes radiales à l'intérieur de la couche de courant δ.
Ainsi, l'équation (12.1) devient :
〈ω〉δ = 〈ω? + ω˜?〉δ + 〈ω˜E×B〉δ + 〈Lψ0〉δ + 〈Lη〉δ , (12.2)
où 〈.〉δ signiﬁe une moyenne sur la couche de courant δ.
Sur la Figure (12.1), l'évolution temporelle de la position poloïdale de l'îlot magnétique est
présentée pour la simulation non-linéaire 2 avec β = 0.025. La dynamique des énergies pour
la simulation 2 avec β = 0.025 est présentée sur la Figure (12.2) et a le même comportement
que ce qui a été observé sur la Figure (10.1) pour la simulation 2 avec β = 10−3. Cependant,
comme le montre la Figure (10.11), pour une valeur si haute de β, la transition a lieu plus
tôt autour de t = 5600τA. Sur la Figure (12.1), une comparaison avec la position poloïdale de
l'îlot obtenue par le modèle (12.2) est également présentée. Le modèle (Eq.12.2) est en accord
avec les données numériques et la dynamique de la rotation poloïdale de l'îlot est retrouvée.
Il est important de noter que le temps d'intégration pour ces résultats est très long devant le
temps d'Alfvèn (30000τA) et la faible diﬀérence observée sur la Figure (12.1) entre les points
numériques et ceux donnés par le modèle (12.2) peut être négligée.
En général, les contributions du champ magnétique d'équilibre et de la résistivité sont très
faibles et peuvent être négligées. Les trois contributions majeures à la rotation proviennent donc
des eﬀets diamagnétiques linéaire et non-linéaire et de l'écoulement poloïdal E × B. L'origine
de v? est directement liée au gradient de pression d'équilibre p0 et est un eﬀet non-linéaire.
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Figure 12.2  Évolutions temporelles de l'énergie magnétique Em, de l'énergie de pression Ep
et de l'énergie cinétique Ec obtenues par la simulation 2 avec β = 0.025.
ω˜? et ω˜E×B sont produits par interactions non-linéaires. Nous allons étudier maintenant leur
origine précise.
12.2 Origine de l'écoulement poloïdal E ×B
D'après l'équation (12.2), l'écoulement poloïdal E×B non-linéaire ω˜E×B aﬀecte la fréquence de
rotation de l'îlot magnétique. Dans le but de comprendre l'origine de cet écoulement, l'équation
de conservation de la quantité de mouvement Eq.(4.6) est projetée sur le mode m = 1 dans le
cas limite où ∇2⊥ ∼ ∂2x (en eﬀet, concernant la rotation de l'îlot, seule la grande échelle k1 nous
intéresse). Ainsi, on obtient sans trop d'eﬀort :
∂t∂
2
xφ0 = −
1
Ly
∫
Ly
{
φ,∇2⊥φ
}
dy +
1
Ly
∫
Ly
{
ψ,∇2⊥ψ
}
dy +
ν
Ly
∫
Ly
∂4xφdy. (12.3)
On a déﬁni dans le paragraphe précédent l'écoulement poloïdal E ×B comme ω˜E×B = k1∂xφ0.
Donc, en multipliant l'équation (12.3) par k1 et en moyennant sur la couche de courant δ, on
obtient :
∂t 〈ω˜E×B〉δ = R (t) +M (t) + V (t) , (12.4)
où
R (t) = − k1
δLy
∫
δ
∫
Ly
{φ,∇2⊥φ} dydx,
M (t) = k1
δLy
∫
δ
∫
Ly
{ψ,∇2⊥ψ} dydx,
V (t) = νk1
δLy
∫
δ
∫
Ly
∂4xφdydx.
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R (t) n'est autre que le tenseur de Reynolds et M (t) est le tenseur de Maxwell. Quant à V (t),
il représente la contribution de la viscosité à l'écoulement poloïdal E ×B. Généralement, V (t)
est très faible et la génération de l'écoulement poloïdal E × B (ou encore ﬂux zonal) est le
résultat d'une compétition entre les tenseurs de Reynolds et de Maxwell. Dans [15], l'étude de
l'impact de ces tenseurs sur la rotation est faite dans le cas d'un îlot magnétique en présence
de l'eﬀet diamagnétique.
12.3 Origine de l'écoulement diamagnétique non-linéaire
La plupart du temps, l'étude se focalise sur l'origine du ﬂux zonal et donc sur l'origine de
l'écoulement poloïdal E × B. Cependant, comme nous le verrons plus tard, l'écoulement dia-
magnétique généré non-linéairement ω˜?peut aﬀecter fortement la fréquence de rotation d'un
îlot en présence d'interchange. Il est donc important de comprendre son origine. Dans ce but,
il faut faire apparaître l'écoulement diamagnétique non-linéaire ω˜? = k1∂xp0 dans l'équation de
l'énergie (4.8). Pour cela, on explicite l'équation (4.8) suivant la direction radiale en supposant
que ∇2⊥ ∼ ∂2x :
∂t∂xp = −∂x {φ, p}+ ρ?2∂x
{
ψ,∇2⊥ψ
}
+ v? [(κ2 − 1) ∂x∂yφ− κ2∂x∂yp] + χ⊥∂3xp. (12.5)
En projetant l'équation (12.5) sur le mode m = 1, il vient :
∂t∂xp0 = − 1
Ly
∫
Ly
dy∂x {φ, p}+ ρ
?2
Ly
∫
Ly
dy∂x
{
ψ,∇2⊥ψ
}
+
χ⊥
Ly
∫
Ly
dy∂3xp. (12.6)
En multipliant l'équation (12.6) par k1 et en moyennant sur la couche de courant δ, il vient
l'équation d'évolution pour l'écoulement diamagnétique non-linéaire :
∂t 〈ω˜?〉δ = dC (t) + dM (t) +D (t) , (12.7)
où
dC (t) = − k1
δLy
∫
δ
∫
Ly
∂x {φ, p} dydx,
dM (t) = ρ
?2k1
δLy
∫
δ
∫
Ly
∂x {ψ,∇2⊥ψ} dydx,
D (t) = χ⊥k1
δLy
∫
δ
∫
Ly
∂3xpdydx.
dC est la contribution à la dérive diamagnétique non-linéaire de la divergence du terme de
convection, dM est la contribution de la divergence du tenseur de Maxwell, enﬁn D est la
contribution de la diﬀusivité. Comme nous le verrons plus tard, la dérive diamagnétique non-
linéaire est le fruit d'une compétition entre ces trois termes dC, dM et D.
Chapitre 13
Étude de la rotation de l'îlot magnétique
en présence du mécanisme d'interchange
stable linéairement
13.1 Compétition entre l'écoulement poloïdal E × B et la
vitesse diamagnétique non-linéaire
La Figure (12.1) montre que pour la simulation 2 avec β = 0.025 l'îlot magnétique est mis en
rotation poloïdale. Pendant les deux premières phases (phase linéaire et premier plateau non-
linéaire), la vitesse de l'îlot est constante. Puis, à la transition, ce n'est plus le cas. L'évolution
de la rotation est aﬀectée par des eﬀets non-linéaires. Pour comprendre, la dynamique de la
rotation de l'îlot magnétique, on utilise le modèle présenté plus haut. En eﬀet, l'équation (12.2)
montre que la fréquence eﬀective de l'îlot magnétique est le résultat de diﬀérentes contributions
(ω?, ω˜?, ω˜E×B, Lψ0 et Lη). Dans le but de comprendre l'eﬀet des termes d'interchange sur la
rotation de l'îlot, la Figure (13.1) présente l'évolution temporelle de chaque fréquence pour la
simulation 2 avec β = 0.025 et κ1 = κ2 = 0 alors que la Figure (13.2) présente les mêmes ré-
sultats pour une simulation similaire incluant les termes d'interchange (κi 6= 0). Tout d'abord,
pour les deux simulations, les contributions à la rotation du champ magnétique d'équilibre Lψ0
et de la résistivité Lη sont négligeables et n'aﬀectent pas la fréquence eﬀective ω de l'îlot ma-
gnétique. De plus, les Figures (13.1) et (13.2) montrent que la dynamique de la rotation n'est
pas aﬀectée par les termes de courbure(/d'interchange) pendant la phase linéaire et pendant le
premier plateau non-linéaire. En fait, pendant la formation linéaire de l'îlot magnétique, la ro-
tation poloïdale est principalement gouvernée par l'eﬀet diamagnétique linéaire ω?. ω˜? et ω˜E×B,
résultant d'eﬀets non-linéaires, restent faibles. Pendant le premier plateau non-linéaire, la dérive
diamagnétique non-linéaire ω˜? et l'écoulement poloïdal E ×B ω˜E×B sont fortement générés et
aﬀectent la rotation de l'îlot magnétique. L'écoulement poloïdal E×B est la principale contri-
bution à la fréquence eﬀective de l'îlot pendant ce régime. Cependant, après le premier plateau
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Figure 13.1  Évolutions temporelles de chaque contribution à la fréquence eﬀective de l'îlot
pour la simulation avec β = 0.025 et avec κ1 = κ2 = 0.
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Figure 13.2  Évolutions temporelles de chaque contribution à la fréquence eﬀective de l'îlot
pour la simulation avec β = 0.025 incluant les termes d'interchange.
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Figure 13.3  Évolutions temporelles de R (t),M (t) et V (t) obtenues par la simulation 2 avec
β = 0.025.
non-linéaire, les termes d'interchange aﬀectent la dynamique de la fréquence de rotation de
l'îlot. Lorsque les termes d'interchange ne sont pas inclus (Figure(13.1)), l'évolution temporelle
des diﬀérentes fréquences est en accord avec les résultats trouvés pour un îlot magnétique en
présence de la dérive diamagnétique linéaire dans [15]. Après la génération non-linéaire des dif-
férents écoulements, les eﬀets diamagnétiques linéaire et non-linéaire (ω? et ω˜?) s'annulent l'un
l'autre. Ainsi, l'écoulement poloïdal E × B contrôle la fréquence eﬀective de l'îlot, ω ∼ ω˜E×B.
La Figure (13.2) montre que lorsque les termes d'interchange sont inclus, une telle annulation
des fréquences diamagnétiques n'a plus lieu après la transition. Ainsi, l'eﬀet diamagnétique
total (ω? + ω˜?) devient la contribution principale à la rotation poloïdale de l'îlot magnétique.
Cependant, après la transition, la Figure (13.2) montre clairement que ∂ω/∂t ∼ ∂ω˜E×B/∂t. La
vitesse asymptotique de l'îlot est augmentée par les termes de courbure κ1 et κ2.
13.2 Dynamique des contributions à la rotation
Origine de l'écoulement poloïdal E×B - Compétition entre les tenseurs
de Reynolds et de Maxwell
Sur la Figure (13.3), les évolutions temporelles de R (t), M (t) et V (t) sont présentées pour
la simulation 2 avec β = 0.025. Comme attendu, les diﬀérents tenseurs sont générés non-
linéairement au début du premier plateau non-linéaire permettant la croissance de l'écoulement
poloïdal E × B. Mise à part à la ﬁn du régime linéaire où le tenseur de Reynolds n'a pas
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Figure 13.4  Zoom pendant la transition des évolutions temporelles de R (t), M (t) et V (t)
obtenues par la simulation 2 avec β = 0.025.
encore été généré, le terme de viscosité est très faible et ne joue pas un rôle important dans
l'origine de l'écoulement. Les contributions les plus importantes proviennent des tenseurs de
Reynolds et de Maxwell qui sont en compétition l'un avec l'autre. Il y a une forte ampliﬁcation
de l'amplitude des tenseurs pendant la transition. Sur la Figure (13.4), un zoom pendant la
transition des évolutions de R (t), M (t) et V (t) est présenté. Il est important de noter que
pendant la transition, alors que le terme de viscosité est toujours faible, les évolutions des
tenseurs de Maxwell et de Reynolds sont complémentaires. Les deux tenseurs, en compétition,
ont tendance à se contre balancer l'un l'autre pendant cette phase où l'écoulement traverse la
séparatrice, limitant ainsi le niveau de génération du ﬂux zonal, même si l'amplitude des deux
tenseurs a grossi. Une fois la transition passée, l'amplitude des crochets non-linéaires moyens (R
et M), au voisinage de la séparatrice, chute. Cependant, dans ce nouvel équilibre dynamique,
l'écoulement poloïdal E×B est toujours généré asymptotiquement grâce au tenseur de Maxwell,
en réponse de la structure magnétique à la nouvelle distribution des champs.
Origine de la vitesse diamagnétique non-linéaire - Compétition entre
la divergence du terme de convection et la divergence du tenseur de
Maxwell
Sur la Figure (13.5), les évolutions temporelles de dC (t), dM (t) et D (t) sont présentées pour
la simulation 2 avec β = 0.025. Les trois contributions de la dérive diamagnétique non-linéaire
sont générées au début du régime non-linéaire. Durant le premier plateau non-linéaire, dC, dM
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Figure 13.5  Évolutions temporelles de dC (t), dM (t) et D (t) obtenues par la simulation 2
avec β = 0.025.
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Figure 13.6  Zoom pendant la transition des évolutions temporelles de dC (t), dM (t) et D (t)
obtenues par la simulation 2 avec β = 0.025.
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Figure 13.7  Eﬀet du paramètre β sur la fréquence de rotation de l'îlot magnétique après la
transition.
et D participent activement à la génération et à la croissance de l'écoulement diamagnétique
non-linéaire ω˜?. A la transition, il y a ampliﬁcation de l'amplitude des trois contributions. La
Figure (13.6) présente un zoom pendant la transition des évolutions temporelles de dC, dM et
D. Pendant cette transition, la contribution de la diﬀusivité ne croît pas et est relativement
faible en amplitude comparée à dC et dM . Ainsi, à la fois, la divergence du terme de convection
et la divergence du tenseur de Maxwell nourrissent l'écoulement diamagnétique non-linéaire.
La Figure (13.6) montre qu'au début de la transition, la dérive diamagnétique non-linéaire est
conduite par dC, le terme lié à l'advection des cellules de pression. Ensuite, ce terme est contre
balancé par la divergence du tenseur de Maxwell. Cela conduit à la stabilisation de la dynamique
de l'îlot magnétique. Le paramètre de couplage entre la pression et le ﬂux magnétique ρ? est
donc un paramètre important pour la transition. Dans le dernier régime de saturation, l'origine
de l'écoulement non-linéaire diamagnétique ω˜? provient principalement de la divergence du
terme de convection dC, dM et D étant faibles.
13.3 Eﬀet du paramètre β sur la rotation
Sur la Figure (13.7), l'eﬀet du paramètre β sur la fréquence de rotation de l'îlot magnétique
est présenté. Pour obtenir cette Figure, les fréquences ont été moyennées de t = 15000τA à
t = 30000τA (après la transition). Pour β faible, les eﬀets de pression sont faibles et la situation
est proche d'un mode de déchirement classique. La compétition entre les tenseurs de Reynolds et
de Maxwell ne produit non-linéairement aucun ﬂux zonal et aucun écoulement diamagnétique.
La fréquence de rotation asymptotique ω croît avec le paramètre β. La fréquence de la dérive
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Figure 13.8  Eﬀet du paramètre β sur les tenseurs de Reynolds R et de Maxwell M après la
transition.
diamagnétique non-linéaire ω˜? croît presque linéairement avec β, mais avec une forme plus faible
que la forme linéaire, permettant ainsi une dérive asymptotique globale de l'îlot magnétique
dans la direction des électrons diamagnétiques. Cependant, il est important de noter que la
direction de la rotation de l'îlot dépend entre autre de la valeur de la viscosité [15]. Pour toutes
les valeurs de β, la Figure (13.7) montre que la contribution du ﬂux zonal à la rotation de
l'îlot magnétique est plus faible que la contribution de l'eﬀet diamagnétique total. A partir de
β ∼ 0.015, ω˜E×B décroît. Cette propriété est liée à la transition observée sur les Figures (13.8)
et (13.9) où l'eﬀet de β sur R et M , d'une part, et sur dC et dM , d'autre part, est présenté
(les diﬀérents tenseurs ont été moyennés entre t = 15000τA et t = 30000τA pour obtenir ces
Figures). L'ampliﬁcation des tenseurs conduit à la génération non-linéaire des écoulements
moyens et aﬀecte considérablement la rotation de l'îlot magnétique. Plus précisément, pour
de faibles valeurs de β, les amplitudes des tenseurs sont très faibles comme dans le cas d'un
mode de déchirement classique. Ceci explique pourquoi la dérive diamagnétique non-linéaire
et l'écoulement poloïdal E × B aﬀectent peu la rotation de l'îlot magnétique lorsque les eﬀets
de pression sont faibles. Cependant, pour des régimes à fort β, l'amplitude des tenseurs, en
particulier du tenseur de Maxwell et la contribution de la convection, devient plus importante.
A β = 0.015, une transition est observée sur les Figures (13.8) et (13.9). Tout d'abord, dM n'est
plus négligeable comparé à dC. Ensuite, la contribution du tenseur de Reynolds R commence
à croître, aﬀaiblissant l'écoulement global E ×B, comme observé sur la Figure (13.7).
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Figure 13.9  Eﬀet du paramètre β sur la divergence du terme de convection dC et la diver-
gence du tenseur de Maxwell dM après la transition.
Chapitre 14
Étude de la rotation de l'îlot magnétique
en présence du mécanisme d'interchange
instable linéairement
14.1 Evolution de la rotation poloïdale d'un îlot magné-
tique en présence de modes interchanges instables
La Figure (14.1) montre que l'îlot magnétique de la simualtion 3 est mis en rotation et change de
direction lorsque le système rentre dans la phase pleinement non-linéaire. Il est donc intéressant
d'étudier son orgine pour voir si les modes interchanges ont un impact sur la rotation de
l'îlot. Dans la simulation 2, où les modes interchanges sont stables, la rotation poloïdale de
l'îlot magnétique est peu aﬀectée par les eﬀets de la résistivité Lη et du champ magnétique
d'équilibre Lψ0 . Ainsi, sur la Figure (12.1), on retrouve la position poloïdale de l'îlot magnétique
en ne tenant compte que des eﬀets diamagnétiques (linéaire et non-linéaire) et de l'écoulement
poloïdal E × B. Pour la simulation 3, la situation est diﬀérente. En eﬀet, comme le montre
la Figure (14.1), pour retrouver l'évolution temporelle de la position poloïdale de l'îlot, il faut
inclure, dans le modèle, l'eﬀet de la résistivité Lη.
La Figure (14.2) présente l'évolution temporelle de toutes les fréquences qui contribuent à
la rotation poloïdale de l'îlot magnétique. Pendant la phase linéaire, c'est bien entendu la
fréquence diamagnétique linéaire ω? qui a la contribution la plus importante. Ensuite, lorsque
l'îlot magnétique commence à se former, la fréquence issue de la résistivité Lη apporte la
participation la plus importante. Puis, avec la génération du ﬂux zonal, la contribution de
la résitivité redevient négligeable alors que les écoulements non-linéaires poloïdaux E × B et
diamagnétique sont générés. Contrairement à ce que l'on a observé avec la simulation 2 où les
modes interchanges étaient stables (Figure (13.2)), la fréquence non-linéaire diamagnétique ω˜?
est très faible. La rotation poloïdale non-linéaire de l'îlot magnétique en présence de modes
interchanges instables est donc gouvernée principalement par l'écoulement poloïdal E×B dans
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Figure 14.1  Évolution temporelle de la position poloïdale de l'îlot magnétique obtenue par
la simulation 3 comparée à celles obtenues par le modèle (12.2) où l'on a négligé les eﬀets de la
résistivité (Lη) et du champ magnétique d'équilibre (Lψ0) d'une part et où l'on a négligé que
la contribution de Lψ0d'autre part.
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Figure 14.2  Évolutions temporelles de chaque contribution à la fréquence eﬀective de l'îlot
pour la simulation 3 où les modes interchanges sont instables linéairement.
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Figure 14.3  Évolutions temporelles de R (t), M (t) et V (t) obtenues par la simulation 3.
la phase asymptotique
14.2 Origine des écoulements poloïdaux non-linéaires E×B
et diamagnétique
Origine de l'écoulement poloïdal E ×B, ω˜E×B
Nous venons de voir que pour la simulation 3, la rotation poloïdale de l'îlot magnétique est
gouvernée non-linéairement par l'écoulement poloïdal E × B. L'équation (12.4) donne un mo-
dèle pour expliquer l'origine de cet écoulement. La Figure (14.3), qui présente les évolutions
temporelles de R,M et V , montre que la fréquence ω˜E×B est le résulat d'une compétition entre
la viscosité et les tenseurs de Maxwell et de Reynolds. Tout d'abord, pendant la phase linéaire,
il n'y a pas d'écoulement poloïdal E × B puisque R, M et V , issus d'eﬀets non-linéaires, sont
nuls. A partir du deuxième régime où les non-linéarités commencent à apparaître, la fréquence
ω˜E×B est générée. Avant la génération du ﬂux zonal, la contribution du tenseur de Maxwell est
négligeable et l'écoulement E × B résultant est issu d'une compétition entre la viscosité V et
le tenseur de Reynolds R qui ont tendance à se compenser. Après la génération du ﬂux zonal,
le tenseur de Reynolds devient négligeable pendant que le tenseur de Maxwell est fortement
généré. L'écoulement poloïdal E ×B est alors issu de la compétition entre des eﬀets visceux V
et le tenseur de Maxwell qui se compensent fortement.
Origine de l'écoulement nonlinéaire diamagnétique, ω˜?
Nous avons vu que, pour la simulation 3, l'écoulement non-linéaire diamagnétique ω˜? est fai-
blement généré et contribue peu à la rotation poloïdale de l'îlot magnétique. Cependant, il est
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Figure 14.4  Évolutions temporelles de dC (t), dM (t) et D (t) obtenues par la simulation 3.
intéressant d'étudier son origine. L'équation (12.7) permet de modéliser l'origine de la fréquence
ω˜?. La Figure (14.4) montre que l'écoulement non-linéaire diamagnétique résulte d'une compé-
tition entre les eﬀets de la difusion perpendiculaire D et la divergence du terme de convection
dC. La contribution de la divengence du tenseur de Maxwell reste négligeable tout au long de
la simulation.
Conclusion
Dans cette partie, nous venons d'étudier les origines et la dynamique de la rotation poloïdale
d'un îlot magnétique en présence d'interchange. La déduction d'un modèle pour la fréquence
de la rotation à partir des équations (4.6, 4.8, 4.10) montre que la rotation non-linéaire est le
résultat de la génération d'un écoulement poloïdale E×B et de la génération d'un écoulement
diamagnétique non-linéaire.
Le modèle et les résultats numériques montrent que l'écoulement non-linéaire poloïdal E ×
B est le résultat de la compétition entre les tenseurs de Reynolds et de Maxwell fortement
générés lors des transitions. De même, l'écoulement non-linéaire diamagnétique est généré par
les contributions de la divergence du terme de convection et la divergence du tenseur de Maxwell.
Lorsque seul le mode de déchirement est stable linéairement, la rotation non-linéaire de l'îlot
est principalement contrôlé par l'écoulement diamagnétique, laissant à l'écoulement poloïdal
E × B un rôle peu important. L'eﬀet diamagnétique non-linéaire, nourri principalement par
la divergence du terme convectif et par la divergence du tenseur de Maxwell, s'ajoute à l'eﬀet
diamagnétique linéaire pour contrôler la rotation poloïdale de l'îlot magnétique.
Par contre, lorsque les modes interchanges sont instables aux petites échelles, la rotation non-
linéaire de l'îlot est gouvernée, dans le dernier régime, principalement par l'écoulement poloïdal
E ×B issu de la compétition entre le tenseur de Maxwell et la viscosité qui se compensent. La
contribution de la viscosité à la rotation de l'îlot est directement liée à la présence de turbulence
aux petites échelles de l'interchange. L'impact des petites échelles sur la rotation macroscopique
de l'îlot se mesure également dans la phase formation de l'îlot magnétique. En eﬀet, la Figure
(14.1) montre que, lorsque l'îlot se forme, le terme résistif, lié directement à l'instabilité d'in-
terchange aux petites échelles, apporte une contribution importante à la rotation.
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Dans cette thèse, nous avons étudié la dynamique multi-échelle d'un îlot magnétique en présence
d'interchange. Pour cela, nous avons explicité un modèle issu de la Magnétohydrodynamique à
deux ﬂuides dans le cadre de l'approximation de dérive. Ce modèle 2D à trois champs donne
l'évolution temporelle du potentiel électrostatique φ, de la pression électronique p et du ﬂux
magnétique ψ en prenant en compte à la fois le mode de déchirement et l'instabilité d'inter-
change. Le mode de déchirement instable donne naissance à un îlot magnétique. L'instabilité
d'interchange permet la génération de modes instables au niveau des petites échelles. Le modèle
utilisé dans cette thèse, bien que simpliﬁé, reste très diﬃcile à résoudre analytiquement. Nous
nous sommes donc appuyés sur l'outil numérique, un code 2D semi-spectral, pour eﬀectuer
notre étude. Ainsi, après nous être intéressés à l'étude linéaire, nous avons étudié numérique-
ment les eﬀets de courbure du champ magnétique et de gradient de pression sur la dynamique
non-linéaire d'un îlot magnétique et sur la dynamique de la rotation poloïdale de l'îlot.
L'étude linéaire a été faite de manière analytique et numérique. Elle a d'abord permis de mon-
trer comment la présence de la pression électronique aﬀecte la formation d'un îlot magnétique.
En eﬀet, lorsque les conditions sont favorables, c'est à dire lorsque la résistivité est suﬃsamment
faible ou lorsque les eﬀets de rayon de Larmor sont importants (petits îlots magnétiques), la
formation linéaire de l'îlot magnétique n'est pas issue d'un couplage entre le potentiel électro-
statique et le ﬂux magnétique, mais d'un coulage entre ce dernier et la pression électronique.
Plus précisément, en présence de la pression électronique, la couche résistive devient plus ﬁne et
plus singulière, la structure quadripolaire observée sur la pression amène à une formation plus
rapide de l'îlot magnétique. L'étude linéaire a ensuite permis de voir que la présence d'un fort
champ magnétique stabilise les modes interchanges électrostatiques par "alvènisation" rendant
l'objectif de cette thèse plus compliqué à atteindre. Ainsi, pour obtenir un spectre linéaire où
le mode de déchirement est présent aux grandes échelles pendant que les modes interchanges
sont instables aux petites échelles, il faut augmenter fortement la force des termes de courbure
et de gradient de pression.
L'étude non-linéaire a été faite de manière numérique pour diﬀérentes situations linéaires ini-
tiales. De façon générale, l'instabilité d'interchange ou plus précisément les termes liés à la
courbure du champ magnétique et au gradient de pression aﬀectent profondément la dynamique
non-linéaire d'un îlot magnétique. En général, lorsque les modes interchanges sont stabilisés par
"alvènisation" et que seul le mode de déchirement est instable, la dynamique du système se
décompose en quatre phases importantes. Tout d'abord, l'îlot se forme linéairement, soit grâce
à un couplage 'ψ−φ', soit grâce à un couplage 'ψ−p' suivant le régime dans lequel on se trouve.
Puis le système atteint un premier plateau de saturation. Le mécanisme d'interchange aﬀecte
peu ces deux premières phases qui permettent l'établissement de l'îlot magnétique. Cependant,
même si les modes interchanges sont stables linéairement, ils aﬀectent non-linéairement le sys-
tème en permettant une transition vers un nouvel état non-linéaire. La nature de cette transition
dépend du régime dans lequel on se trouve. Pour des régimes où l'eﬀet de rayon de Larmor est
important, c'est à dire pour des régimes où l'îlot magnétique est contrôlé et maintenu par un
couplage 'ψ− p', la transition est issue d'une compétition, au niveau de la structure de la pres-
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sion, entre le mode de déchirement et le mode interchange qui s'est développé non-linéairement.
Cette compétition permet la forte génération des petites échelles. La dynamique du système,
plus précisément de la pression, est complètement modiﬁée et surtout non-linéaire. Par contre,
lorsque l'îlot magnétique est formé grâce à un mode de déchirement classique, c'est à dire grâce
à un couplage 'ψ − φ', la transition est de nature diﬀérente. Bien évidement, plus les eﬀets
de pression sont importants (c'est à dire plus le paramètre β est élevé), plus la transition se
produit tôt. De même, plus le mécanisme d'interchange est fort (c'est à dire plus la longueur
caractéristique du gradient de pression Lp est faible), plus tôt a lieu la transition. Cette dernière
est donc bien liée aux eﬀets de pression, plus précisément à la présence des termes de courbure
du champ magnétique et de gradient de pression dans les équations. Cependant, dans ce cas, les
petites échelles ne sont pas générées, la dynamique du système est quasi-linéaire et un fort ﬂux
zonal est généré. Par contre, lorsque l'on ampliﬁe suﬃsamment le mécanisme d'interchange pour
que ces modes soient instables linéairement au niveaux des petites échelles, la dynamique du
système est encore plus complexe. Dans cette thèse, nous avons juste donné l'exemple d'un cas
précis en régime 'ψ − p' où les modes interchanges les plus instables ont un taux de croissance
supérieur à celui du mode de déchirement pour les grandes échelles. Bien évidemment, une
étude plus approfondie est nécessaire mais quelques résultats peuvent déjà être mis en avant.
En eﬀet, dans ce cas, la dynamique présente toujours quatre régimes importants qui sont le
reﬂet de la compétition entre les deux instabilités de parités opposées. Tout d'abord, ce sont
les modes interchanges qui croissent et qui saturent. Jusque-là la dynamique est contrôlée par
les petites échelles. Puis l'îlot magnétique se forme grâce à un couplage non-linéaire des modes
ky = 0 et ky = 0.4. Une cascade non-linéaire directe permet le transfert de la parité de type
mode de déchirement à tous les modes. Les larges structures (îlot et ﬂux zonal) grossissent,
pendant que les petites structures interchanges disparaissent. Finalement, l'îlot sature. Dans
ce cas, il y a augmentation permanente de l'énergie des petites échelles et la dynamique est
pleinement non-linéaire.
Enﬁn dans cette thèse, nous avons étudié les diﬀérents mécanismes à l'origine de la rota-
tion poloïdale d'un îlot magnétique en présence d'interchange. Pour cela, à partir du système
d'équations (4.6, 4.8, 4.10), nous avons présenté un modèle permettant de mettre en lumière
les diﬀérents phénomènes physiques à l'origine de la rotation de l'îlot magnétique. Linéai-
rement, la fréquence principale de rotation de l'îlot est la fréquence diamagnétique linéaire.
Non-linéairement, deux phénomènes peuvent être à l'origine de la rotation : la génération d'un
écoulement poloïdal E×B, lié à la production d'un ﬂux zonal et à la compétition entre les ten-
seurs de Reynolds et de Maxwell, et la génération d'un écoulement diamagnétique non-linéaire
lié aux eﬀets de pression. Dans le cas d'un îlot magnétique formé par le couplage 'ψ − φ',
lorsque les modes d'interchange sont stables linéairement, la rotation poloïdale non-linéaire de
l'îlot magnétique est principalement gouvernée par l'eﬀet diamagnétique, l'écoulement E × B
restant faiblement généré. En eﬀet, à partir de la transition, une forte ampliﬁcation de la di-
vergence du terme de convection et de la divergence du tenseur de Maxwell permet une forte
génération de l'écoulement diamagnétique non-linéaire qui va contrôler, avec l'eﬀet diamagné-
153
tique linéaire, la rotation poloïdale de l'îlot. Lorsque, au contraire, les modes interchanges sont
instables linéairement, même si les eﬀets diamagnétiques non-linéaires ne sont pas négligeables,
c'est l'écoulement poloïdal E×B qui gouverne la rotation de l'îlot magnétique. Cet écoulement
est lui-même généré par la compétition entre le tenseur de Maxwell et les eﬀets de viscosité
qui se compensent. Les petites échelles contribuent fortement à la rotation de l'îlot magnétique
grâce aux termes visqueux et résistif.
Bien que cette thèse ait permis de mieux comprendre le rôle de la pression et du mécanisme
d'interchange sur la dynamique non-linéaire d'un îlot magnétique, il reste encore plusieurs
questions en suspens. Notamment, une étude plus approfondie du cas où les deux instabilités
sont présentes linéairement est nécessaire. Par exemple, il est important de regarder l'eﬀet de
la résistivité puisqu'elle modiﬁe le taux de croissance du mode déchirement et son niveau de
saturation. Une première étude préliminaire a, en eﬀet, montré que le système se comporte
diﬀéremment suivant que le niveau de saturation du mode de déchirement est plus haut ou plus
bas du niveau de saturation de l'état ﬁnal du système. Ensuite, il sera important d'étudier,
plus précisemment, le rôle du paramètre ∆′. Nous avons vu, grâce aux simulations 2 et 3, que
ce paramètre peut jouer un rôle important puisque suivant sa valeur on peut se placer dans le
cas d'un petit îlot formé par le couplage 'ψ − p' ou dans le cas d'un îlot magnétique plus gros
formé, cette fois-ci, par le couplage 'ψ − φ'.
Dans [23], une étude théorique de la phase de Rutherford est faite pour le mode de déchirement
classique formé par le couplage entre le ﬂux magnétique et le potentiel électrostatique. La même
étude pourra être faite en prenant en compte les eﬀets de pression pour étudier l'impact de la
turbulence sur la phase de saturation du mode de déchirement.
Enﬁn, le modèle utilisé dans cette thèse a été explicité pour une géométrie 2D slab extrême-
ment simpliﬁcatrice. Même, si notre modèle permet de comprendre les diﬀérents mécanismes
qui sont en jeu, il est diﬃcile de comparer de manière quantitative nos résultats à des résultats
expérimentaux. Il est donc important d'eﬀectuer la même étude dans une géométrie 3D.
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Chapitre 15
Normalisation des équations
Pour étudier le système composé des équations (4.1, 4.3, 4.4), il convient d'introduire des champs
et des variables normalisés aﬁn de minimiser le nombre de paramètres libres et d'avoir à faire
à des valeurs d'ordre un. Nous avons choisi une normalisation propre au mode de déchirement
où les longueurs seront comparées à une longueur perpendiculaire caractéristique de la taille
de l'îlot magnétique L⊥, les temps au temps d'Alfvèn τA = L⊥/vA avec vA = B√µ0n0mi la
vitesse d'Alfvèn, les champs magnétiques au champ magnétique initial B. On introduit alors
de nouvelles variables comme suit :
tN = t/τA, ψN =
ψ
L⊥B
, jN =
µ0L⊥
B
j,
φN =
φ
L⊥vAB
, wN =
L⊥
vA
w, pN =
Lp
L⊥p0
p,
où p0 est la pression d'équilibre, Lp représente la longueur caractéristique du gradient de pression
et µ0 est la perméabilité magnétique du vide. L'indice N signiﬁe que la grandeur est normalisée.
On utilise également des opérateurs normalisés :
∂tN = τA∂t, ∇2⊥N = L2⊥∇2⊥, {f, g}N = L2⊥ {f, g} .
Normalisation de la conservation de la quantité de mouve-
ment
L'équation pour le potentiel électrostatique φ (4.1) s'écrit de la manière suivante :
nmi
B
∂tw +
nmi
B2
{φ,w} = − 1
B
{ψtot, j} − g∂yp+ µi⊥
B
∇2⊥w.
On normalise cette équation en plusieurs étapes.
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Normalisation du temps :
∂tNw
B
+
τA
B2
{φ,w} = − τA
Bnmi
{ψtot, j} − gτA
nmi
∂yp+
µi⊥τA
Bnmi
∇2⊥w
Normalisation de la vorticité w :
∂tNwN +
τA
B
{φ,wN} = − τAL⊥
nmivA
{ψtot, j} − gτAL⊥B
nmivA
∂yp+
µi⊥τA
nmi
∇2⊥wN
Normalisation du potentiel électrostatique φ :
τA
B
{φ,wN} = τAL⊥vAB
B
{φN , wN} = {φN , wN}N
Normalisation des opérateurs :
− τAL⊥
nmivA
{ψtot, j} = − 1
nmiv2A
{ψtot, j}N ,
−gτAL⊥B
nmivA
∂yp = − gτAB
nmivA
∂y
N
p,
µi⊥τA
nmi
∇2⊥wN =
µi⊥τA
nmiL2⊥
∇2⊥NwN = νN∇2⊥NwN ,
où νN =
µi⊥τA
nmiL2⊥
est sans dimension et correspond à la viscosité normalisée.
Normalisation du ﬂux magnétique ψ et du courant j :
− 1
nmiv2A
{ψtot, j}N = − L⊥Bnmiv2A {ψtotN , j}N
= − L⊥B2
nmiv2Aµ0L⊥
{ψtotN , jN}N
= −{ψtotN , jN}N
Normalisation de la pression p :
− gτAB
nmivA
∂y
N
p = −gτABL⊥p0
nmivALp
∂y
N
pN .
Dans [40], on montre que g = 2
R0B
. De plus, la pression d'équilibre est liée au paramètre β de
la façon suivante p0 = Lpκ =
βB2
2µ0
. Il est important de noter qu'ici que le paramètre β est lié à
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la pression électronique puisque l'on a supposé les ions froids. Ainsi :
−gτABL⊥p0
nmivALp
∂y
N
pN = −A1∂y
N
pN ,
avec A1 = β
(
L⊥
Lp
)2
Lp
R0
.
Ainsi, après normalisation de toutes les grandeurs physiques, on retrouve bien l'équation (4.5)
(on a omis l'indice N puisque toutes les grandeurs ont été normalisées) :
∂tw + {φ,w} = −{ψtot, j} − A1∂yp+ ν∇2⊥w.
Normalisation de l'équation de l'énergie
L'équation pour la pression p (4.3) s'écrit de la manière suivante :
∂tp+
1
B
{φ, p}+ κ
B
∂yφ =
5
3
g
[
p0∂yφ− kBTe
e
∂yp
]
− 5
3
kBTe
e
1
B
{ψtot, j}+ χ⊥∇2⊥p.
On normalise cette équation en plusieurs étapes.
Normalisation du temps :
∂tNp+
τA
B {φ, p}+ τAκB ∂yφ = 53τAg
[
p0∂yφ− kBTee ∂yp
]
−53 kBTee τAB {ψtot, j}+ τAχ⊥∇2⊥p
Normalisation de la pression p :
∂tNpN +
τA
B
{φ, pN}+ τAκLp
BL⊥p0
∂yφ =
5
3
τAg
[
Lp
L⊥
∂yφ− kBTe
e
∂ypN
]
−5
3
kBTe
e
τALp
BL⊥p0
{ψtot, j}+ τAχ⊥∇2⊥pN
Normalisation du potentiel électrostatique φ :
∂tNpN + L
2
⊥ {φN , pN}+
LpL⊥κ
p0
∂yφN =
5
3
g
[
BLpL⊥∂yφN − τAkBTe
e
∂ypN
]
−5
3
kBTe
e
τALp
BL⊥p0
{ψtot, j}+ τAχ⊥∇2⊥pN
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Normalisation des opérateurs :
L2⊥ {φN , pN} = {φN , pN}N ,
LpL⊥κ
p0
∂yφN =
Lpκ
p0
∂yNφN = ∂yNφN ,
5
3
gBLpL⊥∂yφN =
5
3
gBLp∂yNφN =
10Lp
3R0
∂yNφN ,
−5
3
gτA
kBTe
e
∂ypN = −5
3
gτA
kBTe
eL⊥
∂yNpN =
5βLpL⊥
3ΩiτAR0Lp
∂yNpN ,
−5
3
kBTe
e
τALp
BL⊥p0
{ψtot, j} = −5
3
kBTe
e
τALp
BL3⊥p0
{ψtot, j}N ,
τAχ⊥∇2⊥pN =
τA
L2⊥
χ⊥∇2⊥NpN = χ⊥N∇2⊥N .
Normalisation de ﬂux magnétique ψ et du courant j :
−53 kBTee τALpBL3⊥p0 {ψtot, j}N = −
5
3
kBTe
e
τABLp
µ0L3⊥p0
{ψtotN , jN}N
= − 5Lp3L⊥ΩiτA {ψtotN , jN}N
Ainsi, après normalisation de toutes les grandeurs physiques, on retrouve bien l'équation (4.7)
(on a omis l'indice N puisque toutes les grandeurs ont été normalisées) :
∂tp+ {φ, p} = (A2 − 1) ∂yφ− A3∂yp− A4 {ψtot, j}+ χ⊥∇2⊥p,
avec A2 =
10Lp
3R0
, A3 =
5βLpL⊥
3ΩiτAR0Lp
et A4 =
5Lp
3L⊥ΩiτA
.
Normalisation de la loi d'Ohm
L'équation pour le ﬂux magnétique ψ (4.4) s'écrit de la manière suivante :
∂tψ =
1
B
{ψtot, φ} − 1
neB
[{ψtot, p}+ κ∂yψ]− ηj.
On normalise cette équation en plusieurs étapes.
Normalisation du temps :
∂tNψ =
τA
B
{ψtot, φ} − τA
neB
{ψtot, p} − τAκ
neB
∂yψ − τAηj
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Normalisation du ﬂux magnétique ψ :
∂tNψN =
τA
B
{ψtotN , φ} −
τA
neB
{ψtotN , p} −
τAκ
neB
∂yψN − τAη
L⊥B
j
Normalisation du potentiel électrostatique φ :
τA
B
{ψtotN , φ} =
τA
B
L⊥vAB {ψtotN , φN} = {ψtotN , φN}N
Normalisation de la pression :
− τAneB {ψtotN , p} = −τAL⊥p0neBLp {ψtotN , pN}
= − τAp0neBLpL⊥ {ψtotN , pN}N
= − βL⊥2LpτAΩi {ψtotN , pN}N
Normalisation du courant j :
− τAη
L⊥B
j = − τAη
L2⊥µ0
jN = −ηNjN
Normalisation des opérateurs :
− τAκ
neB
∂yψN = − τAp0
neBL⊥Lp
∂yNψN = −
βL⊥
2LpτAΩi
∂yNψN
Ainsi, après normalisation de toutes les grandeurs physiques, on retrouve bien l'équation (4.9)
(on a omis l'indice N puisque toutes les grandeurs ont été normalisées) :
∂tψ = {ψtot, φ} − v? {ψ, p} − v?∂yψ − ηj.
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Chapitre 16
Description du code MTT2D
Aﬁn de simuler les équations (4.6, 4.8, 4.10), nous avons utilisé un code numérique 2D semi-
spectral à diﬀérence ﬁnie. Pour simuler un mode de déchirement en présence de plusieurs
modes interchanges instables, il a fallu, pendant cette thèse, améliorer ce code aﬁn d'atteindre
des résolutions plus importantes. En eﬀet, ce code était initialement prévu pour simuler un
mode de déchirement classique et ne nécessitait pas un grand nombre de modes poloïdaux.
Cependant, pour obtenir de la turbulence grâce à l'interchange, on a besoin d'augmenter le
nombre de modes poloïdaux. Cette nouvelle contrainte joue sur la stabilité du code numérique.
Il a donc fallu modiﬁer diﬀérents schémas numériques pour améliorer la stabilité et la résolution
du code.
Schéma temporel
Pour le schéma temporel, nous avons utilisé la méthode de Runge-Kutta d'ordre quatre (RK4)
[56] qui repose sur le principe de l'itération. Cette méthode d'ordre quatre nous a permis
d'atteindre une meilleur stabilité numérique. Pour comprendre la méthode RK4, considérons
que l'on doit résoudre l'équation diﬀérentielle suivante :
y′ = f (t, y) , y (t0) = y0.
Connaissant la valeur yn de y au temps tn, on cherche la valeur yn+1 de y au temps suivant
tn+1 = tn + ∆t, où ∆t est le pas de l'itération. Pour cela, la méthode RK4 repose sur l'idée que
la valeur suivante yn+1 est approchée par la somme de la valeur actuelle yn et du produit de la
taille de l'intervalle ∆t par la pente estimée. La pente est obtenue par une moyenne pondérée
de pentes :
- k1 = f (tn, yn) est la pente au début de l'intervalle,
- k2 = f
(
tn +
∆t
2
, yn +
∆t
2
k1
)
est la pente au milieu de l'intervalle, en utilisant la pente k1pour
calculer la valeur de y au point tn + ∆t/2 par le biais de la méthode d'Euler,
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- k3 = f
(
tn +
∆t
2
, ∆t
2
k2
)
est de nouveau la pente au milieu de l'intervalle, mais obtenue cette
fois en utilisant la pente k2 pour calculer y,
- k4 = f (tn + ∆t, yn + ∆tk3) est la pente à la ﬁn de l'intervalle, avec la valeur de y calculée en
utilisant k3.
Dans la moyenne des quatre pentes, un poids plus grand est donné aux pentes au point du
milieu :
pente =
k1 + 2k2 + 2k3 + k4
6
.
Ainsi, la valeur de y au temps tn+1 est donnée par :
yn+1 = yn +
∆t
6
(k1 + 2k2 + 2k3 + k4) .
La méthode RK4 est une méthode d'ordre quatre, ce qui signiﬁe que l'erreur commise à chaque
étape est de l'ordre ∆t5, alors que l'erreur totale accumulée est de l'ordre de ∆t4 ce qui apporte
une meilleure stabilité au schéma numérique.
Traitement des conditions de bord
Dans le code, nous utilisons les conditions de bord suivantes :
- Direction radiale : f(0, y, t) = f(nx, y, t) = 0,
- Direction poloïdale : f(x, 0, t) = f(x, ny, t).
Le code étant spectral dans la direction ploïdale, la périodicité dans cette direction est assurée.
Par contre, pour la direction radiale, les choses sont plus compliquées. En eﬀet, il ne suﬃt pas
d'imposer simplement f(0, y, t) = f(nx, y, t) = 0 car cela ne permettrait pas de conserver l'odre
du schéma numérique. Pour résoudre ce problème, nous allons utiliser des points fantômes
qui nous permettrons, en calculant les dérivées, d'obtenir les bonnes conditions de bord dans
la direction radiale.
Comme le montre la Figure (16.1), on déﬁnit un nouveau point à l'extérieur de la boîte tel que
f(−1) = −f(1). Avec un simple développement limité de f(1), on peut alors montrer que l'on
a bien f(0) = 0. De la même façon, pour le point nx au bord de la boîte, on déﬁnit un nouveau
point tel que f(nx + 1) = −f(nx − 1) permettant d'assurer f(nx = 0). Dans la pratique, on
assure l'existence de ces deux points fantômes grâce aux dérivées aux bords de la boîte puisque
l'on impose pour la dérivée première :
f ′ (0) =
f(1)− f(−1)
2∆x
=
f (1)
∆x
et f ′ (nx) =
f(nx + 1)− f(nx − 1)
2∆x
= −f(nx − 1)
∆x
,
et pour la dérviée seconde :
f ′′ (0) =
f (1)− 2f (0)− f (−1)
∆x2
= −2f (0)
∆x2
= 0
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x
f(1)
f(‐1)=‐f(1)
f(0)=0
f(nx‐1)
f(nx+1)=‐f(nx‐1)
f(nx=0)
Figure 16.1  Conditions de bord pour la direction radiale.
et
f ′′ (nx) =
f (nx + 1)− 2f (nx)− f (nx − 1)
∆x2
= −2f (nx)
∆x2
= 0
Traitement des crochets de Poisson (non-linéarité)
Les instabilités numériques liées à l'évaluation des termes non-linéaires des équations ﬂuides
ont longtemps été une diﬃculté majeure. On considère une équation d'advection dans la limite
idéale :
∂tf + {g, f} = 0.
En multipliant cette équation par f et en l'intégrant sur tout l'espace S, on fait apparaître
l'énergie :
∂t
∫
S
f 2
2
dS =
∫
S
f {f, g} dS,
où f 2/2 = E. Ainsi, en utilisant
∫
S
f {f, g} dS = 0 (propriété des crochets de Poisson), on
trouve bien qu'il y a conservation de l'énergie dans la limite idéale ( d
dt
E = 0). Cela impose une
forte contrainte sur le schéma numérique.
Dans notre cas, les équations (4.6, 4.8, 4.10) ne sont pas idéales mais il faut assurer la pré-
servation des termes quadratiques pour ne pas altérer l'évolution temporelle du système et
pour ne pas générer d'instabilités numériques. En d'autres termes, il faut s'assurer qu'à chaque
intégration numérique, on a bien : ∫
S
φ {φ,w} dS = 0, (16.1)
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Figure 16.2  Traitement numérique des non-linéarités : évolution temporelle de
∫
S
φ {φ,w} dS
obtenue par la simulation 2 avec β = 0.001.
∫
S
φ {φ, p} dS = 0, (16.2)
∫
S
ψ {ψ, φ− p} dS = 0. (16.3)
Pour cela, nous avons implémenté dans le code la méthode dite d'Arakawa [57] qui donne une
solution pour assurer la préservation des termes quadratiques. En eﬀet, [57] montre que lorsque
les quantités quadratiques sont conservées dans un schéma à diﬀérence ﬁnie, les instabilités
numériques non-linéaires ne peuvent pas apparaître. La méthode d'Arakawa est basée sur le
fait que si le carré d'une quantité se conserve à chaque pas de temps lorsqu'on l'intègre sur
tout le domaine numérique alors la quantité elle-même est bornée pour chaque point de la grille
numérique.
Ainsi, pour toutes nos simulations, nous avons vériﬁé que les équations (16.1, 16.2, 16.3) étaient
bien vériﬁées et qu'il y avait bien préservation des termes quadratiques. Pour exemple, la
Figure (16.2) présente l'évolution temporelle de
∫
S
φ {φ,w} dS obtenu par la simulation 2 avec
β = 0.001. Au début du premier plateau non-linéaire, on observe une ampliﬁcation de cet
invariant. Malgré cela, au vu de la très faible amplitude de l'invariant (10−10), on considère
qu'on a bien
∫
S
φ {φ,w} dS = 0 à chaque pas de temps et que chaque régime de la dynamique
(la transition notamment) est bien suivi numériquement.
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Résumé
Un tokamak est le siège de diverses instabilités qui peuvent être à l'origine d'une dégradation
du conﬁnement magnétique. Cette thèse porte sur l'étude de la dynamique d'un îlot magnétique
en présence de turbulence dans les plasmas magnétisés. Plus précisement, il s'agit de comprendre
la nature de l'interaction multi-échelle entre la turbulence, générée par un gradient de pression et
la courbure du champ magnétique, et un îlot magnétique formé par un mode de déchiremement
classique. Grâce à la déduction d'un modèle 2D prenant en compte ces deux sources d'instabilité,
des études linéaires analytiques et numériques permettent de comprendre l'eﬀet de la pression sur
la phase de croissance linéaire d'un îlot magnétique et mettent en évidence la stabilisation des
modes interchanges en présence d'un champ magnétique. Ensuite, des simulations non-linéaires du
modèle sont présentées pour comprendre comment le mécanisme d'interchange aﬀecte la dynamique
non-linéaire d'un îlot magnétique. De façon générale, le gradient de pression et la courbure du
champ magnétique aﬀectent fortement l'évolution non-linéaire de l'îlot magnétique permettant
l'apparition de bifurcations dynamiques dont la nature doit être caractérisée suivant les situations
dans lesquelles on se place. Enﬁn, la dernière partie de cette thèse est dédiée à l'étude de la rotation
poloïdale de l'îlot magnétique. La déduction d'un modèle permettant de mettre en évidence les
diﬀérentes origines possibles de la rotation est présentée. Il apparaît clairement que la rotation
non-linéaire de l'îlot magnétique peut être gouvernée par l'écoulement poloïdal E × B et/ou par
l'écoulement non-linéaire diamagnétique.
Summary
In a tokamak, it exists many kind of instability at the origin of a dammage of the conﬁnement and
worst of a lost of a conﬁnement. This phd presents a study of the dynamics of a magnetic island in
presence of turbulence in magnetized plasmas. More precisely, the goal is to understand the multi-
scales interaction between turbulence, generated by a pressure gradient and the magnetic ﬁeld
curvature, and a magnetic island formed thanks to a tearing mode. Thanks to the derivation of a
2D slab model takking account both tearing and interchange instabilities, theoretical and numerical
linear studies show the pressure eﬀect on the magnetic island linear formation and show interchange
modes are stabilized in presence of a strong magnetic ﬁeld. Then, a numerical nonlinear study is
presented in order to understand how the interchange mechanism aﬀects the nonlinear dynamics
of a magnetic island. It is showned that the pressure gradient and the magnetic ﬁeld curvature
aﬀect strongly the nonlinear evolution of a magnetic island through dynamics bifurcations. The
nature of these bifurcations should be characterized in fonction of the linear situation. Finally,
the last part of this phd is devoted to the study of the origin of the nonlinear poloidal rotation
of the magnetic island. A model giving the diﬀerent contributions to the rotation is derived. It
is showned, thanks to the model and to the numerical studies, that the nonlinear rotation of the
island is mainly governed by the E ×B poloidal ﬂow and/or by the nonlinear diamagnetic drift.
