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Abstract
We discuss evolution operators of Schrödinger type which have a non-self-adjoint lower order
term and give a necessary condition for the Cauchy problem to such operators to be well-posed in
Gevrey spaces. Under an additional assumption, this necessary condition is sharp.
 2003 Éditions scientifiques et médicales Elsevier SAS. All rights reserved.
MSC: 37K05; 37L50
Keywords: Schrödinger operator; Non-self-adjoint lower order term
1. Introduction
We study necessary conditions under which the following Cauchy problem of
Schrödinger type,
Lu=
(
i∂t ++
n∑
j=1
bj (x)∂xj + c(x)
)
u= f (t, x), u(0, x)= ϕ(x), (1.1)
is well-posed in Gevrey spaces Gs , 1 < s < ∞. Here Gs = lim−→>0G
s
 , and Gs is the
Hilbert space Gs = {v ∈ L2(Rn): ‖v‖s, = ‖exp(〈ξ〉1/s)vˆ(ξ)‖L2 < ∞}, where 〈ξ〉 =
(1+ |ξ |2)1/2 and vˆ is the usual Fourier transform of v with respect to x ∈Rn.
Definition 1.1. We say that the Cauchy problem for the operator L is forward Gs well-
posed if for every T > 0 and every 0 > 0 there are constantsC = C(T ,0) and  > 0 such
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486 M. Dreher / Bull. Sci. math. 127 (2003) 485–503that for every ϕ ∈Gs0 , f ∈C([0, T ],Gs0) there is a unique solution u ∈ C([0, T ],Gs) to(1.1) with
∥∥u(t, ·)∥∥
s,
 C‖ϕ‖s,0 +C
t∫
0
∥∥f (τ, ·)∥∥
s,0
dτ, 0 t  T .
If the coefficients bj are purely imaginary valued, then L= i∂t + A0 + A1, where A0
is a self-adjoint operator, and A1 is a bounded operator. It is then known how to derive
a priori estimates of a solution u to (1.1) in the space L2(Rn), or Sobolev spaces Hs(Rn),
or Gevrey spacesGs; and the well-posedness of this Cauchy problem follows by functional
analytic arguments. The situation is more delicate when bj ≡ 0. For example, the Cauchy
problem for the operator L = i∂t + ∂2x + ∂x is neither well-posed in L2(Rn) nor in Gs ,
1 < s < ∞, as can be shown by an explicit representation of the solution via Fourier
transform with respect to x , see also [15]. Generally, well-posedness requires a certain
decay of bj (x) at infinity.
Therefore, we propose the following condition:
Condition 1. There is a constant M =M(d0) such that
sup
x∈Rn, ω∈Sn−1
∣∣∣∣∣
σ∫
0
n∑
j=1
bj (x + 2θω)ωj dθ
∣∣∣∣∣M(1+ |σ |)d0, ∀σ ∈R.
We assume that the coefficients bj and c belong to Gevrey spaces GsbL∞ , G
s
L∞ :
∥∥∂αx bj (·)∥∥L∞  C1+|α|α!sb , ∀α, (1.2)∥∥∂αx c(·)∥∥L∞ C1+|α|α!s , ∀α.
The first of our main results is the following:
Theorem 1. Let (1.2) be satisfied, and let d0 be a number with d0 > 3/(s + 1) and
d0 > 2/(s + 1− sb). Then Condition 1 with this d0 is necessary for the Gs well-posedness
of the Cauchy problem (1.1).
Sufficient conditions for the Gs well-posedness of the Cauchy problem for the operator
L = i∂t +  + ∑nj=1 bj (t, x)∂xj + c(t, x) were given in [2], namely bj (t, x) =
o(〈x〉1/s−1). In case of the model operator L = i∂t +  + 〈x〉d−1∂x with x ∈ R1, and
0 < d < 1, the Cauchy problem is therefore well-posed if d < 1/s. On the other hand,
Theorem 1 implies ill–posedness for d > 3/(s + 1) only.
This gap can be closed if we suppose that the pseudodifferential symbol of the vector
field
∑bj (x)Dj decays not too rapidly in a certain conic set:
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such that
−
n∑
j=1
bj (x + τω′)ωj  2c0〈τ 〉d0−1,
for all τ  0, |x − x0|< ε0, and all ω, ω′ ∈ Sn−1 with |ω−ω0|< ε0, |ω′ −ω0|< ε0.
In case of this slow decay condition, the following second main result can be proved:
Theorem 2. Suppose (1.2) with sb < s and Condition 2. Then d0  1/s is necessary for
the Gs well-posedness of the Cauchy problem (1.1).
A necessary condition for H∞ well-posedness was given in [7]:
sup
x∈Rn, ω∈Sn−1
∣∣∣∣∣
σ∫
0
n∑
j=1
bj (x + 2θω)ωj dθ
∣∣∣∣∣M log(1+ |σ |)+N, ∀σ ∈R.
This condition is sufficient in the case of one space dimension; and it is sufficient in the
cases of two or more space dimensions if one supposes certain relations on derivatives of
the coefficients bj , see [8].
The investigation of an operator with variable coefficients in the principal part, L =
i∂t+∑j,k ajk(x)∂xj ∂xk+∑j bj (x)∂xj +c(x), where a(x, ξ)=∑j,k ajk(x)ξj ξk  c0|ξ |2,
c0 > 0, requires the introduction of the bicharacteristic strip (X,P ) = (X,P )(t, x,p),
which is the solution to the Hamilton–Jacobi equations,
∂tXj = ∂Pj a(X,P ), ∂tPj =−∂Xj a(X,P ), (X,P )(0, x,p)= (x,p).
Then a necessary condition for the H∞ well-posedness is
sup
x, ω
∣∣∣∣∣
σ∫
0
n∑
j=1
bj
(
X(θ, x,ω)
)
Pj (θ, x,ω)dθ
∣∣∣∣∣M log(1+ |σ |)+N, ∀σ ∈R,
under an additional non-trapping condition. For details, see [5].
Sufficient conditions for Hs well-posedness were proved in [3,4,11]. In [9] and [14],
the following necessary condition for L2 well-posedness was shown:
sup
x∈Rn, ω∈Sn−1
∣∣∣∣∣
σ∫
0
n∑
j=1
bj
(
X(θ, x,ω)
)
Pj (θ, x,ω)dθ
∣∣∣∣∣M, ∀σ ∈R.
This condition is also sufficient, see [10].
Schrödinger type equations with a lower order term of order strictly less than 1 were
investigated in [1]; and sufficient conditions for Gs well-posedness were proved.
The challenging question of necessary conditions for the Gs well-posedness of
Schrödinger type equations with variable coefficients in the principal part will be answered
in a forthcoming publication.
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simultaneously; and the both cases will be called Case I and Case II, respectively. Before
we sketch the method of the proofs, we need a lemma (whose proof is below).
Lemma 1.1. Assume that 0 < d0 < 1 and that Condition 1 is violated. Then, for each
k ∈N, there are xk ∈Rn, σk ∈R+, ωk ∈ Sn−1 with the property that
−
σk∫
0
n∑
j=1
bj (xk + 2θωk)ωk,j dθ = k(1+ σk)d0,
−
σ∫
0
n∑
j=1
bj (xk + 2θωk)ωk,j dθ  kd0σ(1+ σk)d0−1, 0 σ  σk,
where σk tends to infinity for k→∞.
This lemma gives us a sequence {σk}k tending to infinity in Case I. In Case II, we
choose this sequence arbitrarily, but still approaching infinity. Now we fix special initial
data, ϕk(x)= ϕ(x − xk) (in Case I), and ϕk(x)= ϕ(x − x0) (in Case II), where ϕ ∈Gs0 is
determined by ϕˆ(ξ)= 〈ξ〉−(n+1)/2 exp(−0〈ξ〉1/s). Assuming that (1.1) is Gs well-posed,
there is a unique solution uk ∈ C1([0, T ],Gs) of
Luk = 0, uk(0, x)= ϕk(x). (1.3)
Next we define a seminorm Ek(t) for the function uk(t, ·).
Let h= h(x) ∈Gs0 (with s0 > 1 very close to 1) be a function with
h(x)=
{
0 |x| 1,
1 |x| 1/2, 0 h(x) 1. (1.4)
(A thorough representation of Gevrey functions can be found, e.g., in [13, Volume 3].) We
choose the pseudodifferential symbols
wk(t, x, ξ)= h
(
x − xk − 2tσ δ3k ωk
σ
−δ1
k
)
h
(
ξ − σδ3k ωk
σ
δ2
k
)
(Case I),
wk(t, x, ξ)= h
(
x − x0 − 2tσkω0
ε〈2tσk〉
)
h
(
ξ − σkω0
σ
δ2
k
)
(Case II),
where 0 < ε ε0, δ1 = 1 − d0, and δ2, δ3 are certain positive constants determined later.
We are going to employ the multi-index notation: for α ∈Nn, we set |α| = α1 + · · · + αn,
and
∂αy =
∂ |α|
∂
α1
y1 . . . ∂
αn
yn
, Dαy = (−i)|α|∂αy , i2 =−1.
For multi-indices α,β ∈Nn, we specify
w
(αβ)
k (t, x, ξ)= ∂αy h(y)∂βη h(η)|y=σ δ1k (x−xk−2tσ δ3k ωk), η=σ−δ2k (ξ−σ δ3k ωk),
w
(αβ)
k (t, x, ξ)= ∂αy h(ε−1y)∂βη h(η)|y=〈2tσ 〉−1(x−x −2tσ ω ), η=σ−δ2 (ξ−σ ω ),k 0 k 0 k k 0
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istic strip associated to the principal symbol a(x, ξ)= |ξ |2. With some positive constant κ
to be defined later, we set N N = σκ/s1k , choose s1 > s0, and define the seminorm
Ek(t)=
∑
|α|N, |β|N
(α!β!)−s1∥∥W(αβ)k (t, x,Dx)uk(t, x)∥∥L2(Rnx). (1.5)
In Sections 3 and 4, estimates of Ek from above and below will be derived, which
contradict for large σk if we choose δ1, δ2, δ3, κ , ε suitably. This implies that the assumed
well-posedness of the Cauchy problem (1.1) does not hold, completing the proofs of the
Theorems 1 and 2.
Remark 1.1. Instead of Theorem 2, we will actually prove the following (equivalent)
result: let (1.2) and Condition 2 be satisfied, and suppose that the constant d0 of the slow
decay condition satisfies
1
s
< d0 <
1
s
+
(
1− sb
s
)
. (1.6)
Then the Cauchy problem for the operator L is not Gs well-posed.
In the following, C and c denote generic large and small positive constants, which do
neither depend on multi-indices nor σk .
2. Tools and preliminaries
By S00,0 we denote the usual space of pseudodifferential symbols, i.e., all functions
p = p(x, ξ) ∈ C∞(Rn ×Rn) such that |∂αx ∂βξ p(x, ξ)|  Cαβ , for all (x, ξ) ∈ R2n and all
α,β ∈Nn. The topology of the locally convex space S00,0 is given by the seminorms
|p|l = max|α|l, |β|l sup(x,ξ)∈R2n
∣∣∂αx ∂βξ p(x, ξ)∣∣.
Each symbol p ∈ S00,0 defines a pseudodifferential operator P : S→ S (Schwartz space of
rapidly decreasing functions) by
(Pu)(x)=
∫
eixξp(x, ξ)uˆ(ξ)dξ,
where we have introduced the convenient notation dξ = (2π)−ndξ1 . . .dξn.
Theorem 3 (Calderon–Vaillancourt). Let p ∈ S00,0. The operator P can then be continu-
ously extended to a bounded operator on L2(Rn),
‖Pu‖L2  C|p|l0‖u‖L2, (2.1)
where C and l0 depend on the space dimension n only.
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q(x, ξ)=
Os∫ ∫
e−iyηp1(x, ξ + η)p2(x + y, ξ)dy dη
= lim
ε→0
∫ ∫
e−iyηh(εy)h(εη)p1(x, ξ + η)p2(x + y, ξ)dy dη,
which is independent of the choice of the cut-off function h satisfying (1.4). Then
Q(x,Dx)= P1(x,Dx)P2(x,Dx) as a composition of mappings; we also write q(x, ξ)=
p1(x, ξ) ◦ p2(x, ξ). Moreover, the symbol q(x, ξ) allows the following expansion:
Theorem 4. Let p1, p2, q be as above. For every N ∈N+, we have
q(x, ξ)=
N−1∑
|γ |=0
1
γ !
(
D
γ
ξ p1(x, ξ)
)(
∂
γ
x p2(x, ξ)
)
+N
∑
|γ |=N
1∫
0
(1− θ)N−1
γ ! qθ,γ (x, ξ)dθ,
qθ,γ (x, ξ)=
Os∫ ∫
e−iyη
(
D
γ
ξ p1(x, ξ + θη)
)(
∂
γ
x p2(x + y, ξ)
)
dy dη.
For each l0 ∈N, there is a constant l1 ∈N such that the seminorms of the remainder term
qθ,γ can uniformly in θ and N be estimated by
|qθ,γ |l0  C(l0)
∣∣∂γξ p1∣∣l1∣∣∂γx p2∣∣l1 . (2.2)
Proof. This is Theorem 3.1 of Chapter 2, and Lemma 2.2 of Chapter 7 of [12]. ✷
The next estimate can be proved easily be means of Sobolev embedding theorem and
Plancherel’s formula.
Lemma 2.1. If v ∈Gs , then there is a constantC with |∂αx v(x)| C1+|α|α!s , for all x ∈Rn
and all α ∈Nn.
The next lemma provides estimates of w(αβ)k and gives a precise meaning to
the statement that w(αβ)k is supported near the bicharacteristic strip of the symbol
a(x, ξ)= |ξ |2.
Lemma 2.2. Let 0 t <∞. If (t, x, ξ) ∈ suppw(αβ)k , then∣∣x − xk − 2tσ δ3k ωk∣∣ σ−δ1k , ∣∣ξ − σδ3k ωk∣∣ σδ2k (Case I), (2.3)
|x − x0 − 2tσkω0| ε〈2tσk〉, |ξ − σkω0| σδ2k (Case II). (2.4)
Let α,β, γ, δ,µ be multi-indices. Then there is a constant C = C(l, s0, ε) with
M. Dreher / Bull. Sci. math. 127 (2003) 485–503 491∣∣ξµ∂δx∂γξ w(αβ)k (t, ·, ·)∣∣l  C1+|α+β+γ+δ+µ|(α!β!γ !δ!)s0σδ3|µ|+δ1l+δ1|δ|−δ2|γ |k , (2.5)∣∣ξµ∂δx∂γξ w(αβ)k (t, ·, ·)∣∣l  C1+|α+β+γ+δ+µ|(α!β!γ !δ!)s0σ |µ|−δ2|γ |k 〈2tσk〉−|δ|, (2.6)
in Case I, Case II, respectively.
Proof. The statements (2.3) and (2.4) are due to (1.4), and (2.5) follows from∣∣∂δx∂γξ w(αβ)k (t, ·, ·)∣∣ C1+|α+β+γ+δ|(α!β!γ !δ!)s0σδ1|δ|−δ2|γ |k ,
which can be deduced from h ∈ Gs0 , Lemma 2.1, and the choice of w(αβ)k . The estimate
(2.6) is proved similarly. ✷
Proof of Lemma 1.1 (see also [7]). If Condition 1 is violated, then there are yk ∈ Rn,
ωk ∈ Sn−1, and τk ∈R+, such that
−
τk∫
0
n∑
j=1
bj (yk + 2θωk)ωk,j dθ = 2k(1+ τk)d0 .
We set Fk(t)=−
∫ t
0
∑n
j=1bj (yk + 2θωk)ωk,j dθ , and have Fk(0)= 0, Fk(τk)= 2k(1+
τk)
d0
. By continuity of Fk , there is a number tk , 0 tk  τk , such that
k(1+ τk − tk)d0 = Fk(τk)− Fk(tk),
k(1+ τk − t)d0  Fk(τk)− Fk(t), tk  t  τk.
Now we set xk = yk + 2tkωk , σk = τk − tk , and obtain
−
σk∫
0
n∑
j=1
bj (xk + 2θωk)ωk,j dθ =−
σk∫
0
n∑
j=1
bj (yk + 2(tk + θ)ωk)ωk,j dθ
= Fk(tk + σk)− Fk(tk)= k(1+ σk)d0 .
From bj ∈ L∞ we then conclude that σk →∞. In the same way we get
−
σ∫
0
n∑
j=1
bj (xk + 2θωk)ωk,j dθ = Fk(τk)− Fk(tk)+ Fk(tk + σ)− Fk(τk)
 k(1+ σk)d0 − k(1+ σk − σ)d0
= kd0σ(1+ θ)d0−1  kd0σ(1+ σk)d0−1
for 0 σ  σk and some σk − σ < θ < σk . ✷
3. Estimate from above
We write the seminorm Ek(t) from (1.5) as
Ek(t)=
∑
|α|N, |β|N
Ekαβ(t),
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Proposition 3.1. Let the Cauchy problem (1.1) be Gs well-posed in the sense of
Definition 1.1. We then have, for arbitrary N and every 0 t  T ,
Ekαβ(t) Cσδ1l0k C
|α+β|(α!β!)s0−s1, (3.1)
Ek(t) CσCk . (3.2)
Proof. The well-posedness of (1.1) yields
‖uk‖L2  ‖uk‖s, C‖ϕk‖s,0 = const, (3.3)
due to the choice of ϕk . From (2.1), and (2.5), (2.6) we then obtain (3.1); which implies (in
conjunction with s1 > s0) (3.2). ✷
4. Estimate from below
Proposition 4.1. Let the Cauchy problem (1.1) be well-posed in the sense of Definition 1.1,
and N = σκ/s1k .
(Case I) Suppose 1− d0 = δ1 < 1, 1 < s0 < s1 < 2, and
κ  δ2 − (1− d0), (4.1)
κ  δ3 − δ2 − δ1 − (1− d0), (4.2)
κ(sb + s1 − 1)
s1
< δ2. (4.3)
Then we have, for sufficiently large σk ,
Ek
(
σ
1−δ3
k
)
 exp
(
ckσ
d0
k
)(
cσ−Ck exp
(−20σδ3/sk )−C exp(−σκ/s1k )). (4.4)
(Case II) Let ε be sufficiently small, and assume the following conditions:
δ2 = 1+ κ − d0, (4.5)
κ
s1
> 2κ − d0, (4.6)
1 > d0 > κ >
κ
s1
>
1
s
, (4.7)
κ(sb + s1 − 1)
s1
< δ2. (4.8)
Then there is a constant T0, 0 < T0  T , such that for large σk :
Ek(T0) exp
(
cσ
d0
k
)(
cσ−Ck exp
(−20σ 1/sk )−C exp(−σκ/s1k )). (4.9)
The proof is split into the Lemmas 4.1–4.4. For simplicity of notation, we set
v
(αβ)
k (t, x)=W(αβ)k (t, x,Dx)uk(t, x). (4.10)
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Lv
(αβ)
k = f (αβ)k =
[
L,W
(αβ)
k
]
uk. (4.11)
We introduce the notation
b(x, ξ)=−
n∑
j=1
bj (x)ξj , B(x,Dx)=−
n∑
j=1
bj (x)Dxj , (4.12)
and can deduce that∥∥v(αβ)k ∥∥L2∂t∥∥v(αβ)k ∥∥L2 =(∂tv(αβ)k , v(αβ)k )
=(−if (αβ)k , v(αβ)k )+
n∑
j=1
(ibj∂xj v(αβ)k , v(αβ)k )+(icv(αβ)k , v(αβ)k )
−∥∥f (αβ)k ∥∥L2∥∥v(αβ)k ∥∥L2 +(B(x,Dx)v(αβ)k , v(αβ)k )−C∥∥v(αβ)k ∥∥2L2, (4.13)
where we have exploited Garding’s inequality.
Lemma 4.1. Let the Cauchy problem (1.1) be well-posed in the sense of Definition 1.1,
N = σκ/s1k , and σk large.
(Case I) Assuming (4.2), we have the estimate
∥∥f (αβ)k ∥∥L2  Cσ 2δ1k
n∑
j=1
∥∥v(α+2ej ,β)k ∥∥L2 +Cσδ1+δ2k
n∑
j=1
∥∥v(α+ej ,β)k ∥∥L2
+C
N−1∑
|γ |=1
(
Cσ
−δ2
k
)|γ |
γ !sb−1
×
(
σ
δ3
k
∥∥v(α,β+γ )k ∥∥L2 + σδ1k
n∑
j=1
∥∥v(α+ej ,β+γ )k ∥∥L2
)
+CN(α!β!)s0σC+(κ(sb+s0−1)/s1−δ2)Nk , 0 t <∞,
where ej = (0, . . . ,0,1,0, . . . ,0) with 1 at the j th position.
(Case II) For δ2 < 1, the following estimate holds:
∥∥f (αβ)k ∥∥L2  C〈tσk〉−2
n∑
j=1
∥∥v(α+2ej ,β)k ∥∥L2 +C〈tσk〉−1σδ2k
n∑
j=1
∥∥v(α+ej ,β)k ∥∥L2
+C
N−1∑
|γ |=1
(
Cσ
−δ2
k
)|γ |
γ !sb−1
×
(
σk
∥∥v(α,β+γ )k ∥∥L2 + 〈tσk〉−1
n∑
j=1
∥∥v(α+ej ,β+γ )k ∥∥L2
)
+CN(α!β!)s0σC+(κ(sb+s0−1)/s1−δ2)Nk , 0 t <∞.
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f
(αβ)
k =
[
L,W
(αβ)
k
]
uk
= [i∂t +,W(αβ)k ]uk +
n∑
j=1
[
bj (x)∂xj ,W
(αβ)
k
]
uk +
[
c(x),W
(αβ)
k
]
uk,
[
i∂t +,W(αβ)k
]
uk = 2σδ1k
n∑
j=1
(
∂xj − iσ δ3k ωk,j
)
v
(α+ej ,β)
k − σ 2δ1k
n∑
j=1
v
(α+2ej ,β)
k .
Theorem 4 gives us the expansion
symb
([
bjDxj ,W
(αβ)
k
])
(t, x, ξ)= bj (x)
(
Dxjw
(αβ)
k (t, x, ξ)
)
−
N−1∑
|γ |=1
1
γ !
(
∂
γ
x bj (x)ξj
)(
D
γ
ξ w
(αβ)
k (t, x, ξ)
)− r(αβ)kNj (t, x, ξ),
r
(αβ)
kNj (t, x, ξ)=N
∑
|γ |=N
1∫
0
(1− θ)N−1
γ ! r
(αβ)
kγjθ (t, x, ξ)dθ,
r
(αβ)
kγjθ (t, x, ξ)
=−θ
Os∫ ∫
e−iyη
(
D
γ
ξ w
(αβ)
k (t, x, ξ + θη)
)(
Dxj ∂
γ
x bj (x + y)
)
dy dη
+
Os∫ ∫
e−iyη
(
(ξj + θηj )Dγξ w(αβ)k (t, x, ξ + θη)
)(
∂
γ
x bj (x + y)
)
dy dη.
From (2.2) we infer∣∣r(αβ)kγjθ ∣∣l0  C(l0)(∣∣Dγξ w(αβ)k ∣∣l1 · ∣∣∂xj ∂γx bj ∣∣l1 + ∣∣ξjDγξ w(αβ)k ∣∣l1 · ∣∣∂γx bj ∣∣l1),∣∣r(αβ)kNj ∣∣l0  C
N
N !
∑
|γ |=N
(∣∣Dγξ w(αβ)k ∣∣l1 · ∣∣∂xj ∂γx bj ∣∣l1 + ∣∣ξjDγξ w(αβ)k ∣∣l1 · ∣∣∂γx bj ∣∣l1).
Estimates (2.5) (with µ= 0,1), and assumption (1.2) imply∣∣r(αβ)kNj ∣∣l0  CN(α!β!)s0N !sb+s0−1σδ3+δ1l1−δ2Nk
 CN(α!β!)s0σCk
(
Nsb+s0−1σ−δ2k
)N
,
which gives us, together with (2.1), (3.3), and the choice of N ,∥∥R(αβ)kNj uk(t, ·)∥∥L2  CN(α!β!)s0σC+(κ(sb+s0−1)/s1)Nk .
Now we consider the other terms of the commutator [bjDj ,W(αβ)k ]. Clearly,∥∥Op(bjDxjw(αβ)k )uk∥∥L2  ‖bj‖L∞σδ1k ∥∥v(α+ej ,β)k ∥∥L2 .
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χk(ξ)= h
(
42−1σ 1−d0−δ3k (ξ − σδ3k ωk)
)
,
and observe that
ξ ∈ suppχk ⇒
∣∣ξ − σδ3k ωk∣∣ 42σδ3−1+d0k , (4.14)
ξ ∈ supp(1− χk)⇒
∣∣ξ − σδ3k ωk∣∣ 84σδ3−1+d0k ,∣∣∂µξ χk(ξ)∣∣ C1+|µ|µ!s0σ (1−d0−δ3)|µ|k . (4.15)
The supports of (1− χk) and w(αβ)k are disjoint, by (2.3) and (4.14). We can write(
∂
γ
x bj (x)ξj
)(
D
γ
ξ w
(αβ)
k (t, x, ξ)
)
=K1 +K2 +K3
= (∂γx bj (x)ξj )(1− χk(ξ)) ◦ (Dγξ w(αβ)k (t, x, ξ))
+ (∂γx bj (x)ξj )χk(ξ) ◦ (Dγξ w(αβ)k (t, x, ξ))− (∂γx bj (x))(DxjDγξ w(αβ)k (t, x, ξ)).
Due to Theorem 4, the pseudodifferential symbol K1 can be expanded as
K1(t, x, ξ)= 0+
(
N − |γ |) ∑
|µ|=N−|γ |
t∫
0
(1− θ)N−|γ |−1
µ! K1θµ(t, x, ξ)dθ.
Then (1.2), (2.5), (4.2), and (4.15) give us the estimates∣∣K1θµ(t, ·, ·)∣∣l0  C∣∣∂µξ ∂γx bj ξj (1− χk(ξ))∣∣l1∣∣∂µx ∂γξ w(αβ)k (t, ·, ·)∣∣l1
 CN(α!β!γ !µ!2)s0γ !sbσ δ3+δ1l1+(δ1+1−d0−δ3)|µ|−δ2|γ |k
 CN(α!β!)s0(γ !µ!)sb+s0σC−(δ2+κ)(N−|γ |)−δ2|γ |k ,∣∣K1(t, ·, ·)∣∣l0  CN(α!β!)s0N !sb+s0(N − |γ |)!−1σC−κ
(
N−|γ |)−δ2N
k .
For the estimate of K2, we make use of |ξ | 2σδ3k on suppχk , and get∥∥K2(t, x,Dx)uk(t, x)∥∥L2  C|γ |γ !sbσ δ3−δ2|γ |k ∥∥v(α,β+γ )k ∥∥L2 .
Similarly,∥∥K3(t, x,Dx)uk(t, x)∥∥L2  C|γ |γ !sbσ δ1−δ2|γ |k ∥∥v(α+ej ,β+γ )k ∥∥L2 .
Summing up and recalling (2.1), (3.3), we find
N−1∑
|γ |=1
1
γ !
∥∥Op((∂γx bj (x)ξj )(Dγξ w(αβ)k ))uk∥∥L2
 C
N−1∑
|γ |=1
(
Cσ
−δ2
k
)|γ |
γ !sb−1
(
σ
δ3
k
∥∥v(α,β+γ )k ∥∥L2 + σδ1k
n∑
j=1
∥∥v(α+ej ,β+γ )k ∥∥L2
)
+CN(α!β!)s0σCk
(
Nsb+s0−1σ−δ2k
)N N∑
|γ |=1
σ
−κ(N−|γ |)
k .
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(α+ej ,β)
k can be estimated similarly as K1 and K2 above
(with γ = 0), leading to∥∥σδ1k (∂xj − iσ δ3k ωk,j )v(α+ej ,β)k ∥∥L2
 Cσδ1+δ2k
∥∥v(α+ej ,β)k ∥∥L2 +CN(α!β!)s0σCk (N2s0−1σ−δ2−κk )N‖uk‖L2 . (4.16)
This completes the proof in Case I.
(Case II) Now one part of the right-hand side f (αβ)k is given by
[
i∂t +,W(αβ)k
]
uk = 2〈2tσk〉−1
n∑
j=1
(∂xj − iσkω0,j )v(α+ej ,β)k
− 〈2tσk〉−2
n∑
j=1
v
(α+2ej ,β)
k
− i 2tσk〈2tσk〉2
n∑
j=1
xj − x0,j − 2tσkω0,j
〈2tσk〉 v
(α+ej ,β)
k .
We choose the cut-off function χk(ξ)= h(42−1σ−δ2k (ξ − σkω0)), and the rest of the proof
runs similarly as above. ✷
Now we estimate the next term of the right-hand side of (4.13).
Lemma 4.2. (Case I) Under the assumptions of Lemma 4.1 and 1− d0  δ1,
(B(x,Dx)v(αβ)k (t, x), v(αβ)k (t, x))

(
B
(
xk + 2tσ δ3k ωk, σ δ3k ωk
)−Cσδ3−1+d0k )∥∥v(αβ)k (t, ·)∥∥2L2
−CN(α!β!)s0σC+(κ(2s0−1)/s1−δ2−κ)Nk
∥∥v(αβ)k (t, ·)∥∥L2, 0 t <∞.
(Case II) If δ2 < 1, σk is large enough and ε > 0 is small enough, then
(B(x,Dx)v(αβ)k (t, x), v(αβ)k (t, x))

(
c0σk〈tσk〉d0−1 −C
)∥∥v(αβ)k (t, ·)∥∥2L2
−CN(α!β!)s0σC+(κ(2s0−1)/s1−δ2−κ)Nk
∥∥v(αβ)k (t, ·)∥∥L2, 0 t <∞.
Proof. (Case I) We split the operator B(x,Dx) from (4.12) into three parts:
B(x,Dx)= I1 + I2 + I3 =
(
B(x,Dx)−B
(
x,σ
δ3
k ωk
))
+ (B(x,σ δ3k ωk)−B(xk + 2tσ δ3k ωk, σ δ3k ωk))
+B(xk + 2tσ δ3k ωk, σ δ3k ωk).
Utilizing the idea from estimate (4.16), and (3.3), we find∥∥I1v(αβ)k ∥∥L2  Cσδ2k ∥∥v(αβ)k ∥∥L2 +CN(α!β!)s0σCk (N2s0−1σ−δ2−κk )N .
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By (4.2) and 1− d0  δ1, we may estimate σδ2k  σδ3−1+d0k and σδ3−δ1k  σδ3−1+d0k .
(Case II) Choosing the cut-off functions χk(ξ)= h(42−1σ−δ2k (ξ − σkω0)) and ψk(t, x)
= h(ε−142−1〈2tσk〉−1(x − x0 − 2tσkω0)), we can split
b(x, ξ)= I1(t, x, ξ)+ I2(t, x, ξ)+ I3(t, x, ξ)= c0σk〈tσk〉d0−1
+ (b(x, ξ)− c0σk〈tσk〉d0−1)ψk(t, x)χk(ξ)
+ (b(x, ξ)− c0σk〈tσk〉d0−1)(1−ψk(t, x)χk(ξ)).
Let (t, x, ξ) ∈ suppψk(·, ·)χk(·), and ε sufficiently small. Then Condition 2 yields
b(x, ξ)=−|ξ |
n∑
j=1
bj
(
x0 + |x − x0| · x − x0|x − x0|
)
ξj
|ξ |
 2|ξ |c0〈x − x0〉d0−1  c0σk〈tσk〉d0−1.
Moreover, I2(t, ·, ·) ∈ S11,0, and its symbol estimates are uniform in t and k. Then Garding’s
inequality gives the uniform in t and k estimate
(I2v, v)−C‖v‖2L2 .
Finally, the supports of I3 and w(αβ)k are disjoint, according to the choice of χk , ψk ,
and (2.4). This completes the proof, see the estimate of K1 in the proof of Lemma 4.1. ✷
Lemma 4.3. Let the Cauchy problem (1.1) be Gs well-posed, N = σκ/s1k , where σk is
large, and 1 < s0 < s1 with s1 very close to 1.
(Case I) Suppose δ1 = 1 − d0, and (4.1)–(4.3). Then the seminorm Ek satisfies, for
0 t  T , the estimate
∂tEk(t)
(
B
(
xk + 2tσ δ3k ωk, σ δ3k ωk
)−Cσδ3−1+d0k )Ek(t)−CσC−cNk . (4.17)
(Case II) Under the assumptions of the Lemmas 4.1 and 4.2, the seminorm Ek satisfies
the following inequality:
∂tEk(t)
(
c0σk〈tσk〉d0−1 −C σ
2κ
k
〈tσk〉2 −C
σ
κ+δ2
k
〈tσk〉 −Cσ
1+κ−δ2
k
)
Ek(t)
−CσC−cNk , 0 t  T . (4.18)
Proof. (Case I) We employ (4.13), and the Lemmas 4.1, 4.2:
∂t
∥∥v(αβ)k ∥∥L2  (B(xk + 2tσ δ3k ωk, σ δ3k ωk)−Cσδ3−1+d0k )∥∥v(αβ)k ∥∥L2
−Cσ 2δ1k
n∑
j=1
∥∥v(α+2ej ,β)k ∥∥L2 −Cσδ1+δ2k
n∑
j=1
∥∥v(α+ej ,β)k ∥∥L2
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N−1∑
|γ |=1
(
Cσ
−δ2
k
)|γ |
γ !sb−1
×
(
σ
δ3
k
∥∥v(α,β+γ )k ∥∥L2 + σδ1k
n∑
j=1
∥∥v(α+ej ,β+γ )k ∥∥L2
)
−CN(α!β!)s0σC+(κ(sb+s0−1)/s1−δ2)Nk .
Then we obtain (exploiting (1.5), (4.3), (4.10), and δ1 = 1− d0)
∂tEk 
(
B
(
xk + 2tσ δ3k ωk, σ δ3k ωk
)−Cσδ3−1+d0k )Ek
−Cσ 2(1−d0)k N2s1
(
Ek +
N+2∑
|α|=N+1
∑
|β|N
Ekαβ
)
−Cσ(1−d0)+δ2k Ns1
(
Ek +
∑
|α|=N+1
∑
|β|N
Ekαβ
)
−Cσδ3k
∑
|α|N+1
∑
|β|N
N∑
|γ |=1
(
Cσ
−δ2
k
)|γ |
γ !sb−1
(
(β + γ )!
β!
)s1
Ekα(β+γ )
−Cσ(1−d0)k Ns1
∑
|α|N+1
∑
|β|N
N∑
|γ |=1
(
Cσ
−δ2
k
)|γ |
γ !sb−1
×
(
(β + γ )!
β!
)s1
Ekα(β+γ ) −CNσC−cNk
∑
|α|N
∑
|β|N
(α!β!)s0−s1 .
The last double-sum on the right is bounded, due to s1 > s0.
Let us discuss all these terms one after the other. Recalling that Ns1 ∼ σκk , we get from
the assumptions (4.1), (4.2) the inequalities
2(1− d0)+ 2κ  δ3 − 1+ d0, (1− d0)+ δ2 + κ  δ3 − 1+ d0.
According to Proposition 3.1,
Ekαβ  CNβ!s0−s1σC−(s1−s0)κN/s1k , N + 1 |α|N + 2.
By Stirling’s formula, (β + γ )!/β!  (2N)|γ |  (Cσκ/s1k )|γ | if |β| + |γ |  2N . For
1 |γ |N , we conclude that(
Cσ
−δ2
k
)|γ |
γ !sb−1σκ|γ |k 
(
Cσ
−δ2+κ(sb−1)/s1+κ
k
)|γ | = (Cσ−ε1k )|γ |, (4.19)
where ε1 = δ2 − κ(sb + s1 − 1)/s1 > 0, due to (4.3). There is a Γ0 = Γ0(δ2, κ, ε1) with(
Cσ
−ε1
k
)|γ |  Cσκ−δ2k · 2−|γ |
for |γ | Γ0 and σk large. If 1 |γ | Γ0, we can neglect the factor γ !sb−1 and get(
Cσ
−δ2
k
)|γ |
γ !sb−1σκ|γ |k  Cσκ−δ2k · 2−|γ |.
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(
Cσ
−δ2
k
)|γ |
γ !sb−1
(
(β + γ )!
β!
)s1
Ekα(β+γ )

(
Cσ
−ε1
k
)|γ |(
α!(β + γ )!)s0−s1  CNN !s0−s1  CNσ−cN0k .
From the assumptions (4.1), (4.2) it can be deduced that
δ3 + (κ − δ2) δ3 − 1+ d0,
(1− d0)+ κ + (κ − δ2) κ  δ3 − 1+ d0.
Summing up, we can conclude that
∂tEk(t)
(
B
(
xk + 2tσ δ3k ωk, σ δ3k ωk
)−Cσδ3−1+d0k )Ek(t)−CNσC−cNk .
This completes the proof of (4.17).
(Case II) The proof is similar, therefore we drop it. ✷
We write (4.17) and (4.18) in the form
∂tEk(t)Ak(t)Ek(t)−Rk(t). (4.20)
The following lemma is an analog to Lemma 1.1.
Lemma 4.4. (Case II) Suppose (4.5), (4.7), and let ε2 be any number with 0< ε2 < d0−κ .
Then there is a constant T0, 0 < T0  T , such that the function Ak = Ak(t) of (4.18) and
(4.20) has the following properties:
t∫
0
Ak(τ)dτ −Cσκ−ε2k , 0 t  T0,
T0∫
0
Ak(τ)dτ  Cσd0k .
Proof. By computation and (4.5),
t∫
0
Ak(τ)dτ =
σkt∫
0
c0〈τ 〉d0−1 −Cσ
2κ−1
k
〈τ 〉2 −C
σ
δ2−1+κ
k
〈τ 〉 −Cσ
−δ2+κ
k dτ
 c0
d0
(
(1+ σkt)d0 − 1
)−Cσκ+(κ−1)k
−Cσκ+(κ−d0)k ln(1+ σkt)−Ctσd0k .
We distinguish two cases.
Case (α): 0 σkt  42. Then we have, by (4.7),
t∫
Ak(τ)dτ −Cσκ+(κ−1)k −Cσκ+(κ−d0)k −C −Cσκ−ε2k .0
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t∫
0
Ak(τ)dτ  C1td0σd0k −Cσκ+(κ−1)k −Cσκ−ε2k −C2tσ d0k .
It remains to choose T0 > 0 with C2t  (1/2)C1td0 for 0 t  T0. ✷
Now we are in a position to estimate Ek from below.
Proof of Proposition 4.1. From Gronwall’s Lemma and (4.20) it follows that
Ek(T0) exp
( T0∫
0
Ak(τ)dτ
)(
Ek(0)−
T0∫
0
exp
(
−
τ∫
0
Ak(σ)dσ
)
Rk(τ)dτ
)
.
Recalling Lemma 4.3, we find
0Rk(τ) C exp
(−2σκ/s1k ) C exp(−2σκ/s1k ).
In Case I, we choose T0 = tk = σ 1−δ3k  T . Then Lemma 1.1 yields
T0∫
0
Ak(τ)dτ  (k −C)σd0k ,
−
τ∫
0
Ak(σ)dσ  0, 0 τ  tk.
In Case II, the needed estimates of Ak are given in Lemma 4.4. Since κ/s1 > 2κ − d0, we
may choose 0 < ε2 < d0 − κ such that κ/s1 > κ − ε2, which ensures
exp
(
−
τ∫
0
Ak(σ)dσ
)
Rk(τ) C exp
(−σκ/s1k ).
Next we consider Ek(0). In Case I, we have
Ek(0)2 
∥∥Wk(0, x,Dx)uk(0, x)∥∥2L2
= σCk
∫
R
n
ξ
∣∣∣∣
∫
Rnη
hˆ
(
ξ − η
σ
δ1
k
)
h
(
σ
−δ2
k
(
η− σδ3k ωk
))
ϕˆ(η)dη
∣∣∣∣
2
dξ.
We fix ϕˆ(ξ)= 〈ξ〉−(n+1)/2 exp(−0〈ξ〉1/s) and choose h in such a way that hˆ(0) > 0 and
hˆ(ξ)  0 for all ξ ∈ Rn. The existence of such functions h can be proved by means of
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domains of integration. We set
G1k =
{
η:
∣∣η− σδ3k ωk∣∣ σδ2k /4, ∣∣(σδ3k − σδ2k /4)ωk − η∣∣ 1},
G2k =
{
ξ : ∃η ∈G1k, |ξ − η| 1
}
and obtain
Ek(0)2  cσ−Ck
∫
ξ∈G2k
∣∣∣∣
∫
η∈G1k
ϕˆ(η)dη
∣∣∣∣
2
dξ  cσ−Ck exp
(−40σδ3/sk ).
Similarly, Ek(0)2  cσ−Ck exp(−40σ 1/sk ) in Case II.
Summing up, we obtain (4.4) and (4.9), and Proposition 4.1 is proved. ✷
5. The choice of parameters
Proof of Theorem 1. The estimates from Proposition 3.1 and 4.1 can be combined in the
following way:
CσCk Ek
(
σ
1−δ3
k
)
 exp
(
ckσ
d0
k
)(
cσ−Ck exp
(−C1σδ3/sk )−C exp(−σκ/s1k )). (5.1)
Assume now
δ3
s
<
κ
s1
,
δ3
s
 d0. (5.2)
Then the right-hand side of (5.1) is positive for large σk . If σk becomes even larger, then
the right-hand side becomes bigger than the left-hand side, because d0  δ3/s. That is the
desired contradiction.
It remains to show how to choose all constants so that the constraints d1 = 1 − d0 and
(4.1), (4.2), (4.3), (5.2) are satisfied.
In order to be able to choose d0 small, we should choose δ3 as small as possible.
Therefore, we fix κ = δ3 − δ2 − 2(1− d0), and choose s1 very close to 1. Then this system
is solvable if and only if
κ  δ3 − 3(1− d0)− κ, κ(sb + s1 − 1)
s1
< δ3 − κ − 2(1− d0),
and (5.2) hold, which are equivalent to
δ3
s
< κ  1
2
(
δ3 − 3(1− d0)
)
, κ
sb + 2s1 − 1
s1
< δ3 − 2(1− d0), δ3
s
 d0.
This system has a solution κ if
2δ3
s
+ 3(1− d0) < δ3, δ3  d0s, δ3
s
(sb + 1) < δ3 − 2(1− d0),
which is equivalent to
3(1− d0) < δ3(1− 2/s), δ3  d0s, 2(1− d0) < δ3(1− (sb + 1)/s),
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3(1− d0) < d0(s − 2), 2(1− d0) < d0(s − sb − 1).
These are the conditions of Theorem 1. ✷
Proof of Theorem 2. In order to prove the ill-posedness of (1.1), we have to satisfy the
constraints (4.5), (4.6), (4.7), and (4.8).
Eliminating δ2 we find
κ
s1
> 2κ − d0, 1 > d0 > κ > κ
s1
>
1
s
,
1− d0
sb − 1 >
κ
s1
,
which has a solution κ/s1 if and only if
1− d0
sb − 1 >
1
s
, 1 > d0 > κ >
1
s
,
1− d0
sb − 1 > 2κ − d0.
And this system has a solution κ if and only if
1− d0
sb − 1 >
1
s
, 1 > d0 >
1
s
, d0 + 1− d0
sb − 1 >
2
s
,
which is equivalent to (1.6). ✷
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