Annotated corpora are only useful if their annotations are consistent. Most large-scale annotation efforts take special measures to reconcile inter-annotator disagreement. To date, however, no-one has investigated how to automatically determine exemplars in which the annotators agree but are wrong. In this paper, we use OntoNotes, a large-scale corpus of semantic annotations, including word senses, predicate-argument structure, ontology linking, and coreference. To determine the mistaken agreements in word sense annotation, we employ word sense disambiguation (WSD) to select a set of suspicious candidates for human evaluation. Experiments are conducted from three aspects (precision, cost-effectiveness ratio, and entropy) to examine the performance of WSD. The experimental results show that WSD is most effective on identifying erroneous annotations for highly-ambiguous words, while a baseline is better for other cases. The two methods can be combined to improve the cleanup process. This procedure allows us to find approximately 2% remaining erroneous agreements in the OntoNotes corpus. A similar procedure can be easily defined to check other annotated corpora.
Introduction
Word sense annotated corpora are useful resources for many natural language applications. Various machine learning algorithms can then be trained on these corpora to improve the applications' effectiveness. Lately, many such corpora have been developed in different languages, including SemCor (Miller et al., 1993) , LDC-DSO (Ng and Lee, 1996) , Hinoki (Kasahara et al., 2004) , and the sense annotated corpora with the help of Web users (Chklovski and Mihalcea, 2002) . The SENSEVAL 1 (Kilgarriff and Palmer, 2000; Kilgarriff, 2001; Mihalcea and Edmonds, 2004) and SemEval-2007 2 evaluations have also created large amounts of sense tagged data for word sense disambiguation (WSD) competitions.
The OntoNotes (Pradhan et al., 2007a; Hovy et al., 2006) project has created a multilingual corpus of large-scale semantic annotations, including word senses, predicate-argument structure, ontology linking, and coreference 3 . In word sense creation, sense creators generate sense definitions by grouping fine-grained sense distinctions obtained from WordNet and dictionaries into more coarse-grained senses. There are two reasons for this grouping instead of using WordNet senses directly. First, people have trouble distinguishing many of the WordNet-level distinctions in real text, and make inconsistent choices; thus the use of coarse-grained senses can improve interannotator agreement (ITA) (Palmer et al., 2004; 2006) . Second, improved ITA enables machines to more accurately learn to perform sense tagging automatically. Sense grouping in OntoNotes has been calibrated to ensure that ITA averages at least 90%. Table 1 shows the OntoNotes sense tags and definitions for the word arm (noun sense). The OntoNotes sense tags have been used for many applications, including the SemEval-2007 evaluation (Pradhan et al., 2007b) , sense merging (Snow et al., 2007) , sense pool verification (Yu et al., 2007) , and class imbalance problems (Zhu and Hovy, 2007) .
In creating OntoNotes, each word sense annotation involves two annotators and an adjudicator. First, all sentences containing the target word along with its sense distinctions are presented independently to two annotators for sense annotation. If the two annotators agree on the same sense for the target word in a given sentence, then their selection is stored in the corpus. Otherwise, this sentence is double-checked by the adjudicator for the final decision. The major problem of the above annotation scheme is that only the instances where the two annotators disagreed are double-checked, while those showing agreement are stored directly without any adjudication. Therefore, if the annotators happen to agree but are both wrong, then the corpus becomes polluted by the erroneous annotations. Table 2 shows an actual occurrence of an erroneous instance (sentence) for the target word management. In this example sentence, the actual sense of the target word is management.01, but both of our annotators made a decision of management.02. (Note that there is no difficulty in making this decision; the joint error might have occurred due to annotator fatigue, habituation after a long sequence of management.02 decisions, etc.)
Although most annotations in OntoNotes are correct, there is still a small (but unknown) fraction of erroneous annotations in the corpus. Therefore, some cleanup procedure is necessary to produce a high-quality corpus. However, it is impractical for human experts to evaluate the whole corpus for cleanup. Given that we are focusing on word senses, this study proposes the use of WSD to facilitate the corpus cleanup process. WSD has shown promising accuracy in recent SENSEVAL and SemEval-2007 evaluations.
The rest of this work is organized as follows. Section 2 describes the corpus cleanup procedure. Section 3 presents the features for WSD. Section 4 summarizes the experimental results. Conclusions are drawn in Section 5. Figure 1 shows the cleanup procedure (dashed lines) for the OntoNotes corpus. As mentioned earlier, each word along with its sentence instances is annotated by two annotators. The anno- tated corpus can thus be divided into two parts according to the annotation results. The first part includes the annotation with disagreement among the two annotators, which is then double-checked by the adjudicator. The final decisions made by the adjudicator are stored into the corpus. Since this part is double-checked by the adjudicator, it will not be evaluated by the cleanup procedure. The second part of the corpus is the focus of the cleanup procedure. The WSD system evaluates each instance in the second part. If the output of the WSD system disagrees with the two annotators, the instance is considered to be a suspicious candidate, otherwise it is considered to be clean and stored into the corpus. The set of suspicious candidates is collected and subsequently evaluated by the adjudicator to identify erroneous annotations.
Corpus Cleanup Procedure

Word Sense Disambiguation
This study takes a supervised learning approach to build a WSD system from the OntoNotes corpus. The feature set used herein is similar to several state-of-the-art WSD systems (Lee and Ng., 2002; Ando, 2006; Tratz et al., 2007; Cai et al., 2007; Agirre and Lopez de Lacalle, 2007; Specia et al., 2007) , which is further integrated into a Naïve Bayes classifier (Lee and Ng., 2002; Mihalcea, 2007) . In addition, a new feature, predicate-argument structure, provided by the OntoNotes corpus is also integrated. The feature set includes:
Part-of-Speech (POS) tags:
This feature includes the POS tags in the positions (P -3 , P -2 , P -1 , P 0 , P 1 , P 2 , P 3 ), relative to the POS tag of the target word.
Local Collocations:
This feature includes single words and multi-word n-grams. The single words include (
to the target word W 0 . Similarly, the multi-word n-grams include (W -2,-1 ,
Bag-of-Words:
This feature can be considered as a global feature, consisting of 5 words prior to and after the target word, without regard to position.
Predicate-Argument Structure:
The predicateargument structure captures the semantic relations between the predicates and their arguments within a sentence, as shown in Figure 2 . These relations can be either direct or indirect. A direct relation is used to model a verb-noun (VN) or noun-verb (NV) relation, whereas an indirect relation is used to model a noun-noun (NN) relation. Additionally, an NN-relation can be built from the combination of an NV-relation and VNrelation. For instance, in Figure 2 , the NNrelation (R3) can be built by combining the NVrelation (R1) the VN-relation (R2). Therefore, the two features, R1 and R3, can be used to disambiguate the noun arm 4 .
Experimental Results
Experiment setup
The experiment data used herein was the 35 nouns from the SemEval-2007 English Lexical Sample Task (Pradhan et al., 2007b) . All sentences containing the 35 nouns were selected from the OntoNotes corpus, resulting in a set of 16,329 sentences. This data set was randomly split into training and test sets using different proportions (1:9 to 9:1, 10% increments). The WSD systems (described in Section 3) were then 4 Our WSD system does not include the sense identifier (except for the target word) for wordlevel training and testing. built from the different portions of the training set, called WSD_1 to WSD_9, respectively, and applied to their corresponding test sets. In each test set, the instances with disagreement among the annotators were excluded, since they have already been double-checked by the adjudicator. A baseline system was also implemented using the principle of most frequent sense (MFS), where each word sense distribution was retrieved from the OntoNotes corpus. Table 3 shows the accuracy of the baseline and WSD systems. The output of WSD may agree or disagree with the annotators. The instances with disagreement were selected from each WSD system as suspicious candidates. This experiment randomly selected at most 20 suspicious instances for each noun to form a suspicious set of 687 instances. An adjudicator who is a linguistic expert then evaluated the suspicious set, and agreed in 42 instances with the WSD systems, indicating about 6% (42/687) truly erroneous annotations. This corresponds to 2.6% (42/16329) erroneous annotations in the corpus as a whole, which we verified by an independent random spot check.
In the following sections, we examine the performance of WSD from three aspects: precision, cost-effectiveness ratio, and entropy, and finally summarize a general cleanup procedure for other sense annotated corpora.
Cleanup precision analysis
The cleanup precision for a single WSD system can be defined as the number of erroneous instances identified by the WSD system, divided by the number of suspicious candidates selected by the WSD system. An erroneous instance refers to an instance where the annotators agree with each other but disagree with the adjudicator. Table 4 lists the cleanup precision of the baseline and WSD systems. The experimental results show that WSD_7 (trained on 70% training data) identified 17 erroneous instances, out of 120 selected suspicious candidates, thus yielding the highest precision of 0.142. Another observation is that the upper bound of WSD_7 was 0.35 (42/120) under the assumption that it identified all erroneous instances. This low precision discourages the use of WSD to automatically correct erroneous annotations.
Cleanup cost-effectiveness analysis
The cleanup procedure used herein is a semiautomatic process; that is, WSD is applied in the first stage to select suspicious candidates for human evaluation in the later stage. Obviously, we would like to minimize the number of candidates the adjudicator has to examine. Thus we define a metric, the cost-effectiveness (CE) ratio, to measure the performance of WSD. The cost rate is defined as the number of suspicious instances selected by a single WSD system, divided by the total number of suspicious instances in the suspicious set. The effectiveness rate is defined as the number of erroneous instances identified by a single WSD system, divided by the total number of erroneous instances in the suspicious set. In this experiment, the baseline value of the costeffectiveness ratio is 1, which means that human expert needs to evaluate all 687 instances in the suspicious set to identify 42 erroneous instances. Figure 3 illustrates the CE ratio of the WSD systems. The most cost-effective WSD system was WSD_7. The CE ratios of the baseline and WSD_7 are listed in Table 4 . Cleanup precision of the baseline and WSD systems with different training portions.
Entropy analysis
So far, the experimental results show that the best WSD system can help human experts identify about 40% erroneous annotations, but it still missed the other 60%. To improve performance, we conducted experiments to analyze the effect of word entropy with respect to WSD performance on identifying erroneous annotations. For the SemEval 35 nouns used in this experiment, some words are very ambiguous and some words are not. This property of ambiguity may affect the performance of WSD systems on identifying erroneous annotation. To this end, this experiment used entropy to measure the ambiguity of words (Melamed, 1997 Table  7 ) in the OntoNotes corpus, occurring with the distribution {.14, .18, .19, .08, .04, .28, .09}, thus yielding a relative high entropy value (2.599). Conversely, the entropy of the noun rate is low (0.388), since it has only two senses with very skewed distribution {.92, .08}.
Consider the two groups of the SemEval nouns: the nouns for which at least one (Group 1) or none (Group 2) of their erroneous instances can be identified by the machine. The average entropy of these two groups of nouns was computed, as shown in Table 6 . An independent t-test was then used to determine whether or not the difference of the average entropy among these two groups was statistically significant. The experimental results show that WSD_7 was more effective on identifying erroneous annotations occurring in highly-ambiguous words (p<0.05), while the baseline system has no such tendency (p=0.368). Table 7 shows the detail analysis of WSD performance on different words. As indicated, WSD_7 identified the erroneous instances (7/7) occurring in the two top-ranked highlyambiguous nouns, i.e., defense and position, but missed all those (0/12) occurring in the two most unambiguous words, i.e., move and rate. The major reason is that the sense distribution of unambiguous words is often skew, thus WSD systems built from such imbalanced data tend to suffer from the over-fitting problem; that is, tend to over-fit the predominant sense class and ignore small sense classes (Zhu and Hovy, 2007) . Fortunately, the over-fitting problem can be greatly reduced when the entropy of words exceeds a certain threshold (e.g., the dashed line in Table 7) , since the word sense has become more evenly distributed.
Combination of WSD and MFS
Another observation from Table 7 is that WSD_7 identified more erroneous instances when the word entropy exceeded the cut-point, since the over-fitting problem was reduced. Conversely, MFS identified more ones when the word entropy is below the cut-point. This finding encourages the use of a combination of WSD_7 and MFS for corpus cleanup; that is, different strategies can be used with different entropy intervals. For this experiment data, MFS and WSD_7 can be applied below and above the cut-point, respectively, to select the suspicious instances for human evaluation. As illustrated in Figure 4 , when the entropy of words increased, the accumulated effectiveness rates of both WSD_7 and MFS increased accordingly, since more erroneous instances were identified. Additionally, the difference of the accumulated effect rate of MFS Table 5 . CE ratio of the baseline and WSD_7. and WSD_7 increased gradually from the beginning until the cut-point, since MFS identified more erroneous instances than WSD_7 did in this stage. When the entropy exceeded the cut-point, WSD_7 was more effective and thus its effectiveness rate kept increasing, while that of MFS increased slowly, thus their difference was decreased with the rise of the entropy. For the combination of MFS and WSD_7, its effectiveness rate before the cut-point was the same as that of MFS, since MFS was used in this stage to select the suspicious set. When WSD was used after the cut-point, the effectiveness rate of the combination system increased continuously, and finally reached 0.5 (21/42). Based on the above experimental results, the most cost-effective way for corpus cleanup is to use the combination method and begin with the most ambiguous words, since the WSD system in the combination method is more effective on identifying erroneous instances occurring in highly-ambiguous words and these words are also more important for many applications. Figure 5 shows the curve of the CE ratios of the combination method by starting with the most ambiguous word. The results indicate that the CE ratio of the combination method decreased gradually after more words with lower entropy were involved in the cleanup procedure. Additionally, the CE ratio of the combination method was improved by using MFS after the cut-point and finally reached 2.50, indicating that 50% (21/42) erroneous instances can be identified by double-checking 20% (137/687) of the suspicious set. This CE ratio was better than 2.31 and 1.48, reached by WSD_7 and MFS respectively.
The proposed cleanup procedure can be applied to other sense annotated corpora by the following steps: authority, bill, capital, carrier, development, drug, effect, exchange, future, network, people, point, policy, president, share, source, space Table 6 . Average entropy of two groups of nouns for the baseline and WSD_7.
Build the baseline (MFS) and WSD systems from the corpus. Create a suspicious set from the WSD systems. Calculate the entropy for each word in terms of it sense distribution in the corpus. Choose a cut-point value. Select a small portion of words with entropy within a certain interval (e.g., 1.0 ~ 1.5 in Table 7 ) for human evaluation to decide an appropriate cut-point value.
The cut-point value should not be too low or too high, since WSD systems may suffer from the over-fitting problem if it is too low, and the performance would be dominated by the baseline system if it is too high. Combine the baseline and best single WSD system through the cut-point. Start the cleanup procedure in the descending order of word entropy until the CE ratio is below a predefined threshold.
Conclusion
This study has presented a cleanup procedure to identify incorrect sense annotation in a corpus. The cleanup procedure incorporates WSD systems to select a set of suspicious instances for human evaluation. The experiments are conducted from three aspects: precision, costeffectiveness ratio, and entropy, to examine the performance of WSD. The experimental results show that the WSD systems are more effective on highly-ambiguous words. Additionally, the most cost-effective cleanup strategy is to use the combination method and begin with the most ambiguous words. The incorrect sense annotations found in this study can be used for SemEval-2007 to improve the accuracy of WSD evaluation.
The absence of related work on (semi-) automatically determining cases of erroneous agreement among annotators in a corpus is rather surprising. Variants of the method described here, replacing WSD for whatever procedure is appropriate for the phenomenon annotated in the corpus (sentiment recognition for a sentiment corpus, etc.), are easy to implement and may produce useful results for corpora in current use. Future work will focus on devising an algorithm to perform the cleanup procedure iteratively on the whole corpus. Figure 5 . CE ratio against word entropy.
