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ABSTRACT: A specific Flight and Maintenance Planning problem is presented. In this problem, preventive
maintenance operations are scheduled for military aircraft along with the assignment of regular missions. The
quality of the solutions is measured via a bi-objective function that smooths both maintenance operations and
aircraft unavailability among time periods. A real world dataset provided by the French Air Force is used to test
an exact optimization approach based on a Mixed Integer Programming model. Mono-objective computations
are solved to optimality for medium size instances, allowing to compute exactly the Pareto frontier of the
bi-objective optimization problems. The tests show that these two objectives do not lead to the same optimal
solution, but very good compromise solutions can be found thanks to the bi-objective optimization.
KEYWORDS: optimization, Flight and Maintenance Planning, aircraft maintenance, Mixed Integer
Programming, bi-objective optimization
1 Introduction
Flight and Maintenance Planning (FMP) problems
are raised in civilian or military operational applica-
tions. They schedule maintenances of aircraft tak-
ing into account the implications of maintenance im-
mobilizations for the demand in flight hours, for a
conjoint optimization among maintenance dates and
flight hours.
The specific FMP of this paper comes from the French
Air Force’s operations. It has two specificities regard-
ing the classical FMP considered in the literature. On
one hand, the fleet of aircraft is heterogeneous, with
different standards, capacities and retrofits. On the
other hand, there is a will to align two objectives:
the smoothing of the maintenance operations and the
minimization of the global unavailability of aircraft
to be able to add new missions. This last point calls
for a bi-objective optimization.
This paper investigates how to solve such new opti-
mization problem, and how to take good compromise
decisions if these objectives are antagonistic.
The article is structured as follows:
Section 2 presents a detailed description of the prob-
lem. An analysis of the previous work on FMP is
given in section 3. Section 4 presents a new MIP
formulation for the considered problem. Section 5 in-
troduces the real case study. Section 6 discusses the
obtained results. Finally, section 7 provides conclu-
sions and directions of further work.
2 Problem statement
The problem consists in assigning resources to prede-
fined tasks and scheduling periodic preventive main-
tenances for these same resources. For the seek of
simplicity, the following convention has been adopted:
aircraft are called resources, missions are called tasks.
2.1 Tasks
There is a fixed set of j ∈ J tasks to be accom-
plished over an horizon of time divided into t ∈ T
discrete periods. For their execution, these tasks re-
quire the assignment of a specific number of resources
Rj each period of time the task is active. The start
and end periods for each task are known and a task
is considered active between its start and end period.
During each period, tasks consume an amount of time
equal to Hj from each of its assigned resources.
The total number of resources being used at any given
time in a specific task should be equal to Rj .
Each task requires one and only one type of resource
which, in addition, should comply with additional
task requirements.
2.2 Resources
There is a set i ∈ I of available resources that are
assigned to tasks in order to accomplish them. Each
resource can only be assigned to a single task in any
given period. These resources suffer from wear and
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tear and require regular maintenance operations dur-
ing their lifetime. The need for maintenance is calcu-
lated based on two indicators.
The first one is called ”remaining elapsed time” (or
retit). It expresses the amount of time (measured
in time periods) after which the resource cannot be
used anymore and has to undergo a maintenance op-
eration. Its value is calculated for each resource i and
each time period t. In a similar way, ”remaining us-
age time” (or rutit) is used to measure the amount of
time that the resource i can be used before needing a
maintenance operation at any given period t.
At any given period, including at the start of the
planning horizon, each resource has a specific status
given by remaining usage time and remaining elapsed
time.
2.3 Maintenances
Maintenances operations are the process by which re-
sources that have reached a limit in some indicator
can return to a state where they can continue to be
used in tasks.
Each maintenance operation has a fix duration of M
periods.
After a maintenance operation, a resource restores its
remaining elapsed time and remaining usage time to
their max values E and H respectively.
2.4 Possible states
As a summary, the following are the possible logical
states that a resource can be in: assigned to a task
(see 2.1); under maintenance (see 2.3); available.
2.5 Time
In planning tasks and maintenances, it is important
to take into account the initial and end state of each
resource. This initial state can be a maintenance
or an assigned task. If a resource is under mainte-
nance, it needs to continue in this state for its remain-
ing maintenance time. Tasks’ assignments should be
taken into account in a similar manner.
The remaining used and elapsed times are assigned to
each resource at the beginning of the planning hori-
zon.
Finally, the state of each resource at the end of the
planning horizon, its remaining (elapsed, used) time,
needs to be defined.
2.6 Objectives
In this study, the following objectives are considered.
Given that the creation of new tasks and the duration
of maintenance are considered stochastic in real-life,
one basic goal is to maximize the robustness of the
planning by having the greatest amount of available
resources at every period of the planning horizon.
Given the limited amount of maintenance capacity
and its cost, another goal is to smooth as much as
possible the number of resources under maintenance
over the planning horizon.
As it will be shown in the mathematical formulation,
these objectives are quite related one with the other:
the more resources are in maintenance in a given pe-
riod, the more unavailable resources will be had.
3 Related work
The Military Flight and Maintenance Planning prob-
lem considered assigns missions and schedules main-
tenance operations to aircraft. In this problem, air-
craft are needed to comply with a series of planned
missions while at the same time needing to receive fre-
quent preventive maintenances in order to be ready
for new missions.
It is a variant of the Flight and Maintenance Planning
problem, where maintenance operations and flights
are scheduled to commercial aircraft. The main dif-
ferences are the fact that flights are not modeled geo-
graphically: all aircraft are assumed to exit the main
depot and return to the same depot at the end of the
flight.
Other differences include the following.
Firstly, the objective function’s motivation is on re-
ducing the load on the maintenance facilities and
guaranteeing the availability of the fleet instead of
reducing the cost. Also, the maintenance operations
take considerably longer and the rules that govern the
maintenances are different.
The temporal scope of the problem is also larger,
making the normal planning horizon and each period
larger too: years instead of months and months in-
stead of days, respectively.
In the following, the studies on the Military Flight
and Maintenance Planning are discussed.
In Kozanidis (2008), a model for the Hellenic Air
Force is presented. It assigns flight hours to aircraft
and schedules flexible maintenance periods based on
a ”remaining usage time” rule. The objectives are to
maximize this ”remaining usage time” for the aircraft
as well as to smooth the availability of aircraft during
the planning horizon. Instances of 24 aircraft and 6
monthly periods were solved with Mixed Integer Pro-
gramming (MIP) formulations and heuristics.
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In Cho (2011), the objective is to smooth the mainte-
nance operations. Randomly generated instances of
15 aircraft and 520 bi-daily periods were solved with
MIP formulations. The final state of aircraft is taken
into account in order to distribute as much as possible
the ”remaining usage time” of aircraft.
In Verhoeff et al. (2015), a model for the Royal
Netherlands Air Force is developed. Here, three cri-
teria for improving the planning robustness are pre-
sented and applied in a MIP model: availability, ser-
viceability and sustainability.
In Gavranis and Kozanidis (2015), an exact algorithm
is presented and tested on instances of 6 periods and
between 10 and 200 aircraft for the special case of
maximizing the residual flight time availability or to-
tal remaining usage time.
Both Kozanidis (2008) and Cho (2011) develop
heuristic alternatives to the MIP formulation for solv-
ing larger problem instances. In Steiner (2006), a
constructive, multi-stage heuristic approach is de-
scribed to obtain balanced maintenances for the Swiss
Air Force. Both calendar-based maintenances ac-
tions (CBMA) and usage-based maintenance actions
(UBMA) are used. Finally, in Kozanidis et al. (2014),
two heuristics are presented to solve large instances of
the problem by taking consecutive decisions period by
period with the help of mathematical models at each
step.
It should be noted that previous formulations only
consider an aggregate demand in flight hours for all
aircraft. The aircraft are assumed to be homogeneous
and interchangeable. The use of aggregate demand
makes it impossible to take into account the task re-
quirements for aircraft.
Lastly, in De Chastellux (2016) a mission-centered
modeled is presented. Here, cycles, composed of one
maintenance followed by mission assignments were
used. Instances of 6 - 70 aircraft and 60 monthly
periods were solved. Close to optimal solutions for
small to medium instances using MIP formulations
and heuristics based on these MIP formulations were
found.
In the following, an alternative model is presented.
This model is then tested in a case study.
4 Optimization model
4.1 Sets
Tj time periods t ∈ T in which task j is active.
Jt tasks j ∈ J to be realized in period t.
Ij resources i ∈ I that can be assigned to task j.
Oi tasks j ∈ J for which resource i can be used.
T st time periods t′ ∈ T such that t′ ∈
{max {1, t−M + 1}, ..., t}.
4.2 Parameters
Hj amount of resource time required by task j.
Rj number of resources required by task j.
M maintenance duration in number of periods.
E remaining elapsed time after a maintenance.
H remaining usage time after a maintenance.
W1 weight of the first objective in the objective
function.
W2 weight of the second objective in the objec-
tive function.
Nt number of resources in already-planned
maintenances in period t at the beginning
of the planning horizon.
Dt number of resources to be assigned in total
in period t.
RutIniti remaining usage time for resource i at the
start of the planning horizon.
RetIniti remaining elapsed time for resource i at the
start of the planning horizon.
RetInitsum sum of remaining elapsed times at the start
of the planning horizon.
RutInitsum sum of remaining elapsed time at the start
of the planning horizon.
4.3 Variables
The following decision variables define a solution.
ajti =1 if task j ∈ J in period t ∈ Tj is realized
with resource i ∈ Ij , 0 otherwise.
mit =1 if resource i ∈ I starts a maintenance
operation in period t ∈ T , 0 otherwise.
rutit remaining usage time (continuous) for re-
source i ∈ I at the end of period t ∈ T .
retit remaining elapsed time (integer) for resource
i ∈ I at the end of period t ∈ T .
umax maximal number (integer) of unavailable re-
sources in any period.
mmax maximal number (integer) of resources in
maintenance in any period.
Note that ajti and mit are initially set up to 0 for all
resources already in maintenance at the beginning of
the planning horizon for the remaining time periods
of maintenance. The remaining usage time for each
resource at the beginning of the planning horizon is
used to initialize ruti0.
MOSIM18 - June 27-29, 2018 - Toulouse - France
4.4 Constraints
The objective is to simultaneously minimize the max-
imum number of maintenances and the maximum
number of unavailable aircraft.
Min W1mmax +W2umax (1)
where weights W1 and W2 are chosen by the decision
maker. W1 penalizes the maximum number of aircraft
in maintenance among all periods. W2 penalizes the
maximum number of unavailable aircraft among all
periods. The following constraints are used in the
model:∑
t′∈T st
∑
i∈I
mit′ +Nt ≤ mmax t ∈ T (2)∑
t′∈T st
∑
i∈I
mit′ +Nt
+Dt ≤ umax t ∈ T (3)∑
i∈Ij
ajti = Rj j ∈ J , t ∈ Tj (4)∑
t′∈T st
mit′ +
∑
j∈Jt∩Oi
ajti ≤ 1 t ∈ T , i ∈ I (5)
Maintenance capacity is controlled by (2). The num-
ber of unavailable resources is defined by (3). Tasks’
resource requirements are defined by (4). Constraints
(5) guarantee that a resource can be used only for one
task or maintenance operation at the same period.
rutit ≤ rutit−1 +Hmit
−
∑
j∈Jt∩Oi
ajtiHj
t = 1, ..., T , i ∈ I (6)
ruti0 = Rut
Init
i i ∈ I (7)
rutit ≥ Hmit t ∈ T , i ∈ I (8)
rutit ∈ [0, H] t ∈ T , i ∈ I (9)
retit ≤ retit−1 − 1
+ Emit t = 1, ..., T , i ∈ I (10)
reti0 = Ret
Init
i i ∈ I (11)
retit ≥ Emit t ∈ T , i ∈ I (12)
retit ∈ [0, E] t ∈ T , i ∈ I (13)∑
i∈I
retit ≥ RetInitsum t = |T | (14)∑
i∈I
rutit ≥ RutInitsum t = |T | (15)
The remaining usage time is defined by (6)-(7) and
its limits by (8)-(9). Similarly, the remaining elapsed
time is defined by (10)-(11) and its limits by (12)-
(13). Finally, constraints 14 and 15 guarantee that
id |J | |T | assign vars cons nonzeros
I 0 9 11 310 6132 6081 37395
I 1 9 21 650 12512 12399 80535
I 2 9 31 990 18892 18719 123685
I 3 9 41 1249 24984 25021 165971
I 4 10 11 530 6449 6092 38346
I 5 10 21 1070 13119 12420 82356
I 6 10 31 1610 19789 18750 126376
I 7 10 41 2069 26171 25062 169532
I 8 11 11 1080 7270 6329 41266
I 9 11 21 2120 14750 12809 87856
Table 1 – Instances used in the experiments with in-
dicators of size: ”id” is the instance; |T | is the number
of periods; ”assign” is the number of assignments of
resources to tasks; |J | is the number of tasks; ”vars”
the number of variables; ”cons” is the number of con-
straints; and ”nonzeros” is the number of non zero
values in the matrix.
resources have, globally, the same amount of remain-
ing used and elapsed times at the beginning and at
the end of the planning horizon.
5 Datasets
The dataset being used was provided by the French
Air Force and already used in De Chastellux et al.
(2017). Based on the information provided, a num-
ber of instances were created as subsets of the main
dataset in order to run different experiments.
Table 1 shows the characteristics of each instance.
The main differences between instances are in the
number of tasks and the number of periods.
The criteria for the creation of the instances were the
following:
1. The original instance was the largest instance
where an integer solution was found in less than
3600 seconds: it contains 11 tasks and 21 periods
in total.
2. We took out the task with the biggest number of
required resources.
3. We increased the number of periods in multiples
of 10 until no integer solutions can be found in
3600 seconds.
4. We repeated step 2.
5.1 Tasks
The dataset includes 11 tasks. Most of them demand
between 1 and 8 resources per period, which is equal
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to one month. The most loaded and second most
loaded tasks demand 50 and 20 resources respectively
per period. Candidate resources are calculated based
on each task’s requirements matching the candidate’s
capabilities.
Some tasks have a limited duration, meaning they
start and end during the planning horizon. Others
are active during the whole planning horizon.
5.2 Maintenances
All maintenance operations last exactly 6 periods.
Each maintenance sets the remaining usage time of
a resource to 1000 hours. After it, a resource can be
without maintenance for a maximum of 60 consec-
utive periods. The nominative capacity for mainte-
nance is 18 resources at any given time.
5.3 Resources
There are 127 resources in total. Each one has its
own functionalities and past assignments.
6 Results
6.1 Numerical tests
All tests were run on a 64 bit Ubuntu 16.04 worksta-
tion with 16GB of RAM and Intel i7-6700HQ CPU
2.60GHz x 8 processor. Several experiments were
done with the MIP formulation on problem instances
presented in table 1.
Table 2 gives an overview of the obtained results. As
can be seen, smaller instances are solved up to opti-
mality while medium-size ones are stopped after one
hour.
For this calculation, both weights on the objective
function were set at 1. A sensibility analysis of these
two parameters is provided in section 6.2.
Table 3 shows the details of the solving process for
each instance. As it can be seen, cuts do not improve
significantly the relaxation (the value of ”bound cuts”
is very close to the root solution). In fact, the origi-
nal linear relaxation (root) is quite similar to the final
lower bound (bound). This suggests that further im-
provement in modelization would help to reduce the
gap faster.
An example of a tighter modelization could be to re-
place the constraints that count the remaining usage
time and elapsed time for tighter equivalents.
The greatest number of cuts used was of ’Implied
bound’ and ’Mixed integer rounding’, depending on
the instance. Since these are two generic-type cuts,
it can be concluded that the solver has not detected
id objective gap (%) time (s) bound
I 0 62.0 0.0 0.7 62.0
I 1 63.0 0.0 68.7 63.0
I 2 63.0 1.6 3600.1 62.0
I 3 64.0 3.6 3603.9 61.7
I 4 82.0 0.0 0.9 82.0
I 5 83.0 0.0 144.0 83.0
I 6 83.0 1.2 3600.1 82.0
I 7 84.0 2.6 3609.1 81.8
I 8 139.0 0.0 530.6 139.0
I 9 149.0 6.1 3600.0 139.9
Table 2 – Information on the solution of each tested
instance: ”id” is the instance identifier; ”objective”
is the value of the objective function; ”gap” is the
percentage gap between the integer solution and the
linear relaxation; ”time (s)” is the solution time or
3600; and ”bound” is the greatest lower bound found
from the linear relaxation.
id root b. cuts bound cuts (#) cuts (s)
I 0 56.0 61.9 62.0 37 0.7
I 1 56.0 63.0 63.0 494 20.3
I 2 61.4 62.0 62.0 982 25.6
I 3 60.6 60.7 61.7 1149 42.5
I 4 81.8 82.0 82.0 49 0.9
I 5 82.0 83.0 83.0 752 20.3
I 6 81.4 82.0 82.0 862 68.8
I 7 80.6 80.7 81.8 1489 65.1
I 8 136.8 137.8 139.0 285 6.9
I 9 138.2 139.6 139.9 1157 310.8
Table 3 – Solution details on the progress of the lower
bound: ”id” is the name of the instance; ”root” is the
relaxation before cuts; ”b. cuts is the relaxation after
the cuts; ”bound” is the relaxation at the time limit;
”cuts (#)” is the number of cuts; and ”cuts (s)” is the
time the cuts took in seconds.
any particular structure as part of this problem.
Table 4 shows the progress of the integer solution for
each instance. For more detail on this progress, fig-
ure 1 shows an example of progress for instance with
id=I 7. It can be seen that initial solutions are quite
far from the optimal ones due to the use of heuristics
at the beginning of the solving process. In fact, for
two rather small instances the solver was able to find
an optimal solution before starting to branch.
The obtained results show that the branching is not
providing much improvement in increasing the lower
bound or finding better integer solutions. The quan-
tity of symmetries in the model, represented as can-
didates for each task, could be a reason the difficulty
in solving large instances. It may exist a very large
number of possible candidates to be potentially as-
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id first sol. cuts last
I 0 1550.0 62.0 62.0
I 1 1558.0 99.0 63.0
I 2 1532.0 67.0 63.0
I 3 1532.0 137.0 64.0
I 4 1544.0 82.0 82.0
I 5 1552.0 847.0 83.0
I 6 1552.0 95.0 83.0
I 7 1552.0 856.0 84.0
I 8 1594.0 147.0 139.0
I 9 149.0 - 149.0
Table 4 – Solution details on the progress of the inte-
ger solution: ”id” is the name of the instance; ”first”
is the first solution integer found; ”sol. cuts” is the
solution after the cuts; ”last” is the last solution found
at the time limit.
Figure 1 – Solving progress of the integer solution
(in blue) and the lower bound (red) along the solver
iterations (x axis). Instance id=I 7.
signed for each task with respect to the requirements
of resources for each task. This reduces the branch-
ing capacity of the solver, which tries to explore many
nodes that are almost equivalent in reality.
An example of an alternative to break these symme-
tries could be to slightly change the objective func-
tion so it can measure more gradually the smooth-
ness of the objective and help get better bounds. An-
other alternative could be to assign priorities to some
combinations of resource-task or to limit the number
of candidates that can be assigned to each task by
some heuristic that clusters resources with tasks. Fi-
nally, arbitrarily preassigning (fixing) the final state
(in terms of remaining usage time) to each resource
could also help break those symmetries without im-
portant loss on the objective function value.
Figures 2 and 3 show an example distribution of main-
tenance operations and unavailable numbers of re-
Figure 2 – Solution for instance id=I 7: number of
resources under maintenance at each period.
Figure 3 – Solution for instance id=I 7: number of
unavailable resources at each period.
sources per period, respectively.
6.2 Bi-objective analysis
The further calculation was done in order to analyze
the impact of the weights W1 and W2 on the solution.
In it, both weights were changed between 0 and 1 with
pace of 0.1 under the condition that W1 + W2 = 1.
This was done for all previously defined instances.
This method does not a priori guarantee to com-
pute exactly Pareto Fronts: optimal weighted com-
putations can only prove that some points guarantee
supported solutions. However, a posteriori analysis
can conclude that the bi-objective convex relaxation
guarantees the completeness of the Pareto Front. By
doing this analysis, exact extreme points can be com-
puted (and thus the Nadir and ideal points), and some
intermediate points found for all the intermediate in-
teger values. Table 5 presents the obtained results of
this analysis. It can be seen that all instances have a
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small number of non-dominated solutions.
id # points First Last
I 0 3 (18, 45) (15, 47)
I 1 3 (20, 46) (15, 48)
I 2 2 (16, 47) (15, 48)
I 3 3 (19, 45) (15, 49)
I 4 3 (18, 65) (15, 67)
I 5 3 (20, 66) (15, 68)
I 6 2 (16, 67) (15, 68)
I 7 4 (19, 66) (16, 69)
I 8 2 (21, 118) (18, 121)
I 9 3 (24, 121) (19, 123)
Table 5 – Non-dominated points found on each in-
stance after 3600 seconds. All instances were ana-
lyzed: ”First” and ”Last” indicate the two extremes
of the calculated Pareto frontier; ”# points” indicates
the number of Pareto optimal points found. Not all
experiments were solved up to optimality.
An individual case study is illustrated in Figure 4,
where an optimal solution was found in each exper-
iment. Table 6 shows the obtained results. The in-
stance used consisted of 21 periods and 10 tasks cor-
responding to instance with id=I 5. Computations
W10 and W09 prove that (15, 68) is an extreme point
of the Pareto Front. Computations W00 and W01
prove that (20, 66) is the other extreme point of the
Pareto Front. This implies the ideal and Nadir points
are, respectively, (15, 66) and (20, 68). Computation
W03 proves that (16, 67) is also a non dominated
point. Having all the discrete points in [[66, 68]] for the
mmax objective, it can be concluded that no other non
dominated points exists. In this case, weighted com-
putations prove the completeness of the convex relax-
ation, which is also exactly the Pareto front of non-
dominated solutions: no unsupported solution exists
in this case.
exp maint unavailable W1 W2
W00 20 66 0.0 1.0
W01 20 66 0.1 0.9
W02 20 66 0.2 0.8
W03 16 67 0.3 0.7
W04 16 67 0.4 0.6
W05 15 68 0.5 0.5
W06 15 68 0.6 0.4
W07 15 68 0.7 0.3
W08 15 68 0.8 0.2
W09 15 68 0.9 0.1
W10 15 69 1.0 0.0
Table 6 – Values of umax (unavailable) and mmax
(maint) for different combinations of W1 and W2. In-
stance id=I 5. All experiments were solved to opti-
mality.
Figure 4 – Pareto diagram for instance id=I 5.
7 Conclusions and further work
This paper proposed a new MIP formulation to ad-
dress a specific FMP with an heterogeneous fleet of
aircraft. Two objective functions were chosen to ad-
dress the French Air Force requirements. The first
one was to smooth maintenance operations and the
second one was to increase aircraft availability. The
characteristics of MIP convergence were analyzed on
real-world instances. Mono-objective problem in-
stances were solved to optimality for medium size in-
stances. Then, exact Pareto frontiers for bi-objective
formulation were calculated for these instances. The
use of these two objectives does not lead to the same
optimal solution but very good compromise solutions
can be found due to the bi-objective optimization.
For larger instances, difficulties in finding optimal so-
lutions occurred because of multiple symmetries and
a poor quality of MIP generic primal heuristics.
The first perspective is to improve the resolution of
large size instances. Heuristics could be implemented,
but also mathematical programming can be improved
with symmetry breaking or MIP reformulations. A
matheuristic method derived from the existing MIP
formulation can also be used to improve the perfor-
mance.
For the bi-objective optimization for large size in-
stances, more advanced bi-objective methods such as
-constraints or Two-Phases-Method should be inves-
tigated for the computation of larger Pareto frontiers.
Lastly, additional constraints from the real world ap-
plication can be incorporated in the model.
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