Abstract. In the first five sections, we deal with the class of probability measures with asymptotically periodic Verblunsky coefficients of p-type bounded variation. The goal is to investigate the perturbation of the Verblunsky coefficients when we add a pure point to a gap of the essential spectrum.
1. Introduction 1.1. Background. Suppose dµ is a probability measure on the unit circle ∂D = {z ∈ C : |z| = 1}. We define an inner product and a norm on L 2 (∂D, dµ) respectively as follows:
f (e iθ )g(e iθ )dµ(θ) (1.1)
Using the inner product defined above, we can orthogonalize 1, z, z 2 , . . .
to obtain the family of monic orthogonal polynomials associated with the measure dµ, namely, (Φ n (z, dµ)) n∈N . We denote the normalized family as (ϕ n (z, dµ)) n∈N . Closely related to Φ n (z) is the family of reversed polynomials, defined as Φ * n (z) = z n Φ n (1/z). They obey the well-known Szegő recursion relation Φ n+1 (z) = zΦ n (z) − α n Φ * n (z) (1.3) and α n is known as the n-th Verblunsky coefficient. The Szegő recursion relations for the normalized families are ϕ n+1 (z) = (1 − |α n | 2 ) −1/2 (zϕ n (z) − α n ϕ * n (z)) (1.4) ϕ * n+1 (z) = (1 − |α n | 2 ) −1/2 (ϕ * n (z) − α n zϕ n (z)) (1.5)
These recursion relations will be useful later in this paper. For more on orthogonal polynomials on the unit circle, the reader may refer to [12, 26, 27, 28, 30 ].
1.2. The point mass problem. We add a point mass ζ = e iω ∈ ∂D with weight 0 < γ < 1 to dµ in the following manner:
Our goal is to investigate α n (dν). Remark about notation: From now on, any object without the label (dν) is considered to be associated with the original measure dµ, unless otherwise stated.
Point mass perturbation has a long history (see the Introduction of [31] ). One of the classic results is the following theorem by Geronimus [12, 13] : Theorem 1.1. (Geronimus) Suppose the probability measure dν is defined as in (1.6) . Then Φ n (z, dν) = Φ n (z) − ϕ n (z)K n−1 (z, ζ) (1 − γ)γ −1 + K n−1 (ζ, ζ) (1.7)
where K n (z, ζ) = n j=0 ϕ j (ζ)ϕ j (z) (1.8) and all objects without the label (dν) are associated with the measure dµ.
Since Φ n (0) = −α n−1 , by putting z = 0 into (1.7) one gets a formula relating the Verblunsky coefficients of dµ and dν.
Formula (1.7) was rediscovered by Nevai [18] for OPRL and by Cachafeiro-Marcellán [4, 5, 6] for OPUC. For general measures on C, the formula is from Cachafeiro-Marcellán [7, 8] . Using a totally different approach, Simon [28] found the following formula for OPUC:
where q n = (1 − γ) + γK n (ζ, ζ); α −1 = −1.
In [31, 32] , we applied the Christoffel-Darboux formula to (1.9) and proved the following formula for α n (dν): α n (dν) = α n (dµ) + ∆ n (ζ) (1.10) where
This prompted us to study the asymptotic behavior of ϕ n (z) on ∂D in order to understand the asymptotics of (1.11).
In [31] , we considered the class of probability measures with ℓ 2 Verblunsky coefficients of bounded variation, i.e., In this paper, we consider the class of measures with asymptotically periodic Verblunsky coefficients of p-type bounded variation (this term was first introduced in [20] ), i.e., given a periodic sequence β n of period p, lim n→∞ (α n − β n ) = 0 and ∞ n=0 |α n+p − α n | < ∞.
(1.13)
First, we handle the special case p = 1; then we generalize the method to any p. It is well-known that any measure satisfying (1.13) has the same essential spectrum as dµ β (the measure associated with (β n ) n∈N ) which is supported on a finite number of bands. The reader may refer to Chapter 11 of [28] for a detailed discussion of periodic Verblunsky coefficients.
1.3.
Gaps and Periodicity. Before we move on to stating the results, it would be helpful to have a brief discussion about gaps and periodicity.
By an application of Weyl's Theorem to the CMV matrix (see Theorem 4.3.5 of [27] ), α n → L implies that dµ has the same essential spectrum as the measure dµ 0 with Verblunsky coefficients α n (dµ 0 ) ≡ L (the measure dµ 0 is known to be associated with the Geronimus polynomials). Besides, it is known that dµ 0 is supported on the arc
(1.14)
where θ |L| = 2 arcsin(|L|), and dµ 0 admits at most one single pure point in [−θ |L| , θ |L| ]. In other words, there is a gap G L in the spectrum, with at most one pure point inside. The reader may refer to Example 1.6.12 of [27] for a detailed discussion. Note that α n ≡ L can be seen as a periodic sequence of period 1, in fact, there is a more general result concerning gaps in the spectrum for measures with periodic Verblunsky coefficients. The precise statement reads as follows (see Theorem 11.1.2 of [28] ): let (β n ) n be a periodic family of Verblunsky coefficients of period p, i.e., β n = β n+p for all n. Let dµ β be the associated measure. Then {e iθ : |Tr(T p (e iθ )| ≤ 2} is a closed set which is the union of p closed intervals B 1 , . . . , B p (which can only overlap at the endpoints). Let
Moreover, B is the essential support of the a.c. spectrum.
In each disjoint open interval on ∂D\B, dµ has either no support or a single pure point. As a result, in both cases that we consider, there are gaps in the spectrum and when z ∈ ∂D is in one of those open gaps, we have
The reader may refer to Chapter 11 of [28] for a detailed discussion of periodic Verblunsky coefficients.
Results
First, we present a new method for computing the asymptotics of ϕ n (z) in the gap of the spectrum when the family (α n ) n∈N is asymptotically constant and of bounded variation (see formulae (4.54) and (4.55)). Applying that to the point mass formula (1.11), we prove the following result: Theorem 2.1. Let (α n ) n∈N be the Verblunsky coefficients of the probability measure dµ on ∂D such that
Let G L be the gap of the essential spectrum (not including the endpoints). We add a pure point ζ = e iθ ∈ G L to dµ to form dν as in (1.6) . Then one of the following is true:
where
and we choose the branch of logarithm such that (1)
where cos ω = 2 sin
Three remarks about Theorem 2.1: (i) Since α n → L = 0, this measure has the same essential spectrum as the measure dµ 0 with Verblunsky coefficients α n (dµ 0 ) ≡ L, which is supported on the arc Γ |L| as defined in (2.15).
(ii) Case (1) is a special case of Corollary 24.3 of [29] , where Simon proved that varying the weight of an isolated pure point in the gap will result in exponentially small perturbation to α n (dµ).
(iii) By (2c), adding a pure point to the gap will preserve the bounded variation property of (α n ) n∈N . Hence, we can add a finite number of points inductively and generalize the result to finitely many pure points in the gap.
Next, we will generalize the technique developed in the proof of Theorem 2.1 and prove the following result about measures with asymptotically periodic Verblunsky coefficients: Theorem 2.2. Let (β n ) n∈N be a periodic family of Verblunsky coefficients of period p, i.e., β n = β n+p for all n, and let dµ β be the measure associated with it. Let Γ β be the union of open arcs which are the interiors of the bands that form ess supp(dµ β ). Suppose the measure dµ has Verblunsky coefficients (α n ) n∈N that are asymptotically p-periodic of bounded variation, i.e.,
Now we add a pure point ζ ∈ ∂D \ Γ β to dµ as in (1.10) . Then one of the following is true:
Remark about Theorem 2.2: it is worth noting that if one adds a pure point ζ as in (1.10) to the support Γ β , then lim n→∞ ∆ n (ζ) = 0. This result was proven by Peherstorfer-Steinbauer (see Theorem 3 of [20] ).
Then we will prove the following result where (α n ) n∈N is not necessarily of bounded variation:
As a result,
Finally, we use Theorem 2.3 to prove Corollary 2.1 below to illustrate the non-exponential rate of convergence of ∆ n (ζ) towards its limit. One might have guessed that the convergence should be exponentially fast, but we will show that this is not the case! Corollary 2.1. Let α n = L + c n , where L < 0, c n ∈ R and c n → 0.
In particular, when c n = 1/n, we have the rate of convergence being O(1/n) which is not exponential.
The reader may also refer to [33] in which Wong demonstrated that point perturbation of a certain class of measures on the real line would result in non-exponential perturbation of the recurrence coefficients.
There are many papers about measures supported on an interval/arc, and about the perturbation of orthogonal polynomials with periodic recursion coefficients. For example, the reader may refer to [3, 11, 19, 21, 2, 1, 10] .
Bello-López [3] extended the well-known work of Rakhmanov [22, 23, 24] and proved the following: let 0 < a < 1 and θ a = 2 arcsin(a). If dµ is supported on the arc
such that the absolutely continuous part w(θ) > 0 on Γ a , then lim n→∞ |α n | = a. Bellos-López's result is restricted to measures that are absolutely continuous on the arc, and it was later extended to measures with infinitely many mass points outside the a.c. part of the support (see for example, [2] and Theorem 13.4.4 of [28] ). However, unlike Theorem 2.1, these results do not tell us whether ∆ n (ζ) approaches a single point. In [19] , Peherstorfer-Steinbauer considered the situation where dµ is an absolutely continuous measure on supp(dµ) = Γ a with the a.c. part w(θ) satisfying the Szegő condition on Γ a , i.e.,
They proved that if we add a finite number of pure points to the gap to form the measure to dτ , then lim n→∞ α n (dτ ) exists and the limit has norm |a|. In the Appendix, we are going to work out an example that demonstrates the existence of a large class of measures with Verblunsky coefficients α n → L of bounded variation that fail the Szegő condition (2.16). Given such a result for orthogonal polynomials on the unit circle, one would expect a similar result for the real line. In [21] , PeherstorferYuditskii gave the following result: for any Jacobi matrix J whose spectrum is a finite gap set with the a.c. part of the spectral measure satisfying the Szegő condition, then there is a unique Jacobi matrix J ∞ in the isospectral torus such that the orthogonal polynomials of J and J ∞ have the same asymptotics away from the spectrum as n → ∞. In particular, this implies that the Jacobi parameters of J converge to the parameters of J ∞ as n → ∞.
Tools
For the convenience of the reader, a brief discussion of two major tools used in the proofs will be presented here.
3.1. The Cesàro-Stolz Theorem. One of the very important tools for the computation of the limit lim n→∞ ∆ n (ζ) is the Cesàro-Stolz Theorem, which reads as follows: Theorem 3.1 (Cesàro-Stolz). Let (Γ n ) n∈N , (Θ n ) n∈N be two sequences of numbers such that Θ n is strictly increasing and tends to infinity. If the following limit exists
then it is equal to lim n→∞ Γ n /Θ n .
The reader may refer to [9] for the proof.
3.2.
Kooman's Theorem. Another very useful tool is an application of Kooman's Theorem to the family of A n (z)'s as defined in (4.2). Kooman's Theorem, adopted for our proof, reads as follows:
Theorem 3.2 (Kooman [16, 17] ). Let A be an ℓ×ℓ matrix with distinct eigenvalues. Then there exists ǫ > 0 and analytic functions U(B) and D(B) defined on S ǫ = {B : B − A < ǫ} such that
By picking a basis such that A is diagonal, we can have all D B diagonal with entries being the eigenvalues of B.
Remark: Theorem 3.2 basically follows the formulation of Theorem 12.1.7 of [28] , except that in [28] the statement was intended for quasiunitary matrices. However, the same proof also holds when A has distinct eigenvalues.
The original Kooman's Theorem appeared in Theorem 1.3 of [16] . An application of Kooman's theorem to orthogonal polynomials was first made by Golinskii-Nevai [14] . They applied Kooman's result to the case when α n → 0 and n A n+1 −A n < ∞ to prove that w(θ) > 0 a.e. on ∂D, where w(θ) is the a.c. part of the measure.
Proof of Theorem 2.1
The proof of Theorem 2.1 will be divided into many steps. First, we introduce a few objects and prove a lemma about them (see Lemma 4.2). Using Lemma 4.2, we will prove that lim n→∞ ∆ n (ζ) exists. Then we compute that limit explicitly and prove that the sequence (∆ n (ζ)) n∈N is of bounded variation.
4.1.
The matrix A n (ζ) and its eigenvalues. Recall the Szegő recursion relations (1.4) and (1.5). Observe that they can be expressed in matrix form as follows:
It is known (see Theorem 11.1.2 of [28] ) that e iθ ∈ G L if and only if
Since ζ is in the gap, A ∞ ≡ A ∞ (ζ) is hyperbolic, which implies that A ∞ has two distinct eigenvalues λ 1 ≡ λ 1 (ζ) and λ 2 ≡ λ 2 (ζ) such that |λ 1 | > 1 > |λ 2 | and λ 2 = (λ 1 ) −1 (see Chapter 10.4 of [28] for an introduction to the group U(1, 1), to which
Hence, for all n > N 1 , A n is hyperbolic and has distinct eigenvalues λ 1,n and λ 2,n such that |λ 1,n | > 1 > |λ 2,n | and λ 2,n = (λ 1,n ) −1 .
4.2.
A n (ζ) and Kooman's Theorem. As seen in Section 4.1 above, A ∞ is hyperbolic. Hence, it has distinct eigenvalues and we can apply Kooman's Theorem (Theorem 3.2). By Kooman's Theorem, there is an open neighborhood S ǫ around A ∞ and an integer N 2 such that
and there exist matrices U An and D An such that
Perform a change of basis to make A ∞ diagonal, i.e., write
By the construction of the function D, D An is diagonal under this new basis, so there exists a diagonal matrix
such that
Now we define 12) and by (4.7), we have the following representation of A n :
4.3. The vector w. Let N be an integer such that 14) where N 1 and N 2 are defined in (4.5) and (4.6) respectively. Let w be the vector such that
We prove the following result about w 1 and w 2 :
Lemma 4.1. Both w 1 and w 2 are non-zero.
Proof. First of all, observe that either w 1 or w 2 must be non-zero, because both ϕ N (ζ) and ϕ * N (ζ) are non-vanishing on ∂D, and both D N and G
−1
N are invertible. Now we prove w 2 = 0 by contradiction. Suppose
T and |ϕ n (ζ)| = |ϕ * n (ζ)| on ∂D. Hence, w 2 = 0 implies that the matrix elements (G N ) 1 1 and (G N ) 2 1 satisfy
It will be shown later (see the discussion after (4.63)) that
By a similar argument, we can also prove that w 1 = 0.
4.4.
Definitions and Asymptotics of f 1,n and f 2,n . For n > N (N as defined in (4.14)), we let
Furthermore, let f 1,n and f 2,n be defined implicitly by the equation below:
We are going to prove the following lemma concerning the asymptotics of f 1,n and f 2,n : Lemma 4.2. Let f 1,n and f 2,n be defined as in (4.18). The following statements hold:
(2) One of the following is true:
• (2a) There exists a constant C such that |f 1,n | ≤ C|f 2,n |. Moreover, given any ǫ > 0, there exist an integer N ǫ and a constant C ǫ such that
• (2b) |f 2,n /f 1,n | → 0. Furthermore, f 1 = lim n→∞ f 1,n exists and it is non-zero.
Proof. We prove statement (1) of Lemma 4.2. For n ≥ N, let the left hand side of (4.18) be
First, we want to show that
Note that
We aim to bound each of the components on the right hand side of (4.22). Since U is analytic on S ǫ , on some compact subset of S ǫ there exist constants η 1 , η 2 > 0 such that
Therefore, for η = η 1 η 2 ,
Moreover, for C 1 = max{|w 1 |, |w 2 |}, we have the following bounds
Combining all the inequalities above and applying them to (4.22), we have
where C 2 is a constant. This proves (4.21). We shall see why (4.21) is useful as we prove (4.30) and (4.32) below.
Since P n+1 = λ 1,n+1 P n and w 1,n = P n f 1,n w 1 , there is a constant C 3 such that
By (4.28), this implies
Thus, by the triangle inequality,
(4.31) By a similar argument, one can prove that there is a constant C 4 such that
Similarly, by (4.32) and the fact that |λ 2,n /λ 1,n | < 1,
We add (4.31) to (4.33) to obtain
By applying (4.34) recursively, we conclude that
Therefore, (4.30) and (4.32) imply that |f 1,n+1 − f 1,n | and |f 2,n+1 − λ 2,n f 2,n /λ 1,n | are bounded. Furthermore, by the triangle inequality, there is a constant C 6 such that
By applying (4.36) and (4.37) recursively, we conclude that for any fixed M such that N ≤ M ≤ n,
Without loss of generality, consider n = 2M. Since |λ 2,n /λ 1,n | →
We proceed to prove statement (2) of Lemma 4.2. There are two possible cases concerning f 1,n and f 2,n : Case (1): There exist a fixed integer K and a constant C, |f 1,n | ≤ C|f 2,n | for all n ≥ K. Case (2): For any integer K and any constant M, there exists an integer
Case (1): (4.32) implies that for n ≥ max{N, K}, there is a constant C 7 such that
Therefore, given any ǫ > 0, there exist N ǫ and a constant C ǫ such that
In other words, f 2,n decays exponentially fast; hence, so does f 1,n . This proves (2a) of Lemma 4.2.
Case (2): Let r n = f 2,n /f 1,n . First, we want to show that given any ǫ > 0 there exists an integer J ǫ such that |r j | < ǫ for all j ≥ J ǫ . First, we show that both f 1,n and f 1,n+1 are non-zero, as (4.43) below will involve f 1,n and f 1,n+1 in the denominator.
By assumption, we are free to choose any M, so we choose an integer M such that 1/M < ǫ. Consider any fixed pair (K, M) (we will choose K later in the proof). We are guaranteed the existence of an integer n = n K,M > K such that |r n | < 1/M = ǫ, which also implies that f 1,n = 0. Furthermore, by the triangle inequality and (4.30),
Thus, f 1,n+1 is also non-zero. By the triangle inequality,
Furthermore, by inverting (4.42) one gets
Then we plug this into (4.44) to obtain
(4.46) Let R n be the second term on the right hand side of (4.46). Note that the quotient in front of A n+1 − A n is bounded. Hence, for any sufficiently large K, there exists n ≡ n n,k > K such that |r n+1 | < |r n | < ǫ.
Applying the same argument to r n+1 , we can prove that |r n+2 | < ǫ. Inductively, |r j | < ǫ for all large j. This proves |f 2,n /f 1,n | → 0, the first claim of (2b) of Lemma 4.2.
It remains to show that lim n→∞ f n exists. We divide both sides of (4.30) by |f 1,n |. Since |r n | → 0,
Moreover, log is analytic near 1, so in an ǫ-neighborhood of 1 there is a constant E such that
Therefore, the series
exists and is finite. We call the limit lim n→∞ f 1,n = f 1 . This proves the second part of (2b) and concludes the proof of Lemma 4.2.
Proof of Theorem 2.1. By statement (2) of Lemma 4.2, there are two possible cases:
First Case. This corresponds to (2a) of Lemma 4.2. Recall that for n > N,
and G n = U An G → G as n → ∞. Hence, given any ǫ > 0, there exists a constant K ǫ such that
(4.52) This means that |ϕ n (ζ)| is exponentially decaying. As a result, K n (ζ, ζ) converges, µ(ζ) = lim n→∞ K n (ζ, ζ) −1 > 0 and ∆ n (ζ) → 0 exponentially fast. This proves claim (1) of Theorem 2.1.
Second Case. This corresponds to (2b) of Lemma 4.2.
First, we compute lim n→∞ ∆ n (ζ) using the asymptotic expressions of ϕ n (ζ) and ϕ * n (ζ). By definition, G n → G. Suppose
(4.53)
Since ϕ n (ζ) is the first component of the vector G n P n (f 1,n w 1 , f 2,n w 2 ) T ,
(4.55)
Since P n → ∞, both ϕ n (ζ) and ϕ * n (ζ) → ∞. As a result, (K n (ζ, ζ)) n∈N is a positive sequence that tends to infinity. Hence, we can use the Cesàro-Stolz Theorem (Theorem 3.1). Let
By (4.54) and (4.55),
Using (4.58), (4.59) above and the fact that λ 2 = (λ 1 ) −1 , we compute
(4.60)
Since the limit in (4.60) exists, lim n→∞ Γ n (ζ)/Θ n (ζ) exists and is equal to the limit in (4.60). It remains to compute g 2 /g 1 . Note that
By definition, G is the change of basis matrix for A ∞ . Therefore, g = (g 1 , g 2 ) is the eigenvector of A ∞ corresponding to the eigenvalue λ 1 . It suffices to solve (A ∞ − λ 1 )g = 0, which is equivalent to
Since the matrix on the left hand side of (4.62) has a non-zero vector in its kernel, it must have rank 1, so the two rows are equivalent. For that reason we only have to look at the first row. Furthermore, note that we are only concerned about the ratio g 2 /g 1 , which is constant upon multiplication of G by any non-zero constant; therefore, by putting g 1 = 1 and we deduce that
Then by (4.60),
We will simplify (4.64) further. Let
Observe that τ 1 , τ 2 are eigenvalues of the matrix
The characteristic polynomial of M(ζ) is
and the eigenvalues of M(ζ) are
We do not know whether y + (ζ) is τ 1 or τ 2 . We decide in the following manner: observe that y ± (ζ) is continuous with respect to ζ; hence if |λ 1 (ζ 0 )| > 1 for some ζ 0 in the gap, we must have |λ 1 (ζ)| > 1 for all ζ in the gap. Otherwise, there must be some ζ 1 in the gap such that |λ 1 (ζ 1 )| = 1, contradicting the hyperbolicity of A ∞ (ζ) in the gap.
Since ζ = 1 is in the gap, we plug it into (4.67) to obtain
If we choose the branch of the square root such that |L| 2 = |L|, we have y + (ζ) = τ 1 (ζ) and y − (ζ) = τ 2 (ζ), and
(4.69) Therefore, 
First, observe that for ζ = e iθ ,
That implies 
is real (see Section 4.1 above). Therefore, (4.75) implies that
Now that we have successfully separated the real and imaginary parts of L(∆ ∞ (ζ) + L), with a direct computation we can show that
|L| 2 cos ω and |L| 2 sin ω, being the real and imaginary parts of L(∆ ∞ (ζ)+ L) respectively, will be given by (4.76) and (4.77). This proves statement (2b) of Theorem 2.1.
Now we are going to prove that (∆ n (ζ)) n∈N is of bounded variation.
First, we note the following estimates:
By the definition of G n in (4.12), both |g 1,n+1 −g 1,n | and |g
has norm strictly less than 1. From now on, we will denote all error terms in the order of
and Γ n (ζ)/Θ n (ζ) separately. First, note that
Recall that f 2,n /f 1,n = r n . Hence, by (4.54) and (4.55),
.
(4.81) Now we will show that (I), (II), (III) and (IV) of (4.81) are of bounded variation.
We start with the easiest. For (II), note that by estimate (2) above,
The next term we will estimate is (III). We start by showing that (r n ) n∈N is of bounded variation. Observe that |r n+1 − r n | ≤ |c n r n + e n+1 − c n−1 r n−1 + e n | ≤ |c n ||r n − r n−1 | + e n + e n+1 . . . Hence,
The first sum on the right hand side of (4.85) is finite because |c n | → |c| < 1. Now we turn to the second sum. Upon rearranging,
Then we observe that
(4.87) Therefore, (III) is of bounded variation. With a similar argument we can prove that the same goes for (IV).
It remains to prove that (I) is of bounded variation. We will make use of the simple equality 1 a n+1 − 1 a n = a n+1 − a n a n+1 a n . (4.88)
As a result, if lim n→∞ a n = a = 0 and (a n ) n∈N is of bounded variation, then (1/a n ) n∈N is also of bounded variation. Thus, it suffices to prove that (
For the convenience of computation we will define a few more objects below. First, we let
Then by (4.17), P n = n j=0 Λ j . Moreover, recall the definition of f 1,n in (4.18), which was only defined for n ≥ N. For 0 ≤ n ≤ N, let f 1,n f 2,n be defined implicitly by (4.54) and (4.55). We will see later that the introduction of these objects will not affect the result of our computation.
Note that K n (ζ, ζ) is the summation of n + 1 terms, so we can write
with the convention that Λ j+1 · · · Λ n = 1 when j = n. Next, we let
We will show that each of the two terms on the right hand side of (4.93) is summable.
Since
(4.94) Now we will go on to prove that T n −S n is summable. Upon relabeling the indices of S n in (4.92), we have
(4.95) and we will compute term by term.
Let
Then by (4.95) above,
. (4.97) Now we will prove that each of the sums on the right hand side of (4.97) is summable. We will start with (II).
Recall that |f 1,j − f 1,j−1 | = O( A j − A j−1 ) and that f 1,j → f 1 . Therefore, for some constant C,
Since g 1,j , g ′ 1,j and r j are all of bounded variation and their limits exist when j goes to infinity, ǫ j is of bounded variation. Hence, there exists a constant C such that Finally, we will consider (III). Observe that
and that there exists a constant C independent of j, n such that
Hence,
(4.102) Next, we count the coefficient of |Λ k+1 − Λ k | in the sum above. From the expression, we know that j ≤ k < n. Therefore, the coefficient is
which is bounded above by a constant B independent of k. This implies that (III) is summable in n.
This concludes the proof of Theorem 2.1.
proof of theorem 2.2
We will generalize the method developed in Theorem 2.1. First, we define
We need to check a few conditions concerning the B k (ζ)'s. First, note that there exists a constant C such that
Next, observe that for any fixed 0 ≤ j ≤ p − 1,
and A kp+j (ζ) → A ∞,j (ζ), where
By Kooman's Theorem and a change of basis, we can express
as in (4.13) , where D n is a diagonal matrix with entries being the eigenvalues of B n (ζ), and G n → G ∞ , where G ∞ is the matrix that diagonalizes B ∞ (ζ). By applying an argument similar to that in Section 4.3 to the family of B n (ζ)'s, we can show that there exists a non-zero vector w and an integer N such that
where P n = n j=N +1 τ 1,j . Moreover, we can show that
Furthermore, by (5.5), for each fixed j, we can express T kp+j (ζ) as
10) with the property that
Note that for each n, there are two possible expressions for T n (ζ)v. We could either write it as in (5.10) or as follows
The reason will be apparent later in the proof. Consider n = kp + j where 0 ≤ j ≤ p. The asymptotic formulae for ϕ n (ζ) and ϕ * n (ζ) are of the form
The alternate formulae for ϕ n (ζ) and ϕ * n (ζ) are
We define Γ n (ζ) and Θ n (ζ) as in (4.56) and (4.57) respectively. Then
Moreover, observe that
Instead of (Γ n − Γ n−1 )/(Θ n − Θ n−1 ) in the proof of Theorem 2.1, we compute
Combining with the fact that lim
we conclude that for each fixed 0 ≤ j < p, lim k→∞ ∆ kp+j (ζ) exists. Finally, by an argument similar to that in the proof of Theorem 2.1, one could prove that for each fixed j, (∆ kp+j (ζ)) k is of bounded variation.
Proof of Theorem 2.3
In this section, ζ n α n → L and µ(ζ) = 0 are the only assumptions that we need. No bounded variation of the Verblunsky coefficients is required. Let
and Θ n (z) be defined as in (4.57). Note that P n (ζ)/Θ n (ζ) = ∆ n (ζ). Moreover, since µ(ζ) = 0, K n (ζ, ζ) → ∞, which allows us to use the Cesàro-Stolz Theorem.
Let ρ n = (1 − |α n | 2 ) 1/2 . Since ζ ∈ ∂D, we can rewrite P n (ζ), P n−1 (ζ)
as follows:
2)
Moreover,
and ϕ n = 0 on ∂D; therefore we could cancel ϕ n (ζ) and obtain
. (6.5) By (1.5.24) and (1.5.43) in [27] respectively,
Therefore, (6.5) becomes
n α n → L, the limit of (6.8) as n → ∞ exists and is equal to −2L. Moreover, since ζ is not a pure point of dµ, Θ n (ζ) is a strictly increasing sequence that tends to +∞, so we can apply the Cesàro-Stolz theorem and conclude that ζ
This implies that
7. proof of corollary 2.1
First, note that α n is real for all n, so by induction on (1.4) we have a closed form for ϕ n (1):
is exponentially increasing towards +∞. Thus, lim n→∞ K n (1, 1) = ∞ and µ(1) = 0. By Theorem 2.1, we have ∆ n (1) → −2L.
To prove Corollary 2.1, we are going to show that
Observe that by (7.1),
Moreover, K n (1, 1) is exponentially increasing. Therefore,
where E n is exponentially small. We shall use the Cesàro-Stolz theorem again to prove that the limit in (7.2) exists and is finite. Let
First, note that B n − B n−1 = ϕ n (1) 2 . Second, note that by (7.1),
Therefore,
The first sum on the right hand side of (7.8) is 9) while the second sum is 2L c −1
Combining (7.9) and (7.10), we have
(7.11) Next, we are going to show that
exists. To do that, we use the Cesàro-Stolz Theorem again. Let
Recall that by (7.1), ϕ n (1) 2 =
1−αn 1+αn
ϕ n−1 (1) 2 . Hence,
. By (7.11) and the Cesàro-Stolz Theorem,
This proves Corollary 2.1. In particular, if L = −1/2 and c n = 1/n, we have the rate of convergence of ∆ n (1) being O(1/n), which is clearly not exponential.
Appendix: Szegő condition and bounded variation
Both the Szegő condition and bounded variation of recursion coefficients come up in the study of orthogonal polynomials very often. In this section, we will show that there is a very large class of measures with Verblunsky coefficients of bounded variation satisfying α n → L = 0 yet failing the Szegő condition (2.16).
Let dγ be a non-trivial measure on R such that for all n, |x| n dγ < ∞. It is well-known that the family of orthonormal polynomials (p n (x)) n∈N obey the following recurrence relation xp n (x) = a n+1 p n+1 (x) + b n+1 p n (x) + a n p n−1 (x) (7.18) for n ≥ 0. The reader should refer to [25, 27] for details. Remark: The reader should be reminded that the a n 's and b n 's in [27] are different from those in [25] ! In fact, a n+1 ([27]) = a n ( [25] ) and b n+1 ([27])= b n ( [25] ). In this paper, we are following the notations of [27] . Now we consider the measure dγ on R which has recursion coefficients satisfying b n ≡ 0, a n ր 1, (7.19) ∞ n=1 |a n − 1| 2 = ∞. (7.20) This measure, supported on [−2, 2], is purely a.c., and has no eigenvalues outside [−2, 2]. Moreover, if we write dγ(x) = f (x)dx, f (x) is symmetric. By the Killip-Simon Theorem [15] , condition (7.20) implies that such a measure fails the quasi-Szegő condition, i.e.
[−2,2] (4 − x 2 ) 1/2 log f (x)dx = −∞, (7.21) which is weaker than the Szegő condition It is well-known that a n (dγ y ) = y 2 a n (dγ), b n (dγ y ) = y 2 b n (dγ). (7.25)
Now we apply the inverse Szegő map (see Chapter 13 of [28] ) to dγ y to form the probability measure µ y on ∂D. Under this map, we have dµ y (θ) = w y (θ) dθ 2π with w y (θ) = 2π| sin(θ)|f y (2 cos θ)χ [θy,π−θy] (θ), (7.26) where θ y = cos −1 y 2 ∈ 0, π 2 . 2 )(1 + α 2n+1 (dµ y )) = (1 − α 2n−1 (dµ y ))(1 + α 2n+1 (dµ y )). Moreover, because γ y (x) is symmetric, each of the two components on the right hand side of (7.30) is symmetric along the imaginary axis. Hence, we can view dµ y as a two-fold copy of the probability measure (this is also called the sieved orthogonal polynomials, see Example 1.6.14 of [27] ). Hence, α 2k−1 (dµ y ) = α k−1 (dν y ). (7.33) In other words, the Verblunsky coefficients of dµ y are 0, α 0 (dν y ), 0, α 1 (dν y ), 0, α 2 (dν y ) . . . (dγ) = (1 − α n−1 (dν y ))(1 + α n (dν y )) (7.35) for n = 0, 1, . . . , with the convention that α −1 = −1. Now note that dν y is supported on the arc [2θ y , 2π − 2θ y ], so by the Bello-López result [3] (see also Theorem 9.9.1 of [28] ), for a y = sin (θ y ), Since α n ∈ R, α n (dν y ) actually converges. Moreover, recall that θ y ∈ (0, π 2
) was defined such that cos(θ y ) = − 1 < 0. Hence, by an inductive argument for (7.39) we can show that α n < 0 for all n ≥ 0.
Next, we want to prove that (α n (dν y )) n∈N is of bounded variation if (a n (dγ)) n∈N is. From now on, we let α n = α n (dν y ), a n = a n (dγ) and c = (y/2) 2 < 1.
By (7.39) above,
+ ca 2 n (α n−1 − α n−2 ) (1 − α n−1 )(1 − α n−2 ) . (7.40) Therefore, by an inductive argument we conclude that n (α n (dν y )− α n−1 (dν y )) < ∞ for any 0 < y < 2. Hence to any monotonic sequence of a n → 1 and any 0 < y < 2, there corresponds a family of α n (dν y )'s of bounded variation that converge to −a y < 0.
Finally, we have to show that m y (θ) fails the Szegő condition (2.16). Since f (x) fails the quasi-Szegő condition (7.21), it also fails the Szegő condition (7.22). Upon scaling, (7.22) becomes Finally, by the Szegő map and a change of variables, (7.41) is equivalent to (2.16).
