This paper addresses the problem of Time-Constrained Loop Pipelining, i.e. given a fixed throughput, finding a schedule of a loop which minimizes resource requirements. We propose a methodology, called TCLP, based on dividing the problem into two simpler and independent tasks: retiming and scheduling.
Introduction
This paper presents TCLP, a methodology to solve TmeConstrained Loop Pipelining. TCLP is NP-complete [3] .
'Avo types of timing constraints (TCs) have been considered in the literature: local TCs to specify minimum and/or maximum TCs between operation pairs [ 111, and global TCs to specify a maximum delay time to process a set of data.
The term TCs has been previously used to refer to both local and global TCs, despite they are completely different. Approaches to solve scheduling with local TCs can be found in [7, 10, 111 . On the other hand, some Integer Linear Programming (ILP) approaches have been proposed to solve scheduling (not loop pipelining) with global TCs [l, 51. Force Directed Scheduling [12] solves both local and global TCs. This paper addresses loop pipelining with global TCs. Henceforth, we will indiscriminately use the terms global TCs and TCs.
New contributions
Henceforth, T,,, will denote the maximum number of cycles to execute each loop iteration. The main contributions of TCLP with regard to the previous time-constrained scheduling approaches [ 1,5, 121 are the following: 0 Loop pipelining is supported. It is reduced to two simpler and independent tasks: retiming and scheduling.
0 Absolute lower bounds are computed for each type of resource. When these bounds are met, the solution is optimal.
0 Once a set of resources has been computed for a given Tmaz, the execution throughput is increased without varying the set of resources.
0 The number of required registers is finally reduced, producing a schedule with lower cost in time and area.
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Overview
TCLP works as follows ( Figure 1 shows the flow diagram):
Compute the minimum initiation interval (MI) of the loop'.
There is no solution when Tmax < MlI.
Calculate the absolute lower bound on the required number of resources of each type.
Find a schedule in T,,, cycles by using the initial set of resources calculated at step 2. The loop is successively retimed and scheduled until a schedule is found or no further retiming can be performed. If a schedule is found, go to step 5. Otherwise, go to step 4.
Increase the set of resources. Heuristics are used to select the type of resource to be increased. One instance of the selected resource is added and step 3 is executed again.
Reduce the current set of resources while maintaining the throughput of the schedule. This step corrects overestimations of resources introduced at step 4.
Increase the execution throughput without varying the set of resources. Throughput is explored in increasing order by using different unrolling degrees.
Reduce the number of registers required by the schedule. The inittarion interval (U) is defined as the average number of cycles elapsed between the issuing of two consecutive iterations of the loop.
Representation of a loop
A loop is re,presented by a labelled directed dependence graph, wi. The operations considered by TCLP can take several cycles and use several (possibly pipelined) functional units (FUs). The execution of an operation is statically led by an execution pattem. Figure 2 shows an example. The value in each cell denotes the number of iresources of each type required at a given cycle. In order to execute axpy, the set of resources must contain at least 1 multiplier, 11 adder and two inputloutput register ports. 
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In a loop with several recurrences, the one which produces the maximum such ratio is the one which determines the MII of the loop. The MII of a loop without recurrences is 0. MII can be calculated in polynomial time by using Karp's algorithm [6] to find the minimum mean-weight cycle of a graph.
Dependence retiming
A,+d 3 I?, and A, 4 B, represent the same dependence[ 151 in a DG(V,E). Therefore, two different labellings (A, 6 ) and (A', 6') are equivalent (they represent the same loop) if, V(U, w) E E , the following condition holds:
By using Equation (1) we have derived a DG transformation, called dependence retiming, which produces the same effect as retiming [8, 2, 131. Dependence retiming increases the distance of a dependence (U, w) as follows: 
Retiming and scheduling
This section presents a loop pipelining algorithm to find a schedule in a previously known number of cycles. The DG to schedule may contain operations belonging to different iterations. Therefore, the length of the pipelined schedule may be different from the iteration time. For example, the II of the schedule in Figure 3(b) is 1, but the iteration time is 2 (two cycles are required to execute each iteration from the original loop).
We reduce loop pipelining to two simpler and independent tasks: retiming and scheduling of DGs. First, the DG is transformed into another equivalent one by means of dependence retiming. Next, we try to find a schedule of the retirned DG in the expected number of cycles. This process is iteratively repeated until a schedule is found or no further dependence retiming can be done. The scheduling features, such as multicycle operations, chaining, pipelined functional units, functional pipelining, local timing constraints, etc. are hidden into the scheduling algorithm.
Since retiming and scheduling are independent tasks in TCLP, any scheduling algorithm for basic blocks can be used. In other loop pipelining approaches, such as modulo scheduling [14] The loop pipelining algorithm (retimingandscheduling) is described in lines above. Heuristics are provided to select an edge for retiming (function selectedge) and determine when no further retiming can be done (function better). Function selectadge selects for retiming the head or the tail of a critical path. An edge cannot be selected twice without finding a better DG. Function better tries to guess whether a DG is better for scheduling than another one before doing scheduling. Function better selects DGs with the shortest critical path and the lowest number of ILDs.
Which type of resource must be increased ?
The current set of resources is increased when retimingandscheduling does not find a schedule in the expected number of cycles. Heuristics are used to determine which type of resource must be added to the set. After adding the resource, retimingandscheduling is executed again, and so on. Two different reasons can preclude to find a schedule:
e Some operation cannot be scheduled because not enough resources are available. When an operation U cannot be scheduled at cycle ASAP(u) because of the lack of resources, it is deferred to the next cycle. Deferring U may produce the deferring of some successors of U , and so on.
As the number of resources is limited, some of these successors may not be scheduled within their time frame for scheduling (ALAP -ASAP). When this happens, the resource which causes the deferring of U i s increased in one unit.
e There is no timeffame to schedule some operation U . 3 Optimizing area, throughput and registers
Reducing area cost
The heuristics used to increase the set of resources may overestimate the resources required to find a schedule. In order to solve this mishap, TCLP attempts to reduce the number of resources after a schedule is found. To do so, resources are explored in ' A S A P ( u andALAP(u) arerespectivelythe fist and thelast cycle at which u may he schehuled. A S A P ( u ) and ALAP(u) dynamically change depending on where the predecessors and successors of u have been scheduled. 
Increasing throughput
Given a loop and a set of resources, the throughput of a schedule can be represented in a diagram, as shown in Figure 5 , s , ; i , .~r 5 , 2 , s r 3 r 4 , 5 , . . . ) . Figure5(b) shows adiagram represenhng such a sequence. Numbers in the diagram state the order of the fractions in the series Fs. Point (4,2) is not in the sequence, :since it represents a fraction with the same value as point (2,1), and therefore it is not reduced.
The throughput of a schedule is a fraction with a denominator lower than or equal to Max I I . Therefore, Farey s series of order M a x I l forms the sequence of points to explore in the throughput diagram. The ith element of the series F M a x l l is represented by the fraction +, and can be recurrently computed as: Increasring the unrolling degree of the loop also increases the register pressure. Therefore, this step may be avoided when the number of registers i s limited or the size of the registers has great influence m the final area of the chip. Moreover, in a schedaleof a loo unrolled X times taking Y cycles, each iteration is executed iteration may be longer than Tmax. In some applications, this fact must be verified before considering the schedule as a valid schedule.
Reducing register pressure
An absolute lower bound on the number of registers required for a schedule is the maximum number of variables whose lifetimes overlap at any cycle. This number (R) can be reduced by reducing variable lifetimes. This can be done in two different ways: (1) by moving operations across schedules of consecutive iterations (SPAN reduction) and (2) by moving operations within the schedule of an iteration (incremental scheduling).
SPAN reduction
The SPAN of a DG is defined as Amax -A, , , + 1, where A, , , and A, , , are the maximum and minimum values for A respectively. The SPAN of a DG can be reduced by a transformation similar to dependeme retiming. Reducing the SPAN of a DG reduces the distance of some dependences, and thus the variable lifetimes. in 7 % cycles on average, with $ < T,,,. However, a single 
Incremental scheduling
Unlike SPAN reduction, incremental scheduling does not change the iteration index of any operation. Two movements are considered (1) Re-scheduling operation moves an operation from the current cycle to another cycle so that sufficient resources are available, and (2) swapping two operations when both operations have the same execution pattern. 
Example of TCLP
We have chosen the Fast Discrete Cosine Transform Kernel (FDCT) from [9] to illustrate how TCLP works. The DG is shown in Figure 8(a) . The throughput requirement is Tmax = 18. As in [9], we will assume each operation is executed in a single cycle in the appropriate FU (multiplier, adder or subtracter).
The lower bound on the number of required resources is 1 resource of each type. Retimingandscheduling finds a schedule in 18 cycles in less than 0.8 seconds. The number of resources cannot be reduced, since it is minimal. Now, TCLP attempts to reduce the length of the schedule. The maximum number of cycles, M a x I I , has been set to 50 cycles.
Therefore, Farey's series F a are explored, starting at fraction &. After reducing the length of the schedule, TCLP attempts to reduce the number of registers. The schedule found after the exploration of Farey's series uses 18 registers. After reducing the SPAN, the schedule requires 15 registers. The final schedule (after incrementalscheduling) requires only 12 registers. The time used to reduce the number of registers was 2.55 seconds.
Results
We present here some well-known examples: the Cytron's DG, the resolution of the differential equation and the Fifth-Order Elliptic Filter. More results can be found in [17] .
Optimal time-constrained scheduling has been studied in [ 1, 51, and some results3 can be found in [l] . We will compare the results with the MIIand with the lower bounds on the number of resources. Tables 1 to 4 Note that an optimal solution (by taking resource requirements into account) is achieved in almost all cases. 
Conclusions
This paper has presented TCLP, a new approach for loop pipelining with timing constraints. TCLP is divided into three main phases. First, a schedule with minimum resource requirements is found for a given throughput. Next, the throughput is increased by exploring different unrolling degrees of the loop. Finally, the number of registers is reduced while maintaining the throughput. TCLP achievesoptimal results in almost all cases. We have shown several examples to illustrate its efficacy.
