Abstract. In this paper we study the model that the usual Maxwell's equations are supplemented with a constitution relation in which the electric displacement equals a constant time the electric field plus an internal polarization variable and the magnetic displacement equals a constant time the magnetic field plus the microscopic magnetization. Using the Galerkin method and viscosity vanishing approach, we obtain the existence of the global weak solution for the Landau-Lifshitz-Maxwell equations. The main difficulties in this study are due to the loss of compactness in the system.
∇ × H = ∂( E + P ) ∂t + σ E (2)
where Z(x, t) = (Z 1 (x, t), Z 2 (x, t), Z 3 (x, t)) denotes the magnetization field, H(x, t) = (H 1 (x, t), H 2 (x, t), H 3 (x, t)) the magnetic field, E(x, t) = (E 1 (x, t), E 2 (x, t), E 3 (x, t)) the electric field, P (x, t) = (P 1 (x, t), P 2 (x, t), P 3 (x, t)) the electric polarization, H e = △ Z + H the effective magnetic field, E( P ) = 2 P Φ ′ (| P | 2 ) the equilibrium 868 SHIJIN DING, BOLING GUO, JUNYU LIN AND MING ZENG electric field, curl 2 P = curl(curl P ) = ∇ × (∇ × P ). α 1 , α 2 , β, σ, λ, µ, ν are constants, where α 2 ≥ 0 is the Gilbert damping coefficient; λ > 0 denotes the speed of light for the internal fields; σ ≥ 0 denotes the constant conductivity, Constant β can be viewed as the magnetic permeability of free space. The physical meanings of parameters µ, ν can be found in [17] .
We assume that Φ : R + → R is a C 2 convex function such that
for all r ≥ 0. We also assume that function Φ(r 2 ) has unique minimum at some point r 2 0 . These assumptions guarantee that rΦ ′ (r 2 ) ≤ C 2 for all r ≥ 0, where C 2 = C 0 + 2C 1 . Therefore we have
Much more about the equilibrium relation of Φ may be found in Landau and Lifshitz [27] ,P84-91. System (1)-(4) models the dynamics of magnetization, magnetic field, electric field and electric polarization for the ferromagnetic-ferroelectric materials which, compared with the classical Landau-Lifshitz-Maxwell system in [20] , includes a new equation for polarization P . As we know that, some ferromagnetic substances, such as ferrites, are not only ferromagnetic materials, but also ferroelectric ones (such as LiFePO 4 ), we call them the ferromagnetic-ferroelectrics [34] .
If an electric field is applied to a medium (such as a dielectric one) made up of a large number of atoms or molecules, the charges bound in each molecule will respond to the applied field and will execute perturbed motions: the molecular charge density will be distorted. The multipole moments of each molecule will be different from what they were in the absence of the field. In simple substances, when there is no applied field the multipole moments are all zero, at least when the averaged over many molecules. The dominant molecular multipole with the applied fields is the dipole. There is thus produced in the medium an electric polarization P (the dipole moment per unit volume). A dielectric in which P differs from zero is said to be polarized. The vector P determines not only the volume charge density but also the density of the charge on the surface of the polarized dielectric [22] . One can learn more details about polarization in [6] , [12] , [16] , [27] .
(1)-(3) (without P ) is a well-known classical Landau-Lifshitz-Maxwell system for ferromagnets [20] . The coupling of this classical Landau-Lifshitz-Maxwell system with P and the equation (4) for P can be derived from the full Maxwell system as follows
here E and H are the electric and magnetic fields, σ ≥ 0 is the conductivity, D and B the electric and magnetic displacements defined by
where ǫ 0 is the permittivity of free space, µ 0 is the the magnetic permeability of free space, Z is the magnetization and P is the electric polarization. Substituting these definition into (7), one may couple Z, E, H and P by systems like (1)- (3) . For the derivation of (4), we refer to [17] .
In (1)- (4), if H = 0, E = 0, P = 0, β = 0, we obtain the classical Landau-Lifshitz equation:
This equation has been studied extensively in recent years. For the global existence of weak solutions of (8), we refer to [10] , [18] , [19] and [34] . Guo and Hong [18] studied the links between the solution and the harmonic map on the compact Riemannian manifold. For more recent results on the regularity of the solutions, we refer to [13] , [14] , [28] , [30] and [34] .
If, in addition, α 2 = 0, system (8) becomes
As pointed out in [41] , system (9) is a strongly coupled and strongly degenerate parabolic system. In [35] [36] [37] [38] [39] [40] (and references therein), the authors investigated extensively the global existence of classical and generalized solutions to system (9) . If ignoring the polarization, one gets the classical Landau-Lifshitz-Maxwell's system (1)-(3) (without P ) which was proposed by Landau and Lifshitz in [26] . Guo and Su in [20] obtained the global weak solutions for this system subject to the periodic initial data by Galerkin method. Similar discussions can be found in [8] , [9] by Carbou et. al.
If only considering the dynamics of electric filed E, megnetic field H and polarization P which models the dynamics of ferroelectric materials, one has the so called nonlinear Maxwell systems (2)-(4) (without Z) which was first considered by Greenberg et. al [17] for a simple case. And in [4] , Habib Ammari and Kamel Hamdache generated the discussions of [17] to general cases and obtained the global existence, uniqueness and regularity of weak solutions by the theory of semigroups and the a priori estimates. There are also several other papers studied Maxwell's equations with polarization effect (see [1] , [2] , [7] , [11] , [15] , [21] [22] [23] [24] [25] , [29] and [32] ).
In this paper, we are concerned with the full Landau-Lifshitz-Maxwell system which includes both Landau-Lifshitz equation and nonlinear Maxwell equations. We shall prove the global existence of periodic weak solutions with periodic initial conditions.
We call a function f (x) is 2D-periodic if f (x + 2De i ) = f (x), (i = 1, 2, 3), where (e 1 , e 2 , e 3 ) forms the unit orthogonal basis of R 3 , D > 0 is a constant. For the system (1)-(4), we impose the following initial conditions
Throughout this paper, we always assume that Z 0 (x), H 0 (x), E 0 (x), P 0 (x), P 1 (x) are 2D− periodic. We denote by Ω ⊂ R 3 the three dimensional cube with width 2D along each direction, i.e. Ω = {x = (x 1 , x 2 , x 3 )| |x i | < D; (i = 1, 2, 3)} and
Since equation (1) is strongly coupled, it is not easy to obtain weak solutions by use of the theory of semigroups as Habib Ammari in [4] . What we are going to do is to use Galerkin method.
However, it is easy to see that equation (4) lacks compactness which we need to get the estimate of H 1 -norm for P . In fact, from this equation, we only be able to obtain the
estimates for div P . To overcome this difficulty, we firstly apply the viscosity vanishing argument to get the weak solution for the viscosity problem and then, we want to send the viscosity constant to zero. But the lack of compactness reappears in the limit procedure. Therefore we secondly consider more regular (than energy ones) class weak solution and then obtain the additional a priori estimate for the div-component of Maxwell fields(cf.Lemma 9). Finaly we obtain the desired weak solution to the original problem. Replacing (4) by
We get a viscosity system (1)- (3) and (11) with the 2D-periodic initial conditions (10) . By Galerkin method we shall obtain the global 2D-periodic weak solution { Z ǫ , H ǫ , E ǫ , P ǫ } to the viscosity problem (1)- (3), (10) and (11) . By establishing the estimates uniform in ǫ and sending ǫ to 0, we may get the global weak solution to problem (1)- (4) and (10).
and is provided with the norm
The space H P (div, Ω) is defined by
Finally, we set
with the norm
) is called a weak solution to problem (1)-(4) and (10) , if for any 2D-periodic vectorvalued test function Ψ(x, t) ∈ C 1 (Q T ) such that Ψ(x, T ) = 0, the following equalities hold
are Banach spaces and X ֒→֒→ E. Then the following imbedding are compact:
2. Solutions to the Viscosity Problem. In this section, we will use Galerkin method to establish the global existence of weak solutions to the viscocity problem (1)- (3), (11) and (10) . Let ω n (x), (n = 1, 2, 3, · · · ) be the unit eigenfunctions satisfying the equation −△ω n = λ n ω n , with periodicity ω n (x−De i ) = ω n (x+De i ) and λ n , (n = 1, 2, 3, · · · ) the corresponding eigenvalues different from each other. Denote the approximate solutions of the problem (1)- (3), (11) and (10) 
are three dimensional vector-valued functions satisfying the following system of ordinary differential equations: 
with initial conditions
It follows from the standard theory on nonlinear ordinary differential equations that (18)- (24) admits unique local solution. The following a priori estimates make us be able to take the limit N → ∞ in (18)- (24) to obtain the global solution to the viscosity problem.
For the sake of simplicity, we denote
Then for the solution of the initial value problem (18)- (24), we have the following estimates:
where the constant C 3 , C 4 , C 5 are independent of N, α 2 , and D. When
27) where the constant C 6 is independent of N, and D.
Proof: 1. Multiplying (18) by α ǫ sN (t), summing up the products for s = 1, 2,
Then we have
2. Making the scalar product of −λ s α ǫ sN (t) + β ǫ sN (t) with (18), summing up the resulting product for s = 1, 2, · · · , N and then integrating by parts, we have 1 2 
Multiplying (20) by ( γ ǫ sN (t) + δ ǫ sN (t)), summing up and integrating by parts, we get
Putting these equalities together, we have
Multiplying (21) by δ ǫ sN ′ (t), summing up the product for s = 1, 2, · · · , N and integrating by parts, one has, by noticing that P ǫ N is periodic
From (29) and (32) (multiplying (32) by δ 0 , chosen later), it follows that
In order to deal with the term Ω Z ǫ N t · H ǫ N dx, we multiplying (19) by (2βδ 0 −1) α ǫ sN and sum up the product for s = 1, 2, · · · , N to obtain that
Adding (34) and (35), one gets
Putting (33) and (36) together, we have
where C 0 is given by (5).
Integrating the above inequality with respect to t, we obtain
Therefore we have
where
On the other hand, we have
Taking δ 0 = 3, we get from (37) and (38) that
For λ 2 > 0 (in fact, λ > 0 denotes the speed of light for the internal field), (39) combined with Gronwall's inequality yields (25) .
Step 3. By Sobolev imbedding theorem and Hölder inequality, we have (26) . Combining (36) and (25), we obtain (27) if α 2 > 0. Lemma 2 is proved. (18)- (24), there exist C 9 > 0 and C 10 > 0, both independent of N, D, and ǫ, such that (i) when α 2 = 0,
Remark 1. This lemma shows that if α 2 > 0, then we may get better estimate like above lemma.
Proof: (i) When α 2 = 0, for any periodic function ϕ ∈ H 2 0 (Ω), ϕ can be represented by
For s ≥ N + 1, we have
Then by Lemma 2, there holds
where we have used Gagliardo-Nirenberg inequalities
In the similar manner, we have
where C 11 , C 12 , C 13 , C 14 are independent of N, D and ǫ. (40) follows.
(ii) Now we assume α 2 > 0. For any periodic function ϕ ∈ L 3 (Q T ), we have
Similarly, for any periodic function ϕ ∈ L 2 (0, T ; H 1 0 (Ω)), using (42) and Lemma 2, we get
For any periodic function ϕ ∈ L 2 (0, T ; H 2 (Ω)), using (42) again, we obtain
where C 15 −C 20 are independent of N, D and ǫ. The proof of Lemma 3 is completed. (18)- (24), there exist constants C 21 > 0, C 22 > 0, C 23 > 0, C 24 > 0 and C 25 > 0, independent of N, D, and ǫ, such that (i) When α 2 = 0,
Proof: (i) When α 2 = 0, by the Sobolev interpolation of negative order, there holds
On the other hand, it follows from Lemma 1 and
Similarly, we also have
|, a similar inequality holds. At the same time, we have
Lemma 4 follows.
In fact, it follows from (25)- (26) that the solution of ODE (18)- (24) does not blow-up at any finite time. Hence from the theory of ODE theory , Lemma 2, Lemma 3 and Lemma 4, we have the following lemma:
Lemma 5. Under the conditions of Lemma 2, the initial value problem for the system of the ordinary differential equation (18)- (24) admits at least one continuously differentiable global solution
3. Existence of Weak Solution for the Viscosity Problem. First of all, similarly to Definition 2, we may define the weak solution for the viscosity problem (1)- (3), (11), (10) . In the proof of the following theorem, we must use the following lemma which is well-known to all.
and in the sense of distribution.
. Then the periodic initial value problem (1)- (3), (11), (10) admits at least one global weak solution
(ii) When α 2 > 0, we have
Proof: The uniform estimates for the approximate solution
From Lemma 1 (ii), we get that
For any vector-valued periodic test function Ψ(x, t) ∈ C 1 (Q T ), Ψ(x, T ) = 0, we define an approximate sequence
where η s (t) = Ω Ψ(x, t)ω s (x)dx, then
Making the scalar product of η s (t) with (18), (19) and e σt η s (t) with (20) , η s (t) with (21), summing up the products for s = 1, 2, · · · , N , we get from integration by parts
Now we are in the position to prove that ( Z ǫ (x, t), H ǫ (x, t), E ǫ (x, t), P ǫ (x, t)) is a weak solution of (1)- (3), (11) and (10) . To this aim, one should send N to ∞ in (71)-(74). From (59)-(70) and Lemma 6, it suffices to deal with the nonlinear terms in (71)-(74) .
First of all, we are able to prove
In fact, using the Lipschitz condition (6), we get
where we have used (69). Secondly, we claim that there exist subsequences of
In fact, for any periodic test function Ψ(x, t) ∈ C 1 (Q T ), we obtain
where we have used (59) and (61). Therefore (76) is proved. Now we turn to prove (77). By Lemma 2, when
, such that for any test function Ψ(x, t) ∈ C 1 (Q T ), there holds that as
On the other hand, as N → +∞,
where we have used (76) and the fact that, as
Therefore one gets in the sense of distribution
So (77) is proved. It remains to prove that In fact, we have
From (77), we get I ǫ N → 0 as N → +∞. At the same time, as N → +∞, we have
Similarly, one gets that K Finally, from above arguments, one may take N → +∞ in (71)-(74) to obtain that ( Z ǫ (x, t), H ǫ (x, t), E ǫ (x, t), P ǫ (x, t)) is a global weak solution of the viscosity problem (1)-(3), (11) and (10) . This completes the proof.
Note that the a priori estimates in section 2 are independent of D. By using the diagonal method and letting D → +∞, we can obtain the global existence of weak solution to the Cauchy problem of system (1)- (3) and (11) . For simplicity, we do not state the theorem here.
4.
A P riori Estimates Uniform in ε. In section 3, we have obtained a global weak solution for viscosity problem (1)-(3), (11) and (10) for fixed ε > 0. In this section we will derive the a priori estimates uniform in ε for solutions to viscosity problem. These uniform estimates make us be able to pass to the limit ε → 0 and then get the global weak solution to the problem (1)- (4) and (10) .
We need the following lemmas Lemma 7. Assume Ω = {x = (x 1 , x 2 , x 3 ); |x i | < D, i = 1, 2, 3}, Q ∈ X p (Ω). Then Q ∈ H 1 (Ω) and there holds and therefore we obtain the conclusion of the lemma. From the estimates in section 2 and the convergence in section 3, one easily gets Lemma 8. Assume ( Z 0 (x), H 0 (x), E 0 (x), P 0 (x),
Then for the solution of the initial value problem (1)-(3), (11) and (10), there hold following estimates:
where the constant M 1 is independent of α 2 , D, and ǫ. When α 2 > 0, there is
where the constant M 2 is independent of ǫ, D.
In following we will prove that ∇ P ǫ is uniformly bounded in L ∞ (0, T ; L 2 (Ω)). We shall consider the compatibility conditions associated with the viscosity problem given by the following set of equations that hold in the sense of distributions ∂(e ǫ + p ǫ ) ∂t + σe ǫ = 0 (82)
where h ǫ = div H ǫ , e ǫ = div E ǫ , p ǫ = div P ǫ and P ǫ i is the i − th component of P ǫ and the relation:
In order to obtain the L 2 (Ω) estimate of ∇ P ǫ (·, t), we shall assume that
