The ability to predict a semiconductor's band edge positions in solution is important for the design of water-splitting photocatalyst materials. In this paper, we introduce a first-principles method to compute the conduction-band minima of semiconductors relative to the water H 2 O/H 2 level using density functional theory with semilocal functionals and classical molecular dynamics. We test the method on six well known photocatalyst materials: TiO 2 , WO 3 , CdS, ZnSe, GaAs, and GaP. The predicted band edge positions are within 0.34 eV of the experimental data, with a mean absolute error of 0.19 eV.
I. INTRODUCTION
Since the discovery of the first photocatalytic water splitting system based on TiO 2 and Pt in 1972 by Fujishima and Honda, 1,2 the photocatalysis of water splitting has become an active research area and a promising way to capture and store energy from the sun.
In the design of photocatalysts for water splitting, the primary objective is to find materials that can achieve the commercially viable 10% quantum efficiency for hydrogen evolution 3 upon solar illumination and without bias voltage. Meanwhile, catalyst materials should remain long-term stable in the aqueous electrolyte.
For the past three decades, over 130 inorganic materials have been experimentally discovered as photocatalysts for water splitting, but the highest quantum efficiency under visible light remains below 2.5%. 3 One primary reason for the low quantum efficiency is the fact that the smallest band gap of existing photocatalysts, which enable the water-splitting reaction without a bias voltage, is 2.3 eV, 3 while the optimal range of band gap for utilizing the solar spectrum is 1.1-1.7 eV. 4 However, 2.3 eV is still well above the theoretical energy requirement to split water, which is 1.23 eV. 3 Thus, in principle, it is possible to find photocatalysts that require no bias voltage and have band gaps smaller than currently known photocatalysts so that the quantum efficiency can be improved.
Apart from an appropriate band gap, one crucial requirement for a water-splitting photocatalyst material is that its conduction-band minimum (CBM) must be more negative than the H 2 O/H 2 level of water and its valence-band maximum (VBM) must be more positive than the H 2 O/O 2 level of water (see Fig. 1 ). This requirement ensures that the water-splitting reaction is energetically favorable without a bias voltage. Therefore, the knowledge of a semiconductor's CBM and VBM band edge positions, relative to the H 2 O/H 2 level and the H 2 O/O 2 level in water, respectively, is important for the design of a water-splitting photocatalyst. 5, 6 An ab initio approach to obtain such band edge positions is important as it can be used as a scalable approach to investigate a large number of possible materials.
A straightforward attempt for this purpose is to compute both band edge positions of semiconductors and water redox levels, relate them to a common reference, and then calculate their difference. The vacuum level is a natural candidate for the common reference. The band levels of semiconductors and the water redox levels relative to the vacuum level have been computed using DFT in 7 and 8, respectively. However, the problem comes from the fact that the band realignment at a semiconductor-water interface is not equal to the difference between the band realignment at the semiconductor-vacuum and water-vacuum surfaces. This difficulty is explained in Ref. 9 for the metal-semiconductor interfacial system. The main reason is that the dipole at metal-semiconductor interface is not equal to the difference between the surface dipoles at the metal-vacuum and semiconductor-vacuum surfaces. For the semiconductor-water interfacial system, we will show later in the Discussion section that the error due to this problem is up to 0.7 eV. Apart from this approach, a few other computational methods have also been proposed in the literature. In Van de Walle's work, 10 hydrogen levels in semiconductors and insulators have been aligned by a valence-band offset method. 11, 12 However, this method also avoids directly dealing with a semiconductor-water interface system and thus may have band alignment problems similar to those of the vacuum reference method. Very recently, Cheng and Sprik compute the band edge positions of TiO 2 relative to water redox levels 13 using the generalized gradient approximation (GGA) and ab initio molecular dynamics (MD). This method deals directly with the semiconductor-water system and can be generalized to other inorganic semiconductors. The errors for TiO 2 's CBM and VBM positions found in this work were substantial, at, respectively, 0.4 and 1.6 eV. They argue that the error may come from the simplified assumption that the zero-point energy (ZPE) of a proton in a solvated H 3 O + ion can be approximated by the net ZPE of a dummy proton in an isolated pseudo-H 3 O molecule, a molecule with the same atomic configuration as an isolated H 3 O + ion but with neutral charge. 14 Since the ZPE is directly added to their results and is as large as 0.5 eV, the assumption may introduce significant errors.
The purpose of this paper is to introduce a first-principles method for computing a semiconductor's conduction-band edge position relative to the H 2 O/H 2 level in liquid water. This method has the following advantages:
(i) It is applicable for general inorganic semiconductors.
(ii) It deals directly with band realignment effects introduced by the semiconductor-water interface.
(iii) It is mainly based on total energy calculations using DFT-GGA, with reasonably low computation cost.
An approach for the computation of band edge alignments across a solid-solid interface has previously been developed. The band alignment between two semiconductors, 15, 16 and the Schottky barrier heights between a semiconductor and a metal 17 are typically computed with DFT by a three-step method: two bulk calculations to compute the difference between the desired energy level (CBM, VBM, or Fermi energy) and the average Hartree potential of each solid, and an interfacial slab computation to compute the Hartree potential difference between the two solids.
There are several challenges when replacing one solid system by liquid water. Since liquid water lacks periodicity, and ab initio MD can produce considerable errors for water, 18, 19 it is nontrivial to construct a cell with accurately representative atomic configurations of liquid water in DFT. Instead, we use the idea proposed in Ref. 20 and equilibrate a classical MD computation of water at room temperature. Snapshots of the water configuration at different MD time points are then computed with DFT.
By combining the three-step method and the idea of using snapshots of classical MD water configurations for DFT, we develop a method for computing CBM band edge position relative to the water H 2 O/H 2 level. In the next sections, we introduce our methodology in detail, and present the computational results obtained with this approach for six common water-splitting photocatalyst materials: TiO 2 , WO 3 , CdS, ZnSe, GaAs, and GaP. Finally, we compare the computational results to experimental data. Figure 2 shows a schematic diagram of band alignments at an interface, and introduces the terminology we will be using. Our objective is to compute the CBM band edge position relative to the solution acceptor level (H 2 O/H 2 level of liquid water in this work) at the interface, i.e., Ec edge − A edge . We assume that the band alignment is due to electrostatic effects (electron and ion redistribution near the interface due to Fermi energy realignment). So the energy levels and Hartree potential change by the same amount everywhere in space and their 
II. METHODOLOGY
Number of states
Total DOS plots for (a) a 128 H 2 O molecules liquid system with MD atomic configurations at t = 50 ps without DFT relaxation, with a band gap of 3.76 eV; (b) a 128 H 2 O molecules liquid system with MD atomic configurations at t = 100 ps without DFT relaxation, with a band gap of 3.89 eV; (c) a 128 H 2 O molecules liquid system with MD atomic configurations at t = 100 ps with DFT relaxations, with a band gap of 3.89 eV. E v is the VBM energy. difference remains unchanged. Thus, we can use the following relations: 
Equation (3) indicates that the term Ec edge − A edge can be obtained by the following three-step method.
Step 1: compute the term Ec bulk − H semi bulk , i.e., the eigenvalue of the lowest unoccupied eigenstate relative to the average Hartree potential, in a bulk semiconductor system. Step 2: compute the term A bulk − H sol bulk , i.e., the eigenvalue of the molecular acceptor level relative to the average Hartree potential, in a bulk liquid water system. This is nontrivial and we adopt the idea of using MD atomic configurations for DFT. More details will be introduced in Sec. III B.
Step 3: compute the term H semi edge − H sol edge , i.e., the difference in average Hartree potentials between the semiconductor versus the liquid water, in a semiconductor-water interfacial slab system. During step 3, we join the bulk cells that we compute in steps 1 and 2 and make a supercell that contains the interface. In this supercell, we compute the variation of the Hartree potential with position. By averaging the Hartree potential on both the semiconductor side and the liquid water side, we calculate H semi edge − H sol edge .
This method has two key features. One is that it includes the band realignment effect yet avoids a large supercell computation. The band realignment effect at the semiconductor-water
Number of states interface is important for computing the relative energy levels. However, it usually occurs over a distance of 100Å to several micrometers from the interface. 20 As a consequence, directly computing the band alignment effect, i.e., the term Ec edge − Ec bulk (or A edge − A bulk ), in a single slab computation is not applicable, since it requires a prohibitively large supercell to converge both Ec edge (A edge ) and Ec bulk (A bulk ) in the same system. On the other hand, in the three-step method, the three objective terms Ec bulk − H semi bulk , A bulk − H sol bulk , and H semi edge − H sol edge are either pure bulk properties or pure interface properties, so a large supercell is not required. In this approach, the band realignment effect is captured by the computation of H semi edge − H sol edge . And the longest dimension of the supercell required to converge H semi edge − H sol edge to 0.1 eV is typically 30-40Å. The other important feature is that the three-step method only requires the Hartree potential in the interfacial slab computation but not any energy eigenvalues. This prevents the complicated problem of trying to assign electronic states to specific real-space domains of the supercell.
III. COMPUTATIONAL DETAILS AND RESULTS
To test our approach, we select six popular photocatalyst materials: TiO 2 , WO 3 , CdS, ZnSe, GaAs, and GaP. The details of their crystal structures are listed in Table I .
We applied the method described in Sec. II on these materials to compute their CBM position relative to the H 2 O/H 2 level 25 potentials using the plane-wave code Vienna Ab-initio Simulation Package (VASP). 26, 27 We use the Perdew-Burke-Ernzerhof (PBE) 28 GGA exchangecorrelation functional unless specified otherwise.
A. Semiconductor bulk computation
To implement step 1 in Sec. II, we compute the bulk CBM relative to the average Hartree potential for each selected material in this section. For every material, we optimize the volume, cell shape, and atomic positions of the unit cell with a Monkhorst-Pack 29 6 × 6 × 6 k-point grid and plane-wave energy cutoff of 500 eV. On the optimized structures, we perform static DFT computations using a fine -centered 10 × 10 × 10 k-point grid to compute the CBM. We also plot the Hartree potential and determine a macroscopic average over the unit cell for every material. The resulting average Hartree potential H semi bulk is zero. This is consistent with the fact that the absolute Hartree potential in an infinite periodic system is customarily set to zero in DFT codes including VASP. The results of Ec bulk − H semi bulk are shown in Table II .
B. Liquid water bulk computation
Step 2 in Sec. II consists of determining the H 2 O/H 2 acceptor level relative to the Hartree potential in bulk liquid water. To prepare the water atomic configurations in DFT, we perform a classical MD computation by DLPOLY 30 and use the TIP4P 31 potential to describe the interaction between water molecules. A water system of 128 H 2 O molecules is initially equilibrated at 300 K with a relaxed cell size of 18Å × 15.6Å × 14.6Å. At the same temperature, we further perform an NVT MD simulation for 100 ps and take snapshots of the atomic configurations of this TIP4P water system at t = 50 and 100 ps. We construct two DFT cells using these two configurations.
Before proceeding, we perform two tests to verify that atomic configurations from classical MD produce consistent results in terms of DFT electronic structures. Only the k point is used in the DFT calculations of liquid water cells. full DFT ionic relaxations (cell volume, cell shape, and atomic positions) for the t = 100 ps configuration, and the resulting DOS is shown in Fig. 3(c) . The identical band-gap values and similar DOS plots between Figs. 3(b) and 3(c) indicate that DFT ionic relaxations do not alter the electronic structures after the liquid water system reaches equilibrium in classical MD. In addition, all DOS plots in Figs. 3(a), 3(b) , and 3(c) are very similar to the DOS plots of liquid water in Ref. 20 , which implies that the k point alone is sufficient to give results consistent with previous work.
To compute the term A bulk − H sol bulk , we need to compute the lowest unoccupied molecular orbit (LUMO) level of water because this level is recognized as the acceptor level of water. While the acceptor is nominally the proton (H + ), in an aqueous environment the H + is solvated in multiple H + (H 2 O) n configurations. 32 The hydronium ion H 3 O + , being the simplest, is especially important for computing the acceptor level in a water system. We simulated the hydronium ion in water by fully relaxing an isolated H 3 + ion is randomized. We perform further DFT relaxation for this added H 3 O + ion to optimize the atomic positions and orientation in the water system. A static DFT computation then follows to compute the energy levels of this 127H 2 O + H 3 O + system. The DOS plot of such a system is shown in Fig. 4 + ion in the cell is less than 0.1 eV. We will use A bulk − H sol bulk = −0.70 eV in subsequent calculation since it corresponds to the lowest total energy among all four systems.
C. Semiconductor-water interface computation
This section describes how the semiconductor-water interface calculation (step 3 in Sec. II) is implemented. We aim to compute the Hartree potential difference between the semiconductor bulk cell and the liquid water cell in an interfacial slab system. The interfacial cell is constructed by joining several layers of the semiconductor bulk cells in Sec. III A and the liquid water cell in Sec. III B together. For each semiconductor, we perform a convergence test in that we increase the number of layers of semiconductor cells until the Hartree potential difference between the semiconductor side and liquid water side is converged to 0.1 eV. The converged Hartree potential profile along the slab direction for TiO 2 is shown in Fig. 5 Figure 6 is plotted from the data in Table V and shows more directly the relationship between computed Ec edge − A edge and experimental data.
IV. DISCUSSION
From both Fig. 6 and Table V , we see that our computational results are consistent with experimental data. The WO 3 system shows the largest error. To test whether this error is related to the d character of WO 3 's CBM, we repeat the computations for As is well known, DFT in the GGA gives large errors for band gaps. However, our results for Ec edge − A edge in Table V give an average error of 0.19 eV. We believe that the electronic level difference is in better agreement with experiment than the band gap primarily due to two reasons. One is that the computational error for band gaps comes from both CBM and VBM computations while our approach does not involve VBM computation, so that our results do not have the error from computing VBM. The other reason is that, in our approach, we are computing the energy difference between CBM and LUMO, two unoccupied energy levels. They are both typically underestimated in semilocal functionals. 34 Therefore, error cancellation may occur in their difference.
Our approach can be generalized to also compute the VBM band edge position relative to the H 2 O/O 2 level in water. However, this may not be necessary if one has an accurate way of computing the band gap of the semiconductor, for example using the GW approximation, 35 hybrid or screened hybrid functionals, [36] [37] [38] [39] [40] or the -sol 41 method. We can then determine the VBM from the CBM band edge position and the band gap.
We also demonstrate here that the relative band edge position at a semiconductor-water interface cannot be computed by the vacuum reference approach. We take GaP as an example. By using the same approach as in Sec, III C, we respectively compute the Hartree potential difference at the GaP-vacuum surface and the water-vacuum surface, and denoted them as H semi edge − H vacuum edge and H sol edge − H vacuum edge in Table VII . By subtracting them, we obtain (H semi edge − H sol edge ) vacuum approach , the Hartree potential difference at the GaP-water interface by the vacuum reference method. The result is −4.18 eV (see Table VII ). The directly computed value of H semi edge − H sol edge for the GaP-water interfacial system is −3.49 eV (see Table IV ). The discrepancy of the two results indicates that the vacuum reference approach is not valid.
V. CONCLUSION
In this paper, we present a method for computing CBM band edge positions relative to the water H 2 O/H 2 level. The method is computationally efficient since it only involves DFT calculations with a semilocal functional. The average error, over the six compounds tested, is 0.19 eV, which makes this method useful for predicting and designing photocatalyst materials. This method and an accurate band-gap DFT computation method together may provide improved knowledge of the energy levels and band gap for any photocatalyst material and can hopefully be used to design materials with little bias voltage for the splitting of water. Moreover, for an arbitrary photocatalyst material, this method can tell us how large the external bias voltage should be applied to trigger hydrogen evolution. This information is both an important reference for experimentalists and a clue for evaluating the stability in the electrolyte of the materials.
