Abstract. In 1999, Wei [M.Wei, Reverse order laws for generalized inverse of multiple matrix products, Linear Algebra Appl., 293 (1999), pp. 273-288] studied reverse order laws for generalized inverses of multiple matrix products and derived some necessary and sufficient conditions for
Introduction.
Let A be an m × n matrix over the complex field. A * and r(A) denote the conjugate transpose and the rank of the matrix A, respectively. We recall that an n× m matrix G satisfying the equation AGA = A is called a {1}-inverse or a g-inverse of A and is denoted by A (1) . The set of all {1}-inverses of A is denoted by A{1}. We refer the reader to [1, 2] for basic results on the g-inverse.
The reverse order law for the generalized inverses of the multiple matrix products yields a class of interesting problems that are fundamental in the theory of generalized inverses of matrices and statistics. They have attracted considerable attention since the middle 1960s, and many interesting results have been obtained; see [3, 4, 5, 6, 7, 8] .
In this paper, by applying the maximal rank of the generalized Schur complement [9] , we derive a new and simple necessary and sufficient condition for the validity of the inclusion
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The following two lemmas play a key role in this paper:
Before presenting the next lemma, we first state the well-known Frobenius' inequality: If A, B, C are matrices such that ABC is defined, then
Main result. Define the following matrix function
where X 1 , X 2 , · · · , X n are any matrices of appropriate sizes. In order to present the new necessary and sufficient condition for the inclusion (1.1), we first give the maximum rank of matrix where
i.e., (2.3) holds, where the second equality holds as
and the last equality holds as
. 
in which the last equality holds since
.
We now prove (2.2). According to Lemma 1.1 with
where the last equality holds as
ELA
The Reverse-order Law for g-inverses
We contend that, for 2 ≤ i ≤ n − 1,
We proceed by induction on i. For i = 2, the equality relation (2.6) has been proved. Assume that (2.6) is true for i − 1 (i ≥ 3), that is,
We now prove that (2.6) is also true for i. By (2.3) and (2.7), we have
From Lemma 1.2 we know 
On account of (2.4) and (2.8), it is seen that max 
