Abstract-Monotone systems comprise an important class of dynamical systems that are of interest both for their wide applicability and because of their interesting mathematical properties. It is known that under the property of quasimonotonicity time-delayed systems become monotone, and some remarkable properties have been reported for such systems. These include, for example, the fact that for linear systems global asymptotic stability of the undelayed system implies global asymptotic stability for the delayed system under arbitrary bounded delays. Nevertheless, extensions to nonlinear systems have thus far relied on various restrictive conditions, such as homogeneity and subhomogeneity, and it has been conjectured that these can be relaxed. Our aim in this paper is to show that this is feasible for a general class of nonlinear monotone systems, by deriving asymptotic stability results in which simple properties of the undelayed system lead to delay-independent stability. In particular, one of our results is to show that if the undelayed system has a convergent trajectory that is unbounded in all components as t → −∞ then the system is globally asymptotically stable for arbitrary time-varying delays. This follows from a more general result derived in the paper where delay-independent regions of attraction are quantified from the asymptotic behavior of individual trajectories of the undelayed system. This result recovers various known delay-independent stability results, and several examples are included in the paper to illustrate the significance of the proposed stability conditions.
I. INTRODUCTION
The class of monotone systems, which comprises dynamical systems that preserve an order on the state space, is of significant interest both due to the strong theoretical properties of such systems and for their suitability for modeling numerous physical systems. Areas in which monotonicity properties have frequently been exploited include population dynamics [1] , consensus protocols [2] , and communication systems [3] , emphasizing the breadth of applicability of such systems. The seminal papers of Hirsch, beginning with [4] , established a powerful general theory for monotone systems, demonstrating that the order-preservation property endows such systems with a rich mathematical structure. A thorough review of this theory can be found in [5] , which details in particular the powerful results of generic convergence that can be obtained.
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icl20@cam.ac.uk important role and can have a significant effect on the system behavior. In particular, time-delays can often destabilize a system and prevent convergence from occurring [7] . For this reason, it is an important problem to ascertain how the presence of time-delays might affect the behavior of systems that are asymptotically stable in the undelayed setting. Quasimonotonicity alone is not in general sufficient to be able to guarantee global asymptotic stability and analysis based directly on the comparison arguments found in [6] can become nontrivial in the case of nonlinear dynamics and time-varying delays. Therefore, there have been a number of attempts to resolve this problem for particular types of systems through use of monotonicity combined with other system properties. For linear systems there exist strong results, many of which are based upon versions of the Perron-Frobenius Theorem, guaranteeing delay-independent global asymptotic stability and even exponential convergence rates [8] , [9] . In recent works, these results have been extended to nonlinear systems satisfying properties of homogeneity [10] , [11] and subhomogeneity [12] . Furthermore, it was shown in [12] that the subhomogeneity condition alone is sufficiently strong to imply delay-independent stability even without monotonicity. Since homogeneity is closely linked to linearity, it is desirable to provide extensions, as was done in the planar case in [13] , to a more general nonlinear monotone setting.
Within this paper we investigate what conclusions can be drawn about the behavior of the delayed system from the quasimonotonicity property alone, imposing only mild assumptions on the behavior of the undelayed system. In particular, we prove a result which shows that, even if only a single convergent trajectory of the undelayed system is known, it is possible to use this information to deduce asymptotic stability on a quantifiable region of attraction for arbitrary bounded time-varying delays. As discussed within the paper, this result allows us to obtain estimates of the region of attraction with reduced conservatism and even to deduce delay-independent global asymptotic stability for certain classes of systems. It also recovers known delayindependent stability results, such as global asymptotic stability for homogeneous and subhomogeneous systems and asymptotic stability for systems with vector fields that are non-positive at a prescribed point. As a corollary, we also prove towards the end of the paper that if the undelayed system has a trajectory that is unbounded in all components as t → −∞, then the system is delay-independent globally asymptotically stable.
Our analysis combines Lyapunov techniques similar to those considered in [14] with the comparison approaches discussed in [6] to deduce asymptotic stability independent of arbitrary bounded delays, which in our general framework can be heterogeneous and time-varying, from the convergence properties of individual trajectories of the undelayed system. We illustrate our results with several relevant examples which demonstrate the applicability, necessity, and nonconservativeness of the conclusions that can be obtained.
The paper is structured as follows. In Section II, we present our main results, beginning in II-A by considering positive systems and then proceeding in II-B to extend these results to general monotone systems. Detailed proofs are omitted due to space considerations and can be found in [15] . Section II also contains various examples that illustrate our main results. We draw conclusions in Section III. Finally, an appendix reviews a number of useful classical results on monotone systems that are used in the derivations.
II. CONVERGENCE RESULTS
We suppose throughout that the function f : Ω → R n and the functionals g t : C([−r, 0], Ω) → R n are continuous on some Ω ⊆ R n and satisfy the monotonicity and orderpreservation assumptions
for all x, y ∈ Ω, all φ, ψ ∈ C([−r, 0], Ω), and all t ≥ 0. We then formulate the undelayed and delayed systems respectively as dx dt
and
We will assume throughout that the time-dependence t → g t (φ) is continuous for all fixed φ ∈ C([−r, 0], Ω) and that the maps x → f (x), φ → g t (φ) are both locally Lipschitz for all fixed t ≥ 0. Then the systems (3) and (4) are guaranteed to have unique solutions throughout R + × Ω [16, Theorems 2.2.1 and 2.2.3]. Note that we do not require f and g t to be continuously differentiable.
The purpose of the explicit dependence of the functional g t on time t is to incorporate possible time-variation in which part of the delayed segment x t the vector field depends upon. To model this, we specify that the variation in the functionals g t is such that given any v ∈ Ω, the map t → g t (v1) is constant, independent of time. The important consequence of this formulation is that it allows us to investigate the stability properties of general monotone systems of autonomous retarded functional differential equations subject to arbitrary bounded delays that can be time-varying. 1 Inequalities in R n are defined as follows: x ≥ y means x i ≥ y i , x > y means x i ≥ y i and x = y, and x y means x i > y i , for all components i. Inequalities in the function space C([−r, 0], Ω) are treated pointwise, for example φ ≥ ψ means φ(θ) ≥ ψ(θ) for all θ ∈ [−r, 0]. There should be no confusion in using the same symbols for inequalities in different spaces.
Other useful notations that we will use are R n + to denote the nonnegative orthant {x ∈ R n : x ≥ 0} and 1 for the constant mapping 1 : [−r, 0] → 1.
The equilibria of the systems (3) and (4) are known to be equivalent [6] . The problem we are interested in is to relate the stability properties of an equilibrium 2 of the delayed system (4), which is infinite-dimensional, to those of this equilibrium for the finite-dimensional undelayed system (3).
A. Positive systems 1) Local asymptotic stability: Let us first consider the case where the domain Ω contains the entire nonnegative orthant and the equilibrium under consideration is located at the origin. The systems (3) and (4) are then both positive, in the sense that they leave the nonnegative orthant R n + positively invariant 3 . For a class of such systems, we will show how known properties of a single trajectory of the undelayed system can be used to conclude results of delayindependent stability. For this purpose, we introduce an initial assumption.
Assumption 1: There exists some p 0 such that the solution y p (t) of the undelayed system (3) through y p (0) = p satisfies lim t→∞ y p (t) = 0 and admits some time t p such that y p (t) 0 for all t ≤ t p and y p (t p ) p. We thus assume the existence of a single convergent trajectory of the undelayed system (3) which has a positive falling interval. Since we are interested in establishing delay-independent convergence, assuming the existence of a single convergent trajectory of the undelayed system maintains complete generality, meaning that any restrictiveness in Assumption 1 comes through the assumed existence of the time t p . This condition can generally hold for broad classes of systems. Indeed, if f and g t are continuously differentiable, then [6, Proposition 3.1.1 and Remark 3.1.2] guarantee that p 0 implies y p (t) 0 for all t ≥ 0, meaning that such a t p must always exist for any trajectory satisfying the convergence property lim t→∞ y p (t) = 0. We will see in the examples that follow that Assumption 1 is also applicable in a variety of other important cases.
We now obtain the following result that allows convergence properties of (4) to be deduced from those of (3).
Theorem 1: Suppose that Assumption 1 holds. Then the origin is asymptotically stable for the delayed system (4), with region of attraction containing an interval that can be explicitly determined entirely from the trajectory y p (t) of the undelayed system (3).
Remark 1: Local stability can often be determined by other approaches, for example by the linearization methods detailed in [6, Chapter 5.5], however, the main significance of Theorem 1 lies in the construction within the proof of an explicit delay-independent region of attraction based on the properties of a single known trajectory of the undelayed system alone. Thus, given such a trajectory y p (t) of the undelayed system (3) satisfying Assumption 1, equations (5), (6) , and (7) fully determine an estimate [0, z p ] for the region of attraction of the origin of the delayed system (4).
Remark 2: It will be seen in the examples that follow that Theorem 1 recovers arbitrarily closely (for any bounded time-varying delays) regions of attraction that can be obtained (for constant delays) from Lemma 2, and that Theoerem 1 also yields known global delay-independent stability results for linear/homogeneous/subhomogeneous monotone systems. In addition, we will discuss in this section how Theorem 1 can allow one to reduce conservatism in estimates of the region of attraction and also to deduce global stability for more general classes of systems.
Remark 3: By considering the union of the estimates of the region of attraction obtained in Theorem 1 from several points p, with the corresponding trajectories y p (t) and choices of t p , non-rectangular regions of attraction can also be deduced.
Proof: (Sketch) In terms of the given trajectory y p (t) of the undelayed system (3), we define the quantities
The result is then proved by showing, through an invariant set construction, that f (z p )+g 0 (z p 1) ≤ 0 and then invoking the comparison principles given in Lemmas 1 and 2 applied to an appropriately-chosen time-invariant bounding system.
We now consider several examples of the application of Theorem 1 and the conclusions that can be drawn from it. In Section II-A.2 we will then show that Theorem 1 can be used to deduce delay independent global asymptotic stability when the undelayed system has a convergent trajectory that is also divergent backwards in time.
Example 1 (Strength/non-conservativeness of Theorem 1): Consider the cooperative Lotka-Volterra system obtained in equations (3) and (4) 
where τ ij (t) ∈ [−r, 0] are arbitrary bounded delays and A is a Metzler matrix. Systems of this form can be used to model population dynamics between mutualistic species [17] , and the delays in this context can be thought of as representing either hibernation periods or gestation times [18] . For the coefficients we take the positive matrix [19] Let us suppose that only the single trajectory of the undelayed system, y q (t), passing through the point q = (1.047, 1.013, 0.9318) T at time 0 is known, and consider what conclusions can be drawn about the behavior of the delayed system from this information alone. initial attempt to quantify the delayed dynamics is to take p = (1.047, 0.9909, 0.9194) T , which is the first point on the known trajectory at which the vector field is nonpositive in all components. The corresponding t p from Assumption 1 can then be made arbitrarily small, and z p can thus be brought arbitrarily close to p. As such, the application of Theorem 1 for this initial attempt will yield guaranteed delayindependent asymptotic stability on the region R = {x : 0 ≤ x (1.047, 0.9909, 0.9194) T }. Since p is the largest point on the trajectory at which the vector field is nonpositive, the estimate R recovers arbitrarily closely the best estimate for the region of attraction that could be obtained by a direct application of the convergence result in Lemma 2 (in conjunction with the comparison argument in Lemma 1).
However, we now show that it is possible to use Theorem 1 to improve upon this best initial estimate, while still using only the single known trajectory y q (t) of the undelayed system. This demonstrates that the technical construction given in the proof of Theorem 1 can enable the deduction of expanded regions of attraction compared to just direct applications of Lemma 2. To see this, we choose p = q and thus consider as y p (t) the entire given trajectory y q (t). It can then be seen from Fig. 1 dt (t p ) < 0, so it follows immediately that z p 3 = y p 3 (t p ) = 0.9276 > 0.9194. Consequently, we see that Theorem 1 now guarantees delay-independent asymptotic stability on a region of attraction S that extends further in the x 3 -direction than the previously estimated region R.
To illustrate this extended region of attraction, we plot in Fig. 2 a projection into the (x 1 , x 3 )-plane of both the given trajectory y q (t) and the regions R in light-shading and the extension given by S in dark-shading. In this way, we see that our construction can enhance the global delayindependent system information that can be obtained directly from a single trajectory of the undelayed system. Moreover, when the initial condition is in the red-shaded region, the trajectories of (4) become unstable for at least some choices of bounded delay. This shows that it is not possible to extend the entire region R by ∆x 3 in the x 3 -direction, thus demonstrating a non-conservativeness property of the extension provided by the construction in the proof of Theorem 1. In Fig. 2 . Projection emphasizing the extension in the x 3 -direction, ∆x 3 , provided by our construction to the initial estimate R. Arrows indicate further extensions in the x 1 -direction through application of Theorem 1 to two additional system trajectories. addition, we also depict further extensions of S in the x 1 -direction when Theorem 1 is also applied to the trajectories of (3) through the arbitrarily-chosen nearby points p = (1.030, 1.006, 0.9605)
T and p = (1.023, 1.002, 0.9747) T . This shows that, if additional convergent trajectories of the undelayed system are used, the estimated region of attraction can be further extended.
Example 2 (Necessity of Theorem 1): Example 1 indicates that Theorem 1 is consistently less conservative than direct analysis using Lemma 2. Furthermore, we will now show that there exist particular trajectories for which the discrepancy between the two can become arbitrarily large. in which the system incorporates an additional species which interacts with the existing populations only through a weak coupling with species 1. As ρ increases, there exist particular trajectories of the undelayed system for which the region of attraction obtained directly from Lemma 2 becomes arbitrarily small, while that obtained from our construction remains large. To illustrate this, we plot in T . Due to the weak coupling, the qualitative nature of the (x 1 , x 2 , x 3 )-dynamics is unchanged from that in Example 1, and we see that it is again possible to select t p as illustrated such that Assumption 1 is satisfied. In particular, we see that t p is strictly less than t s , the first time at which 4 , is seen to become larger as ρ increases. Therefore, whereas the estimates from Lemma 2 will become arbitrarily conservative, Theorem 1 will still yield regions of attraction that are non-conservative. Example 3 (Homogeneous/subhomogeneous systems): In order to clarify the relationship of the present work to the results obtained in the recent papers [10] , [11] concerning systems with the homogeneity property, we recall the result shown in [11] that positive, monotone, homogeneous systems for which the origin of the undelayed system is known to be globally asymptotically stable necessarily have the property that given any x 0 ≥ 0, there exists v x 0 such that f (v) + g t (v1) 0. The trajectory y v (t) of (3) with y(0) = v is then initially strictly decreasing, meaning that if we choose p = v then Assumption 1 will hold for any sufficiently small t p . Moreover, then h p i (t p ) = t p and z p can be brought arbitrarily close to p. Therefore, Theorem 1 tells us that the region of attraction of the origin of the delayed system (4) contains the interval {x ∈ R n : 0 ≤ x p}. Allowing x 0 → ∞, p can then be made arbitrarily large, meaning that the argument of Theorem 1 in fact shows that such positive, monotone, homogeneous systems (with time-varying delays) are delay-independent globally asymptotically stable, recovering the main result (Theorem 4.1) of [11] . Analogous reasoning can be used to deduce global asymptotic stability for subhomogeneous monotone systems, with arbitrary bounded time-varying delays, when the undelayed system is globally asymptotically stable, thus recovering [12, Corollary 3.3] . It should be noted, though, that subhomogeneity is a sufficiently strong property that leads to delay-independent stability also for classes of systems that are not monotone, as was shown in [12] .
2) Global asymptotic stability: If stronger information is known about the behavior of the particular trajectory of (3) being considered, this can be used to strengthen the results obtained above so as to enable the deduction of delay-independent global asymptotic stability. This stronger information is the content of the following assumption.
Assumption 2: There exists some p 0 such that the solution y p (t) of the undelayed system (3) through y p (0) = p satisfies both lim t→∞ y p (t) = 0 and lim t→−∞ y p i (t) = ∞ for all i.
Note that if Assumption 2 holds then the backward-time limiting property implies that, under a suitable shift of timeorigin, Assumption 1 will be guaranteed to hold. In this way we see that Assumption 2 is a stronger requirement on the behavior of the undelayed system (3) than is Assumption 1.
Theorem 2: Suppose that Assumption 2 holds. Then the origin is globally asymptotically stable for the delayed system (4).
Proof: (Sketch) We modify the definition of (5) to T i (x i ) = sup{τ : x i ≤ y p i (s) ∀s ∈ (−∞, τ ]} and recall (6) and (7). We then argue analogously to Theorem 1 with t p → −∞, thereby constructing arbitrarily large invariant sets and obtaining global asymptotic stability.
We thus see that, whenever the undelayed system admits a trajectory satisfying the stronger property given in Assumption 2, the origin is guaranteed to be globally asymptotically stability for the delayed system with arbitrary bounded timevarying delays. As a consequence of Theorem 2 we see that, for systems satisfying Assumption 2, a global formulation of the conjecture posed in [11] , that the homogeneity condition can be relaxed, is verified.
We shall consider the general delay differential equation dx dt (t) = f (t, x t ),
where the vector field f : Λ × C([−r, 0], Ω) → R n is continuous on open subsets Λ ⊆ R and Ω ⊆ R n . We say that f satisfies the quasimonotonicity property if φ ≤ ψ and φ i (0) = ψ i (0) ⇒ f i (t, φ) ≤ f i (t, ψ) (9) for all t ∈ Λ and all φ, ψ ∈ C([−r, 0], Ω). Given t 0 ≥ 0 and φ ∈ C([−r, 0], Ω), we let x(t, t 0 , φ, f ) denote the maximally defined solution that satisfies (8) for all t ≥ t 0 and passes through x t0 = φ.
The first result that we recall allows the trajectories of monotone systems whose vector fields are always related by an inequality to be compared. It is Theorem 5.1.1 in [6] .
Lemma 1: Let f, g : Λ × C([−r, 0], Ω) → R n be continuous in t and locally Lipschitz in φ, and assume that either f or g satisfies (9) . Assume also that f (t, φ) ≤ g(t, φ) for all t ∈ Λ and all φ ∈ Ω. If t 0 ∈ Λ and φ, ψ ∈ Ω satisfy φ ≤ ψ, then x(t, t 0 , φ, f ) ≤ x(t, t 0 , ψ, g) holds for all t ≥ t 0 for which both are defined.
The second result guarantees monotonic convergence of any bounded trajectory of an autonomous system at whose initial condition the vector field is either nonnegative or nonpositive in all components. This is Corollary 5.2.2 in [6] .
Lemma 2: Let f : C([−r, 0], Ω) → R n be time-invariant, be locally Lipschitz, and satisfy (9) . If v ∈ Ω is such that f (v1) ≥ 0 (f (v1) ≤ 0), then x(t, t 0 , v1, f ) is nondecreasing (nonincreasing) in t ≥ t 0 . If the positive orbit of v1 has compact closure in Ω, then there exists k ≥ v (k ≤ v) such that x(t, t 0 , v1, f ) → k as t → ∞.
