We provide a new algorithm for approximating the law of a onedimensional diffusion M solving a stochastic differential equation with possibly irregular coefficients. The algorithm is based on the construction of Markov chains whose laws can be embedded into the diffusion M with a sequence of stopping times. The algorithm does not require any regularity or growth assumption; in particular it applies to SDEs with coefficients that are nowhere continuous and that grow superlinearly. We show that if the diffusion coefficient is bounded and bounded away from 0, then our algorithm has a weak convergence rate of order 1/4. Finally, we illustrate the algorithm's performance with several examples.
Introduction
Consider a one-dimensional stochastic differential equation (SDE) of the form
Suppose that b and η are Borel functions such that (1) possesses a weak solution (M, W ) that is unique in law (cf. Section 5.5.C in [17] ). In general the law of the solution process M is not known explicitly, and therefore one has to fall back on numerical methods for its approximation. The most used approximation method is the Euler scheme. If the coefficients b and η are Lipschitz continuous, then the Euler approximations are known to converge to the solution (see e.g. [18] ). In many applications, however, one has to deal with non-Lipschitz SDEs. For example in economics frequently risk factors are modeled as non-Lipschitz SDEs (e.g. the CIR process, or the price process in CEV models and quadratic normal volatility models (see [3] )). Diffusion models in mathematical genetics make use of non-Lipschitz SDE, e.g. the Wright-Fisher-diffusion (see [5] ). Finally, many physical phenomena, e.g. the movement of a particle between two different media, can be modeled with SDEs possessing a discontinuous diffusion coefficient (see introduction in [22] ). If the coefficients of the SDE are not globally Lipschitz continuous, then usually the Euler scheme is numerically unstable. Indeed, one can even prove that if the coefficients grow superlinearly, then the Euler approximations do not converge in a weak L 1 sense (see [13] ). Therefore, for the simulation of non-Lipschitz SDEs alternative approximation methods are needed.
In this article we provide a new approximation method that does not require any regularity or growth assumption on the coefficients b and η. In particular, the method applies to SDEs with coefficients that are nowhere continuous and that grow superlinearly.
The basic idea of our approximation method is to construct Markov chains that can be embedded in distribution into M with a sequence of stopping times. For the construction one first applies a standard change of variables (see e.g. Section 5.5.B in [17] ) in order to transform the SDE (1) into an SDE without drift. Therefore, without loss of generality we can assume that b ≡ 0. Now let (X k ) be an i.i.d. sequence of centered random variables and (Y k ) a Markov chain with dynamics
We construct the Borel function a : R → R + in a way that one can find stopping times 0 = τ 0 < τ 1 < · · · such that the conditional expectation between two consecutive stopping times is equal to a constant h ∈ (0, ∞), and such that the discrete-time process (M τ k ) k≥0 has the same distribution as (Y k ) k≥0 . One can extend (Y k ) to a continuoustime process by setting Y t = Y t + (t − t )(Y t +1 − Y t ) for all t ∈ R + . A functional limit theorem implies that the distribution of (Y t/h ) t∈[0,T ] converges to the distribution of (M t ) t∈[0,T ] as h ↓ 0 (see [2] ). One can thus use (Y k ) for approximating the law of M . In other words, by simulating (Y k ) one can estimate the distribution of M . Notice that a realization of (Y k ) can be interpreted as an exact simulation of M along a sequence of stopping times.
Our idea works, because there is a simple integral formula for the minimal expected time needed for embedding a distribution into M (see [1] ). The integral formula allows to determine the scale factor a in (2) such that the transition probabilities of (Y k ) can be embedded into M with stopping times having expectation h.
We now give a brief overview on some alternative methods for approximating nonLipschitz SDEs and compare them with our proposed scheme.
A related numerical scheme for approximating diffusions with discontinuous coefficients is provided in [6] . The authors construct a continuous-time process on a given finite grid by embedding, in every time step, a weighted sum of the Dirac measures of the two neighboring grid points. The average time for attaining one of the neighboring points is determined by solving a PDE. In contrast to [6] , in our approach the average time lag is fixed, whereas the scale factor, and hence the state distribution, is determined endogeneously.
The literature comprises also several papers analyzing the convergence of Euler-type approximation schemes for SDEs with irregular and/or quickly growing coefficients. [7] shows almost sure convergence of the Euler scheme for SDEs with a drift satisfying a certain monotonicity condition (a local one-sided Lipschitz condition in space, uniformly in time) and with a locally Lipschitz diffusion coefficient. [26] proves weak convergence of the Euler scheme in the case where the diffusion coefficient is allowed to be discontinuous on a set of Lebesgue measure zero and has at most linear growth. There are also results on the rate of convergence in [26] , but only for Hölder continuous coefficients. In [23] it is shown that, for the Euler scheme, the strong rates obtained in [26] hold also for certain discontinuous (but one-sided Lipschitz) drifts; however, the diffusion coefficient needs to be bounded and Hölder continuous. As far as modifications of the Euler scheme are concerned, the analyses of the implicit Euler scheme (also known as backward Euler scheme) and of the related split-step backward Euler scheme allow some irregularities in the drift, but assume the diffusion coefficient to be Lipschitz (see [8] and [10] ). The tamed Euler scheme is an explicit scheme that dampens superlinear growth, in [14] of the drift coefficient, and in [12] also for the diffusion coefficient. The scheme is shown to converge strongly if the coefficients are locally Lipschitz continuous and satisfy a Lyapunov-type growth condition (see [12, Theorem 3.15] ).
The paper [19] provides convergence rates for the weak approximation error, assuming again that only the diffusion coefficient is regular (the method regularizes the drift and uses the Euler scheme for the regularized equation). [24] studies certain explicit Euler-type schemes that exhibit strong convergence also in certain cases when drift and diffusion coefficients are growing superlinearly and compensate each other. However, in the case of a driftless SDE the assumptions in [24] imply that the diffusion coefficient is locally Lipschitz and of linear growth. [11] provides a general framework, which contains the Euler scheme (but not our one) as a special case, and proves strong convergence rates, where again the diffusion coefficient is regular and the drift satisfies a certain non-global monotonicity condition. For further literature on approximation schemes we refer to the overview [16] .
The paper is organized in the following way. In Section 1 we describe in detail the new 3 approximation scheme. We explain why the scheme convergences, and why no regularity and growth assumptions on the diffusion coefficient are needed.
In Section 2 we show some properties of the scheme that are desirable from a numerical point of view. In particular, we prove, under some nice conditions on (X k ), that the approximating process (Y k ) satisfies a certain comparison principle. This excludes divergent oscillations of the scheme for quickly growing η. Moreover, we show that the scale factor a in (2) is Lipschitz continuous and hence grows at most linearly. This smoothing and tempered growth behavior accounts for a good numerical performance. Furthermore we show that a in (2) is characterized by an ordinary differential equation and can therefore be efficiently computed.
Section 3 deals with the convergence rate. We show that if η is bounded and bounded away from zero, then our scheme has a weak convergence rate of order 1/4. We stress here that the convergence rate holds true without any regularity assumptions on the diffusion coefficient.
Section 4 shapes our approximation scheme into a concise simulation algorithm. This algorithm is then illustrated in Section 5 with several examples. Moreover, results from some numerical experiments are reported.
A scheme that is exact along stopping times
In this section we describe a method for approximating the law of a one-dimensional homogeneous stochastic differential equation (SDE). We start by specifying the class of SDEs the method can be applied to. We first restrict ourselves to SDEs without drift; in Section 5.5 we explain how one can extend the method to SDEs with drift.
Let I = (l, r) with l ∈ [−∞, ∞) and r ∈ (−∞, ∞]. Let η : R → R be a Borelmeasurable function satisfying
where L 1 loc (I) denotes the set of functions that are locally integrable on I. Consider the SDE
The assumptions (3)-(5) imply that (6) possesses a weak solution that is unique in law (see e.g. [4] or Theorem 5.5.7 in [17] ). This means that there exists a pair of processes (M, W ) on a filtered probability space (Ω, F, (F t ), P ), with (F t ) satisfying the usual conditions, such that W is an (F t )-Brownian motion and (M, W ) satisfies the SDE (6). Let us note that M stays in l (resp. r) once it hits l (resp. r).
Our basic idea is to approximate M with a discrete-time process that coincides in law with M along a sequence of stopping times. To explain the method, let X 1 , X 2 , . . . be 4 a sequence of i.i.d. real-valued random variables. We assume that each X i is integrable with E(X i ) = 0, and we denote the distribution of X i by µ. Let us also suppose µ = δ 0 . We define a process (Y k ) k∈Z + by setting
where a : R → R + is a Borel function. In the following the refer to (Y k ) as to the scaled random walk generated by (X k ) with scale factor a. Moreover, we say that (Y k ) is embeddable into M with expected time step h ∈ (0, ∞) if there exists an increasing sequence of stopping times
e. both discrete-time processes have the same law) and
For the remainder of this section we suppose that for all h ∈ (0, ∞) we can find a unique scale factor a such that the random walk (Y k ) with scale factor a is embeddable into M with expected time step h. In Section 2 we recall a sufficient condition from [2] guaranteeing that this assumption is satisfied (see Proposition 2.1). We next explain why the embeddable scaled random walks can be used for approximating the law of the diffusion M .
Let T ∈ R + be a finite time horizon and
be the scaled random walk that is embeddable into M with expected time step h N and let (τ N k ) be a sequence of stopping times satisfying (8) 
. . , N h N ≡ T } and via linear interpolation between the grid points:
and similarly for M N , where are locally bounded on I, µ has a compact support and that the following implications hold true:
Let us notice that Theorem 3.6 in [2] contains, in fact, a weaker but more technical assumption than that in Theorem 1.1 (compare (9)-(10) above with (19) , (27) The approximation method requires to compute the scale factor guaranteeing that (Y N k ) is embeddable into M with a given expected time step h. Recent results on the Skorokhod embedding problem (see [1] or [9] ) imply that the scale factor is uniquely determined by a simple integral equation making use of the function
The assumptions (3)- (5) imply that for all y ∈ I the nonnegative function q(y, ·) is finite on I and equal to ∞ on R \ [l, r]. Besides, q(y, ·) is strictly convex on I, strictly decreasing to zero on (l, y) and strictly increasing from zero on (y, r). Moreover, for all y,ȳ ∈ I and x ∈ R we have
where q x denotes the partial derivative of q with respect to the second argument.
Consider an integrable distribution ν with xν(dx) = m. If q(m, x)ν(dx) < ∞, then there exists an integrable stopping time τ such that M τ ∼ ν and E[τ ] = q(m, x)ν(dx) (see [1] ). To provide an intuition why this formula for E[τ ] holds true, observe that by Itô's formula the process (q(M 0 , M t ) − t) is a local martingale starting in 0. Therefore, if M τ ∼ ν and the optional sampling theorem applies, we have
In order to make the scaled random walk (Y k ) embeddable into M with expected time step h, we choose the scale factor a such that µ(y, a(y), dx), the distribution of y + a(y)X i , satisfies q(y, x)µ(y, a(y), dx) = h for all y ∈ I. The latter condition is equivalent to the integral equation
It is shown in [2] that if the scale factor a satisfies (13) , then the associated scaled random walk (Y k ) is indeed embeddable into M . In the case where at least one of the state space boundaries l or r is finite and absorbing, Equality (13) is not necessary for (Y k ) to be embeddable into M with expected time step h. Indeed, let τ be a stopping time with E[τ ] < h such that M τ has positive mass in l or r. On the event where M τ is at the boundary one can enlarge τ by a constant amount of time such that τ has expectation h, without changing the distribution of M τ . Therefore, in case of attainable boundaries, the appropriate condition for the scale factor is given by
We can summarize the approximation scheme as follows. Choose T ∈ R + and N ∈ N, and set h = T /N . Choose a centered probability distribution µ = δ 0 and a scale factor a such that (13) resp. (14) is satisfied. Then compute the random walk (Y k ) generated by (X k ) with scale factor a.
Properties of the approximation scheme
In this section we collect properties of the approximating scheme described in Section 1. We first state the precise assumptions under which the subsequent statements hold true.
We use the setting and notation of Section 1. In particular, we are given a state space I = (l, r), a Borel function η : R → R satisfying (3)- (5) and a centered probability measure µ = δ 0 on (R, B(R)), which is the distribution of the random variables X i . As usual, we denote byĪ the closure of I in R.
Throughout the whole paper we assume that the following condition on µ is satisfied:
then there exists y ∈ I such that the integral over the negative real line Let us remark that Condition (A) is satisfied whenever µ has a compact support, µ({inf supp µ}) > 0 and µ({sup supp µ}) > 0. A simple example, which will be often considered below, is µ = 1 2 (δ −1 + δ 1 ). Let us also notice that Condition (A) is satisfied under the assumptions of Theorem 1.1 above (in fact, the role of (9)- (10) is to ensure Condition (A) only). We stress that we require Condition (A) in all statements below, but do not repeat it explicitly any longer.
We define a function G :
where q is defined as in (11) . Monotone convergence entails that, for every y ∈ I, the mapping a → G(y, a) is increasing, left-continuous, vanishing at zero and, by Condition (A), finite in a sufficiently small right neighborhood of zero. Moreover, by the dominated convergence theorem, this mapping is continuous possibly except for at the point a ∞ (y) = inf{a ∈ R + : G(y, a) = ∞} (inf ∅ := ∞). Also, this mapping is strictly increasing on [0, a ∞ (y)] for every y ∈ I. We next define (cf. (14))
Then the scaled random walk (Y k ) with scale factor a is embeddable into M with expected time step h ∈ (0, ∞). More precisely, we have the following result.
Proposition 2.1. Let h ∈ (0, ∞) and define the scale factor a :Ī → R as in (16) for y ∈ I, and set a(·) = 0 onĪ \ I. Then the scaled random walk (Y k ) with scale factor a isĪ-valued and embeddable into M with expected time step h. 
Remark 2.2. (i)
In the case when the state space I has a finite inaccessible 1 boundary point for M , the sufficient conditions in Section 2 of [2] are even weaker than Condition (A); see formulas (19) , (27), (29) in [2] . Under those weaker conditions, Proposition 2.1 can be adjusted as follows: there is h 0 > 0 such that, for all h ∈ (0, h 0 ), the scaled random walk (Y k ) with scale factor a given by (16) is embeddable into M with expected time step h.
(ii) If with probability one M does not attain the boundary points l and r in finite time, then the scale factor a(y) satisfies not only (16) but also G(y, a(y)) = h (cf. (13)).
In what follows, let T ∈ R + , N ∈ N and h = T /N . Let a be the scale factor satisfying (16) and (Y k ) the random walk generated by (X k ) with scale factor a. If we want to stress the dependence on N , we write a N and (Y N k ).
(Y k ) is a generalized martingale
Consistently with Section VII.1 in [25] we say that a discrete-time process
need to be well defined). In contrast to a martingale, a generalized martingale does not need to be integrable. Lemma 2.3. The process (Y k ) k∈Z + is a generalized martingale with respect to its natural filtration. In particular, it is a martingale whenever E(
Proof. It follows from the very definition (7) 
, and all expectations are equal to each other by the tower property of conditional expectations. The only way for (Y k ) k∈Z + to violate the martingale property is to have EY k = ∞ for all k ∈ Z + . This is impossible, because Y 0 = m.
Asymptotic equivalence with the Euler scheme
In this subsection we analyze the asymptotic behavior of a N (y) as N tends to ∞. We show in the next theorem that a N (y) is asymptotically dominated by const √ N η * (y), where η * denotes the upper semicontinuous envelope of |η|:
We first prove that a N converge pointwise to zero:
Lemma 2.4. For any y ∈ I we have lim N →∞ a N (y) = 0.
, Fatou's lemma yields q(y, y + lim inf N →∞ a N (y)x) µ(dx) = 0. Since µ = δ 0 and, clearly, the sequence {a N (y)} N ∈N is decreasing, we obtain the result. 
where η * is defined in (17) and ∞ ∞ is understood as ∞. (ii) If |η(y)| ≥ ε > 0 for all y ∈ I and η is continuous at some point y 0 ∈ I, then
Proof. (i) Fix y ∈ I. Using Condition (A) and Lemma 2.4 one can show that there exists N 1 ∈ N, which in general depends on y, such that for all N ≥ N 1 we have
By performing two changes of variables we obtain
Then Fatou's lemma together with Lemma 2.4 yields
(ii) If x 2 µ(dx) = ∞, then the right-hand side of (19) is zero and, therefore, (19) follows from (18) . Assume that x 2 µ(dx) < ∞. Then using Lebesgue's dominated convergence theorem instead of Fatou's lemma, we get (19) from (20) in the same way as (21) was obtained. The following corollary will be useful in the sequel.
Corollary 2.7. Assume that |η| is locally bounded on I. Then, for any compact subinterval J ⊂ I, we have lim N →∞ sup y∈J a N (y) = 0.
Proof. The statement follows from (18).
Comparison principle
Suppose that the i.
. Then the scale factor is Lipschitz continuous with Lipschitz constant one. Moreover, the scaled random walk generated by (X k ) satisfies the following comparison principle: if
Both properties follow from the next result. 
we get that the function (y, a) → G(y, a) is C 1 in both arguments with ∂ a G(y, a) > 0 in the interior of the set {(y, a) ∈ I × R + : G(y, a) < ∞}. (∂ a G denotes the derivative of G with respect to the second argument.)
We need to consider four cases. We start with Case 1: l = −∞, r = +∞. In this case Proposition 2.1 and Remark 2.2 (ii) ensure that the scale factor a N satisfies G(y, a N (y)) = T N for all y ∈ I. By the implicit function theorem, the mapping y → a N (y) is C 1 in I. Differentiating the equation
with respect to y yields
Since a N (y) > 0 for all y ∈ I, it follows that 1 + a N (y) and 1 − a N (y) have the same sign. But this implies 1 + a N (y) ≥ 0 and 1 − a N (y) ≥ 0, which proves both statements of the theorem for Case 1. Case 2: l > −∞, r = ∞. First consider the subcase q(m, l+) = ∞, i.e. the boundary point l is inaccessible. Then, again by Remark 2.2 (ii), the scale factor a N satisfies G(y, a N (y)) = T N for all y ∈ I and N ∈ N. The claim now follows from the same reasoning as for the first case. If q(m, l+) < ∞, we setā(y) = y −l and h(y) = G(y,ā(y)) for y ∈ I. A calculation reveals that h (y) = 2y−l y 2 η 2 (z) dz > 0 for all y ∈ I. In particular, the function h is strictly increasing with h(l+) = 0. Then there existsȳ ∈ (l, ∞] such that a N (y) = y − l for y ≤ȳ and a N satisfies G(y, a N (y)) = T N for y >ȳ. Clearly the mappings y → y + a N (y)z, z ∈ {−1, 1}, are nondecreasing on (l,ȳ). On (ȳ, ∞) monotonicity of y → y + a N (y)z follows as for Case 1. Monotonicity of y → y + a N (y) for y >ȳ implies that the limit a N (ȳ+) = lim y ȳ a N (y) exists. From the continuity of G on {(y, a) ∈ I × R + : a < y − l} we deduce that T /N = lim y ȳ G(y, a N (y)) = G(ȳ, a N (ȳ+)). Consequently, we have a N (ȳ+) =ȳ − l and thus a N is continuous atȳ, which establishes the claims.
Case 3: l = −∞, r < ∞: Case 3 can be reduced to Case 2 by considering −M . Case 4: l > −∞, r < ∞. In this case setā(y) = (y − l) ∧ (r − y), h(y) = G(y,ā(y)
This implies left-continuity: lim y ȳ h(y) = h (ȳ). Right-continuity is verified similarly. If h (ȳ) ≤ T /N , then a N (y) =ā(y) for all y ∈ I and the claims follow directly. If h(ȳ) > T /N , then it follows that G(y, a N (y)) = 1/N for all y in a neighborhood ofȳ. Then the arguments from Case 1 yield that y → y + a N (y)z, z ∈ {−1, 1}, is also nondecreasing aroundȳ.
From the preceding theorem we can directly deduce that the scale factors grow at most linearly, uniformly in N . 
Then there is a finite constant C such that, for all N ∈ N, we have
that is, the mapping y → a N (y) has linear growth, while the bound in (22) is uniform in N .
Proof. The statement follows from the Lip(1) property. We can take C = |y 0 | + sup N |a N (y 0 )| for any fixed y 0 ∈ I, where the sup is finite due to Lemma 2.4.
Finally we remark that the scale factor vanishes at finite state boundaries. Indeed, we have the following more general result that applies also for measures µ other than 
Convergence of expectations
. Then Fatou's lemma and the monotone convergence theorem imply
Fix ε > 0. By assumption there existl,r ∈ I withl <r such that
Let K = sup y∈[l,r] |f (y)|, which is finite by continuity of f . Then the following inequality holds uniformly for all
This implies uniform integrability of (f (Y 
where C f (resp. C G ) denotes the set of points x ∈ I (resp. x . ∈ C([0, T ])) such that f is continuous at x (resp. G is continuous at
The proof is basically the same as that of Proposition 2.11. A remark similar to Remark 2.12 applies also in the situation of Proposition 2.16. Finally, to motivate the somewhat technical formulation of Proposition 2.16, we notice that path functionals with such a structure appear in some applications: e.g. think about a down-and-in barrier call option, where we have f (x) = (x − K) + and G(x . ) = 1 {inf s∈[0,T ] xs<B} .
Advantages over the Euler scheme
Let us compare our approximation scheme with the (weak) explicit Euler scheme that approximates the process M with
whereã
is the Euler scale factor, and ξ 1 , ξ 2 , . . . are independent identically distributed random variables with Eξ k = 0 and Eξ 2 k = 1 (the classical Euler scheme uses Gaussian ξ k ). Theorem 2.5 (ii) implies that, under nice conditions on η, for a fixed y ∈ I our scale factors a N (y) are close to the Euler scale factorsã N (y) as N tends to infinity (here Eξ 2 k = 1 entails that the denominator in (19) is equal to one). Notice, however, that in general this convergence is only local in the y-variable: For fixed N ∈ N the function y → a N (y) is qualitatively different from the Euler scale factor y →ã N (y). In contrast to the Euler scale factor, the factor (16) involves smoothing (a N is Lip(1), whileã N inherits all irregularities of η) and has a tempered growth behavior (linear growth regardless of the growth of η). Moreover, a N ensures that the associated process (Y N k ) satisfies the comparison principle when using µ = 1 2 (δ −1 + δ 1 ), while it is not the case for the Euler scheme (also see Section 5.3 for a further pertinent discussion of this point).
Finally, we remark that these properties allow to use our scheme for approximating expectations of the form E[f (M T )] in some cases where the Euler scheme does not work.
Recall that our scheme converges for sublinearly growing functions (cf. Corollary 2.13). It follows from [13] that the explicit Euler scheme does not provide an appropriate approximation of E[f (M T )] for all sublinearly growing functions in the case where η is not globally Lipschitz continuous. This kind of divergence in finite time of the Euler scheme is due to the following unpleasant effect. Assume that |Ỹ N k | has attained a large positive value (which happens with sufficiently large probability for the true process M on any time horizon, and this probability increases as a function of the time horizon). Since the coefficient grows superlinearly and the increment |W (k+1)T /N − W kT /N | is "of the order 1/N ", the value of |Ỹ N k+1 | is likely to be huge, even for small time steps T /N . Note that ifỸ N k is positive (resp. negative) and W (k+1)T /N − W kT /N is negative (resp. postive), the Euler approximation significantly jumps across zero, entailing a zigzag behavior. The properties of Y N shown in Theorem 2.8 reveal that our scheme is more stable in this regard and prevent the scheme from these divergent oscillations. In Section 5.3 we illustrate these observations for a specific choice of η (see in particular Figure 3 ).
Characterizing the scale factor by an ODE
The scale factor a N embedding the scaled random walk (Y N k ) into M with expected time step T /N satisfies the equation G(y, a N (y)) = T /N on I whenever both boundaries l and r are inaccessible (recall Remark 2.2 (ii)). In general, one can show using Condition (A) and Corollary 2.7 that the equation G(y, a N (y)) = T /N holds at least on some subinterval J of I whenever |η| is locally bounded on I (and, moreover, for any compact J ⊂ I there exists N 1 ∈ N such that for all N ≥ N 1 this equation holds on J). In this section we use the implicit function theorem to derive an ordinary differential equation characterizing a N on J. In appliciations this allows for a quick numerical computation of a N . Proposition 2.18. Assume that µ has compact support. Let N ∈ N and J = (l, r) ⊂ I be such that G(y, a N (y)) = T N for all y ∈ J. Then a ≡ a N satisfies the differential equation
for all y ∈ J. Moreover, a is the unique solution: Letã : J → R satisfy (25) for all y ∈ J and G(y 0 ,ã(y 0 )) = T N for some y 0 ∈ J, thenã(y) = a(y) for all y ∈ J.
Proof. Since µ has compact support, it follows from the dominated convergence theorem that the function G is C 1 in both arguments in the interior of the set S = {(y, a) ∈ I × R + : G(y, a) < ∞}. In particular the partial derivatives are given by
where we use Equation (12) with an arbirtrary y ∈ I. Moreover, since G a (y, a) > 0 in the interior of S, it follows from the implicit function theorem that a is C 1 in J and satisfies
for all y ∈ J. This yields the first claim. Now letã satisfy (25) for all y ∈ J. Since for all y ∈ J the mapping a → G(y, a) is strictly increasing (for those a where G(y, a) < ∞), we conclude that a =ã on J. This completes the proof.
Rate of convergence
In this section we determine rate of convergence for our approximation scheme. Besides the assumptions of the previous sections we make the additional assumption that the diffusion coefficient η is bounded and bounded away from zero: (C1) |η| and 1 |η| are bounded on I.
Notice that (C1) implies that q(m, ·) grows quadratically on I, more precisely, that
for some constants 0 < c < c < ∞. and M t belong to L 2 for all k ∈ Z + and t ≥ 0, and there exists a constant C ∈ R + such that
In particular, we also have It is interesting to notice that, in contrast to Theorem 1.1, we do not require µ to have a compact support in Theorem 3.1. But this is not surprizing in view of Remark 1.2, which applies exactly under (C1).
To prove Theorem 3.1 we first provide an estimate for the second moment of the embedding stopping times. We recall that we assume that Condition (A) is satisfied and that a is the scale factor defined by (16) . 
Moreover, any such stopping time satisfies
Proof. Let L > 0 be a lower bound for |η|. Then we have q(y, x) ≤
The latter integrability condition guarantees the existence of a stopping time τ with
Itô's formula yields
where q x denotes the partial derivative of q with respect to the second argument. Let (τ n ) denote a localizing sequence for the stochastic integral with respect to M such that E[τ 2 n ] < ∞ (one might just take any localizing sequence (τ n ) and consider τ n := n ∧ τ n ). Let us take any stopping time τ satisfying (28). We then have
which implies
By monotone convergence the left-hand side converges to E[τ 2 ] as n → ∞. Since |η| is bounded from above, using the Burkholder-Davis-Gundy inequality we get
hence (M t∧τ ) t≥0 is a uniformly integrable martingale. Applying Jensen's inequality to the convex function x → q 2 (m, x) yields
which, together with (30), implies
Since (M τ − m)/a(m) ∼ µ, the latter formula is precisely (29).
Proof of Theorem 3.1. Since |η| is bounded from above and Eτ
where U < ∞ is an upper bound for |η|. With L > 0 being a lower bound for |η|, we have q(y, x) ≤
By a conditional version of Lemma 3.2 above applied to
One can prove (see [2, Lemma 3.2] ) that, for all N ∈ N and y ∈ I, it holds
T N with U as above. It follows that a.s. we have
Since Var(τ
, we obtain from (31) and (32) that
with a constant C depending only on T , L, U , x 2 µ(dx) and x 4 µ(dx).
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A simulation algorithm
We now cast our approximation scheme into an explicit simulation algorithm. For simplicity we suppose that the i.i.d. sequence (X k ) generating the scaled random walk
, that is, µ = 1 2 (δ −1 + δ 1 ). Recall from Section 2 that in this case (Y k ) and the scale factors have numerically desirable properties (comparison principle, Lip(1), linear growth, vanishing at finite boundaries).
We first formulate the algorithm for diffusions M that a.s. do not attain the boundaries l and r in finite time. 3. Solve with respect to a ∈ R + the equation q(y, y + a) + q(y, y − a) = 2T /N for all y ∈ I, which determines the scale factor y → a(y).
If the diffusion M attains at least one of its boundaries l and r in finite time with a positive probability, then the third step of Algorithm 4.1 has to be replaced by:
3'. For all y ∈ I find the maximal a ∈ R + such that q(y, y + a) + q(y, y − a) ≤ 2T /N , which determines the scale factor y → a(y).
Remark 4.2.
In the examples presented in the next section the function q and the root of the function R + a → q(y, y + a) + q(y, y − a) − 2T /N can be calculated explicitly. If no closed-form expression for q is known, one has to fall back on numerical methods. In order to find the root of the function q(y, y + a) + q(y, y − a) − 2T /N one can apply the Newton method, which has excellent convergence properties because, for any y, the function a → q(y, y + a) + q(y, y − a) is convex. Alternatively, one can solve ODE (25) to obtain a numerical approximation for a N (to set up the Cauchy problem it is enough to find one point (y 0 , a 0 ) ∈ I × (0, ∞) with q(y 0 , y 0 + a 0 ) + q(y 0 , y 0 − a 0 ) = 2T /N ).
Examples
In this section we apply our approximation scheme to several example diffusions and report results from numerical experiments. Throughout we set the time horizon T = 1. Moreover, we assume that the i.i.d. sequence (X k ) generating the scaled random walk
, that is, µ = 1 2
. In any experiment we use Algorithm 4.1 resp. its variant with step 3'.
Diffusion between two media
Let I = R and, with some A ∈ R \ {0},
Notice that we have
One can show that the scale factor a N is given by
If M 0 = 0, then the probability for the diffusion to be greater than zero is equal to A/(1 + A), for any time t > 0 (see e.g. Section 7 in [21] ). How well does a scaled random walk with scale factor a N approximate this probability? Figure 1 depicts the results of a numerical experiment, where P (M 1 > 0) is approximated with its Monte Carlo estimator (denoted by P emp (M 1 > 0)). The empirical convergence rate is roughly 1/2. When using the Euler method, the approximation error becomes larger, but has the same empirical rate of convergence.
Absorbed Brownian motion
Let M be a Brownian motion that is absorbed at zero, i.e. we have I = (0, ∞) and η(x) = 1 (0,∞) (x). For y > 0, we have
and the scale factor is given by a N (y) = 1 √ N ∧ y. How well does a scaled random walk with scale factor a N approximate the distribution of M at time 1? In order to illustrate the accuracy we have performed a numerical experiment estimating the probability P (M 1 > 0) for the starting point M 0 = 1 (see Figure 2) . We have calculated the empirical probability for the paths to be positive at time 1. We have also calculated the empirical probability from simulations generated with the Euler method. The exact value for this probability is given by 2Φ(M 0 ) − 1, where Φ denotes the distribution function of a standard normal random variable. Figure 2 depicts the estimation error in dependence of the number of time steps. Observe that the estimator based on our method converges faster than the estimator based on the Euler scheme. 
An exponentially growing diffusion coefficient
Let I = R and η(x) = cosh(x), x ∈ R. Then q(y, x) = 2 log cosh(x) cosh(y) − tanh(y)(x − y) , y, x ∈ R,
For the choice µ = 1 2
Consequently, for N ∈ N the scale factor is given by 
A diffusion coefficient that is not locally bounded
Let I = R and η(x) = 1/|x|, x ∈ R \ {0}, and η(0) = 1. Then
For the particular choice µ = 1 2
The scale factor is then given by
Observe that a N satisfies
It follows that the estimates
hold for all y ∈ R.
Observe that η is not locally bounded in this example. However, the assertion of Theorem 1.1 still holds true. For a precise formulation, we as usual extend the discretetime scaled random walk (Y 
We show that the the family {N ρ N (y): y ∈ R, N ∈ N} is uniformly integrable. Then the first claim follows from the proof of Theorem 3.1 in [2] (the proof relies only on the uniform integrability of the family {N ρ N (y)} and does not directly employ the Condition (C1) that is assumed in the statement of the theorem).
Notice that M y ρ N (y) a N (y) ) , where we denote by H X (a, b) the first time a process X attains level a or b. Then
where the last inequality follows from (34). Notice thatτ does not depend on y and N . Moreover, a similar time change argument shows thatτ has the same distribution as the stopping time HM (−1, 1) ,
. Since 
Diffusions with drift
Finally, we explain in more detail how to approximate solutions of time-homogeneous SDEs with drift via our method. Let J = (α, β), −∞ ≤ α < β ≤ ∞, b and σ are Borel functions J → R satisfying σ(x) = 0 for all x ∈ J,
|σ| and 1 |σ| are locally bounded on J, Observe that the Euler scheme compared to our method puts a lot of mass outside the interval [−6, 6] . This is due to the fact that in the long run the process (Ỹ N k ) gets very close to 0 with high probability and then shoots out of the interval [−6, 6] , sinceã N inherits the singularity of η around zero. Our method does not produce these outliers since it smoothens the singularity.
Let X be a unique in law weak solution of the SDE dX t = b(X t ) dt + σ(X t ) dW t , X 0 = x 0 ∈ J, 
where c ∈ J is arbitrary. We define l := p(α) = lim Itô's formula yields that M = p(X) is a driftless diffusion driven by (6) with starting point m = p(x), interior of the state space I = (l, r) = (p(α), p(β)) and diffusion coefficient η(x) = (p σ) • p −1 (x), x ∈ I (to ensure (5) we also set η(x) = 0 for all x ∈ R \ I). Notice that exit of X from J in finite time corresponds to exit of M from I in finite time. ) converges weakly to (X t ). We can, therefore, use our embedding method for approximating the law of X. Again, the convergence holds true without regularity or growth assumptions on the coefficients of the driving SDE (note that (36)-(38) are neither regularity nor growth assumptions).
Let us look at a specific example with drift.
Example 5.2. We consider the time-homogeneous diffusion
with the state space J = (− 
It follows that M = p(X) is a local martingale driven by the driftless SDE with state space I = R and diffusion coefficient η(x) = p (p −1 (x)) = cosh(x). Thus, we are in the situation of Section 5.3. In particular, the scale factor a N determining the scaled random walk Y N is given in closed form by (33) in the case µ = 1 2 (δ −1 + δ 1 ). Finally, to get a weak approximation for the diffusion (X t ) of (41), we simulate (p −1 (Y N N t )) with p −1 given by (42).
