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“Der Anfang der sich bildenden Planeten ist nicht allein in der Newtonischen Anziehung zu suchen. Diese
würde bei einem Partikelchen, von so ausnehmender Feinigkeit, gar zu langsam und schwach sein. Man
würde vielmehr sagen, dass in diesem Raume die erste Bildung durch den Zusammenlauf einiger Elemente,
die sich durch die gewöhnlichen Gesetze des Zusammenhanges vereinigen, geschehe, bis derjenige Klumpen,
der daraus entstanden, nach und nach so weit angewachsen, dass die Newtonische Anziehungskraft an ihm
vermögend geworden, ihn durch seine Wirkung in die Ferne immer mehr zu vergrößern.”
– Immanuel Kant (1755)
Abstract
Planetesimals are the hypothetical building blocks of planets, halfway between dust aggregation and the formation
of planetary embryos. The typical diameter of newborn planetesimals was found to be around 100km. The time-
dependent production of these planetesimals and their radial distribution in disks around young stars is still unclear.
This thesis proposes a semi-analytical model for the planetesimal formation rate that is regulated by the radial pebble
flux. The model is implemented into a code that solves the evolution of gas as well as the growth and radial motion
of grains. Within this model, planetesimals form as soon as micron-sized dust has grown to pebble-size (typically
∼ mm− cm) and a critical pebble flux is reached. The resulting spatial planetesimal profile is steeper compared to
the initial dust and gas distribution. E.g., for a temperature profile T ∝ r−0.5, the planetesimal profile is expected to
follow Σp ∝ r−2.25 in the inner disk regions. The maximum local planetesimal production is reached for a planetesimal
formation efficiency that allows the planetesimal formation timescale and the pebbles drift timescale to be equal.
A disk parameter study is performed which enables to set limits on possible parameters for the Solar Nebula by
comparing the produced planetesimal profiles with mass constraints for initial planetesimals. This thesis shows that
the Solar Nebula was not too large, enclosing most of the mass within 50au. Outside of 50au, particle traps needed
several hundreds of orbits to form or never formed there. Compared to the mass constraints, the most appealing case
that is analyzed in this thesis has a disk mass of around 0.1 solar masses, a fragmentation speed of particles of 2ms−1,
and moderate to weak turbulence (αt = 3 · 10−4). The model introduced in this thesis does not require fine tuning in
order to meet mass constraints for the Solar Nebula which stresses the applicability of the proposed parameterization
to models of planet formation. By sorting pebbles by their origins, this thesis shows that a significant amount of pebble
mass passed major ice lines before forming planetesimals in the inner Solar Nebula or before they were accreted by
planetary embryos at the current positions of the asteroid belt and Earth. The relative contribution to planetesimals
from regions of different particle origins changes for different times of planetesimal formation. This thesis concludes
with the importance of pebble transport and the planetesimal formation efficiency for shaping the spatial distribution
of planetesimals. The presented planetesimal formation rate model can be used to bridge the gap between the phases
of dust growth and the formation of planetary embryos.

Zusammenfassung
Planetesimale sind die hypothetischen Bausteine von Planeteten auf halbem Weg zwischen Staubwachstum und der
Bildung von planetaren Embryonen. Der typische Durchmesser von neugeborenen Planetesimalen beläuft sich auf un-
gefähr 100km. Die zeitabhängige Entstehung dieser Planetesimale und deren radiale Verteilung in Scheiben um junge
Sterne ist noch ungeklärt. In dieser Dissertation wird ein semi-analytisches Modell für die Planetesimalentstehungrate
vorgeschlagen, welche vom radialen Fluss kieselsteingroßer Partikel reguliert wird. Dieses Modell ist in einen Code
implementiert, der die Entwicklung von Gas und das Wachstum sowie die radiale Bewegung von Partikeln berechnet.
Innerhalb dieses Modells werden Planetesimale gebildet, sobald mikrometergroßer Staub zu Kieselsteingröße (typi-
scherweise ∼mm−cm) herangewachsen und ein kritischer Partikel-Fluss erreicht ist. Das resultierende radiale Plane-
tesimalprofil ist steiler als die anfängliche Verteilung von Staub und Gas. Beispielsweise ist für ein Temperaturprofil
von T ∝ r−0.5 ein Planetesimalprofil zu erwarten, welches dem Potenzgesetz Σp ∝ r−2.25 folgt. Das Maximum lokaler
Planetesimalentstehung wird für eine Planetesimal-Entstehungs-Effizienz erreicht, die gleiche Werte der Planetesimal-
Entstehungs-Zeitskala und der Partikel-Drift-Zeitskala impliziert. Weiterhin führe ich eine Scheibenparameterstudie
durch, die durch einen Vergleich zwischen der entstandenen Planetesimalprofilen (für jedes Set der getesteten Parame-
ter) und den Massenbeschränkungen für anfängliche Planetesimale erlaubt, Grenzen für mögliche Parameter für den
solaren Nebel zu finden. Diese Arbeit zeigt, dass der solare Nebel nur so groß sein konnte, dass die meiste Masse inner-
halb von 50au lag. Außerhalb von 50au haben Partikelfallen mehrere hundert Umläufe benötigt, um zu entstehen, oder
haben sich dort nie gebildet. Das zur Entstehung des Sonnensystems passendste Set von Scheibenparametern, das in
dieser Dissertation untersucht wird, hat eine anfängliche Scheibenmasse von 0.1 Sonnenmassen, eine Fragmentations-
geschwindigkeit der Partikel von 2ms−1, sowie moderate bis schwache Turbulenz (αt = 3 ·10−4). Das in dieser Arbeit
eingeführte Modell erfordert nicht viel Feinabstimmung, um die Massenbeschränkungen des solaren Nebels zu er-
füllen, was die Anwendbarkeit der vorgeschlagenen Parameterisierung für Planetenentstehungsmodelle unterstreicht.
Durch Sortierung von Partikeln nach deren Ursprungsort wird gezeigt, dass ein signifikanter Anteil der kieselstein-
großen Objekte wichtige Eislinien passiert hat, bevor diese Planetesimale im inneren solaren Nebel bilden oder bevor
sie durch planetare Embryonen akkretiert werden. Dies gilt insbesondere für die aktuellen Positionen der Erde und
des Asteroidengürtels. Der relative Beitrag von verschiedenen Ursprungsregionen der Partikel zu Planetesimalen va-
riiert mit der Zeit. Diese Doktorarbeit zeigt, dass Partikeltransport und der Wert der Planetesimalentstehungseffizienz
entscheidende Rollen für die räumliche Planetesimalverteilung spielen. Das vorgeschlagene Modell für die Entste-
hungsrate von Planetesimalen kann genutzt werden, um die Brücke zwischen der Phase von Staubwachstum und der
von planetarer Embryonenentstehung zu schlagen.
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1 Introduction
How did Earth form, the only planet we know of that allowed life to develop? This is the question humans asked
themselves since many thousands of years. By looking at our own solar system, we find terrestrial planets, gas giants,
and ice giants. In order to find answers to the question how Earth formed we also have to understand the formation
of other planets. There is theoretical and observational evidence that planets form inside of disks consisting of gas
and growing dust around young stars. Understanding those disks with their gas and particle dynamics is crucial for
understanding planet formation.
1.1 Historical overview
Kant (1755) suggested that planets form out of local enhancements of dust and gas orbiting the sun, where he further
hypothesized that small particles stick together until they reach a certain size and become gravitationally unstable.
In the year 1796, Pierre Simon de Laplace put forward the theory of a flat disk inside which condensing rings form,
leading to planet formation (Laplace & Young, 1821). Weizsäcker (1943) combined these ideas with the physical
understanding and mathematical tools of that time. He found that mixing due to turbulent motions separates the solar
nebula into a central object and an infinite disk. The former contains most of the mass while most of the angular
momentum is in the disk. Weizsäcker (1948) derived equations of motion for a circumstellar disk. He also argued that
turbulent viscosity should be the dominating process of dissipation and used a mixing length description where this
length follows a disk radius power-law. Lüst (1952) and Lynden-Bell & Pringle (1974) used this idea to compute a
solution for the time evolution of the gas disk.
Planet formation is a by-product of star formation. If a molecular cloud exceeds a critical mass, namely the Jeans
mass (Jeans, 1902), it becomes gravitationally unstable and collapses. Turbulence, rotational energy, and magnetic
fields, however, could stabilize the cloud. Turbulence acts as a double-edged sword, where on the one hand it leads to
concentrations on large scales, on the other hand it can disrupt particle concentrations on small scales (Klessen et al.,
2005). Rotational energy can cause the formation of a binary star system and the formation of circumstellar disks,
while magnetic fields can drive outflows (e.g. Larson, 2003). Our theoretical understanding of dynamical evolution of
accretion disks, such as a circumstellar disk, is still based on Shakura & Sunyaev (1973) and Lynden-Bell & Pringle
(1974). Safronov (1969) presented equations on particle growth, the formation of asteroid-sized material (so-called
planetesimals), and more that are still used today.
Today it is commonly accepted that planetesimal formation has roughly four different stages, see Fig. 1.1. The
initial stage starts with a molecular cloud consisting of gas and dust that is massive and cool enough to collapse (Class
0), forming a protostar in the center. This is followed by a phase in which a disk is forming while the envelope is still
accreted and outflows at the stellar poles might occur (Class 1). Once the envelope disappeared, a gas and dust disk
surrounding the star is left (Class 2). This is the stage within most of the tiny dust grains grow about 4 to 5 orders of
magnitude in size, the building blocks of planets are formed, and planets might be produced. Planets must form before
the gas disk is gone. Without a gas disk, debris and a potential planetary system are visible (Class 3). The focus of
this thesis is Class 2 disks that transition to Class 3.
The high resolution of telescopes like the Atacama Large Millimeter/submillimeter Array (ALMA) allow the analy-
sis of substructures of circumstellar disks. One example would be the Disk Substructures at High Angular Resolution
Project (DSHARP; e.g., Andrews et al., 2018) that allows analysis of ring structures (e.g. Dullemond et al., 2018) and
shows indirect indications for the formation of asteroid-sized objects (Stammler et al., 2019), so-called planetesimals.
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1.1.1 STAR AND DISK FORMATION 5
Class 0 Class I 
t ~ 104 - 106 yr
Class II 
t ≳ 106 yr
Class III 
Figure 1.3: Evolutionary stages of a YSO, classified according to the Lada sequence.
Shown are sketches of the geometry of the star-disk system. The four classes roughly
correspond to: gravitational collapse and formation of a protostar (Class 0), accretion
of the stellar envelope and disk formation (Class I), non-embedded planet-forming disk
(Class II), and disk dissipation leading to a debris disk with a possible planetary system
(Class III). Note that this illustration is not to scale.
From an observational point of view, with the availability of infrared data from the
InfraRed Astronomical Satellite (IRAS) and the Infrared Space Observatory (ISO)
(see Sect. 1.3.1 for more details), the transition from a core to a star-disk system
can be described by the Lada sequence (Lada & Wilking, 1984; Lada, 1987; Adams
et al., 1987). It classifies protostars based on the spectral energy distribution (SED),
which measures the distribution of flux F  as a function of wavelength. Dust grains
in the disk are heated by viscous heating and stellar irradiation. Therefore, the dust
temperature depends on the distance from its central heating source, producing a
range of temperatures throughout the disk. Thus, the disk emission in the SED is
visible as a broad-band continuous excess above the stellar photosphere at infrared
and millimeter (mm) wavelengths. Emission in the near-infrared (NIR) and mid-
infrared (MIR) originates from warm dust close to the star, while emission at longer
wavelengths traces colder material further away from the star. Disk emission is
distinct from envelope emission since a spherical halo obscures a much larger fraction
of the protostar emission. The reason lies in the different geometry. Without the
presence of an envelope, sight lines that are not close to the disk plane yield a
relatively unobstructed view to the star. The spectral index in the MIR to NIR,
↵IR, which is defined as the slope of the SED, describes the energy flux received at
a given wavelength range (Lada & Wilking, 1984; Lada, 1987),
↵IR =
d log  F 
d log  
. (1.1)
As already terminologically introduced, the following four different evolutionary
phases of young stellar objects (YSOs) are distinguished (cf. Fig. 1.3):
Class 0: Optical photons are absorbed by the optically thick envelope surrounding
the protostar and re-emitted at longer wavelengths, so that the SED peaks in the
far-infrared (FIR) or mm part of the spectrum (↵IR undefined).
Class I: The SED shows an approximately flat or rising spectrum between the NIR
Figure 1.1: Schematic illustration of different stages of young stellar objects (not to scale). The different stages of planet
f rmation starting from a collapsing molecular cloud are classified as follows. (0) A olecular cloud collapse due to its
own gravity forming a protostar (Class 0). (1) A disk forms (blue) while the stellar envelope is accreted (Class 1). (2) Once
the circumstellar disk is not embedded into a cloud anymore it is called Class 2. Once the gas disk dissipates, a debris disk
remains with a potential planetary system (Class 3). This picture is taken from Pohl (2018).
1.2 Gas dynamics in a circumstellar disk
1.2.1 Gas disk pressure scale height
Once a collapsing molecular cloud reaches densities leading to the regime of fluid dynamics, the pressure gradient
force supports the gas against gravity, leading to a hydrostatic equilibrium, see Fig. 1.2. Disks are thin in the sense
of a small height over disk radius ratio (e.g. D’Alessio et al., 1998; Pfeil & Klahr, 2019). Cylindrical coordinates
are commonly used to describ the geometry of disks with cylindrical radius r and height z. We can assume that
circumstellar disks efficiently cool via radiation over their large surface areas. Higher densities in the mid-plane cause
a vertical pressure gradient that stabilizes the disk on scales of a pressure scale height hg. In a steady-state situation,
the pressure gradient acceleration and vertical component of the stars gravitational attraction g?,z (see Fig. 1.3) balance
each other. For radial distances much larger th the vertical distance from the mid-plane, r z, the central star can
be approximated as point mass. As shown in Fig. 1.3, the vertical gravitational acceleration toward the mid-plane for
ΩK
Ωõ
Gravity
Rotation
Pressure gradient
Figure 1.2: Force balance acting on gas in a circumstellar disk. R d arrows show the direction of gravitational attracti n
toward the star, blue arrows indicate the centrifugal force, and the pressure gradient force is depicted as green arrows.
The disk is rotating with Keplerian angular frequency ΩK while the star is spinning with Ω?. The figure is taken from the
author’s master thesis (Lenz, 2016).
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Figure 1.3: Considering the central star as point mass and neglecting self-gravity from the disk, at a given height z one can
compute the vertical gravity component g?,z. The cylindrical radius r is equal to the distance to the star in the mid-plane.
The figure is taken from the author’s master thesis (Lenz, 2016).
a gas parcel at a distance r and height z is given by
g?,z = g? sinθ =
GM?
r2 + z2
· z
(r2 + z2)1/2
r z' GM?z
r3
= Ω2z, (1.1)
where G is Newton’s gravitational constant, M? is the mass of the star, and the Keplerian angular frequency is
Ω =
√
GM?
r3
. (1.2)
Using the ideal gas law, we can write
P = ρgc2s , (1.3)
with isothermal sound speed
cs =
√
kBT
mg
. (1.4)
Here, kB is the Boltzmann constant, T the temperature, and mg the mean molecular mass of the gas. The pressure
of the gas is denoted as P and the gas density as ρg (mass per 3-d volume). In hydrostatic equilibrium the pressure
gradient force is in balance with the gravitational pull:
c2s
ρg
dρg
dz
' −Ω2z. (1.5)
For a vertically isothermal disk, integration leads to
ρg(r,z) = ρg,0(r) · exp
− z22h2g
, (1.6)
where the vertical disk scale-height is defined as
hg :=
cs
Ω
. (1.7)
The density in the mid-plane is given by
ρg,0(r) =
1√
2pi
Σg(r)
hg(r)
, (1.8)
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where the column density is defined as
Σg(r, t) :=
∞∫
−∞
ρg(r,z, t)dz. (1.9)
If the disk is heated by radiation from the central star only, the temperature scales as T ∝ r−0.5 (e.g. Armitage, 2010).
This yields a scale height-to-disk radius ratio of hg/r ∝ r1/4, i.e. a flaring disk.
1.2.2 Turbulent viscosity
Shakura & Sunyaev (1973) introduced the so-called α-model for gas transport due to turbulent motion. In this original
paper the model was used to explain the brightness of disks around black holes. The model uses a dimensionless
scaling factor for the turbulent viscosity and became the canonical turbulent angular momentum transport prescription
for circumstellar disks. While Shakura & Sunyaev (1973) used the αt parameter as a scaling factor of the turbulent
velocities, D. N. C. Lin (1980) and Pringle (1981) split it onto the turbulent velocity and turbulent length scale. The
turbulent viscosity then reads
ν = (αst cs) · (α1−st hg). (1.10)
The parameter 0 ≤ s ≤ 1 controls how αt splits up into a characteristic turbulent velocity and length scale. The value
of the turbulence parameter is expected to be in the range 0 ≤ αt ≤ 1 since supersonic motions would lead to shocks
and eddies should not be larger than the gas pressure scale height hg. Cuzzi et al. (2001) argued for s = 1/2. They
assume that Rossby numbers of at least unity are required to allow a Kolmogorov cascade (Kolmogorov, 1991). This
Rossby number is given by the frequency of the largest eddies over the orbital frequency of the disk. Assuming that
the Rossby number has a value of unity, this leads to s = 1/2. Typical values for the turbulence parameter are in the
range 10−4 . αt . 10−2 as shown in simulations (for a review see e.g. Turner et al., 2014) and by observations (Teague
et al., 2016; Flaherty et al., 2017).
1.2.3 The disk evolution equation
Combining conservation of mass and conservation of angular momentum, yields a partial differential equation for the
evolution of the gas column density (Pringle, 1981)
∂Σg
∂t
=
3
r
∂
∂r
[
r1/2
∂
∂r
(
νΣgr1/2
)]
+Σ˙w, (1.11)
where Σ˙w is a loss term due to photoevaporative winds.
For viscously evolving disks with no additional sink term (Σ˙w = 0) and a viscosity that scales as ν ∝ rγ, the solution
to the gas column density evolution equation is self-similar and can be written as (Lynden-Bell & Pringle, 1974;
Hartmann et al., 1998)
Σg(r, t) = Σc(t)
(
r
rc(t)
)−γ
exp−
(
r
rc(t)
)2−γ
, (1.12)
where the time dependent normalization is proportional to the initial disk mass, Mdisk,
Σc(t) := (2−γ) Mdisk2pir12
(
rc(t)
r1
)−5/2
, (1.13)
the time dependent characteristic radius is
rc(t) = r1τ
1/(2−γ)
c , (1.14)
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and the dimensionless viscous time is defined as
τc :=
3(2−γ)2ν1t
r12
+ 1. (1.15)
Adopting the turbulent viscosity from Shakura & Sunyaev (1973), the initial viscosity is given by ν1 = αtcs(r1)hg(r1).
1.2.4 Observed gas structures and disk lifetimes
Disk lifetimes were observed to be around 3 ·106 yr Haisch et al. (2001); Mamajek (2009). According to these obser-
vations, only a few exist for 6 ·106 yr or longer. However, the data of these studies is based on stars very close to the
cluster center. Those disks are expected to be prone to disk erosion due to many-body effects. Hence, disk lifetimes
can potentially reach around 107 yr (Pfalzner et al., 2014). After that time the gas disk is gone and a Class 3 system
remains. If a planetary system is observed, this means that these planets must have formed within that time.
The high resolution of modern telescopes allow the resolution and analysis of structures in circumstellar disks.
For instance, the DSHARP survey (Andrews et al., 2018) reveals (multiple) ring structures, gaps, spirals, and non-
axisymmetric dust concentrations. In the most cases it is still unclear whether these structures are a result of sufficiently
massive planets, axisymmetric gas pressure bumps, vortices, or other effects. Since (magneto-)hydrodynamical effects,
planets embedded in the disk, or observational effects can influence the observed structures, the interpretation of these
observations relies on theoretical modeling.
1.3 Particle dynamics in a circumstellar disk
1.3.1 Friction and Stokes number
The regime of particle friction depends on the gas mean free path and particle size. In the Epstein regime (Epstein,
1924), the gas mean free path is larger than the radius of particles and the drag force FD scales linearly with the relative
velocity vrel of gas and particles. For spherical particles the drag force is given by
FD = −4pi3 a
2ρgvthvrel. (1.16)
The radius of particles is a, the gas density (mass per 3-d volume) is given by ρg, and the mean thermal velocity of gas
by vth. If the mean free path of gas is smaller than the particles, the gas can be considered as a fluid on the scales of
the particle radius and the friction force becomes
FD = −CD2 pia
2ρgvrel2, (1.17)
where CD is the dimensionless drag coefficient that can be described as a function of the Reynolds number (Cheng,
2009).
Particles adapt to the motion of the gas on the stopping timescale
τs :=
mvrel
FD
. (1.18)
The Stokes number of particles is defined as this stopping time over the dynamical timescale of the gas. For circum-
stellar disks this gives
St := Ωτs. (1.19)
For the particles in the Epstein drag regime, the Stokes number in the mid-plane can be obtained via Eq. (1.8) and
m = 4pia3ρm/3 (ρm is the internal material density of particles) which yields
StEp,0 =
pi
2
aρm
Σg
. (1.20)
Particles in the fluid drag regime stay most likely in the Stokes drag regime in which case the drag coefficient is given
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by (see Eq. (126) in Stokes, 1851)
CD = 24/Re (1.21)
with Reynolds number
Re :=
2avrel
νmol
. (1.22)
The molecular viscosity is given by (Chapman, 1916)
νmol =
1
2
vthλg. (1.23)
The mean free path of gas λg depends on the velocity distribution and is derived in Appendix D, where different cases
are discussed. The Stokes number in the mid-plane for particles in the Stokes drag regime is given by
StSt,0 =
2pi
9
a2ρm
Σgλg
. (1.24)
1.3.2 Particle motion
In order to hold a specific orbit at a given cylindrical distance from the star r, particles need to be in a force balance
between an outward pointing centrifugal force and the inward pointing gravitational pull from the star, leading to
Keplerian azimuthal velocities. Gas parcels feel support from the pressure gradient force against the gravitational pull.
Hence, to hold the same orbit as particles, gas parcels need slower azimuthal velocities. Particles that are coupled to
the gas (St < 1) move with the gas that is moving sub-Keplerian. The result is a centrifugal deficiency causing those
particles to drift inward. Particles that are decoupled from the gas (St > 1) feel a headwind induced by the relative
velocities between gas and the particles. This headwind slows down these particles, leading to drift toward higher gas
pressure. These effects lead to radial drift (Whipple, 1972; Adachi et al., 1976; Weidenschilling, 1977a; Nakagawa
et al., 1986)
vdrift := vr− vK = St
St2 + 1
hg
r
∂ln P
∂lnr
cs (1.25)
and azimuthal drift (Nakagawa et al., 1986)
vϕ− vK = vdrift2
1
St
. (1.26)
Vertical settling for particles coupled to the gas (St < 1) can be computed via equilibrium of the vertical gravity
component of the star with the drag force. This give the terminal settling velocity (Safronov, 1969, p. 26)
vsett = −zΩSt. (1.27)
These equations are valid if the back-reaction of particles on the gas is negligible. If this effect is significant, the size
distribution of particles needs to be taken into account (Tanaka et al., 2005).
1.3.3 Particle growth and fragmentation
Particle growth depends on the number densities of collision partners, the cross section, and the relative velocities.
For the latter there are five sources leading to relative velocities. For a velocity distribution that follows the Maxwell-
Boltzmann distribution (Maxwell, 1860; Boltzmann, 1872), the mean relative velocity due to Brownian motion is
∆vBM,i, j =
√
8kBT (mi + m j)
pimim j
. (1.28)
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Brownian motion is a random motion caused by thermal gas dynamics. The relative velocities induced by the gas
are faster for smaller particles. As long as the mean free path of gas is larger than the particles, the mean free path
of particles between collisions is ballistic. Only if the gas mean free path is smaller than the particle, its trajectory
overlaps with itself. For those particle sizes at which Brownian motion contributes significantly to the total relative
velocities between grains in circumstellar disks, the gas mean free path is always larger than the grains, thus, only the
ballistic case needs to be considered.
The relative velocities of the systematic motions are given by relative radial and azimuthal drift,
∆vr,i, j =
c2s
vK
∂ln P
∂lnr
∣∣∣∣∣∣∣∣ 1Sti + St−1i − 1St j + St−1j
∣∣∣∣∣∣∣∣ , (1.29)
∆vϕ,i, j =
1
2
c2s
vK
∂ln P
∂lnr
∣∣∣∣∣∣∣∣ 1St2i + 1 − 1St2j + 1
∣∣∣∣∣∣∣∣ . (1.30)
Assuming that the Stokes number does not change over the vertical extent in which is most of the mass, the mass
weighted average of the relative settling velocity, another source of systematic relative velocities, can be estimated as
∆vz,i, j =
∫ ∞
−∞
∣∣∣Sti−St j∣∣∣Ω|z|ρiρ j dz∫ ∞
−∞ ρiρ j dz
=
2√
2pi
∣∣∣Sti−St j∣∣∣ hih j√
h2i + h
2
j
Ω. (1.31)
The particle scale height of particle i depends on its Stokes number and is for St < 1 given by (Dubrulle et al., 1995)
hi =
(
1 +
Sti
δz
)−1/2
hg, (1.32)
with δz being the dimensionless vertical particle diffusion which is for isotropic turbulence usually assumed to be
equal to the turbulence parameter αt. Radial drift, azimuthal drift, and vertical motion scale with size. Hence, these
systematic velocities cause relative motion between particles of different sizes. Another random motion such as
Brownian motion are turbulence induced ones. Different regimes apply for different Stokes and Reynolds numbers,
giving (Sti ≥ St j; Ormel & Cuzzi, 2007)
∆vturb,i, j =

√
αtcs
√
Sti−St j
Sti + St j
√
St2i
Sti + Re−1/2
−
St2j
St j + Re−1/2
, Sti, j ≤ Re−1/2
√
αtcs
√√
2.2Sti−St j +
2St2i
Sti + St j
 12.6 + St
3
j
1.6St3i + St
2
i St j
 , Re−1/2 ≤ Sti ≤ 1
√
αtcs
√
1
1 + Sti
+
1
1 + St j
, 1 > Sti
. (1.33)
Here,
√
αtcs is the typical eddy velocity and the Reynolds number is defined as
Re =
ν
νmol
(1.10)
=
αtcshg
νmol
(1.7)
=
αtc2s
νmol
(1.34)
with molecular viscosity νmol.
Fig. 1.4 shows the five sources of relative velocities and the square root of the quadratic sum. Early growth of
micron-sized particles is dominated by Brownian motion. Typically around ten micron relative turbulent motions are
the dominant source of relative particle velocities. For larger grains, all sources can contribute significantly except
Brownian motion. Since collisions of the most massive particles with each other leads to the strongest mass gain per
time, particles will follow the path close to the diagonal of equal-sized collision partners until hitting one of the growth
barriers. This enables us to simplify the process of particle growth significantly by approximating growth of the most
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Figure 1.4: Relative velocities of particles due to Brownian motion vertical settling, radial drift, azimuthal drift, and
turbulent motion. In the lower right panel, the square root of the quadratic sum of these sources of relative velocity is shown.
Along the diagonals, i.e. for collision partners with equal Stokes numbers, the relative velocity is zero for vertical settling,
radial and azimuthal drift, as well as for the first turbulence regime. For this plot, a turbulence parameter of αt = 10−4, a
mid-plane temperature of T = 50K, a gas column density Σg = 425gcm−2, and a logarithmic pressure gradient of 3.27 were
used which can be typical values at 10au.
massive grains via a monodisperse growth model, see Appendix E.
For sufficiently low collision energies, this means low enough relative velocities, particles can grow via sticking.
However, once a critical relative velocity vf is reached, particle collisions lead to disruption. The distribution of
fragments is canonically described by a power-law,
nm(m)dm ∝ m−ξ dm. (1.35)
Here, nm dm is the number density (mass per 3-d volume) of fragments in an infinitesimally small mass interval dm.
Both experiments (see e.g. Davis & Ryan, 1990; Blum & Münch, 1993; Musiolik et al., 2016) and theoretical studies
(Ormel et al., 2009) find values for ξ between 1 for lower velocity impacts and 2 for high-velocity impacts. Steady
state solutions between coagulation and fragmentation (Dohnanyi, 1969) lead to a value of ξ = 1.83. Tanaka et al.
(1996) argued that this value is an implication of self-similarity of the particle size distribution. The mass given in
intervals of [m,m + dm] is given by
nm(m)mdm ∝ m1−ξ dm (1.36)
which implies that fragments are equal in mass for ξ = 2, most of the mass is in largest fragments for ξ < 2, and most
of the mass is in the smallest fragments for ξ > 2. However, the number of fragments is always dominated by the
smallest fragments.
Collisional outcomes depend on the relative velocities as well as the grain size and internal structure of collision
partners. An example situation is depicted in Fig. 1.5. The possible outcomes can be categorized into five types.
For sufficiently low collision velocities, particles grow via sticking (green regions in Fig. 1.5). Compact colliding
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Figure 1.5: Collisional outcomes of silicates with contributions to relative velocities by Brownian motion, radial and
azimuthal drift, vertical settling, and turbulence. Green regions indicate net-growth of the larger colliding grain, orange
denotes bouncing which does not lead to growth or disruption, and red regions indicate mass loss. These collisional
outcomes were computed according to Windmark et al. (2012a) for conditions expected from a minimum mass Solar Nebula
(Weidenschilling, 1977b) at 1au. The picture was taken from Birnstiel et al. (2016).
grains with sizes around mm or cm lead to bouncing, i.e. the collision partners conserve their mass with possible
compactification. If one of the collision partners is significantly larger than the other, the smaller projectile fragments
after colliding with the larger target, depositing some fraction of its mass on the target (e.g. Teiser & Wurm, 2009;
Kothe et al., 2010). For higher impact velocities, smaller projectiles remove mass from the larger collision partner
and/or lead to cratering while the projectile fragments. Larger grains of similar size with high impact velocities lead
to disruption where the size distribution of fragments typically follows a power-law.
1.3.4 Growth barriers
Extremely fluffy grains can grow continuously in the inner disk (. 10au). In this scenario even planetesimals can be
formed (Okuzumi et al., 2012; Kataoka et al., 2013). However, if grains are not very porous, particle growth stops
due to different reasons. One of them is due to timescales. The size doubling timescale does not depend on particle
size for the largest particles as long as they are still in the Epstein drag regime. However, for St < 1 particles, the drift
timescale becomes shorter for larger grains. The consequence is that at a given size, particles drift faster than they can
potentially grow. For a particle with radius a, the growth timescale is defined as
τgrowth :=
a
a˙
. (1.37)
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The growth rate a˙ can be calculated via two different approaches assuming monodisperse growth, see Appendix E.
Taking the growth rate in the mid-plane from Eq. (E.97) that is based on the Smoluchowski equation for particle
growth (von Smoluchowski, 1916), one obtains
τgrowth :=
2
√
2piahdρm
∆vΣd
.
The relative speed between two colliding particles ∆v can be modeled to be the dominant source of relative velocities.
If αt is sufficiently high, relative turbulent velocities are dominating. Monodisperse growth models, i.e. particle growth
due to collisions of particles equal in size, describe the growth of the largest particles very well. The reason is that
collision velocities of similar-sized particles are not much slower than the combination of a very large and very small
collision partner, see Fig. 1.4. However, the mass gained by collisions of the largest grains with similar-sized particles
is the highest. The collision rate depends on the number densities of both particle species colliding, their relative
speed, and on the collision cross section. The collision cross section σ = pi(ai + a j)2 is only a factor of 4 smaller for
collisions between the largest and smallest grains compared to the largest grains colliding with themselves. Thus, the
number of collisions per time should be dominated by the former kind of collisions (large and small grains colliding).
However, smaller grains are significantly less massive which leads to smaller mass growth rates. Hence, in the most
cases the particle growth timescale of the largest grains can be modeled via collisions with similar-sized particles.
Setting the timescales of particle growth and radial drift equal to each other leads to the drift limit (see Eq. (E.101)
and Klahr & Bodenheimer, 2006; Birnstiel et al., 2012)
adrift ≈ 0.543 2
pi
(
vK
cs
)2
Σd
ρm
∣∣∣∣∣∣∂ln P∂lnr
∣∣∣∣∣∣−1 .
In the Stokes number space, the drift limit is different in the Epstein and Stokes drag regime because of the explicit
size dependence of the growth timescale. Since the particle size is linked differently to the Stokes number in both
regimes, the expressions differ as well. But note that the drift limit is the same in both regimes in the particle size
space.
For St < 1 particles, collision speeds are increasing with particle size. Once a critical speed is reached, collisions
no longer lead to growth but fragmentation. The size at which this critical speed vf is reached is called fragmentation
limit. For a threshold velocity vf independent of particle size and collision speeds depending on Stokes number, the
fragmentation limit is the same for all drag regimes in the Stokes number space but different in the particle size space.
The analytical estimate for that growth limit depends on the dominating source of relative velocities. For particles
with St < 1 in the mid-plane and collision speeds dominated by turbulent motion of equal-sized particles, i.e. (Ormel
& Cuzzi, 2007)
∆v ' cs
√
3αtSt, (1.38)
the size at which ∆v = vf is given by
afrag =

2
3pi
Σg
ρmαt
(
vf
cs
)2
Epstein drag
√
3
2pi
√
Σgλg
ρmαt
vf
cs
Stokes drag
. (1.39)
It was found that around a size of mm particles start bouncing off each other (Zsom et al., 2010), leading to further
compactification rather than growth. However, (Steinpilz et al., 2019) observed that charging effects can lead to growth
to one order of magnitude larger compared to this barrier.
1.3.5 Particle trapping
Radial drift of particles (see Eq. (1.25)) can be very fast compared to typical lifetimes of circumstellar disks. A particle
originally located at 10au ends up in the star after a few ten thousand up to a few hundred thousand years. This is much
shorter than the lifetimes of disks which are about a few million up to about ten million years. One way to stop radial
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Figure 1.6: Schematic plot showing the concept of particle trapping in gas pressure bumps. Longer arrows correspond to
faster particle drift. This figure is adopted from the author’s master thesis (Lenz, 2016).
Figure 1.7: Carbon-to-oxygen mass ratio in gas (solid line) and solids (dashed line). The solar value is given by the dotted
line. The water, CO2, and CO ice lines change this ratio which leads to kinks. The picture is taken from Öberg et al. (2011).
drift is by trapping pebbles in gas pressure bumps (Whipple, 1972). As can be seen in Eq. (1.25), radial drift scales with
the gas pressure gradient. The stronger the pressure gradient force pointing away from the star, the more sub-Keplerian
is the azimuthal gas velocity. For weaker gas pressure gradients, gas is moving azimuthally closer to Keplerian speed.
This reduces the centrifugal deficiency experienced by grains. Fig. 1.6 is a schematic illustration of particle trapping
in a gas pressure bump. Axisymmetric gas pressure bumps can cause particle ring structures. These axisymmetric
regions of high pressure can be produced by, for example, zonal flows. While radial drift forces particles to move
closer to the pressure maximum, radial turbulent mixing works against this effect. Dullemond et al. (2018) showed
that indeed equilibrium between radial drift and radial mixing can describe the observed ring structures in some disks.
Dullemond et al. (2018) have also shown that the optical depths in their observed rings are always around a value of
0.5. Stammler et al. (2019) performed numerical simulations on one of these rings. They have added planetesimal
formation to their simulations such that particle-to-gas mass ratios trigger planetesimal formation. With help of this
effect, they were able to explain an optical depth as natural outcome inside of particle rings. The conditions that allow
retention of particles in the outer disk regions were investigated by Pinilla et al. (2012). Bumps in the gas profile need
to be sufficiently pronounced to allow particle trapping that is holding back drifting particles long enough to be present
after a few million years. Particle enhancements can also be triggered by major ice lines, where desublimation outside
of these ice lines leads to mass accumulation, an effect that is discussed in the next Section.
1.3.6 Ice lines
Ice lines are locations at which the transition from the solid phase to the gas phase of a volatile species occurs. This
means that material that was in solid ice in colder regions evaporates once a critical temperature at a given pressure
is reached (e.g. Cuzzi & Zahnle, 2004). Hence, the composition of gas and solids is complementary. Sublimating ice
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enhances the gas mass while desublimating vapor increases the mass in solids. This effect influences the chemical
evolution of solid and gaseous material (e.g. Stammler et al., 2017). An example within a simple model is depicted
in Fig. 1.7. Thus, depending on the formation location, the (chemical) composition of planetesimals and planets is
directly affected by ice lines. Water ice vapor within the ice line can be transported outward and freeze out on the
surface of grains, enhancing the mass significantly within a narrow region just outside the ice line (Dra˛z˙kowska &
Alibert, 2017; Schoonenberg et al., 2018). This effect could be an indication that the region just outside the water ice
line favors planetesimal formation and, thus, embryo formation.
Gas giants must form within ∼million years to contain a high amount of hydrogen and helium. If these gas giants
formed by a solid core accreting gas rather than direct disk fragmentation due to self-gravity, it requires a core as
massive as roughly 10 M⊕. The timescales to form such cores is rather long compared to the lifetime of disks. How-
ever, pebble accretion can shorten the formation time of core masses needed to allow significant gas accretion (e.g.
Lambrechts & Johansen, 2012). Consequently, the loss in mass stored in pebbles at various ice lines as well as the
change in composition is likely also important for the formation of giants.
1.4 Planetesimal formation
1.4.1 Definition of planetesimals
Defining the term “planetesimals” is not straight forward. The term itself is a combination of the words “planet” and
“infinitesimal”, i.e. it means the smallest building blocks of planets. Usually one thinks of asteroid-sized (& 1km)
bodies. Since pebbles (typically mm–cm in size) seem to significantly contribute to growth of planetary embryos,
these km-sized objects are not believed to be the smallest building blocks anymore. To quantify the definition, one has
to define the features required by planetesimals. Three examples would be the following:
• The escape velocity of the body is at least equal to the headwind velocity of a pebble with given Stokes number.
• The gravitational focusing factor (Safronov, 1969; Lissauer, 1993)
σgrav = pia2
(
1 +
vesc
∆v
)
(1.40)
is larger than the geometrical cross section = pia2. Here, the escape velocity is given by
vesc =
√
2G(mi + m j)
ai + a j
(1.41)
and ∆v is the relative velocity between two bodies i and j with radii ai/ j and masses mi/ j.
• The object is bound by its own gravity rather than molecular forces (such as Van der Waals).
The typical planetesimal size of ∼ 1−100km remains even though these definitions depend on aerodynamic behavior
of pebbles, the mean relative velocity of potentially colliding bodies, or binding forces.
Before becoming a planet, planetesimals have to grow to embryo size or mass if these embryos are not created by
collapsing massive pebble clouds. The term “embryo” is not well-defined either. After a self-similar growth phase,
a runaway phase is reached. A reasonable definition of embryos would be the mass at the onset of this runaway
growth phase. Unfortunately, this onset depends on dynamical stirring of planetesimals and model-dependent relative
velocities in general. In the literature, embryos are sometimes objects more massive than the moon or of sizes larger
than 1000km, leaving the definition of “embryos” open.
1.4.2 How are planetesimals formed and what is their typical size?
In our solar system, most asteroids are present in ring structures, i.e. the asteroid main belt at distances between
roughly 2 and 3.4au, and the Kuiper belt at 30− 50au (so-called Kuiper Belt Objects or trans-Neptunian Objects).
The number density is larger and the orbital timescale is shorter in the asteroid main belt compared to the Kuiper
belt. Hence, collisional evolution in the Kuiper belt is much slower and a significant amount of mass likely remained
pristine. Both the asteroid main belt (Bottke Jr et al., 2005a) and the Kuiper belt (Fuentes & Holman, 2008; Fraser &
Kavelaars, 2008) share a characteristic feature in their cumulative size distribution, see Fig. 1.8. Around 60−100km
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Figure 1.8: Cumulative size distribution of objects in the main asteroid belt (blue solid line; Bottke Jr et al., 2005a), the
Kuiper belt (red dashed line; Fuentes & Holman, 2008; Fraser & Kavelaars, 2008), Jupiter (green dotted line; Jewitt et al.,
2000) and Neptune (black circles Sheppard & Trujillo, 2010) Trojans. The gray shaded area shows the Zone of Missing
Intermediate-Sized Planetesimals (MISPs). This figure was taken from Sheppard & Trujillo (2010).
in diameter, a plateau in the size distribution can be identified, i.e. a flat slope. This means that not many objects in
that size range are found compared to all other sizes. The plateau in the size distribution is sometimes interpreted as an
imprint of the size distribution of initial planetesimals and was shown to only be reproduceable if initial planetesimals
had at least 80km in diameter (Morbidelli et al., 2009). The plateau in the cumulative size distribution is also present
for Jupiter (Jewitt et al., 2000) and Neptune Trojans (Sheppard & Trujillo, 2010). These Trojans are trapped asteroids
in the Lagrange points that are dynamically stable locations. The cumulative size distributions for the asteroid belt,
Kuiper belt, and Trojans are shown in Fig. 1.8.
Overcoming the growth barriers is necessary to allow planet formation. One possible path is by trapping pebbles
in gas pressure bumps where turbulence leads to further particle concentrations. Star formation and planetesimal
formation follow similar rules, although the details of their formation conditions are different. The basic condition
for star formation is described by the Jeans criterion (Jeans, 1902). It requires the self-gravity of a molecular cloud
to be stronger than the pressure from the internal temperature, see left part of Fig. 1.9. If gravity is stronger, a star
can form. Otherwise the cloud must cool to allow further shrinking or no star is formed, leading to a dispersed cloud.
A similar but somewhat different situation applies for planetesimal formation. A pebble cloud that collapses due to
its own gravity must collapse faster than turbulent motions that lead to particle diffusion are disrupting the particle
cloud. Hence, it is no longer a question of force imbalance that favors gravitational collapse. It becomes a timescale
issue, i.e., the particle cloud must contract faster than diffusion can disperse it (see right part of Fig. 1.9). Additionally,
the cloud must be stabilized against tidal shear which is assumed to be the case once Hill density ρHill (Hill, 1878) is
reached,
ρHill =
9
4pi
M?
r3
. (1.42)
The described planetesimal formation process shall be called “diffusion limited planetesimal formation”.
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Figure 1.9: Comparison of the conditions of star formation (left) and planetesimal formation (right). In order to allow star
formation, gravity has to overcome internal pressure. For planetesimal formation, particle diffusion and tidal shear are
working against particle cloud collapse. Shear stability is assumed to be reached at Hill density. Since particle diffusion is
disrupting the particle cloud over time, it seems natural to derive a collapse criterion based on timescales. Picture adapted
from Schreiber (2018).
The interplay of particle diffusion within a collapsing particle cloud and the particles collapse timescale leads to a
typical planetesimal diameter of about 100km (Klahr & Schreiber, 2015; Schreiber, 2018; Gerbig et al., 2020). Setting
the particle diffusion timescale and the collapse timescale equal to each other defines the Klahr-Schreiber criterion for
planetesimal formation and leads to a planetesimal diameter of (Klahr & Schreiber, 2015; Schreiber, 2018)
dptes =
(q
1
)1/3 ( 1
f
)1/6 √
δ
2.6 ·10−6
hg/r
0.04
√
0.1
St
√
ρ
ρm
98km. (1.43)
In each factor the given parameters are compared to typical values. Here, 0 < q ≤ 1 indicates how much mass of the
initial particle cloud is ending up in the formed planetesimal. The scaling parameter f ≈ 1 gives the amount of Hill
densities—the density at which a particle cloud is stable against tidal forces—that are needed to allow collapse. But it
has been shown that the value of f does not exceed unity by much (Schreiber, 2018) and the predicted size does only
weakly depend on this parameter. The internal mean density of the formed object might be a function of particle Stokes
number since particles that are stronger coupled to the gas are expected to collapse slower. But for now we assume
that the factor with the mean solar density ρ and mean internal planetesimal density ρm,
√
ρ/ρm, is roughly 1 as it
would not change the result by more than roughly 50% at most for typical mean solid densities of individual asteroids.
In this formula, the particle diffusion δ is given in units of cshg and might depend on the particles Stokes number
(Schreiber, 2018). However, even though the true dependency on the particles Stokes number is hidden in δ, one can
see that stronger particle diffusion, i.e. higher values of δ, lead to bigger and thus more massive planetesimals. This
is due to the fact that shorter collapse timescales are needed if stronger particle diffusion is disrupting particle clouds
too fast. For weaker turbulence, smaller objects can form. Delbo et al. (2017) indeed observed an initial Gaussian size
distribution for the asteroid belt with a peak around 100km in diameter.
There exist also other models for planetesimal formation such as the fluffy growth model and the lucky particle
model. The former model suggests a pathway to surpass growth barriers via highly porous grains. In this model,
particles become very massive while they are strongly coupled to the gas. As a result, particle drift and relative
velocities are low, allowing to overcome the drift and fragmentation barriers (Okuzumi et al., 2012; Kataoka et al.,
2013). In the lucky particle model, particle growth benefits from the low velocities present in a velocity distribution
of the particles and the associated low-velocity impacts (Windmark et al., 2012b). Both of these models, however, are
not able to explain the kink feature in the size distributions shown in Fig. 1.8. More details are discussed in Sec. 2.5.2.
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1.4.3 On planetesimal density profiles
The planetesimal density profile, i.e. the disk radius dependence of the planetesimal column density, determines how
the mass that is in planetesimals is radially distributed. For a planetesimal profile of Σp ∝ r−2, the mass is distributed
equally on a logarithmic grid, i.e. each circumference has the same mass in planetesimals. For a steeper slope, more
mass is in the inner regions, whereas a shallower slope leads to more mass in the outer disk. The mass budget in a
certain disk region can be important for further formation of planetary embryos and planets.
But the question remains, how a typical spatial distribution planetesimals looks like. Weidenschilling (1977b) and
Hayashi (1981) used the current positions of the planets of our Solar System, spreading the mass of each planet out to
its nearest neighbors.
Around 2.7au a jump is expected due to the water ice line within which water ice sublimates, i.e. water from the
solid phase enters the gaseous phase due to low pressure and sufficiently high temperatures. The location of 2.7au is
assumed to be the ice line in the Solar Nebula since the water-rich meteorite class of carbonaceous chondrites is found
only outside of that radius. The result is a column density profile for solids that follows (Hayashi, 1981)
Σsolids =
( r
au
)−3/2 7.1gcm−2 , 0.35 ≤ r/au ≤ 2.730gcm−2 , 2.7 < r/au < 36 (1.44a)
and for the gas it was found
Σg(r) = 1700gcm−2
( r
au
)−3/2
, 0.35 < r/au < 36. (1.44b)
However, this approach neglects any dynamical interaction in the stages of gravitational interactions between embryos
and of the formed planets. This profile is called minimum mass Solar Nebula (MMSN) and has a total mass in solids
(rocky and icy) of ≈ 65M⊕ and the gas of ≈ 1.3 · 10−3 M, where M⊕ and M are the mass of Earth and the sun,
respectively. The profile for solids—or up to a few times this profile—is often used as initial profile for planetesimals.
However, the steep slope of this profile is inconsistent with the density profiles of gas and dust expected from viscous
disk evolution which is expected to be proportional to r−1. Both observations (e.g. Andrews et al., 2010) and theoretical
models (e.g. Lynden-Bell & Pringle, 1974; Birnstiel et al., 2010) are indicating much shallower density profiles than
the MMSN model. Hence, the question remains how the density profile of planetesimals evolves with time, starting
with tiny dust grains. This is one of the problems explored in this thesis (see Chapter 2).
1.5 The general picture: from dust to planets
This Section summarizes one possible path to form planets starting with tiny dust grains. First, micron-sized dust
grains grow to pebble size but stop at the growth barriers that do not allow to grow beyond ∼ 10cm. In this stage,
coupling to the gas plays a crucial role, controlling the motion and relative velocities of grains. Particle trapping
allows accumulation of pebbles in narrow regions in the disk. These traps can be, for instance, zonal flows or vortices.
In these narrow regions, turbulence (e.g. the streaming instability, see Youdin & Goodman (2005)) leads to particle
clouds that can collapse to planetesimals (Johansen et al., 2006) if enough mass is provided to collapse on similar
timescales as the particles are diffused apart by random turbulent motion (Klahr & Schreiber, 2015; Schreiber, 2018).
This means there is a jump from pebble-size (typically mm–cm) to ∼ 100km planetesimals. Water vapor that is
transported outside the water ice line can desublimate on grains, enhancing the mass budget in pebbles which leads to
potentially more planetesimals (Dra˛z˙kowska & Alibert, 2017; Schoonenberg et al., 2018). A discussion about other
planetesimal formation models can be found in Sec. 2.5.2.
Once a planetesimal population has formed, further evolution is dominated by gravitational interactions. Planetes-
imals can then grow further to embryo sizes and beyond by collisions with other planetesimals (e.g. Kobayashi et al.,
2016). Once the relative velocities between planetesimals exceed the escape velocities, runaway growth occurs, i.e.
the largest objects grow much faster than smaller ones. Accretion of pebbles onto planetesimals (Ormel & Klahr,
2010) can potentially boost the formation timescales of embryos and planets. However, Visser & Ormel (2016) found
that the growth timescale due to pebble accretion peaks for planetesimals with diameters of around 100km. For larger
planetesimals, this timescale becomes much shorter. The peak in the pebble accretion growth timescale occurs when
the headwind velocity of the grains equals the surface escape velocity of planetesimals. This implies that 100km-sized
planetesimals first have to collide with other planetesimals to build bigger objects of several 100km in size before peb-
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ble accretion can significantly contribute. This scenario would explain the lack of objects with diameters ∼ 100km
which is depicted in Fig. 1.8. Objects larger than this size range would have formed by planetesimal-planetesimal
collisions that lead to growth while smaller objects are a result of a fragmentation cascade.
Once a mass of around M⊕ has formed, coupling to the gas via gravity becomes important. This coupling leads to
damping of eccentricities and angular momentum exchange with the gas, an effect that leads to migration of planets. At
a critical mass of about 10 M⊕ (Pollack et al., 1996), gas accretion becomes very efficient which allows the formation
of gas giants. Between the described processes and observations lie many millions to billions of years which present
a playground for theoretical modeling.
1.6 Outline of this thesis
This thesis is a direct continuation of the author’s master thesis (Lenz, 2016). The goal of this work is to find answers
to the following questions:
• When and where do planetesimals form in a circumstellar disk? How is the resulting planetesimal density profile
affected by different disk parameters?
• What are the disk parameters that allow the formation of our Solar System? For instance, what are the constraints
for the initial disk mass, disk size, turbulence strength, or the planetesimal formation efficiency?
• Where does the material that forms planetesimals originate from? How much mass is contributed by different
regions of origin to planetesimals formed in different disk locations? Was this material crossing major ice lines
before forming planetesimals?
I approach these problems from three directions that are linked to each other: numerical simulations, analytical mod-
eling, and comparison to Solar System data. This work focuses on the early stages of planet formation where micron-
sized dust grains grow to pebble size (typically mm–cm) out of which planetesimals are formed. The further evolution
of planetesimals is not considered. Planetesimal formation in circumstellar disks is in particular interesting because it
reduces the dust and pebble content. Dust and pebbles, as the main source of opacity, are linked to particle transport
and planetesimal formation. Consequently, planetesimal formation might also be important for the interpretation of
observations. The thesis is structured as follows.
Chapter 2 introduces a new model for the planetesimal formation rate. This model is based on the idea that pebbles
are transformed to planetesimals on a length scale that shall be called conversion length. The flux of pebbles regulates
the supply of planetesimal forming material. One example would be pressure bumps that appear and disappear on a
given timescale with an average radial distance to each other. This Chapter explores the impact of the planetesimal
formation model parameters on the dynamical planetesimal production. Additionally, an analytical estimate for the
slope of the resulting planetesimal density profile is presented and shown to reproduce the numerical results.
Chapter 3 presents a numerical study, based on the model presented in the previous Chapter, exploring a much
wider parameter space which includes disk parameters that are not exclusively given by the planetesimal formation
rate model. Based on literature, mass constraints for initial planetesimals in different regions of the Solar Nebula are
suggested. The numerical simulations use variations of nine different disk parameters. The results are compared to the
discussed mass constraints in order to in turn set limits for the possible range for each of the analyzed disk parameters
to allow the formation of the Solar System. Analytical estimates based on timescale arguments are used to find a
criterion for which the slope of the initial planetesimal density profile deviates from the initial condition of dust and
gas.
Chapter 4 introduces an analytical model for the computation of the origins of planetesimal forming material. This
model is based on the gained understanding how planetesimal formation develops within the framework of the model
presented in Chapter 2. The analytical model uses data from numerical simulations which are discussed in detail in
Chapter 3. Material is sorted by their origins located outside of major ice lines such as the water, CO2, and CO ice lines.
Within those ice lines the respective molecules are expected to transition from the solid to the gaseous phase. Mass
contributions to planetesimals with origins from regions outside these ice lines change with the planetesimal formation
efficiency. I explore which trend can be expected by varying this efficiency parameter. Furthermore, mass averaged
values for the final population at a given location in the current regions of Earth and the asteroid belt are computed.
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This provides information on how much mass passed one or several major ice lines before forming planetesimals at
the given locations, allowing to judge whether radial pebble transport was important or not for the composition of
asteroids.
Chapter 5 summarizes the results and presents an outlook on potential future projects that would help understanding
the complex processes of the formation of planets and minor bodies. Furthermore, both the summary and the outlook
are discussed in the context of the Solar System and extrasolar systems.
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2 Planetesimal Population Synthesis: PebbleFlux-regulated Planetesimal Formation
This Chapter follows Lenz et al. (2019) where I propose an expression for a local planetesimal formation rate propor-
tional to the instantaneous radial pebble flux. The result—a radial planetesimal distribution—can be used as initial
condition to study the formation of planetary embryos. I follow the idea that one needs particle traps to locally enhance
the dust-to-gas ratio sufficiently such that particle gas interactions can no longer prevent planetesimal formation on
small scales. The location of these traps can emerge everywhere in the disk. Their occurrence and lifetime is subject
of ongoing research, thus here they are implemented via free parameters. This enables us to study the influence of the
disk properties on the formation of planetesimals, predicting their time dependent formation rates and location of pri-
mary pebble accretion. I show that large α-values of 0.01 (strong turbulence) prevent the formation of planetesimals in
the inner part of the disk, arguing for lower values of around 0.001 (moderate turbulence), at which planetesimals form
quickly at all places where they are needed for proto-planets. Planetesimals form as soon as dust has grown to pebbles
(∼ mm to dm) and the pebble flux reaches a critical value, which is after a few thousand years at 2− 3au and after a
few hundred thousand years at 20− 30au. Planetesimal formation lasts until the pebble supply has decreased below
a critical value. The final spatial planetesimal distribution is steeper compared to the initial dust and gas distribution
which helps to explain the discrepancy between the minimum mass solar nebula and viscous accretion disks.
2.1 Introduction
The original ideas about planet formation—valid for terrestrial planets as well as gas- and ice-giants—assume that
pebble-sized material, which has grown from tiny dust and ice grains via successive collisions and sedimented towards
the midplane of the disk, directly collapses into ∼ 10−100km sized planetesimals (Safronov, 1969; Goldreich & Ward,
1973). By definition planetesimals are bodies massive enough to be bound by, and able to accrete further solid material
via, gravitational attraction. A critical size or mass for boulders to be called planetesimal can be estimated by requiring
that pebbles settle toward the planetesimal with a higher velocity compared with the typical headwind the planetesimal
experiences in the gaseous environment (Ormel & Klahr, 2010). The precise mass depends on the location in the disk
and the size of the pebbles. The fact that their binding force is gravity makes it plausible gravity could also be involved
in their formation in the first place. Nevertheless, Weidenschilling (1995) showed that Safronov (1969) and Goldreich
& Ward (1973) neglected the effect of friction between particles and gas, and the associated momentum transfer from
the solids to the gas. Sedimentation to the midplane leads to dust-to-gas ratios of the order of unity before the critical
density for self-gravity among the pebbles is reached. But starting from dust-to-gas ratios of unity the drag from the
particles accelerates the gas disk, which is usually pressure supported and sub-Keplerian, to the Keplerian speed.
The feedback from the dust onto the gas modifies the average azimuthal velocity of the gas which leads to resonant
drag instabilities (Squire & Hopkins, 2018a,b), for example the streaming instability (Youdin & Goodman, 2005). The
resulting turbulence will then prevent further vertical sedimentation and, ultimately, gravitational collapse of pebble
clouds to planetesimals, because the necessary critical density in the pebble cloud cannot be reached. Originally
this effect was identified as a Kelvin-Helmholtz instability (Sekiya, 1998; Johansen et al., 2006), yet in modern 3D
simulations (Johansen et al., 2009b) one finds streaming instability to dominate the dynamical evolution.
After this important discovery, research was focused on the growth from grains to planetesimals via sticking col-
lisions. Yet this model was also facing several problems like the drift and fragmentation barriers, because either the
drift time becomes shorter than the growth time (drift limit) (Klahr & Bodenheimer, 2006; Birnstiel et al., 2012) or the
turbulence in the nebula induces collision speeds among the solids that lead to bouncing (Güttler et al., 2010; Zsom
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et al., 2010) and fragmentation (Blum & Münch, 1993; Blum & Wurm, 2008; Gundlach & Blum, 2014). Aggregates
charging can also act as a growth barrier (Okuzumi, 2009). Neither bouncing, nor charging is considered in this work.
In the early stages of circumstellar disks, micrometer-sized dust grows to pebble-size (typically ∼mm−dm) via colli-
sions. Particle growth models have been developed and improved in the past (Zvyagina et al., 1974; Weidenschilling,
1980; Dullemond & Dominik, 2005; Brauer et al., 2008a; Birnstiel et al., 2010; Windmark et al., 2012b; Krijt et al.,
2016a,b; Stammler et al., 2017). Birnstiel et al. (2012) have shown that the radial dynamics are mostly determined by
particles with sizes close to the growth barriers.
Following the path of fluffy particle growth (Okuzumi et al., 2012; Kataoka et al., 2013), it becomes feasible to form
planetesimals, at least within 10au in the disks. Yet, Blum et al. (2017) have shown that the resulting planetesimals
would have too large a tensile strength to explain the properties of comets, which are believed to be remnants from the
planetesimal formation episode in the solar nebula.
The idea of Safronov (1969) and Goldreich & Ward (1973) was extended by Youdin & Shu (2002), showing that
this gravitational instability can develop despite Kelvin-Helmholtz instability for sufficiently high dust-to-gas column
density ratios at least in a laminar gas disk.
The work by Johansen et al. (2006) started a revival of gravity assisted planetesimal formation, because it was
the first work that incorporated turbulence generated via the magneto rotational instability [MRI] (Balbus & Hawley,
1991). They found that turbulence not only leads to diffusion and prevents sedimentation, but also causes solid particles
to get trapped and concentrated in non-laminar flow features reaching locally a critical Hill density to undergo collapse.
These were created as by-products of the magneto rotational instability. They were able to show that the over-densities
are in fact sufficient to trigger gravitational collapse.
This idea is different from the gravitational collapse envisioned by Cuzzi et al. (2008), in which grains get stochas-
ticaly concentrated locally between vortices for a short time. The vortices there are part of a Kolmogoroff cascade and
only live for a short time.
In the paper by Johansen et al. (2007) they found that a zonal flow feature arose in a box simulation of the MRI
simulation, in which sufficiently many particles got trapped to trigger a gravitational collapse, without being diffused
by the streaming instability. In test simulations in the same paper without MRI and thus no zonal flows, the streaming
instability prevented the formation of planetesimals. These simulations of planetesimal formation in zonal flows were
expanded to higher resolutions in order to study the size of forming planetesimals in Johansen et al. (2012), and the
properties of zonal flows were further studied in Dittrich et al. (2013) and Bai & Stone (2014). Zonal flows appear to be
transient features in any accretion disk subject to magnetic instabilities (Johansen et al., 2009a). In the simulations of
Dittrich et al. (2013) they found a typical separation between the zonal flows of 5 pressure scale heights and a lifetime
of about 100 local orbits. Whereas the above mentioned simulations were ideal magneto-hydrodynamic (MHD) runs,
non ideal MHD simulations, especially those including the Hall-term, also showed the phenomenon of creating zonal
flows (Bai & Stone, 2014; Béthune et al., 2016).
In situations where magnetic effects are weak because of the typically low ionization of disks around young stars,
dust absorbs free electrons and the field-lines decouple from the gas. In this situation potentially hydrodynamical
instabilities could drive turbulence and structure formation. For instance a radial temperature gradient leads to vertical
shear in the disk, which is unstable for short thermal relaxation times (Urpin & Brandenburg, 1998; Arlt & Urpin,
2004; Nelson et al., 2013; Stoll & Kley, 2014; Barker & Latter, 2015; Stoll & Kley, 2016; Latter & Papaloizou,
2017; Manger & Klahr, 2018; Lyra & Umurhan, 2018; Klahr et al., 2018). This was demonstrated to trigger zonal
flows, long lived vortices (Raettig et al., 2013; Raettig et al., 2015; Manger & Klahr, 2018), and instability based on
radial buoyancy. The same can happen in disks which are radially buoyant, but for longer thermal relaxation times.
Then, convective overstability (Klahr & Hubbard, 2014; Lyra, 2014) and its non-linear version, Subcritical Baroclinic
Instabilities (Klahr & Bodenheimer, 2003; Petersen et al., 2007a,b; Lesur & Papaloizou, 2010; Lyra & Klahr, 2011),
can produce and sustain vortices.
Johansen & Youdin (2007) performed 2D simulations on the Kelvin-Helmholtz instability of sedimenting particles
and found that while on average particles were still diffused out of the midplane, the turbulence also led to strong
fluctuations.
In order to form planetesimals grains have to circumvent the growth barriers. One possibility is a jump from a
clump of condensed pebbles directly to planetesimals as first shown in the above mentioned shearing-box simulations
by Johansen et al. (2007) in the gravo-turbulent scenario.
Also in the complete absence of turbulence in the disk, which seems unlikely given the observation of accretion in
these systems, sedimentation of pebbles in disks with high enough dust to gas ratios, that is 2−3 times solar metalicity,
can lead to gravitational instability and planetesimal formation, regulated by the streaming instability as originally
explored by Youdin & Shu (2002) and since then demonstrated in a series of numerical simulations (Johansen et al.,
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2009b; Simon et al., 2016).
Independent from the source of turbulence (S.I. or external) there may exist a typical planetesimal diameter regulated
by particle diffusion (Klahr & Schreiber, 2015; Schreiber, 2018). Grain evolution models, including radial transport,
leading to planetesimal formation, have been performed by various authors. Brauer et al. (2008b) have shown that
particles with a radius of ∼ 102 m can be produced at the edges of regions from low turbulence (called the “dead
zone”) to higher turbulence levels. A particle velocity distribution can lead to “lucky particles” which are able to
circumvent the growth barriers via low relative speed collisions (Windmark et al., 2012b; Dra˛z˙kowska et al., 2014b).
But this effect may be suppressed by lower breakup speeds (Blum & Münch, 1993; Blum & Wurm, 2008) within the
(water) ice line, and in the outer disk by rapid removal due to radial drift as indicated by Estrada et al. (2016). We will
discuss this in more detail in section 2.5.2. Dra˛z˙kowska et al. (2013) have shown that planetesimal formation can occur
in a pressure bump at the inner edge of the dead zone via sweep-up growth. Another possibility would be that particles
become fluffy, and grow continuously to planetesimal size. This model will be further discussed in section 2.5.2. But
particles can also pile up due to back-reaction of particles onto gas and evaporation and re-condensation at the water
ice line (Dra˛z˙kowska et al., 2016; Dra˛z˙kowska & Alibert, 2017) which we discuss in section 2.5.2.
We will follow a different path where a plethora of various instabilities can create turbulent structures in almost the
entire disk either by hydrodynamical (Pfeil & Klahr, 2019) or magnetic instabilities in the non ideal regime (Béthune
et al., 2016). For a review see Klahr et al. (2018). Indeed observations find a lot of structure in protoplanetary disks,
see e. g. the Disk Substructures at High Angular Resolution Project (DSHARP; e. g., Andrews et al., 2018; Huang
et al., 2018; Dullemond et al., 2018). Hence, one can assume that trap structures will appear everywhere in the disk.
These can then trap the incoming particles, which are concentrated to particle clouds collapsing to planetesimals.
This Chapter is structured as follows. In section 2.2 I present a new model for the planetesimal formation rate.
Section 2.3 summarizes the numerical disk model and explains how I implemented the parameterized planetesimal
formation within it. In section 2.4 I show the first results. I discuss limitations of the model and compare with other
planetesimal formation models in section 2.5. Particular attention should be paid to section 2.5.2, where I explain that
streaming instability is not mandatory to form planetesimals. I conclude in section 2.6.
2.2 Rational of pebble flux-limited planetesimal formation: trapping
mode.
In order to mimic planetesimal formation in our simulations, we use findings from fluid dynamical simulations which
include particles. To keep it simple and feasible we use a probabilistic toy model based on parameterization. The
important disk model parameters for this model are the lifetime of pebble traps τl (e. g. vortices or zonal flows) and
their radial separation d. Strictly speaking, one doesn’t necessarily need a pressure bump with a local maximum.
If the pressure profile is flattened a bit without a local maximum, this would slow down the particles since smaller
pressure gradients lead to slower drift speeds (Whipple, 1972) and conservation of mass flux leads to denser particle
accumulations. Instead, the density is increased which may lead to critical Σd/Σg values to trigger streaming instability.
In this scenario, the d parameter has to be interpreted as the distance between such flat pressure structures. Or in
general, d is the distance between structures leading to streaming instability conditions with sufficient density increase
to reach Hill density. In our case we just assume that the flux concentrators are vortices or zonal flows with typical
numerically measured radial distance 5hg (Dittrich et al., 2013).
The Stokes number St describes the aerodynamic behavior of particles surrounded by gas. It is the ratio of the
friction time (timescale of coupling to the gas) and the dynamical timescale of the gas (here the inverse of the Keplerian
frequency 1/Ω). Particles with St 1 are well coupled to the gas whereas St 1 are decoupled from the gas. From
the particle side, the parameters of our model are the Stokes number of the smallest (Stmin) and largest (Stmax) particles
that are able to participate in the streaming instability to facilitate gravitational collapse of the particle heaps. And
finally an efficiency parameter ε that defines how much of the actual radial mass flux in pebbles can be trapped and
transformed into planetesimals. Then one can convert the column density of drifting pebbles into column density of
planetesimals with the following recipe:
Σ˙p(r) =
ε
d(r)
M˙peb
2pir
, (2.1)
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where we defined the mass flux of pebbles for a full circumference as
M˙peb := 2pir
∑
Stmin≤St≤Stmax
∣∣∣vdrift(r,St)∣∣∣Σd(r,St). (2.2)
Here, vdrift is the radial velocity with which particles drift and Σd(r,St) is the column density in particles with Stokes
number St within a given bin in particle size. The units of this column density are still g/cm2. The cylindrical radius,
i. e., distance to the star in the midplane, is given by r. Eq. (2.2) is written in discretized form, as we treat it in our
simulations.
The conversion length over which pebbles are transformed into planetesimals is given by
` := d/ε. (2.3)
If, for example, there is only one pebble species with drift speed vdrift and column density Σpeb, we distribute the new
planetesimal column density over the trap distance d. `/vdrift gives the timescale of conversion, thus vdrift/` ·Σpeb is
the rate at which the transformation from Σpeb to Σp occurs. If this is added up for all particle species, one obtains
the column density formation rate of planetesimals as shown in Eq. (2.1). We barely resolve the expected radial trap
structures with a few radial bins at maximum.
To give another explanation, 1/d is the radial trap density, meaning that the closer the traps are packed radially,
the more planetesimals can be produced. For the flux, only vdrift without the gas velocity is considered to take the
relative radial velocity between particles and gas. Hereby we assume that the spatial pressure structures (e. g., real
pressure-bump traps like vortices) move radially with the gas of the smooth profile.
We assume theoretically infinitesimal structures as traps even though they are practically extended. Since we assume
a non-zero αt value everywhere anyway, we also assume that turbulent structures can be found everywhere. For our
numerical radial grid, the grid cells are smaller than the trap distance parameter d. This ensures that we can distribute
the mass of newborn planetesimals accordingly (probabilistic ansatz). If the resolution is too low, i. e., ∆x  d,
a “distribution” of this mass is not physical or one cell traps too much mass. Also, the condition of accumulated
particles may not be treated correctly anymore because a bigger cell can also host more mass. At the same time, we
are far from resolving the length scale on which planetesimal formation occurs. This length scale is typically on the
order of 0.01hg (Schreiber, 2018, see his Eq. (3.40)), depending on particle diffusion on these small scales and on
particle Stokes number. Even though we may be able to resolve trap structures of the order of a gas pressure scale
height with only a few radial bins, it is not enough to reach a proper resolution of the substructure. The properties of
the traps in terms of particle trapping and planetesimal formation is embedded in our efficiency parameter ε.
The material density is assumed to be ρm = 1.2g/cm3 for all solid particles, according to asteroid data (e. g., Carry,
2012). For simplicity we again assume particles to be spherical objects with constant material density ρm, such that
the representative planetesimal mass with a diameter of 100km (Klahr & Schreiber, 2015; Schreiber, 2018) is given
by
mp =
4pi
3
(50km)3ρm ≈ 6.28 ·1020 g ≈ 1.05 ·10−7M⊕ (2.4)
where M⊕ is the mass of the earth. The idea of planetesimals of diameter around 100km is also supported by data
from our solar system (Morbidelli et al., 2009; Delbo et al., 2017).
Planetesimal formation will only occur if, within one (average) lifetime of a trap τl, enough mass can be accumulated
to form at least one planetesimal, i. e. if the following condition holds
ετlM˙peb > mp. (2.5)
Hence, there is a critical flux
M˙cr :=
mp
ετl
(2.6)
that must be reached to allow planetesimal formation. If condition (2.5) is fulfilled, we call the flux critical, otherwise
we call it sub-critical. We give more detailed information on that criterion in Appendix A.7.
We further assume that the relative speed between the gravoturbulence triggering structures and the particles is the
drift speed vdrift. But in reality, e.g., zonal flows can have radial velocities which would change this relative velocity.
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As long as the radial speed of the pressure bump structure is much smaller than the drift speed, the error is small. In
this work, again for simplicity, we assume that the relative speed is always given by vdrift. Additionally, since we don’t
know how ε would change with St and r, we assume that it is a constant. As long as condition (2.5) is fulfilled, only
the value of the conversion length ` matters. That is, one can change the value of ε and d by the same factor, leading
to the same result for planetesimals.
2.3 Numerical model
2.3.1 The disk and dust model
In the following, we will summarize the disk and dust model of the dust and gas evolution code from Birnstiel et al.
(2010) in which we have implemented our planetesimal formation model.
We assume that turbulence is described by an effective kinematic viscosity of (Shakura & Sunyaev, 1973)
ν = αtcshg. (2.7)
The dimensionless parameter αt describes the strength of turbulence, since it determines the turbulent velocities. Most
likely, the turbulent velocities of the largest eddies is roughly given by
√
αtcs as argued by Cuzzi et al. (2001).
We assume further that the gas is vertically in hydrostatic balance (Weizsäcker, 1948) and that consequently the
particle and gas density follow the Gaussian profile (Safronov, 1969; Pringle, 1981)
ρi(r,z) = ρi,0(r) · exp
−12
(
z
hi
)2, (2.8)
where i is either dust/particles (d) or gas (g). To eliminate the z-dependence, we use column densities1
Σi(r, t) :=
∞∫
−∞
ρi(r,z, t)dz. (2.9)
The mass density of the gas at the mid-plane (z = 0) can then be expressed as
ρi,0(r) =
1√
2pi
Σi(r)
hi
. (2.10)
The gas pressure scale height is given by
hg = cs/Ω (2.11)
and the dust/particle scale height for St < 1 by (Dubrulle et al., 1995)
hd =
(
1 +
St
αt
)−1/2
hg. (2.12)
Here we assumed that turbulence is isotropic such that the dimensionless vertical diffusion coefficient is just given
by αt. In the code, another expression for hd is used which is essentially equivalent to the one in this equation (see
Eq. (51) of Birnstiel et al. (2010) for details). Since we use a one-dimensional model with z-integrated values, and
the coagulation equation scales with the density squared, the Stokes number is calculated at mid-plane values where
densities are the highest. Furthermore, we assume we always stay in the Epstein drag regime (Epstein, 1924) which
leads to (Birnstiel et al., 2010; Birnstiel et al., 2012)
St =
ρm
ρg
a
vth
Ω
z=0≈ pi
2
aρm
Σg
. (2.13)
Since we use Stmax = 10 throughout in this work, one might think that in this case one would be in the Stokes drag
1In Eq. (2.9) i can also be planetesimals (p).
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Table 2.1: Parameters which are kept constant in this Chapter. Values of the disk mass and of rc can be compared with the
statistics in Fig. 3 of Andrews et al. (2010). Per size decade we use 27 grid points.
Symbol Value Meaning
M?(t0) 1 M Initial mass of the central star
Mdisk 0.05 M Total initial disk mass (gas+particles)
rc 35au Transition radius from power-law to exponential drop off for Σg, Eq. (2.20)
d 5hg Pebble trap distance, Eq. (2.1)
τl 100 torb Lifetime of pebble traps
fice 1/3 for T > 170K Dust ice parameter, Eq. (2.26)
Z(t0) 10−2 Initial dust-to-gas column density ratio, Σd/Σg
γ 1 Power-law index in gas density profile, Eq. (2.20)
q 0.4 Power-law index of temperature profile, Eq. (2.25)
ξ 1.83 Power-law index for fragment distribution, Eq. (A.6)
vf 1−10m/s Fragmentation threshold speed, Eq. (2.18)
a0 0.1µm Smallest grain radius for all times
a1 1µm Largest grain radius for initial condition
n ∝ a−3.5 Initial number density distribution, Eq. (2.24)
ρm 1.2g/cm3 Internal density of all solids (dust, pebbles, planetesimals)
mp 1.05 ·10−7 M⊕ Planetesimal mass of 100km diameter planetesimals, Eq. (2.4)
Stmin 10−2 Minimum Stokes number participating in trapping & planetesimal formation
Stmax 10 Maximum Stokes number participating in trapping & planetesimal formation
regime (see Eq. (126) of Stokes, 1851). The transition between Epstein and Stokes drag occurs if the gas mean free
path is around 4/9 the radius of the particle (Weidenschilling, 1977a). Since Stokes numbers of 10 are only reached
in the very outer part of the disk, where the gas density is sufficiently low, the gas mean free path is many orders of
magnitude larger than the size of any particle. Dependent on the gas density, dust grains don’t have to grow by much,
if at all, to reach these large Stokes numbers. The Stokes drag regime is only reached within a few au. But, again, we
will ignore this regime here to avoid overlapping effects with our model.
For growth and fragmentation we solve the Smoluchowski equation (von Smoluchowski, 1916). It considers all
binary combinations of particle size bins. It uses a probability for fragmentation and coagulation, depending on the
collision speed. This method is identical to the one of Birnstiel et al. (2010), but more details on the Smoluchowski
equation can be found in Appendix A.1.
The relative speed of collisions, ∆v, can have different contributions. There are systematic velocities from radial
drift (Weidenschilling, 1977a; Nakagawa et al., 1986), azimuthal drift (Nakagawa et al., 1986), and vertical settling
(Safronov, 1969, p. 26). These scale with the particles Stokes number and vanish for equally sized grains. On the
other hand, random speeds such as turbulence (Ormel & Cuzzi, 2007) and Brownian motion lead to non-vanishing
relative velocities between equally sized particles. The relative turbulent velocities are proportional to
√
αt, thus αt
can be interpreted as a measure not only of turbulence strength in terms of typical turbulent gas velocities, but also of
particle collision speed.
The radial gas velocity is given by (Lynden-Bell & Pringle, 1974)
ur = − 3
Σg
√
r
∂
∂r
(Σgν
√
r). (2.14)
Since the gas motion is determined by a balance of forces among stellar gravity, the gas pressure gradient force,
and the centrifugal force, it orbits the star with a different speed than solids, which don’t feel a pressure gradient
force. Due to a lack in centrifugal force (St < 1), single particles drift radially with a velocity of (Adachi et al., 1976;
Weidenschilling, 1977a)
vdrift =
St
St2 + 1
hg
r
∂ln P
∂lnr
cs, (2.15)
with P = c2sρg, i. e., assuming an isothermal case with adiabatic index 1. Since radial gas motion drags dust along, the
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total radial dust velocity is given by (Takeuchi & Lin, 2002)
vr =
ur
1 + St2
+ vdrift. (2.16)
We model the fragmentation probability as a smooth transition from 1, for collision speeds above the breakup speed
vf , to 0 for collision speeds below,
pf :=
0.5 · exp
[
2(∆v− vf)/(cm/s)] ∆v ≤ vf
1−0.5 · exp [−2(∆v− vf)/(cm/s)] ∆v > vf , (2.17)
where the radius dependent fragmentation velocity is modeled by the smooth function
vf(r)
m/s
=
10
0.5 · exp [4(r− rice)/au] r ≤ rice
101−0.5 · exp
[−4(r− rice)/au] r > rice . (2.18)
The coagulation probability is given via Pc + pf = 1. Experiments with silicate dust grains measured velocities of
1m/s for the onset of fragmentation (Blum & Münch, 1993; Blum & Wurm, 2008), and theoretical studies (Leinhardt
& Stewart, 2009) found similar values. It was found numerically (Wada et al., 2009) that the fragmentation velocity
for 10µm sized icy dust aggregates can reach 50m/s. Laboratory studies found threshold speeds about 10m/s for icy
grains (Gundlach & Blum, 2014). But this speed depends on the monomer size. Experiments show that vf decreases
with grain size for silicate dust grains (Beitz et al., 2011), which could be partly attributed to the increasing influence of
inhomogeneities with growing grain size. For ice, measured erosion threshold velocities are around 15m/s (Gundlach
& Blum, 2014). However, we choose vf = 10m/s outside the water ice line. As already mentioned by Birnstiel et al.
(2010), the decrease of the threshold collision speed within the ice line leads to a traffic jam effect since inward drifting
particles are forced to fragment to smaller sizes, which in turn drift slower.
We follow Youdin & Lithwick (2007) and model the radial particle diffusivity as
Dd =
Dg
1 + St2
(2.19)
and we assume that the radial gas diffusivity Dg equals the turbulent viscosity of Eq. (2.7).
Our initial but also fixed gas column density profile follows the self-similar profile as found by Lynden-Bell &
Pringle (1974),
Σg(r) = Σc
(
r
rc
)−γ
exp
−( rrc
)2−γ. (2.20)
The normalization constant is given by
Σc = (2−γ)Mdisk/[2pirc2 · (1 + Z(t0))]. (2.21)
At the so-called characteristic radius rc, the transition between the power-law and the exponential law occurs. The
initial profile of the total dust amount is assumed to follow
Σd(t0) = Z(t0)Σg(t0). (2.22)
The initial dust-to-gas ratio is set to Z(t0) = 0.01 for all simulations, as found for the interstellar medium (e. g., Savage
& Jenkins, 1972). We also fix γ = 1 and rc = 35AU in this Chapter. Furthermore, we keep the static gas column
density profile and do not let the disk (viscously) evolve. This has the advantage that we can see the effects of our
model parameters for planetesimal formation more clearly without overlapping effects from gas mass transport. Even
though we don’t let Σg evolve, we allow a radial gas velocity according to Eq. (2.14). This leads to outward transport
of small grains in the outer disk. For our model parameters, this occurs roughly from 20au to 200au and below a
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particle Stokes number of (St 1)
St ≤
6
∣∣∣∣∣∣∣2−q−γ− (2−γ)
(
r
rc
)2−γ∣∣∣∣∣∣∣
2γ+ 3 + q + 2(2−γ)
(
r
rc
)2−γ αt
γ=1
=
q=0.4
6
∣∣∣0.6− r/rc∣∣∣
5.4 + 2r/rc
αt
(2.23)
as derived in Appendix A.2. For the initial size distribution we assume the dust to follow the distribution in the
interstellar medium found by Mathis et al. (1977). I. e., the number density n is described by the power-law
n(a) ∝ a−3.5 (2.24)
with dust radii ranging from a = 0.1µm to 1µm. For a review on dust evolution in circumstellar disks see, e. g.,
Birnstiel et al. (2016).
We fix the temperature to a profile similar to that of a radiative equilibrium disk (Chiang & Goldreich, 1997, they
derived T ∝ r−3/7)
T (r) = 158.9K ·
( r
au
)−2/5
. (2.25)
The ice line is defined as the position where T = 170K in this Chapter. Within the ice line we reduce the mass of
particles to 1/3 of their value for planetesimal formation, i. e. we assume an ice mass fraction of 2/3. For this, we
define the rocky-to-(ice and rocky) mass parameter
fice = 1/3 · θ(T −170K) + θ(170K−T ). (2.26)
Lodders (2003) summarizes her findings in Table 11 where the total rock/(total rock+H2O ice) ratio gives 0.46. In
section 3.3 of Min et al. (2011) they find values around 0.54. Hayashi (1981) uses a value of 0.24 for this ratio.
We choose a value in between by assuming 1/3 but in the results it is only important to notice the kink in the final
planetesimal distribution at the water ice line. For the particle dynamics and growth processes this reduction in mass
is not considered. Within the water ice line our simulation thus has too much mass in particles, but the maximum
particle size is only weakly affected by this since, in the fragmentation limit, particles grow to the limit again faster
than they drift inward. To be able to analyze the impact of our planetesimal model parameters, we do not include
accretion heating (Pringle, 1981), opacity effects, or radiative evolution.
2.3.2 Parameterized planetesimal formation
Do we need to restrict the particle species contributing to planetesimal formation? This is the question we are facing
in this section. Since particle dynamics depend on the Stokes number, one could think that there exists an interval
[Stmin,Stmax] between which particles have the right properties for trapping and building clumps of Hill density.
The pebble flux regulates the rate at which material is delivered, so this does not need to be restricted by a Stokes
number interval. The question is whether there exist particles which cannot participate in trapping and planetesimal
formation. We know that both trapping, either in zonal flows (Dittrich et al., 2013) or vortices (Fu et al., 2014; Raettig
et al., 2015), and collapse to planetesimals (Schreiber, 2018) work for particles with St = 10−2. From Carrera et al.
(2015) we learned that Stmax ≈ 10. Yang et al. (2017) have shown that streaming instability is possible for St = 10−3
particles if Z ≥ 4 · 10−2. We know that particles with St = 10−2 still contribute to trapping and gravitational collapse
to planetesimals. But so far, we cannot entirely exclude that smaller particles can take part in this process as well—
especially for mixtures of different particle species with some mass distribution depending on their Stokes number.
However, we use Stmin = 10−2 and Stmax = 10 in this work.
The velocity field of a vortex or zonal flow is modified around pressure bumps, and thus gas motion here differs
from the gas motion in a smooth pressure structure. We assume that this motion can be neglected in comparison to the
drift velocity.
We further assume that these structures have an average lifetime τl proportional to the orbit time. It has been shown
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Figure 2.1: Local pebble flux M˙peb of particles in the range 10−2 < St < 10 in Earth masses per year (solid lines) for two
different assumptions of the disk turbulence: αt = 10−3 (left panels) and αt = 10−2 (right panels), both at a trap efficiency
ε = 0.1. The upper panels present a time series of the pebble flux as a function of disk radius for times from 103 (yellow)
to 106 years (purple) in steps of decadic factors. The lower panels show the evolution at different radii as a function of time
at 3 (orange), 41, and 102au (dark blue). In addition we overplot the total mass flux M˙tot, i.e. pebbles plus smaller grains
(dashed lines). In the lower panels, within the shaded areas and below, the mass flux is smaller than the critical particle flux
M˙cr below which planetesimal formation does not occur in this model. This is marked by the gray zone in the upper panels.
that both zonal flows (Dittrich et al., 2013) and vortices (Manger & Klahr, 2018) can endure up to hundreds of orbits.
Hence, we assume τl = 100 torb in this Chapter. Based on work by Dittrich et al. (2013) we assume an average radial
separation of d = 5hg.
Our analytical description of planetesimal formation arises in the code as a sink term in the advection-diffusion
equation for the column density of a single particle species of mass mi, given by
∂Σid
∂t
+
1
r
∂
∂r
r
Σidvir−Did ∂∂r
ΣidΣg
Σg


= −ε
d
∣∣∣∣vidrift∣∣∣∣Σid · θ(M˙peb− M˙cr)
θ(Sti−Stmin) · θ(Stmax−Sti).
(2.27)
The Heaviside functions θ(·) represent our conditions that the pebble flux must be critical and that only particles with
Stmin ≤ St ≤ Stmax are allowed to build planetesimals. We use the flux conserving implicit donor-cell scheme from
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Appendix A.1 of Birnstiel et al. (2010), where we set
Li = −εd
∣∣∣∣vidrift∣∣∣∣ · θ(M˙peb− M˙cr)
θ(Sti−Stmin)θ(Stmax−Sti)
(2.28)
in their Eq. (A.1) in order to have an implicit loss term due to planetesimal formation. The number of new planetesi-
mals created within the time step dt is then given, in terms of column density, by
dΣp = Σ˙p dt = −
∑
Stmin≤Sti≤Stmax
Li dt. (2.29)
The pebble flux M˙peb is estimated from the last time step, but the resulting error from this is very small.
2.4 Results
We start our analysis with the pebble flux because it is directly linked to our planetesimal formation. Particle dynamics
is mostly determined by the growth barriers (Birnstiel et al., 2012), i. e. the fragmentation barrier
Stfrag =
1
3αt
(
vf
cs
)2
(2.30)
and the drift limit (here in the Epstein regime only)
Stdrift =
Σd
Σg
(
vK
cs
)2∣∣∣∣∣∣∂ln P∂lnr
∣∣∣∣∣∣−1 . (2.31)
As can be seen in Fig. 2.1, for stronger turbulence levels (here αt = 10−2) the particle flux stays high for longer times
because particles are smaller and thus drift slower, see Fig. 2.2. Here we defined the dust column density distribution
per logarithmic bin of grain radius a as
σd :=
∞∫
−∞
na(a,r,z)md(a)adz (2.32)
with na being the number density per grain size bin. The total dust column density can then be written as
Σd(r) =
∞∫
−∞
σd(r,a)dlna. (2.33)
In the early stages, the flux is smaller for lower αt for the same reason. The pebble growth front, which is the radius
at which Stmin particles form the first time, moves from the inside to the outside, while particles drift inward from the
outer disk because their Stokes number is high. When these two fronts clash, the density suddenly rises and a particle
wave propagates inward which is why one can see a small local peak in the curves of the lower left panel. In the lower
right this is not visible since fragmentation is damping this effect.
At late times (∼ 106 yr) the pebble to total mass flux ratio drops significantly in the αt = 10−3 case. This is due to
the drift barrier, which drops to smaller sized particles since Σd is decreasing, see Fig. 2.3. The gray zone in the upper
panels mark the sub-critical flux values, i. e., the fluxes that are too low to allow formation of planetesimals within a
trap lifetime. One could change τl or mp by a factor of 10 without changing the results significantly because the flux
is orders of magnitude larger then the critical value.
Since the mass reservoir is in the outer disk where gas densities are very low, the pebble flux in the outer region
around ∼ 200−400au already reaches critical values, and leads to planetesimal formation, in the early phase (. 104 yr).
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Figure 2.2: Local particle flux due to the radial drift velocity per size bin (color) as a function of Stokes number and disk
radius. The turbulence level is αt = 0.01 with an efficiency parameter for planetesimal formation of ε = 0.1. Particles below
the white dashed line move outward. Even though we only show the flux resulting from vdrift, for the white dashed line
we also considered the gas velocity according to Eq. (2.16). For this line, motion due to diffusion is not considered but it
is included in the simulation. The horizontal gray line shows the lower limit for which we allowed the particles to participate
in the gravoturbulent planetesimal formation process. The purple and red lines show the drift (Eq. (2.31)) and fragmentation
barrier (Eq. (2.30)), respectively. In Appendix A.6 we explain where the particles greater than the growth barriers stem
from.
When the slope of Σp is steeper than r−2 (see Fig. 2.4), the mass contribution to the total planetesimal population in
the disk will not rise with r. I. e., the contribution becomes less the further out in the disk the considered regions are.
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Figure 2.3: Same as Fig. 2.2 but with αt = 10−3 and ε = 0.1. Since the fragmentation barrier is inversely proportional to
αt, the maximum size and thus also the maximum Stokes number is much larger. Most of the time the disk is primarily
limited by drift which causes a top-heavy size distribution. Growth is slower compared to the αt = 0.01 simulation because
of smaller relative turbulent velocities leading to lower collision rates.
For a fixed logarithmic binning, this can be seen by writing the planetesimal mass between disk radius r1 and r2 as
Mp(r1,r2) = 2pi
lnr2∫
lnr1
Σpr2 dlnr. (2.34)
Hence, the probably unphysical outer bump in Σp doesn’t contribute significantly if the slope is steeper than r−2.
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Figure 2.4: Planetesimal column density for different snapshots (left panels) vs. disk radius and for different radial disk
positions as a function of time (right panels). The fact that the final Σp at 40au (see middle right panel) of the αt = 10−2 and
10−3 simulations is roughly the same for the same ε is pure coincidence. The initial characteristic radius was rc = 35au and
the initial total disk mass Mdisk = 0.05 M. The black dashed line shows the predicted slope for a r-independent pebble flux
after Eq. (2.37). The zigzag structure which can be seen within 10au for αt = 0.01 stems from a lack of mass resolution.
This is also visible in Fig. 2.2 above the Stmin line. The sharp kink at large radii for αt = 10−2 is caused by St(0.1µm) =
Stmax, i. e., by a rapidly decreasing pebble flux. A viscously evolving disk with dispersal would smear out this kink.
We think this outer formation region would not exist in the early evolution of the disk, since the formation time of
structures such as vortices means they need a few orbits to form, which would take much longer in the outer than in
the inner disk.
If turbulence is strong (here αt = 10−2), fragmentation will be the growth limiting process. In that case not only is
the maximum grain size smaller, but there are also more small grains in general. Hence, in comparison to simulations
with weaker turbulence (here αt = 10−3), particles in the outer disk stay there for longer and can form planetesimals.
Fig. 2.4 and 2.5 show the resulting planetesimal column density Σp and formation rate Σ˙p, respectively, both for
different snapshots showing the entire disk and for local evolutions. For the latter, we chose 3au (∼ position of the main
Asteroid Belt), 40au (∼ position of the Kuiper Belt), and 100au to show the behavior in the outer disk. Planetesimal
formation basically starts shortly after the first pebbles have formed. We summarize the effects as follows:
• αt = 10−2: higher ε generally lead to higher planetesimal formation rates but these also decline faster. In the end
this nevertheless ends in a more abundant planetesimal population for higher ε in the entire disk.
• αt = 10−3: in the outer disk Σ˙p is also higher for larger ε, such as in the higher αt case. Radial drift removes the
largest particles of the top-heavy size distribution. The fewer particles were converted into planetesimals in the
outer disk, the more material is available at later times in the inner regions (conservation of mass). This can lead
to more planetesimals in the inner disk for smaller ε. This effect cannot be seen in the results of the αt = 10−2
simulations since fragmentation events slow down the radial motion and the feeding zones of planetesimals are
much narrower.
If the mass flux of pebbles is roughly r-independent, one can estimate the slope of the outcoming planetesimal
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Figure 2.5: Same as Fig. 2.4 but showing the planetesimal column density formation rate Σ˙p.
profile as we show in section 2.4.2.
In Fig. 2.6 we show the column densities of gas, dust and planetesimals for different snapshots and locations in the
disk. This way one can not only see that for αt = 10−3 plantesimals form at 2− 3au after a few thousand years, but
also after a few ten to hundred thousand years at 20−30au. Fig. 2.6 also shows the ratios of dust to gas, planetesimals
to dust and planetesimals to initial dust. For αt = 10−2, the zone where planetesimals are formed moves faster outward
due to faster growth from dust to pebbles. We summarize the different ratios as follows:
dust-to-gas ratio Σd/Σg
This ratio is constantly decreasing since we kept the gas density constant. In the early stages of evolution (. 106 yr)
Σd/Σg decreases faster for smaller αt because particles drift faster.
planetesimals-to-dust ratio Σp/Σd
• αt = 10−3: from 104 yr on, values above unity are reached within 2au. At 106 yr this ratio is > 1 almost every-
where in the disk.
• αt = 10−2: only at late times (& 106 yr) values above unity are reached.
planetesimals-to-initial dust ratio Σp/Σd(t0)
• αt = 10−3: at 105 − 106 yr within 10au values above unity are reached, indicating a larger feeding zone of
planetesimals, i. e. material significantly contributing to planetesimals can come from far outside.
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Figure 2.6: Evolution of the gas (dashed lines), dust (dotted lines), and planetesimal (solid lines) column densities for
simulations with αt = 10−3 (left panels) and αt = 10−2 (right panels) where ε = 0.1. The upper panels show a time series
of the column densities as a function of radius and the lower ones the densities at local positions as a function of time. The
characteristic kink around 0.8AU is caused by the ice line, which does not move because the temperature T (r) is not allowed
to change.
• αt = 10−2: the ratio never becomes greater than 1 which indicates that fragmentation allows more time to form
planetesimals out of the available material, i. e. the drift timescale of single particles including destruction events
is slower than the timescale of planetesimal formation.
2.4.1 Necessity for lower turbulence (αt) to form Earth
If our assumptions are correct, no planetesimals are formed within 2au. The reasons for that are on the one hand the
value of Stmin and on the other hand the temperature profile. The latter dictates the radial shape of the fragmentation
barrier. For a more realistic temperature model, accretion heating would lead to higher temperatures in the inner disk
and a steeper slope. As a result of that the water ice line would be shifted further out. Hotter temperatures lead to
a larger gas scale height and thus also to larger d. At the same time particles would be smaller due to the lower
fragmentation barrier. Both effects would cause a planetesimal free zone, or at least a much smaller planetesimal
population in the inner disk (. 3au). I. e., these problems we see here would be even worse, which makes it very likely
that our conclusion still holds if more physics is taken into account. As we show in Appendix A.5, the total mass of
planetesimals in the entire disk is also problematic if αt is high.
Yang et al. (2018) measured in shearing box simulations with non-ideal MHD and a dead zone values of the order
of αt ∼ 10−4 to 10−3. In layered accretion theory values of αt ∼ 10−6 to 10−4 seem to be preferred (Johansen et al.,
2015). Hence, our finding is congruent with their findings.
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2.4.2 Planetesimal column density steeper than that of initial gas and dust
Fig. 2.6 shows that for lower turbulence (here αt = 10−3) the slope of the planetesimal column density can be steeper
than that of initial gas and dust. This result stems mostly from the r-dependency of d ∝ hg. On top of this, transport
phenomena can change it as well. For ε = 0.1, this can even be shown analytically since the pebble flux does not
depend on r over a larger region of the inner disk (Fig. 2.1). We find that the final slope of the planetesimal column
density is steeper than that of the gas if the effective efficiency ε/d is sufficiently small (here 0.02/hg, ε = 0.1). If
this effective efficiency is large (e. g., 0.16/hg, ε = 0.8), the feeding zone of planetesimals is much smaller, i. e.,
planetesimal material stems from a local region, leading to a slope much closer to the initial dust density, which is the
same as for the gas in our simulations.
If the pebble flux is constant for all r, i. e., for size distributions dominated by particles with Stokes numbers
Stmin ≤ St ≤ Stmax and sufficiently small ε/d, then we can conclude that
Σp ∝ Σ˙p ∝
v1Σpeb
hg
(2.35)
where v1 is the pebble drift speed. For a constant pebble flux, M˙peb, the pebble column density is given by
Σpeb =
M˙peb
2pi
1
rv1
(2.36)
leading to
Σp ∝ Σ˙p ∝ 1/(rhg) ∝ r(q−5)/2. (2.37)
For the temperature power-law index we used throughout this Chapter, q = 0.4, this gives a planetesimal column
density profile of Σp ∝ r−2.3, independent of the gas column density profile. In this case, the slope of the planetesimal
column density Σp does not depend on ε, but the total value of Σp scales with it linearly. For regions limited by
fragmentation, the condition that the flux must be dominated by pebbles (Stmin ≤ St ≤ Stmax) is almost always violated
since fragmentation grinds particles to sizes with Stokes numbers smaller than Stmin. Due to fragmentation events
small particles are constantly replenished. But the result on the right side of proportionality (2.37) does not, in
principal, depend on whether growth is limited by drift or fragmentation—as long as the conditions for a radius-
independent pebble flux are fulfilled. Furthermore, as can be seen in Fig. 2.1, the pebble flux may only vary with r
within roughly one order of magnitude, which is still good enough to estimate the slope of Σp.
2.5 Discussion
2.5.1 Limitations of the current model
In this Chapter, the gas density is kept constant, i. e., we neither allow the disk to evolve viscously (Lüst, 1952; Pringle,
1981) nor do we include sink terms such as photoevaporation (e. g. Owen et al., 2012). We also don’t include a disk
build up phase as tested by Birnstiel et al. (2010) or Dra˛z˙kowska & Dullemond (2018). In order to isolate the influence
of the new parameters of the model for analysis, we assume a constant temperature profile according to Eq. (2.25) and
ignore viscous heating (Pringle, 1981). We keep vdrift as for a smooth gas profile, but regions with shallow pressure
profiles or even pressure bumps would slow down the drift speed. This effect was not considered here since we have a
lack of information about how exactly vdrift would be affected by zonal flows, vortices, or other structures leading to a
significant slow-down of particles and subsequent gravoturbulent planetesimal formation. Also, planetesimals stay in
the annulus where they are born. Their mass and radius are not allowed to change, i. e., we ignore collisions between
them and also growth due to pebble accretion (Ormel & Klahr, 2010), as well as radial motion. Furthermore, we can
only give a first impression of how planetesimal formation is described and behaves in this model, since we have not
explored the full parameter space (Mdisk, rc, Z(t0),...).
The turbulence parameter αt mostly controls the relative velocities between grains (Brauer et al., 2008a). Though
this parameter from Eq. (2.7) can be given by disk winds which cause the transport of angular momentum (see e. g.
Papaloizou & Lin, 1995; Béthune et al., 2017), it can also be entangled in, e. g., vortex formation. Hence, a trap
formation time, together with a αt(r, t) model, would make the results more realistic—especially in the outer disk
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region where it may take a long time to form vortices. Due to conservation of momentum, there is not only the
influence of gas on dust but also a back-reaction of particles on gas (Tanaka et al., 2005; Nakagawa et al., 1986). This
back-reaction becomes important only for Z & 0.1, which is not reached in the simulations presented in this Chapter.
But without planetesimal formation, this value can be reached in the vicinity of the ice line where particles are forced
to fragment and, thus, to slow down. The sink term of pebbles due to planetesimal formation confines this effect.
Furthermore, we do not consider the bouncing or charging barrier and we do not trace volatiles.
As pointed out by Dra˛z˙kowska et al. (2014a), Smoluchowski solvers need a high resolution in mass to mimic the
upper end of the size distribution well enough. Especially in the high αt = 0.01 case this upper end can be important
for planetesimals formation.
2.5.2 Comparison to other models
In this section we will compare with the most prominent models for planetesimal formation.
Continuous fluffy growth
Okuzumi et al. (2012) and Kataoka et al. (2013) describe continuous growth to planetesimals. They assume that the
threshold velocity for fragmentation is never reached, thus avoiding disruptive events. Without replenishment of small
particles these shouldn’t be seen in observations. This "fluffy path" of planetesimal formation is highly sensitive to the
disk parameters (e. g. αt) and works roughly up to 10au for the conditions presented in these papers. Another problem
would be that the size distribution of initial planetesimals cannot explain the kink feature we see in the size distribution
of the Asteroid belt (Bottke Jr et al., 2005a), the Kuiper belt (Fuentes & Holman, 2008; Fraser & Kavelaars, 2008),
Jupiter trojans (Jewitt et al., 2000), and of Neptune trojans (Sheppard & Trujillo, 2010, see their Fig. 4 for an overview)
today. Even though runaway growth may start at the size of the kink feature (Kobayashi et al., 2016) which depends
on the turbulence level αt and the mass which is initially available (see their Fig. 6). But this feature is covered by
the theory of planetesimal formation via gravitational instability (Morbidelli et al., 2009; Klahr & Schreiber, 2015;
Schreiber, 2018), almost independent of disk radius and very robust against changes in αt. However, one cannot
dismiss the idea of fluffy growth entirely, especially in the early stages of particle growth. Even some planetesimal
could be formed this way without a conflict with today’s data.
However, as shown by Krijt et al. (2015), erosion, where particles lose mass due to collisions with smaller projec-
tiles, may prevent growth through the radial drift barrier. They also show that only for high erosion velocity values
of 60m/s porous particles can overcome this barrier within 10au for a minimum mass solar nebula (Weidenschilling,
1977b; Hayashi, 1981).
Lucky particle growth
By including a Maxwell-Boltzmann like velocity distribution, lucky particle effects can occur as described by Wind-
mark et al. (2012b) and tested by Dra˛z˙kowska et al. (2014b) and Estrada et al. (2016). I. e., growth barriers are
smoothed out or can be overcome by low velocity collisions leading to growth where the mean collisional speed
would lead to bouncing or fragmentation. Although these low velocity collisions have a low probability, by experienc-
ing multiple lucky collisions in a row, the growth barriers can be overcome. In the case of the bouncing barrier, this
effect is even stronger because higher collision velocities lead only to bouncing, i. e. no disruption but possible further
compactification, but low velocity collisions let the grains grow. Therefore, the bouncing barrier may not be a strict
solid barrier as long as the growth timescale (considering bouncing) is sufficiently small. By overcoming the bouncing
and fragmentation barrier, these particles present the seeds for a sweep-up scenario which can cause a growth process
toward planetesimal size.
But this path is quite inefficient in forming planetesimals and it did not take drift into account. The key here is to
have most collision partners leading to mass transfer or sticking. But a lower fragmentation threshold speed within
the ice line would basically make it impossible to grow beyond the barriers (or very unlikely). And in the outer disk,
drift is removing the lucky particles faster than they can grow beyond the bouncing barrier (Dra˛z˙kowska et al., 2014b;
Estrada et al., 2016).
Planetesimal formation directly regulated via streaming instability
Dra˛z˙kowska et al. (2014a) and Dra˛z˙kowska et al. (2016) proposed a parameterized formation model of planetesimals
by asking when and where the pebble density (St > 0.01) in the disk midplane reaches a critical value of ρd/ρg = 1,
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Table 2.2: Overview of different approaches leading to streaming instability (SI) or planetesimals (ptes). With αt = 0 we
mean that there is no turbulence active, or only turbulence stemming from streaming instability itself. The second quantity is
the sub-Keplerianness, defined as η := 1/2 · (hg/r)2 · dlnρg/dlnr. In the third column with "feedback" we mean particle-gas
coupling such that momentum is also transferred to the gas if particles loose momentum due to the interaction with the gas.
The velocity dispersion of particles is δv, Ω is the Kepler frequency, and G the gravitational constant. For larger particles δv
decreases, allowing gravitational instability for large particles (Weidenschilling, 1995). The question mark in the third row
indicates that one cannot be entirely sure that streaming instability is active.
input result
αt η feedback Z = Σd/Σg SI ptes references
= 0 = 0 no >Ωδv/(piGΣg) no yes Safronov (1969); Goldreich & Ward (1973);
Youdin & Shu (2002)
> 0 > 0 no 0.01 no yes Johansen et al. (2006)
> 0 > 0 yes 0.01 ? yes Johansen et al. (2007)
= 0 > 0 yes 0.01 yes no Johansen et al. (2007)
= 0 > 0 yes & 0.03 yes yes Johansen et al. (2009b); Simon et al. (2016);
Abod et al. (2018, Z = 0.1, η varies)
assuming a balance of sedimentation and vertical diffusion of pebbles. At this critical dust-to-gas ratio it can be
argued that the streaming instability will be triggered (Youdin & Goodman, 2005). But as was shown by Johansen
et al. (2009b), Carrera et al. (2015), and Yang et al. (2017) triggering the streaming instability at ρd(St > 10−2)/ρg = 1
is not sufficient to create strong enough over-densities to lead to gravitational collapse. The additional criterion to have
the total local column density dust-to-gas ratio (Σd/Σg) increased by a factor of 2–4 seems to be implicitly tested by
having sufficient sedimentation even at αt = 10−4 as vertical diffusion. But, as argued by Dra˛z˙kowska et al. (2016), and
also shown by Carrera et al. (2017, see their Fig. 2), reaching the critical midplane dust-to-gas ratio is typically the
stronger condition. Similar to our ansatz, Dra˛z˙kowska et al. (2016) convert pebbles into planetesimals with a certain
efficiency per orbit, where the column density formation rate Σ˙p ∝ Σd(St > 10−2) in their model. I. e., they use a local
approach whereas we focus on the pebble delivery via the local pebble flux.
In the work of the follow-up paper by Dra˛z˙kowska & Alibert (2017), they follow a trap that will actually show up
in 1D radial disk models, e.g. pebble pile beyond the (water) ice line due to traffic jam and recondensation of water
vapor. This means planetesimal formation will mainly happen outside of and close to the ice line in their model. As
a result, planetesimals will be confined to a relatively narrow region between 2 and 5au. Besides that they likely will
be too water rich to explain the composition of terrestrial planets. Not only are planetesimals only formed where the
water ice line is moving (relatively small annulus compared to the disk size), but the time for planetesimal formation
is also very limited (∼ 2−3 ·105 yr).
Since in our model planetesimals are also formed in the outer disk, less material will reach the inner part. Hence,
we may not reach their condition ρd(St > 10−2)/ρg ≥ 1, which we illustrate in Fig. 2.7. Even though the back-reaction
of particles on gas and the effect of collective drift may not be important here, tracing water vapor could make a
difference. Nevertheless, we don’t reach the condition used by Dra˛z˙kowska et al. (2016) since the midplane dust-to-
gas ratio is more than one order of magnitude below the critical value of unity over almost the entire disk. In principle,
a combined formation model of both pebble flux regulated formation in pressure bumps and the local conversion could
coexist. Maybe photoevaporation can reduce the gas content at late times (& 106 yr) so much that the condition can be
reached in some parts of the disk.
We would like to emphasize that streaming instability per se is not mandatory for gravitational assisted planetesimal
formation, and in fact it prevents planetesimal formation for low enough overall dust-to-gas ratios in the disk (Johansen
et al., 2007). As in star formation (Klessen et al., 2005), turbulence plays a dual role. On global scales it promotes
planetesimal formation by leading to clumps and enhancing the local dust-to-gas ratio, while at the same time it can
prevent collapse on smaller scales by diffusing material away. I. e., turbulence stabilizes dust against collapse on
small scales (Schreiber, 2018). Also the resulting planetesimal size is a question of particle diffusion, which does
not necessarily have to stem from streaming instability. We summarize the work that has been done on fundamental
research concerning planetesimal formation with and without turbulence in Table 2.2. If disk models assume some
non-zero value for αt as in Dra˛z˙kowska et al. (2016), it means that large scale turbulence is active. Whether there
is a critical Z, ρd/ρg or streaming instability criterion for these turbulent cases (magneto-rotational instability (MRI)
etc.) in order to form planetesimals has not been studied so far. The simulations by Johansen et al. (2007) and
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Figure 2.7: Snapshots from 103 yr (yellow) to 106 yr (purple) of the dust-to-gas ratio in the disk midplane of 10−2 < St < 10
particles (solid) and the column density ratio Z = Σd/Σg of all particles (dashed). The turbulence level is αt = 10−3. Though
the dust scale height from Dubrulle et al. (1995), see Eq. (2.12), is only valid for St < 1 particles, to follow and compare
to Dra˛z˙kowska et al. (2016) we adopted this expression also for particles with larger Stokes numbers (in the outer disk).
Particles close to the outer edge of the disk can reach large Stokes numbers > 1 due to the low gas density. At 106 yr the
midplane dust-to-gas ratio is smaller than Z since most of the mass is not in 10−2 < St < 10 particles anymore.
Johansen et al. (2011) were in fact for MRI turbulent cases, and found planetesimal formation in zonal flows with
streaming instability playing a minor role in enhancing perturbations on smaller scales. Planetesimals formed with
and without particle feedback, i. e., streaming instability. These simulations unfortunately had to use quite large
particles (St = 0.25), which is due to the problem of covering the large scales of MRI turbulence on scales of ∼ hg,
whereas the streaming instability unstable wavelength for smaller Stokes number particles of St = 0.1− 0.01 is more
like 0.01hg. This makes 3D simulations of MRI and streaming instability leading to planetesimal formation for small
Stokes numbers too challenging at the moment.
Higher Z damps streaming instability (Schreiber, 2018), which means lower diffusion. And when there is less
diffusion, planetesimals form (i. e., for weaker streaming instability), as seen in Bai & Stone (2010, see their table 2
and their section 7.2.4.). In our Table 2.2 we collect evidence that streaming instability is not needed for planetesimal
formation, but it is a controlling effect—it can even prevent the formation. Hence, we suggest following Johansen et al.
(2006) and calling the process "gravoturbulent planetesimal formation". Remember, in a disk without a local radial
pressure gradient, there is no streaming instability and the Goldreich & Ward (1973) mechanism will work perfectly
as recently demonstrated by Abod et al. (2018).
Auffinger & Laibe (2017) find streaming instability to be active in local pressure maxima, despite the pressure gradi-
ent vanishing locally. Whether this triggering of streaming instability has an impact on the formation of planetesimals
has not been studied in detail. Yet, Johansen et al. (2007) and Johansen et al. (2011) find indeed the formation of
planetesimals in these bumps, leaving the role of streaming instability undetermined so far. Furthermore, there can
also be streaming instability in the r-ϕ (radial-azimuthal) plane (Schreiber & Klahr, 2018).
2.6 Conclusion and Outlook
I presented a new model for the planetesimal formation rate that is directly linked to the local pebble flux—and not lo-
cal dust-to-gas ratio or local density—relying on parameters such as lifetime of pressure-bump structures, contributing
particle Stokes numbers (Stmin & Stmax), the radial particle trap density (1/d), and an efficiency parameter ε describing
the conversion from pebbles to planetesimals. I have implemented the presented model into a sophisticated dust and
gas evolution code, where I switched off gas evolution. This model was investigated for two different values of the
turbulence parameter, αt = 10−3 (moderate turbulence) and 10−2 (strong turbulence), as well as two different efficiency
values, ε = 0.1 and 0.8. The results can be summarized as follows:
• This model is the first one creating planetesimals everywhere in the disk from a few au to a few hundred au.
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• The resulting planetesimal distribution and the total mass of initial planetesimals highly depends on the level of
turbulence (αt value), i. e. whether particle growth is limited by fragmentation or drift.
• If the disk is fragmentation limited, higher ε/d leads to higher planetesimal formation rates, but these also
decline faster. Nevertheless, higher efficiencies yield more planetesimals.
• If the disk is mostly limited by drift, material drifts faster and particles which were not converted into planetesi-
mals in the outer disk can build planetesimals in the inner part. That is, if the level of turbulence is not too high
(here moderate turbulence for αt = 10−3), the slope of the final planetesimal profile can be steeper than that of
initial dust and gas. The overall planetesimal profile Σp looks also more like a power-law in the inner disk part,
with an exponential roll off in the outer part for lower turbulence.
• A few planetesimals should have formed in the terrestrial region. Thus, strong turbulence (αt = 10−2) seems to
be unlikely for the Solar Nebula in order to form the Solar System, especially Earth— at least as long as the
minimum Stokes number contributing to planetesimal formation is as high as Stmin = 10−2 and the efficiency
parameter ε is not very high (& 0.8 for d = 5hg).
• The late stage planetesimal-to-dust ratios indicate a larger feeding zone of planetesimals, i. e. material forming
planetesimals can originate from far away if ε/d is small. Here, it is difficult to tell how small exactly, since
the feeding zone will stretch with smaller values of that ratio. In this work, 0.1/(5hg) is small compared to
0.8/(5hg). But one has to investigate in the future how exactly this feeding zone scales with ε/d.
Future work will analyze the influence of disk evolution and other disk parameters such as the initial disk mass
and disk size. Implementing of a proper temperature model with accretion heating, photoevaporation, planetesimal
collisions, and pebble accretion will be the focus of future work. For an upcoming study, one could compare the
outcome of our simulations for the initial planetesimal population with constraints in special regions of the solar
nebula to exclude certain pairings of disk parameters, or even extreme cases for specific parameters such as αt ≥ 10−2.
The efficiency parameter ε of the combination of trapping and planetesimal formation can depend on both the particle
Stokes number and the disk radius. Fluid dynamics codes have to show how this efficiency depends on particle and
disk properties. In this Chapter, we assumed that particle traps are present from the beginning of the simulation. In
reality these traps will take some time to form. Thus, one could introduce another parameter which describes the trap
formation time. During this time, particles can drift inward, reducing the mass reservoir and the pebble flux available
for transformation into planetesimals once particle traps are considered to be active.
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3 Toward Constraining the Parameter Space for theSolar Nebula
When we want to understand planetesimal formation, the only data set we have is our own Solar System. It is in
particular interesting as it is so far the only planetary system we know of that developed life. Understanding the
conditions under which the Solar Nebula evolved is crucial in order to understand different processes and subsequent
dynamical interaction between (proto-)planets once the gas disk is gone. Protoplanetary disks provide a plethora of
different parameters to explore. The question is whether this parameter space can be constrained allowing simulations
to reproduce the Solar System. Models and observations of planet formation provide constraints on the initial plan-
etesimal mass in certain regions of the Solar Nebula. By making use of pebble flux-regulated planetesimal formation
(Lenz et al., 2019), I perform a parameter study with nine different disk parameters like the initial disk mass, initial
disk size, initial dust-to-gas ratio, turbulence level, and more. I find that the distribution of mass in planetesimals in the
disk depends on the planetesimal formation timescale and the pebble’s drift timescale. Multiple disk parameters can
influence pebble properties and thus planetesimal formation. However, it is still possible to draw some conclusions
on possible parameter ranges. Pebble flux-regulated planetesimal formation seems to be very robust, allowing a wide
range of parameters in order to meet the initial planetesimal constraints for the Solar Nebula. I.e., it does not require a
lot of fine tuning.
3.1 Introduction
In order to form planets, tiny micron sized dust grains have to grow to hundreds or thousands of kilometers. First,
grains grow by collisions with other grains. But at some point they cannot continue to grow because (1) either the
relative velocities become so high such that a collision leads to fragmentation (Blum & Münch, 1993; Blum & Wurm,
2008; Gundlach & Blum, 2014) or (2) they start to drift faster toward the star then they could potentially grow (Klahr
& Bodenheimer, 2006; Birnstiel et al., 2012). There exists also the bouncing barrier (Zsom et al., 2010) but charging
effects might lead to growth to one more order of magnitude in size compared to this barrier (Steinpilz et al., 2019).
Laboratory experiments point to the direction of low fragmentations speed for icy particles (Musiolik & Wurm, 2019)
of around 1ms−1. This could cause particles to hit the fragmentation barrier first which is why we are not considering
bouncing in this work.
It is believed that planets are formed by so-called planetesimals with a few to hundreds of kilometers in size. These
planetesimals are the building blocks of planets. Once they have formed, accretion of pebbles (Ormel & Klahr, 2010)
may become important too (for a review see, e.g., Ormel, 2017). But since grains stop growing at some point, there
would be a missing link between roughly mm–dm to planetesimal diameters (∼ 100km) via continuous growth.
If there is a pressure bump in the disk, e. g., caused by a vortex or zonal flow, particles can get trapped around the
center of the bump (Whipple, 1972; Barge & Sommeria, 1995). After accumulation of enough pebbles, the streaming
instability (Youdin & Goodman, 2005) can potentially be the dominant turbulent process to trigger fragmentation in
the laminar case (αt = 0) or in the turbulent case (αt > 0) gravoturbulent planetesimal formation can occure (Johansen
et al., 2006; Johansen et al., 2007).
To summarize, we follow the idea that pebbles form planetesimals in a gravoturbulent process leading to a Gaussian-
like size distribution of planetesimals that peaks around 100km in diameter (Klahr & Schreiber, 2015; Schreiber,
2018). These planetesimals can then build planetary embryos which can grow via further accretion of both planetesi-
mals and pebbles to form (proto-)planets.
The initial distribution of planetesimals is one of the biggest unknowns in planet formation models. The radial
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distribution in the disk is important for embryo formation and subsequent accretion of planetesimals onto embryos.
While we can observe protoplanetary disks and debris disks around other stars, we cannot observe planetesimal popu-
lations. There is only one system where we have relatively good knowledge of the present day small body population
which is the Solar System. This is also the system which has been modeled the most, so the strongest constraints we
have on the initial planetesimal population comes from our Solar System. Even though, as we will discuss, there are a
lot of uncertainties. The so-called minimum mass Solar Nebula (MMSN) (Weidenschilling, 1977b; Hayashi, 1981) is
the most commonly used assumption, but it is not based on a modern understanding of planet formation.
Lenz et al. (2019) presented a pebble flux-regulated model for the planetesimal formation rate. In this model,
a spatial planetesimal distribution evolves with time and leads to a physically motivated planetesimal density disk
profile. So it is sensible to ask, can this model fit the constraints of our Solar System? And how finely tuned does this
model have to be?
This Chapter is structured as follows. In Sec. 3.2 we discuss possible constraints for initial planetesimals in different
regions of the Solar Nebula. Sec. 3.3 describes the model we are using. Sec. 3.4 presents the results and we summarize
and conclude in Sec. 3.5 and 3.6.
3.2 Mass constraints for the initial planetesimal population
In this section we will review literature studies to infer constraints on the initial planetesimal mass in variious regions
of the Solar Nebula. A summary of this literature research is depicted in Fig. 3.1.
3.2.1 Mercury Region: Interior to 0.7au
There is no observed stable population of asteroids within the orbit of Mercury (Steffl et al., 2013), even though
e.g. Campins et al. (1996) found a dynamically stable region in the Solar System’s inner region. On top of that, no
models for terrestrial planet formation require any planetesimals inside of Mercuryâs orbit (∼ 0.4au). Additionally,
terrestrial planet models fit observations better if the planetesimal disk is truncated around 0.7 AU (Hansen, 2009;
Walsh et al., 2011; Levison et al., 2015; Morbidelli et al., 2016). Even though, there are some models suggesting
how to clear out this region (e.g. Ida & Lin, 2008; Batygin & Laughlin, 2015; Volk & Gladman, 2015), none of these
are demonstrated in a comprehensive way. However, this implies that we canât define an upper limit on the mass
of initial planetesimals in this region. Low mass short-period planets around other stars may indicate that in other
planetary systems there were planetesimals in short period orbits that formed planets via in situ planetesimal accretion
(e.g. Chiang & Laughlin, 2013; Hansen & Murray, 2012) or pebble accretion (e.g. Chatterjee & Tan, 2013), but the
presence of migration implies that there is no evidence that a population of initial planetesimals was present within
Mercury’s orbit in our own Solar System.
Bottom line: 0 to an unknown upper limit
3.2.2 Earth/Venus Region 0.7−1au
As it was shown by Hansen (2009), placing ∼ 2 M⊕ of oligarchs within 0.7−1au can lead to good matches to the sizes
and spacing of the terrestrial planets of the Solar System. The results from the parameter study of Kokubo et al. (2006)
in terms of number of Earth-like planets within 0.5 to 1.5au seem to be very robust with respect to mass and radial
profile of oligarchs. They have shown that one can still obtain reasonable results with a total initial mass of 2.77 M⊕
in that region. For ∼ 23 M⊕ Super-Earth’s form.
Pebble flux can allow significant amount of mass to be transported into this region. If there are enough pebbles
and appropriate disk structure, it is possible to produce reasonable Solar System analogs beginning with < 10−2 M⊕
planetesimal masses (Levison et al., 2015). If Jupiter migrated inwards and then out of the Asteroid Belt (known
as the grand tack; Walsh et al., 2011), to leave about the needed mass in the current Asteroid Belt, it would have
implanted ∼ 1 M⊕ of material into the Earth/Venus forming region. This suggests that either primordially or after early
pebble accretion there was initially 1 M⊕ of planetesimals/embryos in this region (Walsh et al., 2011). Since the grand
tack removes most objects in the Asteroid Belt in simulations, the inital planetesimal population needs to be massive
enough early on. This probably implies that pebble accretion only grew the mass of the Asteroid Belt by a factor of a
few at most, and thus the terrestrial planet region probably only grew by a factor of a few as well. As a rough estimate
we can assume the inital planetesimal mass to be around 0.1 M⊕.
Bottom Line: 0.1 (if there are enough pebbles that can be accreted) to 2.77 M⊕ (if there isnât)
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Figure 3.1: Graphical representation summarizing Sec. 3.2 on mass constraints of initial planetesimal masses in different
regions of the Solar Nebula. Masses given by the values on the ordinate apply for the entire region shown by the marked
regions. Boxes that extend to the border of the plot indicate unknown upper limits. The dotted vertical line separates the two
touching regions.
3.2.3 Asteroid Belt: 2−3au
The Asteroid Belt currently has a mass of about 5 ·10−4 M⊕ (e.g. Kresak, 1977), where roughly 50% of the mass is in
the 4 largest objects, with 1/3 that is in Ceres. Over the history of the Solar System, it has potentially been depleted by
the following effects. (1) Over the last 4 Gyr dynamical chaos in the current structure of the Solar System has removed
about ∼ 50% of the mass of the Asteroid Belt (Minton & Malhotra, 2010). Vesta’s crust indicates that the Asteroid
Belt population was only modestly larger than it is today at the time the mean collision velocities were pumped up to
5 km/s (i.e. the current mean impact velocity in the main belt region; Bottke Jr et al. (1994)). If the Asteroid Belt had
substantially more 30 km-sized planetesimals in it over the last 4 Gyr than it has today, Vesta would be expected to
have more than 1 large basin (Bottke Jr et al., 2005b,c; O’Brien & Greenberg, 2005). If planetesimals were “born big”
(Morbidelli et al., 2009), i.e. & 80km, this suggests that collisional evolution should not be particularly important in
removing material; at least not more than a factor of a few. The late Jupiter-Saturn interaction in terms of reshuffling
of the Giant planets likely depleted the Asteroid Belt by a factor of ∼ 2 to ∼ 10 (Minton & Malhotra, 2010). If the
Grand Tack happened (Walsh et al., 2011), then only few times 10−3 to a few times 10−4 of the population would have
survived (ignoring newly implanted plantesimals from other regions; see e.g. Fig. 7 in Morbidelli et al., 2015). One
should also note that in this model the C-complex asteroids, which comprises about 75% of the asteroids (Gradie et al.,
1989) and includes Ceres, are implanted from the outer Solar System. But these modifications are swamped by the
uncertainty in the clearing rate on the migration efficiency. If pebble accretion plays a crucial role for the growth of
large asteroids (> 200km in diameter), then this also would reduce the âinitial massâ of planetesimals that is needed.
This effect probably would be a factor of ∼ 2 (Johansen et al., 2015).
Bottom line: ∼ 2 ·10−3 M⊕ (4 times current mass) to ∼ 5M⊕
3.2.4 Giant Planet Forming Region (possibly) 4−15au
This region could also have an inner (outer) edge that is further in (out). But this would not change the constraints
dramatically.
The lower mass limit of Saturn’s core is around 8− 9M⊕ (Saumon & Guillot, 2004; Helled & Schubert, 2008),
Jupiter’s core has at least 7M⊕ (Wahl et al., 2017). So far, we do not know how much of this mass was originally in
planetesimals from the given region. Hence, for the lower limit, we will ignore Saturn and take 50% (assuming that
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Figure 3.2: As Fig. 3.1 but converted into column densities, assuming a power-law shape ∝ r−2.25 (see Eq. (37) of Lenz
et al. (2019) for a motivation). The blue (orange) line shows (three times) the minimum mass Solar Nebula profile for solids
(Weidenschilling, 1977b; Hayashi, 1981).
the other half stems from pebbles, Bordukat, 2019) of the lower mass estimate from Wahl et al. (2017) which gives
3.5M⊕.
In order to reach critical masses for strong gas accretion, around 5 times the mass of the MMSN seems to be needed
(Thommes & Duncan, 2006, these simulations used planetesimals of 20 km in diameter). This leads to 132 M⊕ within
4 to 15au. Assuming that 50% of the mass was contributed by pebbles (Bordukat, 2019), the lower limit would be
around 66 M⊕. This lower limit is still high. But desublimation effects just outside the ice line can lead to a pile-up in
planetesimals by a factor of ∼ 5 (Dra˛z˙kowska & Alibert, 2017; Schoonenberg et al., 2018). This effect is not included
in this work.
Raymond & Izidoro (2017) found that ∼ 10% of the asteroids around the giant planets were scattered into the
asteroid belt. So in order to explain the mass of C-type asteroids in the Asteroid Belt, there probably had to have been
around few times 10−2 M⊕ of asteroids in the giant planet forming region. This value would be the absolute minimum
for this region.
Bottom line: ∼ 66 M⊕ to unknown high mass
3.2.5 The Nice Disk ∼ 15−30au
In order to match the observed structure of the Kuiper Belt, where many objects are in resonance with Neptune, out-
ward migration of the giant planets is the preferred explanation. For this type of outward migration, planetesimal
driven migration is the leading explanation (Fernandez & Ip, 1984; Malhotra, 1995; Thommes et al., 1999). A com-
prehensive model explaining how this outward planetesimal driven migration could have occurred is the Nice Model
(Tsiganis et al., 2005; Morbidelli et al., 2005; Gomes et al., 2005). In this model the giant planets initially formed
closer to the sun than their current locations and migrated outwards due to interactions with a planetesimal disk which
is known as “the Nice disk”. Even though the details of the model have been changed (e.g. Morbidelli et al., 2007;
Levison et al., 2011), a number of features in the small body reservoirs of our Solar System can be explained if this
population did initially exist and the planets migrated through it. We give a few examples:
• Jupiter’s Trojans: Calculations showed that a mass of around ∼ 35 M⊕ can agree with the current population of
the Jupiterâs Trojans (Morbidelli et al., 2005). With a newer variation, known as the Jumping Jupiter Model,
good matches are found with planetesimal disk masses ∼ 14−28 M⊕ (Nesvorny` et al., 2013).
• Kuiper Belt: Models with grainy migration of Neptune with a disk mass of ∼ 20 M⊕ (1000 Pluto sized objects)
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match the detailed characteristics of the objects in the 3:2 resonance (Nesvorny` & Vokrouhlicky`, 2016).
• Comets: Gas drag prevents km-sized planetesimals from being scattered into the Oort Cloud while the gas disk
is still around (Brasser et al., 2007). This suggests that the long period comets were scattered into the Oort
cloud after the gas disk went away, a natural outcome of something like the Nice Model. An initial population
of around 30 M⊕ is needed to populate the Oort Cloud (Dones et al., 2004), however the existence of more
massive planets in the inner Oort Cloud (e.g. a planet 9, Batygin & Brown, 2016) could decrease the required
reservoir size. However, since comets could have potentially been shared between stars in the birth cluster under
favorable conditions, it is possible comets are not a reliable constraint (Levison et al., 2010).
• Ice giant ejection: In the models in which an ice giant is ejected from the Solar System, the best overall structure
of the Solar System, for example surviving terrestrial planets, need ∼ 20 M⊕ that are in planetesimals (Nesvorny`
& Morbidelli, 2012).
Additionally, it has been found that the column density profile of planetesimals has a minimal effect on the outcomes
for a relatively broad range of power-laws. This was tested by Batygin & Brown (2010) for Σp ∝ r−k, where k = 1 . . .2,
with inner edge rin ∼ 12au and outer radius rout = 30au. The Nice scattering occurred after the disk went away so
that pebble accretion could have increased the total mass of the Nice disk. However, because the disk was very likely
flaring in the outer regions, it is unlikely that pebble accretion was efficient and increased the total mass in this regions
more than a factor of ∼ 2 (Lambrechts & Johansen, 2012).
Bottom line: ∼ 10 M⊕ seems to be needed
3.2.6 The Cold Classical Kuiper Belt ∼ 30au−50au
There is a population of objects in the Kuiper belt with low eccentricities and inclinations which look as they are not
transplanted, though likely to be primordial. Observations indicate that the mass of the current classical population is
8 ·10−3 M⊕ (Fuentes & Holman, 2008).
If the larger KBOs were formed by coagulation from small planetesimals, there must have been significantly more
mass in this region in the early stages. For instance, Pan & Sari (2005) suggested that the high end size distribution
could be matched by collisional evolution. However, if one combines more modern description laws with the need to
preserve wide binaries, one cannot match the observed population in this type of collisional environment. Therefore,
this suggests that planetesimals formed as large bodies and that the total mass of the cold classcial Kuiper Belt objects
(CKBO), dominated by bodies larger than diameters of ∼ 100km has not evolved significantly (Nesvorny` et al., 2011).
The Nice migration may have dynamically depleted the Kuiper Belt by up to an order of magnitude (Morbidelli
et al., 2008). Singer et al. (2019) found a lack in small craters on Pluto and Charon, indicating that planetesimals in
the Kuiper Belt are not a collisionally evolved population, or that collisions destroyed small planetesimals.
Bottom line: 0.008 to ∼ 0.1 M⊕
3.2.7 Beyond 50au
A radial distance of roughly 50au appears to be a real edge to the cold classical Kuiper belt (Jewitt et al., 1998;
Trujillo & Brown, 2001; Fuentes & Holman, 2008). If there would be a population with similar size and albedoâs
to the observed KBO at 60au, it’s mass cannot be more than 8% of the observed KBOs as otherwise it would have
been detected (Fuentes & Holman, 2008). There are small bodies with semi-major axes greater than 50au in the Solar
System but most of them are dynamically coupled to the giant planets, suggesting that they have been scattered into
their large orbits. Hence, they do not represent primordial orbits. A possible exception to the objects coupled to giant
planets are the Sedna type objects (Brown et al., 2004) but these objects are on highly eccentric orbits, suggesting that
they were scattered to their current locations and only decoupled from the rest of the Solar System after being scattered
outward, e.g. by the tidal influence of the Sunâs birth cluster (Brasser et al., 2006, 2007; Kaib & Quinn, 2008; Brasser
et al., 2012).
Bottom line: No evidence that anything formed at these distances initially
3.3 The Model
We use a new python based code version of Birnstiel et al. (2010) called DustPy (Stammler & Birnstiel, in prep.).
This code allows to compute radial motion and growth of particles as well as gas evolution. DustPy is a 1-d (radial)
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code with analytical vertical integration, solving the Smoluchowski equation (von Smoluchowski, 1916) for particle
growth. For more details see Birnstiel et al. (2010). In the following we are describing basics of the dust model, a
simple accretion heating model. The sink term we have chosen for the gas due to photoevaporative winds is shown in
Appendix B.1.
3.3.1 Basics
For simplicity we assume spherical compact particles with mass m = (4/3)piρma3, where ρm is the material density
and a the particle radius. Epstein (1924) derived a friction force under the condition that a λg and vrel  vth for
spherical particles
FD = −4pi3 a
2ρgvthvrel. (3.1)
The drag force particles feel while moving through a fluid (a λg) is
FD = −CD2 pia
2ρgvrelvrel, (3.2)
ρg being the gas mass density and vrel the relative velocity to the gas. CD is called the drag coefficient. This drag law
was already found for the impact of air on the falling motion of hollow glass spheres by Newton (1729) in section
2 and 7 of his second book, having the same form of equation but with a constant drag coefficient, where inertia is
dominant over viscous forces. The first formulation of this drag formula in the form FD = a2ρgvrel2 · f (Re) — here CD
is given by some function depending on the Reynolds number
Re = 2avrel/νmol, (3.3)
with molecular viscosity νmol — was given by Rayleigh (1892). The drag coefficient is for Re ≤ 2 · 105 given by
(Cheng, 2009)
CD =
24
Re
(1 + 0.27 ·Re)0.43
+ 0.47
[
1− exp
(
−0.04 ·Re0.38
)]
.
(3.4)
The molecular viscosity for hard spheres, neither attracting nor repulsing, is roughly given by
νmol =
1
2
vthλg (3.5)
(Chapman, 1916, see his Eq. (249)), where the gas mean free path is
λg =
1√
2
1
ngσg
(3.6)
and we further assume that the geometrical cross section σg is given by that of molecular hydrogen
σH2 = 2 ·10−15 cm2.
Massey & Mohr (1933) pointed out that this classical approximation is good enough for helium and hydrogen over
a large range of temperatures (see their table III on p. 450), i. e., quantum mechanics is not required. For cold
temperatures (∼ 10K) quantum mechanics is important, but these temperatures are typical for the outer disk where the
gas density is so low that particles are in the Epstein drag regime anyway.
We define the stopping time as
τs = mvrel/FD, (3.7)
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following Whipple (1972). According to Newton’s second law it is
v˙rel = −vrel/τs, (3.8)
i. e., τs is the time for the velocity of the particle relative to the gas to be reduced from vrel to vrel/e. How well particles
are coupled to the gas is described by their Stokes number which we define by
St := Ωτs, (3.9)
where
Ω =
√
GM?
r3
(3.10)
is the Keplerian frequency. Since the Stokes number is the ratio of the stopping time, at which particles couple to the
gas, and the dynamical gas timescale, small values (St 1) mean that particles are coupled to the gas. Large values
(St 1) indicate that particles are decoupled from the gas. I.e., particles are coupled to the gas motion in less than an
orbit for St 1 and large Stokes numbers (St 1) would need many orbits to synchronize to the gas motion. If the
mean free path of gas molecules λg is large enough, particles are in the Epstein drag regime. If λg is small compared
to the particle radius a, they are in the fluid regime. The transition between the two regimes occurs around2 λg = 4a/9.
The Stokes number is thus
St
Ω
=

ρma/(ρgvth) , Epstein (λg ≥ 4a/9)
8/(3CD)
ρm
ρg
a
vrel
, Fluid, Re ≤ 2 ·105 . (3.11)
If the fluid regime is reached, we follow Birnstiel et al. (2010) and assume to be in the Stokes drag law regime, i. e.,
CD = 24/Re (3.12)
for Re ≤ 1 (Stokes, 1851, his Eq. (126)). If λg < 4a/9, this leads to
St =
2
9
ρm
ρg
a2Ω
νmol
. (3.13)
This way the velocity of particles, their relative velocity to the gas, and the Stokes number don’t have to be solved
iteratively together.
3.3.2 Column Densities
We make use of the definition of the column density as the mass per 3-dim volume, density ρ, vertically integrated
over height z of the disk,
Σi :=
∞∫
−∞
ρi dz = 2
∞∫
0
ρi dz (3.14)
where i = {d,g,p} can be dust (d), gas (g), and planetesimals (p). We use Σd as the column density including all solid
particles without planetesimals. If it has St as argument, it is the column density of particles with this Stokes number.
Following Birnstiel et al. (2010), we define the dust column density distribution per logarithmic bin of grain radius a
as
σd(r,a) :=
∞∫
−∞
na(a,r,z)m(a)a dz, (3.15)
2Following Weidenschilling (1977a), this condition can be obtained by setting either the stopping time in the Stokes drag law and the Epstein
drag regime or the two drag forces equal and making use of Eq. (3.5).
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where na is the number density per grain size bin. This way knowledge of the used size grid is not needed and the total
dust column density is given by
Σd(r) =
∞∫
−∞
σd(r,a) dlna. (3.16)
As initial condition for the gas we use the self-similar profile (Lynden-Bell & Pringle, 1974)
Σg(r) =
(2−γ)Mdisk
2pirc2(1 + Z0)
(
r
rc
)−γ
exp
−( rrc
)2−γ, (3.17)
where Z0 = Σd/Σg is the initial solid-to-gas ratio in terms of column densities. The initial dust column density is then
given by Z0Σg(t0).
3.3.3 Drift velocities
Particles, such as tiny dust grains up to boulders, are embedded in the gas disk. In force balance of gravity from the
central star and centrifugal force, particles move on Keplerian Orbits. The action of the gas pressure gradient on the
particles can be neglected because the internal density of the particles is so much larger than the gas density. The gas
does feel gravity, centrifugal force, and the pressure gradient force. If these forces balance each other, the gas moves
on slightly sub-Keplerian orbits. Particles with St . 1 are coupled to the gas, thus they feel a centrifugal deficiency
due to sub-Keplerian gas motion and drift radially inward. As long as St < 1 this leads to a stronger radial drift for
increasing St. If the particle Stokes number is larger than unity, they decouple from the gas and feel a headwind from
the surrounding gas. The mass-to-surface ratio increases with size and this effect becomes weaker for increasing St
(i. e. increasing stopping time τs). The steady-state solution for radial drift reads (Nakagawa et al., 1986)
vdrift =
St
St2 + (1 +ρd/ρg)2
hg
r
∂ ln P
∂ lnr
cs (3.18)
which reduces to
vdrift =
St
St2 + 1
hg
r
∂ ln P
∂ lnr
cs (3.19)
for low dust-to-gas ratios (Weidenschilling, 1977a). We use the latter expression for this work to save computation
time.
3.3.4 Planetesimal Formation Rate
For the planetesimal formation rate we follow Lenz et al. (2019). The model is based on the idea that pebble traps
appear and disappear on a given timescale. In those pebble traps pebble clouds can then collapse to planetesimals. In
this model, the pebble flux (in mass per time)
M˙peb := 2pir
∑
Stmin≤St≤Stmax
∣∣∣vdrift(r,St)∣∣∣Σd(r,St). (3.20)
is transformed into planetesimals over a conversion length `:
Σ˙p(r) =
M˙peb
2pir`
= ε
M˙peb
2pird
. (3.21)
We assume that this conversion length is proportional to the gas pressure scale height hg. Mass conversion from
pebbles to planetesimals according to this recipe is only allowed if the condition
ετlM˙peb > mp. (3.22)
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Figure 3.3: Illustration of Eq. (3.30) for Stmin = 0.01 and Stmax = 10.
is fulfilled, where mp is the mass of a single 100km planetesimal and τl is the lifetime of traps. In this Chapter, we
assume that τl = 100 torb for all simulations. ε is the efficiency with which pebbles are transformed into planetesimals.
For more details we refer to Lenz et al. (2019). With help of the mean radial trap separation d, one can relate this
parameter to the conversion length, ` = d/ε. The jump from pebble-size to objects 100km in diameter is a direct
result of the particle diffusion timescale within the particle cloud and the collapse timescale (Klahr & Schreiber, 2015;
Schreiber, 2018; Gerbig et al., 2020).
3.3.5 Comparison to other Planetesimal Formation Rate Models
The model for the planetesimal formation rate from Lenz et al. (2019) differs from other models. In Lenz et al.
(2019) planetesimal formation is regulated by a conversion length scale. Particles that are drifting are converted
into planetesimals. The conversion length scale depends on the radial density of pebble traps and the efficiency of
concentrating particles and converting pebble clouds into bound objects. Dra˛z˙kowska et al. (2016) and Schoonenberg
et al. (2018) suggest models for which planetesimal formation occurs with a certain efficiency per orbit from the local
particle density. These models do assume that particles are not trapped while drifting. Potentially, an equivalent
situation could be reached for explicit traps that build up and vanish on a given timescale everywhere in the disk with
some average radial distance to each other. Lenz et al. (2019) parameterized this via the conversion length `, see
Eq. (3) in their paper.
Adding a gas gap to the simulation, Stammler et al. (2019) used the model of Schoonenberg et al. (2018) to produce
planetesimals just outside this gap and were able to reproduce the observed optical depth of HD 163296.
Eriksson et al. (2020) used the criterion from Yang et al. (2017) and assumed that all the available local mass
is transformed into planetesimals once the condition is met for which particles in the midplane can concentrate to
particle-to-gas mass ratios of more than 10.
For further discussion of other planetesimal formation models see e.g. section 5.2 of Lenz et al. (2019).
3.3.6 Advection-Diffusion Equation
The particle diffusion coefficient Dd for species i can be estimated with help of the gas diffusion coefficient
Dg = αtcshg (3.23)
as (Youdin & Lithwick, 2007)
Did =
Dg
1 + St2i
. (3.24)
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This means small particles are diffused with the gas and larger particles are less influenced by gas diffusion. As first
described by Fick (1855, p. 66), reviewed in more modern notation of equations by Tyrrell (1964, his Eq. (1)) and
derived from fundamental principles by Reeks (1983, his Eq. (25))3 the diffusive flux is given by
J idiff = −Did∇ρdi (3.25)
(see also Cuzzi et al. (1993)) which gives the z-integrated version in radial direction
jidiff,r = −
∞∫
−∞
Did
∂ρd
i
∂r
dz ≈ −Did
∂Σid
∂r
. (3.26)
In the last step we used that due to the Gaussian shape of ρdi in z-direction, the highest contribution of the integral
comes from the region within [−hid,hid] within which the gas density does not change by much (especially because
hid < hg). If the gas density is roughly constant, also the particles Stokes number stays roughly constant. If at z = h
i
d the
temperature is similar to the one of the midplane, Did can be considered as z-independent. As long as these conditions
are met, the right hand side of Eq. (3.26) gives a good approximation. Since particles exhibit diffusive mixing due to
turbulent gas motion, they are not able to move faster than the turbulent gas motion driving it. This maximum diffusion
speed can be estimated to be (Cuzzi et al., 2001)
vmax ' √αtcs. (3.27)
We would like to point out that in the expressions in e. g. Desch et al. (2017), which are based on Morfill & Völk
(1984), the diffusive flux is not given by
jidiff,r , −DidΣg
∂
∂r
ΣidΣg

This expression is strictly spoken only valid for small particles, which couple to the gas motion on timescales shorter
than the correlation time of the fastest turbulent eddy τKolmogorov , i.e. the smallest eddy at the dissipation scale of
turbulence (Kolmogorov scale) τs < τKolmogorov or for constant gas densities. Otherwise, Eq. (3.26) should be used.
Unfortunately, we do not know the value of τKolmogorov. For further details on the different turbulence regimes see e.g.
Ormel & Cuzzi (2007). The difference between the two diffusion terms can be significant if the gas density drops
quickly as it is the case for gap opening due to photoevaporation. Despite Dubrulle et al. (1995) used this diffusive
flux for the vertical direction (z derivative instead of r derivative), their result for the particle scale height is still valid
since the gas density does not change much in vertical direction within one particle scale height. By making use of
Eq. (3.26), the advection-diffusion equation reads
∂Σid
∂t
+
1
r
∂
∂r
r
Σidvir−Did,eff ∂Σid∂r


= − fStε
d
∣∣∣∣vidrift∣∣∣∣Σid · θ(M˙peb− M˙cr).
(3.28)
Here, θ(·) is the Heaviside function and
M˙cr :=
mp
ετl
(3.29)
is the critical pebble flux to allow planetesimal formation (Lenz et al., 2019). We introduce a smoothing function for
3Note that in some works the diffusive flux is written in a form where it is proportional to the gradient of "concentration" which is meant in the
sense of mass per volume—not mass over mass fraction. In our notation this is given by the density ρ.
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the Stokes number dependency of the efficiency parameter ε
fSt =
{[
exp
(
−12 · (lg (St)− lg (Stmin/2)))+ 1]
×
[
exp
(
12 · (lg (St)− lg (2Stmax)))+ 1]}−1 . (3.30)
This pre factor is displayed in Fig. 3.3. The idea is to smooth out the strong dependence on the fragmentation speed—
which is similar as the idea presented in Windmark et al. (2012b), where particles have a velocity distribution.
The evolution of the gas follows is given by (Pringle, 1981)
∂Σg
∂t
=
3
r
∂
∂r
[
r1/2
∂
∂r
(
νΣgr1/2
)]
+Σ˙w, (3.31)
where Σ˙w is a loss term due to photoevaporative winds. The photoevaporation model is based on Picogna et al. (2019)
and described in Appendix B.1. For the viscosity ν we choose the turbulent viscosity according to Shakura & Sunyaev
(1973) which is the same expression as Eq. (3.23).
3.3.7 Temperature Model
In order to calculate the midplane gas temperature, one needs the contribution from radiation (internal and external)
as well as from accretion heating. From pure radiation heating (e.g., Armitage, 2010, his section 2.4.2) one obtains
Trad =
(
L?
4piσSBr2
θ+ T 4bg
)1/4
, (3.32)
where θ ≈ tanθ ≈ hg/r ≈ 0.04 (e.g. Chiang & Goldreich, 1997; Pfeil & Klahr, 2019). We set the background tempera-
ture due to external sources to Tbg = 10K.
Gough (1981) gives a luminosity evolution of the sun according to
L?(t) =
L
1 + 2/5 · (1− t/t) . (3.33)
As the age of the sun is roughly t ≈ 4.6 ·109 yr and our simulations run for a few 106 yr, we can make the approximation
L? ≈ 5L/7 ≈ 2.73 ·1033 ergs−1.
For pure accretion heating (i.e. ignoring radiation heating for the moment), the midplane temperature that would be
produced locally, without taking optical depth effects into account and assuming that Tacc ∝ c2s , can be calculated as
(Nakamoto & Nakagawa, 1994; Pringle, 1981)
Tacc =
αtΣgΩ 9kB8mgσSB
1/3 . (3.34)
Following Ostriker (1963) and Armitage (2010, his Eq. (3.37)), we approximate the midplane temperature due to
accretion and radiation heating as
T =
(34τR + 1
)
T 4acc + T
4
rad
1/4 . (3.35)
The Rosseland optical depth τ is approximated by
τR ≈ κR 12Σd, (3.36)
where κR is the size and wavelength averaged Rosseland opacity (Birnstiel et al., 2018) that is calculated in every time
step based on the local size distribution and Σd is the column density of all particles except planetesimals. We use this
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Table 3.1: Parameters that are checked in this study. Standard values are marked in gray. Those for the second fiducial
set are shown in bold. Disk mass Mdisk, characteristic radius rc, viscosity power-law index γ which is also the power-law
index of the column density of our initial condition for r  rc, breakup speed of grains vf , initial dust-to-gas ratio Z0, trap
formation time τf , turbulent viscosity parameter αt, planetesimal formation efficiency ε, and X-ray luminosity LX. For
comparison, the disk mass of the MMSN is roughly 0.013M. In a separate row, we highlight our most appealing case
which includes a simple model for accretion heating that is not used in all other simulations.
Mdisk [M] rc [au] γ vf [cms−1] Z0 τf [torb] αt ε LX [ergs−1]
0.02 10 0.5 100 0.001 0 10−5 0.01 0
0.05 20 0.8 300 0.003 300 10−4 0.03 3 ·1028
0.10 35 1 1000 0.0134 600 10−3 0.1 1029
50 1.2 0.02 1000 10−2 0.3 3 ·1029
100 1.5 0.03 1 1030
1031
0.10 20 1 200 0.0134 1600 3 ·10−4 0.05 3 ·1029
accretion heating model only for some further test cases. For the majority of presented simulations in the main text,
we stick to radiation heating only, see Eq. (3.32).
3.3.8 Analyzed Parameters
For the total disk masses we used values between the MMSN (0.013 M) and roughly the critical value at which disk
fragmentation can occur, ∼ 0.1 M (Toomre, 1964; Goldreich & Lynden-Bell, 1965). However, for collapse due to the
disks own gravity also the cooling time is important as an additional criterion (Baehr et al., 2017).
The disk size, which is roughy given by the characteristic radius rc of our initial condition, spans from 10au to
100au, based on observations (Andrews et al., 2010).
For the viscosity power law index γ we also allowed extreme cases, i.e. 0.5 ≤ γ ≤ 1.5, and made the turbulence
parameter disk radius dependent for the cases γ , 1:
αt = α0
(
r
rc
)g
, (3.37)
where g = γ+ q−3/2 and T ∝ r−q.
For the fragmentation speed, recent work by Musiolik & Wurm (2019) indicated that the value should be around
1ms−1. We still analyze values up to former default values of 10ms−1.
Values for the solar metallicity span from Z = 1.34% (Asplund et al., 2009) to Z = 2% (for a review see Vagnozzi,
2019). We will use Z = 0.0134 as our fiducial initial dust-to-gas ratio.
For the trap formation time τf we took typical values of disk instabilities to evolve significantly such as the con-
vective overstability, vertical convective instability, subcritical baroclinic instability, or vertical shear instability (Pfeil
& Klahr, 2019), as well as Hall MHD (Bai & Stone, 2014; Béthune et al., 2016). The values can span from a few
hundred to thousands of orbits, depending on how fast the instability evolves and how fast it can then also create
pressure bumps. Therefore, we should also consider the viscous timescale
τvisc ∼ 1
αtΩ
=
torb
2piαt
(3.38)
(e.g. Armitage, 2010) on which structures could form. For example, for αt ∼ 10−4 this would give ∼ 1600torb.
We look at turbulence levels that represent an almost laminar case (αt = 10−5) up to a very turbulent state (αt = 10−2).
For the planetesimal formation efficiency, here defined as ε = 5hg/`, we rely on numerical experiments in order to
judge whether values are high or low. We found that ε = 0.3 is already high in the sense of having almost all the mass
that was originially in dust in planetesimals in the end of the simulations, see Fig. 3.4. If this ratio is around 0.1, we
consider the efficiency to be rather low, which is the case for ε ≈ 0.01.
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X-ray luminosities are found in the range (Güdel et al., 1997; Vidotto et al., 2014)
1028 . LX/(erg/s) . 1031. (3.39)
Table 3.1 summarizes all the different parameters that we checked for this Chapter.
3.4 Results
3.4.1 Effect of Planetesimal Formation Efficiency
Before analyzing the results of all nine different disk parameters, we would like to concentrate on the planetesimal
formation efficiency first. Since many processes that we do not fully understand yet are hidden in this parameter, we
first have to clarify which values are rather low or high. In the left panel of Fig. 3.4 we show for the first fiducial
parameter set the final mass in planetesimal within a given disk region over the total initial dust mass as a function
of planetesimal formation efficiency. All simulations were stopped at 10Myr or when essentially all the gas was
drained. One can identify a linear regime for small ε which makes sense since the formation rate scales linearly with
this parameter (Eq. (3.21)). For very high efficiency values, the mass in all the shown regions should reach a plateau
as then the planetesimal profile should be very close to the initial condition of the dust. For an extreme case, the
conversion length is infinitaly small and pebbles are all instantly transformed into planetesimals. Once a critical large
value of ε/d is reached, basically the initial structure is reproduced which leads to a plateau in this plot. Now that we
understood the extreme cases, a consequence would be a sweet spot, i.e. for a given efficiency the final planetesimal
mass reaches a local maximum. This behavior can be described by looking at timescales. How fast planetesimals can
be build locally from pebbles is determined by the planetesimal formation timescale
τptes =
Σpeb
Σ˙p
=
`
vdrift
. (3.40)
At the same time pebbles are removed from their location by radial drift which is happening on the drift timescale
τdrift =
r
vdrift
. (3.41)
If τptes < τdrift, pebbles are transformed faster into planetesimals than particles are removed from their location by
radial drift, i.e. the planetesimal profile becomes closer to the initial dust profile. Setting those timescales equal and
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Figure 3.4: Final mass that is in planetesimals within a given disk radius shown in the legend normalized to the initial total
disk dust mass as a function of planetesimal formation efficiency. Defining ε = 5hg/`, where ` is the conversion length over
which pebbles are transformed into planetesimals. The vertical dashed lines show the predicted maximum at the outer edge
of the considered zone, respectively. I.e., the blue dashed line shows the predicted maximum at 1au and the purple line at
50au. This plot shows ε variations from the first fiducial run (gray values in Tab. 3.1) in the left panel and from the second
fiducial run in the right panel (bold values in Tab. 3.1).
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Figure 3.5: Top panels: planetesimal (solid), gas (dashed), and total dust (dotted) vertically integrated density profiles at
different times. Bottom panels: The same quantities are shown but as a function of time for three different disk locations.
Both fiducial simulations are compared, where the first (gray values in Tab. 3.1) is shown in the right and the second (bold
values in Tab. 3.1) in the left panels.
making use of ` = ε/d, one obtains
ε =
d
r
(3.42)
which means that, for a fixed location in the disk, only the gas temperature matters since d ∝ hg ∝
√
T . Starting from
very low ε, the mass increases linearly until the sweet spot where planetesimal formation and drift occur on similar
timescales. If ε is increased even more, pebbles are transformed into planetesimals before they can significantly drift,
leading to a profile that is the closer to the initial dust profile the higher ε.
However, considering the simplicity of the estimate for the maximum, the prediction works surprisingly well for
both parameter sets (compare the left and right panels of Figure 3.4). The difference in the shape of the curves may be
related to whether the disk is mostly limited by drift or fragmentation as well as the mass budget in pebbles. For the
fragmentation limited case, material stays longer within a certain region in the disk as fragmentation events force to
start growing again from tiny very slowly drifting dust grains or small dust being swept up by larger grains. As can be
seen in Figure 3.6, the high fragmentation speed in the first parameter set allows the disk to be mostly fragmentation
limited in the inner disk and drift limited in the outer disk over the typical time span of planetesimal formation.
However, for the second parameter set the fragmentation speed is so low that during the time of planetesimal formation
basically the entire disk is fragmentation limited. Also compare to the findings of Birnstiel et al. (2012) that did not
include planetesimal formation.
The vertical purple lines in Figure 3.4 mark the point beyond which all the initial dust mass has ended up in
planetesimals since there is not much planetesimal mass outside of 50au and since this is a prediction for the maximum
in mass at 50au. For the radial positions further in the required planetesimal formation efficiency to reach a maximum
in mass is even smaller.
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Figure 3.6: Local particle flux in Earth masses per year resulting from pure radial drift per size bin (color) as a function of
Stokes number and disk radius. Here, we show the first fiducial run in the left panels (gray values in Tab. 3.1) and the second
fiducial run (bold values in Tab. 3.1) in the right panels, both at three different snapshots. The orange (purple) line shows the
fragmentation (drift) limit and the gray line the threshold Stokes number required to participate in planetesimal formation
(but see the smoothing function Eq. (3.30)). Particles in the region below the dashed white line have positive total radial
velocities, i.e. are moving outward. For the simulation shown in the left panels, outside of ∼ 10au the disk is limited by
drift over the majority of the time of planetesimal formation. For the simulation shown in the right panels, the disk is mostly
limited by fragmentation.
3.4.2 Deeper analysis of special cases
In this section we will focus on the two fiducial runs and the most appealing simulation, where only the latter contains
a simple model for accretion heating that we described in section 3.3.7. Fig. 3.5 shows the time evolution of the gas,
dust, and planetesimal profiles (top panels) as well as the local values of these at three different disk radii (bottom
panels). The kink in the planetesimal profiles (solid lines) and dust profiles (dotted lines) inidcate the possition of the
water ice line in the given simulation. Interior to the water ice line it is assumed to lose water ice due to sublimation.
Fig. 3.5 compares both fiducial runs (see gray and bold values in Tab. 3.1). Those two simulations have two major
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Figure 3.7: Total planetesimal mass as a function of time for the first sample (gray values in Table 3.1). The fiducial values
for this set of simulations is shown as header of the plot. In each panel the simulation with all those parameters is shown as
dashed gray line. The solid lines with colors show simulation results where only one parameter of the set was changed. The
gray area shows values more massive than the solids of the MMSN (Weidenschilling, 1977b; Hayashi, 1981).
differences. For the first fiducial run we used a turbulence strength parameter of αt = 10−3 and a fragmentation speed
of vf = 10ms−1, whereas the second fiducial run we have set αt = 10−4 and vf = 1ms−1. Despite the fact that for the
latter case both values are one order or magnitude smaller compared to the former, the smaller vf in the second fiducial
run leads to much smaller maximum particle sizes since the fragmentation barrier scales quadratically with vf but only
inversely linear with αt (Birnstiel et al., 2012). As a result, in the second parameter set almost the entire disk is limited
by fragmentation over the major time of planetesimal formation while the first becomes drift limited much faster (see
Figure 3.6). In Fig. 3.5 one can also see that higher αt let the disk spread faster where material is removed in the very
outer regions due to the constant external FUV sink term that we used.
Figure 3.6 shows the particle flux for particles of different sizes in the Stokes number space as a function of disk
radius at three different snapshots. The fragmentation (red lines) and drift limit (purple lines) set the maximum size
of the flux dominating particle species. The horizontal gray line marks the Stokes number beyond which particles are
assumed to contribute to particle trapping and planetesimal formation, see also Fig. 3.3. Within ∼ 3au, some particles
have higher Stokes numbers forming a kink feature because they enter the Stokes drag regime (see Figure 3.6 and
B.7). However, it looks much less extreme in the grain size space.
More details on the special case including accretion heating can be found in Appendix B.2, where we show the time
evolution of the pebble flux and of the planetesimal, dust, and gas profiles.
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Figure 3.8: As Fig. 3.7 but for the second sample (variations to the bold values in Table 3.1). The fiducial run just produces
enough planetesimal mass in the disk to reach the MMSN mass in solids even though the disk mass is at the high end
already. From this point of view, one needs either a higher initial dust-to-gas ratio, a higher planetesimal formation
efficiency, or a larger fragmentation speed. For the bottom left panel, no line is visible for αt = 0.01 as no planetesimals
are formed in that case.
3.4.3 Mass Evolution
It might be a valuable information if and when the total mass in planetesimals saturates. This saturated mass can be
compared with the MMSN solid mass. If this mass is not reached, we consider the parameter set of that simulation to
be unable to reproduce the Solar System as usually several times the MMSN are needed in order to get results that are
comparable to the Solar System. Figures 3.7 and 3.8 show the time evolution in mass of the first and second sample,
respectively. In each panel only one parameter was changed compared to the ficucial parameter set shown in the title
of both figures. The final value of the time evolution of the total disk mass that is in planetesimals can be compared
to the minimum mass for the solar nebula based on Weidenschilling (1977b) and Hayashi (1981). The required mass
for initial planetesimals is marked as gray regions. If the final mass is below the gray region for a given parameter
set, this set can be excluded for the solar nebula. In both figures one can see that initial dust-to-gas ratios of 0.003
and lower are not able to lead to the MMSN mass in planetesimals. A fragmentation speed of vf = 102 cms−1 seem
to be a critical value under which the MMSN mass cannot be reached unless the initial dust-to-gas ratio Z0 > 0.0134,
the turbulence strength αt ≤ 10−4 (here this parameter ist also used for vertical and radial particle diffusion as well
as relative turbulent velocities), or ε > 0.03. For a disk starting with Mdisk < 0.1 M, ε or Z0 might need even higher
values to reach a final planetesimal disk mass more massive than the MMSN.
The yellow line in the middle lower panel of Fig. 3.8 shows a case of low planetesimal formation efficiencies
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Figure 3.9: Final (at 10Myr) planetesimal column density as a function of disk radius for the first sample (gray values in
Table 3.1). The fiducial values for this set of simulations is shown as header of the plot. In each panel the simulation with all
those parameters is shown as dashed gray line. The solid lines with colors show simulation results where only one parameter
of the set was changed. The gray areas represent the constraints that we described in sec. 3.2, where the mass in the given
region was translated into a column density, assuming a planetesimal profile ∝ r−2.25 (see Eq. (37) of Lenz et al. (2019)). For
the outermost region, we also overplotted a box ∝ r−8.
in a mostly fragmentation limited disk. In this case after about 105 yr photoevaporation allows another phase of
planetesimal formation after the planetesimal mass in the disk reached a plateau already. The same effect shows up for
high initial dust-to-gas ratios, see the case of Z = 0.03 in the centered panel of Fig. 3.8. In both cases the reason for the
second planetesimal formation phase is the higher mass budget. For low ε, particles survive longer in a fragmentation
limited disk since their average radial drift velocity is much slower due to disruptive collisions that replenish slowly
drifting dust grains and less mass is transformed into planetesimals. For Z & 0.03, the initial particle mass budget
is already so high that there remains enough mass for planetesimal formation at later times when photoevaoration
has removed a significant amount of gas mass. However, this effect of a second planetesmial formation phase only
occurs if the disk is mostly fragmentation limited, which applies for the results shown in Fig. 3.8 but not for those
shown in Fig. 3.7 in which case the disks are mostly drift limited. Additionally, the second planetesimal formation
phase induced by photoevaporation is not sufficient to reach the mass of the MMSN for low planetesimal formation
efficiencies, i.e. for ε . 0.01.
The first sample, shown in Fig. 3.7, leads to higher masses of the planetesimal population compared to the second
sample, shown in Fig. 3.8. The reason for this is that in the first sample grains can grow to larger sizes due to the
higher fragmentation speed. However, both samples used the parameterized planetesimal formation model of Lenz
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Figure 3.10: As Fig. 3.9 but for the second sample (variations to the bold values in Table 3.1). If ε is high enough,
photoevaporation does not change the result significantly. But it seems to have an effect for low ε, see yellow line in
the bottom middle panel of Fig. 3.8. In the top left panel we also plot the most appealing case as dotted line (last row in
Tab. 3.1).
et al. (2019), see Section 3.3.4. Again, in this model particle traps are only considered via parameters but the gas
profile is smooth, without pressure bumps or gaps, unless caused by photoevaporation. Pressure bumps in the gas
profile would lead to a reduction in radial drift speed, allowing particles to remain longer in certain disk regions (e.g.
Pinilla et al., 2012), even if these traps would appear and disappear on a given timescale. This could lead to longer
planetesimal formation and more impact of photoevapotation. However, this might not change the results significantly,
leaving the presented conclusions untouched.
3.4.4 Deep Parameter Analysis
By looking at the final planetesimal profiles for all nine parameters, we find a huge variety of possible parameters for
the Solar Nebula. It is reassuring that the model works not only for a very finely tuned subset of parameter choices.
Though the different parameters can influence each other, it is still possible to draw some conclusions. Table 3.2 shows
which parameters fail to fulfill the outer Solar System constraints or the MMSN mass. In Table 3.3 we present disk
parameter ranges that could potentially reproduce the Solar System. Those conclusions are based on Table 3.2. How
much mass the initial disk should contain depends on the fragmentation speed since the latter determines how much
mass is in particles with St & 0.01.
Our parameter analysis is based on Figs. 3.7, 3.8, 3.9, and 3.10. The last two of these figures show the column
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Table 3.2: Parameters that can be excluded to reproduce the Solar Nebula based on Figures 3.9, 3.10, 3.7, and 3.8. We
cannot exclude values for LX within the range we have checked. For all the simulations presented in this table we used LX =
1030 ergs−1. Here we concentrate on three constraints only: (1) the Cold Classical Kuiper Belt (CCKB) mass constraints, (2)
the necessary mass to fulfill the Nice disk condition, (3) and the minimum mass solar nebula (MMSN) mass. In each row we
highlight in bold those parameters that deviate from the default values.
Mdisk [M] rc [au] γ vf [cms−1] Z0 τf [torb] αt ε reason
0.05 ≥ 35 1 1000 0.0134 300 10−3 0.1 fails CCKB condition
0.05 20 1.5 1000 0.0134 300 10−3 0.1 fails CCKB condition
0.05 20 1 1000 ≤ 0.03 300 10−3 0.1 <MMSN; fails Nice disk
condition
0.05 20 1 1000 0.0134 < 300 10−3 0.1 fails CCKB condition
0.05 20 1 1000 0.0134 300 10−2 0.1 fails CCKB condition
0.05 20 1 1000 0.0134 300 10−3 ≤ 0.03 <MMSN (for ε . 0.01);
fails Nice disk cond.
0.05 20 1 1000 0.0134 300 10−3 & 0.3 fails CCKB condition
0.02 20 1 100 0.0134 1000 10−4 0.03 <MMSN; fails Nice disk
condition
0.05 20 1 100 0.0134 1000 10−4 0.03 <MMSN; fails Nice disk
condition
0.1 ≤ 10 1 100 0.0134 1000 10−4 0.03 fails Nice disk condition
0.1 ≥ 35 1 100 0.0134 1000 10−4 0.03 fails CCKB condition
0.1 20 0.5 100 0.0134 1000 10−4 0.03 <MMSN
0.1 20 ≥ 1.2 100 0.0134 1000 10−4 0.03 fails CCKB condition
0.1 20 1 < 100 0.0134 1000 10−4 0.03 <MMSN
0.1 20 1 100 ≤ 0.003 1000 10−4 0.03 <MMSN; fails Nice disk
condition
0.1 20 1 100 0.0134 0 10−4 0.03 fails CCKB condition
0.1 20 1 100 0.0134 1000 ≥ 10−3 0.03 <MMSN; fails almost
every cond.
0.1 20 1 100 0.0134 1000 10−4 ≤ 0.01 <MMSN; fails Nice disk
condition
0.1 20 1 100 0.0134 1000 10−4 & 0.3 fails CCKB condition
density profiles of the final planetesimal population. In each panel only one parameter is varied compared to the
fiducial parameter set (dashed lines). In the background the gray boxes represent the mass constraints discussed in
Sec. 3.2.
The initial characteristic radius rc has two major effects. One is the radial position beyond which the dust and
gas density drops exponentially. The second is that for smaller (larger) rc there is more mass in the inner (outer) disk
region. If the disk is too large, there is simply too much mass available around 40au and beyond to form planetesimals.
Too much mass in the outer disk then leads to violation of the upper CCKBO constraint. Whether this constraint is
indeed violated depends also on the initial disk mass, the planetesimal formation efficiency, the initial dust-to-gas ratio,
and the viscosity power-law index γ. However, for a narrow set of these four parameter, finding constraints for rc is
possible.
The fragmentation speed vf changes the outcome by a lot since the fragmentation limit depends quadratically on
this parameter. For vf & 10ms−1 γ ∼ 0.5 is actually beneficial due to the stronger density drop in the outer disk, see
orange line in the top right panel of Fig. 3.9. However, for vf & 1ms−1 one would need more than Mdisk & 0.1M to
create enough mass to build all planets, specifically in the inner disk part (. 15au), see orange line in the top right
panel of Fig. 3.10.
If vf < 1ms−1, too few or no particles with St& 0.01 would be formed which is the necessary Stokes number to make
trapping and collapse to planetesimals from pebble clouds work. Already with vf = 1ms−1 it is difficult to meet all
the constraints, especially a total mass in planetesimals larger than the minimum mass Solar Nebula (Weidenschilling,
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Table 3.3: Parameter ranges that could work for reproducing the Solar System.
Symbol Meaning Comments
Mdisk total disk mass Mdisk & 0.1M for vf ∼ 1ms−1 and Mdisk & 0.02M
for vf & 10ms−1
rc char. radius . 50au
γ initial inner column dust For vf & 10ms−1 γ ∼ 0.5−1. For vf & 1ms−1 and Mdisk & 0.1M,
and gas density power-law index γ ∼ 0.5 could work but γ ∼ 1 seems more likely
vf frag. speed & 1ms−1 to allow pebbles with St & 10−2 to form
Z0 initial dust-to-gas ratio 0.01 . Z0 . 0.03 works more or less equally well, whereas
Z0 . 0.003 fails
τf trap formation time Traps needed at least 300 torb to form outside of 50au or never
formed there
αt turbulence parameter αt ∼ 10−5−10−3 (or only up to a few 10−4 if vf ∼ 1ms−1)
ε planetesimal formation efficiency 0.002 < εhg/d . 0.06 (if ε and d/hg are constant)
LX X-ray luminosity For rc . 20au, photoevaporation does not affect the final
planetesimal profile significantly
1977b; Hayashi, 1981), see the lowest line in the middle left panel of Fig. 3.7 and the dashed lines in Fig. 3.8.
The initial dust-to-gas ratio Z0 determines how much mass is initially in particles but also the dust dynamics as a
low dust-to-gas ratio leads to a drift limited disk that looses particles quickly due to drift. Large Z0 of up to roughly
0.03 seem to allow fulfilling the mass constraints on initial planetesimals. However, values of . 0.003 lead to too little
mass in the final planetesimal population as can be seen in Figs. 3.7, 3.8, 3.9, and 3.10.
The more time particles have to drift from the region outside of ∼ 50au to the inner parts before planetesimal
formation, the better the CCKB constraints can be met. Alternatively, traps might not occur outside of 50au at all
(Pfeil & Klahr, 2019). From the simulations we conclude that the trap formation time must be τf > 300 torb or even
& 1000 torb. Other values lead to masses between ∼ 30au and 50au that are orders of magnitudes higher than the upper
limit.
Constraining values for the turbulence parameter αt is also linked to the fragmentation speed because the fragmen-
tation limit scales inversely linear with αt but quadratically with vf . For this limit, only the relative velocity matters.
However, we assumed that vertical and radial diffusion as well as the viscosity parameter for the gas have the same
value αt that we used for the turbulent velocities. For smaller αt, particles can settle closer to the midplane. If this
value is low enough, growth is not limited by relative turbulent velocties but by relative settling speeds or relative
radial drift. In case αt is high (∼ 10−2), relative turbulent velocities are too high to allow St > 0.01 particles. At the
same time, the radial viscous gas motion drags dust along to the outer regions of the disk, leading to too much mass in
planetesimals outside of 30au. Hence, for vf ∼ 10ms−1 we suggest αt ∼ 10−5 − 10−3, while the upper end should be
up to a few 10−4 if vf ∼ 1ms−1.
Values of ε/d ≤ 0.002/hg can be excluded for the solar nebula (if ε and d/hg are constant) as both the total final
planetesimal mass in the disk is below the MMSN and the mass required for the Nice disk can not be reached.
Unless the solar nebula was not very small (rc . 10au), planetesimal formation should not have been too efficient, i.e.,
ε/d . 0.06/hg. Otherwise too many planetesimals are formed outside of 30au. Thus, the range of possible values is
0.002 < εhg/d . 0.06.
Photoevaporation did not influence the final planetesimal profile significantly for small enough disks (rc . 20au).
However, for large disks (rc ∼ 100au) it can make a difference. But this case is not interesting for finding similar
conditions to the solar nebula as in this case too much mass ends up in planetesimals in the outer disk regions anyway.
In the left panel of Fig. 3.4 compared to its right panel, the plateau is reached for smaller values of ε/d which is
linked to the smaller pebble mass that is available for planetesimal formation since the smaller fragmentation velocity
lead to smaller maximum Stokes numbers.
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3.4.5 With Accretion Heating
Accretion heating leads to a hotter inner disk which is good since not a single planetesimal got detected inside the orbit
of Mercury. I.e., the planetesimal profile has to drop drastically in the inner region before reaching Mercury’s current
radial position. This can be satisfied due to the higher gas temperatures as these are forcing the fragmentation limit
to be at lower Stokes numbers and a larger conversion length (` ∝ hg ∝
√
T ). In this simulation the ice line is moving
radially over time which is why there is no distinct kink feature in the profile. The constraints in the outer disk, that is
the Nice disk and the CCKB, are the strongest ones we have. The other constraints may be a bit more flexible. These
constraints are roughly met by this simulation.
Since the temperature model presented in this Chapter was not tested in a comprehensive way, e.g. by compar-
ing with Hubeny (1990) or Nakamoto & Nakagawa (1994), we only use it to show one special case. In addition,
planetesimal-planetesimal collisions would replenish the small dust population (Gerbig et al., 2019). This effect is not
taken into account in this work but could change the gas midplane temperature via the mean dust opacity.
We are highlighting one special case with parameters Mdisk/M = 0.1, rc/au = 20, γ = 1, vf/cms−1 = 2 · 102, Z0 =
0.0134, τf/torb = 1600, αt = 3 · 10−4, ε = 0.05, and LX/ergs−1 = 3 · 1029. We will refer to this as the most appealing
simulation in this Chapter. The final planetesimal profile is shown in the top left panel of Fig. 3.10 as dotted line.
3.5 Summary
We used an extended version of the Lenz et al. (2019) model, including Stokes drag for particles and allowing the
gas to evolve viscously while photoevaporation is removing gas over time. The analyzed parameter space was largely
increased. While this Chapter provides a parameter study for pebble flux-regulated planetesimals formation, we
focussed on meeting Solar System constraints for initial planetesimals. Therefore, we used two different default
parameter sets and varied one out of nine parameters per simulation. Overall, while some parameters can be excluded,
the model seems to be very robust, thus it does not require parameter fine tuning in order to fulfill the constraints.
The computation times of the presented simulations were between roughly a week and six months while running
on ten cores each. Using more than ten cores for a simulation would not decrease the computation time significantly
since the code cannot make use of further parallelization. Especially the runs of the second sample were running for
months. To shorten the computation time, a simple model must be used such as the two population model presented
by Birnstiel et al. (2012). However, this simplified model was only tested for a narrow set of parameters and causes
deviations from DustPy simulations for certain parameters. Additionally, the two population model was not yet tested
in detail including the planetesimal formation model that was used in this study. A simple model reproducing the
results shown in this study is likely possible, however, we preferred to use DustPy in order to rely on fundamental
physics principles and a sophisticated growth and fragmentation model rather than simplified and untested models.
In sec. 3.2 we suggested mass constraints for initial planetesimals in different regions of the disk:
• 0.7−1au: 0.1−2.77 M⊕
• 2−3au: 0.002−5 M⊕
• 4−15au: 66−unknown M⊕
• 15−30au: 10−unknown M⊕
• 30−50au: 0.008−0.1 M⊕
Within 0.7au and outside of 50au there might have been nothing or a very low mass in planetesimals. These suggested
constraints are illustrated in Figures 3.1 and 3.2.
The fragmentation speed vf that leads to breakup in particle collisions and the turbulence parameter of relative
velocities αt determine how large particles can grow. If the combination of both leads to a fragmentation limit that is
close to Stokes numbers of 0.01, the available mass for planetesimal formation becomes affected by these parameters.
This is why a constraint in total initial disk mass has to be linked to (mostly) vf . To fulfill the constraints we suggested,
we need Mdisk & 0.1M for vf ∼ 1ms−1 and Mdisk & 0.02M for vf & 10ms−1. In addition, the solar nebular was
not larger than rc . 50au (rc is the initial transition radius between a power-law and a dropping exponential profile).
The power-law index of that inner region was likely around γ ∼ 1 but for large fragmentation speeds γ ∼ 0.5 can be
beneficial for the outer region due to the density drop (if traps can be formed outside of 50au). To allow pebbles with
St & 10−2 to form, which is roughly the needed Stokes number for trapping and subsequent planetesimal formation,
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one needs vf & 1ms−1. For the initial dust-to-gas ratio, many values 0.01 . Z0 . 0.03 could work, but Z0 . 0.003
leads to too low mass in planetesimals. Outside of 50au traps needed at least 300 torb or never formed there. For the
turbulence parameter we find a wide range of possible values αt ∼ 10−5−10−3 (or only up to a few 10−4 if vf ∼ 1ms−1).
Since disk parameters can affect each other, we also find a wide range for the radial pebble to planetesimal conversion
length: 0.002 < hg/` . 0.06. If the disk is sufficiently small (rc . 20au), photoevaporation does not change the final
planetesimal profile by much.
The parameters of our most appealing case that includes a simple accretion heating model are the following:
Mdisk/M = 0.1, rc/au = 20, γ = 1, vf/cms−1 = 2 · 102, Z0 = 0.0134, τf/torb = 1600, αt = 3 · 10−4, and ε = 0.05,
and LX/ergs−1 = 3 ·1029 (see dotted line in the top left panel of Fig. 3.10).
We estimated the maximum mass in planetesimals by equating the planetesimal formation and drift timescale.
This approach leads to ` = r, see Eq. (3.42), which seems to fit our simulation results well (see Figure 3.4). If the
planetesimal formation timescale is much shorter than the drift timescale, the planetesimal profile reproduces the
initial dust profile. Planetesimal formation efficiencies smaller than the value corresponding to this sweep-spot lead to
planetesimal profiles steeper than the initial dust profile or even steeper than the minimum mass Solar Nebula profile.
This effect was already observed in Lenz et al. (2019) and this study provides an estimate for the transition to more
local planetesimal formation that is linked to slopes closer to the initial dust profile.
Within the model, further limitations would be that no pebble accretion was included which could affect especially
the planetesimal profile in the inner disk as pebbles get accreted before reaching that zone. In addition, our simula-
tions did not consider planetesimal-planetesimal collisions which would lead to multiple generations in planetesimals,
pebbles, and dust.
3.6 Conclusions
The MMSN is not consistent with viscous disk evolution models and does not provide enough mass in the giant planet
forming region to allow strong gas accretion (see Fig. 3.2). While typically the MMSN distribution is assumed to
be present from the beginning, the timing of substantial planetesimal formation could also matter for further embryo
formation and evolution. We have shown that pebble flux-regulated planetesimal formation produces beneficial plan-
etesimal distributions for a wide range of parameters, both with respect to planetesimal formation and initial conditions
of the disk. Even though the impact of disk parameters on the evolution of initial planetesimals influence each other,
some constraints on these parameters were found in this study. A narrow set of parameters allowing to reproduce the
Solar System would have indicated model fine tuning. This stresses the applicability of our parameterization to models
of planet formation, e.g. population synthesis models.
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4 On Planetesimal Formation Feeding Zones andTracing Their Material
Planetesimals together with pebbles are the building blocks of planets. The building bricks of planetesimals itself can
originate from different regions in a protoplanetary disk since particles undergo significant radial drift once they have
grown to a certain size. While particles are drifting inward, they can be trapped by large scale pressure bumps and
form planetesimals via gravoturbulent collapse.
In this Chapter I discuss a few example cases to determine where a certain percentage of mass contribution to a
planetesimal (e.g., 90%), at a given position in the disk and a given time, originates from. Linking this information to
the local planetesimal mass production over time, one obtains the contribution to a final local planetesimal population
with different origins of their building blocks. Since a significant amount of mass can be evaporated at different ice
lines, changing e.g. the carbon abundance, this raises the question how much mass passed one or several (major) ice
lines on their way to the inner disk regions before forming planetesimals.
By dividing the disk into regions where planetesimal formation is (in)active, a survival probability of single particles
can be calculated. Radial velocities and densities of particles that are taken from simulations are used to trace the front
of a pebble swarm that can form planetesimals on its way to the innermost disk regions.
The results, mass contributions to planetesimals linked to their original disk position, dependent on the disk ra-
dius and time, are very sensitive to the planetesimal formation efficiency as well as the duration and extent of the
fragmentation limited disk regions.
Mass originating from far distant regions contribute significantly to planetesimal compositions. On their way to
disk regions further inside, a significant amount of material crosses the CO, CO2, or water ice line(s) before forming
a planetesimal at the current locations of Earth or the asteroid belt.
4.1 Introduction
The composition of extrasolar terrestrial planets is very diverse (e.g. Bond et al., 2010). The composition of planets
is set by the composition of gas and solids in protoplanetary disks out of which planets form. The solids that are the
building blocks of planets are planetesimals and pebbles. Planetesimals are objects that are both big enough to enlarge
the collisional cross section and bound due to their gravitational attraction. Pebbles are solids (typically mm–cm in
size) that can be accreted onto planetary embryos (Ormel & Klahr, 2010), for a review see e.g. Ormel (2017).
Due to centrifugal deficiency (for particle Stokes numbers smaller than unity), particles that are marginally coupled
to the gas drift to regions of higher gas pressure (Whipple, 1972; Adachi et al., 1976; Weidenschilling, 1977a; Nak-
agawa et al., 1986). For a smooth disk without any pressure bumps this means drifting toward the star. Starting with
micron-sized dust grains, particles grow until relative velocities lead to fragmentation (Blum & Münch, 1993; Blum &
Wurm, 2008; Gundlach & Blum, 2014) or the radial drift timescale becomes shorter than the growth timescale (Klahr
& Bodenheimer, 2006; Birnstiel et al., 2012). In the former case, these regions are called fragmentation limited and in
the latter case drift limited.
Bodies in the terrestrial planets region contain very small mass fractions of carbon, but it is observed a high carbon
fraction that is bound in solid carbonaceous material for bodies formed in the outer regions of the solar nebula (e.g.
Wooden, 2000, 2008; Ehrenfreund et al., 2004). The carbon abundance of Earth is significantly lower compared to the
solar abundance or interstellar medium (e.g. Pontoppidan et al., 2014). During disk evolution, a high fraction of the
carbon originally contained in solid phases is converted into gaseous material and lost. Hence, only a small amount
can be incorporated into planetesimals, especially those forming in the inner disk (Gail & Trieloff, 2017). Lifting
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particles to higher and thus hotter vertical regions in the disk due to turbulence, can lead to significant loss in carbon
(Lee et al., 2010; Anderson et al., 2017). However, radial particle transport prevents the depletion of carbon as shown
by Klarmann et al. (2018).
The local mass in particles at a given location in the disk can originate from different disk regions. While particles
are drifting inward, they can loose mass at various ice lines, especially at the water ice line (e.g. Cuzzi & Zahnle,
2004). An additional sink term for the pebble swarm is planetesimal formation. The distribution of origins of the
planet(esimal) forming material includes information on how much mass from different disk regions spanning out to
the cold outskirts contributed to a planet(esimal). The more material is able to drift through the outer disk regions
without forming planetesimals or being accreted by planetary embryos, the more mass is available in the inner disk to
form planetesimals or enlarge embryos. Hence, the feeding zones of planetesimal forming material cause the steepness
of the planetesimal density profile. A large feeding zone also includes that particles have crossed one or multiple major
ice lines which affects the chemistry of an inward drifting pebble swarm and thus planet(esimal) compositions.
This study is based on the planetesimal formation model of Lenz et al. (2019) which uses a conversion length
for the transformation from pebbles to planetesimals in a 1-dimensional simulation for particle growth and transport.
Meanwhile the model is used in population synthesis (Völkel et al., 2020). Hence, it is interesting what planetesimals
are made of.
In Section 4.2 we present the planetesimal formation model that was used in the simulations on which our study
is based on. The second part of that section shows the planetesimal formation feeding zone model which computes
the distribution of material origins within a given pebble swarm. Section 4.3 shows the results for both a disk that
is mostly limited by drift and in the other case by fragmentation. We discuss limitations, (dis)advantages, and other
implications of our model in Section 4.4. This work is summarized in Section 4.5 and we give final conclusions in
Section 4.6.
4.2 The model
This section describes the planetesimal formation model used in the simulations on which our results are based on
and the model for calculating the mass contributions with different origins to planetesimals. The simulations were
performed with the DustPy code that is a python based version of Birnstiel et al. (2010) (Stammler & Birnstiel, in
prep.).
4.2.1 Planetesimal formation
The planetesimal formation model follows the one presented in Lenz et al. (2019). This model is based on the idea
that radial gas structures can trap particles and thus convert pebbles to planetesimals over a radial conversion length `.
This conversion length can be interpreted as the mean radial separation of particles traps d over an efficiency parameter
for planetesimal formation ε. For d = 5hg this would translate into ε := 5hg/`. In Appendix C.3 we show analytical
estimates for the probability of a single pebble to survive planetesimal formation while drifting through a planetesimal
forming region. If d is roughly constant, this would lead to a situation where mass is lost exponentially with the radial
distance ∆r traveled away from the starting position, i.e.
mass lost after drifting in by ∆r ≈ 1− exp−ε∆r
d
.
For instance, after drifting in over a distance ∆r = d and for ε = 1, roughly 63% of the mass is lost due to planetesimal
formation.
The transformation to planetesimals is regulated by the pebble flux (Lenz et al., 2019)
M˙peb := 2pir
Stmax∫
Stmin
∣∣∣vdrift(r,St)∣∣∣ dΣd(r,St)dSt dSt. (4.1)
The cylindrical disk radius is given by r, vdrift is the radial drift velocity, and Σd the vertically integrated density in
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Figure 4.1: Schematic illustration of the survival probability p of individual particles. Particles are born at different
positions r0, denoted by the black dots. In the blue region the conditions for planetesimal formation are fulfilled and thus p
decreases while particles are drifting inward as mass is transformed into planetesimals. In the beige region the conditions for
planetesimal formation are not reached and thus p stays constant. Particles born in the gray region are not reaching rp — but
they may reach the blue or red region — and therefore do not participate in the formation of planetesimals at that radius. In
the red region not only the condition of planetesimal formation is satisfied, but also fragmentation becomes efficient and thus
p is also reduced due to disruptive collisions which leads to a steeper slope in the red zone. rcr and rd will increase for larger
times t and rd−rcr may vary with time. Usually, rd−rcr is small compared to rcr. The case that the PDZ (beige) is embedded
into the fragmentation zone (red) is not considered here, as this would only be interesting for very early planetesimals.
solids that are not planetesimals. The rate of planetesimal formation is given by
Σ˙p(r) =
M˙peb
2pir`
=
ε
d(r)
M˙peb
2pir
, (4.2)
where planetesimal formation only occurs if the following condition is satisfied:
ετt(r)M˙peb ≥ mp. (4.3)
This condition is satisfied when the pebble rate (mass per time) — here, pebbles are considered as particles with Stokes
numbers between Stmin = 0.01 and Stmax = 10 — is sufficiently large such that enough pebbles can be trapped within
the trap life time, τt, with a pebble capture efficiency of ε to form at least one planetesimal with mass mp ≈ 10−7 M⊕,
corresponding to a diameter of 100km (Klahr & Schreiber, 2015; Schreiber, 2018; Gerbig et al., 2020). The trap
lifetime is assumed to be τt = 100 torb (e.g. Dittrich et al., 2013; Manger & Klahr, 2018), where torb is the time of a
local orbit.
In the literature, 2pir times velocity and surface density is sometimes called “flux”, even though it is actually a mass
rate. To avoid confusion with the term “accretion rate”, we will adopt the term “flux” in this Chapter.
Both the planetesimal formation rate model as well as the planetesimal formation condition are simple enough to
allow tracing back the material that has formed planetesimals in the post-processing using a simple toy model. From
the simulations, one needs the column density and radial velocity of all particle species (different masses) at enough
snapshots to resolve the particle’s dynamics. For simplicity, we assume that once a planetesimal has formed, it stays
there and does not collide with other planetesimals or grow, i.e. both planetesimal-planetesimal collisions and pebble
accretion are not included.
4.2.2 Planetesimal formation feeding zones
We would like to find the answer to the following question: Considering a radial segment in the disk enclosing a region
where the condition for planetesimal formation is fulfilled, where does the material for the planetesimals at a certain
position come from? In other words, can we trace back the origin of asteroid material, the place in the disk it has
formed, before drifting and getting transformed to planetesimals?
We introduce the survival probability of individual particles, p(r,r0), at the position r and with birth place r0.
When drifting material is born at r0, it is p(r0,r0) := 1. In this work, we assume that the lost mass of a radially
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moving pebble swarm due to fragmentation is always compensated by material that was deposited at the respective
locations before. For an overview of this model see Fig. 4.1. The beige zone is called “pure drift zone” (PDZ),
the blue region “planetesimal formation zone” (PFZ), and the red region “planetesimal formation and fragmentation
zone” (PFFZ), where fragmentation here means that the planetesimal building blocks (pebbles) undergo disruptive
collisions — not the planetesimals. The probability p is determined by the probability further outside and a sink term,
which is proportional to the inverse conversion length 1/` = ε/d as we are considering the interval [r,r + ∆r], the lost
fraction of the probability is proportional to ∆r/`. Additionally, fragmentation and re-coagulation could affect p as
well. We denote the net probability as pf , which is another loss term but is assumed to be zero and is only shown for
completeness. In the discrete picture this means
p(r) = p(r +∆r)−εp(r)∆r
d
θ (rcr− r)
−∆r∂pf(r)
∂r
θ (rf − r) .
(4.4)
The radius within which planetesimal formation is possible is be called critical radius rcr and the radius within which
growth is limited by fragmentation is be called fragmentation radius rf . In the limit ∆r→ 0 we obtain the differential
equation (r ≤ r0)
∂p
∂r
=
ε
d
p · θ (rcr− r) + ∂pf(r)
∂r
· θ (rf − r) (4.5)
with
p(r0) := p(r0,r0) = 1,
i.e. the survival probability with spawn radius r0 at r0 is 1. The first argument of p is the current position and the
second the spawn radius. With this model it is also possible to predict the chemical composition of planetesimals if
the initial distribution of the most important chemical components is known. Then, p(r0,r0) would be reduced by the
mass ratio of a specific chemical component to the total mass of newly born particles. Therefore, we will explicitly
use p(r0,r0) throughout this Chapter, even though we are not considering chemistry here and the value is always unity.
But if this model is used in order to predict chemical composition, one needs to take the relevant ice-lines into account.
Even for the total traced mass ice lines can change the mass budget and thus should reduce the survival probability for
the swarm—an effect that is ignored in this work for the sake of simplicity. If this effect is included, the models would
have more different zones than Fig. 4.1 as the ice lines of different chemical species can be located within any of these
zones in this figure. In addition, calculation of the dynamically changing chemistry is very complex and requires a
code which calculates chemical evolution (e.g. Semenov et al., 2010; Semenov & Wiebe, 2011; Facchini et al., 2017;
Booth & Ilee, 2019), see also Bergin (2009).
If the velocity vd of the particles is known as a function of time, starting at the time of birth tbirth, when particles
begin to move inward significantly, we can write:
r0− rp = −
t∫
tbirth
v¯r(t′)dt′ (4.6)
with flux averaged radial particle velocity v¯r (see Eq. 4.9). That is, the place of birth for which particles are just
reaching rp within the time t− tbirth and contributing to planetesimal formation at rp at the time t, is given by r0 = rd.
The birth time tbirth represents that due to fragmentation events, particles can stay at a local position for longer. Once
those tiny dust grains have grown to pebble size at later times they drift inward. Alternatively, dust grains can get
swept up by larger particles and join a pebble swarm that way. I.e., the time at which small grains transition to pebbles
is given by tbirth. In this work we will use tbirth = 0 by default.
The zone of planetesimal formation (see blue region in Fig. 4.1) lies within rcr and is solely determined by the
planetesimal formation condition. According to this condition, the edges of the planetesimal formation zone depend
for a fixed radius exclusively on the pebble flux, which may vary with time. Since pebbles are reaching rcr at the time
t within the time span t− tbirth, rcr may depend also on tbirth or the birth place r0. What counts is when a pebble swarm
front is entering the zone inside of rcr. Summing up these thoughts, we have rcr(r0, t)
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Particle growth is limited in the outer disk by drift (Birnstiel et al., 2012), where the drift limit is given by
Stdrift ' 14
√
3pi
2
·Z v
2
K
c2s
∣∣∣∣∣∣∂ ln P∂ lnr
∣∣∣∣∣∣−1 . (4.7)
Here, P is the gas pressure in the mid-plane, cs the isothermal sound speed, vK the Keplerian velocity, and Z the
particle-to-gas ratio Σd/Σg. The border between the PFFZ and PFZ, i.e. rf , is where the dominant species in the frag-
mentation limit and the drift limit are equal to each other, i. e., at the position for which Stdrift = Stfrag (see Eq. (C.43b)
for a definition of the fragmentaiton limit Stfrag).
We have to take into account that the mass of local material is reduced due to radial drift. The loss rate is proportional
to the material that is still there over the timescale of removing this material. This timescale is assumed to be the drift
timescale
τdrift(r, t) =
r∣∣∣v¯r(r, t)∣∣∣ , (4.8)
where we use the size distribution averaged radial velocity
v¯r(r, t) =
∫ ∞
−∞ vr(r, t)σd(r, t)dlna∫ ∞
−∞σd(r, t)dlna
=
∫ ∞
−∞ vr(r, t)σd(r, t)dlna
Σd(r, t)
. (4.9)
Note that this expression also considers the growth phase since the size distribution of the simulation output is used.
Following the idea of treating the system of different populations in terms of simple differential equations (see e.g.
Gerbig et al., 2019), we estimate the loss of initial local material as
dΣpeb
dt
=
Σpeb
τdrift
, (4.10)
leading to the solution
Σpeb(r, t) = Σpeb(r, t0) · exp−
t∫
0
dt′
τdrift(r, t)
. (4.11)
However, this is just an approximation for a drift limited region. Once material enters a fragmentation limited region,
radial transport of deposited mass is slowed down significantly. This is due to the fact that per definition growth is
faster than drift in a fragmentation limited region. Modeling a mean growth timescale, however, is very challenging as
there are many ways for a tiny dust grain to grow up to pebble size again. E.g. via continuous monodisperse growth,
sweep-up by the largest particles, or any combination of particle sizes available (see e.g. Birnstiel et al., 2011). Hence,
it is very difficult to calculate the mass contribution to a drifting pebble swarm without actually tracing the particles
with different origins in the numerical simulation. E.g., Misener et al. (2019) illustrate the interplay between local
coagulation, fragmentation, and drift for both individual particles and swarms of particles.
In a drift limited region, material that was drifting away cannot be caught up. If particles are inside of a fragmen-
tation limited region, material originating from further out that was deposited there via fragmentation events can join
a pebble swarm passing that region later. Since we use the flux averaged radial velocity that considers the evolution
of the size distribution (Eq. (4.9)), the slower effective radial motion of the pebble swarm front is taken care of, even
though it might not be a complete model. Birnstiel et al. (2012) found that for a simplified model with only a slowly
drifting and a significantly drifting particle population, assuming a ratio between those populations of 0.75 in frag-
mentation limited regions reproduces roughly the results from simulations that use multiple particle masses. Hence, it
is possible to assume that in a situation in which particles are locally well-mixed with respect to their origins that 75%
of the deposited mass can join pebble swarms passing by. However, drift and radial diffusion can change the situation
significantly. For simplicity, we assume that the entire deposited mass can join the pebble swarm. Since the transport
of material in the fragmentation limited regions is both challenging and would make the model very complicated, we
will instead assume that the mass that can contribute to a pebble swarm is proportional to Eq. (4.11). In Appendix C.1,
we show that the sweep-up timescale of tiny fragments is longer than the timescale of planetesimal formation. In this
study, a decrease of the survival probability due to fragmentation effects is not considered but we suggest an approach
73
4 On Planetesimal Formation Feeding Zones and Tracing Their Material
how to mimic this effect in Appendix C.2.
To solve the problem of tracing material for planetesimal formation within our simple model, we follow the follow-
ing recipe:
1. As a first step one needs to choose a birth time tbirth after which particles are allowed to join pebble swarms. By
default, this time is set to zero. With help of the flux averaged radial velocities from the simulation output, one
can calculate for a given rp the maximum distance of origin rd, see Eq. (4.6). Now the intersection radius and
time of this pebble swarm with origin rd with rcr (and potentially rf) can be determined.
2. Secondly, we determine the integrals in (C.51b) or (C.51d) to obtain the survival probabilities p(rp,r0) for any
given radius of planetesimal formation rp at time t starting from any birth place r0.
3. The mass that can contribute at the time a pebble swarm reaches the position r0 is modeled by a line density
(mass per radial extent)
2pir0Σpeb(r0) := 2pir0Σpeb(r0, tpass), (4.12)
where Eq. (4.11) is used and tpass(r0,rd) is the time at which a pebble swarm starting from rd is reaching r0.
4. We are now able to calculate the normalization constant C according to
1 != C
rd∫
rp
2pir0Σpeb(r0)p(rp,r0)dr0. (4.13)
5. With knowledge of C, we finally obtain the cumulative probability function (rp ≤ r ≤ rd)
F(rp,r) := 1−C
rd∫
r
2pir0Σpeb(r0)p(rp,r0)dr0. (4.14)
Eq. (4.14) gives the mass fraction that contributes to a planetesimal formed at radial position rp at time t with origins
in the range rp ≤ r ≤ rd, i.e. between the position of interest (rp) and the maximum distance that pebbles were able to
drift inward within the given time t− tbirth (from rd to rp). This cumulative function can be calculated for both different
times and planetesimal formation radii.
4.3 Results
In this section we analyze two different simulations. Simulation S1.1 is a case where the drift limited region in the
outer disk growths inward until the entire disk is drift limited. Another focus of our analysis is the case of a mostly
fragmentation limited disk (simulation S2.1). Since the results depend on the time of evolution, we highlight the case
of t = 3.6 · 105 yr around which the the majority of planetesimals is formed (Lenz et al., 2019). In the Appendix we
analyze also the cases of different times and higher planetesimal formation efficiencies. The simulations are taken
from Chapter 3 and the disk parameters are summarized in Tab. 4.1. These simulations include gas mass loss due
to photoevaporation, viscous disk spreading, particle evolution (growth, fragmentation, and radial transport), and
planetesimal formation. Note that the initial setup of these simulations was chosen such that the density of particles
with Stokes numbers larger than St = 10−4 are set to zero to avoid an inward moving particle wave. This implies that
the maximum radius of origin is not the last radial bin but the one at which the particle-to-gas ratio is set to zero.
4.3.1 Feeding zones at a given time
Disk with developing drift limited region: Simulation S1.1
Fig. 4.2 shows different trajectories of pebble swarm fronts calculated via data on radial velocities and densities
provided by the simulation output (see also e.g. Krijt et al., 2016b), i.e. Eq. (4.9). Also shown are the disk radius rcr
within which planetesimals can be formed, i.e. a critical pebble flux is reached and t > τf , and the outer edge of the
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Table 4.1: Parameters of the presented simulations. We present the values for the conversion length ` via the efficiency
parameter ε := 5hg/`. For all simulations presented in this work we use rc = 20au, γ = 1, Z0 = 0.0134, and LX = 1030 ergs−1.
For all simulations αt is used for the turbulent viscosity, vertical and radial diffusion, as well as for collision speeds of
particles. The simulations only use radiation heating, i.e. accretion heating is not included but should only affect the regions
within ∼ 3au.
name Mdisk [M] vf [ms−1] τf [torb] αt ε
S1.1 0.05 10 300 10−3 0.1
S1.2 0.05 10 300 10−3 1.0
S2.1 0.10 1 1000 10−4 0.03
S2.2 0.10 1 1000 10−4 1.00
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Figure 4.2: Solid lines show the pebble swarm front trajectories for different locations of origin. For the radial velocity the
size distribution averaged value was used. Hence, the initial growth phase is included and can be identified by the time over
which solid lines are horizontal. For this plot, data from simulation S1.1 was used.
fragmentation limited region rf . For origins further away from the star, pebble swarms spend only a small amount
of time in the inner disk regions compared to the total time of moving radially inward before ending up in the star,
getting evaporated, or forming planetesimals. The yellow dashed line shows the time-radius relation rStmin (t) at which
the peak of the size distribution first reaches a Stokes number of Stmin = 0.01. The time difference between rStmin (t)
and rcr(t) is either the time the pebble flux needs to build up or or represents the additional time needed for traps to
form (parameterized via the trap formation time τf) after pebbles (defined as Stmin ≤ St ≤ Stmax particles) have formed.
Fig. 4.3 illustrates the line density 2pirΣpeb(r0) that is used as the potential mass that can join an inward moving
pebble swarm. For this, the fraction of masses at different radii matters, not the total value, because we are interested
in the relative mass contribution only. The blue line shows the initial line density before particles were allowed to
grow and/or move. This curve would overestimate the masses in the inner regions as a fraction of this mass is drifting
inward while a pebble swarm from the outer regions moves inward as well. At the time the pebble swarm front reaches
radii further in, a significant amount of mass of local origin will not be present anymore. We model this effect via
Eq. (4.12) and show two examples as blue dashed and blue dotted lines in Fig. 4.3. For the dashed and dotted blue lines
only the radial range that a pebble swarm contributing to planetesimal formation at rp was moving through is shown.
Note that each point of these curves are taken at the time the pebble swarm is passing by. I.e. for radii further in there
was more time for particles to drift away. For later times, these lines shift toward larger radii and show lower potential
density contributions at all locations compared to previous times. Already from these two examples at rp = 3au and
40au, without taking the survival probabilities into account, we conclude that the majority of mass in the inner disk
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Figure 4.3: Different line densities (mass per radial extent) are shown. The blue solid line shows the initial line density of
all particles. The dashed blue and dotted blue lines represent the potential mass contribution to a pebble swarm that formed
planetesimals at the time t = 3.6 · 105 yr at positions rp = 3au and 40au, respectively. These two lines were computed
via Eq. (4.12) and are used to estimate the remaining local material at the time a pebble swarm reaches a certain location.
Locations that do not contribute to planetesimal formation at rp at the given time are set to zero. The orange and green lines
show the line densities after particles have grown to their size limit and reached size distribution equilibrium. The orange
lines takes only particles in the range 0.01 = Stmin ≤ St ≤ Stmax = 10 into account whereas the green line considers all
particles. For this plot, data from simulation S1.1 was used, see Tab. 4.1 for parameters. αt = 10−3, ε = 0.1.
regions consists of material that originated from the outer disk.
We assume that the growth timescale of the largest particles is given by (Birnstiel et al., 2012)
τgrow ≈ 1ZΩ . (4.15)
The green and orange lines in Fig. 4.3 display the line density at three growth timescales later after the mass bin with
highest density hits the growth limit Stlim = min
{
Stfrag,Stdrift
}
to ensure that equilibrium for the size distribution is
reached. I.e. the shown line densities at different radii correspond to different times where these times are shorter for
the inner and larger for the outer radii due to growth timescales increasing with radius. The orange line only takes
particles in the range 10−2 = Stmin ≤ St ≤ Stmax = 10 into account whereas the green line includes all particles. The
orange line is linked to the potential mass that could form planetesimals in situ if the pebble flux is critical at the times
particles hit the growth barriers and particle trapping can happen (but it is not, see e.g. the time difference between the
yellow dashed and gray dashed line in Fig. 4.2).
Following the recipe listed at the end of Sec. 4.2, the feeding zones for different planetesimal formation radii can
be computed. The term “feeding zone” is not strictly defined and depends on a subjective value. Hence, we will show
different percentages of mass contribution. Therefore, we define the feeding zone as the radius within which a certain
percentage 0 ≤ y ≤ 100 of contributed mass is originating from:
xy% := radius for which F(rp, xy%) = y%. (4.16)
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Figure 4.4: Top panel: Normalized cumulative mass contribution to planetesimals formed at different radii rp at 3.6 · 105
years. All lines are cut off once they reached a value of one since this shows the position of maximum origin for the given
time. Bottom panel: For each disk radius rp at which planetesimals are forming (ordinate) at time t = 3.6 ·105 years different
feeding zones are shown. E.g., the purple line shows the radius within which 10% of planetesimal forming material at
rp originates from and the blue line shows within which 99% comes from, see Eq. (4.16). The diagonal gray line would
correspond to in situ formation of planetesimals. This plot used data from simulation S1.1, see Tab. 4.1.
Note that the feeding zone alone does not provide information on the formation rate or total amount of planetesimals
formed with a specific feeding zone.
Fig. 4.4 shows in the top panel the cumulative mass contribution to planetesimals formed at the time t = 3.6 ·105 yr at
different radii rp. The bottom panel displays for all radii at which planetesimals are formed where a given percentage
of mass originates from.
In Fig. 4.4 one can see that, regardless of which percentage is chosen, the feeding zones are almost identical within
a given radius of rp ≈ 30au. Feeding zones in the outermost parts have to become more local due to the fact that only
little mass is there originally and we were cutting off the particle densities initially where particles reached St > 10−4.
But even without such a cut off a similar result is expected, potentially with a little bit more extended feeding zones in
these outermost disk regions.
In this simulation, growth is limited by drift except in the very inner regions (. 1au). Very fast drift that is not
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Figure 4.5: Solid lines show the pebble swarm front trajectories for different locaitons of origin. For the radial velocity the
size distribution averaged value was used, see Eq. (4.9). Hence, the initial growth phase is included and can be identified
by the time over which solid lines are horizontal. We have chosen t = 3.6 · 105 yr as the time of planetesimal formation
since it is typically very active at this time and also occurs over a wide region. The yellow line shows jumps within ≈ 7au
that are caused by size distributions at the given distances that barely reach St = 0.01 (see Fig. 3.6). For this plot, data from
simulation was used S2.1
slowed down via fragmentation events leads to small retention times. This effect combined with rather high survival
probabilities (low ε) leads to (1) large feeding zones for planetesimals forming at rp . 40au and (2) the same feeding
zones within that region. These results can be expected by looking at Fig. 4.2. If for a chosen time of planetesimal
formation, here t = 3.6 ·105 yr, the trajectories are very steep (i.e. almost vertical), particles do not spend much time at
a given location before they are removed by radial drift. The result is a particle population that was transported inward
from the outer regions but contains only a small amount of mass that originates from the vicinity.
Mostly fragmentation limited disk: Simulation S2.1
In this section, we show the same kind of figures that were presented in the previous section but now for a simulation
where the disk is mostly limited by fragmentation, see disk parameters of simulation S2.1 in Tab. 4.1.
Fig. 4.5 is the same as Fig. 4.2 but for simulation S2.1. A crucial difference between the two is the much larger
fragmentation limited region for simulation S2.1. The fragmentation limit scales quadratically with the fragmentation
speed vf but inversely linear with the turbulence strength parameter αt, see Eq. (C.43a). This implies that a pebble
swarm front needs much more time before the innermost radial bin is reached. The yellow dashed line (rStmin (t)) has
jumps for r . 10au because the peak in the size distribution either barely or never reaches Stmin.
Fig. 4.6 shows the different line densities that were already discussed in the previous section but for simulation
S2.1. Two big qualitative differences for the blue dashed and dotted lines compared to Fig. 4.3 can be identified:
First, the green line is much closer to the blue line (initial condition) which is a result of much slower size distribution
averaged radial drift. Secondly, the blue dashed and dotted lines reveal already that larger feeding zones compared
to simulation S1.1 can be expected. The line densities at the initial snapshot look similar (blue solid lines in both
Figures) and differences stem from different initial disk masses only, the green and orange curves look very different
due to different drift speeds and maximum Stokes numbers. While a swarm of pebbles is drifting inward the swarm
will change composition with respect to material origins. This can be illustrated via the pebble swarm fraction, i.e. the
normalized contribution to a pebble swarm, that can be computed via (rp ≤ r ≤ rd)
fpeb(r0,r) :=
∫ rd
r0
2pir′0Σpeb(r
′
0)p(r,r
′
0)dr
′
0∫ rd
r 2pir
′
0Σpeb(r
′
0)p(r,r
′
0)dr
′
0
, (4.17)
where the starting position of the pebble swarm rd depends on the position (rp) and time of planetesimal formation.
Since this is a normalized expression, a value of fpeb close to unity means that a region of origin dominates the mass
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Figure 4.6: The same as Fig. 4.3 but for simulation S2.1.
in a pebble swarm whereas a value close to zero implies that those regions do not significantly contribute. Fig. 4.7
illustrates an example case for a swarm that forms planetesimals at rp = 3au after t = 3.6 ·105 yr for simulations S2.1
and S2.2. The latter simulation used a much higher planetesimal formation efficiency leading to smaller feeding zones.
In both panels one can see that while the swarm is drifting inward, new material that originates further in is mixed in.
If drift was fast enough to remove most of the original mass in the inner disk regions, the swarm will quickly consist
of mostly material that came from the outer regions. This effect can be seen in the upper panel of Fig. 4.7 as the mass
that stems from the yellow and black regions (i.e., originally coming from outside of ∼ 15au) provides 50% of the
mass when rp = 3au is reached whereas mass from further in contributes less and less.
However, for higher planetesimal formation efficiencies much more mass is dropping out due to planetesimal for-
mation on its way to rp. As a result, mass originating from regions much closer to rp contribute more (see bottom
panel of Fig. 4.7). In general, for later times the pebble swarm fraction will be dominated more by mass with origins
further away from rp and also the width of the feeding zone will spread out.
Fig. 4.8 illustrates different feeding zones for planetesimals formed at time 3.6 · 105 yr in the simulation. The top
panel displays the normalized cumulative mass contribution to planetesimals formed at different positions rp. The
steeper these curves are the more mass is coming from the respective regions. Very steep curves such as the purple
line imply that all the material forming planetesimals at 40au originate from a very narrow region in the disk.
The lower panel in Fig. 4.8 shows the origin of the innermost 10%. . .99% mass contributions for each planetesimal
formation radius rp. Slower effective radial velocities in the much larger fragmentation limited disk region compared
to simulation S1.1 allow local material to survive long enough to contribute significantly to planetesimal compositions.
Hence, the presented feeding zones are significantly smaller compared to simulation S1.1, see lower panel of Fig. 4.4.
In those cases where most of the mass comes from regions outside the water ice line (∼ 3au), planetesimals formed
within the water ice line do not imply that the formed planetesimals are very water rich. When particles drift inside
the water ice line they lose water (e.g. Cuzzi & Zahnle, 2004; Dra˛z˙kowska & Alibert, 2017; Schoonenberg et al.,
2018), especially if growth is fragmentation limited because protecting water ice in the particles interior from getting
evaporated becomes much less likely. However, again we would like to emphasize that proper ice lines (including
evaporation and desublimation effects) are not included in either the simulations or the analytical model presented in
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Figure 4.7: Pebble swarm fraction of a swarm moving inward. Positions further to the left correspond to later times. The
mass contribution at each radial position of the swarm is normalized to the total mass of the swarm. A pebble swarm is
traced that forms planetesimals at rp = 3au after t = 3.6 · 105 yr of evolution. The upper panel shows the result of simulation
S2.1 (ε = 0.03) and the lower panel of simulation S2.2 (ε = 1). Logarithmical equidistant interval contributions are shown,
distinguishable by colors: particles born within the planetesimal formation zone (PFZ) are located to the left of the vertical
dashed line. Particles born in the pure drift zone (PDZ) to the right of the vertical dashed line are shown in black. While the
swarm drifts inward it accumulates pebbles born further inside. This plot is discussed in the text after Eq. (4.17).
this work.
How the feeding zones are changing for different times of disk evolution and smaller pebble-to-planetesimal con-
version lengths ` is discussed in Appendix C.4.
4.3.2 Linking feeding zones and planetesimal population masses
So far, we were only looking at the origin of mass forming planetesimals at different positions rp at a given time.
However, this information has to be linked to the local planetesimal production. I.e., instead of looking at one snapshot
in time (so far 3.6 ·105 yr), we will adding planetesimals that formed at different times at the same location. After the
pebble flux becomes sub-critical, planetesimal formation stops and the planetesimals produced during that time will
have different feeding zones. The question remains how much of the local planetesimal population mass originated
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Figure 4.8: The same plot as Fig. 4.4 but for simulation S2.1. A much larger fragmentation limited region compared to
simulation 2.1 that prolongs for a long time leads to smaller feeding zones compared to simulation in which the disk is
mostly drift limited (e.g. S1.1).
from the vicinity and how much came from far away.
We sort the pebbles by their origin. We call, e.g., CO pebbles those, which originated in a region that contained CO
in frozen form etc.. We can not model the effects of the ice lines onto the pebbles, yet we can show that this is vital
for any future study, because a significant percentage of the material incorporated into the asteroid belt started with
coagulation beyond 9au or even beyond 20au. The study we present investigates the origin of asteroid material and
Earth forming material.
For later comparison, Fig. 4.9 shows the initial cumulative particle mass in different regions. As we are not interested
in radii smaller than 1au, only particle mass beyond that is considered. The purple region will be called silicate region,
the blue H2O region, the green CO2 region, and the yellow CO region. The locations of the water ice line (≈ 3au),
CO2 ice line (≈ 9au), and CO ice line (≈ 20au) are taken from Öberg et al. (2011). Fig. 4.9 shows that initially around
40% of the solid mass is in pebbles with CO in frozen form (yellow). Roughly 25% is initially both in CO2 (green)
and H2O (blue) pebbles and around only 10% in pure silicates (purple).
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mass in the region beyond 1au.
Disk with developing drift limited region: Simulation S1.1
Fig. 4.10 shows the mass fraction with origins inside the water ice line (purple), between the water and CO2 ice
line (blue), between the CO2 and CO ice line (green), and beyond the CO ice line (yellow) as a function of formed
local planetesimal mass normalized to their final values for four different locations of planetesimal formation rp. Any
vertical line in this plot corresponds to a different time and shows the normalized distribution of material origins in
the local pebble swam from which planetesimals are formed. The time needed to reach sub-critical pebble fluxes is a
few million years. However, 90% of the local planetesimal population is formed already after ≈ 105 yr. Since the disk
is mostly limited by drift, particles drift inward very fast and the planetesimal feeding zones grow rapidly, leading to
significant mass contributions from the outer disk regions. For rp = 2au the mass averaged contribution from the pure
silicate (purple) and water ice regions (blue) changes significantly compared to rp = 1au, where less mass originates
from the former and more from the latter, mostly due to the initial mass that is available in those regions initially (e.g.
around 50% less mass from the purple region of Fig. 4.9 between 2− 3au compared to 1− 3au). For rp further out,
here 3au and 10au planetesimal forming material originates from even further out, both as a function of time and for
the mass average of the local planetesimal population (bar on the right of each panel in Fig. 4.10). The timescales for
planetesimal formation are roughly the same for all four presented rp because, again, the major parts of the disk are
limited by drift.
At rp = 1au (top left panel in Fig. 4.10) the first 20% of planetesimals are exclusively made of material with origins
inside the water ice line but on average the final population consists of 35.75% with those origins. Almost 18% of the
mass was passing three different ice lines on its way to rp = 1au. However, for the last 10% of planetesimals formed
at the four presented rp, almost the entire pebble swarm crossed the ice lines of CO, CO2, and water.
Now that we understood the results for different positions of planetesimal formation, one could ask what the in-
fluence of the planetesimal formation efficiency is. Larger planetesimal formation efficiencies ε lead to both smaller
feeding zones and shorter timescales for planetesimal formation, leading to higher average contributions to planetes-
imals from regions nearby rp. Fig. 4.11 shows the mass averaged final contributions to planetesimals as a function
of planetesimal formation efficiency at the same four locations as in Fig. 4.10. Here, five different efficiency values
(ε = {0.01,0.03,0.1,0.3,1}) are used. These simulations were already presented in Chapter 3.
The mass weighted contributions for the different regions of origin for all four presented distances are very similar
for low planetesimal formation efficiencies (ε = 0.01 and 0.03) but change dramatically for high ε ∼ 1. For the case
of ε ∼ 1, around & 90% of the mass was not crossing a single ice line before reaching rp, at least between rp = 1au
and 10au. On the other hand, for ε . 0.1 more than roughly 50% of the mass was crossing at least one ice line before
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Figure 4.10: Distribution of material origins from the four different regions shown in Fig. 4.9 as a function of time
dependent local planetesimal mass normalized by the final mass in planetesimals, where the time at which the final value
is reached is given as argument in the normalization factor. The label of the ordinates “pebble swarm fraction” means that
the different colors show the contribution of their respective origins to a pebble swarm at rp at a given time. Shown are four
different locations of planetesimal formation rp: 1au (top left panel), 2au (top right panel), 3au (lower left panel), and 10au
(lower right panel). In the legends, f is the respective contribution to the mass averaged final values shown as bars attached
to the right of each panel. This plot displays the results for simulation S1.1, see Tab. 4.1. Vertical dotted lines show different
times.
forming planetesimals at the respective rp. For rp = 1au and 2au & 20% of this mass was even moving through all
three ice lines of CO, CO2, and H2O.
Mostly fragmentation limited disk: Simulation S2.1
For a mostly fragmentation limited disk the interpretations are not as straight forward as it is for the mostly drift limited
disks. Slower average drift allows longer timescales for planetesimal formation (e.g. compare the times at which 90%
of the local planetesimal mass is formed in Figs. 4.10 and 4.12). This allows for more distant origins. On the other
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Figure 4.11: Mass averaged contributions to planetesimals formed at different rp with the different origins presented in
Fig.4.9 as a function of planetesimal formation efficiency ε. This efficiency parameter is defined via the conversion length
` such that ε := 5hg/`. Since the model assumes that pebble traps build up and vanish on a timescale proportional to the
local orbit time, a value of ε = 1 does not mean that all the local pebble mass is immediately transformed into planetesimals.
The presented results are based on simulations with setups identical to simulation S1.1 and S1.2 (see Tab. 4.1) but for
ε = {0.01,0.03,0.1,0.3,1}.
hand, more local material “survives” drift for longer due to fragmentation events that lead to continuous replenishment
of small slowly drifting particles which favors smaller feeding zones.
Fig. 4.12 shows the mass contribution to a pebble swarm at different rp with origins outside of three different ice
lines (water, CO2, and CO) as a function of the percentage of initial planetesimals formed. For rp = 1au the feeding
zone is stretching out too slowly to allow significant contributions from regions outside the CO ice line (yellow).
Although the first ∼ 15% of initial planetesimals were made of material that did not pass one of the presented ice
lines, after local planetesimal formation stopped particles originating within the water ice line contribute ∼ 30% to
the final local planetesimal population. At rp = 2au and 3au the contribution from regions outside the CO ice line is
significant (≈ 7%) even though these particles are incorporated in planetesimals that formed later (after ∼ 4 ·105 yr). In
general, the most planetesimals contain material that passed at least one or even up to three of the presented different
ice lines for all four presented locations. Hence, the radial motion of pebbles cannot be neglected for the interpretation
of asteroid compositions (see also Fig. 4.10 in the previous section where the contribution from more distant regions
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Figure 4.12: The same as Fig. 4.10 but for simulation S2.1, see Tab. 4.1.
is even more pronounced).
So far we have analyzed the time evolution and mass average of the contribution to planetesimals of our preferred
regions of origin. How the mass averaged contribution of these different regions of origin changes with larger or
smaller conversion lengths `, i.e. smaller or larger ε, is shown in Fig. 4.13.
Interestingly, the mass averaged contribution from particles originating outside the CO ice line (shown in yellow) is
not declining monotonically with ε. Instead, a peak can be identified around ε ≈ 0.1 for rp ∼ 1 . . .3au. This peak does
not show up for the mostly drift limited simulations, see Fig. 4.11. The reason for this peak is a longer timescale over
which most of the local planetesimal mass is formed, allowing for wider feeding zones. The peak feature shows up
around the value of ε where the timescale of drift and planetesimal formation are about the same value (see Fig. 3.4).
This peak does not show up for the mostly drift limited simulations as the time particles stay at a given disk radius
is much shorter. To the right of the peak the contributions become more local as expected. However, very high
planetesimal formation efficiencies ε seem to be unlikely for the Solar Nebula as these lead to too much mass in the
region of the cold classical Kuiper belt (Chapter 3). Roughly speaking, a significant amount of the final planetesimal
population mass moved through up to three of the major ice lines for ε& 0.3 before forming planetesimals at rp . 10au.
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Figure 4.13: The same as Fig. 4.11 but for simulations of type S2.1, see Tab. 4.1 and Chapter 3. S2.1.
4.4 Discussion
In this section we discuss advantages, disadvantages, and limitations of the presented model. Furthermore, we discuss
the case of a pebble accretion dominated situation even though the simulations do not include pebble accretion.
4.4.1 Limitations
The biggest advantage of the analytical approach is that it can be used in the post-processing. This means that only
radial particle velocities, the initial particle density profile, and the time evolution of planetesimal densities are needed.
Moreover, since it is an analytical approach, more insights on physical processes can be achieved. I.e., we can analyze
the reasons for a specific result as a swarm of pebbles drifts inward and the disk evolves.
However, there are also obvious disadvantages of the model. One is that assumptions are needed, especially on
the mass budget with which particles can join an incoming pebble swarm at different locations (i.e. the line density).
Particle mixing in the fragmentation limited regions could be underestimated. One would need a simulation that traces
the distribution of origins as the disk evolves to ensure more realistic particle mixing.
Another limitation of our approach is that radial diffusion is not taken into account and particle dynamics in the disk
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got simplified. We can estimate the timescale on which particles would radially mix due to particle diffusion with
tdiff ≈ r
2
D
=
r2
αtcshg
=
√
rGM?mg
kBT
. (4.18)
Here, D is the diffusion constant, αt the turbulence parameter, cs the isothermal sound speed, hscale the gas pressure
scale height, G Newton’s gravitaitonal constant, mg the mean molecular gas mass, and kB Boltzmann’s constant. If
the mid-plane gas temperature is a result of radiation heating from the central star, this temperature scales as T ∝ r−1/2
which leads to tdiff ∝ r. For αt = 10−4, this yields a diffusion timescale at 10au of a few ten million years. Hence,
the majority of planetesimals formed before diffusion can mix material over a larger region significantly. For high
αt & 10−3 and radii r . 1au, the diffusion timescale can become short enough to lead to significant large scale radial
mixing that influences the distribution or origins of pebble swarms. This goes hand in hand with mixing of particles
of different origins, especially in the fragmentation limited regions. However, the diffusion timescale at 10au over a
radial extent of 1au is 100 times shorter. In general, the smaller the radial region over which material is considered
to mix due to diffusion, the shorter the timescale. The radial diffusive flux also depends on the particles radial density
gradient, which is not considered for this estimate.
Planetesimal-planetesimal collisions are neglected but could enrich all particle populations from tiny dust grains
to pebble sizes (Gerbig et al., 2019). These fragments might have different sticking properties and different chem-
istry compared to the original material. This would influence the inner disk regions the most due to higher initial
planetesimal densities.
Another limitation of both the analytical model presented in this work and the simulations is that ice line effects
are not included. Drift of icy pebbles across (major) ice lines should result in elevated gas-phase abundances interior
to these lines (e.g. Cuzzi & Zahnle, 2004; Stammler et al., 2017; Krijt et al., 2018) and affect planetesimal formation
(e.g. Dra˛z˙kowska & Alibert, 2017; Schoonenberg et al., 2018). Observational evidence seems to suggest these elevated
gas-phase abundances are not occurring around the CO2 ice line (Bosman et al., 2018a), but is possible for CO (Zhang
et al., 2019, 2020). But significant drift (i.e., high radial mass flux) across ice lines could still occur and be consistent
with such observations if chemical processing (which we do not include here) is fast compared to transport (Bosman
et al., 2018b; Booth & Ilee, 2019).
The simulations used smooth disks but zonal flows and other pebble traps would create structure in both gas and
particles. These traps are only considered in the form of parameters for planetesimal formation via the conversion
length ` but not in the gas profile and thus also not in the drift velocities of particles. If there would be actual pressure
bumps in the gas, radial transport is slowed down, see e.g. Pinilla et al. (2012). This is an effect that would also lead to
a delay for planetesimal formation. As trapped particles cannot drift through traps, this would shift the shown feeding
zones to longer times. But since radial particle transport would be slowed down as well, the impact on the distribution
of origins is probably not too big.
If a significant amount of planetesimal mass is formed over a long time (up to ∼ 106 yr), the formation time of giant
planets (especially Jupiter) is crucial. A gap in gas formed due to the giant planet would block the incoming pebble
flux, changing the types of meteorites forming (Desch et al., 2018). However, if after this gap formation the pebbles
that are interior to it already originated from the outer disk, planetesimal forming material at these late times moved
already through several ice lines.
Implications for pebble accretion
Since Figs. 4.10 and 4.12 show the distribution of origins at a given time (see vertical time stamps) for a local pebble
swarm at different radii of planetesimal formation rp, those material origins would also apply for pebble accretion
on embryos. However, planetesimal formation affects the material mixture with respect to their origins. A possible
extreme case is a simulation with long pebble-to-planetesimal conversion lengths where planetesimal formation is
so inefficient that the pebble flux is allowed to stay radius independent. For pebble accretion the timing of embryo
formation is crucial since for different times the mixture of the pebble’s origins changes. The definition of a planetary
embryo is not straight forward but can be considered to be an object in the runaway growth phase (e.g. Wetherill &
Stewart, 1993; Kokubo & Ida, 1996; Rafikov, 2003; Levison et al., 2012; Kobayashi et al., 2016). In the terrestrial-
planet region embryos would form on timescales of roughly a few 104 yr to a few 105 yr. For planetesimals with
around 100km in diameter, pebble accretion is the least efficient (Visser & Ormel, 2016). This is the size at which
the headwind velocity of pebbles is equal to the planetesimal surface escape velocity. Bigger planetesimals accrete
pebbles more efficiently due to gravitational focusing.
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4.4.2 The need of extreme cases
In principle, one would need a numerical model that tracks growth and transport of solid material including another
dimension for the position of origin. The computation time of such a simulation time would scale with the number
of radial grid points. Such a code, however, is currently not available and would require a simplification of particle
growth such as presented in e.g. Booth & Ilee (2019) based on Birnstiel et al. (2012).
Since the simulations used in this work do not trace the material with respect to their origin, we need to model the
local mass contribution to a pebble swarm in a simple way. I.e., we need to model the situation of a pebble swarm
drifting in from an outer disk region rout to a region further in, say rin. What is the mass contribution of solid material
(dust or pebbles) that was originally at rin at the same radius when the pebble swarm with maximum origin radius rout
passes by. Since we are not able to calculate that for the given simulations, we can choose from two extreme cases:
1. We assume that the relative mass contribution follows the one given by the mass available after hitting the
growth barriers. In this case, the mass inside of rd is overestimated.
2. The other extreme would be given by a mass weighting function that follows the initial condition but scales
exponentially with the loss due to radial drift. For the drift limited regions in the outer disk the size distribution
is very top-heavy, leading to fast mean radial drift velocities. Fragmentation events are redistributing mass down
to monomer sizes (e.g. Birnstiel et al., 2011). Such fragmentation events lead to a lower effective drift velocity
of a hypothetically tracked mass of given origin, causing slower mean radial velocities.
We picked the latter approach for this work since it reflects the radial transport over time. However, the proper material
mixing due to fragmentation events is something only a numerical code tracing the particles origins can do.
4.5 Summary
In this Chapter, we analyzed where planetesimal material originates from. We based our analysis on numerical sim-
ulations performed by in Chapter 3 following the planetesimal formation model of Lenz et al. (2019). This model
assumes pebble traps to appear and disappear on a timescale of ∼ 100 orbits. The planetesimal formation efficiency
and radial density of these traps are parameterized as a conversion length `. This model is simple enough to allow
modeling the loss due to planetesimal formation for a traced pebble swarm while drifting inward. The disk can be
divided into three different zones: (1) a region from which particles can not contribute to planetesimal formation at
rp at a given time, (2) a zone within which pebble swarms do not lose mass due to planetesimal formation, and (3)
a planetesimal formation zone where the survival probability for single particles becomes lower due transformation
from pebbles to planetesimals while drifting inward.
We introduced a survival probability for single particles which depends on the efficiency of planetesimal formation,
the birth place, and the current position (see Fig. 4.1, Eq. (4.5), and Appendix C.3). We used two types of simulation
data where in one case the particles growth in the disk is mostly limited by drift and in the other case by fragmentation
(see Tab. 4.1 for a parameter overview). The size distribution averaged radial velocity of particles was used to calculate
the mean radial trajectories of pebble swarms. For a given time of disk evolution and a chosen planetesimal formation
radius rp, we calculated the origins within which a certain percentage of mass contributed to planetesimals formed at
rp.
The feeding zones for planetesimal formation depend on time, location in the disk, and the conversion length ` = ε/d
(see Appendix C.4). Later times of disk evolution lead to wider feeding zones as most of the material from the inner
disk drifted away or is in planetesimals already. The relative feeding zone, i.e. the radius of origin enclosing a
certain percentage of material forming planetesimals at rp, is larger for the inner disk. The more efficient planetesimal
formation is, i.e. shorter conversion lengths, the more in situ the feeding zones become since most of the pebble mass
is converted into planetesimals while a pebble swarm is drifting inward.
The results depend a lot on the radial extent of the fragmentation limited disk region. If a disk is limited by
fragmentation (i.e. low vf or high αt), the mean radial velocity of a pebble swarm is much slower compared to a drift
limited disk, allowing local material to stay for longer before drifting away. Hence, fragmentation limited disks have
smaller feeding zones compared to drift limited disks at the same time of evolution. However, this information has to
be linked to the planetesimal production rate to obtain knowledge on the time dependence and mean mass contributions
of different regions of origin. In Section 4.3.2 we show the time evolution of the distribution of origins, see Figs. 4.10
and 4.12. For the presented cases, over 90% of the final local planetesimal mass formed within ∼ 4 · 104 yr inside of
3au. While material with origins inside the water ice line dominates during the early phase (∼ 1.5 ·104−1.5 ·105 yr) of
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planetesimal formation at 1au, later planetesimals have only little contributions from that region. The mass averaged
contributions from different regions of origin show that radial particle transport leads to significant contributions from
material that passed several ice lines, especially for drift limited disks.
Nevertheless, numerical simulations are indispensable in order to verify or falsify the results of the analytical model.
4.6 Conclusions
Sorting planet forming material by their origin within or outside of major ice lines (water, CO2, CO), we find that
most asteroid material at 1au originates from far beyond the water ice line and that original nebula condensates from
within the water ice line are only a minor contribution. This general statement is true for both types of simulations
where most of the disk is either limited by drift or fragmentation. This finding holds for direct pebble accretion like
it does for intermediate storage in planetesimals. Thus almost all material incorporated into Earth, independent from
planetesimal or pebble accretion was heavily processed across several ice lines.
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5 Summary and Outlook
5.1 Thesis summary
The formation of planetesimals is believed to be necessary in order to explain the formation of planets. Planetesimal
formation means that µm-sized dust grains have to be transformed into roughly 100km planetesimals. This is a
journey along about 36 orders of magnitude in mass. The solids in circumstellar disks are embedded in gas which is
controlling the dynamics of particles. The relative velocities upon grains and radial particle velocities, both induced
by the gas, lead to growth barriers that prevent growth beyond a size of roughly a few ∼ 10cm. These growth barriers
need to be overcome to allow planet formation. The most promising formation process is gravoturbulent planetesimal
formation (Johansen et al., 2006). In this scenario, pebbles are concentrated, preferably inside of gas pressure bumps,
and turbulence is regulating the formation of Hill-stable pebble clouds that can collapse to planetesimals if particle
diffusion is slower than the collapse time (Klahr & Schreiber, 2015; Schreiber, 2018). This is a fast and elegant way of
overcoming the growth barriers by jumping several orders of magnitude in size and mass from typically mm−cm-sized
pebbles to ∼ 100km planetesimals. The typical planetesimal diameters of about 100km that is a result of diffusion
limited planetesimal formation is supported by numerical simulations on the reproduction of the size distribution in the
asteroid belt (Morbidelli et al., 2009) and by observations (Delbo et al., 2017). The density of formed planetesimals
determines how strongly they interact with each other. In order to enable the formation of different planet types (e.g.
Earth-like or gas giant), the mass in planetesimals in preferred regions of formation for the different planets have to
meet constraints. Here, the slope of the radial planetesimal density distribution is important. For steeper profiles, more
mass is in the inner regions whereas shallower profiles have more mass in the outer disk.
A planetesimal formation rate model capable of reproducing the Solar System
In Chapter 2 I proposed a new model for the planetesimal formation rate Σ˙p, see Eq. (2.1). This model is based
on the idea of pebbles being converted into planetesimals on a given conversion length `. This conversion length
is a free parameter but is assumed to scale with the gas pressure scale height. The planetesimal formation rate is
proportional to the flux of pebbles which is providing the mass for planetesimal formation and inversely proportional
to the conversion length. That means more planetesimals can be produced locally for a higher pebble flux and smaller
`. The conversion length is an unknown parameter that reflects the density of pebble traps and the efficiency of
trapping and converting pebbles to planetesimals. An example for such a situation is appearing and disappearing
pressure bumps in the disk. If those pressure bumps live long enough to build planetesimals from the inflowing pebble
flux, the planetesimal formation rate shown in Eq. (2.1) applies. However, if those traps do not live long enough or
the efficiency of trapping and converting pebbles into planetesimals is too low, no planetesimals are formed. This
defines the planetesimal formation condition shown in Eq. (2.5). The planetesimal formation model was implemented
into a dust and gas evolution code (Birnstiel et al., 2010) which follows the radial motion of particles and gas, and
solves for particle growth and fragmentation based on the Smoluchowski equation (von Smoluchowski, 1916). The
code assumes a Gaussian shape of gas and particles in the vertical direction. The simulations presented in Chapter 2
show that once the critical flux needed for planetesimal formation is reached it is exceeded over the majority of time
within which planetesimals are produced, see Fig. 2.1. This model produces planetesimals everywhere between around
∼ 1− 100au. In contrast to that, the models by, e.g., Dra˛z˙kowska et al. (2016) and Schoonenberg & Ormel (2017)
produce planetesimals in a rather narrow region of the disk. The planetesimal formation rate model presented in this
thesis produces planetesimals shortly after the first pebbles have formed locally. Since particle growth timescales are
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shorter in the inner disk, pebbles are produced first in the inner regions. Radii further out lag behind that growth front.
In the presented model, this implies planetesimal formation to start in the inner regions as well while planetesimals
at larger radii are formed later. Furthermore, I found that for disks that are mostly fragmentation limited, larger
conversion lengths ` (smaller planetesimal formation efficiencies) lead to smaller planetesimal formation rates but last
for longer compared to smaller ` (larger planetesimal formation efficiencies). However, smaller ` result in general
in more planetesimals, see Fig. 2.4. If ` is large enough (in the shown study ` & 50hg), i.e. for sufficiently small
planetesimal formation efficiencies ε, planetesimal density profiles steeper than the one of initial dust and gas are
produced. This might help to explain the difference between the expected profiles of circumstellar accretion disks
with r−1 and the minimum mass Solar Nebula with r−1.5.
The presented pebble flux-regulated planetesimal formation model is quite flexible. Eq. (2.1) should be valid for
any process where pebbles are radially transported and form planetesimals over a typical conversion length. In this
work, the planetesimal formation efficiency ε = 5hg/` was kept constant but could, in principle, vary with other disk
parameters. E.g., ε can be used to mimic the mass enhancement due to desublimating water vapor in a narrow region
just outside the water ice line. Additionally, another condition for planetesimal formation compared to the one used
throughout this thesis (Eq. (2.5)) could be used.
What determines the radial planetesimal density slope?
For a radius independent pebble flux, it is possible to predict the slope of the planetesimal density profile, see
Eq. (2.37). Another requirement is that the flux of particles is dominated by pebbles, i.e. by particles for which
we expect significant particle trapping and planetesimal formation. This depends on aerodynamical coupling to the
gas. In this work particles are called “pebbles” if they are in the Stokes number range [0.01,10].
According to the analytical prediction within the planetesimal formation rate model, the planetesimal density profile
only depends on the temperature profile. The slope of the planetesimal density profile within this model will always be
between the slope of the initial dust profile and the one predicted by Eq. (2.37): Σp ∝ r(q−5)/2 with T ∝ r−q. The slope
of initial dust is reproduced for extremely efficient planetesimal formation. In this case dust grows to pebble size and
immediately transforms into planetesimals. For sufficiently low planetesimal formation efficiencies, the pebble flux is
radius independent due to conservation of mass which then automatically fulfills one of the conditions of the analytical
estimate. I have shown that the analytical estimate predicts well the slopes produced in the numerical simulations, see
dashed lines in Figs. 2.4 and 2.5.
For an evolving mid-plane temperature, the temperature profile varies over time and so does the profile of produced
planetesimals in a given time interval of roughly constant temperature slope. The question remains under which
conditions the pebble flux is altered such that it is not constant with respect to r anymore. I.e., what is the critical value
for the planetesimal formation efficiency for which planetesimals form from local material only without significant
contributions from other regions. Hence, planetesimals are formed faster than pebbles can radially drift and transport
mass to other regions. This effect is discussed in Sec. 3.4.1. Setting the timescale of planetesimal formation based on
the present pebble mass and the timescale of radial pebble drift equal to each other defines the planetesimal formation
efficiency for which locally the highest planetesimal mass can be build (see Eq. (3.42)). Fig. 3.4 shows that this
analytical estimate indeed predicts roughly the peak in planetesimal mass as a function of planetesimal formation
efficiency. Typical values at which the peak is reached lie between ε = 0.1 and 0.3. For smaller values, a steeper slope
according to Eq. (2.37) is expected. For larger values, the planetesimal profiles become closer to the initial dust profile.
Generally speaking, for higher ε, more planetesimal mass is produced in the entire disk, whereas smaller values can
lead to pebbles drifting through a large zone before forming planetesimals in the inner disk.
Which disk parameters allow the formation of the Solar System?
Chapter 3 presents an extended parameter study of the planetesimal formation rate model shown in Chapter 2. This
model is tested with respect to Solar Nebula constraints for initial planetesimals. Using the simulation results on initial
planetesimals for different disk parameters allows to constrain different disk parameters for the Solar Nebula. The nine
analyzed parameters are the initial disk mass Mdisk, the disk size rc, the slope of initial density profile of dust and gas
γ, the fragmentation speed vf , the initial dust-to-gas ratio Z0, the trap formation time τf , the turbulence parameter αt,
the planetesimal formation efficiency ε, and the X-ray luminosity LX.
Based on literature studies, I suggest mass constraints for initial planetesimals in different disk regions:
• 0.7−1au (Earth/Venus region): 0.1−2.77 M⊕
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• 2−3au (asteroid belt): 0.002−5 M⊕
• 4−15au (possible giant forming region): 66−unknown M⊕
• 15−30au (“Nice disk”): 10−unknown M⊕
• 30−50au (Cold Classical Kuiper belt): 0.008−0.1 M⊕
In the regions inside of 0.7au and outside of 50au no initial planetesimals are required. These mass constraints are
summarized in Fig. 3.1.
I found that a wide range of parameters allows the formation of the Solar System in terms of the suggested mass
constraints. An extremely narrow range for each parameter would have been an indication for parameter fine tuning.
However, since a wider range of each disk parameter seems to be possible, the planetesimal formation rate model can
be applied within planet formation models that start with dust or pebbles such as population synthesis models (see
Völkel et al., 2020).
In order to judge whether a certain parameter range fails to reproduce the Solar System, the suggested mass con-
straints were transformed into column densities, assuming an expected slope, see Fig. 3.2. The simulation results
on initial planetesimals are then compared to both the minimum mass Solar Nebula mass (Figs. 3.7 and 3.8) and the
suggested constraints (Figs. 3.9 and 3.10). Two fiducial parameter sets were used from which only one parameter was
changed per simulation.
The fragmentation speed and turbulence parameter determine how many particles form that are considered as peb-
bles. Hence, conclusions on parameters that change the mass budget (e.g. Mdisk) depend on these parameters. The
fragmentation speed is the more important one of the two since the fragmentation limit depends quadratically on its
value. Tab. 3.3 summarizes the possible parameter ranges. In order to meet the suggested constraints on initial plan-
etesimals, the initial disk mass must be Mdisk & 0.1M for vf ∼ 1ms−1 and Mdisk & 0.02M for vf & 10ms−1. The disk
was likely smaller than rc . 50au with a power-law index in the inner regions of γ ∼ 1. If the fragmentation speed is
too slow, no pebbles are formed and, thus, no planetesimals. This is why I conclude that vf & 1ms−1. For the initial
dust-to-gas ratio, a wide range seems to be possible, 0.01 . Z0 . 0.03. For Z0 . 0.003, simply too little mass ends up in
planetesimals. Since no or only little mass outside of 50au is expected, traps needed at least 300 torb to form or never
formed in these outer regions. For the turbulence parameter, a wide range is possible, αt ∼ 10−5 − 10−3. However,
if vf ∼ 1ms−1, the maximum value of αt should not exceed a few 10−4. By comparing the pebble-to-planetesimal
conversion length ` to the gas pressure scale height, the constraints are given by 0.002 < hg/` . 0.06. If planetesimal
formation is too efficient, too much mass in the outer regions is produced whereas too small efficiencies lead to too
few planetesimals in general. The most appealing simulation included accretion heating and the following parameters:
Mdisk/M = 0.1, rc/au = 20, γ = 1, vf/cms−1 = 2 · 102, Z0 = 0.0134, τf/torb = 1600, αt = 3 · 10−4, and ε = 0.05, and
LX/ergs−1 = 3 · 1029. The final planetesimal profile of this simulation is shown as dotted line in the top left panel of
Fig. 3.10. These parameter constraints will help to choose the initial conditions of future simulations which try to
reproduce the Solar System.
Where does planetesimal forming material originate from?
By tracing planetesimal forming material back to their origins, I computed the mass fraction of planetesimals that
crossed one or several major ice lines (Chapter 4). The particle tracing used is based on data including radial velocities
and size distributions taken from the output of simulations, see Figs. 4.5 and 4.2. The model divides the disk into
four different zones based on typical evolutions of planetesimal forming regions, see Fig. 4.1. (1) A region of particle
origins from which no particles are reaching the disk radius rp at which planetesimals are forming at time t. (2)
The next region, located further in, contains particles that do reach rp within the time t but no mass is lost due to
planetesimal formation since the critical pebble flux is not reached in that region. (3) The third region is filled with
particles that are prone to planetesimal formation. While particles are moving through this zone, mass is lost due to
the formation of planetesimals. (4) The innermost region (mostly) describes a zone within which planetesimals are
formed and particles fragment. However, it is argued that fragmentation events may only have a minor effect on the
mixture of particle origins. With help of these classifications, a differential equation for the survival probability of
individual particles is derived (Eq. 4.5) and solved analytically (Appendix C.3).
The regions from which a certain percentage of mass originates from that is contributing to a planetesimal are
called “planetesimal formation feeding zones” in this thesis. As already discussed above, large feeding zones allow
planetesimal profiles steeper than the original profiles of dust and gas. The analytical model for particle tracing and its
analysis in Chapter 4 enable to reveal the underlying physical processes that cause a feeding zone at a certain position
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in the disk at a given time of disk evolution. These processes are, on the one hand, the changing survival probability
of individual particles while pebbles are drifting, controlled by the conversion length of the planetesimal formation
model presented in Chapter 2. On the other hand, particle drift reduces the amount of original local mass over time
which regulated the mass that can join a drifting pebble swarm, see Figs. 4.3 and 4.6. The relative mass contributions
of different regions of origin to a pebble swarm changes due to these reasons while it is drifting (Fig. 4.7).
Assuming fixed locations for the water, CO2, and CO ice lines following Öberg et al. (2011), relative contributions to
planetesimals from different regions divided by these ice lines can be computed as a function of time, see Figs. 4.10 and
4.12. How fast most of the planetesimals are formed depends on whether most of the disk is limited by fragmentation
or drift. In the former case average drift is much slower and planetesimal formation lasts longer. The first ∼ 30% of
planetesimals formed at 1−2au have significant/dominating contributions from particles originating within the water
ice line. However, the mass averaged contributions of the final planetesimal populations at the locations of Earth or
the asteroid belt have significant contributions from regions outside the water ice line (and/or other major ice lines)
if planetesimal formation is not too efficient, see Figs. 4.11 and 4.13. This finding also holds for a scenario where
pebbles are accreted onto existing planetary embryos since the composition of pebble swarms determines both the
composition of planetesimals forming out of pebble clouds and of pebbles that are attracted by massive objects.
To summarize, radial pebble transport in circumstellar disks plays a crucial role for the composition of planetary build-
ing blocks and their distribution in the disk. Pressure bumps in the gas present particle traps, which are favorite regions
for planetesimal formation. These particle traps allow forming planetesimals throughout the disk. The efficiency of
planetesimal formation can have a huge impact on the mixture of particles forming planetesimals by determining
which percentage of particles stems from which location in the disk. Furthermore, due to longer radial transport paths,
this results in planetesimal profiles steeper than those of the initial dust and gas distributions, which helps to explain
the discrepancy between the minimum mass Solar Nebula and viscous accretion disks.
5.2 Outlook
This section is on potential future projects. The use of a new planetesimal formation rate model, a temperature model
that depends on the evolution of particles, and restrictions with respect to computational time and current modeling
offers new opportunities or requires new ways to improve the understanding of planet formation.
Connecting two different planetesimal formation rate models
Dra˛z˙kowska et al. (2016) and Schoonenberg & Ormel (2017) proposed a model where planetesimals are formed
whenever the particle-to-gas mass ratio in the mid-plane reaches values above unity. Both models are equivalent to
each other and I will hereafter follow the description by Dra˛z˙kowska et al. (2016). Once their planetesimal formation
condition is fulfilled, planetesimals are produced with the rate
Σ˙p = ζ
Σd(St > 0.01)
torb
. (5.1)
Here, ζ defines the efficiency parameter per orbit with which the mass contained in particles with St > 0.01 is con-
verted to planetesimals. This model does not assume the presence of particle traps. However, the model discussed
in Chapter 2 parameterizes features of such traps. I.e., the conversion length ` could be a result of traps emerging
everywhere in the disk but with a typical mean radial separation. With these traps appearing and disappearing on
timescales proportional to the orbit time, pebble traps occur at almost every location in the disk. In this thesis, these
features, i.e. the radial separation and lifetimes of traps, were parameterized and did not appear in the gas density.
Hence, both models of Lenz et al. (2019) and Dra˛z˙kowska et al. (2016) can be linked to each other via a structured
gas density profile. The turbulence parameter αt was set to a constant value in both of these papers. A gas profile
with Gaussian bumps can be forced by an appropriate structure in αt(r), where a dip in αt(r) will create a bump in the
gas density. The bumps have a lifetime of, e.g., τl = 100torb taken at the peak position. After 0.5τl the bump begins
to disappear while another bump builds up at a different radius that is not too close to the nearest neighboring bump
or the previous location. To avoid constant movement toward or away from the star of all bumps, the disk could be
divided into different regions. The centers of these regions are located where initially the ratio of the disk radius to the
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intended trap distance r/d (e.g. d = 5hg) are integers. The translation between the planetesimal formation efficiency
parameter of Dra˛z˙kowska et al. (2016) and Lenz et al. (2019) would be given by
ζ
torb
=ˆ
ε
τl
. (5.2)
The planetesimal formation condition is taken from Dra˛z˙kowska et al. (2016), i.e. a critical value for the particle-
to-gas ratio in the mid-plane is required. If the traps are sufficiently pronounced and the Stokes numbers of the
largest particles are high enough, particle trapping can occur that satisfies the planetesimal formation condition. If
the minimum separation of traps is not too large and trap lifetimes are not too long, a smooth planetesimal formation
density profile is expected, reproducing the parameterized model discussed in Chapter 2.
Are comets late planetesimals?
Typical diameters of asteroids and comets differ by around one order of magnitude. It is still a mystery why this is the
case and also when the first comets have formed. There is evidence that planetesimals are formed via gravoturbulent
collapse that is regulated by particle diffusion. Gravitational instability of massive pebble clouds (Johansen et al.,
2006; Johansen et al., 2007) seems to be the most promising way to overcome the fragmentation (Blum & Münch,
1993; Blum & Wurm, 2008; Gundlach & Blum, 2014) and drift barrier (Klahr & Bodenheimer, 2006; Birnstiel et al.,
2012). The asteroid belt (Bottke Jr et al., 2005a), the Kuiper belt (Fuentes & Holman, 2008; Fraser & Kavelaars,
2008), Jupiter Trojans (Jewitt et al., 2000), and Neptune Trojans (Sheppard & Trujillo, 2010, see Fig. 1.8 for an
overview) all share a characteristic size at which a kink feature arises in their size distribution. This characteristic size
is around 100km in diameter which is predicted by diffusion limited gravoturbulent planetesimal formation for typical
parameters (Klahr & Schreiber, 2015; Schreiber, 2018). This is inline with Morbidelli et al. (2009) who have shown
that asteroids in the main belt were born big (diameter & 80km). As shown by Blum et al. (2014), comets must have
formed via gravitational instability as all alternative formation models would lead to too high tensile strenghts of the
surface layers. For the special case of 67P/Churyumov-Gerasimenko, Blum et al. (2017) have shown that this is also
true for this object and, on top of this, that it was formed by roughly mm-sized pebbles mixed with microscopic ice
particles. However, some people believe that comets are a result of disruptive collisions (e.g. Morbidelli et al., 2015).
Schreiber & Klahr (2018) have shown that particle diffusion becomes weaker with increasing dust-to-gas ratio of
the local particle clouds. Photoevaporation reduces the gas densities at late times such that there exists the possibility
to form smaller objects formed at times & 106 yr. For the collapse, the particle diffusion on the scales of planetesimal
formation is important. This implies that we need an estimate for mid-plane particle-to-gas ratios at the particle density
at which collapse is happening ( fρHill). The dimensionless diffusion coefficient can be described as
δ ≈ δ10
(
fρHill/ρg
10
)−p
, (5.3)
where δ10 ≈ 1 ·10−6 . . .2.5 ·10−5 and p = 1 . . .1.5 (Schreiber & Klahr, 2018). During the collapse, the particle diffusion
parameter goes up and can reach values that are 10 times higher (Schreiber, 2018) which is represented as the upper
end of δ10. Hence, the measured diffusion constants are pointing to the right direction but should not be understood
as strict values. They might also be linked to the mass efficiency parameter q that arises in the planetesimal size
prediction, see Eq. (1.43). Furthermore, δ scales with the particles Stokes number. Unfortunately, the study from
Schreiber & Klahr (2018) analyzed only two different Stokes numbers which makes it difficult to identify a scaling
law. Once we know more about how the particle diffusion scales with the Stokes number, Eq. (1.43) can be used to
predict the evolving size of newborn planetesimals over time.
Evolving gas temperature linked to the size distribution of particles
In Chapter 3 a temperature model based on the size distribution of particles was proposed. This model was not tested
in great detail. Hence, it would be of interest to analyze the temperature evolution for the accretion heating model that
depends on the size distribution of particles. The size distribution changes the optical depth which has an impact on the
gas temperature, see Eq. 3.35. Analyzing this temperature model is a project for itself but it would be of great interest
to see how the evolving size distribution changes the temperature in the disk. The results could then be compared to
sophisticated models such as the one from Hubeny (1990).
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5 Summary and Outlook
On further evolution of planetesimals
In this work, planetesimals were not interacting with each other or with other material once they have formed. How-
ever, once the planetesimal density is high enough, planetesimals collide with each other, replenishing smaller material
such as pebbles and dust grains as well as leading to planetesimal growth (e.g. Weidenschilling et al., 1997; Kobayashi
et al., 2016). They are also able to accrete pebbles to grow bigger (Ormel & Klahr, 2010). It was found by Visser
& Ormel (2016) that pebble accretion onto planetesimals with diameters around 100km leads to very long growth
timescales (& a few million years) and only becomes efficient for objects with diameters of a few 100km or larger.
This implies that 100km planetesimals have to grow via planetesimal-planetesimal collisions before pebble accretion
becomes important. The interaction of dust growth to pebbles, dynamic planetesimal formation linked to the pebble
flux, and planetesimal-planetesimal collisions was studied in a simple local model by Gerbig et al. (2019). They were
not including radial transport, planetesimal growth, or gas evolution. Additionally, they described the system with
help of simple differential equations rather than solving more general growth equations. Hence, it would be a valuable
project to study the effects of planetesimal-planetesimal interactions and pebble accretion in a simulation that solves
for radial transport and particle growth.
The need to improve simple disk evolution models
The long computation times on the order of months of the simulations presented in this thesis make a quick and
broader parameter study challenging, especially for the most interesting cases for which the fragmentation speed is
on the order of 1ms−1. The implementation of collisions of planetesimals with each other and tracking their growth
and dynamical evolution would cause the simulations to run for even longer. Hence, a simple model for the evolution
of dust, pebbles, and gas is required. Current simple models such as the two population model (Birnstiel et al., 2012)
deviate from codes that solve for particle motion as well as particle growth and fragmentation (e.g. DustPy) under
certain conditions. Such conditions are, for instance, low αt . 10−4 or a structured gas profile with bumps or dips. The
two population model struggles under these circumstances to reproduce the results from more sophisticated models
that include more physics instead of simplifying some effects (e.g. Birnstiel et al., 2010). Hence, such simple models
should be used with caution. When a new effect is implemented into such models, e.g. planetesimal formation, it has to
be tested and compared to sophisticated models first, before the results can be fully trusted. Furthermore, simulations
in which particles are traced, including their chemical composition and planetesimal formation, are needed to obtain a
more comprehensive understanding of planetesimal compositions.
Connecting simulation data to observables
The planetesimal formation model presented in this thesis produces planetesimals almost everywhere in disks. The
final mass of the entire planetesimal population can be very close to the initial dust mass. As long as planetesimal-
planetesimal collisions do not produce a significant amount of dust, this effect should be observable. Hence, analysis
of observables such as the optical depth in the simulations including planetesimal formation would lead to valuable
knowledge. This information could be used to answer the question at which time disks become transparent due to too
much mass ending up in planetesimals. Once planetesimal-planetesimal collisions are included in those simulations,
an effect that replenishes small material, the time evolution of the amount of observable particles that is produced in
simulations can be compared to observations (see e.g. Williams et al., 2019).
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A Additional information on Chapter 2
A.1 The coagulation approach
The first mathematical expression (in discrete form) for the coagulation process was obtained by von Smoluchowski
(1916). It was first written in integral form by Schumann (1940), which is appropriate for a continuous mass spectrum.
Consider a dust grain distribution nm(m,r,z) as the number of particles per spatial volume and per particle mass interval
[m,m + dm]. In protoplanetary disks, nm is a function of the solid particle mass m as well as the distance r and height
z (cylindrical coordinates). Since we assume a cylindrically symmetric system, the quantities do not depend on the
azimuthal angle ϕ. Thus, the total dust mass density is
ρd(r,z) =
∞∫
0
dm nm(m,r,z) ·m. (A.4)
A further generalized coagulation equation including fragmentation would be (see e. g., Barrow, 1981; Birnstiel et al.,
2010)
∂
∂t
nm(m, t,r,z) =
∞∫
0
dm1
∞∫
0
dm2 K(m,m1,m2,r,z)
×nm(m1,r,z)nm(m2,r,z),
(A.5a)
where the reaction kernel is given by
K(m,m1,m2) :=
1
2
K(m1,m2) ·δ (m1 + m2−m)
−K(m1,m2) ·δ (m2−m)
+
1
2
F(m1,m2) ·D(m,m1,m2)
−F(m1,m2) ·δ (m−m2) .
(A.5b)
In this expression
K(m1,m2) := Pc(m1,m2,∆v) ·∆v(m1,m2) ·σ(m1,m2)
is the coagulation kernel,
F(m1,m2) := pf(m1,m2,∆v) ·∆v(m1,m2) ·σ(m1,m2)
the fragmentation kernel, and
σ(m1,m2) = pi(a1 + a2)2
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the geometrical cross section , where ai is the particle radius of the colliding particle with mass mi. Pc and pf denote
the probability that a collision between two particles of mass m1 and m2 with a relative velocity ∆v at collision leads
to coagulation or fragmentation (Pc + pf = 1), respectively. Colliding particles with m1 and m2 give a gain term for
particles with mass m, determined by the distribution of fragmentsD(m,m1,m2), where we assume that the distribution
is a power-law according to
nm dm ∝ m−ξ dm. (A.6)
We follow Brauer et al. (2008a) and use ξ = 1.83, but this power-law index may depend on the collision speed (Hus-
mann, 2017, his section 4.2). The Dirac delta-distribution is denoted by δ (·).
The first term in Eq. (A.5b) corresponds to an increasing number of particles with mass m due to grain growth, i. e.,
particles with masses m1 and m−m1 coagulate. The second term represents the loss of particles with mass m (m1
coagulates with m). The third term stands for the fragmentation due to a collision between particles with mass m1 and
m2, and includes the fact that subsequently a distribution of some of their mass will occur via fragmentation to smaller
sizes. The fourth term describes the fragmentation of particles with mass m1 and m and thus represents the loss of
particles with mass m. The factors 1/2 eliminate double counting of the collisions increasing the number of particles
of mass m. We use 27 bins per size decade. The radial grid has 300 points spanning from 0.2 to 800au. The grid
points are logarithmically equally spaced, both in mass and disk radius. In order to optimize computational time, we
only numerically consider mass cells up to twice the mass of the current maximum mass in the system at each disk
radius, similar to section 2.2 of Lee (2000).
In general, all these quantities can also depend on other material properties such as composition, porosity and
charge. To keep it simple we consider just the mass of the colliding particles. As Eq. (A.5a) is proportional to the
product of two densities and particle densities become larger toward the mid-plane due to vertical settling, we follow
Birnstiel et al. (2010) and approximate the kernels by the mid-plane values. However, the z-dependence is eliminated
by vertical integration, assuming a Gaussian z-profile for the particle density. In the code, the discrete Smoluchowski
equation is solved numerically. See Appendix A of Birnstiel et al. (2010) for details.
A.2 Radial Particle velocities dominated by gas flow
It is worthwhile to estimate the Stokes number below, which the first velocity term in Eq. (2.16) dominates. Therefor
we use
hg ∝ r(3−q)/2, (A.7)
assuming a falling temperature power-law with exponent q. Further, we assume a gas column density profile following
Eq. (2.20) with γ = 1, rc = 35au. This leads to the logarithmic pressure gradient
∂ln P
∂lnr
= −γ− 3 + q
2
− (2−γ)
(
r
rc
)2−γ
(A.8)
which is obtained by using P = c2sρg for mid-plane values, see Eq. (2.10). There are regions in the r-St space where
the total particle velocity is dominated by the gas velocity, i. e., by the left term in Eq. (2.16). We will now determine
the condition on the Stokes number for this term to dominate the radial velocity. In the most cases the dust-to-gas ratio
is small on large scales, thus, we assume ρd/ρg 1. This way we obtain
3
Σg
√
r
∣∣∣∣∣∣ ∂∂r (Σgν√r)
∣∣∣∣∣∣ ≥ Sthgr
∣∣∣∣∣∣∂ln P∂lnr
∣∣∣∣∣∣cs (A.9)
which can be written in the form
3
r
ν
∣∣∣∣∣∣ ∂∂lnr ln (Σgν√r)
∣∣∣∣∣∣ ≥ Sthgr
∣∣∣∣∣∣∂ln P∂lnr
∣∣∣∣∣∣cs (A.10)
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Figure A.1: Evolution of the flux averaged Stokes numbers in the mid-plane (solid) and particle radii (dashed) for a
simulation with αt = 10−3 (left panels) and αt = 10−2 (right panels). Both are shown as a time series as a function of radius
(top panels) and for different radii as a function of time (bottom panels). In all plots the left axis belongs to St and the right
one to a according to the definition in Eq. (A.14).
By inserting the turbulent viscosity from Eq. (2.7) as well as Eqns. (A.7) and (A.8) we get, for a constant αt (after
rearranging)
3αt
∣∣∣∣∣∣∣−γ− (2−γ)
(
r
rc
)2−γ
+
3−q
2
− q
2
+
1
2
∣∣∣∣∣∣∣
≥St
γ+ 3 + q2 + (2−γ)
(
r
rc
)2−γ (A.11)
which finally yields Eq. (2.23). If ρd/ρg  1 is not fulfilled, this value has to be multiplied by [1 + (ρd/ρg)2] for
mid-plane values. Since Σg decreases exponentially for r/rc > 1, whereas ν
√
r increases with r, there exists a radius
from which gas is flowing outward. This outflow of gas can drag dust with sufficiently small Stokes numbers along.
The transition radius where the gas velocity ur switches from an inflow (ur < 0) to an outflow (ur > 0) can be computed
the same way:
ur
!≥ 0
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leads with Eq. (2.14) to
∂
∂lnr
ln (Σgαthgcs
√
r)
= −γ− (2−γ)
(
r
rc
)2−γ
+ 2−q ≤ 0 (A.12)
giving
r ≥
(
2−q−γ
2−γ
)1/(2−γ)
rc. (A.13)
Since in our simulations the pressure gradient is always negative, drift is also always pointing inward. In this case,
the region of outflowing solid matter in the r-St space is given by Eq. (2.23), giving the Stokes number of the velocity
sign flip, and Eq. (A.13), giving the disk radius beyond which gas, and thus also these particles, are flowing outward.
A.3 Averaged Size of planetesimal forming material
What is the average size of the material which is building planetesimals? To answer this question we use flux averaging
such that
X :=
∑
Stmin≤St≤Stmax X
∣∣∣vdrift(r,St)∣∣∣Σd(r,St)∑
Stmin≤St≤Stmax
∣∣∣vdrift(r,St)∣∣∣Σd(r,St)
× θ(M˙peb− M˙cr), (A.14)
where X is either Stokes number, St, or particle radius, a, and the sum goes over all particles with Stokes number in
the range between Stmin and Stmax. The Heaviside function reflects the condition (2.5). We use a flux average, since in
our model the contribution to planetesimals scales with it. Fig. A.1 shows that the flux averaged particle size building
planetesimals is roughly a constant over time, as long as the dust-to-gas ratio is high enough to keep the drift limit
close to the fragmentation barrier. The large peak beyond 300au stems from the exponential drop in gas density. This
yields planetesimals which are built from ∼ µm-sized particles. The r-dependence of a is mostly determined by the
gas column density Σg, as can be seen from the almost r-independent St values at 106 yr, which transforms St via
Eq. (2.13) into a ∝ Σg.
A.4 Necessity of Stmin and Stmax
If the flux is not dominated by particles in the range Stmin ≤ St ≤ Stmax, these parameters become very important.
Though, Stmax is only important for the outer disk part where the gas density becomes very low, leading to high Stokes
numbers > 1 even for the smallest particles in the simulation (0.1µm). Fluid dynamical simulations have to show which
values of the Stokes number represent the boundaries at which both particle trapping and planetesimal formation can
occur in a gravo-turbulent scenario. One prerequisite would be the onset of streaming instability which can further
regulate planetesimal formation after enough mass has been accumulated. In Fig. 2.1 we plot both the particle flux
fulfilling 10−2 = Stmin ≤ St≤ Stmax = 10 and the flux of all particles. In the extreme case where Stmin = 0 and Stmax =∞,
the difference between the total flux (dashed lines) and the pebble flux shown (solid lines, Stmin = 10−2, Stmax = 10)
would also yield a difference in planetesimals. Since the particles’ contribution to planetesimals is weighted by the
contribution of their flux to the overall pebble flux, smaller particles also contribute less. Smaller values of Stmin, say
10−3, would lead to earlier planetesimal formation, which also persists longer. The edges of the planetesimal zone
would also stretch out.
A.5 Total dust and planetesimal mass in the disk
Fig. A.2 shows the integrated mass of planetesimals and smaller particles. Reaching the total solid mass of the
MMSN does not necessarily imply that the result is compatible with planetesimal formation in the Solar Nebula.
It is more like a necessary condition and, therefore, knowledge about the planetesimal distribution as a function of
radius is mandatory. For αt = 10−2 values over the MMSN mass can be reached only for high ε (here 0.8), which is
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Figure A.2: Total planetesimal mass (solid lines) and total mass of solids not in planetesimals (dashed lines) as a
function of time. The gray dotted line shows the total mass in solids of the minimum mass Solar Nebula (MMSN), after
Weidenschilling (1977b) and Hayashi (1981). For this plot the same parameters were used as in Fig. 2.4.
unlikely since the efficiency in the planetesimal formation process itself is already lower (Schreiber, 2018, see κ in his
Table 7.3).
High αt leads to wider regions which are fragmentation limited. Hence, more mass is in small, slow drifting
particles. The total mass strongly depends on ε. Whereas for mostly drift limited disks, the mass reservoir in the
outer disk is transported to the inner part much faster. Over this long distance, particles which were not transformed
into planetesimals in the outer part may turn into one in the inner part. This can lead to similar disk masses of the
planetesimal population but with a different r-dependent distribution.
A.6 Origin of particles beyond growth barriers
Physical and numerical diffusion mix particles radially, which can lead to particles larger than the growth barriers.
They can remain there for a long time if the particle density is low enough to keep collision rates small, see figures A.3
and A.4. Converting particle radius into Stokes number, this effect looks more extreme in the outer disk (figures 2.2
and 2.3) because the gas density decreases with disk radius.
A.7 More detailed derivation of the planetesimal formation condition
In order to be able to form planetesimals, there exists a critical cloud diameter lcorr that has to be reached in order for
the cloud to be able to contract while an underlying turbulent particle diffusion is trying to dissolve it (Schreiber, 2018,
his section 3.3). This critical length scale can be derived by equating the diffusion and collapse timescale leading to
lcorr =
2
3
√
δ
St
hg. (A.15)
Here, δ is the dimensionless diffusion parameter (diffusion constant over cshg) which acts on the scale of lcorr. Particles
have to concentrate and reach Hill density ρHill in a volume l3corr. I. e., under self-gravity particles will settle to
an effective scale height `z = lcorr in the z-direction and concentrate azimuthally out of a full 2pir ring to a length of
`ϕ = lcorr. In the radial direction the particles that have been in the trap structure of radial extent dr will be concentrated
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Figure A.3: Same as Fig. 2.2 but showing particle column density per size bin (color) as function of particle radius.
Furthermore, instead of the snapshot at 104 yr we show 2 · 106 yr. The gray line shows the size above which particles can
potentially contribute to planetesimal formation.
within the length `r = lcorr, and the particles that would drift the radial distance
∣∣∣vdrift(t0,St)∣∣∣τ during the time τ are
also concentrated within `r = lcorr. We add the factor 4pi/3 because these particles are more likely to concentrate into
104
A
pp
en
di
x
A
10−8
10−7
10−6
10−5
10−4
10−3
10−2
10−1
100
101
102
σ
d
(r
,a
)
[g
cm
−2
]
10−4
10−3
10−2
10−1
100
101
102
p
ar
ti
cl
e
ra
d
iu
s
[c
m
]
1.02× 105 years
αt = 10
−3, ε = 0.1
Stmin
St = 1
afrag
adrift
10−4
10−3
10−2
10−1
100
101
102
p
ar
ti
cl
e
ra
d
iu
s
[c
m
]
1.03× 106 years
100 101 102
distance to the star r [au]
10−5
10−4
10−3
10−2
10−1
100
101
102
p
ar
ti
cl
e
ra
d
iu
s
[c
m
]
2.05× 106 years
Figure A.4: Same as Fig. 2.3 but showing particle column density per size bin (color) as function of particle radius.
Furthermore, instead of the snapshot at 104 yr we show 2 · 106 yr. The gray line shows the size above which particles can
potentially contribute to planetesimal formation.
a spherical shape than a cubic one. The condition for planetesimal formation then reads
ρHill ≤ ρpeb,lc ≈
ε
(4pi/3)`z`r`ϕ/(2pir)
∑
Stmin≤St≤Stmax
 r+dr/2∫
r−dr/2
Σpeb(t1,St)dr +
t∫
t1
Σpeb(t,St)
∣∣∣vdrift(t,St)∣∣∣dt
︸                            ︷︷                            ︸
≈ Σpeb(t0,St)
∣∣∣vdrift(t0,St)∣∣∣τ
.
(A.16)
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The second term will mostly dominate the first term. The expression
4pi
3
l3corrρHill = mp (A.17)
gives the resulting planetesimal mass (Klahr & Schreiber, 2015; Schreiber, 2018) and, by neglecting the first term, we
obtain the same condition as in Eq. (2.5).
The timescale over which the concentration will occur is assumed to be the lifetime of these structures, τ = τl.
Since we need a local criterion to make the model work, we have to assume that the particle flux does not change
significantly over τ, or if it does, that it will still lead to the same result of either reaching or not reaching Hill density.
B Additional information on Chapter 3
B.1 Photoevaporation
For the gas loss rate due to photoevaporation we follow Picogna et al. (2019) (X-ray and EUV). Note that carbon
depletion can have significant effects (Wölfer et al., 2019) which we will not take into account. For the profile provided
by Picogna et al. (2019) we used the scaling with star mass from Owen et al. (2012). The equations presented in this
section are only for gas, but do not remove particles from the simulation. For the sake of brevity, we define
x = 0.7
r
au
M
M?
. (B.18)
The photoevaporation profile is given by
Σ˙w ∝ 1x2
5∏
j=−1
10c j lg (x)
j+1 ·
5∑
i=0
(i + 1) · ci ln (x)
i
ln (10)i
(B.19)
with parameters
c−1 = − 2.8562
c0 = 5.7248
c1 = −11.4721
c2 = 16.3587
c3 = −12.1214
c4 = 4.3130
c5 = − 0.5885
(B.20)
The expression is normalized such that the total mass loss rate
M˙X =
∞∫
0
2pirΣ˙w dr (B.21)
is given via
lg
 M˙XM/yr
 (B.22)
= AL · exp
 1CL
lnlg( LXerg/s
)−BL2
+ DL,
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Figure B.5: Pebble flux in units of Earth masses per year for different times as a function of disk radius (upper panel) and as
a function of time for different disk locations (lower panel). Here, we show data from the accretion heating simulation (most
appealing case, see last row in Tab. 3.1). Solid lines show the pebble flux using the smoothing function Eq.(3.30), dashed
lines show the total flux, i.e. taking all solid material into account except planetesimals. For the upper panels, sub-critical
fluxes are marked by the gray zone, which are shown in the respective colors in the lower panels.
with parameters
AL = −2.7326
BL = 3.3307
CL = −2.9868 ·10−3
DL = −7.2580.
(B.23)
Outside of 120au ·M?/(0.7M) we set
Σ˙w
(
r > 120au
M?
0.7M
)
= 3 ·10−15 gcm−2 s−1 (B.24)
due to external FUV radiation.
Also for the case of an inner hole, we follow Picogna et al. (2019). The hole radius rh is implicitly defined via the
radially integrated midplane gas number density
rh∫
0
Σg√
2pihgmg
dr = 1022 cm−2. (B.25)
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The profile with inner hole becomes
Σ˙w,h ∝ ah2pir/aub
δx
h δx
ch−1 [δx · ln (bh) + ch] , (B.26)
where δx = (r− rh)/au and the parameters are given by
ah = 0.11843,
bh = 0.99695,
ch = 0.48835.
(B.27)
The gas loss rate is normalized such that
1.12M˙X =
∞∫
0
2pirΣ˙w,h dr. (B.28)
B.2 The case of the most appealing simulation including accretion heating
This Appendix concentrates on a special case with accretion heating that is linked to the size distribution of solids.
Fig. B.5 shows the pebble flux as a function of disk radius at different snapshots and as a function of time at different
disk radii. The interpretation of this Figure is similar to the one given in Lenz et al. (2019). I.e., once the critical
flux for planetesimal formation is reached the flux is orders of magnitude larger than the critical value M˙cr (above the
shaded areas in both panels). Photoevaporation (an effect not included in Lenz et al. (2019)) leads to a small increase
100 101 102
distance to the star r [au]
10−6
10−5
10−4
10−3
10−2
10−1
100
101
102
103
104
co
lu
m
n
d
en
si
ty
Σ
[g
/c
m
2
]
αt = 3× 10−4
Σp
Σg
Σd
lg(t/yr)=,lg (t/yr) =3,4,5,6
102 103 104 105 106 107
time [yr]
10−6
10−5
10−4
10−3
10−2
10−1
100
101
102
103
104
co
lu
m
n
d
en
si
ty
Σ
[g
/c
m
2
] αt = 3× 10−4
Σp
Σg
Σd
lg(t/yr)=,r/au =3,10,41
Figure B.6: Same as Fig. 3.5 but for the accretion heating simulation (most appealing case, see last row in Tab. 3.1).
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of the pebble flux at late times, see the evolution after ∼ 8 ·106 yr in the lower panel of Fig. B.5. However, this increase
has only a negligible effect on the final planetesimal population since the pebble flux has dropped by many orders of
magnitude compared to its maximum value.
In Fig. B.6, since in this simulation the gas temperature depends on dust evolution, the ice line radially moves over
time. Hence, the kink feature in planetesimals that is clearly visible at early times (∼ 104 yr) is smeared out at late times
(∼ 106 yr). At all three locations shown in the bottom panel, planetesimal formation is going on for around ∼ 106 yr
with significant mass contributions. Note that a higher X-ray luminosity (up to ∼ 1030 ergs−1) would not change the
results by much as the disk would not vanish before ∼ 2Myr. At this time the planetesimal population has saturated
already.
For our most appealing case which includes accretion heating (Fig. B.7), the higher gas midplane temperatures in
the inner disk region are leading to smaller maximum Stokes numbers compared to a situation with pure radiation
heating. At late times (∼ 1Myr), enough dust was converted into planetesimals causing the opacity to drop and thus
gas temperatures are much lower than in the initial phase of disk evolution. As a result, higher Stokes numbers can be
reached and significantly more planetesimals are formed within ∼ 1au. This effect is also visible in Figures B.5 and
B.6.
C Additional information on Chapter 4
C.1 Sweep-up timescale and minimal feeding zone
Following Birnstiel et al. (2012), the sweep-up timescale of big grains with a number column density N1 and N0 of
the small grains which are swept up is given by
τsw =
N0
N˙1
=
λ01
u01
N0
N1
, (C.29)
where the mean free path of a big particle moving through a swarm of small grains is given by
λ01 =
√
2pihg
N0σ01
(C.30)
with the gas pressure scale height hg = cs/Ω and the cross section (a1  a0) σ01 = pia21. In the fragmentation limited
region the relative speed, u01, is given by the absolute value of Eq. (C.47) and the sweep-up timescale reads
τsw,d =
8
√
2pi
3 ffm
r
Zcs
∣∣∣∣ ∂ ln P∂ lnr ∣∣∣∣ . (C.31)
In the case that turbulent relative velocities dominate, the relative velocity in the fragmentation limited region is
vturb =
3
2
√
αta1ρmpi
Σg
cs =
√
3
2
ffvf (C.32)
according to Ormel & Cuzzi (2007) where the Stokes number of the bigger grain is much greater than of the small
one. Then the timescale is
τsw,t =
16
√
ffpi
9
√
3 ffm
vf
αtZΩcs
. (C.33)
Turbulent velocities dominate whenever
αt >
√
2 ff
3
√
3
vf
rΩ
∣∣∣∣∣∣∂ ln P∂ lnr
∣∣∣∣∣∣ , (C.34)
which is at 1au roughly equal to 4.13 ·10−3 for a solar type star, M? = M, a temperature power-law index of q = 0.5,
a gas column density power-law index of γ = 1, and a fragmentation threshold velocity of vf = 10m/s.
110
A
pp
en
di
x
C
If the condition M˙peb ≥ mp/(ετt) is satisfied, the timescale at which new planetesimals are built is given by
τpl =
mp
M˙peb
. (C.35)
If τplmin{τsw,d,τsw,t}, fragments are too slowly swept up by big grains to contribute to the same planetesimal as the
swarm to which they belonged to before the fragmentation event. For τsw,d, this yields the condition
M˙peb 2.204 ·10−12 M⊕yr ·
ffm
0.75
Z
10−2
∣∣∣∣ ∂ ln P∂ lnr ∣∣∣∣
2.75
× ρm
1.2gcm−3
( ap
50km
)3 ( T10
60K
)1/2
×
( r
10au
)−1−q/2
,
(C.36)
which is already well fulfilled by the critical flux of mp/(ετt), but usually this critical flux is exceeded by a few orders
of magnitude (Lenz et al., 2019). E. g., at 10au for a trap lifetime of 100 orbits and a trapping efficiency ε = 0.1 this
critical flux is of the order of ∼ 10−10 M⊕/yr.
With help of the planetesimal formation timescale we can estimate the minimum feeding zone as
xmin := −
t0+τpl∫
t0
vdrift dt′ ≈ −τplvdrift. (C.37)
The drift speed in fragmentation limited regions is roughly given by
vdrift ≈ −2.36 ·10−4 ff 10
−3
αt
(
vf
10m/s
)2 √ r
1au
M
M?
au
yr
(C.38)
and for drift limited regions it is
vdrift ≈ −6.28 ·10−2 fd Z10−2
√
1au
r
√
M?
M
au
yr
. (C.39)
C.2 Trying to model fragmentation effects
In this Appendix we will show some ideas on how one could model particle fragmentation and its effect on the survival
probability. The model we present in this Appendix was not used to produce the results shown in this work.
It was shown by Birnstiel et al. (2012) that the evolution of a multi-particle system with a size distribution spreading
from micron sized dust to pebble sized objects can be treated as a two-population system with a flux dominant big
species and a monomer species. Since the pebble swarm will be dominated by a representative particle size (Birnstiel
et al., 2012), fragmentation occurs due to collisions between swarm particles. The fragmentation loss term in the
Smoluchowski equation (von Smoluchowski, 1916) gives for a representative size that the number density decreases
according to
n˙ = −pf∆vrσrnrn. (C.40)
Here, n is number of monomers per volume in a pebble swarm with origin r0 at radius r. Since in the most cases the
size distributions are top-heavy (e.g. Birnstiel et al., 2011; Birnstiel et al., 2012) and collisions lead to fragmentation
for large collision partners, the number density of collision partners nr is the one of representative particle species of
the large population. This is just an approximation because small particles that contribute to n do not necessarily lead
to a fragmentation event when colliding with the largest particles.
The survival probability can be expressed in terms of the number density as p(r,r0) = n(r)/n(r0) which leads to
p˙f = −pf∆vr(r)σr(r)nr(r)p(r,r0) . (C.41)
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With help of this equation the last term of Eq. (4.5) can be expressed as
∂pf
∂r
=
∂pf
∂t
1
vdrift
= −pf ∆vrvdriftσrnr(r)p(r,r0) . (C.42)
The representative size is given by the fragmentation limit (Birnstiel et al., 2012) in the particle radius space
afrag = ff
2
3pi
Σg
ρmαt
(
vf
cs
)2
, (C.43a)
and expressed as Stokes number
Stfrag =
ff
3αt
(
vf
cs
)2
, (C.43b)
with ff = 0.37. The material density is given by ρm and the critical relative particle velocity for breakup by vf . Thus
the relative velocity and cross section is
∆vr = cs
√
3αtStfrag =
√
ffvf , (C.44)
σr(r) = 4pia2frag = f
2
f
16
9pi
(
Σg(r)
ρmαt
)2 ( vf
cs(r)
)4
, (C.45)
and the number density of the representative background at the mid-plane is nr = ffmΣd/(
√
2pihdmfr), with particle
scale height hd (Dubrulle et al., 1995) and the representative mass of particles in the fragmentation limit mfr, which
yields
nr(r) =
81 ffm
√
piρm
2α3t
211/2 f 3f
√
1 +
ff
3α2t
(
vf
cs(r)
)2
× Z(r)Ω(r)
Σg(r)2cs(r)
(
cs(r)
vf
)6
.
(C.46)
Here, we introduced the parameter ffm which is the surface density ratio of the afrag species to the total density of
all species, Σd. Values of ffm ≈ 0.75 seem to reproduce results from simulations with hundreds of particle mass bins
(Birnstiel et al., 2012). The dust-to-gas ratio is denoted by Z := Σd/Σg. The dominant species in the fragmentation
limited region has a drift speed of
vdrift = − ff3αt
v2f
rΩ
∣∣∣∣∣∣∂ ln P∂ lnr
∣∣∣∣∣∣ , (C.47)
For the sake of brevity we define the fragmentation coefficient as
fr(r) := −pf ∆vvdriftσrnr(r)
=
27pf ffm
(2 ff)3/2
√
pi
√
1 +
ff
3α2t
(
vf
cs
)2α2t
v3f
ZcsrΩ2∣∣∣∣ ∂ ln P∂ lnr ∣∣∣∣ .
(C.48)
In the regions where planetesimal formation is active the Stokes number Stfrag is of the order of ∼ 10−1. Typical values
of αt are of the order of ∼ 10−3 such that Stfrag/αt 1 and we can simplify the equation to
fr(r) ' 27pf ffm
23/2 ff
√
3pi
αt
v2f
ZrΩ2∣∣∣∣ ∂ ln P∂ lnr ∣∣∣∣ . (C.49)
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The resulting linear differential equation (DEQ) is
∂p
∂r
=
[
ε
d(r)
· θ (rcr− r) + fr(r) · θ (rf − r)
]
p. (C.50)
The general solution is shown in Appendix C.3.
Sweep-up growth can be implicitly included in the model by reducing the fragmentation probability. As a simplifi-
cation we will use a flux weighted average for St since the flux is the vital quantity in this model. The Stokes number in
turn depends on r. In general St is increasing for larger radii and fixed size due to smaller gas densities, leading to less
massive particles in the outer parts of the disk, i. e., at larger rp, for fixed porosity. Accordingly, particles with sizes
corresponding to St(rp) > Stmin have also Stokes numbers larger than Stmin for radii r > rp. For typical disk properties
(αt ∼ 10−4 − 10−3, vf ∼ 1− 10ms−1) the size barriers keep the particles so small that their Stokes numbers are well
below Stmax ≈ 10, except at the very outer edge of the disk where the gas density drops steeply. Combining the last
two thoughts means that the survival probability p of particles with Stmin < St(rp) < Stmax is affected by planetesimal
formation within the entire planetesimal formation zone extended from rp to rcr. But all these aspects depend on disk
properties, e. g., the local dust and gas density.
C.3 Survival Probability Solution
The solution to the DEQ (4.5) can be obtained by separation of variables and yields for r ≤ r0
p(r,r0) =
p(rf ,r0) · exp−
min(r0,rf )∫
r
(
ε
d(r′)
+ fr(r′)
)
dr′ , r ≤ rf
p(r0) · exp−
min(r0,rcr)∫
r
ε
d(r′)
dr′ , rf < r ≤ rcr
p(r0) , r > rcr
(C.51a)
but note that for positions further in than their origin (r ≤ r0) and within the planetesimal formation zone with frag-
mentation (r ≤ rf) it yields
p(r,r0) =
p(r0) · exp−
r0∫
r
(
ε
d(r′)
+ fr(r′)
)
dr′ , r0 ≤ rf
p(rf ,r0) · exp−
rf∫
r
(
ε
d(r′)
+ fr(r′)
)
dr′ , rf < r0 ≤ rcr
p(rf ,r0) · exp−
rf∫
r
(
ε
d(r′)
+ fr(r′)
)
dr′ , r0 > rcr
(C.51b)
where
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Figure C.8: Same plot as Fig. 4.4 but after 105 yr of evolution and for simulation S2.1. For the upper panel, no brown line
for rp = 100au is shown since no planetesimals are forming at this distance yet.
p(rf ,r0) =

p(r0) , r0 ≤ rf
p(r0) · exp−
r0∫
rf
ε
d(r′)
dr′ , rf < r0 ≤ rcr
p(r0) · exp−
rcr∫
rf
ε
d(r′)
dr′ , r0 > rcr
(C.51c)
is the survival probability at position rf or, in the case of a particle born within rf , it is just the initial probability,
p(r0) := 1. If we are only interested in the solution within the PFZ without fragmentation, i. e., for r ≤ r0 and rf ≤ r < rcr,
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the solution is given by
p(r,r0) =

p(r0) · exp−
r0∫
r
ε
d(r′)
dr′ , rf < r0 ≤ rcr
p(r0) · exp−
rcr∫
r
ε
d(r′)
dr′ , r0 > rcr
. (C.51d)
C.4 The effect of different times and conversion lengths
Feeding zones at different times
Qualitatively, all feeding zones should grow with time but the question is by how much and which effects are respon-
sible for a given feeding zone time evolution.
100 101 102
distance to the star r [au]
0.0
0.2
0.4
0.6
0.8
1.0
N
or
m
al
iz
ed
cu
m
u
l.
m
as
s
co
n
tr
ib
u
ti
on
F
rp =0.5 au
rp =1.0 au
rp =3.0 au
rp =10.09 au
rp =39.67 au
rp =101.43 au
t =8.2× 105 yr
100 101 102
feeding zone x(F ) [au]
100
101
102
p
la
n
et
es
im
al
fo
rm
at
io
n
ra
d
iu
s
r p
[a
u
]
x99%
x90%
x80%
x50%
x10%
t =8.2× 105 yr
90 100 110 120
80
90
100
110
Figure C.9: Same plot as Fig. 4.4 but after 8.2 ·105 yr of evolution and for simulation S2.1.
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Figure C.10: Same plot as Fig. 4.4 but for simulation S1.2, i.e. a smaller pebble-to-planetesimal conversion length (higher
planetesimal formation efficiency).
As an example, we show in Fig. C.8 the planetesimal formation feeding zones for simulation S2.1 (a mostly frag-
mentation limited disk, see Tab. 4.1) at 105 yr. For early times (here 105 yr), planetesimal formation is only active in the
inner disk (. 10au) since particle growth is too slow in the outer disk to produce early pebbles. Hence, planetesimal
feeding zones are somewhat local in the early phase.
For the same simulation at later times the feeding zones are much wider, see Fig. C.9. If planetesimal formation
is not too efficient, at late times (here & 8 · 105 yr) feeding zones can become very large since most of the mass from
the inner regions drifted away already and only mass from the outer regions feeds in. However, in the outer disk (here
& 40au) feeding zones are more local since these regions are much closer to the maximum radius of origin set by the
initial conditions. Since the line density in the outer disk is dropping very quickly with disk radius, this effect is also
expected for a setup where the initial dust profile is not cut off for Stokes number above a certain value. Within 30au,
the regions of origin of pebbles are almost the same which can be seen by the overlapping curves in the upper panel
of Fig. C.9 and by almost vertical lines in the lower panel.
116
A
pp
en
di
x
C
100 101 102
distance to the star r [au]
0.0
0.2
0.4
0.6
0.8
1.0
N
or
m
al
iz
ed
cu
m
u
l.
m
as
s
co
n
tr
ib
u
ti
on
F
rp =0.5 au
rp =1.0 au
rp =3.0 au
rp =10.09 au
rp =39.67 au
rp =101.43 au
t =8.2× 105 yr
100 101 102
feeding zone x(F ) [au]
100
101
102
p
la
n
et
es
im
al
fo
rm
at
io
n
ra
d
iu
s
r p
[a
u
]
x99%
x90%
x80%
x50%
x10%
t =8.2× 105 yr
90 100 110 120
80
90
100
110
Figure C.11: Same plot as Fig. 4.4 but after 8.2 ·105 yr of evolution and for simulation S1.2.
The case of small conversion lengths
For small conversion lengths `, i.e. large ε, the planetesimal formation feeding zones are expected to shrink since
planetesimal formation is removing most of the inward moving mass. Hence, more local material will remain in
comparison to planetesimal building blocks with origins at larger distances.
Disk with developing drift limited region
In Fig. C.10 the case of simulation S1.2 at 3.6 ·105 yr is shown. In this simulation the combination of αt and vf leads
to a mostly drift limited disk. With ε = 1 planetesimal formation is very efficient leading to a particle-to-gas ratio
reduction and thus smaller drift limits. As a result only the very inner part of the disk particle growth is limited by
fragmentation. The trajectories of pebble swarm fronts are such that these particles spend only a small amount of time
inside of ∼ 3au. This leads to the same feeding zone inside this region.
The planetesimal formation feeding zones for the same simulation (S1.2) but at time 8.2 · 105 yr is presented in
Fig. C.11. In the top panel, the blue and orange lines overlap with the green one. This is related to those regions within
which the feeding zone lines are straight vertical lines in the lower panel caused by pebbles drifting through very fast.
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Figure C.12: Same plot as Fig. 4.4 but for simulation S2.2.
Compared to earlier times, see Fig. C.10, the same effects can be identified but the feeding zones are in general larger.
This stems from the fact that particles had more time to drift inward which leads to a situation where the local material
originates from much further out. This effect is stronger for rp . 10au because particle growth in the disk was not
limited by fragmentation over a large amount of time or a large area. However, the high mass loss due to planetesimal
formation is able to create somewhat smaller feeding zones relative to the local radial position. I.e., a lot of the inward
drifting mass is converted into planetesimals before it can populate the regions further in.
Mostly fragmentation limited disk
The case of a mostly fragmentation limited disk with high planetesimal formation efficiency (ε = 1) is depicted in
Fig. C.12. Only a small amount of mass reaches the innermost disk regions (see the blue and orange lines in the top
panel) since planetesimal formation is very efficient. E.g., the blue line in the top panel has almost no slope for r > 1au
which means that the mass contribution from these regions of origin is negligible. For high planetesimal formation
efficiencies, the feeding zones show a situation that is much closer to in situ formation. Since most of the pebble mass
is transformed into planetesimals on its way to the inner disk, within a few au planetesimal formation is very local.
Around ∼ 10au the initial line density of dust provides a lot of mass. This “drags” the feeding zone lines to somewhat
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larger distances, see lower panel in Fig. C.12.
As shown in Fig. C.13, basically the same features as in Fig. C.12 can be identified but more pronounced since
particles had more time to drift inward.
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Figure C.13: Same plot as Fig. C.12 but after 8.2 ·105 yr of evolution.
D Mean free path
This Appendix explains how the mean free path of gas can be calculated. The notation used in this Appendix is shown
in Tab. D.1. The mean free path is the mean distance molecules or particles travel between two collisions or scattering
events. I. e., we define
λ :=
sum of all free paths (per volume)
# of all particles (per volume)
=
∫
d3 p f
∫ ∞
0 t‖u‖2P dt∫
d3 p f
. (D.52)
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Table D.1: List of symbols and their meaning used in Appendix D.
symbol meaning
# number of something
δ (·) Dirac-delta function
dmol molecule diameter
f #particles per unit momentum & spatial volume
Fext external force vector
kB Boltzmann’s constant
λ mean free path
m mass of molecules
µ reduced mass
n #particles per spatial volume
n˙coll #collisions per unit time & unit volume
Ωsa solid angle
pi momentum of particle i
P probability that a molecule survives the time t without suffering a collision
P dt probability that a molecule suffers a collision within [t, t+dt] after surviving without a collision
until t
pi momentum vector of particle i
prel relative momentum between two objects in the center of mass
ptot total momentum of two objects
σ cross section
t time
T temperature
τ mean time between collisions
u molecular velocity vector
vth mean thermal speed for a Maxwell-Boltzmann distribution
v¯ mean speed
w probability per unit time that a molecule suffers a collision
x position vector
‖·‖2 Euclidean norm
If u changes slowly enough with t, the former can be considered as time independent and one obtains
λ =
nv¯τ
n
= v¯τ. (D.53)
The mean time between collisions is given by
τ =
# of particles
# of colliding particles per unit time
=
1
probability per dt that a molecule suffers a collision
.
(D.54)
The first equality is proven in section D.4, the second is a simple definition.
The sink and source term for the number of particles in a specific momentum and spatial volume, i. e. f , is given by
the collisional integral(
∂ f
∂t
)
coll
dt d3xd3 p =
(∂ f∂t
)in
coll
−
(
∂ f
∂t
)out
coll
dt d3xd3 p , (D.55)
where
(
∂ f
∂t
)out
coll
dt d3xd3 p
((
∂ f
∂t
)in
coll
dt d3xd3 p
)
is the number of collisions during the time between t and t + dt in which
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one of the initial (final) molecules is in d3xd3 p about (x, p). The Boltzmann equation takes the form
∂ f
∂t
+
p
m
·∇ f +Fext · ∂ f
∂p
=
(
∂ f
∂t
)
coll
. (D.56)
The total (ptot) and relative (prel) momentum are defined as follows
ptot := p1 + p2 , prel := µ(u1−u2) , (D.57)
where the reduced mass is defined by
µ :=
m1m2
m1 + m2
. (D.58)
The inverse transformation is given by
p1 =
µ
m2
ptot + prel , p2 =
µ
m1
ptot− prel . (D.59)
Furthermore, we have for the integration variables (Reif, 2009, p. 521)
d3 p1 d3 p2 =
∣∣∣∣∣∣det ∂(p1, p2)∂(ptot, prel)
∣∣∣∣∣∣d3 ptot d3 prel =
∣∣∣∣∣∣∣
m1
m1+m2
m2
m1+m2
+1 −1
∣∣∣∣∣∣∣
3
d3 ptot d3 prel = d3 ptot d3 prel . (D.60)
The collision integral gives the number of collisions for a particle with momentum p1. The number of collisions per
unit time and unit volume is given by (Huang, 1987, p. 93)
n˙coll(x) :=
∫
d3 p1
(
∂ f (x, p1, t)
∂t
)out
coll
=
∫
d3 p1
∫
d3 p2
∫
dΩsa‖u1−u2‖2 dσdΩsa f1 f2 . (D.61)
This expression can be interpreted as follows. For each combination of the integration variables (p1, p2) the integrand
represents the cylinder of interaction of a number of particles with momentum p1 colliding with particles with mo-
mentum p2 with base area σ and length ‖u1−u2‖2 t for a small time t. Integrates over all momenta and thus counts the
collisions twice over because the collision integral arises as a sink term in the Boltzmann equation of both collision
partners!
#colliding particles per unit time = 2 ·#collisions per unit time = 2 · 1
2
n˙coll = n˙coll (D.62)
According to Eq. (D.54) we obtain
τ =
n
n˙coll
. (D.63)
D.1 Special case: Maxwell-Boltzmann distribution
The Maxwell-Boltzmann distribution is given by (Maxwell, 1860; Boltzmann, 1872)
f (u) =
n
(2pimkBT )3/2
exp
− mu22kBT
 (D.64)
leading to a mean thermal speed of
vth = v¯ :=
∫
d3 p f ‖u‖2∫
d3 p f
=
√
8kBT
pim
. (D.65)
If we assume that the total cross section of molecular collisions σ is insensitive to the energy of the collision, e. g.
a purely geometrical of σ = pid2mol, where dmol is the molecular diameter, and we have thermal equilibrium, we can
estimate n˙coll. Transforming to the variables total (ptot) and relative (prel) momentum — see Eq. (D.57) for the
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definitions, Eq. (D.59) for the inverse transformation, Eq. (D.60) for the transformation of the differentials — we find
(Huang, 1987, p. 94)
n˙coll =
n2
m(2pimkBT )3
∫
d3 ptot exp
− p2tot4mkBT
 (D.66)
×
∫
d3 prel
∥∥∥prel∥∥∥2
µ
exp
− p2rel2µkBT
∫ dΩsa dσdΩsa︸          ︷︷          ︸
= σ
. (D.67)
The ptot-integral can be directly evaluated and gives (4pimkBT )3/2. The prel-integral can be calculated in spherical
coordinates with subsequent and reads 4piµ(2kBT )2/2. As for m1 = m2 = m the reduced mass becomes µ = m/2, we
obtain
n˙coll =
√
2σn2vth. (D.68)
Hence, the mean free path reads
λ = τv¯ =
n
n˙coll
v¯ =
1√
2
1
nσ
. (D.69)
D.2 Special case: all collision partners at rest
Let’s now consider the case where we throw a ball into a forest — many times. Doing this so many times that we reach
statistical significance, we can then calculate the mean of all free paths. In the following we choose the geometrical
case and the x-direction for the direction of the particle moving with v¯. Particle 1 (the “ball”) has the specific velocity
v¯ in x-direction
f1 = δ (mux−mv¯)
 3∏
i=2
δ (mui)
n (D.70)
and all collision partners are at rest (the “forest”)
f2 =
 3∏
i=1
δ (mui)
n. (D.71)
Via Eq. (D.61) the collision time becomes
τ =
n
n˙coll
=
1
v¯
1
nσ
(D.72)
giving the mean free path which was already derived by Clausius (1859, his Eq. (6))
λ = τv¯ =
n
n˙coll
v¯ =
1
nσ
. (D.73)
D.3 Special case: always direct collisions
This scenario gives the minimum mean free path for a geometrical cross section. We can always choose the coordinate
system such that the collision occurs along the x-axis. Assuming that all molecules move with speed v¯, we get
f1 f2 = n2δ
(
p1,x− v¯
)
δ
(
p1,y
)
δ
(
p1,z
)
·δ
(
p2,x + v¯
)
δ
(
p2,y
)
δ
(
p2,z
)
. (D.74)
The sign flip in the Dirac-delta functions in the x-direction assures that the particles are colliding. This situation
directly leads to
n˙coll = 2v¯σn2, (D.75)
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giving a mean free path of
λ =
n
n˙coll
v¯ =
1
2
1
nσ
. (D.76)
D.4 τ equals the inverse of the probability that a molecule suffers a collision per unit
time
This section follows Reif (2009, pp. 463). To describe collisions, we first define
P(t) = probability that a molecule survives the time t without suffering a collision (D.77)
and
wdt = probability that a molecule suffers a collision within [t, t + dt]. (D.78)
One can derive a differential equation which can be solved for a given w. Therefore, the probability that a molecule
survives the time t+dt without suffering a collision is given by the same probability for the time t times the probability
to survive dt without a collision:
P(t + dt) = P(t) · (1−wdt)
which can be written in the form
P(t) +
dP
dt
dt = P(t)−P(t)wdt.
This leads to the simple differential equation
1
P
dP
dt
= −w. (D.79)
The DEQ is solved by
P(t) = exp
−
t∫
0
w(t′)dt′
. (D.80)
We further define
P dt = probability that a molecule suffers a collision within [t, t+dt] after surviving without a collision
until t
(D.81)
= P(t)−P(t + dt) = −dP
dt
dt (D.82)
which gives
P(t) = exp
−
t∫
0
w(t′)dt′
w(t). (D.83)
The mean time between collisions is defined as
τ = t¯ :=
∞∫
0
P(t)t dt. (D.84)
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If the speed of the molecules changes slowly enough (slower than ∼ w−1) one can consider w to be constant which
allows to solve the integral giving
τ =
∞∫
0
exp(−wt)wt dt α:=wt= 1
w
∞∫
0
exp(−α)αdα
=
1
w
[−exp(−α)α]∞0 −
∞∫
0
(−1)exp(−α)
 = 1w [−(α+ 1)exp(−α)]∞0
=
1
w
.
(D.85)
E Growth timescale and drift limit
In this section I first present the default method of deriving the growth timescale. In the second section I will show
another approach which differs by a factor of 2 in the result of τgrowth.
E.1 The classical path of deriving τgrowth
We can define a growth timescale by assuming perfect sticking upon collisions,
τgrowth :=
a
a˙
. (E.86)
This timescale describes the typical time during which the size is doubled. I will now show the approach presented
by Stepinski & Valageas (1997) and Kornet et al. (2001) to calculate the growth rate a˙. Particles prefer collisions with
the largest and heaviest particles as the mass gain from the collision rate is the greatest for these kind of collisions.
Hence, monodisperse growth mirrors the behavior of the dominant particle species in a colloidal system very well if
fragmentation plays only a minor role. For monodisperse coagulation, i. e. all particles have the same size, which is
a good approximation for the growth of particles dominating the total mass at a specific radius in the disk, the mass
growth can be expressed as
m˙ ' m
τ
= ρdσ∆v, (E.87)
with the geometrical cross section σ = 4pia2 and assuming the collision timscale to be τ = nσ∆v. Note that this way
we obtain the same result as Eq. (E.96) apart from a factor of 1/2. Assuming constant porosity (ρm constant) we have
dm/da = 4piρma2 which gives through the chain rule m˙ = 4piρma2a˙ = σρma˙. Using Eq. (E.87), this gives the growth
rate
a˙ = ∆v
ρd
ρm
(E.88)
and the growth timescale becomes
τgrowth =
aρm
ρd∆v
. (E.89)
We further assume, for simplicity, that we have a relative velocity given by turbulent motion of equal sized particles
for St 1, i. e. ∆v ' cs
√
3αtSt (Ormel & Cuzzi, 2007). Assuming the Epstein regime we have a Stokes number of
StEp =
ρm
ρg
a
vth
Ω. (E.90)
Evaluating this for mid-plane values ρg,0(r) = Σg(r)/(hg
√
2pi) (g↔ d for the dust) reads
StEp,0 =
pi
2
aρm
Σg
. (E.91a)
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The same way we obtain for the Stokes regime at the mid-plane
StSt,0 =
√
8pi
9
a2ρmcs
Σgνmol
=
2pi
9
a2ρm
Σgλg
. (E.91b)
Inserting ∆v ' cs
√
3αtSt and (E.91a) or (E.91b) (mid-plane values) into (E.89) gives for St αt
τgrowth '
√
2pi√
3ΩΣd
aρm√
αtSt + St2
=

√
8
3pi
1
ZΩ
Epstein drag
3
√
3
2pi
λg
aZΩ
Stokes drag
≈

1
ZΩ
Epstein drag
2λg
aZΩ
Stokes drag
. (E.92)
E.2 The “new” method
By considering only coagulation, i. e., setting the fragmentation kernel in Eq. A.5b to F(m′,m′′)≡ 0, a tremendous sim-
plification of the Smoluchowski equation is possible. Following Brauer (2008), we are assuming a mass distribution
with only one mass m0(t) with constant mass density ρ:
nm(m, t) =
ρ
m0(t)
δ
(
m−m0(t)) . (E.93)
Inserting this into Eq. (A.5a) and integrating over all masses m, using the number density
n =
∞∫
0
nm(m, t)dm
(E.93)
=
ρ
m0(t)
, (E.94)
we get
n˙ = −1
2
K(m0,m0)n(m0)2. (E.95)
This leads via Eq. (E.94) to
m˙0(t) =
1
2
ρK(m0,m0) =
1
2
ρσ∆v (E.96)
which gives
a˙ =
1
2
·∆v ρd
ρm
z=0
=
1
2
·∆v Σd√
2pihdρm
. (E.97)
Since we assume perfect sticking, the kernel is given by K(m0,m0) = ∆v(m0,m0) ·σ(m0,m0). Due to the fact that
particles always double their mass in collisions, the number density is decreasing whereby the mass of individual
particles is increasing while the system evolves. Note that compared to canonical derivations (Stepinski & Valageas,
1997; Kornet et al., 2001) there is a factor of 1/2 different in Eq. (E.96). The only difference in comparison to the
former Section is Eq. (E.96) compared to Eq. (E.87). In the canonical approach, a collision time τ = λ/∆v is used
where the mean free path is λ = 1/(nσ∆v). Here, the factor of 1/2 is naturally included in the Smoluchowski equation
and thus also shows up in the result for the mass growth rate and in the growth timescale as a factor of 2. The approach
presented in this Section is based on the Smoluchowski equation which is also used in the simulations presented in this
thesis. The canonical approach of the previous Section depends on the definition of the collision time and the mean
free path as well as the connection between the mean and relative particle speed.
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With the growth rate presented in this Section, the growth timescale becomes
τgrowth '
√
2pi√
3ΩΣd
aρm
St
=

4
√
2
3pi
1
ZΩ
Epstein drag
3
√
6
pi
λg
aZΩ
Stokes drag
. (E.98)
With help of Eq. E.98 the drift limited can be derived. For particles with St 1, the drift velocity is given by
vdrift = St
hg
r
∂ ln P
∂ lnr
cs. (E.99)
The drift timescale is defined as
τdrift =
r
|vdrift| . (E.100)
Setting the growth timescale, Eq. (E.98), and the drift timescale equal to each other yields the drift limit (Klahr &
Bodenheimer, 2006; Birnstiel et al., 2012)
adrift =
√
3
2
√
2pi︸ ︷︷ ︸
≈ 0.543 ·2/pi
(
vK
cs
)2
Σd
ρm
∣∣∣∣∣∣∂ln P∂lnr
∣∣∣∣∣∣−1 . (E.101)
This is exactly the drift limit derived by Birnstiel et al. (2012) including their fudge factor of fd = 0.55 (see their
Eq. (18) and their Tab. 1). But they did not take the factor of 1/2 from Eq. (E.96) into account and, additionally, the
factor
√
3pi/8 was set to unity. Here, their fitting factor is “naturally” incorporated in the drift limit. This is, on first
sight, remarkable since in the work of Birnstiel et al. (2012) the fudge factor fd = 0.55 was found by experimenting
with different values and comparing the results of the simple two population model with simulation results produced
with the methods presented in Birnstiel et al. (2010). As mentioned above, monodisperse growth — which was used
to derive the drift limit — describes the growth of the representative species. Since the fitting factor of Birnstiel et al.
(2012) was used in order to fit this species, it is not surprising that this factor is already in the equations. Additionally,
the code of Birnstiel et al. (2010) is based on the Smoluchowski equation. Hence, deriving the growth timescale based
on that equation should lead to estimates close to the results of these numerical simulations.
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