Vehicle Cardinality Estimation in VANETs by Using RFID Tag Estimator by SONG Jinhua et al.
Vehicle Cardinality Estimation in VANETs by
Using RFID Tag Estimator











The 2nd International Conference on Internet of Vehicles（IOV 2015） 
© Springer-Verlag Berlin Heidelberg 2015 
Vehicle Cardinality Estimation in VANETs by Using 
RFID Tag Estimator 
Jinhua Song1, Robert Hsu2, Mianxiong Dong3, Daqiang Zhang1* 
1School of Software Engineering, Tongji University, Shanghai, China 
2 Department of Computer Science, Chung Hua University, Taiwan 
3 Muroran Institute of Technology, Hokkaido, Japan 
*Corresponding author, dqzhang@tongji.edu.cn 
Abstract  
 
Nowadays, many vehicles equipped with RFID-enabled chipsets traverse the 
Electronic Toll Collection (ETC) systems. Here, we present a scheme to estimate 
the vehicle cardinality with high accuracy and efficiency. A unique RFID tag is 
attached to a vehicle, so we identify vehicles through RFID tags. With RFID 
signal, the location of vehicles can be detected remotely. Our scheme makes the 
vehicle cardinality estimation based on the location distance of the first vehicle 
and the second vehicle. Specifically, it derives the relationship between the 
distance and the number of vehicles. Then, it deduces the optimal parameter 
settings under certain requirement. According to the actual estimated traffic flow, 
we put forward a mechanism to improve the estimation efficiency. Conducting 
extensive experiments, the presented scheme is proven to be outstanding in two 
aspects. One is the deviation rate of our model is 50% of FNEB algorithm that is 
the classical scheme. The other is our efficiency is 1.5 times higher than that of 
FNEB algorithm. 
Keywords: Vehicle Estimation, VANETs, RFID tag, Privacy Preservation 
1 Introduction 
The automobile popularity provides much convenience for people, together with 
significant serious traffic problems [1], [2], [3]. In this situation, Intelligent 
Transportation System (ITS) [4], [5] is the direction and goal for traffic management, 
where many vehicles are attached with a RFID-enabled [6] module for wireless 
communication. ITS alleviates traffic pressure and reduces traffic accident occurrence 
frequency. In ITS, Internet of Vehicle (IOV) [7] achieves the two kinds of 
communication between vehicles and vehicles, vehicles and roads, drivers and 
managers. Based on the communication between the Road-Side Units (RSU) and On-
Board Units (OBU) [8], the traffic manager can evaluate the traffic situation through 
estimating the number of vehicles and thus make more effective traffic management. 
Meanwhile, the drivers can access current traffic situation to adjust more effective 
transportation plan in time. 
The RFID tag estimator can be used to estimate the number of vehicles, because one 
vehicle corresponds to one tag. RSU corresponds to RFID reader and OBU corresponds 
to independent tag in the RFID system [9], [10]. That means, estimating vehicle 
cardinality in IOV equals to estimating the tag cardinality in the RFID system. The 









Fig. 1. Correspondent relationship between IOV and RFID systems 
In view of the corresponding relation between IOV and RFID systems, we solve the 
vehicle estimation using the tag cardinality estimator. Intuitively, the potential scheme 
for this problem is supposed to satisfy two requirements. One is the high accuracy and 
efficiency. The other is the anonymous detection to avoid privacy leakage [11], [12], 
[13].  
The following sections of the paper is as follows. The related work is presented in 
section 2. Section 3 gives the problem description and model introduction. The main 
idea of our scheme is stated in section 4. Section 5 reports the experiment results. 
Section 6 contains the final conclusion of our work. 
2 Related Work 
In recent years, tag cardinality estimation has attracted much attention from the research 
community. Based on the different ways for tag coding, these schemes are divided into 
two approaches: uniformly distribution of hash function based and geometric 
distribution of hash function based.  
In the first approach, Kodialam proposed a tag cardinality estimator based on 
probability analysis with Anonymity, which broke with the tradition of using tag 
identification protocol to estimate tag cardinality [14]. However, it had two drawbacks, 
one was the reader must read all tags in a single time round. The other was the scale of 
a tag set should be a known quantity. Because of these disadvantages, a FNEB model 
was presented [15], which makes tag cardinality estimation using the first slot chosen 
by tags with required accuracy. It avoided reading all tags in a frame.  
Uniformly distribution of hash function for tag coding is widely used in tag 
cardinality estimation, but it is not the only choice. Lottery of Frame (LoF) estimator 
was proposed [16], which utilized the average run size of 1 to estimate tag cardinality. 
It used the geometric distribution of hash function for tag coding, so enlarged the 













        
Now, research on RFID tag cardinality estimation is still ongoing, such as Zero-
One Estimator [17], Simple RFID Counting estimator [18] and Average-run-based 
estimator [19]. In this paper, we compare the classical FNEB algorithm with our new 
proposed scheme when used in VANETs, and the result shows that our scheme achieves 
better performance in time cost and accuracy. 
3 Problem Description and System Introduction 
This section presents the problem description and system introduction. The aim is to 
estimate the vehicle cardinality accurately and quickly without identifying each vehicle 
individually. We simply introduce the frame-slotted ALOHA model [20], [21], [22], 
[23] and its application in our paper. Then, we describe the way that vehicles choose 
road segment locations and the communication protocol between the RSU and OBU. 
3.1 Problem Description 
  Assuming the OBUs are all in the communication range of RSUs, and vehicles keep 
static during the estimation phase. The problem is how to estimate the vehicle 
cardinality accurately and quickly without reading each vehicle individually. Our 
scheme uses two variables to define the requirement, accuracy probability and 
confidence interval. With the vehicle cardinality 𝑡𝑡0 , accuracy probability 𝛾𝛾  and 
confidence interval 𝛽𝛽, our scheme returns an estimation value 𝑡𝑡1, which satisfies the 
formula 𝑃𝑃 �|𝑡𝑡1−𝑡𝑡0|
𝑡𝑡0
≤ 𝛽𝛽� ≥ 𝛾𝛾.For example, if 𝑡𝑡0 = 3000,𝛾𝛾 = 90% and 𝛽𝛽 = 10%, the 
probability of our result between 2700 and 3300 is above 90%. Table 1 introduces the 
symbols appeared in our paper. 
3.2 System Introduction 
Our scheme references the framed-slotted ALOHA protocol, whose idea is 
unifying user’s data transmission through clock signal. By dividing time into discrete 
Table 1. Symbol description used in the design the proposed scheme 
Symbol Description Symbol Description 
𝛽𝛽 Confidence interval 𝑡𝑡𝑚𝑚𝑚𝑚𝑚𝑚 Upper bound 
𝛾𝛾 Accuracy probability                                        𝑙𝑙 Road size 
𝑡𝑡0 Vehicle cardinality 𝑠𝑠 Random seed 
𝑡𝑡1 Estimated value of vehicle cardinality 𝜌𝜌 Load factor 
𝐹𝐹 Location number of the first vehicle 𝑛𝑛 Times of cycles 
𝑆𝑆 Location number of the second vehicle 𝑇𝑇(·) Estimation time 
𝑊𝑊 Location number distance of the first 
and second vehicle 
ℎ(·) Hash function 
 
time slice, the user can only send data in the start of any time slice, which avoids 
sending data casually and reduces the probability of data conflict. In our scheme, we 
will divide a road length into discrete road segments. All road segments are numbered 
uniquely and sequentially, then a vehicle chooses one of them. 
The RSU and OBU communicate with each other through multiple roads, and 
every road is composed of multiple segments. Here, a single road corresponds to a 
collection cycle. Firstly, the RSU transmit a random seed 𝑠𝑠 and a road size 𝑙𝑙 to the 
OBU. If the road size is 𝑙𝑙 , there are 𝑙𝑙  road segments numbered by 𝑙𝑙  consecutive 
integers that can be chosen in a road. Then, the vehicles within reception range choose 
any road segment in the road, which decides the location of a vehicle. The OBU in a 
vehicle uses road size 𝑙𝑙, random number 𝑠𝑠, OBU 𝐼𝐼𝐼𝐼 and uniformly distributed hash 
function ℎ(𝑓𝑓,𝑅𝑅, 𝐼𝐼𝐼𝐼) to decide which segment to choose in this collection cycle. In 
essence, each vehicle selects a road segment number from the uniformly distributed 
integers between 1 and 𝑙𝑙 randomly.  
As each vehicle choose a road segment independently, there may be segments 
without any vehicle choosing or multiple vehicles choosing. However, the road here 
are all single-lane road, so we do not consider the collision problem. According to 
different states, road segments can be divided into two categories: empty and full. This 
process can be seen in Fig.2. After executing the query of a road, the RSU will get a 
binary sequence with 0 and 1, such as the Fig.2 results to a sequence of 011101, in 
which, 1 represents full segment and 0 represents empty segment. 
 
Fig. 2. Process of vehicles choosing road segments 
4 Design of Our Scheme 
Our vehicle cardinality estimation scheme includes four parts. The first part is to derive 
the estimation formula, and that is to get the mathematical relationship between 
expectation of location distance and number of vehicles, where the location distance is 
the location number difference of the second vehicle and first vehicle. The second part 
is to determine the times of cycles according to the requirement. The third part is to 
decide the road size by means of minimizing estimation time. The fourth part is to adjust 
the upper bound of vehicle cardinality according to the actual estimated traffic flow. 
The whole process of our model is illustrated in Fig.3. 
 
Fig. 3. Whole scheme illustration 
4.1 Deriving Mathematical Formula for Estimation 
Each vehicle chooses a segment number in a road randomly and independently, 
which means the probability of any segment being selected by any vehicle equals to 
each other. That is to say, the probability of any segment being empty or full is the 
same. We define the probability of any segment being empty as 𝑃𝑃0, 
𝑃𝑃0 = �1 − 1𝑙𝑙�𝑡𝑡0                                 (1) 
When the road size 𝑙𝑙 is large, 𝑃𝑃0 can be simplified to  
𝑃𝑃0 ≈ 𝑒𝑒
−𝜌𝜌, where 𝜌𝜌 = 𝑡𝑡0
𝑙𝑙
                            (2) 
The location number of the first vehicle is defined as 𝐹𝐹 and the location number 
of the second vehicle is defined as 𝑆𝑆  respectively, by the probability formula of 
independent events, we can get 
𝑃𝑃[𝐹𝐹 = 𝑢𝑢] = 𝑃𝑃0𝑢𝑢−1(1 − 𝑃𝑃0)                           (3) 
𝑃𝑃[𝑆𝑆 = 𝑣𝑣] = (𝑣𝑣 − 1)𝑃𝑃0𝑣𝑣−2(1 − 𝑃𝑃0)2                       (4) 
The location number difference of the first vehicle and the second vehicle is 
defined as 𝑊𝑊, by the probability formula of discrete random variable, we can get 
𝑃𝑃[𝑊𝑊 = 𝑤𝑤] = 𝑃𝑃0𝑤𝑤−1(1 − 𝑃𝑃0)�1 − 𝑃𝑃0𝑙𝑙−𝑤𝑤�                    (5) 
The expectation of 𝑊𝑊 is 
𝐸𝐸(𝑊𝑊) = ∑ 𝑤𝑤𝑃𝑃(𝑊𝑊 = 𝑤𝑤) = ∑ 𝑤𝑤𝑃𝑃0𝑙𝑙−1(1 − 𝑃𝑃0)𝑙𝑙−1𝑤𝑤=1𝑙𝑙−1𝑤𝑤=1 �1 − 𝑃𝑃0𝑙𝑙−𝑤𝑤�       (6)                      ≈ 11 − 𝑃𝑃0 
According to the mathematical relationship between 𝐸𝐸(𝑊𝑊) and 𝑡𝑡0, we can 
estimate the value of vehicle cardinality through the observation value of 𝑊𝑊. 
However, there exists variance between expectation value and observation value, so 
we need to get the average of many observation values of 𝑊𝑊 to substitute 𝐸𝐸(𝑊𝑊). 
Conducting 𝑛𝑛 collection cycles, we get 𝑊𝑊1,𝑊𝑊2…..𝑊𝑊𝑛𝑛, and the average value 𝑉𝑉 is 
𝑉𝑉 = ∑ 𝑊𝑊𝑖𝑖
𝑛𝑛
𝑛𝑛
𝑖𝑖=1                                 (7) 
Where 𝑊𝑊𝑖𝑖 is the 𝑖𝑖th observation value of 𝑊𝑊. 
According to 𝐸𝐸(𝑊𝑊𝑖𝑖) = 𝐸𝐸(𝑊𝑊), and 𝑊𝑊1~𝑊𝑊𝑛𝑛 is’t correlated mutually, we can get 
𝐸𝐸(𝑉𝑉) = ∑ 𝑊𝑊𝑖𝑖𝑛𝑛𝑖𝑖=1
𝑛𝑛




                      (8) 
That is 
𝑡𝑡0 = 𝑙𝑙 ∙ 𝑙𝑙𝑛𝑛 𝐸𝐸(𝑉𝑉)𝐸𝐸(𝑉𝑉)−1                             (9) 
Simplifying 𝐸𝐸(𝑉𝑉) to 𝑉𝑉, we can derive the vehicle cardinality estimation value 𝑡𝑡1 
is 
𝑡𝑡1 = 𝑙𝑙 ∙ 𝑙𝑙𝑛𝑛 𝑉𝑉𝑉𝑉−1                             (10) 
There is a special case when 𝑉𝑉 = 1, which means the second vehicle is next to 
the first vehicle. In that circumstance, we can get that the real-time traffic condition 
can’t be worse without estimating vehicle cardinality. 
4.2 Determining Times of cycle 𝒏𝒏 
Collecting data process should be conducted repeatedly, because there exists 
variance between 𝐸𝐸(𝑉𝑉) and 𝑉𝑉. We can determine the times of cycles 𝑛𝑛 through the 
variance of 𝐸𝐸(𝑉𝑉). 
Based on the calculation formula of variance [24], [25], we can get  
𝑉𝑉𝑉𝑉𝑉𝑉(𝑊𝑊) = 𝐸𝐸(𝑊𝑊2) − 𝐸𝐸2(𝑊𝑊)  = 1+𝑃𝑃0(1−𝑃𝑃0)2 − � 11−𝑃𝑃0�2 = 𝑃𝑃0(1−𝑃𝑃0)2    (11) 
As 𝑉𝑉𝑉𝑉𝑉𝑉(𝑊𝑊𝑖𝑖) = 𝑉𝑉𝑉𝑉𝑉𝑉(𝑊𝑊) and 𝑊𝑊1~𝑊𝑊𝑛𝑛 is not correlated mutually, 




                         (12) 
The expectation of 𝑉𝑉 is defined as 𝜀𝜀 and standard deviation is defined as 𝜏𝜏,  
𝜀𝜀 = 𝐸𝐸(𝑉𝑉)                                 (13) 
𝜏𝜏 = (𝑉𝑉𝑉𝑉𝑉𝑉(𝑉𝑉))12 = (𝑉𝑉𝑉𝑉𝑉𝑉(𝑊𝑊) 𝑛𝑛⁄ )12                         (14) 
According to mathematical theorem, we can get 
𝑇𝑇 = 𝑉𝑉−𝜀𝜀
𝜏𝜏
                                  (15) 
Where the distribution of parameter 𝑇𝑇  is normal and standardized, we can get 








                        (16) 
A constant ℎ can be found to make 
𝑃𝑃[|𝑍𝑍| ≤ ℎ] = 𝑒𝑒𝑉𝑉𝑓𝑓�ℎ √2⁄ � = 𝛾𝛾                (17) 
Where we can figure out ℎ through 𝑒𝑒𝑉𝑉𝑓𝑓( ). If 𝛾𝛾 = 95%, correspondingly, we can 
get ℎ = 1.96. 
The requirement defined by 𝛽𝛽 and 𝛾𝛾 can be described as 
𝑃𝑃[|𝑡𝑡1 − 𝑡𝑡0| ≤ 𝛽𝛽𝑡𝑡] = 𝑃𝑃[(1 − 𝛽𝛽)𝑡𝑡0 ≤ 𝑡𝑡1 ≤ (1 + 𝛽𝛽)𝑡𝑡0]            = 𝑃𝑃 �(1 − 𝛽𝛽)𝑡𝑡0 ≤ 𝑙𝑙 ∙ 𝑙𝑙𝑛𝑛 𝑉𝑉𝑉𝑉−1 ≤ (1 + 𝛽𝛽)𝑡𝑡0�    (18)                                        = 𝑃𝑃 � 𝑒𝑒𝜌𝜌(1+𝛽𝛽)
𝑒𝑒𝜌𝜌(1+𝛽𝛽) − 1 ≤ 𝑉𝑉 ≤ 𝑒𝑒𝜌𝜌(1−𝛽𝛽)𝑒𝑒𝜌𝜌(1−𝛽𝛽) − 1� 









≥ ℎ    
Then we can get the times of cycles 𝑛𝑛  
𝑛𝑛 = ℎ2𝑒𝑒𝑡𝑡𝑚𝑚𝑚𝑚𝑚𝑚 𝑙𝑙⁄ �𝑒𝑒𝛽𝛽∙𝑡𝑡𝑚𝑚𝑚𝑚𝑚𝑚 𝑙𝑙⁄ −𝑒𝑒−𝑡𝑡𝑚𝑚𝑚𝑚𝑚𝑚 𝑙𝑙⁄ �2
�1−𝑒𝑒𝛽𝛽∙𝑡𝑡𝑚𝑚𝑚𝑚𝑚𝑚 𝑙𝑙⁄ �
2                       (19) 
4.3 Determining Road Size 𝒍𝒍 
The total estimation time is decided by collection cycle times and each cycle’s 
execution time. Our scheme requires the RSU identify the first vehicle and the second 
vehicle, so we use the location number of the second vehicle, defined as 𝑆𝑆, to 
measure each cycle’s execution time. The total estimation time can be simplified to 
the product of 𝑛𝑛 and 𝐸𝐸(𝑆𝑆). 




                                    
Based on the formula (19) and (20), we can get the calculation formula of 
estimation time as 
𝑇𝑇(𝑡𝑡0, 𝑙𝑙) = 𝑛𝑛 ∙ 𝐸𝐸(𝑆𝑆)  = 2ℎ2�𝑒𝑒(1+𝛽𝛽)∙𝜌𝜌−1�2
�1−𝑒𝑒𝛽𝛽𝜌𝜌�
2
∙(𝑒𝑒𝜌𝜌−1)                (21) 
Where ℎ  calculated by error function 𝑒𝑒𝑉𝑉𝑓𝑓( ) [28], [29] and  𝛽𝛽 defined as 
confidence interval are all known quantities, so the estimation time 𝑇𝑇(𝑡𝑡0, 𝑙𝑙) is only 
dependent on the load factor 𝜌𝜌. We minimize 𝑇𝑇(𝑡𝑡0, 𝑓𝑓) to find the optimized load factor 
𝜌𝜌 using the matlab tool. Then, as given above 𝜌𝜌 = 𝑡𝑡0
𝑙𝑙
, we can get the optimized road 
size 𝑙𝑙 through 𝜌𝜌 and 𝑡𝑡𝑚𝑚𝑚𝑚𝑚𝑚. 
4.4 Adjusting Upper Bound 𝒕𝒕𝒎𝒎𝒎𝒎𝒎𝒎 
  When the given upper bound of vehicle cardinality is too large, there will be more 
empty road segments in the road. It causes the location of the first vehicle and second 
vehicle backward, which means the RSU needs to identify more road segments, that is, 
more time cost. We utilize the location number of the first vehicle 𝐹𝐹 to judge whether 
the original upper bound 𝑡𝑡𝑚𝑚𝑚𝑚𝑚𝑚 is too large for the current traffic flow. If so, we will 
shrink the upper bound 𝑡𝑡𝑚𝑚𝑚𝑚𝑚𝑚 adaptively. For the randomness [30], we need to collect 
𝐹𝐹 many times and get the average 𝐹𝐹�. Through several experiments, we find 𝐹𝐹� can get 
a stable value when the data collections reach 50 times. Hence, we use the average 
value 𝐹𝐹� of 50 collected 𝐹𝐹𝑖𝑖 to adjust the upper bound 𝑡𝑡𝑚𝑚𝑚𝑚𝑚𝑚 in the simulation. The flow 
chart of the adjustment process is in Fig.4. 
 
Fig. 4. Adjustment process of upper bound 
𝐹𝐹 is defined as the location number of the first vehicle, and in the 𝑖𝑖th cycle, we 
will get a 𝐹𝐹𝑖𝑖 . We decrease 𝑁𝑁  from 𝑡𝑡𝑚𝑚𝑚𝑚𝑚𝑚  to 1 to traverse all possible vehicle 
cardinality. Every time, we calculate 𝑃𝑃𝑉𝑉(𝑡𝑡0 = 𝑁𝑁|𝐹𝐹 = 𝐹𝐹�), which is the probability of 
vehicle cardinality is 𝑁𝑁 when the location number of the first vehicle is 𝐹𝐹�. With the 
decreasing of 𝑁𝑁, we accumulate 𝑃𝑃𝑉𝑉(𝑡𝑡0 = 𝑁𝑁|𝐹𝐹 = 𝐹𝐹�) calculated in each cycle, defined 
as 𝑝𝑝. 𝑝𝑝 is the probability of vehicle cardinality 𝑡𝑡0 between 𝑁𝑁 and 𝑡𝑡𝑚𝑚𝑚𝑚𝑚𝑚, written as 
𝑃𝑃𝑉𝑉[𝑁𝑁 ≤ 𝑡𝑡0 ≤ 𝑡𝑡𝑚𝑚𝑚𝑚𝑚𝑚]. When 𝑝𝑝 is limited in a certain range, such as 0.1%, that is, the 
probability of vehicle cardinality larger than 𝑁𝑁 is very low(0.1%). In other words, 
there are high probability(99.9%) of vehicle cardinality less than 𝑁𝑁. Therefore, we 
can shrink upper bound 𝑡𝑡𝑚𝑚𝑚𝑚𝑚𝑚 to 𝑁𝑁. 
5 Simulation and Evaluation 
In order to evaluate the performance of our vehicle cardinality estimation scheme, we 
simulate estimating different traffic flows using the Matlab R2012a. The evaluation is 
conducted in two aspects, accuracy and time efficiency. We do not consider any 
collision and interference problems. In the simulation, we set the confidence interval as 5%, accuracy probability as 99%, vehicle cardinality from 500 to 5000, the original 
upper bound as 10000. The simulation experiment is conducted as followed. Firstly, in 
order to get the location number of the first vehicle and the second vehicle, we use the 
process of Matlab generating random number to represent vehicles choosing road 
segments. The smallest random number represent the location number of the first 
vehicle and the second smallest represent the location number of the second vehicle. 
Secondly, we conduct several simulation experiments to record and integrate 
experimental data, and then import the data into our proposed scheme for estimation. 
In the end, we compare the performance of our scheme with the FNEB algorithm in 
both accuracy and time cost aspects. 
The adjustment of upper bound is crucial in our scheme, so it is necessary to 
simulate the adjustment process before comparison. In the experiment, we simulate 
adjusting the upper bound of a traffic flow with 500 vehicles, and record the adjusted 
upper bound in each cycle. The whole adjustment process can be seen in Fig.5. As 
shown in Fig.4, in view of the significant reduction on upper bound, we can see the 
adjustment process is very necessary. The adjustment algorithm achieves high 
efficiency, especially in the former 10 cycles, which shrinks the upper bound sharply. 
After these 50 cycles, there is no need for further adjustment, as the upper bound tends 
to be stable. 
 
Fig. 5. Upper bound adjustment of vehicle cardinality 
It is known that estimation time implies the scheme’s efficiency. Fig.6 gives the 
three-dimensional relations between accuracy rate, vehicle cardinality and estimation 
time, which shows the time cost when estimating different traffic flows with different 
accuracy requirement .As seen in Fig.6, the higher accuracy rate results in longer 
estimation time, because higher accuracy rate means more times of cycles, thus, more 
estimation time. Similarly, the smaller vehicle cardinality results in longer estimation 
time. That’s because vehicles are uniformly distributed in the road, so less vehicles lead 
to the location of the first vehicle and the second vehicle go backward, which means 
the RSU needs to identify more road segments, that is, more estimation time. 
   
Fig. 6. Estimation time of our scheme 
After that, our proposed scheme and FNEB algorithm are used to estimate 
different traffic flows respectively, whose cardinality is from 500 to 5000. Based on the 
result of experiments, we will compare these two tag estimators in aspects of deviation 
rate and time efficiency. 
For comparison, we define deviation rate as 𝑑𝑑, which can be calculated with 𝑑𝑑 =|𝑡𝑡1 − 𝑡𝑡0| 𝑡𝑡0⁄ . Experimental results of deviation rate 𝑑𝑑 are shown in Fig.7. Viewed as a 
whole，the deviation rate of our scheme is stable and keeps lower than 0.05, however, 
the FNEB’s arises more than 0.1, even close to 0.35. Observing the specific data values, 
the deviation rate of our scheme is at least 50% lower than that of the FNEB algorithm, 
which proves superiority of our scheme in the aspect of accuracy. That’s because our 
scheme leverages the location number difference of the second vehicle and the first 
vehicle to estimate vehicle cardinality, while FNEB algorithm only leverages the 
location of the first vehicle. The randomness of the former is much less than the latter, 
so it can reflect the distribution of vehicles in the road more accurately, which means 
higher accuracy in vehicle estimation. 
 
Fig. 7. Deviation rate comparison of our scheme and FNEB algorithm 
Fig.8 shows the time cost of our scheme and FNEB algorithm while estimating 
different traffic flows with vehicle cardinality from 500 to 5000. Viewed as a whole，
the time cost of our scheme is less than that of the FNEB algorithm in all traffic flows. 
Especially in the cases of vehicle cardinality is relatively small, our time cost is almost 
half of the FNEB’s. While with the vehicle cardinality increasing, our scheme’s gain in 
time cost shrinks. Observing the specific data values, the time cost of FNEB is almost 
1.5 times of our scheme, that is, time efficiency of our algorithm is 1.5 times of FNEB 
algorithm, which proves the time efficiency advantage of our scheme. That’s owing to 
the process of adjusting the upper bound, making the upper bound closer to the actual 
vehicle cardinality. The road size 𝑙𝑙 and times of cycles 𝑛𝑛 calculated by the adjusted 
upper bound will be more accurate, which contributes to higher time efficiency. 
  
Fig. 8. Time efficiency comparison of our scheme and FNEB algorithm 
6 Conclusion 
This paper proposes a newly-fashioned scheme based on the location distance between 
the first vehicle and the second vehicle to estimate the number of vehicles. When the 
scheme is applied in VANETs, we can estimate vehicle cardinality without identifying 
vehicles one by one, which avoids the privacy-leakage. Both theoretical analysis and 
extensive simulations prove our scheme achieves high accuracy and time efficiency. 
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