The analysis of dose-response relationships is a common problem in pre-clinical studies. For example, proportions such as mortality rates and histopathological findings are of particular interest in repeated toxicity studies. Commonly applied designs consist of an untreated control group and several, possibly unequally spaced, dosage groups. The Williams test can be formulated as a multiple contrast test and is a powerful option to evaluate such data. In this paper, we consider simultaneous inference for Williams-type multiple contrasts when the response variable is binomial and sample sizes are only moderate. Approximate simultaneous confidence limits can be constructed using the quantiles of a multivariate normal distribution taking the correlation into account. Alternatively, multiplicity-adjusted p-values can be calculated as well. A simulation study shows that a simple correction based on adding pseudo observations leads to acceptable performance for moderate sample sizes, such as 40 per group. In addition, the calculation of adjusted p-values and approximate power is presented. Finally, the proposed methods are applied to example data from two toxicological studies; the methods are available in an R-package.
Introduction
Standard experimental design in repeated toxicity studies consists of a negative control and several (commonly three) treatment groups. The frequently used parametric Dunnett (1955) and Williams (1971) procedures as well as the nonparametric Dunn (1964) and Shirley (1977) procedures for skewed data, are the recommended statistical procedures for toxicological studies involving continuous data (National Toxicology Program, 2009) . In comparing particular treatments with the control group, Dunnett and Dunn procedures do not exploit the potential monotonicity of effects, which occurs when treatments represent increasing dosage. Conversely, the methods of Williams and Shirley assume the monotonicity of effects in comparing the dose and control groups.
Va r i o u s types of response variables (e.g., continuous, proportions (rates), ordered categorical and multinomial data) are common in toxicological studies (OECD408, 1998) . However, most recommendations concerning statistical methodology focus on continuous endpoints (see, e.g. National Toxicology Program, 2009 ). For example, the NTP provides the following recommendation regarding proportional data: 'Because vaginal cytology data are proportions (the proportion of the observation period that an animal was in a given estrous stage), an arcsine transformation is used to bring the data into closer conformance with a normality assumption' (National Toxicology Program, 2009) . However, simulation studies involving small samples (Carriere, 2001 ) and zero cells (Rucker et al., 2009) showed that the arcsine transformation is inappropriate. A number of specific issues need to be addressed in toxicological studies that involve binomial proportions: 1. sample size may be too small to allow the application of simple asymptotic methods; 2. the direction of the toxic effect is usually known, (e.g., we are interested in only increasing mortality or incidence rates); and 3. no, or very few, critical events may be observed in the control group.
We propose using trend tests based on a totally ordered alternative hypothesis to evaluate dose-response relationships. A large number of such tests have been published. The most commonly used approach for proportional data -CochranArmitage test (Armitage, 1955) -rejects the null hypothesis of equal proportions in favor of a linear trend. However, this test is underpowered when the true trend is not linear, i.e., when the dose and response exhibit a convex or concave relationship (Bretz and Hothorn, 2002) . Also, assuming a linear trend may be inappropriate in many studies, e.g., when the study design involves unequally spaced dosage levels between treatment groups. Additionally, the power of this test is strongly influenced by the choice of dosage scores used in the calculation of the test statistic, and optimal dosage scores are often unknown a priori. For datasets with small sample sizes, using exact unconditional and conditional Cochran-Armitage trend tests has been proposed, and may be appropriate under different models (Tang et al., 2006) . Another approach involves testing whether a slope parameter of a logistic model is non-zero, but the assumption of a linear relationship may again be inappropriate. Finally, a likelihood ratio test based on isotonic regression (Leuraud and Benichou, 2006) can be applied.
As mentioned, assuming a linear dose-response relationship may be inappropriate or at least suboptimal in terms of power in cases of sub-and supra-linear relationships. Also, one may often be interested in comparing several dose groups with the control group explicitly. Adequate methods should allow the definition of one-sided tests or confidence intervals when the direction of the effect of interest is known a priori. For these reasons, the Williams test (Williams, 1971 (Williams, , 1972 provides a good option to use because it was constructed for both a total order alternative as well as specific comparisons versus control. For a general unbalanced design and normally distributed variables, Bretz (2006) showed that Williams trend test can be approximately formulated as a multiple contrast test. For large sample sizes, similar asymptotic multiple contrast tests for binomial proportions have also been proposed (Bretz and Hothorn, 2002) . A Dunnett-type procedure for one-or two-sided comparisons for the difference of proportions between several treatments and a control was proposed (Schaarschmidt et al., 2009) , using the analogous approach of multiple contrasts, without an order restricted alternative. Recently, the small sample performance of simultaneous confidence intervals for contrasts of tumor proportions, confounded by mortality without cause-of-death information, has been investigated (Schaarschmidt et al., 2008a) , including Williams-type contrasts as a special case. In contrast to the problem considered here, such observations are assumed to originate from realizations of two competing events assumed to follow two independent Weibull distributions.
In this paper, we investigate simultaneous confidence limits as well as multiplicity-adjusted p-values for Williams-type contrasts of binomial proportions. We assume that using binomial proportions as an effect measure is toxicologically meaningful and not biased by competing risks. Further, we explore ways to adjust for small sample size, and pay special attention to one-sided alternatives (i.e., settings, in which the direction of an interesting effect is already known). We achieve multiplicity adjustment by using appropriate quantiles of the multivariate normal distribution, taking the correlation between the contrasts into account. The confidence limits proposed in this paper can be used in inference for a global trend hypothesis, and to display the differences between pooled proportions of the dose groups and the proportion of the control group. The described procedure is validated in an extensive simulation study, comparing different small sample adjustments for balanced and unbalanced sample sizes, and large sets of binomial parameters sampled from the parameter space. We describe the appropriate test and
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The International Journal of Biostatistics, Vol. 6 [2010] , Iss. 1, Art. 15 DOI: 10.2202 /1557 -4679.1180 adjusted p-values for single contrasts, and present an approximate power calculation for the global test on trend. The use of approximate power calculation is illustrated for situations related to the example and compared to results of simulated power. An R-software package implementing the proposed methods has been made publicly available.
Motivating examples
In a toxicological study, mice were exposed to a control treatment and three doses of a compound. After 6 months, mortality rates were assessed (Hothorn, 1994, see Tab. 1) .
In the second study, the incidences of tubular epithelial hyaline droplet generation in male rats were reported for a 28-day oral dose toxicity study of nonylphenol (Woo et al., 2007, see Tab. 2). In both examples, the aim is to detect the global trend depending on the dosage levels. In addition, extracting information regarding the dosage levels that lead to the trend may be necessary. The sample sizes are clearly too small to allow the determination of asymptotic confidence limits.
A Williams-type procedure
Let us consider a completely randomized one-way layout with I groups, i = 1,...,I, where n i denotes the number of Bernoulli trials in the ith group, Y i is the number of successes among the n i trials, and i = 1 denotes the control group and i = 2,...,I denotes treatment groups ordered by increasing dosage. The Y i s are assumed to be independent binomial random variables Y i ∼ Bin (n i ,π i ), with point estimators
Let C = (c 1 ,...,c I ) be a vector of contrast coefficients fulfilling the constraint ∑ I i=1 c i = 0. Then, the linear combination L = ∑ I i=1 c i π i has expectation E (L) = 0 if all proportions are equal such that π 1 = π 2 = ... = π I . If we also define C such that ∑ c i ≤0 c i = −1 and ∑ c i >0 c i = 1, the linear combination L can be interpreted as a difference of weighted averages of proportions, with the simple difference of two proportions as a special case.
According to Bretz (2006) , the Williams test (Williams, 1971 (Williams, , 1972 can be reformulated in terms of a test for M = I − 1 linear combinations L m , m = 1,...,M of the proportions π i . The contrast coefficients are defined in the following M × I matrix with elements c mi ,
In this matrix, each row corresponds to one linear combination
To test for an increasing trend, we test the intersection of the elementary null hypotheses H 0 : M m=1 L m ≤0, versus the union of the elementary alternative hypotheses H 1 : M m=1 L m > 0. That is, the objective is to perform a one-sided Union-Intersection-Test on the M linear combinations (Bretz and Hothorn, 2002, Bretz, 2006) , while controlling the family-wise error rate over all M contrasts.
Alternatively, lower simultaneous confidence limits for the linear combinations L m can be used. In this case, one can conclude a presence of a trend in the proportions π 1 ,...,π I if at least one of the M lower confidence limits excludes the value 0. In addition, the confidence limits describe the difference between the control group i = 1 and the weighted average of proportions of higher dose groups, and allow one to interpret the relevance of the effect size. Another advantage of confidence intervals lies in their ability to summarize the uncertainty of the estimates using an easily interpretable scale of differences in proportions.
In other words, the above procedure tests the null-hypothesis of no difference among the proportions,
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The International Journal of Biostatistics, Vol. 6 [2010] , Iss. 1, Art. 15 DOI: 10.2202 /1557 -4679.1180 against the alternative that the binomial proportions are increasing with increasing dosage compared to the control group. To achieve this, higher dose groups are successively pooled and compared to the control. This approach leads to multiple comparisons regarding a single overall question, and, therefore, an adjustment is needed to ensure that the overall hypothesis is tested at level α. The M local hypotheses are positively correlated, and this correlation is included in the test procedure in order to avoid the overall test becoming too conservative. By testing M different local hypotheses, the procedure is sensitive to a number of different dose-response shapes, and allows one to gain a more detailed knowledge of the dose-response shape than would be possible using a simple p-value for a global test of trend.
Approximate confidence limits for a single linear combination of proportions
The point estimator for a single linear combination L isˆL = ∑ I i=1 c i p i and the lower (1 − α) Wald confidence limit for L is:
withˆV (p i ) = p i (1 − p i )/n i and z 1−α denoting the (1 − α) quantile of the standard normal distribution. Wald limits for binomial proportions are known to keep the (1 − α) coverage probability only for asymptotically large sample sizes (Agresti and Caffo, 2000 , Price and Bonett, 2004 , Brown and Li, 2005 . So far, no exact confidence limits are available for a linear combination of proportions. In a seminal paper, Agresti and Coull (1998) showed that adding a total of four pseudoobservations to the observed successes and failures yields approximate confidence intervals for one binomial proportion with good small sample performance. Motivated by approximating the posterior distribution following from a uniform beta prior, Agresti and Caffo (2000) proposed an improved Wald confidence interval for the difference of two proportions by adding two successes and two failures. Brown and Li (2005) recommended the use of this method based on a comparative simulation study due to its good coverage probability for moderate sample sizes. Price and Bonett (2004) further extended this interval to linear combinations of I proportions. In their approach, p i in Equation (3) is replaced
, with g the number of non-zero contrast coefficients. Alternatively, p i in Equation (3) is replaced by˜p i = (Y i + 1)/(n i + 2), and
. Both intervals are the Agresti and Caffo interval for the difference of two binomials if the contrast has only two non-zero coefficients. Price and Bonett (2004) investigated the performance of their method in a simulation study involving different types of single contrasts, and concluded that, compared to the Wald limit, it exhibited better coverage probability for the improved limits. These simulation studies, however, considered only the coverage probability of two-sided (1−α) confidence intervals. The coverage probability of one-sided limits was investigated only by Cai (2005) in the case of a single binomial proportion. The direction of interest is usually known in trend tests, and only the upper or lower limit is necessary for a decision regarding the trend. Therefore, we are mainly interested in the performance of one-sided confidence limits. However, when the assumption of monotonicity is in question, two-sided confidence intervals may be more appropriate. See for example the recent discussion of Shirley and Peddada (Shirley, 2007) .
Approximate simultaneous confidence limits for multiple linear combinations of proportions
Approximate simultaneous confidence limits for M linear combinations L m can be constructed using Equation (4):
Here, q M,R,1−α is the equicoordinate (1 −α) quantile of a M-variate normal distribution with correlation matrix R, with its CDF denoted Φ M (q;0,R). The quantile q M,R,1−α is chosen such that
where Z is an M-variate normal random vector with elements Z m , m = 1,...,M, expectation 0 and correlation matrix R. Due to the specific choice of the quantile q M,R,1−α , the probability that at least one of the M values of L is excluded by the confidence limits is α if n → ∞. Upper confidence limits can be calculated accordingly. By using quantiles of the multivariate normal distribution, the number of estimated linear combinations as well as the correlation between them is taken into account.
When both increasing or decreasing trends are of interest, two-sided confidence intervals can be calculated: 
Then, a quantile q M,R,1−α has to be chosen such that
Numerically, probabilities Φ M (q;0,R), Φ M,two−sided (q ;0,R) as well as quantiles q M,R,1−α and q M,R,1−α can be calculated using the package mvtnorm (Hothorn et al., 2001) in R. Following a similar approach as Piegorsch (1991) and Schaarschmidt et al. (2008a Schaarschmidt et al. ( , 2009 , the correlation matrix R is computed depending on the known constants c im and n i and the estimates˜π i and˜V(p i ) in Table 3 . For computational details we refer to Schaarschmidt et al. (2008a) .
Regarding the approaches of Agresti and Caffo (2000) and Price and Bonett (2004) , we investigated five different methods of adjustment. Table 3 summarizes choices for˜p i and˜V(p i ) in Equation (4), where g is the number of contrast coefficients with c im = 0 in the mth contrast. When referring to these confidence limits below we use the notations in Table 3 . 
Corresponding multiple tests
In order to use adjusted p-values instead of simultaneous confidence limits to perform the test procedure defined above, M test statistics have to be calculated:
with adjustments listed in Table 3 
Software
The availability of relevant and free statistical software is important in toxicology, because fewer statisticians engage in pre-clinical statistics compared to clinical statistics. The methods presented here are included in the R-package MCPAN (Schaarschmidt et al., 2008b) , which can be downloaded via CRAN of R. Before use in regulatory toxicology, this software needs to be further validated in detail.
4 Simulation study
Parameter settings
We investigated the coverage probability of the simultaneous confidence limits in a simulation study that focused on small to moderate sample sizes and n i = 100 for nearly asymptotic behavior. Results for the situations I = 3,4,6,10, with balanced sample sizes n i = 10,20,40,60,100 are summarized in Tables 4 and 5 . Since most designs in toxicology involve three dose groups and a negative control, the situation I = 4 is the most relevant. Although sample sizes smaller than n i = 20 are hardly reasonable from the perspective of power, sample sizes as small as n i = 10 can be found in practice, e.g. in Kandori et al. (2005) . Also, markedly unbalanced sample sizes may occur, e.g., n i = 42,...,74 in Bell et al. (2007) . For this reason, we investigated a number of unbalanced situations (Tables 6 and 7) .
To assess the methods' performance in the entire parameter space, 10,000 combinations {π 1 ,...,π I } were sampled from independent uniform distributions [0,1]. For each of these combinations and sample size settings, 10,000 random samples {y 1 ,...,y I } were drawn from binomial distributions Bin(n i ,π i ). Limits were considered to cover the true value when all estimated confidence limits included the corresponding true linear combination L m . Known values of π i , instead sample estimates, were used to calculate the correlation matrix in this main part of the simulation study.
In an additional simulation study, we explored the coverage probabilities of limits with a correlation matrix estimated from the samples. This was done for a small subset of scenarios in order to show that the above simulations appropriately characterize the proposed methods. We considered a balanced sample size of 40 with 4 groups. Analogously to the main study, combinations {π 1 ,...,π I } were drawn from a uniform distribution, and random samples were drawn for each combination. The coverage probability of each limit and computation method of the correlation was calculated, resulting in only a negligible difference in the second decimal position of the coverage probability value.
Criteria
Due to the discreteness of the binomial distribution, the coverage probability of confidence limits for contrasts of proportions oscillates depending on π i and n i . Confidence limit methods that exhibit coverage probabilities greater than or equal to the nominal level for all parameter settings will, on average, necessarily be conservative. For this reason, Agresti and Coull (1998) and Brown and Li (2005) , as well as others, recommend confidence limit methods if their coverage probability is close to the nominal level, but not necessarily for all cases equal to or greater than the nominal level. Accordingly, we present the proportion of 10,000 parameter settings {π i ,...,π I } for which coverage probability was between 0.94 to 0.96. We consider this to be the main criterion for recommending a method (Table 4) . Additionally, the mean coverage probabilities over all 10,000 settings are given in Table  5 . These values provide additional information whether the considered confidence limit is, on average, liberal or conservative.
Results
The results for nominal 0.95 lower confidence limits in situations with balanced sample sizes are summarized in Tables 4 and 5 . In the case of 3,4, or 6 groups, the add-1 limit achieved the highest proportion of coverage probabilities between 0.94 and 0.96, and a mean coverage probability closest to the nominal confidence level 0.95. However, for small sample sizes, such as n i = 10 or 20, and larger number of groups, this method can be liberal for large proportions of settings. In these situations, our results suggested that the add-2 method constitutes a better choice if conservative performance is acceptable. The add-2/g and add-4/g methods tended to be liberal for large number of groups. As expected, the Wald limit was more liberal than all the other methods under all simulated situations. For the unbalanced four group designs considered in Tables 6 and 7 , the add-2 and add-4/g limits approached the highest proportions of coverage probability between 0.94 and 0.96. The add-2 limit is conservative in situations with extremely small sample sizes. Especially when the control group sample size was small, the performance of all limits became weak.
Approximative power calculation
Although the main focus of this article is confidence limit estimation, users may be interested in power calculation for the global test on trend. Bretz and Hothorn (2002) derive an approximative calculation for the power of multiple contrast tests for binary data. Their method is based on a Wald-type test statistic, using the maximum likelihood estimators for variance estimation, and a pooled variance estimator under the null hypothesis. This method can be easily adapted to the test statistic presented in Section 3.3, assuming that we wish to detect an increasing trend using Williams contrasts with the global null hypothesis H 0 : M m=1 L m ≤0 and the alternative H 1 : M m=1 L m > 0. Under the alternative, we assume true proportions π i and sample sizes n i . Then, for large n i , a single test statistic follows a normal distribution with expectation
and variance V (T m ) = 1, where˜π * i = (n i π i + 0.5)/(n i + 1) and n * i = n i + 1, e.g. for the add-1 adjustment. The M test statistics jointly follow an M-variate normal distribution with e being the vector of expectations with elements E (T m ), and correlation matrix R as defined in Schaarschmidt et al. (2008a) . The power to reject the global null hypothesis is the probability that at least one T m exceeds the equi-coordinate critical value q M,R,1−α . It can, therefore, be calculated using: 1 − Φ M q M,R,1−α ;e,R or, equivalently, using a central multivariate normal distribution after subtracting the vector of expected values from the quantiles: 1 − Φ M q M,R,1−α − e;0,R . A simulation study involving a variety of settings revealed that only a negligible difference in the second decimal position exists between the values of approximate and simulated power. In Table 8 , the approximate power calculation is compared to simulated power (10,000 replications) for tests on increasing trend with nominal level α = 0.05, using the add-1 adjustment. The expected values π i for two different dose response shapes, which could be underlying the data in Table 2 , were assumed, and power is calculated for balanced samples sizes n i = 10,20,40,60. The International Journal of Biostatistics, Vol. 6 [2010 ], Iss. 1, Art. 15 DOI: 10.2202 /1557 -4679.1180 Table 8 shows marked differences between the calculated and the simulated power for the smallest group wise sample size n i = 10. For such small sample sizes, the approximate power calculation may show even larger deviations from the true power than the deviations displayed in Table 8 , depending on the chosen parameter combination. However, taking into account the uncertainty in assuming π 1 ,...,π I , the method of approximate power calculation is a helpful tool in experimental design involving moderate sample sizes.
Evaluation of the examples
Applying the add-1 method to the chronic toxicity data presented in Table 1 led to the approximate simultaneous 0.95 confidence limits listed in Table 9 . Since all three linear combinations were significantly larger than 0, we concluded that there is a significant increase in the mortality rate with increasing dosage. Pooling the 50 mg/kg and 100 mg/kg dose groups led to the most pronounced change in mortality rate compared to the untreated control group. Next, we evaluated the histopathological findings of the 28-day toxicity study in rats (Tab. 2). We applied the add-1 adjustment and calculated multiplicityadjusted p-values. For the three Williams contrasts C1: π 250mg/kg − π 0mg/kg ; C2: (π 250mg/kg +π 50mg/kg )/2−π 0mg/kg ; and C3: (π 250mg +π 50mg +π 10mg )/3−π 0mg/kg , we obtain p-values 1.7e − 07, 7.4e − 06 and 2.0e − 04, respectively. The minimal p-value smaller than 0.05 reveals the presence of a dose-related trend, and because the smallest p-value was obtained for contrast C1, we concluded that an increase in the high 250 mg/kg dose dominated this trend. An alternative approach to evaluating this dataset consisted of employing a closed test to identify the minimum observed effect dose by performing Williams trend tests with stepwise omission of the highest remaining dose. In the second step, this approach already yielded a non-significant p-value of 0.052 for the trend test without the 250 mg/kg dose, i.e., 250 mg/kg was the minimum observed effect dose.
Discussion
This paper shows how trends among ordered binomial proportions can be detected without the strong assumption of linearity in settings with small or moderate sample size. Although the use of multiplicity-adjusted p-values is common, the use of simultaneous confidence limits allows further interpretation with respect to the effect size and shape of the dose-response relationship.
A simulation study showed that the computationally simple add-1 and add-2 adjustments perform better than the commonly used Wald limit. The methods proposed here fill the gap between methods that are appropriate for designs with large sample sizes (e.g., 100 per group) when central limit theorem holds for the Wald limit, and designs involving small sample sizes of 20 or less, which are not appropriate in trials with a binomial response due to insufficient power. A comparison of the different adjustments revealed that the add-1 adjustment provides a simple and acceptable solution for one-sided confidence limits. Advantages of the small sample adjustments investigated here are their simplicity and computational availability. Additionally, due to the simplicity of the methods, an approximate power calculation can be derived using previous results of Bretz and Hothorn (2002) .
In toxicology, downturn effects at high doses may sometimes occur. The Williams test is relatively robust against slight non-monotonicity, because of its pooling properties, but may yield misleading results in the presence of significant downturns. When monotonicity is in doubt, modified Williams-type contrasts for downturn alternatives are available (Bretz and Hothorn, 2003) . Combining their approach with the methods discussed in this article is straightforward, and involves replacing the Williams-type contrast matrix with the modified matrix proposed by Bretz and Hothorn (2003) . In cases when even a relaxed monotonicity assumption appears inadequate, Dunnett-type comparisons for proportions may be applied instead (Holford, 1989 , Piegorsch, 1991 , Schaarschmidt et al., 2009 .
When the underlying trend is, in fact, linear, the Williams test exhibits lower power compared to alternative methods. However, in the case of Gaussian variables, this loss in power is modest (Williams, 1971 , Bretz, 2006 , except when the sample size allocated in the control group is unusually small (Bretz, 2006) . Exact procedures are often recommended for binomial proportions and designs with small or moderate sample sizes. Such methods are available and discussed extensively for the one-parameter problem, or when only simple null-hypotheses of no effect are considered. However, when two or more parameters are considered simultaneously, and confidence intervals are of interest in addition to p-values, the use of exact methods becomes either controversial, even in relatively simple problems (Roehmel, 2005) , or simply impossible due to the computational burden of inverting exact binomial tests. Furthermore, requiring an exact method
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The International Journal of Biostatistics, Vol. 6 [2010] , Iss. 1, Art. 15 DOI: 10.2202 /1557 -4679.1180 means that the size of the test is smaller than or equal to α. Due to the discreteness of the binomial variable, and hence of the test statistics, exact tests have size smaller than α for almost all parameter settings, especially if sample sizes are small and proportions are close to 0 or 1 (e.g. Brown et al., 2001) . As a consequence, the test (and the corresponding confidence interval) is more conservative than nominally required. However, applying a conservative test in cases when the alternative hypothesis describes the hazardousness of the compound is counterintuitive under the precautionary principle.
In this paper, we discussed situations, in which simple binomial proportions are assumed to characterize the toxicologically interesting effects. However, due to competing risks, the crude incidence rates may result in biased estimates of the effects of interest. As an example, consider an evaluation of tumor incidences in long-term carcinogenicity studies confounded by mortality without cause-of-death information. For such data, related procedures based on mortality-adjusted poly-k estimates are available (Schaarschmidt et al., 2008a) . Related procedures for the evaluation of graded histopathological findings and differential blood counts may serve as a subject for future research.
The approach discussed above concerns a one-way layout, and does not allow to include covariate information. However, testing trends for Williams-type contrasts while correcting for covariates is straightforward in the generalized linear model with the binomial family, logit link, and a subsequent application of the methods described by Hothorn et al. (2008) for multiple contrasts. In this approach, the effect would be described in terms of odds ratios rather than differences of proportions. However, its small sample properties have not been examined so far; the necessity of applying adjustments and their available options for small sample sizes may provide additional topics for further research.
