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We investigate some aspects of the connection between mean-field and ab-initio calculations for
many-nucleon systems employing the Gogny effective interaction. In particular, we present varia-
tional Monte Carlo calculations of 4He and 16O, for which we extended the formalism of the linear
method to the case of a density-dependent Hamiltonian. Monte Carlo calculations using an uncor-
related basis reduce to Hartree-Fock ones, but Galilean invariance can be preserved, contrary to the
usual treatment. An analysis of the results obtained with the Gogny force when used in conjunc-
tion with correlated wave functions has also been performed. Calculations show the collapse of the
deuteron, leading to a set of unphysical predictions for the structure of heavier nuclei. This behav-
ior remarks the different role of the Gogny effective interaction as compared to bare interactions
typically used in fully microscopic calculations.
I. INTRODUCTION
Microscopic approaches based on self-consistent mean-
field theory and its extensions are powerful methods for
the study of many-body interacting systems. Early at-
tempts at devising energy functionals based on density-
independent effective interactions able to reproduce the
nucleon-nucleon phase shifts and, at the same time, to
provide a reasonable description of bulk nuclear prop-
erties and of nuclear spectroscopic properties were not
successful [1]. Satisfactory results were instead obtained
by introducing density-dependent terms in the potential,
and abandoning a direct, explicit connection with the
underlying nucleon-nucleon interaction [2]. These effec-
tive interactions contain parameters fit to experimental
data in finite nuclei or to pseudo-data in uniform matter,
and they are typically used in Hartree-Fock (HF) calcu-
lations, as in the case of the Skyrme [3] and the Gogny [4]
forces. Alternatively, energy density functionals can be
directly parameterized in terms of local densities, as in
the case of the UNEDF functionals [5]. Various investi-
gations are underway, aiming at deriving microscopically
new nuclear energy density functionals from ab-initio ap-
proaches mostly making use of the density-matrix expan-
sion introduced by Negele and Vautherin [6] (see Ref. [7]
for a recent example).
The possibility to systematically improve current func-
tionals by including nuclear correlations is also a topic
of general interest [8], discussed in connection with
density-dependent interactions in various frameworks,
e.g., particle-vibration coupling [9–12] and configuration
mixing [13]. The aim of this work is to study this topic
from a somewhat different point of view. We shall em-
ploy quantum Monte Carlo (QMC) techniques, which al-
low one to solve the Schrödinger equation making use of
explicitly correlated wave functions [14], to investigate
the properties of the Gogny force beyond its usual appli-
cation realm.
Solving a self-consistent equation, defined by the use
of a density-dependent term, is by itself a numerical
challenge within QMC algorithms. In a variational
Monte Carlo (VMC) calculation [14] the wave function
is parametrized assuming some given analytic form. The
development of automatic minimization methods, such
as the Linear Method (LM) introduced by Umrigar et
al. [15], now allows for the solution of problems con-
taining a very large number of parameters, which trans-
lates into the possibility of reaching very accurate solu-
tions [16]. The implementation of the LM for density-
dependent interactions opens a door toward a system-
atic explorations of beyond mean-field corrections to the
standard HF scheme, given, for instance, the possibility
of exploring solutions in which explicit correlations are
included at the level of the antisymmetric wave function.
For instance, the two-body density-dependent interac-
tions of Refs. [17, 18], successfully employed in infinite
nuclear matter calculations, are now suitable to be accu-
rately studied in atomic nuclei.
The QMC solution of the HF problem leads to inter-
esting results concerning the violation of translational in-
variance in the conventional approach. In this approach
calculations are performed in the laboratory frame of ref-
erence, rather than in the center of mass (CM) frame of
reference (sometimes called the intrinsic frame of refer-
ence), correcting for the resulting violation of transla-
tional invariance by subtracting the kinetic contribution
form the center of mass. By assuming that the wave
function is an uncorrelated, antisymmetrized product of
single-particle functions, a VMC calculation can be made
equivalent, in principle, to a HF one. However, since
QMC directly deals with the coordinates of the nucleons,
it is easy to swap between the two frames of reference.
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2This allows one to quantify the effects due to the motion
of the CM in a straightforward way, and to study how an
effective force can be interpreted in the intrinsic frame of
reference [19].
We also illustrate the behavior of the Gogny force in
the limiting case of a fully correlated wave function in the
QMC sense, studying the different balance of kinetic and
potential energies with an effective and with a realistic
interaction like the Argonne force [20, 21]. We explicitly
show that, in this case, the Gogny interaction leads to
a collapse of the nucleus, a fact not unexpected but, as
far as we know, never explicitly quantified. The work
presented here should be seen in perspective, as a first
step toward a systematic inclusion of beyond mean-field
correlations in the derivation of effective forces.
The paper is organized as follows: In Section II the
Gogny force is reviewed in the context of mean-field cal-
culations, discussed in Section III; Section IV deals with
quantum Monte Carlo methods, in particular with the
variational Monte Carlo algorithm and the linear method
for wave function optimization; Results for the compar-
ison and analysis of VMC vs. HF calculations are pre-
sented in Section V; Section VI is devoted to conclusions.
II. GOGNY INTERACTION
In this work, calculations are performed using the
Gogny effective interaction [4]. The parameters of the
interaction have been fit to various experimental prop-
erties, comparing empirical data in spherical nuclei with
calculations performed within the Hartree-Fock approxi-
mation (see below). We will only consider the nuclei 4He
and 16O for which no pairing interaction needs to be in-
cluded in the calculation. The associated non-relativistic
Hamiltonian is the sum of the kinetic term and a two-
body, density-dependent interaction:
H = −
A∑
i=1
∇2i
2mN
+
A∑
i<j
vij . (1)
Neglecting spin-orbit contributions, which are not rel-
evant for the aims of the present work, the two-body
potential is defined as a sum of three terms
vij = v
4
ij + v
ddp
ij + v
C
ij . (2)
The first contribution has a spin-isospin structure analo-
gous to that of the first four components of the Argonne
v18 interaction [20]
v4ij =
∑
k=1,2
(Wk +Bk Pσ −Hk Pτ −Mk Pσ Pτ ) e−r2ij/µ2k ,
(3)
where the spin/isospin-exchange operators take the form
Pσ = 1 + σij
2
, Pτ = 1 + τij
2
, (4)
and σij = σi ·σj and τij = τi · τj are the scalar products
between the spin and isospin matrices of the i-th and
j-th particles. The second contribution is a zero-range
density-dependent term, given by
vddpij = τ0 (1 + x0 Pσ) ρα(Rij) δ(rij). (5)
The third term vCij denotes the Coulomb potential. In
the above equations rij = ri − rj and Rij = (ri + rj)/2
are the relative and CM coordinate of the nucleon pair.
We shall make use of the original D1 parameterization
of the Gogny interaction, introduced in Ref. [4]. We
checked that using a more recent version of the Gogny
force, namely the D1S [22, 23], does not affect the main
conclusions of the present work. The parameters defin-
ing the density-independent part of the interaction are
listed in Table I, while the values of the coefficients en-
tering the density-dependent component are α = 1/3,
τ0 = 1350 MeV, and x0 = 1.
Note that, in order to be implemented in a QMC al-
gorithm, the delta function entering vddpij is smeared in-
troducing a Gaussian regulator
δ(rij)→ G(rij) = 1
(µ3
√
pi)3
e−r
2
ij/µ
2
3 . (6)
The finite-size effects introduced with such a represen-
tation of the delta function are found to be small for
µ3 . 0.15 fm. The Monte Carlo results presented in
this work have been obtained for µ3 = 0.1 fm. A finite-
range version of the density-dependent term vddpij with
µ3 = 0.6 fm has been recently developed [24]. We plan to
use this softer regulator in future analysis. Finally, it has
to be noted that Gaussian regulators used in the contact
terms of state-of-the-art local chiral interactions [25, 26]
are considerably softer than the one chosen in this work,
as they lie in the range 0.6− 0.8 fm.
III. MEAN-FIELD THEORY
A. Hartree-Fock
Within the HF approach, the nuclear wave function is
assumed to be a Slater determinant |Φ〉 formed by a set
of single-particle wave functions χβ , where β stands for
the spherical quantum numbers:
〈X|Φ〉 = A

A∏
β=1
χβ(xi)
 . (7)
Table I. Parameters of the density-independent contributions
of the Gogny interaction as from Ref. [4]. All quantities are
in MeV, except for µk that is in fm.
k Wi Bk Hk Mk µk
1 −402.4 −100.0 −496.2 −23.56 0.7
2 −21.30 −11.77 37.27 −68.81 1.2
3In the above equation, A is the antisymmetrization op-
erator and |X〉 = |x1, . . . , xA〉, and xi = {ri, σi, τi} are
generalized coordinates representing position, spin, and
isospin of the i-th nucleon.
The nuclear mean-field is determined by finding the
Slater determinant |Φ〉 that minimizes the energy
EHF(ρ) = 〈Φ|H|Φ〉, (8)
which is a functional of the single-particle density
ρββ′ = 〈Φ|a†β′aβ |Φ〉, (9)
written in terms of the creation and annihilation opera-
tors a†, a.
Following Ref. [27], the solution of such a minimiza-
tion defines the HF single-particle basis φα and the HF
average potential
HHF =
A∑
i
h(i), (10)
where h depends on the density and obeys the relation
hαα′ =
∂EHF(ρ)
∂ρα′α
= tαα′ +
A∑
i=1
v¯αiα′i = α δαα′ . (11)
The matrix elements of the kinetic energy calculated in
the HF single-particle basis φα are denoted by tαα′ , while
v¯αiα′i′ are the antisymmetrized matrix elements of the
two-body interaction. The HF solution provides a single-
particle basis in which both h and ρ are diagonal.
In order to determine the mean-field wave functions,
they are expanded in a spherical Woods-Saxon basis χβ
φα =
∑
β
Dβα χβ . (12)
The self-consistent HF equations can then be written
as an eigenvalue problem (see Ref. [27], Eq. (5.38))∑
β′
hββ′ Dβ′α = αDβα, (13)
where the matrix elements hββ′ are given by
hββ′ = tββ′ +
A∑
α′=1
∑
β′′β′′′
v¯ββ′′β′β′′′ Dβ′′α′D
∗
β′′′α′ . (14)
These equations must be solved by iteration, assuming
an initial choice for the transformation coefficients Dβα.
Note that for density-dependent interactions, the matrix
element v¯ also depends on D, and it must be recalcu-
lated at each iteration. The Woods-Saxon basis used to
compute the matrix elements of the two-body interaction
v¯ is obtained by solving the Schrödinger equation for a
Woods-Saxon potential of standard form [28] in a box of
20 fm, using an energy cutoff of 400 MeV [29]. The use
of a Woods-Saxon basis is particularly convenient in the
case of weakly-bound systems, but it is equivalent to the
use of a harmonic oscillator basis for the case of the well
bound nuclei considered here.
B. Effective interaction: fitting procedure
According to the fitting procedure adopted to establish
the parameters of the Gogny interaction [4], HF calcula-
tions are performed correcting for the violation of trans-
lation invariance by subtracting the kinetic CM contri-
bution TCM from the Hamiltonian, where
TCM =
P 2CM
2M
= − 1
A
A∑
i=1
∇2i
2mN
− 1
A
A∑
i 6=j
∇i ·∇j
2mN
, (15)
and the mass of the nucleus is given by M = AmN . The
first term, a one-body operator, can be dealt with by
simply rescaling the total kinetic energy:
−
A∑
i=1
∇2i
2mN
→ −
(
1− 1
A
) A∑
i=1
∇2i
2mN
. (16)
On the other hand, the last term of Eq. (15) is a two-body
operator, and it has to be treated on the same footing
as the two-body components of the potential of Eq. (2).
We remark that in the fitting protocol of other effective
interactions, only the one-body part of the kinetic energy
correction is taken into account.
In spite of this subtraction procedure, the resulting
wave functions still violate the basic translational sym-
metry. While the issue of symmetry breaking in nuclear
physics has been the subject of an immense literature,
there are surprisingly few quantitative estimates of the
errors due to the translational symmetry violation in HF
calculations. This is mostly due to the fact that mean-
field theory is mainly applied to medium-heavy nuclei, for
which this violation, which is expected to scale as 1/A,
is small. A remarkable exception is represented by a se-
ries of papers by K.W. Schmid, who calculated the bind-
ing energies and radii of few closed-shell nuclei, including
4He and 16O, fully restoring the Galilei invariance in the
case of density-independent interactions by making use of
the analytic properties of harmonic oscillator configura-
tions [30]. It should be noted that the density-dependent
part of the Gogny interaction vddpij , that depends on the
density at the center of mass of the nucleon pair Rij , ex-
plicitly violates Galilei invariance. Schmid modified this
dependence using the density ρα(Rij −RCM) instead of
ρα(Rij) (see also the discussion about internal density
in Ref. [31]). This procedure restores Galilei invariance,
but it introduces a A-body force that makes HF calcu-
lations much more difficult to perform. On the other
hand, this modification is suitable for QMC calculations,
as discussed in the next Section.
IV. QUANTUM MONTE CARLO
A. Variational Monte Carlo
In the VMC method [14], provided a trial wave func-
tion ΨT , the expectation value of the Hamiltonian is
4given by
EV = 〈H〉 = 〈ΨT |H|ΨT 〉〈ΨT |ΨT 〉 ≥ E0, (17)
where E0 is the energy of the true ground state with
the same quantum numbers as ΨT , and the rightmost
equality is valid only if the wave function is the exact
ground-state wave function Ψ0. The energy expectation
value of Eq. (17) typically depends on the quality of the
employed wave function. In the VMC method, one min-
imizes EV with respect to changes in the variational pa-
rameters, in order to obtain ΨT as close as possible to
Ψ0.
In this work we employ a trial wave function of the
form
ΨT (X) = 〈X|ΨT 〉 = 〈X|
( ∏
i<j<k
Uijk
)(∏
i<j
Fij
)
|Φ〉.
(18)
In order to guarantee the antisymmetrization of ΨT , the
mean-field part of the wave function is the Slater deter-
minant of Eq. (7). In our VMC calculations, the single-
particle states are taken to be
φα(xi) = Rnl(r)Yllz (rˆ)Yssz (σ)Yttz (τ), (19)
where Rnl(r) is the radial function, Yllz is the spheri-
cal harmonic, and Yssz (σ) and Yttz (τ) are the complex
spinors describing the spin and isospin of the single-
particle state.
The correlation functions Fij and Uijk are written as
spin/isospin-independent two- and three-body functions:
Fij = f(rij),
Uijk = 1+
∑
cyc
[
u(rij)u(rjk) + u(rij)u(rik) + u(rik)u(rjk)
]
.
(20)
The resulting trial wave function does not have the so-
phisticated spin-isospin dependence of that employed in
recent QMC calculations performed with local chiral in-
teractions [32–36]. This is partly justified by the fact
that the potential of Eq. (2) does not contain tensor or
spin-orbit operators, and it is corroborated by the results
of Refs. [16, 37].
As described in Ref. [16], the correlation functions
f(rij) and u(rij), as well as the radial functions Rnl(r),
are expressed as a sum of cubic splines, characterized
by a smooth first derivative and a continuous second
derivative. The large number of variational parameters
involved in the construction of such radial components
(up to 30 in 4He and 50 in 16O) allows enough flexibility
in the trial wave function to obtain optimal variational
energies very close to those calculated by performing the
imaginary-time propagation (see Ref. [14] and references
therein for more details).
Note that, using the wave function of Eq. (18) and
inserting a completeness over the generalized coordinate
X, the expectation value of a generic operator O can be
expressed as
〈O〉 = 〈ΨT |O|ΨT 〉〈ΨT |ΨT 〉 =
∑
X |ΨT (X)|2
〈X|O|ΨT 〉
〈X|ΨT 〉∑
X |ΨT (X)|2
, (21)
where P (X) = |ΨT (X)|2 can be interpreted as a proba-
bility distribution of points {X} in a multidimensional
space. The above relation actually corresponds to a
multidimensional integral that can be calculated using
Monte Carlo sampling. According to the Metropolis al-
gorithm [38], a number of configurations Xi are sampled
from the probability distribution P (X), and the local ex-
pectation value of the the operator O is calculated as
〈O〉L = 1M
M∑
i=1
〈Xi|O|ΨT 〉
〈Xi|ΨT 〉 , (22)
where M is the number of sampled configurations. De-
tails on the sampling procedure and Monte Carlo statis-
tical errors can be found, e.g., in Ref. [39].
Note that, in order to remove CM contributions, the
nuclear wave function and the observables are calculated
in the intrinsic coordinate system (CS), subtracting the
CM position from all the spatial coordinates:
ri → ri −RCM, RCM = 1
A
A∑
j=1
rj . (23)
B. Linear optimization method
In order to optimize the radial components of the trial
wave function, in this work we adopt the linear method
(LM) [15], that was applied for the first time in a nuclear
quantum Monte Carlo calculation in Ref. [16]. Let us
first define the normalized trial variational state
|Ψ¯T (p)〉 = |ΨT (p)〉√〈ΨT (p)|ΨT (p)〉 , (24)
as a function of the Np variational parameters p =
{p1, . . . , pNp}.
Within the LM, at each optimization step one per-
forms a first-order expansion around the current set of
variational parameters p0
|Ψ¯linT (p)〉 = |Ψ¯0T (p0)〉+
Np∑
i=1
∆pi |Ψ¯iT (p0)〉, (25)
where |Ψ¯0T (p0)〉 ≡ |ΨT (p0)〉, and for i > 0
|Ψ¯iT (p0)〉 =
∂|Ψ¯T (p)〉
∂pi
∣∣∣
p=p0
= |ΨiT (p0)〉 − S0i|ΨT (p0)〉. (26)
5In the latter equation the first derivative with respect to
the i-th parameter is given by
|ΨiT (p0)〉 =
∂|ΨT (p)〉
∂pi
∣∣∣
p=p0
, (27)
while the overlap matrix is defined as
S0i = 〈ΨT (p0)|ΨiT (p0)〉. (28)
By using the normalization freedom we can impose
〈Ψ¯0T (p0)|Ψ¯0T (p0)〉 = 1, so that the derivatives of |Ψ¯T (p)〉
are orthogonal to |Ψ¯0T (p0)〉
〈Ψ¯0T (p0)|Ψ¯iT (p0)〉 = 0. (29)
The eigenvalue equation for the Hamiltonian in the
basis formed by the (Np + 1)-dimensional basis{
|Ψ¯0T (p0)〉, . . . , |Ψ¯NpT (p0)〉
}
reads
H
Np∑
j=0
∆pj |Ψ¯jT (p0)〉 = E
Np∑
j=0
∆pj |Ψ¯jT (p0)〉. (30)
Multiplying the latter equation by 〈Ψ¯iT (p0)| yields to the
generalized eigenvalue equation∑
j
H¯ij ∆p
j = E
∑
j
S¯ij ∆p
j , (31)
where the Hamiltonian and overlap matrix elements are
H¯ij = 〈Ψ¯iT (p0)|H|Ψ¯jT (p0)〉,
S¯ij = 〈Ψ¯iT (p0)|Ψ¯jT (p0)〉. (32)
The linear method consists of solving Eq. (31) for the
lowest eigenvalue and associated eigenvector ∆p¯. It has
to be noted that Eq. (31) can alternatively be obtained
by minimizing the energy expectation value on the linear
wave function
Elin(p) ≡ 〈Ψ¯
lin
T (p)|H|Ψ¯linT (p)〉
〈Ψ¯linT (p)|Ψ¯linT (p)〉
, (33)
with respect to changes in the variational parame-
ters [15].
The expressions of the above matrix elements for real
variational parameters can be found in Ref. [40]. Here we
report their expressions for the complex case [41], needed
in nuclear QMC calculations. Inserting a completeness
over the generalized coordinate X, the Hamiltonian and
overlap matrix elements read (for brevity the dependence
on p0 is understood)
H¯ij =
∑
X
〈Ψ¯iT |X〉〈X|H|Ψ¯jT 〉,
S¯ij =
∑
X
〈Ψ¯iT |X〉〈X|Ψ¯jT 〉. (34)
By making explicit the definition of |Ψ¯iT 〉 one obtains
〈X|H|Ψ¯iT 〉 = 〈X|H|ΨiT 〉 − S0i〈X|H|ΨT 〉,
〈X|Ψ¯iT 〉 = 〈X|ΨiT 〉 − S0i〈X|ΨT 〉, (35)
where the matrix element 〈X|H|ΨiT 〉 can be expressed
in terms of the derivative of the local energy EiL(X)
(see Eq. (22))
〈X|H|ΨiT 〉 = 〈X|ΨT 〉EiL(X) + 〈X|ΨiT 〉EL(X), (36)
and the evaluation of S0i requires inserting an additional
completeness relation
S0i =
∑
X
〈ΨT |X〉〈X|ΨiT 〉 =
〈ΨiT
ΨT
〉
. (37)
Collecting the above results, the Hamiltonian and over-
lap matrix elements can then be expressed as an average
over finite Monte Carlo samples
H¯00 =
〈
EL
〉
,
H¯0i =
〈
EiL
〉
+
〈ΨiT
ΨT
EL
〉
−
〈ΨiT
ΨT
〉〈
EL
〉
,
H¯i0 =
〈Ψi∗T
ΨT
EL
〉
−
〈Ψi∗T
ΨT
〉〈
EL
〉
,
H¯ij =
〈Ψi∗T
ΨT
EjL
〉
+
〈Ψi∗T
ΨT
ΨjT
ΨT
EL
〉
−
〈Ψi∗T
ΨT
EL
〉〈ΨjT
ΨT
〉
−
〈
EjL
〉〈Ψi∗T
ΨT
〉
−
〈ΨjT
ΨT
EL
〉〈Ψi∗T
ΨT
〉
+
〈
EL
〉〈ΨjT
ΨT
〉〈Ψi∗T
ΨT
〉
,
S¯00 = 1,
S¯0i = S¯i0 = 0,
S¯ij =
〈Ψi∗T
ΨT
ΨjT
ΨT
〉
−
〈Ψi∗T
ΨT
〉〈ΨjT
ΨT
〉
. (38)
In Ref. [40] it has been shown that the Monte Carlo
statistical uncertainty is largely reduced by the fact that
the above matrix elements are written in terms of co-
variances. Nevertheless, for a finite sample size, the ma-
trix H¯ can be ill-conditioned, preventing a stable solu-
tion of the eigenvalue problem. In order to stabilize the
algorithm, we add a small positive constant ε to the di-
agonal matrix elements of H¯ except for the first one,
H¯ij → H¯ij + ε (1 − δi0) δij . This reduces the length of
∆p¯ and it rotates it toward the steepest-descent direc-
tion.
Strong nonlinearities in the variational parameters
potentially make |Ψ¯linT (p)〉 significantly different from
|Ψ¯T (p0 + ∆p)〉. To alleviate this problem we employ
the heuristic procedure of Ref. [16]. For a given value of
ε, Eq. (31) is solved. If the linear variation of the trial
state for p = p0 + ∆p is small,
|Ψ¯linT (p)|2
|Ψ¯T (p0)|2 = 1 +
Np∑
i,j=1
S¯ij ∆p
i ∆pj ≤ δ, (39)
6a short correlated run is performed in which the energy
expectation value is estimated along the full variation of
the trial state for a set of possible values of ε (typically
50 values are considered). The optimal ε is the one cor-
responding to the lowest eigenvalue, provided that
|Ψ¯T (p)|2
|Ψ¯T (p0)|2 ≤ δ. (40)
Note that, in latter expression, at variance to Eq. (39),
the full trial state instead of its linearized approxima-
tion appears in the numerator. This additional constraint
suppresses the potential instabilities caused by the non-
linear dependence of the trial state on the variational
parameters. When using the “standard” version of the
LM, there were instances in which, despite the variation
of the linear trial state being well below the threshold
of Eq. (39), the full trial state fluctuated significantly
more, preventing the convergence of the minimization al-
gorithm. We found that choosing δ = 0.2 guarantees an
ideal compromise between the convergence-rate and the
stability of the algorithm.
Finally, it has to be noted that, as opposed to standard
applications of the LM, in the calculation of the deriva-
tive of the local energy one has to account for an addi-
tional dependence on the variational parameters arising
from the density-dependent term vddpij . To this aim, at
each iteration of the LM, we perform a preliminary Monte
Carlo run to estimate the density and its derivatives with
respect to the variational parameters.
V. RESULTS
A. Comparison between HF and VMC
We first carried out a comparison between HF and
VMC approaches by optimizing the single-particle or-
bitals of 4He without introducing correlations in the
VMC wave function. In both methods, we applied the
same CM corrections, consisting in the subtraction of
one- and two-body kinetic terms as in Eq. (15). Hence,
for this particular comparison, in the VMC calcula-
tion we refrain from subtracting the CM coordinates as
in Eq. (23). The convergence of the LM, shown in Fig. 1,
is fast. Already after 10 optimization steps, the LM con-
verges to the HF energy, which is virtually exact for un-
correlated wave functions.
In Tables II and III we compare HF and LM results in
4He and 16O for the total energy E, the kinetic energy T ,
the expectation value of the different contributions of the
potential of Eq. (2), and the point-nucleon radius. The
latter is defined as
〈
r2N
〉
=
1
N
〈
Ψ
∣∣ A∑
i=1
PNi |ri|2
∣∣Ψ〉, (41)
−30
−25
−20
−15
−10
1 2 3 4 5 6 7 8 9 10
E
[M
eV
]
optimization step
HF
LM
Figure 1. Convergence pattern of the 4He variational energy
as a function of the number of optimization steps for the LM.
As a comparison, the red line indicates the HF result.
where N is the number of protons or neutrons,
PNi =
1± τzi
2
, (42)
is the projector operator onto protons or neutrons, and
ri is the spatial rescaled coordinate defined in Eq. (23).
The agreement between HF and LM results is good,
for both energies and radii. The reason for the small
discrepancies is twofold: i) in our VMC calculations we
use the regularized version of Eq. (6) rather than a pure
contact density-dependent interaction; ii) whilst the HF
algorithm employs different orbitals for protons and neu-
trons, for simplicity, in the LM they are assumed to co-
incide. Note that, in 16O, the deviation between the
experimental energy and the HF result is ≈ 2 MeV. This
is consistent with the result shown in Fig. 9 of Ref. [4]
once taking into account that the spin-orbit term of the
Gogny interaction, not included in the present calcula-
tions, gives a contribution of about 0.7 MeV to the bind-
ing energy of 16O (its contribution to the point-nucleon
radius is negligible).
In Figs. 2 and 3 we show the total HF and LM one-
body point-nucleon density (protons plus neutrons) in
4He and 16O, respectively. Similarly to the point-nucleon
radius, the one-body point-nucleon density is calculated
Table II. Energy contributions (in MeV) and point-nucleon
radii (in fm2) in 4He obtained with HF and the LM. The
experimental binding energy and point-proton radius are also
reported.
HF LM Exp
E −29.53 −30.04(8) −28.30
T 40.79 41.38(1)
v4 + vC −136.56 −138.30(2)
vddp 66.24 67.58(9)
〈r2pt〉n 3.46 3.43(1)
〈r2pt〉p 3.48 3.43(1) 2.14 [42]
7Table III. Same as Table II for 16O.
HF LM Exp
E −125.8 −124.6(4) −127.6
T 233.15 232.1(1)
v4 + vC −712.5 −706.2(1)
vddp 353.5 349.6(3)
〈r2pt〉n 6.88 7.00(1)
〈r2pt〉p 7.00 7.00(1) 6.77 [43]
as
ρN (r) =
1
4pir2
〈
Ψ
∣∣ A∑
i=1
PNiδ(r − |ri|)
∣∣Ψ〉, (43)
where PNi is the projector operator of Eq. (42) and ρN
integrates to the number of nucleons. The agreement be-
tween the two methods is excellent, proving once again
the accuracy of the LM in optimizing the radial compo-
nents of the wave function.
B. Center of mass effects
To gauge CM contaminations in HF calculations, anal-
ogously to what done in Ref. [19], we performed VMC
calculations for 4He and 16O in the intrinsic CS, i.e.,
subtracting the CM coordinate as in Eq. (23). This pro-
cedure mostly affects the density-dependent contribution
of the Gogny potential, which is manifestly not Galilean
invariant [30]. In fact, working in the intrinsic CS is anal-
ogous to replace the definition of vddpij in Eq. (5) by
ρα(Rij)→ ρα(Rij −RCM). (44)
As a first step, we used the single-particle orbitals op-
timized for the comparative study between HF and LM.
Results in the intrinsic CS are reported in Table IV, to be
compared to those obtained in Tables II and III. As one
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Figure 2. Total point-nucleon density (protons plus neutrons)
in 4He.
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Figure 3. Same of Fig. 2 for 16O.
could have expected, the point-nucleon radii are much
smaller when the CM motion is removed from the wave
function. Correcting for the one- and two-body terms
of Eq. (15) takes care for most of the CM effects in the
kinetic energy in the laboratory system. Note that the
expectation values of these two terms exactly cancel in
the intrinsic CS, as the CM kinetic energy in this CS van-
ishes. Although CM contamination mainly affects the ex-
pectation value of vddp, the expectation values of v4+vC
do also change from the laboratory to the intrinsic CS.
This might be somewhat surprising, as these terms only
depend on the relative coordinate of the nucleon pair.
In order to clarify this point, let us consider the Hamil-
tonian [31]
H = HCM +Hint, (45)
where the first term only depends on RCM, while the
second term is a function of the Jacobi coordinates. The
latter, defined as
ξ1 = r2 − r1,
ξ2 = r3 −
r1 + r2
2
,
. . .
ξA−1 = rA −
r1 + · · ·+ rA−1
A− 1 , (46)
are invariant under the CM subtraction of Eq. (23). The
Table IV. Energy contributions (in MeV) and point-nucleon
radii (in fm2) in 4He and 16O obtained with VMC calcula-
tions in the intrinsic CS using the same single-particle orbitals
of Tables II and III.
4He 16O
E −13.95(9) −115.1(4)
T 41.10(1) 232.4(1)
v4 + vC −131.68(1) −705.1(1)
vddp 76.62(9) 357.6(4)
〈r2pt〉n 2.58(1) 6.69(1)
〈r2pt〉p 2.58(1) 6.69(1)
8ground-state wave function corresponding to the Hamil-
tonian of Eq. (45) factorizes as
Ψ0(r1, . . . , rA) = ΨCM(RCM)Ψint(ξ1, . . . , ξA−1). (47)
Hence, the expectation value of any intrinsic operator
Oint(ξ1, . . . , ξA−1) is independent of the CM coordinates
〈Oint〉 =
∫
dr1 . . . drAΨ
†
0(ri)OintΨ0(rj)∫
dr1 . . . drA|Ψ0|2
=
∫
dξ1 . . . dξA−1Ψint(ξi)OintΨ0(ξj)∫
dξ1 . . . dξA−1|Ψint|2
, (48)
as the factors
∫
dRCM|ΨCM|2 from the numerator and
the denominator simplify. However, since the density-
dependent Hamiltonian of the Gogny interaction cannot
be written as in Eq. (45), the expectation value of the
intrinsic operator v4 + vC might change when computed
in the laboratory or in the intrinsic CS.
As a second step, we optimized the single-particle or-
bitals of 4He and 16O with the LM in the intrinsic CS.
To compensate for the increased density-dependent term,
the optimization procedure broadens the single-particle
orbitals. As a consequence, in the results shown in Ta-
ble V, labeled as LMint, the point-nucleon radii are larger
than those obtained in the laboratory CS, see Tables II
and III. Consistently, the expectation values of the ki-
netic energy and of the separate potential terms are also
smaller (in absolute values). These effects are, as ex-
pected, more prominent in 4He, although both nuclei are
appreciably under-bound.
The set of parameters of the Gogny force we have em-
ployed so far are meaningful only if the system is de-
scribed in the laboratory frame of reference. However, it
is possible, in principle, to refit the parameters in order
to reproduce observables in the center of mass frame. In
order to do so, at least in the case of 4He and 16O, we
reduced the strength of the density-dependent term of
the Gogny interaction by renormalizing the coefficient τ0
of Eq. (5) so as to reproduce the experimental binding
energies. Since CM effects in vddpij are larger in lighter nu-
clei, the quenching is stronger in 4He (τ∗0 = 1141 MeV)
than in 16O (τ∗0 = 1310 MeV), consistently with the find-
ings of Ref. [30]. The binding energies and radii of 4He
Table V. Energy contributions (in MeV) and point-nucleon
radii (in fm2) in 4He and 16O obtained with the LM in the
intrinsic CS (LMint).
4He 16O
E −19.12(9) −116.3(4)
T 27.79(1) 218.8(1)
v4 + vC −93.66(1) −664.9(1)
vddp 46.75(8) 329.8(3)
〈r2pt〉n 4.27 7.23(1)
〈r2pt〉p 4.27 7.23(1)
Table VI. Energy contributions (in MeV) and point-nucleon
radii (in fm2) in 4He and 16O obtained with the LM in the
intrinsic CS employing the renormalized τ∗0 (LM∗int).
4He 16O
E −28.35(9) −127.5(3)
T 36.18(1) 233.1(1)
v4 + vC −128.51(1) −718.9(1)
vddp 63.98(9) 358.4(3)
〈r2pt〉n 3.20 6.73(1)
〈r2pt〉p 3.20 6.73(1)
and 16O obtained employing the renormalized τ∗0 , de-
noted as LM∗int, are listed in Table VI.
The quenching of the repulsive density-dependent term
of Eq. (2) implies a reduction of the point-nucleon radii,
which is reflected in the longitudinal elastic form factors
(charge form factors), as shown in Figs. 4 and 5. The
charge form factor is expressed as the ground-state ex-
pectation value of the one-body charge operator [44]
FL(q) =
1
Z
GpE(Q
2
el) ρ˜p(q) +G
n
E(Q
2
el) ρ˜n(q)√
1 +Q2el/(4m
2
N )
, (49)
where ρ˜N (q) is the Fourier transform of the one-body
point-nucleon density defined in Eq. (43), and Q2el =
q2 − ω2el is the four-momentum squared, with ωel =√
q2 +m2A − mA the energy transfer corresponding to
the elastic peak, mA being the mass of the target nu-
cleus. GNE (Q
2) are the nucleon electric form factors, for
which we adopt Kelly’s parametrization [45]. The above
expression is derived ignoring small spin-orbit contribu-
tions in the one-body current.
In 4He, subtracting the CM contributions and us-
ing the quenched τ∗0 coefficient significantly improves
the agreement with experimental data. As discussed
in Refs. [14, 33, 54], meson-exchange currents (MECs)
are needed to shift the peaks of the longitudinal elastic
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Figure 4. Longitudinal form factor in 4He. Statistical Monte
Carlo uncertainties are smaller than the thickness of the lines.
Experimental data are from I. Sick [46], based on Refs. [47–
51].
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Figure 5. Same of Fig. 4 for 16O. Experimental data are from
I. Sick [46], based on Refs. [43, 52, 53]
form factor to lower values of the momentum transfer and
achieve agreement with experiment. On the other hand,
the fact that experimental data at small q are underes-
timated, and consequently the proton radius is overpre-
dicted, suggests that the simple quenching of τ0 does not
suffice to adequately describe 4He.
CM spuriosities have less effect on the longitudinal
form factor of 16O. Even in this case, however, using
the intrinsic coordinates improves the agreement with ex-
periment in the region comprised between the first and
the second diffraction peaks. It is unlikely that MECs
would help reducing the discrepancies at large momen-
tum transfer, q > 3 fm−1. In fact, in analogy to 12C [55],
it is plausible that in the high-momentum region MECs
interfere destructively with the one-body contributions,
further lowering theoretical predictions. However, the
Gogny interaction is not expected to be reliable in this
kinematical regime.
C. Gogny results for correlated wave functions
The effective Gogny interaction has been designed to
be used within the HF approximation. We have stud-
ied the results obtained using such an interaction in our
QMC calculations, applying the LM to the correlated
wave function of Eq. (18). We carried out the calcula-
tion in the laboratory and in the intrinsic CS, using the
original and the modified versions of the Gogny interac-
tion, respectively.
As shown in the upper panel of Fig. 6, the LM op-
timization procedure does not converge in the labora-
tory CS: after 40 optimization steps the energy keeps
decreasing. Overall, we found a deeply bound and dif-
fuse 4He, with E . −500 MeV and 〈r2pt〉p & 16 fm2.
This is likely to be due to the Galilei-invariance viola-
tion of the density-dependent term of the Gogny inter-
action. Indeed, when working in the intrinsic CS of the
nucleus, the LM exhibits a convergent behavior, as dis-
played in the lower panel of Fig. 6. Nevertheless, 4He is
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Figure 6. Convergence pattern of the 4He variational energy
as a function of the number of optimization steps. The LM is
used for the full variational wave function of Eq. (18) in the
laboratory (upper panel) and intrinsic CS (lower panel).
dramatically overbound, E = −310.2(3) MeV, and com-
pact 〈r2pt〉p = 0.482(1) fm2 when compared to experi-
ment. We find similar results for 16O: in the laboratory
and in the intrinsic CS we obtain E . −2.2 GeV and
E . −1.9 GeV, respectively. This finding is reminiscent
of the Thomas collapse, part of the universal behavior in
Efimov physics [56].
By comparing the results of the correlated wave func-
tion in the intrinsic CS, reported in Table VII, with the
ones of Table VI, it is clear that correlations dramati-
cally increase the binding due to the v4 + vC term of the
Gogny force. Neither the increase of the kinetic energy,
nor that of the density-dependent contribution, relatively
weak compared to v4+vC , provide sufficient repulsion to
compensate the strong overbinding of the system.
It has to be noted that replacing the density-dependent
term of the Gogny force with an explicit three-nucleon
interaction of the form
V123 = D0
A∑
i<j<k
∑
cyc
G(rij)G(rik), (50)
does not solve the overbinding of 4He and 16O. We find
that for small values of D0 4He remains deeply bound.
When larger values are considered, the competition be-
tween the attractive two-body force and the repulsive
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Table VII. Energy contributions (in MeV) and point-nucleon
radii (in fm2) in 4He and 16O obtained with VMC calculations
in the intrinsic CS with the correlated wave function Eq. (18).
4He 16O
E −310.29(4) −2045.7(9)
T 406.22(5) 2437.9(3)
v4 + vC −799.96(6) −5459.1(7)
vddp 83.45(6) 859.8(6)
〈r2pt〉n 0.46(1) 1.34(1)
〈r2pt〉p 0.46(1) 1.34(1)
three-body force results in a ground-state wave function
describing deuteron-like clusters. The reason for this is
likely to be ascribed to the central terms of the Gogny
interaction, which yield a deeply bound deuteron, with
E = −361.6(1) MeV and 〈r2pt〉p = 0.098(1) fm2.
To shed more light on this issue, we investigated
the properties of the deuteron, for which only the two-
body terms of the Gogny potential are at play. When
the uncorrelated wave function is used, in the intrin-
sic CS the LM converges to E = −360.5(1) MeV with
〈r2pt〉p = 0.089(1) fm2. Correlations introduce minimal
additional binding while significantly reduce its vari-
ance, E = −361.70(1) MeV, leaving the radius practi-
cally unchanged within the statistical uncertainty1. To
gauge the effect of correlations in the ground-state wave
function of the deuteron, we employed the LM with
the Argonne v′4 interaction [21]. With the uncorrelated
single-particle determinant we obtain a variational en-
ergy of E = −2.02(3) MeV. Introducing the spin/isospin-
independent two-body correlation f(rij) of Eq. (20), the
energy is lowered to E = −2.219(2) MeV, with a signif-
icant reduction of the variance. As expected, correla-
tion effects are more prominent for microscopic nucleon-
nucleon interactions, although in the deuteron case the
uncorrelated wave function is closer to the exact solution
of the Schrödinger equation than for larger nuclei.
In general QMC algorithms can make use of wave func-
tions containing explicit short-range correlations. These
ensure a correct balance between the kinetic and poten-
tial energies, in particular when potentials present a di-
vergent behavior. On the contrary, in a mean-field calcu-
lation the kinetic energy is assumed to always be that of
a Slater determinant of single-particle functions, and the
potential, if fit to reproduce physical observables, will
somehow correct for the absence of correlations in the
kinetic energy. In absence of a systematic way of sep-
arately including such correlation terms (as it happens,
for instance, with Coulomb systems), the relationship be-
tween mean-field effective interactions and microscopic
interactions is not always so clear. Let us consider, for
1 Using the more recent D1S parametrization [22] yields analo-
gous results for the deuteron, namely E = −303.1(2)MeV and
〈r2pt〉p = 0.103(1) fm2.
example, a simple model of the nucleon-nucleon inter-
action, as it comes from a pion-less effective theory at
leading order [16]:
H =− ~
2
2mN
A∑
i=1
∇2i + C0
A∑
i<j
δ(rij) + C1
A∑
i<j
δ(rij) τi · τj
+D0
A∑
i<j<k
∑
cyc
δ(rij) δ(rjk). (51)
It might be tempting to try to map a force like Gogny,
which has a somewhat similar structure, on this theory.
However, considering the potential in Eq. (51) as a bare
force, or a force as it is used in HF calculations, leads to
completely different conclusions in terms, for instance, of
the binding of deuterium and/or the stability of larger
nuclear clusters. In particular, it is possible to see that,
within a pion-less theory of the nuclear interaction, the
addition of a three-body force as that of Eq. (51) is suf-
ficient to prevent the Thomas collapse predicted by the
bare two-body force [16], and to ensure the renormaliz-
ability of the theory (i.e., the convergence of the observ-
ables as a function of the momentum cutoff in the Hamil-
tonian and in the wave functions). As shown earlier,
a different picture emerges when employing the Gogny
effective interaction: the two-body term is strongly at-
tractive, leading to the collapse of the deuteron. Unless
the two-body force itself is renormalized, thereby losing
the connection with mean-field results, the addition of
a three-body force is not sufficient to prevent the col-
lapse of larger nuclear systems. This fact underlines the
difficulty to relate force fields constructed for mean-field
calculations to those used in ab-initio calculations.
VI. CONCLUSIONS
In this work we have revisited the Gogny force from an
unusual point of view, i.e., employing it in the context of
a many-body method such as the variational Monte Carlo
approach, in which correlations are made explicit in the
wave function. First of all, we have compared the results
obtained solving the HF equations in the standard way,
and the results obtained solving the Schrödinger equation
a la VMC using an improved version of the LM to opti-
mize the parametrized trial wave function. Calculations
have been performed for two closed-shell nuclei, namely
4He and 16O. The comparison shows that the two meth-
ods are completely equivalent when correlations are not
included in the VMC wave function, and that the viola-
tion of Galilean invariance is only partially corrected.
This opens the door to a number of possible develop-
ments. First of all we have checked the extent of the cen-
ter of mass contamination in HF calculations on different
observables. QMC is ideally suited for an exact treat-
ment of the center of mass, because it directly deals with
the coordinates of the nucleons, and it is easy to swap be-
tween the laboratory and the intrinsic frames of reference.
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Imposing that the HF orbitals are not modified, QMC
calculations in the intrinsic frame yield underbound nu-
clei, but the radii are in closer agreement with experi-
ments. Optimizing the uncorrelated wave functions in
the intrinsic frame with the LM, leads instead to under-
binding and to an overestimate of the radii, compared to
the HF calculation. In order to recover the experimental
results it is necessary to renormalize the repulsive term
in the Gogny force. The required renormalization de-
creases with the mass of the nucleus, indicating that the
mean-field description is less and less dependent on CM
effects for larger nuclei, as expected. The same analy-
sis has been extended to the longitudinal form factors,
leading to consistent conclusions.
We have also presented VMC results for nuclei de-
scribed by the Gogny force, but using this time corre-
lated wave functions. The results show a collapse of the
deuteron, which leads in turn to deeply bound nuclei. In-
troducing a three-body force does not remedy the short-
coming of the two-body interaction, as the additional re-
pulsion leads to the breakup of larger nuclear systems
into deeply bound deuteron-like clusters. This fact indi-
cates that there is no obvious interpretation of the Gogny
force in terms of a microscopic bare interaction.
This work opens the way of a more systematic ex-
ploration of beyond mean-field effects. In particular, it
might be interesting to use wave functions in form of a
Pfaffian [57], directly introducing two-body correlations
at the antisymmetric level. Moreover, we hope that this
analysis can contribute to a more general understand-
ing of the relationship between mean-field and bare in-
teraction models, which would be of extreme interest in
the study of the physics of medium-heavy nuclei and of
inhomogeneous nuclear matter, as it can be found, for
instance, in the inner crust of neutron stars.
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