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Abstract
We propose a new approach to developing a
tractable affective dialogue model for general prob-
abilistic frame-based dialogue systems. The di-
alogue model, based on the Partially Observable
Markov Decision Process (POMDP) and the Dy-
namic Decision Network (DDN) techniques, is
composed of two main parts, the slot level dialogue
manager and the global dialogue manager. It has
two new features: (1) being able to deal with a large
number of slots and (2) being able to take into ac-
count some aspects of the user's affective state in
deriving the adaptive dialogue strategies. Our im-
plemented dialogue manager prototype can handle
hundreds of slots; each slot might have many val-
ues. A rst evaluation of the slot level dialogue
manager (1-slot case) showed that with a 95% con-
dence level the DDN-POMDP dialogue strategy
outperforms three handcrafted dialogue strategies
when the user's action error is induced by stress.
1 Introduction
We aim to develop dialogue management models which are
able to act appropriately by taking into account some aspects
of the user's affective state [Picard, 1997]. These models
are called affective dialogue models. Concretely, our affec-
tive dialogue manager processes two main inputs, namely the
user's action (e.g., dialogue act [Bunt, 1994]) and the user's
affective state, and selects the most appropriate system action
based on these inputs and the context. In human-computer
dialogue, this work is difcult because the recognition results
of the user's action and affective state are ambiguous and un-
certain. Furthermore, the user's affective state can change
over time. Therefore, an affective dialogue model should take
into account both the basic dialogue principles (such as turn-
taking [Sacks et al., 1974] and grounding [Clark and Schae-
fer, 1989]) and the dynamic aspects of the user's affective
state. We found that Partially Observable Markov Decision
Processes (POMDPs) are suitable for use in designing these
affective dialogue models [Bui et al., 2006].
However, solving the POMDP problem (i.e. nding the
optimal policy) is computationally expensive. Therefore,
almost all developed POMDP dialogue management ap-
proaches (mainly for spoken dialogue systems) are limited
to toy frame-based dialogue problems with the size of several
slots.
Our approach focuses on real-time online belief update for
a general probabilistic frame-based dialogue system which is
composed of a set of slots1. The term probabilistic frame-
based is used because instead of keeping track of the slot
values provided by the user, the dialogue manager maintains
their probability distributions. Each slot is rst formulated as
a POMDP and then approximated by a set of Dynamic De-
cision Networks (DDNs) [Kanazawa and Dean, 1989]. The
approach is, therefore, called the DDN-POMDP approach. It
has two new features, (1) being able to deal with a large num-
ber of slots and (2) being able to take into account the role
of the user's affective state in deriving the adaptive dialogue
strategies.
In this paper, we rst give a short overview of POMDP,
DDN, and their applications to the dialogue management and
affective user modeling problems. Second, a general affec-
tive dialogue model using the DDN-POMDP approach is de-
scribed. Then, we present a simulated route navigation exam-
ple and a rst evaluation of our method. Finally, we discuss
the conclusions and future work.
2 POMDP, DDN, dialogue management, and
affective user modeling
A POMDP is dened by the tuple 〈S,A,Z, T,O,R〉, where
S is the set of states (of the environment), A is the set of
the agent's actions, Z is the set of observations the agent can
experience of its environment, T is the transition model, O is
the observation model, andR is the reward model (Figure 1a).
In a dialogue management context, the agent is the system
(i.e., the dialogue manager) and a part of the POMDP envi-
ronment represents the user's state. The system uses a state
estimator (SE) to compute its internal belief about the user's
current state and a policy pi to select actions. SE takes as its
input the previous belief state, the most recent action and the
1when designing a frame-based dialogue system, the application
is usually formulated by a set of frames, each frame is composed of
a set of relevant slots. The set of frames can easily convert to a set
of slots by using standard database normalization procedures [Bui et
al., 2004]
most recent observation, and returns an updated belief state.
The policy pi selects actions based on the system's current be-
lief state. Two of the main tasks of a POMDP are computing
belief states and nding an optimal policy (i.e., optimal dia-
logue strategy). These two tasks are explained in [Cassandra
et al., 1994].
Young et al. [2005] have argued that, nearly all existing di-
alogue management systems, especially the information state
approach [Traum and Larsson, 2003] can be considered as a
direct implementation of the POMDP-based model with the
deterministic dialogue policy. These systems have a number
of severe weaknesses such as using unreliable condence
measures, having difculty coping with the dynamic chang-
ing of the user's goal and intention, and tuning the dialogue
policy is labor extensive based on off-line analysis of the sys-
tem logs [Young et al., 2005].
The rst work that applied POMDP for the dialogue
management problem was the robot home-assistant appli-
cation [Roy et al., 2000]. The work following this track
is [Pineau et al., 2001; Zhang et al., 2001; Williams and
Young, 2006]. All these approaches (mainly focused on spo-
ken frame-based dialogue systems) have shown that the per-
formance of POMDP-based dialogue strategies outperform
the MDP counterpart (e.g. [Pietquin, 2004]), and furthermore
these strategies cope well with various error problems in a
spoken dialogue system, especially the speech recognition er-
ror problem. However, nding the optimal dialogue strategy
either using exact or approximate POMDP algorithms is com-
putationally expensive, therefore all of this work is limited to
dialogue problems with the size of several slots (for example,
two slots in [Williams et al., 2005], three slots in [Pineau et
al., 2001; Zhang et al., 2001], and four slots in [Roy et al.,
2000]).
Recently, William and Young [2006] proposed a scaling-
up POMDP method called CSPBVI to deal with the multi-
slot problem. The dialogue manager is decomposed into
two POMDP levels, a master POMDP and a set of sum-
mary POMDPs. Each summary POMDP corresponds to a
slot. However, they have achieved this goal by oversimpli-
fying the user behavior (assuming when the users are asked
about a certain slot, they only provide a value for that slot)
and reducing the size of the POMDP structure (e.g. approxi-
mating the number of values of each slots by only two values
best and rest).
Beside using the POMDP framework, another technique to
deal with partially observable situations is to use the DDNs.
A DDN is an extended model of the Dynamic Bayesian Net-
work (DBN) with decision and utility nodes. DDNs provide
a concise representation for large POMDPs and can be used
as inputs for any POMDP algorithm such as value-iteration
and policy-iteration based algorithms [Russell and Norvig,
2003]. A special case of the DDNs (selecting actions based
on immediate reward or equivalent to a POMDP with the dis-
count factor γ = 0) was used to model the multimodal dia-
logue systems [Paek and Horvitz, 2000] and the hidden infor-
mation state dialogue manager [Young et al., 2005]. DBNs
and DDNs are also suitable for use in developing the affec-
tive user model [Zhou and Conati, 2003; Li and Ji, 2005;
Rosis et al., 2006].
3 The DDN-POMDP approach for the
frame-based affective dialogue problem
Our Affective Dialogue Model (ADM) is composed of two
main parts: (1) the slot level dialogue manager and (2) the
global dialogue manager. The rst part is composed of a set
of n slots f1, f2, ..., fn where each slot fi is formulated as a
POMDP (called the slot-POMDP and denoted by SPi). The
second part, the global dialogue manager, is handcrafted. It
aims to keep track of the current dialogue information state
and to aggregate the system slot actions nominated by the
slot-POMDPs. These two parts and the ADM activity process
are explained in detail in the next sections.
3.1 Slot Level Dialogue Manager
We use the factored POMDP [Boutilier and Poole, 1996] for
representing each slot fi. The state set and observation set
are composed of six features. The state set is composed
of the user's goals for the slot i (Gui), the
user's emotional states 2 (Eu), the user's
actions for the slot i (Aui), and the user's
grounding states for the slot i (Dui). The
observation set is composed of the observed user's
actions for the slot i (OAui) and the observed
user's emotional states (OEu). Two of these six
features (Eu and OEu) are identical for all slots. The action
set is the system actions for the slot i (Ai).
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Figure 1: (a) Standard POMDP, (b) Two time-slice of the fac-
tored POMDP for slot i, where state set S is factored into
four features Gui, Eu, Aui, and Dui, observation set Z is
factored into two features OAui and OEu
Figure 1b shows a structure of the factored POMDP for
slot i of our route navigation example (see Section 4.1). The
features of the state set, action set, observation set, and their
correlation form a two time-slice Dynamic Bayesian Network
(2TBN). We can easily modify this 2TBN for representing
other correlations, for example the correlation between the
user's goal for slot i and the user's emotional state. Parame-
ters pgc, pec, pe, poa, and poe are used to produce the transi-
tion and observation models in case no real data is available,
where pgc and pec are the probabilities that the user's goal
2we use the term emotional state and affective state inter-
changeably, which is dened in Picard [1997].
and emotion change; pe is the probability of the user's action
error being induced by emotion; poa and poe are the proba-
bilities of the observed action and observed emotional state
errors. The reward model depends on each specic applica-
tion. Therefore it is not specied in our general slot level
dialogue manager.
Suppose slot fi has mi values {vij |j ∈ [1,mi]}, the above
six features and the action set Ai is formally formulated as
following (|X| denotes the number of elements of X):
• Gui = {guij |j ∈ [1, |Gui|]} = {vij |j ∈ [1,mi]},
• Eu = {euj |j ∈ [1, |Eu|]} (we are currently working
with a discrete set of the user's emotional states),
• Aui = {auij |j ∈ [1, |Aui|]} = {userDAType(v∗)|
v∗ ∈ {∅, vij |j ∈ [1,mi]}} (userDAType is a set of the
user's dialogue act types such as ask, inform, answer
and x(∅) is equivalent to x, for example ask(∅) is equiv-
alent to ask),
• Dui = {duij |j ∈ [1, |Dui|]} (duij is a grounding state
such as notstated, stated, confirmed),
• OAui = {oauij |j ∈ [1, |OAui|]} (the value oauij de-
pends on which input level the observed user's action is
sent to the dialogue manager. For example if the ob-
served user's action is sent by the Automatic Speech
Recognizer (ASR), the oauij is the word-graph or N-
best hypotheses of the user's utterance. In our model,
we assume a high input level for the observed user's ac-
tion such as the output from the dialogue act recogni-
tion module or the intention level in the simulated user
model [Eckert et al., 1997], in this case OAui has the
same set of values as Aui),
• OEu = {oeuj |j ∈ [1, |OEu|]} (similar to oauij , the
observed user's emotional state can be represented by a
set of observable effects such as response speech, speech
pitch, speech volume, posture, and gesture [Ball, 2003].
In our current model, we assume that the observed user's
emotional states are the output of the emotion recogni-
tion module, and therefore OEu has the same set of val-
ues as Eu), and
• Ai = {aij |j ∈ [1, |Ai|]} = {systemDAType(v∗)|
v∗ ∈ [∅, vij |j ∈ [1,mi]} (systemDAType is a set of
the system dialogue act types, the values of which are
similar to userDAType).
For example, a simplied version of SPi of the route nav-
igation example (the detailed version of SPi is described in
Section 4.2) is represented by S = 〈Gui × Aui × Eu ×
Dui〉 = 〈{v1, v2, v3} × {answer(v1), answer(v2),
answer(v3), yes, no} × {stress, nostress} × {notstated,
stated}〉, A = {ask, confirm(v1), confirm(v2),
confirm(v3), ok(v1), ok(v2), ok(v3), fail}, and O =
〈OAui ×OEu〉 = 〈{answer(v1), answer(v2),
answer(v3), yes, no} × {stress, nostress}〉. The full-at
model of this version is composed of 61 states (including an
absorbing end state), eight actions, and ten observations.
We are interested in nding a solution to directly im-
plement this POMDP model for practical dialogue sys-
tems [Allen et al., 2001]. One intuitive approach is to com-
pute the optimal dialogue strategy using a good approximate
POMDP algorithm (the exact POMDP algorithms such as the
Witness [Cassandra et al., 1994] cannot be applied even for
the above slot-POMDP) and to use the result (usually in the
form of a policy graph and value function table 3) for select-
ing the appropriate system action. We used this approach to
nd the optimal dialogue policy for the above SPi [Bui et al.,
2006] using Perseus [Spaan and Vlassis, 2005] which is one
of the current best approximate Point-Based Value Iteration
POMDP algorithms. However, this approach does not work
when the number of slot values and the user's affective states
increases (for example, with |Eu| = 5,mi = 10, the full-at
model of SPi increases up to 1201 states, 22 actions, and 60
observations).
Therefore, to maintain the tractability and allow real-time
online belief state update, we approximate each slot-POMDP
by a k-step look-ahead Dynamic Decision Network (kDDN)
(k ≥ 0). A kDDN has (k + 2) slices. The rst two slices are
similar to the 2TBN showed in Figure 1b, the next k slices
are used to predict the user behavior in order to allow the di-
alogue manager to select the appropriate system action. We
observed that the dialogue manager only needs to update its
current belief state relevant to the system's last action. Each
kDDN (of slot i) is, therefore, further decomposed into a set
of |Ai| action DDNs (denoted by kDDNAs). Figure 2 shows
a structure of the kDDN and kDDNA (k = 1) used for SPi
of our route navigation example. The connection from the
action nodes to immediate reward nodes in the next slices in-
dicates that when a system slot action is selected that lead to
the absorbing end state (such as ok or fail), the reward in
all next slices are equal to 0.
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Figure 2: The structure of (a) kDDN and (b) kDDNA with
one-step look-ahead (k = 1). Both networks have similar
structures except the kDDNA does not have the action node
in the rst slice. In our implemented dialogue manager pro-
totype we use directly the simpler network kDDNA (to gain
the computation time for the belief update process) because
the ADM can keep track of the last system action, therefore it
can update directly on the relevant kDDNA instead of kDDN.
3http://www.cassandra.org/pomdp/code/index.shtml
3.2 Global Dialogue Manager
The global dialogue manager is composed of two compo-
nents, the dialogue information state (DIS) and the action se-
lector (AS).
The dialogue information state component is consid-
ered as the active memory of the dialogue manager, it
updates and memorizes the current probability distribu-
tions of the user's goal, emotional state, action, ground-
ing state of all slots and the recently observed user's ac-
tion and emotional state. The DIS is formally dened by
the tuple 〈P (Gu), p(Eu), P (Au), P (Du), oau, oeu〉, where
P (Gu), P (Au), P (Du) are n dimensional vectors containing
the probability distributions of the user's goal, action, ground-
ing state aggregated from Gui, Aui, and Dui (i ∈ [1, n]), re-
spectively; p(Eu) is the probability distribution of the user's
emotional state; oau ∈ OAu and oeu ∈ OEu are the recent
observed user's action and emotional state, where OAu =
{userDAType(I)|I ⊂ {fi, (fi = v∗i )|i ∈ [1, n]}, v∗i ∈{vj |j ∈ [1,mi]}}, Eu and OEu are dened in Section 3.1.
The action selector component is responsible
for aggregating the system's slot actions nomi-
nated by slot-POMDPs. The system action set
generated by the AS component is represented by
A = {systemDAType(I), giveSolution(L), stop|I ⊂
{fi, (fi = v∗i )|i ∈ [1, n]}, L = {(fi = v∗i )|i ∈ [1, n]}, v∗i ∈{vj |j ∈ [1,mi]}}
The action selector is heuristic and application-dependent.
An example of a set of rules to select global system action is
described in Section 4.2.
3.3 Affective Dialogue Manager Activity Process
When the dialogue manager is initialized, it loads n slot-
POMDP parameter les and creates a set of kDDNAs (mi
kDDNAs are created from the slot-POMDP parameter le i).
Depending on each specic application, some slots that have
similar structure such as list processing slots [Bui
et al., 2004] can use the same set of kDDNAs.
The entire process of the affective dialogue manager is ex-
plained in this section by a cycle of four steps.
• Step 1
When the dialogue manager starts, the kDDNAs nomi-
nate greedy actions to the GDM based on the set of prior
probability distribution specied in the slot-POMDP pa-
rameter les. These actions are combined by the action
selector. The output is sent to the user (through the out-
put generation module).
• Step 2
The dialogue manager then receives the observed user's
action and user's affective state (oau ∈ OAu and oeu ∈
OEu). The kDDNAs relevant to oau are activated to
compute the next slot action. The DIS is also updated.
• Step 3
All new actions computed by the selected kDDNAs are
sent to the action selector to produce the new system
action.
• Step 4
The process repeats from step 2 until the GDM selects
either giveSolution or stop action.
4 Implementation & Evaluation
4.1 Example: Route navigation in an unsafe tunnel
The test example is a simulated route navigation in an unsafe
tunnel. A serious accident has happened in a huge tunnel. A
rescue team (n persons) is sent to the unsafe part of the tun-
nel to evacuate a large number of injured victims. The res-
cue members are currently at different locations in the tunnel.
The team leader (denoted by the user) interacts with the
dialogue system (located at the operation center) to get the
route description for the evacuating task. The system is able
to produce the route description when knowing the locations
of the rescue members. Furthermore, the system can infer the
user's stressful state and use this information to act appropri-
ately. In this example, the system can ask the user about the
location(s) of the rescue member(s), confirm a location or a
list of locations provided by the user, give the route descrip-
tion (giveSolution) to the user, and stop the dialogue (and
connect the user with the operator).
4.2 Implementation
The route navigation example in Section 4.1 is formulated
as n slots (f1, f2, ..., fn) and all slots have the same set of m
values (the locations in the tunnel) (v1, v2, ..., vm). The user's
affective states are ve levels of the user's stressful situation:
no stress (no), low stress (low), moderate stress (moderate),
high stress (high), and extreme stress (extreme). The
user's grounding state is composed of two values notstated,
stated. The user's dialogue act type set is answer, yes, and
no. The system's dialogue act type set is ask, confirm, ok,
fail, giveSolution, stop (the two last dialogue act types are
only used at the global dialogue manager level as being de-
ned in Section 3.2). The user's goal is to nd out the route
description for n locations (known by the user). The system
aims at showing the user the correct route navigation as soon
as possible.
Slot level dialogue manager representation
Using the formal formulation described in Section 3.1, slot fi
is represented by Gui = {vj |j ∈ [1,m]}, Eu = {no, low,
moderate, high, extreme}, Aui = {answer(vj), yes, no|
j ∈ [1,m]}, Dui = {notstated, stated}, OAui = Aui,
OEu = Eu, Ai = {ask, confirm(vj), ok(vj), fail|j ∈
[1,m]}.
We use two criteria to specify the reward model for each
slot, helping the user obtain the correct route description
as soon as possible and maintaining the dialogue appropri-
ateness [Williams et al., 2005]. Concretely, if the system
confirms when the user's grounding state is notstated,
the reward is -2, the reward is -3 for action fail, the re-
ward is 10 for action ok(x) where gui = x (x ∈ {vj |j ∈
[1,m]}), otherwise the reward is -50. The reward for any ac-
tion taken in the absorbing end state is 0. The reward for any
other action is -1. The high negative reward for selecting the
incorrect slot value (-50) is used to force the dialogue man-
ager agent to conrm the information provided by the user
when the user's stress level is high.
The probability distributions for each kDDNA are gener-
ated using the parameters pgc, pec, pe, poa, poe dened in Sec-
tion 3.1 and two new parameters Kask and Kconfirm, where
Kask and Kconfirm are the coefcients associated with the
ask and confirm actions (i.e. pe = Kask × pe(ask) =
Kconfirm × pe(confirm)). We assume that when the users
are stressful, they make more errors in response to the sys-
tem ask action than the system confirm action (i.e. Kask ≤
Kconfirm).
Global dialogue manager representation
The sets of observed user's actions and system actions are
now represented by OAu = {answer(I), yes(I), no(I)|I ⊆
{(fi = v∗i )|i ∈ [1, n]}, v∗i ∈ {vi|i ∈ [1,m]}}, A ={ask(I), confirm(J), giveSolution(L), stop|I ⊆ {fi|i ∈
[1, n]}, J ⊆ {(fi = v∗i )|i ∈ [1, n]}, L = {(fi = v∗i )|i ∈
[1, n]}, v∗i ∈ {vi|i ∈ [1,m]}}
The action selector generates the global system action
based on the following rules (applying the rst rule that satis-
es the set of nominated actions):
1. If all slots nominate ask action then the global action is
ask(f1, f2, ..., fn) or ask(open),
2. If all slots nominate confirm action then the global ac-
tion is confirm((f1 = v∗1), (f2 = v∗2), ..., (fn = v∗n))
or confirm(all),
3. If all slots nominate ok action then the global, action is
giveSolution((f1 = v∗1), (f2 = v
∗
2), ..., (fn = v
∗
n)),
4. If some slots (f∗1 , f∗2 , ..., f∗i ) nominate confirm action
with the values (v∗1 , v∗2 , ..., v∗i ) then the global action is
confirm((f∗1 = v
∗
1), (f
∗
2 = v
∗
2), ..., (f
∗
i = v
∗
i )),
5. If some slots (f∗1 , f∗2 , ..., f∗i ) nominate ask action then
the global action is ask(f∗1 ),
6. Otherwise, the global action is stop.
Our dialogue manager prototype is a distributed multi-
agent system developed using the Java programming lan-
guage and the middleware iROS platform 4. The dialogue
manager agent exchanges messages with other input and
output agents using the iROS Event Heap, a blackboard-
like communication mechanism. The kDDNAs are created
and integrated with the dialogue manager using the Ge-
Nie&SMILE Application Programming Interface 5. The cur-
rent version of our implemented dialogue manager proto-
type is able to handle hundreds of slots, each slot can have
many values. When a slot has hundreds or thousands of val-
ues (called many-value slot), directly embedding these values
into the kDDNAs will lead to a signicant delay in the belief
update time. One of our solutions in this case is to formulate
the many-value slot as a list processing slot [Bui et al., 2004].
The dialogue manager and the user then only work with a
small number of list processing values (i.e. the ordinal num-
bers), a mapping between these ordinal numbers and the real
values is done automatically by the dialogue manager. A di-
alogue example of the 10-slot case (n = 10,m = 10, pgc =
0, pec = pe = poa = poe = 0.1,Kask = 1,Kconfirm =
10, k = 1) is described in Appendix B.
4http://sourceforge.net/projects/iros
5http://genie.sis.pitt.edu
Figure 3: Three handcrafted dialogue strategies for the 1-
slot case: (a) SDS-HC1 (rst ask and then select ok action
if userDAType = answer), (b) SDS-HC2 (rst ask, then
confirm if userDAType = answer and then select ok ac-
tion if userDAType = yes), (c) ADS-HC (rst ask, then
confirm if userDAType = answer & oeu = stress and
select ok action if userDAType = yes). x is the slot value
and conf means confirm.
4.3 Evaluation
The performance of the DDN-POMDP dialogue strategy de-
pends on both the global dialogue manager and the slot level
dialogue manager (see Section 3).
Currently a simulated user model for the general n-slot case
which is appropriate for a quantitative evaluation of the DDN-
POMDP approach has not been available yet, therefore in this
section we rst evaluate the slot level dialogue manager by
comparing the DDN-POMDP dialogue strategy with a ran-
dom dialogue strategy and three other handcrafted dialogue
strategies SDS-HC1, SDS-HC2, and ADS-HC (Figure 3) for
1-slot case.
The evaluation is conducted by letting each dialogue strat-
egy interact with the same simulated user (the simulated user
model is constructed using the 2TBN described in Figure 1b).
Figure 4 shows the average return of 10000 dialogue
episodes of ve dialogue strategies when the probability of
the user's action error being induced by stress pe changes
from 0 (stress has no inuence to the user action selection)
to 0.8 (stress has high inuence to the user action selection).
The results of the average return (Figure 4) and the standard
deviation (Table 1) show that with a 95% condence level
the DDN-POMDP dialogue strategy outperforms all other
remaining dialogue strategies when pe ≥ 0.1. The DDN-
POMDP copes well when the user's action error being in-
duced by stress increases. An example of the interaction be-
tween the DDN-POMDP dialogue manager and the simulated
user (10 dialogue episodes) is shown in Appendix A.
Figure 5 shows that the DDN-POMDP dialogue strategy
also copes well with the observed user's action error poa.
When the observed user's action error is too high (poa ≥ 0.6),
the DDN-POMDP dialogue manager always selects fail ac-
tion therefore the average return is a constant (equal to -4).
One interesting point is that the dialogue strategy SDS-HC2
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Figure 4: The average return of ve dialogue strategies (pe ∈
[0, 0.8]), the standard deviation is shown in Table 1
pe Random SDS-
HC1
SDS-
HC2
ADS-
HC
DDN-
POMDP
0.0 20.73 16.26 2.92 13.81 16.33
0.1 21.28 28.34 20.18 19.09 14.99
0.2 20.72 29.14 20.02 21.38 11.42
0.3 21.27 29.87 21.47 23.19 11.89
0.4 21.30 30.03 22.77 24.68 10.90
0.5 21.29 29.93 25.47 25.90 9.44
0.6 20.92 29.51 26.49 26.77 9.35
0.7 20.59 28.85 29.87 27.31 9.56
0.8 21.00 27.84 34.16 27.66 9.55
Table 1: The standard deviation (10000 dialogue episodes)
copes well with the change of pe (Figure 4) but its perfor-
mance decreases rapidly when poa increases (Figure 5).
5 Conclusions and future work
We have presented a DDN-POMDP approach to affective di-
alogue modeling and illustrated our affective dialogue model
by a simulated route navigation example. Our implemented
dialogue manager prototype is able to handle a large number
of slots, each slot might have many values. A rst evalua-
tion at the slot level dialogue manager (1-slot case) showed
that with a 95% condence level the DDN-POMDP dialogue
strategy outperforms three handcrafted dialogue strategies
when the user's action error is induced by stress.
The next issues we plan to tackle are: (1) evaluating
the model with an n slots case by comparing the DDN-
POMDP dialogue strategy with other well-developed hand-
crafted dialogue strategies for frame-based dialogue systems
such as [Bui et al., 2004]; (2) collecting and generating both
real and articial data to build and train the model as well as
to validate the model design; (3) extending the model repre-
sentation, especially by adding more specic features related
to the user's goal, emotion, & specifying their correlations;
and (4) connecting the dialogue manager with a new version
of the talking head being developed in our group [Nguyen,
2006] to allow the system to express emotion.
Dialogue strategies comparision for 1 slot
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Figure 5: The average return of ve dialogue strategies (poa ∈
[0, 0.8])
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A Interaction between the DDN-POMDP
dialogue manager S and the simulated user
U (1-slot case, 10 values)
The following example shows 10 dialogue episodes of the in-
teraction between the DDN-POMDP dialogue manager and
the simulated user. In all dialogue episodes, the prior prob-
ability distributions of Gu and Eu are equally distributed.
The initial state of Du is notstated. Based on these proba-
bility distributions and the initial state, the dialogue manager
selects ask action in its rst turn. The hidden part is the infor-
mation generated by the simulated user and it is unobservable
to the dialogue manager. The example illustrated some adap-
tive behavior of the DDN-POMDP dialogue manager such
as it chooses the fail action when oeu = extreme (in dia-
logue episodes 1, 3, and 4), the ok action when oeu = no or
oeu = low (in dialogue episodes 5, 8, and 9), the confirm
action when oeu = moderate or oeu = high (in dialogue
episodes 2, 6, 7, and 10). The average time for each turn is
about 93 ms (38 turns in 10 dialogue episodes, the total inter-
action time is 3531 ms).

Dialogue episode 1

S1: ask
U1: oau=v6; oeu=extreme; r=-1.0
[Hidden : gu=v6, eu=extreme, au=v6, du=stated]
S2: fail
End of the episode, episodeReward=-4.0, sumReward=-4.0

Dialogue episode 2

S1: ask
U1: oau=v9; oeu=high; r=-1.0
[Hidden : gu=v9, eu=high, au=v9, du=stated]
S2: confirm(v9)
U2: oau=yes; oeu=high; r=-1.0
[Hidden : gu=v9, eu=high, au=yes, du=stated]
S3: ok(v9)
End of the episode, episodeReward=8.0, sumReward=4.0

Dialogue episode 3

S1: ask
U1: oau=v3; oeu=extreme; r=-1.0
[Hidden : gu=v2, eu=extreme, au=v3, du=stated]
S2: fail
End of the episode, episodeReward=-4.0, sumReward=0.0

Dialogue episode 4

S1: ask
U1: oau=v4; oeu=extreme; r=-1.0
[Hidden : gu=v7, eu=extreme, au=v4, du=stated]
S2: fail
End of the episode, episodeReward=-4.0, sumReward=-4.0

Dialogue episode 5

S1: ask
U1: oau=v7; oeu=low; r=-1.0
[Hidden : gu=v7, eu=low, au=v7, du=stated]
S2: ok(v7)
End of the episode, episodeReward=9.0, sumReward=5.0

Dialogue episode 6

S1: ask
U1: oau=v1; oeu=high; r=-1.0
[Hidden : gu=v6, eu=extreme, au=v1, du=stated]
S2: confirm(v1)
U2: oau=no; oeu=high; r=-2.0
[Hidden : gu=v6, eu=high, au=no, du=stated]
S3: fail
End of the episode, episodeReward=-6.0, sumReward=-1.0

Dialogue episode 7

S1: ask
U1: oau=v1; oeu=moderate; r=-1.0
[Hidden : gu=v1, eu=moderate, au=v1, du=stated]
S2: confirm(v1)
U2: oau=yes; oeu=low; r=-1.0
[Hidden : gu=v1, eu=moderate, au=yes, du=stated]
S3: ok(v1)
End of the episode, episodeReward=8.0, sumReward=7.0

Dialogue episode 8

S1: ask
U1: oau=v1; oeu=no; r=-1.0
[Hidden : gu=v1, eu=high, au=v1, du=stated]
S2: ok(v1)
End of the episode, episodeReward=9.0, sumReward=16.0

Dialogue episode 9

S1: ask
U1: oau=v6; oeu=no; r=-1.0
[Hidden : gu=v6, eu=no, au=v6, du=stated]
S2: ok(v6)
End of the episode, episodeReward=9.0, sumReward=25.0

Dialogue episode 10

S1: ask
U1: oau=v3; oeu=moderate; r=-1.0
[Hidden : gu=v1, eu=high, au=v3, du=stated]
S2: confirm(v3)
U2: oau=no; oeu=high; r=-2.0
[Hidden : gu=v1, eu=high, au=no, du=stated]
S3: fail
End of the episode, episodeReward=-6.0, sumReward=19.0

End of the simulation

Average return: 1.9, Standard deviation: 6.74, Duration:
3531 ms.
B Interaction between the DDN-POMDP
dialogue manager S and a real user U
(10-slot case)
S1: ask(open) (rule 1)
U1: oau=answer((f1=v1), (f2=v2)), oeu=high
S2: confirm((f1=v1), (f2=v2)) (rule 4)
U2: oau=yes, oeu=moderate
S3: ask(f3) (rule 5)
U3: answer((f3=v3), (f4=v4), (f5=v5)), oeu=low
S4: ask(f6) (rule 5)
U4: answer((f6=v6), (f7=v7), (f8=v8), (f9=v9),
(f10=v10)), oeu=no
S5: giveSolution((f1=v1), (f2=v2), (f3=v3), (rule 3)
(f4=v4), (f5=v5), (f6=v6), (f7=v7), (f8=v8),
(f9=v9), (f10=v10))
The above dialogue example shows the interaction be-
tween the DDN-POMDP dialogue manager and the rst
author of this paper. The prior probability distributions
of 10 slot-POMDP parameter les are equally distributed,
therefore all slots nominate ask action, the AS applies the
rst rule specied in Section 4.2 (rule 1) and the ask(open)
action is selected. Rules 4, 5, 5, and 3 are used in S2,S3, S4
and S5, respectively.
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