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Constant in and Rao [(1979), Inform. Contr. 40, 20--36] have given an ingenious 
construct ion for a class of binary, codes capable of correcting a single asymmetr ic 
error. In this paper we shall give a complete analysis of the size of these codes. 
1. INTRODUCTION 
Most known classes of binary error-correcting codes have been designed for 
use on symmetric channels, i.e., channels for which the error probabilities 
I --~ 0 and 0 --~ I are equal. However, in certain applications (e.g., LS1 memory 
protection (Constantin and Rao (1979)), optical communication (Pierce (1978)), 
the observed errors are highly asymmetric, and the appropriate channel model 
may in fact be the Z-channel, in which the transition 0--+ 1 is impossible. Of 
course any code capable of correcting t errors on a symmetric hannel will also 
be capable of correcting t Z-channel errors; but at present here is no entirely 
satisfactory technique for dealing directly with asymmetric errors, comparable 
say to the BCH-Goppa construction (see McEliece (1977), Chapter 8) for 
symmetric errors. Recently, however, Constantin and Rao (1979) gave an 
ingenious construction for a class of binary codes capable of correcting a single 
asymmetric error. Since our paper is based on theirs, we begin with a description 
of the C.-R. codes. 
Let l~ denote the set of binary n-tuples, and let G be any Abelian group of 
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order n -b 1. We suppose the nonzero elements of G are indexed g~), g~2),..., gl,,). 
For each x ~- (x x .... , x,) ~ V , ,  we define 
y(x) :=: ~ xig ~) (1.1) 
i=1 
the addition in (1.1) taking place in G. For eachg ~ G, define 
v.(g) :=  ~x E v . :  e(x) = g). (1.2) 
Constantin and Rao showed that each of the subsets Vn(g) is (qua code) capable 
of correcting one asymmetric error. They observed that since there are n -- 1 
sets Vn(g), and since each of the 2" elements of V~ belongs to exactly one of 
them, then 
2 n 
[ V~(g)] >~ n + 1 for some g ~ G. (1.3) 
Since 2"/(n + 1) is an upper bound on the cardinality of a single symmetric 
error-correcting code of length n, the simple bound (1.3) already indicates that 
something interesting is afoot, ~) and one naturally wishes to know more about 
the numbers ! V,(g)[. As a step in this direction, Constantin and Rao showed that 
I V,(0)l ~ I V,(g)!, all g E G; (1.4) 
in effect (1.4) eliminates the need to consider Un(g) for g @ 0. However, 
Constantin and Rao did not give an exact formula for ] Vn(0)] except for certain 
special groups, and they did not identify the group or groups of order n -1- 1 
yielding the largest value of ! V~(0)I. We have been able to fill in these gaps 
using finite Fourier analysis. The details of our work appear in Sections 2 and 3, 
but here we sketch our main conclusions. 
First, we have obtained an explicit formula for ] V~(g)] in general. The 
formula depends on the characters of G, and is given (with the change in 
notation noted below) in Theorem 1 of Section 3. Forg  --:- 0, the case of primary 
interest, however, the formula simplifies to 
1 
I v . (0) l - - -  2(n-I- 1) ~ 2 ("+a)/°~), (1.5) 
olh)odd 
the summation in (1.5) being extended over all elements h ~ G whose order 
x Indeed, if n is even, the max imum size for a single symmetr ic  error-correcting code is 
<2n/(n + 2), and if n ~ 1 (mod 4), it is <2n/(n + 3). (See MacWil l iams and Sloane 
(1977), Chapter  17.) Hence (1.3) shows that the best CR code of lengths ~ 0, 1, 2 (mod 4) 
has more codewords than any code designed to correct one symmetr ic  error. 
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o(k) is odd. We can also show (Corollary l, Sec. 3) that the maximum of[ V~(g) ~, 
is often not attained uniquely: 
] I/',(g)l --~ ' V,(O)i, with equality if and only if o(g) is a power of 2. (1.6) 
In particular, if n =- 1 is a power of 2, all CR codes of length n have exactly 
2n/(n l) codewords. Since this is also the number of words in the ttamming 
single (symmetric) error correcting code of the same length, we conclude that the 
CR construction is uninteresting for these lengths. However, it will follow from 
our results that for all other lengths, the CR construction produces codes which 
are strictly larger than the best single symmetric error correcting code. 
We will also show (Corollary 2, See. 3): 
1 
; V,(0)i ~ ~ ( 2  ~ ' ,,2("-2~'a), (1.7) 
with equality if and only if n + 1 is a power of 3 and G is an elementary Abelian 
3-group. And finally, we will show (Corollary 3, See. 3) that among all Abelian 
groups of order n --  1, ] V,,(0)] is maximized only by those groups whose odd 
Sylow subgroups are elementary Abelian. 
Ckange in notation: In what follows the order of G will be denoted by n 
rather than n-l-  1. Furthermore, in Sec. 3 we shall index the elements of G, 
zero included, as G = {g(0), gin..., gC,,-l)}, and redefine the mapping y: Vn -*  G 
bv 
n- t  
r(x) :~  Y. x~g"). 
i=O 
We shall then stud), the numbers 
f(g) :---- J{x c_: 1<,,: y(x) = g}l. 
The effect of this is that to translate our formulas for f(g) into formulas for 
] V,,(g)!, one must 
(a) replace n by (n Jr- 1) 
(b) divide thef (g) ' s  by 2. 
Thus for example Corollary 1 in Sec. 3 reads f(0) = (l/n) ~ 2~/°ca); using (a) and 
(b), we obtain 
1 
I v,(0)i  2(,, + 1) z., 
as claimed in (1.5). 
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2. SOME FOURIER ANALYSIS 
Let G be a finite Abelian group of order n, which we write additively. Then G 
is a direct sum of cyclic subgroups. This means that there exist elements 
)'1, )'2 ,..., )',~ in G of orders n 1 , n 2 ,..., n,, with n = nln~ "'" n,,,  such that 
every element in G has a unique expansion of the formg -~ glTx { . . . .  .--gmT',,, 
with 0 ~ gi < ni, i -- 1, 2 ..... m. For brevity, we writeg -- (gl .... ,g,~). 
For each i E {1, 2,..., m}, let ~i be a complex primitive ni-th root of unity. We 
We define a mapping (g, h> of G × G into the complex numbers as follows. 
Let g =: (gl ..... gin), h -- (h~ ..... hm). 
(g, h> :== f i  ¢~,h, (2.l) 
i=1 
This mapping enjoys the following easily-checked properties. 
{g, h> = (h, g> (2.2) 
(g, h)(g, h'> = (g, h -F h'> (2.3) 
(g, jh> = <jg, h} = <g, h>~ (2.4) 
E (g,h> =0 if h : / :0  
g~G 
=-- n if h = 0. (2.5) 
Now let f (g) be any function from G into the complex numbers. The 
Fourier t ransformf o f f  is defined as follows. 
f(h) :=  ~ (h, --g> f(g).  (2.6) 
geG 
Using properties (2.2), (2.3), (2.5), it is easy to verify the Fourier inversion 
formula: 
! ~_, (h,g>f(h).  (2.7) f (g) = n ~ 
This is well-known and can be found, at least implicitly, in any good algebra 
text, e.g. Lang (1965), Chapter I. We now derive an alternate version of (2.7) 
which is not as well-known, but which is often useful. 
Let us call two dements h and h' of G equivalent, and write h ~-~ h', if h and h' 
both generate the same cyclic subgroup of G. From now on we shall assume that 
the Fourier transform f o f f  has the property that f(h) -~ f(h') whenever h ~ h'. 
I f  G ~ G1 U G,, u "-' tJ Gr is the decomposition of G into "~"  equivalence 
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classes, and if h x ..... h~ are arbitrary representatives of these classes, then (2.7) 
can be written as 
r 
1 y,/(h,) y, <h, g>. (2.8) f (g )  -" Tt 
.1 beG, 
If  h i has order di ,  then ever.,,, clement h e G i has the form h = jh i for some 
integer 1 ~ J" ~< di with (j, d~) =- 1. Thus by (2.4) the inner sum in (2.8) is 
( jh~,g)  -- ~ (h~,g)Z  (2.9) 
t~j<e, 1 <~<a i
( ) ,4 ,1 . .1  ( j ,ol  i) - 1 
Now by (2.4), (h i ,  g)  is a complex ei-th root of unity for a divisor e,: of di ,  and it 
follows from a theorem of Ramanujan (see Hardy and Wright (1960), Theorem 
272) that the sum (2.9) is equal to ~(d,:) t~(e~)/~(e~), where gp is Euler's q~-function 
and/z is Mobius' function. Hence (2.8) becomes 
f (g )  n i - t  v ,  , ,  
(2.10) 
Notice that if we define the product of g = (g* .... , g,, ,)  and h = (h t ..... h.,) 
by 
gh :=  (gthl .... ,g,,h,,), (2.11) 
then the integer ei appearing in (2.10) is just the order of the element gh,.. Thus if 
for g c G wc define 
[g] t~(e) 
6(e) ' e -- order(g) (2.12) 
(2.10) can be written as 
r 
1 i~ t 6(di)[ghz]f(h,) f (g )  n .  (2.13) 
Finally we note that [gh]  ~ ~ [gh~] for all h ~ Gi , and that ' G i  ! - -  .6(di),  and so 
(2.13) can be written in either of the following ways: 
l ~ ~(a,)[h/,,]/(h;), 
f (g )  -- n i~a if g,- - ,h j  (2.14) 
1 y .  [gh]f(h) f (g )  :": n h~G (2.15) 
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3. ~ IA IN  RESULTS 
Let G =: {g(O), gin,..., ~'(" 1)} be a finite Abelian group (we assume g(O) .... 0), 
and let//;, denote the set ofn-tuplcs of 0's and l's. For x = (x0, xl,..., xn) ~ V, ,  
define the mapping 7: Vn-~ G by 
n-1 
e(x) := y~ x~e"'. (3.1) 
i =0 
Our problem is to count thc number of times each element in G is covered in 
this mapping, i.e., to find the numbers 
y(g) ::-: I{xe V~: r(") = g)i. (3.2) 
We will soh,e this problem by using the results of Sec. 2. Here is the rcsult. 
THEOREM 1. For each g ~ G, 
In particular, 
1 V (h, g) 2 "/°(t~). 
f (g) =-- n ,,o~O 
(3.3) 
f(o) =~ l_ g 2~/o,,,, (3.4) 
n hodd 
(In (3.3) and (3.4), the symbol o(h) denotes the order of the element h e G, and the 
summation is extended over all elements in G of odd order.) 
Proof. This will follow from (2.7), once we computef(h). From (2.6), 
f (h)  ~- ~ (h , - -g ) f (g )  
g~G 
= ~ ( - -h ,g ) f (g )  (from (2.4)) 
geG 
~- ~ ( - -h ,  xog (°) -t . . . . .  , x~_lg ('-1)) (from (3.2)) 
_xe v,~ 
n--1 
:--- I1 (1 + ( - -h ,  gm>) (from (2.3)). 
i=0 
One can easily see from (2.1) that for a fixed value of h, with o(h) -~ d, the 
mapping ~ (---h,g) is a homomorphism of G onto the complex d-th roots 
d-1 
of unity. Thus if K denotes the product I-L=0(l ~i), ~ being an appropriate 
primitive complex d-th root of unity, f (g)  =~ K n/a. But the d complex numbers 
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. s s~=0 arc roots of thc equation (z --  1) a - 1 - - 0, and so their product is 
] - -  (--  1)'i; hence K ---- 2 if d is  odd, K -~ 0 if dis even. Hence 
f(h) .= 0 if o(h) is even 
- 2 ".:°(;'' it o(h)is odd, (3.5) 
and Theorem 1 follows. 
COROLI.ARY 1. f (g)  ~( f(O) =: (l/n) Y~hottd 2'~/°", with equality if and only if 
o(g) is a power of 2. 
Proof. From Theorem 1, 
.f(g) --  I.f(g)l ~ 1 ~ '.(h,g)i 2""°(hL (3.6) 
~l h odd  
But ~(h, g),  being a complex root of unit)', has absolute value 1, and so 
1 ~ n o (h)  f (g) ~ n L 2 ; =f (o ) .  (3.7) 
? h odd 
This  inequality will be equality, if and only if (h, g)  .... 1 for all elements h of 
odd order. Now from (2.4), (h, g)  will in general have an order which divides 
g.c.d. (o(h), o(g)). Hence if o(g) is a power of 2, then (h, g)  ~ 1 for all h of odd 
order, and equality holds in (3.6) and (3.7). Conversely if o(g) is not a power of 2, 
then in the expansion g = g~71 :~ ....  i g,,~,,~, there will exist an index i such. 
that g~ -~ 0, and o(giT~) is not a power of 2. I f  o(7~) = n~ == 2~q with q odd, let 
d == g.c.d.(2%,~, n;). Then d ~= 0 (mod ni) since giT/s order is not a power of 2. 
I f  the integer h~ is chosen so that 0 ~ hi ~ ni -- 1 and (2ag~)h~ 7- d (mod n~), it 
follows that h == 2"h i7 ,  i has odd order, and that (h, g)  == ~.°gd~, = ~i a C- 1. 
Q.E.D. 
COROI.I.ARY 2. f (0)  ~ (l/n)(2" i- (n -- 1)2"/'~), with equality if and only i fn  
is a power of 3, and G is an elementary Abelian 3-group. 
Proof. From Corollary 1, 
1 
f(O) :: n E 2""°("' 
/todd 
h ,-~fl 
I f  h ~:~ 0, but o(h) is odd, then o(h) :2,: 3. Hence 2": '°(h~ :~. 2'~/a, and so 
f (0 )  ~ n (2 + (n - -  1) 2""~). (3.8) 
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Equality clearly holds in (3.8) if and only if every element in G (except 0) has 
order 3, i.e., iff G is an elementary Abelian 3-group. Q.E.D. 
To state our final corollary, we need to introduce some number-theoretic 
notation. Let the prime-power decomposition of n be 
n - 1-I P~(~), (3.9) 
/)]~. 
and let Pa be the set of odd primes dividing n. If  ~- is a subset of P I ,  we define 
%(n) :-~ IF] (P"'(") --  1), (3.10) 
[=] := [ I  P. (3.11) 
COIIOH.ARY 3. I f  G is a group of order n, then 
E f (o)  ~ ~o(n) 2.'E~1 
n .Cpl(n) 
(3.12) 
with equality iff for all p, the Sylow p-subgroups of G are elementary Abeh'an. 
Proof. Let G -= ~1,  G~ be the decomposition of G as the direct sum of its 
Sylow subgroups. I f  zr is a subset of Pl(n) let S= be the subset of G consisting 
of these elements whose orders involve exactly the primes in ~. Then clearly 
[ .S'~, i --~ c~,(n), and every element in S.  has order at least [zr]. The inequality 
(3.12) follows. Furthermore quality holds in (3.12) iff each element in each S~ 
has order exactly [~r], and this will happen iff each odd G~ is elementary. Q.E.D. 
We conclude with one illustration of how Theorem 1 can be used to compute 
the valuesf(g), for all g ~ G. Suppose, then, that G = Z~ @ Zq is a direct slim 
of a cyclic p-group and a cyclic q-group, p and q being odd primes. We'represent 
the elements of G as pairs (x,y), 0 ~ x < p, 0 ~ y < q. There are just four 
equivalence classes of elements in G, and we can choose as representatives of
these classes (0, 0), (0, 1), (1,0), (1, 1). The following table will prove useful 
(ef. (2.14)): 
i h, d, 9~(di) f(h,) 
0 (0, O) 1 1 2 vq 
1 (0, 1) q q -  1 2~' 
2 (!, O) p p -- 1 2~ 
3 (i, l) pq (p -  1)(q-  1) 2 
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Now what (2.14) says, in essence, is that the value f(hi) is the j-th component 
of the vector f = (1/n)Hf, where H is the 1" × r matrix defined by 
H,i :-- ¢(a~)[hihj] , (3.13) 
and t~ is the column vector whose i-th component is f(&). In tile present case, 
clearly 
Cr = (21,,,, 2 p, 2 q, 2), 
and from the above table we compute 
H = 
I i  l (q--  1) (p - -  1) (p - -  1)(q-- 1)] -l /,  i) ( ? -  ~) 
I (q--  1) -- l  --(q,-- 1) --1 --1 T1 
Hence 
f(ho)---~q{2 "q~- (q -  1 )2P+(p- -  1)2 ~ l - (P - -  l)(q-- 1)2} 
f(hl) = ;~{2 vq -- 2, r (P -- I) 2 '~ -- (p -- I)2} 
] pq f (h2) - -~(2  +(q- -  1 )2v - -2q- - (q  - 1)2} 
f(ha) =~qq{2 vq-2  p -2  qq-2} 
For example with p -- 3, q = 5, we get f(h0) --2192, f(hx) --2188, f(h2) -- 
2184, f(ha) = 2182. This means that the CR codes of length 14 defined by this 
group have 
I V14(g)i = 1096 if g ~.;h o 
---- 1094 if g --~ h 1 
= 1092 if g : - -h  2 
:= 1091 if g : - -h  3. 
The best possible single symmetric error-correcting code of length 14 has only 
I024 words (see MacWilliams and Sloane (1977), Appendix A). 
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