Abstract Soft independent modelling of class analogy (SIMCA) is a widely-used subspace method for spectral data classification. However, since the class subspaces are built independently in SIMCA, the discriminative between-class information is neglected. An appealing remedy is to first project the original data to a more discriminative subspace. For this, generalised difference subspace (GDS) that explores the information between class subspaces in the generating matrix can be a strong candidate. However, due to the difference between a class subspace (of infinite scale) and a class (of finite scale), the eigenvectors selected by GDS may not also be discriminative for classifying samples of classes. Therefore in this paper, we propose a discriminatively ordered subspace (DOS): different from GDS, our DOS selects the eigenvectors with high discriminative ability between classes rather than between class subspaces. The experiments on three real spectral datasets demonstrate * Corresponding author. that applying DOS before SIMCA outperforms its counterparts.
Introduction 1
High-dimensional spectral data, such as near infrared (NIR) spectroscopic 2 data and mass spectrometry (MS) data, are widely used in a variety of fields, 3 for example chemometrics, bioinformatics and hyperspectral image analysis.
4
In the analysis of spectral data, classification is an omnipresent task [4, 10, 5 2, 9, 7, 13], which enables us to distinguish different species, identify the 6 geographical origins of the products, or predict molecular substructure, to 7 name a few. 
28
SIMCA is originally designed for both outlier detection and classification. In 29 this paper, we treat SIMCA as a simple classification method that assign a 30 new sample to the class with the smallest F-value as suggested in [8] .
31
In spite of its wide use, SIMCA suffers from the problem that the class An appealing solution to this problem is to find a more discriminative sub- the F -value calculated in this subspace is expected to be more discrimina-42 tive. It is therefore the objective of our work in this paper to find such a 43 discriminative subspace.
44
Recently, Fukui and Maki [6] propose the generalised difference subspace are independently generated by PCA in a class-by-class manner, and thus 49 may not be strongly discriminative for classification. This issue is actually 50 the same as that of SIMCA. Hence, we believe the GDS projection can also 51 be utilised as a preprocessing method for SIMCA to improve its classification 52 performance.
53
GDS is a subspace containing the information about difference between 54 class subspaces, and thus is supposed to be more discriminative than the 
64
The GDS projection shows superior performance on face recognition and
65
hand shape recognition problems. However, there is a limitation of the GDS.
66
The GDS projection discards the eigenvectors of Moreover, here we illustrate that discarding the eigenvectors of G D with 93 large eigenvalues can be harmful for classification using three real spectral 94 datasets: meat, Phenyl and fat. In Figure 4 , we plot the classification accu-95 racies of SIMCA and the GDS-preprocessed SIMCA on the three datasets.
96
We can clearly observe that a preprocessing step of SIMCA by GDS does not 97 necessarily benefit the classification performance of SIMCA; it actually has 98 an negative effect (lowering classification accuracy) on SIMCA for the Phenyl 99 dataset and the fat dataset. Detailed discussion on this will be provided in 100 Section 3.
101
To make use of the between-class information in G D and to overcome 
where X c k is the column-centred X k ; the columns of U k ∈ R p×q k denote 132 the normalised eigenvectors, and Σ is a diagonal matrix with eigenvalues
as the basis vectors W k that spans the kth class subspace P k , which is r k -
135
dimensional.
136
It follows that the projection matrix P k ∈ R p×p of P k can be written as
In the test phase, a new sample x new is assigned based on the following 138 two residuals. First, the residual of the kth class in the training set:
Second, the residual of x new when it is projected to the kth class subspace: reduced to the commonly-used subspace method (SM) in image classification.
163
The only difference between SM and SIMCA is the criterion for assigning new calculated by using the sum matrix G D ∈ R p×p , which is defined as
where K = 2. Applying eigendecomposition to G D , we obtain
where the columns in
eigenvectors of G D , and Λ D denotes the diagonal matrix with correspond-
The DS is defined as the subspace spanned by the eigenvectors
with corresponding eigenvalues λ i less than one. As shown by Fukui and To further investigate the properties of the sum matrix G D and the GDS,
208
we introduce the generating matrix proposed in Therrien [11] . The generating 209 matrix is defined as the linear combination of the projection matrices of the 210 two class subspaces [11] . Therrien [11] shows that the generating matrix can 211 be used to find the intersection of the class subspaces.
212
For two classes, the generating matrix G ∈ R p×p can be written as
where K = 2, α k ∈ (0, 1), and
where the columns of V G ∈ R p×r G denote the normalised eigenvectors of G,
216
and Λ G denotes the diagonal matrix with eigenvalues
where r G = rank(G).
218
Therrien [11] shows three important properties of G. First, the eigen- space which contain information that is irrelevant to the two class subspaces.
230
The larger the eigenvalue, the more similarity information the corresponding 231 eigenvector contains.
232
The generation of GDS is closely related to the generating matrix:
and G are both linear combinations of P k although with different coefficients.
234
The linear coefficients of G D are all one, i.e. α k = 1 ∀ k, while those of G 235 are constrained by α k ∈ (0, 1) and form the test set.
279
The projection matrix P k is calculated by using all the 34 available eigen- 
327
The training set is denoted as X
R p×N 2 are the training sets for the two classes and x m ∈ R 1×p is the mth
330
(m = 1, . . . , N 1 + N 2 ) training sample.
331
Firstly, we project all the training samples in X train to each eigenvector and (5), we observe that the F-value is dependent on the distance from the 338 projected validation sample to the projected class centre. We assign the 339 validation sample to the class with the smallest F-value.
340
Thirdly, for each eigenvector v i , we obtain N 1 + N 2 predictions from 341 LOOCV. The classification accuracy d i is calculated as
where N c is the number of correctly classified test samples. 
Experiments

354
In the following experiments, we compare the performances of the orig- 
385
We randomly select 100 samples from the Phenyl dataset for our exper- cases.
445 Figure 10a shows that GDS performs worse than SIMCA, which indicates 446 that the GDS projection is not a good preprocessing method for the Phenyl 447 dataset. LDA performs better than GDS, but worse than SIMCA. In con-448 trast, DOS performs better than GDS and LDA, although only providing 449 similar classification accuracies as SIMCA in this case.
450
To explain this result, we can check Figure 10b , which shows the discrim- Here we shall demonstrate that DOS can achieve better classification accuracies than SIMCA when the discriminative abilities of the eigenvectors 472 of the generating matrix G D have a large variation. In this situation, DOS 473 can select the most discriminative eigenvectors to make the samples more 474 separate and is a good preprocessing method for classification.
475
As shown in Figure 11a for the fat dataset, GDS performs worse than 476 SIMCA and LDA, but DOS can achieve better performance than SIMCA 477 and LDA. We would like to convey two messages through our experiments. Euclidean distances, the farther v i away from the two class subspaces.
520
Suppose the two class subspaces, S(P 1 ) and S(P 2 ), are defined by two projection matrices P 1 ∈ R p×p and P 2 ∈ R p×p , respectively. The Euclidean 522 distances from v i to its projections in the two subspaces can be calculated
and 525
respectively. As ||e 1 || As an extension of the motivating example in Section 2.3.1 for the fat dataset, we present three plots in Figure 12 illustrating the relationship be-535 tween the intersection of the two class subspaces and its discriminative ability. In contrast to the relationship observed in the fat dataset, here we shall 550 see that the intersection can also have low discriminative ability.
551
The first eigenvector of the meat dataset is the intersection between the 552 two class subspaces, as shown in Figure 13a and Figure 13b . The discrim-553 inative ability of this eigenvector is 0.6, which is low compared with many 554 other eigenvectors. In other words, for the meat dataset, the intersection of 555 the two class subspaces has low discriminative ability. Despite the two datasets discussed above that there exists intersection 557 between class subspaces, now we show another dataset, the Phenyl dataset, 558 that it is also possible that there is no intersection between two class sub-559 spaces.
560
We can observe from Figure 14a subspaces does not always exist in all datasets. Second, even when the inter-566 section exists, there is no definitely negative correlation between the inter-567 section and its discriminative ability; that is, the discriminative ability of the 568 intersection of two class subspaces is data-dependent, not necessarily low.
569
The second conclusion above supports our argument that there is differ-570 ence between a class subspace and a class. The intersection represents the 571 same directions that two class subspaces can take, which can be discarded 572 if we aim to classify two class subspaces. However, the intersection can be 573 discriminative, and thus is important and cannot be simply discarded when 574 we aim to classify the samples of two classes, which is actually the task of 575 classification in practice. 
592
For the fat dataset, the same effectiveness can be observed: the peak of 593 the mean classification accuracy of the test set is around seven, as shown in 594 Figure 15c , which is roughly consistent with the dimension (which is from 595 two to seven) determined by using 10-fold cross-validation on the training 596 set.
597
For the Phenyl dataset, Figure 15b does not show an obvious peak, and 598 the mean classification accuracy of the test set seems to increase with the 599 dimension and become stable when the dimension is larger than 41. The di-600 mension determined by 10-fold cross-validation using the training set ranges 601 from 38 to 43, which also conforms with the dimension of 41 in the test set.
602
In short, Figure 15 implies that the dimension of D s determined by cross- 
