Abstract. Kobayashi-Ochiai's theorem says us that the set of dominant rational maps to a complex variety of general type is finite. In this paper, we give a generalization of it in the category of log schemes.
Introduction
In the paper [4] , Kobayashi and Ochiai proved that the set of dominant rational maps to a complex variety of general type is finite. This result was generalized to the case over a field of positive characteristic by Dechamps and Menegaux [2] . Furthermore, Tsushima [7] established finiteness for open varieties over a field of characteristic zero. In this paper, we consider their generalization in the category of log schemes. As we know, logarithmic geometry is a general framework to cover compactification and singularities in degeneration. The most typical example of these mixed phenomena is a logarithmic structure on a semistable variety. Actually, we deal with a log rational map on a semistable variety with a logarithmic structure. The following finiteness theorem is the main theorem of this paper: As an immediate corollary of the above theorem, we have the following:
Corollary B. Let X be a proper semistable variety over k and M X a fine log structure of X over M k such that (X, M X ) → (Spec(k), M k ) is log smooth and integral. If (X, M X ) is of log general type over (Spec(k), M k ), then the set of automorphisms of (X, M X ) over (Spec(k), M k ) is finite.
Here let us give a sketch of the proof of Theorem A. For this purpose, we need to deal with the classical case and the non-classical case. In the case where M k = k × and X and Y are smooth over k (the classical case), we can use the similar arguments as in [2] . Actually, we prove it under the weaker conditions (cf. Theorem 7.1). However, if M k is not trivial (the non-classical case), we have to determine a local description of a log structure. Indeed, we have the following theorem:
Theorem C (Local structure theorem). Let X be a semistable variety over k and M X a fine log structure of X over M k such that (X, M X ) → (Spec(k), M k ) is log smooth and integral. Let us take a fine and sharp monoid Q with M k = Q × k × .
For a closed point x ∈ X, there is a good chart (Q
Moreover, using the good chart (Q → M k , P → M X,x , Q → P ), we can determine the local structure in the following ways:
(1) If mult x (X) = 1, then Q → P splits and P Q × N r for some r. For the details, we refer to [3] . All log structures on schemes are considered with respect to theétale topology. We often denote the log structure on a scheme X by M X and the quotient M X /O × X by M X . 2. We denote by N the set of natural integers. Note that 0 ∈ N. For I = (a 1 , . . . , a n ) ∈ N n , we define Supp(I) and deg(I) to be The i-th entry of I is denoted by I(i), i.e., I(i) = a i . For I, J ∈ N n , a partial order I ≥ J is defined by I(i) ≥ J(i) for all i = 1, . . . , n. The non-negative number g with gZ = ZI(1) + · · · + ZI(n) is denoted by gcm(I).
3. Here let us briefly recall some generalities on monoids. All monoids in this paper are commutative with the unit element. The binary operation of a monoid is often written additively. We say a monoid P is finitely generated if there are p 1 , . . . , p n such that P = Np 1 + · · · + Np r . Moreover, P is said to be integral if x + z = y + z for x, y, z ∈ P , then x = y. An integral and finitely generated monoid is said to be fine. We say P is sharp if x + y = 0 for x, y ∈ P , then x = y = 0. For a sharp monoid P , an element x of P is said to be irreducible if x = y + z for y, z ∈ P , then either y = 0 or z = 0. It is well known that if P is fine and sharp, then there are only finitely many irreducible elements and P is generated by irreducible elements (cf. Proposition A.1). If k is a field and P is a sharp monoid, then M = x∈P \{0} k · x forms the maximal ideal of k [P ] . This M is called the origin of k [P ] . An integral monoid P is said to be saturated if nx ∈ P for x ∈ P gr and n > 0, then x ∈ P , where P gr is the Grothendieck group associated with P . A homomorphism f : Q → P of monoids is said to be integral if f (q) + p = f (q ) + p for p, p ∈ P and q, q ∈ Q, then there are q 1 , q 2 ∈ Q and p ∈ P such that q + q 1 = q + q 2 , p = f (q 1 ) + p and p = f (q 2 ) + p . Note that an integral homomorphism of sharp monoids is injective. Moreover, we say an injective homomorphism f : Q → P splits if there is a submonoid N of P with P = f (Q) × N . Finally, let us recall a congruence relation. A congruence relation on a monoid P is a subset S ⊂ P ×P which is both a submonoid and a set-theoretic equivalence relation. We say that a subset T ⊂ S generates the congruence relation S if S is the smallest congruence relation on P containing T . Let S be an equivalent relation on P . It is easy to see that P → P/S gives rise a structure of a monoid on P/S if and only if S is a congruence relation.
4. Let P and Q be monoids and let f : N → P and g : N → Q be homomorphisms with p = f (1) and q = g (1) . Let P × N Q be the pushout of f : N → P and g : N → Q:
P − −−− → P × N Q We denote this pushout P × N Q by P × (p,q) Q. 
Let k be a field and

· · · X I(n) n
by X I .
6. Let P be a monoid, p 1 , . . . , p n ∈ P and I ∈ N n . For simplicity, n i=1 I(i)p i is often denoted by I · p. 8. Let X and Y be reduced noetherian schemes. Let φ : X Y be a rational map. We say φ is dominant (resp. separably dominant) if for any irreducible component X of X, there is an irreducible component Y of Y such that φ(X ) ⊆ Y and the induced rational map φ : X Y is dominant (resp. dominant and separable). Moreover, we say φ is defined in codimension one if there is a dense open set U of X such that φ is defined over U and codim(X \ U ) ≥ 2.
Let (X,
Let f : X → T and g : Y → T be morphisms of reduced noetherian schemes. A rational map φ : X Y is called a relative rational map if there is a dense open set U of X such that φ is defined on U , φ : U → Y is a morphism over T (i.e., f = g · φ) and X t ∩ U = ∅ for all t ∈ T . 9. Let k be an algebraically closed field and X a reduced algebraic scheme over k. We say X is a semistable variety if for any closed point x ∈ X, the completion O X,x at x is isomorphic to the ring of the type
10. Let k be an algebraically closed field. Let X be a proper reduced algebraic scheme over k and H a line bundle on X. We say H is very big if there is a dense open set U of X such that H 0 (X, H) ⊗ O X → H is surjective on U and the induced rational map X P(H 0 (X, H)) is birational to the image. Moreover, H is said to be big if H ⊗m is very big for some positive integer m.
Existence of a good chart on a generalized semistable variety
Let k be an algebraically closed field and X an algebraic scheme over k. We say X is a generalized semistable variety if, for any closed point x of X, the completion O X,x of O X,x is isomorphic to a ring of the following type:
where A 1 , . . . , A l are elements of N e \ {0} such that A i (j) is either 0 or 1 for all i, j (cf. Conventions and terminology 2 and 5). Note that a generalized semistable variety is a reduced scheme (cf. Lemma 1.6).
Let M k and M X be fine log structures on Spec(k) and X respectively. We assume that (X, M X ) is log smooth and integral over (Spec(k), M k ). Since the map x → x n on k is surjective for any positive integer n, we can see that M k → M k splits. Thus, there are a fine and sharp monoid Q and a chart π Q :
Next, let us choose a closed point x of X. In the case where X is a generalized semistable variety, we would like to construct a chart π P : P → M X,x together with a homomorphism f :
) is smooth and the following diagram is commutative:
For this purpose, we need to see the following theorem.
be a log smooth and integral morphism of fine log schemes. Let x ∈ X and y = µ(x). Let k be the algebraic closure of the residue field at x and η :
Proof. Let us begin with the following lemma. Lemma 1.2. Let (X, M X ) be a log scheme with a fine log structure. Then, we have the following:
(2) Let k be a separably closed field and η : Spec(k) → X a geometric point. Then, the natural homomorphism
where x is the image of η.
be a local chart around x and α : P → O X the induced homomorphism. Note that M X is isomorphic to the associated log structure P a . Let α : P → k be a homomorphism given by the compositions:
where κ(x) is the residue field atx. Then, by [3, (1.4. 2)], η * (M X ) is the associated log structure of α : P → k. Therefore, we get the following commutative diagram:
On the other hand,
Let us go back to the proof of Theorem 1.1. We denote X × Y Spec(k) by X . Then, we have the following commutative diagram:
Note that the natural morphism η : Spec(k) → X gives rise to a section of µ : X → Spec(k). Let x be the image of η . We consider the natural commutative diagram:
is also bijective. Thus, we can see that
) is smooth and integral. Thus, we may assume that Y = Spec(k), X is a generalized semistable variety over k and x is a closed point of X.
Clearly, we may assume that p = char(k) > 0. We can take a fine and sharp monoid Q with 
Then, in the same way as in [3, (3. 13)], we have the following:
(i) If we set P 1 = N r × Q and a homomorphism π 1 :
then there is a fine monoid P such that P ⊇ P 1 , P gr /P gr 1 is a finite group of order invertible in O X,x and that π 1 : P 1 → M X,x extends to the surjective homomorphism π : P → M X,x . Moreover, P gives a local chart around x. Here we have the natural homomorphism h : Q → P 1 → P . Then, the following diagram is commutative:
(ii) The natural morphism g : 
Then, we have the following:
X,x and P is generated by p 1 , . . . , p r , u 1 , . . . , u a and h(q) (q ∈ Q). Let us consider a non-trivial congruence relation
where I, I ∈ N r , J, J ∈ N a , q, q ∈ Q, Supp(I) ∩ Supp(I ) = ∅ and Supp(J) ∩ Supp(J ) = ∅ (See Conventions and terminology 6). Let
be the natural surjective homomorphism given by φ(Z i ) = 1⊗p 1 and φ(U j ) = 1⊗u j . Then, the kernel of φ is generated by elements of the type
where
Here note that I ·p +f (q) = I ·p +f (q ) andp i 's are irreducible. Thus,
Now let us consider a natural homomorphism 
Note that M X,x is generated by p 1 , . . . , p e , O × X,x and the image of Q in M X,x , so that, from now on, we always choose t 1 , . . . , t r from elements of the following types: First, let us see thatf : Q →π(P ) is integral. We consider an equation
where p, p ∈ M X,x , q, q ∈ Q and I, I ∈ N r . Then,
Therefore,
which shows usf : Q →π(P ) is integral.
Next let us see that the natural homomorphism ν : Q × Z r → P given by ν(q, I) = f (q) + I · e is integral. For this purpose, let us consider an equation
where x, x ∈ P , q, q ∈ Q and I, I ∈ Z r . Then, inπ(P ), we havē
Thus, there are q 1 , q 2 ∈ Q, y ∈ P and J, J ∈ Z a such that
Therefore, using the equation
Thus, we can see that ν :
is Cartesian. Therefore,
is flat. In particular,
Let U be anétale neighborhood at x and V a non-empty open set of Spec(k Here we choose t 1 , . . . , t r ∈ M X,x with the following properties:
( 
We assume the contrary. Let us choose a non-negative integer k such that 
We assume that a non-trivial relation 
Thus, if q 3 = 0, then x b1 1 · · · x bs s = 0, which contradicts to Claim 1.3.2. Therefore, q 3 = 0. In the same way, q 4 = 0. Thus, we get
X,x be the natural surjective homomorphism and
the induced homomorphism. Then, by using Claim 1.3.5, if we set
and
then we have the following commutative diagram: 
Proof. By Artin's approximation theorem, it is sufficient to find v inÔ X,x . Since X is a generalized semistable variety, we can set
Then, any elements ofÔ X,x can be uniquely written as a form
Then, u = u + u and there is a unit v with v
Even if we delete the terms T J with J ∈ Ω, the left hand side of the above equations consists of the terms T J with J ∈ Σ k and the right hand side does not contain the terms
As a corollary of Theorem 1.1, we have the following existence of a good chart of a log morphism. Corollary 1.5. Let X be a generalized semistable variety over an algebraically closed field k. Let M k and M X be fine log structures on Spec(k) and X respectively. We assume that (X, M X ) is log smooth and integral over (Spec(k), M k ). Let Q be a fine and sharp monoid with
Then, there is a fine and sharp monoid P together with homomorphisms
namely, the following properties are satisfied:
Proof. This is a corollary of Theorem 1.1, Proposition A.2 and Proposition A.
2
Finally let us consider the following lemma, which is needed to see that a generalized variety is a reduced scheme.
. . , T e ]] be the ring of formal power series over
Proof. We prove this by induction on e. If e = 1, our assertion is obvious, so that we assume that e > 1. Let f ∈ √ I. Then, there is n > 0 with f n ∈ I. It is easy to see that there are
Thus, a 1 = 0. In particular, a 1 ∈ I. Otherwise,
Thus, by hypothesis of induction,
Thus, in the same way as before, we can see
n ∈ I. Proceeding with the same argument,
Monoids of semistable type
In this section, we consider a monoid of semistable type. First of all, let us give its definition. Let f : Q → P be an integral homomorphism of fine and sharp monoids with Q = {0}. We say P is of semi-stable type
over Q if the following conditions are satisfied:
(1) r and l are positive integers with r ≥ l, p 1 , . . . , p r ∈ P , q 0 ∈ Q \ {0}, and b l+1 , . . . , b r are non-negative integers. (2) P is generated by f (Q) and p 1 , . . . , p r . The submonoid of P generated by p 1 , . . . , p r in P , which is denoted by N , is canonically isomorphic to N r , namely, a homomorphism N r → N given by (t 1 , . . . , t r ) → i t i p i is an isomorphism. (3) We set ∆ l , B ∈ N r as follows:
Conventions and terminology 6). (4) If we have a relation
Conventions and terminology 2).
Remark 2.1. In the case where l = 1, by using (2) of the following proposition, we can see
and Q = {0}, then P is of semistable type in the following way: Let q 0 be an irreducible element of Q and
. Let e i be the standard basis of N r−1 . We
First, let us see elementary properties of a monoid of semistable type. Proposition 2.2. Let f : Q → P be an integral homomorphism of fine and sharp monoids. We assume that P is of semi-stable type
over Q. Then, we have the following:
is bijective (cf. Conventions and terminology 4).
Proof.
(1) First we assume that Supp(I) ∩ Supp(J) = ∅. We set n = min{I (1), . . . , I(l)} and
Then, I (i) = 0 for some i with 1 ≤ i ≤ l and
Therefore, since f : Q → P is integral, there are q 1 , q 2 ∈ Q and T ∈ N r such that Next let us consider a general case. We define T ∈ N r by T (i) = min{I(i), J(i)}, and we set I = I − T and 
Moreover, we set T = I − n∆ l and T = I − n ∆ l . Then
Thus, by (2), T + J + nB = T + J + n B and q + nq 0 = q + n q 0 . In particular,
The converse of the above remark holds under a kind of assumptions of P . 
-module via the canonical homomorphism Q → {0}) at the origin and m the maximal ideal of R. We assume the following: 
Proof. Let us consider a natural homomorphism
Since f : Q → P is integral, the system of congruence relations of H is generated by
Then, the kernel of φ is generated by
where β is given by
which says us that r = dim R + 1. Since R is reduced, Ker(φ) = Ker(φ). Thus, we have a decomposition Claim 2.4.1. There is λ ∈ Λ with q λ = 0.
We assume the contrary. Let N be a submonoid of P generated by p i 's. Let us see that
Since f : Q → P is integral, there are q 1 , q 2 ∈ Q and n ∈ N such that n = f (q 1 ) + n , n = f (q 2 ) + n and q + q 1 = q + q 2 . Here q λ = 0 for all λ ∈ Λ. We can see q 1 = q 2 = 0. Thus, n = n = n and q = q . This observation shows us that P = Q × N , which contradicts to our assumption.
By the above claim, Ker(φ) contains an element of the form X I λ . Note that f is a factor of X I λ , R is reduced and R contains l minimal primes. Thus, after renumbering p 1 , . . . , p r , we can set
Next we claim the following:
We assume that there is λ ∈ Λ with q λ = 0. Then,
By the above claim, we can see that N is isomorphic to N r . Moreover, Ker(φ) is generated by X
Finally, let us consider a relation
Local structure theorem on a semistable variety
The purpose of this section is to prove the following local structure theorem of a smooth log structure on a semistable variety. Theorem 3.1. Let k be an algebraically closed field and M k a fine log structure of Spec(k). Let X be semistable varieties over k and M X a fine log structures of X. We assume that (X, M X ) is log smooth and integral over (Spec(k) 
Then, after renumbering p 1 , . . . , p r , the isomorphism In particular, if M X is saturated, then, for all x ∈ X, P is a monoid of semistable type over Q.
In order to prove the above theorem, we need several preparations. First, let us consider a log smooth monoid on a smooth variety. 
Proposition 3.2. Let k be a field and f : Q → P an integral homomorphism of fine and sharp monoids (note that Q might be {0}). Let R be the completion of
Proof. First of all, note that R is regular. Let p 1 , . . . , p r be all irreducible elements of P which are not lying in f (Q). Then, we have a homomorphism g :
Thus, we get h : Q × N r → P as in the statement of our proposition. Clearly, h is surjective. Then, since f : Q → P is integral, the congruence relation is generated by a system
is generated by
where β is given by 
Thus, dim k m/m 2 = r. On the other hand, if we have a congruence relation, then K = {0}. Thus, dim R < r. Therefore, K = {0}, which means that h is injective.
2
In order to proceed with our arguments, let us see elementary facts of the ring 
The image of X I in R is denoted by x I . Then, we have the following: Proof. (1) Clearly X i and X I0 − X J0 are coprime. We assume that
, which means that g = 0 in R.
Then, we have
. Thus, we get (2). Proof. First of all, it is well known that if σ is a finitely generated cone in Q n with σ ∩ −σ = {0}, then there is an isomorphism φ :
Let us go back to the proof of Proposition 3.3. Let N be the monoid arising from monomials of
). By the above lemma, it is sufficient to show that N gr has no torsion. We assume the contrary, that is, x S /x T n = 1 and x S /x T = 1, where Supp(S) ∩ Supp(T ) = ∅ and n > 1. Then, T /x S , we may assume that b = 0 and a = 0. Therefore, we get nS = aI 0 and nT = aJ 0 . Here there are integers t 1 , . . . , t n , t 1 , . . . , t n such that
Hence a = nl for some l ∈ N. Thus, S = lI 0 and T = lJ 0 . Then,
This is a contradiction. 
is the irreducible decomposition of X I0 − X J0 , where ζ is a g-th primitive root of the unity. (5) 
Proof. It is sufficient to show that
is isomorphic to the ring of the type
, then char(k) = 2 and there are i, j ∈ {1, . . . , n} such that i = j and
Proof. We set g = gcm(gcm(I 0 ), gcm(J 0 )), I 0 = gI 0 and J 0 = gJ 0 . Then, by the above corollary,
is the irreducible decomposition of X I0 − X J0 , where ζ is a g-th primitive root of the unity.
If deg(J 0 ) ≥ 2, then dim k V = 1. This contradict to the fact l ≥ 2. Thus, deg(J 0 ) = 1, so that X J 0 = X j for some j. In this case, dim k V ≤ 2. Therefore, (1) The kernel of φ is generated by an element of the form 
Proof. (1) Let us consider all relations
in N , where I λ , J λ ∈ N r and Supp(I λ ) ∩ Supp(J λ ) = ∅ for all λ. Then, the kernel of φ is generated by
Then, in the same way as in the proof of Proposition 2.4, there is
with Ker(φ) = (f ). We set
Thus, there is λ ∈ Λ such that u λ is a unit. Hence we get (1).
(2) By using (4) 
2
Let us start the proof of Theorem 3.1. This is a consequence of all results in §2 and §3. Indeed, if x ∈ Sing(X), then our assertion holds by Proposition 3.2. Thus, we may assume that x ∈ Sing(X).
We assume that Q → P split, so that P Q × N for some N . Then, Lemma 3.4 . This is a contradiction. Therefore, if P gr is torsion free, then Q → P does not split.
If Q → P does not split, then we get our assertion by Proposition 2.4. 
Rigidity of log morphisms
In this section, we consider a uniqueness problem of a log morphism for the fixed scheme morphism, which is one of main results of this paper. 
Proof. This is a local question. Let us take a fine and sharp monoid Q with
Let x be a closed point of X and y = f (x). Let us chooseétale local neighborhoods U and V at x and y respectively with f (U ) ⊆ V . Moreover, shrinking U and V enough, by Corollary 1.5, we may assume that there are good charts 
Here α and α are the canonical homomorphism. By abuse of notation, α ·π and α ·π are also denoted by α and α . Then,
First we claim the following:
, where p 1 , . . . , p r are all irreducible elements of P not lying in f (Q). Let us consider the above commutative diagram. Then, Next we claim
Let us consider homomorphisms
. Here, h and h are homomorphisms over M k . Thus the following diagrams are commutative.
Thus,
In the same way, we have H (f (q), 1) = (f (q), γ(q) · φ * (γ (q)) −1 ). Thus, we get our claim.
From now on, we consider the following four cases: (A) f : Q → P splits and f : Q → P splits. 
for each j, there is a unique i with φ(U j ) ⊆ V i . We denote this i by σ(j). Note that we have a map σ : {1, . . . , l} → {1, . . . , l }. In the following, we give p 1 , . . . , p r ∈ P (resp. p 1 , . . . , p r ∈ P ) for each case (A), (B), (C) and (D) such that P (resp. P ) is generated by f (Q) and p 1 , . . . , p r (resp. f (Q ) and p 1 , . . . , p r ) . The last claim is the following:
For this purpose, we fix common notation for all cases. We denote α(p j , 1) by x j and α (p i , 1) by y i . Here we set
Let us begin with Case A.
(Case A): In this case, there are submonoids N and N of P and P respectively such that P = f (Q) × N and P = f (Q) × N . Let p 1 , . . . , p r (resp. p 1 , . . . , p r ) be all irreducible elements of N (resp. N ). By Theorem 3.1,
aroundȳ. Thus,
for all j. In particular, q i = q i = 0 for all i = 1, . . . , r . Therefore, aroundȳ. Thus
for all j. In particular, q i = q i = 0 and I i (j) = I i (j) = 0 for j = 1, . . . , l. Further since O Uj ,x is a UFD, we can see that
(Case C): There is a submonoid N of P such that P = f (Q) × N . 
First, we consider the case where
Therefore, in the same way as in Case A, we can see
for all i = s. On the other hand, we have the relation we have H(p s , 1) = H (p s , 1) . Hence, we may assume that #(σ ({1, · · · , l}) ) ≥ 2. In this case, we can conclude that q i = q i = 0 for all i. Therefore, in the same way as in Case A, we can see , l, p 1 , . . . , p r , q 0 , b l+1 , . . . , b r ) and (r , l , p 1 , . . . , p r , q 0 , b l +1 , . . . , b r ) over Q. Renumbering U 1 , . . . , U l and V 1 , . . . , V l , we may assume that U j is defined by x j = 0 and V i is defined by y i = 0. Note that
Gathering the above observations, we get the following: For all i = 1, · · · , r and j = 1, . . . , l with i = σ(j),
Let us see that for all i > l ,
Note that if i > l , then i = σ(j) for all j = 1, . . . , l. Thus, we get q i = q i = 0 and
Moreover, for all j = 1. . . . , l and i = s,
On the other hand, we have the relation
Hence, we may assume that #(σ({1, · · · , l})) ≥ 2. In this case, we can conclude that
Thus, considering the O × X,x -factor, we find
Moreover, if we set 
is injective. Then, u i0 = 1. Therefore, we may assume that
n , the support with respect to Λ is given by
For a subset S of Λ, let Γ S be the set of formal sums of monomials X
Moreover, the natural map S Λ Γ S → R is an isomorphism as k-vector spaces. We denote the image of
Thus, f i,∅ = 1 and f i,S = 0 for all S = ∅ with j ∈ S. Therefore, if we set
we can write
Since S i ∪ S i = Λ (i = i ), for S ∈ ∆ i and S ∈ ∆ i with i = i , we can easily see (1) S ∪ S = Λ and (2) S = S . Thus, using the above (1), we obtain
Moreover, using the above (2), we can find f i,S = 0. Thus, we get u i = 1 for all i. 2 
Moreover, we consider a homomorphism
. Then, it is easy to see that the following diagrams are commutative:
On the other hand, we have infinitely many choices of a 0 and b 0 .
Log differential sheaves on a semistable variety
Here, let us consider a log differential module on a semistable variety.
Proposition 5.1. Let k be an algebraically closed field and M k a fine log structure of Spec(k). Let X be a semistable variety over k and M X a fine log structure of X. We assume that (X, M X ) is log smooth and integral over (Spec(k), M k ). Let ν : X → X be the normalization of X and M e X the underlining log structure of
see Conventions and terminology 7). Then,
Proof. First of all, there is a fine and sharp monoid Q with
Here we consider three cases:
is a singular point of X and f : Q → P splits. (C) ν(x) is a singular point of X and f : Q → P does not split.
is log smooth at x.
(Case A): In this case, ν(x) = x. Then, by Theorem 3.1, P = f (Q) × N r . Let e i be the i-th standard basis of N r and 
Changing the sign of π P (T 2 ), we may assume that X at x is the component corresponding to , l, p 1 , . . . , p r , q 0 , c l+1 , . . . , c r ) over Q. Then, we have
isétale. We denote α(π P (p i )) by t i for i = 1, . . . , r. Renumbering p 1 , . . . , p r , we may assume that the component X at x is given by t 1 = 0. Note that h(T i ) = t i for i = 1, . . . , r. Thus, M e X,x is generated by t 2 , . . . , t r and O × X,x , and t 2 , . . . , t r form a part of local parameters of O e X,x . Hence, we get our assertion.
. The existence of b is obvious, so that we consider only the uniqueness of b. We use the same notation as in Claim 5.1.1 for each case. x and a 1 , . . . , a r ∈ N) . In order to see the uniqueness of b, 
and a 2 , . . . , a r ∈ N). Moreover,
). Then, b 2 and (b 3 , . . . , b r ) = (a 3 , . . . , a r ) .
and a 2 , . . . , a r ∈ N). Let us see
By Claim 5.1.2, there is a natural homomorphism
Moreover, we have a natural homomorphism
Claim 5.1.3. γ and γ are isomorphisms.
(Case A): In this case, γ is an isomorphism around x. We set
. . , r and γ(dt j ) = dt j for j = r + 1, . . . , n. Thus, γ is an isomorphism around x.
(Case B): We set t j = h(T j ) for j = r + 1, . . . , n + 1. Then,
. . , r and γ(dt j ) = dt j for j = r + 1, . . . , n + 1. Let N be the submonoid of N generated byT 2 , . . . ,T r . Then, we can see that
, then the natural homomorphism
is an isomorphism because char(k) = 2. Moreover, M is log smooth over
Thus, γ is an isomorphism. On the other hand, we can choose
Thus, γ is also an isomorphism.
(Case C): We set t j = h(T j ) for j = r + 1, . . . , n + 1. Then,
forms a basis of Ω
. . , r and γ(dt j ) = dt j for j = r + 1, . . . , n + 1. Let P be the submonoid of P generated by f (Q) and p 2 , . . . , p r . Then, since
, then the natural homomorphism Ω
is an isomorphism. Moreover,
Thus, γ is an isomorphism. On the other hand,
Thus, γ is also an isomorphism. ( 
(1) Let Z be the closure of Φ(U ) and p : Z → T the projection induced by Y × k T → T . Since Z is proper over T , it is well know that the function T → Z given by t → dim Z t is upper semicontinuous. Moreover, dim Z t ≤ dim Y and the equality hold if and only if Z t = Y . Thus, we get (1).
(2) By virtue of (1), we may assume that Φ| X×{t} is dominant for all t ∈ T . In this case, we need to prove that it is open. Then, this can be easily checked by Lemma 6.1.2 and the following fact: Let L be a finitely generated field over a
and the equality holds if and only if L is separable over K.
(3) First we assume that T is normal. We may assume that U is maximal.
Here we set
, which proves our assertion by Chevalley's lemma.
Next we consider a general case. Let π : T → T be the normalization of T . Then,
Thus, we get (3).
Since W is proper over T , it is well known that the function T 1 → Z given by t → dim W t is upper semicontinuous. Moreover, dim W t ≤ dim X and the equality hold if and only if W t = X. Thus, we obtain (4). 
Then, the function given by
is lower semi-continuous, where
Proof. Clearly we may assume that I = {0}. Considering minors of the matrix A(X 1 , . . . , X r ), it is sufficient to see the following claim:
is closed.
Replacing K by a field generated by coefficients of f 1 , . . . , f l over k, we may assume that K is finitely generated over k. Since k is algebraically closed, K is separated over k. Thus, there are T 1 , . . . , T s of K such that T 1 , . . . , T s are algebraically independent over k and K is a finite separable extension over k (T 1 , . . . , T s ) . By taking the Galois closure of K over k (T 1 , . . . , T s ) , we may assume that K is a Galois extension over k(T 1 , . . . , T s (T 1 , . . . , T s ) ), we denote I σ(a I )X I by f σ . Here, we set
. . , x r ). By the above observation, we may assume that
We set
Therefore, we get the claim. 
Y be a dominant rational map over k. Let X φ be the maximal open set of X over which φ is defined. We also assume that there is a non-trivial homomorphism θ :
we have a sequence of homomorphisms
We denote the composition of the above homomorphisms by
Then, we have the following.
Then, the rank of L is one and the rational map
Proof. Considering the following commutative diagram:
we can see that θ gives rise to an isomorphism
Moreover, the rational map
is nothing more than the composition of rational maps
2
From now on, we assume that H is very big, that is, the morphism
is a birational morphism. Let C be a subset of Rat k (X, Y ) (the set of all rational maps of X into Y over k). We assume that for all φ ∈ C, (1) φ is a dominant rational map, and (2) we can attach a non-trivial homomorphism θ φ : φ * (H) → E| X φ to φ, where X φ is the maximal Zariski open set of X over which φ is defined. As before, we have an homomorphism
We denote the class of
Proof. By our assumption, there is a ∈ k × with aβ(φ) = β(ψ). Hence, we have the following commutative diagram: (ψ, θ ψ ) ). Then, the above diagram gives rise to a commutative diagram 
Here we have a homomorphism
We claim that the natural homomorphism f * (p
. Hence we get a homomorphism
Here, T is proper and irreducible. Hence, there is
Thus, by Lemma 6.2.2, there is φ ∈ C such that Φ t = φ for all t ∈ T 0 . Therefore, we get our proposition. 2 Finally, let us see the following proposition.
Proof. We set P = P(Hom
which gives rise to a universal homomorphism
that is, for all t ∈ P , the class of
in P coincides with t, where κ(t) is the residue field of O P at t. Here we consider the composition of homomorphisms
Then, by (5) of Proposition 6.1.1, if T 1 is the set of all t ∈ P such that the image of h t is of rank 1, then T 1 is closed. Let L be the image of
Then, we have the surjective homomorphism
Thus, we get a relative rational map
over T 1 (cf. Conventions and terminology 8). Let Y 1 be the closure of the image of φ |H| (Y ). By (4) of Proposition 6.1.1, the set
is closed. Hence we obtain a relative rational map
which gives rise to a relative rational map
By our construction, this rational map has the following properties: For all t ∈ T , let β t : H 0 (Y, H) → H 0 (X, E) be the homomorphism modulo k × corresponding to t ∈ P , and L t the image of
Here, the rank of L t is one. Thus, we have a rational map φ t :
and the following diagram is commutative:
Therefore, by Lemma 6.2.1, Φ :
Finiteness theorem over the trivial log structure
Let k be an algebraically closed field and let X and Y be proper normal algebraic varieties over k. Let D X and D Y be reduced divisors on X and Y respectively. Let M X and M Y be fine log structures of X and Y respectively such that
We assume that (X, M X ) and (Y, M Y ) are log smooth over (Spec(k), k × ). Note that if X is smooth over k, then the log smoothness of
Therefore, we get our lemma by Proposition 6.2.3. 2
Let us go back to the proof of Theorem 7.1. If φ ∈ SDRat((X, M X ), (Y, M Y )), then we have the non-trivial homomorphism
Thus, by Proposition 6.2.4, there is a closed subset T of
and a relative rational map Φ :
Note that γ is injective by Lemma 6.2.2. Let T 1 be the set of all t ∈ T such that Φ| X×{t} is separably dominant and Φ|
Then, by Proposition 6.1.1, T 1 is constructible. Let T 2 be the Zariski closure of T 1 . If dim T 2 = 0, then we have done, so that we assume that dim T 2 > 0. Then, there is a proper smooth curve C and π : C → T 2 such that the generic point of C goes to T 1 via π. Moreover, we have a rational map Ψ :
there is an open set C 0 of C such that for all t ∈ C 0 , Ψ| X× k C0 is separably dominant and Ψ|
Thus, by Lemma 7.2, there is a rational map ψ : X Y with Ψ = ψ × id. We choose x 1 , x 2 ∈ C with π(x 1 ) = π(x 2 ) and π(x 1 ), π(x 2 ) ∈ T 1 . Then, we have φ 1 , φ 2 ∈ SDRat((X, M X ), (Y, M Y )) with γ(φ 1 ) = π(x 1 ) and γ(φ 2 ) = π(x 2 ). Since γ is injective, φ 1 = φ 2 . On the other hand, ψ = Ψ| X× k {xi} = Φ| X× k {π(xi)} = φ i for each i. This is a contradiction. 2
The proof of the finiteness theorem
In this section, let us consider the proof of the finiteness theorem in general. Proposition A.1. Let P be a fine and sharp monoid. Then, P is generated by irreducible elements and there are finitely many irreducible elements of P .
Proof. In this proof, the binary operation of P is written by product. We define a vector subspace M of Q[P ] to be
Qx.
Here we claim M is a maximal ideal of Q[P ]. For x ∈ P and x ∈ P \ {1}, we have x · x ∈ P \ {1} because P is sharp. This shows us that M is an ideal. Moreover,
Q. Thus, we get the claim. We set R = Q[P ] M (the localization at M ) and m = M Q[P ] M . Note that n≥0 m n = {0} because R is a noetherian local ring. Moreover, since P is integral, the natural map P → R is injective and x = 0 in R for all x ∈ P .
For x ∈ P , we define deg(x) to be deg(x) = max{n ∈ N | x ∈ m n }. We would like to show Σ = ∅. We assume the contrary. Let us choose x ∈ Σ such that deg(x) is minimal in {deg(y) | y ∈ Σ}. Then, x is not irreducible, so that we have a decomposition x = y · z (y = 1 and z = 1). Then, deg(x) ≥ deg(y) + deg(z), deg(y) = 0 and deg(z) = 0. Thus, deg(y), deg(z) < deg(x), which implies y, z ∈ Σ. Therefore, y and z are decomposable by irreducible elements. Thus, so does x. This is a contradiction. Next, let us see that we have only finitely many irreducible elements. Since P is finitely generated, there is a surjective homomorphism h : N n → P . Let p be an irreducible element of P . Let us choose I ∈ N n such that h(I) = p and deg(I) is minimal in {deg(J) | h(J) = p}. Here we claim that I is irreducible in N n . We suppose I = I + I (I = 0 and I = 0). Then, h(I ) · h(I ) = p. Here p is irreducible. Thus, either h(I ) = 1 or h(I ) = 1, which means that either h(I ) = p or h(I ) = p. This is a contradiction because deg(I ), deg(I ) < deg(I). Therefore, I is irreducible. Note that an irreducible element of N n has a form (0, . . . , 1, . . . , 0). Hence, we have only finitely many irreducible elements.
Finally, let us consider two propositions concerning the existence of a good chart of a smooth log morphism (cf. [6] ). given by d log(a) → a⊗1 as in [3, (3.13) ]. This is nothing more than (β·α 
