Deriving the critical density (which is equivalent to deriving the critical radius or power) to achieve coverage and/or connectivity for random deployments is a fundamental problem in the area of wireless networks. The probabilistic conditions normally derived, however, have limited appeal among practitioners because they are often asymptotic, i.e., they only make high probability guarantees in the limit of large system sizes. Such conditions are not very useful in practice since deployment regions are always finite. Another major limitation of most existing work on coverage and connectivity is their focus on thick deployment regions (such as a square or a disk). There is no existing work (including traditional percolation theory) that derives critical densities for thin strips (or annuli).
INTRODUCTION
Deploying sensors deterministically is an expensive undertaking in terms of time, effort, and money. As the cost of wireless sensors continues to fall, the expense of deterministic deployment may become prohibitive (when compared with the cost of sensors), making random deployment a compelling alternative. When deploying sensors in inaccessible terrain (e.g., forests, mountains, enemy regions), deterministic deployment may not even be an option. Even when sensors have been deployed deterministically, significant errors in deployment, movement of sensors after deployment due to wind, unanticipated failure of sensors, or probabilistic activation of sensors, may all make the distribution of sensor locations close to a Poisson process as shown in [15] . For these and other reasons, the Poisson process is used in the majority of analytical work on coverage and connectivity in both wireless ad hoc and sensor networks [2, 7, 8, 9, 12, 13, 14, 15, 17, 18, 19, 21, 23, 24, 26] . Random deployment is also the model of choice in simulations when studying the performance of topology control and other algorithms [6, 16, 22, 25] .
Deriving the critical density (which is equivalent to deriving the critical power or radius) needed to achieve coverage and/or connectivity is a fundamental problem. It can be used to predict the behavior of a network with regard to coverage and/or connectivity. At a density lower than critical, with high probability, the network does not provide coverage (and/or connectivity), and, at a density higher than critical, with high probability, the network does provide coverage; hence, the term critical. Such conditions, however, are asymptotic in nature.
Since deployment regions are always finite in real life, such conditions are not too useful in practice.
Another major limitation of most existing work is that they limit themselves to thick deployment regions such as disks and squares. These results are not applicable to thin strips. The fact that percolation does not occur for thin regions is often cited as a primary reason for avoiding thin strips [8] . The results that do consider rectangles place a lower bound on the width to length ratio [19] . When sensors are deployed in thin strips, such as when deploying along international borders to detect intrusion, or around forests to detect fire, no existing work can be used to derive the density of sensors needed for achieving coverage and/or connectivity.
If the goal of deploying sensors is to detect moving objects and phenomena (which is often the case in thin strip deployments), then the model of barrier coverage [14] may be a more appropriate model than full coverage, which is the focus of all existing work except [14] . Barrier coverage ensures that no moving object or phenomenon can cross the barrier of sensors without being detected, whereas fullcoverage ensures that every point in the deployment region is covered. Further, when sensors are deployed for barrier coverage, achieving s-t connectivity, which ensures that a connected path exists between the two far ends of a thin strip, may be more appropriate than achieving full connectivity, which requires that every sensor be connected to every other sensor. The fact that some sensors may not be connected to the base station does not compromise the barrier coverage guarantee; all events can still be detected and communicated to the base station(s) even if the base station(s) is located at a far end.
The problems of deriving densities needed for achieving barrier coverage and/or s-t connectivity in thin strips (even asymptotic conditions) are open [14] . In addition, no existing work can be used to provide reliable density estimates for achieving full coverage and full connectivity in thin strips even though these models have been extensively studied for thick regions.
In this paper, we derive reliable estimates for the density needed to achieve coverage and connectivity in thin strips for all four models of coverage and connectivity. We develop a novel definition of break (a disruption in connectivity) that is critical in solving the problems of barrier coverage, s-t connectivity, and full connectivity in thin strips, all three of which are harder than full coverage. We use of the concept of covering boundary intersection points [11] in deriving a density estimate for full coverage. Our derivation is much simpler, yet far more accurate than any existing work.
As far as is possible, we avoid taking limits (which is pervasive in existing work) in all our derivations to come up with reliable estimates. We demonstrate the accuracy of our estimates for finite regions through extensive simulations. We intentionally use small regions in our simulations to show that, unlike existing work, the system size does not need to be large for our estimates to be accurate. Consequently, our estimates can be readily used in real-life deployments (including small regions such as perimeters of secure facilities) for determining the density of sensors needed, thus bridging the long-standing gap between theory and practice in the area of coverage and connectivity. Organization: Section 2 describes the model and problem formulations. Section 3 presents our key results, main contributions, and some more related work. Section 4 presents our novel definition of breaks which makes it possible to derive reliable density estimates for coverage and connectivity in thin strips. We also establish in this section that break occurrence approximately follows a Poisson distribution. Section 5 describes heuristics that can be used to guess the density estimates. Section 6 presents the derivation of the break intensity expected in a thin strip. Once the break intensity is known, the density needed to achieve barrier coverage (or s-t connectivity) with a desired probability can be readily derived using the properties of the Poisson process. Simulation results, which show the reliability of our estimates, appear in Section 7. Sections 8 and 9 present derivations of reliable density estimates for full connectivity and full coverage. Section 10 concludes the paper and mentions some future work. Due to space limitations, we do not include full proofs of our results here. For more detailed proofs see [1] .
MODEL AND PROBLEM DEFINITIONS
Consider an infinite strip S h = R × [0, h] of width (or height) h. We place sensors inside this strip randomly according to a Poisson process P of intensity λ > 0. Thus for any region A ⊆ R 2 , the number of sensors in A is given by a Poisson variable of mean λ|A ∩ S h |, where |A ∩ S h | is the area of the region A ∩ S h . Moreover, the number of sensors in A is independent of the number of sensors in any disjoint region. We shall assume that each sensor has the ability to detect intruders within a certain distance rs, and transmit information to other sensors within a (possibly unrelated) distance rt. We note that for a given sampling frequency of sensors, and a given startup latency, a sensing range exists such that all events of interest within this sensing region are detected by this sensor with very high probability.
Construct an infinite random geometric graph G h,r,λ with vertex set given by the set of sensors P, by joining every sensor to every other sensor that is strictly within (Euclidean) distance r ∈ {2rs, rt}. , and with two extra sensors s and t, where s is joined to all sensors of P within distance r 2 of the line x = a and t is joined to all sensors of P within distance r 2 of the line x = b (see Figure 1) . Such a graph is called a Coverage Graph in [14] . We use G h,r,λ (a, b) to address two problems.
The first is barrier coverage [14] . We wish to detect moving objects or phenomena (such as intruders) crossing the strip, so we wish to know if there is a path contained within the region [a, b] × [0, h] from the top to the bottom of the strip which does not pass within a distance of r 2 = rs of any sensor. We call such a path a separating path. It is clear that if such a path exists, then this path disconnects the graph G h,r,λ (a, b), since no point to the left of the path is within distance r of a point to the right of the path. The converse however is not true. There may be many small components of G h,r,λ (a, b) which do not result in such a path. However, if no separating path exists in [a, b] 
, there is a path from s to t in the graph G h,r,λ (a, b) (see Figure 1) .
The second problem is to determine whether the sensors that provide barrier coverage can relay information along the strip. Suppose that every sensor within rt 2 of the line x = a, say, can relay information to a base station. Then it is enough that G h,r,λ (a, b) is s-t connected where r = min{ rs 2 , rt}. Indeed, the sensors along any s-t path in the graph G h,r,λ (a, b) give barrier coverage, and one can relay information along this path. On the other hand, if G h,r,λ (a, b) is not s-t connected, then either r = rs 2 and there is no barrier coverage, or r = rt, and there is no communication path from s to t using any of the sensors. Note that even if G h,r,λ (a, b) is s-t connected, there may be many small components of the network that cannot communicate far along the strip (see Figure 1 and Figure 2) , however, for the purposes of detecting movements, these small components are not important, since removing these sensors would not allow any moving object (or phenomena) to cross undetected.
If, on the other hand, each point in R = [a, b] × [0, h] is covered by at least one sensor, then the region R is said to be fully covered, and if the vertices of G h,rt,λ that lie in R form a single connected component, then the network in R is said to be fully connected.
Although it is sufficient to ensure barrier coverage and s-t connectivity when the goal of sensor deployment is to detect movements, other applications (such as fine-grained tracking) may need full coverage and/or full connectivity, which are stronger guarantees than barrier coverage and s-t connectivity. We, therefore, derive reliable density estimates for all four models of coverage and connectivity.
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SUMMARY OF OUR CONTRIBUTIONS

Key Results
In this section, we briefly summarize our key results. First, we derive a closed form approximation for the break intensity expected in a strip deployment region (see Theorem 9, as well as (12) and (11)). Break intensity, which we define formally in Section 4, informally denotes how frequently we expect to encounter a loss in s-t connectivity as we traverse the length of the strip. We show that the breaks occur with an approximately Poisson distribution. Thus denoting the break intensity by I h,r,λ ,
provided I h,r,λ 1. As we show in Section 2, the problems of barrier coverage and s-t connectivity are equivalent to determining whether G h,r,λ (0, ) is s-t connected. Hence, this relation holds for both barrier coverage and s-t connectivity.
Second, we derive a closed form approximation for the probability that the network is not fully connected (see (13) and (14)) in a thin strip. Finally, we derive a closed form approximation for full coverage in thin strips (see (15) and (17)).
We show in simulations that all of our estimates are almost identical to those observed in experiments even for small strips.
Comparing the estimates for the three models (since barrier coverage is equivalent to s-t connectivity), we find that for a long thin strip ( h, r and λr 2 1), the probability of failure of barrier coverage is about the same as for full connectivity when h < π 2 r, but much less than for full connectivity when h > π 2 r. Moreover, the probability of failure of full coverage is always much larger than for barrier coverage, or full connectivity (compare Figure 13 
Our Contributions and Related Work
Our main contributions in this paper are as follows. First, ours is the first work to derive reliable density estimates for achieving barrier coverage and s-t connectivity in thin strips. This had been an open problem. We also settle the conjecture made in [14] in the negative, i.e., the conditions for weak barrier coverage derived in [14] are not enough to guarantee barrier coverage. See the lowermost dotted curve in Figure 9 , which represents the probability of weak barrier coverage. The top curves in this figure represent the actual probability of barrier coverage and our estimates (which are almost indistinguishable).
Second, ours is also the first work to derive reliable density estimates for full connectivity in thin strips. As we discuss in more detail in Section 8, previous techniques [18] cannot be used in thin strips. This is because in thick regions, the probability that a small component exists is much larger than the probability that two or more large components exist, and hence the latter event is ignored. For thin strips, both events are significant and hence both must be estimated. Again, it is our novel definition of breaks that enables us to estimate the probability of the existence of two or more larger components.
Finally, ours is also the first work to derive reliable estimate for achieving full coverage in a thin strip region. As we show in Section 9, the effect of the boundary dominates in not only thin strip regions but also in thick deployment regions such as disks or squares. Although this behavior has been observed earlier for the square region in [23] , no work on full coverage currently exists for thin strips. Further, our estimates are much more accurate since they are not asymptotic, unlike most existing work.
In summary, our work makes it possible, for the first time, to derive reliable density estimates for achieving coverage and connectivity in thin strips.
BREAKS
In this section, we define breaks, which is central to solving the coverage and connectivity problems in thin strips. We model s-t connectivity in G h,r,λ (a, b) by first considering the infinite graph G h,r,λ . Since there almost surely are separating paths somewhere along the infinite strip, our answers are in the form of estimating the frequency I h,r,λ of these "breaks". In other words, if b − a is large (as compared with r or h), then the expected number of breaks in
error due to end effects near x = a and x = b). In practical applications, we are interested in the probability of a break occurring, or in the probability distribution of the number of breaks. We define the notion of a break below so as to make breaks "almost independent". This will imply that the number of breaks in G h,r,λ (a, b) is given approximately by a Poisson variable of mean (b − a)I h,r,λ , and in particular, the probability that no break occurs is about exp(−(b−a)I h,r,λ ).
The definition of a break is more tricky than it might appear at first. For example, in Figure 2 , should the two separating paths be considered as defining the same break, or two different breaks? Since there may be several small connected "islands" in the break, one may be able to construct very many separating paths; indeed, infinitely many topologically distinct paths if we do not mind paths crossing themselves. These two paths are also not really independent since the existence of one makes the existence of the other much more likely. If we were to count the paths in Figure 2 as distinct breaks, then the probability distribution of the number of breaks in G h,r,λ (a, b) would be very far from Poisson, and the probability of a break would be much less than the expected number of breaks even when the expected number of breaks is much less than 1. For this reason, we wish to consider the situation in Figure 2 as a single break. There are several suitable definitions of a break, which although different, give the same asymptotic frequencies when h and r are large. The following definition is easy to compute in simulations and is fairly convenient theoretically.
Define a good component to be a (graph) component C of the graph G h,r,λ which contains a sensor strictly within distance
r of the top of S h , and also contains a sensor strictly within distance
r of the bottom of S h . Let t C (resp. b C ) be the positions of the sensors in C closest to the top (resp. bottom) boundary of S h , and let tC (resp. bC ) be the corresponding closest point on the boundary. Thus C is good if and only if the line segments tCt C and bC b C are both less than
r in length. We can order the good components from left to right according to the order of the points tC along the top boundary of S h . The definition of a good component ensures that this agrees with the ordering given by the points bC along the bottom boundary of S h since no good component can "jump" over or under another -this is the significance of the
r margin. To see this, define for each good component C, a path γ 0 C across S h from tC to bC consisting of line segments. The first line segment joins tC to t C , then there are line segments corresponding to a (graph theoretic) path through C to b C , and finally a line segment to bC (see Figure 3) . If the ordering of the points tC was not consistent with the ordering of the points bC , then there would be paths γ 0 C 1 and γ 0 C 2 corresponding to two good components, C1 and C2, that cross. Either an edge of one component would cross an edge of the other, or an edge of one component would cross one of the segments tC t C or bC b C of the other. It is a simple geometric exercise to show that in both cases, one of the points of C1 would be within distance r of one of the points of C2, contradicting the assumption that C1 and C2 are distinct components of the graph G h,r,λ .
Define a break to be the gap between two consecutive good components. In other words, a break is a partition of the set of good components into two classes, those on the left of the break, and those on the right, which is compatible with the left-right ordering of the good components. The following simple topological result indicates that our definition of a break is reasonable. of S. Since S intersects both the top and bottom boundaries of S h , the external boundary path of S crosses S h both on the left and on the right of S. Taking a minimal subpath of this boundary that crosses S h on the right of S gives a suitable separating path corresponding to the break just to the right of C.
Note that translational invariance and long range independence of the model G h,r,λ imply that horizontal translation is an ergodic transformation on the probability space of this model. Thus breaks (or any other event that can be defined in a translational invariant manner) occur almost surely with a well defined frequency along the strip. Write I h,r,λ for the frequency (or intensity) of breaks in G h,r,λ .
We shall now make more precise our claim above about the independence of breaks. For this we first need to make some assumptions about λ, r, and h. Firstly, we note that by scaling all distances by a factor of
). In Sections 4 through 7, we shall therefore make the simplifying assumption that λ = 1 and drop λ from the notation, for example, writing G h,r and I h,r instead of G h,r,1 and I h,r,1 . We note here for future reference that
Next we note that if r is too small then G h,r has very few large components. In this case, good components are rare, but it is easy to find separating paths. Thus for small r, our definition of a break is not very informative. There are few breaks, but the breaks are "wide", so most of the strip lies in some break. Indeed, if r is small then even if we deployed the sensors in the whole plane, the components would typically be small. However, if r is above the critical threshold for the Gilbert model [10] (numerically about 1.1984, [20, 3] ), sensors deployed in the whole plane would give rise to an infinite connected component. In this case, provided h is large, most of S h would be in (or surrounded by) the sensing regions of good components. For our theoretical results, we generally need r to be at least 6, but numerically r only needs to be slightly above 1.1984 for many of our results to be valid. The last assumption is that the product hr is large, since this will ensure that breaks are rare and "thin" (see below).
For any good component C define x + C to be the smallest x-coordinate of any point on any separating path to the right of γ 0 C . This is equivalent to the requirement that the separating path is to the right of C, except in the (generally rare) case when C is not within distance Figure 3) . Now define the width of a good component C to be x
C . If this is positive, then it is also equal to the minimum horizontal distance between separating paths γ + and γ − where γ + corresponds to the break immediately to the right of C, and γ − corresponds to the break immediately to the left of C. Note that the width of a good component may be negative. Define the width of a break between good components C1 and C2 to be x
. This is also the maximum horizontal extent of any separating path γ between C1 and C2 that lies between γ
. Note that when the strip is finite, the separating widths of the good components and the widths of the breaks add up to the total length of the strip.
Lemma 2. Assume r ≥ 6. Then the average width of a break is at most max{5h, 1/h + 2h} and the proportion of good components with width less than w ≥ 0 is at most
It should be noted that due to the ergodicity of the model G h,r,λ , terms such as "average width" and "proportion" are well defined.
Proof. (Sketch) The full details are too long to give here. For further details see [1] . The idea is to tile S h with small a × b rectangles, where h/b is an integer, a ≈ b, and the diameter (a 2 +b 2 ) 1/2 of these rectangles is r 2
. The collection of rectangles intersecting a separating path γ must form a connected region that is devoid of sensors. One can put a lower bound on the size of this region in terms of h and the horizontal extent of γ. One can then bound the number of such possible connected regions of any given size, and bound the probability that such a region is empty. This places a bound on the probability that such a γ exists starting in some fixed rectangle, and hence gives an upper bound on the number of wide breaks. We obtain a lower bound on the total number of breaks by considering empty r × h rectangles, with all h/b of the small a × b rectangles immediately to the left containing a sensor (thus guaranteeing a good component exists immediately to the left of the empty rectangle). Using these two bounds gives a bound on the expected width of a break of 5h provided h ≥ r 2 . If h < r 2 then every sensing region crosses S h , and one can bound the width of a break by X + 2h, where X is an exponential random variable of mean 1/h giving the extra horizontal distance between sensors above the minimum needed to form the break. This gives a bound of 1/h + 2h on the expected width of a break. For the width of a good component, we fix a "leftmost" path γ 0 C and use a similar tiling strategy to estimate the probability that a separating path exists to the right of γ 0 C that gets within horizontal distance w of γ 0 C . For each rectangle at the top of S h , we bound the probability that such a separating path originates there by bounding, as above, the size of the collection of rectangles that must be devoid of sensors, and the number of possible such collections. This probability decays exponentially as the horizontal distance d of the starting rectangle from γ 0 C increases (since the width of the separating path must be at least d − w and this forces an increasing number of empty rectangles as d → ∞). Thus we obtain a finite bound on the probability that any such separating path exists, and hence on the probability that the good component has width < w. Integrating this bound then gives a bound on the expected width of a good component. In all cases, we carefully optimize a and b for different values of h so as to obtain our precise bounds.
As a result of Lemma 2, the breaks are generally small and well separated. Using Theorem 1.21 in [4] and some work one can deduce that the probability distribution of the number of breaks in G h,r (a, b) 
Note that although breaks are defined only for the infinite strip, under the conditions of Lemma 3 breaks are unlikely to intersect the lines x = a or x = b. Hence any ambiguity in "the number of breaks in G h,r (a, b)" caused by breaks overlapping the ends of the strip is unimportant.
For practical purposes one would aim to make the existence of any break very unlikely. In this case one can use the following more precise result.
Lemma 4. If r ≥ 6 and h ≥ 1 then
Proof. If a separating path exists in G h,r (0, ), then [0, ] must intersect one of the intervals [x
] corresponding to the breaks in G h,r . Equivalently, either x
] for some i. The expected number of i's with the first property is I h,r since the asymptotic density of points x + C i equals the density of breaks I h,r . The expected number of i's with the second property is at most 5hI h,r since the expected width of a break is at most 5h (for h ≥ 1) and their density is I h,r . Thus the probability of a separating path in G h,r (0, ) is at most ( + 5h)I h,r .
By Lemma 3, the bound given by Lemma 4 is very close to the truth when h and I h,r 1 (see Figure 9 and Figure 10 ). Indeed, the main error appears to be due to the finite size of a break as compared to the length of the strip causing breaks to overlap the ends of the strip, as suggested by the proof of Lemma 4. 
HEURISTICS
In this section, we introduce some non-rigorous heuristics about the number and type of components in G h,r . The purpose is to provide intuitive methods for estimating the probability of coverage and/or connectivity that do not require extensive derivations, but at the same time provide a fairly accurate first guess. We generally assume r is large, so that in most areas the graph G h,r is highly connected. The main idea is the concept of "excluded area", that is that rare configurations can be described by the absence of sensors within some nice region A. Outside A, the density of points will be assumed to be close to the normal expected density, which will result in a high degree of connectivity.
Given a region A, the probability that it contains no sensors is e −|A| , where |A| is the area of A (assuming λ = 1). We consider the minimal regions A that can force a component, or a break, under the assumptions that there is a reasonable density of sensors outside of A. For example, a break is very likely to be caused by an excluded r × h rectangle across the strip (see Figure 4) . On either side of this rectangle, the components are very likely to be good (for large r), but the region disconnects G h,r . This region is the smallest such region to give a break, so we expect most breaks to be approximately rectangular, and the frequency of breaks I h,r to be about e −hr . (More precisely he −hr , since such a rectangle can be placed after any sensor, and there are about h sensors per unit distance along the strip.) Small components can form near the boundary of S h with an excluded area of Compound breaks (breaks containing homotopically inequivalent separating paths) need an excluded area of at least hr + (
)r 2 > hr (see fourth example in Figure 4) , so at first sight these seem far rarer than simple breaks. Generally this is true, however we need to take care of combinatorial issues -how many ways such breaks can occur. It is possible for compound breaks to be more common than simple breaks if h is extremely large, in particular if 1 r 2 log h. This is because although we lose a factor of e Although we expect most breaks to be vertical excluded rectangles, diagonal breaks are also possible. If the top of the break is displaced by a distance d, the excluded area
. If rd 2 ∼ h this does not impose a large penalty, so we may expect breaks to often deviate by about Ô h/r from vertical. These heuristics tend to be good for large r, however, corrections are needed for the effects of finite r. These corrections tend to make breaks more likely as we shall see in the next section.
ESTIMATING BREAK INTENSITY
Having shown in Section 4 that breaks occur with distribution close to a Poisson process, we now derive the break intensity. Once we have the break intensity, it is a fairly simple matter to either estimate or bound the probability that no breaks exist in a strip of given length (which is equivalent to the strip being barrier covered) using either Lemma 3 or Lemma 4.
We are mainly interested in the case when h is larger than r. To estimate I h,r for large h, we shall reduce it to the case of small h. Thus we shall need to study the small h case in some detail. We count the number of points that are the rightmost point of some good component, since this is equivalent to counting good components, and hence breaks. The ideas used naturally reflect the heuristics of the last section, since if a sensor v is to be the rightmost point of a good component, then there must be an excluded area to the right of v.
r, all components are good, so the probability that a fixed sensor v is the rightmost sensor of a good component is given by the probability that there is no sensor to the right of v that is joined in G h,r to v or to any sensor to the left of v. To calculate this probability, fix v, and place sensors to the left of v according to a Poisson process. Then conditioned on the process to the left of v, the probability that v is the rightmost sensor of a component is e −|A| where A is the region to the right of v that is within distance r of v or any sensor to the left of v. The probability that we are interested in is just E(e −|A| ) where the expectation is over the position of v and the state of the Poisson process to the left of v. The intensity of such sensors, and hence of breaks, is then given by
since the intensity of sensors per unit length of the strip is just h. It remains to calculate E(e −|A| ). The excluded area is the union of a number of disks. We first approximate these areas by parabolic regions, replacing the disk (x − x0) 2 + (y −y0) 2 < r 2 about a sensor (x0, y0) by the parabolic region x−x0 < r−(y−y0) 2 /2r. We then estimate the excluded area as hr − |B|, where B is the shaded region in Figure 5 which lies to the right of all these approximating parabolas and to the left of the vertical line which is at distance r to the right of v. The advantage of this approximation is that the two parameters r and h can be reduced to a single parameter z = hr −1/3 by rescaling the strip by a factor r 1/3 along the x-axis and by a factor r −1/3 along the y-axis. This rescaling leaves the density of the Poisson process and all areas unchanged, but puts the parabolas in the form x = z0 − (y − y0) 2 (Note, throughout this article, log denotes the natural logarithm.) A detailed proof of Lemma 5 is too long to include here, but is given in [1] . The basic idea is to show that ε(z1 +z2)/ε(z1)ε(z2) tends rapidly to some constant (= e −β ) as min{z1, z2} → ∞. To do this, one decomposes the area B for z = z1 + z2 into two pieces, the part above [0, z1] and the part above [z1, z1 + z2] (see Figure 5 ). If y1 (resp. y2) is the height of the lowest vertex on the left (resp. right), then the set of vertices can be written as a union of P1 + (0, y1) and P2 + (z1, y2), where P1 and P2 are corresponding configurations used in the definition of ε(z1) and ε(z2). The area |B| can be calculated as |B1| + |B2| + |R| − |C|, where B1 and B2 are the corresponding areas for z = z1 and z = z2, R is
] depending on whether y2 or y1 is zero, and C is the set of points that are below all the parabolas corresponding to vertices on their own side, but above a parabola corresponding to a vertex on the opposite side. Fixing the configurations P1 and P2, one obtains (after some calculation)
where EP 1 and EP 2 are expectations over the corresponding configurations and x is the distance of the top left point of B2 over the top right point of B1, so that |C| = 0 when x = 0. The integral of e −|C| is O(d1 +d2 +1) where di is the distance to x = z1 of the furthest vertex vi of Pi that defines the parabolic boundary of Bi at some point x ∈ [z1 − 1, z1 + 1]. One can show that when one takes expectations over P1 and P2, the configurations with large di make an insignificant contribution to the expectations and when the vi are not the lowest vertices, the integral does not depend on z1 and z2. From this one can show that for large z1 and z2, ε(z1 + z2) is very close to cz1z2EP 1 EP 2 e |B 1 | e |B 2 | = cε(z1)ε(z2) for some constant c > 0 independent of z1 and z2.
Computer simulations were performed to estimate ε(z) for various values of z (see Figure 6 ). Using these results, the constants in Lemma 5 were estimated as α = 1.12794 ± 0.00001 β = −1.05116 ± 0.00005 (4) (errors are ±1 standard deviation). The o(1) error term in Lemma 5 appears to tend to zero extremely rapidly as z → ∞. Indeed, the approximation ε(z) ≈ e αz+β is within 2% of the correct value when z > 0.85, and for z > 3 the error is insignificant (see Figure 6) .
For small z, one can expand ε(z) as a power series in z. One can show that the only non-zero terms are of the form cz 1+3k . The first few terms are ε(z) = z + We obtain these coefficients via symbolic integration using Mathematica. To extend Theorem 6 to larger h, two additional lemmas are required. The first shows that for h = o(r 2 ), most breaks are "rectangular". Let C be a good component, and let γ b be the rightmost boundary of the excluded area to the right of C, i.e., the boundary of the set of points in S h that are within distance r of some vertex of C. The proof (details given in [1] ) involves a tiling argument similar to that used in Lemma 2, bounding the number of choices for the rectangles meeting the rightmost possible path γ 0 C of C, and the size of the excluded area resulting from each choice.
Lemma 8. If r ≥ 6 and h = h1 + h2, h1, h2 ≥ r, then
where C1 and C2 are positive absolute constants.
Proof. (Sketch) Cut the strip S h horizontally into two strips S h 1 and S h 2 (with S h 1 on the top). If a separating path exists for S h then it also separates S h 1 and S h 2 . For at least half of all breaks in S h , the breaks caused in S h 1 and S h 2 must be within 10h of each other (otherwise the average width of a break in S h would be more than 5h contradicting Lemma 2). The frequency of breaks in S h 1 which can be extended to a break in S h of width at most 10h is bounded by 15hI h 1 ,r I h 2 ,r (adding another 5h to take account of the widths of the breaks in S h 1 and S h 2 ). Thus the total frequency of breaks in S h is at most 30hI h 1 ,r I h 2 ,r . Similarly, for the lower bound, a coincidence of a break in S h 1 and in S h 2 can give rise to a break in S h . Typically however, the relative positions of these breaks must be correct to within O(1/r), but this still gives a lower bound on I h,r of C1r
For more details see [1] .
Theorem 9. For r ≥ 6 and all h > 0,
Proof. (Sketch) Using Lemma 7, the argument used in Theorem 6 can be extended to h = o(r 2 ). For larger h, one uses Lemma 8 to reduce inductively to the case h ∼ r 5/3+ε , the error introduced by the C1r −1 and C2h terms being swamped by the O(hr −5/3 ) error term in the exponent.
Note that even without Theorem 6, Lemma 8 implies that for large, but fixed r, I h,r = e −αr h+O(log h) (6) as h → ∞, where αr is some constant dependent on r. Using Theorem 9 we can identify αr as
where α ≈ 1.12794 is as in Lemma 5.
SIMULATION RESULTS FOR BARRIER COVERAGE
In this section, we provide results of our simulations and compare them with our estimates. Note that we are mostly interested in cases when the probability of achieving barrier coverage is closer to 1 (lower portion of the curves in Figures 7 and 9 , both of which have logarithmic scale for the probability). This event occurs for sufficiently large values of r and h so that the conditions of our theorems are satisfied. The main result is that our estimates are almost indistinguishable from that observed in simulations even for short strips. All our simulations are sufficiently extensive to provide extremely accurate results, for example, the simulations estimating the probability of a break in a short strip were run over ten million times for statistical validity. As discussed in Section 4, we assume that all distances have been scaled by a factor of √ λ so that we may assume λ = 1. Our theoretical results strongly suggest that (6) can be strengthened to
or more generally
where for fixed r the o(1) term tends to zero as h → ∞ and
as r → ∞. This does not quite follow from the above, since we may still have a small O(log h) error term in the exponent. We believe however that this is just an artifact of the proof. Indeed, the log h term in (6) comes from the O(h) bound on the expected width of a break (Lemma 2) used in Lemma 8. In practice, one should use the amount by which the breaks in S h 1 and S h 2 can be moved relative to one another and still form a break in S h . This should be O (1) , and in particular should not depend noticeably on h. Figure 7 plots the logarithm of the frequency of breaks observed in simulation against h for various values of r together with the best fit estimate for the approximating linear function −αrh − βr. The estimated values of αr and βr are listed in Table 1 . We observe that these linear approximations provide an extremely good fit to the simulation data except when r is close to the critical radius for the Gilbert model rc ≈ 1.1984. As mentioned in Section 4, the network becomes highly disconnected in this case, and so the slope αr tends to zero, as r decreases to rc. The simulated values of αr do indeed appear consistent with the theoretical estimate in (7). Using simulations, one can estimate the error terms for αr and βr giving αr ≈ α log r + 1.05116 + 0.27r
Note that the constants 1.12794 and 1.05116 are the constants from Lemma 5, and only the last coefficients (0.20 and 0.27) were estimated from the simulation estimates of αr and βr. From Table 1 one sees that the approximations in (11) are extremely good for r ≥ 3, but get progressively less accurate for smaller values of r. Figure 8 shows the values of this error term obtained from simulations for r ≥ 3 (for r < 3 the error is much larger). Once again, the theoretical result is very close to the results from simulations. Table 1 : Estimates of αr and βr from simulations, together with the approximations given by (11) . Numbers in square brackets indicate approximate 1 standard deviation errors in the last decimal place.
Finally, Figure 9 shows the probability that G h,r,λ (0, ) is not s-t connected in the special case h = 2, r = 1, = 10, with varying λ, together with the estimate 1 − exp(− I h,r,λ ) based on the assumption that breaks occur with an exact Poisson distribution with mean I h,r, . Figure 10 gives a more detailed comparison in this case.
In summary, despite the stated condition that h → ∞ in (8), if r ≥ 3 and z = hr −1/3 ≥ 2, the o(1) term in this equation is infinitesimal (as seen from Figure 8 ), and the break intensity can be well approximated by the following simple expression
where αr and βr are given by (11) . Further, notice that although we required r → ∞ in (10), one can see from Table 1 that the estimates of αr and βr given by (11) are quite accurate for r ≥ 3. To achieve barrier coverage with a reasonably high probability, the values of h and r will generally satisfy these conditions, and therefore as demonstrated in Figure 9 our estimates are quite reliable even for short strips. 
FULL CONNECTIVITY
We now consider full connectivity of the network. Here we deploy the sensors according to a Poisson process in the rectangle R = [0, ] × [0, h] and join two sensors if they are within distance r of each other. We require that the resulting graph G is connected. In [18] this problem was considered for deployment in a square. To bound the probability that the graph is disconnected, one usually bounds (a) the probability that a small component exists, and (b) the probability that (at least) two large components exist. Here "small" typically means diameter O( √ log A) where A = h is the area of the deployment region. In the case of a square (or any "thick" convex region), the probability (b) is much smaller than (a). Moreover, provided we are in a regime where small components are unlikely, (a) is dominated by the occurrence of isolated vertices, i.e., components with just one sensor. For the case of thin strip deployment, (a) is once again dominated by the occurrence of isolated vertices, however the contribution from (b) may also be important. Indeed, large components can occur as the result of a break. Heuristically, we expect small components (or isolated sensors) near the boundary with frequency about e The expected number of isolated sensors in a deployment region R can be calculated exactly since a sensor u is isolated if and only if the region Dr(u) \ {u} is empty, where Dr(u) is the disk of radius r about u. Even conditioned on the existence of u, this occurs with probability exp(−|R ∩ Dr(u)|). Thus the expected number of isolated sensors is
Similarly, the expected number of components of size k is
where the integral is over all configurations of k sensors u1, . . . , u k that form a connected set and the
factor compensates for the fact that permutations of u1, . . . , u k give rise to the same component. Calculating E1 or even E2 may be feasible, however these integrals very quickly become unmanageable. Define E k as for E k , but restrict the integration over u1, . . . , u k to those configurations that form a bad component. In [18] it is shown that
2 ). Indeed, the proof in [18] first estimates the number of small components, assuming that these components do not get close to opposite sides of the region. (Since [18] assumes a large square region, this is automatic.) Then [18] estimates the number of large components. However, the proof relies on the fact that a large component must be surrounded by a large empty region, which is not valid for thin strip regions when these components are close to both sides of the strip. Hence in both cases, the proofs in [18] are valid provided we restrict to counting only bad components. But good components are counted by the intensity of breaks I h,r,λ . Thus
Moreover, using Theorem 1.21 from [4] , one can show that the isolated vertices and breaks are approximately Poisson distributed. Thus the inequality in (13) is close to equality when the right hand side is small compared with 1. Assuming h > 2r, and ignoring effects at the end of the strip (or, by imposing connectivity at the end of the strips as in G h,r,λ (a, b) ), one can calculate E1 explicitly as Approximating this integral and using (13) we obtain
when the right hand side is small compared with 1. Figure 11 shows the probability that the graph is disconnected, together with an estimate formed by adding contributions from I h,r,λ (breaks), E 1 = E1, E 2 , and E 3 (small bad components). In Figure 11 , h = 2 is close, but larger than π 2 r ≈ 1.5, so for large λ, isolated sensors dominate this probability. However, the correction terms to the estimate e −λhr for breaks result in the breaks dominating when λ is small. 
FULL COVERAGE
In this section, we consider full coverage, i.e., we wish the entire rectangle to be covered by some sensing region. ). Following [11] (see also [13] ), we note that R is covered by the sensor regions if and only if all the following conditions hold.
(a) ∂R intersects some circle ∂D(u). Since each of the intersections above consist of at most 8 points, this gives a polynomial time algorithm for determining whether or not a specific set of sensors covers the region R. Compared to using a virtual grid as in [15] , this algorithm is both more efficient and more accurate. We now estimate the contributions from (a), (b), and (c). For (a), failure only occurs if there is no sensor within r 2 of the boundary of the rectangle, so occurs with probability exp(−rP/2 + r 2 ), where P = 2 + 2h is the perimeter of the rectangle. In any practical application, this probability is extremely small. For (b) we estimate the number of uncovered intersections with the boundary. Ignoring the effects of corners for the moment, the number of points within r 2 of the boundary is about λrP/2. There are twice this number of intersection points, each of which is uncovered with probability exp(−λπr 2 /8). Thus we obtain on average λrP exp(−λπr 2 /8) uncovered intersection points. However, if there is one uncovered intersection, then there must be an uncovered interval in ∂R, and hence at least two uncovered intersections. Thus we can bound the probability of an uncovered intersection point by half this number. Hence the probability that (b) fails is at most Figure 12 : Estimating the probability that an internal intersection is uncovered.
Finally we need to consider the case when the boundary of R is covered, but there are uncovered intersections within r 2 of the boundary of R. We count the uncovered intersection points that are the closest such point to the boundary of R. Assume for simplicity that we are far from a corner of R and suppose the uncovered intersection u is the intersection of ∂D(u1) and ∂D(u2), and ui is at distance xi from the boundary. Since the intersection is the closest point to the boundary that is uncovered, u1 and u2 must be on opposite sides of u, and u must be at least 1 2 (x1 + x2) from the boundary itself (see Figure 12 ). Since the area |D(u)∩R| is a convex function of the distance x ∈ [0, . Also, u1 and u2 must be within horizontal distance r of one another for any such intersection to exist. Thus we can bound the probability of such an uncovered point by It can be checked that if u is near a corner, the estimate above is still an overestimate, so once again, in all practical cases P1 dominates the probability that a point is uncovered. Indeed, the probability that the strip is not fully covered is at most The probability that the boundary is covered but the interior is not is also shown (dotted line).
which is very close to P1 in all practical cases. One can show (see [1] ) that uncovered intervals on the boundary ∂R are not strongly correlated, so if P1 is small there are unlikely to be more than one such interval. Hence the expected number of such intervals P1 is close to the probability that one exists. Figure 11 shows the probability that a rectangle is uncovered, together with the estimate based on P1 and the (much smaller) probability that ∂R is covered, but R is not.
CONCLUSIONS AND FUTURE WORK
In this paper, for the first time, we derive reliable density estimates for achieving barrier coverage and s-t connectivity in thin strips. Ours is also the first work to derive reliable density estimates for achieving full coverage and full connectivity. Central to our derivations is a novel definition of breaks (gaps in connectivity). We show, using simulations, that our estimates are very accurate predictions of the actual behavior even for small deployment regions. Such accurate estimates make our results readily usable in practice, bridging the gap between theory and practice.
Since ours is the first work for thin strip regions, there are several interesting problems that remain unaddressed. First, instead of 1-coverage (and 1-connectivity), k-coverage (and k-connectivity) may be needed in real deployments for fault-tolerance and load balancing. Second, the deployment regions may be non-rectangular. Our preliminary results suggest that our estimates are sufficient for non-rectangular regions, as well. But, it needs further investigation. Third, disks are not always the best model for sensing and communication. Other models have been proposed in the literature [5, 27] . Finally, other deployment models such as deterministic deployment on grids that are subject to errors in placement may be more appropriate in certain deployment scenarios. We propose to investigate these and other variations in future.
