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は非常に大きい．マクロな視点で見た場合，インターネットは ISP (Internet Service 
Provider)など独立した主体が管理運用する AS (Autonomous System)が相互接続した
巨大な分散システムと捉えられる．個々の管理主体は通常自分が管理する AS 内しか観


















































のために協力する関係にある一方，異なる ISP(Internet Service Provider)など利害
が競合する関係にもある．そのため，実際には，たとえインターネットの管理とい










































1.3.2  第 3 章の概要 










る共通プラットフォームとしてエージェント組織化システム ARTISTE(Agents' Roles 
and Topological Information management System for agent TEamwork)を実装した． 
実際のインターネットと同等の情報が流通している実験環境上で実装した





















































インターネットをマクロな視点で捉えると大学や ISP (Internet Service Provider)な
8 
どの管理主体が運営するネットワークである AS (Autonomous System)が相互接続さ















ネットワーク管理の流れの概略を図 2-1 に示す． 
 
 
図 2-1 ネットワーク管理の流れ 




特長を表 2-1 に整理する． 
表 2-1 ネットワークの規模による違い 






























AS が，さらに別の AS に経路情報を転送するという AS 間の協調によって実現されて
いる．各 AS における転送作業はそれぞれの AS のポリシーに従って行われており，他
の AS がそれを観測し制御することはできない．そのため，経路情報の伝搬障害が起き
たとしても特定の AS からの観測のみで原因を知ることはできず経路を伝搬した AS が
協調して原因を調査する必要がある．別の例として，高品質の動画など大容量のコンテ
ンツをインターネットで転送する場合，転送経路上の AS の 1 つでも十分な転送速度が
確保できなければ転送の遅延などの問題が発生する．この場合も各 AS では自分以外の
AS のトラフィックの状態を知ることはできないことから，原因となる AS の発見など
問題解決には AS の協調が不可欠である． 
このことを図 2-2 に示す状況を例に用いて説明する． 
 
図 2-2 ネットワーク動作における AS 間の関連 
図中の AS1 は AS2 と AS3 を経由してインターネット全体との通信を行っているも
のとする．このとき，AS1 は自 AS 内部からのトラフィックの増加に対処するため，よ
り回線容量の大きい AS3 経由でのトラフィックを増加させるようにネットワークの構
成を変更したとする．しかし，同時に AS3 は同じく自己の方針に基づき AS1 からのト
ラフィックを回線速度の遅い回線経由でしか外部に流さないようにネットワークの設
定を変更したとする．この場合，元々の AS1 の要求であるトラフィック増加への対処
























る試みについてもすでに多くの提案がなされている  [O.Akashi, A.Terauchi, 
K.Fukuda, T.Hirotsu, M.Maruyama, T.Sugawara, 2005],  [寺内 , ほか , 2004], 
[S.Willmott B.Faltings, 2000], [D.A.Tran, K.A.Hua, S.Sheu, 2003],  [M.Sasabe, 






















































ジ ェ ン ト シ ス テ ム の う ち ，  [O.Akashi, A.Terauchi, K.Fukuda, T.Hirotsu, 
M.Maruyama, T.Sugawara, 2005]で提案されている AS 間経路診断システム
ENCORE を例にしてこの問題について具体的に説明する． 







例えば，図左に示すように，AS1 上のエージェント 1 において，タスク実行のため
に他エージェントとの協調が必要になったとする．このとき，エージェント 1 は協調相
手として「自 AS(=AS1)からホップ数 3 以内で接続された AS 上のエージェント」を選










図 2-4 ENCORE における協調エージェントの管理 















マルチエージェントシステムにおける組織化の重要性は  [Wooldridge, 2002]などに
も見られるように，マルチエージェントシステムの研究の初期より指摘されてきた問題
である．このようなエージェントの組織化を支援するシステムの代表的なものは 









他方，ネットワーク管理を行うマルチエージェントシステムの分野では [今野, 吉村, 















ティング[S.Willmott B.Faltings, 2000][Willmott Faltings, 1999]，動画配信のための
ト ラ フ ィ ッ ク 制 御  [M.Sasabe, N.Wakamiya, M.Murata, H.Miyahara, 2003] 

































意味が変わることがある．この違いを表 2-2 に示す． 






































合することになる．図 2-5 を用いて説明する． 
 




































れるとは限らない．このことを図 2-6 を用いて説明する． 
 
図 2-6 AS の要求が競合する例 
図中の AS2, AS3 は AS1 など複数の AS(図には記載されていない)と接続することで
インターネットとの接続を確保しているものとする．このとき，AS2 において AS4 へ
のトラフィックが増加したとする．この場合，AS2 ではトラフィックの増加に対応す
るために AS4 への接続を，よりホップ数の短い AS1 経由に変更する．AS1 でもその時
点では(自 AS 内や AS4 との接続設備に余裕があるなどの理由から)，AS2 による経路変
更を受け入れたとする．この状況下で AS3 においても AS2 と同様の AS4 へのトラフ
ィックの増加が起きたとする．この場合，AS3 でもこの状況に対処するために同様の
戦略，すなわち，AS4 向けのトラフィックを AS1 経由に変更しようとする．ところが，
AS1 ではすでに AS2 からのトラフィック増加に対応したために設備的な制約などから








































































[S.Willmott B.Faltings, 2000][Willmott Faltings, 1999]，[M.Sasabe, N.Wakamiya, 

























































いため，複数の AS を跨る広域ネットワークを管理・制御するには AS 管理主体)同士に
よる協調作業が必要である．例えば，インターネットで通信を行うためには経路情報を
適切にネットワーク全体に伝搬させる必要があるが，この経路情報の伝搬は経路情報を
受信した AS が，さらに別の AS に経路情報を転送するという AS 間の協調によって実




量のコンテンツをインターネットで転送する場合，転送経路上の AS の 1 つでも十分な
転送速度が確保できなければ転送の遅延などの問題が発生する．この場合も各 AS では
自分以外の AS のトラフィックの状態を知ることはできないことから，原因となる AS
の発見など問題解決には AS の協調が不可欠である． 
このように，本質的に AS 間の分散協調作業である広域ネットワークの管理の自動化
を単一システムによる集中管理で実現することは不可能であり，分散構造を持つマルチ
エージェントシステム[E.H.Durfee, V.R.Lesser, D.D.Corkill, 1987]を用いたアプロー
26 
チが特に有効であると考えられる．実際にこのアプローチに基づいて多くの提案がなさ
れている[O.Akashi, A.Terauchi, K.Fukuda, T.Hirotsu, M.Maruyama, T.Sugawara, 
2005],  [寺内, ほか, 2004],  [S.Willmott B.Faltings, 2000],  [D.A.Tran, K.A.Hua, 
S.Sheu, 2003],  [M.Sasabe, N.Wakamiya, M.Murata, H.Miyahara, 2003],  




























そこで本稿では， [O.Akashi, A.Terauchi, K.Fukuda, T.Hirotsu, M.Maruyama, 
T.Sugawara, 2005], [ 寺内 , ほか , 2004], [D.A.Tran, K.A.Hua, S.Sheu, 2003], 




織化を支援するエージェント組織化支援システム ARTISTE(Agents' Roles and 



















3.3.1  AS 間経路診断システム ENCORE  







を持つ経路障害に対応するために，ENCORE ではネットワーク上の複数の AS にエー
ジェントを配置して，それらのエージェントが協調して経路情報を相互に観測し，情報
交換することによって経路障害の検知や診断を行っている．ENCORE が診断の対象と
する経路情報の伝搬障害とその診断手順の簡単な事例を図 3-2 で説明する． 
 
図 3-2 ENCORE による経路診断の例 
図中において，ASselfから advertise された経路情報は AS1，AS2あるいは AS3を経




AS1，AS2間の接続の障害なのか AS2自身のフィルタの設定誤りなのか判断できない．  
これに対して，ENCORE を用いた診断では，ASself中のエージェント Rselfが AS1，
AS2 のエージェント R1，R2 と通信し，それぞれの AS において観測された経路情報を
送り返してもらう．その結果，AS1では自分の advertise した経路情報が存在するのに
対し，AS2では AS1の経路情報はあっても自分の経路情報が含まれていないことが分か


















































① クライアントはネットワーク中のキャッシュサーバの 1 つに対してリクエ      
ストを送信する。このとき、キャッシュサーバの選択には DNS redirection など既
存の CDN で用いられている方法を利用することとする。 









































トを 2 者で分担して処理できるようになり、負荷分散が実現できる。 
 














図 3-5 役割の委譲 
③ 交換：委譲手続きの応用であり、自分の役割を他者に委譲してその代わりに他者の
持つ役割の割り当てを受ける手続きである。例えば、あるキャッシュ A がコンテ
ンツ A に対するリクエストを多く処理していているときコンテンツ B に対するリ
クエストが来たものとする。このとき、コンテンツ B に対するリクエストを多く
処理しているキャッシュ B と協調して、コンテンツ A の処理という役割とコンテ




































AS から観測することは許可していないことが多い．そのため，各々の AS に配置され
たエージェントは他の AS で観測できる経路情報やトラフィックを知ることはできず，
自分が配置された AS 周辺のネットワークに関する部分的な情報しか観測できない． 
 
図 3-7 単一のエージェントによるネットワーク情報の収集 
36 
個々のエージェントが部分的なネットワーク情報しか観測できないことを図 3-7 を
用いて説明する．この例では ASyが自分の近傍の AS 間トポロジを取得しようとしてい
るものとする．トポロジの取得には AS 間での経路情報交換に使われる標準プロトコル
である BGP(Border Gateway Protocol) (Rekhter & Li, 1995)でやりとりされる
AS-Path 情報を利用する．AS-Path 情報とは経路情報が転送される際に経由した AS
のリストである．実際のルータ(ASy上にあるものとする)から得られる AS-path 情報の
出力例を以下に示す．  
Address Metric Path 
0x6122  0    ASy AS2 AS1 ASx 
0x6213  0      ASy AS4 AS5 AS6 
.... 
この例では各行が 1 つの経路情報に相当し，Path カラムがその経路の AS-path 情報
である．最初の行の AS-path 情報は，当該経路が ASx によって生成され，AS1,AS2 を
この順番で経由して ASyで受信されたことを示す．このことから，` `ASy-AS2-AS1-ASx''
という AS 間の接続が存在することが分かる．2 行目以降についても同様に各行から AS
間接続情報が得られるため，それらをまとめることで特定の AS から観測した AS 間ト
ポロジを取得できる． 
このとき，ASxから ASyへ経路情報が AS1,AS2を経由して転送されているとすると，
ASyは``ASy -AS2-AS1-ASx ''という Path が形成されていることを知ることができる．さ
らに，ASyは自分と直接接続された AS の存在は分かるので，AS4の存在も把握できる．
































対象のマルチエージェントシステムとして，AS 間経路診断システム ENCORE 
[O.Akashi, A.Terauchi, K.Fukuda, T.Hirotsu, M.Maruyama, T.Sugawara, 2005]，寺
内らの動画配信システム [寺内, ほか, 2004]，Tran らの動画配信システム [D.A.Tran, 





を表 3-1 にまとめる． 
表 3-1 マルチエージェントシステムの組織化において用いる情報 
ENCORE エージェントの状態(能力) 
AS 間トポロジ情報 
各 AS における接続数 
寺内らのシステム エージェントの状態 (キャッシュの種類，量) 
ノード間の距離(ホップ数，RTT) 
Tran らのシステム エージェントの状態(能力) 
ノード間の距離 
ノードの負荷(トラフィック) 
hefeed らのシステム ノードの負荷(トラフィック) 





























3.5.1 エージェント組織化支援システム ARTISTE 
以上の検討を元に，本稿ではエージェント組織化支援システム ARTISTE を提案する．
ARTISTE を含むエージェントアーキテクチャを図 3-9 に示す．本モデルでは実際に広
域ネットワークの管理作業を行うマルチエージェントシステム (図上部 )と
ARTISTE(図中部)が共にインターネット上で連携して動作する．以降，前者のマルチ


























さらに， 3.4.2.2 での検討に基づき，ARTISTE は複数の自律エージェントからなる
マルチエージェントシステムとして実現し，ネットワーク上に分散配置したエージェン
ト(以下，ARTISTE エージェント)によってネットワーク情報を複数地点から観測する． 
3.4.1 で述べたように，本稿で対象とするマルチエージェントシステムは AS 間での協
調作業をサポートすることが目的であるからAS毎にエージェントが配置されていると
41 
してよい．さらに，同じく 3.4.1 で示したように特定の AS から他 AS の情報を観測す
ることは困難であることから，ネットワーク情報およびマルチエージェントシステムの
エージェント情報を最も効率よく収集するためには ARTISTEエージェントはAS毎に










DHT(Distributed Hash Table) (Stoica, Morris, Karger, Kaashoek, & Balakrishnan, 
2001), (Zhao, Huang, Stribling, Rhea, Joseph, & Kubiatowicz, 2004), (Rowstron & 
Druschel, 2001)などの方法を利用するものとする． 
3.5.2 ARTISTE による組織化支援 
本章では ARTISTE を用いてマルチエージェントシステムのエージェントを組織化
する手順を説明する．ARTISTE によるエージェントの組織化は次の 3 ステップに分け
られる． 
① ARTISTE による情報収集 
② マルチエージェントシステムによる探索条件の送信 
③ ARTISTE によるマルチエージェントシステムエージェントの探索 
各ステップ毎の設計方針や機能要件を以下で述べる． 
3.5.2.1 ARTISTE による情報収集 





















ーク情報を，配置先 AS 上の BGP ルータ2から収集する．具体的には，ARTISTE エー
ジェントがルータに接続し，適切なコマンドを実行することで AS-path 情報などのネ
ットワーク情報を取得する．接続先のルータのアドレスやログインするために必要な認










                                                
2 BGP を用いて他 AS と経路情報を交換しているルータ 
43 
って説明する．なお，エージェントの IP アドレスやネットワーク prefix のような局所
情報は ARTISTE は AS 内から容易に収集できる． 
次に，個々のエージェントが情報交換して実際に広域ネットワーク情報を獲得する方
法を， 3.4.1 と同様に AS 間トポロジを収集する場合を例にして示す． 図 3-7 で示し
た状況下では ASy 上のエージェントは ASx と ASy 間の部分的なトポロジしか観測でき
ないことを 3.4.1 で説明した．ここで， 図 3-10 に示すように ASy からの経路情報が
AS4,AS3経由で ASxに伝搬されている場合を考える．この場合も ASx上のエージェント
は AS2 の存在が分からず部分的なトポロジしか観測できない．このとき， ASy から経
路情報が ASx に広報されているという条件を追加しても ASy が観測できるトポロジに
は全く影響がないことに注意する． 
 
図 3-10 エージェントによる部分的なネットワーク情報の観測 
ARTISTE ではこのような場合にエージェントが観測した情報を交換することで，よ
り正確な広域ネットワーク情報を取得することを可能にしている．このトポロジの例で














ージェントシステム で自由に決定してよく，ARTISTE は関知しない．ARTISTE で用
いる探索条件の一般的な形式を以下に示す． 
query ::= query <condition> 
condition ::= <attribute> | (and|or <condition>+) 
attribute ::= <ip>|<asnum>|<neighbor>| 
  <prefix>|<status> 
ip ::= ipaddress <IPアドレス> 
asnum ::= asnumber <AS番号> 
neighbor ::= neighbor <AS番号> <ホップ数> 
prefix ::= prefix <プレフィックス> <マスク長> 
status ::= status <"in">|<"out"> 
 
各 attribute 節の意味は表 3-2 に示す． 
表 3-2 探索条件に用いる attribute 節 
名前 意味 
ipaddress  指定された IP アドレスを持つエージェント  
prefix  指定 prefix 上に配置されているエージェント(一つめのパ
ラメータがネットワークアドレス，二つめがマスク長を示す) 
status  指定した status を持つエージェント(動作中であれば in，
停止していれば out)  
neighbor  指定 AS から指定距離（＝ホップ数）以内で接続された AS
上に配置されたエージェント(一つめのパラメータが AS 番
号，二つめが距離を示す)  
asnumber  指定 AS 上に配置されたエージェント  
 
この記法に従うと，例えば (query (and (status in) (neighbor AS1 2)))
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ることで，広域ネットワーク管理だけでなく AS 内ネットワークや LAN 管理といった





z AS 上にはマルチエージェントシステムおよび ARTISTE エージェントが各 1 つず
つ動作し，同一 AS 内でのエージェント間およびエージェントと BGP ルータ間の
通信に必要な情報は各エージェントに予め与えられている． 
z すべての ARTISTE エージェントの情報を登録した集中型データベース(以下，DB)
があるものとし，ARTISTE エージェント間での協調の際には本 DB を使う． 




















④ neighbor 節の処理 
neighbor 節は直接ネットワークの位置を示していないが，3.4.1 や 3.4.2.2 での議論
から分かるとおり意味的には特定の AS の集合を表している．すなわち，neighbor
節は asnumber 節の集合に変換することが可能である． 図 3-10 で示したネットワ
ークを例に説明する． (query (neighbor ASx 1))という探索条件を例にする
と，この neighbor 節の表す「ASxから 1 ホップで接続された AS」は図より AS1, AS3
である．よって，この探索条件は (query (or (asnumber AS1)(asnumber 
AS3)))と等価であることが分かる．変換の手順を以下に示す． 
A) neighbor 節の第一引数の AS 上の ARTISTE エージェントを集中 DB を使
って検索し，結果の ARTISTE エージェントに対して neighbor 節が表す
AS の集合を問い合わせる． 
B) 問い合わせを受けた ARTISTE エージェントでは自分の配置先 AS の BGP
ルータから AS-path 情報を取得し，それを解析して合致する AS の集合を
求めて返答する． 
C) 返答を受けた ARTISTE エージェントでは，結果を元に neighbor 節を
asnumber 節の集合に変換した新たな探索条件を作る． 
⑤ ARTISTE エージェントの探索 
ステップ③および④で得た asnumber 節の値をキーにして DB を検索し，当該 AS に




ステップ⑤で得られた ARTISTE エージェント(群)に対して探索条件を転送する． 
⑦ 転送先での検査 































3.5 での検討を元に ARTISTE システムを実装した．そして，AS 間経路情報診断シ
ステム ENCORE を対象のマルチエージェントシステムとし，ENCORE(ARTISTE に
対応させるために一部改造)と ARTISTE が連携動作する実験システムを構成した．実
験システムの構成を図 3-12 に示す． 
 
図 3-12 システム構成図 
本システムは以下の 4 つの構成要素から成る． 
 
① ARTISTE エージェント 
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商用の Lisp で実装され FreeBSD 6.1R 上で動作する．実装に当たっては ARTISTE エ
ージェント間の通信処理は XML-RPC [XML-RPC Home page]を利用して実装した他，
BGP ルータとの通信には telnet を用いるなど外部ソフトウェアとの連携部分はでき
るだけ汎用的な技術を用いるように留意した．ARTISTE エージェントのソフトウェ
ア構成図を図 3-13 に示す．  
 
図 3-13 ARTISTE エージェントソフトウェア構成図 
② 情報レポジトリ 
全 ARTISTE エージェントの情報(IP アドレスや配置先 AS など)が登録されている．
ARTISTE エージェント間で協調を行う際は，AS 番号などを検索キーとして
ARTISTE エージェントを探索し， IP アドレスやポート番号などの必要な情報を取
得した上で通信を行う．実験システムでは本レポジトリは LDAP を用いて実装した． 
③ BGP ルータ 
各 AS に配置されているルータで BGP により他の AS と経路情報を交換する．実験





ば AS-path 情報を含む BGP でやりとりされる情報が取得できる． 
④ ENCORE エージェント 
ARTISTE エージェントと同様に，商用の Lisp で実装され FreeBSD 6.1R 上で動作す
る．ENCORE エージェント間の通信処理も同じく XML-RPC を用いて実装した．
ENCORE エージェントと ARTISTE エージェント間の通信も XML-RPC を利用して





ソフトウェアの仮想ネットワーク機能を使って 12 個のプライベート AS からなる実験
用仮想ネットワーク(以下，実験ネットワーク)を構築した．実験ネットワークの構成を
図 3-14 に示す． 
 
                                                
3 BGP ルータが Cisco 社製である場合 
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図 3-14 実験ネットワーク構成図 
実験ネットワーク上の各 AS は 2 つの仮想ホストから構成されている．1 つのホスト
上では ARTISTE エージェントおよび ENCORE エージェントが 1 つずつ動作し，もう






らの PC のスペックは 2 台が Pentium4 3GHz, メモリ 2GB で，残りの 2 台はデュアル
の Xeon 2GHz，メモリ 4GB という構成である．また，仮想ソフトウェアが動作するホ
スト OS はすべての PC で Windows Server 2003 を用いており，仮想ホストおよび仮
想 BGP ルータが動作するゲスト OS はすべて FreeBSD 4.11R を利用している． 
 
 













検証では， 図 3-14 上の AS65416 上のエージェントが「AS65412 から 2 ホップ以
内に接続された AS 上のエージェント(群)」と協調したいという要求を持っている場合
を例にした． 図 3-14 よりこの要求を満たすエージェントは AS65401, 65402, 65403, 
65404, 65414, 65417, 65418 上で動作するエージェントであることが分かる．実際のマ
ルチエージェントシステムでこれらを指定する際の設定を ENCORE と寺内らのスト
リーム配信システムの場合を例にして表 3-3 に示す． 
表 3-3 協調エージェントに関する設定(ARTISTE 利用無) 
ENCORE  寺内らのストリーム配信システム 
(investigation . 
   ("a.b.c.d:e" :asnumber 65401) 
   ("f.g.h.i:j" :asnumber 65402) 
    .......... )  
<neighbors> 
  <neighbor> 
    <address>"a.b.c.d:e"</address> 
  </neighbor> 
  ....... 
</neighbors>  
これに対して，ARTISTE を用いる場合は，マルチエージェントシステムから前述の




表 3-4 協調エージェントに関する設定(ARTISTE 利用時) 
 ARTISTE 利用時  
ENCORE  





し表 3-4 で示した条件を使って ARTISTE を使った探索を行うように変更したところ，
ARTISTE から ENCORE への返答として AS65401, 65402,65403, 65404, 65414, 
65417, 65418 上で動作するエージェントの IP アドレスが取得できることを確認した． 
さらに，ネットワーク状態の変化に ARTISTE の組織化が追従できることを確認する
ため，AS65412 と AS65404 間と AS65404 と AS65402 間の接続を切断した後で同じ
探索条件を用いてエージェント探索を行った．この場合は AS65401, 65402, 
65403,65414, 65417, 65418 上のエージェントが条件に合致することが図 3-14 より分
かる．このような変更があった場合，ARTISET を使っていなければマルチエージェン
トシステムの要求が変化していなくても設定の変更が必要になる．これに対して
ARTISTE を用いれば要求が同じであれば表 3-4 の設定を変える必要はないので，従来











「AS65412 から 2 ホップ以内に接続された AS 上のエージェント(群)」と協調する場合
を考えると，ARTISTE を用いなければ問題解決のための協調を行う前に， 
z AS65412 から観測した AS-path 情報の取得 
z AS-path を解析して 65412 から 2 ホップ以内の AS の取得 







査した．その結果を表 3-5 に示す． 
表 3-5 ARTISTE およびマルチエージェントシステムの開発規模 
 組織化機構を分離  組織化機構を統合  
ENCORE  約 39K  約 42.5K(=39K+3.5K)  



















次に，ARTISTE によるエージェント探索のための応答時間の計測結果を表 3-6 に示
す． 
表 3-6 ARTISTE の応答時間 
ホップ数(探索範囲) 1 2 3 4 5 
応答時間(ms) 743 856 1967 6504 7734 
ホップ数(探索範囲) 6 7 8 9  
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応答時間(ms) 7732 7810 7758 7739  
 
ARTISTE の応答時間の内訳を調べると，本実験の ARTISTE では集中型のレポジト
リを利用していることもあり，他 ARTISTE エージェントの探索や通信には殆ど通信コ
ストはかからず，ENCORE エージェントや BGP ルータとの通信も通信量が多くない
ため非常に短い時間で完了していることが分かる．この時間は ARTISTE エージェント
の数が増えても殆ど変化しないものと考えられる．しかし，AS-path 情報から AS 間ト
ポロジを作る過程およびそれを利用したエージェントの探索処理が処理時間の大半を
占めていることが明確となった． 





表 3-6 から分かるように 3 ホップまでの範囲の探索では応答時間は 2 秒以内に収ま
っているが，それより広い範囲でエージェントを探索すると応答時間が大幅に増加する．
よく知られているとおりインターネットは「べき法則」に従うネットワーク構造のため 















ARTISTE では ARTISTE エージェントの協調によって，対象 MAS から与えられた
条件に合致する対象 MAS 中のエージェントの探索を行うが，このとき，どの AS にど
れだけの MAS エージェントがあるかを ARTISTE は観測によって知る必要がある．そ
のため，ARTISTE エージェントの集合はネットワークおよび MAS エージェントの全
体の情報を把握していないと，要求に合致する MAS エージェント全体あるいは一部を
発見することができない可能性がある．また個々の ARTISTE エージェントはネットワ
ークおよび対象 MAS に関して局所的な情報しか獲得できないため，ARTISTE エージ
ェントの集合により収集できる全体の情報量は，ARTISTE エージェントの数と配置さ
れる場所に強く影響される． 
前記のように MAS エージェントが AS 単位に配置されている場合，ARTISTE エー
ジェントを配置する方法として最も簡便な方法はすべての AS 毎に ARTISTE エージ
ェントを配置する方法である．各 ARTISTE エージェントが所属 AS から観測できるネ
ットワーク情報および MAS エージェントの情報を管理するとすれば，原理的にはネッ









本考察では，ARTISTE エージェントの配置に際して AS 間のトポロジ構造に着目す
る．インターネットの AS とその接続数(次数)k との間にはべき法則 γ−∝ kkP )( が成立
すること (Faloutsos, Faloutsos, & Faloutsos, 1999)が知られている．つまり，大半の
AS は少数の AS との接続しか持たないが，ごく一部の AS は多くの AS と接続してい
る．後者のAS からは前者のASに比べると広い範囲のネットワークが観測できるため，
後者の AS に優先的に ARTISTE エージェントを配置することで，少数の ARTISTE エ
ージェントで広範囲のネットワーク情報が取得できることが期待できる． 
また，MAS エージェントが AS 毎に配置されているのであれば直接接続された AS
が多いASからは1ホップの通信で多くのMASエージェントの情報が取得できるため，
MAS エージェント情報を収集する際にも有利である．通信コスト以外にも，2 ホップ
以上離れた AS 同士は未知である場合も多いため，2 ホップ以上先の AS(にいるエージ
ェント)に関する情報を取得することは容易ではないと考えられる．よって，1 ホップで
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多くの情報が取得できる AS は MAS エージェントの情報の収集に有利な場所であると
言える． 
以上の検討を元にして，ARTISTE において， 
z ARTISTE エージェントはどこ(どの AS)に配置すべきか？ 







① BGP ルータからフルルートを取得し，AS トポロジを作る．BGP で伝搬される経
路情報にはそれぞれが伝搬する際に経由したすべての AS が AS-path 情報として次
に示すように記載されている． 
 Address    Hash Refcount Metric Path 
 0x6320abcd    0        8      0 AS1 AS3 AS6 AS2 
 0x6213efgh    0        3      0 AS1 AS3 AS6 AS4 
 0x614Fijkl    0        1      0 AS1 AS3 AS6 AS5 AS9 AS8 
 0x63F0mnop    0        1      0 AS1 AS3 AS6 AS7 AS9 AS10 
 
この AS-path 情報を使って AS 間の接続を示すトポロジを作成する．例えば，この例
で示した AS-path 情報をすべて統合すると図 3-16 に示すトポロジが得られる． 
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図 3-16 AS トポロジの例 
② AS トポロジを使って，各 AS 毎に他 AS との接続数を調べる．例えば，図 3-16 か
らは 1AS の接続数が 1 で 6AS の接続数が 5 であることが分かる． 
③ 次に全 AS の中から n 個の AS を選び，それらの AS に直接接続された近傍 AS の
集合を求める．本実験での AS の選び方は 3.6.3.4 章に述べる． 








⑤ nおよび AS の選び方によって「把握率」がどのように変化するか調べる． 
3.6.3.4 実験結果 
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本実験では世界中の 4 カ所の AS において取得したフルルートを使った．それぞれの
フルルートから作成した AS トポロジにおける AS の接続数の分布を表 3-7 および図 
3-17 に示す． 
表 3-7 AS の接続数の分布 
接続数 1 2-10 11-100 101-1000 1000 以上 
トポロジ 1 13957 5132 372 30 3 
トポロジ 2 14783 5050 382 33 3 
トポロジ 3 14563 5246 395 31 4 
トポロジ 4 14627 5217 382 29 2 
 
図 3-17 AS の接続数の分布 
次に，AS の選び方と選ぶ個数による把握数の変化の様子を図¥ref{fig:graph} に 
示す．ここでは，以下の方法により AS を選択した場合のデータを示した． 
z  [data1] 接続数の多い AS から順番に選択 
z  [data2] 接続数が 2 以上である AS からランダムに選択 






















図 3-18 把握率の変化 
3.6.3.5 考察 
図 3-18 より，トポロジを考慮して優先的に ARTISTE エージェントを置く場合は，
ランダムに ARTISTE エージェントを配置する場合と比べて，少ない ARTISTE エー
ジェント数で高い「把握率」を得ることができることが分かった．表 3-7 の AS の分布
からも分かるとおり，大半の AS は接続数が 1 であるため，トポロジを考慮せずランダ
ムに ARTISTE エージェントを配置する AS を選べば接続数 1の AS に配置される確率
が高くなり，エージェントの数を増やしても把握率が伸びない．よって，提案手法のよ
うにトポロジを考慮した配置が必須である． 
本稿では，ARTISTE エージェントの配置に伴って，個々の ARTISTE エージェント
が管理すべきMASエージェントの情報が増加するという問題については触れなかった．
例えば，今回の実験で使用した AS トポロジ中の AS の最大の接続数は約 2,100 であっ

































































理するための技術について明らかにしている．本章の位置づけを図 4-1 に示す． 
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ることでタスクの実行を行うマルチエージェントシステム [E.H.Durfee, V.R.Lesser, 
D.D.Corkill, 1987]を使ったアプローチが有効と考えられており，実際にマルチエージ
ェントシステムをネットワーク管理に適用した事例も多く報告されている [O.Akashi, 
A.Terauchi, K.Fukuda, T.Hirotsu, M.Maruyama, T.Sugawara, 2005] [寺内, ほか, 
2004] [S.Willmott B.Faltings, 2000] [D.A.Tran, K.A.Hua, S.Sheu, 2003] 

















実際のネットワークの管理の現場においては，ある AS が自 AS のネットワーク情報
を他の AS に公開することは顧客のプライバシ保護，特定攻撃の対象になる可能性があ



































































に実際にいくつかの ISP から意見をヒアリングした結果，ISP 間で行う情報共有の制


















図 4-2 特定のグループ内での情報共有 
 
そこで，提案モデルではこのような実 AS 間に成り立つ信頼関係に基づいて形成され












































図 4-4 信頼関係に応じた動的な情報共有 
4.4 提案方式 
4.3.2 での検討に基づいて，広域ネットワーク管理用のマルチエージェントシステム




















































相手のエージェント毎に動作を選択する．以上の動作手順を図 4-5 に示す． 
 























z 信頼度の上限は 100 とする． 
z すべての情報を公開してよいエージェントには信頼度 80 以上をつける． 










エージェント A がエージェント B に通信を依頼するものとする．また，以下ではエー
ジェント A が設定したエージェント B の信頼度を ev(A,B)と表記する．  
① A は通信の依頼とともに自分が設定した B の信頼度，すなわち ev(A,B)を送信する． 
② A からの依頼を受信した B は，自分が設定した A の信頼度，すなわち ev(B,A)を参
照して，ev(A,B)との最小値(=min{ev(A,B), ev(B,A)})を計算する．この値が，この
A-B 間通信の信頼度となる．以降の説明では A-B 間通信の信頼度を evcomm(A,B)
と表記する． 






















































図 4-7 エージェントによる情報共有の不公平性 
図中のエージェント A と B の互いの信頼度は次のようになっているものとする． 
z B は A のことを全面的に信頼している． 
z A は B のことをあまり信頼していない． 
このとき，図上部に示すように A から B へと情報の要求があったとする．B は A の
ことを信頼しているため，A の要求に基づいて所有する全ての情報を公開することがで
きる．しかし，逆に B から A へと同様の情報の要求があった場合を考えると，A は B
のことを信頼していないため，所有する情報の一部しか公開しない．つまり，エージェ














信を順に適用しただけでは問題が発生する．この問題を図 4-8 を用いて説明する． 
 
 
図 4-8 三者通信における問題 
図中において，エージェント A から B に最初の情報公開の依頼があり，それに基づ
いて B が別のエージェント C に対して情報公開を依頼したものとする．そして，C か
ら公開された情報は最初の要求元である A に B を経由して転送されるものとする．こ
のとき，エージェント B は A および C と信頼関係にあるが，A と C は互いに信頼して
いないと仮定する．このとき，単純に二者間通信の繰り返しで情報公開を行うと次のよ
うなことが起こる． 
z C と B は信頼関係にあるため，C から B へはすべての情報を公開する 
z 同様に A と B も信頼関係にあるため，B は C からもらった情報をすべて A に公開
する．  
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以下に示す．この説明では前述の例と同様にエージェント A がエージェント B に通信
を依頼し，B がさらにエージェント C に処理を依頼するものとする． 
① A から B へ通信の依頼が行われると，A と B は二者間通信と同様に A-B 間通信の
信頼度，すなわち相互の信頼度の最小値を求める． 
② BがCへ通信を依頼する必要があると判定した場合，Bは以下の信頼度を計算する． 
③ 前ステップで求めた A-B 間通信の信頼度 (=evcomm(A,B)=min{ev(A,B),ev(B,A)}) 
B が設定した C の信頼度(=ev(B,C)) 




⑥ 通信相手から経路情報が送られてきた場合，経路の最後尾に自分を追加する．  
⑦ 前ステップで求めた信頼度と経路情報を B から C に送信する． 
⑧ C は，B-C 間通信の信頼度 evcomm(B,C)を決めるために自分が設定した B の信頼
度と， B が設定した C の信頼度との最小値を計算する．すなわち， 
evcomm(B,C)=min{ev(B,C), ev(C,B)}となる． 
⑨ 次に，B-C 間通信の信頼度と，A-B 間通信の信頼度の最小値を取り，それを A-B-C
間通信の信頼度とする．この信頼度 evcomm(A,B,C)は次のように計算できる． 
       evcomm(A,B,C) 
       =min{evcomm(A,B),evcomm(B,C)}} 
       =min{min{ev(A,B),ev(B,A)},min{ev(B,C),ev(C,B)}} 
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前者が後者を上回っている場合には処理を実行してその結果を B に返答し，B は
それを A に返答する．それ以外の場合には信頼度の不足により依頼された処理を

































図 4-9 エージェント構成図 
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図 4-10 システム構成図 
4.5.2 動作例 
ここでは，ネットワーク管理用ある AS に配置された ENCORE エージェント（エー
ジェント A とする）が別の AS に配置された 2 つの ENCORE エージェント（それぞれ
エージェントB,Cとする）からAS-pathに関する観測結果を要求する場合を例に取り，
本発明による診断手順の実施例を説明する．また，以下では簡単のため，ENCORE エ
ージェント A,B,C をそれぞれ A,B,C と表記する． 








;; 診断項目: BGP 経路が広報されているか 
 (def-rule BGP-advertised () ←ルールの定義 
  (acquire (check-bgp-as-path))←記載された関数を実行 
  (eval (BGP-advertised acq-result)))←関数の実行結果を評価し，本項目
の結果とする 
  
;; 診断項目: BGP 経路が 10分前に広報されていたか 
 (def-rule BGP-advertised-10min-ago () 
  (acquire (check-bgp-as-path-10min-ago)) 
  (eval (BGP-advertised acq-result))) 
③ A の推論エンジンは前ステップで導出した診断項目を規定された順番に実行する．
この例では，自分と同じ「所属組織」属性の値を持つエージェントから当該経路に
関する AS-path 情報を取得するという項目を実行することとする． 
④ そのため，A では属性利用通信モジュールを起動して属性管理 DB に対して検索を
行い，「所属組織」属性の値が自分と同じエージェントのリストを取得する．今回
の例ではそれがエージェント B,C であったとする． 
⑤ 次に，A は B,C に対してハイジャックされた当該経路に関する最新の AS-path 情
報および保存されている過去の AS-path 情報の履歴をすべて要求する． 
⑥ ここで，プログラム間の信頼度の関係および B,C における AS-path 情報提供とい
うタスクの実行レベルリストが以下の通り定義されていると仮定する． 
表 4-1 信頼度の関係 
 A から見た評価  B から見た評価 C から見た評価 
対 A   20 10 
対 B 20  20 
対 C 20 20  
表 4-2 エージェント B,C のタスクの実行レベルリスト 
信頼度 実行可能タスク 
20 以上 全 AS-path 情報を公開 
19～11 最新の AS-path 情報をすべて公開 




⑦ A は信頼度利用通信モジュールを起動して B,C との通信を開始し，AS-path 情報の
公開を依頼する． 
⑧ まず，B に対してはタスク，つまり AS-path 情報の公開の依頼と共に自身の B に
対する信頼度の値が 20 であることを送信する． 
⑨ 次に，B では IP アドレスより通信を依頼してきたのが A であることが理解できる
ため，自分の信頼度の一覧を参照して A に対する信頼度の値の 20 を求め，前ステ
ップで送信された A からの信頼度との最小値を計算してタスクの実行レベルを求
める．この例では共に信頼度が 20 なので実行レベルも 20 になる． 
⑩ 次に，B では自身のタスク実行レベルのリストを参照して，依頼された AS-path 情
報の公開というタスクのどのレベルまで実行可能かを判定する．この例では前ステ
ップで実行レベルが 20 であることが分かっているので表 4-2 より全 AS-path 情報
が公開可能であると判定される． 
⑪ 前ステップの判定に基づき，B は A に対し要求のあった経路に関する全 AS-path
情報を送信する． 
⑫ C の場合も同様であるが，表 4-1 より C から見た A の信頼度が 10 であることから
タスクの実行レベルは 10 となる．そのため， C から A に対しては表 4-2 より最
新の AS-path 情報の origin のみが公開可能であると判定され，それらの情報のみが
送信される．以上の通信の流れをを図 4-11 に示す． 
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図 4-11 三者間通信の動作例 
4.5.3 実験結果 
図 4-9 および図 4-10 で示した実験用マルチエージェントシステムを動作させるた
めに市販の仮想マシンソフトウェアおよび同ソフトウェアの仮想ネットワーク機能を
使って 12 個のプライベート AS からなる実験用ネットワークを構築した．実験ネット




図 4-12 実験ネットワーク構成図 
実験ネットワーク上の各 AS では仮想ホストが各々2 つ動作しており，一つのホスト
上ではネットワーク管理用のエージェントが一つ動作している．もう一つのホスト上で
フリーのルータソフトウェア quagga を動作させることで BGP ルータとして機能させ
るように構成した．また，この実験ネットワークはインターネットとは接続していない
が，実際のインターネットへの適用時の性能を検証するために実際のインターネットか
ら取得したフルルート(約 16 万の経路情報)を BGP ルータ間で流通させている． 
次に，提案する情報共有方式の有効性を検証するために，この実験ネットワーク上で
以下のシナリオに基づくネットワーク管理を実行した．  




は自 AS のルータから BGP 情報を定期的に取得することで依頼されたネットワー
クプレフィックスの情報の伝搬状況を把握する． 




③ AS65412 によって広報されたネットワーク情報は複数の AS を経由しながらネット
ワーク内に広がっていき，各 AS では新たな情報に基づいてルータ上の経路情報を
更新する． 
④ このような広報がなされたことにより 192.168.16.0/24 宛のパケットが AS65412 に
送られることになり，ネットワーク上では以下のような接続障害が発生する． 
A) AS65416 以外の AS から 192.168.16.0/24 宛に送られたパケットはすべて
AS65412に送られるが実際にはAS65412には 192.168.16.0/24というネット
ワークが存在しないため当該パケットはすべてルータによって破棄され








⑤ このとき，AS65417 上のエージェントは AS65416 からの依頼に基づいて




に周辺の AS 上のエージェントと通信して情報収集を試みる． 
⑥ そして，このとき各周辺エージェントにおける信頼度の設定をのように設定した場
合にエージェントに送られる出力結果を以下に示す． 
A) table vega4: spica2 = 10 それ以外 = 20 
B) table spica3: vega4 = 30 deneb = 15 それ以外 = 20 
C) table deneb: vega4 = 8 spica2 = 18 それ以外 = 20 
D) table alioth: vega4 = 19 それ以外 = 20 




信頼度の設定から vega4 と spica3 は特に制限は加わっていないので、この 2 者間
では全情報が取得可能である。しかし、 
A) deneb は vega4 を 8 と設定している 
B) alioth は vega4 を 19 と設定している 
C) bellatrix は vega4 を 10 と設定している 
ことから 
A) deneb(65401) は AS-PATH 情報が全てフィルターされる 
B) alipth(65402) は過去の経路情報がフィルターされる 
C) bellatrix(65404) は AS-PATH 情報は origin のみ公開する 
という制限が出力結果に加えられていることがわかる． 
 
hijack detected by: 192.168.17.15:4333 (65417) 
     
 current path (hijacked): 65412  
 previous path: 65412 _65404_ _65401_ _65413_ _65416_  
 prefix: 192.168.16.0/24 
     
encore: 192.168.17.15:4333 (65417) 
192.168.16.0/24 
-32 to NOW sec: 65412  
 (中略) 
-98471 to -6274 sec: 65412 65404 65401 65413 65416  
     
encore: 192.168.1.13:4333 (65401) 
192.168.16.0/24 
-11051756 to NOW sec: (as-path information is omitted) 
 (historical data are omitted) 
     
encore: 192.168.2.11:4333 (65402) 
192.168.16.0/24 
-27 to NOW sec: 65412  
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 (historical data are omitted) 
     
encore: 192.168.3.23:4333 (65403) 
192.168.16.0/24 
-11051658 to NOW sec: 65413 65416  
     
encore: 192.168.4.21:4333 (65404) 
192.168.16.0/24 
-24 to NOW sec: 65412 (only origin is reported) 
(historical data are omitted) 
     
encore: 192.168.13.22:4333 (65413) 
192.168.16.0/24 
-7170042 to NOW sec: 65416  
 
encore: 192.168.14.24:4333 (65414) 
192.168.16.0/24 
-16 to NOW sec: 65404 65412  
(中略) 
-98479 to -6285 sec: 65404 65401 65413 65416  
     
encore: 192.168.16.26:4333 (65416) 
192.168.16.0/24 
-11052558 to NOW sec:  
     
encore: 192.168.18.16:4333 (65418) 
192.168.16.0/24 
-29 to NOW sec: 65412  
 (中略) 
-98488 to -6285 sec: 65414 65404 65401 65413 65416  




A) - spica2(65414) は AS-PATH 情報は origin のみ公開する 
B) - deneb(65401) は AS-PATH 情報が全てフィルターされる 
C) - alipth(65402) は過去の経路情報がフィルターされる 
D) - bellatrix(65404) は AS-PATH 情報は origin のみ公開する 
出力結果から上記の制限が加えられていることが確認できる． 
 
hijack detected by: 192.168.14.24:4333 (65414) 
current path (hijacked): 65412 (only origin is reported) 
previous path: (as-path information is omitted) 
prefix: 192.168.16.0/24 
   
encore: 192.168.14.24:4333 (65414) 
192.168.16.0/24 
-29 to NOW sec: 65404 65412  
(中略) 
      -98492 to -6298 sec: 65404 65401 65413 65416  
     
encore: 192.168.1.13:4333 (65401) 
192.168.16.0/24 
-11051774 to NOW sec: (as-path information is omitted) 
(historical data are omitted) 
     
encore: 192.168.2.11:4333 (65402) 
192.168.16.0/24 
-42 to NOW sec: 65412  
(historical data are omitted) 
     
encore: 192.168.3.23:4333 (65403) 
192.168.16.0/24 
-11051675 to NOW sec: 65413 65416  
     
encore: 192.168.4.21:4333 (65404) 
192.168.16.0/24 
-41 to NOW sec: 65412 (only origin is reported) 
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(historical data are omitted) 
     
encore: 192.168.13.22:4333 (65413) 
192.168.16.0/24 
-7170058 to NOW sec: 65416  
 
encore: 192.168.17.15:4333 (65417) 
192.168.16.0/24 
-52 to NOW sec: 65412 
(中略) 




































マクロな視点で見た場合，インターネットは ISP (Internet Service Provider)など独
立した主体が管理運用する AS (Autonomous System)が相互接続した巨大な分散シス
テムと捉えられる．個々の管理主体は通常自分が管理する AS 内しか観測制御できず他


























る共通プラットフォームとしてエージェント組織化システム ARTISTE(Agents' Roles 
and Topological Information management System for agent TEamwork)を実装した． 
実際のインターネットと同等の情報が流通している実験環境上で実装した
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