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INTRODUCTION 
 
Iconic approaches Fisher (2) to object recognition rely 
upon the direct comparison between an unknown input 
image with of characteristic views of images of a target 
subject  contained  in  an  icon  database.  Hence,  this 
approach  to  recognition  is  distinguished  by  making 
comparisons  in  icon-space  as  opposed  to  making 
comparisons  upon  a  more  condensed  symbolic 
representation  of  the information  contained within the 
database and unknown images. The appeal of the iconic 
approach is in its algorithmic simplicity, which is traded 
for  increased  memory  utilisation.  However,  to  be 
tractable  some  method  of  interpolating  between  the 
sampled views of the subject is usually necessary. It is 
also  possible  to  constrain  the  visual  search-space  by 
adopting  transformations  that  confer  some  form  of 
viewpoint  invariance.  The  RC  (retino-cortical) 
transform, Wilson (3), a close cousin to the complex log 
transform,  has  long  been  used  in  this  capacity  and 
confers  both  rotational  and  scale  invariance  by 
converting  these  degrees  of  freedom  into  orthogonal 
linear shifts in the output cortical space, Sandini et al. 
(4). 
 
This  work  is  a  progression  of  a  RC  transform  based 
system, Siebert & Eising (5) that employs both multi-
resolution search to improve the efficiency of matching 
unknown  images  to  those  in  the  icon  database.  The 
adopted strategy also attempts to cluster similar views 
together  at  each  branch  in  the  tree-structured,  icon 
database. The novel aspect of the work we report here is 
the  fully  automatic  construction  of  the  icon  database 
trees  using  an  approach  based  on  dynamic  rule 
induction. 
 
THE RC TRANSFORM APPROACH 
 
The  first  stage  of  input  image  processing  comprises 
bandpass  filtering  the  input  image  through  4  DOG 
(difference of Gaussians) filters to create a 4 level image 
stack.  Each  filter  has  a  central  bandpass  frequency 
double  that  of  its  predecessor  (octave  separated). 
Thereafter the RC transform is applied to each of the 
DOG filtered image representations to create a 4 level 
multi-resolution stack of cortical-space images, or icons.  
The transform itself is given by the following equation 
and is implemented as a simple backwards warp using 
bilinear interpolation. 
 
( ) z w = log   (1) 
( ) ( ) ( ) z w j w e j = + = + log arg log q   (2) 
 
where w = u + jv and z = x + jy are the input and output 
planes respectively, e = |w| is the input eccentricity and q 
=  Arg(w)  is  the  input  angle.  The  spatial  relationship 
between the input image and output mapping results in 
rotation  in  the  w  plane  becoming  translation  in  the  z 
plane  x  axis  and  dilation  in  the  w  plane  becoming 
translation in the z plane jy axis. 
 
Figure 1 shows the input retinal sampling scheme and 
output cortical map. In keeping with biological systems, 
we  have  adopted  hexagonal  complex-log  sampling  of 
the  rectangular  input  space.  This  sampling  scheme 
produces a pattern of rings and rays” that transform to 
rows and columns in cortical space. A 128x128 patch of 
the input image is sampled in this manner, the spacing of 
the peripheral samples is such that their centres lie on 
touching DOG receptive fields while a complete ring fits 
into a single pixel at the centre of the FOV (Field Of 
View). In fact, this sampling process is carried out twice 
in eccentricity and twice in orientation, midway between 
these sampling directions, to achieve 4-way “overlap” of 
samples, Eising (1). 
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Figure 1: The RC sampling scheme and output space 
 
The  RC  transform  is  position  variant  and  is  usually 
applied  to  the  approximate  centre  of  the  subject  to 
maximise scale invariance. In order to demonstrate the 
concept  of  the  RC  transform  approach,  we  utilised  a 
simple  centroid  algorithm  to  determine  the  centre-of-mass of the rectified DOG image in retinal (input) space 
applied  to  images  containing  isolated  subjects.  Our 
128x128 pixel patch was placed on this centroid and the 
RC transform computed for this patch. (This approach is 
consistent  with  our  original  application  -  symbol 
recognition  within  line  drawings  and  schematic 
diagrams, it should also be noted that all operations are 
conducted on grey-level images, no binarisation at any 
stage  is  being  performed.)  Since  the  RC  transform 
converts  scale  and  rotation  changes  into  orthogonal 
linear shifts, image search becomes a matter of coarse-
to-fine search over a database of similarly represented 
icons using statistical correlation.  Figure 2 shows the 
overall approach to obtaining a multi-resolution stack of 
cortical space icons. 
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Figure 2: 
A multi-resolution stack of cortical space icons. 
 
ICONIC DATABASE 
 
The  database  itself  was  constructed  to  form  a  tree-
structured  hierarchy,  the  coarsest  level  cortical  icons 
stored  in  the  database  served  as  starting  node  for 
potentially several trees. Each subsequent level in each 
tree contains a finer scale of cortical icon. The original 
tree construction algorithm compares the coarsest level 
cortical icon of a new subject to each coarsest level icon 
already stored in the database. If the similarity of this 
icon  (determined  using  a  shift  correlator,  Siebert  & 
Eising  (5))  is  within  certain  bounds,  these  icons  are 
merged  together  by  averaging  (or  in  a  variant  of  the 
algorithm, the input is discarded since it is “the same” as 
the stored representation). Should the input cortical icon 
be deemed to be dissimilar, a new node is started and 
input cortical icon stored at this node. The construction 
process repeats recursively to the terminal nodes of the 
icon  trees,  containing  the  finest  level  cortical  icon 
representations.  
 
Unknown input images are converted into RC transform 
multi-resolution iconic form and tested against the tree 
as before. The process will terminate at some level in 
the  tree  (usually  the  finest  if  the  examples  of  the 
unknown  subject  are  contained  the  database)  and  the 
unknown input image is said to be of the same type (i.e. 
class) as the stored icon at this (finest resolution) scale, 
Cowan (8). 
 
AUTOMATIC DATABASE CONSTRUCTION 
 
A major weakness of our reported approach was that the 
image similarity threshold values tested at each node in 
the database tree were set by hand, involving trial and 
error  to  determine  a  set  of  threshold  to  produce  a 
compact icon tree for a given set of image examples.  To 
automate tree construction we report an algorithm based 
on ideas based on dynamic rule induction that is able to 
find a threshold at each node of the icon tree that best 
separates  examples  into  their  separate  classes,  while 
grouping  together  those  of  the  same  class.  At  the 
coarsest level, every input example is correlated against 
all other examples and the resulting correlation scores 
ranked  in  order.  A  threshold  is  selected  that  best 
separates the group into those icons of the same class 
returning a correlation score above the threshold (hence 
being deemed as similar) while those icons of differing 
classes  producing  a  correlation  score  below  the 
threshold  (hence  being  deemed  dissimilar).  The 
threshold  selection  is  based  on  minimising  the  class 
variance  of  the  sub-groups  created  as  a  result  of  the 
similarity threshold (i.e. promoting greatest class purity 
within  sub-groups).  Figure  3  shows  an  extract  of  the 
ranked cross correlation results. Each cross correlation 
tuple has a Boolean label assigned to it: 1 if both icons 
are of the same class, 0 otherwise. A trial threshold is 
attempted  at  each  rank  value  and  the  variance  of  the 
class  similarity  labels  above  and  below  the  threshold 
computed. The threshold that minimises the sum of the 
class variance above and below threshold is selected as 
it best separates the tuples of equal class from those of 
unequal class. In the ideal case, above the threshold all 
the tuple labels would be 1 since these are tuples of the 
same class. Below the threshold all tuple lables would 
indicate  0  corresponding  to  differing  classes.  In  real 
situations, the variance minimum gives a threshold that 
gives a  best  compromise  between  the  number  of new 
nodes and the class purity of each sub-group represented 
by the node (that must be separated at finer resolution). 
 
image 1  Image 2  label  Coefficient 
Keymh2  keysv1  1  0.978772 
Budmd2  Budlh  1  0.978175 
Keymd2  keysd1  1  0.977017 
Erash1  keysd1  0  0.976236 
Budsd1  budsh  1  0.976209 
 
Table 1: 
An extract from of ranked cross correlation tuples 
 Entropy  could  also  have  been  used  as  a  metric  to 
determine the degree of class separation, as in the ID3 
induction  algorithm,  Quinlan  (6),  here  we  used  the 
“Gini” version, Breiman et al. (7). Having determined a 
threshold,  the  “fittest”  icon  is  selected  (the  icon  that 
matches most of the remaining examples at that scale) 
and is stored at the first node at the current scale. This 
process is repeated recursively (depth-first) through the 
icon  scales  to  the  first  terminal  node  of  the  tree 
emanating  from  the  first  top  node.  The  process  of 
selecting fittest (really, greediest) icons and allocating 
nodes is repeated by unwinding up through the levels, 
until the tree under the first node has been completed. 
This  process  is  repeated  for  the  remaining  top  level 
icons  until  no  examples  remain  and  the  tree  is 
constructed.  If  at  any  node,  residual  unmatched 
examples that fall below the selected threshold remain, 
these  are  also allocated  their  own  nodes  at  their  own 
trial thresholds. 
 
Classification  of  an  unknown  icon  is  achieved  by 
searching  the  icon  tree  as  before,  Brugnot  (9).  A 
schematic  describing  our  approach  to  icon  tree 
construction is shown in figure 3. 
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Figure 3: The icon tree construction algorithm 
 
 
 
EXPERIMENTAL RESULTS 
 
To date the system has been tested using a database of 
64 images comprising 4 classes of object: cotton bud, 
eraser,  ID  card,  and  a  key.  The  goal  being  to 
demonstrate  “machine  recognition  of  the  contents  of 
one’s desk drawer”. Each object was captured at three 
different image plane sizes: s, m & l corresponding to 
small  medium  and  large.  6  approximately  equally 
spaced  orientations:  v1,  v2,  h1,  h2,  d1  &  d2 
corresponding  to  0,  180,  90,  270,  45  &  315  degrees 
respectively.  Note,  because  of  greatly  differing  object 
sizes, it was not possible to capture every view for each 
object.  Two  (non-overlapping)  sets  of  24  randomly 
chosen  example  images  were  selected  and  used  to 
construct  two  iconic  databases,  A  and  B.    Figure  5 
shows the second (B) tree constructed. 
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Figure 5: The icon tree constructed for set B 
 
 
In a self test (tables 2 & 3), the A set achieved 96% 
completed recognitions (i.e. those traced through to the 
finest  icon  scale  in  the  database),  of  which  100% 
percent are correct, as per the confusion matrixes below. 
 
 
bud era idc key
bud 6 0 0 0
era 0 5 0 0
idc 0 0 6 0
key 0 0 0 6  
 
Table 2: A, self test completed classifications 
 
 
bud era idc key
bud 0 0 0 0
era 0 1 0 0
idc 0 0 0 0
key 0 0 0 0  
 
Table 3: A, self test aborted classifications 
 
 
 Testing  the  remainder  of  the  database  against  A 
achieved 87.5% completed recognitions of which 100% 
are  correct,  table  4  &  5.  For  A,  considering  both 
completed and aborted recognitions, 92.5% are correct. 
 
 
bud era idc key
bud 6 0 0 0
era 0 12 0 0
idc 0 0 10 0
key 0 0 0 7  
 
Table 4: A, test completed recognitions 
 
 
bud era idc key
bud 0 0 0 0
era 0 0 0 0
idc 0 0 0 0
key 0 3 0 2  
 
Table 5: A, test aborted recognitions 
 
 
For  the  B  set,  self  test  100%  recognitions  were 
completed  of  which  100%  are  correct.  Testing  the 
remainder  of  the  database  on  B  achieved  98% 
completed  recognitions  of  which  100%  are  correct. 
Hence for B, considering both completed and aborted 
recognitions gives 100% correct recognitions. 
 
 
bud era idc key
bud 3 0 0 0
era 0 8 0 0
idc 0 0 6 0
key 0 0 0 7  
 
Table 6: B, self test completed classifications 
 
 
bud era idc key
bud 0 0 0 0
era 0 0 0 0
idc 0 0 0 0
key 0 0 0 0  
 
Table 7: B, self test aborted classifications 
 
 
bud era idc key
bud 9 0 0 0
era 0 10 0 0
idc 0 0 10 0
key 0 0 0 10  
 
Table 8: B, test completed recognitions 
 
 
bud era idc key
bud 0 0 0 0
era 0 0 0 0
idc 0 0 0 0
key 0 0 0 1  
 
Table 9: B, test aborted recognitions 
 
In  combination  (taking  the  average  of  A  &  B  tree 
performance), the approach achieved in excess of 95% 
recognition accuracy.  
 
 
DISCUSSION & FURTHER WORK 
 
The  first  results  above  would  appear  to  be  very 
encouraging,  however,  our  database  comprising  64 
example  images  is  of  course  somewhat  limited. 
Currently, we are extending this database to include a 
greater range and variety of subject matter. Our eventual 
goal  is  to  be  able  construct  a  scaleable  recognition 
system,  able  to  cope  with  many  hundreds  of  classes 
represented by perhaps thousands of example icons. A 
limitation of the test examples within our small database 
is  that  a  single  threshold  is  found  by  the  induction 
algorithm  (for  both  the  A  and  B  training  sets)  that 
separates all of the example classes at the coarsest scale. 
Hence,  we  were  unable  to  explore  between-class 
clustering, although within-class clustering was clearly 
evident  (since  there  are  single  icons  representing  a 
variety of examples of scales and orientation for a given 
class in the trees constructed). 
 
The  next  step  in  developing  the  system  is  to  fully 
implement a visual cueing mechanism that will provide 
a means of fixating the transform upon likely locations 
within the image and embedding this within an image 
search  strategy.  We  have  already  investigated  using 
local  image  energy  maxima  as  a  cue  and  propose  to 
develop  a  fixation  mechanism  based  on  this  image 
property  in  the  first  instance.  While  investigating  the 
properties of the  existing centroid algorithm, we noted 
that the similarity scores returned by the cross correction 
in cortical space are sensitive to sub-pixel cue errors, 
particularly  at  the  two  finest  scales.  To  minimise  the 
effects  of  such  errors,  any  system  based  on  a  more 
general  cueing  mechanism  will  require  a  (Cartesian)  
retinal  space  search refinement strategy in addition to 
scale  and  orientation  search.  The  simplest  means  of 
implementing  the  additional  Cartesian  search  is  to 
compute icons in the 4 positions N, S, E & W of the cue 
position and incorporate these into the tree search. The 
closes match at the top level node in the tree can be used 
to  refine  by  interpolation  a  new  fixation  point before 
proceeding  to  the  next  finer  level  of  search.  The 
potential benefit of a general cueing mechanism would 
be to enable the system to operate on images of cluttered 
scenes containing incomplete views of the target.  CONCLUSIONS 
 
Through  the  use  of  the  RC  transform  and  multi-
resolution  search  we  have  demonstrated  a  complete 
working iconic recognition system. The induction-based 
we  presented  provides  a  means  for  constructing  icon 
databases without recourse to manual intervention. This 
icon  tree  algorithm  appears  to  give  very  reasonable 
recognition  performance when applied to  training and 
test images of real objects, although we appreciate the 
limited scale of this trial. The adopted multi-resolution 
icon  tree  approach  yields  improved  search  efficiency 
over brute force linear search of the training examples 
through  in-class  clustering.  A  more  extensive  training 
and  test  set,  comprising  many  more  object  classes  of 
varying degrees of similarity, is now required to really 
explore the performance boundaries and between-class 
clustering 
 
We  anticipate  that  this  system  will  be  appropriate  to 
those applications where a set of stable and well defined 
set of views of a target are available. Such applications 
include:  way-point  finding  for  robot  vision  (we  are 
currently  trialing  a  binocular  robot  head), 
security/surveillance,  document  image  processing, 
image databases and aerial image interpretation. 
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