howe inetwokuing smayfnt real benefits In this paper, using both theoretical analysis and simulations, without introducing significant computational complexities at we quantitatively evaluate how segment-based network coding peers. It has been shown in recent work [5] Let us consider two extremes of P2P protocol design. The protocols. The basic idea in P2P content distribution protocols first one does not use network coding at all, and the second is to segment large volumes of data (usually hundreds of uses network coding across all existing blocks. If we consider megabytes or even gigabytes) in fine-granularity blocks, and the number of blocks in each segment (referred to as the then distribute these blocks ine ane nner by letting segment size) in group network coding, we may observe that peers exchange them with one another. the first extreme corresponds to a segment size of one, with as
In reality, however, P2P protocols often suffer from severe many segments as blocks, while the other extreme corresponds peer dynamics (i.e., arrivals and departures), as peers are to the case of grouping all blocks into the same segment. inherently unreliable. As the fundamental philosophy of peer-Intuitively, the degree of resilience to peer dynamics that to-peer protocols is to use resources on the peers to store network coding has to offer improves as we increase the blocks of content, content distribution sessions may continue network coding complexity increase the to proceed even when the original peers (sometimes referred If we vary the segment size when network coding is used, we to as seeds) are no longer available. However, in these cases, are fundamentally moving from one extreme to another, and blocks may become rare or even unavailable when peers arrmve making our choice in the challenge of resilience-comple and depart frequently with short lifetimes. Such significant tradeoff of network coding in P2P networks. It would be best degrees of imbalance with respect to block availability if we may operate with an appropriate segment size to enjoy henceforth referred to as block variation will adversely af-most of the resilience advantage of using network coding, but fect the availability of content, leading to longer downloading with acceptable coding complexity.
times at each peer.
Motivated by our curiosity on choosing the "sweet spot" in As end hosts at the edge of the Internet possess abundant the resilience-complexity tradeoff, we quantitatively evaluate computational resources with modemn processors, it is natural the content availability with different segment sizes, using both to take advantage of the power of network coding in P2P theoretical analysis and simulations. In our theoretical analyapplications, by allowing end hosts to not only forward and sis, we consider large-scale dynamic P2P [11] showed through analysis that with network coding, the first phase has a higher computational complexity in terms a peer downloading a file may randomly connect to fewer of m. This is because the cost of the latter phase also depends other peers to retrieve the entire file. The relationship between on the block size k, which is usually on the order of Kilobytes. block selection policies and the imbalance among different Naturally, the overall decoding complexity increases as the blocks has been discussed for P2P content distribution without segment size m increases. network coding in Fan et al. [12] . In this paper, we focus on Assume there are N user peers and N8 servers online, each the resilience-complexity tradeoff of network coding, when the with an average upload capacity ,u and a separate downlink of number of blocks in a segment varies from one extreme to an-sufficiently large capacity, then a peer will upload at a rate of other. To modeling peer dynamics this way, the total number of blocks also get the following simple facts: 1) the total number of in the network will remain constant while the distribution of blocks in users at time t is Y(t) =,11 ri (t), and 2) the blocks from each segment could be changing in time. This average number of blocks each segment has in users at time t enables us to focus on studying the block variation. In fact, the is > si(t) =Y(t)/G, which equals to the area under the assumption on a fixed number of online peers can be relaxed line in Fig. 1 and variance o7i , we are interested in deriving the distribution in that its effectiveness in assessing block imbalance may for I. The derivation of this block distribution will allow us to be biased by the value of E{I}. Thus, we adopt the above evaluate important metrics such as block variation, download definition of block variation, which is inspired by the typical time, content loss rate and content lifetime. To characterize fairness measure in resource allocation [17] . Block variation the distribution of I, we therefore introduce a system of 2 has the nice property that its value always lies between important notations that represent the system's state. Since 0 and oo, and that it is 0 for the balanced block distribution servers always have complete copies of the content, we are when each segment has the same number of blocks in the only interested in knowing the block statistics in users:
network. As we will show through simulations, download time D ti (t): the number of segments which have i blocks in all is directly related to block variation, which is a good indicator the users. r°tn (t) C for any t.
of the availability of different segments. reduces to less than mn, with no possibility to be replenished D again. Actually, we have solved for Pi by letting ddst -0 in We now discuss the important insights behind Theorem 2: the case of a8 0, and found Pi 0 for any finite i in * The steady-state block variation is inversely proportional steady state. According to Fig. 1, this indicates an extreme to the segment size m. Therefore, there can be a sweet case that nearly all the segments will finally have zero blocks, while only one segment will have an infinite number of blocks second factor is the objective function 1 -Sm (t) that stands in the network. Thus, the system can not hold stable in the for the content loss percentage at time t. We have plotted absence of servers. the fraction of decodable content as a function of time t
We assume that the servers leave the network altogether in after server departures in Fig. 3 under different segment sizes the steady state and set time t = 0 on the servers' departure. (number of users N = 1000, number of servers Ns = 50, We then solve the differential equations to derive parameters total number of blocks in the content M = 1000, upload of interest. Since servers leave in the steady state, we obtain rate A = ,/k = 4, average peer age A = 5). It is clearly initial conditions at time t 0:
shown that, as the segment size m increases, not only does Bi + K-i B the system lose less content right upon the servers' departure, Pij()) = 1-i3, = 0,1, 2,..., but the content loss rate after the servers' departure is reduced (13) greatly as well. Besides, merely a small increment in m would where B = a8mAA, =3
, 13 is a positive and rational result in a salient decrease in the content loss rate. number and B 7A++. By letting Ns = 0, i.e., a, = 0, Finally, we numerically determine content lifetime in a we obtain the differential equations for the system after the similar way. The content lifetime is defined as the period from servers' departure:
server departures to the incompleteness of the first segment.
ds (t)
Assume that the segment size is m, and the total number of
segments is G = M/m. If all the segments are still decodable t upon server departures, then the content becomes incomplete so(t) = 1. (14) when there is at least one segment which has less than m Hence, the problem of determining the content loss at a given blocks in the network. It is equivalent to saying that the content time has been converted to the problem of solving the system becomes unavailable at the time when the fraction of segments of ODEs (14) subject to the initial conditions (13).
with less than m blocks grows to greater than G Thus, the content lifetime equals to the first hitting time of the function
The fraction of decodable content as a function of time 1 -Sm(t) to G starting from the initial conditions set by (13). In most experiments, more than 2,000,000 peers are involved in total, with 6,000 peers being simultaneously online Fig. 3 . The fraction of decodable content at time t after server departures at any given time. factors will intertwine to affect the content loss fraction. The round, whereas in the meantime other peers may have a large first factor is the initial condition at t =0 which depends on number of upstream peers. To avoid such a load imbalance, m; as the segment size increases, either less content will be we require each peer to have at most 6 upstream peers. With lost right upon server departures, or segments are distributed this policy, most peers will have at least one upstream peer in a more balanced way if the content is still complete. The in each round. Afterwards, each peer will transmit data to its Bandwidths and block size are the same as in the previous First, it is clearly shown in Fig. 5 that the system does experiments. 1% of all the user peers are long-lived ones have a steady state in which block distribution stays roughly which will not leave until they finish downloading. The other constant. Parameters are set such that the number of online peers are short-lived ones which have lifetimes exponentially user peers N = 6000, number of online servers Ns = 100, distributed. It is clearly shown in Fig. 8 that as segment size file size F = 768 MB, block size k = 256 KB. Each user has increases, the average download time required to obtain the a lifetime exponentially distributed with a mean of 5 rounds. entire content is reduced. And the relation between downTo accommodate heterogeneity, we assume an equal number load time and segment size assumes a similar form (inverse of peers with high upload bandwidth (2 MB/round), medium proportion) to that between block variation and segment size.
upload bandwidth (512 KB/round), and low upload bandwidth The underlying reason is that as block variation is subdued, (256 KB/round) connectivity, peers will not be hindered in obtaining those rare blocks. Fig. 6 shows the block variation aI in steady state. The ex-Besides, there is a sweet spot of segment size, beyond which periment ran for 500 rounds. And after round 200, the system the download time can hardly be further reduced. Thus, the stepped into the steady state. Parameters are set to the same use of a small segment size, such as 10-20, suffices to optimize We have discovered that the block variation is inversely proportional to the segment size. A similar relation between the download time and segment size is also observed. Therefore, small segment sizes less than 20 in our simulations even with high peer volatility suffice to realize the major benefit of network coding in terms of reducing download times and enhancing content availability.
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