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Notations mathe´matiques et conventions
Dans ce manuscrit, les scalaires sont note´s en minuscules comme par exemple s. Les vecteurs sont
note´s en minuscule grasses : v et les matrices en majuscules grasses : M. Sauf mention contraire,
n repre´sente le nombre de degre´s de liberte´ d’un robot. I est une matrice identite´. Une e´toile en
exposant de´note une valeur de´sire´e : e∗ et un accent circonflexe de´note une valeur observe´e : pˆ. Le
point et le double point sont utilise´s pour noter les vitesses et les acce´le´rations : v˙, a¨. Des notations
supple´mentaires seront pre´sente´es quand elles seront ne´cessaires.

Chapitre 1
Introduction
Le de´veloppement de la robotique de service est e´troitement lie´e a` une grande varie´te´ de proble`mes
scientifiques. L’objectif d’une grande partie de ce domaine de recherche est que l’inte´gration des
robots dans l’environnement humain soit suffisamment fiable et efficace pour eˆtre utile. Les exemples
de proble`mes a` re´soudre concernent la navigation et la perception de l’environnement. C’est cette
classe de proble`me qui a e´te´ tout d’abord re´solue et des solutions ont e´te´ applique´es avec succe`s sous
l’incarnation de robots aspirateurs, nettoyeurs de piscines ou robots explorateurs.
A` ces fonctionnalite´s de navigations, des fonctionnalite´s de manipulations peuvent eˆtre ajoute´es.
Les robots mobiles manipulateurs tels que le PR2 [PR2, 2011] sont e´quipe´s de bras destine´s aux actions
de manipulations d’objets situe´s dans l’environnement (voir figure 1.1). Ces robots sont construits de
manie`re a` de´coupler les fonctionnalite´s de navigation et de manipulation, il est ainsi possible d’associer
directement des espaces aux taˆches a` effectuer. Par exemple, pour la navigation, les roues du robot
vont e´voluer dans l’espace de´fini par le plan du sol. Tandis que pour la manipulation, les actions du
bras vont eˆtre exprime´es dans l’espace carte´sien pour asservir la position de l’effecteur a` une position
de´sire´e. Les deux domaines des actions sont bien de´couple´s, et des ope´rations de programmation,
debuggage, diagnostique et reconnaissance peuvent alors eˆtre traite´es facilement en effectuant des
observations dans ces deux espaces.
La meˆme se´paration de fonctionnalite´s peut aussi s’appliquer aux robots humano¨ıdes en consid-
e´rant que les jambes remplissent la fonction de navigation et que le haut du corps s’occupe de la
manipulation. La navigation se traduit alors par une planification d’empreintes de pas que le robot
doit suivre dans l’espace a` deux dimensions repre´sentant le sol pour atteindre un objectif. A` la manie`re
des robots manipulateurs, les actions de manipulation seront exprime´es dans l’espace carte´sien. Cette
approche est illustre´e dans le sce´nario Donne moi la balle rose [Yoshida et al., 2007], effectue´ par le
robot humano¨ıde HRP-2 au LAAS-CNRS. La mission du robot est de´compose´e en sous-missions qui
sont ge´re´es par des modules de logiciels inde´pendants : localiser la balle, marcher vers la balle, attraper
la balle, localiser l’ope´rateur, marcher vers l’ope´rateur et donner la balle (voir la figure 1.2).
D’une manie`re ge´ne´rale, le de´coupage en sous parties fonctionnelles n’est pas toujours possible a`
cause de la complexite´ du robot. C’est le cas par exemple d’un robot humano¨ıde ou` des couplages
entre les diffe´rents membre, qui varient en fonction de l’action a` re´aliser, sont trop nombreux. Le
sce´nario illustre´ par la figure 1.3 ressemble beaucoup au sce´nario pre´ce´dent cependant, la me´thodolo-
gie applique´e pour accomplir la mission est tre`s diffe´rente. Ici, la mission du robot est d’attraper
une balle se situant entre ses pieds. Pour accomplir la mission, le robot doit reculer puis tendre la
main vers la balle. La mission est accomplie en conside´rant que les pas a` effectuer repre´sentent une
Figure 1.1 – Le robot PR2 de Willow garage.
extension virtuelle du robot, ramenant la mission a` un proble`me de cine´matique inverse avec con-
traintes [Kanoun et al., 2010]. La marche apparaˆıt alors de fac¸on implicite dans l’action asservir la
position de la main vers la position de la balle qui de´crit la mission.
1.1 Proble´matique
Dans ce manuscrit, nous cherchons a` reconnaˆıtre les composantes du mouvement en cours lorsque le
de´coupage fonctionnel n’est pas possible. Nous nous inte´ressons plus particulie`rement aux mouvements
faisant intervenir plusieurs objectifs a` atteindre. Dans ce cadre, nous cherchons a` montrer que la
fonction de taˆches, classiquement utilise´e pour de´crire un mouvement a` ge´ne´rer, peut eˆtre utilise´e
comme une ge´ne´ralisation du de´coupage fonctionnel, pour reconnaˆıtre de manie`re explicite des parties
couple´es du mouvement.
La figure 1.4 illustre la proble´matique des travaux pre´sente´s dans ce manuscrit. Dans l’image de
gauche, le robot effectue un mouvement d’atteinte avec sa main droite. Dans l’image de droite, le
robot effectue deux mouvements d’atteintes en paralle`le. Les deux mouvements sont visuellement tre`s
proches. Pourtant le roˆle de la main gauche est discriminant. Dans le premier cas, la main gauche est
couple´e au mouvement de la main droite pour compenser le de´se´quilibre introduit par le de´placement de
la main droite. Dans le second cas, la main gauche agit de manie`re inde´pendante pour accomplir l’action
d’atteinte. Le proble`me souleve´ est donc de trouver le moyen de diffe´rencier les deux mouvements en
les observant. Nous montrons qu’en effectuant les observations dans les bons espaces, il est possible
d’effectuer une reconnaissance de mouvements capable de de´sambigu¨ıser ces mouvements visuellement
proches.
Dans la suite de cette section, nous pre´sentons diffe´rentes approches conside´re´es dans le domaine de
l’imitation et la reproduction de mouvements. Les travaux en imitation de mouvements sont relie´s aux
noˆtres dans la mesure ou` le proble`me de l’imitation consiste a` de´tecter les caracte´ristiques importantes
ou communes d’un ou plusieurs mouvements observe´s afin de pouvoir les reproduire ou les ge´ne´raliser.
1.2 E´tat de l’art
La possibilite´ pour un robot d’apprendre a` reproduire des mouvements a` partir de de´monstrations
est inte´ressante car intuitive. Les de´monstrations peuvent par exemple provenir d’un robot identique,
ou sur ce meˆme robot par kineste´sie (un ope´rateur va manipuler a` la main les membres du robot).
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Figure 1.2 – La mission globale [Donne moi la balle]est de´compose´e en se´quences de sous-missions [localiser la balle], [marcher
vers la balle], [attraper la balle], [localiser l’ope´rateur], [marcher vers l’ope´rateur], et [donner la balle]. Les mouvements [marcher
vers], [attraper], [donner] apparaissent comme une se´quence structurant l’action (extrait de [Yoshida et al., 2007]).
Dans ce cas, on parle de reproduction de mouvements. On parle d’imitation de mouvements si la de´-
monstration provient d’un humain ou d’un autre type de robot. Le cas e´che´ant, le mouvement doit eˆtre
transforme´ pour pouvoir eˆtre exe´cute´ au mieux du point de vue de la ressemblance ou des objectifs a`
atteindre. L’imitation ou la reproduction de mouvements peut porter sur des mouvements spe´cifiques
comme la marche [Benalle`gue et al., 2010], sur des mouvements du corps complet en respectant les
contraintes d’e´quilibre du robot [Nakaoka et al., 2003, Yamane et Hodgins, 2009, Miura et al., 2009]
ou sur les contraintes physiques par optimisation [Suleiman et al., 2008]. Les me´thodes d’apprentis-
sage sont largement utilise´es pour ge´ne´raliser les mouvements appris et sont tre`s populaires. Cette
ge´ne´ralisation porte par exemple sur un changement dans l’environnement.
Le proble`me de l’imitation peut eˆtre formule´ en sous-proble`mes s’attaquant a` la reconnaissance et
a` la ge´ne´ration de mouvements. La me´thode de reconnaissance de taˆches de´veloppe´e dans ces travaux
s’appuie sur le mode`le de ge´ne´ration de mouvements en se plac¸ant directement dans les espaces des
taˆches. Nous comparons les approches e´tudie´es dans le domaine vis-a`-vis des espaces utilise´s pour
repre´senter ou caracte´riser les informations ve´hicule´es dans un mouvement.
1.3 Apprentissage et repre´sentation du mouvement
Un aspect critique dans l’apprentissage de mouvement est le choix de l’espace dans lequel l’ap-
prentissage s’effectue, ou autrement dit, des variables qui caracte´risent la re´alisation des objectifs. Ce
choix de´termine la repre´sentation du mouvement refle´tant l’expressivite´ des mouvements observe´s.
Plusieurs solutions dans le choix de l’espace d’apprentissage ont e´te´ e´tudie´es.
Dans [Shon et al., 2005], il y a deux espaces d’observations : la configuration articulaire d’un hu-
main acquise par capture de mouvements, et l’espace articulaire du robot. L’espace articulaire de
l’humain est ne´cessaire car l’objectif de ces travaux est de re´aliser une imitation. Un mouvement est
ge´ne´re´ sur un mode`le du robot, et un humain imite ce mouvement. La trajectoire articulaire de l’hu-
main est enregistre´e graˆce a` un syste`me de capture de mouvements. De cette fac¸on, l’apprentissage
porte sur un corpus paralle`le de trajectoires de l’humain et du robot. L’association entre les trajectoires
articulaires humaines et robotiques est donc manuelle.
Dans [Chalodhorn et al., 2009], l’espace d’observation est l’espace articulaire du robot. L’objectif
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Figure 1.3 – Pour attraper la balle situe´e entre ses pieds, le robot doit s’en e´loigner en faisant quelques pas en arrie`re. Dans
cette expe´rience, la partie reculer n’est pas ge´re´e par un module de logiciel. Elle fait partie inte´grale de l’action complexe
attraper la balle (extrait de [Kanoun et al., 2010]).
Figure 1.4 – Pour attraper la balle en face de lui (a` gauche), le robot atteint une posture dans laquelle le bras gauche
est utilise´ pour garder son e´quilibre. Dans la figure de droite, le robot effectue deux actions en paralle`le : attraper la balle
devant lui tout en attrapant une autre balle se trouvant derrie`re lui (bien suˆr, la balle qui se trouve derrie`re le robot a e´te´
volontairement place´e a` la position finale de la main gauche illustre´e dans la figure de gauche). Il est impossible de diffe´rencier
visuellement les deux postures. Cependant, est-il possible de discriminer ces deux mouvements ?
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de ces travaux e´tant d’effectuer des reconnaissances et des reproductions de mouvements. Pour pouvoir
appliquer un algorithme d’apprentissage, une technique de re´duction de dimension est applique´e : les
auteurs proposent une analyse en composantes principales non line´aire avec contrainte circulaire. Il
s’agit d’une me´thode qui ge´ne´ralise l’analyse en composantes principales car elle permet d’obtenir les
relations dans les deux sens entre l’espace de haute dimension et l’espace re´duit. La contrainte circulaire
permet d’adapter la technique aux courbes ferme´es. En ne conside´rant que l’espace articulaire, la
se´mantique du mouvement n’est pas explicite : l’exe´cution d’une taˆche n’est que la conse´quence de la
reproduction de la trajectoire articulaire.
Le cas contraire est illustre´ dans [Herzog et al., 2008]. Les travaux se focalisent sur les mouvements
d’un bras droit pour des gestes d’atteintes d’objets. L’objectif e´tant d’effectuer la reconnaissance et
l’imitation de mouvements d’atteintes effectue´s par un humain sur un robot humano¨ıde. L’espace
d’observation est ici compose´ des trajectoires dans l’espace carte´siens de points associe´s a` chaque
articulation (e´paule, coude, pouce, doigt, poing). Le choix de cet espace d’observation donne une
interpre´tation aux mouvements conside´re´s. Les de´placements de ces points sont mis a` l’e´chelle du
robot, puis sont utilise´s pour le calcul des trajectoires articulaires que le robot doit exe´cuter pour
imiter un mouvement. Ainsi l’algorithme d’apprentissage peut associer le mouvement du bras humain
au mouvement du bras du robot. D’une manie`re similaire, les positions, vitesses et acce´le´rations d’un
effecteur sont observe´es dans [Hersch et al., 2008] pour ge´ne´raliser et reproduire des mouvements.
Les mouvements de de´monstrations sont applique´s directement sur le robot par un ope´rateur. Des
informations de visions sont utilise´es pour ge´ne´raliser les mouvements appris a` d’autres conditions
initiales et ge´rer les perturbations.
Dans [Montecillo-Puente et al., 2010], les positions et orientations de la teˆte, des mains, des pieds
et du torse d’un humain sont observe´es. Ces positions sont transpose´es a` un robot humano¨ıde pour
reproduire le mouvement de l’humain en temps re´el. Toutes les trajectoires de taˆches sont imite´es sans
faire la distinction des mouvements pertinents ou non.
L’espace d’observation conside´re´ dans [Billard et al., 2003], est l’union de l’espace articulaire d’un
bras humain, et des positions dans l’espace carte´sien d’objets a` manipuler. Dans [Billard et al., 2006,
Calinon et al., 2007, Kwon et Park, 2008, Eppner et al., 2009], l’espace articulaire et les positions ab-
solues et relatives entre les effecteurs et les objets a` manipuler dans l’environnement sont utilise´s
comme observations. Ces espaces permettent de repre´senter d’une manie`re plus explicite, les taˆches
effectue´es puisque l’ajout des positions carte´siennes des e´le´ments permet de spe´cifier qu’il n’y a pas que
les trajectoires articulaires qui sont importantes dans le mouvement : les de´placements des objets et
des effecteurs sont caracte´ristiques du mouvement. L’espace d’observation est donc spe´cialise´ pour un
certain type d’activite´. Les variations de l’environnement seront prises en compte dans l’apprentissage
pour extraire des descriptions ge´ne´riques des mouvements de´montre´s. Dans [Gribovskaya et al., 2011],
l’apprentissage se base sur les vitesses et les forces afin de se spe´cialiser au contexte de l’interaction
physique avec un humain.
Dans tous les travaux pre´sente´s, le choix des espaces d’observations est directement lie´ a` la nature
des mouvements. La spe´cialisation des espaces permet de de´crire (et donc de reconnaˆıtre) plus effi-
cacement les mouvements. Notre approche consiste a` ge´ne´raliser la spe´cialisation en conside´rant tous
les espaces dans lesquels une taˆche peut eˆtre exe´cute´e.
1.4 Reconnaissance du mouvement
La reconnaissance du mouvement est un proble`me pouvant s’appliquer a` de nombreux domaines
comme la vision ou l’interaction homme-machine et s’inte`gre naturellement aux applications d’imita-
tions. Dans le cas des mouvements humains, la reconnaissance peut porter sur plusieurs niveaux. Il peut
s’agir de suivre un humain, d’estimer sa configuration articulaire, reconnaˆıtre l’identite´ d’un humain
en se basant sur ses mouvements ou encore interpre´ter ses actions et ses comportements. Une revue
comple`te et ge´ne´rale de l’analyse de mouvements humains est pre´sente´e dans [Moeslund et al., 2006].
Une autre synthe`se des travaux sur la reconnaissance de l’action exe´cute´e dans un mouvement est
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pre´sente´e dans [Kru¨ger et al., 2007].
L’e´tude des mouvements et des taˆches en biome´canique a amene´ au de´veloppement de la the´orie
des varie´te´s non controˆle´es [Scholz et Scho¨ner, 1999]. Pendant la re´alisation d’une taˆche, les degre´s de
liberte´ contribuant a` la taˆche d’un humain seraient classe´s dans deux cate´gories : d’une part les degre´s
de liberte´ qui sont controˆle´s par le syste`me nerveux et d’autre part ceux qui ne le sont pas. Les variables
sont conside´re´es comme e´tant controˆle´es si elles sont stabilise´es. Dans [Jacquier-Bret et al., 2009], la
the´orie des varie´te´s non controˆle´es est applique´e pour l’e´tude de mouvements d’atteintes d’un humain
en pre´sence d’un obstacle qui va mate´rialiser des contraintes spatiales. L’objectif est de comprendre
comment le syste`me nerveux central ge`re la redondance du bras pour une taˆche d’atteinte en fonction
de la pre´sence ou non d’un obstacle. Les diffe´rentes expe´rimentations mene´es renforcent l’hypothe`se
selon laquelle le syste`me nerveux central adapte les synergies entre les diffe´rents degre´s de liberte´
du bras en fonction des contraintes spatiales (ici des obstacles) et des objectifs. On peut noter la
similitude entre les varie´te´s non controˆle´es et leurs sous-espaces orthogonals avec le formalisme de la
pile de taˆches pre´sente´ dans le chapitre 2.
1.4.1 Classification de mouvements
Le proble`me de reconnaissance d’action peut se formuler comme un proble`me de classification.
Dans les travaux en vision pre´sente´s dans [Chan et al., 2007], des mouvements humains, issus de
se´quences d’images, sont classe´s pour de´gager des comportements distincts en utilisant des informa-
tions contextuelles aux mouvements du corps. Ces informations sont inspire´es de la biome´canique et
sont mode´lise´es par un syste`me de connaissance, a` base de re`gles floues qui sont applique´es aux trajec-
toires articulaires d’un humain. Par exemple, pour un mouvement de marche, les deux bras ne doivent
pas eˆtre en meˆme temps devant le torse. Les classes de mouvements conside´re´es sont la course et la
marche. Elles correspondent a` des comportements humains. L’inconve´nient majeur de la me´thode est
qu’il est difficile de trouver et de formuler les re`gles qui de´finissent une classe de mouvements. Il est
aussi difficile de ge´rer le grand nombre de re`gles si on accumule tous les comportements.
Peu de techniques sont de´veloppe´es pour la reconnaissance d’actions simultane´es. La me´thode
pre´sente´e dans [Mori et al., 2002] est de´die´e aux actions humaines simultane´es. Encore une fois, le
de´faut majeur de cette me´thode est qu’une action est repre´sente´e par un ensemble d’heuristiques
se´lectionne´es manuellement. Par exemple, pour qu’une action appartienne a` la classe leve´ de main, le
mouvement doit respecter deux re`gles : la position de la main doit eˆtre au dessus d’un certain seuil,
et la main doit se de´placer de bas en haut. Toutes les heuristiques sont applique´es au mouvement
observe´ pour de´gager l’ensemble des actions exe´cute´es.
D’autres types de classes peuvent eˆtre conside´re´s comme dans [Drumwright et Mataric´, 2003,
Jenkins et Mataric´, 2004]. Ces classes sont focalise´es sur des classes se´mantiques (un direct, un crochet,
un uppercut, une garde). Chaque classe est repre´sente´e par des exemples de trajectoires articulaires
qui vont cre´er un espace par balayage. Un classificateur bayesien est utilise´ pour calculer la probabilite´
qu’un mouvement appartienne a` une classe particulie`re sur des trajectoires articulaires observe´es, en
se basant sur les espaces de chacune des classes se´mantiques. Des sous-espaces articulaires sont utilise´s
comme crite`res de classification de pas de danse dans [Campbell et Bobick, 1995].
La classification pre´sente´e dans [Kulic´ et Nakamura, 2008a] est une classification adaptative en
ligne. Les classes e´voluent au fur et a` mesure des observations. Chaque mouvement observe´ est encode´
sous la forme d’une chaˆıne de Markov cache´e pour eˆtre classe´. Dans [Takano et al., 2005], les classes
de mouvements se basent sur les parame`tres des mode`les de Markov cache´s encodant les mouvements.
1.4.2 Segmentation temporelle
La segmentation temporelle de mouvements est utilise´e pour de´finir la succession de mouvements
unitaires ou primitifs dans un mouvement observe´. L’outil le plus utilise´ dans ce domaine est le
mode`le de Markov cache´. Cet outil a surtout e´te´ applique´ dans le domaine de la reconnaissance de
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parole [Rabiner, 1989]. Mais ses proprie´te´s mathe´matiques permettent de l’utiliser pour mode´liser des
donne´es se´quentielles ge´ne´riques, dont le mouvement.
La segmentation de donne´es de capture de mouvements est e´tudie´e dans [Barbicˇ et al., 2004]. La
segmentation est de haut niveau : chaque segment unitaire repre´sente un comportement (marcher,
courir, frapper. . . ). Trois approches y sont e´value´es en se basant sur les dimensions obtenues par
analyse en composantes principales, puis en se basant sur une analyse en composantes principales
associe´e a` un mode`le probabiliste [Tipping et Bishop, 1999] et enfin en utilisant des me´langes de
mode`les gaussiens.
Des techniques tre`s simples sont conside´re´es dans [Field et al., 2008] pour la segmentation de mou-
vements. Celles-ci se basent sur les acce´le´rations des corps en mouvement, les changements de direc-
tions (les points ou` la vitesse devient nulle) et les analyses en composantes principales probabilistes.
En animation, dans le cadre des bases de donne´es de mouvements, la segmentation automatique de
mouvements peut eˆtre utilise´e pour annoter automatiquement des mouvements et retrouver certains
types de motifs de mouvements [So et Baciu, 2006, Beaudoin et al., 2008]. Dans le meˆme domaine, une
segmentation de mouvements est re´alise´e en recherchant les postures clefs menant a` des changements
de direction significatifs [So et Baciu, 2005].
Dans [Kulic´ et Nakamura, 2008b], la segmentation d’un flux de donne´es repre´sentant des mouve-
ments humains, se fait en ligne contrairement a` la plupart des me´thodes de segmentations. En effet, il
est important que l’apprentissage puisse se faire en ligne afin de pouvoir tenir compte de la pre´sence
d’humains dans l’environnement du robot. De plus l’approche est incre´mentale et permet de prendre en
compte les mouvements de´ja` appris ou appris manuellement dans la segmentation. Cette segmentation
se base sur des proprie´te´s des vitesses angulaires des articulations. Dans [Chalodhorn et al., 2009], la
segmentation est e´galement effectue´e en ligne, et se base sur la projection des donne´es observe´es dans
un espace re´duit. Un nouveau segment est cre´e´ lorsque les nouveaux points projete´s ne correspondent
plus au mode`le de pre´diction de l’espace courant. Les diffe´rents segments repre´sentent des phases de
marches (marche avant, pas sur le coˆte´, virage). Cette approche ressemble a` notre me´thode de recon-
naissance de taˆche pre´sente´e dans le chapitre 4, dans le sens ou` les donne´es observe´es sont compare´es
dans un espace approprie´ a` des comportements attendus. La diffe´rence est que les espaces que l’on
conside`re sont traite´s de manie`re paralle`le et sont directement lie´s a` la se´mantique du mouvement.
1.5 Ge´ne´ration de mouvements
L’e´tape finale en imitation est la ge´ne´ration du mouvement a` partir de la repre´sentation des mouve-
ments reconnus. Les primitives moteurs permettent d’exprimer le controˆle dans un espace de dimension
infe´rieure a` l’espace articulaire. En combinant les primitives, il est alors possible d’obtenir une grande
expressivite´ pour les mouvements ge´ne´re´s. Les primitives peuvent eˆtre tire´es d’un syste`me dynamique,
et peuvent eˆtre modifie´es et commute´es en ligne [Degallier et al., 2008]. Dans [Sugihara et al., 2005],
les mouvements sont ge´ne´re´s en connectant par une fonction lisse et continue, une posture clef et
la posture courante. Le mouvement ge´ne´re´ tient compte des contraintes dynamiques du robot et la
trajectoire du centre de gravite´ du robot est recalcule´e.
Dans [Drumwright et Mataric´, 2003] a` la manie`re de [Rose et al., 1998], le mouvement est ge´ne´re´
en interpolant des exemples appartenant a` une classe de mouvements. Dans [Calinon et al., 2007],
des mouvements sont ge´ne´ralise´s par me´langes de gaussiennes, puis un mouvement est ge´ne´re´ par
optimisation d’une fonction de mesure d’imitation. Cette phase d’optimisation permet d’adapter le
mouvement au contexte courant.
Bien que la technique de re´duction de dimension utilise´e dans [Chalodhorn et al., 2009] permette
d’obtenir directement des trajectoires articulaires graˆce a` la connaissance des relations dans les deux
sens entre l’espace de haute dimension et l’espace re´duit, une perte de pre´cision est possible a` cause du
processus d’encodage et de´codage. Ainsi l’application du mouvement sur le robot ne garantit aucune
stabilite´. C’est pour cette raison que le mouvement ge´ne´re´ est ajuste´ par optimisation d’une fonction
de couˆt repre´sentant des valeurs capteurs attendues en fonction de l’e´tat du robot dans l’espace re´duit.
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1.6 Approche propose´e
Notre approche pour la reconnaissance de mouvements s’inscrit dans la continuite´ des travaux
re´alise´s au JRL et au LAAS-CNRS au sein de l’e´quipe Gepetto. Elle se focalise dans l’espace des taˆches
et par conse´quent, a` la reconnaissance de taˆches. Plutoˆt que de construire un mode`le discriminant ou
ge´ne´ratif en utilisant les outils statistiques, nous exploitons le mode`le de ge´ne´ration de mouvements.
En effet, ce mode`le permet d’exprimer directement les corre´lations non line´aires entre les variables
de mouvements qui sont inhe´rentes aux mouvements humano¨ıdes. Les approches statistiques et les
techniques de re´duction de dimensions ne conside`rent ge´ne´ralement que les corre´lations line´aires. Nous
utilisons le formalisme de la fonction de taˆche pour projeter le mouvement observe´ dans les espaces de
taˆches, caracte´risant un mouvement, ainsi que dans les espaces nuls. Ce formalisme sera pre´sente´ dans
le chapitre suivant. Contrairement a` la majorite´ des travaux ante´rieurs qui s’inte´ressent
aux mouvements compose´s de se´quences de primitives, nous explorons les mouvements
complexes issus d’un empilement de contoˆleurs.
Nous ne conside´rons pas les se´quencements d’actions ni la ge´ne´ralisation de mouvements : aucun
apprentissage n’est re´alise´. En effet, nous supposons que les mode`les de comportements sont connus
puisque ce sont directement les mode`les de ge´ne´rations de mouvements utilise´s pour controˆler le robot.
Notre me´thode de reconnaissance de taˆche est formule´e comme un proble`me d’identification de taˆches
actives parmis un ensemble connus de taˆches possible. Notre me´thode est capable de de´tecter des
taˆches exe´cute´es en paralle`le en projetant les trajectoires observe´es dans des espaces caracte´ristiques.
La me´thode est aussi capable de ge´rer les e´ventuels couplages de taˆches graˆce a` l’utilisation d’un
ope´rateur de projection dans les espaces nuls des taˆches.
1.7 Plan du manuscrit
Le chapitre 2 introduit les ge´ne´ralite´s sur la cine´matique inverse et le concept de la fonction de
taˆches. Ces fonctions de taˆches sont utilise´es pour la ge´ne´ration de mouvements graˆce a` une hie´rar-
chisation de controˆleurs. La me´thode de ge´ne´ration de mouvements utilise´e tout au long des travaux
pre´sente´s est une imple´mentation de cette approche : la pile de taˆches. La me´thode de reconnaissance
pre´sente´e dans ce manuscrit s’appuie sur les proprie´te´s associe´es a` la fonction de taˆches. Ces proprie´te´s
sont utilise´es pour manipuler les observations de mouvements.
Il est important de se placer dans un contexte proches des applications re´elles. Ainsi, l’analyse des
mouvements est pre´ce´de´e par une phase d’acquisition. Dans nos travaux, l’acquisition des mouvements
s’effectue par le biais d’un syste`me de capture de mouvements optique. Le chapitre 3 pre´sente les
diffe´rentes technologies permettant d’enregistrer un mouvement, le traitement des donne´es collecte´es
ainsi que des exemples d’applications oriente´es vers la fonction de taˆches.
Les techniques pre´sente´es dans ces deux chapitres sont exploite´es dans le chapitre 4 qui repre´sente
le cœur de la contribution apporte´e dans ces travaux : une me´thode de reconnaissance de taˆches pour
un robot humano¨ıde, capable de reconnaˆıtre des taˆches exe´cute´es en paralle`les et de manie`re pre´cise.
Les diffe´rentes expe´riences en simulation et sur un vrai robot validant la me´thode y sont de´taille´es.
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Chapitre 2
Pile de taˆches
La fonction de taˆche [Samson et al., 1991] est une approche e´le´gante pour de´crire intuitivement
des commandes pour un robot dans un espace approprie´. Une taˆche permet donc de relier l’e´-
tat d’un robot a` un espace choisi. On peut alors pre´dire les mouvements dans l’espace des taˆches
connaissant les mouvements du robot (fonction directe) ou bien trouver un mouvement (c’est-a`-
dire une commande) du robot re´alisant un objectif donne´ dans l’espace des taˆches. En se reposant
sur la redondance du syste`me, cette approche peut eˆtre e´tendue pour tenir compte d’un ensemble
hie´rarchise´ de taˆches [Siciliano et Slotine, 1991]. Il est possible de ranger ces taˆches sous la forme
d’une pile afin de construire efficacement une loi de commande ge´ne´rant des mouvements com-
plexes [Baerlocher et Boulic, 2004, Mansard et Chaumette, 2007]. Cette organisation en pile autorise
des ope´rations sur les taˆches (ajouts, suppressions et permutations) qui pre´servent la continuite´ de la
commande [Keith et al., 2009]. Ce mode de composition offre une ve´ritable versatilite´ : en effet, les
taˆches qui composent une pile sont re´utilisables inde´pendamment, et peuvent eˆtre modifie´es graˆce a`
leurs parame´trages. De plus les taˆches peuvent eˆtre exprime´es dans les meˆmes espaces que les donne´es
de capteurs, et il est par conse´quent facile de suivre l’e´volution des taˆches.
Ce chapitre pre´sente d’abord le proble`me de la ge´ome´trie inverse qui consiste a` calculer une posture
d’un corps poly-articule´ en fonction d’un objectif dans l’espace carte´sien a` atteindre. Les principes
et les outils permettant de re´soudre ce proble`me ont un lien direct avec la fonction de taˆche. Le
formalisme de la fonction de taˆche sera ensuite introduit, pour finir sur la pre´sentation de la pile
de taˆches. Cette pile de taˆches, graˆce a` ses proprie´te´s, pourra eˆtre utilise´e pour ge´ne´rer une loi de
commande ou effectuer une reconnaissance de mouvements.
2.1 Cine´matique inverse
Le proble`me de la cine´matique inverse consiste a` de´terminer le mouvement a` appliquer a` un
corps poly-articule´ pour satisfaire un objectif de´sire´ dans un espace de travail (par exemple l’espace
carte´sien). Le champ d’application de la cine´matique inverse s’e´tend au domaine de la robotique pour
le controˆle, en animation graphique et dans les jeux vide´o pour animer des corps poly-articule´s tels
que des personnages ou des animaux, mais aussi en bioinformatique pour mode´liser les mouvements
de prote´ines. La difficulte´ de ce proble`me re´side dans l’explosion combinatoire due au grand nombre
d’articulations a` controˆler. Cette partie pre´sente le proble`me de la cine´matique inverse ainsi que les
principales me´thodes permettant de le re´soudre.
Figure 2.1 – Un exemple de syste`me cine´matique de type humano¨ıde. En fonction de la taˆche, une sous-chaine cine´matique
peut eˆtre utilise´ (par exemple une sous-chaine associe´ a` un bras).
Figure 2.2 – Un exemple de robot de type bras articule´ industriel a` six degre´s de liberte´.
2.1.1 Formulation du proble`me
La cine´matique est l’e´tude du mouvement des corps d’un point de vue strictement ge´ome´trique
et temporel. Les forces et les moments agissant sur ces corps ne sont pas conside´re´s. Un syste`me
cine´matique est compose´ de corps relie´s entre eux par des articulations posse´dant un ou plusieurs
degre´s de liberte´. Ces syste`mes peuvent eˆtre repre´sente´s sous la forme d’un arbre dont les branches
sont des sous-chaˆınes cine´matique (voir la figure 2.1 pour un exemple de syste`me cine´matique). Un
syste`me cine´matique peut eˆtre de´crit par sa configuration articulaire :
q = (q0, . . . , qn) ∈ R
n (2.1)
Ces donne´es articulaires peuvent par exemple correspondre a` des valeurs angulaires dans le cas ou`
l’articulation est un pivot. L’ensemble de ces donne´es articulaires repre´sente l’espace articulaire. Dans
le cas d’un robot de type bras articule´ industriel a` six degre´s de liberte´ , l’espace articulaire correspond
au vecteur de dimension six dont les e´le´ments sont les valeurs angulaires de chaque articulation (voir
la figure 2.2).
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Figure 2.3 – Le proble`me de ge´ome´trie directe consiste a` calculer la position du point p en fonction de la configuration du
robot q = [θ1, θ2].
Figure 2.4 – Le proble`me de la cine´matique inverse est de trouver les modifications a` apporter a` la configuration articulaire
q pour qu’un l’effecteur atteigne une position de´sire´e p∗.
Le proble`me de ge´ome´trie directe consiste a` de´terminer la position d’un point appartenant au
robot a` partir d’une configuration articulaire donne´e (voir exemple dans la figure 2.3). Tandis que
le proble`me de ge´ome´trie inverse consiste a` de´terminer une configuration articulaire correspondant a`
une position de´sire´e. Le proble`me qui consiste a` de´terminer par la relation inverse
[
v
ω
]
→ q˙ une
vitesse articulaire amenant un effecteur a` une position pre´cise dans l’espace carte´sien en fonction de
la configuration articulaire actuelle, est appele´ la cine´matique inverse (voir la figure 2.4).
2.1.2 Re´solution du proble`me de cine´matique inverse
Le proble`me de la cine´matique inverse peut eˆtre re´solu de plusieurs manie`res. Pour les robots
simples (avec peu de degre´s de liberte´), le calcul analytique est envisageable. Elle consiste a` re´soudre
un syste`me e´quations souvent non line´aires. Une fois re´solues, le re´sultat est alors obtenu directement
en une seule e´tape. Il s’agit de l’approche classique en robotique pour le controˆle des bras articule´s
posse´dant jusqu’a` six degre´s de liberte´ car la solution analytique est rapide a` calculer [Craig, 2004].
Malheureusement, dans le cas ge´ne´ral d’une structure articule´e avec beaucoup de degre´s de liberte´, il
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n’existe pas de solutions analytique calculable.
Il est aussi possible de re´soudre le proble`me de cine´matique inverse par apprentissage, via des
exemples, de la relation
[
v
ω
]
→ q˙ [D’Souza et al., 2001]. Cette me´thode est inte´ressante lorsque le
mode`le du robot n’est pas connu avec exactitude. Elle permet aussi de se restreindre aux configu-
rations re´alisables sur le robot et d’obtenir des mouvements dont l’allure n’est pas artificielle. C’est
particulie`rement important lorsqu’il s’agit d’animer des personnages par exemple. Les inconve´nients
de cette me´thode sont he´rite´s des me´thodes par apprentissage, c’est-a`-dire que la relation e´chantillon-
ne´e
[
v
ω
]
→ q˙ est spe´cifique au robot conside´re´ et la qualite´ de la mode´lisation de´pend de la qualite´
des donne´es d’entrainement.
L’alternative la plus populaire est d’effectuer une re´solution nume´rique. La me´thode est ite´rative,
et consiste a` line´ariser le syste`me autour de l’e´tat courant, puis d’effectuer une descente de gradient
afin de converger vers la solution.
2.1.2.1 Formulation line´aire et non-line´aire
Une des me´thodes pour re´soudre le proble`me de cine´matique inverse consiste a` donner a` un solveur
non-line´aire une fonction de couˆt pour calculer des postures satisfaisant des contraintes repre´sentant
par exemple des contacts [Escande et al., 2006]. Il est aussi possible de line´ariser le proble`me et re´-
soudre ite´rativement en calculant des petits incre´ments de la configuration [Nakamura, 1990]. Ces
incre´ments font converger la configuration courante de la chaˆıne cine´matique vers une configuration
satisfaisant les objectifs. Ainsi, les ite´rations successives fournissent un chemin entre la posture initiale
et la posture satisfaisant les objectifs, et donc ce chemin peut eˆtre utilise´ comme une commande pour
un robot.
2.1.2.2 Line´arisation
La line´arisation est effectue´e en calculant la jacobienne de la fonction :
f → f(q) = p (2.2)
ou` p peut par exemple eˆtre la position de l’effecteur d’un robot. La jacobienne est une matrice qui
ge´ne´ralise la notion de de´rive´e de fonction scalaire. Dans le cas de (2.2), la jacobienne J s’e´crit :
J =

∂f1
∂q1
. . . ∂f1
∂qn
...
. . .
...
∂fm
∂q1
. . . ∂fm
∂qn
 (2.3)
La line´arisation permet l’approximation au premier ordre suivante :
∆p = J∆q (2.4)
La jacobienne est ensuite inverse´e pour obtenir une approximation locale de la fonction :
p→ q = f−1(p) (2.5)
On a alors une approximation de l’inverse :
∆q = J−1∆p+ o(‖∆q‖2) (2.6)
On pourra donc localement faire varier q dans la direction de la solution. Cette line´arisation pourra
eˆtre utilise´ pour re´soudre de manie`re ite´rative le proble`me de cine´matique inverse. Malheureusement,
la jacobienne n’est pas toujours inversible. Entres autres, J n’est pas souvent carre´e.
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Figure 2.5 – Illustration de la me´thode cyclic coordinate descent, dans laquelle les articulations sont traite´s se´quentiellement
amenant ainsi a` ne conside´rer qu’une colonne de la jacobienne par e´tape. L’inversion en est simplifie´e.
2.1.2.3 Simplification du proble`me d’inversion
Il est possible de contourner la difficulte´ de l’inversion de la jacobienne en simplifiant le proble`me.
Une premie`re ide´e est d’utiliser la transpose´e de la jacobienne plutoˆt que son inverse pour re´soudre le
proble`me de cine´matique inverse [Wolovich et Elliott, 1984]. Ainsi contrairement a` (2.6) on choisit le
prochain ∆q comme suit :
αJT∆p (2.7)
L’intuition, derrie`re cette approximation, est de faire l’analogie avec la relation entre les couples
moteurs et les forces dans l’espace carte´sien. Si f est la force qui va amener le robot en direction de
l’objectif, et τ le moment articulaire interne a` la chaine cine´matique ne´cessaire, cette relation est :
τ = JT f
Ainsi une quantite´ repre´sentant des de´placements angulaires est lie´e a` une quantite´ repre´sentant des
de´placements dans l’espace par la transpose´e de la jacobienne.
Cette me´thode est rapide car il n’y a pas d’ope´ration d’inversion a` effectuer pour calculer la
variation de q a` appliquer. Cependant, la convergence n’est pas rapide, et en particulier au voisinage
de la solution, puisque les variations a` appliquer de chaque articulations sont calcule´es sans tenir
compte de l’influence des autres articulations comme le montre (2.8) pour un exemple de robots a`
deux degre´s de liberte´ et un objectif de dimension deux.(
∆θ1
∆θ2
)
= α
(
∂x
∂θ1
∂y
∂θ1
∂x
∂θ2
∂y
∂θ2
)(
∆x
∆y
)
= α
(
∂x
∂θ1
∆x+ ∂y
∂θ1
∆y
∂x
∂θ2
∆x+ ∂y
∂θ2
∆y
)
(2.8)
Une autre me´thode ite´rative appele´e cyclic coordinate descent consiste a` calculer se´quentiellement
les variations a` appliquer a` chaque articulation [Luenberger, 1984, Wang et Chen, 1991]. Chaque ite´ra-
tion est de´compose´e en n e´tapes, pour une chaine articulaire en se´rie de n degre´s de liberte´. Chaque
e´tape consiste a` trouver la variation pour une articulation (en remontant de l’effecteur jusqu’a` la base)
qui va minimiser la distance entre l’effecteur et l’objectif. Ceci simplifie le calcul d’inversion puisqu’elle
ne concerne plus qu’un vecteur de de´rive´es partielles (une colonne de la jacobienne, voir la figure 2.5).
La me´thode est rapide, mais converge lentement. De plus, a` cause de l’approche se´quentielle, les vari-
ations des premie`res articulations auront tendance a` eˆtre plus grande que les suivantes : les postures
calcule´es peuvent donc paraˆıtre non naturelles. Un autre proble`me est que la me´thode est difficile a`
adapter pour des syste`mes a` plusieurs effecteurs.
Ces me´thodes reposant sur la simplification de l’inversion de la jacobienne n’apportent pas de
re´sultats satisfaisants pour la convergence et la ge´ne´ricite´. C’est pour cela que la me´thode la plus
utilise´e est l’utilisation de la pseudo inverse de la jacobienne de´crite dans le paragraphe suivant.
2.1.2.4 Pseudo inverse de la jacobienne
La pseudo inverse note´e A+, d’une matrice note´e A est une ge´ne´ralisation de l’inverse d’une ma-
trice [Ben-Israel et Greville, 2003, Moore, 1920, Penrose et Todd, 1955]. Elle peut eˆtre calcule´e pour
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n’importe quelle matrice, meˆme celles qui ne sont pas carre´es ou de rang plein. Elle posse`de certaines
proprie´te´s de l’inverse d’une matrice. Le type de pseudo inverse le plus utilise´ est la pseudo inverse de
Moore-Penrose qui est de´finie par les conditions suivantes :
AA+A = A (2.9)
A+AA+ = A+ (2.10)
(AA+)T = AA+ (2.11)
(A+A)T = A+A (2.12)
La pseudo inverse permet d’obtenir une solution minimale au sens des moindre carre´s a` la fois de
la distance a` la solution (0 si la solution est atteignable) et de la norme du vecteur solution d’un
syste`me d’e´quation line´aire. Ainsi pour l’e´quation (2.4), la pseudo inverse permet d’obtenir la solution
homoge`ne :
∆q∗ = min argmin
∆q
‖J∆q−∆p‖2 = J+∆p (2.13)
Une autre proprie´te´ inte´ressante de la pseudo inverse est que la matrice (I − J+J) effectue une
projection dans le noyau de J. Cela signifie que pour tout vecteurs z, J(I − J+J)z = 0 (direct
d’apre`s (2.10)). Cela permet d’obtenir d’autres solutions pour ∆q :
∆q = J+∆p+ (I− J+J)z (2.14)
∆q minimise encore ‖J∆q − ∆p‖2. La minimisation de ‖∆q‖ est alors perdue, sauf dans le cas
z = 0. Nous montrerons plus tard que cette proprie´te´ permet de ge´rer des commandes secondaires en
utilisant z pour faire varier la solution selon des crite`res choisis.
2.1.2.5 Calcul de la pseudo inverse
Une me´thode efficace pour calculer la pseudo inverse d’une matrice est d’effectuer une de´compo-
sition en valeurs singulie`res (singular value decomposition, SVD) sur cette matrice. Les proprie´te´s de
cette de´composition simplifient le calcul de la pseudo inverse. La de´composition en valeurs singulie`res
d’une matrice J de rang r consiste a` exprimer J sous la forme :
J = UΣVT
ou` U et V sont des matrices orthogonales et Σ est de la forme :
Σ =
(
D 0
0 0
)
(2.15)
D est diagonale carre´e de dimension r et 0 sont des matrices ne contenant que de e´le´ments nuls. Si
J est de dimension m × n, alors U est de dimension m ×m, Σ est de dimension m × n et V est de
dimension n × n (voir la figure 2.6). Les seuls membres non nuls de la matrice D sont les valeurs σi
selon la diagonale avec σ1 ≥ σ2 ≥ . . . ≥ σr ≥ 0.
Soient ui et vi les i
e`me colonnes de U et V. Les r premie`res colonnes de U forment une base
orthonorme´e de l’image de J, et les vecteurs vr+1, . . . , vn forment une base orthonorme´e du noyau
de J. La de´composition en valeurs singulie`res existe toujours. En ne conside´rant que les r premier
vecteur, J peut eˆtre re´duite a` :
J =
r∑
i=1
σiuiv
T
i (2.16)
Les matrices U et V sont orthogonales, et donc U−1 = UT et V−1 = VT . D est diagonale, et donc
son inverse est obtenu en remplac¸ant tout ses coefficients non nuls par leurs inverses. Ainsi, le calcul
de la pseudo inverse de J est directe :
J+ = VΣ+UT = V
(
D−1 0
0 0
)
UT =
r∑
i=1
σ−1i viu
T
i (2.17)
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Figure 2.6 – De´composition en valeurs singulie`res d’une matrice J.
(a) La posture est non singulie`re. (b) Au voisinage de la singularite´. (c) En singularite´.
Figure 2.7 – Illustration du proble`me de singularite´ pour un robot a` deux degre´s de liberte´ en rotation. Dans la figure 2.7(a),
il n’y a pas de singularite´. La figure 2.7(b) illustre le cas au voisinage de la singularite´ : les directions de de´placement duˆ aux
variations des articulations ∂f
∂q1
et ∂f
∂q2
sont tre`s proches. La figure 2.7(c) montre un exemple de singularite´ : l’objectifs p∗
n’est plus accessible par combinaisons line´aire, alors que dans une autre position de de´part, p∗ aurait e´te´ accessible.
2.1.2.6 Singularite´s
Les configurations singulie`res sont de´finies par l’ensemble :
{q ∈ Rn|rank(J(q)) < rank(J(q0))} (2.18)
ou` q0 est la configuration articulaire initiale. Pour ces configurations, la dimension de l’espace I(q) =
Image(J(q)) diminue brusquement. Le proble`me de la pseudo inverse se pose a` la frontie`re exte´rieure
des singularite´s. En effet, la pseudo inverse est une fonction continue des matrices dans les ensembles
de rang constant. Lors de la perte de rang, une discontinuite´ de la fonction pseudo inverse se produit.
Elle s’accompagne d’une limite infinie lorsqu’on se rapproche de la frontie`re exte´rieure de la singularite´.
La de´composition en valeurs singulie`res montre plus clairement ce proble`me : lorsque les valeurs des
coefficients σi sont tre`s faibles, leurs inverses, ne´cessaires dans le calcul de la pseudo inverse, vont
tendre vers l’infini et rendre les solutions arbitrairement grandes autour de ces configurations. Les
proble`mes apparaissent donc aux voisinages des singularite´s.
Dans l’exemple de la figure 2.7, le de´placement de l’effecteur pour un bras articule´ a` deux degre´s
de liberte´ en rotation est repre´sente´ par les bras de levier. En singularite´, les coefficients σi sont nuls
et donc ∂f
∂q1
et ∂f
∂q2
sont paralle`les, I(q) perd brusquement une dimension et l’objectif p˙∗ n’est plus
accessible par combinaisons line´aire, alors que dans une autre position, p˙∗ aurait e´te´ accessible.
2.1.2.7 Amortissement de la pseudo inverse
Pour ge´rer les singularite´s, il est possible de modifier la de´composition en valeurs singulie`res afin
d’introduire un facteur d’amortissement [Nakamura et Hanafusa, 1986, Wampler, 1986]. Ce facteur
va garantir que la norme de la solution reste sous une valeur pre´de´finie de´pendant uniquement de la
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Figure 2.8 – Illustration du comportement de σ−1i et de σ
†
i .
norme de p (et inde´pendante de J). Le proble`me (2.13) est modifie´ pour limiter la norme de ∆q :
∆q∗ = min argmin
∆q
‖J∆q−∆p‖2 − η2‖∆q‖2 (2.19)
η est le facteur d’amortissement qui va permettre de faire un compromis entre l’erreur de ‖J∆q−∆p‖2
et la norme de la solution. Le cas η = 0 correspond a` (2.13). Pour un η > 0, il est prouve´ que la solution
de ce proble`me est :
∆q∗ = JT (JJT + η2I)+∆p = J†∆p
Et finalement la de´composition en valeurs singulie`res de la pseudo inverse amortie J† ame`ne au
re´sultat suivant :
J† = JT (JJT + η2I)+ =
k∑
i=1
σi
σ2i + η
2
viu
T
i (2.20)
On remarque que l’inverse des coefficients σi sont remplace´s par :
σ†i =
σi
σ2 + η2
(2.21)
qui est continue et borne´ par 1
2η
(voir la figure 2.8). Lorsque les σi sont grands J
† ≈ J+. Donc la
me´thode de l’amortissement par les moindres carre´s agit comme celle de la pseudo inverse loin des
singularite´s, et adoucit les re´sultats de la pseudo inverse au voisinage des singularite´s.
2.2 La fonction de taˆche
Dans la partie pre´ce´dente, on ne s’est inte´resse´ qu’aux relations entre des positions et vitesses
de l’effecteur et l’espace des configurations. La fonction de taˆche permet de ge´ne´raliser ce concept
a` d’autres fonction que la position de l’effecteur. Une fonction de taˆche permet de relier l’espace
articulaire a` un espace de taˆche :
e : Rn → Rm
q 7→ e(q)
(2.22)
L’espace de la taˆche est l’espace dans lequel est exprime´ une taˆche robotique. L’espace de la taˆche
est choisi en fonction de la nature de la taˆche robotique a` effectuer, et peut par exemple eˆtre l’espace
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Figure 2.9 – La me´thode de Newton-Raphson pour re´soudre ite´rativement x(q) = 0.
carte´sien ou encore un sous espace de l’espace des configurations. Un cas particulier est bien suˆr une
parame´trisation de la position de l’effecteur, e´tudie´ dans le paragraphe 2.1.
L’exe´cution d’une taˆche peut eˆtre conside´re´e comme la re´gulation a` ze´ro de la fonction de taˆche
associe´e. En prenant par exemple comme fonction de taˆche e(q) = s − s∗ correspondant a` l’erreur
entre un signal s et sa valeur de´sire´e s∗. Ainsi, la jacobienne J relie le vecteur erreur au vecteur de
configuration :
e˙ =
∂e
∂q
q˙ = Jq˙ (2.23)
Le comportement de la fonction de taˆche doit eˆtre de´fini. Habituellement, en robotique, ce com-
portement est une de´croissance exponentielle :
e˙∗ = −λe (2.24)
ou` λ est un parame`tre positif permettant d’ajuster la vitesse de convergence. J n’e´tant pas toujours
inversible, sa pseudo-inverse J+ est utilise´e pour inverser (2.23) :
q˙ = J+e˙∗ (2.25)
La cine´matique inverse est ge´ne´ralement utilise´e pour re´soudre le proble`me de ge´ome´trie inverse
consistant a` trouver une configuration q telle que e(q) = 0. Pour qu’un robot puisse exe´cuter une
taˆche, la re´solution de (2.25) est ite´rative.
En choisissant (2.24) dans (2.25), on retrouve la me´thode ite´rative de Newton-Raphson (voir fig-
ure 2.9) consistant a` faire converger e(q) vers 0 de manie`re ite´rative. En utilisant des gains λ suffisam-
ment petits, la suite de positions obtenue lors des ite´rations successives constitue de plus un chemin
reliant la position initiale a` la solution proble`me de ge´ome´trie inverse. Ce chemin peut ensuite eˆtre
utilise´ comme commande au robot.
2.3 Redondance et hie´rarchie de taˆches
La solution (2.25) peut eˆtre ge´ne´ralise´e en utilisant le formalisme de la redondance pre´sente´
dans [Siciliano et Slotine, 1991]. Le robot devient redondant par rapport a` une taˆche donne´e en un
point q lorsque la dimension du tangeant a` l’espace de configurations en q est supe´rieure a` la dimension
de l’espace I(q) = Image(J(q)) de la taˆche conside´re´e. Ainsi la ge´ne´ralisation de (2.25) donne :
q˙ = J+e˙∗ +Pz (2.26)
ou` P = I− J+J est le projecteur orthogonal dans l’espace nul de J, et z est un vecteur repre´sentant
une commande secondaire qui, graˆce au projecteur, ne va pas perturber la taˆche e˙∗ en exploitant par
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exemple les degre´s de liberte´ non utilise´s. Une hierarchie de taˆches est ainsi e´tablie en de´finissant la
taˆche principale comme e´tant prioritaire par rapport a` une taˆche qui va se re´aliser graˆce a` la commande
secondaire.
2.3.1 Loi de commande pour deux taˆches
La commande secondaire z introduite dans (2.26) peut eˆtre utilise´e pour exe´cuter au mieux une
seconde taˆche en de´finissant z comme e´tant la commande qui va re´aliser la relation de re´fe´rence de la
taˆche : e˙∗2 = J2q˙. En introduisant (2.26) dans cette dernie`re e´quation on obtient :
e˙∗2 = J2J
+e˙∗ + J2Pz (2.27)
Cette dernie`re e´quation permet de calculer z. La commande associe´e pour re´aliser deux taˆches e˙1 et
e˙2 (qui sera de priorite´ infe´rieure a` e˙1) ayant comme consigne e˙
∗
1 et e˙
∗
2, s’e´crit :
q˙ = J+1 e˙
∗
1 +P1(J2P1)
+(e˙∗2 − J2J
+
1 e˙
∗
1) (2.28)
Etant donne´ que P1, l’ope´rateur de projection, est hermitien et idempotent, (2.28) s’e´crit plus sim-
plement :
q˙ = J+1 e˙
∗
1 + (J2P1)
+(e˙∗2 − J2J
+
1 e˙
∗
1) (2.29)
Un couplage apparait donc entre les deux taˆches : la re´alisation de e˙2 est modifie´e pour ne pas
perturber e˙1.
2.3.2 Loi de commande pour un nombre arbitraire de taˆches
La loi de commande calcule´e pour deux taˆches est e´tendue a` un nombre arbitraire de taˆches par
re´cursion. Ces taˆches sont ordonne´es par priorite´s : une taˆche de priorite´ 1 e´tant la taˆche de plus haute
priorite´, et une taˆche de priorite´ n la plus basse. Ce qui e´quivaut a` dire qu’une taˆche e˙i ne doit pas
perturber une taˆche e˙j si i > j. La formulation re´cursive s’e´crit [Siciliano et Slotine, 1991] :{
q˙0 = 0
q˙i = q˙i−1 + (JiP
A
i−1)
+(e˙∗i − Jiq˙i−1), i = 1 . . . n
(2.30)
ou` PAi−1 est le projecteur dans l’espace nul de la jacobienne augmente´e J
A
i = (J1, . . .Ji). La vitesse ar-
ticulaire re´alisant toutes les taˆches est q˙∗ = q˙n. Une formulation re´cursive pour le calcul du projecteur
PAi−1 est propose´e par [Baerlocher et Boulic, 1998].{
PA0 = I
PAi = P
A
i−1 − (JiP
A
i−1)
+(JiP
A
i−1), i = 1 . . . n
(2.31)
ou` I est la matrice identite´, Ji est la matrice jacobienne de la taˆche i. Une imple´mentation comple`te
de cette approche est propose´e et de´taille´e dans [Mansard et Chaumette, 2007] sous le nom de pile
de taˆches. La repre´sentation du mouvement par une pile de taˆches permet d’ajouter des taˆches, d’en
supprimer ou de permuter les ordres de priorite´s entre deux taˆches facilement. L’imple´mentation
utilise´e pre´serve la continuite´ de la loi de commande durant ces ope´rations. Les contraintes, comme
les limites articulaires, peuvent eˆtre prises en compte localement.
2.4 Applications de la pile de taˆches
Dans ce paragraphe les diffe´rents types de taˆches robotiques utilise´es dans la suite des travaux
sont de´crites. Puis un exemple d’exe´cution de taˆches en paralle`le est donne´ pour illustrer les effets des
couplages des taˆches. Dans le chapitre suivant nous pre´sentons un exemple applicatif de ge´ne´ration de
mouvement dans le cadre de l’imitation sans reconnaissance d’un mouvement humano¨ıde.
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Figure 2.10 – Exemple d’une taˆche de position 6D.
Figure 2.11 – Repre´sentation d’une rotation avec un vecteur.
2.4.1 Exemples de taˆches robotique
2.4.1.1 Taˆche position 6D
Un repe`re qui est attache´ a` un corps du robot doit atteindre une position 6D de´sire´e. L’erreur
correspond a` la transformation homoge`neMe =M(M
∗)−1 permettant de passer de la position actuelle
a` la position de´sire´e avecM =
(
R t
0 1
)
. La figure 2.10 illustre ce type de taˆche. Cette repre´sentation
matricielle est redondante car il suffit de trois variables inde´pendante pour identifier une matrice de
rotation dans le groupe des rotations SO(3). Une repre´sentation vectorielle dans le groupe SE(3)
(Special Euclidian Group qui est isomorphe a` R3×SO(3) ) est donc pre´fe´re´e. Le vecteur erreur e est
de´fini par :
e =
(
te
uθ,e
)
(2.32)
ou` uθ est le vecteur repre´sentant une rotation e´quivalente a` une matrice de rotation R : sa direction
correspond a` l’axe de rotation et sa norme ‖uθ‖ correspond a` la valeurs de l’angle de rotation par rap-
port a` son axe (voir figure 2.11). On note que pour un suivi de trajectoire, l’erreur e(t) =
(
te(t)
uθ,e(t)
)
doit eˆtre petit.
Dans la suite du document, on notera erh la taˆche de prise droite, asservissant le point de controˆle
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Figure 2.12 – Le polygone de support est de´fini par les frontie`res des empreintes de pieds.
de la dernie`re articulation du poignet (telle que donne´e dans le mode`le classique du robot), voir
figure 2.10. Cette taˆche met en œuvre les chaˆınes articulaires du free flyer, du torse et du bras droit.
Syme´triquement, la taˆche de prise main gauche sera note´ mbfelh. On nommera les taˆches de position
6D prise oriente´e.
2.4.1.2 Taˆche de position 3D et de rotation 3D
Il est possible de ne se´lectionner qu’une partie des dimensions d’une taˆche de position 6D en
supprimant les lignes de la jacobienne correspondant aux dimensions que l’on ne veut pas conside´rer.
On peut ainsi de´finir des taˆches de positions dans n’importe quel sous-espace de dimensions infe´rieures.
Par convention dans la suite du manuscrit, sauf mention contraire, lorsque l’on parle de taˆche de
position 3D, nous ne conside´rons que les composantes de translations :
e = te (2.33)
De meˆme, lorsque l’on parle de taˆche de rotation 3D, nous ne conside´rons que les composantes de
rotations :
e = uθ,e (2.34)
Dans la suite du document, les taˆches nomme´es prise sont des taˆches de position en 3D.
2.4.1.3 Taˆche de position du centre de masse
L’e´quilibre statique d’un robot humano¨ıde est ve´rifie´e lorsque la projection au sol du centre de
masse (com) est a` l’inte´rieur du polygone de support du robot (voir figure 2.12). Il est donc inte´ressant
de controˆler la position du centre de masse. Sa position est calcule´e en fonction de la position du centre
de masse de chacun des corps composant le robot :
pcom =
1∑
imi
∑
i
mipcomi (2.35)
La taˆche de position du centre de masse correspond a` un cas particulier de la taˆche de position
3D : les colonnes de la jacobienne associe´e a` cette taˆche sont ponde´re´es par les masses des corps du
robot [Boulic et al., 1996, Sugihara et Nakamura, 2002]. L’erreur est donc exprime´ par :
e = pcom − p
∗
com (2.36)
2.4.1.4 Taˆche regard
Cette taˆche consiste a` centrer un point dans le plan image d’une came´ra situe´ au niveau de la teˆte
du robot (voir figure 2.13). Nous de´crivons brie`vement le principe ge´ne´ral dans ce paragraphe. Une de-
scription comple`te, avec notamment le calcul de la jacobienne est pre´sente´e dans [Espiau et al., 1992,
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Figure 2.13 – La taˆche de regard centre un point p∗ de l’espace dans le plan image de la came´ra situe´ au niveau de la teˆte
du robot.
Figure 2.14 – Un point M dans l’espace se proje`te en un point m dans l’image de la came´ra.
Chaumette et Hutchinson, 2006, Chaumette et Hutchinson, 2007]. Un point M =
 XY
Z
 dans l’es-
pace est projete´ dans l’image d’une came´ra, ayant un centre optique C et une distance focale f , en
un point m (voir figure 2.14). La position du point m =
(
x
y
)
est alors obtenue par la relation :
(
x
y
)
=
(
Xf/Z
Y f/Z
)
(2.37)
Ainsi le vecteur erreur est de´fini par :
e =
(
xe
ye
)
=
(
x− x∗
y − y∗
)
(2.38)
Un exemple d’utilisation de cette taˆche est pre´sente´ dans [Mansard et al., 2007].
2.4.1.5 Taˆche double support
En supposant que les deux pieds du robot sont pose´s au sol, la taˆche de double support consiste
a` conserver une transformation ge´ome´trique constante entre le repe`re attache´ au pied gauche, et le
repe`re attache´ au pied droit. Ainsi les deux pieds resteront en contact avec le sol (voir figure 2.15).
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Figure 2.15 – La taˆche double support permet de garder une transformation constante e´gale a` M∗ entre les repe`res attache´s
aux deux pieds du robot Rd et Rg .
Figure 2.16 – Un exemple de taˆche de posture, pour l’articulation d’une jambe. q∗ e´tant la configuration de´sire´e.
Il s’agit en fait d’un autre cas particulier de la taˆche de position 6D. La transformation entre deux
repe`res attache´s a` deux corps du robot doit rester constante :
e =
(
tr l
ur θ,l
)
(2.39)
avec tr l la translation entre un repe`re attache´ au pied droit et un repe`re attache´ au pied gauche et
ur θ,l la rotation entre un repe`re attache´ au pied droit et un repe`re attache´ au pied gauche.
2.4.1.6 Taˆche de posture
Une taˆche de posture permet de de´finir un e´tat re´fe´rence dans l’espace de configuration :
e = q− q∗ (2.40)
La figure 2.16 illustre une taˆche de posture.
La correction de l’erreur agit directement sur q et la jacobienne est une matrice identite´. Le controˆle
de la posture pour un robot humano¨ıde est e´tudie´ en de´tail dans le chapitre 4 de [Sentis, 2007]. Les
taˆches de posture sont utilise´es pour optimiser des crite`res de performances (comme les efforts des
actionneurs) et de reproduire des comportements humain.
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Main gauche
Main droite
Regard
Centre de masse
Double support
Figure 2.17 – La pile de taˆches utilise´ pour illustrer le couplage.
2.4.2 Couplage des taˆches
Graˆce au formalisme de la fonction de taˆche et de la repre´sentation du mouvement sous forme de
pile de taˆches il est possible de combiner de manie`re efficace des taˆches inde´pendantes a` re´aliser pour
ge´ne´rer un mouvement pour un robot. Un couplage entre des taˆches apparait si pour les re´aliser il est
ne´cessaire d’utiliser des sous-chaˆınes articulaires communes. En conside´rant la pile de taˆches illustre´e
dans la figure 2.17, les taˆches de regard, et de position de mains gauche et droite ont des influences
mutuelles.
La figure 2.18 illustre le mouvement complet issu de cette pile de taˆches. Pour illustrer les couplages,
les diffe´rentes taˆches de la piles sont isole´es pour ge´ne´rer plusieurs mouvements.
La pile de taˆches de base comporte les taˆches de double support et de positionnement du centre
de masse. La taˆche de regard est ajoute´e. Pour exe´cuter cette dernie`re taˆches, le robot utilise son
torse pour se pencher en avant. Les bras du robot sont donc entraˆıne´s par le torse. Un mouvement au
niveau notamment de la main droite peut eˆtre observe´ alors qu’aucune taˆche ne controˆle explicitement
le bras droit (voir figure 2.19). En ajoutant la taˆche de position de la main droite avec une position de
re´fe´rence a` l’avant du robot, le mouvement de la main droite est naturellement modifie´. Cependant,
le mouvement de la main gauche est aussi modifie´ (figure 2.20). Le de´placement de la main gauche
est cause´ par le couplage de la taˆche main droite et la taˆche de positionnement du centre de masse
en effet, lorsque la main droite se de´place vers l’avant, le centre de masse se de´place aussi dans cette
direction. Pour compenser le de´placement du centre de masse cause´ par le de´placement de la main
droite, il est ne´cessaire de de´placer la main gauche. Le mouvement du torse est e´galement modifie´ par
rapport au mouvement ne faisant intervenir que le regard.
Conclusion
Dans ce chapitre nous avons pre´sente´ le formalisme sur lequel se base la suite des travaux pre´sente´s
dans ce manuscrit : le formalisme de la fonction de taˆches. Les me´thodes utilise´es pour la re´solution
de la cine´matique inverse sont utilise´s d’une manie`re analogue pour manipuler les fonctions de taˆches.
Nous avons pre´sente´ une me´thode pour construire efficacement des lois de commandes, qui permettent
de re´aliser plusieurs taˆches paralle`les en respectant un ordre de priorite´, en les combinant sous forme
de pile de taˆches. Les taˆches de priorite´s infe´rieures sont re´alise´es aux mieux en exploitant l’espace
nul des taˆches plus prioritaires afin de ne pas perturber leurs re´alisations. Chaque taˆche est exprime´e
dans l’espace le plus adapte´e a` celle-ci. Cette caracte´ristique permet d’avoir une grande expressivite´
pour le controˆle d’un robot. Une taˆche peut eˆtre de´finie dans un espace identique aux donne´es issues
d’un capteur. Ce qui permet par exemple de suivre facilement l’e´volution de l’exe´cution de la taˆche.
Dans le chapitre suivant, nous pre´sentons une application directe de la structure de la pile de taˆches
pour effectuer une imitation de mouvements non structure´s sans reconnaissance.
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Figure 2.18 – Un exemple de mouvement comportant des taˆches couple´es. Les taˆches exe´cute´es sont la taˆche de double
support, le positionnement du centre de masse, l’orientation du regard, le positionnement de la main droite et gauche.
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Figure 2.19 – Le mouvement est ge´ne´re´ a` partir des taˆches de double support, de positionnement du centre de masse et de
la taˆche de regard.
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Figure 2.20 – La taˆche de positionnement de la main droite perturbe la position du torse et de la main gauche.
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Chapitre 3
Imitation sans reconnaissance
L’imitation sans reconnaissance consiste a` exe´cuter un mouvement en utilisant directement des
donne´es issues d’une de´monstration. Aucune reconnaissance de ce qui doit eˆtre reproduit n’est effec-
tue´e. Pour obtenir les donne´es a` partir d’une de´monstration, les techniques de capture de mouvements
sont utilise´es pour encoder un mouvement dans un format adapte´ aux besoins. Dans ce chapitre,
nous pre´sentons les principales technologies utilise´es pour effectuer de la capture de mouvements, puis
nous pre´senterons un peu plus en de´tail le syste`me utilise´ dans le cadre de nos travaux ainsi que les
diffe´rentes e´tapes qui constituent l’utilisation de la capture de mouvements : calibration du syste`me,
de´finition de la structure a` capturer, interpre´tation et phase de post-traitements des donne´es acquises.
Ensuite nous appliquons le principe de la pile de taˆches, pre´sente´ dans le chapitre pre´ce´dent, pour
reproduire un mouvement difficilement reconnaissable car n’obe´issant pas a` une loi particulie`re. Nous
prenons l’exemple du mouvement d’attente d’un humain, pour le reproduire sur un robot HRP-2.
Ce type de mouvement peut se traduire par la re´alisation de mouvements inconscients de l’humain
lorsqu’il exe´cute l’action ne rien faire.
3.1 Capture de mouvements
La capture de mouvements consiste a` enregistrer un mouvement inde´pendamment de l’aspect
visuel, afin de l’encoder dans un format adapte´ aux besoins. Par exemple le format pourra faciliter
une analyse ou une e´dition de mouvements. Le mouvement enregistre´ peut eˆtre issu de n’importe
quel objet ou individu re´el. Ainsi, les donne´es acquises peuvent avoir des applications tre`s varie´es. Les
paragraphes suivants pre´sentent quelques exemples d’applications de la capture de mouvements, puis
les difficulte´s ge´ne´rales rencontre´es. Ensuite nous pre´sentons les diffe´rentes technologies de´veloppe´es
pour effectuer de la capture de mouvement et de´taillons le processus de capture pour le syste`me
disponible dans ces travaux.
3.1.1 Applications
La capture de mouvements est tout d’abord utilise´e pour analyser des mouvements. Dans le do-
maine biome´dical pour l’analyse de mouvements de marche par exemple ou pour l’analyse de per-
formances sportives. La visualisation 3D de la performance de l’athle`te lui permet de de´celer les
points perfectibles de sa technique plus facilement qu’avec une simple vide´o graˆce a` la possibilite´ de
changement d’angle de vue. La capture de mouvements peut aussi servir de me´canisme d’entre´e pour
l’interaction homme-machine. Un syste`me de capture de mouvements peut aussi eˆtre utilise´ comme
un outil de localisation rapide et pre´cise d’objets ou d’obstacles dans l’environnement dans le cadre
d’une planification ou d’une replanification [Baudouin et al., 2011, Stilman et al., 2005].
Mais l’application la plus populaire des techniques de capture de mouvement est l’animation
graphique dans le cine´ma ou les jeux vide´o afin de doter des personnages virtuels de mouvements
visuellement re´alistes. En effet, il est tre`s difficile de cre´er des mouvements re´alistes et pre´cis capable
de traduire des caracte´ristiques subtiles qu’une personne produit. La technique d’animation manuelle
(sans capture) la plus directe consiste a` de´finir les positions et configurations d’objets a` chaque instant
de temps. Il est possible de re´duire la quantite´ de travail de cette technique graˆce a` des outils informa-
tique. Des configurations clefs sont de´finies, puis le mouvement entre deux configurations successives
est calcule´ par interpolation [Burtnyk et Wein, 1976, Kovar et Gleicher, 2003]. Cependant, ces tech-
niques ne´cessitent un animateur dote´ d’une grande expe´rience pour identifier et reproduire de fac¸on
convaincante les proprie´te´s des mouvements. L’importance de l’expe´rience dans le domaine de l’anima-
tion est souligne´e dans [Lasseter, 1987] ou` une analogie entre les principes d’animation traditionnelle
dessine´e a` la main et l’animation 3D assiste´e par ordinateur est pre´sente´e. Le travail d’animation reste
dans tous les cas conside´rable. C’est pour cette raison qu’il peut eˆtre inte´ressant de transfe´rer des
mouvements re´els vers l’objet ou le personnage a` animer en utilisant de la capture de mouvements.
L’avantage direct est de pouvoir eˆtre capable de reproduire beaucoup de mouvements sans chercher
a` trouver un mode`le mathe´matique permettant de ge´ne´rer un mouvement particulier et obtenir ainsi
une grande expressivite´ the´orique de mouvements.
3.1.2 Difficulte´s ge´ne´rales de la technique
Le transfert de mouvements n’est pas direct a` cause, entres autres, des imperfections des syste`mes
de capture de mouvements. Les sessions de capture de mouvements complexes sont souvent suivies
d’e´tapes de post-traitements. Les donne´es collecte´es peuvent eˆtre bruite´es de manie`re sensible ou
pre´senter des discontinuite´s en fonction des technologies utilise´es. Par conse´quent, ces donne´es doivent
eˆtre nettoye´es si ne´cessaire. Ensuite, ces mouvements peuvent eˆtre e´dite´s en conside´rant que le mou-
vement est un signal [Bruderlin et Williams, 1995]. L’e´dition de mouvement peut eˆtre motive´e par
plusieurs raisons [Gleicher, 2000]. Si on veut re´utiliser un mouvement de´ja` enregistre´ en y apportant
des petits changements comme adapter le mouvement a` un personnage posse´dant des caracte´ristiques
physiques diffe´rentes. Il s’agit du proble`me connu sous le nom de motion retargeting [Gleicher, 1998].
Un des proble`mes re´current du motion retargeting est que le mouvement recalle´ perd certaines pro-
prie´te´s. Notamment, lors des mouvements de marceh, les pieds du personnage perdent le contact avec
le sol, ou glissent sur celui-ci. Une autre e´tape d’e´dition est donc ne´cessaire pour obtenir un mouvement
cohe´rent. D’autres changements peuvent eˆtre apporte´s pour varier des mouvements duplique´s pour
animer une foule par exemple. L’e´dition peut aussi eˆtre motive´e par la volonte´ de cre´er des mouve-
ments physiquement impossible ou corriger des imperfections issues de la prestation de l’acteur. Une
autre e´tape de´licate est l’association des donne´es e´dite´es aux e´le´ments virtuels a` animer. Cette dernie`re
e´tape peut eˆtre tre`s complexe. Par exemple l’animation de visage est conside´re´ comme un proble`me a`
part entie`re et des techniques de re´ductions de dimensions sont meˆme utilise´es [Deng et al., 2006].
Malheureusement, dans la plupart des cas, l’e´dition est un processus lourd de par la nature de
la capture de mouvements. Les donne´es correspondent aux configurations (ou postures) des e´le´ments
enregistre´s, par conse´quent, l’e´dition portera sur un important volume de donne´es. Le volume de
donne´es cache souvent les proble`mes lie´s a` des erreurs de capteurs. Par exemple des erreurs de suivi ou
des discontinuite´s trop importantes. Ainsi, la correction des erreurs ne´cessite un temps non ne´gligeable
de post-traitements. De plus ces donne´es ne comportent aucune se´mantique. Il s’agit de donne´es bas
niveau, et donc il n’y a pas directement d’informations sur les proprie´te´s importantes du mouvement ni
sur les motivations du mouvement. Il faut donc beaucoup de donne´es pour avoir une grande couverture
de type de mouvements (mouvement exe´cute´ par un personnage avec un certain degre´ de fatigue,
de blessures, de joie, a` diffe´rentes vitesses. . . ), et un proble`me d’explosion combinatoire peut ainsi
apparaˆıtre [Gleicher, 2008].
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Figure 3.1 – Le point x se proje`te dans le plan image des came´ras C et C′ respectivement en µ et µ′.
3.1.3 Syste`mes optiques avec marqueurs
Plusieurs came´ras sont utilise´es simultane´ment pour acque´rir la position 3D de marqueurs spe´ci-
fiques en e´mettant des rayons infrarouge se re´fle´chissant sur les marqueurs. Les marqueurs se pre´sentent
sous la forme de petites billes re´fle´chissantes le´ge`res, ainsi l’acteur n’est pas beaucoup geˆne´ par le port
de marqueurs. Le nombre de came´ras ne´cessaire de´pend du volume de capture souhaite´ et de la puis-
sance de calcul disponible pour traiter les donne´es des came´ras. Les syste`mes optiques ne´cessitent une
calibration : les came´ras suivent des objets de dimensions connues que le logiciel maˆıtre reconnait.
Puis en combinant les informations des came´ras, la position des came´ras dans l’espace est calcule´e.
Pour estimer la position des marqueurs dans l’espace, les images provenant des came´ras sont filtre´es
afin d’en extraire les positions dans l’image de la came´ra des marqueurs visibles. Ces images filtre´es
sont utilise´es pour effectuer une correspondance spatiale des marqueurs (voir la figure 3.1). Un point
dans l’espace 3D se projette en un point dans le plan image 2D d’une came´ra C selon l’e´quation :
µ = Px (3.1)
ou` µ est le vecteur de dimension 3 des coordonne´es homoge`nes du point dans l’image de la came´ra,
P est la matrice de projection de dimension 3 × 4 de la came´ra et x le vecteur de dimension 4 des
coordonne´es homoge`nes du point dans l’espace carte´sien. La matrice P est calcule´e lors de la phase
de calibration de la came´ra et traduit la projection, la mise a` l’e´chelle de l’image, la translation a`
l’origine (dans le plan image) et la position et orientation de la came´ra dans le repe`re du monde.
Cette e´quation de projection peut s’e´crire a` l’aide d’un produit vectoriel :
µ×Px =
 µ1µ2
1
×
 PT1PT2
PT3
x = 0 (3.2)
Le de´veloppement conduit a` deux e´quations line´airement inde´pendantes :
(µ1P
T
3 −P
T
1 )x = 0 (3.3)
(µ2P
T
3 −P
T
2 )x = 0 (3.4)
(3.5)
Les e´quations associe´es a` chacune des came´ras sont regroupe´es pour former un syste`me Ax = 0 dont
la re´solution sur x par les moindres carre´s (a` cause du bruit) fournit la position 3D du point observe´.
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Les donne´es produites par la capture contiennent les positions 3D dans l’espace Carte´sien de
chacun des marqueurs utilise´s. Cependant, bien que la position des marqueurs soit connue, le syste`me
n’a aucun autre indice que la continuite´ des positions pour les identifier, contrairement aux syste`mes
e´lectromagne´tiques par exemple dans lesquels chaque e´metteur posse`de sa propre signature. Ceci
peut poser proble`me en cas d’occlusion d’un marqueur qui pourrait eˆtre perdu dans la suite du
mouvement. Des solutions mate´rielles peuvent eˆtre utilise´es pour surmonter ce proble`me, comme
l’utilisation de marqueurs actifs (avec des diodes e´lectroluminescentes par exemple) pour distinguer les
marqueurs. Cependant ces marqueurs sont plus encombrant, souvent caˆble´s et ne´cessite des dispositifs
d’alimentations embarque´s.
Les donne´es obtenues sont pre´cises, il est relativement aise´ de changer la configuration des mar-
queurs en cas de besoin (occlusions, changement d’acteur ayant une taille diffe´rente). La liberte´ des
mouvements est importante par l’absence de caˆbles. L’espace de capture peut eˆtre grand (en fonction
du nombre de came´ra). Il est e´galement possible de construire un squelette virtuel calcule´ a` partir
des points 3D correspondant aux marqueurs [Silaghi et al., 1998]. Les donne´es issues des transforma-
tions ge´ome´triques des os du squelette peuvent ensuite eˆtre exporte´es vers des logiciels d’animation
graphique.
En revanche, l’environnement dans lequel se de´roule la capture doit eˆtre controˆle´ : la lumie`re du
soleil, les objets re´fle´chissants apportent beaucoup de bruits. De plus la calibration doit eˆtre fre´quente
si les came´ras ne sont pas fixe (utilisation de tre´pieds).
3.1.4 Syste`mes optiques sans marqueurs
Il est e´galement possible d’enregistrer des mouvements sous formes de donne´es de positions avec
de simples came´ras via une phase de post-traitement sur le ou les flux vide´os. La pre´cision de ces
techniques est faible, en effet, il peut eˆtre difficile d’estimer les rotations d’un membre humain a`
cause de trop importantes ambigu¨ıte´s provenant de l’image ou du manque de points caracte´ristiques.
L’e´tude pre´sente´ dans [Gleicher et Ferrier, 2002] souligne la ne´cessite´ d’utiliser des hypothe`ses supple´-
mentaire sur ce qui est observe´ (dynamique des mouvements, limitations ge´ome´trique du monde. . . ).
Par exemple, une technique permettant de ge´ne´rer des mouvements physiquement re´aliste a` partir
d’une se´quence vide´o monoculaire est pre´sente´e dans [Wei et Chai, 2010]. L’utilisation d’un mode`le
physique contraint la reconstruction du mouvement aux lois de la physique. Mais elle permet aussi de
calculer les couples et les forces de contacts correspondant au mouvement observe´. Des informations
de profondeurs, en plus des images 2D peuvent aussi eˆtre utilise´es pour la reconnaissance de pose
humaine [Shotton et al., 2011].
3.1.5 Dispositifs de suivi e´lectromagne´tique
Pour ces syste`mes, la mesure des distances et des orientations se base sur les champs magne´tiques
cre´e´s par un e´metteur et capte´s par un recepteur [Raab et al., 1979]. La figure 3.2 montre un exemple
de placement de capteurs e´lectromagne´tiques sur une actrice. Lorsqu’un courant est applique´ a` un
bobinage, un champ magne´tique est cre´e´ (voir figure 3.3).
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Figure 3.2 – Un exemple de placement de capteurs issu d’un syste`me de capture de mouvements e´lectromagne´tique (image
tire´e de [Bodenheimer et al., 1997]).
Figure 3.3 – Un courant applique´ a` une spire cre´e un champ magne´tique H, de composante radiale Hr, et tangentielle Hθ.
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Les composantes radiale et tangentielle de ce champ magne´tique sont de´cris par :
Hr =
M
2πr3
cos(θ) (3.6)
Hθ =
M
4πr3
sin(θ) (3.7)
ou` M = NIS est le moment magne´tique, N e´tant le nombre de spires de la bobine, I l’intensite´
du courant et S la surface entoure´ par une spire. Le re´cepteur mesure les champs magne´tiques
cre´e´s par l’e´metteur afin de de´terminer leurs distances et leurs orientations relatives. Un couple
e´metteur/re´cepteur fournit donc des positions 6D. La pre´cision des positions calcule´es de´croit avec
l’augmentation de la distance entre l’e´metteur et le re´cepteur. Historiquement, les recepteurs, place´s
sur l’objet a` suivre sont caˆble´s. Ceci rendait l’utilisation de ce type de mate´riel difficile pour des
mouvements amples ou complexes. Ce n’est que re´cemment que des syste`mes sans fils sont ap-
parus [Acht et al., 2007]. Ce type de syste`me est aussi sensible a` l’environnement qui ne doit pas
comporter d’e´le´ments me´talliques car ils causent des distorsions du champ magne´tique qui faussent
ainsi l’estimation de la position. Cependant, ils pre´sentent l’avantage de ne pas avoir de proble`me
d’occlusions. De plus, il est possible d’estimer les positions de l’e´paule, du coude et du poignet ainsi
que le vecteur de configuration de dimension sept associe´ au mode`le d’un bras avec seulement deux
capteurs 3D en effectuant une phase de calibration [Rezzoug et al., 2010].
3.1.6 Dispositifs de suivi inertiel
Des capteurs inertiels peuvent eˆtre utilise´s pour effectuer de la capture de mouvements comme par
exemple dans [H. Liu et Ha, 2011]. La figure 3.4(a) montre un capteur inertiel. Ils peuvent eˆtre com-
pose´s d’acce´le´rome`tres et de gyroscopes. Le suivi d’objets est effectue´ en de´terminant les acce´le´rations
et les orientations de ces objets.
Les acce´le´rations sont de´termine´es en suivant la seconde loi de Newton reliant la re´sultante des
forces F exerce´es sur un corps de masse m a` son acce´le´ration a : F = ma. Les acce´le´rome`tres contien-
nent une masse connue attache´e a` un ressort. Lorsqu’une acce´le´ration est applique´e a` l’acce´le´rome`tre,
l’inertie va pousser la masse a` compresser le ressort. Cette force est ensuite convertie en signal e´lec-
trique graˆce par exemple a` des capteurs pie´zoe´lectriques (voir figure 3.4(b)). L’acce´le´ration est ensuite
inte´gre´e deux fois pour de´terminer la position. De la meˆme manie`re, les gyroscopes permettent de
de´terminer les positions angulaires d’un objet en mesurant les forces centrifuges d’une masse en ro-
tation. Cette fois-ci, la force mesure´e est proportionnelle a` la vitesse angulaire. Une seule inte´gration
est donc ne´cessaire pour avoir une mesure de la position angulaire.
Les capteurs inertiels ont l’avantage d’eˆtre relativement facile a` mettre en œuvre mais les mesures
de´rivent. Les erreurs de mesures s’accumulent et par conse´quent, l’estimation de la position de l’objet
diverge. Le suivi d’objet par capteurs inertiels n’est donc efficace que pendant de courtes pe´riodes.
3.1.7 Syste`mes de capture me´canique
Il s’agit de syste`mes articule´s que l’utilisateur manipule. Les angles des articulations sont directe-
ment mesure´s graˆce a` des encodeurs. Ils peuvent prendre plusieurs formes en fonction du type de
donne´es conside´re´s, comme par exemple un petit bras articule´ pour obtenir une position 6D d’un
objet manipule´ avec la main, un gant pour obtenir les positions de mains ou de doigts ou encore
un exosquelette si l’on s’inte´resse aux mouvements complet du corps humain (voir figure 3.5). Ces
syste`mes sont limite´s par les contraintes me´caniques de ces syste`mes et sont tre`s encombrant.
3.2 Syste`me utilise´
Le LAAS-CNRS est e´quipe´ du syste`me de capture de mouvements de la socie´te´ Motion Analysis.
Le syste`me installe´ est compose´ de dix came´ras infrarouge (voir figure 3.6) : quatre came´ras standard
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(a) (b)
Figure 3.4 – (a) Un capteur inertiel place´ pour mesurer les mouvements d’un bras. Photo tire´e de [Acht et al., 2007].
(b) L’acce´le´ration est de´termine´e a` partir de la mesure de la force graˆce a` la relation F = ma
(mode`le Hawk 640x480@200Hz), et six came´ras haute re´solution (mode`le Eagle 2352x1728@200Hz).
Les donne´es sont capture´es a` une fre´quence de 200Hz. Les came´ras sont pilote´es par le logiciel nomme´
Cortex (voir figure 3.7). Les came´ras sont re´parties autour de la zone d’expe´rimentation suivant le
sche´ma de la figure 3.8. Afin d’optimiser le placement des came´ras, les came´ras a` haute re´solution
sont place´s pour couvrir la longueur de la zone d’expe´rimentation, tandis que les came´ras a` basse
re´solution sont place´es pour couvrir la largeur de la zone. La figure 3.9 illustre les zones de couvertures
des came´ras.
D’une manie`re ge´ne´rale, la capture de mouvements se de´compose en plusieurs e´tapes. La qualite´ du
re´sultat obtenu a` chaque e´tape de´pend directement de la pre´ce´dente (voir la figure 3.10). Un exemple
du processus complet de capture de mouvement est pre´sente´ dans [Bodenheimer et al., 1997].
3.2.1 Calibration
La calibration permet d’associer les positions dans le monde re´el et les positions dans l’image
des came´ras. C’est lors de cette phase que les parame`tres des came´ras sont calcule´s, ces parame`tres
de´pendent des positions et orientations, des focales de l’objectif, des facteurs d’echelle suivant les deux
axes de l’image et des translations d’origine de l’image des came´ras. Les matrices de projections des
came´ras de´pendent directement de ces parame`tres. Dans le cas de notre syste`me, celle-ci se de´compose
en deux parties.
3.2.1.1 Calibration statique
La calibration statique permet de de´finir un repe`re fixe au volume e´tudie´ et de de´terminer une
premie`re estimation des parame`tres d’au moins une partie des came´ras. Une e´querre de pre´cision
e´quipe´e de quatre marqueurs dont les positions relatives sont parfaitement connues est utilise´e (voir la
figure 3.11(a)). Les parame`tres des came´ras qui ont les quatre marqueurs dans leurs champs de vision
ont alors une bonne premie`re estimation qui sera raffine´ par optimisation dans l’e´tape suivante. Les
autres came´ras auront une mauvaise estimation de leurs parame`tres, mais ils seront corrige´s lors de
l’e´tape suivante.
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(a) Phantom de SensAble.
(b) CyberGlove II de CyberGlove
Systems.
(c) Gypsy 7 de Animazoo.
Figure 3.5 – (a) Un bras articule´ a` six degre´s de liberte´. La position et l’orientation du stylet est obtenue graˆce aux mesures
des angles articulaire. (b) Le gant articule´ permet de mesurer la configuration de la main, mais permet e´galement de fournir
des positions 6D de la main. (c) L’exosquelette Gypsy 7 qui permet de mesurer les valeurs articulaires correspondant aux
mouvements d’un humain.
Figure 3.6 – Une came´ra infrarouge.
Figure 3.7 – Le logiciel de capture de mouvement utilise´ au LAAS-CNRS : Cortex de Motion Analysis.
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Figure 3.8 – Placement des came´ras dans la zone d’expe´rimentation.
Figure 3.9 – Zone de couverture des came´ras.
Post
traitement
Animation
Calibration 
caméras
Définition 
et 
calibration 
du motif à 
suivre
Capture
des 
données
Figure 3.10 – Les diffe´rentes e´tapes pour capturer un mouvement.
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(a) (b)
Figure 3.11 – (a) L’e´querre de calibration de´finit un repe`re fixe dans lequel les donne´es seront exprime´es. (b) La baguette de
pre´cision qui est utilise´e pour balayer la zone d’expe´rimentation.
3.2.1.2 Calibration dynamique
Elle consiste a` balayer, de la manie`re la plus homoge`ne possible, tout l’espace d’expe´rimentation
avec une baguette e´quipe´e de trois marqueurs dont les positions relatives sont connues avec pre´cision
(voir figure 3.11(b)). Les donne´es collecte´es sont utilise´es pour calculer de manie`re plus pre´cise les
parame`tres de toutes les came´ras par optimisation. La couverture des donne´es dans l’espace permet
d’obtenir une homoge´ne´isation sur la correspondance entre les points dans l’image des came´ras et dans
l’espace. C’est pour cette raison qu’il est important de balayer l’espace de manie`re homoge`ne (ne pas
se concentrer sur une zone ou en ne´gliger).
3.2.2 Placement des marqueurs
Ide´alement pour capturer des mouvements humains, les marqueurs doivent eˆtre place´s au centre
des articulations, ou au plus proche possible pour e´viter que lors d’une rotation d’une articulation, le
marqueur associe´ a` celle-ci translate ou bouge par rapport a` ce centre. La configuration des marqueurs
ne doit pre´senter aucune syme´trie afin que le suivi temporel des marqueurs ne soit pas perturbe´. En
cas de syme´trie, des permutations d’identifiant de marqueurs peuvent apparaitre.
Nous donnons un exemple de placement de marqueurs qui peut eˆtre modifie´ selon les besoins dans
la figure 3.12. Dans cet exemple, des petites planches sont place´es sur les poignets pour les alonger.
De cette fac¸on, les trois marqueurs place´s sur les mains ne forment pas un triangle trop proche d’un
triangle e´quilate´ral, et sont plus facile a` suivre par le logiciel de capture de mouvements. Le nombre de
marqueurs peut eˆtre plus grand pour introduire des donne´es redondantes pour compenser les donne´es
des marqueurs dont on sait a` l’avance qu’ils vont eˆtre eˆtre occlus.
3.2.3 Squelette virtuel
3.2.3.1 De´finition du squelette
Le format de donne´es calcule´es par de´faut par le syste`me est la liste des coordonne´es 3D dans
le repe`re de la zone de capture de tous les marqueurs. Pour des mouvements humains, il est plus
inte´ressant de travailler en utilisant des corps et leurs transformations dans l’espace. Pour cela, un
squelette est construit en hie´rarchisant un ensemble de corps sous la forme d’un arbre. Chaque repe`re
associe´ a` un corps est de´fini par un ensemble de trois marqueurs, de´finissant l’origine, la direction de
l’axe de la longueur et la direction de l’axe plan (voir figure 3.13). La figure 3.13 illustre un exemple
de squelette associe´ a` la configuration des marqueurs pre´sente´e plus toˆt.
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Figure 3.12 – Exemple de configuration de marqueurs pour capturer des mouvements humains. Des petites planches sont
utilise´es pour allonger les poignets.
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Figure 3.13 – (a) Un squelette virtuel pour un humain. (b) De´finition du repe`re associe´ a` un corps a` partir de trois marqueurs.
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3.2.3.2 Interpre´tation des donne´es
Les donne´es relatives au squelette sont exporte´es au format de´veloppe´ par Motion Analysis appele´
HTR (hierarchical translation-rotation). Le fichier de sortie se de´compose en quatre parties :
– Header : Informations ge´ne´rales.
– Segment names & Hierarchy : Graphe de hie´rarchie des corps du squelette, avec pour nœud
racine GLOBAL.
– Base position : Composantes de transformation initiale des corps relativement a` son parent,
qu’on note dans la suite Tj,0 et Rj,0.
– Frame data : Composantes de transformation a` l’instant Fr = i qu’on note Tj(i), Rj(i) et Sj(i).
La figure 3.14 illustre un extrait d’un fichier htr. La transformation Mj applique´e a` un corps j par
rapport a` son parent a` l’instant Fr = i se calcule graˆce a` l’e´quation :
Mj(i) = Tj,0Tj(i)Rj,0Rj(i)Sj(i) (3.8)
ou` Tj(i) repre´sente la composition des transformations de translation [txj,0 tyj,0 tzj,0]
T
issues de la
partie Base position et [txj(i) tyj(i) tzj(i)]
T
issues de la partie Frame data.
Tj,0 =

1 0 0 txj,0
0 1 0 tyj,0
0 0 1 tzj,0
0 0 0 1
 (3.9)
Tj(i) =

1 0 0 txj(i)
0 1 0 tyj(i)
0 0 1 tzj(i)
0 0 0 1
 (3.10)
Rj,0 est la composition de rotation calcule´e a` partir des angles de la partie Base position selon l’ordre
des angles d’Euler de´fini dans Header. Dans l’exemple choisi, l’ordre est ZY X donc Rj,0 = RzRyRx.
De meˆme Rj(i) est la composition de rotation a` partir des donne´es de la partie Frame data. Enfin
Sj(i) est la matrice de mise a` l’e´chelle :
Sj(i) =

SFj(i) 0 0 0
0 SFj(i) 0 0
0 0 SFj(i) 0
0 0 0 1
 (3.11)
ou` SFj(i) est le facteur d’e´chelle a` l’instant Fr = i.
La transformation MW n dans le repe`re de la zone de capture (repe`re de´fini par l’e´querre lors de
la calibration) d’un corps n ayant comme parent un corps n− 1 est obtenu graˆce a` l’e´quation :
MW n =
n∏
j=0
Mj (3.12)
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[SegmentNames&Hierarchy] 
#CHILD            PARENT 
head              chest 
Rarm1             chest 
Rarm2             Rarm1 
Rhand             Rarm2 
Larm1             chest 
Larm2             Larm1 
Lhand             Larm2 
chest             waist 
waist             GLOBAL 
#Beginning of Data. 
[Rarm1] 
#Fr Tx Ty Tz Rx Ry Rz SF 
1 0.000000 0.000000 0.000000 -0.000000 -0.000000 0.000000 1.000000  
2 -0.002744 -0.066199 -0.043759 0.007722 -0.018471 -0.051833 1.000110
[Rarm2] 
#Fr Tx Ty Tz Rx Ry Rz SF 
1 0.000000 0.000000 0.000000 0.000000 -0.000000 -0.000000 1.000000  
2 0.000000 0.028644 0.000000 -0.059715 -0.028338 0.077831 0.998560
[Rhand] 
#Fr Tx Ty Tz Rx Ry Rz SF 
1 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 1.000000  
2 0.000000 -0.305908 0.000000 -0.055215 -0.000267 -0.179341 1.001190
[Larm1] 
#Fr Tx Ty Tz Rx Ry Rz SF 
1 0.000000 0.000000 0.000000 0.000000 -0.000000 -0.000000 1.000000  
2 0.002791 0.066316 0.043877 0.021400 -0.009270 0.006120 0.999618
[Larm2] 
#Fr Tx Ty Tz Rx Ry Rz SF 
1 0.000000 0.000000 0.000000 -0.000000 -0.000000 -0.000000 1.000000  
2 0.000000 -0.098207 0.000000 -0.040839 -0.042263 -0.047321 1.000178
[Lhand] 
#Fr Tx Ty Tz Rx Ry Rz SF 
1 0.000000 0.000000 0.000000 -0.000000 -0.000000 -0.000000 1.000000  
2 0.000001 0.038056 -0.000001 0.045240 0.003174 0.097901 0.998387
 
Figure 3.14 – Extrait d’un fichier HTR.
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3.2.4 Post-traitement des donne´es
Bien que les came´ras soient capables de fournir des donne´es propres, les contraintes lie´es a` l’en-
vironnement perturbent l’interpre´tation des donne´es. Ces contraintes peuvent par exemple provenir
des occlusions de marqueurs, d’un marqueur endommage´, des erreurs logiciels (mauvais e´tiquetage de
marqueurs), du bruit nume´rique ou d’une mauvaise calibration. Les donne´es collecte´es peuvent pre´sen-
ter des proble`mes de discontinuite´s ou du bruit parasite. Cortex dispose d’outils qui permettent de
corriger les intervalles de temps ou` un marqueur n’est plus e´tiquete´, en se basant sur la configuration
ge´ome´trique des marqueurs (fonction rectify) et des outils d’interpolations. Les parties manquantes
dans les trajectoires peuvent eˆtre interpole´es line´airement (fonction linear join), a` l’aide de splines
cubiques (fonction cubic join) ou encore en ge´ne´rant des donne´es en fonction de la configuration
ge´ome´trique de trois autres marqueurs dont les trajectoires sont comple`tes (fonction virtual join). La
figure 3.15(a) illustre les me´thodes d’interpolation line´aire et par splines cubiques, et la figure 3.15(b)
illustre la me´thode virtual join. Cette dernie`re technique est inte´ressante : si on sait que le mouvement
a` capturer va entrainer des occlusions sur un ou plusieurs marqueurs particuliers, alors on peut ajouter
des marqueurs redondants sur le corps en question pour pouvoir lors de la phase de post-traitement
reconstruire les trajectoires des marqueurs masque´s. La figure 3.16 illustre des donne´es incomple`tes
d’un marqueur situe´ en bas du poignet droit. On remarque e´galement que le signal est le´ge`rement
bruite´. La figure 3.17 illustre l’interpolation de type virtual join de la trajectoire de ce marqueur en
utilisant les positions des marqueurs situe´s au coude et en haut du poignet droit. L’e´tiquetage de mar-
queurs peut aussi eˆtre permute´ manuellement si les marqueurs ont e´te´ mal identifie´s. Il est possible de
lisser les trajectoires des marqueurs selon deux me´thodes : un filtre de moyenne glissante ou un filtre
de Butterworth. Le filtre de Butterworth est un filtre passe bande parame´trable posse´dant de bonnes
proprie´te´s pour l’e´tude des mouvements biome´caniques. Ce filtre permet de retirer les composantes
du mouvement qui ont des fre´quences trop e´leve´es pour avoir e´te´ re´alise´s par un humain.
3.3 Imitation : Reproduction de mouvements capture´s
La pile de taˆches permet de ge´ne´rer un mouvement a` partir d’une re´fe´rence ge´ne´rique. Les outils
de capture de mouvements peuvent donc eˆtre utilise´s pour fournir une re´fe´rence n’e´tant pas issue
d’un mode`le mathe´matique. Il est ainsi possible de ge´ne´rer des mouvements qui ne repre´sentent pas
forcement l’exe´cution d’une taˆche robotique et son donc plus expressif. Ce paragraphe de´crit comment
des donne´es issues de la capture de mouvement d’un humain peuvent eˆtre utilise´es comme trajectoire
de re´fe´rence pour une taˆche qui doit eˆtre exe´cute´ par un robot. Dans tout les cas, un changement de
repe`re est ne´cessaire pour pouvoir calculer l’erreur du suivi. On pourra utiliser par exemple comme
re´fe´rentiel commun un repe`re dont l’axe z est normal au sol, la direction de l’axe y est de´finie par
la direction du vecteur (pRwaist − pLwaist) ou` pRwaist (respectivement pLwaist) est la position d’un point
situe´ sur le coˆte´ droit (respectivement gauche) du bassin. Un deuxie`me changement de repe`re sera
ne´cessaire si pour une posture identique, les repe`res attache´s aux corps de l’humain et du robot n’ont
pas des transformations identiques par rapport au re´fe´rentiel d’origine (voir figure 3.18).
3.3.1 Taˆches et suivi de trajectoires
D’une manie`re ge´ne´rale, les trajectoires des taˆches sont directement relie´es a` leurs formulations
mathe´matiques e = s(t) − s∗(t). Par exemple, pour attraper une balle, la main doit se de´placer en
direction de la balle : e(t) = pmain(t)−p
∗
balle. En revanche, certaines taˆches ont des trajectoires qui ne
suivent pas un motif particulier. Si s∗ est observable, alors des taˆches de suivi de trajectoires peuvent
eˆtre utilise´es dans une pile de taˆches pour reproduire les parties choisies d’un mouvement. Nous
conside´rons qu’il y a une imitation lorsque le mouvement doit eˆtre adapte´ a` une structure cine´matique
diffe´rente de la structure sur laquelle le mouvement a e´te´ observe´.
Si nous posse´dons des connaissances sur l’action observe´e, nous pouvons choisir explicitement
des taˆches pertinentes a` reproduire. Par opposition, des taˆches apparaissent implicitement si par
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(a) (b)
Figure 3.15 – (a) La trajectoire incomple`te d’un marqueur est interpole´ line´airement ou a` l’aide d’une spline cubique. (b) La
trajectoire incomple`te d’un marqueur est reconstruite a` partir de sa configuration ge´ome´trique par rapport a` trois autres
marqueurs.
Figure 3.16 – La composante en x de la trajectoire du marqueur place´ en bas du poignet droit pre´sente des discontinuite´s et
du bruit a` hautes fre´quences.
Figure 3.17 – Interpolation de la trajectoire du marqueur en bas du poignet droit.
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Figure 3.18 – Un changement de repe`re est ne´cessaire : les repe`res associe´s aux bras ne sont pas concordant. La transformation
homoge`ne M
mj
rj est calcule´e en utilisant des postures concordantes sur le squelette de la capture de mouvements et le mode`le
du robot.
exemple les trajectoires articulaires sont strictement recopie´es. Par exemple conside´rons le cas du
mouvement d’attente. Ce mouvement est de´fini comme e´tant le mouvement inconscient qu’un humain
produit lorsqu’il ne fait rien. Il semble tre`s difficile de de´finir simplement ce mouvement sous forme
d’une combinaison de taˆche, c’est-a`-dire d’un mode`le causal, sans donner une interpre´tation de ses
caracte´ristiques, par exemple en remontant a` la structure e´lastique de l’actionnement humain. Nous
conside´rons que le mouvement d’attente d’un humain se traduit par les mouvements de ses bras, du
torse et de la teˆte. Par conse´quent le mouvement d’attente peut eˆtre repre´sente´ par une pile de taˆches
constitue´e de taˆches de suivi de trajectoire des mains, et de la teˆte. Le torse n’est pas choisi dans la
pile car les chaˆınes articulaires controˆlant les mains et la teˆte contiennent le torse. Le couplage des
taˆches entrainera le torse d’une manie`re cohe´rente dans le mouvement des autres membres. On note
que l’utilisation de la capture de mouvements nous permet de ge´ne´rer un mouvement expressif ou`
le robot ne fait rien. Alors qu’en ne conside´rant l’action ne rien faire d’un point de vue strictement
robotique, la commande ge´ne´re´e correspondrait a` une vitesse nulle sur chaque articulation.
3.3.2 Taˆches possibles et mesures des trajectoires de re´fe´rences
Pour une taˆche d’atteinte d’une position 3D dans l’espace carte´sien, la trajectoire de la position
mesure´e pˆ d’un marqueur peut eˆtre utilise´e comme le signal de re´fe´rence pour une taˆche de suivi en
position 3D (voir figure 3.19).
L’orientation du regard peut eˆtre approche´e par l’orientation de la teˆte. En utilisant les positions
de trois marqueurs place´s sur la teˆte, on de´finit un repe`re et la matrice de transformation de rotation
par rapport au repe`re du monde repre´sentera l’orientation de la teˆte dans ce repe`re (voir figure 3.20).
La position du centre de masse est utilise´ comme un crite`re de stabilite´ statique : sa projection sur
le sol doit rester a` l’inte´rieur du polygone de support de´fini par les deux pieds d’un humano¨ıde. Une
taˆche de suivi de position du centre de masse ne´cessite la connaissance d’une trajectoire de re´fe´rence.
Le proble`me est que la position du centre de masse n’est pas directement observable avec les outils
de capture de mouvements. Il est cependant possible de faire une approximation de sa trajectoire
projete´e au sol pour obtenir une trajectoire de re´fe´rence satisfaisant la contrainte d’e´quilibre statique.
Dans [Montecillo-Puente et al., 2010], une approximation de la trajectoire du centre de masse projete´e
au sol se basant sur les mouvements de la teˆte est propose´e afin d’imiter des mouvements de transfert
de point d’appui :
– lors d’une phase de double support, la projection au sol du centre de masse e´volue suivant un
axe de´fini par la position des deux pieds, et son de´placement est proportionnel a` la projection
orthogonale du vecteur vitesse de la teˆte projete´ au sol sur l’axe de´fini par les pieds,
– lors d’une phase de simple support, la projection du centre de masse se de´place suivant le vecteur
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Figure 3.19 – La position mesure´e pˆ d’un marqueur est utilise´ comme re´fe´rence pour une taˆche de suivi de position 3D.
vitesse de la teˆte projete´ au sol.
Cette approximation est justifie´e par l’importance du mouvement de la teˆte dans des mouvements
humains qui est souligne´ dans les e´tudes en neurosciences [Sreenivasa et al., 2009]. La figure 3.21
illustre cette approximation.
47
Figure 3.20 – Un repe`re est associe´ a` la teˆte a` partir de trois marqueurs. La matrice de transformation du repe`re d’origine
Rw vers le repe`re associe´ a` la teˆte Rhead M
w
head donne l’orientation de la teˆte.
Figure 3.21 – Une approximation du de´placement du centre de masse lors d’un mouvement est effectue´e en fonction de la
vitesse de de´placement de la teˆte pour le cas d’un mouvement en double support et en simple support.
3.3.3 Application au mouvement d’attente
Lorsqu’un humain attend, l’inte´gralite´ de son corps est en mouvement. Cependant, il n’est pas pos-
sible d’exprimer facilement une taˆche d’attente (au sens fonction de taˆche). C’est pour cette raison que
pour reproduire ce mouvement, nous se´le´ctionnons un ensemble de taˆches qui vont, par combinaison,
reproduire les caracte´ristiques du mouvement.
3.3.3.1 Re´plication du mouvement
Les taˆches de suivi de trajectoire des mains et de l’orientation de la teˆte, pre´sente´es dans le
paragraphe pre´ce´dent, sont choisies comme e´tant les taˆches caracte´risant un mouvement d’attente.
Les trajectoires correspondantes sont donc mesure´es sur un humain a` l’aide du syste`me de capture de
mouvement, et serviront de trajectoires de re´fe´rences. Pour garantir la stabilite´ du robot, deux taˆches
sont ajoute´es en haute priorite´ (double support et centre de masse) : les deux pieds sont contraints
a` rester au sol, et le centre de masse est fixe en x et en y (la hauteur n’est pas contrainte). Pour
e´viter les postures trop proches des singularite´s, une taˆche de posture est utilise´e en faible priorite´ :
lors du mouvement, le robot gardera une posture proche de la configuration de repos (configuration
half-sitting). La figure 3.22 illustre la pile de taˆches utilise´e pour re´aliser un mouvement d’attente.
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Posture Half-sitting (30D)
Main droite (3D)
Main gauche (3D)
Teˆte (6D)
Centre de masse (2D)
Double support (6D)
Figure 3.22 – La pile de taˆches qui va permettre de reproduire le mouvement d’attente.
Figure 3.23 – Pour chaque taˆche de suivi, des trajectoires sont choisies comme re´fe´rence parmi un ensemble de trajectoires
enregistre´es.
Cette pile de taˆches sera exe´cute´e par un robot HRP-2.
3.3.3.2 Edition du mouvement
Pour donner un aspect ale´atoire au mouvement exe´cute´ par le robot, plusieurs de´monstrations
de mouvements d’attente sont enregistre´es. En ce qui concerne le mouvement d’attente, les positions
atteintes par les diffe´rents membres ne sont pas importantes. Ce sont les de´placements de ces membres
qui caracte´risent ce mouvement. Il n’est donc pas capital que le suivi de trajectoire soit parfaitement
accompli. Toutes les trajectoires sont e´dite´es afin que les positions de de´but et de fin soient iden-
tiques pour chaque ensemble de trajectoires. Ainsi n’importe quel se´quencement des trajectoires reste
continu. Pour chaque taˆche, une des trajectoires enregistre´es correspondant a` cette taˆche est choisie
ale´atoirement puis est de´finie comme trajectoire de re´fe´rence. Lorsque la trajectoire a e´te´ exe´cute´e en
totalite´, une nouvelle trajectoire est choisie comme re´fe´rence et ainsi de suite (voir figure 3.23). La
figure 3.24 illustre le mouvement d’attente re´alise´ par le robot HRP-2 en utilisant la pile de taˆches, et
les vide´os associe´es sont disponibles 1.
1. http://homepages.laas.fr/shak/videos/
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Figure 3.24 – Le mouvement d’attente re´alise´ par le robot HRP-2.
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3.3.4 Adaptation du mouvement au mode`le
Les travaux pre´sente´s dans [Shin et al., 2001] introduisent la notion d’importance d’un effecteur.
Il s’agit d’un crite`re qui permet de de´terminer si la position d’un effecteur est plus importante que la
configuration articulaire associe´e a` sa chaˆıne cine´matique. L’importance des effecteurs est de´termine´e
en analysant la posture d’un personnage en relation avec son environnement : lorsqu’un effecteur touche
un objet (distance nulle), la position de l’effecteur est conside´re´e comme e´tant plus importante que la
configuration articulaire. Par exemple, lorsqu’une main touche un objet, il est important de conserver
ce contact et donc la position de la main doit eˆtre recopie´e en priorite´. Par contre si la main est en
l’air alors, la configuration articulaire est plus importante car il est possible que la position de la main
ne soit pas a` porte´e du personnage, a` cause de la structure diffe´rente, qui reproduit le mouvement. La
figure 3.25 illustre un exemple de mouvement ou` en fonction de l’effecteur, la configuration articulaire
ou la position doit eˆtre respecte´e.
Ce paragraphe s’appuie sur le travail re´alise´ par [Ramos et al., 2011] dans le cadre de l’e´dition
de mouvement dynamique issu d’un mouvement humain pour l’adapter a` la dynamique d’un robot.
L’exemple pre´sente´ illustre e´galement l’importance du choix des taˆches a` reproduire. L’utilisation de
la dynamique dans la ge´ne´ration de mouvements a pour but de rendre le mouvement exe´cute´ le plus
re´aliste possible.
Conside´rons un mouvement de yoga re´alise´ par un humain est enregistre´ par capture de mou-
vements (voir figure 3.26). Si le mouvement est converti en trajectoire articulaire et est applique´
directement sur le robot en cine´matique, alors plusieurs proble`me lie´s a` la diffe´rence de structures
apparaissent. Le pied d’appui de´colle du sol (proble`me connu en animation sous le nom de foot skating
ou foot sliding), les mains rentrent en collision puis transpercent le torse (voir figure 3.27).
En rejouant la trajectoire mais cette fois ci en respectant la dynamique du robot (en utilisant une
extension de la pile de taˆches en dynamique [Saab et al., 2011]), le pied d’appui est respecte´ mais
le re´sultat n’est plus le mouvement de yoga puisque le robot perd l’e´quilibre a` cause de ses propres
contraintes dynamiques diffe´rente de l’humain (voir figure 3.28).
En analysant le mouvement initial, on peut de´terminer les caracte´ristiques importantes du mou-
vement. Dans l’exemple du mouvement de yoga, la position relative d’une main par rapport a` l’autre
est importante, de meˆme la position du centre de masse (et donc l’e´quilibre) doivent eˆtre controˆle´es
correctement. En choisissant ces caracte´ristiques comme e´tant les taˆches a` exe´cuter pour reproduire
le mouvement, le mouvement ge´ne´re´ devient correct (voir figure 3.29). Enfin la figure 3.30 illustre le
mouvement applique´ sur le vrai robot.
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Figure 3.25 – Pour reproduire le mouvement de la danseuse, il est plus important de respecter la position de la main droite
touchant la barre que la configuration articulaire associe´e. En ce qui concerne le pied gauche, il est plus important de respecter
la configuration articulaire pour conserver l’allure du mouvement.
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Figure 3.26 – Un mouvement de yoga enregistre´ graˆce au syste`me de capture de mouvements.
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Figure 3.27 – Le mouvement de yoga reproduit en cine´matique en suivant les trajectoires articulaires calcule´es a` partir des
donne´es issues de la capture de mouvements. Plusieurs proble`mes apparaissent : le pied d’appui perd son contact avec le sol,
les mains rentrent en collision et transpercent le torse.
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Figure 3.28 – Le mouvement de yoga reproduit en dynamique. Le robot perd l’e´quilibre a` cause de ses contraintes dynamiques.
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Figure 3.29 – Le mouvement de yoga reproduit en dynamique apre`s e´dition du mouvement original pour de´finir correctement
les taˆches caracte´ristiques : la posture, la distance relative entre les deux mains, et le controˆle du centre de masse. Le
mouvement ge´ne´re´ est fide`le a` la de´monstration (sans collision ni perte d’e´quilibre).
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Figure 3.30 – Le mouvement de yoga reproduit sur le robot HRP-2.
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Conclusion
Dans ce chapitre, nous avons pre´sente´ diffe´rents outils existant pour acque´rir des mouvements
re´els en de´taillant les avantages et inconve´nients des diffe´rentes techniques. Les techniques de capture
de mouvements permettent d’analyser les donne´es re´colte´es afin d’e´tudier un mouvement, mais aussi
d’animer des objets ou des personnages virtuels en s’inspirant de mouvements re´els. La possibilite´
d’e´diter les donne´es repre´sentant les mouvements permet d’adapter un mouvement a` diffe´rente mor-
phologie ou de cre´er des variations de mouvements. Nous avons aussi souligne´ l’importance du choix
des taˆches qui une fois exe´cute´es, vont permettre de conserver les caracte´ristiques du mouvement. Nous
avons pre´sente´ comment un syste`me de capture de mouvements a permit de fournir des trajectoires
de re´fe´rences pour des taˆches de suivi de trajectoires, fournissant ainsi un moyen d’e´largir l’expressiv-
ite´ des mouvements ge´ne´re´s pour le robot. Ces taˆches peuvent ensuite eˆtre utilise´es, via une pile de
taˆches, pour reproduire sur un robot HRP-2 un mouvement difficilement de´finissable par un mode`le
de ge´ne´ration : le mouvement d’attente. Dans le chapitre suivant le proble`me de reconnaissance de
taˆches est introduit, et les donne´es issues de la capture de mouvements seront utilise´es pour analyser
des trajectoires associe´es a` un mouvement.
58
Chapitre 4
Reconnaissance de taˆche en
robotique par commande inverse
Nous pre´sentons dans ce chapitre une me´thode de reconnaissance de taˆches particulie`rement adap-
te´e a` la reconnaissance de taˆches exe´cute´es en paralle`le. L’originalite´ de la me´thode pre´sente´e ici est
d’utiliser les proprie´te´s de la fonction de taˆches, classiquement utilise´e pour la ge´ne´ration de mouve-
ments, pour effectuer la reconnaissance de taˆches. L’ide´e principale est d’effectuer une re´tro-inge´nierie
sur un mouvement observe´, connaissant l’ensemble des taˆches qui peuvent apparaˆıtre dans ce mouve-
ment et en utilisant les trajectoires engendre´es par les lois de commandes dans les espaces de taˆches
comme e´tant des trajectoires caracte´ristiques. Sous l’hypothe`se que le mouvement a e´te´ ge´ne´re´ en
empilant un ensemble de controˆleurs, le mouvement est traite´ afin de rechercher les comportements
connus dans chaque espace des taˆches. Nous appelons cette approche de re´tro-inge´nierie la commande
inverse. Alors que toutes les approches pre´sente´es dans le paragraphe suivant ne peuvent reconnaitre
que des taˆches non paralle`les, nous nous appuyons sur les principes de la redondance en controˆle pour
reconnaitre des ensembles de taˆches paralle`les. Lors de la phase de reconnaissance, le mouvement est
projete´ dans des espaces orthogonaux aux espaces des taˆches de´ja` de´tecte´es. Cela assure un de´couplage
efficace des taˆches effectue´es par le robot.
Nous avons introduit dans le chapitre 2 les fondements sur lesquels les travaux pre´sente´s s’appuient :
le formalisme de la fonction de taˆches. L’algorithme propose´ pour effectuer l’analyse de mouvement
est pre´sente´ dans les paragraphes suivants. Enfin, des expe´rimentations validant la me´thode sont
pre´sente´es en simulation et sur le robot HRP-2.
4.1 Etat de l’art
La reconnaissance de taˆches est un proble`me qui est apparu assez toˆt en robotique. Dans la com-
munaute´ de la vision, ce proble`me est ge´ne´ralement conside´re´ pour les mouvements non-structure´s :
aucune hypothe`ses ne sont faites, que ce soit sur la forme ou la rigidite´ des corps qui bougent.
Cependant, les informations sont issues de l’environnement et la reconnaissance est principalement
faite a` partir du contexte, par exemple, les points saillants en temps et en position (le flux de vide´o
2D est conside´re´ comme e´tant une fonction 3D) [Laptev, 2005]. Ces points sont appris d’une base de
donne´es, puis associe´s pendant une de´monstration. L’environnement est aussi utilise´ pour effectuer
une extraction d’arrie`re plan pour de´gager une silhouette et effectuer, par exemple, une reconnaissance
de de´marche [Liu et Sarkar, 2005].
La structure du corps poly-articule´ est souvent suppose´e connue et est utilise´e pour estimer sa pose.
Par exemple l’estimation d’une trajectoire de posture d’un humano¨ıde dans [Zordan et Horst, 2003]
est exe´cute´e en utilisant des donne´es issues d’un syste`me de capture de mouvements pour guider un
mode`le physique connu. Dans le reste de ce chapitre, nous conside´rons que le mode`le cine´matique du
corps poly-articule´ est connu.
Les outils statistiques ont e´te´ applique´s avec succe`s a` la reconnaissance d’actions et a` l’anal-
yse de mouvements [Schaal et al., 2003]. Ces outils sont utilise´s pour cre´er des symboles, et par
extension, les de´tecter dans un mouvement. Par exemple, une me´thode pour le controˆle base´ com-
portement est pre´sente´e dans [Drumwright et Mataric´, 2003, Drumwright et al., 2004]. Les comporte-
ments sont de´finis comme e´tant des symboles de mouvements (par exemple un direct, un crochet,
un uppercut, une garde). Les comportements sont mode´lise´s par apprentissage a` partir d’une se´rie
d’exemples. Une re´duction de dimension est alors applique´e pour avoir une classification significa-
tive. La reconnaissance est ge´re´e par un classifieur baye´sien qui reconnait une trajectoire dans l’es-
pace articulaire ou l’espace carte´sien. L’imitation est une extension de la reconnaissance. Elle est
effectue´e en interpolant des exemples connus pour obtenir des trajectoires re´alisables. L’introduc-
tion des processus de de´cision markoviens partiellement observables (partially observable Markov
decision process, POMDP) ou des infe´rences baye´siennes [Pearl, 1988] ont relance´ le domaine de
la modelisation d’action [Kaelbling et al., 1998] ces dernie`res anne´es. De telles techniques sont ap-
plique´es a` l’apprentissage de primitives motrices [Peters et Schaal, 2008] et a` la segmentation de mou-
vements [Calinon et al., 2010, Inamura et al., 2004]. Les mode`les de Markov cache´s (HMMs) ont e´te´
largement utilise´s dans des travaux ante´rieurs, par exemple, pour exe´cuter une reconnaissance d’ac-
tion ou de de´marche [Gu et al., 2010] ou pour ge´ne´rer des mouvements proches du mouvement hu-
main [Kwon et Park, 2008]. Dans ces travaux, des donne´es issues de captures de mouvements humain
sont utilise´es pour construire une base dans l’espace articulaire pour chaque classe de mouvement
en utilisant une technique de re´duction de dimension. En paralle`le, des HMMs sont entraine´s pour
capturer les caracte´ristiques relatives a` la classe de mouvement dans l’espace des taˆches. La ge´ne´ration
est obtenue en trouvant la combinaison line´aire optimale des e´le´ments de la base qui va maximiser
la probabilite´ du HMM entraine´. Bien que l’espace des taˆches soit conside´re´ comme e´tant un espace
ou` les caracte´ristiques doivent eˆtre extraites, la me´thode est limite´e a` un espace de taˆche spe´cifique
par mouvement ge´ne´re´. Dans [Liang et al., 2009] des mode`les de Markov a` tailles variable sont util-
ise´s pour apprendre des actions atomiques d’humain. Une se´quence d’actions atomiques repre´sente un
comportement complet. D’une manie`re ge´ne´rale, l’efficacite´ des techniques de reconnaissance base´ sur
les outils statistiques est de´pendante de la qualite´ de la base de donne´es construite lors de la phase
d’apprentissage. Plusieurs de´monstrations pour chaque cas particulier sont ne´cessaire afin d’extraire
les invariants qui vont discriminer les taˆches. La couverture des donne´es d’apprentissage peut aussi
limiter l’efficacite´ de la reconnaissance. Enfin, l’ensemble des de´monstrations doivent eˆtre associe´es
aux bons symboles, ce qui est ge´ne´ralement donne´ a` l’algorithme d’apprentissage.
D’une autre fac¸on, la reconnaissance peut se baser sur des crite`res spe´cifiques qui sont des a priori
donne´s au syste`me. Dans [Nakaoka et al., 2007], seules les trajectoires du robot sont utilise´es pour dis-
tinguer les diffe´rentes phases de mouvement. Dans ces travaux la`, une taˆche est un mouvement corps
complet du robot durant un segment temporel. Le mouvement global est une se´quence de taˆches.
Chaque taˆche posse`de ses propres parame`tres appele´s skill parameters. La me´thode de reconnaissance
de taˆche est de´compose´e en deux e´tapes : d’abord, e´tiqueter tous les segments temporels du mouve-
ment observe´ avec les noms des taˆches. La seconde est l’estimation des skill parameters pour chaque
segment. Chaque taˆche est de´tecte´e par l’analyse de trajectoires projete´es dans un espace spe´cifique.
Par exemple, la taˆche faire un pas est de´tecte´e en analysant la trajectoire d’un pied ; une taˆche de
squat est de´tecte´e en analysant la trajectoire verticale du bassin. Le crite`re utilise´ pour la de´tec-
tion et le choix des espaces de projections sont ad-hoc, construits manuellement pour un mouvement
particulier qui doit eˆtre imite´ par le robot. D’une manie`re similaire, [Mu¨hlig et al., 2009] utilise un
ensemble d’espaces spe´cifiques dans lequel le mouvement observe´ est projete´. Des crite`res ad-hoc sont
utilise´s pour choisir automatiquement l’ensemble des espaces de taˆches qui va de´crire le mieux un
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Figure 4.1 – Nous proposons de de´terminer automatiquement quelles sont les taˆches, parmi un ensemble connu, qui ont servi
a` ge´ne´rer le mouvement observe´.
mouvement donne´, dans le but de focaliser la technique d’apprentissage dans ce nouvel espace. Le
crite`re utilise´ pour la se´lection de l’espace de taˆche est exprime´ par des fonctions de couˆt inspire´es
de neurosciences : la saillance de l’objet manipule´, la variance de la dimension d’un espace a` travers
plusieurs de´monstrations, et quelques heuristiques qui indiquent que les mouvements fatiguants ou
inconfortables sont provoque´s par l’exe´cution de taˆches. Ces heuristiques re`glent le proble`me de de´-
tection de taˆches d’immobilite´. Cette me´thode pre´sente´e ajoute des informations de plus haut niveau
que les analyses purement statistiques et s’appuie sur les espaces de taˆches comme e´tant des espaces
approprie´s pour repre´senter le mouvement. Cependant, l’efficacite´ de la se´lection de taˆches de´pend de
la puissance des heuristiques.
L’approche commune de ces travaux est de projeter le mouvement observe´ dans un espace re´-
duit particulier, dans lequel la reconnaissance est plus facile. Ces espaces sont choisis arbitraire-
ment [Nakaoka et al., 2007], se´le´ctionne´s automatiquement [Mu¨hlig et al., 2009], ou obtenus par ap-
prentissage [Peters et Schaal, 2008]. L’analyse en composantes principales (PCA) est une technique de
re´duction de dimension qui permet de trouver des espaces re´duits. Malheureusement cette technique ne
tient pas compte des corre´lations non line´aires entre les diffe´rents espaces re´duits, et donc la technique
est inadapte´ aux mouvements humano¨ıdes qui comporte de telles corre´lations non line´aires. Il existe
des techniques d’analyse en composantes principales non line´aires. Ces techniques sont plus adapte´es
aux mouvements humano¨ıdes [Chalodhorn et al., 2009]. Cependant les espaces re´duits sont de´gage´s
automatiquement, or, en controˆle, des espaces de tailles re´duites, pre´sentant des corre´lations non
line´aires, sont construit pour de´finir des objectifs et moduler le comportement du robot. Par exemple
l’approche de la fonction de taˆches [Samson et al., 1991] exprime des commandes ge´ne´riques dans un
espace de taˆche donne´ de dimension n. L’approche a e´te´ e´tendue pour ge´rer un ensemble hie´rarchique
de taˆches [Siciliano et Slotine, 1991, Nakamura et al., 1987] en utilisant la redondance du syste`me. Ces
espaces de taˆche repre´sentent ainsi des espaces parfaitement approprie´s pour effectuer des analyses et
reconnaˆıtre des motifs particuliers. Nous proposons ainsi d’utiliser directement ces controˆleurs connus
pour la ge´ne´ration de mouvement plutoˆt que d’utiliser des primitives de´termine´es automatiquement a
posteriori.
Dans le chapitre 2, le formalisme de la fonction de taˆches a e´te´ pre´sente´. Chaque taˆche peut eˆtre
utilise´e pour ge´ne´rer un mode`le de mouvement dans diverses situations. Dans ce sens, une taˆche est a`
la fois un controˆleur qui peut ge´ne´rer un mouvement, mais e´galement un descripteur du mouvement
exe´cute´. Ce descripteur est quasi symbolique, mais contient aussi des parame`tres additionnels qui
caracte´risent la fac¸on dont il est exe´cute´ : par exemple, une taˆche re´gie par une de´croissance exponen-
tielle est parame´tre´e par λ qui caracte´rise la vitesse de de´croissance. Dans ce chapitre, nous proposons
d’utiliser les taˆches comme un ensemble de descripteurs pour reconnaitre un mouvement observe´, en
identifiant l’ensemble des taˆches qui ont e´te´ utilise´es pour ge´ne´rer ce mouvement (voir la figure 4.1).
L’ensemble des taˆches identifie´es est utilise´ pour caracte´riser le mouvement observe´, par exemple
pour distinguer deux mouvements visuellement proches.
Nous pre´sentons d’abord les hypothe`ses conside´re´es pour l’application de la me´thode de reconnais-
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sance de taˆches, ensuite, les diffe´rentes e´tapes constituant la reconnaissance de taˆches sont pre´sente´es.
Ensuite, des expe´rimentations sont effectue´es en simulation pour illustrer le comportement de la me´th-
ode dans des conditions ide´ales, puis en utilisant un syste`me capture de mouvement pour acque´rir
les mouvements a` analyser joue´s par un vrai robot. Ces expe´rimentations illustrent la pre´cision et la
robustesse aux bruits de la reconnaissance de taˆches en distinguant des paires de mouvements visuelle-
ment proches. Enfin, des expe´rimentations prospectives sur la validite´ de la me´thode pour l’analyse
du mouvement humain sont pre´sente´es.
4.2 Me´thode
4.2.1 Hypothe`ses
On suppose que le mode`le de comportement de toute les taˆches potentiellement utilise´es sont
connus (e, e˙∗, J). Le mode`le du robot ainsi que toutes les taˆches susceptibles d’intervenir dans le
mouvement sont connus. L’ensemble de ces taˆches est appele´ le lot de taˆches et repre´sente les ca-
pacite´s du robot. Le mouvement observe´ est suppose´ avoir e´te´ ge´ne´re´ en utilisant un sous-ensemble
inconnu du lot de taˆches. On suppose aussi que les taˆches intervenant dans le mouvement observe´
sont compatibles au sens des projections P de´finies dans (2.31), c’est-a`-dire qu’il n’y a pas de sin-
gularite´ algorithmique [Chiaverini, 1997]. Enfin l’ensemble des taˆches actives ne changent pas d’e´tat
pendant le mouvement (une pile de taˆches fixe est valide pendant toute la dure´e du mouvement).
Enfin, le mouvement observe´ est donne´ sous la forme de trajectoire articulaire : ˆ˙q(t). Dans notre cas,
cette trajectoire articulaire sera reconstruite a` partir de donne´es issues d’un syste`me de capture de
mouvements comme de´crit dans le paragraphe 4.4.1.
4.2.2 Pre´sentation ge´ne´rale
L’ide´e ge´ne´rale est de reconstruire de manie`re ite´rative la pile de taˆches qui aurait ge´ne´re´ le
mouvement observe´. La trajectoire articulaire observe´e est projete´e dans chacun des espaces de taˆches
issu d’un lot de taˆches connus. Les trajectoires projete´es sont ensuite compare´ par optimisation a`
une trajectoire the´orique calcule´e graˆce au mode`le de ge´ne´ration. Cette comparaison correspond a`
une fonction de couˆt dont le score va servir de crite`re de selection. La taˆche qui donne la trajectoire
projete´e de plus faible score est se´lectionne´e comme e´tant une taˆche intervenant dans le mouvement.
Les effets de la taˆche se´lectionne´e sont annule´s en projetant la trajectoire articulaire dans l’espace
nul de la taˆche. Le mouvement re´sultant est alors utilise´ pour l’ite´ration suivante.
Si a` l’ite´ration n le mouvement re´sultant de l’annulation d’une taˆche est nul, alors tous les mou-
vements pre´sent dans le mouvement initial ont e´te´ justifie´s par l’exe´cution des taˆches se´lectionne´es.
Par conse´quent, la pile de taˆches qui aurait ge´ne´re´ le mouvement observe´ est constitue´e des taˆches
se´lectionne´es.
L’algorithme est pre´sente´ dans l’algorithme 1. La trajectoire de vitesse articulaire du mouvement
observe´ est note´e ˆ˙q(t). PAq˙(t) repre´sente les re´sultats des mouvements projete´s dans les espaces nuls
des taˆches se´lectionne´es. A est l’ensemble des taˆches qui ont e´te´ selectionne´es. Avant la premie`re ite´ra-
tion, Pq˙(t) est initialise´e avec la trajectoire a` analyser. Ensuite, a` chaque ite´ration, cette trajectoire
est projete´e dans l’espace nul de la taˆche se´lectionne´e. ri repre´sente le score de la fonction de couˆt
de l’optimisation. activePool repre´sente l’ensemble des taˆches se´lectionne´es lors du de´roulement de
l’algorithme.
Dans le cas ou` le mouvement observe´ a e´te´ exactement ge´ne´re´ par la pile de taˆches, la trajectoire
articulaire Pq˙ apre`s les projections dans l’espace nul de toute les taˆches est nulle. Cependant, en
pre´sence de bruits (comme par exemple un bruit issu de vrais capteurs lors de l’acquisition du mou-
vement), un re´sidu est syste´matiquement obtenu. Il faut donc utilise´ une valeur seuil comme crite`re
d’arreˆt : la boucle s’arreˆte lorsque le re´sidu des projections passe en dessous du niveau du bruit de la
chaine d’acquisition. ǫ repre´sente ce seuil : lorsque la norme du mouvement est infe´rieure a` ce seuil,
l’algorithme s’arreˆte.
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1: Input : ˆ˙q(t)
2: Output : activePool
3: PAq˙(t)← ˆ˙q(t)
4: while
∫
‖PAq˙(t)‖
2dt > ǫ do
5: for task i = 1..n do
6: ri ← taskFitting(i, activePool)
7: end for
8: iselect ← argmin(ri)
9: activePool.push(iselect)
10: PAq˙(t)← projection(iselect,PAq˙(t))
11: end while
Algorithme 1 : Algorithme de se´lection de taˆches
La section suivante de´crit les deux fonctions principales de l’algorithme :
– projection(i, q˙(t)) calcule la projection de la vitesse q˙(t) dans l’espace nul de la taˆche i.
– taskFitting(i, activePool) s’occupe de l’ajustement de courbe du mouvement observe´ et du mou-
vement the´orique et calcule donc un score. Ce processus est de´taille´ dans la section 4.2.4.
4.2.3 Projection du mouvement
Une reconstruction des trajectoires dans l’espace des taˆches a` partir des trajectoires angulaires
peut eˆtre obtenue en multipliant cette trajectoire articulaire par la jacobienne de la taˆche calcule´e en
chaque point.
Afin d’annuler les effets d’une taˆche de´tecte´e i, la trajectoire articulaire est projete´e dans l’espace
nul de cette taˆche en la multipliant par le projecteur dans l’espace nul de toute les taˆches a` annuler.
A` chaque instant t du mouvement :
PAq˙(t)← PA+i(t)PAq˙(t) (4.1)
ou` A est l’ensemble des taˆches de´ja` se´lectionne´es et PA(t) est mis a` jour :
PA+i(t) = PA(t)− (Ji(t)PA(t))
+(Ji(t)PA(t))
Le projecteur PA(t) est initialise´ a` P
0
A(t) = I. Le mouvement restant apre`s projection PAq˙(t) est
analyse´ pour de´tecter les taˆches potentiellement restantes.
L’ope´ration de projection va annuler les effets de l’espace de la taˆche se´lectionne´e dans le mouve-
ment. Dans l’espace articulaire, ces effets sont les suivants : d’une part, la composante de mouvement
qui est inde´pendante des autres taˆches est comple`tement annule´e, et d’autre part, la composante de
mouvement qui est couple´e avec d’autres taˆches est modifie´e. Le premier effet est be´ne´fique car il
permet d’e´viter de fausses de´tections cause´es par un mouvement pre´sent dans l’espace de la taˆche
se´lectionne´e. Cependant, la partie couple´e doit eˆtre traite´e avec attention a` cause de sa modification
comme explique´ dans l’exemple suivant :
En conside´rant un mouvement compose´ de deux taˆches arbitraires ea et eb. La loi de commande
est donne´e par :
q˙ = J+a e˙
∗
a − (JbPa)
+(e˙∗b − JbJ
+
a e˙
∗
a) (4.2)
Si ea est de´tecte´e en premier, (4.1) est applique´e avec iselect = a. Le produit de (4.2) par Pa annule
le mouvement dans l’espace de la taˆche a :
Paq˙ = PaJ
+
a e˙
∗
a︸ ︷︷ ︸
0
+Pa(JbPa)
+(e˙∗b − JbJ
+
a e˙
∗
a) (4.3)
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Le premier terme est nul par de´finition de Pa. Le mouvement provoque´ par Paq˙ dans l’espace de la
taˆche b est obtenue par son produit avec Jb :
JbPaq˙ = e˙
∗
b − JbJ
+
a e˙
∗
a (4.4)
puisque JbPa(JbPa)
+ = I par hypothe`se. Le premier terme est la composante inde´pendante de la
seconde taˆche, et le second terme est la composante couple´e avec la taˆche a. Par conse´quent, la
projection dans l’espace nul de la taˆche de´couverte a` la premie`re ite´ration va faire apparaitre le terme
de couplage dont il faudra tenir compte pour la reconnaissance d’autres taˆches. Ce couplage sera traite´
dans la prochaine section.
4.2.4 Ajustement de taˆche par optimisation
̂˙e(t) repre´sente la trajectoire cause´e par le mouvement a` analyser courant PAq˙ dans l’espace de la
taˆche observe´e e. La quantification de la pertinence d’une taˆche donne´e e, par rapport au mouvement,
est obtenue en appliquant une optimisation par les moindre carre´s entre le ve´ritable mouvement observe´
projete´ dans l’espace de la taˆche et le comportement de re´fe´rence d’une taˆche dont les parame`tres sont
inconnus :
xˆ = argmin
x
∫
‖̂˙e(t)− e˙x(t)‖2dt∫
‖̂˙e(t)‖2dt (4.5)
ou` ̂˙e(t) est la trajectoire observe´e et e˙x(t) est la trajectoire ge´ne´re´e par le mode`le de taˆche en utilisant
les parame`tres x. Le score est donc le re´sidu de l’optimisation apre`s avoir essaye´ d’obtenir la meilleure
correspondance entre la trajectoire observe´e et le mode`le the´orique dans l’espace des taˆches.
Dans quelques cas, la trajectoire ̂˙e peut eˆtre observe´e directement. Par exemple, si l’espace de
taˆche est la position 3D d’une main, une observation directe est possible. Cependant, en ge´ne´ral,
une observation directe n’est pas possible. Typiquement, le centre de masse du robot est difficile a`
observer avec pre´cision dans le cadre d’une taˆche de maintien du centre de masse dans le polygone de
sustentation. De plus, il n’est pas possible d’observer directement l’effet d’une succession de projections.̂˙e est alors obtenue graˆce au mode`le ge´ome´trique du robot et de sa trajectoire articulaires lors du
mouvement : Jiˆ˙q. Cependant, proce´der de cette manie`re ame`ne a` (4.4), ou` le couplage des taˆches
pre´ce´demment se´lectionne´es apparait. Le mouvement projete´ est alors augmente´ par un terme qui va
compenser ce couplage. ̂˙e(t) = JiPAq˙(t) + JiJ+Â˙eA(t) (4.6)
ou` A est l’ensemble des taˆches qui a de´ja` e´te´ de´tecte´ et i est la taˆche candidate. PA est le projecteur
dans l’espace nul des taˆches A, JA est la jacobienne des taˆches A. Le terme JiJ
+
A
̂˙eA(t) repre´sente la
composante du mouvement de la taˆche i couple´ aux taˆches de l’ensemble A. Tous les termes corre-
spondant a` A sont connus puisqu’ils ont e´te´ identifie´s dans la pre´ce´dente ite´ration de l’algorithme.
En pratique, l’observation est e´chantillonne´e et l’inte´grale dans (4.5) est une somme. Le proble`me
d’optimisation (4.5) est en ge´ne´ral un proble`me non line´aire. Pour le re´soudre nume´riquement, le
solveur CFSQP a e´te´ utilise´ [Lawrence et al., 1997]. Le re´sultat de l’optimisation produit en meˆme
temps le re´sidu utilise´ comme crite`re de se´lection de la taˆche la plus probable, et les valeurs nume´riques
associe´es a` la taˆche (par exemple le gain et la position de´sire´e, quand il s’agit de taˆches proportion-
nelles).
4.2.5 Invariance a` l’ordre d’annulation
La pre´ce´dente formulation de de´tection-projection permet d’annuler les effets de bords des taˆches
pre´ce´demment de´tecte´es sans introduire de couplage venant des taˆches non de´tecte´es. Nous montrons
maintenant que l’ordre dans lequel les taˆches sont de´tecte´es et les projections suivantes n’affectent pas
la de´tection des taˆches restantes.
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Conside´rons un mouvement observe´ ayant e´te´ ge´ne´re´ par une pile de taˆches a` deux e´tages ou` la
taˆche a est prioritaire par rapport a` la taˆche b (4.2). A` partir du mouvement observe´ initiallement, note´
q˙, on observe une trajectoire dans l’espace de la taˆche i. La taˆche est ensuite supprime´ du mouvement.
Le mouvement re´sultant est Piq˙. On observe alors une trajectoire dans l’espace de la taˆche j. Nous
montrons dans la suite que les observations dans les espaces des taˆches sont invariablement les meˆmes
pour i = a et j = b ou pour i = b et j = a. C’est-a`-dire que les deux taˆches ayant servies a` ge´ne´rer le
mouvement peuvent eˆtre de´tecte´es (et supprime´es) dans n’importe quel ordre.
Le mouvement de re´fe´rence de l’espace de taˆche i est note´ e˙∗i . Le mouvement observe´ par la taˆche
i dans le mouvement initial q˙ est note´ ̂˙ei, tandis que le mouvement observe´ par la taˆche j apre`s avoir
supprime´ le mouvement issu de la taˆche i Pjq˙ est note´ ̂˙ej|i.
Proposition 4.1. Soit un mouvement ge´ne´re´ par une pile de taˆches a` deux e´tages. Alors ̂˙ei = ̂˙ei|j =
e˙∗i , pour i = a et j = b, et re´ciproquement, pour i = b et j = a.
Preuve : La preuve se fait en deux parties, en conside´rant que a est annule´e en premier (i = a et
j = b), puis que b est annule´e en premier (i = b et j = a).
De´tection de la taˆche a, puis de la taˆche b :
Cette implication est imme´diate. A` la premie`re ite´ration, l’observation dans l’espace de taˆche a
est directement ̂˙ea = Jaˆ˙q = e˙∗a. Apre`s la suppression de la taˆche a, l’observation dans l’espace de la
taˆche b est obtenue a` partir de (4.6) :
̂˙eb|a = Jbˆ˙q+ JbJ+a ̂˙ea
= Jb(JbPa)
+(e˙∗b − JbJ
+
a e˙
∗
a) + JbJ
+
a e˙
∗
a
impliquant directement ̂˙eb|a = e˙∗b , puisque Jb(JbPa)+ = JbPa(JbPa)+ = I et ̂˙ea = e˙∗a.
L’observation obtenu dans l’espace de taˆche b est inde´pendante de la projection dans l’espace nul
de la taˆche a.
De´tection de la taˆche b, puis de la taˆche a :
A` la premie`re ite´ration, l’observation dans l’espace de la taˆche b est directement̂˙eb = JbJ+a e˙∗a + Jb(JbPa)+(e˙∗b − JbJ+a e˙∗a)
ce qui implique ̂˙eb = e˙∗b puisque Jb(JbPa)+ = I.
La projection du mouvement initial (4.2) dans l’espace nul de la taˆche b a` la fin de la premie`re
ite´ration conduit au calcul de la trajectoire dans l’espace de la taˆche a suivant :̂˙ea|b =JaPbJ+a e˙∗a + JaPb(JbPa)+(e˙∗b − JbJ+a e˙∗a) + JaJ+b ̂˙eb
=(JaPbJ
+
a − JaPb(JbPa)
+JbJ
+
a )e˙
∗
a
+ (JaPb(JbPa)
+ + JaJ
+
b )e˙
∗
b
Nous montrons que cette somme est en re´alite´ simplement e´gal a` e˙∗a en montrant d’abord que le
coefficient gauche du premier terme (JaPbJ
+
a −JaPb(JbPa)
+JbJ
+
a ), qu’on noteC1, est e´gal a` l’identite´.
Puis en montrant que le second coefficient gauche (JaPb(JbPa)
++JaJ
+
b ), qu’on note C2, est nul. C1
peut s’e´crire en de´veloppant l’operateur de projection Pb en utilisant P = I− J
+J :
C1 =JaJ
+
a − JaJ
+
b JbJ
+
a
− Ja(JbPa)
+JbJ
+
a + JaJ
+
b Jb(JbPa)
+JbJ
+
a
Le premier terme est l’identite´ par hypothe`se sur la taˆche a, car (JbPa)
+ = Pb(JbPa)
+, le troisie`me
terme est nul par de´finition. Par hypothe`se sur les taˆches a et b, (JbPa)
+ est l’inverse ge´ne´ralise´ de
Jb, et donc Jb(JbPa)
+Jb = Jb, le quatrie`me terme est e´gal au second et se simplifie. Donc C1 = I.
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De la meˆme fac¸on pour C2, le projecteur Pb est developpe´ :
C2 = Ja(JbPa)
+ − JaJ
+
b Jb(JbPa)
+ + JaJ
+
b
Comme pre´ce´demment, le premier terme est nul, (JbPa)
+ est l’inverse ge´ne´ralise´ de Jb, le second
terme est e´gal au troisie`me et se simplifie.
Ceci prouve que le meˆme ajustement est obtenu inde´pendamment de la taˆche qui a e´te´ de´tecte´e la
premie`re.
La preuve peut eˆtre e´tendue en utilisant les meˆmes arguments pour un ensemble de n taˆches. D’une
fac¸on similaire, il est trivial de prouver que quelque soit l’ordre de de´tection, le mouvement calcule´
apre`s toutes les projections est nul.
Pour valider la me´thode pre´sente´e plus haut, plusieurs expe´rimentations ont e´te´ effectue´es sur
le robot HRP-2 en simulation et sur le vrai robot. Ces expe´rimentations consistent a` discriminer
des paires de mouvements visuellement proches, mais faisant intervenir des taˆches diffe´rentes : les
se´mantiques de ces mouvements sont diffe´rentes.
4.3 Re´sultats en simulation : reconnaissance de taˆches effec-
tue´es par le robot HRP-2
Ce paragraphe de´taille une se´rie d’expe´rimentations effectue´es en simulation pour valider l’algo-
rithme de reconnaissance. La simulation nous permet d’observer le comportement nominal de l’algo-
rithme en absence de bruits issus de capteurs. La premie`re expe´rimentation valide simplement l’e´tape
de projection du mouvement (paragraphe 4.3.2). La seconde partie re´unit un ensemble d’expe´rimen-
tations qui valide l’algorithme de reconnaissance de taˆches (paragraphe 4.3.3). Pour chaque expe´ri-
mentation de cet ensemble, l’algorithme de reconnaissance de taˆches est applique´ a` deux mouvement
visuellement proches : ces deux mouvements ont e´te´ artificiellement construits pour pre´senter une
ambigu¨ıte´ visuelle lorsqu’on les compare entre eux. La pre´sence de cette ambigu¨ıte´ permet d’illustrer
l’efficacite´ de notre algorithme vis a` vis de la pre´cision de la reconnaissance. Tous les mouvements qui
ont servis aux expe´rimentations sont re´sume´s dans le tableau 4.1. La description des taˆches utilise´es
pour construire ces mouvements est de´taille´e ci-dessous.
4.3.1 Protocole d’expe´rimentations
Les mouvements de re´fe´rence ont e´te´ ge´ne´re´s en utilisant le mode`le du robot humano¨ıde HRP-
2. Celui-ci pre´sente 30 degre´s de liberte´ actionne´s, plus six degre´s de liberte´ pour la base flottante.
Tous les mouvements de´marrent de la configuration de repos half-sitting (comme illustre´e dans la
figure 4.2), et le centre de masse est situe´ a` ze´ro dans le repe`re du bassin lorsque celui-ci est la racine
de l’arbre cine´matique. Cette configuration a pour particularite´ de ne pas pre´senter de singularite´. En
cine´matique inverse, la position de la base flottante sous-actue´e est re´solue en contraignant le pied
gauche a` rester sur le sol. Les figure 4.3, 4.4 et 4.5 montrent les postures finales des mouvements
utilise´es dans les expe´rimentations.
L’ensemble des taˆches conside´re´es dans les expe´rimentations sur HRP-2 est :
– Com : taˆche (2.36), le centre de masse du robot est contraint pour maintenir un e´quilibre statique
(3 DDL)
– Regard : taˆche (2.38), le robot regarde un point dans l’espace Carte´sien, le point de controˆle se
situe a` 25cm au dessus du centre de la dernie`re articulation du cou (2 DDL)
– Double support : taˆche (2.39), la transformation entre le repe`re attache´ au pied droit et le repe`re
attache´ au pied gauche du robot doit eˆtre constante (6 DDL)
– Prise gauche/droite : taˆche (2.33), un repe`re attache´ a` la main gauche ou droite du robot
atteint un point de´fini dans l’espace Carte´sien, les points de controˆle se situent aux centres des
articulations terminales des bras (3 DDL)
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Figure 4.2 – Tout les mouvements de re´fe´rence de´marrent a` partir de la posture de repos half-sitting.
– Prise oriente´e : taˆche (2.32), similaire a` la taˆche de prise, mais la position de´sire´e doit eˆtre
atteinte avec une orientation de la main de´finie (6 DDL)
– Teˆte : taˆche (2.32), un repe`re attache´ a` la teˆte du robot est contrainte en position et en orien-
tation, le point de controˆle se situe au centre de la dernie`re articulation de la teˆte (6 DDL)
– Torse : taˆche (2.34), un repe`re attache´ au torse du robot est contraint en orientation, le point
de controˆle se situe au centre de la dernie`re articulation associe´e au torse (3 DDL)
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Figure 4.3 – Gauche : La posture finale du mouvement 2.a ; Droite : La posture finale du mouvement 2.b.
Figure 4.4 – Gauche : La posture finale du mouvement 3.a ; Droite : La posture finale du mouvement 3.b. La diffe´rence entre
ces deux mouvements est difficile a` percevoir : l’orientation de la main droite est contrainte a` eˆtre paralle`le au sol dans le
mouvement 3.b.
Figure 4.5 – Gauche : La posture finale du mouvement 4.a ; Droite : La posture finale du mouvement 4.b.
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(a) (b)
Mouvement 1
Prise droite
Prise gauche
Regard
Com
Double support
Mouvement 2
Prise droite
Com
Double support
Prise gauche
Prise droite
Com
Double support
Mouvement 3
Regard
Prise droite
Com
Double support
Regard
Prise oriente´e droite
Com
Double support
Mouvement 4
Regard
Com
Double support
Prise oriente´ gauche
Com
Double support
Mouvement 5
Prise droite
Regard
Com
Double support
Prise droite
Torse
Com
Double support
Table 4.1 – Tableau des mouvements et des taˆches conside´re´s.
4.3.2 Expe´rimentation 1 : Validation pre´liminaire
Dans cette expe´rimentation, un mouvement de base est ge´ne´re´. La reconnaissance de taˆche par
ajustement et le crite`re d’arreˆt de l’algorithme sont valide´s ici. Le mouvement de re´fe´rence est le
mouvement 1.a (voir le tableau 4.1). Le mouvement est donne´ au programme de de´tection qui va
se´lectionner les taˆches qui correspondent le mieux par optimisation.
La figure 4.6 montre des vignettes du mouvement original et du mouvement re´sultant des projec-
tions successives dans les espaces nuls des taˆches de´tecte´es : prise droite, com, regard, double support
et prise gauche. Le mouvement initial est visualise´ en inte´grant un champs de vecteurs. Les projec-
tions dans les espaces nuls vont modifier ces vecteurs que l’on inte`gre pour visualiser les mouvements
projete´s. Ces mouvements projete´s n’ont donc pas de sens physique et seule la quantite´ de mou-
vements reste valide. Ces quantite´s de mouvements permettent d’avoir une bonne intuition sur les
effets des projections dans les espaces nuls. Chaque projection annule une partie du mouvement, et
le mouvement du robot devient nul quand toutes les projections sont applique´es, ce qui signifie que
toutes les taˆches intervenant dans le mouvement ont e´te´ de´tecte´es. Comme nous pouvons le constater
dans la seconde ligne, le mouvement de la main droite est annule´. L’annulation de com a` partir de la
troisie`me ligne est plus difficile a` percevoir. On peut noter la modification du mouvement des jambes.
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(a)
(b)
(c)
(d)
(e)
(f)
Ite´ration 0 99 199 299 399 499
Figure 4.6 – Le mouvement ge´ne´re´ par une pile de taˆches contenant : Prise droite, Prise gauche, Com, Regard, Double
support est repre´sente´ dans la ligne (a). Les autres lignes repre´sentent les projections successives du mouvement dans les
espaces nuls des taˆches : (b) Prise droite, (c) Com, (d) Regard, (e) Double support, (f) Prise gauche.
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Figure 4.7 – L’e´volution de la norme du mouvement apre`s avoir projete´ successivement le mouvement dans les espaces nuls
des taˆches.
Cette modification correspond au fait que pour exe´cuter la taˆche Com, le robot utilise ses jambes. A`
la quatrie`me ligne, l’annulation du mouvement de la teˆte est tre`s claire. On note que le mouvement
du torse est alte´re´. Le mouvement du torse est donc justifie´ par la taˆche de regard. A` la cinquie`me
ligne, l’annulation de la taˆche double support supprime la compensation faite avec le pied droit. Enfin,
comme on peut le voir dans la dernie`re ligne, l’annulation de toutes les taˆches me`ne a` un mouvement
nul. Tous les mouvements du robot ont donc e´te´ justifie´s. La figure 4.7 montre l’e´volution de la norme
du mouvement, de´finie par la somme des normes au carre´ sur le temps de la trajectoire articulaire
du robot. Chaque projection fait strictement de´croˆıtre la norme de la vitesse (c’est-a`-dire la quantite´
de mouvement). Apre`s cinq projections, le mouvement est comple`tement annule´, ce qui confirme que
toutes les taˆches actives ont e´te´ de´couvertes. L’algorithme s’arreˆte donc.
4.3.3 Expe´rimentation 2 : Distinction entre deux mouvements proches
En ce qui concerne la de´tection de mouvement, eˆtre capable de diffe´rencier deux mouvements vi-
suellement proches faisant tout de meˆme intervenir des taˆches diffe´rentes est un proble`me inte´ressant.
Les algorithmes pour les syste`mes anthropomorphes utilisent plutoˆt le contexte pour la desambigu¨isa-
tion. Le travail pre´sente´ ici montre que le crite`re d’ajustement meˆle´ a` la repre´sentation du mouvement
sous forme de pile de taˆches est suffisant pour distinguer des mouvements visuellement proches. Trois
paires de mouvements ambigus vont eˆtre pre´sente´es pour illustrer la capacite´ de distinction de mouve-
ment de notre me´thode. Le mode`le de comportement de taˆche choisi est une de´croissance exponentielle
dont les parame`tres seront les parame`tres de l’optimisation du proble`me 4.5.
4.3.3.1 Mouvements d’atteintes
Dans ce paragraphe, deux mouvements sont conside´re´s : mouvement 2.a et mouvement 2.b. Le
premier est un mouvement d’atteinte lointain avec la main droite. Ce mouvement d’atteinte de la
main droite a une influence sur la main gauche par le biais de la taˆche com : pour retrouver son
e´quilibre, le robot met sa main gauche en arrie`re. Le second mouvement est la meˆme taˆche d’atteinte
de la main droite, mais une seconde taˆche est ajoute´e. Il s’agit d’une taˆche d’atteinte de main gauche.
La position de´sire´e pour cette dernie`re taˆche a e´te´ de´finie artificiellement comme e´tant la position
finale de la main gauche obtenue lors du premier mouvement.
Les e´tat finaux du robot pour les deux mouvements sont illustre´s dans la figure 4.8. Une vide´o
montrant les deux mouvements applique´s sur le robot HRP-2 est disponible 1. Les deux mouvements
se ressemblent, et il est tre`s difficile a` l’œil nu de dire quel mouvement implique les deux taˆches
1. http://homepages.laas.fr/shak/videos/
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Figure 4.8 – E´tats finaux des le mouvement 2.a et le mouvement 2.b.
Re´fe´rence De´tecte´es
∫
‖q˙(t)‖2dt
∫
‖P q˙(t)‖2dt
Com
Prise droite
Double support
Com
Prise droite
Double support
0.364398 0.00159355
Com
Prise gauche
Prise droite
Double support
Com
Prise gauche
Prise droite
Double support
0.538329 0.0035343
Table 4.2 – Re´sultats de l’algorithme de se´lection de taˆches lors de l’analyse du mouvement 2.a et du mouvement 2.b.
d’atteinte sans le contexte. Dans le premier cas, le mouvement de la main gauche est duˆ a` aux taˆches
com et prise droite, e´tant donne´ que c’est un effet secondaire pour compenser l’e´quilibre de la main
droite. Dans le second cas, le mouvement de la main gauche est de´couple´, puisque la main gauche
a e´te´ dirige´e par son propre objectif. Cependant, dans l’espace de taˆches approprie´, ces mouvements
apparaissent clairement diffe´rents. La figure 4.9 montre un exemple de re´sultats de l’ajustement de
mode`les de taˆches pour la main droite et la main gauche applique´ au mouvement 2.a. Le re´sidu de
l’optimisation est e´leve´ puisque l’ajustement n’est pas possible sur une trajectoire qui ne respecte pas
le mode`le (en particulier, le re´sidu de la taˆche prise gauche est bien plus e´leve´ que celui associe´ a` la
taˆche prise droite). Les re´sultats de l’algorithme de de´tection sont re´sume´ dans le Tableau 4.2. La
premie`re colonne liste les taˆches utilise´es dans le mouvement de re´fe´rence, la seconde colonne liste
les taˆches se´lectionne´es par l’algorithme, la troisie`me indique la norme du mouvement de re´fe´rence
(quantite´ de mouvement initialement observe´e), et la dernie`re colonne montre la norme du mouvement
de re´fe´rence projete´ dans l’espace nul des taˆches se´lectionne´es. La quantite´ de mouvement final est
tre`s faible pour les deux mouvements compare´ au seuil de´fini comme crite`re d’arreˆt
∫
‖P q˙(t)‖2dt > ǫ
qui est fixe´ a` ǫ = 0.07.
Enfin la figure 4.10 illustre comment les normes de la vitesse articulaire correspondant aux taˆches
prise droite et prise gauche e´voluent apre`s les projections dans les espaces nuls. La projection du
mouvement 2.a dans l’espace nul de la taˆche prise droite va faire de´croˆıtre la norme de la vitesse
articulaire the´orique associe´e tout en laissant la norme de la vitesse articulaire the´orique de la taˆche
prise gauche inchange´e. La figure 4.10(a) montre que la vitesse articulaire the´orique associe´e a` la
taˆche prise gauche est diminue´e apre`s la projection du mouvement dans l’espace nul de la taˆche com.
Ceci explique que le bras gauche du robot a e´te´ de´place´ par la taˆche com. De plus, cette projection
empeˆche la taˆche prise gauche d’eˆtre de´tecte´e par l’algorithme dans des ite´rations futures a` cause de
mouvements parasites. Cependant, apre`s la projection du mouvement 2.b dans l’espace nul de la taˆche
prise droite et la taˆche com, la norme de la trajectoire de la vitesse articulaire associe´e a` la taˆche
prise gauche reste significative (figure 4.10(b)). Ceci signifie que la taˆche com n’a que peu d’influence
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Figure 4.9 – L’ajustement de mode`le de taˆche sur le mouvement 2.a sur les taˆches de la main droite et gauche. La variable
r est le re´sidu, c’est-a`-dire la distance entre deux courbes. Le mouvement de la main droite est correctement ajuste´ par le
mode`le de la taˆche, montrant que la taˆche est active. Le mouvement de la main gauche n’est pas ajuste´ correctement, puisque
la taˆche est inactive. Les deux cas sont facilement distinguables graˆce a` la valeur du re´sidu.
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Figure 4.10 – Evolution de la trajectoire q˙ projete´e dans les espaces des taˆches prise droite (en ligne pleine) et prise gauche
(en pointille´s) apre`s les projections successives du mouvement dans l’espace nul des taˆches prise droite et l’espace nul de la
taˆche com. Dans le mouvement 2.a, une grande partie du mouvement du bras gauche est duˆ a` la taˆche com : la suppression
de la taˆche com va annuler presque tout le mouvement du bras gauche. Dans le mouvement 2.b, le mouvement du bras
gauche n’est pas seulement issu de la taˆche com, mais principalement de la taˆche prise gauche. La suppression de la taˆche
com va seulement annuler une petite partie du mouvement du bras gauche.
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sur le mouvement du bras gauche, et que le mouvement de ce bras est duˆ a` une autre taˆche. Par
conse´quent, l’algorithme de se´lection de taˆche va continuer a` chercher la taˆche qui a controˆle´e le bras
gauche. Apre`s la de´tection des deux taˆches principales (pour le mouvement 2.a) et des trois taˆches
principales (pour le mouvement 2.b), la norme de la dernie`re trajectoire de la vitesse articulaire n’est
pas nulle parce que l’algorithme de se´lection de taˆche n’est pas termine´ et d’autres taˆches n’ont pas
encore e´te´ se´lectionne´es. La taˆche de double support est alors de´tecte´e mais les courbes associe´es ne
sont pas trace´es par souci de clarte´, car elles sont quasi-nulles. D’autre part, la figure 4.11 montre
l’ajustement de mode`le de taˆche pour le mouvement 2.b.
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Figure 4.11 – L’ajustement de mode`le de taˆche pour le mouvement 2.b pour les taˆches de prise droite et prise gauche. Les
deux mouvements de la main gauche et de la main droite sont correctement ajuste´s par le mode`le, avec un petit re´sidu : les
taˆches sont bien de´tecte´es.
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4.3.3.2 Prise VS Prise oriente´e
Dans ce paragraphe, le mouvement 3.a et le mouvement 3.b sont analyse´s. Les deux mouvements
partagent la meˆme position de but pour la main droite. La seule diffe´rence entre les deux de´mon-
strations est la pre´sence d’une contrainte d’orientation sur la main droite dans le mouvement 3.b.
Les postures finales de ces mouvements sont illustre´es dans la figure 4.4. Le tableau 4.3 re´sume les
re´sultats de l’algorithme de se´lection de taˆche qui s’est de´roule´ avec succe`s. Lors de l’analyse du mou-
vement 3.b, la taˆche de prise a e´galement e´te´ se´lectionne´e. Ce qui est parfaitement logique car dans
ce cas pre´cis, la taˆche prise est une sous-taˆche de prise oriente´e : la taˆche prise est identique a` la
taˆche prise oriente´e sans la contrainte d’orientation. Par contre, lors de l’analyse du mouvement 3.a,
la taˆche prise oriente´e n’est pas se´lectionne´e. La figure 4.12 montre que l’ajustement de la taˆche prise
oriente´e e´choue pour le mouvement 3.a mais re´ussi pour le mouvement 3.b. Comme pre´ce´demment, les
projections annulent les mouvements re´siduels qui pourraient mener a` de futures de´tections errone´es.
Le mouvement re´siduel apre`s les projections successives sont finalement proches de ze´ro, ce qui prouve
que toutes les taˆches ont e´te´ de´tecte´es.
4.3.3.3 Prise oriente´e VS Regard
Les deux mouvements conside´re´s sont le mouvement 4.a et le mouvement 4.b. Le mouvement 4.a
peut eˆtre de´crit par le sce´nario suivant : un objet se trouve devant le robot, et cre´e une occlusion
dans le champ de vision du robot. Pour se de´barrasser de cette occlusion, le robot se penche sur sa
droite. Lorsque le robot se penche, la main gauche est entraine´e par le torse par un effet secondaire
involontaire. La position et l’orientation de cette main sont enregistre´es comme e´tant l’e´tat de´sire´ pour
la taˆche de prise oriente´e dans le mouvement 4.b. Dans le mouvement 4.b, le regard n’est pas controˆle´.
Le mouvement de la teˆte est cette fois-ci, un effet secondaire du mouvement de la main gauche. Les
postures finales du robot pour ces deux mouvements sont illustre´es dans la figure 4.5, et les re´sultats
des analyses sont re´sume´s dans le Tableau 4.4.
Comme pre´ce´demment, les bonnes taˆches ont e´te´ de´tecte´es pour chaque mouvement. Le re´sidu
apre`s les projections de toutes les taˆches de´tecte´es e´tant tre`s bas, toutes les taˆches ont e´te´ correcte-
ment de´tecte´es et soustraites au mouvement.
Pour conclure, nous venons de montrer expe´rimentalement que, sans bruits, l’algorithme de de´-
tection se comporte parfaitement, c’est-a`-dire que toute les taˆches actives dans le mouvement analyse´
sont de´tecte´es, sans faux positifs, et la suppression des effets de ces taˆches, via les projections du
mouvement original dans les espaces nuls, conduit a` un mouvement quasi nul. En effet, le mouvement
n’est pas totalement annule´ a` cause du bruit nume´rique. Dans le paragraphe suivant nous re´alisons
des expe´rimentations dans un cadre re´aliste en utilisant un vrai robot et de ve´ritables capteurs qui
fourniront des signaux bruite´s, correspondant aux trajectoires articulaires du robot.
4.4 Expe´rimentations sur le robot
Dans ce paragraphe, nous de´montrons la validite´ de l’algorithme de reconnaissance de taˆche dans
un cadre re´aliste en analysant des signaux bruite´s. Cette fois, le mouvement de re´fe´rence est joue´ sur un
ve´ritable robot HRP-2 et est observe´ en utilisant un syste`me de capture de mouvement (figure 4.13).
Comme dans les expe´rimentations en simulations, l’algorithme de se´lection de taˆches est applique´ sur
des paires de mouvements visuellements proches. Dans la suite de ce paragraphe, nous de´taillons le
processus d’acquisition des trajectoires articulaires par le biais du syste`me de capture de mouvements.
Puis, deux paires de mouvements seront analyse´es par l’algorithme de reconnaissance de taˆches.
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Re´fe´rence De´tecte´es
∫
‖q˙(t)‖2dt
∫
‖P q˙(t)‖2dt
Com
Regard
Prise
Double support
Com
Regard
Prise
Double support
0.619266 0.00245631
Com
Regard
Prise oriente´e
Double support
Com
Regard
Prise
Prise oriente´e
Double support
0.717041 0.00344557
Table 4.3 – Re´sultats de l’algorithme de se´lection de taˆche pour l’analyse du mouvement 3.a et du mouvement 3.b.
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Figure 4.12 – L’ajustement de mode`le de taˆche prise oriente´e e´choue, car le re´sidu est plus e´leve´, pour le mouvement 3.a et
re´ussi pour le mouvement 3.b.
4.4.1 Protocol expe´rimental
Un mouvement est ge´ne´re´ par la pile de taˆches, puis est exe´cute´ sur le robot HRP-2 e´quipe´ de
marqueurs sur chacun de ses corps (voir figure 4.13). Le syste`me de capture de mouvements utilise´ est
compose´ de 10 came´ras infrarouges, et enregistre les donne´es a` une fre´quence de 200Hz. Les donne´es
collecte´es a` partir de ces marqueurs sont utilise´s pour construire un squelette virtuel qui est ajuste´ a`
la hie´rarchie cine´matique du robot (figure 4.13). Le syste`me de capture de mouvements fournit une
trajectoire pour chacun des corps du robot. Les donne´es sont obtenues sous forme de trajectoires 6D
de chaque corps du robot dans l’espace, sans aucune contrainte articulaire.
L’analyse du mouvement est effectue´e sur la trajectoire articulaire. Par conse´quent, les trajectoires
articulaires doivent eˆtre calcule´es a` partir des donne´es issues de la capture de mouvements. Les tra-
jectoires articulaires sont calcule´es de manie`re classique, par minimisation de la distance entre les
matrices de transformations RW rj (q) associe´es a` l’origine des articulations du robot et des matrices
de transformations mesure´es RˆW mj (t) par le syste`me de capture de mouvement, en tenant compte
des limites articulaires du robot.
qˆ(t) = argmin
q
m∑
j
‖ RˆW rj (t)⊖ R
W
rj
(q)‖2 (4.7)
s.t. qimin ≤ qi ≤ qimax, i = 1..n (4.8)
ou` m est le nombre de corps, n le nombre d’articulations, q est le vecteur de configuration du robot,
⊖ est l’ope´rateur de distance dans SO(3), RW rj (q) est calcule´e en utilisant le mode`le cine´matique du
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Re´fe´rence De´tecte´e
∫
‖q˙(t)‖2dt
∫
‖P q˙(t)‖2dt
Com
Regard
Double support
Com
Regard
Double support
0.534478 0.0545944
Com
Prise oriente´e
Double support
Com
Prise oriente´e
Double support
0.558084 0.0023297
Table 4.4 – Re´sultats de l’algorithme de se´lection de taˆches a` partir de l’analyse du mouvement 4.a et du mouvement 4.b.
Figure 4.13 – Ensemble des marqueurs, et squelette virtuel pour le robot HRP-2.
robot, et RˆW mi est obtenue par :
RˆW rj (t) = R
W
WC
× RˆWC mj (t)× R
mj
rj
(4.9)
ou` RW WC est la matrice de transformation entre le repe`re du monde et le repe`re de la zone d’expe´ri-
mentation de la capture de mouvements. R
mj
rj sont des transformations constantes duˆ a` la diffe´rence
entre un mode`le de squelette quelconque de la capture de mouvement et du mode`le cine´matique du
robot utilise´ lors de la phase de calibration. Cette phase de calibration consiste a` calculer les trans-
formations RW WC et R
mj
rj a` partir d’une posture connue. Rˆ
WC
mj
est la matrice de transformation
mesure´e associe´e a` l’origine du corps virtuel i dans le repe`re de re´fe´rence du syste`me de capture de
mouvements.
Les trajectoires articulaires obtenues sont utilise´es pour effectuer la reconnaissance de taˆches par
retro-inge´nierie.
Sur le ve´ritable robot, une flexibilite´ est introduite apre`s l’articulation de la cheville. Elle inter-
fe`re avec le mouvement au tout de´but car l’acce´le´ration angulaire au niveau des articulations est
importante. La flexibilite´ n’est pas mode´lise´e, ni dans l’algorithme de controˆle, ni dans la me´thode de
de´tection. Pour ne pas eˆtre influence´ par la flexibilite´, les 100 premie`res millisecondes des mouvements
analyse´s sont ignore´es. C’est dans cette phase que les effets de la flexibilite´ sont les plus importants duˆs
a` l’acce´le´ration initiale typique d’une taˆche de re´gulation proportionnelle en cine´matique inverse. Dans
les deux prochains paragraphes, nous conside´rons que les mesures sont directement les trajectoires qˆ
donne´es par (4.8).
78
Re´fe´rence De´tecte´e
∫
‖q˙(t)‖2dt
∫
‖P q˙(t)‖2dt
Com
Prise droite
Double support
Com
Prise droite
Double support
0.104835 0.0482885
Com
Prise gauche
Prise droite
Double support
Com
Prise gauche
Prise droite
Double support
0.142293 0.0541836
Table 4.5 – Re´sultats de l’algorithme de se´lection de taˆches pour l’analyse du mouvement 2.a et du mouvement 2.b joue´s
sur le vrai robot.
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Figure 4.14 – Ajustement des mode`les de taˆche a` la premie`re ite´ration de l’algorithme de se´lection de taˆches pour les taˆches
teˆte dans le mouvement 2.a et mouvement 2.b Pour les deux mouvements, r est e´leve´ : la taˆche teˆte, qui n’est pas active,
n’est pas se´lectionne´e.
4.4.2 Prise VS Maintien de l’e´quilibre
Cette expe´rience correspond a` celle effectue´e en simulation dans le paragraphe 4.3.3.1 : le premier
mouvement est un mouvement de la main gauche produit par le couplage entre la prise lointaine
de la main droite, et la taˆche com (mouvement 2.a). Le second mouvement correspondant a` une
double prise, a e´te´ construit pour pre´senter une ambigu¨ıte´ avec le premier mouvement (mouvement 2.b
dans le tableau 4.1). Le tableau 4.5 pre´sente les re´sultats de l’algorithme de reconnaissance pour le
mouvement 2.a et le mouvement 2.b avec le crite`re d’arreˆt e´gal a` ǫ = 0.07.
En ce qui concerne le mouvement 2.a, l’ordre d’extraction des taˆches est : prise droite, double
support et com. Tandis que pour le mouvement 2.b, les taˆches extraites sont : prise droite, com, double
support et prise gauche.
Les figure 4.14 et 4.15 montrent l’ajustement du mode`le de taˆche a` la premie`re ite´ration de l’algo-
rithme pour les taˆches teˆte et prise gauche. Comme pre´vu, l’ajustement est correct seulement pour la
taˆche prise gauche dans le mouvement 2.b tandis que cette taˆche est rejete´e dans le mouvement 2.a a`
cause de son ajustement incorrect.
Bien que la taˆche teˆte ne soit implique´e dans aucun des mouvements, la teˆte n’est pas fixe dans
l’espace a` cause du mouvement du torse et des jambes cause´s par les taˆches actives. Dans le mouve-
ment 2.b, la taˆche candidate teˆte impliquerait moins de mouvement que dans le mouvement 2.a. La
raison est que lorsque les deux mains oppose´es du robot sont contraintes, le torse n’a pas beaucoup
de liberte´. Cependant, la taˆche teˆte n’est pas garde´e pour aucun des deux mouvements (le re´sidu r est
e´leve´).
L’e´volution du mouvement projete´ dans les espaces de la taˆche prise gauche et prise droite apre`s
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Figure 4.15 – Ajustement des mode`les de taˆche a` la premie`re ite´ration de l’algorithme de se´lection de taˆches pour la taˆche
prise gauche dans le mouvement 2.a et mouvement 2.b La taˆche prise gauche n’est pas pertinente dans le mouvement 2.a,
mais est se´lectionne´e dans le mouvement 2.b.
Re´fe´rence De´tecte´e
∫
‖q˙(t)‖2dt
∫
‖P q˙(t)‖2dt
Com
Regard
Prise droite
Double support
Com
Regard
Prise droite
Double support
0.320001 0.0785168
Torse
Com
Prise droite
Double support
Torse
Com
Prise droite
Double support
0.216742 0.0516134
Table 4.6 – Re´sultats de l’algorithme de se´lection de taˆches a` partir de l’analyse des mouvement 5.a et mouvement 5.b joue´s
sur le vrai robot.
les projections successives dans les espaces nuls automatiquement se´lectionne´es est illustre´e dans la
figure 4.16. Pour le mouvement 2.a, le mouvement du bras gauche est annule´ apre`s avoir annule´ la
taˆche com. Dans le mouvement 2.b, le mouvement de la main gauche n’est pas annule´ par la projection
dans l’espace nul de la taˆche com, mais devient nul apre`s projection dans l’espace nul de la taˆche prise
gauche. La figure 4.17 montre comment e´volue le mouvement reconstruit de la main droite lorsque le
mouvement duˆ a` une taˆche est enleve´. On peut voir que le bras droit bouge a` cause des taˆches prise
droite et com. La figure 4.18 montre l’e´volution de la quantite´ de mouvement apre`s chaque se´lection
de taˆche dans les deux mouvements. La quantite´ de´croit au fur et a` mesure des projections, jusqu’a`
ce que le mouvement restant soit principalement du bruit issu des capteurs.
4.4.3 Regard VS torse
Les mouvements conside´re´s sont les mouvement 5.a et mouvement 5.b. Dans le premier cas, le
robot regarde sa main droite tout en effectuant une prise avec celle-ci. Dans le second cas, le robot
effectue une prise identique, mais doit maintenir son torse dans la posture initiale. La figure 4.19
montre la posture finale du robot pour ces deux mouvements. Le tableau 4.6 re´sume les re´sultats de
l’algorithme de se´lection de taˆches. Malgre´ le bruit, les taˆches sont correctement de´tecte´es. Les deux
mouvements sont diffe´rencie´s correctement. Enfin, le re´sidu tre`s faible apre`s l’annulation de toutes
les taˆches indique qu’il n’y a pas d’autres taˆches a` reconnaitre. La figure 4.20 montre l’e´volution de
la norme du mouvement apre`s les projections dans les espaces nuls des taˆches : Prise droite, regard,
double support and com pour le mouvement 5.a, et les taˆches prise droite, double support, com et torse
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Figure 4.16 – Norme du mouvement associe´s aux taˆches prise gauche (c’est-a`-diremouvement reconstruit de la main gauche).
Le mouvement est nul apre`s avoir retire´ la taˆche com dans le mouvement 2.a. Dans ce cas, cela signifie que le mouvement
de la main gauche provenait de la taˆche com. Tandis que dans le mouvement 2.b, le mouvement de la main gauche n’est
pas annule´ apre`s avoir retire´ la taˆche com. Le mouvement devient nul uniquement apre`s avoir retire´ la taˆche prise gauche :
le mouvement de la main gauche provenait de la taˆche prise gauche.
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Figure 4.17 – Mouvement reconstruit de la main droite apre`s les projections successives. Le mouvement de la main droite
est une conse´quence des taˆches prise droite et com, comme c’est explique´ par le fait que le mouvement de la main droite est
annule´ apre`s la suppression des taˆches prise droite et com.
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Figure 4.18 – Evolution de la norme du mouvement apre`s projections successives du mouvement dans les espaces nuls des
taˆches pour le mouvement 2.a et mouvement 2.b.
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Figure 4.19 – Posture finale pour le mouvement 5.a et le mouvement 5.b.
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Figure 4.20 – E´volution de la norme du mouvement apre`s avoir projete´ avec succe`s le mouvement dans les espaces nuls des
taˆches pour les mouvements mouvement 5.a et mouvement 5.b.
pour le mouvement 5.b. Comme dans les pre´ce´dentes expe´rimentations, la projection fait strictement
de´croitre la quantite´ de mouvement a` chaque ite´ration de l’algorithme. La quantite´ de mouvement
restant a` la fin de l’algorithme est clairement duˆ au bruit.
4.5 Expe´rimentation sur l’humain
La me´thode de reconnaissance de taˆches pre´sente´e dans ce chapitre donne de tre`s bon re´sultats
lorsque l’on connaˆıt a` la fois le mode`le des taˆches mis en œuvre, et le mode`le ge´ome´trique du robot
pour calculer les diffe´rentes ope´ration de projections. La reconnaissance de taˆches pour le robot hu-
mano¨ıde se basait sur la connaissance parfaite du comportement du robot lors de l’exe´cution d’une
taˆche. Nous avions applique´ comme exemple de comportement, une de´croissance exponentielle. On
souhaite maintenant e´tudier la possibilite´ d’appliquer la me´thode de reconnaisssance sur des mou-
vements humains en adaptant les mode`les de comportement de taˆche et en utilisant des mode`les de
ge´ne´ration de mouvement humains. En effet, la me´thode n’est pas de´pendante du comportement des
taˆches a` retrouver. Deux points sont donc a` ve´rifier, correspondant a` la se´lection de taˆches d’une
part (paragraphe 4.2.4), et d’autre part l’annulation du mouvement provoque´ par l’exe´cution d’une
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taˆche (paragraphe 4.2.3). Dans le cadre de cette the`se, seul le premier point a e´te´ valide´ en se plac¸ant
dans le cas particulier du mouvement d’atteinte, dont le mode`le de comportement chez l’humain est
bien connu. Il s’agit du mode`le du minimum jerk qui sera utilise´ pour caracte´riser la trajectoire de
l’effecteur atteignant sa cible. La ge´ne´ralisation a` d’autres types de taˆches ainsi que le second point
sont laisse´s en perspectives.
4.5.1 Comportement d’une taˆche d’atteinte par un humain
Nous nous focalisons sur un type de taˆche particulier : la taˆche d’atteinte. En effet, des e´tudes ont
mis en e´vidence le profil de trajectoires humaines pour les mouvement d’atteinte. Celles-ci respectent
un profil de type minimum jerk [Flash et Hogan, 1985]. Cette connaissance de profil de trajectoire
correspond bien a` l’hypothe`se requise pour l’application de notre me´thode de reconnaissance, qui est
la connaissance d’un mode`le de comportement lors de l’exe´cution d’une taˆche. La trajectoire de la
partie du corps d’un humain effectuant ce mouvement d’atteinte suit un profil du type minimum
jerk (de la meˆme manie`re que dans la partie pre´ce´dente, la trajectoire du robot correspondait a` une
de´croissance exponentielle). La trajectoire en position reliant deux points A et B est dite de jerk
minimum si elle correspond a` l’optimum du proble`me :
min
∫∫∫ ∞
0
‖
...
f (t)‖dt (4.10)
f(0) = A (4.11)
f(∞) = B (4.12)
4.5.2 Mode´lisation du minimum jerk
Plutoˆt que de raisonner sur la forme implicite du proble`me (4.12), il est souvent choisi dans la
litte´rature de repre´senter les trajectoires en minimum jerk comme une classe spe´cique de polynoˆmes
du troisie`me ordre, dont on sait que le jerk est faible. Nous choisissons de mode´liser le jerk non pas
comme un polynoˆme de degre´ 3, mais comme l’inte´grale triple d’un signal a` quatre cre´neaux corre-
spondant respectivement aux phases d’acce´le´ration line´aires, de de´ce´le´ration, d’acce´le´ration et enfin
d’acce´le´ration nulle. Ainsi notre mode`le comportera 6 parame`tres : les trois valeurs creˆtes, et les trois
instants relatifs de commutations. Ce choix est motive´ par le fait que la me´thode de reconnaissance
utilise une me´thode d’optimisation nume´rique pour la phase d’ajustement entre les trajectoires re-
construites (par observation) et le mode`le de comportement. Utiliser les coefficients d’un polynoˆme
comme parame`tre d’optimisations ne permet pas de restreindre l’espace de recherche aux courbes de
type minimum jerk, et par conse´quent, mode´liser une taˆche par un polynoˆme n’est pas efficace. Au
contraire, la mode´lisation en signal cre´neaux permet d’assurer la minimalite´ de la fonction de jerk
sans passer par des contraintes artificielles sur les coefficients du ploynoˆme repre´sentant la trajectoire.
La trajectoire en position est alors obtenue par triple inte´gration du jerk.
Le jerk est alors de´fini ainsi :
jerk(t) =

K1 if 0 < t < ∆t1
K2 if t1 < t < ∆t1 +∆t2
K3 if t2 < t < ∆t1 +∆t2 +∆t3
0 if t > ∆t1 +∆t2 +∆t3
(4.13)
La figure 4.21 illustre notre mode´lisation par un exemple de minimum jerk, et sa trajectoire en position
correspondante.
Les mouvements conside´re´s e´tant des trajectoires d’atteinte, le mouvement de la main se termine
avec une position constante de celle-ci. Donc a` t = ∆t1 + ∆t2 + ∆t3 la vitesse et l’acce´le´ration sont
nulles. Ce qui ame`ne a` un syste`me de deux e´quations avec comme inconnues ∆t3 et K3, ce qui
contraint la dure´e et le comportement de la phase finale pour atteindre une vitesse et acce´le´ration
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Figure 4.21 – Un exemple de minimum jerk et sa trajectoire en position correspondante.
nulle. Le proble`me d’optimisation pour l’ajustement de courbe devient :
min
x
∫
‖pˆ(t)− px(t)‖
2 +K21 +K
2
2dt
s.t. px(t) =
∫∫∫
jerk(t)dt
(4.14)
ou` x = [dt1 dt2 K1 K2], pˆ est la trajectoire mesure´e. La seconde partie de la fonction de couˆt K
2
1 +K
2
2
est introduite pour limiter les parame`tres K1 et K2, afin que les trajectoires obtenues par inte´gration
du jerk soient d’un ordre de grandeur raisonnable. Comme dans la section 4.2.4, on utilise le solveur
FSQP avec une forme discre´tise´e de (4.14), la distance entre px et pˆ.
4.5.3 Validation du mode`le choisi
Dans cette expe´rimentation, nous validons l’algorithme pre´sente´ dans le paragraphe 4.2.4 pour la
de´tection de trajectoire d’atteinte chez l’humain. Un humain est e´quipe´ d’un ensemble de 23 marqueurs
qui vont permettre au syste`me de capture de mouvement d’enregistrer des de´monstrations. Le sujet
doit atteindre le haut d’une bouteille en y posant son doigt, tout en gardant un pied au sol et en
gardant la position de la main secondaire constante. La position finale de la main est donc clairement
de´finie et constante, et son orientation n’est pas contrainte. La bouteille est suffisamment e´loigne´e
du sujet pour l’obliger a` lever un pied pour atteindre la bouteille. Lors de cette expe´rimentation, la
trajectoire de la main qui atteint la bouteille est e´tudie´e. La figure 4.22 illustre la position finale du
mouvement.
La trajectoire de la main dominante obtenue par capture de mouvement est donne´e a` un pro-
gramme d’optimisation pour re´aliser l’ajustement (4.14) de la trajectoire observe´e sur notre mode`le
the´orique (4.13). La figure 4.23, montre que l’optimisation arrive a` faire correspondre la trajectoire
observe´e au mode`le propose´.
4.5.4 Analogie avec la pile de taˆches
L’hypothe`se des varie´te´s non controˆle´es de´finit une se´paration entre les espaces controˆle´s et les
espaces non-controˆle´s [Scholz et Scho¨ner, 1999]. Ainsi une grande variabilite´ dans l’espace non-controˆle´
(UCM ) ne va pas de´grader les performances d’une taˆche, tandis qu’une grande variabilite´ dans son
sous-espace orthogonal va de´grader ces performances.
Dans le cas particulier des taˆches d’atteintes conside´re´es dans les diffe´rentes expe´rimentations
mene´es dans [Jacquier-Bret et al., 2009], la pre´sence de contraintes ge´ome´triques mate´rialise´es par un
obstacle entraˆıne une grande variabilite´ au niveau de l’espace non-controˆle´ du coude : pour e´viter
l’obstacle, un humain va modifier la trajectoire du coude. Une approximation de cet espace non-
controˆle´ est re´alise´e en utilisant le noyau de la jacobienne. Ainsi, cet espace repre´sente l’espace nul de
la taˆche d’atteinte. Les expe´rimentations mene´es dans ces travaux montrent qu’il est cohe´rent d’utiliser
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Figure 4.22 – Position finale du mouvement d’atteinte humain.
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Figure 4.23 – Ajustement du mode`le de minimum jerk sur une trajectoire d’atteinte re´elle.
les me´canismes lie´s a` la redondance, bien connus dans le cas robotique, pour expliquer la gestion de
la redondance dans les mouvements humains.
Conclusion
Ce chapitre a pre´sente´ une me´thode pour identifier quelles taˆches sont implique´es dans un mou-
vement observe´, sans utiliser d’informations contextuelles : seule la trajectoire observe´e est analyse´e.
L’analyse est conduite par la connaissance du comportement d’un robot lors de l’exe´cution d’une taˆche
(par exemple, une de´croissance exponentielle). Le mouvement analyse´ est suppose´ eˆtre ge´ne´re´ par un
ensemble de controˆleurs appartenant a` un lot de taˆches connu. Le proble`me de la reconnaissance de
taˆches est traite´ en proce´dant par une re´tro-inge´nierie du mouvement. La trajectoire observe´e est
analyse´e dans chaque espace de taˆches connu pour de´cider quelles taˆches sont actives en comparant
ces trajectoires aux comportements the´oriques attendu. La me´thode est ge´ne´ralisable sur les com-
portements d’une taˆche, et par conse´quent, n’importe quelle loi de commande utilise´e pour ge´ne´rer un
mouvement peut eˆtre utilise´e dans cette me´thode pour caracte´riser une taˆche.
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Figure 4.24 – Segmentation temporelle d’une trajectoire en se´quence de piles de taˆches.
La me´thode a e´te´ applique´e avec succe`s dans diffe´rent sce´narios pour discriminer des mouvements
visuellement proches, en simulation (paragraphe 4.3) et sur un ve´ritable robot HRP-2 (paragraphe 4.4).
Ces mouvements ont e´te´ construits spe´cialement pour pre´senter des ambigu¨ıte´s, dans le but d’illustrer
l’efficacite´ de la me´thode propose´e.
Dans toutes ces expe´riences, une hypothe`se forte conside´re´e e´tait que le mouvement analyse´ ne doit
pas comporter de taˆches qui changent d’e´tat (active, non-active). Une solution inte´ressante a` explorer
serait d’ajouter une dimension temporelle a` la reconnaissance de taˆche : il s’agirait de de´terminer
la dure´e de validite´ d’une pile de taˆches, ainsi un mouvement serait segmente´ temporellement en
succession d’instances de piles de taˆches comme montre´ dans la Fig. 4.24. La segmentation temporelle
s’effectuera en introduisant les temps de de´but et de fin de taˆches dans les parame`tres d’optimisation.
Dans l’expe´rience de le paragraphe 4.5, un mode`le de taˆche adapte´ aux mouvements humain pour
des taˆches d’atteintes est ve´rifie´. Par extension, il serait ainsi possible d’appliquer notre me´thode de
reconnaissance de taˆches pour ce type de mouvement. Le proble`me e´tant que les mouvements humains
sont beaucoup plus complexes a` de´crire que les mouvements des robots. Les e´tapes futures s’attacheront
a` trouver dans la litte´rature du domaine des mode`les pour d’autres taˆches que le mouvement d’atteinte.
D’autre part, pour les mouvements d’atteinte, nous chercherons a` valider le mode`le du minimum jerk
comme e´tant un crite`re discriminant (c’est-a`-dire dans le cas du sce´nario 2.a, si la main gauche ne suit
pas une telle loi). Une solution pour ge´ne´raliser a` des mode`les de taˆches divers serait de s’appuyer sur
des me´thodes d’apprentissage. On pourrait ainsi extraire un mode`le a` partir d’une se´rie de mouvement,
par exemple en s’appuyant sur des processus gaussien. L’utilisation de ces techniques ont montre´es
des re´sultats prometteurs dans le domaine des mouvements humains [Wang et al., 2008]. Les travaux
pre´sente´s dans [Alvarez et al., 2009] illustrent une approche hybride de mode´lisation de mouvement
par apprentissage et mode`le physique : les donne´es de haute dimension repre´sentant des mouvements
humains sont re´sume´ par des variables latentes ayant une interpre´tation physique. Le mode`le serait
ensuite re-utilise´ en projetant le mouvement observe´ dans l’espace de la variable apprise. La distance
au mode`le appris serait alors utilise´e comme une mesure d’activation de la taˆche.
Dans notre me´thode de reconnaissance, l’e´tape des annulations des taˆches par projections dans
les espaces nuls est primordiale. Outre le fait d’e´tudier la validite´ du mode`le de minimum jerk pour
caracte´riser l’exe´cution ou la non-exe´cution d’une taˆche, une des voies a` explorer est d’e´tudier si un
mode`le cine´matique approche´ d’un humain, pour calculer les projections, peut eˆtre suffisant pour
pouvoir de´terminer si toute les taˆches ont e´te´ de´tecte´es. L’utilisation d’un mode`le plus re´aliste et
complet, tel un mode`le de ge´ne´ration de mouvement dynamique [Saab et al., 2011], pourra eˆtre e´tudie´.
En effet, en conside´rant un mode`le dynamique, les inerties des corps seront prises en compte dans le
me´canisme de projection. Enfin, la validite´ de la pile de taˆches sera e´tudier pour des mouvements
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humain, c’est-a`-dire caracte´riser si les me´canismes de fusion d’objectifs multiples (ou comment est
ge´re´e la redondance) chez l’humain peut eˆtre repre´senter sous une forme de pile de taˆches.
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Conclusion et perspectives
Les travaux pre´sente´s dans cette the`se ont porte´s sur la reconnaissance de taˆches qu’effectuent
un syste`me anthropomorphe. Nous avons d’abord pre´sente´ les fondements sur lesquels reposent nos
travaux : le formalisme de la fonction de taˆches. Ce formalisme permet d’exprimer intuitivement des
commandes pour un robot en de´crivant l’objectif dans un espace approprie´. Nous avons e´galement
donne´ des exemples typiques de taˆches robotiques exprime´es dans ce formalisme. La ge´ne´ration de
mouvements est effectue´e en construisant une pile de taˆches range´es par ordre de priorite´s. Les taˆches
de haute priorite´ ne sont pas perturbe´es par des taˆches de priorite´s infe´rieures.
Les techniques utilise´es pour acque´rir des mouvements ont e´te´ pre´sente´es. Ces techniques sont
applicables aussi bien sur un robot que sur un humain. Aussi nous avons donne´ un exemple d’une
me´thode ge´ne´rique pour reproduire un comportement humain sur un robot en utilisant les me´canismes
de controˆle de robot pre´sente´s pre´cedemment.
Enfin, nous avons montre´ qu’en se plac¸ant directement dans l’espace dans lequel une taˆche est
exprime´e, il est possible d’utiliser le mode`le de ge´ne´ration de mouvement comme un mode`le de pre´-
diction en re´solvant un proble`me d’optimisation. Le re´sidu du proble`me d’optimisation produit une
mesure d’ade´quation entre un mouvement observe´ et une loi de ge´ne´ration de mouvements. Ainsi en
supposant que les mode`les de ge´ne´rations de mouvements et que les taˆches pouvant intervenir dans un
mouvement sont connus et qu’aucune taˆche ne change d’e´tat (active, inactive) durant le mouvement
observe´, il est possible de reconstruire la pile de taˆches ayant ge´ne´re´ ce mouvement.
Contributions
Capture de mouvements
Dans le cadre de l’acquisition de mouvements, il e´tait ne´cessaire d’observer, de manie`re externe au
robot, les trajectoires articulaires du robot a` partir d’un syste`me de capture de mouvements. Ainsi,
un programme de recallage de mode`le par optimisation a e´te´ de´veloppe´. Le mouvement du squelette
de´fini par la configuration ge´ome´trique des points suivis par la capture de mouvements est transfe´re´ au
mode`le du robot HRP-2. Ce programme a aussi e´te´ utilise´ dans les travaux d’e´ditions de mouvements
dynamiques de l’e´quipe dans lesquels les mouvements sont montre´s par un humain. Les mouvements
obtenus sont transpose´s au robot pour donner une premie`re trajectoire articulaire. Cette trajectoire
articulaire est ensuite modifie´e en utilisant des taˆches afin de corriger les erreurs introduites par le
changement de mode`le et d’adapter la dynamique du mouvement aux contraintes physiques du robot.
Ge´ne´ration de mouvements d’attente
Pour la ge´ne´ration de mouvements d’attente, un module logiciel a e´te´ cre´e´ pour assigner les lots
de trajectoires mesure´es par capture de mouvements aux trajectoires de re´fe´rences des taˆches. Les
mouvements ge´ne´re´s ont e´te´ utilise´s pour donner une impression de vie au robot HRP-2 durant une
de´monstration publique du robot.
Reconnaissance de taˆches
Une me´thode de reconnaissance de mouvements capable de de´tecter des taˆches effectue´es en par-
alle`le et posse´dant e´ventuellement des couplages a e´te´ de´veloppe´e. Cette me´thode s’appuie sur des
ope´rateurs de projection dans les espaces des taˆches et leurs espaces orthogonaux pour d’une part
projeter les mouvements a` analyser dans des espaces caracte´ristiques d’une taˆche et d’autre part pour
annuler et de´coupler les taˆches de´tecte´es. La me´thode de la reconnaissance de taˆches a e´te´ imple´mente´e
en utilisant les diffe´rentes librairies de´veloppe´es en collaboration par l’e´quipe Gepetto au LAAS-CNRS
Toulouse et le JRL Tsukuba.
Perspectives
En ce qui concerne la reconnaissance de taˆches, les perspectives envisage´es sont re´lie´es aux limites
de la me´thode. La reconnaissance ne s’applique que sur des segments temporels dans lesquels les taˆches
mises en jeu ne changent pas d’e´tat. Ainsi il est envisageable d’ajouter des parame`tres de temporels
repre´sentant le de´but et la fin d’une taˆche dans le proble`me d’optimisation des parame`tres du mode`le
de ge´ne´ration de mouvements pour de´tecter ces changements d’e´tats. L’e´tape qui suit logiquement est
la reconnaissance de se´quence de pile de taˆches. Un apprentissage des transitions entre les diffe´rentes
instances de pile de taˆches pourra eˆtre re´alise´ afin de construire des graphes de mouvements offrant
une grande re´activite´ pour la reconnaissance et la reproduction.
D’autre part, le formalisme de la fonction de taˆches s’e´tend tre`s bien en dynamique : notre me´thode
de reconnaissance pourra eˆtre applique´e a` des taˆches dynamiques. Toutes les proprie´te´s de la fonction
de taˆches sont conserve´es. Seuls les mode`les de ge´ne´ration et les espaces d’observation diffe`rent. Il
semble donc imme´diat d’adapter l’approche a` la dynamique.
Nous avons donne´ une de´finition d’une taˆche robotique. Cette de´finition est accompagne´e d’outils
et de proprie´te´s puissantes qui nous ont permis de projeter des trajectoires dans des espaces spe´cialise´s
ou` la reconnaissance est plus facile. Mais est-il possible d’utiliser les meˆmes concepts sur un humain
ou de de´finir d’une manie`re similaire des taˆches humaines ?
L’e´tude du mouvement d’attente nous a amene´ a` re´fle´chir sur ce qui caracte´rise un mouvement
ou un comportement. La me´thode utilise´e pour reproduire le mouvement d’attente est tre`s pragma-
tique : les trajectoires associe´es a` certains membres sont reproduites. L’e´valuation du succe`s d’une
imitation d’action est imme´diate : si l’action a` reproduire consiste a` de´placer un objet a` un endroit
donne´, alors la position finale de l’objet apre`s l’imitation permet de valider le mouvement effectue´.
En revanche il n’y a aucun crite`re objectif permettant de valider le succe`s de l’imitation du mouve-
ment d’attente. Lorsqu’un humain est debout et attend, des mouvements inconscients apparaissent :
le regard est mobile, la respiration entraˆıne des mouvements au niveau du torse. Il n’est pas naturel
de rester immobile. L’exemple des statues vivantes le montre bien, puisque de gros efforts physiques
et de concentration sont ne´cessaires pour controˆler sa respiration, retirer toutes les tensions inutiles,
maintenir une posture constante et se de´caler subtilement lorsque l’attention du spectateur baisse pour
se de´gourdir. Dans les deux cas, on peut conside´rer que l’humain ne fait rien. Cette e´tude de ce qu’est
un mode`le ge´ne´rique d’action trouverait une simplification imme´diate en introduisant des me´thodes
d’apprentissage automatique pour synthe´tiser plusieurs de´monstrations succe´ssives en un seul mode`le
nume´rique.
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Reconnaissance de taˆches par commande inverse
Des me´thodes efficaces s’appuyant sur des outils statistiques pour re´aliser de la reconnaissance de mou-
vement ont e´te´ de´veloppe´. Ces me´thodes reposent sur l’apprentissage de primitives situe´ dans des espaces
approprie´, par exemple l’espace latent de l’espace articulaire et/ou d’espace de taˆches ade´quat. Les primitives
apprises sont souvent se´quentielle : un mouvement est segmente´ selon l’axe des temps. Dans le cas d’un robot
humano¨ıde, le mouvement peut eˆtre de´compose´ en plusieurs sous-taˆches simultane´es. Par exemple dans un
sce´nario de serveur, le robot doit placer une assiette sur la table avec une main tout en maintenant son plateau
horizontal avec son autre main. La reconnaissance ne peut donc pas se limiter a` une seule et unique taˆche par
segment de temps conse´cutif. La me´thode pre´sente´ dans ces travaux utilise la connaissance des taˆches que le
robot est capable d’accomplir, ainsi que des controˆleurs qui ge´ne`reront les mouvements pour re´aliser une re´tro
inge´nierie sur un mouvement observe´. Cette analyse est destine´ a` reconnaˆıtre des taˆches qui ont e´te´ exe´cute´ de
manie`re simultane´es. La me´thode repose sur la fonction de taˆche et les projection dans l’espace nul des taˆches
afin de de´coupler les controˆleurs. L’approche a e´te´ applique´ avec succe`s sur un vrai robot pour distinguer des
mouvements visuellement tre`s proches, mais se´mantiquement diffe´rents.
Mots-clefs : Analyse de mouvements, pile de taˆches, robotique
Task recognition by reverse control
Efficient methods to perform motion recognition have been developed using statistical tools. Those methods
rely on primitives learning in a suitable space, for example the latent space of the joint angle and/or adequate
task spaces. The learned primitives are often sequential : a motion is segmented according to the time axis.
When working with a humanoid robot, a motion can be decomposed into simultaneous sub-tasks. For example
in a waiter scenario, the robot has to keep some plates horizontal with one of his arms, while placing a plate
on the table with its free hand. Recognition can thus not be limited to one task per consecutive segment of
time. The method presented in this work takes advantage of the knowledge of what tasks the robot is able to
do and how the motion is generated from this set of known controllers to perform a reverse engineering of an
observed motion. This analysis is intended to recognize simultaneous tasks that have been used to generate a
motion. The method relies on the task-function formalism and the projection operation into the null space of
a task to decouple the controllers. The approach is successfully applied on a real robot to disambiguate motion
in different scenarios where two motions look similar but have different purposes.
Keywords : Motion analysis, stack of tasks, robotics
