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Abstract
Gradient-based numerical methods are ubiquitous in optimization techniques frequently applied in industry
to solve practical problems. Often times, evaluating the objective function is a complicated process, so
estimating the gradient of a function with as few function evaluations as possible is a natural problem.
We investigate whether quantum computers can perform ℓ∞-approximate gradient estimation of multivariate
functions f : Rd → R with fewer function evaluations than classically. Following previous work by Jordan
[Jor05] and Gilye´n et al. [GAW19], we prove that one can calculate an ℓ∞-approximation of the gradient of f
with a query complexity that scales sublinearly with d under weaker smoothness conditions than previously
considered.
Furthermore, for a particular subset of smoothness conditions, we prove a new lower bound on the query com-
plexity of the gradient estimation problem, proving essential optimality of Gilye´n et al.’s gradient estimation
algorithm in a broader range of parameter values, and affirming the validity of their conjecture [GAW19].
Moreover, we improve their lower bound qualitatively by showing that their algorithm is also optimal for
functions that satisfy the imposed smoothness conditions globally instead of locally. Finally, we introduce
new ideas to prove lower bounds on the query complexity of the ℓp-approximate gradient estimation problem
where p ∈ [1,∞), and prove that lifting Gilye´n et al.’s algorithm to this domain in the canonical manner is
essentially optimal.
1 Introduction
Function optimization is a fundamental problem in mathematics and computer science. It finds many real-
world applications and is typically used as a tool to tweak continuous parameters to maximize profit or
minimize cost. As the field of quantum computing is progressing at a fast pace, the question whether
quantum effects can be used to speed up the process of function optimization arises naturally.
There exist many classical algorithms that perform function optimization. One of the most well-known is
gradient ascent/descent. The algorithm first makes a random guess in the domain of the objective function,
and then iteratively updates this guess in the direction in which the function changes fastest. This direction
is determined by the gradient of the function, and hence in every iteration this gradient is to be calculated.
In this paper, we look at whether this gradient calculation step can be sped up using quantum effects.
The functions that one tries to optimize are typically not given in closed form, and hence calculating the
gradient can often not be done using analytical methods. Instead, one usually treats the function as a black
box, and then resorts to numerical methods that estimate the gradient based on several function evaluations.
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The efficiency of these methods is typically measured in the number of function evaluations required. We
use this black box model to evaluate the efficiency of our methods.
To guarantee that the numerical methods employed yield an accurate estimate of the gradient, one often
imposes some smoothness conditions on the objective function. Typically, one requires that its higher order
(partial) derivatives are bounded or decaying. In this work, we consider an infinite family of smoothness
conditions, and prove that the algorithm we construct produces accurate results under these restrictions.
Finally, in the black box model, it is customary to investigate whether the number of queries to the black box
can be lower bounded. In the classical setting, it is not hard to show that under any reasonable smoothness
restrictions, one needs a number of queries linear in the dimension of the domain of the objective function.
We obtain sublinear dependence on the dimension for a large part of the infinite family of smoothness
conditions, and prove optimality for a considerable portion thereof.
1.1 Relation to earlier work on gradient estimation
This section covers how the results of this paper relate to earlier work. First, we elaborate on the statement
of the problem, then discuss the input model, and subsequently consider the smoothness conditions. Finally,
we state the results that we obtained, and how they compare with results obtained in previous works. The
key ideas of the results mentioned in this section can be found in Subsection 1.2 and Subsection 1.3, and
rigorous justification can be found in Section 3 and Section 4.
The problem of gradient estimation was first considered by Jordan [Jor05], and subsequently the results
were generalized and improved by Gilye´n et al. [GAW19]. More specifically, Gilye´n et al. considered the
the problem of estimating the gradient of a function f : Rd → R with high probability up to ε-precision
coordinate-wise (i.e. up to ℓ∞-norm). We will be looking at a slightly more general version of the problem,
where one attempts to estimate the gradient of a function f : Rd → R with high probability up to ε-precision
with respect to the ℓp-norm, where p ∈ [1,∞]. We refer to this problem as the gradient estimation problem
w.r.t. the ℓp-norm. We can compare our results for p =∞ to those found by Gilye´n et al.
Gilye´n et al. motivated encoding the objective function f : Rd → R into a black box in the following manner.
Let G ⊆ Rd be a set of points in the domain and let {|x〉 : x ∈ G} form an orthonormal set of states. Then,
we assume to have access to the function f via the following quantum operation:
Of,G : |x〉 7→ eif(x) |x〉 . (1)
The quantum operation Of,G is referred to as a phase oracle.
1 Gilye´n et al. showed that a variety of input
models can be converted to this setting with an overhead that is at most logarithmic in the precision. For
the details, we refer to [GAW19], especially to Section 4 and Appendix B. In this text, we will restrict our
attention to this input model.
Gilye´n et al. considered the following smoothness condition on f .2 For some c > 0, σ ∈ R, and all x ∈ Rd,
k ∈ N0 and multi-indices α ∈ [d]k:3
|∂αf(x)| ≤ 1
2
ck(k!)σ. (2)
Here we denote ∂α = ∂α1∂α2 · · · ∂αk , i.e., consecutive partial differentiation with respect to the coordinates
α1, . . . , αk. A closely related smoothness condition has been studied before by Gevrey [Gev18], so we will
refer to this smoothness condition as the Gevrey condition.
Gilye´n et al. arrived at two results. First, they constructed an algorithm that solves the gradient estimation
problem w.r.t. the ℓ∞-norm under the promise that the function satisfies the Gevrey condition for some
1The formal definition can be found in Definition 2.3.
2This is not the exact smoothness condition that was investigated by Gilye´n et al., but it is easily shown that the results
that are obtained using their bound are equal to the ones obtained with this bound, up to constant factors.
3We will use the following notational convenience: for any n ∈ N, [n] = {1, 2, . . . , n}.
2
σ ≤ 12 . Second, they proved a lower bound on the query complexity of any algorithm that solves the
gradient estimation problem w.r.t. the ℓ∞-norm, whenever one restricts the allowed inputs to all functions
that satisfy the Gevrey condition for some σ ≥ 12 . The results are shown in Table 1.
Query complexity to Of,G
Smoothness parameter Gilye´n et al.’s results Our results
in the Gevrey condition Algorithm Lower bound Algorithm Lower bound
σ ∈ [0, 12) O˜ ( c√dε ) − O˜( cd 12+ 1pε ) Ω( cd 12+ 1pε )
σ = 12 O˜
(
c
√
d
ε
)
Ω
(
c
√
d
ε
)
O˜
(
cd
1
2
+ 1
p
ε
)
Ω
(
cd
1
2
+ 1
p
ε
)
σ ∈ ( 12 , 1] − Ω( c√dε ) O˜( cdσ+ 1pε ) Ω( cd 12+ 1pε )
Table 1: Comparison between Gilye´n et al. [GAW19] and our results.
Our results are also shown in Table 1. For the gradient estimation problem w.r.t. the ℓ∞-norm, we construct
an algorithm for functions that satisfy the Gevrey condition with 12 < σ ≤ 1 and we prove a query complexity
lower bound for functions that satisfy the Gevrey condition with 0 ≤ σ < 12 . Finally, we generalize all these
results to estimating the gradient w.r.t. the ℓp-norm.
The algorithm we construct to solve the problem stated above is essentially the same as the one employed by
Gilye´n et al., with minor tweaking of the parameters, and a slightly more direct proof of the lower bound on
the success probability. The key ideas of this algorithm are described in Subsection 1.2, and the algorithm
is presented in full detail in Section 3.
We improve the lower bound proof of Gilye´n et al. in three ways. First, we use different objective functions,
which satisfy the smoothness condition in Equation 2 with σ = 0, rather than σ = 12 . Second, these new
objective functions satisfy the Gevrey condition globally, which provides a qualitatively stronger result.
Finally, we show that for any p ∈ [1,∞) we can reduce the argument to the case where p = ∞. The key
details are elaborated upon in Subsection 1.3, and the full proof is presented in Section 4.
We remark that Gilye´n et al.’s results show optimality in the case where σ = 12 and p = ∞. They also
conjectured that their algorithm was optimal in the case where σ ∈ [0, 12 ) and p =∞. We increase the region
of optimality to σ ∈ [0, 12 ] and p ∈ [1,∞], and hence prove their conjecture.
1.2 Key ideas for the quantum gradient estimation algorithm
In this section, we cover the key ideas that constitute the quantum gradient estimation algorithm. We start
by introducing a very naive gradient estimation method. Then, we will improve this method using some
more sophisticated numerical methods. Finally, we show how the quantum Fourier transform can speed up
the algorithm even further.
1.2.1 Naive gradient estimation method
In this subsection, we analyze the most straightforward gradient estimation method. We first restrict to the
one-dimensional case, i.e., d = 1, and then generalize to higher dimensions.
Suppose we have a function f : R → R, which satisfies the Gevrey condition in Equation 2 for some c > 0
and σ ∈ R. We consider this function to be a black box, i.e., we can only access it by plugging in a x and
obtaining f(x). The smoothness condition in the one-dimensional case can be rewritten as follows:
∀x ∈ R, ∀k ∈ N0,
∣∣∣f (k)(x)∣∣∣ ≤ 1
2
ck(k!)σ . (3)
3
Now, suppose that we want to estimate the derivative of f at 0 up to precision ε > 0, i.e., we want to find a
g ∈ R such that |g − f ′(0)| ≤ ε. One of the easiest methods to obtain estimates of f ′(0) is to choose some
r > 0 and evaluate
g =
f(r)− f(0)
r
. (4)
When does this method yields an ε-approximate estimate of f ′(0)? In Figure 1, we have drawn a function
f and the line tangent to f at x = 0, given by x 7→ f(0) + f ′(0)x. Around this tangent line, we have drawn
a cone whose sides have slopes that differ by exactly ε from f ′(0).
x
0
y
f(x)
f(0) + f ′(0)x
−r r
Figure 1: Whenever f remains within the shaded cone at x = r, we can guarantee that the estimate of the
derivative is ε-precise.
For the derivative estimation method outlined in Equation 4 to yield an ε-precise estimate of f ′(0), we must
choose r > 0 such that we can guarantee that (r, f(r)) is located in the cone. In other words, we must
guarantee that
|f(r) − (f(0) + f ′(0)r)| ≤ εr.
Let’s bound the left-hand side using Taylor’s theorem and the smoothness condition in Equation 3. Observe
that there exists a ξ ∈ [0, r] such that
|f(r)− (f(0) + f ′(0)r)| ≤ 1
2
|f ′′(ξ)|r2 ≤ 1
2
·
(
1
2
c22σ
)
· r2 = c
22σr
4
· r,
so we require
c22σr
4
≤ ε ⇔ r ≤ 4ε
c22σ
= Θ
( ε
c2
)
.
Let’s choose r = Θ(ε/c2). In Equation 4, we divide by r, which means that our function evaluations must be
at least Θ(ε2/c2)-precise to ensure that we can calculate g up to Θ(ε) precision. Using the phase estimation
algorithm to perform Θ(ε2/c2)-precise function evaluations, we must perform Θ(c2/ε2) queries to the phase
oracle of f .
Finally, if d ∈ N and f : Rd → R satisfies Equation 2 for some c > 0 and σ ∈ R, then we can perform
the above method in each dimension separately. So, we can estimate the gradient of f evaluated at 0, i.e.,
∇f(0), ε-precise coordinate-wise with high probability using Θ(c2d/ε2) queries to the phase oracle of f .
This trivial approach has query complexity Θ(c2d/ε2). In the next subsection we will make a start with
improving it.
1.2.2 Improvement using function smoothing
In this subsection, we use some more sophisticated numerical methods to improve the quantum gradient
estimation algorithm outlined in the previous subsection. To that end, we again restrict our attention to the
one-dimensional case first, and then generalize to higher dimensions.
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Suppose we are in the one-dimensional setting, i.e., we have a function f : R → R which for some c > 0
and σ ∈ R satisfies the one-dimensional Gevrey condition in Equation 3. The main problem with the above
method was that we had to choose r very small to ensure that f remained in the shaded cone of Figure 1.
The main idea in this section is to modify the function f so that it stays in the cone for longer, and hence
so that we can choose larger values for r.
Whenever σ ≤ 1, we can write f in terms of its Taylor series:
f(x) =
∞∑
k=0
f (k)(0)
k!
xk.
If σ < 1, then this series is guaranteed to converge, i.e., the above relation holds for all x ∈ R, and if σ = 1,
then it converges at least for all x in the interval (−1/c, 1/c).
The key idea is that we can use linear combinations of f to cancel the lowest order Taylor terms. To that
end, we choose m ∈ N arbitrarily, and define, for all real finite sequences a = (aℓ)mℓ=−m:
fa,2m : R→ R, fa,2m(x) =
m∑
ℓ=−m
aℓf(ℓx).
We can now plug in the Taylor series and observe that for all x ∈ (−1/(cm), 1/(cm)):4
fa,2m(x) =
m∑
ℓ=−m
aℓ
∞∑
k=0
f (k)(0)
k!
(ℓx)k =
∞∑
k=0
f (k)(0)
k!
xk ·
m∑
ℓ=−m
aℓℓ
k.
Now, we want to choose a such that x 7→ fa,2m(x) is close to x 7→ f(0) + f ′(0)x, i.e., that it stays in the
shaded cone in Figure 1 as long as possible. To that end, we require that as many of the lowest order Taylor
terms as possible vanish, except for the constant and linear one. In other words, we require that for all
k ∈ {0, . . . , 2m} (here we use the convention that 00 = 1)
m∑
ℓ=−m
aℓℓ
k =
{
1, if k ∈ {0, 1},
0, otherwise.
(5)
We denote the solution by a(2m), which can be given in closed form5. We abbreviate the resulting function
fa(2m),2m to f(2m). These functions f(2m), we refer to as smoothings of f . In Figure 2, we plot some
smoothings of f(x) = sin(x). One can see that the region of approximate linearity is enlarged when m is
increased.
For m = 1, one can easily verify that a(2) = (−1/2, 1, 1/2) satisfies Equation 5. Hence, when one applies
Equation 4 to the function f(2) instead of f , one obtains
g =
f(2)(r) − f(2)(0)
r
=
− 12f(−r) + f(0) + 12f(r) − f(0)
r
=
f(r)− f(−r)
2r
.
So, by estimating the derivative of the smoothing f(2) of f , we recover the simple central difference scheme.
Similarly, if we increase m, we recover the higher order central difference schemes.
In the main body of this text, we quantify how much bigger this region of approximate linearity becomes
upon increasing m. We obtain:6
|f(2m)(r) − (f(0) + f ′(0)r)| = O(r2m+1).
4The Taylor series always converges absolutely on the interior of its region of convergence, so we can rearrange terms in any
way we like. This justifies the exchange of the summation signs.
5For the exact values, see Definition 3.3.
6The multivariate version of this statement is proven in Lemma 3.10.
5
−3 −2 −1 0 1 2 3
x
−1.5
−1.0
−0.5
0.0
0.5
1.0
1.5
y
Smoothing of f(x) = sin(x)
f(x)
m = 2
m = 3
m = 4
Figure 2: Smoothings of f(x) = sin(x).
Gilye´n et al. [GAW19] have shown that one can implement a phase oracle that accesses f(2m) using just
O˜(m) queries to the phase oracle that accesses f . Finally, we find that if we let m scale logarithmically in
c/ε, then it suffices to choose r = O˜(1/c) to ensure that f(2m)(r) is within the shaded cone in Figure 1.
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Following the same arguments as outlined in the previous subsubsection, we find that we can estimate the
derivative up to precision Θ(ε) using Θ˜(ε/c)-precise evaluations of f . Hence, the query complexity becomes
Θ˜(c/ε). In the multidimensional case, we can still do this procedure in each dimension separately, and hence
the resulting query complexity becomes Θ˜(cd/ε).
So far, apart from the phase estimation procedure to obtain binary function evaluations from phase oracles,
we have not yet used any techniques that are inherently quantum. We have, however, reduced the query
complexity from quadratic in c/ε to linear, but the dependence on d remained unaffected. In the next
subsubsection, we will investigate how we can use quantum effects to reduce the query complexity dependence
on the dimension d.
1.2.3 Improvement using quantum Fourier transform
In this subsection, we elaborate on how the quantum Fourier transform can be used to speed up the methods
described in the previous subsections. To that end, we first revise the definition of the n-qubit quantum
Fourier transform, where n ∈ N and j ∈ {−2n−1, . . . , 2n−1 − 1}:8
QFT2n |j〉 =
1√
2n
2n−1−1∑
k=−2n−1
e
2πi
2n ·jk |k〉 .
If we apply the quantum Fourier transform to a computational basis state |j〉, we obtain a state in which
the complex angle of the amplitude of the k-th computational basis state depends linearly on k. Moreover,
the slope of this linear dependence is proportional to j.
The key idea is that this effect can be inverted. If we have a uniform superposition of computational basis
states |k〉 with phases eiak, for some a ∈ R and for each k ∈ {−2n−1, . . . , 2n−1 − 1}, we can employ the
inverse quantum Fourier transform to obtain an estimate of the real parameter a. In other words, the inverse
7The 1/c scaling is present in the definition of r in Algorithm 3.7.
8We assume that the computational basis states |j〉 are labeled by signed n-bit integers j ∈ {−2n−1, . . . , 2n−1 − 1}.
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quantum Fourier transform allows for recovering the slope of the phase as a function of k. We obtain the
following relation, where the approximation symbol is justified by the robustness of the quantum Fourier
transform (see for instance [NC00], Equation 5.34). For all n ∈ N and a ∈ (−2π/3, 2π/3),
QFT†2n
 1√
2n
2n−1−1∑
k=−2n−1
eiak |k〉
 ≈ ∣∣∣∣round(2na2π
)〉
.
This idea generalizes well to higher dimensions. Suppose we have d ∈ N registers in a product state, each
of which is in a state that has a linearly varying phase. Then, we can apply the inverse quantum Fourier
transform on each of the registers individually, and recover each of the slopes. For all n ∈ N and vectors
a ∈ (−2π/3, 2π/3)d,
(
QFT†2n
)⊗d  1√
2nd
∑
k∈{−2n−1,...,2n−1−1}d
eia·k |k〉
 = d⊗
j=1
QFT†2n
 1√
2n
2n−1∑
kj=−2n−1
eiajkj |kj〉

≈
d⊗
j=1
∣∣∣∣round(2naj2π
)〉
=
∣∣∣∣round( 2n2πa
)〉
.
The above relation motivates a surprisingly simple quantum algorithm that estimates the gradient. We
define a uniform grid centered around the origin, with side length r > 0. The points of this grid are denoted
by xk,
9
∀k ∈ {−2n−1, . . . , 2n−1 − 1}d, xk = r
2n
(
k+
1
2
)
,
and the collection of all these points, we denote by G:
G = {xk : k ∈ {−2n−1, . . . , 2n−1 − 1}d} ⊆
[
− r
2
,
r
2
]d
.
We present a graphical depiction of the set G in Figure 3.
x
y
r
Figure 3: Graphical depiction of the grid employed in the gradient estimation algorithm where d = 2 and
n = 3. The dots denote the elements of G. The side length of the grid is r, and it is placed symmetrically
around the origin. The number of points along each direction is 2n.
Moreover, we associate computational basis states to the elements in this grid:
∀k ∈ {−2n−1, . . . , 2n−1 − 1}d, |xk〉 = |k〉 =
d⊗
j=1
|kj〉 .
9The addition of 1
2
is to make sure that the grid is centered around the origin, as this maps elements from the set
{−2n−1, . . . , 2n−1 − 1}d to the set {−2n−1 + 1
2
, . . . , 2n−1 − 1
2
}d.
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The algorithm uses ideas from the previous subsection. We define a smoothing of f : Rd → R, similarly as
in the previous section. For all m ∈ N:
f(2m) : R
d → R, f(2m)(x) =
m∑
ℓ=−m
a
(2m)
ℓ f(ℓx)
Similarly as in the previous section, f(2m) is close to f(0) + ∇f(0) · x. Moreover, Gilye´n et al. [GAW19]
proved that a phase oracle Of(2m),G can be implemented using O˜(m) queries to Of,G.
We propose the following algorithm to estimate ∇f(0) up to ε-precision coordinate-wise. The parameters
S, m and r will be chosen later.
1. Prepare a uniform superposition over the grid G with side length r > 0.
2. Apply the phase oracle Of(2m),G a total of S ∈ N times.
3. Apply the inverse quantum Fourier transform on each register individually.
4. Measure in the computational basis and denote the resulting vector h ∈ {−2n−1, . . . , 2n−1 − 1}d.
5. Calculate
g =
2π
Sr
h.
After step 1, we have the following state:
|ψ1〉 = 1√
2nd
∑
x∈G
|x〉 .
After step 2:
|ψ2〉 = 1√
2nd
∑
x∈G
eiSf(2m)(x) |x〉 .
If f(2m) is close to linear, then f(2m)(x) ≈ f(0) +∇f(0) · x. So, we obtain (throwing away an unimportant
constant phase factor):
|ψ2〉 ≈ 1√
2nd
∑
x∈G
eiS∇f(0)·x |x〉 = 1√
2nd
∑
k∈{−2n−1,...,2n−1−1}d
e
iSr
2n ∇f(0)·k |k〉 . (6)
Applying the inverse quantum Fourier transform yields, approximately:
|ψ3〉 ≈
∣∣∣∣round(Sr2π∇f(0)
)〉
.
Upon measuring, we obtain h ≈ Sr/(2π)∇f(0). Hence, we output g = 2π/(Sr)h ≈ ∇f(0).
The number of queries to the phase oracle Of,G in the above algorithm is given by O˜(mS). As we do not
perform some procedure individually for each coordinate but rather have one procedure that determines the
entries of the gradient simultaneously, there is a possibility that, after choosing the appropriate parameters
S, m and r, the query complexity of this algorithm scales sublinearly in d. To that end, we investigate what
values of these parameters will ensure that the estimate of the gradient is sufficiently close to the actual
value with high probability.
As h is a vector of integers, it can differ from Sr/(2π)∇f(0) by at least 1/2 coordinate-wise. Hence, g can
differ from ∇f(0) by at most π/(Sr). If we want to approximate ∇f(0) up to precision ε, we must ensure
that π/(Sr) ≤ ε, i.e., S ≥ π/(εr). But S is proportional to the query complexity of the algorithm, so to
minimize it, we want to choose r as big as possible under the restriction that the approximate linearity
used in Equation 6 is justified. Note that the region of approximate linearity must now contain the entire
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d-dimensional grid G on which the function is evaluated, instead of the one-dimensional interval that we
considered in the previous subsection.
The key technique that is used in evaluating how far f(2m) is from being linear, is the method of bounding
the second moments of higher order bounded tensors, as first described by Gilye´n et al. [GAW19]. Intuitively,
one can imagine that the function is most likely to be far from linear in the corners of the grid G, as these are
furthest from the origin. However, this method exploits the fact that if f is sufficiently smooth, it cannot be
far from linear in all corners of G at the same time. One can see this by looking at all second order terms in
the two-dimensional case: (x, y) 7→ x2 and (x, y) 7→ y2 are positive everywhere, hence also in the corners of
any grid G. However, (x, y) 7→ xy is only positive in two of the four corners, and is negative in the other two
corners, so it can only amplify the deviation from linear in half of the corners, and will cancel this deviation
in the other two corners. It is this effect that is very carefully exploited in the higher dimensional and higher
order case, using the method proposed by Gilye´n et al.
To justify the approximation symbol in Equation 6, we show that it suffices to choose:10
m =
{
Θ
(
log( c
√
d
ε )
)
, if σ ≤ 12 ,
Θ
(
log( cd
σ
ε )
)
, if σ ∈ ( 12 , 1] , r =
{
Θ˜
(
1
c
√
d
)
, if σ ≤ 12 ,
Θ˜
(
1
cdσ
)
, if σ ∈ ( 12 , 1] .
Choosing S = Θ(1/(rε)), the query complexity becomes
O˜(mS) =
{
O˜
(
c
√
d
ε
)
, if σ ≤ 12 ,
O˜ ( cdσε ) , if σ ∈ ( 12 , 1] . (7)
Note that for σ < 1, we obtain an improvement over the query complexity achieved in the previous subsection.
In the case where σ ≤ 12 , we even obtain a quadratic speed-up in d.
As a final note, if we want to estimate the gradient ε-precisely w.r.t. the ℓp-norm, for some p ∈ [1,∞],
then we can simply run this algorithm with the accuracy parameter ε′ = ε/d1/p. Plugging ε′ in the query
complexities in Equation 7, we obtain the query complexities in Table 1.
This completes the informal description of the quantum gradient estimation algorithm that we constructed.
All the missing details can be found in Section 3, and the exact statement of the algorithm, with the precise
choice of all the parameters, can be found in Algorithm 3.7.
1.3 Key ideas for the lower bound of quantum gradient estimation
In this section, we elaborate on the key ideas that improve on Gilye´n et al.’s proof of the lower bound on the
query complexity of the gradient estimation problem. There are three main improvements, each of which we
cover individually in Subsection 1.3.1, Subsection 1.3.2 and Subsection 1.3.3.
To describe how one proves lower bounds on the query complexity of the gradient estimation problem, let’s
first consider a toy example. Suppose we take the functions f0(x) = 0 and fε(x) = 2εxe
− 12x2 , where ε > 0
is some small positive number. These functions are close to each other:
‖fε − f0‖∞ = sup
x∈R
|fε(x) − f0(x)| = fε(1) = 2ε√
e
.
However, their derivatives are not equal:
f ′(0) = 0 and f ′ε(0) = 2ε.
10Lemma 3.10 justifies these choices.
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Moreover, as the derivatives differ by 2ε, any algorithm that finds approximations of the derivative with
precision ε must yield different outputs when run on these two instances.
Because the function values are close, the corresponding phase oracles Of0,G and Ofε,G, as introduced in
Equation 1, act in an almost identical manner. However, any algorithm that determines the derivative up to
precision ε must be able to determine whether it is querying Of0,G or Ofε,G. Intuitively, we argue that the
algorithm must therefore query these oracles many times to obtain the required discriminating power and
be able to distinguish between these two instances.
One can come up with more sophisticated methods if one considers more than just two functions that the
algorithm must distinguish. One of these methods is the hybrid method, and this is the method that Gilye´n
et al. employed to prove their lower bound on the query complexity of the gradient estimation problem.
In the hybrid method, one considers one central instance of the problem. Next, one picks N ∈ N peripheral
instances, each of which any algorithm that solves the problem must distinguish from the central instance.
Pictorially, one can think of a claw, in which the center of the claw is formed by the central instance and
the endpoints of the legs of the claw form the peripheral instances. This claw is displayed in Figure 4.11
central instance peripheral instances
Figure 4: This is a claw, as employed by the hybrid method. The single instance on the left side is referred
to as the central instance, and the instances on the right side are referred to as the peripheral instances. The
solid lines pair up instances that any algorithm should be able to distinguish from one another. These lines
are referred to as the legs of the claw.
1.3.1 Instance selection
The first improvement over the lower bound of Gilye´n et al. lies in the choice of peripheral instances in the
hybrid method. We first describe Gilye´n et al.’s choices for the instances in the hybrid method, and then we
elaborate on which ones we chose.
The central instance that Gilye´n et al. use in the hybrid method is the following function f0:
f0 : R
d → R, f0(x) = 0. (8)
Furthermore, they choose the following d peripheral instances. For some c > 0 and all j ∈ [d]:
fj : R
d → R, fj(x) = 2εxje− 12 c
2‖x‖2 . (9)
These functions satisfy the Gevrey smoothness condition, Equation 2, at x = 0, with c > 0 and σ ≥ 12 .
However, whether these functions satisfy the same conditions in an open region around 0 is not clear.
The gradients of these functions are as follows:
∇f0(0) = 0 and ∀j ∈ [d], ∇fj(0) = 2εej.
11For those that are familiar with the quantum adversary method, the hybrid method is just the quantum adversary method
without negative weights, where there is just one instance on one side of the relation.
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Any quantum algorithm that estimates gradients up to precision ε w.r.t. the ℓ∞-norm must be able to
distinguish between the central instance and any of the peripheral instances. Using these choices for central
and peripheral instances, Gilye´n et al. obtained the lower bound results shown in Table 1.
Let’s picture the gradients of these functions as vertices in the gradient space Rd. Moreover, let’s connect
the vertex corresponding to the central instance with the vertices corresponding to the peripheral instances,
just like in Figure 4. The resulting picture is shown in Figure 5. Observe that the vertices form a claw,
where any pair of legs is orthogonal to one another. Moreover, the length of the legs is 2ε.
x
y
z
∇f0(0)
∇f1(0)
∇f2(0)
∇f3(0)
Figure 5: Graphical depiction of the gradients of the instances defined in Equation 8 and Equation 9, with
d = 3. The central instance, f0, is in the center of the claw, and the three peripheral instances are at the
endpoints of the legs of the claw.
Our first key observation is as follows: the peripheral instances can be changed, without influencing their
gradients. The exact same claw as displayed in Figure 5 can be obtained using more regular instances, i.e.,
functions that satisfy Equation 2 with σ ≥ 0 rather than just σ ≥ 12 . Specifically, the peripheral instances
that we select are, for all j ∈ [d]:
fj : R
d → R, fj(x) = 2ε
c
sin(cxj)
d∏
k=1
k 6=j
cos(cxk). (10)
We show that these functions satisfy the Gevrey smoothness condition for σ = 0 on all of Rd, instead of just
the point x = 0. This makes the result a lot more useful in practical settings, as we now know that even
if we consider objective functions that satisfy the smoothness condition on an open domain with σ ≥ 0, we
cannot obtain a gradient estimation algorithm with query complexity smaller than the lower bounds shown
in Table 1. This was not at all obvious from Gilye´n et al.’s results, hence we improve on them not only
quantitatively, but also qualitatively.
Using Gilye´n et al.’s hybrid method argument with the peripheral instances in Equation 10 allows us to
conclude our results in Table 1 in the case where σ ≥ 0 and p =∞.
1.3.2 Claw selection in Hamming cube
To prove the results for p ∈ [1,∞) shown in Table 1, we need some new ideas. In particular, there are two
fundamental observations that we need to develop a better lower bound for p <∞.
Let’s revisit the claw shown in Figure 5. Intuitively, the shorter the legs, the closer the gradients are, so the
more similar the objective functions can be, and hence the higher the query complexity we obtain. Hence,
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we want to minimize the length of the legs of the claw in the gradient space to maximize the lower bound
on the query complexity of gradient estimation, but we cannot make the legs too short, because then we the
algorithm would not be able to distinguish between the instances. The main idea is to construct a claw that
has legs shorter than 2ε, for which we can prove that the algorithm can distinguish the peripheral instances
from the central instance.
To that end, let’s set p = 1 for the time being. In Figure 6, we draw the unit ball in gradient space with
respect to the ℓ1-norm. Alongside unit ball we have also drawn the Hamming cube, centered around the
origin, with radius 2/d. The vertices of the Hamming cube are gradients of particular instances of the
gradient estimation problem. The precise definition of these functions is not relevant for now, but they can
be found in Definition 4.1 and their properties are proven in Lemma 4.2 and Lemma 4.3.12
y
z
x
∇f(1,1,1)(0)
∇f(−1,1,1)(0)
∇f(1,−1,1)(0)
∇f(−1,−1,1)(0)
∇f(1,1,−1)(0)
∇f(−1,1,−1)(0)
∇f(1,−1,−1)(0)
Figure 6: Two shapes are shown. The non-transparent object is the unit ball w.r.t. the ℓ1-norm. The
transparent cube is the Hamming cube with side length 4/3. All vertices of the Hamming cube are outside
the ℓ1 unit ball. However, the edges are shorter than 2, which would be the length of the edges of the ℓ∞
unit ball.
The first key observation we make is that for all d ∈ N, all vertices of the Hamming cube are outside the
unit ball, even though the side length of the Hamming cube becomes ever smaller as d increases. If we had
drawn the unit ball with respect to the ℓ∞-norm instead of the ℓ1-norm, then the Hamming cube would have
been completely contained in this unit ball for d > 2.
The second key observation is that every vertex of the Hamming cube can be considered as the center of
a claw similar to the one shown in Figure 5, which provides us with 2d different locations where we could
perform the hybrid method. Moreover,the legs of this claw become ever shorter when d increases, meaning
that if we can show that any algorithm that solves the gradient estimation problem can distinguish between
neighboring vertices on this Hamming cube, then we can prove a better lower bound than in the ℓ∞-case.
The main idea of the improved lower bound is a bit more complicated that what we mentioned in the previous
paragraph. We show that there is at least one vertex in this Hamming cube, which any algorithm that solves
the gradient estimation problem must distinguish from at least a quarter of its neighbors. With this vertex
as the central instance, and the d/4 neighbors as peripheral instances, we perform the hybrid method. This
argument then gives the lower bound results displayed in Table 1 for p < ∞. The precise details of the
arguments mentioned in this section are presented in Lemma 4.4, Lemma 4.5 and Theorem 4.6.
12In the precise definition, we use a Hamming cube of radius 73/d, instead of 2/d. This implies that interesting effects do
not happen until d > 73, though, but this is very hard to visualize. Hence, for conceptual simplicity, we explain the method
using a Hamming cube with radius 2/d.
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1.3.3 Modified “median trick”
One technical issue arises with the proof method presented above. Proving that there exists a vertex that
is distinguished from at least a constant fraction of its neighbors only seems to work when we require the
success probability of the algorithm to be pretty high (e.g., at least 17/18). Hence, we need some extra work
to prove that there are no quantum gradient estimation algorithms that achieve a slightly smaller success
probability with a significantly smaller query complexity.
To that end, we modify the median trick proposed by Gilye´n et al. This trick works as follows. Suppose we
have a quantum algorithm A that estimates the gradient of a function up to precision ε w.r.t. the ℓ∞-norm,
with probability at least P > 12 . Suppose we run this algorithm several times and obtain estimates in the
gradient space as displayed in Figure 7.
x
y
Figure 7: 50 samples of a probability distribution that hits the gray square with probability 2/3. The center
of the ×-symbol is the coordinate-wise median of all these samples. The probability of this symbol not being
in the gray square decreases exponentially with the number of samples.
One can now build a quantum algorithm B with a much higher success probability than A, by taking the
coordinate-wise median of the results from A. The resulting vector in Rd can be shown to be ε-close to the
true gradient with probability at least 1 − de−2N(P−1/2)2 , where N is the number of samples. Choosing N
logarithmic in d/δ is sufficient to obtain a success probability of 1−δ, and hence we can use the median trick
to boost the success probability of a gradient estimation algorithm to arbitrary height without incurring
more than a logarithmic overhead on the query complexity of the algorithm.
The median trick as presented above only works when estimating the gradient in the ℓ∞-norm, though.
Consider the samples in Figure 8. Suppose that they were obtained by some quantum algorithm A that
estimates the gradient to precision ε in the ℓ1-norm. In this example, all points except one lie in the successful
region around ∇f(0), i.e., all samples but one are within ℓ1-distance ε of the gradient that is to be estimated.
However, if we take the coordinate-wise median of these samples, the resulting vector is located outside the
ℓ1-ball with radius ε around the true gradient. Hence, the median trick can make matters worse when trying
to estimate the gradient accurately w.r.t. ℓ1-distance.
Generally speaking, for any n ∈ N, if the success probability is merely lower bounded by 12 + 12n , then the
median trick can yield a result that is off by nε. To circumvent the additional error introduced by the
median trick, we substitute it altogether, and introduce a new idea to boost the success probability of any
ℓ1-approximate gradient estimation algorithm that succeeds with a probability strictly larger than 12 .
Consider the following setting. We draw balls of radius ε around all samples obtained from running the
ε-precise ℓ1-approximate gradient estimation algorithm A that worked with success probability P > 12 . See
Figure 9.
As long as we have enough samples, we can expect that more than half of them are within ℓ1-distance ε from
the true gradient. Hence, with high probability, the gradient is contained in the intersection of at least half
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xy
Figure 8: The gray diamond denotes the unit ball w.r.t. the ℓ1-norm. Out of 11 samples that are drawn,
5 are concentrated at the top of the figure, 5 are concentrated at the right, and one is at the cross. is the
coordinate-wise mean of all the samples. Even though all but one of the samples are within the ℓ1-unit ball,
the coordinate-wise mean is not. Hence, taking the coordinate-wise mean may make matters worse when
approximating vectors w.r.t. the ℓ1-distance.
x
y
Figure 9: We want to approximate the big dot at the origin accurately w.r.t. the ℓ1-norm. We have an
algorithm that terminates successfully if it outputs an estimate that is in the gray region. Suppose we
obtained 5 samples from this algorithm, represented by the smaller black dots. We draw around these 5
samples shapes with dashed borders identical to the gray region. The hatched region is the intersection of
at least half of these and we return an arbitrary point in this region. The main constituents of the proof
for boosting the success probability is showing that, with high probability, this hatched region is non-empty,
it contains the origin, and is contained within the dotted region, which represented the ℓ1-ball around the
origin with twice the radius as the gray region.
of the ℓ1-balls with radius ε that we drew around the samples. This region is the hatched region in Figure 9.
Moreover, this intersection cannot have a diameter that is bigger than 2ε, and so if we return any point in
this region, we will return a 2ε-approximation of the true gradient.
Similar to the median trick in the ℓ∞-setting, we find that for the above method to work with success
probability 1 − δ, we need a number of samples that scales logarithmically in d/δ. So, we have devised a
way to boost the success probability of ℓ1-approximate gradient estimation algorithms, showing that there
cannot exist a quantum algorithm that solves the ℓ1-approximate gradient estimation problem significantly
faster once we lower the success probability slightly from 17/18. This argument is presented in full detail in
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Theorem 4.7.
This concludes our high level description of the lower bound. All the details can be found in Section 4.
1.4 Applications
In this subsection, we briefly elaborate on the applications that we envision for the algorithm developed in
this paper. As gradient estimation algorithms are frequently used subroutines in classical computations, we
expect that their quantum counterpart will find many applications as well, hence we do not expect that the
list of applications presented in this subsection is exhaustive.
1.4.1 Speeding up classical gradient descent methods
We first explain how our results can be used if we know how to classically evaluate the objective function
f : Rd → R. As this function can be evaluated using a classical circuit, there also exists a quantum circuit,
Bf , that acts in the following manner,
Bf : |x〉 |0〉 7→ |x〉 |f(x)〉 ,
i.e., the function value of f at x is evaluated and returned in a binary representation in the last register.
Using the phase kickback trick, one can now construct a phase oracle Of , which acts as follows,
Of : |x〉 7→ eif(x) |x〉 ,
using just one call to the binary circuit Bf . Hence, if one has access to a classical circuit that evaluates
f , then one can use our results to perform gradient estimation on a quantum computer. If in addition,
f satisfies the Gevrey smoothness condition for σ < 1, then one readily obtains a speed-up over classical
gradient estimation routines.
This can for instance be useful in algorithms that use gradient estimation as a subroutine. The simplest
example of such an algorithm is gradient descent, which attempts to find the minimum of the objective
function by updating the guess in every iteration in the direction opposite to the gradient. Hence, in every
iteration the gradient has to be estimated, so under appropriate smoothness conditions the quantum gradient
estimation algorithm as presented in this paper can speed up every iteration individually.
1.4.2 Optimizing the success probability of a variational quantum circuit
Our results can also be used in settings that are more inherently quantum, for instance when we are using
variational quantum circuits. Such a circuit consists of a fixed number of gates, but the action of some of
them is influenced by a global parameter vector θ ∈ Rd. In Figure 10, we present an example of a variational
circuit where d = 3.
Y θ1
Xθ2
Y θ3
Figure 10: An example of a variational circuit acting on two qubits where the parameter vector θ is three-
dimensional.
Suppose that one has a variational quantum circuit C(θ), where θ ∈ Rd, which acts on n ∈ N qubits as
C(θ) : |0〉⊗n 7→
√
p1(θ) |ψ(θ)〉 |1〉+
√
1− p1(θ) |φ(θ)〉 |0〉 , (11)
15
where |ψ(θ)〉 and |φ(θ)〉 are unknown (n − 1)-qubit states. One can think of the final qubit as an indicator
whether the circuit succeeded or failed in performing a task. In this setting, one wants to maximize the
value of p1(θ). Given controlled access to the following circuit,
C : |θ〉 |0〉⊗n 7→ |θ〉
(
C(θ) |0〉⊗n
)
,
Gilye´n et al. have shown, in Theorem 14 in [GAW19], that one can construct the phase oracle
Op1 : |θ〉 7→ eip1(θ) |θ〉
using a number of controlled calls to C that is just logarithmic in the precision of the phase oracle. Using
the quantum gradient estimation algorithm we can now perform gradient ascent to find the value θ ∈ Rd
that maximizes the success probability of the circuit C(θ).
Gilye´n et al. already explained in Section 7 of [GAW19] how this construction can be used to speed up varia-
tional quantum eigensolvers as proposed in [KMT17], QAOA [FG14], and quantum auto-encoders [ROAG17].
We want to add that this particular construction might also yield speed-ups in the field of quantum rein-
forcement learning. In Chapter 6 of [Cor18], we develop a quantum circuit C(θ) as in Equation 11, where
p1(θ) is approximately proportional to the value function, and θ ∈ Rd are the parameters of the policy.
Whether this construction yields any speed-ups depends on the smoothness of the value function, which is
something we plan on investigating in the future.
1.4.3 Analog computation
Finally, we want to stress that the methods that were used to develop this gradient estimation algorithm
are also inherently interesting. To illustrate, suppose that for some f : R→ R, Of is a quantum oracle that
acts in the following manner,
Of : |x〉 7→ eif(x) |x〉 .
We easily observe that composing two such oracles allows for creating an oracle that adds the two functions,
Of1+f2 = Of1Of2 : |x〉 7→ ei(f1(x)+f2(x)) |x〉 .
Similarly, suppose that for some function f : R→ [0, 1], we have the following oracle,
Uf : |x〉 |0〉 7→ |x〉
(√
f(x) |0〉+
√
1− f(x) |1〉
)
Then, by composing two such oracles, where it is understood that both act on the index register, but the
Uf1 acts on the first auxiliary qubit and Uf2 on the second, we construct a product oracle:
Uf1f2 = Uf1Uf2 : |x〉 |00〉 7→ |x〉
(√
f1(x)f2(x) |00〉+ |states orthogonal to 00〉
)
Moreover, Gilye´n et al. [GAW19] have shown how one can interconvert between these types of oracles,
using only logarithmic overhead in the precision. Hence, if a function f : R → R can be calculated using
just addition and multiplication, then one can construct an oracle evaluating f without ever performing any
classical arithmetic circuit. As in the process we never store any digital representation of the function values,
we refer to this type of computation as analog computation.
Within the construction of the quantum gradient estimation algorithm, we use this technique of analog
computation to efficiently build up the oracle that evaluates the smoothings of the objective function, e.g.,
in Theorem 3.6. We also use it in Chapter 6 in [Cor18] to build up the oracle that evaluates the value function
in reinforcement learning. Using block-encodings, one can also perform this type of analog computations
in a more general linear algebra setting, as discovered by Gilye´n et al. in [GSLW19]. We expect that these
techniques will find many more applications.
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1.5 Paper outline
This paper contains two main results: an improved quantum gradient estimation algorithm, described in
Section 3, and an improved lower bound on the query complexity of the gradient estimation problem, pre-
sented in Section 4. We organize the paper so that the reader can read either of these results without having
to understand the other.
More specifically, after the introduction we proceed with the preliminaries in Section 2. Section 3 is devoted
to the new quantum gradient estimation algorithm, whereas Section 4 is dedicated to proving the new lower
bound on the quantum gradient estimation problem. These two sections have no cross-references, so they
can both be read independently. After that, there is a generic Section 5, which elaborates on the current
state of research, and lists some interesting topics for further research. Finally, Appendix A lists some results
that are used in the proofs of this text, but are not explicitly proven here. Pointers are provided to where
these results are proven.
2 Preliminaries
In this section, we provide rigorous definitions of the mathematical objects used in subsequent sections, and
we elaborate on some of their properties. Specifically, in Subsection 2.1 we elaborate on the notation, in
Subsection 2.2 we formally introduce the smoothness condition imposed on our functions, in Subsection 2.3
we formally introduce the input oracle model, and in Subsection 2.4 we provide a formal statement of the
problem.
2.1 Notation
In this subsection, we formally introduce the terminology that we use throughout the remainder of this text.
We use the convention that N contains all positive integers and N0 contains all non-negative integers. For
all d ∈ N, we define [d] = {1, 2, . . . , d}. We write elements from Rd, where d ∈ N, in boldface, e.g., x ∈ Rd.
When numbers appear in bold, like 0 or 1, we denote the vector in Rd with all entries equal to this number.
Let d ∈ N and f : Rd → R be smooth, i.e., all (higher order) partial derivatives of f exist. For all j ∈ [d]
and x ∈ Rd, we let ∂jf(x) denote the partial derivative of f with respect to the jth coordinate, evaluated
at x. Let k ∈ N and α = (α1, . . . , αk) ∈ [d]k. We define ∂αf(x) = ∂α1 · · · ∂αkf(x). In particular, note that
∂jf(x) = ∂(j)f(x). Furthermore, we let x
α = xα1xα2 · · ·xαk , i.e., the product of the entries of x specified
by the multi-index α.
Let n ∈ N. Throughout this text, we identify n-qubit states with unit vectors in C2n and denote them with
a ket-symbol |·〉. We use this symbol for unit vectors only.
Finally, unless stated otherwise, we use log when referring to log2, and loge is denoted by ln.
2.2 Gevrey functions
In this subsection, we formally introduce the class of functions that satisfy the smoothness condition that we
impose. A similar class of functions was first considered by Gevrey [Gev18], so we refer to it as the Gevrey
class.
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Definition 2.1 (Gevrey functions):
Let d ∈ N, σ ∈ R, c > 0, Ω ⊆ Rd open and f : Rd → R. We say that f is a Gevrey function on Ω
with parameters c and σ if f is smooth, i.e., all its (higher order) partial derivatives exist, and the
following upper bound on its partial derivatives is satisfied for all x ∈ Ω, k ∈ N0 and α ∈ [d]k:
|∂αf(x)| ≤ 1
2
ck(k!)σ.
The collection of all Gevrey functions f : Rd → R on Ω with parameters c and σ is referred to as the
Gevrey class with parameters c and σ, and is denoted by Gd,c,σ,Ω.
There are a few properties of Gevrey functions that are immediately clear. We list a few of them in the
theorem below.
Theorem 2.2 (Properties of Gevrey functions):
Let d ∈ N. σ ∈ R, c > 0 and Ω ⊆ Rd open. The following properties of Gevrey functions hold:
1. Whenever 0 < c1 < c2, we have Gd,c1,σ,Ω ⊆ Gd,c2,σ,Ω.
2. Whenever σ1 < σ2, we have Gd,c,σ1,Ω ⊆ Gd,c,σ2,Ω.
3. Whenever Ω1 ⊆ Ω2 ⊆ Rd are both open, we have:
f ∈ Gd,c,σ,Ω2 ⇒ f |Ω1 ∈ Gd,c,σ,Ω1
Proof. We simply cover every property individually.
1. Let f ∈ Gd,c1,σ,Ω, x ∈ Ω, k ∈ N0 and α ∈ [d]k arbitrarily. We find |∂αf(x)| ≤ 12ck1(k!)σ ≤ 12ck2(k!)σ, and
so f ∈ Gd,c2,σ,Ω. As this holds for any f ∈ Gd,c1,σ,Ω, we find Gd,c1,σ,Ω ⊆ Gd,c2,σ,Ω.
2. Let f ∈ Gd,c,σ1,Ω, x ∈ Ω, k ∈ N0 and α ∈ [d]k arbitrarily. We find |∂αf(x)| ≤ 12ck(k!)σ1 ≤ 12ck(k!)σ2 ,
and so f ∈ Gd,c,σ2,Ω. As this holds for any f ∈ Gd,c,σ1,Ω, we find Gd,c,σ1,Ω ⊆ Gd,c,σ2,Ω.
3. Let f ∈ Gd,c,σ,Ω2 , x ∈ Ω1, k ∈ N0 and α ∈ [d]k arbitrarily. We find: |∂α(f |Ω1)(x)| = |∂αf(x)| ≤
1
2c
k(k!)σ and so f |Ω1 ∈ Gd,c,σ,Ω1. As this holds for any f ∈ Gd,c,σ,Ω2 , the statement follows.
This completes the proof.
It is not easy to obtain a very good understanding of how the different Gevrey classes relate. For instance, it
is not clear to the author whether G1,1,1,R \ G1,1,0,R is non-empty. Investigating this would be an interesting
topic of further research. The best we can do at this point to help the reader develop some intuition for
some concrete the Gevrey classes is to list some functions, and indicate to which classes they belong. Some
example functions can be found in Table 2.
Gevrey classes are in general not closed under composition, but some interesting results about composite
Gevrey functions can be obtained whenever σ ≥ 1. The interested reader is referred to [Cor18], Theorem
6.4.2.
2.3 (Fractional) phase oracles
In this subsection, we introduce the input model to the gradient estimation problem, that is, we define how
we assume to have access to the objective function f whose gradient we want to estimate. We first introduce
the concept of phase oracles in the definition below.
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Function G1,·,0,(−1,1) G1,·,0,(−1,∞) G1,·,0,R G1,·, 12 ,R G1,·,1,R
x 7→ 12 sin(cx) c c c c c
x 7→ 12 cos(cx) c c c c c
x 7→ 12 exp(−c(x+ 1)) c c
x 7→ 12 exp(− 12 (cx)2) c∗ c∗
x 7→ 12(1+(cx)2) c∗
x 7→ 12 arctan(cx) c∗
x 7→ 12(1+e−cx) c∗
* As these values are mainly included for illustrative purposes, we have not tried hard to find formal
proofs to justify these entries. However, they are strongly supported by numerical evidence.
Table 2: Table of Gevrey functions. The entries in the table indicate the minimal value that one can plug
into the second argument in the subscript of G, given the other arguments as displayed in the top row, such
that the function in the leftmost column is a member of the specified Gevrey class. An empty cell means
that no such value exists.
Definition 2.3 (Phase oracle):
Let d, n ∈ N, f : Rd → R, G ⊆ Rd, with |G| ≤ 2nd, and let {|x〉 : x ∈ G} be an orthonormal set of
nd-qubit states. A phase oracle evaluating f on G, denoted by Of,G is an operator on the nd-qubit
state space that acts as follows:
Of,G : |x〉 7→ eif(x) |x〉 .
For simplicity, we assume that it acts as the identity operator on the orthogonal complement of the
space spanned by the states |x〉 where x ∈ G. Moreover, we introduce shorthand notation for the
controlled phase oracle, which performs the following action on one more qubit which we refer to as
the control qubit :
C(Of,G) = |0〉 〈0| ⊗ I2n + |1〉 〈1| ⊗ Of,G.
Gilye´n et al. [GAW19] motivated the use of this model in their paper. They also considered different input
models, namely the probability oracle, which appears naturally in the context of quantum variational circuits
[KMT17], and the binary oracle, which arises naturally when emulating function evaluations performed with
a classical circuit. Both of these input models can be efficiently converted to the phase oracle model, i.e.,
phase oracles can be constructed from probability and binary oracles with at most polylogarithmic overhead.
Moreover, Gilye´n et al. showed that phase oracles can be efficiently converted to probability oracles as well.
The details can be found in [GAW19], Chapter 4 and Appendix B, or in [Cor18], Circuit 6.2.5 and Circuit
6.4.10.
It is interesting to note that the phase oracle is in a sense analog, meaning that it does not require a binary
representation of the function value. As a consequence, one cannot recover one function value using just one
call to the phase oracle, like one could classically. In that sense, the input model is weaker than the classical
model, which makes it more surprising that speed-ups over the classical setting can be attained.
The fact that this input model is analog inherently complicates performing calculations. For instance, suppose
we want to multiply our function value with a number ξ that is between −1 and 1. In the digital setting, one
could first obtain the function value as a bitstring, and subsequently implement the multiplication by ξ by
manipulating it. In the analog model, though, it is not at all clear how one would achieve this, but it is clear
that different methods are required. Recently, some very promising techniques were developed by Gilye´n et
al. [GSLW19]. We use and further elaborate on some of these results in Subsection 3.1 and Subsection 3.2.
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2.4 Formal problem statement
Now that we have established notational conventions and considered the smoothness conditions and input
model, we have covered all necessary prerequisites to formally introduce the problem. First, we formally
define what a quantum gradient estimation algorithm is.
Definition 2.4 (Quantum gradient estimation algorithms):
Let d ∈ N, ε > 0, p ∈ [1,∞], P ∈ [0, 1], G ⊆ Ω ⊆ Rd, with Ω open, and F a class of smooth functions
mapping Ω into R. Let A be a quantum algorithm that can access a function f ∈ F through queries
to the controlled phase oracle C(Of,G), and outputs a vector in R
d. We define the following objects:
1. A(f) is the random variable with values in Rd describing the outcome of the algorithm.
2. TA(f) is the random variable denoting the total number of queries to the controlled phase oracle
that the algorithm performs when it is supplied with an oracle for f ∈ F .
3. TA is the infimum of all M ≥ 0 such that almost surely, i.e., with probability 1:
max
f∈F
TA(f) ≤M.
The value TA is referred to as the worst-case query complexity of A to the phase oracle.
4. PA(f) is the probability that the algorithm, upon receiving input f ∈ F , outputs a vector
g ∈ Rd that satisfies
‖g −∇f(0)‖p ≤ ε.
We say that A is an ε-precise ℓp-approximate quantum gradient estimation algorithm for F on G with
success probability lower bounded by P if, for every input function f ∈ F , we have PA(f) ≥ P .
A few remarks about the above definition are in place. First, we will allow quantum algorithms to have
classical postprocessing steps. This means that after the outcome of a quantum measurement is obtained,
the algorithm can modify the resulting bit string before returning the output.
Secondly, note that we defined TA(f) to be a random variable. The reason for this is that the number of
oracle calls might not be constant across several runs of the algorithm. For instance, one can perform some
intermediate measurement and based on the outcome of this measurement decide whether the algorithm
should terminate or not. As the measurement outcomes can be described by random variables, defining
TA(f) to be a random variable as well comes about naturally.
Finally, note that the success probability PA(f) need not be constant across different inputs. This is why
we require the function PA : F → [0, 1] to be lower bounded by P globally. Hence, we want the worst-case
success probability to be at least P . We have not looked into quantum gradient estimation algorithms where
the average-case success probability is lower bounded by some constant, but this would be an interesting
topic of further research.
Now, we are ready to introduce the formal description of the gradient estimation problem.
Definition 2.5 (Quantum gradient estimation of Gevrey functions problem):
Let d ∈ N, ε, c > 0, σ ∈ R, p ∈ [1,∞], P ∈ [0, 1], G ⊆ Ω ⊆ Rd, with Ω open. The ε-precise
ℓp-approximate quantum gradient estimation problem of Gd,c,σ,Ω on G with probability lower bounded
by P is the following question: What is the ε-precise ℓp-approximate quantum gradient estimation
algorithm A for Gd,c,σ,Ω on G with success probability lower bounded by P that minimizes TA? We
refer to the optimal value of TA as the query complexity of this problem.
Just like we only considered the worst-case success probability, we also solely consider the worst-case query
complexity. It would be interesting to investigate if one can achieve fundamentally different results by
minimizing the average-case or expected query complexity instead, so this would be an interesting topic of
further research too.
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This completes our discussion of the preliminaries. The reader can now proceed with Section 3, where
explicit constructions of quantum gradient estimation algorithms are considered. Alternatively, the reader
can skip ahead to Section 4, where lower bounds on the worst-case query complexity of quantum gradient
estimation algorithms are proved.
3 Generalization of Gilye´n et al.’s quantum gradient estimation
algorithm
In this chapter, we describe the quantum gradient estimation algorithm that we constructed. In Subsection 3.1,
we start by revising some of the techniques developed by Gilye´n et al. in [GSLW19]. Afterwards, in
Subsection 3.2, we introduce the numerical methods that we employ in the quantum gradient estimation
algorithm, and prove some of their properties. Then, we state the algorithm in Subsection 3.3. There are
two main things that need to be proved. First, we prove in Subsection 3.4 that the query complexity is as
claimed. Subsequently, in Subsection 3.5, we prove that the success probability of the algorithm is lower
bounded by 2/3.
3.1 Fractional phase oracles
In Subsection 2.3, we briefly mentioned that performing calculations with analog oracles requires fundamen-
tally different methods than the ones employed to perform digital calculations. In this section we elaborate
on one such method, the fractional phase oracle.
Definition 3.1 (Fractional phase oracle):
Let d, n ∈ N, f : Rd → R, G ⊆ Rd, with |G| ≤ 2nd, {|x〉 : x ∈ G} an orthonormal set of nd-qubit
states, and −1 < ξ < 1. Then the fractional phase oracle evaluating f on G with power ξ, denoted
by Oξf,G, is an operator acting on the n-qubit state space in the following manner:
Oξf,G : |x〉 7→ eiξf(x) |x〉 .
Again, for simplicity, we assume that this operator acts as the identity operator on the orthogonal
complement of the subspace spanned by the vectors |x〉 where x ∈ G.
The immediate question that arises is whether one can implement a fractional phase oracle from Definition 3.1
using a few queries to the normal phase oracle, see Definition 2.3. A construction that achieves this was first
introduced by Gilye´n et al. [GAW19], using techniques from [GSLW19]. In the theorem below, we restate
their result for completeness. The precise construction can be found in [GSLW19], or alternatively in [Cor18].
Theorem 3.2 (Fractional phase oracles (Gilye´n et al.’s construction)):
Let d, n ∈ N, f : Rd → R such that ‖f‖∞ ≤ 12 , G ⊆ Rd, with |G| ≤ 2nd, and {|x〉 : x ∈ G} be an
orthonormal set of nd-qubit states. Let −1 < ξ < 1 and δ > 0. Then, one can construct a unitary
operator U acting on nd qubits as well as N ′ = Θ(nd) ancillary qubits using O˜ (log ( 1δ )) queries to
a controlled version of Of,G, such that∥∥∥(〈0|⊗N ′ ⊗ I2nd)U (|0〉⊗N ′ ⊗ I2nd)−Oξf,G∥∥∥ ≤ δ
Using Gilye´n et al.’s terminology as introduced in [GSLW19], Definition 43, U is a (1, N ′, δ)-block-
encoding of Oξf,G.
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Proof. The implementation of fractional phase oracles is shortly discussed in [GAW19] at the beginning of
Section 4.3. The theorem they are referring to is Corollary 72 in [GSLW19]. Essentially the same statement
is proven in Circuit 4.2.18 in [Cor18], using similar but subtly different techniques compared to those used
in [GSLW19].
Consider the setting as described in Theorem 3.2. If one prepares an auxiliary register of N − nd qubits
in the all-zeros state and applies U to all N qubits, then it approximately performs Oξf,G on the last nd
qubits, and simultaneously approximately returns the auxiliary qubits to the all-zeros state. This is different
from the usual way in which auxiliary registers are used, because normally it is guaranteed that the auxiliary
register is returned to the all-zeros state exactly. However, the operator U will make sure that the cumulative
amplitude in the subspace orthogonal to the all-zeros state of the auxiliary register is at most δ, which is
sufficient for our purposes.
3.2 Central difference schemes
In this subsection, we elaborate on the numerical methods that are employed in the quantum gradient
estimation algorithm.
The numerical methods employed in the algorithm described in Section 3 are commonly referred to as
central difference schemes. We first introduce the coefficients in Definition 3.3 and subsequently prove the
properties we need in Theorem 3.4. A more comprehensive derivation of these coefficients may be achieved
using Taylor series and explicit inverses of Vandermonde matrices, which under the hood use the techniques
that we employ in Theorem 3.4. For a digression in this area, we refer the reader to standard texts on
numerical differentiation.
Definition 3.3 (Central difference scheme13):
Let m ∈ N. For all ℓ ∈ {−m,−m+ 1, . . . ,m− 1,m}, let
a
(2m)
ℓ =
{
1, if ℓ = 0,
(−1)ℓ+1(m!)2
ℓ(m+ℓ)!(m−ℓ)! , otherwise.
The key elementary properties of these coefficients are stated in the following theorem.
13We digress slightly from the definition used in [GAW19]. Whenever ℓ 6= 0, the definitions agree, however when ℓ = 0, Gilye´n
et al. define a
(2m)
ℓ
to be 0, whereas we define it to be 1. The discrepancy originates from the fact that Gilye´n et al. attempt
to approximate the function f(x) = ∇f(0) · x, whereas we attempt to approximate the function f(x) = f(0) +∇f(0) · x.
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Theorem 3.4 (Properties of the central difference scheme):
Let 2 ≤ m ∈ N. Then, for all k ∈ {0, 1, . . . , 2m},
m∑
ℓ=−m
a
(2m)
ℓ ℓ
k =
{
1, if k ∈ {0, 1},
0, otherwise.
We also find that for all ℓ ∈ {−m, . . . ,m} \ {0},∣∣∣a(2m)ℓ ∣∣∣ < 1|ℓ| .
Furthermore, for all integer k ≥ 2m+ 1,∣∣∣∣∣
m∑
ℓ=−m
a
(2m)
ℓ ℓ
k
∣∣∣∣∣ ≤ 2mk.
Proof. We begin by proving the first equality. Our proof is based on Lagrange’s interpolation formula. Let
k ∈ {0, 1, . . . , 2m} and observe that for all x ∈ R,
m∑
ℓ=−m
ℓk
m∏
j=−m
j 6=ℓ
x− j
ℓ− j = x
k.
Differentiating both sides with respect to x yields:
m∑
ℓ=−m
ℓk
m∑
n=−m
n 6=ℓ
1
ℓ− n
m∏
j=−m
j 6∈{n,ℓ}
x− j
ℓ− j = kx
k−1.
Plugging in x = 0 yields
m∑
ℓ=−m
ℓk
m∑
n=−m
n 6=ℓ
1
ℓ− n
m∏
j=−m
j 6∈{n,ℓ}
−j
ℓ− j = δk1,
where δ is the Kronecker delta. We can rewrite the left hand side as follows:
m∑
ℓ=−m
ℓk ·
− m∑
n=−m
n 6=ℓ
1
n− ℓ
m∏
j=−m
j 6∈{n,ℓ}
j
j − ℓ
 = m∑
ℓ=−m
ℓk ·

−
m∑
n=−m
n 6=ℓ
m∏
j=−m
j 6∈{n,ℓ}
j
m∏
j=−m
j 6=ℓ
(j − ℓ)

= δk1.
Now, we rewrite the expression in the parentheses. For all ℓ ∈ {−m, . . . ,m} \ {0}, all terms where n 6= 0
drop out as there is a factor of 0 present, so we obtain:
−
m∑
n=−m
n 6=ℓ
m∏
j=−m
j 6∈{n,ℓ}
j
m∏
j=−m
j 6=ℓ
(j − ℓ)
= −
m∏
j=−m
j 6=0,ℓ
j
m∏
j=−m
j 6=ℓ
(j − ℓ)
= − (−1)
mm! ·m! · 1ℓ
(−1)m+ℓ(m+ ℓ)! · (m− ℓ)! =
(−1)ℓ+1(m!)2
ℓ(m+ ℓ)!(m− ℓ)! = a
(2m)
ℓ .
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On the other hand, when ℓ = 0, we obtain
−
m∑
n=−m
n 6=ℓ
m∏
j=−m
j 6∈{n,ℓ}
j
m∏
j=−m
j 6=ℓ
(j − ℓ)
= −
m∑
n=−m
n 6=0
m∏
j=−m
j 6∈{n,ℓ}
j
m∏
j=−m
j 6=ℓ
j
=
m∑
n=−m
n 6=0
1
n
= 0.
Hence, we find that
m∑
ℓ=−m
a
(2m)
ℓ ℓ
k = δk0 +
m∑
ℓ=−m
ℓ 6=0
a
(2m)
ℓ ℓ
k = δk0 + δk1 =
{
1, if k ∈ {0, 1},
0, otherwise.
This completes the proof of the first equality. For the first inequality, let ℓ ∈ {−m, . . . ,m} \ {0}. We observe
that ∣∣∣a(2m)ℓ ∣∣∣ = (m!)2|ℓ|(m+ |ℓ|)!(m− |ℓ|)! = 1|ℓ|
|ℓ|∏
j=1
m− |ℓ|+ j
m+ j
<
1
|ℓ| .
This completes the proof of the second statement. Finally, let k be an integer such that k ≥ 2m+ 1. Then,
we find that∣∣∣∣∣
m∑
ℓ=−m
a
(2m)
ℓ ℓ
k
∣∣∣∣∣ ≤
m∑
ℓ=−m
ℓ 6=0
∣∣∣a(2m)ℓ ∣∣∣ · |ℓ|k ≤ m∑
ℓ=−m
|ℓ|k−1 = 2
m∑
ℓ=1
ℓk−1 ≤ 2
∫ m
1
ℓk−1 dℓ+ 2mk−1
= 2
[
ℓk
k
]m
1
+ 2mk−1 =
2mk
k
− 2
k
+ 2mk−1 ≤ 2m
k
2m
+ 2mk−1 = 3mk−1 ≤ 2mk.
In the final inequality we used that m ≥ 2. This completes the proof.
Using the coefficients from Definition 3.3, we can now formally define smoothings of functions.
Definition 3.5 (Smoothings of functions):
Let f : Rd → R and m ∈ N. We let the 2m-th order smoothing of f be the function f(2m) : Rd → R,
defined as follows:
f(2m)(x) =
m∑
ℓ=−m
a
(2m)
ℓ f(ℓx).
There is a very nice intuitive way to think about the smoothings of some function f . Suppose that a rope
lying on a table and you want to straighten it out. One way to achieve this is to grab the rope on both
ends, and pull. At the points where you grab the rope, far from the middle, you might distort the linearity
of the rope to get a good grip on it. However, in the middle, the tension in the rope straightens it out.
The same thing happens with the smoothings of f . They might be far from linear at points far from the
origin, but around the origin they become approximately linear over a longer interval. This intuitive picture
is quantified in Lemma 3.10 where we calculate how well f approximates its linearization around the origin.
The final question that remains is how one can implement a phase oracle to smoothings of f , when one has
access to the phase oracle of f . The following theorem elaborates on how one can achieve this.
24
Theorem 3.6 (Implementation of phase oracle evaluating smoothings of functions):
Let d, n, n′ ∈ N, f : Rd → R, m ∈ N, G ⊆ Rd, with |G| ≤ 2nd, and {|x〉G : x ∈ G} be an orthonormal
set of nd-qubit states. Define
G = {ℓx : x ∈ G, ℓ ∈ {−m, . . . ,m}},
and let {|x〉G : x ∈ G} be an orthogonal set of n′d-qubit states. Let δ > 0. Then, using O˜
(
m log
(
m
δ
))
queries to a phase oracle Of,G evaluating f on G, we can implement an operator U acting on nd
qubits as well we N ′ = Θ(nd) qubits, such that∥∥∥(〈0|⊗N ′ ⊗ I2nd)U (|0〉⊗N ′ ⊗ I2nd)−Of(2m),G∥∥∥ ≤ δ,
where Of(2m),G is a phase oracle evaluating the 2m-th order smoothing of f , f(2m), on G. Using
the terminology introduced by Gilye´n et al. in [GSLW19], Definition 43, U is a (1, N − nd, δ)-block-
encoding of Of(2m),G.
Proof. Let ℓ ∈ {−m, . . . ,m}. The first ingredient we need is a multiplication circuit, Mℓ, that will perform
the following mapping:
Mℓ : |x〉G |0〉⊗(n
′d) 7→ |x〉G |ℓx〉G .
How exactly one constructs this circuit is at this point not relevant, as one would first have to describe how
the states xG and |x〉G, for x ∈ G or x ∈ G, respectively, look like. The point is that the circuit Mℓ can be
implemented without querying the phase oracle Of,G. For a more thorough description of what this circuit
could look like, see Circuit 4.3.7 in [Cor18].
Now, note that(
Of(2m),G ⊗ I2n′d
) |x〉G |0〉⊗(n′d) =
(
m∏
ℓ=−m
M †ℓ
(
I2nd ⊗Oa
(2m)
ℓ
f,G
)
Mℓ
)
|x〉G |0〉⊗(n
′d) .
Indeed, for any x ∈ G and ℓ ∈ {−m, . . . ,m}, we find that
M †ℓ
(
I2nd ⊗Oa
(2m)
ℓ
f,G
)
Mℓ |x〉G |0〉⊗(n
′d)
=M †ℓ
(
I2nd ⊗Oa
(2m)
ℓ
f,G
)
|x〉G |ℓx〉G = eia
(2m)
ℓ
f(ℓx)M †ℓ |x〉G |ℓx〉G
= eia
(2m)
ℓ
f(ℓx) |x〉G |0〉⊗(n
′d)
.
Hence,[
m∏
ℓ=−m
M †ℓ
(
I2nd ⊗Oa
(2m)
ℓ
f,G
)
Mℓ
]
|x〉G |0〉⊗(n
′d)
=
m∏
ℓ=−m
eia
(2m)
ℓ
f(ℓx) |x〉G |0〉⊗(n
′d)
= eif(2m)(x) |x〉G |0〉⊗(n
′d)
.
Furthermore, recall from Theorem 3.4 that, for all non-zero ℓ, the coefficient a
(2m)
ℓ is strictly smaller than
1. Moreover, a
(2m)
0 = 1. Thus we can implement the phase oracle evaluating f(2m) on G with 2m calls to
fractional phase oracles and one call to the normal phase oracle of f on G. If we implement the fractional
phase oracles with precision δ/(2m), we obtain Of(2m),G up to precision δ in the operator norm, and according
to Theorem 3.2 the total number of queries to Of,G is
2m · O˜
(
log
(
2m
δ
))
+ 1 = O˜
(
m log
(m
δ
))
.
This completes the proof.
This completes our discussion on the numerical methods employed in the quantum gradient estimation
algorithm. In the next section, we elaborate on other results needed in the remainder of this text.
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3.3 Quantum gradient estimation algorithm
In this section, we arrive at the first main result of this paper, Algorithm 3.7. We make a distinction
between parameters, for which the user can choose suitable values depending on the application, and derived
constants, which are calculated from these parameters. We provide explicit formulas for all derived constants,
such that one could in principle implement this algorithm without going through the proofs presented in
subsequent sections.
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Algorithm 3.7 (Quantum gradient estimation):
Description: Given phase oracle access to a function f ∈ Gd,c,σ,[−mr,mr]d, this algorithm calculates
an ε-precise ℓp-approximate estimate of ∇f(0) with success probability at least 2/3.
Parameters:
1. σ ∈ [1/2, 1]: the first parameter that determines the smoothness of the objective function.
2. c > 0: the second parameter that determines the smoothness of the objective function.
3. p ∈ [1,∞]: the norm w.r.t. which we measure the precision of our estimate of the gradient.
4. d ∈ N: the dimension of the domain of the objective function.
5. ε ∈ (0, c): the precision with which we want to determine the gradient.
Derived constants:
1. ε′ = ε
d
1
p
.
2. m = max
{⌈
log
(
cdσ
ε′
)⌉
, 2
}
.
3. r = 2
σ
2emcdσ ·
(
2σε′
272πemcdσ
) 1
2m
.
4. S =
⌈
8π
rε′
⌉
.
5. n =
⌈
log
(
12c
ε′
)⌉
.
6. xk =
r
2n
(
k+ 1
2
)
, for all k ∈ {−2n−1, . . . , 2n−1 − 1}d.
7. G = {xk : k ∈ {−2n−1, . . . , 2n−1 − 1}d}.
8. G = {ℓx : x ∈ G, ℓ ∈ {−m, . . . ,m}}.
9. N = ⌈18 log(3d)⌉.
Input oracle: A controlled phase oracle C(Of,G), i.e., a quantum operation that performs the
following action: C(Of,G) = |0〉 〈0| ⊗ I + |1〉 〈1| ⊗Of,G.
Output: A vector v ∈ Rd that satisfies ‖v −∇f(0)‖p ≤ ε.
Worst-case success probability (Theorem 3.14): 2/3.
Worst-case query complexity (Theorem 3.8):
O˜
(
cdσ+
1
p
ε
)
. (12)
Algorithm:
1. Repeat N times the following quantum circuit on nd+N ′ qubits:
(a) Construct a uniform superposition over all points in G in a register with nd qubits.
(b) Apply Of(2m),G a total of S times on this register, using the construction outlined in
Theorem 3.6 with precision δ = 1/(12
√
2S). This requires the use of N ′ = Θ(nd) auxiliary
qubits.
(c) Apply the inverse quantum Fourier transform in each of the d directions separately. That
is, implement the unitary Q˜FT
†
, which acts as follows for all k ∈ {−2n−1, . . . , 2n−1−1}d,14
Q˜FT
†
: |xk〉G 7→
1√
2nd
∑
h∈{−2n−1,...,2n−1−1}d
e−
2πik·h
2n |h〉 . (13)
(d) Measure in the computational basis and denote the result by h ∈ {−2n−1, . . . , 2n−1− 1}d.
(e) Calculate g = 2πSrh.
2. Let v be the coordinate-wise mean of the N vectors g that were obtained in the previous step.
3. Return v.
14How one implements this unitary is not of particular relevance at this stage, since this can be implemented without making
any oracle calls. The implementation depends on how the states |x〉
G
, where x ∈ G, are embedded in the nd-qubit state space.
If one chooses to embed the state |xk〉G as |k〉 = |k1〉 · · · |kd〉, for all k ∈ {−2
n−1, . . . , 2n−1 − 1}d, then this operation reduces
to d parallel application of the n-qubit Fourier transform, which takes O˜ (nd) gates.
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Two claims in the box above need a proof. First, we prove that the query complexity is as claimed in
Subsection 3.4. Afterwards, in Subsection 3.5, we prove that the success probability is indeed lower bounded
by 2/3, see Theorem 3.14.
3.4 Query complexity
From Algorithm 3.7, it is not directly clear that the number of calls to Of,G is indeed asymptotically given
by the formula in Equation 12. We prove this below.
Theorem 3.8 (Query complexity of Algorithm 3.7):
Algorithm 3.7 has query complexity:
O˜
(
cdσ+
1
p
ε
)
.
Proof. Note from Theorem 3.6 that the number of queries to Of,G for implementing Of(2m),G scales as O˜(m).
Hence, the total query complexity of Algorithm 3.7 to Of,G is O˜(mNS). As in Algorithm 3.7 we let m and
N scale logarithmically in all parameters, they are absorbed in the tilde, and so we just have to show that
S = O˜
(
cdσ
ε′
)
.
Using ε′ ≤ ε ≤ c, m ≥ 2, d ≥ 1 and σ ∈ [ 12 , 1], observe that
8π
rε′
=
8π
ε′
· 2emcd
σ
2σ
·
(
2σε′
272πemcdσ
)− 12m
≥ 16πmcd
σ
2σε′
≥ 8πcmdσ ≥ 1. (14)
Hence, using ⌈x⌉ ≤ 2x whenever x ≥ 1,
8π
rε′
≤ S =
⌈
8π
rε′
⌉
≤ 2 · 8π
rε′
⇒ S = Θ
(
1
rε′
)
.
It remains to show that
1
r
= O˜ (cdσ) .
To that end, we have
1
r
=
2emcdσ
2σ
·
(
2σε′
272πemcdσ
)− 12m
=
2em
2σ
· cdσ ·
(
272πemcdσ
2σε′
) 1
2m
,
so we just have to show that (
272πemcdσ
2σε′
) 1
2m
= O˜(1).
We find that
lim
m→∞m
1
2m =
√
lim
m→∞m
1
m =
√
1 = 1 and lim
m→∞
(
272πe
2σ
) 1
2m
=
(
272πe
2σ
)0
= 1,
so it remains to show that (
cdσ
ε′
) 1
2m
= O˜ (1) .
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To that end, observe that (
cdσ
ε′
) 1
2m
= 2
log( cd
σ
ε′ )
2⌈log( cdσε′ )⌉ ≤ 2 12 = O(1).
This completes the proof.
We have now proved one of the two claims that in Algorithm 3.7. The second claim is the topic of the next
section.
3.5 Success probability
The main result of this section is Theorem 3.14, in which we prove that the success probability of Algorithm 3.7
is indeed lower bounded by 2/3, as claimed in the box. The proof is rather long, so we have divided it into
more manageable chunks.
The core lemma used in the proof is the method of bounding the second moments of higher order bounded
tensors, as introduced by Gilye´n et al. in [GAW19], Lemma 36. We generalize their result by noting that
one can also obtain a trivial bound for the same expression, which can be geometrically averaged with the
Gilye´n bound to obtain a non-trivial result.
Lemma 3.9 (Method of bounding the second moments of higher order bounded tensors):
Let d ∈ N and let x1, . . . , xd be independent identically distributed random variables over the interval
[− 12 , 12 ], such that for all j ∈ [d],
E [xj ] = 0.
Then, for all k ∈ N and q ∈ [0, 1],
E

 d∑
j=1
xj
2k
 ≤ [2(d
2
)k
k!
]q
·
[(
d
2
)2k]1−q
.
Proof. We prove the q = 0 and q = 1 cases. The result then follows from geometric averaging.
First, we focus on the q = 0 case. Note that all xj ’s are bounded in absolute value by
1
2 . Hence,
E

 d∑
j=1
xj
2k
 ≤ E

 d∑
j=1
|xj |
2k
 ≤ E[(d · 1
2
)2k]
=
(
d
2
)2k
,
which completes the proof for the case q = 0.
That leaves the q = 1 case. To that end, observe (this idea is due to Gilye´n et al.) that
E

 d∑
j=1
xj
2k
 = ∫ ∞
0
P

 d∑
j=1
xj
2k ≥ t
 dt = ∫ ∞
0
P
∣∣∣∣∣∣
d∑
j=1
xj
∣∣∣∣∣∣ ≥ t 12k
 dt ≤ 2 ∫ ∞
0
e−
2t
1
k
d dt.
In the last inequality, we used Hoeffding’s inequality (Theorem A.2). Performing variable substitution
y =
2t
1
k
d
⇔ t =
(
dy
2
)k
⇒ dt =
(
d
2
)k
kyk−1 dy,
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we obtain
E

 d∑
j=1
xj
2k
 ≤ 2(d
2
)k ∫ ∞
0
kyk−1e−y dy = 2
(
d
2
)k
kΓ(k) = 2
(
d
2
)k
k!.
This completes the proof of the q = 1 case, and hence finishes the entire proof.
Note that when k is fixed and d tends to infinity, then the q = 1 bound is tighter, whereas when d is fixed
and k tends to infinity, the q = 0 bound is tighter.
Next, we show how the result from Lemma 3.9 can be used to show that the smoothing of f is on average
close to its linearization. Here we significantly clean up the derivation compared to the one used in [GAW19],
Theorems 24 and 25, as we substitute the need for Chebyshev’s inequality and a small region on which the
bound might not hold with a clever use of the relation Var[X ] = E[X2]− E[X ]2.
Lemma 3.10 (Justification of approximate linearity):
Let G and S be as in Algorithm 3.7, and let f ∈ Gd,c,σ,[−mr,mr]d. Let U(G) be the uniform distribution
over G. Then:
E
x∼U(G)
[∣∣f(2m)(x)− f(0)−∇f(0) · x∣∣2] ≤ 1
144S2
Proof. Let x ∈ G be arbitrary and we define the function fx : t 7→ f(tx). We find, for all k ∈ N0 and all
t ∈ [−m,m]:
f (k)
x
(t) =
dkfx
dtk
(t) =
∑
α∈[d]k
(∂αf)(tx) · xα.
Hence, ∣∣∣f (k)x (t)∣∣∣ ≤ ∑
α∈[d]k
|(∂αf)(tx)| · ‖x‖k∞ ≤
1
2
(rcd)k(k!)σ.
If σ = 1,
r =
2σ
2emcdσ
·
(
2σε′
272πemcdσ
) 1
2m
=
1
emcd
·
(
ε′
136πemcd
) 1
2m
<
1
mcd
,
so the Taylor series of fx converges at least on [−m,m]. We find, for all t ∈ [−m,m],
f(tx) = fx(t) =
∞∑
k=0
f
(k)
x (0)
k!
tk =
∞∑
k=0
tk
k!
∑
α∈[d]k
(∂αf)(0) · xα,
and hence
f(2m)(x) =
m∑
ℓ=−m
a
(2m)
ℓ f(ℓx) =
m∑
ℓ=−m
a
(2m)
ℓ
∞∑
k=0
ℓk
k!
∑
α∈[d]k
(∂αf)(0)·xα =
∞∑
k=0
1
k!
∑
α∈[d]k
(∂αf)(0)·xα
m∑
ℓ=−m
a
(2m)
ℓ ℓ
k.
Using Theorem 3.4,
f(2m)(x) = f(0) +∇f(0) · x+
∞∑
k=2m+1
1
k!
∑
α∈[d]k
(∂αf)(0) · xα ·
m∑
ℓ=−m
a
(2m)
ℓ ℓ
k.
30
Thus, we obtain:
∣∣f(2m)(x)− f(0)−∇f(0) · x∣∣ ≤ ∞∑
k=2m+1
1
k!
∣∣∣∣∣∣
∑
α∈[d]k
(∂αf)(0) · xα
∣∣∣∣∣∣ ·
∣∣∣∣∣
m∑
ℓ=−m
a
(2m)
ℓ ℓ
k
∣∣∣∣∣
≤ 2
∞∑
k=2m+1
mk
k!
∣∣∣∣∣∣
∑
α∈[d]k
(∂αf)(0) · xα
∣∣∣∣∣∣ ,
where the last inequality follows from m ≥ 2 and Theorem 3.4. By squaring both sides, we obtain:
∣∣f(2m)(x)− f(0)−∇f(0) · x∣∣2 ≤
2 ∞∑
k=2m+1
mk−1
k!
∣∣∣∣∣∣
∑
α∈[d]k
(∂αf)(0) · xα
∣∣∣∣∣∣
2
≤ 4
∞∑
k,ℓ=2m+1
mk+ℓ
k!ℓ!
∣∣∣∣∣∣
∑
α∈[d]k
∑
β∈[d]ℓ
(∂αf)(0) · (∂βf)(0) · xα · xβ
∣∣∣∣∣∣
=
∞∑
k,ℓ=2m+1
(mcr)k+ℓ
(k!ℓ!)1−σ
∣∣∣∣∣∣
∑
α∈[d]k
∑
β∈[d]ℓ
(∂αf)(0)
1
2c
k(k!)σ
· (∂βf)(0)1
2c
ℓ(ℓ!)σ
· x
α
rk
· x
β
rℓ
∣∣∣∣∣∣ .
Now, we define some abbreviations. First of all, for any α ∈ [d]k and β ∈ [d]ℓ, we define:
Hα,β =
(∂αf)(0)
1
2c
k(k!)σ
· (∂βf)(0)1
2c
ℓ(ℓ!)σ
.
Note that |Hα,β| ≤ 1 for all α ∈ [d]k and β ∈ [d]ℓ, because f ∈ Gd,c,σ,[−mr,mr]d. Moreover,G/r ⊆ [−1/2, 1/2]d,
thus
E
x∼U(G)
[∣∣f(2m)(x)− f(0)−∇f(0) · x∣∣2] ≤ E
x∼U(Gr )
 ∞∑
k,ℓ=2m+1
(mcr)k+ℓ
(k!ℓ!)1−σ
∣∣∣∣∣∣
∑
α∈[d]k
∑
β∈[d]ℓ
Hα,βx
αxβ
∣∣∣∣∣∣

=
∞∑
k,ℓ=2m+1
(mcr)k+ℓ
(k!ℓ!)1−σ
E
x∼U(Gr )

∣∣∣∣∣∣
∑
α∈[d]k
∑
β∈[d]ℓ
Hα,βx
αxβ
∣∣∣∣∣∣
 . (15)
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Now, we focus on the innermost expectation. Using E[X2] = E[X ]2 +Var[X ] ≥ E[X ]2, we obtain: E
x∼U(Gr )
∣∣∣∣∣∣
∑
α∈[d]k
∑
β∈[d]ℓ
Hα,βx
αxβ
∣∣∣∣∣∣
2 ≤ E
x∼U(Gr )

 ∑
α∈[d]k
∑
β∈[d]ℓ
Hα,βx
αxβ
2

= E
x∼U(Gr )
 ∑
α∈[d]k
∑
β∈[d]ℓ
∑
γ∈[d]k
∑
δ∈[d]ℓ
Hα,βHγ,δx
αxβxγxδ

=
∑
α∈[d]k
∑
β∈[d]ℓ
∑
γ∈[d]k
∑
δ∈[d]ℓ
Hα,βHγ,δ E
x∼U(Gr )
[
xαxβxγxδ
]
≤
∑
α∈[d]k
∑
β∈[d]ℓ
∑
γ∈[d]k
∑
δ∈[d]ℓ
E
x∼U(Gr )
[
xαxβxγxδ
]
(16)
= E
x∼U(Gr )
 ∑
α∈[d]k
∑
β∈[d]ℓ
∑
γ∈[d]k
∑
δ∈[d]ℓ
xαxβxγxδ

= E
x∼U(Gr )
 ∑
α∈[d]2(k+ℓ)
xα
 = E
x∼U(Gr )

 d∑
j=1
xj
2(k+ℓ)
 .
The inequality in Equation 16 needs some justification. Observe that for all α, γ ∈ [d]k and β, δ ∈ [d]ℓ, the
expression xαxβxγxδ is a product xζ11 · · ·xζdd with non-negative integer values for ζ1, . . . , ζd. The shape of
the grid ensures that the variables x1, . . . , xd are independent, and hence the expectation of the product is
a product of the expectations. As the grid is placed symmetrically around the origin, for all j ∈ [d] the
expectation of any odd power of xj vanishes. On the other hand, the expectation of any even power of xj is
clearly positive. Thus:
E
x∼U(Gr )
[
xαxβxγxδ
]
= E
x∼U(Gr )
[
xζ1 · · ·xζdd
]
=
d∏
j=1
E
xj∼U
(
{−2n−1+ 1
2
,...,2n−1− 1
2
}
2n
)
[
x
ζj
j
]
≥ 0.
This justifies the inequality in Equation 16. Now, we use Lemma 3.9 with q = 2(1− σ) to obtain: E
x∼U(Gr )
∣∣∣∣∣∣
∑
α∈[d]k
∑
β∈[d]ℓ
Hα,βx
αxβ
∣∣∣∣∣∣
2 ≤ E
x∼U(Gr )

 d∑
j=1
xj
2(k+ℓ)
 ≤ [2(d
2
)k+ℓ
(k + ℓ)!
]q
·
[(
d
2
)2(k+ℓ)]1−q
= 2q
(
d
2
)(k+ℓ)(q+2(1−q))
· [(k + ℓ)!]q
= 22(1−σ)
(
d
2
)(k+ℓ)·(2−2(1−σ))
· [(k + ℓ)!]2(1−σ)
= 22(1−σ) ·
(
d
2
)(k+ℓ)·2σ
· [(k + ℓ)!]2(1−σ) . (17)
Taking a square root and substituting Equation 17 into Equation 15 yields:
E
x∼U(G)
[∣∣f(2m)(x) − f(0)−∇f(0) · x∣∣2] ≤ ∞∑
k,ℓ=2m+1
(mcr)k+ℓ
(k!ℓ!)1−σ
· 21−σ ·
(
d
2
)(k+ℓ)σ
· [(k + ℓ)!]1−σ
≤ 21−σ
∞∑
k,ℓ=2m+1
(
mcrdσ
2σ
)k+ℓ
·
(
(k + ℓ)!
k!ℓ!
)1−σ
.
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Using Stirling’s approximation, see Theorem A.3 in Appendix A,
(k + ℓ)!
k!ℓ!
≤ (k + ℓ)
k+ℓ+ 12 e−k−ℓe
kk+
1
2 ℓℓ+
1
2 e−ke−ℓ2π
=
(
k + ℓ
k
)k
·
(
k + ℓ
ℓ
)ℓ
·
√
k + ℓ
kℓ
· e
2π
≤
(
1 +
ℓ
k
)k (
1 +
k
ℓ
)ℓ
≤ ek+ℓ.
We end up with
E
x∼U(G)
[∣∣f(2m)(x) − f(0)−∇f(0) · x∣∣2] ≤ 21−σ ∞∑
k,ℓ=2m+1
(
emrcdσ
2σ
)k+ℓ
= 21−σ
[ ∞∑
k=2m+1
(
emrcdσ
2σ
)k]2
.
Plugging in r and using that ε′ ≤ ε < c yields
emrcdσ
2σ
=
emcdσ
2σ
· 2
σ
2emcdσ
(
2σε′
272πemcdσ
) 1
2m
≤ 1
2
.
Using that S ≥ 1, as proven in Equation 14, we find that
∞∑
k=2m+1
(
emrcdσ
2σ
)k
≤ emrcd
σ
2σ
·
(
emrcdσ
2σ
)2m
·
∞∑
k=0
(
1
2
)k
=
2emrcdσ
2σ · 22m ·
2σε′
272πemcdσ
=
rε′
272π · 22m ≤
1
17S
.
Putting it all together, we find
E
x∼U(G)
[∣∣f(2m)(x) − f(0)−∇f(0) · x∣∣2] ≤ 21−σ
[ ∞∑
k=2m+1
(
emrcdσ
2σ
)k]2
≤ 2
(17S)2
<
1
144S2
.
This completes the proof.
Now that we have shown that the smoothing of f is close to linear, we can use this to deduce that the
state that we ideally would like to obtain from our algorithm is sufficiently well approximated. This is the
objective of Lemma 3.11. It is an adapted version of the last part of Lemma 20 in [GAW19].
Lemma 3.11 (Norm error induced by non-linearity):
Let |ψ〉 be the (nd+N ′)-qubit state directly after step (b) in Algorithm 3.7 and let∣∣∣ψ˜〉 = 1√
2nd
∑
k∈{−2n−1,...,2n−1−1}d
ei
Sr
2n∇f(0)·k |xk〉G
be an nd-qubit state. Then
min
φ∈R
∥∥∥eiφ |ψ〉 − ∣∣∣ψ˜〉⊗ |0〉⊗N ′∥∥∥ ≤ 1
6
.
Proof. Define
|χ〉 = 1√
2nd
∑
x∈G
eiSf(2m)(x) |x〉 .
Recall that in step (b) of Algorithm 3.7, we implemented the phase oracle evaluating f(2m) on G up to
precision δ = 1/(12
√
2S) in the operator norm with an operator U . Via an inductive argument on S where
in every step of the induction we use the triangle inequality, we obtain that∥∥∥|ψ〉 − |χ〉 ⊗ |0〉⊗N ′∥∥∥ ≤ √2S ∥∥∥(I2nd ⊗ 〈0|⊗N ′)U (I2nd ⊗ |0〉⊗N ′)−Of(2m),G∥∥∥ ≤ √2 · S · 1
12
√
2S
=
1
12
.
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It remains to prove that there is a φ′ ∈ R such that
∥∥∥eiφ′ |χ〉 − ∣∣∣ψ˜〉∥∥∥ ≤ 112 , as then
min
φ∈R
∥∥∥eiφ |ψ〉 ⊗ |0〉⊗N ′ − ∣∣∣ψ˜〉⊗ |0〉⊗N ′∥∥∥ ≤ ∥∥∥eiφ′ |ψ〉 − eiφ′ |χ〉∥∥∥+ ∥∥∥eiφ′ |χ〉 − ∣∣∣ψ˜〉∥∥∥ ≤ 1
12
+
1
12
=
1
6
.
Choose φ′ = −S(r/2n · ∇f(0) · 1/2+ f(0)). Then,∥∥∥eiφ′ |χ〉 − ∣∣∣ψ˜〉∥∥∥2 = 1
2nd
∑
k∈{−2n−1,...,2n−1−1}d
∣∣∣ei(Sf(2m)(xk)+φ′) − eiSr2n∇f(0)·k∣∣∣2
=
1
2nd
∑
k∈{−2n−1,...,2n−1−1}d
∣∣∣ei(Sf(2m)(xk)− Sr2n ·∇f(0)·12−Sf(0)−Sr2n∇f(0)·k) − 1∣∣∣2
≤ 1
2nd
∑
k∈{−2n−1,...,2n−1−1}d
∣∣∣∣Sf(2m)(xk)− Sr2n · ∇f(0) · 12 − Sf(0)− Sr2n∇f(0) · k
∣∣∣∣2
=
S2
2nd
∑
k∈{−2n−1,...,2n−1−1}d
∣∣∣∣f(2m)(xk)− f(0)−∇f(0) · r2n
(
k+
1
2
)∣∣∣∣2
=
S2
2nd
∑
k∈{−2n−1,...,2n−1−1}d
∣∣f(2m)(xk)− f(0)−∇f(0) · xk∣∣2
=
S2
2nd
∑
x∈G
∣∣f(2m)(x)− f(0)−∇f(0) · x∣∣2
= S2 E
x∈U(G)
[
(f(2m)(x) − f(0)−∇f(0) · x)2
]
≤ S2 · 1
144S2
=
1
144
,
where we used Lemma 3.10 in the last line. This completes the proof.
Now that we have shown that the smoothing of f is sufficiently close to linear that the resulting state is not
too far off from the state that we would have if f were linear, we can move on and show that the algorithm
recovers the slope of linear functions. To that end, recall a well-known robustness result of the quantum
Fourier transform.
Theorem 3.12 (Robustness of the quantum Fourier transform):
Let n ≥ 4, a ∈ [−2π/3, 2π/3] and
|φ〉 = QFT†2n
 1√
2n
2n−1−1∑
k=−2n−1
eiak |k〉
 .
Suppose we perform a computational basis measurement on |φ〉 and denote the outcome by b ∈
{−2n−1, . . . , 2n−1 − 1}. Then
P
[∣∣∣∣b− 2na2π
∣∣∣∣ ≤ 4] ≥ 56 .
Proof. See [NC00], Equation 5.34.
The next step is to show that every coordinate is independently approximated well with high probability.
This is the object of Lemma 3.13, which is an adapted version of Theorem 21 in [GAW19].
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Lemma 3.13 (Inner loop of step 1 of Algorithm 3.7):
Let j ∈ [d] be arbitrary, and let g ∈ Rd be a vector produced by the inner loop of step 1 of
Algorithm 3.7. Then
P [|gj −∇f(0)j | ≤ ε′] ≥ 2
3
.
Proof. If we apply the operator Q˜FT
†
from Equation 13 to the state
∣∣∣ψ˜〉, defined in Lemma 3.11, we obtain
Q˜FT
† ∣∣∣ψ˜〉 = 1√
2nd
∑
k∈{−2n−1,··· ,2n−1−1}
ei
Sr
2n∇f(0)·kQFT† |xk〉G
=
1
2nd
∑
k∈{−2n−1,...,2n−1−1}d
ei
Sr
2n∇f(0)·k ·
∑
h∈{−2n−1,...,2n−1−1}d
e−
2πik·h
2n |h〉 .
Using that |h〉 = |h1〉 · · · |hd〉, we observe that this state is a product state:
Q˜FT
† ∣∣∣ψ˜〉 = d⊗
j=1
1
2n
2n−1−1∑
kj=−2n−1
ei
Sr
2n∇f(0)jkj ·
2n−1−1∑
hj=−2n−1
e−
2πihjkj
2n |hj〉
=
d⊗
j=1
QFT†2n
 1√
2n
2n−1−1∑
kj=2n−1
ei
Sr
2n∇f(0)jkj |kj〉
 .
Suppose we measure the jth register of this state in the computational basis, and denote the measurement
outcome by h˜j . Furthermore, recall that we defined g = (2π)/(Sr)h in Algorithm 3.7. From the robustness
of measurements, see Theorem A.4, we obtain that
P (|gj −∇f(0)j | ≤ ε′) = P
(∣∣∣∣hj − Sr2π∇f(0)j
∣∣∣∣ ≤ Srε′2π
)
≥ P
(∣∣∣∣h˜j − Sr2π∇f(0)j
∣∣∣∣ ≤ Srε′2π
)
−min
φ∈R
∥∥∥∥eiφ(Q˜FT† ⊗ I2N′) |ψ〉 − Q˜FT† ∣∣∣ψ˜〉⊗ |0〉⊗N ′∥∥∥∥ .
Note that
Srε′
2π
≥ 8π
rε′
· rε
′
2π
= 4,
and using Equation 14 and the Gevrey condition∥∥∥∥Sr2n∇f(0)
∥∥∥∥
∞
≤ 2 · 8π
rε′
· r
2n
‖∇f(0)‖∞ ≤ 2 ·
8π
2nε′
· 1
2
c ≤ 8πc
2log(
12c
ε′ )ε′
=
8cπε′
12cε′
=
2π
3
.
We employ Lemma 3.11 and Theorem 3.12 to obtain
P (|gj −∇f(0)j | ≤ ε′) ≥ P
(∣∣∣∣h˜j − Sr2π∇f(0)j
∣∣∣∣ ≤ 4)−minφ∈R ∥∥∥eiφ |ψ〉 − ∣∣∣ψ˜〉⊗ |0〉⊗N ′∥∥∥
≥ 5
6
− 1
6
=
2
3
.
This completes the proof.
Finally, we show that only a logarithmic number of repetitions of the quantum routine allow for estimating
the gradient sufficiently accurately with the required success probability. This is achieved in Theorem 3.14,
and also forms the culmination of the argument.
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Theorem 3.14 (Success probability of Algorithm 3.7):
Algorithm 3.7 succeeds with probability at least 2/3.
Proof. Let j ∈ [d] and let v be a vector produced by Algorithm 3.7. As vj is defined to be the median of
the gj’s obtained over consecutive independent runs of the loop in step 1 of the algorithm, we observe that
|vj −∇f(0)j | > ε′ only if at least half of the gj ’s produced by step 1 satisfy |gj −∇f(0)j | > ε′.
For all k ∈ [N ], let Bk be the Bernoulli random variable that is 1 if on the kth run of the loop in step 1 of
the algorithm, |gj −∇f(0)j | ≤ ε′. We find by Lemma 3.13 that
P = P (Bk = 1) ≥ 2
3
and E
[
N∑
k=1
Bk
]
= NP.
Using Hoeffding’s inequality, see Theorem A.2, we find that
P
[
N∑
k=1
Bk ≤ N
2
]
= P
[
N∑
k=1
Bk −NP ≤ N
(
1
2
− P
)]
≤ e−
2N2(P− 12 )
2
N ≤ e−N18 .
Hence,
P [|vj −∇f(0)j | > ε′] ≤ P
[
N∑
k=1
Bk ≤ N
2
]
≤ e−N18 ≤ e− 118 ·18·log(3d) = 1
3d
.
This relation holds regardless of our choice of j. Hence, using the union bound, see Theorem A.1,
P [‖v −∇f(0)‖∞ ≤ ε′] ≥ 1−
d∑
j=1
P [|vj −∇f(0)j | > ε′] ≥ 1− d · 1
3d
=
2
3
.
Since for any x ∈ Rd,
‖x‖p =
 d∑
j=1
|xj |p

1
p
≤ d 1p ‖x‖∞ ,
we conclude that
P
[
‖v −∇f(0)‖p ≤ ε
]
≥ P
[
d
1
p ‖v −∇f(0)‖∞ ≤ ε
]
= P [‖v −∇f(0)‖∞ ≤ ε′] ≥
2
3
.
This completes the proof.
We have now proven that Algorithm 3.7 is an ε-precise ℓp-approximate quantum gradient estimation algo-
rithm for Gd,c,σ,Rd on G with success probability lower bounded by 2/3, as defined in Definition 2.4. Note
that if we choose N = ⌈18 log(d/(1 − P ))⌉ in Algorithm 3.7 instead, we obtain a success probability that is
lower bounded by P ∈ (1/2, 1).
There are many moving parts to the proofs in this section, and it is not directly obvious that all these parts
connect tightly. However, despite considerable effort it seems like this argument cannot be improved in the
case where p = ∞ and σ ∈ (1/2, 1] without introducing some fundamentally new ideas. This is a very
interesting topic of further research, as we will further explain in Section 5.
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4 Quantum gradient estimation query complexity lower bounds
In this section, we introduce a new lower bound on the query complexity of the quantum gradient estimation
problem as presented in Definition 2.5. First, in Subsection 4.1, we prove a lower bound on the query
complexity under the assumption that p = 1, σ = 0 and P = 17/18. Subsequently, in Subsection 4.2, we
present reduction arguments with which we can obtain lower bounds on the query complexity for p ∈ [1,∞],
σ ≥ 0 and P ∈ (1/2, 1].
4.1 Lower bound for the case p = 1, σ = 0 and P = 17/18
In this section, we will formalize the ideas that were presented in Subsection 1.3.1 and Subsection 1.3.2. We
start by introducing some functions that we refer to as test functions. These functions can intuitively be
thought of as being very close to each other w.r.t. the supremum norm, but nonetheless having very different
gradients.
Definition 4.1 (Test functions):
Let d ∈ N, c > 0 and ε > 0. We define, for all b ∈ {−1, 1}d and x ∈ Rd:
fd,c,ε,b : R
d → R, fd,c,ε,b(x) =
d∑
j=1
73εbj
cd
sin (cxj) ·
d∏
k=1
k 6=j
cos (cxk) .
Furthermore, we define the class of test functions as follows:
Fd,c,ε =
{
fd,c,ε,b : b ∈ {−1, 1}d
}
.
Let’s first quantify the smoothness of these functions.
Lemma 4.2 (Test functions are Gevrey functions):
Let d ∈ N, c > 0 and ε ∈ (0, c/146). Then Fd,c,ε ⊆ Gd,c,0,Rd .
Proof. Let ℓ ∈ N0, and α ∈ [d]ℓ. For all j ∈ [d], let aj denote the number of occurrences of j in α. Let
b ∈ {−1, 1}d. We find, for all x ∈ Rd:
∂αfd,c,ε,b(x) =
d∑
j=1
73εbj
cd
caj sin(aj)(cxj) ·
d∏
k=1
k 6=j
cak cos(ak)(cxk). (18)
Since all derivatives of cosines and sines are again cosines and sines, they are bounded by 1 in absolute value.
Hence,
|∂αfd,c,ε,b(x)| ≤
d∑
j=1
73ε|bj|
cd
caj ·
d∏
k=1
k 6=j
cak =
73ε
cd
· d · c
∑
d
j=1 aj =
73ε
c
· cℓ ≤ 1
2
cℓ,
where we used ε < c/146 in the last step. We find that fd,c,ε,b ∈ Gd,c,0,Rd . As this holds for any b ∈ {−1, 1}d,
Fd,c,ε ⊆ Gd,c,0,Rd.
Hence the test functions are members of Gevrey classes with parameter σ = 0. This indicates that we might
be able to use these functions to obtain lower bounds on the query complexity of the gradient estimation
problem with σ ≥ 0, and that they are useless for proving lower bounds when σ < 0.
Let us calculate the gradient of each test function.
37
Lemma 4.3 (Gradient of test functions):
Let d ∈ N, c > 0, ε > 0 and b ∈ {−1, 1}d. Then
∇fd,c,ε,b(0) = 73ε
d
b.
Proof. Let ℓ ∈ [d]. We will use Equation 18 with α = (ℓ) and x = 0. Observe that whenever j 6= ℓ, we are
evaluating sin(cxj) at xj = 0 in the jth term of the summation, so this term vanishes. The only term that
remains is the ℓth term, hence
∂ℓfd,c,ε,b(0) =
73εbj
cd
c cos(cxℓ) ·
d∏
k=1
k 6=ℓ
cos(cxk) =
73εbj
cd
· c = 73εbj
d
.
Putting all these partial derivatives in a vector yields
∇fd,c,ε,b(0) = 73ε
d
b,
completing the proof.
Note that if we represented each of these gradients in Rd with a vertex, then we would obtain a Hamming
cube with inradius 73ε/d. This highlights the connection with Figure 6.
Now, we are ready to start the proof of the lower bound. We start from the assumption that we have any ε-
precise ℓ1-approximate quantum gradient estimation algorithm A for Gd,c,0,Rd on G with success probability
lower bounded by 17/18. The following two lemmas deduce some properties that such an A must inevitably
satisfy.
Lemma 4.4 (Vertex approximation):
Let d ∈ N, c > 0, ε ∈ (0, c/146) and G ⊆ Rd. Suppose A is an ε-precise ℓ1-approximate quantum
gradient estimation algorithm for Gd,c,0,Rd on G with success probability lower bounded by 17/18.
Then there exists a J ⊆ [d], |J | ≥ 34 · d such that for all j ∈ J , there exists a set Fj ⊆ Fd,c,ε of size
|Fj | ≥ 23 · 2d such that for all f ∈ Fj :
P
[
|A(f)j −∇f(0)j | ≤ 72ε
d
]
≥ 2
3
.
Proof. Let f ∈ Gd,c,0,Rd be arbitrary. From Definition 2.4 we infer that the quantum gradient estimation
algorithm A has the following property:
P [‖A(f)−∇f(0)‖1 ≤ ε] ≥
17
18
.
For every f ∈ Gd,c,0,Rd, we denote the event that the algorithm succeeds by Sf . Hence, the above line reduces
to P[Sf ] ≥ 17/18. Now, we find that
E [‖A(f)−∇f(0)‖1 | Sf ] = E [‖A(f)−∇f(0)‖1 | ‖A(f)−∇f(0)‖1 ≤ ε] ≤ ε.
Note that we can rewrite the left-hand side as follows:
d∑
j=1
E [|A(f)j −∇f(0)j | | Sf ] = E
 d∑
j=1
|A(f)j −∇f(0)j |
∣∣∣∣∣∣Sf
 = E [‖A(f)−∇f(0)‖1 | Sf ] ≤ ε.
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The above relation holds for all f ∈ Gd,c,0,Rd , so the result still holds if we average over the elements in Fd,c,ε:
1
2d
∑
f∈Fd,c,ε
d∑
j=1
E [|A(f)j −∇f(0)j | | Sf ] ≤ ε.
As both summations are finite, we can swap them to obtain
d∑
j=1
1
2d
∑
f∈Fd,c,ε
E [|A(f)j −∇f(0)j | | Sf ] ≤ ε.
As all terms are non-negative, we now argue using a pigeonhole principle argument that at least 3d/4 of the
terms of the outer summation are upper bounded by 4ε/d. Suppose there were more than d/4 terms that
were not bounded by 4ε/d. Then the resulting summation would exceed ε. But this is a contradiction, so
there must be a set J ⊆ [d] with |J | ≥ 3d/4, such that for all j ∈ J ,
1
2d
∑
f∈Fd,c,ε
E [|A(f)j −∇f(0)j | | Sf ] ≤ 4ε
d
.
Let j ∈ J arbitrarily. We now rewrite the above relation using Markov’s inequality to obtain
1
2d
∑
f∈Fd,c,ε
P
[
|A(f)j −∇f(0)j | ≥ 72ε
d
∣∣∣∣Sf] ≤ 12d ∑
f∈Fd,c,ε
E [|A(f)j −∇f(0)j | | Sf ]
72ε
d
≤
4ε
d
72ε
d
=
1
18
.
And so, using Bayes’ rule, we obtain
1
2d
∑
f∈Fd,c,ε
P
[
|A(f)j −∇f(0)j | ≥ 72ε
d
]
=
1
2d
∑
f∈Fd,c,ε
(
P
[
|A(f)j −∇f(0)j | ≥ 72ε
d
∣∣∣∣Sf] · P(Sf ) + P [ |A(f)j −∇f(0)j | ≥ 72εd
∣∣∣∣Scf] · P(Scf ))
≤ 1
2d
∑
f∈Fd,c,ε
(
P
[
|A(f)j −∇f(0)j | ≥ 72ε
d
∣∣∣∣Sf] · 1 + 1 · 118
)
=
1
2d
∑
f∈Fd,c,ε
P
[
|A(f)j −∇f(0)j | ≥ 72ε
d
∣∣∣∣Sf]+ 12d · 2d · 118 ≤ 118 + 118 = 19 .
Now, we can employ a similar pigeonhole principle argument to show that there must be a set Fj ⊆ Fd,c,ε
such that |Fj | ≥ 23 · 2d and for all f ∈ Fj ,
P
[
|A(f)j −∇f(0)j | ≥ 72ε
d
]
≤ 1
3
.
But from here, we infer that for any f ∈ Fj ,
P
[
|A(f)j −∇f(0)j | ≤ 72ε
d
]
≥ 2
3
.
As we chose j ∈ J and f ∈ Fj arbitrarily, the above relation holds for all j ∈ J and f ∈ Fj . This completes
the proof.
Let us pause here and develop some intuition for what the result of the previous lemma entails. Recall from
Lemma 4.3 that all functions fd,c,ε,b ∈ Fd,c,ε have a gradient evaluated at 0 given by∇fd,c,ε,b(0) = (73ε/d)b.
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Hence, by taking the gradient at 0, we can relate the function fd,c,ε,b to a vertex of the d-dimensional
Hamming cube with inradius 73ε/d centered around the origin in Rd. We say that a vertex (73ε/d)b of the
Hamming cube is marked by the jth coordinate, if the gradient of the corresponding test function fd,c,ε,b is
well-approximated in the jth coordinate by algorithm A, in the sense that
P
[
|A(f)j −∇f(0)j | ≤ 72ε
d
]
≥ 2
3
. (19)
The previous lemma can now be very concisely rephrased. We have learned that at least three quarters of
all coordinates mark at least two thirds of all vertices of the Hamming cube. Even more generically, we can
say that the majority of all coordinates mark the majority of all vertices.
Now, let b(1),b(2) ∈ {−1, 1}d be such that b(1) −b(2) = 2ej, i.e., the vectors b(1) and b(2) differ only in the
jth coordinate with b
(1)
j = 1 and b
(2)
j = −1. Another way to look at this is that (73ε/d)b(1) and (73ε/d)b(2)
are adjacent vertices in the Hamming cube, with an adjoining edge pointed in the jth direction. Suppose
that both vertices b(1) and b(2) are marked by the jth coordinate. Using Equation 19 and Lemma 4.3, we
find that,
P
[
A(fd,c,ε,b(1))j ∈
[
ε
d
,
145ε
d
]]
≥ 2
3
and P
[
A(fd,c,ε,b(2))j ∈
[
−145ε
d
,− ε
d
]]
≥ 2
3
. (20)
Note that these events are disjoint. In other words, if both b(1) and b(2) are marked by the jth coordinate,
then any ε-precise ℓ1-approximate quantum gradient estimation algorithm with success probability at least
17/18 can distinguish between the functions corresponding to these two vertices. If we can find many of
these pairs, then we can take the vertex that is part of as many such pairs as possible, and apply the hybrid
method with this vertex as the central instance.
Since Lemma 4.4 shows that there are many coordinates that select many vertices, it is intuitively clear that
there must be many of these pairs. The aim of the following lemma is to make this intuition rigorous.
Lemma 4.5 (Edge separation):
Let d ∈ N, c > 0, ε ∈ (0, c/146) and G ⊆ Rd. Suppose that A is an ε-precise ℓ1-approximate quantum
gradient estimation algorithm for Gd,c,0,Rd on G with success probability lower bounded by 17/18.
Then, there exists a b∗ ∈ {−1, 1}d and a set U ⊆ [d] of size |U | ≥ d/4 such that for all j ∈ U ,
P
[
|A(fd,c,ε,b∗)j −∇fd,c,ε,b∗(0)j | ≤ 72ε
d
]
≥ 2
3
,
and
P
[∣∣A(fd,c,ε,b±j)j −∇fd,c,ε,b±j(0)j ∣∣ ≤ 72ε
d
]
≥ 2
3
where b±j = b∗ − 2b∗jej,
i.e., b±j differs from b∗ solely in the jth entry.
Proof. Let b ∈ {−1, 1}d and j ∈ [d]. Recall from Equation 19 that vertex b of the Hamming cube {−1, 1}d
is marked by the jth coordinate if algorithm A approximates the jth coordinate of ∇fd,c,ε,b(0) sufficiently
well. We say that edge (b1,b2) ∈ ({−1, 1}d)2 is marked if for some j ∈ [d], we have b1 − b2 = ±2ej and
both b1 and b2 are marked by the jth coordinate.
Let J and Fj be as in Lemma 4.4. Then for every j ∈ J , there are at least 2/3 ·2d vertices b ∈ {−1, 1}d that
are marked by the jth coordinate. Moreover, there are a total of 2d−1 edges pointing in the jth direction
in the d-dimensional Hamming cube, and the sets of endpoints of these edges partition the set {−1, 1}d into
2d−1 disjoint subsets of size 2. As there are at least 2/3 · 2d = 43 · 2d−1 marked vertices, we find, by the
pigeonhole principle, that at least 13 ·2d−1 of these subsets satisfy the property that both vertices are marked.
Thus, at least 13 · 2d−1 of the edges that point in the jth direction are marked.
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The above argument holds for all j ∈ J , and as |J | ≥ 34 · d, the total number of marked edges in the
d-dimensional Hamming cube is at least 34 · d · 13 · 2d−1 = 14 · d · 2d−1. Moreover, there are a total of d2d−1
edges in the d-dimensional Hamming cube, hence at least a quarter of them are marked. But this implies,
again by the pigeonhole principle and because all vertices have equal degree, that there must be a vertex
that has at least d/4 adjacent edges that are marked. Call this vertex b∗, and call the directions in which
the adjacent marked edges are pointing U . The result follows.
Now, we just have to apply the hybrid method with the vertex b∗ that we found in the previous lemma
corresponding to the central instance, and with the neighboring vertices in the directions specified by U
corresponding to the peripheral instances.
Theorem 4.6 (Lower bound proof):
Let d ∈ N, c > 0, ε ∈ (0, c/146) and G ⊆ Rd. Suppose A is an ε-precise ℓ1-approximate quantum
gradient estimation algorithm for Gd,c,0,Rd on G with success probability lower bounded by 17/18.
Then, on every input f ∈ Gd,c,0,Rd , the resulting query complexity to (controlled) phase oracles Of,G,
denoted by TA(f), satisfies
max
f∈G
d,c,0,Rd
TA(f) ≥ cd
3
2
876ε
.
Proof. From Lemma 4.5 we know that there exists a b∗ ∈ {−1, 1}d and a U ⊆ [d] of size |U | ≥ d/4, such
that for all j ∈ U ,
P
[
|A(fd,c,ε,b∗)j −∇fd,c,ε,b∗(0)j | ≤ 72ε
d
]
≥ 2
3
and P
[∣∣A(fd,c,ε,b(j))j −∇fd,c,ε,b(j)(0)j∣∣ ≤ 72εd
]
≥ 2
3
,
(21)
where b(j) ∈ {−1, 1}d differs from b∗ only in the jth entry. From Lemma 4.3, we obtain that
∇fd,c,ε,b∗(0)j =
73εb∗j
d
and ∇fd,c,ε,b∗(0)j =
73εb
(j)
j
d
.
As b∗j and b
(j)
j are different by construction, |b∗j − b(j)j | = 2, and hence the two events in Equation 21 are
disjoint. Thus, we can employ the hybrid method, as described in Theorem A.5 to obtain
max
f∈G
d,c,0,Rd
TA(f) ≥ max
(
TA(fd,c,ε,b∗),max
j∈U
TA(fd,c,ε,b(j))
)
≥
√√√√√√
|U |
9 max
|ψ〉∈C2n
‖|ψ〉‖=1
∑
j∈U
∥∥∥(Ofd,c,ε,b∗ ,G −Ofd,c,ε,b(j) ,G) |ψ〉∥∥∥2 . (22)
To bound the summation that appears in the denominator, take |ψ〉 ∈ C2n such that ‖|ψ〉‖ = 1 arbitrarily.
Then,
∑
j∈U
∥∥∥(Ofd,c,ε,b∗ ,G −Ofd,c,ε,b(j) ,G) |ψ〉∥∥∥2 =∑
j∈U
∥∥∥∥∥
(∑
x∈G
|x〉 〈x|
)(
Ofd,ε,b∗ ,G −Ofd,ε,b(j) ,G
)(∑
x′∈G
|x′〉 〈x′|
)
|ψ〉
∥∥∥∥∥
2
=
∑
j∈U
∑
x∈G
∣∣∣∣∣∑
x′∈G
〈x|
(
Ofd,ε,b∗ ,G −Ofd,ε,b(j) ,G
)
|x′〉 〈x′|ψ〉
∣∣∣∣∣
2
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As the phase oracles are diagonal operators, the innermost summation in the above expression is only non-
zero if x = x′. Thus,∑
j∈U
∥∥∥(Ofd,c,ε,b∗ ,G −Ofd,c,ε,b(j) ,G) |ψ〉∥∥∥2 =∑
j∈U
∑
x∈G
∣∣∣〈x| (Ofd,ε,b∗ ,G − Ofd,ε,b(j) ,G) |x〉∣∣∣2 · |〈x|ψ〉|2
=
∑
x∈G
| 〈x|ψ〉 |2 ·
∑
j∈U
∣∣∣〈x|(Ofd,c,ε,b∗ ,G −Ofd,c,ε,b(j) ,G) |x〉∣∣∣2
≤
∑
x∈G
| 〈x|ψ〉 |2 ·max
x∈G
∑
j∈U
∣∣∣〈x|(Ofd,c,ε,b∗ ,G −Ofd,c,ε,b(j) ,G) |x〉∣∣∣2 .
The first factor is simply the norm of |ψ〉, which is 1. Furthermore, from Definition 2.3 what the action of
the phase oracles on the state x is. Hence, we obtain∑
j∈U
∥∥∥(Ofd,c,ε,b∗ ,G −Ofd,c,ε,b(j) ,G) |ψ〉∥∥∥2 ≤ maxx∈G ∑
j∈U
∣∣∣eifd,c,ε,b∗ (x) − eifd,c,ε,b(j) (x)∣∣∣2
≤ max
x∈G
∑
j∈U
∣∣fd,c,ε,b∗(x) − fd,c,ε,b(j)(x)∣∣2 ,
where we used |eix − eiy| = |eix+y2 | · |eix−y2 − e−ix−y2 | = 2 sin
∣∣x−y
2
∣∣ ≤ |x− y| for all x, y ∈ R in the last line.
By filling in the definition of the test functions, see Definition 4.1, we obtain
∑
j∈U
∥∥∥(Ofd,c,ε,b∗ ,G −Ofd,c,ε,b(j) ,G) |ψ〉∥∥∥2 ≤ maxx∈G ∑
j∈U
(
73ε|b∗j − b(j)j |
cd
)2
· sin2(cxj) ·
∏
k=1
k 6=j
cos2(cxk)
=
(
146ε
cd
)2
·max
x∈G
∑
j∈U
sin2(cxj) ·
d∏
k=1
k 6=j
cos2(cxk),
where we used that |b∗j − b(j)j | = 2. Adding non-negative terms to the right-hand side and relaxing our
constraint on the choice of x from G to Rd, we obtain∑
j∈U
∥∥∥(Ofd,c,ε,b∗ ,G −Ofd,c,ε,b(j) ,G) |ψ〉∥∥∥2 ≤
(
146ε
cd
)2
· sup
x∈Rd
∑
A⊆[d]
∏
j∈A
sin2(cxj) ·
∏
j∈[d]\A
cos2(cxj)
=
(
146ε
cd
)2
· sup
x∈Rd
d∏
j=1
(
sin2(cxj) + cos
2(cxj)
)
=
(
146ε
cd
)2
.
Since |U | ≥ d/4, we find by plugging the above into Equation 22:
max
f∈G
d,c,0,Rd
TA(f) ≥
√
d
36
· cd
146ε
=
cd
3
2
876ε
.
This completes the proof.
4.2 Lower bound for more general cases
In the previous section, we have proven a lower bound on the query complexity of the quantum gradient
estimation problem for p = 1, σ = 0 and P = 17/18. The aim of the following theorem is to reduce the
cases where p ∈ [1,∞], σ ≥ 0 and P ∈ (12 , 1] to this single case, so that we can prove similar lower bounds
for these cases as well.
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Theorem 4.7 (Lower bound on gradient computation):
Let d ∈ N, c > 0, ε ∈ (0, c/(292d1−1/p)), p ∈ [1,∞], σ ≥ 0, P ∈ (12 , 1] and G ⊆ Rd. Suppose A is
an ε-precise ℓp-approximate quantum gradient estimation algorithm for Gd,c,σ,Rd on G, with success
probability lower bounded by P . Then
max
f∈G
d,c,σ,Rd
TA(f) ≥ cd
1
2+
1
p
1752Nε
with N =
⌈
18(1− P )
(P − 12 )2
⌉
.
Proof. We will construct a new algorithm B as follows:
1. Do N independent runs of A, and call the resulting vectors g1, . . . ,gN ∈ Rd.
2. Search for a vector g ∈ Rd such that there exists a J ⊆ [N ] of size |J | > N/2 and for all j ∈ J :
‖g− gj‖p ≤ ε.
If such a vector g exists, return g. Otherwise, return 0.
Now, we prove that B is a 2εd1−1/p-precise ℓ1-approximate quantum gradient estimation algorithm for
Gd,c,σ,Rd on G with success probability lower bounded by 17/18. To that end, observe that every run of A
with probability at least P yields a vector gj such that
‖gj −∇f(0)‖p ≤ ε.
Let Bj be the Bernoulli random variable that equals 1 if and only if gj satisfies the above property. We
define
P ∗ = P [Bj = 1] ≥ P > 1
2
.
Observe that
E
 N∑
j=1
Bj
 = NP ∗ and Var
 N∑
j=1
Bj
 = NP ∗(1 − P ∗).
We find, using Chebyshev’s inequality, as described in Theorem A.2:
P
 N∑
j=1
Bj ≤ N
2
 = P
 N∑
j=1
Bj −NP ∗ ≤ N
(
1
2
− P ∗
) ≤ P

∣∣∣∣∣∣
N∑
j=1
Bj −NP ∗
∣∣∣∣∣∣ ≥ N
(
P ∗ − 1
2
)
≤
Var
(∑N
j=1 Bj
)
N2
(
P ∗ − 12
)2 = NP ∗(1 − P ∗)N2(P ∗ − 12 )2 ≤ 1N · 1− P(P − 12 )2 ≤ (P −
1
2 )
2
18(1− P ) ·
1− P
(P − 12 )2
=
1
18
.
Hence, with probability at least 17/18, there exists a set K ⊆ [N ] such that |K| > N/2 and for all j ∈ K:
‖gj −∇f(0)‖p ≤ ε.
Hence, with probability at least 17/18, we can find at least one vector g ∈ Rd such that there exists a set
J ⊆ [N ] such that |J | > N/2 and for all j ∈ J we have ‖g− gj‖p ≤ ε, simply because ∇f(0) is such a vector.
But as |J | > N/2 and |K| > N/2, we find by the pigeonhole principle that there must exist a j ∈ J ∩K.
Hence,
‖∇f(0)− g‖p ≤ ‖∇f(0)− gj‖p + ‖gj − g‖p ≤ ε+ ε = 2ε.
Thus, with probability at least 17/18, the resulting vector g satisfies
‖∇f(0)− g‖1 ≤ d1−
1
p · ‖∇f(0)− g‖p ≤ 2εd1−
1
p ,
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so B is indeed a 2εd1−1/p-precise ℓ1-approximate quantum gradient estimation algorithm for Gd,c,0,Rd ⊆
Gd,c,σ,Rd on G with success probability lower bounded by 17/18. Moreover, by our choice of ε,
2εd1−
1
p <
2d1−
1
p c
292d1−
1
p
=
c
146
.
Thus we can employ Theorem 4.6 to find
max
f∈G
d,c,σ,Rd
TB(f) ≥ max
f∈G
d,c,0,Rd
TB(f) ≥ cd
3
2
876 · 2εd1−1/p =
cd
1
2+
1
p
1752ε
.
But by analyzing the construction of B, we also find, for all f ∈ Gd,c,σ,Rd
TB(f) = NTA(f).
Hence,
max
f∈G
d,c,σ,Rd
TA(f) ≥ cd
1
2+
1
p
1752Nε
.
This completes the proof.
With this, we have reached the end of the lower bound proofs that are presented in this paper.
5 Conclusion and outlook
In this paper, we have reached two main new results. First, we have generalized Gilye´n et al.’s quantum
gradient estimation algorithm, so that it also works on Gevrey classes with parameter σ ∈ (12 , 1]. Secondly,
we have proved a lower bound on the query complexity of the quantum gradient estimation problem for
σ ∈ [0, 12 ] and p ∈ [1,∞].
What seems most interesting is how the query complexity of the quantum gradient estimation problem scales
with d when we set some parameters σ ∈ R and p ∈ [1,∞]. For the extremal values of p, we have drawn
the currently best-known bounds on this query complexity in Figure 11. Note that simple coordinate-wise
methods give linear in d dependence when p =∞ and quadratic in d dependence when p = 1.
The hatched regions in the above figure represent the optimality gaps. Whenever the query complexity of
the best-known quantum gradient estimation algorithm and the currently best-known lower bound do not
match, the gap between them is hatched. While in the interval [0, 12 ] optimality has been reached, there are
quite some gaps remaining.
Especially the gap at σ = 1 would be tempting to close. This is because the Gevrey class with parameter
σ = 1 can be interpreted as the class of analytic functions, which is a very natural class of functions to
consider, and pops up naturally in applications such as reinforcement learning.
In this paper, we investigated lifting the gradient estimation problem in which the objective function is
treated as a black box to the quantum domain. One could also consider lifting the problem from different
settings to the quantum domain, for instance, a setting in which one has access to an oracle that calculates
first order partial derivatives, or a setting in which the oracle circuit can be differentiated using techniques
that are the quantum equivalent of automatic differentiation. These would all be interesting topics of further
research.
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Figure 11: Currently best-known bounds on the query complexity of the ℓp-approximate quantum gradient
estimation problem for Gevrey classes with parameter σ ∈ R for p = ∞ (left) and p = 1 (right). The solid
line is the query complexity of the current best-known algorithm, and the dashed line is the current best-
known lower bound on the query complexity. In this figure, we neglect multiplicative logarithmic growth
factors.
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A Miscellaneous results
This appendix lists some results that are mainly included for reference. We also point to where one can
find the proofs. The theorems listed here include results from probability theory, statistics, approximation
theory, and some statements that are considered folklore within the community of quantum computing.
Theorem A.1 (Union bound):
Let n ∈ N, (Ω,Σ,P) be a probability space and A1, . . . , An ∈ Σ events. Then,
P
 n⋂
j=1
Aj
 ≥ 1− n∑
j=1
P [Ω \Aj ] .
Proof. The proof is very elementary and can be found in any standard text on probability theory.
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Theorem A.2 (Results from statistics):
Let X be a real-valued random variable. We have:
Var [X ] = E
[
X2
]− E [X ]2 .
If X is non-negative and t > 0, we have:
P[X ≥ t] ≤ E[X ]
t
. (Markov’s inequality)
Moreover, for all t > 0:
P [|X − E[X ]| > t] ≤ Var(X)
t2
. (Chebyshev’s inequatliy)
Finally, for all t ≥ 0 and independently random variables X1, . . . , Xn, where for every i ∈ [n], Xi is
contained in the interval [ai, bi] almost surely:
P (X1 + · · ·+Xn − E [X1]− · · · − E [Xn] ≤ −t) ≤ e
− 2t2∑n
i=1
(bi−ai)
2
. (Hoeffding’s inequality)
Proof. The proofs of these claims can be found in standard texts on statistics. For example, one can find
them in [BLM12].
Theorem A.3 (Stirling’s approximation):
Let n ∈ N. We have:
nn+
1
2 e−n
√
2π ≤ n! ≤ nn+ 12 e−ne.
Proof. The proof of this result can be found in many places, a slightly stronger result can for instance be
found in [Wei].
Theorem A.4 (Robustness of measurements):
Let n ∈ N and δ, ε > 0. Suppose we have two n-qubit states |ψ〉 and |φ〉, such that ‖|ψ〉 − |φ〉‖ ≤ ε.
Furthermore, suppose that a measurement with corresponding outcome set Ω performed on |ψ〉 yields
an outcome in S ⊆ Ω with probability lower bounded by δ. Then, performing the same measurement
on |φ〉 yields an element from S with probability lower bounded by δ − ε.
Proof. This is a well-known result in quantum information theory. A proof can for instance be found
in [Cor18], Lemma B.1.
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Theorem A.5 (Hybrid method):
Let n,N ∈ N. Suppose that O0, . . . , ON are unitary operators acting on n qubits. Let A be a
quantum algorithm which is given access to the input oracle Oj for one j ∈ {0, 1, . . . , N}. For all
j ∈ {1, . . . , N}, let Rj and R∗j be disjoint sets. Suppose that for all j ∈ {1, . . . , N},
P [A(j) ∈ Rj ] ≥ 2
3
and P
[A(0) ∈ R∗j ] ≥ 23 ,
where for all j ∈ {0, 1, . . . , N}, A(j) is the measurement result of the algorithm run on input oracle
Oj . Then the worst-case query complexity of A to the input oracle satisfies:
TA ≥
√√√√√√√
N
9 max
|ψ〉∈C2n
‖|ψ〉‖=1
N∑
j=1
‖(Oj −O0) |ψ〉‖2
.
Proof. One can find a similar result in the proof in [GAW19], Theorem 2. The full statement with all the
details is proven in [Cor18], Appendix C.
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