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ABSTRACT 
For complex Hilbert space H of d dimensions and for any number K > 1, we may 
define m(K, d) as the least number with the following property: if 11 p(T) /I < K for all 
polynomials p mapping the complex unit disk into itself, then the operator T may be 
made a contraction by changing to a new norm 1. (, derived from an inner product, 
such that 
llhll (IhI Q ~(K~)llhll (hEH). 
It is a long-standing open question whether m( K, d) has a finite bound independent 
of d. The present paper studies this and related questions and provides, in particular, 
an explicit estimate for m(K,d)-which, however, grows with d. 
1. INTRODUCTION 
If a linear operator T on some complex Hilbert space (a )I .I/) becomes a 
contraction with respect to the appropriate equivalent inner-product norm 
1. ) on H (that is, 1 T 1 < l), we shall say that T is a cryptocontraction. It is well 
known that the cryptocontractions may also be described as those operators 
T that are similar to a contraction: 1) STS - ‘(1 < 1 for some invertible operator 
S on H. Any sort of “intrinsic” description of cryptocontractions has re- 
mained elusive, however. 
It is a direct consequence of von Neumann’s theory of spectral sets that 
any cryptocontraction is polynomially bounded in the sense that il+rll< 00, 
where &. is the natural homomorphism generated by T as follows: +r( p) = 
p(T) for each polynomial p in 9, the algebra of polynomials on the complex 
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unit disk D (of course, the norm in 9 is the uniform norm). A popular 
conjecture has been that this property should provide one of the sought-after 
intrinsic descriptions of the class of cryptocontractions. In view of the 
comments above, an equivalent form of the conjecture is as follows: every 
polynomialiy bounded operator is similar to a contraction. Here is a small 
sample from the literature dealing with this conjecture, which apparently 
remains unverified in general: P. R. Halmos [5, Problem #6], A. Lebow [ll, 
121, W. Mlak [13, 141, P. Ghatage [24], J. A. R. Holbrook [7]. This paper is 
concerned with certain quantitative aspects of the problem. 
We shall use K (2’) to denote ]]+r]]; thus 
K(T)=sup{((p(T)(I:p~g and ]]p]]<l}. 
Note that 1 < K (T) < co, since &(l) = ZH (the identity operator on H). By 
the distortion coeflicient for an operator T we mean the number M(T) 
defined by 
M(T)=inf {M:th ere exists an inner-product norm 1.1 on H such that 
ITI Q 1 and ilhll< jhl< MllhlJ (IzEH)}; 
if T is not a cryptocontraction (that is, no such M exists), we set M(T) = CO. 
We remark that M(T) is the infimum of the condition numbers 1) S )I . (1 S - ‘11 
of those operators S such that 11 STS -Ill < 1. Clearly the conjecture referred 
to above may be expressed this way: K (T) < CO + M (T) < 00. The following 
simple proposition points the way to a quantitative version of the conjecture. 
For each K > 1, we set 
m(K)=sup{M(T):K(T)<K}. 
PROPOSITION 1.1 lf every polynomially bounded operator is a crypto- 
contraction, then m(K) < 00 for each K such that 1 < K < 00. 
Proof. Otherwise, for some K < CO we have operators T, satisfying 
K(T,,)< K and M(T,)T CO. Consider the operator 
defined on the orthogonal sum 
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by the relation 
T(hl~h,~...))=T,h,~T,h,~... , 
It is easy to see that K(T)=supK(T,) and that M(T)=supM(T,). Hence 
K (T) < K < cc while M(T) = co, contrary to our assumption. n 
If T acts on a space H of finite dimension, it is easy to prove that 
K(T) < co * M(T) < cc). In fact, it has long been recognized (see B. 
Sz.-Nagy [17]) that on finite-dimensional spaces the cryptocontractions are 
precisely those operators T that are power-bounded, that is, such that 
K,(T) < CO, where 
Nevertheless, it appears that little is known about the relationships among 
K,(T), K (T), and M(T) even in the finite-dimensional case. We shall use the 
notation 
m(K,d)= sup {M(T):K(T)GK, 
and T operates on a space H of dimension d } , 
whenever K > 1 and d = 1,2,3,. . + . Evidently 
m(K,l) G m(K,2) < m(K, 3) < . . . <m(K). 
In view of Proposition 1.1, the conjecture about polynomially bounded 
operators implies that, for each K, the sequence m(K,d) should be bounded 
uniformly in d. In Sec. 3 of this paper we shall investigate the behavior of 
these sequences. 
Concerning power-bounded operators, on the other hand, it is known 
that there exist (infinite-dimensional) T such that K,(T) < CO while M(T) = 
co (Foguel) and, in fact, K (T) = cc (Lebow); see S. R. Foguel [l], P. R. 
Halmos [6], and A. Lebow [ll]. One might expect, then, that the sequences 
m,(K,d) (d=1,2 ,... ), where 
m,(K,d)= sup{M(T):K,(T)<K 
and T operates on a space H of dimension d }, 
should be unbounded. We shall see (in Sec. 4) that this is the case. Of course, 
arguing as in Proposition 1.1, we see that the result of Foguel follows, in 
turn, from the unboundedness of { m,(K, d)}. A similar treatment of Lebow’s 
result will be possible as well. 
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We begin by presenting, in Sec. 2, some subsidiary results concerning the 
functions M (T), K (T), and K,(T) that are independent of the dimension of 
the underlying space. 
A number of the results below were first announced at the Operator 
Theory Conference held in Krakow, Poland during September 1973. 
2. GENERAL PROPERTIES OF M(T), K (T), AND K,(T) 
PROPOSITION 2.1 For every operator T, 
K,(T)<K(T)<M(T). 
Proof. The first inequality is immediate upon considering the polynomi- 
als Y’ E 9. For the second, note that if M(T) < M < co, then there is an 
inner product norm 1.1 on the underlying Hilbert space H such that ( TI < 1 
and 
Since T is a contraction with respect to 1.1, we have “van Neumann’s 
inequality” 1 p(T)1 < 11 pII f or any p E 9 (and, more generally, for any func- 
tion f analytic on D in place of the polynomial p); see J. von Neumann’s 
original paper on spectral sets [15] or the book of B. Sz.-Nagy and C. Foia? 
[18, Chapter 11. Hence, if I( pj] < 1, 
sothatK(T)<M. n 
PROPOSITION 2.2. Zf f is an analytic function on the disk D such that 
\lfll< 1 (that is, f:D+D), then 
K (f(T)) G K 07 and M(f(T))<M(T). 
Proof. We have defined K (T) in terms of the polynomials 9, but it is 
clear that )I g(T)]] < K (7’) f or any analytic function g: D+D (approximate g 
by the partial sums of its Taylor series). Now if p E ?? and p: D-+D, then 
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g = pof maps D into D so that 
II p(f (T))ll= II g(T)11 <K(T); 
henceK(f(T))<K(T). 
In the second inequality we may assume that M(T) < co. Then, for any 
M > M(T), there is an inner-product norm 1. ( such that 1 Tj < 1 and 
By von Neumann’s inequality, 1 f (T)( < )I f )I < 1, so that M( f (T)) <M also. 
n 
A theorem of G.-C. Rota (see 1161) asserts that if the spectral radius r(T) 
of T is strictly less than 1, then T is similar to a contraction (that is, T is a 
cryptocontraction). The proof ultimately depends on the fact that (in view of 
the spectral-radius formula) the series C;ll T”1)’ is convergent. The following 
proposition may be regarded as a quantitative version of Rota’s theorem. 
PROPOSITION 2.3 For any operator T we have 
M(T) G( ;, llTnl,z)1’2. 
Proof Introduce the new inner product (. , * ) on H as follows: 
(kg)= 5 (T”W*g) (h,gEH). 
n=O 
If 1. ( denotes the corresponding norm, we clearly have 
= 5 (T”h,T”h)= .$ j(T”h(/’ 
0 0 
< ; lP’“l12 llhl12. 
( ) 
Moreover, )Th)2=Ih12-)Ih~12<Jh12,~~that lT)<l. 
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It is an interesting and useful fact that M(T) is always “attained” in a 
sense that the next proposition makes clear. 
PROPOSITION 2.4. Zf M (T) < 00, then there exists an inner-product norm 
bll hEH. 
* ontheunderZyingspaceHsuchthatJTJ<land llhll~lhl~M(T)llhl]for 
Proof. The definition of M(T) ensures that there are inner products 
(. , * ), with corresponding norms 1. In such that ( T 1 n < 1 and 
llhll ~lhl,~[M(T)+lln]llhll (hEH). 
For each pair h, g E H, the sequence (h, g), is bounded, since 
I(h,g)A G lhl,lgl, G [M(T)+lln]211hll II gll. 
We define (h,g) by LIM { (h,g),} where LIM represents some fixed 
Banach limit on 1 m. Since LIM is linear and positive, it is clear that ( *, . ) 
defines an inner product on H. Furthermore, 
so that the positivity of LIM ensures that 
Hence the norm ) * 1 generated by ( *, .) is related to l1.I) as it should be. 
Finally 
1 %I2 = LIM( Th, n), < LIM( h, h), 
= Ih12, 
so that ITI Q 1. W 
The next proposition points out that K ( * ) and M ( .) are semicontinuous 
with respect to strong convergence of operators. 
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PROPOSITION 2.5 Suppose the operators T,, conoerge strongly (that is, 
pointwise on H) to T. Then 
K(T)<liminfK(T,), and M(T) <liminfM(T,). 
Proof. Consider p E 9 with 1) pll G 1. Since T,-+T strongly, p(T,)-+ 
p(T) strongly. Hence for each h E H 
ll~(~)~Il=~~~IIp(~,)~lI~[~~~~~f~(~,)]II~ll, 
so that 
lIp( <liminfK(T,). 
For the second inequality it is enough to show that M(T) < M under the 
assumption that M (T,) < M ( < co) for each n. Let (. , . >, be inner products 
with corresponding norms 1.1 n on H such ( T, 1 n < 1 and 
llhll < IhI, < Mllhll (hEH). 
As in the proof of Proposition 2.4, we define another inner product (. , . > 
(with norm 1.1) on H by setting (h,g) =LIM(h,g), (h,gE H). Clearly 
llhll (IhI < Mllhll (hEH), and 
where E,,+O, since 
Il Wn-IWnl G ITh- VA 
< MIITh- T,hll+O. 
Hence 
sothat IT(<l. 
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The functions K (.) and A4 ( *) h ave only one-sided continuity in general. 
Considering matrices of the form 
[ 
l-E, 6, 
0 1 - E, 1 
as operators on C2, it is easy to construct cryptocontractions T,, such that 
T,,-+ Z while K,( T,,)[and hence both K (T,) and M (T,,)] tend to co. 
PROPOSITION 2.6. Suppose that T is an operator such that /I T” 11 < 1 for 
Somen>l.Then 
M(T)<~I’/~K,(T) [ <n’/2K(T)]. 
Proof. Simply consider the new inner-product norm 1.1 defined by 
lh12= llh112+ llTh112+. . . + IIT”-‘h112 (hEH). 
Since ~h~2-~Th~2=I~h~~2-IIT”h/~2~0, ITl<l. Evidently 
COROLLARY 2.7 Zf M (T”) < CO for some n > 1, then M(T) < CO also. In 
fact, 
Proof. Let 1. I 1 b e an inner-product norm such that ) T”) 1 < 1 and 
llhll~lhl~ G M(T”)llhlI (hEH). 
By the proposition, Ml(T) < n’/‘supkJ TkJ,, where M,(T) is computed with 
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respect to the norm 1. II. Since ) T”(, < 1, 
and by the inequalities relating /( * I/ and 1. II we conclude that 
M,(T)<n ‘I’M ( T” ) p<y )I Tk 11. 
Hence there is some inner-product norm 1. I2 such that ]T]a < 1 and 
Evidently, then, 
II4 G IhI,+ “2~(~n)~~II~~ll)~(~“)ll~II (hEIf). n II 
The main result in Holbrook [8] may be interpreted as an estimate for 
M(T) as well; in fact, an examination of the argument given in [8] yields the 
following. 
PROPOSITION 2.8. Suppose that T is an operator on the Hilbert s-pace H 
and that C is a contraction on the Hilbert space K. Zf A : H+K and 
B: K+H are operators, then 
)I 
l/2 
jlBl12+ 5 1JT”-BC”A112 . 
0 
As we have remarked in [8], one of the interesting applications of such 
results is to the theory of C?p classes (see also [18, Chapter 1, Sec. 111). An 
operator T on H is in the class ep if there is a unitary operator U on K > H 
such that 
T”=pP,U”lH (n 2 I), 
where PH is orthogonal projection of K onto the subspace H. Taking C= U, 
A to be the injection of H into K, and B=pP,, Proposition 2.8 tells us that if 
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= (4p2-4p+2)1’2. 
This inequality may be compared with the generalized von Neumann 
inequality (see Proposition 11.4 in Chapter 1 of [IS]): 
This inequality gives us information about K (T) rather than about M (T) and 
shows that 
K(T)<2p-1 [ =(4p2--4p+l)‘/“]. 
Here we assume that p > 1, since otherwise (that is, when T E C?p and p < 1) 
llT\l < 1, so that K(T)=M(T)=l.’ 
3. BEHAVIOR OF THE SEQUENCES m(K,d) 
The one-dimensional case (d = 1) is of no interest, since either K,(T) = 
K(T)=M(T)=l (if jlT\l<l) or K,(T)=K(T)=M(T)=oo (if llTll>l); 
hence m(K, 1) = 1 (1 < K < CO). Over spaces of dimension 2 or greater, it is 
easy to construct operators T with K (T) = K for any given value of K E 
[l,~]. Since M(T)> K(T), t i is clear that m(K, d) > K when d > 2. It is a 
curious fact that m (K, 2) = K, as the next theorem shows. 
THEOREM 3.1. If T is an operator on a complex Hilbert space of 
dimension 2, then M ( T) = K ( T). 
Proof. We may assume that the eigenvalues of T lie in D, for otherwise 
K,(T) = K (T) = M (T) = CO. It is clear from the definitions that when 0 < r < 
1, K (TT) < K (T) and M (rT) < M(T); hence, in view of Proposition 2.5, 
‘(Added in proof) It has come to our attention that Ok&o and Ando have found, in [19], 
the best possible estimate for M(T) when T E C?, . 
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Consequently we may assume that the eigenvalues are strictly 
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inside D. Let 
p be the fractional linear transformation that maps D onto D and carries the 
eigenvalues of T into symmetrically situated points of the form a, -Q 
(0 < a < 1) in D; note that if T has just one eigenvalue we take a = 0, but p is 
not uniquely determined in that case. Applying Proposition 2.2 with f = p 
and f=p-l, we see that K(T)=K(p(T)) and M(T)=(p(T)). We may 
therefore replace T by p(T) and assume that the eigenvalues are a, -a 
(0 < a < 1). 
Suppose that a > 0, and let u, u be unit eigenvectors such that Tu = uu 
and TV= -au. Let E= I(u,o)j; E< 1, since u and D must be independent. 
We may compute the operator norm of T in terms of a and E: 
u’[ 1+ I@-ZRea(u,v)] 
=max 
ZEC 1+z2+2Re5(u,u) 
=u 
by a routine calculation. If )I TJJ < 1, then K(T) = M (T)= 1 and there is 
nothing to prove. If, on the other hand, 
l<,,T,,=c~(+#~, 
we observe that for some E’ (0 < E’ < E) we have 
The norm calculation above shows that 11 Tll’= 1 when (1. jj’ is the norm 
induced by a new inner product (. , . )’ on our space H such that u and u 
remain unit vectors while 
(u,~)‘=(E’/E)(u,u). 
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Note that I(u, u)’ I= E ‘. Let M be the “distortion” involved in this change of 
geometry: that is, let M=m*/m,, where 
Then M (T) < M, since, for the (inner-product) norm [.I= (l/m,) 11. I/‘, 
llhll < IhI G Mllhll (h=c 
and 1 Z’I = 1. It is a consequence of Lemma 3.2 (proved below) that 
From the definition of E’, then, 
M=n l+E “’ 
c-1 l--E ’ 
and this, as we have seen, equals I/ T (I. The inequalities 
K(T)<M(T)<M=I\T(J<K(T) 
complete the proof in this case. 
There remains the case where a = 0. Here we may view T as the operator 
with matrix 
0 a 
[ I 0 0 (for some QI EC) 
on C2. Clearly ((T/I=\ 1 a , and we may assume that 1 a ( > 1 [otherwise K (T) = 
M(T) = I]. Let ( * I be the inner-product norm defined on H = C2 by 
Then certainly 
llhll G I4 G I4 Ilhll (h-f), 
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The proof above depended at one point on a special case of the following 
“straightening lemma”, an elementary geometric result. 
LEMMA 3.2. Suppose that the Hilbert space H is a vector sum U + V of 
two closed subspaces U and V situated at a definite “angle” determined by 
the parameter E (0 < E < 1) defined as follows: 
Let ( *, .)‘, [I . 11’ denote another inner product and its corresponding norm on 
H. Suppose that the two inner products agree on U and V, and for some E’ 
(O< E’<E) 
E’ 
(u,o)‘= -(z&o) 
E 
(UE U, oEV); 
to be specific, we are setting 
for each ul, u2 E U, q, u2 E V. Note that E’ is the parameter determining the 
angle between U and V with respect to the new geometry. Let 
llhll’ 
m* = h”% llhll 
Ilhll’ - and m*= inf - 
hEH llhll ’ 
Then the “distortion” M=m*/m* caused by this change of geometry is 
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Proof. To compute m* or m, we may assume that h has the form 
u + ZD, where u E U, c E V are unit vectors and ,z E C. Then 
1+ 1zj2+2ReiY(u,u)’ 
I+(z(2+2ReZ(u,ti) 
1+~.z~“+2(E’/E)JzJReeie(u,v) 
= 
1+1212+2)21Ree’B(U,u) ’ 
where Iz(eis= Z. Since (E’/E) < 1 and 
the supremum of the values obtainable for a given 1~1 is clearly 
1+ )~/~-2E’lzJ 
~+\z\~-ZEIZI ’ 
A routine calculation to maximize this expression with respect to (xl ( > 0) 
yields 
Similarly, 
(m,)2= min 
1+ (4”+2E’\zl 
Mao 1+1~1~+2Elzl 
_ l+E’ 
l+E ’ 
We next wish to point out that the techniques introduced in the proof of 
Theorem 3.1 may be used to improve on a result of P. Juneja and B. S. Yadav 
[lo]. In that paper the authors discuss certain generalized operator repre- 
sentations of 9, the space of polynomials in n variables with the uniform 
norm over the polydisk D”. Given an n-tuple A = (A,, . . . ,A,,) of commuting 
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operators on H, define the homomorphism @ by 
~(p)=p(A)=p(A,,...,A,) (PET”). 
The operators A are “polynomially bounded” in the appropriate multivariate 
sense if ]]@]]<oo. In [lo] the authors assume that hA,=O (j,k=l,...,n) 
and show that ]]@pl] < cc with a bound that depends only on cr = maxk 1) A, I/ . In 
the next theorem we find the exact value of /)@]I. 
THEOREM 3.3. Under the conditions of .Tun~a and Yadul; (detailed 
above) 
lI@lI=lVa [ =~~(~~ll~lII,~~~~llAnII~]~ 
Proof. Let H, be the closed subspace generated by u ;A,H, and let 
H, = H 8 H,. Suppose that p E 9’” has the form 
n 
P(” 1, , . . , z,,) = a + x bkxk + (higher-order terms). 
Consider h = h, $ h, (h, E Hk). Since A, H, = { 0} and 
p(A)=aZ+ i b,A,, 
we have 
~(14 IlhJ +balIh211)2+ (I4 Ilh211)2T 
where b=X;(b,J. Since /lh112= )lh,jj2+ llh2112, it is clear that I] p(A)]] < IIS\], 
where S is the transformation on C2 with matrix 
I4 ba 
[ I 0 I4 * 
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Now S = y (I’), where T has matrix 
variable z) of the form 
and y is any polynomial (in one 
4 (z) = 1 al + bz + (higher-order terms). 
Hence IIS II < K (T)llqlL and this is (l//a)]]q]] by the argument in the last 
paragraph of the proof of Theorem 3.1. Finally we note that a polynomial 9 
of the required form may be constructed as follows: let 0,0,, . . . ,O, be 
arguments such that 
lal=eiea, Ib,l=eiekbk (k=l,...,n), 
and set 
Since for this 9 we certainly have /I 411 < ]I pl(, we conclude that 
ll p(A)11 G llsll +.h)llqll +Va)li PII, 
so that ]]Ql( < (lv CX). On the other hand, consideration of the polynomials 
I,Z r,, . .,z, shows immediately that ]]‘D]] > (l//a). n 
For d > 2, the analysis of m(K, d) appears to be difficult. From a study of 
a special class of operators (see [9]) we know that the simple relation 
A4 (T) = K (T) does not hold in general for higher-dimensional operators; 
hence m(K,d) > K for (some) values of d >2. We obtain in the sequel an 
estimate for the rate of growth of m(K, d) as d increases, but this estimate 
grows alarmingly quickly, and we have little hope that it represents the true 
state of affairs (cf. Proposition 1.1). We remark that one consequence of our 
estimate is that each m(K, d) is finite. It does not seem easy to obtain this 
result more directly (by some kind of compactness argument, for example); 
part of the difficulty lies in the failure of the function M (.) to be continuous 
(cf. comments following Proposition 2.5). 
We first establish the following “perturbation lemma”, which supplies a 
technical step in our further analysis of m(K, d). 
LEMMA 3.4. Suppose that 0 is an eigenvalue of the finite dimensional 
operator T and that K (T) < CC. Then there exists a sequence {T,} of 
CRYF’TOCONTRACTIONS 245 
operators on the same space such that each TE, has E,, as an eigenvalue of 
multiplicity one, E,+O, TE,+ T, and K (T,)+K (T). 
Proof It will be convenient to consider the Jordan canonical form of T, 
which we can arrange to be 
with A, = 0, O’s below the diagonal, and elements indicated simply by * 
above the diagonal. Let T, be defined by the matrix with E in place of A,. 
Evidently the eigenvalues of q are {E, A,, . , . , A,,,}, so that E is of multiplicity 
one unless E coincides with A,. Certainly we can find a sequence &,,+O, each 
e,, having multiplicity one. It is clear that T,-+T. 
It remains to verify that lim,,, K (T,) = K (T). We shall show that, in fact, 
IIPKkPvwO 
uniformly over polynomials p : D-D. Let 
0 1 0 ... 0 
0 0 1 ... 0 
z= : : .* ‘. : 
b b ..: 0’ ; 
-0 0 ... 0 0 
be the (r X r) first Jordan block of T. Evidently the problem reduces to 
showing that )I p (2,) - p (2) I( +O uniformly in p, where 
t, 0 1 0 1 ... * 0 
z,= : : .* *. : . 
b b . ..: 0’ ; 
-0 0 1.. 0 o_ 
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An elementary calculation 
for the first row, which is 
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reveals that the matrix of Zen - Z” is null except 
l&” En-1 . . . E 0 *-* 01. 
Thus for any polynomial p(z) = Ctakzk, the matrix of p( Z,) - p(Z) has first 
row 
while every other element is 0. Now, assuming that 0 < E < 1, we have 
& ,-(n-1). L&2, rnOy ( p(e’“)(.sn(l-.s)-l 
Q e(l-8)-l. 
This estimate tends to 0 as &LO and is independent of the polynomial p 
(subject always to the condition p : D-+D). n 
THEOREM 3.5. For every finite value of d > 2 and K > 1, 
m(K,d) <2$(sd-P-1)Ksd-‘-r, 
Proof. The proof proceeds by induction on d, and is divided into the 
following steps: 
(a) Consider the operator T on a Hilbert space H of dimension d + 1, 
where d > 2 and K (T) < K. As we observed in the proof of Theorem 3.1, the 
fact that 
K(T)=F;K(rT) and M(T)= l$M(rT) 
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allows us to replace T by rT (T < 1) and assume that the eigenvalues of T lie 
strictly inside D. 
(b) Let h be such an eigenvalue, and let p be the fractional linear 
transformation mapping D onto D and X onto 0. By Proposition 2.2, 
K( @‘))=K(T) and M(p(T))=M(T). Replacing T by p(T) we may 
assume that 0 is an eigenvalue of T. 
(c) In view of Lemma 3.4, there is a sequence of operators T,, each 
with an eigenvalue of multiplicity one, such that T,+ T and K (T&K (T). 
Since M(T) < liminfM (T,) (by Proposition 2.5), it will be sufficient to find 
an estimate for M (T,) based on the assumption that K (T,) <K. Thus we 
may replace T by T, and assume that T has an eigenvahre of multiplicity one. 
Again, by introducing the appropriate fractional linear transformation, we 
may assume that eigenvalue to be 0. 
(d) Let u be a non-zero vector such that Tu = 0. There is an invariant 
subspace V for T such that dim V= d and u, V span H (since 0 has 
multiplicity one as an eigenvalue of T, we may define V as TH). Let S = TI V. 
Obviously K(S) < K(T) < K, so that M(S) < m, where we have set m= 
m(K,d). Let /.I1 b e a new inner-product norm on V such that 1 S 1 r < 1 and 
11~11 G I4 < mllf4 (oE V). 
Extend 1. II to all of H by setting 
where P is orthogonal projection (with respect to the original geometry) onto 
V. Since 
it is clear that 
II4 < I% < mllWl (hEH). 
Now 
so that lTll < mK. 
(e) We now have Tu=O, IT(V(,<l, and [T[,<mK, and we wish to 
estimate the (further) distortion necessary to make T a contraction. We may 
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assume that (u( 1 = 1. There is some yr E V such that 
(t4=(WA (oE V). 
Then 
I~+ul~=l+lulf+2Re(u,y,), (u E V). 
so that 
(Tol:~m2K2[l+101~+2Re(u,yl)l] (UEV). 
Replacing o by zu and choosing x E C so as to exert maximal “stress” on this 
inequality, we easily see that it is equivalent to 
Let ( *, .) and ( .I denote a new inner product and corresponding norm, 
agreeing with (. , .)I on V and u but such that for a certain y E V, 
<vu>= (QY)l (u E V). 
By the argument that led to (1) we see that 1 TI < 1 provided that 
Let T* denote the adjoint with respect to (a ,v)~ of the contraction TJV on V; 
then the right-hand side of (2) is [(I- ‘I’* T)‘/%l,, i.e., the value at u of a 
seminorm on V. By the Hahn-Banach theorem, there is a linear functional @ 
on V such that 
q yJ= (I Yll:+YIly2 (3) 
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and 
The Riesz representation of functionals on V yields w E V such that Q(u) = 
(0, w), for all 2) E V. Clearly (4) ensures that (2) holds for any y of the form 
y = tw where 0 < t < 1. Note that, as (2) implies that 
the new inner product is automatically positive definite. We shall set 
t=((y,(~-(Ty,($‘/2. Note that as u@V,(y,l,<lu[r=l, and, since (4) im- 
plies that [ wll < 1, we also have 
I Yll G t G I Ylll < 1. 
Our next task is to compute the distortion M involved in changing from 
the norm ( . II to I . [. Let x # 1 be one of the extreme values (maximum or 
minimum over 0 E V) of 
Let z! be a point at which the value x occurs, and consider the variation 
o+u + sa (S ER, a E V). We must have F’(O)G (0) = G’(O)F(O), where 
F(s)=l+Iu+sa~~+2Re(u+sa,y),, 
G(s)=l+Iu+salf+2Re(u+sa,y,),. 
Hence F’(0) = xG’(O), i.e., 
Replacing a by ia shows that the same relation holds for the imaginary parts, 
and we conclude that 
(a,u+ y)l=x(u,u+ yJ1 (a E v), 
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so that u+ y= x(v+ yr), or 
XY1-Y 
*=-CT 
Substituting this value in the equation F (0) = XG (0), we find that x must be a 
root of the quadratic equation 
Hence M2 is the ratio between the larger and smaller of the roots of this 
equation. Recalling that 
we see that 
(Yl>Y)l= t( y141= w( Yl)= t2, 
M2= 
2(1+“)+2R 
2(l-t2)-2R 
where 
Rationalizing the denominator, we obtain 
Recalling that 1 y(r < t and that t2= 1 yrIH-- ITyrl:, we see that 
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Finally, by (l), 
M2<4(1+(mK)“). 
(fj We now have ) T/ < 1 with 
m*/m,=M<2[l+(mK)2]1’2, 
where 
and m = min lhl 
* hEH [hII ’ 
It follows from (d) that 
Ihl IhI 1% -= 
llhll Ihl, llhll ’m*m (hEH) 
and that, similarly, 
Ihl 
~lhl~ >m*.l (hEH). 
Thus 
M(T) < m*m/m, =Mm<2[l+(mK)2]1’2m. 
Since m = m(K, d), we have the inequality 
m(K,d+l) <2m(K,d)[ 1+K2m2(K,d)]1’2. 
Replacing 1 by K 2m2( K, d ), we obtain the less precise inequality 
m(K,d+l) S23/2Km2(K,d). 
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(5) 
Using this and the fact that m( K,2) = K, the inequality of the theorem 
follows directly by induction. n 
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4. BEHAVIOR OF THE SEQUENCES m,(K,d) 
As we have explained in the introduction, Foguel’s well-known example 
of an operator T with K,( I’) < cc but M (T) = 03 suggests the unboundedness 
of the sequence {m,(K,d)}~zi, at least for some values of K. Lebow’s 
observation that K (T) = co suggests, in fact, that the sequence 
k,(K,d)=sup{K(zy: &l(q- 
and T is an operator on a space H of dimension d } 
might be unbounded. The following result verifies this suspicion for every 
value of K > 1. 
THEOREM 4.1. GiGen E >O, there exists a sequence of operators Fd 
(d= 1,2,3; . . ) such that K,( Fd) < 1 + E, Fd operates on a space of dimension 
2d, and K (Fd)+d 00. 
Proof. We must modify the Foguel construction in an appropriate way. 
Let H be the infinite-dimensional Hilbert space with orthonormal basis 
( e,, e2, e3, * . . fb fi> f3’ * . . a 
Let L be a fixed subset of the positive integers that is “sparse” in the 
following sense: 
Define the operator F on the span (finite linear combinations) of the basis 
elements by the rules 
Fe,,=e,_, (e,=O), 
Ff =A+1 if nBL, 
Ff* =fa+l +eelX if aEL. 
The claim is that F”f, is either fn+k or fn+k + ee,, &here p = 2a + 1 - k - n 
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for some (Y EL satisfying the relation 
a<n+k<2a+l. 
Moreover, the sparseness of L implies that there is at most one LYE L with 
this property. We suppress the details of these arguments, since they may be 
worked out just as in Foguel’s original paper [l]. Similarly, if 
Fkfn=fn+k+Eep and Fkf,=f,+,+eeq, 
then n#m + p# q, Hence, if A is the span of the e’s and B is the span of 
the f’s, we see that, for each f E B, 
Fkf=f’@Ee’ 
where 
.f’EB, llf’ll=llfll~ e’EA lle’ll g Ilfll. 
Moreover, it is clear that, for each e EA, 
FkeEA and [lFke[l < I(e((. 
It follows that (( Fkjl < 1 + E, since 
llFk (e@f )I/ ( IIFke@f’ll + lI4l 
In particular, F may be extended by continuity to all of H, and K,(F) < 1+ E. 
We shall base our proof that K (F) = co on the observation that Fe, = 0 
and yet er is a weak limit (# 0) of the form w-limk+oo F*h (for some h E H 
and n,<n,<-*+ ). In our modified version, in fact, 
el a+m = w-lim F2aL’fl/c. 
aEL 
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A direct proof that such behavior is impossible unless K (F) = 60 is included 
below under the heading of Lemma 4.2. The arguments (for the case E = 1) 
used by Foguel and Lebow to show that M(F) = 00 and K (F) = co are 
somewhat more specialized. 
Now let Hd be the 2d-dimensional subspace of H spanned by e,, . . ., 
ed,fi, . . . , fd, and define Fd on H, just as F is defined except that 
F&=0 if d@L, 
Fdfd = &ed if dEL. 
Virtually the same proof as for F shows that K,(F,) < 1+ E (F$=f’$ .ce’ as 
before, but we must allow the inequality )I f’ 11 < ]I f II). We remark that while 
Fd = P,,F) Hd, it is not true in general that this sort of “compression” 
preserves power-boundedness. 
It remains to show that K (Fd) -+d 00. Given any K < 00, there is some 
polynomial p ET such that 1) pII < 1 and 11 p(F)11 > K, since K(F)= co. Let 
h E H be such that \(hlJ = 1 and (1 p(F)hJ( > K. Clearly PHdh-+,h, so that for 
some do, (( p(F) ho/l > K, where h, is the projection of h onto Hd,. Now let N 
be the degree of the polynomial p. Because of the nature of F, 
so that p(F)h,= p(F,)h, p rovided that d > d,,+ N. Thus, when d > do+ N, 
K (Fd ) > 11 PcFd )hOll 
’ II k/l 
2 11 P(F,)h,ll= 11 P(F)holl >K. n 
LEMMA 4.2. Zf K(T) < co (i.e., T is polyrwmiully bounded) and g= 
w-lim,,, T%h, then 
Tg=O =+ g=O. 
Proof. The maximum modulus, Hahn-Banach, and Riesz representation 
theorems allow us to write 
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for some complex measure p on the unit circle. Hence 
where the second inner product refers to the space 
U is the unitary operator defined as multiplication by eie on that space, and 
f is the Radon-Nikodym derivative dp/d ( pi. By weak sequential compact- 
ness we have some a E G and some subsequence { mk} of { nk} such that 
w-lim, 77-f = a. Note that 
(a, 1) = (gzg) = II gl12, 
while for n > 0, 
( U”a, 1) = ( T”g, g) = 0. 
Let B={bEGJ(U”b,l) -+” O}. Clearly B is a closed subspace invariant 
under U and U-‘, and a E B. Let c, d be the orthogonal projections of 1, f 
(respectively) on the subspace B. Then, since a E B, U -“‘v E B, and U*d E 
B, we have 
IIgll”=(a~l)=(a,c) 
=lim( ci*f,c) =lim( f, U-Y) 
=lim(d,U-%)=lim(U*d,c) 
=lim( U-d, 1) 
=lim(U”d,l)=O. n 
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