Predicting rice (Oryza sativa) productivity under future climates is important for global food security. Ecophysiological crop models in combination with climate model outputs are commonly used in yield prediction, but uncertainties associated with crop models remain largely unquantified. We evaluated 13 rice models against multi-year experimental yield data at four sites with diverse climatic conditions in Asia and examined whether different modeling approaches on major physiological processes attribute to the uncertainties of prediction to field measured yields and to the uncertainties of sensitivity to changes in temperature and CO 2 concentration [CO 2 ]. We also examined whether a use of an ensemble of crop models can reduce the uncertainties. Individual models did not consistently reproduce both experimental and regional yields well, and uncertainty was larger at the warmest and coolest sites. The variation in yield projections was larger among crop models than variation resulting from 16 global climate model-based scenarios. However, the mean of predictions of all crop models reproduced experimental data, with an uncertainty of less than 10% of measured yields. Using an ensemble of eight models calibrated only for phenology or five models calibrated in detail resulted in the uncertainty equivalent to that of the measured yield in well-controlled agronomic field experiments. Sensitivity analysis indicates the necessity to improve the accuracy in predicting both biomass and harvest index in response to increasing [CO 2 ] and temperature.
Introduction
Rice (Oryza sativa) is the staple food for nearly half of the world's population and its productivity under future climates is crucial for global food security (Godfray et al., 2010) . Rice is grown under a wide range of environments, from the humid tropics to the temperate zones, and the impact of climate change is likely to differ regionally (Wassmann et al., 2009) .
The impact of climate change on crop production has been assessed using ecophysiological process-based crop models combined with climate models (Tao et al., 2008) . However, different crop models are used in different studies, and uncertainties associated with such crop models are rarely assessed. This is in contrast to the systematic use of a multiple number (or 'ensemble') of models commonly practiced in the estimation of the direction, magnitude, and uncertainties of future climate change (Meehl et al., 2007a,b) . A comprehensive review on simulated future crop yields was presented by Easterling et al. (2007) . In general, increasing temperatures are projected to have a negative effect on yield, but elevated carbon dioxide concentration [CO 2 ] will attenuate the reduction by promoting photosynthesis and biomass production, and the magnitude of the overall effects is uncertain and depends on the regions (varying from low to mid to high latitudes). Unfortunately, however, the sources of uncertainty were not identified because individual simulations were taken from independent studies at different sites with various growth and management conditions.
The Agricultural Model Intercomparison and Improvement Project (AgMIP) was launched in 2010 to assess the impacts of climate change on agricultural production and food security using process-based crop models along with climate and economic simulations . The Agricultural Model Intercomparison and Improvement Project also emphasizes efforts to quantify the sources of uncertainty in yield prediction for major crops, and the identification of options to reduce that uncertainty. Within AgMIP activities, a protocol for crop model comparison has been proposed and recently applied to wheat models (Asseng et al., 2013) and maize models (Bassu et al., 2014) , with the models considerably differing in their prediction of wheat or maize yield response to climate factors. Unlike wheat and maize, most rice is produced in submerged paddy conditions, and associated uncertainties may be different from temperate upland crops. We, the AgMIP Rice team, used 13 models to estimate uncertainties in yield and biomass predictions and to test the hypothesis that an ensemble of models reduces uncertainty. Simulations were made for irrigated paddy conditions as this system produces 75% of the total rice production (Maclean et al., 2002) . All models were evaluated against field experiments and regional yield records at four sentinel sites in different ecological zones in Asia.
Materials and methods

Datasets
Four sentinel sites, Los Baños (Philippines), Ludhiana (India), Nanjing (China), and Shizukuishi (Japan) were chosen to represent contrasting rice-growing areas in Asia (Table 1) . Six to eight field experiments at each site were available for model evaluation. From each site, only the treatments with full irrigation and fertilizer supply aimed at potential crop growth were used for calibration (see details in Simulation analysis section). In addition, regional statistical yield data for 1980-2009 were collected from local government publications, which can be retrieved from the following sources: for Los Baños, the GIS research group, Social Sciences Division, International Rice Research Institute, Philippines; for Ludhiana, Statistical Abstract of India, Ministry of Agriculture, Government of India and Statistical Abstract of Punjab, Department of Agriculture, Government of Punjab; for Nanjing, Statistical Yearbook of Nanjing at http://www.njtj.gov.cn/2004/; and for Shizukuishi, Annual rice production statistics by municipality, Japan, and Ministry of Agriculture, Forestry and Fisheries, (1980-2010) , data available at http://www.maff.go.jp/j/tokei/kouhyou/sakumotu/sakkyou_kome/index.html#c. Daily weather data during the experiments, and for baseline years 1980-2010, were obtained from weather stations on-site.
Rice models and their classification
Thirteen models differing in structure, forcing variables and input parameters were used (Table S1 and S2, hereafter, 'S' before table/figure numbers is used to indicate supplementary material). These models cover almost all the major activities of modeling field-level performance of rice growth and yield in response to variable climatic conditions. They commonly use daily climatic factors such as solar radiation and temperature as their input variables. Twelve of the 13 models consider crop response to [CO 2 ] (Table S2 ). All models provide at least three fundamental output variables; growth duration, biomass and grain yield. The 13 rice models can be classified according to how they model the following three major subprocesses that are highly relevant in determining yield responses to climate changes.
Phenology or growth duration. All models use temperature as a major driver for the progress of developmental stages (Table S2 ), but functional forms for the developmental rate are different. Models were grouped into the following two categories ( Table S2 ): those that use a linear or nonlinear temperature response function with an upper or asymptotic limit for the developmental rate, and those with a function with an optimum temperature above which the developmental rate decreases with the temperature increase.
Net primary or biomass production. Net primary production is driven typically by solar radiation and [CO 2 ], and in some models is also moderated by temperature (Table S2) . But models differ in complexity and/or empiricity. For net primary production, we grouped the 13 models into three categories: models based on the canopy radiation use efficiency (RUE) (Monteith & Moss, 1977) , those based on the light-response curve of single-leaf photosynthesis and its integration to the canopy (LRC) (De Wit, 1978) , and those based on the Farquhar-von Caemmerer-Berry biochemical model of leaf photosynthesis and its integration to the canopy (FvCB) (Farquhar et al., 1980) . Spikelet fertility in response to temperature. Yield sensitivity to temperature can vary substantially, depending on whether models account for spikelet sterility, which is one of the major sources of yield variation under extreme conditions, as affected by heat or cold. We therefore grouped the 13 models, according to whether or not the models account for temperature-induced changes in spikelet sterility (Table S2 ). It is expected that spikelet sterility greatly decreases crop sink size and harvest index.
Simulation analysis
Four sets of simulations were created and implemented by the 13 crop models:
In the 'blind' simulation, for each site, each model used its own default set of parameters for rice with minimum calibration only for crop phenology to estimate rice growth and yield under both ambient [CO 2 ] (NOAA ESRL data) with on-site weather and [CO 2 ] of 360 lmol mol À1 with the historic 30-year baseline weather conditions. In the calibration and validation simulation, additional experimental data on crop yield and time courses of leaf area index and biomass of crop organs were provided from a subset of the experiments (specified in Table 1 and Figure S1 ), to allow full calibration of the parameters of each model. Individual modelers were requested to choose among four methodologies for this calibration (Table S3) , and the differences in the calibrated parameter values from the 'blind' simulation stage are given in Table S3 . The calibrated models were then evaluated against the remaining independent dataset of the experiments (Table 1) .
In the sensitivity analysis, the models with calibrated parameters were run for each site with the crop management settings of an experimental treatment presented in Table 1 ).
In the climate change simulation, the calibrated models were run at each site using the crop management settings of the treatments in the field experiment and the 30-year midcentury (2040 to 2069) temperature projections with 16 global climate model (GCM)-based sub-scenarios under the A2 emission scenario reported in the SRES (Special Report on Emission Scenario) (Easterling et al., 2007) . The sub-scenarios were based on the outputs of 16 GCMs for the midcentury from the CMIP3 (Third Coupled Model Intercomparison Project) Multimodel Dataset (Meehl et al., 2007a) . Specifically, we firstly calculated monthly temperature increments between the 1980-2009 and 2040-2069 from each scenario. These increments were added to the measured daily minimum and maximum temperature data for 1980-2009 according to month, while other climatic factors (such as solar radiation and relative humidity) were not modified. Thus, the future weather data used in this study had the same magnitude of interannual and intraseasonal variation as that of the baseline weather data. Details of these procedures are given in the AgMIP Climate Team protocols . [CO 2 ] was common across 16 GCM-based climate scenarios and held constant at 556 lmol mol
À1
, which is the predicted [CO 2 ] for the midtime point of the period between 2040 and 2069 under the A2 emission scenario.
All simulated and measured yield refers to rough rice yield (i.e., the unmilled grain plus the hull) at 14% moisture, whereas biomass refers to the total above-ground biomass of the whole crop at the time of harvest at 0% moisture content.
Data analysis
For all models, simulated yield and biomass of the 'blind' simulation as well as the calibration and validation simulation were compared with field observations, and goodness-of-fit was assessed using common statistic metrics (Table S4) . Interannual variability in simulated yield using the calibrated models and the historic weather data under [CO 2 ] of 360 lmol mol
À1
was compared with the variability in regional yield data.
Regional yields are affected by both year-to-year climatic conditions and long-term changes in climate and technologies. -Yadav et al., 2011a, b) . ‡NAU = Nanjing Agricultural University, Nanjing, China (Unpublished dataset, please contact data owner if detail is needed). §NIAES = National Institute for Agro-Environmental Sciences, Tsukuba, Japan; NARO/TART = National Agricultural Research Organization/Tohoku Agricultural Research Center (Kim et al., 2003) . **The initial four-digit number stands for the year. MT stands for the soil moisture treatments; Continuous flooding (MT), alternate wet and dry (AWD) field water management with irrigation applied to have 50 mm depth of surface water when the soil water tension at 20 cm increased to 20 kPa (MT1), at 40 kPa (MT2) and at 70 kPa (MT3). All treatments were kept continuously flooded at 50 mm standing water for the first 15 DAT prior to commencement of the irrigation treatments. † †Values followed by N is the rate of N application in kg ha
. ‡ ‡V1 and V2 are the varieties, and their names are given in the genotypes descriptions in this table.
To evaluate year-to-year climatic effect on simulated yields based on the fixed cultivation management and constant [CO 2 ] with observed yields, we firstly extracted the trend component in the observed yields, assuming that this reflects the effects of technological improvement and [CO 2 ] elevation over the years. Then we corrected the observed yields with the trend component to estimate de-trended yields.
The specific de-trending procedures are as follows; (i) To examine how an ensemble of multiple models affects the uncertainty of predicted yield, we first computed mean of predicted yields with different numbers of ensemble models, ranging from 1 to 13 [Eqn (1)];
where P ij is the predicted yield by model i for the experiment j and P n;j is the average of predictions by n models for the experiment j. In this study, we defined uncertainty (U n , %) as the ratio between the summation of the absolute deviation of P n;j from measured yield of the experiment j, O j , and the summation of the experimental yields [Eqn (2)];
where k is the number of experiments used for the evaluation.
For each number of model ensemble (n), we calculated U n for all possible combinations of models (i.e. C n 13 ¼
13!
n!ð13ÀnÞ! times) to determine the range of uncertainty at a given number of models.
Results
Model performance in representing field measurements
In the low-calibrated 'blind' simulation state, the ensemble mean and median of predicted yield and biomass from all models were mostly within the 95% confidence interval of measurements (Fig. 1, label M) . While the difference between the means of predictions of all models and the means of the measurements reached up to 17%, the yield predictions of individual models differed as much as twofold, beyond the 95% confidence limits of measured yields (Fig. 1a-e) . The ensemble mean of predicted yield in blind and calibration simulations in each treatment was also similar to the measured yield and biomass, which differed substantially among the treatments, sites and years ( Figure S1 ). Predictions and metrics for goodness of fit also differed substantially among the models (Table S4) . After thorough
Fig. 1 Measured and simulated above-ground biomass (a-d) and grain yield (e-h) of rice for 13 models at the four sentinel sites. Bc, 'blind simulation' (calibrated for phenology only); C, simulation after detailed model calibration; M, measured values with 95% confidence intervals based on 3 to 4 replicated measurements of treatments in each site. The boxes present the 25-to-75 percentile, whiskers (i.e., the horizontal dashes linked to boxes by vertical lines) present the 10-to-90 percentile, thick and thin dashes in boxes are mean and median of all model prediction, and black dots are the simulated results outside the 10-to-90 percentile.
calibration, model performance improved significantly ( Fig. 1, label C) , and the difference between the means of predictions and measurements was less than 10% in all cases.
Simulation of historic and future rice yield
The interannual variability in yield simulated by the models for baseline of 30 years showed good agreement with the de-trended regional yields at all four sites if averaged over the 13 models ( Fig. 2a-d) .
The yearly deviation of the simulated yields significantly correlated with that of the de-trended yields (r = 0.422, P < 0.001), with the root mean square error 8.9% for the observed deviations ranging from À79.3% to 16.9% (Fig. 2) . Variability in the observed yields was largest at Shizukuishi, where the growingseason air temperature was lowest (18.5°C). Year-toyear variation at Shizukuishi was predicted to be reduced under future climate with higher temperatures (20.2°C, Fig. 2h ).
We also assessed rice production under the midcentury climates, based on GCM-based scenarios generated from the outputs of 16 climate models under a relatively high emission scenario (A2; SRES, 2000) . The relative change in grain yield under midcen- tury climates from the baseline varied from À46% to 80% among sites and models (Fig. 3) . The different crop models predicted modest changes in yield (À8% to 28%) at Los Baños and Nanjing (Fig. 3a, c) , but substantial differences among the crop models were observed at the other two sites. The crop models did not agree even in the direction of yield change at Ludhiana, ranging from À51% to +78% (Fig. 3b) . On the other hand, mean yield changes over the crop models were similar across different climate scenarios, except for the warmest site, Ludhiana.
Modeled response to rising CO 2 and temperature (Table 2 ). The decrease in yield with increasing air temperature was highest at Ludhiana as this site experienced the highest temperatures in the current conditions (Fig. 4) (Fig. 4j, n) . The substantial variation in Figs 3 and 4 may be explained by differences in the model approaches used to reproduce temperature and [CO 2 ] effects on crop phenology, net primary production and spikelet ertility.
Response of growth duration to the changes in temperature was different among models and sites ( Figure  S3 ). All models predicted a shorter growth duration with the increases in temperature at Shizukuishi, but at the other three sites, models disagreed; some predicted a shorter duration whereas others predicted a prolonged duration as the temperature rose by more than 3°C. As expected, models with an upper or asymptotic limit to the developmental rate at high temperatures (red dots in Figure S3 ) consistently showed a shorter duration with temperature increases. Substantial variation occurred in the upper temperature range among the models having an optimum temperature (a) (b) (c) (d) Fig. 3 Relative change in simulated grain yields by models under 16 GCM-based climate scenarios under the A2 emission scenario (S1 to S16). The projected changes of annual mean temperature at each site, which were averaged across all climate models ranged from 1.3 to 2.1°C ( Figure S4 ). The average grain yield of 30-year (2040-2069) simulations was used to develop the change in grain yield for each scenario relative to the average simulated yield using baseline years in individual models. The boxes and whiskers present the variation in relative change among models. The thick and thin dashes in boxes are mean and median of the relative change in all model predictions. Figure S4 ) and grain yield (Fig. 4) decreased with increasing temperature and increased with rising [CO 2 ], and variation among models increased with the increase in temperature and [CO 2 ]. Despite different model structures for net primary production, the models did not show a distinct 'structure-related' pattern for the biomass response to temperature ( Figure S4a-h) , or for the response to [CO 2 ] (Figure S4i-p) . However, FvCB-type (Table S2 ) models (black dots in Fig. 4 ) tended to show smaller variation in the response to [CO 2 ] among models and across sites, whereas RUE-type models (opentriangles) showed larger variation among models and across sites (Fig. 4i-p) . Most RUE-type models showed a limited response to [CO 2 ] at Shizukuishi ( Figure S4i,  p) , but a stronger response at the other sites. The variation among models within the LRC-type (open-circles) was moderate.
Harvest index (HI) was highly sensitive to changes in temperature ( Figure S5a-h ). Most models predicted a decreasing HI with rising temperature, with a few exceptions at the cooler Shizukuishi site, in which some models predicted an increase in HI (Figure S5d, h) . Apparently, models that account for heat and/or coldinduced sterility (red dots) showed a higher sensitivity of HI to temperature. Variation among models was particularly large at higher temperature ranges at Los Baños and Ludhiana, and at low temperature (À3°C) at Shizukuishi. [CO 2 ] had a limited effect on HI compared to temperature under current climate (Fig. S5i-p) , but models tended to predict a decrease in HI with increasing [CO 2 ]. The decrease in HI with rising [CO 2 ] was particularly pronounced in a few models under a +3°C condition at Los Baños and Ludhiana ( Figure  S5m , n).
Ensemble model prediction of yield
Ensemble modeling significantly decreased the uncertainty of projecting measured yield at the four sentinel sites (Fig. 5a, b) . The means of predictions of all models reduced uncertainty to about 5% of measured yields (Fig. 5b) , whereas any single model did not provide predictions with uncertainties of less than 10% across all locations. The uncertainty of prediction decreased rapidly with the increasing number of models used for ensemble predictions. Variation in measured yield, caused by variation among replicates, sampling errors, and measurement errors in agronomic field experiments, is typically around 15% (Belder et al., 2007) . To obtain a similar uncertainty in model prediction, at least eight low-calibrated models or five well-calibrated models were needed.
Discussion
Confidence in predicting rice yield
Model performance showed the limited capability of individual models to consistently reproduce yield over different experimental conditions (Fig. 1) . Calibration with detailed crop growth data from a subset of the experiments reduced the range of 10 to 90 percentile of yields predicted among models by 48% to 57% for total biomass (Fig. 1a-d ) and 7% to 46% for grain yield ( Fig. 1e-h) . A similar reduction in model-to-model variation due to calibration was reported for the wheat and maize uncertainty evaluations (Asseng et al., 2013; Bassu et al., 2014) , but the magnitude of the reduction was less in our study than in the case of wheat or maize. The reasons for this are not clear, but even with calibrated models, predicted yields had a larger variation among models compared to 95% confidence interval of the experimental data, except at Nanjing. On the other hand, the mean of 13 models, even at the blind simulation stage (except for Los Baños where the uncertainty of predicted grain yield was 17%), represented the experimental yield with less than 10% uncertainty for all climate conditions (Fig. 1) . The mean of the 13 calibrated models also showed good agreement with observed trends in the interannual yield variability in the 30-year historical yield data, suggesting that current models can collectively capture yield fluctuations over 30 years ( Fig. 2a-d) . The models used in this study take into account only the environmental effects of temperature, radiation, humidity, and [CO 2 ], and were run under scenarios of full irrigation and adequate access to nutrients. In practice, farmers may experience effects of pests, diseases, weed infestations, and possible suboptimal management of water and nutrients, which all affect crop growth and yield formation. Nevertheless, the good agreement between modeled yield variability and de-trended regional yield variability obtained by farmers suggests that the models can capture a substantial amount of yield variability caused by environments and inter-annual variation in temperature and radiation.
Model uncertainty increases at both low and high temperatures
Differences among the models in the predicted yields and 30-year historical yield variability were noted at the coolest (Shizukuishi) and warmest (Ludhiana) sites (Fig. 1e-h, Fig. 2a-d) , suggesting that uncertainty increases at both low and high temperatures. The increased variability in predicted yield among the models with increases in temperature in the sensitivity analysis supports this observation for the high-temperature sites (Fig. 4a-h ). This variability is large because the models differ substantially in the way, and in the extent to which, extreme temperature is modeled to affect crop phenology and yield formation, particularly grain setting and/or harvest index (Zhang & Tao, 2013) . At Shizukuishi, the variation among the crop models was smaller for biomass predictions than for grain yield predictions (Fig. 1d, h ). Cool spells in midsummer occur frequently in northern Japan; low temperatures at the microspore stage result in coldinduced sterility, thereby substantially reducing yields. Overall, reproductive growth of rice is highly sensitive to both high-and low-temperature extremes (Satake, 1976; Satake & Yoshida, 1978; Jagadish et al., 2007) , and uncertainty in the predictive power of crop models in capturing the effects of temperature extremes is still large (Hasegawa et al., 2011) .
Variation among the models in future yield projections is site-dependent Climate data for the midcentury (2040-2069) were generated from outputs of 16 climate models under a relatively high emission scenario (A2; SRES, 2000). Nevertheless, variation among crop models in the prediction of interannual yield variation increased from past 30-year his-(a) (b) Fig. 5 Uncertainty of mean rice yield predicted by a different number of models. The uncertainties were expressed as the deviation (%) of the mean simulated yield across the models from the experimentally measured yield (a, b). Boxes and whiskers present 25-to-75 and 10-to-90 percentile ranges of uncertainty, respectively. The thick and thin dashes in boxes are the mean and median of prediction uncertainty, respectively. The black dots are relative changes beyond the 10-to-90 percentile. The broken lines in panels a and b indicate the 15% uncertainty presumed representative of typical field measurements (Belder et al., 2007) .
toric values at Ludhiana, remained unchanged at Los Baños and Nanjing, and decreased at Shizukuishi (Fig. 2e-h ). The decrease in inter-model variation at Shizukuishi resulted from the reduced occurrences of cool spells under future climates, whereas, at Ludhiana, extreme high temperatures in certain years under future climates induced severe yield reductions in some models, but not in all (Figs 3 and 4) . Site-dependent variation was also underlined in the yield change relative to the baseline climatic conditions (Fig. 3) . The crop models predicted a modest decrease and similar yield response (À8% to 28%) at Los Baños and Nanjing (Fig. 3a, c) , but substantial differences among the crop models were observed at the other two sites. In particular, predicted yield change at Ludhiana ranged from À51% to +78% among the models (Fig. 3b) . It is worth noting that the variation in temperature increases among climate subscenarios was similar across different sites. This suggests that the large variation in yield prediction due to climate subscenarios at Ludhiana was not because of a larger variation in temperature increases but because of the higher sensitivity of crop models to elevated temperature. Globally, climate projections generally agree that the projected temperature increase is smaller at low latitudes than high latitudes (Meehl et al., 2007b) . Given relatively small increases in temperature, however, uncertainty in yield predictions could be amplified by higher yield sensitivity to temperature at low latitude where the baseline temperature is already high as was seen by Rosenzweig et al. (2014) . Improvements in both crop models and climate models are strongly needed for these regions.
Sources of uncertainties
The large variation among models in simulated yield responses to increases in temperatures and [CO 2 ] (Fig. 4) originated from the variation in responses of biomass ( Figure S4 ) and HI ( Figure S5 ). We attempted to determine whether biomass responses depended on the types of net primary productivity modeling, but there was no strong indication as to which type varied more than the others did ( Figure S4 ). However, simple RUE-type models showed larger variation among models and sites, whereas FvCB-type models showed generally consistent effects of [CO 2 ] across sites ( Figure  S4i-p) . This is, at a first glance, counterintuitive because FvCB-type models account for the [CO 2 ] 9 temperature interaction on leaf photosynthesis; C 3 photosynthesis is enhanced more by elevated [CO 2 ] at a higher temperature than at a lower temperature (Long, 1991) . The RUE approach is generally simple, in some cases assuming that RUE is independent of temperature, but most RUE-type models in this study have a temperature limitation factor on RUE (Table S2) , which generated the site-and temperature-specific response to [CO 2 ] ( Figure S4) . Thus, the [CO 2 ] 9 temperature interaction was simulated either mechanistically or empirically, but our quantitative understanding of it is still limited. Furthermore, the [CO 2 ] 9 temperature interaction on field-grown rice can be complicated by photosynthetic acclimation to elevated [CO 2 ] (Lin et al., 1997; Adachi et al., 2014) , which has not been captured well by most existing crop models (Yin, 2013) .
A diverse response of growth duration was observed at +3°C or higher temperature ranges at all sites, except in Shizukuishi ( Figure S3 ). This was because of the different functions used for temperature response (Zhang & Tao, 2013) . Models with an optimum response of development rate to temperature showed a rather prolonged growth duration at high-temperature ranges, whereas models with asymptotic response showed shortened growth duration at almost all temperature ranges. While evidence exists for decreased developmental rate under high temperature above the optimum (Yin et al., 1996) , limited temperature range under field experimental conditions makes it difficult to obtain robust parameter estimations, which results in a large variation in predicted growth durations among models (Van Oort et al., 2011) . Nevertheless, biomass response to increasing temperatures was rather consistent across models ( Figure S4 ), indicating that increased respiration and/or reduced photosynthesis (e.g., due to increased senescence) at high temperatures overrode a positive effect through prolonged growth duration. Experimental evidence, however, does not necessarily support reduction in biomass by high temperature (Kim et al., 1996a; Ziska et al., 1997; Cheng et al., 2009) , suggesting that none of our models account for plant acclimation to high growth temperature. The gap between modeled and observed difference in response to temperature is an important area for model improvement.
Evidence exists that HI is highly sensitive to heat because of increased occurrence of spikelet sterility (Kim et al., 1996b; Prasad et al., 2006) . Some models account for the direct impact of heat-induced sterility, but those without the direct effect also showed a decrease in HI with the increase in temperature ( Figure  S5a-h) . They include the differential effects of temperature on sink size and/or source capacity and/or on vegetative and grain-filling periods. These mechanisms also need to be examined in more detailed experiments that determine critical processes affecting HI in response to increasing temperature.
Simulated HI tended to decrease with increasing [CO 2 ] (Figure S5i-p) . In early Free-Air CO 2 Enrichment (FACE) studies, HI was slightly decreased under elevated [CO 2 ] (Kim et al., 2003; Yang et al., 2006) , but recent FACE studies showed that the effect of [CO 2 ] on HI was more negative under both low-and high-temperature conditions than under moderate temperature conditions (Shimono et al., 2008; Hasegawa et al., 2013) . Some chamber studies reported that elevated [CO 2 ] increased heat-induced spikelet sterility (Matsui et al., 1997) , presumably because of reduced transpirational cooling and increased canopy or panicle temperature under elevated [CO 2 ] (Yoshimoto et al., 2005) . Some models do account for this, but most rice models used in this study do not take canopy or panicle temperature effects into account. In our sensitivity simulation exercise, five out of 12 models predicted a significant negative [CO 2 ] 9 temperature interaction on yield, whereas seven models predicted an insignificant negative interaction. Moreover, any [CO 2 ] 9 temperature interaction on grain yield can be rice genotype-specific and may be modulated by diurnal temperature difference and other climatic factors such as drought and humidity (Cho & Oki, 2012) . We need to increase our field observations of these interactions on subprocesses of yield formation to improve our understanding and quantification on yields in crop models.
A rice model ensemble helps to reduce uncertainty
Based on our results with 13 rice crop models, one could argue whether any single model can be reliably used to predict rice yields under a range of environments. Even after the calibration of each model across four sentinel sites that represent different climatic environments, differences in predicted yields among models, in specific years and sites, or as 30-year averages, were often up to 100% (Figs 1  and 2 ). Differences in model-predicted yield and experimentally measured yield at our sentinel sites varied from 5% to 60%, depending on the site, management practices, and rice cultivars. No single model consistently provided reliable predictions of yield across sites, management practices, rice cultivars, and years.
Despite considerable variation among models for response to CO 2 , temperature and their interaction, we consider the ensemble predictions as an indication of the likely response of rice to those two climate change factors. The ensemble response of all crop models used in the study (mean) showed that predicted response to CO 2 was an increase of 20.6% to 26.2% with a doubling of CO 2 from 360 to 720 lmol mol À1 (Fig. 4i-l , Table S3) with the ensemble differences being associated with warm vs. cool sites. The ensemble response appears to be almost the same as literature-reported responses (Horie et al., 2000; Ainsworth, 2008) . Similarly, the crop model ensemble response (mean) to temperature suggested that rising temperature will reduce yield at all sites, with reductions of 4.8% at the coolest site (Shizukuishi) to 27.3% at the warmest site (Ludhiana) for +3°C, and 27.9% to 55.2% reduction for +6°C (Fig. 4a-d , Table 2 ). The ensemble model response to increased temperature is also close to literaturereported response (Hatfield et al., 2011) . The absolute difference between measured and predicted yields was reduced by using an ensemble of any of the 13 rice models. The use of an ensemble of at least eight models calibrated only for phenology, or five models calibrated in detail against well-controlled field experiments, can result in yield predictions with 15% uncertainty (Fig. 5) , which is equivalent to the typical deviation level of measured yield in agronomic field experiments (Belder et al., 2007) . Despite inherent differences in the growing environments between rice and wheat crops, the number of models required for robust estimation was strikingly similar to that presented by the AgMIP Wheat team (Asseng et al., 2013) and Maize team (Bassu et al., 2014) . Given the current accuracy of rice crop models, we suggest that the use of multiple crop models gives a better yield prediction than a single model across a range of environments. However, reduction in uncertainty under historic climatic conditions does not imply reduced uncertainty for the future. Currently, an effort is underway to test and improve the modeling of [CO 2 ] and temperature sensitivity against response data by collaborating with previous and ongoing FACE and chamber studies.
Supporting Information
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