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Semiclassical quantization rules compactly describe the energy dispersion of Landau levels, and
are predictive of quantum oscillations in transport and thermodynamic quantities. Such rules - as
formulated by Onsager, Lifshitz and Roth - apply when the spin-orbit interaction dominates over
the Zeeman interaction (or vice versa), but does not generally apply when the two interactions are
comparable in strength. In this work, we present a generalized quantization rule which treats the
spin-orbit and Zeeman interactions on equal footing, and therefore has wider applicability to spin-
orbit-coupled materials lacking a spatial inversion center, or having magnetic order. More generally,
our rule describes the Landau quantization of any number of nearly degenerate energy bands – in
any symmetry class. The resultant Landau-level spectrum is generically non-equidistant but may
contain spin (or pseudospin) degeneracies. To tune to such degeneracies in the absence of crystalline
point-group symmetries, three real parameters are needed. We have exhaustively identified all
symmetry classes of cyclotron orbits for which this number is reduced from three, thus establishing
symmetry-enforced ‘non-crossing rules’ for Landau levels. In particular, only one parameter is
needed in the presence of spatial rotation or inversion; this single parameter may be the magnitude
or orientation of the field. Signatures of single-parameter tunability include (i) a smooth crossover
between period-doubled and -undoubled quantum oscillations in the low-temperature Shubnikov-de
Haas effect, as well as (ii) ‘magic-angle’ magnetoresistance oscillations. We demonstrate the utility
of our quantization rule, as well as the tunability of Landau-level degeneracies, for the Rashba-
Dresselhaus two-dimensional electron gas – subject to an arbitrarily oriented magnetic field.
I. INTRODUCTION
In the semiclassical theory of a Bloch electron in a mag-
netic field, quantization rules not only serve as a compact
description of the energy dispersion of Landau levels,
they also form the basis for a quantitative theory of quan-
tum oscillations in transport[1] and thermodynamic[2]
quantities. The original formulation of the rule – by
Onsager[3] and Lifshitz[4, 5] – neglects the effect of
spin-orbit coupling. While subsequent generalizations by
Roth[6, 7], Mikitik[8], and the present authors[9, 10] ac-
count for the spin-orbit effect, such quantization rules
apply only when the spin-orbit splitting of energy bands
is much stronger (or much weaker) than the Zeeman in-
teraction.
A quantization rule that treats the spin-orbit and Zee-
man interactions on equal footing has yet to be formu-
lated. Such a rule would be especially relevant to spin-
orbit-coupled materials lacking a spatial inversion center,
or having magnetic order. The energy bands of these ma-
terials carry a spin-half degree of freedom, and the spin
degeneracy of energy bands is weakly lifted by spin-orbit
coupling or magnetic ordering. A prototypical example
is given by a two-dimensional electron gas (2DEG) with
Rashba spin-orbit coupling:
HR =
~2k2
2m
+ ~α(kxσy − kyσx). (1)
Given a magnetic field in the −z direction, and focusing
on energies much greater than mα2, the cyclotron orbits
[illustrated in Fig. 1(a)] are split in k-space with a differ-
ential area δS that is much less than their average area
S[11]:
δS = 4pimαkE/~ S = pik2E ; kE :=
√
2mE
~
. (2)
S is equivalently the area of the constant-energy contour
in the absence of spin-orbit coupling (α=0).
Our work presents a generalized rule to describe the
Landau quantization of nearly-degenerate energy bands,
for which spin-orbit-split bands is but one example.
By the near-degeneracy condition, we generally mean
that the ratio of differential to average area is small:
|δS/S|1. Our proposed rule relies also on a second con-
dition – that S is much larger than the inverse square of
the magnetic length l=
√
~/eB; this is the standard semi-
classical condition in the Onsager-Lifshitz-Roth theory.
By treating both |δS/S| and 1/l2|S| as small parameters
with finite ratio l2|δS|, our perspective diverges from and
generalizes single-parameter semiclassical theories[6, 8–
10, 12–16].
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2FIG. 1. (a) Solid (resp. dashed) lines illustrate the band dis-
persion of an electron gas with (resp. without) Rashba spin-
orbit coupling. The oriented circles illustrate the spin-orbit-
split orbits for a magnetic field pointing to −z direction. (b)
The zeroth-order orbit o0 is indicated by a dashed circle with
area S; δS is the differential area between two spin-orbit-split
orbits. The spin texture is indicated by purple arrows.
The inverse ratio 1/l2|δS| measures the hybridization
of nearly-degenerate orbits by the Zeeman interaction. In
the regime l2|δS|1, the Onsager-Lifshitz-Roth quanti-
zation rules apply independently to two concentric (but
decoupled) orbits. In the opposite regime l2|δS|1,
the spin-orbit splitting of energies is negligible, and we
may then apply the known quantization rule for exactly-
degenerate bands[6–10]. Our unifying rule provides the
smooth interpolation between these two known regimes.
Equivalently stated, we have extended the applicability of
quantization rules to the intermediate regime (l2|δS|∼1)
where the Zeeman interaction is comparable with the
spin-orbit interaction; previously, such rules were known
only when one interaction dominates over the other. This
extension allows to formulate semiclassical quantization
rules for spin-orbit coupled materials in any symmetry
class – with or without spatial inversion symmetry, with
or without time-reversal symmetry. The unifying rule
is presented in Sec. II for nearly-degenerate bands with
a spin-half (or pseudospin-half) degree of freedom. As
elaborated in Sec. VI, the most general formulation of
our rule is applicable to any number of nearly-degenerate
bands of any symmetry.
In Sec. III A, we demonstrate the utility of this rule
for the Rashba-Dresselhaus 2DEG with an arbitrarily-
oriented magnetic field. A sufficiently strong in-plane
field not only moves the Dirac point but tilts the Dirac
cone over – into a type-II[17–19] Dirac point. In Sec.
III B, we investigate the Landau-Zener tunneling dynam-
ics that occur in the vicinity of a II-Dirac point; in
particular, we will demonstrate that our quantization
rule can account for quantum tunneling between nearly-
degenerate bands – a phenomenon known as interband
breakdown[10, 20–22]. We will also critically evaluate a
recent claim[23] of perfect Klein tunneling at the energy
of the Dirac point – we find that such tunneling is never
perfect with a proper account of the Zeeman interaction.
Sec. IV applies our quantization rule to determine how
many real parameters are needed to tune to a pseudospin-
half degeneracy in the Landau-level spectrum. This de-
generacy may be exact if Landau-quantized wave func-
tions transform in different unitary representations of
a spatial symmetry; absent such a symmetry, it is still
possible for the repulsion between two Landau levels to
be anomalously weak – this notion of a Landau-level
quasidegeneracy is formulated in Sec. IV A. In close anal-
ogy with the Wigner-von Neumann ‘non-crossing rule’ in
quantum mechanics[24], we find that three tunable pa-
rameters are needed to attain a Landau-level quasidegen-
eracy – in the absence of crystalline point-group symme-
tries (cf. Sec. IV B). We have further determined sym-
metric variants of the Landau-level non-crossing rule, for
any spacetime symmetry that occurs in crystalline solids;
our results are summarized in Tab. I-II. In particular,
we highlight that in the presence of a spatial rotation or
inversion symmetry, only a single tunable parameter is
needed to attain a Landau-level quasidegeneracy (cf. Sec.
IV C 1); this single parameter may be the magnitude or
orientation of the field, or the Landau-level index itself.
In Sec. V B, we propose a signature of single-parameter
tunability in the low-temperature Shubnikov-de Haas
effect[1]: a smooth crossover between period-doubled and
-undoubled quantum oscillations. For a harmonic analy-
sis of quantum oscillations, we present in Sec. V A a gen-
eralized Lifshitz-Kosevich formula that inputs our quan-
tization rule and outputs harmonics. In particular, we
show that destructive interference of the fundamental
harmonic is always tunable by a single parameter, lead-
ing to a beating pattern in the high-temperature quan-
tum oscillations; the beating nodes recur aperiodically in
1/B, due to a competition between spin-orbit splitting
and the Zeeman interaction.
We conclude in Sec. VI by summarizing the technical
results of this work, highlighting certain key equations,
and presenting an outlook for future investigations.
II. QUANTIZATION RULE
Let us heuristically argue for the form of such a rule; a
more pedagogical and rigorous approach is elaborated in
App. A. We consider independent electrons described
(at zero field) by a translation-invariant Hamiltonian:
Hˆ0+δHˆ. This decomposition is such that energy bands
of Hˆ0 are D-fold degenerate at every crystal wavevector
k, while δHˆ is a weak perturbation that lifts this degen-
eracy at generic k. For conceptual simplicity, we focus
on D=2 spin degeneracy, and postpone the general for-
mulation for D≥2 to App. A. Hˆ0 is commonly exempli-
fied by the Schro¨dinger Hamiltonian, and δHˆ by a non-
centrosymmetric spin-orbit interaction; alternatively, Hˆ0
may be a centrosymmetric Pauli Hamiltonian (with spin-
orbit coupling), while δHˆ describes a lattice deformation
that breaks the spatial-inversion symmetry.
Let us apply a magnetic field, and first consider the
spin-degenerate Landau levels obtained by neglecting
both δHˆ and the Zeeman splitting. In the semiclassi-
3cal description, we are interested in field-induced dynam-
ics within a low-energy degenerate band of Hˆ0 with dis-
persion ε(k), e.g., ε(k)=~2k2/2m+O(k4) in the Rashba
model. Landau quantization is well-known to derive from
the Peierls substitution ε(k)→ε(K)[25], with the kine-
matic quasimomentum operator K:=k+(e/~)A(i∇k)
and A(r) being the electromagnetic vector potential.
Assuming that the field is aligned in the −z direc-
tion, [Kx,Ky]=il
-2. The semiclassical solution corre-
sponds to cyclotron revolutions of an electron around a
constant-energy contour of ε(k) [see Fig. 1(b)]; this con-
tour, equipped with an orientation given by the equation
of motion (~dkα/dt=l-2αβ∂ε/∂kβ , with xy=−yx=1),
shall be referred as the zeroth-order orbit o0. In this
work, we focus only on closed orbits which do not wrap
non-contractibly around the Brillouin torus.
The quantization rule for Landau levels reflects
the single-valuedness of the semiclassical (WKB)
wavefunction[26] over o0, i.e., the phase accumulated by
an electron (over one cyclotron period Tc) is an integer
multiple of 2pi: (l2S(E)+γ)/2pi∈Z. The leading-order
phase is the classical action l2S:=−l2 ∫ Tc
0
kxk˙ydt; S has
a dual interpretation as the signed area (positive for elec-
tron like orbits) in k-space enclosed by o0, as illustrated
in Fig. 1(b). γ is a subleading Maslov correction[27] that
generally equals pi times the rotation number r of o0 (i.e.,
the number of rotations made by the tangent vector over
one cycle)[10]; for orbits that are deformable to a circle,
r=±1. In the zeroth-order solution, all Landau levels are
spin-degenerate with a level spacing
εc :=
2pi
l2|∂S/∂E| :=
~2
ml2
:=
h
Tc
. (3)
Here, εc and Tc are respectively the cyclotron energy and
period of the zeroth-order orbit, and m is the effective
mass. Henceforth, ‘degeneracy of Landau levels’ should
be understood as a spin degeneracy.
To the first order, δHˆ and the Zeeman interaction in-
duce a subleading phase offset (λa) which generically dif-
fers for the two orthogonal spinor states (labelled a=1, 2):
l2S(E) + λa(E,B) + γ = 2pin, n ∈ Z, a = 1, 2. (4)
This implies that the spin-degeneracy of Landau levels is
split by approximately εc|λ1−λ2|/2pi. The phase offsets
λa can be viewed as Floquet quasienergies[28] of a time-
periodic, perturbative Hamiltonian (H) that governs the
dynamics of the spinor wavefunction. λa is obtained from
eigenvalues {eiλa}2a=1 of a time-evolution propagator –
the time-ordered exponential
A:=exp
[
− i
~
∫ Tc
0
H(k(t))dt
]
, (5)
with k(t)∈o0 a periodic function determined by the semi-
classical equation of motion. H has the two-by-two ma-
trix form:
H = δε+B
(
Mz − gsµB sz~ + eαβXβvα
)
:= δε+BM,
(6)
δε is the projection of δHˆ to the degenerate band sub-
space of Hˆ0. δε is assumed to be traceless; this property
is guaranteed if δHˆ represents a spin-orbit coupling term
that breaks the spin SU(2) symmetry of Hˆ0;[29] more
generally, one may always absorb the traceful part (of
the projection of δHˆ) into the definition of ε(k). In the
basis of energy-split bands (which we label by + and
− for bands corresponding to the outer and inner orbit
respectively), δε is a diagonal matrix whose diagonal en-
tries (δε+, δε−=−δε+) are related to the hybridization
parameter:[30]
−
∫ Tc
0
(δε+−δε−)dt~ ≈ l
2δS. (7)
The remaining terms in Eq. (6) describe a general-
ized Zeeman interaction BM which is the first-order-in-
B correction to the Peierls-Onsager Hamiltonian ε(K)[6,
12, 13]. Included in this interaction is the Zeeman cou-
pling to the spin (gsµBsz/~) and orbital (Mz) magnetic
moment[31] of the nearly-degenerate band; the latter is
expressible in terms of matrix elements of the velocity
operator Πmn = i〈ψm|[Hˆ0, rˆ]|ψn〉/~ between Bloch wave
functions ψnk:
[Mz]mn =
ie~
2
′∑
l
Πx,mlΠy,ln −Πy,mlΠx,ln
m − l . (8)
Here, the summation in l does not include the two nearly-
degenerate bands. There is finally a geometric contribu-
tion to the Zeeman interaction, which involves the two-
by-two non-Abelian Berry connection[32, 33] as well as
the zeroth-order band velocity:
Xβ,mn=i
〈
um
∣∣∂un/∂kβ〉, vα := 1~ ∂ε∂kα , (9)
with {un}2n=1 the periodic component of Bloch functions.
Eqs. (4-9) allow us to determine λ1,2 to the lowest order
in 1/l2|S| and |δS/S|, and for arbitrary finite values of
l2|δS| and |BM|/δε±. We remark that the quantization
rule is invariant under basis transformations within the
nearly-degenerate band subspace (see App. A). In subse-
quent case studies, it may be analytically convenient to
adopt a k-independent basis for H, if such a basis exists;
the non-abelian Berry connection – defined with respect
to this basis – vanishes.
A. Recovering the Onsager-Lifshitz-Roth
quantization rules in two limits
It is useful to compare δε with BM in the basis of
energy-split bands (labelled ±): in the two regimes where
4one dominates over the other, Eqs. (4-9) reduce to the
known Onsager-Lifshitz-Roth rules for (i) two indepen-
dent, nondegenerate orbits, and for (ii) degenerate orbits.
(i) If |ε+−ε−| is everywhere (along o0) much greater
than B|M+−|, then an electron would undergo adiabatic
(band-conserving) dynamics[34] along two independent,
nondegenerate orbits. Such an adiabatic regime always
exists as B→0 for nearly-degenerate orbits that do not
intersect. (Such intersection occurs, e.g., at a type-II
Dirac point, which is the subject of the case studies in
Sec. III B and Sec. IV D.) By neglecting BM+− in favor
of intraband elements, A reduces to a diagonal matrix
with diagonal entries (eiλ±) given by:
λ± = −
∫ Tc
0
H±± dt~ = ±
1
2
l2δS −B
∫ Tc
0
M±± dt~ . (10)
Eq. (4), combined with Eq. (10), may be identified as
the Onsager-Lifshitz rule[3–5] for two independent, non-
degenerate orbits of areas S±δS, and with subleading
phase corrections that were first identified by Roth[7][35].
With the perturbative inclusion of BM+−, λ± [cf. Eq.
(10)] would then be expressible as a Laurent series in
B, with a leading term proportional to 1/B; this will be
confirmed in a subsequent case study [cf. Eq. (13)] and
applied to understand beatings in quantum-oscillatory
phenomena [cf. Sec. V].
(ii) Let us consider the opposite regime where the Zeeman
splitting due to BM is much greater than (δε+−δε−).
Eqs. (4-9), withH≈BM, may then be identified with the
quantization rule (formulated previously by us[9, 10]) for
degenerate orbits of any symmetry.[36]
The quantization rule, as summarized by Eqs. (4-9), is
the technical accomplishment of this work; the remainder
of this work is focused on unpacking its physical implica-
tions. We will first demonstrate the utility of our rule in
case studies where the adiabatic approximation is invalid,
and δ competes with BM. There are two conceptually
different ways in which the adiabatic approximation may
fail: (i) if the spin-split orbits are symmetric under con-
tinuous rotations (as they are for the Rashba 2DEG),
then adiabaticity may be lost over the entire orbit [cf.
Sec. III A]. (ii) For asymmetric spin-split orbits, adia-
baticity may be lost in the vicinity of a single isolated
point, where orbits intersect at a type-II Dirac point [cf.
Sec. III B]. In Sec. IV, we investigate how many real pa-
rameters are required to tune λ1=λ2 (mod 2pi), which
would imply a (near) degeneracy of Landau levels.
III. CASE STUDY: RASHBA 2DEG WITH
ARBITRARILY-ORIENTED FIELDS
A. Rashba 2DEG with an out-of-plane field
In this section, we apply our rule to the Landau levels
of the Rashba model [cf. Eq. (1)], for which analytic,
closed-form solutions exist for verification[37].
For simplicity, we assume that the Pauli matrices in
Eq. (1) correspond to spin: si=~σi/2. Let us evalu-
ate the effective Hamiltonian H(k) along the cyclotron
trajectory o0 with radius k. In the energy basis of the
Rashba Hamiltonian HR [cf. Eq. (1)],
H(k) = −~αkτz+gs⊥
2
µBBτx−eB~
2m
(τx − I)αβkα∇βθ,
(11)
where τi are a new set of Pauli matrices with τz=+1 and
−1 corresponding to the outer and inner orbits, respec-
tively. eiθk=(ikx−ky)/k is the angle of the in-plane spin-
splitting field (−~αky, ~αkx, 0) of HR [cf. Eq. (1)], which
winds once over o0; the spin of our basis vectors likewise
winds, in parallel (or anti-parallel) alignment with this
field (see Fig. (1)(b)). Terms proportional to the rate
of spin rotation (∇kθ) originate from the non-Abelian
Berry connection. The first term of H corresponds to
the spin-orbit-induced splitting of the energy-degenerate
bands; the remaining terms may be interpreted as B-
induced deformations of the bands. The orbital moment
term BMz, which generally couples the two-band sub-
space (of interest) to all other bands, is absorbed into
the Zeeman spin interaction with a phenomenological g-
factor gs⊥[38]. It is well-known that the Zeeman term
tends to polarize spin in the direction of B; remarkably,
the non-Abelian Berry term also has a polarizing effect,
but with opposite sign. These two effects completely can-
cel for free electrons (with gs⊥ = 2 and m equal to the
free-electron mass m0), but not generically in band sys-
tems.
Due to the continuous rotational symmetry of HR,
∇kθ has magnitude 1/k and lies tangential to o0; con-
sequently, H is constant along o0, and the propagator
simplifies to A=e−iHTc/~ without time-ordering, and the
phase corrections to the quantization rule are simply the
eigenvalues of H multiplied by Tc:
λ± = ±1
2
√
(l2δS)2 + pi2(gs⊥m/m0 − 2)2 + pi. (12)
This is a function of the differential area δS [cf. Eq. (2)]
and the effective mass m. The standalone pi term is the
single-band Berry phase associated to the winding of θk
by ±2pi. The two quantities under the square root origi-
nate from the spin-orbit energy splitting δε and the inter-
band matrix elements of BM (in the basis of zero-field
bands).
In the weak-hybridization regime: l2δS 
pi|gs⊥m/m0−2|, we may expand Eq. (12) as a Lau-
rent series in B:
λ± = ± l
2δS
2
+ pi ± pi
2
4
(gs⊥m/m0 − 2)2
l2δS
+O(B2). (13)
Eq. (4), combined with the first two terms on the right-
hand-side of Eq. (13), may alternatively be derived from
the standard Onsager-Lifshitz rules for two independent
orbits, with a common pi Berry-phase correction for each
5orbit[39]: l2(S±δS)/2pi∈Z. Higher-order terms in Eq.
(13) reflect the field-induced hybridization of the spin-
orbit-split orbits. Eq. (13) has been partially obtained by
Mineev for the Rashba model[40]; he missed the second
term in (gs⊥m/m0 − 2) [cf. Eq. (13)], due to his neglect
of the interband Berry connection.
In the strong-hybridization regime where
l2δSpi(gs⊥m/m0−2), λ±≈±pigs⊥m/2m0 mod 2pi,
which corresponds to the Zeeman splitting of Landau
levels by gsµBB, in the absence of the spin-orbit
interaction.
Our quantization rule [Eq. (4) with Eq. (12)] may be
compared with the exact Landau-level spectrum of the
Peierls-substituted Hamiltonian HR(K) (plus the Zee-
man coupling to spin). The exact levels[37] are given
implicitly by
n± =
l2S
2pi
+
l2δS
16pi
δS
S
± 1
2
√(
l2δS
8pi
δS
S
)2
+ (l2δS)2 + pi2
(
gs⊥m
m0
− 2
)2
, (14)
with the functional forms of δS(E) and S(E) provided in
Eq. (2); n+≥1 and n−≥0 here are integer-valued labels
for two distinct sets of levels. In the near-degenerate
(δS/S  1) and semiclassical (1/l2S  1) regime, with
finite l2δS, the two terms in Eq. (14) involving δS/S may
be neglected, and Eq. (14) reduces to our quantization
rule with λ± given by Eq. (12).
With the further inclusion of the Dresselhaus spin-
orbit interaction in Eq. (1), no closed-form analytic so-
lution (of the Landau levels) is known. We may anyway
verify the validity of our approximation scheme – by com-
parison with the Landau levels obtained from numerical
exact diagonalization; this is carried out in App. B.
B. Case study of breakdown: Rashba 2DEG with
tilted field
Our next case study involves orbits that (nearly) touch
at a type-II Dirac point[17, 18] – an asymmetric variant
of the conventional Dirac point (as will be introduced
below). Quantum tunneling localized to a type-II Dirac
point (in short, a II-Dirac point) is known to be math-
ematically equivalent to Landau-Zener breakdown, with
the electric force replaced by the Lorentz force[22, 23, 41].
Here, we will demonstrate how Landau-Zener dynamics
emerge from our quantization rule [Eqs. (4-6)], and ex-
plore (for the first time) how these dynamics are modified
by the Zeeman effect. In particular, we will show that the
perfect Klein tunneling predicted by O’Brien et al [23] is
never perfect with a proper account of the Zeeman effect.
We begin again with the Rashba model [cf. Eq. (1)] of a
rotationally-symmetric Dirac cone. To convert this Dirac
point to its asymmetric variant, let us introduce a Zee-
man coupling to an in-plane magnetic field B‖ (parallel
to the +y direction):
HRZ =
~2k2
2m
+ δε; δε = dxσx + dyσy,
(dx, dy) := (−~αky, ~αkx + Z‖), Z‖ := gs‖µBB‖/2.
(15)
While this field breaks both time-reversal (T ) and two-
fold rotational (C2) symmetries, the composition C2T
is preserved as σxH
∗
RZ(k)σx=HRZ(k), which constrains
spin to lie in-plane at each k. In this symmetry
class, Dirac nodes are irremovable but movable in two-
dimensional k-space. The in-plane Zeeman field has the
dual effect of moving the Dirac node to the position:
k¯x = −Z‖~α, k¯y = 0, 0 =
Z2‖
2mα2
, (16)
and tilting the Dirac cone. To observe this tilt, consider
the linearized Hamiltonian in the vicinity of this node:
H = ~α
[(
σy − Z‖
mα2
)
δkx − σxδky
]
+ 0. (17)
When |Z‖| > |mα2|, the Dirac cone tilts over in the x
direction, leading to a Lifshitz transition of the constant-
energy band contours – from circular to hyperbolic (in
the linearized approximation), as illustrated in Fig. 2(a).
An over-tilted Dirac cone shall be referred to as type-II.
Our case study of a II-Dirac point connects two electron-
like pockets [cf. Fig. 2(a,b)], and differs from previous
case studies[22, 23] that connect an electron- and hole-
like pocket.
In addition to the in-plane field, let us also
apply an out-of-plane field B⊥, with associated
magnetic length l⊥=
√
~/eB⊥, cyclotron energy
ε⊥c :=~2/ml2⊥:=~ω⊥c :=h/T⊥c and Zeeman coupling to
the spin magnetic moment: Z⊥:=gs⊥µBB⊥/2. We
shall assume 1/l2⊥S1, where S is the area of the
zeroth-order orbit (with effective mass m and radius
kE=
√
2mE/~). For energies much greater than mα2
and Z‖, the nearly-degeneracy condition (δS/S1) is
met, where δS is the differential area induced by both
spin-orbit and in-plane Zeeman couplings [see Fig. 2(b)].
The smallness of 1/l2⊥S and δS/S (with finite ratio l
2
⊥δS)
justifies our application of the quantization rule [Eqs.
(4-6)], with the effective Hamiltonian:
H(t) = ~α(kxσy − kyσx) + Z‖σy − Z⊥σz. (18)
Here, t is a time variable which parametrizes the zeroth-
order orbit: k(t)=(−kE cosω⊥c t, kE sinω⊥c t). In the
momentum-independent spin basis of Eq. (18), the non-
Abelian Berry connection X [in Eq. (6)] vanishes, hence
the generalized Zeeman interaction B⊥M simply reduces
to the Zeeman coupling to the spin moment: Z⊥σz.
As alluded to in Sec. II, the adiabatic limit of two in-
dependent orbits does not exist if the two spin-orbit-split
orbits exactly intersect at a II-Dirac point. To investi-
gate this failure of adiabaticity, let us study the Landau
6FIG. 2. (a) illustrates the cyclotron orbits of the Rashba
2DEG in a tilted magnetic field. The inset illustrates an en-
larged view of near II-Dirac point. (b) illustrates the cyclotron
orbit at the energy of the II-Dirac point; a Klein-tunneling
electron will follow a trajectory that resembles the edge of a
Mo¨bius strip. The orbit is drawn over the spin-splitting field
(dx, dy) of the degeneracy-lifting Hamiltonian δε [cf. Eq. (15)].
The wavefunction along the inner (resp. outer) component
of the Mo¨bius-strip orbit has its pseudospin aligned parallel
(resp. anti-parallel) to the spin-splitting field. (c) schemati-
cally illustrates Landau levels near the II-Dirac point (in the
weak-hybridization regime). The dashed line represents the
Onsager-Lifshitz-Roth quantization of the Mo¨bius-strip orbit
[cf. Eq. (24)], and the solid line incorporates the first-order
correction [cf. Eq. (25)] due to tunneling. (d) The black solid
line is the plot of δEn [cf. Eq. (25)], which is the energetic
correction due to deviations from perfect Klein tunneling; for
comparison, the red dashed line shows the numerically-exact
deviations obtained from exact diagonalization. This compar-
ison is made for the Landau levels closest to 0.45eV and with
even Landau-level index n; for the parameters we have chosen
(m=0.076m0, α=1.5×105cm/s, Z‖=1meV and gs⊥ = 2), the
II-Dirac point lies at 0.5eV.
levels at energies close to the II-Dirac point (0). We fo-
cus first on the regime where, on average (over o0), the
energy splitting |δε+−δε−| [cf. Eq. (15)] is much greater
than B⊥|M+−|. Equivalently, we are in the regime where
~αkEε⊥c .[42] This implies that the split orbits do not
appreciably hybridize – except in the vicinity of the II-
Dirac point where orbits (nearly) touch. Near this touch-
ing point (where t=0), the dynamics of a spinor electron
is described by linearizing H [cf. Eq. (18)] with respect
to t:
H = −~αkEω⊥c t σx + (Z‖ − αkE)σy − Z⊥σz, (19)
The eigenbasis of σx corresponds to two diabatic lev-
els with characteristic slope vd:=~αkEω⊥c ; near t=0,
the diabatic levels anticross due to the hybridization
terms proportional to σy,z. Generally, the probability
of tunneling across the hybridization-induced barrier is
ρ2= exp(−2piµ¯), with µ¯=Eg2/2vd~ and Eg the energy
gap at the center of the anticrossing[43, 44]; in this con-
text,
µ¯ =
Z2⊥ + (Z‖ − αkE)2
2~αkEε⊥c
, (20)
with 2~αkE the spin-orbit splitting at energy E [cf. Fig.
1(a)]. In the absence of the out-of-plane Zeeman cou-
pling (Z⊥=0), µ¯ would vanish at the energy of the II-
Dirac point – leading to unit-probability Klein tunnel-
ing, as was first proposed by Ref. 23 in a different
model of the II-Dirac point. However, with a proper
account of Z⊥, we find instead that µ¯ has a nonvanish-
ing minimum: µ¯min:=(gs⊥m/m0)(Z⊥/4~αkE), which is a
product of the dimensionless effective mass and the ratio
of the out-of-plane Zeeman splitting over the spin-orbit
splitting. This minimum may be significant for semi-
conductor heterostructures (e.g., gs⊥m/m0∼1 in InAs
heterostructures[45]) and for heavy-fermion systems.
To determine the Landau levels, one needs not just
the probability for tunneling but also the phase of the
probability amplitude. The full information is encoded
in a scattering matrix[20, 22]
S =
(
τeiϕ¯ −ρ
ρ τe−iϕ¯
)
, ρ = e−piµ¯, τ =
√
1− ρ2 (21)
which is a connection formula that matches the two-
component semiclassical (WKB) wavefunction across the
Dirac point. This formula has been expressed in the ba-
sis of Zeeman-modified energy bands [i.e., eigenvectors
of Eq. (18)]; diagonal (resp. off-diagonal) elements of S
are amplitudes for intraband transmission (resp. inter-
band tunneling). The phase of the intraband amplitude
is ϕ¯:=µ¯−µ¯ ln µ¯+arg[Γ(iµ¯)]+pi/4 with Γ the gamma func-
tion.
Away from the II-Dirac point, an electron un-
dergoes adiabatic (band-conserving) dynamics. The
time-ordered, coherent process of Landau-Zener tunnel-
ing/transmission and adiabatic dynamics is described by
the propagator:
A =
(
τeiϕ¯ −ρ
ρ τe−iϕ¯
)(
eiλ˜− 0
0 eiλ˜+
)
. (22)
The adiabatic phase λ˜± is the sum of a dynamical phase
±l2δS/2 and the single-band Berry phase φB±, for the
outer (+) and inner (−) orbit respectively. At ener-
gies far above the Dirac point (|E−0||Z⊥|) where the
Zeeman interaction is negligible, both orbits encircle the
Dirac point and hence φB±≈±pi; far below the Dirac point,
neither orbit encircles the Dirac point, leading to φB±≈0.
At intermediate energies, φB+ (resp. φ
B
−) is a continuous
and decreasing (resp. increasing) function of energy, as
supported by the Bloch-sphere argument in Fig. 3.
Our quantization rule [Eqs. (4-6)], with A having the
7FIG. 3. Solid-angle representation of the single-band Berry
phase φB± for inner (subscript −, upper panel) and outer (+,
lower panel) orbit, at various energies close to the Dirac-point
energy 0 [cf. Eq. (16)]. The decomposition of the effective
Hamiltonian [cf. Eq. (18)] into Pauli matrices (H=∑j Hjσj)
defines a three-vector H=(−αky,αkx+Z‖,−Z⊥). φB± equals
half the solid angle subtended by ∓H(k) [solid blue line] as
k is varied along the outer/inner orbit[32]; the orientation of
the solid angle is indicated by blue dotted lines. The out-of-
plane Zeeman interaction lifts H out of the x− y plane, but
this effect is significant only over a fraction (∼ Z⊥/~αkE) of
the cyclotron period.
form of Eq. (22), may be equivalently expressed as
cos
[
Ω− + Ω+
2
]
= τ cos
[
Ω− − Ω+
2
+ ϕ¯
]
,
with Ω± = l2(S ± δS/2) + φB± + γ±, (23)
Ω± are phases acquired by an electron in adiabatically
traversing the orbits labelled ±, respectively; the quan-
tum Maslov correction γ±=pi for circular orbits. A quan-
tization rule analogous to Eq. (23) was previously derived
by us for a II-Dirac point that intermediates an electron-
and hole-like orbit[22].
In the limit µ¯→∞, Landau-Zener tunneling is negligi-
ble (τ→1, ϕ¯→0), and Eq. (23) simplifies to the Onsager-
Lifshitz-Roth rules (Ω±/2pi∈Z) for two independent or-
bits.
For any nonzero field, 0<τ<1 implies that the two in-
commensurate harmonics (Ω+±Ω−) in Eq. (23) compete
to produce a quasirandom Landau-level spectrum[20].
That is to say, the spectrum is disordered on the scale
of nearest-neighbor level spacings but has longer-ranged
correlations. To appreciate this, let us analyze the Lan-
dau levels (near the Dirac point) perturbatively in the
small parameter τ . To zeroth order, Eq. (23) reduces to
2l2S(E0n) + pi = 2pin→ {E0n(B)}n∈Z. (24)
To derive the above equation, we have utilized
φB−+φ
B
+=0, which is valid for any two-band model in
the nearly-degenerate regime[46]; in Fig. 3 this is re-
flected in the sum of solid angles (at fixed energy)
equalling 4pi. Eq. (24) may be interpreted as a quan-
tization rule for a trajectory on a Mo¨bius strip with
net area 2S=4pimE/~2; the corresponding Landau levels
(sketched by solid lines in the upper panel of Fig. 2(c))
are periodic in E→E+pi/l2(∂S/∂E) and in l2→l2+pi/S.
FIG. 4. A schematic diagram of Landau level dispersion (solid
lines) with respect to B for nearly-degenerate orbits. δλ is
plotted in the colored background. Landau level quasidegen-
eracies occur at δλ ≡ 0 ≡ 2pi (indicated by red dashed lines).
Both periods are approximately half that of either dis-
connected orbit, in the assumed nearly-degenerate regime
δSS. The pi correction in Eq. (24) is the Berry phase
associated to a 2pi rotation of the wavefunction spin over
a single Mo¨bius orbit, as illustrated in Fig. 2(b). The
Maslov phase, which is generally equal to pi times the ro-
tation number of an orbit, is trivially 2pi for the Mo¨bius
orbit.
To recapitulate, E0n(B) [cf. Eq. (24)] exhibits a peri-
odicity on short scales associated to the large area of the
Mo¨bius orbit. This short-scale periodicity is lost due to
imperfect Klein tunneling, yet a longer-range correlation
(associated to the smaller differential area δS between
spin-split orbits) persists, as shown by the first-order-in-
τ correction:[47]
δEn(B) =
(−1)n
2pi
τε⊥c cos
(
l2δS
2
+
φB+ − φB−
2
− ϕ¯
)
≈ (−1)
n+1mα2(E − 0)(ε⊥c )1/2
2
√
pi~2Z3/2‖
cos
(
l2δS
2
− ϕ¯
)
, (25)
with the right-hand side (of each line) evaluated at
E=E0n(B). The second line is an approximation for
Z⊥→0, and has greater utility where gs⊥mm0. For
two adjacent Landau levels, we have plotted E
(0)
n + δEn
as dashed lines in Fig. 2(c). The validity of Eq. (25)
is further supported by a comparison with numerically-
exact Landau levels, as illustrated in Fig. 2(d).
IV. TUNING THE (PSEUDO)SPIN-HALF
DEGENERACY OF LANDAU LEVELS
The Landau levels derived from Eq. (4) are generically
non-equidistant, and the spin-half (or pseudospin-half)
degeneracy between Landau levels is generically lifted
due to the subleading corrections (λ1,2). As argued in
Sec. II, the level splitting is approximately εcδλ/2pi with
δλ = |λ1 − λ2|. Conversely, Landau levels are approxi-
mately spin-degenerate if λ1=λ2 (mod 2pi) – this degen-
eracy condition for the eigenvalues of A typically requires
fine-tuning of some Hamiltonian parameters.
8In Sec. IV A, we will relate the eigenvalue-degeneracies
of A to the (near) degeneracies of Landau levels. We
then ask how many tunable real parameters are needed
to attain an eigenvalue-degeneracy of A. Our answer is 3
in the absence of crystallographic point-group symmetry,
as discussed in Sec. IV B; the answer may reduce to 0, 1
or 2 depending on the symmetry class of the orbit, as
will be explained in Sec. IV E. Before this general sym-
metry classification, we will first develop physical intu-
ition by studying two rotationally-symmetric models [cf.
Sec. IV C and IV D] where only one tunable parameter is
needed – this can be the magnitude of the B field itself.
A. Relating the eigenvalue-degeneracy of A to the
quasidegeneracy of Landau levels
Fig. 4 illustrates a typical Landau-level dispersion
in the near-degeneracy regime (δSS) of the Rashba
2DEG (in an out-of-plane field). Each solution of the
quantization rule [cf. Eq. (4)], with fixed a ∈ {1, 2} and
n ∈ Z, defines a curve in (E,B)-space that we indicate by
a solid black line. The condition of eigenvalue-degeneracy
for A:
λ1(E¯, B¯) = λ2(E¯, B¯) + 2mpi, m ∈ Z (26)
defines a distinct set of curves [red dashed lines in Fig. 4]
– for the symmetry class of the Rashba 2DEG. (For other
symmetry classes, the eigenvalue-degeneracy for A may
instead define a set of points, or may generically have no
solution in (E,B) space.) The two sets of curves (solid
and dashed) intersect at isolated points where Landau
levels are spin degenerate – to the accuracy of our quan-
tization rule. In principle, such an intersection may cor-
respond to an exact degeneracy, if the associated Landau
levels belong to different unitary representations of a spa-
tial symmetry – this subject will be partially addressed in
subsequent subsections, but a systematic group-theoretic
analysis is involved and will be left to future investiga-
tions.
Moving away from these intersection points, the repul-
sion between paired Landau levels remains anomalously
weak (in a manner that will be quantified in Eqs. (28-
29) below) in the immediate vicinity of the red dashed
lines, as illustrated by the purple-shaded regions in Fig.
4. From a pragmatic standpoint, a typical experiment
may not be able to distinguish an exact degeneracy from
an anomalously weak degeneracy (in short, a quasidegen-
eracy), due to the smearing effects of temperature and/or
disorder[48]. The existence of quasidegeneracy lines (i.e.,
lines of solutions to Eq. (26)) imposes a distinct signa-
ture on the low-temperature Shubnikov-de Haas effect, as
will be elaborated in Sec. V B. We are thus motivated to
(i) precisely quantify a quasidegeneracy, and (ii) identify
the symmetry classes for which quasidegeneracies occur
along lines rather than points, or rather than being gener-
ically nonexistent. The first task is carried out in the rest
of this subsection, and the second will be the subject of
subsequent subsections in Sec. IV.
Suppose the propagator A were degenerate at (E¯, B¯)
[cf. Eq. (26)]. Generically, (E¯, B¯) is not simultaneously
a solution of the quantization rule in Eq. (4). That is to
say, E¯ is not generically the energy of a Landau level at
field B¯. To obtain a Landau level, we may tune either E
or B away from (E¯, B¯), and utilize that λ± are slowly-
varying functions of (E,B) compared to l2S(E):
l2
∣∣∣∣ ∂S∂E
∣∣∣∣ ∣∣∣∣∂λa∂E
∣∣∣∣ , |S|  ∣∣∣∣∂λa∂l2
∣∣∣∣ ; (27)
these inequalities are guaranteed by the nearly-
degeneracy condition (δSS) and the smoothness of
S(E), as shown in App. C. For fixed B¯, we are therefore
guaranteed to find paired Landau levels in close proxim-
ity to E¯, with each pair having an energetic splitting of
order: ∣∣∣∣E1 − E2εc
∣∣∣∣
B=B¯
∼ O
(
∂λa/∂E
l¯2∂S/∂E
)
 1, (28)
with l¯ the magnetic length associated to B¯; this is illus-
trated schematically in Fig. 4. At fixed B, the number of
Landau levels sandwiched between two adjacent curves
of Eq. (26) is of order l¯2(∂S/∂E)/(∂λa/∂E).
Alternatively, we may fix E¯ and investigate how Lan-
dau levels disperse as a function of B; the analog of Eq.
(28) is the existence of paired Landau levels in close prox-
imity to l¯2, with a splitting of order:∣∣∣∣ l2+ − l2−Tl2
∣∣∣∣
E=E¯
∼ O
(
1
S
∂λa
∂l2
)
 1, Tl2 := 2pi
S(E¯)
. (29)
∂λa/∂l
2 is estimated in App. C, and Tl2 above is the
period (in l2) of quantum oscillations – in the absence
of spin-orbit coupling. At fixed E, the number of Lan-
dau levels sandwiched between two adjacent curves of Eq.
(26) is of order S/(∂λa/∂l
2).
To recapitulate, for every exact degeneracy of A, there
exist, in close proximity, paired Landau levels which are
nearly degenerate in the sense of Eqs. (28-29). Each such
pair of Landau levels will be described as quasidegenerate.
B. Codimension analysis without symmetry, and
with band-conservation symmetry
In the absence of symmetry, eigenvalue-degeneracies
of the unitary propagator A [cf. Eq. (5)] are attain-
able by tuning three real parameters. Analogously,
it is well known (as the non-crossing rule in quan-
tum theory[24]) that eigenvalue-degeneracies of com-
plex, finite-dimensional matrix Hamiltonians are also at-
tainable by tuning three real parameters. To prove
the non-crossing rule for two-by-two unitaries, we be-
gin by decomposing any such matrix as A=eiφA¯, with
A¯∈SU(2). Then the necessary and sufficient condition
9for an eigenvalue-degeneracy of A is that A¯=±I. In the
canonical parametrization of SU(2) over the three-sphere
S3:
A¯=
(
r1+ir2 r3+ir4
−r3+ir4 r1−ir2
)
,
4∑
j=1
r2j=1, rj ∈ R, (30)
A¯=±I lie on distinct points of S3, and are attainable by
tuning three real parameters: r2=r3=r4=0. The conclu-
sion that three parameters need be tuned remains valid
for any non-singular parametrization of SU(2).
Symmetry may reduce the number of tunable param-
eters needed to attain an eigenvalue degeneracy for A.
A case in point is band-conservation symmetry in the
adiabatic regime (cf. Sec. II), which restricts A to have
diagonal form (r3=r4=0) in the basis of energy bands
[cf. Eq. (10)]. The phase of r1±ir2 equals ±l2δS/2 plus
field-independent corrections. This phase – a single pa-
rameter – can be tuned to attain A=±I. As a function of
l2, we deduce that Landau-level quasidegeneracies occur
with a periodicity of 2pi/δS. This periodicity has a dual
interpretation – as a periodic increment of a single flux
quantum for the differential magnetic flux (between the
two split orbits).
To generalize the discussion beyond band-conservation
symmetry, it is instructive to adopt a geometric perspec-
tive on degeneracies. A generic SU(2) matrix that is
constrained by symmetry may no longer be uniformly
distributed over S3 [cf. Eq. (30)], e.g., A¯ with band-
conservation symmetry is uniformly distributed over a
phase in S1. In such cases, we are motivated to adopt
symmetric coordinates [{r1, . . . , rd}:=r] that indepen-
dently parametrize the symmetry-constrained SU(2) ma-
trix; the precise nature of these constraints will be de-
veloped in subsequent subsections. In our example, we
may choose the symmetric coordinate as the phase of the
diagonal element of A¯. Such coordinates are generally
not relatable – by a non-singular coordinate transforma-
tion – to the canonical coordinates [Eq. (30)] of asym-
metric special unitaries. A¯(r)=±I then defines a set of
submanifolds in r-space which we refer to as degeneracy
manifolds. The codimension of the degeneracy manifold
is defined as d minus the dimension of said manifold;
alternatively stated, the codimension is the number of
independently-tunable parameters (in r) needed to at-
tain a degeneracy. Here and henceforth, we adopt the
shorthand that parameters (or coordinates) will always
refer to real parameters (coordinates), and codimension
always refers to a codimension of a degeneracy manifold.
In our example, the degeneracy manifolds are two points
on S1, and each has unit codimension.
One of our main results is that rotational symmetry
(with rotational axis parallel to the field) results in de-
generacy manifolds with unit codimension. This will be
demonstrated by two case studies: the Rashba 2DEG in
Sec. IV C, and a model with II-Dirac points in IV D.
C. Codimension reduction for the
Rashba-Dresselhaus 2DEG
1. Rashba 2DEG with continuous rotational symmetry
To understand why rotational symmetry reduces codi-
mension in the Landau-level problem, we return to the
Rashba model [cf. Eq. (1)]. This model has a continu-
ous rotational symmetry (denoted c∞), which manifests
as the constancy of H(k) over the circular zeroth-order
orbit [cf. Eq. (11)]. Consequently, the propagator [cf. Eq.
(5)] simplifies to the exponential form:
A=− exp(−2pii
∑
j
rjτj), (31)
where
r=
(
gs⊥m
4m0
−1
2
, 0,−~αkE
εc
)
(32)
and {τj} are a set of Pauli matrices. Any SU(2) matrix
can be expressed in the exponential form [cf. Eq. (31)]
for some (possibly non-unique) r, with r2 not necessarily
zero. We will demonstrate codimension reduction for the
general form of A (having any r), with the Rashba model
as a particular realization.
All eigenvalue degeneracies of A occur on spheres
in r-space with radii |r|=
√
r21+r
2
2+r
2
3 equal to an in-
teger (j) multiple of 1/2; j is odd (resp. even) for
A=I (resp. A=−I). This condition |r|=j/2 (for any
nonzero j) may be attained by tuning a single param-
eter. In other words, all nonzero-radius spheres are
unit-codimensional surfaces (known as hypersurfaces),
whose stability rely on c∞ symmetry. These hypersur-
faces separate r-space into infinitely-many, distinct con-
nected components, i.e., the zeroth homotopy group pi0
comprises an infinite set. Each hypersurface may thus
be viewed as a symmetry-protected, topological defect,
which separates domains (in r-space) where Landau lev-
els are non-quasidegenerate. By varying B alone (at fixed
energy), one then transits between different domains;
each penetration of a hypersurface is accompanied by
a Landau-level quasidegeneracy. For the exactly-soluble
Rashba model (r2=0), these c∞-protected quasidegen-
eracies are consistent with (and partially demystify) the
abundance of exact level crossings in the spectrum of
HR(K) [cf. Eq. (14)]; such crossings are not expected
from the Wigner-von Neuman non-crossing rule[24]. The
zero-radius sphere (that is, a point) has codimension
three, as would be expected if symmetry were absent
(cf. Sec. IV B). This point degeneracy can be understood
from an elementary result in quantum mechanics: tak-
ing α=0, gs⊥=2 and m=m0 in Eq. (32), we recover the
Zeeman-split Landau levels of a free electron gas with-
out spin-orbit coupling; all levels (except the lowest) are
spin-degenerate owing to the equality of the Zeeman and
cyclotron energies[49].
The above discussion is reminiscent of topological
semimetals whose corresponding Bloch Hamiltonians are
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FIG. 5. Degeneracy manifolds of the Rashba-Dresselhaus
model. (a) The degeneracy manifold of A=I is a path-
connected hypersurface. Points in α = 0 or β = 0 planes
are colored in red. (b) illustrates the degeneracy manifold
of A = −I, which lie confined to the α=0 and β=0 planes
(blue translucent planes). Each c∞-symmetric plane contains
an infinite set of concentric, circular line degeneracies. Every
circle (except for the smallest in either plane) intersects two
other circles in an orthogonal plane, such that the entire line
node is path-connected.
energy-degenerate at Dirac-Weyl points[50, 51] and/or
line nodes[52]. Both Dirac points (in 2D k-space,
e.g., graphene[53]) and line nodes (in 3D k-space) are
attainable by tuning two wavenumbers; the stability
of such codimension-two manifolds relies on crystallo-
graphic point-group symmetries. On the other hand,
Weyl points in 3D k-space have codimension three and
do not require any point-group symmetry for their sta-
bility. Just like Weyl points, the point degeneracy of A is
associated with a nontrivial Chern number[54] (defined
as an integral of the Berry curvature[32] over a Gaussian
surface surrounding the point)[55] .
2. Rashba-Dresselhaus 2DEG with discrete rotational
symmetry
The Rashba model suffers from an oversimplification
– continuous rotational symmetry is not a symmetry in
any crystallographic space group. It is possible for c∞-
symmetric k·p models to approximate Bloch Hamilto-
nians (defined over the Brillouin torus) with a discrete,
order-N rotational symmetry (denoted cN ). How robust
are the above-mentioned Landau-level quasidegeneracies
(over the B axis) when c∞ symmetry is perturbatively
reduced to cN? For any integer N≥2, we find that N−1
of every N quasidegeneracies are perturbatively stable.
This general statement is proven in App. D, and here we
illustrate it for a specific model of N=2 – we will reduce
the c∞ symmetry of the Rashba model [cf. Eq. (1)] to
c2 by adding the Dresselhaus spin-orbit interaction (with
coupling parameter β):
HRD(k) =
~2k2
2m
+ ~α(kxσy − kyσx) + ~β(kxσx − kyσy).
(33)
For the Rashba-Dresselhaus 2DEG, A depends on
α, β, l, E, m only through three independent parame-
ters: (
~αkE
εc
,
~βkE
εc
, gs⊥
m
m0
)
∈R3. (34)
A(~αkE/εc, ~βkE/εc, gs⊥m/m0)=±I then determines a
set of concentric circles in the β=0 plane, as per the
c∞-symmetric case study in Sec. IV C 1. Moving off this
plane, we find that A=I is satisfied in a neighborhood
of β=0, i.e., A=I defines a hypersurface in R3 that is
illustrated in Fig. 5(a). On the other hand, A=−I is not
satisfied in the neighborhood of β=0, hence the circles as-
sociated to A=−I remain isolated as line nodes, as illus-
trated in Fig. 5(b). To recapitulate, we have found that
one of every two Landau-level crossings (those labelled
by odd j) destabilize due to the symmetry reduction.
To demonstrate how the A=I hypersurface derives
from c2 symmetry, consider the effective Hamiltonian H
H = ~α(kxσy−kyσx) + ~β(kxσx−kyσy)− gs⊥
2
µBBσz,
(35)
in a momentum-independent basis where the Pauli matri-
ces correspond to spin operators. The two-fold rotational
symmetry
H(k) = σzH(−k)σz, k(t) = −k
(
t+
Tc
2
) ∈ o0, (36)
implies that the propagator over the time interval
[Tc/2, 0] is symmetry-related to that over [Tc, Tc/2]:
A = ATc←Tc/2ATc/2←0 = σzATc/2←0σzATc/2←0. (37)
The tracelessness of H (at each k) implies that ATc/2←0
has unit determinant. Employing the canonical SU(2)
parametrization for the half-loop propagator [Eq. (30)
with A¯ replaced by ATc/2←0], we derive from Eq. (37)
that
A = A¯(r1, r2, r3) =
(
1−2r2(r2−ir1) 2ir2(r3+ir4)
−2ir2(r3−ir4) 1−2r2(r2+ir1)
)
(38)
with
∑4
j=1 r
2
j=1. Eq. (38) is a parametrization of the
two-fold-symmetric propagator by the symmetric coor-
dinates r=(r1, r2, r3). It follows that r2=0 is a neces-
sary and sufficient condition for A=I. The correspond-
ing degeneracy manifold is a path-connected hypersur-
face, which separates r=(r1, r2, r3)-space into two dis-
tinct connected components. As proven in App. D, this
conclusion generalizes for any N≥2: the degenerate man-
ifolds of cN -symmetric A separate the space of symmetric
coordinates into N distinct connected components. Fig.
5(a) illustrates the A = I degenerate manifold in the
coordinates of Eq. (34) (which are distinct from the r-
coordinates in Eq. (38)).
On the other hand, A=−I occurs if and only if
r=(0,±1, 0). These two points are mapped to a path-
connected line node confined to the α=0 and β=0 planes
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FIG. 6. (a-b) Cyclotron orbits for c2-symmetric [(a)] and c3-
symmetric [(b)] breakdown. Top right inset of (a) presents
an enlarged view of the breakdown junction, where the pur-
ple rectangle has area S. (c) Klein tunneling limit of c2-
symmetric (upper) and c3-symmetric (lower) breakdown cy-
clotron orbits. (d) Feynman paths that switch between bands
through one tunneling event. (e) Feynman paths that pre-
serve the band index through either zero or two tunneling
events. (f) Schematic Landau-level dispersion for c3 sym-
metric breakdown with respect to τ at a fixed energy. For
the plotted interval of 1/B, there are three quasidegenerate
points (indicated by solid dots) in the limit of zero Landau-
Zener tunneling (τ = 1). Only two of three quasidegeneracies
are stable upon inclusion of tunneling. That is to say, two of
three two points extend into quasidegenerate lines (indicated
by red dashed lines) as τ is decreased from unity, while the
third point is isolated, i.e., the quasidegeneracy is immedi-
ately lost as τ is decreased. At τ = 0.5, the two quasidegen-
erate lines eventually merge and annihilate.
[cf. Fig. 5(b)]; the difference in codimension originates
from the c∞ symmetry within these two planes (cf. Sec.
IV C 1), which was not accounted for in the c2-symmetric
analysis of Eq. (38).
D. Codimension reduction for 2DEG with distinct,
symmetry-related II-Dirac points
In the adiabatic limit of two nearly-degenerate orbits,
we have found (in Sec. IV B) that the codimension for
A=±I is unity. Here we investigate how this result
changes as adiabaticity is relaxed by Landau-Zener tun-
neling – that respects a discrete N -fold rotational sym-
metry (cN ). Since a II-Dirac cone is tilted in a special
direction, a II-Dirac point cannot be the center of a rota-
tional symmetry; the minimal model with cN symmetry
thus requires N distinct but symmetry-related II-Dirac
points. For N=2, we will demonstrate that the codimen-
sion for A=I (but not for A=−I) remains unity, in ac-
cordance with the symmetric-coordinate analysis of Eq.
(38); the persistence of Landau-level quasidegeneracies
(at finite tunneling probability) will be demystified in
terms of the destructive interference of tunneling Feyn-
man paths. For N=3, we will find that two of three
Landau-level quasidegeneracies are perturbatively stable
against tunneling, but even these will destabilize beyond
a critical tunneling strength.
We begin with a minimal, c2-symmetric model:
H =
~2k2
2m1
+
(
~2k2
2m2
− µ
)
σz + wkyσx, (39)
with 0<m1m2 and positive µ. The c2 symmetry mani-
fests as σzH(k)σz=H(−k), and relates two Dirac points
at
k¯x = ±
√
2m2µ/~, k¯y = 0, 0 =
m2
m1
µ. (40)
In the vicinity of either point, the Hamiltonian has the
linearized form
H± = ±~
√
2µ
m2
(
m2
m1
+ σ3
)
δkx + wδkyσ1 + 0, (41)
from which we deduce that both Dirac points are type-
II if m1<m2; we further assume m1m2 so that the
nearly-degeneracy condition (δS/S1) is satisfied.
At energies close to the Dirac point
(E−0wm2(20/m1)1/2), there are two concentric
orbits which (nearly) touch at both Dirac points, as
illustrated in Fig. 6(a). For sufficiently weak field,
interband tunneling is localized near either II-Dirac
point, and occurs with the Landau-Zener probability:
ρ2 = e−2piµ¯, µ¯ =
(
Z2⊥ + (m1/m2)
2(E − 0)2
)
l2
2w
√
2E/m1
. (42)
Equivalently, µ¯=Sl
2/8, with S the area of rectan-
gle inscribed between the two hyperbolic arms [cf. Fig.
6(a)]. Elsewhere, an electron undergoes adiabatic (band-
conserving) dynamics. Due to c2 symmetry, the time-
evolution propagator over the full cyclotron period is sim-
ply the square of the propagator for half the period:
A =
((
τeiϕ¯ −ρ
ρ τe−iϕ¯
)(
eiλ˜− 0
0 eiλ˜+
))2
. (43)
The half-period propagator may be taken from Eqs. (21-
22), with µ¯ here given by Eq. (42), and λ˜±=±l2δS/4 plus
a field-independent geometric phase.
The necessary and sufficient condition for a degeneracy
of A is
∆ := λ˜−−λ˜++2ϕ¯, τ cos ∆
2
=
0, A = +I±1, A = −I . (44)
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∆ is the differential phase between two Feynman paths
that involve a single tunneling event over one cyclotron
period, as illustrated in Fig. 6(d). The adiabatic limit
is given by τ=1 and ϕ¯=0, which leads to the satisfaction
of Eq. (44) for l2 equal to an integer multiple of 2pi/δS
(up to a field-independent offset). As noted in Sec. IV B,
such a periodicity corresponds to a differential increment
of a single, magnetic flux quantum.
Deviating from the adiabatic limit, we deduce from
Eq. (44) that A=I remains attainable by varying B, but
A=−I is unattainable because τ<1; this is consistent
with the codimension analysis of Eq. (38). The condi-
tions A=I and ρ>0 are interpreted as the destructive
interference of two, single-tunneling Feynman path [cf.
Fig. 6(d)]. Concurrently, there is constructive interfer-
ence of the Feynman loops involving zero and two tunnel-
ing events [cf. Fig. 6(e)]. The differential phase between
outer and inner zero-tunneling (band-conserving) loops
is simply 0 (mod 2pi), hence Landau levels are quaside-
generate. Such quasidegeneracies recur as ∆ advances
by 2pi, corresponding to a periodicity in l2 of 4pi/δS (or
two flux quanta). This periodicity is not affected by the
additional phase 2φ¯ in ∆, because φ¯ varies on the scale
2pi/S[56], which is much larger than 4pi/δS. To reca-
pitulate, half the Landau-level quasidegeneracies (over
the B axis) are destabilized by tunneling; the robust-
ness of the other half relies on c2 symmetry. There exists
a complementary argument for the existence of Landau-
level quasidegeneracies in the Klein-tunneling limit (τ=0)
(cf. Fig. 6(c) upper panel): the two independent orbits
are related by c2 symmetry, leading to exactly-degenerate
Landau levels.
A completely different physical realization of two orbits
linked by Landau-Zener tunneling was proposed in Ref.
57 and Ref. 58 – for a bilayer metal subject to a tilted
magnetic field. In the absence of hybridization between
the top and bottom layers, there are two decoupled or-
bits in each layer; in this example, the layers replace spin
as a two-component degree of freedom. In the presence
of hybridization, Landau levels become layer-degenerate
only at certain ‘magic angles’[59] of the field orientation
(a single parameter); this was experimentally confirmed
in Ref. 60. However, the role of c2/spatial inversion sym-
metry was not recognized in these works.
For our last illustration, we consider a II-Dirac model
with c3 symmetry, as illustrated in Fig. 6(b). In the
adiabatic regime (τ≈1), Landau-level quasidegeneracies
are periodic in correspondence with a differential in-
crement of one flux quantum; however, in the Klein-
tunneling regime (τ≈0), there exists only one dominant
orbit shaped like a three-fold-symmetric trefoil knot (cf.
Fig. 6(c) lower panel) – all Landau levels are nonde-
generate with spacing determined by the effective mass
of the trefoil; this property generalizes to cN -symmetric
II-Dirac models with odd N .
To resolve this tension (for N=3), consider that the
propagator A has a form analogous to Eq. (43) – but
with (·)2 replaced by (·)3, and with λ˜±=±l2δS/4 re-
placed by ±l2δS/6 (plus a field-independent geometric
correction). The degeneracy condition is modified to
τ cos[(λ˜+−λ˜−)/2+ϕ¯]=±1,±1/2. With nonzero tunnel-
ing (1/2<τ<1), only ±1/2 is attainable – this implies
that of every three degeneracies that exist in the adia-
batic limit, only two are perturbatively stable. Beyond a
critical field (defined by τ=1/2), all degeneracies coalesce
pairwise (on the B axis) and annihilate. This behaviour
is illustrated in Fig. 6(f).
We conclude this section with a general result that is
valid for any integer N≥2: of every N quasidegenera-
cies that exist in the adiabatic limit, N−1 of them are
perturbatively stable against tunneling that respects cN
symmetry. We prove this in App. D.
E. The ten-fold table for symmetry constrained
codimensions
Generalizing our rotational-symmetric case studies
in Sec. IV C-IV D, we now present the symmetry-
constrained codimensions for all ten symmetry classes
of orbits[9]. Depending on the class, the codimension
is either 0, 1, 2 or 3. We begin by briefly reviewing the
ten-fold symmetry classification of orbits in Sec. IV E 1.
We then study in Sec. IV E 2 five of the classes which is
relevant to nearly-degenerate orbits. The remaining five
classes are relevant to exactly degenerate orbits, which
we study in Sec. IV E 3.
1. Ten-fold classification of orbits
Any symmetry g of a field-independent, translation-
invariant Hamiltonian Hˆ acts on space-time as
g :
(
r
t
)
→
(
gˇ 0
0 (−1)s(g)
)(
r
t
)
+
(
δ
0
)
, (45)
with s(g)=0 (resp. 1) if g preserves (resp. reverses) the
arrow of time. gˇ is the matrix representation of g in real
space, and the corresponding action of g on the crystal
wavevector is
k→ g ◦ k := (−1)s(g)gˇk. (46)
Given Hˆ and the orientation of the magnetic field, elec-
trons follow orbits (denoted o) that are confined to field-
orthogonal k-planes. Given an orbit o in a k-plane, we
restrict our attention to the subgroup of Hˆ that preserves
the plane. Any element of this subgroup maps the orbit
to itself (denoted as |g ◦ o|=|o|) or to a distinct orbit
(|g ◦ o|6=|o|). In the former mapping, we may further dis-
tinguish two cases: (a) g maps every k on the orbit to
itself, as exemplified by the composition T i of time rever-
sal (T ) and spatial inversion (i) symmetries. (b) There
exists at least one k on the orbit that is mapped to a
distinct wavevector, e.g., time-reversal symmetry relates
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action on orbit action on k u s class label g codimension
|g ◦ o0| = |o0|
∀k ∈ o0, g ◦ k = k 0 0 I-1 g˘ ∝ I 3
g˘ 6∝ I 1
∃k ∈ o0, g ◦ k 6= k
0 0 II-1 - 1
1 1 II-2
g2 = 1 2
g2 = −1 0
|g ◦ o0| 6= |o0| - 0 0 III-1 - 3
1 1 III-2 - 3
TABLE I. Symmetry-constrained codimensions for nearly-degenerate orbits, which fall into five symmetry classes (as numbered
in the first column). This table is also applicable to exactly-degenerate orbits, which fall into ten symmetry classes – five here,
and five in Tab. II. The second and third columns define how the symmetry acts on the cyclotron orbit. The next two columns
inform us if the mapping k→g◦k [cf. Eq. (46)] preserves (u=0) or inverts (u=1) the orientation of the orbit, and if g preserves
(s=0) or inverts (s=1) the arrow of time. The sixth column specifies additional conditions – on the representation of g – which
must be imposed to uniquely determine the codimension. g˘ is defined as the diagonalized, unitary matrix representation of g in
the degenerate subspace of Hˆ0. For the reader’s convenience, we present some commonly-encountered matrix representations
for exactly-degenerate orbits in Tab. III. The last column lists the symmetry-constrained codimensions [cf. Sec. IV B].
action on orbit action on k u s class label g codimension
|g ◦ o0| = |o0|
∀k ∈ o0, g ◦ k = k 0 1 I-2 g
2 = 1 1
g2 = −1 3
∃k ∈ o0, g ◦ k 6= k
0 1 II-3 - 1
1 0 II-4
g˘ ∝ σz 2
g˘ ∝ σz 0
|g ◦ o0| 6= |o0| - 0 1 III-3 - 3
1 0 III-4 - 3
TABLE II. Symmetry-constrained codimensions for five of ten symmetry classes of exactly-degenerate orbits; the other five are
described in Tab. I. We employ the same notations as in the caption of Tab. I. In class II-4, g˘ is evaluated at g-invariant k
(g ◦k = k). For exactly-degenerate orbits in class I-2, II-3 and II-4, the two-by-two matrix propagator A has unit determinant,
assuming that spin-orbit coupling can be turned off continuously without changing the degeneracy of the orbit.[9]
two wavevectors (k and −k) on an orbit that encircles a
time-reversal-invariant point.
Lastly, we distinguish between mappings [Eq. (46)]
that preserve (u(g)=0) or invert (u(g)=1) the orientation
of the orbit. For example, a rotation with axis parallel to
the field is orientation-preserving, while a reflection with
axis orthogonal to the field is orientation-inverting. The
combination of all distinguishing criteria leads to a ten-
fold classification of orbits o0 with g symmetry, as was
first presented in Ref. 9 and is summarized by the ten
numbered rows in Tab. I-II.
2. Symmetry-constrained codimension for nearly-degenerate
orbits
In the particular context of nearly-degenerate bands,
Hˆ=Hˆ0+δHˆ is the sum of a zeroth-order Hamiltonian
(with spin-degenerate bands) and a symmetry-lowering
perturbation. Given a zeroth-order orbit o0 of Hˆ0, we
are interested in the subgroup of Hˆ that maps o0 to it-
self or to a distinct zeroth-order orbit.
Of the ten classes described in Sec. IV E 1, only five are
relevant to quasidegenerate orbits (which are split with
differential area δS that is much less than the area of
o0). To identify these five, recall that λa in our quan-
tization rule is determined by the propagator A [cf. Eq.
(5)], which is a time-ordered exponential of an effective
Hamiltonian H=δ+BM [cf. Eq. (6)]; H perturbatively
encodes δH and the Zeeman interaction, for an electron
travelling over o0. Since g is a symmetry of δHˆ, δ is
invariant under action of g. On the other hand, M is
the field-parallel component of a pseudovector that is
odd under time reversal[61], hence changes under g to
(−1)u+sM (plus a gauge-dependent term[10] which is not
essential to the present argument). Only with u+s=0 or
2 would both terms in H transform consistently (invari-
antly) under g – this identifies the five classes in Tab.
I.
For these five classes, we list their corresponding
symmetry-constrained codimensions in the right-most
column of Tab. I; these numbers are derived in App.
D. Recall that the codimension is the number of
independently-tunable parameters needed to attain a de-
generacy for A. Each listed codimension is robust to any
perturbation of the Hamiltonian that preserves the cor-
responding symmetry (specified by the row) and the ho-
motopy class[10] of the zeroth-order orbit. (An example
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of a change in homotopy class is given by a deformation
of a circular orbit into a figure of eight.)
Of the five classes only classes I-1, II-1 and II-2 poten-
tially have symmetry-constrained codimensions that are
reduced from three: classes I-1, II-1 and II-2 have in com-
mon that |g◦o0|=|o0|, and therefore the propagator A [cf.
Eq. (5)] is self-constrained. To clarify, a self-constraining
symmetry relates the propagator A [cf. Eq. (5)] to itself
or to its inverse A−1, depending respectively on whether
u=0 or 1.
Class I-1 groups together spatial symmetries that pre-
serve the arrow of time and map every k on o0 to itself.
The simplest example of such a symmetry (g) is a reflec-
tion symmetry with axis parallel to the field, and of o0
that is confined to a g-invariant k-plane. To uniquely de-
termine the symmetry-constrained codimension in class
I-1, one must specify if the nearly degenerate bands be-
long to identical or distinct representations of g. The
symmetry-constrained codimension is reduced to unity
in the latter (and only the latter) case, due to the ab-
sence of level repulsion between distinct representations
of g.
Class II-1 corresponds to spatial symmetries that pre-
serve the arrow of time and the orientation of o0, as
exemplified by spatial rotational symmetry with rota-
tional axis parallel to the field. Another example is
given spatial inversion symmetry, for o0 that is con-
fined to an inversion-invariant plane: kz = 0 or pi. The
symmetry-constrained codimension here is unity, as has
been modelled in Sec. IV C-IV D. For a fixed orbit o0
in class II-1, there may exist different degeneracy mani-
folds with different codimensions; in such case we define
the symmetry-constrained codimension to be the mini-
mal codimension among all manifolds.[62] For example,
we have found that two-fold rotational symmetry reduces
the codimension of the A=+I manifold (to unity), but
not the codimension of the A=−I manifold [cf. Fig. 5 and
Eq. (38)]. The rotation-constrained codimension is then
unity, and hence the entry 1 in the right-most column for
class II-1.
Symmetries in class II-2 reverse both the arrow of
time and the orientation of the orbit. The symmetry-
constrained codimension is 2 or 0, depending respectively
on whether the antiunitary representation of g squares to
+1 or −1. The former is exemplified by the composition
of time reversal with a reflection symmetry (with reflec-
tion axis orthogonal to the field); this is a symmetry of
the Rashba-Dresselhaus Hamiltonian [cf. Eq. (33)]:
gHRD(kx, ky)g
−1 = H(ky, kx), g = eiσzpi/4K, (47)
with K implementing complex conjugation. A conse-
quence of this symmetry is that any of the quasidegen-
eracy lines in Fig. 5(b) is robust – a property we had
previously (and consistently) deduced from continuous
rotational symmetry.
An example of g2= − 1 is given by the composition
T rx,c/2 of time reversal with a glide symmetry; rx,c/2 is
itself the composition of a reflection (with axis orthogo-
nal to the field) and half a lattice translation (parallel to
the field). The propagator for an orbit in the Brillouin-
zone boundary (kz=pi plane) would then be Kramers-
degenerate – the symmetry-constrained codimension van-
ishes.
Finally, we point out that the Rashba 2DEG in a tilted
magnetic field, as studied in III B, also falls into class II-2
owing to the symmetry:
σzKHRZ(kx, ky)Kσz = HRZ(kx,−ky). (48)
Consequently, the degeneracy manifolds are lines in the
parameter space (α,B‖, gs⊥). Numerically, we have de-
termined that these lines lie solely within the B‖ = 0
and α = 0 planes. At any point within either plane, the
Landau levels are exactly solvable. For B‖ = 0, HRZ
reduces to the Rashba Hamiltonian and the degeneracy
manifolds form a series of concentric circles [illustrated
in Fig. 5(b) with β = 0]. For α = 0, the degeneracy
manifolds occur at
gs
4
m
m0
sec(θ) = n, (n ∈ Z), (49)
with θ the tilt angle: cos(θ) = B⊥/
√
B2⊥ +B
2
‖ .
3. Symmetry-constrained codimension for
exactly-degenerate orbits
This work has mainly focused on the Landau quanti-
zation of nearly-degenerate bands, which are eigenstates
of the field-independent Hamiltonian Hˆ0+δHˆ. In this
section we focus on higher-symmetry solids where the
degeneracy-lifting perturbation δHˆ is disallowed. Hˆ0
may or may not include spin-orbit coupling; in the former
case, a crystalline point-group symmetry (e.g., T i sym-
metry) is required for energy bands of Hˆ0 to be two-fold
degenerate at each k.
Given Hˆ0 and the orientation of the field, electrons
of opposite spin follow exactly-overlapping orbits (de-
noted o0) which are confined to field-orthogonal k-planes.
Such overlapping orbits will be referred to as exactly-
degenerate, in contrast with quasidegenerate orbits that
are split on the k-plane. Despite the exact degeneracy
of orbits, the corresponding Landau levels are generically
split by the Zeeman interaction BM. We may therefore
ask, in complete analogy: how many tunable parameters
are required to attain a Landau-level quasidegeneracy for
exactly-degenerate orbits?
We answer this question in nearly the same vein as
for nearly-degenerate orbits: the quantization rule for
exactly-degenerate orbits[9] has the same form as Eqs. (4-
9) with δε=δS=0. An eigenvalue-degeneracy of A would
also imply a Landau-level quasidegeneracy, since the
analysis of Sec. IV A applies to the special case δS=0.
There is, however, a difference in the possible symme-
try classes that apply to exactly-degenerate vs quaside-
generate orbits. In Sec. IV E 2, we restricted ourselves to
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class No. symmetry origin of degeneracy g˘ ∝
1 rz, rz,a(b)/2
T i, spin SU(2) σz
T c2z,c/2 I
5
rx(y),c/2 T i, spin SU(2), T c2z,c/2 σz
rx(y),rx(y),b(a)/2, T i, spin SU(2) σz
c2x(y), c2x(y),b(a)/2 T c2z,c/2 I
TABLE III. Matrix representations of reflections (e.g., rx),
rotations (e.g. c2y), glide reflections (e.g., rx,a/2) and screw
rotations (e.g., c2y,a/2). The latter two nonsymmorphic ele-
ments involve half a lattice translation in the x, y, or z di-
rection (labeled by a, b, c respectively). The z axis of our
Cartesian coordinate system is aligned parallel to the mag-
netic field. This table is applicable to exactly-degenerate or-
bits whose degeneracy is protected by either spacetime in-
version symmetry (T i), the composition of time reversal and
nonsymmorphic two fold rotation symmetry (T c2z,c/2) [for or-
bits confined to the kz = pi plane] or spin SU(2) symmetry
(i.e., negligible spin-orbit coupling).
symmetries that map the magnetic moment M to itself
(plus a gauge-dependent term[10]), so that both terms
in H=δε+BM transform consistently as scalars. In the
present context, this restriction is void because δε=0,
hence we also allow for symmetries that invert the sign
of M.
Some M-inverting symmetries also exhibit reduced
symmetry-constrained codimensions, as listed in the five
classes of Tab. II. As a case in point, class II-2 symmetries
invert time andM, and map every wavevector (in o0) to
itself. The corresponding codimension is three (resp. one)
if g squares to −1 (resp. +1). The former is exemplified
by T i symmetry, and the latter by T c2z (the composition
of time reversal with a two-fold rotation about the field
direction). For an exactly-degenerate orbit o confined to
a c2z-invariant plane, the associated propagator A is uni-
tarily equivalent to a special orthogonal matrix[10, 63]
with a single, tunable angle of rotation – this provides
an intuitive explanation for the unit codimension.
The simplest example of codimension reduction by a
M-preserving symmetry is that of continuous spin rota-
tion in class I-1. This is a symmetry of any solid with
negligible spin-orbit coupling, and results in the absence
of Landau-level repulsion between different spin species –
this implies codimension is 1 [cf. class I-1 in Tab. I, with
non-identical symmetry eigenvalues].
The detailed modelling of all ten classes of exactly-
degenerate orbits is left to future work. We conclude
this section by commenting on the tunable experimental
parameters that are relevant to exactly-degenerate orbits.
The absence of δε implies that the eigenvalues of A are
independent of the magnitude of B [cf. Eq. (12) with
δS=0]. However, the generic anisotropy of the Zeeman
interaction suggests that we may sweep the orientation
of B; the generic energy-dependence of M suggests that
we may tune the Landau-level index, e.g., by varying a
bias voltage in tunneling spectroscopy.
V. QUANTUM-OSCILLATORY PHENOMENA
FOR EXACTLY- AND NEARLY-DEGENERATE
ORBITS
In Sec. II we have presented a quantization rule
[Eqs. (4-9)] that is applicable to both nearly-degenerate
(0<δSS) orbits and exactly-degenerate (δS=0) or-
bits. This section explores the implication of this rule
for quantum-oscillatory phenomena of the Shubnikov-
de Haas (SdH)[1] and de Haas-van Alphen (dHvA)[2]
types. In Sec. V A, we present a generalized Lifshitz-
Kosevich formula[4, 5] that inputs our rule and outputs
quantum oscillations. Applying this formula in the high-
temperature regime, we will prove that destructive in-
terference of the fundamental quantum-oscillatory har-
monic may be tuned by a single parameter in any sym-
metry class; this parameter may be the magnitude (B)
of the magnetic field for quasidegenerate orbits, but not
for exactly-degenerate orbits. Sec. V B focuses on the
low-temperature SdH effect for nearly-degenerate orbits
in symmetry classes I-1 and II-1 [cf. Tab. I], wherein
we predict a smooth crossover from period-doubled to
-undoubled oscillations upon variation of B (at fixed par-
ticle density).
A. Single-parameter tunability for the destructive
interference of the fundamental harmonic
Lifshitz-Kosevich formulae[4, 5] allow for a harmonic
analysis of quantum oscillations, and have previously
been derived for exactly-degenerate orbits in symmetry
class I-1[7], with the generalization to all ten symmetry
classes in Ref. 9. A simple generalization of the deriva-
tion in Ref. 9 extend the utility of these existing formulae
to nearly-degenerate orbits. For example, the oscillatory
component of the magnetization of 2D metals has the
form
δM = − 1
2pi
kBT
BS−1
2∑
a=1
∞∑
r=1
e
− rpiωcτD sin[r(l
2S+λa+γ)]
sinh(2pi2rkBT/εc)
,
(50)
where the argument of the sine function involve quan-
tities from our quantization rule [Eqs. (4-9)]; T is tem-
perature and τD the Dingle scattering lifetime[64]. All
the quantities on the right-hand side of Eq. (50) are eval-
uated at the chemical potential. [Eq. (50) corrects the
analogous formula in Ref. 9 by a factor of half.]
At high temperature (kTεc) and/or with strong
disorder (ωcτD1), the dominant contribution to δM
is from the fundamental harmonic (r=1), which sums
two sine functions with generically distinct phase offsets
λ1,2. This summation (or interference) is constructive if
δλ=|λ1−λ2|≡0, and destructive if δλ≡pi (≡ denotes an
equivalence modulo 2pi). In the latter case, only even-r
harmonics remain.
We have shown in Sec. IV that the number of tun-
able parameters required to attain δλ≡0 ranges from 0
16
to 3; this number is a symmetry-dependent measure of
Landau-level repulsion [cf. Tab. I and Tab. II]. As illus-
trated in the right-most panel of Fig 7(b), δλ≡pi is the
condition for Landau levels to be quasi-equidistant with
spacing ≈εc/2; since no level repulsion need be over-
come, we expect δλ≡pi is attainable with at most one
tunable parameter (in any symmetry class). To prove
this, we return to the canonical parametrization of the
SU(2) component (A¯) of A [cf. Eq. (30)]. The necessary
and sufficient condition for δλ≡pi is that A¯(r1, r2, r3) has
eigenvalues +i and −i; this is equivalent to setting r1=0
in Eq. (30) – a condition on a single parameter.[65]
For exactly-degenerate orbits, the single parameter to
attain destructive interference might be the chemical po-
tential (as illustrated for the quantum oscillations of
Na3Bi in Ref. 9) or the orientation of the magnetic field;
however λa is independent of the field magnitude (B) to
the accuracy[7, 15, 16, 66] of our theory, as explained in
Sec. IV E 3.
For nearly-degenerate orbits, λa is expandable as a
Laurent series in B with leading term 1/B [cf. Eq. (13)],
hence B can be tuned to attain destructive interference.
The slow variation of λa compared to the action l
2S [cf.
App. C] implies a beating pattern for the fundamental
harmonic. In the weak-field, adiabatic regime, the nodes
of this pattern occur with period 2pi/δS in l2 [cf. Sec.
IV B]; in the non-adiabatic regime, this periodicity is lost
due to field-induced hybridization of orbits [cf. Eq. (13)].
Such beatings have been observed for semiconduc-
tor heterostructures[67–69] and inversion-asymmetric
metals[70–72]. In most experiments, the beating has
been used to infer the magnitude of the spin-orbit
coupling[67, 71, 72]; some of these experiments[67] paid
attention to the aperiodicity of the beating, and at-
tributed it phenomenologically to a B-dependent split-
ting of the two orbits, which have distinct frequencies f1
and f2 in 1/B. In our language, |f1 − f2| = Bδλ/2pi,
with the leading term of δλ(E,B) proportional to 1/B.
Our contribution is a quantitative theory of the B de-
pendence of δλ – we have related the subleading term
(∼B0) to a generalized Zeeman interaction, and higher-
order terms to a competition between spin-orbit coupling
and the Zeeman interaction [cf. Eq. (12)]. As one appli-
cation, one may extract the intervals (in 1/B) between
nodes for the Rashba 2DEG [by imposing δλ≡pi in Eq.
(12)] and for the Rashba-Dresselhaus 2DEG (see the sub-
sequent Sec. V B).
B. Shubnikov-de Haas effect for nearly-degenerate
orbits in symmetry class I-1 and II-1
Let us focus on nearly-degenerate orbits for which a
single parameter (B) can be tuned to attain δλ≡0 (equiv-
alently, to attain a Landau-level quasidegeneracy). Such
orbits with unit codimension lie in symmetry classes I-1
and II-1; in class I-1 further assumptions must be made
about the symmetry representation, as explained in Sec.
FIG. 7. Quantum oscillations in the Rashba-Dresselhaus
2DEG. (a) Evolution of δλ with respect to the inverse field
for different values of β. The horizontal dashed line indicates
δλ = pi. For β = 3.0 × 105cm/s, we have plotted – in the
upper panel of (b) – the Landau levels at three B values, as
indicated by the vertical dashed lines in (a). The evolution
of δλ for β = 3.0 × 105cm/s is given by a cyan-colored line
indicated by a black arrow in (a); the three chosen B val-
ues correspond approximately to δλ=0, δλ=pi/2 and δλ=pi
respectively. Lower panel of (b) illustrates the saw-tooth os-
cillation of the chemical potential (at fixed electron density)
corresponding to the upper panel. Other parameters chosen
in (b): m=0.076m0, α=7.5× 105cm/s and E = 0.4eV.
IV E 2 and summarized in Tab. I.
We propose a signature for tunable quasidegeneracies
in the Shubnikov-de Haas effect at fixed particle den-
sity ne, low temperature (kBTεc) and weak disorder
(ωcτD1). In this regime, it is known that minima
of the longitudinal conductivity occur at discrete fields
(denoted Bν) where the filling is integer-valued[73]; the
period of quantum oscillations is determined by the to-
tal density ne through 1/Bj−1/Bj+1=e/neh. As B in-
creases through Bj , a Landau level is completely de-
populated, leading to a periodic drop in the chemical
potential (µ) by the energy gap between adjacent Lan-
dau levels, as illustrated in Fig. 7(b). Where δλ≡pi,
Landau levels are quasi-equidistant, hence adjacent min-
ima (of conductivity) should be identically low. Where
δλ≡0, every consecutive gap is small compared to kBT
and h/τD, hence every other minimum (of conductiv-
ity) vanishes[37]. 0≤δλ≤pi thus characterizes a smooth
crossover between period-doubled and -undoubled os-
cillations, as representatively illustrated in Fig. 7(b);
the amplitude of oscillations in the undoubled regime is
roughly half the amplitude in the doubled regime.
Our contribution is the exhaustive identification of
symmetry classes (I-1 and II-1) for which such a crossover
will occur. In particular, we are proposing that the
crossover occurs for the Rashba-Dresselhaus 2DEG [cf.
Eq. (33)], whose nearly-degenerate orbits fall into class
II-1. For this model, Fig. 7(a) plots δλ vs 1/B for various
choices of the Dresselhaus coupling β. As expected from
the codimension analysis of Sec. IV C 2, half of the de-
generacies (δλ≡0≡2pi) are lifted by introducing nonzero
β.
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VI. SUMMARY, DISCUSSION AND OUTLOOK
We have extended the semiclassical theory of Landau
quantization to describe nearly-degenerate cyclotron or-
bits, i.e., orbits which are split in k-space with a dif-
ferential area (δS) that is much less than their average
area. The quantization rule for two nearly-degenerate
orbits is summarized in Eqs. (4-9), and may be applied
to spin-degenerate orbits which are split by spin-orbit
coupling or by breaking of a crystalline point-group sym-
metry. The former type of splitting is exemplified by
our case study of the Rashba-Dresselhaus 2DEG with an
arbitrarily-oriented field.
The subleading phase corrections (λ1, λ2) in our quan-
tization rule [Eq. (4)] encode the dynamical correction
due to the splitting of orbits, as well as a generalized
two-band Zeeman interaction. If λ1=λ2 mod 2pi for spe-
cific values of energy E and magnetic field B, there exist
– in close proximity to E and B – paired Landau levels
which are either exactly pseudospin-degenerate, or nearly
pseudospin-degenerate in the sense of Eqs. (28-29). Such
paired Landau levels have been referred to as quasidegen-
erate, and are illustrated in Fig. 4.
For each of the five symmetry classes of nearly-
degenerate orbits, we have determined the number of
tunable real parameters needed to attain a Landau-
level quasidegeneracy; these numbers may be viewed
as symmetry-dependent measures of Landau-level repul-
sion. We have referred to these numbers as symmetry-
constrained codimensions. Depending on the symmetry
class and representation, the codimension ranges from 0,
1, 2 to 3, as summarized in the right-most column of Tab.
I- II.
If the codimension is unity, it is possible (for nearly-
degenerate orbits) to tune the magnitude of the field
to attain Landau-level quasidegeneracies; the implica-
tions for this tunability – in the Shubnikov-de Haas ef-
fect of two-dimensional metals – are discussed in Sec.
V B. If the codimension is two, an additional parameter
is needed: e.g., the orientation of the field[57], or the
Landau-level index (tuned through the bias voltage in
tunneling spectroscopy[74–76]). While we have mainly
exemplified our theory for 2DEGs or two-dimensional
metals, we remark that for the Landau levels of three-
dimensional solids, the crystal wavevector parallel to the
field provides yet another tunable parameter.
We highlight a result from Tab. I that is widely appli-
cable: the codimension is unity for orbits having either a
spatial inversion or rotation symmetry (class II-1). Both
symmetries are commonly found in solids. From a ge-
ometric perspective, the quasidegeneracies (in this sym-
metry class) lie on hypersurfaces in the space of tunable
parameters. From a topological perspective, each hyper-
surface is a domain wall that separates distinct connected
components, and there are N connected components for
orbits with an order-N rotational symmetry; N = 2 in
the case of inversion symmetry. This topological distinc-
tion between rotational symmetries of different orders has
the following implication: if the rotational symmetry is
reduced in order, a specific subset of the quasidegenera-
cies remain stable, as explained in Sec. IV C and exempli-
fied for the Rashba-Dresselhaus 2DEG. For further mo-
tivation in an entirely different context, a reduction in
rotational symmetry occurs also in a phase transition to
a nematic Fermi fluid[77]; it may be possible to utilize the
selective stability of Landau-level quasidegeneracies as an
experimental indicator for nematic phase transitions.
Our quantization rule [Eqs. (4-9)] may be applied,
as a special case, to exactly-degenerate orbits – spin-
differentiated orbits which overlap exactly in k-space.
There are ten possible symmetry classes for exactly-
degenerate orbits – five more than for near-degenerate
orbits. For each of this ten, we have also determined their
symmetry-constrained codimensions in Tab. I-II. We re-
mark on one further distinction from nearly-degenerate
orbits – the magnitude of the field becomes less useful
as a tuning parameter, however the field orientation and
Landau-level index remain feasible options.
Our codimension analysis is applicable to contexts be-
yond that of Landau-level repulsion. By keeping only the
Berry term in Eq. (6), Eq. (5) reduces to the Wilson loop
of the non-abelian Berry gauge field[33], i.e., the matrix
representation of holonomy. Any symmetric Wilson loop
can be classified according to Tab. I-II; the codimensions
for an eigenvalue-degeneracy of the Wilson loop are also
identical to those listed in Tab. I-II. Our work thus also
explains the existence of robust crossings in the Wilson-
loop spectra, which have been widely applied in topo-
logical band theory. For example, the existence of such
crossings have been used to diagnose the presence of a 3D
Dirac point protected by rotational symmetry[78], as well
as to diagnose fragile topological phases with rotational
symmetry[79, 80].
Symmetry does not only constrain the level repulsion
between λ1 and λ2 – in certain classes, it constrains their
sum. In our previous work on exactly-degenerate, spin-
differentiated orbits[9, 10], we have derived a zero-sum
rule (λ1+λ2≡0) in classes I-1, II-3 and II-4, with the
assumption that spin-orbit coupling can be continuously
tuned to zero without changing the degree of degeneracy;
this zero-sum rule implies a quantized phase offset for the
fundamental harmonic of quantum oscillations[9]. Here,
we report that the zero-sum rule applies also to nearly-
degenerate orbits in classes I-1, II-3 and II-4; this may
be derived by combining the symmetry analysis of Ref. 9
with the tracelessness of δε [cf. Eq. (6)].
With the inclusion of nonsymmorphic space-group
symmetries, it is not uncommon to find energy bands
which are (nearly) four-fold degenerate[81–83]. This mo-
tivates a generalization of our rule – for any number
of nearly-degenerate orbits – that is presented in App.
A. The symmetry-constrained codimensions in the more
general case is left to future investigations.
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The appendices are organized as follows: in App. A,
we prove the quantization rule of Eqs. (4-9). The Lan-
dau levels derived from this quantization rule are then
compared with numerically-exact Landau levels in App.
B, for the Rashba-Dresselhaus 2DEG in a magnetic field.
In App. C, the existence of Landau-level quasidegen-
eracies is proven. In App. D, we derive the symmetry-
constrained codimensions of Landau-level quasidegenera-
cies, in all symmetry classes of cyclotron orbits.
Appendix A: Proof of quantization rule for the
Landau levels of nearly-degenerate bands
In this appendix, we derive the quantization rule for
the Landau levels of nearly-degenerate energy bands. We
assume the energy bands are nearly D-fold degenerate at
generic wavevectors. The Landau quantization of such
bands results in the quantization rule of Eqs. (4-9) for
D = 2; these equations will be generalized (below) for
D > 2. Although less common than D = 2, D > 2 is
relevant in materials with nonsymmorphic symmetries.
For example in screw- and time-reversal-invariant solids
with weak spin-orbit coupling, bands in a high-symmetry
plane (e.g., kz = pi for the screw c2z,c/2) are nearly four-
fold degenerate.
The quantization rule is derived from the WKB so-
lution of an effective Schro¨dinger equation. During the
derivation, it is important to control the error in our
approximation scheme, which we use big-O and little-o
notations to quantify. They are defined as:
•
f(x) ∼ O({gi(x), i ∈ 1..N}) (A1)
as x → 0 if and only if ∃C > 0 and ∃δ > 0 such
that for all x with ||x||∞ < δ,
|f(x)| < Cmax{|gi(x)|, i ∈ 1..N}; (A2)
•
f(x) ∼ o({gi(x), i ∈ 1..N}) (A3)
as x → 0 if and only if ∀ > 0, ∃δ > 0 such that
for all x with ||x||∞ < δ,
|f(x)| < max{|gi(x)|, i ∈ 1..N}. (A4)
Here, ||x||∞ = max{|xi|} is the uniform norm of the
vector x.
As stated in Sec. II, our starting point is a decompo-
sition of the Hamiltonian Hˆ into Hˆ0 and a perturbation
δHˆ = ηHˆ1, with η a dimensionless small parameter. We
assume that ηHˆ perturbatively breaks the D-fold energy
degeneracy (at generic wavevectors) of Hˆ0. For 2-fold
nearly-degeneracy, η can be chosen as δS/S in the main
text.
For an approximate, semiclassical solution to the time-
independent Schro¨dinger equation, we employ the effec-
tive Hamiltonian formalism [6, 10]. The effective Hamil-
tonian is expressed in a basis of a field-augmented Bloch
functions {ψ˜nk}Dn=1,[6] which are modifications of Bloch
functions that span the energy-degenerate subspace of
Hˆ0. Expanding an energy eigenfunction φ in this basis
(φ =
∑D
n=1
∑
k fnkψ˜nk), the Schro¨dinger equation effec-
tively becomes
(H(K)− E)fk = 0, (A5)
with H(K) (the effective Hamiltonian) a D-by-D matrix
differential operator.
In general, the effective Hamiltonian has an asymptotic
expansion in powers of the parameters a/l2(∝ B) and η,
which are both assumed small with finite ratio l2η/a2; a
here is a crystalline lattice period, which we henceforth
set to one for convenience. To the leading order in l−2
and η, the effective Hamiltonian is the Peierls-Onsager
Hamiltonian: H0(K) := (K). This is just the Weyl-
symmetric Peierls substitution k→K for the dispersion
((k)) of the D-fold degenerate band of Hˆ0(k), and K =
k+(e/~)A(i∇k) here are the kinematic quasimomentum
operators.
The subleading term H1(K) (denoted H in the main
text) of the effective Hamiltonian has two additive com-
ponents: the first is obtained by Peierls substitution of
the generalized Zeeman interaction (in the absence of
δHˆ), which includes the Zeeman coupling to orbital and
spin moments, as well as a geometric Berry contribu-
tion. The second component is the Peierls-substitution
of δ(k), which is the projection of Hˆ1 to the D-fold de-
generate bands of Hˆ0. In combination,
H1(k) = ηδ(k)+B(Mz−gsµBsz/~+eαβXβvα). (A6)
19
Mz, sz, X and v in Eq. (A6) should be evaluated with
wavefunctions in the degenerate subspace of Hˆ0. The
above equation presupposes that the magnetic field B
lies in the −z direction.
Employing the Landau gauge for Eq. (A5) with kx a
good quantum number, we seek a semiclassical solution
in the WKB approximation. To the leading order (i.e.,
with H0(K) only), solutions of Eq. (A5) are Zil’berman
functions[84] labelled by the wavevector k0x:
gνk =
1√|vνx|eil2k0xkye−il2
∫
kνxdkyδk0xkx , (A7)
where kνx is a function of ky satisfying (k
ν
x, ky) = E.
The multiple solutions to (kνx, ky) = E are indexed by
ν. Quantities with the superscript ν (e.g., vνx(k) in Eq.
(A7)) should be evaluated at k = (kνx, ky).
Similar to what is done in Ref. 10, we seek the so-
lution to the Schro¨dinger equation using the following
multicomponent wave function ansatz
fν = Aνgν , (A8)
where
gνa = c
ν
a
1√|vνx|eik0xkyl2e−il2
∫
kνxdkyδk0xkx , a ∈ 1..D (A9)
and cνa is k independent. Aν is a ky dependent square
matrix with the assumption Aνab is of order O(1, ηl2) :=
O({1, ηl2}). Following section V A 2 of Ref. 10,:
[H0(K)]abAνbcgνc =Aνac0(K)gνc + i~l−2vνx(∂yAνac)gνc
+ o(l−2, η), (A10)
and
[H1(K)]abAνbcgνc = [H1]abAνbcgνc + o(l−2, η). (A11)
One term omitted in Eq. (A11) in o(l−2, η) is
il−2(∂yAνac)g
ν
c dH1/dkx. This omission can be justified
if terms in Eq. (A6), including the change of velocity
due to δHˆ, are not anomalously large.
Schr¨odinger equation then reads
i~l−2vνx(∂yAνac)gνc + [H1]abAνbcgνc = o(l−2, η). (A12)
For the above equation to hold for any c,
~∂yAνac = il2[vνx]−1[H1]abAνbc + o(1, ηl2). (A13)
The solution to this differential equation is a path-
ordered exponential:
Aν = exp[il2
∫
H1
~vνx
dky] + o(1, ηl
2), (A14)
By imposing a hard-wall boundary condition at classi-
cal turning points, and requiring that the wavefunction
in Eq. (A8) be single-valued,[10] we obtain the quantiza-
tion rule stated in Eqs. (4-9); in Eq. (4), a now runs from
1 to D. Due to the geometric Berry term, Eq. (5) trans-
forms covariantly under basis transformations within the
degenerate subspace of Hˆ0 [See Eq. (133) of Ref. 10],
and as a consequence {λa}Da=1 is well-defined modulo 2pi.
Since λa is the eigenphase of A over a full cyclotron
orbit, it carries the same uncertainty o(1, ηl2). For ex-
ample, in the Rashba model with an out-of-plane field, a
comparison with the exact solution shows that our quan-
tization rule misses terms of the order η2l2; precisely, the
missed terms are each proportional to l2δS2/S in Eq.
(14)]. These missed terms are small under our assump-
tion of small η and small l−2 with finite ratio l2η. We
remark that l2δS2/S  1, along with the standard semi-
classical condition, sets a double-sided constraint on the
magnetic field: S−1  l2  S/(δS)2.
Besides the effective-Hamiltonian approach described
here, semiclassical wave packet theory has been devel-
oped for multiple coupled bands[85]. It is possible that
quantization rule [of Eqs. (4-9)] can be alternatively de-
rived by a ‘requantization’ of the wave packet theory[86];
we leave this for future investigation.
Appendix B: Comparison of numerically-exact
Landau levels with our approximation scheme
In this appendix, we compare the exact Landau lev-
els obtained from numerical diagonalization (with stan-
dard techniques reviewed in App. B 1) to the approxi-
mate Landau levels obtained from our quantization rule,
as summarized in Eqs. (4-9). The comparison shall be
made for the Rashba-Dresselhaus 2DEG in an out-of-
plane field [see Fig. 8(a)], and for the Rashba 2DEG in
a tilted field [see Fig. 8(b)]. In both cases, a closed-form
analytic expression for the Landau-level spectrum is not
known. We quantify the error of our quantization rule by
error := |rule − exact|/εc for different parameter choices
in both models. The semiclassical (l2S  1) and near-
degeneracy conditions (δS/S  1) are satisfied within
the parameter range in Fig. 8. Just as for the Rashba
2DEG in an out-of-plane field [cf. Eq.(14)], the accuracy
of our rule improves with decreasing parameter l2δS2/S,
suggesting that this parameter gives the dominant con-
tribution to the error of the quantization rule [cf. the
discussion in App. A].
1. Method of numerical diagonalization
Numerical diagonalization relies on [Kx,Ky] = il
−2
being algebraically similar to the commutation relation
of position and momentum (in quantum mechanics with
quantum parameter ~). Analogously, Kx and Ky can
expressed with creation and annihilation operators
Kx =l
−1(a+ a†)/
√
2,
Ky =− il−1(a− a†)/
√
2.
(B1)
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FIG. 8. Comparison of quantization rule and exact diago-
nalization. (a) For various spin-orbit parameters (α, β) of
the Rashba-Dresselhaus model, we plot in left panel error :=
|rule − exact|/εc for a single Landau level that lies closest
to energy E = 0.4eV , where rule is determined by Eq. (4)
and exact is obtained by numerical diagonalization of the
Peierls-Onsager Hamiltonian HRD(K) plus the Zeeman cou-
pling to spin. We also plot in right panel l2δS2/S, which
has a strong positive correlation with the error. (b) For
various parametrizations (α, Z‖) of HRZ , we plot in the
left panel the error for a single Landau level that is clos-
est to 0 [as defined in Eq. (16)] rule is determined by
Eq. (4) and exact is obtained by numerical diagonalization
of the Peierls-Onsager Hamiltonian HRZ(K) plus the Zee-
man coupling to spin. The corresponding l2δS2/S is plot-
ted in the right panel. For numerical convergence[87], we
have presented data only in a strip [within (α, Z‖)-space]
where 0.4<0<1.0(eV).Parameters for (a): m = 0.076m0,
l = 200A˚ and gs⊥ = 2; parameters for (d): m = 0.076m0,
l = 100A˚ and gs⊥ = 2.
Performing the above substitution for HR(K) (with the
Zeeman coupling to spin),
HR(K) =
~2
ml2
(a†a+
1
2
)
+
√
2~αl−1
(
0 −ia†
ia 0
)
− gs⊥~
2σz
4m0l2
.
(B2)
Eq. (B2) have solutions in the form of (c1|n + 1〉, c2|n〉)
where c1 and c2 are some constants and |n〉 is an eigen-
state of a†a with eigenvalue n. Any Hamiltonian H(K)
can be numerically diagonalized with a cutoff for the in-
dex n, which we assume to be large.
Appendix C: Existence of Landau-level
quasidegeneracy
For our quantization rules to be consistent, the follow-
ing inequalities are necessary:
|l2S|  |λa|,
∣∣∣∣l2 ∂S∂E
∣∣∣∣ ∣∣∣∣∂λa∂E
∣∣∣∣ , |S|  ∣∣∣∣∂λa∂l2
∣∣∣∣ . (C1)
Due to the latter two inequalities, we shall refer to λa as
slowly-varying (with respect to E and B), in comparison
with the rapidly-varying l2S.
To appreciate the difference in scales, consider that
for λa to change by 2pi due to a variation l
2 (at fixed
energy), we estimate from Eq. (10) that l2 must change
on the scale of 2pi/δS; this scale is much greater than
the period of quantum oscillations (Tl2 :=2pi/S), by our
assumption of near degeneracy. The above estimate was
carried out in the weak-hybridization regime, where the
Zeeman interaction is much weaker than the spin-orbit-
splitting of energy bands. In the strong-hybridization
regime, λ is independent of l2 to the accuracy of our
theory.
Analogously, for λa to vary by 2pi due to a vari-
ation of E → E + δE (at fixed field), we estimate
in the weak-hybridization regime [cf. Eq. (10)] that
δE∼2pi/l2(∂δS/∂E), which is generically much larger
than the cyclotron energy c=2pi/l
2(∂S/∂E). In the
strong-hybridization regime, λa depends on E solely
through the slow variation ofM. In the absence of sym-
metry, we estimate
∂λa
∂E
= O
(
gs
m0
∂m
∂E
,
∂2S/∂E2
∂S/∂E
)
 2pi
εc
, (C2)
where m0 is the free-electron mass, and
m=~2(∂S/∂E)/2pi the effective mass. The first ar-
gument of O originates from the energy dependence
of the effective g-factor; the second argument accounts
for possible non-analyticities in the area of o0, which
may originate from saddle- or II-Dirac points in the
zeroth-order Hamiltonian Hˆ0.
Armed with the above inequalities, we now demon-
strate that, if a degeneracy of A [eiλ+=eiλ− ] occurs at
(E¯, B¯), there exists two Landau levels in close proximity
to (E¯, B¯) which satisfy the nearly-degeneracy conditions
defined in Eqs. (28-29).
To begin, it is useful to define
Q±(E,B) := 1
2pi
(
l2S + λ± − γ
)
(C3)
such that the quantization rule Eq. (4) is satisfied if
Q±(E,B)∈Z. Generically, either of m± := Q±(E¯, B¯) ∈
R is not integer-valued, but(Q+ −Q−)∣∣∣∣
E¯,B¯
=
λ+ − λ−
2pi
∣∣∣∣
E¯,B¯
∈ Z. (C4)
Let n± be the closest integer to m± (this implies |n± −
m±| < 1). From Eq. (C4), we deduce that n+ −m+ is
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equal to n−−m−; this quantity is henceforth denoted as
r := n± −m±, and Q±(E¯, B¯)+r∈Z.
Let us first tackle Eq. (28). We define E± such that
Q±(E±, B¯)=Q±(E¯, B¯)+r∈Z. Since λ± is a slowly vary-
ing function of E relative to l2S, |E±−E¯|/εc≈|r|<1, with
the cyclotron energy εc = 2pi/l
2|∂S/∂E| evaluated at
(E¯, B¯). Let us denote O′ := ∂O/∂E evaluated at (E¯, B¯).
We estimate
E+ − E−
εc
≈ r
εc
(
1
Q′+
− 1Q′−
)
≈ r
2pi
εc
(
λ′− − λ′+
)
.
(C5)
Combining Eq. (C5) with the above estimates for λ′±, we
derive Eq. (28).
Let us next tackle Eq. (29). It is most convenient at
this point to change variables from B → l2 (the square
of the magnetic length). Let us define l2± such that
Q±(E¯, l2±)=Q±(E¯, l¯2)+r∈Z. We denote O˙ := ∂O/∂(l2)
evaluated at (E¯, B¯), and estimate
l2+ − l2−
Tl2
≈ r
2pi
Tl2
(
λ˙− − λ˙+
)
. (C6)
Combining Eq. (C6) with the above estimates for λ˙±, we
derive Eq. (29).
Appendix D: Codimension of Landau level
quasidegeneracy
In this appendix, we perform a symmetry analysis of
the two-by-two matrix propagator A [defined in Eqs. (5-
9)], and derive the symmetry-constrained codimensions
of the eigenvalue-degeneracies of A.
For a symmetry g which acts on spacetime as r →
gˇr and t → (−1)s(g)t, we define gˆ as the cor-
responding operator on wave functions: gˆψ(r, s) =∑
s′ ψ(gˇ
−1r, s′)[Dg]s′s, withDg the spinor representation
of g. The sewing matrix g˘ is defined as
g˘(k)nm := 〈un,g◦k|gˆ(k)|um,k〉Ks(g),
gˆ(k) := e−ik·rˆ gˆeik·rˆ. (D1)
Here, n = 1, 2 and m = 1, 2 runs over the degenerate
subspace of Hˆ0; K
1 := K which implements complex
conjugation, while K0 is the identity operation. By a
basis transformation in the degenerate subspace:
|unk〉 →
2∑
m=1
|umk〉Vmn(k), (D2)
g˘ transforms as
g˘(k)→ V †(g ◦ k)g˘(k)Ks(g)V (k)Ks(g). (D3)
This shall be referred to as a gauge transformation. Any
unitary gˆ can be diagonalized by a gauge transformation,
such that gˆ(k) maps |un〉 to itself, up to a phase factor
which we identify as the symmetry eigenvalue. We define
order N of g as the smallest positive integer such that gN
is either the identity, or any multiplicative combination
of a 2pi rotation (which acts nontrivially on half-integer-
spin representations) and a lattice translation.
The codimension calculation can be simplified by
choosing a convenient gauge; the codimension is of course
gauge-invariant. Generally, we have the following rules
for two-by-two sewing matrix:
• If g ◦ k 6= k, g˘(k) can be transformed into identity
matrix by a gauge transformation.
• If g ◦ k = k and gˆ is unitary, g˘(k) can be trans-
formed into a diagonal matrix by a gauge transfor-
mation.
• If g ◦k = k and gˆ is antiunitary, g˘(k) can be trans-
formed into an off-diagonal matrix (diagonal terms
are 0) by a gauge transformation. For the special
case of gˆ that is order-2, g˘ can be transformed into
either σx or iσy.
The first two claims are simple to show, and the last
claim is verified in App. D 1 below.
The symmetry constraints onA expressed using sewing
matrix is presented in Ref. 10 and reproduced in Table IV
for convenience. Generally, these constraints are derived
using the following relation
A[g ◦ kf ← g ◦ ki]
= eiφg˘(kf )K
s(g)A[kf ← ki]Ks(g)g˘−1(ki), (D4)
where A[kf ← ki] is a segment of the propagator from ki
to kf along the cyclotron orbit. e
iφ is a phase factor that
appears for g that is a nonsymmorphic element; however
this phase always drops out[10] for closed orbits and will
be neglected in the subsequent analysis.
For four of the ten classes (III 1-4), the symmetry re-
lates the propagators of distinct and disconnected orbits,
but each propagator (corresponding to one orbit) is it-
self unconstrained. Therefore, the codimensions are still
3. For the other six classes, self constraints of A are
imposed. In particular, in class I-2, II-3, II-4, det(A) is
quantized at ±1[9, 10].
The self constraints of the six classes can be divided
into two types: (i) restricting A to only a submanifold of
SU(2) (class I-1, I-2, II-2, II-4); (ii) expressing the prop-
agator A as a product of propagators over a fraction of
the period [e.g., Eq. (37)] (class II-1, II-3). For the for-
mer case, we define symmetric coordinates by restricting
canonical parametrization of A to that submanifold; in
the latter case, we employ the canonical parametrization
of the fractional propagators to define symmetric coor-
dinates for the full propagator A. For symmetry con-
straints of type (i), A fulfills an equation expressed with
sewing matrix at the base point of A (denoted as k0).
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class label u s symmetry constraint detA g˘ codimension
I-1 0 0 A = g˘Ag˘−1 - g˘ ∝ I 3
- g˘ 6∝ I 1
I-2 0 1 A = g˘A∗g˘−1 1 (g˘K)2 = I 1
1 (g˘K)2 = −I 3
-1 (g˘K)2 = I ∞
-1 (g˘K)2 = −I ×
II-1 0 0 A = g˘(gL−1 ◦ k0)AL1/L - - 1
II-2 1 1 A = g˘AT g˘−1 - (g˘K)2 = I 2
- (g˘K)2 6= I 0
II-3 0 1 A = g˘(gL−1 ◦ k0)(KiA1/LKi)L - L = N 1
1 L 6= N 1
-1 L 6= N , (g˘K)2 = I ∞
-1 L 6= N , (g˘K)2 = −I ×
II-4 1 0 A = g˘A†g˘−1 1 g˘ ∝ σz 2
1 g˘ 6∝ σz 0
-1 g˘ ∝ I 2
-1 g˘ 6∝ I 0
III-1 0 0 A2 = g˘A1g˘−1 - - 3
III-2 1 1 A2 = g˘AT1 g˘−1 - - 3
III-3 0 1 A2 = g˘A∗1 g˘−1 - - 3
III-4 1 0 A2 = g˘A†1g˘−1 - - 3
TABLE IV. Codimensions of degeneracy manifold of A under constraints of different type of symmetries. Most of the symmetry
constraints onA are reproduced from Ref. 10 except for class II-1 and II-3, where a special gauge is chosen. ∞ in the codimension
column denotes that eigenvalues of A cannot be degenerate; × denotes an entry where we cannot self-consistently impose the
symmetry constraint and the conditions on detA and g˘ for a two-by-two unitary A. In the second to last column, g˘ is either
chosen to be diagonal or off-diagonal.
Therefore, we parametrize the propagator as
A = eiθ
(
α β
−β∗ α∗
)
, |α|2 + |β|2 = 1. (D5)
and look for how many free parameters are left after the
symmetry constraint is imposed, which is codimension of
degeneracy manifold. For symmetry constraints of type
(ii) we parametrize the first fractional of the propagator
A1/L as
A1/L = eiθ
(
α β
−β∗ α∗
)
, |α|2 + |β|2 = 1. (D6)
Then we calculate the full propagator A and figure out
how many parameters is needed to tune A such that A is
proportional to identity, which is codimension of degen-
eracy manifold.
class I-1 According to the general rules of sewing ma-
trix, the sewing matrix g˘ can be made diagonal by a
gauge transformation
g˘ =
(
eiφ1 0
0 eiφ2
)
. (D7)
In this gauge, the symmetry constraints are expressed as(
α β
−β∗ α∗
)
=
(
α ei(φ1−φ2)β
−e−i(φ1−φ2)β∗ α∗
)
. (D8)
Therefore, unless g˘ is proportional to identity, β = 0 and
the only free variable is the phase of α.
class I-2 By a gauge transformation, the sewing ma-
trix g˘ can be made off-diagonal
g˘ =
(
0 1
±1 0
)
. (D9)
In this gauge, the symmetry constraints are expressed as
det(A)
(
α β
−β∗ α∗
)
=
(
α ∓β
±β∗ α∗
)
. (D10)
This immediately yeilds corresponding rows in table. IV.
class II-1 In this class (and also class II-3), the full
propagator can be constructed from 1/L of it, where L
is the smallest positive integer fulfilling gL ◦ k0 = k0.
Here, k0 is the base point of A. In this class, L = N .
A good example in this class is cNz, N -fold rotation in z
direction. Generally, by gauge transformation at gn ◦k0,
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g˘(gn ◦ k0) can be transformed to identity for 0 ≤ n <
N − 1 and the full propagator is
A = g˘(gN−1 ◦ k0)AN1/N (D11)
where
g˘(gN−1 ◦ k0) =
N−1∏
n=0
g˘(gn ◦ k0) (D12)
is a constant phase factor determined by the group multi-
plication rule. For example if g is an N -fold rotation, the
phase factor is +1 (resp. −1) for an integer-spin (resp.
half-integer-spin) representation. For the purpose of de-
termining degeneracies, we may focus on AN1/N . Using
the parametrization in Eq. (D6), we diagonalize A1/N as
A1/N = e
iθU†
(
eiϕ 0
0 e−iϕ
)
U (D13)
with eiϕ = Re(α) + i
√
Im(α)2 + |β|2. The sufficient and
necessary condition for AN1/N ∝ I is Re(α) = cos(npi/N),
with n ∈ Z. Tuning Re(α) = cos(npi/N) requires only
one parameter, except for n = 0 and n = N , where three
parameters are required.
In the Sec. IV, we construct cN models by perturbing
from c∞ Rashba model and by coupling two otherwise
independent orbits by magnetic breakdown. In both con-
structions, ϕ evolves monotonically with respect to B be-
fore perturbation are turned on. ϕ sweeps through npi/N
where degeneracies of A are expected. eiϕ hits ±1 once
in every N degeneracies and therefore the other N − 1
degenerates are stable, i.e., have codimension 1.
class II-3 In class II-1, L = N is guaranteed. How-
ever, in class II-3, this is generally not true. For symme-
try operations still respecting L = N , the codimension
calculation is similar to what is done in class II-1. The
only example of L 6= N is T c6z,nc/6 (n ∈ {0, 1, 2, 3, 4, 5}),
where L = 3 and N = 6. We write g = T c6z,nc/6 and
h = g3. By gauge transformation, it is possible to make
g˘(k0) = g˘(g ◦k0) = I and h˘(k0) = g˘(g2 ◦k0) ≡ h˘. In this
gauge, h˘(g ◦ k0) = h∗. Therefore,
A = h˘A1/LA∗1/LA1/L (D14)
and A1/L is constrained due to h as
A1/L = h˘∗A1/Lh˘−1. (D15)
Since h is of order two, h˘ can either be chosen as σx or
iσy. Then we immediately get detA1/L = ±1. We first
study the case h˘ = σx. If detA1/L = 1, we parametrize
detA1/L as in Eq. (D6) with θ = 0. From Eq. (D15),
we get β = 0 and thus
A =
(
0 α∗
α 0
)
(D16)
and eigenphases of A are fixed to 0 and pi. If detA1/L =
−1, θ = pi/2 in Eq.(D6) and we obtain
A =
(
β∗3 0
0 β3
)
(D17)
and the codimension is 1. If h = iσy, from the fourth
entry of class I-2, we deduce detA1/L = 1. Choosing the
parametrization in Eq. (D6) with θ = 0, we compute the
codimension to be 1.
class II-2 and II-4 Calculation of codimensions for
the two classes follow the same pattern as class I-1 and
I-2 and is therefore omitted here.
Assuming that the spin-orbit coupling can be turned
off continuously without changing the degree (D = 2) of
degeneracy, det(A) = 1 for class I-2, II-3, II-4, and thus
Tab. IV simplified to Tab. I-II.
1. Two-by-two sewing matrix of antiunitary
symmetry operator can be made off-diagonal
Here we derive the third rule for gauge transformations
(the third bulleted point in the previous subsection). We
will show a gauge exists where g˘ (the sewing matrix of
an antiunitary symmetry, at a g-invariant wavevector) is
off-diagonal. We will arrive at this gauge by a sequence
of gauge transformations: g˘ → V †g˘V ∗.
(i) The square of an antiunitary operator is unitary, hence
g˘g˘∗ → V −1g˘g˘∗V can be diagonalized. In this diagonal-
ized gauge, it is simple to see that either g˘ is off-diagonal
or it is a (complex) symmetric unitary matrix. In the
former case, our job is done. Let us henceforth deal with
the latter.
(ii) Any symmetric unitary matrix can be diagonalized by
conjugation with a real orthogonal matrix,[88] which we
identify with V in the next gauge transformation. Hence-
forth we assume g˘ is diagonal.
(iii) By an appropriately chosen V that is diagonal, we
can always simplify g˘ to the identity matrix.
(iv) Finally, with V = e−i(pi/4)σx , we obtain g˘ = iσx,
with σx an off-diagonal Pauli matrix. This completes
the proof.
In the special case that g is order-two, then the asso-
ciativity condition for g imposes that g˘g˘∗ = ±I. In the
case of +I, then g˘ is symmetric, and we may apply (ii-
iv) above to simplify g˘ = iσx; this can be made real by
a final gauge transformation with V = eipi/4σx. In the
case where g˘g˘∗ = −I, then g˘ must be skew-symmetric
(under transpose). Any skew-symmetric unitary matrix
is proportional to iσy, up to a phase factor that can be
gauged away.
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