Abstract. Motivated by a joint concavity of connections, solidarities and multidimensional weighted geometric mean, in this paper we extend an idea of convexity (concavity) to operator functions of several variables. With the help of established definitions, we introduce the so called multidimensional Jensen's operator and study its properties. In such a way we get the lower and upper bounds for the above mentioned operator, expressed in terms of non-weighted operator of the same type. As an application, we obtain both refinements and converses for operator variants of some well-known classical inequalities. In order to obtain the refinement of Jensen's integral inequality, we also consider an integral analogue of Jensen's operator for functions of one variable.
Introduction
The theory of operator means for positive linear operators on a Hilbert space, in connection with Löwner's theory for operator monotone functions, was established by Kubo and Ando [11] .
A binary operation (A, An operator mean is a connection with normalized condition (C4) normalized condition: 1 H σ1 H = 1 H . In condition (C2) symbol ↓ denotes the convergence in the strong operator topology, while 1 H in (C4) denotes the identity operator on a Hilbert space.
The heart of the Kubo-Ando theory is the one-to-one correspondence between connections and non-negative operator monotone functions on R + . Following the Kubo-Ando theory, Fujii et.al. [2] , gave extension of connections to solidarities. More precisely, they have established the one-to-one correspondence between solidarities and operator monotone functions on R + . Recall, a binary operation Although the solidarity s is defined for every ordered pair of positive invertible operators, it is not defined for every pair of positive operators. Hence, D s denotes the maximal subset of B + (H) × B + (H) on which solidarity exists as a bounded operator. For more details about domain D s of solidarity, the reader is referred to [2] .
Both connections and solidarities posses numerous common properties, one of them is the so called joint concavity. More precisely, the following relations hold:
(
where 0 ≤ λ ≤ 1 and A 1 , A 2 , B 1 , B 2 are positive operators assuming all the expressions with solidarities exist as bounded operators.
On the other hand, Fujii et.al. [3] , established the weighted geometric mean G [n, t] , 0 ≤ t ≤ 1, for an n-tuple of positive invertible operators A 1 , A 2 , . . . , A n .
More precisely, let G[2, t](A
inductively for r. Then, there exist the limit lim r→∞ A (r) i in the Thompson metric and it does not depend on i (see [3] ). Thus, the above mentioned weighted geometric mean is defined as
i . Such defined geometric mean is also jointly concave, i.e.
where
. . , n, is an ordered n-tuple of positive invertible operators on a Hilbert space. For more details about described construction and contributed consequences, the reader is referred to [3] .
As we see, these three examples have the joint concavity in common. Some other examples of joint concave maps the reader can, for example, find in papers [6] , [7] or [9] . Such joint concavity can be regarded as a some kind of multidimensional concavity of operator functions. Hence, the main objective of this paper is to extend the concept of convexity and concavity to operator functions of several variables.
The paper is organized in the following way: After this Introduction, in Section 2 we establish the definition of convexity and concavity for operator functions in several variables. Such definitions can be regarded as the multidimensional analogue of discrete Jensen's operator inequality. Further, in Section 3 we define the so called multidimensional Jensen's operator, deduced from the previously established definitions of operator convexity and concavity, and derive its basic properties. As a consequence, we get the lower and upper bounds for such operator, expressed in terms of non-weighted operator of the same type. Such estimates can be interpreted as both refinements and converses of multidimensional Jensen's operator inequality. In Section 4 we apply our general results to some well-known operator concave functions discussed in the Introduction, i.e. connections, solidarities and multidimensional weighted geometric mean. As a consequence, we obtain both refinements and converses for the weighted operator variants of some classical inequalities (e.g. those by Hölder, Minkowski, Cauchy). Finally, with the help of Jensen's integral inequality, in Section 5 we derive integral analogues of the results from Section 3, for operator functions in one variable. 
Notations
The above assumptions enable us to establish the definitions of operator convexity and concavity in m variables. Namely, the function F :
is said to be operator convex in m variables, if the operator inequality 
. . , m. Inequality (4) will be referred to as a multidimensional Jensen's operator inequality.
On the other hand, the function F :
is said to be operator concave in m variables, if the sign of inequality (4) is reversed for all
Similarly as by the classical Jensen's inequality, definition (4) can be extended to arbitrary number of operators.
In addition, if F :
Proof. Inequality (5) is easily established by the mathematical induction principle. If n = 2 then inequality (5) becomes the convexity definition (4) . Now, suppose the inequality (5) is valid. If we denote P n+1 = ∑ n+1 i=1 p i , then, by using the convexity definition (4) and assumption (5), we have
as required. The reverse inequality in (5), which holds for operator concave function F :
is established in a similar way.
Multidimensional Jensen's operator and its properties
In this section we define a multidimensional Jensen's operator, deduced from multidimensional Jensen's operator inequality. Roughly speaking, such operator measures the difference between the right-hand side and the left-hand side of inequality (5). Investigation of its properties will bring us to both refinement and converse of Jensen's operator inequality (5) .
Considering relation (5), we define the operator J (F, A 1 , . . . , A n ; p) by the formula
. . , A n ; p), defined by (6), will be referred to as a multidimensional Jensen's operator. The following theorem contains its basic properties.
is operator convex in m variables, then the operator J (F, A 1 , . . . , A n ; p), defined by (6) , satisfies the following properties:
is operator concave in m variables, then the signs of inequalities in (7) and (8) are reversed, that is, J (F, A 1 , . . . , A n ; ·) is subadditive and decreasing on R n + . Proof. (i) We start with Jensen's operator (6) equipped with a positive n-tuple p + q. Clearly, J (F, A 1 , . . . , A n ; p + q) can be rewritten in the following form:
On the other hand, operator convexity of the function F provides inequality
Now, considering (9) and (10), we get inequality
which represents superadditivity property (7), due to definition (6) .
(ii) Monotonicity property (8) follows easily from deduced superadditivity property. If p = q relation (8) holds trivially. If p > q, an ordered n-tuple p ∈ R n + can be represented as a sum of two ordered n-tuples in R n + , that is, p = (p − q) + q. Now, from superadditivity property (7) we get
Furthermore, since p − q ∈ R n + , we have J (F, A 1 , . . . , A n ; p − q) ≥ 0, and consequently J (F, A 1 , . . . , A n ; p) ≥ J (F, A 1 , . . . , A n ; q), as required.
(iii) The case of operator concave function F is established in the same way as in (i) and (ii), taking into consideration that the sign of inequality (4) is reversed and that J (F, A 1 , . . . , A n ; p) ≤ 0.
Superadditivity and monotonicity properties of multidimensional Jensen's operator are very significant properties, considering the numerous applications that will follow from them. As a first application of Theorem 1, regarding monotonicity property (8), we establish the lower and upper bounds for multidimensional operator (6), which are expressed in terms of associated non-weighted multidimensional operator.
where Clearly, p max ≥ p ≥ p min , hence operator convexity of the function F and yet another use of property (8) yields the interpolating series of inequalities:
Finally, considering
we get the series of inequalities in (11) . The setting with operator concave function F , which yields reversed signs of inequalities in (11) , is established in a similar way, considering the reversed property (8). (F, A 1 , . . . , A n ), defined by (12) , will be referred to as a non-weighted multidimensional Jensen's operator. (F, A 1 , . . . , A n ; p) . Moreover, comparing (5) and the series of inequalities in (11) , we see that the right inequality in (11) yields refined inequality (5) , while the left inequality in (11) yields converse of (5).
Remark 1. The operator J N

Remark 2. Corollary 1 yields the lower and upper bounds for multidimensional operator J
Applications to some well-known operator concave functions
In this section we apply our general results i.e. Theorem 1 and Corollary 1 to some significant operator concave functions, discussed in the Introduction. 
In the above expression, we use abbreviations X and Y respectively for ordered n-
. . , Y n ) of positive operators. Moreover, since every connection is positive homogeneous, i.e. α (XσY ) = (αX) σ (αY ), X, Y ∈ B + (H), α > 0 (see [5] , p.140), the previous formula reduces to
The operator (13) will be referred to as a connection operator. We have already mentioned in the Introduction that every connection is jointly concave, i.e. operator concave in the sense of definition (4). Thus, according to inequality (5), we conclude that
n and p ∈ R n + . Moreover, Theorem 1 claims that connection operator J σ (X, Y; ·) is subadditive and decreasing on R n + . In this example, we shall be more concerned with the bounding of connection operator (13) . In such a way we shall deduce the weighted operator variants of some well-known classical inequalities. The starting point in such direction is an application of Corollary 1 to connection σ.
Corollary 2. Let
X = (X 1 , X 2 , . . . , X n ), Y = (Y 1 , Y 2 , . . . , Y n ) ∈ [B + (H)] n , where
H is a Hilbert space, and let
Proof. Follows immediately from Corollary 1, relation (13) and positive homogeneity of connection σ.
Regarding relation (14) , the weighted connection operator J σ (X, Y; p) is mutually bounded via non-weighted connection operator J 
Thus, considering the series of inequalities in (14) , the left inequality in (14) can be interpreted as a converse of inequality (16), while the right one represents a refinement of inequality (16). (17) and (18) were deduced in paper [14] , so our relations can be regarded as appropriate weighted extensions. Besides, scalar forms of (17) and (18) were obtained in paper [15] (see also [13] , p.718). H, i = 1, 2, . . . , n. As we have already emphasized in the Introduction, the domain of solidarity is wider set, but for the sake of simplicity we restrict here to the set of all positive invertible operators. Now, by replacing F with the solidarity s, the operator (6), denoted here by J s (X, Y; p), reduces to
Remark 3. We consider now some particular cases of connections which will bring us to operator variants of some well-known classical inequalities. Let
{p i } [ n ∑ i=1 ( X s i ♯ 1/s Y t i ) − ( n ∑ i=1 X s i ) ♯ 1/s ( n ∑ i=1 Y t i )] ≤ n ∑ i=1 p i ( X s i ♯ 1/s Y t i ) − ( n ∑ i=1 p i X s i ) ♯ 1/s ( n ∑ i=1 p i Y t i ) ≤ min 1≤i≤n {p i } [ n ∑ i=1 ( X s i ♯ 1/s Y t i ) − ( n ∑ i=1 X s i ) ♯ 1/s ( n ∑ i=1 Y t i )] . (17)
Clearly, the series of inequalities in (17) yields both refinement and converse of the weighted operator variant of Hölder's inequality via non-weighted Hölder's inequality. Of course, if s = t = 2, we get the weighted operator variant of
{p i }    n ∑ i=1 (X i + Y i ) −1 −   ( n ∑ i=1 X −1 i ) −1 + ( n ∑ i=1 Y −1 i ) −1   −1    ≤ n ∑ i=1 p i (X i + Y i ) −1 −   ( n ∑ i=1 p i X −1 i ) −1 + ( n ∑ i=1 p i Y −1 i ) −1   −1 ≤ min 1≤i≤n {p i }    n ∑ i=1 (X i + Y i ) −1 −   ( n ∑ i=1 X −1 i ) −1 + ( n ∑ i=1 Y −1 i ) −1   −1    . (18)
Similarly as before, the series of inequalities in (18) yields both refinement and converse of operator variant of the well-known Minkowski's inequality, again via non-weighted operator of the same kind. Note also that the non-weighted variants of inequalities in
Like a connection, every solidarity is also positive homogeneous, i.e. α (XsY ) = (αX) s (αY ), X, Y ∈ B ++ (H), α > 0 (see [2] ), so the previous formula reduces to
providing a solidarity operator. Solidarity operator (19) has the same properties as connection operator (13) . Emphasize,
is also subadditive and decreasing on R n + . In the same way as in Corollary 2, solidarity operator can be mutually bounded via non-weighted operator of the same kind.
Corollary 3. Let H be a Hilbert space,
Remark 4. A typical example of solidarity is the well-known relative operator entropy. More precisely, if X, Y ∈ B ++ (H), then the relative operator entropy is defined by
and hence, the solidarity operator (19), denoted here by J S (X, Y; p), reduces to 
Another example of solidarity is the Tsallis relative operator entropy T λ , which can be defined as the parametric extension of the relative operator entropy (see [4] ): 
is a multidimensional weighted geometric mean, defined in the Introduction, we construct the operator measuring the difference between the right-hand side and the left-hand side of inequality (3): [3] ), the previous formula reduces to
providing a multidimensional geometric operator. Taking into account the joint concavity of geometric mean G[n, t] we see that the operator (25) is non-positive in described setting. Moreover, Theorem 1 assures subadditivity and decrease of the operator J G[n,t] (A 1 , . . . , A n ; ·) on R n + . Similarly as in the previous examples, the operator (25) can mutually be bounded by the non-weighted operator of the same type. Such estimates can be regarded as both refinement and converse of inequality (3).
Corollary 4. Suppose H is a Hilbert space,
Proof. Follows immediately from Corollary 1, relation (13) and positive homogeneity of geometric mean G[n, t].
Jensen's integral operator
In this section we establish Jensen's integral operator and investigate its properties. At the beginning, we explain construction of the setting which provides the integral variant of Jensen's operator inequality for operator functions of one variable.
Suppose T is a locally compact Hausdorff space and A is a C * -algebra of bounded operators on Hilbert space H. A field (X t ) t∈T of operators in A is said to be continuous if the function t → X t is norm continuous on T . Moreover, by introducing bounded Radon measure µ on T and assuming the function t → ||X t || is integrable, we can form the Bochner integral ∫ T X t dµ(t). Recall, the Bochner integral is the unique element in A which satisfies relation
for every linear functional φ in the norm dual A * (see [8] ). In addition, we consider a field (ϕ t ) t∈T of positive linear mappings ϕ t : A → B from A to another C * -algebra B of bounded operators on Hilbert space K. Such field is assumed to be continuous if the function t → ϕ t (X) is continuous for all X ∈ A. Now, in described setting Mićić et. al. [12] , obtained the following integral variant of Jensen's inequality.
Theorem 2 (Jensen's integral inequality, [12] 
In addition, if f : I → R is operator concave, then the sign of inequality in (28) is reversed.
Clearly, relation (28) represents the weighted form of Jensen's integral inequality for operator functions. If k = 1 one obtains the non-weighted form of the above mentioned inequality (see also [10] ).
Under assumptions as in Theorem 2, we define integral operator
) .
The operator (29) will be referred to as Jensen's integral operator. Obviously, if
In the sequel we investigate the properties of the above defined Jensen's integral operator, dependent on bounded Radon measure. For that sake, we define M + to be the set of all bounded Radon measures µ on T such that the field t → ϕ t (1 H ) is integrable and ∫
Further, suppose that µ, ν ∈ M + are bounded Radon measures such that 
Moreover, since f is operator concave, Jensen's operator inequality yields relation
Now, by using inequality (34), relation (33) and definition (29), we have 
