Abstract-This paper describes the HASY dataset of handwritten symbols. HASY is a publicly available, 1 free of charge dataset of single symbols similar to MNIST. It contains 168 233 instances of 369 classes. HASY contains two challenges: A classification challenge with 10 pre-defined folds for 10-fold cross-validation and a verification challenge.
I. INTRODUCTION
Publicly available datasets have helped the computer vision community to compare new algorithms and develop applications. Especially MNIST [LBBH98] was used thousands of times to train and evaluate models for classification. However, even rather simple models consistently get about 99.2 % accuracy on MNIST . The best models classify everything except for about 20 instances correct. This makes meaningful statements about improvements in classifiers hard. Possible reason why current models are so good on MNIST are 1) MNIST has only 10 classes 2) there are very few (probably none) labeling errors in MNIST 3) every class has 6000 training samples 4) the feature dimensionality is comparatively low. Also, applications which need to recognize only Arabic numerals are rare.
Similar to MNIST, HASY is of very low resolution. In contrast to MNIST, the HASYv2 dataset contains 369 classes, including Arabic numerals and Latin characters. Furthermore, HASYv2 has much less recordings per class than MNIST and is only in black and white whereas MNIST is in grayscale.
HASY could be used to train models for semantic segmentation of non-cursive handwritten documents like mathematical notes or forms.
II. TERMINOLOGY
A symbol is an atomic semantic entity which has exactly one visual appearance when it is handwritten. Examples of symbols are: α, ∝, ·, x,´, σ, . . . While a symbol is a single semantic entity with a given visual appearance, a glyph is a single typesetting entity. Symbols, glyphs and L A T E X commands do not relate:
• Two different symbols can have the same glyph. For example, the symbols \sum and \Sigma both render to Σ, but they have different semantics and hence they are different symbols.
• Two different glyphs can correspond to the same semantic entity. An example is \varphi (ϕ) and \phi (φ): Both represent the small Greek letter "phi", but they exist in 1 See appendix for detailed instructions how to obtain the data.
two different variants. Hence \varphi and \phi are two different symbols.
• Examples for different L A T E X commands that represent the same symbol are \alpha (α) and \upalpha (α): Both have the same semantics and are hand-drawn the same way. This is the case for all \up variants of Greek letters.
All elements of the data set are called recordings in the following.
III. HOW HASY WAS CREATED
HASY is derived from the HWRT dataset which was first used and described in [Tho14] . HWRT is an on-line recognition dataset, meaning it does not contain the handwritten symbols as images, but as point-sequences. Hence HWRT contains strictly more information than HASY. The smaller dimension of each recordings bounding box was scaled to be 32 px. The image was then centered within the 32 px × 32 px bounding box. HWRT contains exactly the same recordings and classes as HASY, but HASY is rendered in order to make it easy to use.
HWRT and hence HASY is a merged dataset. 91.93 % of HWRT were collected by Detexify [Kir10] , [Kir14] . The remaining recordings were collected by http://write-math.com. Both projects aim at helping users to find L A T E X commands in cases where the users know how to write the symbol, but not the symbols name. The user writes the symbol on a blank canvas in the browser (either via touch devices or with a mouse). Then the websites give the Top-k results which the user could have thought of. The user then clicks on the correct symbol to accept it as the correct symbol. On write-math.com, other users can also suggest which symbol could be the correct one.
After collecting the data, Martin Thoma manually inspected each recording. This manual inspection is a necessary step as anonymous web users could submit any drawing they wanted to any symbol. This includes many creative recordings as shown in [Kir10] , [Tho14] as well as loose associations. In some cases, the correct label was unambiguous and could be changed. In other cases, the recordings were removed from the data set.
It is not possible to determine the exact number of people who contributed handwritten symbols to the Detexify part of the dataset. The part which was created with write-math.com was created by 477 user IDs. Although user IDs are given in the dataset, they are not reliable. On the one hand, the Detexify data has the user ID 16925, although many users contributed to it. Also, some users lend their phone to others while being logged in to show how write-math.com works. This leads to multiple users per user ID. On the other hand, some users don't register and use write-math.com multiple times. This can lead to multiple user IDs for one person.
IV. CLASSES
The HASYv2 dataset contains 369 classes. Those classes include the Latin uppercase and lowercase characters (A-Z, a-z), the Arabic numerals (0-9), 32 different types of arrows, fractal and calligraphic Latin characters, brackets and more. See Tables VI to XIV for more information.
V. DATA
The HASYv2 dataset contains 168 233 black and white images of the size 32 px × 32 px. Each image is labeled with one of 369 labels. An example of 100 elements of the HASYv2 data set is shown in Figure 1 .
The average amount of black pixels is 16 %, but this is highly class-dependent ranging from 3.7 % of ". . . " to 59.2 % of " " average black pixel by class.
The ten classes with most recordings are:
Those symbols have 26 780 recordings and thus account for 16 % of the data set. 47 classes have more than 1000 recordings. The number of recordings of the remaining classes are distributed as visualized in Figure 2 .
A weakness of HASYv2 is the amount of available data per class. For some classes, there are only 51 elements in the test set.
The data has 32 · 32 = 1024 features in { 0, 255 }. As Table I shows, 32 % of the features can explain 90 % of the variance, 54 % of the features explain 99 % of the variance and 86 % of the features explain 99 % of the variance.
The Pearson correlation coefficient was calculated for all features. The features are more correlated the closer the pixels are together as one can see in Figure 3 . The block-like structure 
VI. CLASSIFICATION CHALLENGE

A. Evaluation
HASY defines 10 folds which should be used for calculating the accuracy of any classifier being evaluated on HASY as follows:
Algorithm 1 Calculate the mean accuracy, the minimum accuracy, and the maximum accuracy with 10-fold cross- The decision tree was trained with a maximum depth of 5. The exact structure of the CNNs is explained in Section VI-C.
The following observations are noteworthy:
• All algorithms achieve much higher accuracy on MNIST than on HASYv2.
• While a single Decision Tree performs much better on MNIST than QDA, it is exactly the other way around for HASY. One possible explanation is that MNIST has grayscale images while HASY has black and white images. Experiments on HASYv2 without preprocessing also showed that even the simplest CNNs achieve much higher accuracy on HASYv2 than all other classifiers (see Table II ). Table III shows The following architectures were evaluated:
• 2-layer: A convolutional layer with 32 filters of size 3 × 3 × 1 is followed by a 2 × 2 max pooling layer with stride 2. The output layer is -as in all explored CNN architectures -a fully connected softmax layer with 369 neurons.
• 3-layer: Like the 2-layer CNN, but before the output layer is another convolutional layer with 64 filters of size 3 × 3 × 32 followed by a 2 × 2 max pooling layer with stride 2.
• 4-layer: Like the 3-layer CNN, but before the output layer is another convolutional layer with 128 filters of size 3 × 3 × 64 followed by a 2 × 2 max pooling layer with stride 2.
• TF-CNN: A convolutional layer with 32 filters of size 3 × 3 × 1 is followed by a 2 × 2 max pooling layer with stride 2. Another convolutional layer with 64 filters of size 3 × 3 × 32 and a 2 × 2 max pooling layer with stride 2 follow. A fully connected layer with 1024 units and tanh activation function, a dropout layer with dropout probability 0.5 and the output softmax layer are last. This network is described in [tf-16b].
For all architectures, ADAM [KB14] was used for training. The combined training and testing time was always less than 6 hours for the 10 fold cross-validation on a Nvidia GeForce GTX Titan Black with CUDA 8 and CuDNN 5.1.
D. Class Difficulties
The class-wise accuracy class-accuracy(c) = correctly predicted samples of class c total number of training samples of class c is used to estimate how difficult a class is. 32 classes were not a single time classified correctly by TF-CNN and hence have a class-accuracy of 0. They are shown in Table IV . Some, like \mathsection and \S are not distinguishable at all. Others, like \Longrightarrow and \Rightarrow are only distinguishable in some peoples handwriting. Those classes account for 2.8 % of the data. In contrast, 21 classes have an accuracy of more than 99 % with TF-CNN (see Table V ).
VII. VERIFICATION CHALLENGE
In the setting of an online symbol recognizer like writemath.com it is important to recognize when the user enters a symbol which is not known to the classifier. One way to achieve this is by training a binary classifier to recognize when two recordings belong to the same symbol. This kind of task is similar to face verification. Face verification is the task where two images with faces are given and it has to be decided if they belong to the same person. Table V : 21 classes with a class-wise accuracy of more than 99 % with TF-CNN.
For the verification challenge, a training-test split is given. The training data contains images with their class labels. The test set contains 32 symbols which were not seen by the classifier before. The elements of the test set are pairs of recorded handwritten symbols (r 1 , r 2 ). There are three groups of tests:
V1 r 1 and r 2 both belong to symbols which are in the training set, V2 r 1 belongs to a symbol in the training set, but r 2 might not V3 r 1 and r 2 don't belong symbols in the training set When evaluating models, the models may not take advantage of the fact that it is known if a recording r 1 / r 2 is an instance of the training symbols. For all test sets, the following numbers should be reported: True Positive (TP), True Negative (TN), False Positive (FP), False Negative (FN), Accuracy = T P +T N T P +T N +F P +F N .
VIII. ACKNOWLEDGMENT I want to thank "Begabtenstiftung Informatik Karlsruhe", the Foundation for Gifted Informatics Students in Karlsruhe. Their support helped me to write this work.
[ The data is published under the ODbL license. If you use the HASY dataset, please cite this paper. 
