Through the use of a very fast, 3-D Fourier transform, the 3-D acoustic wave equation can be efficiently solved for earthquake modelling and imaging. An array of 5122 seismograms can be modelled or imaged in under 2; minutes. The main disadvantages are that the rms velocity above the source must be constant and that the source rupture velocity must be infinite. The main advantages are that the solution does not involve any approximations to the acoustic wave equation, and that arbitrary (spatial) source energy distributions are easily handled. The computational costs are independent of source complexity.
INTRODUCTION
Steady progress has been made in the past few years toward computation of synthetic seismograms for point sources in (3-D) media. These started with investigations of 3-D ray tracing (see Julian & Gubbins 1977; Lee & Stewart 1981) and 3-D geometrical spreading (Wesson 1970) and there are now a number of algorithms available (Cerveny & PSenCik 1983; terveny & KlimeS 1984; Azbel et al. 1984; Mikhailenko 1984; Burdick & Salvado 1986) . Most of these algorithms operate in the time-space domain and are ray-based; that is, they require ray tracing as the first step. They are able to handle reasonably complicated media, but sources are modelled only as points with some directivity. In the algorithm described below we consider the other extreme; sources of finite spatial extent are extrapolated in simple media by solving the acoustic wave equation in the triple Fourier transform domain.
The inverse problem of imaging an earthquake source from surface observations has been demonstrated by McMechan (1982) and McMechan et ul. (1985) for synthetic and real earthquake data respectively, for 2-D recording geometries, using an acoustic finite-difference extrapolation backward in time. Through consideration of imaging as the conceptual reverse of modelling, earthquake sources of finite spatial extent may be imaged in 3-D. The 3-D extrapolation of an entire wavefield recorded on a real surface array may be performed by solution of the acoustic wave equation in the triple Fourier transform domain.
THEORY
The problem of seismic modelling may be considered in three steps. The first step is the definition of the initial (source) conditions in 3-D [P(x, y, z , t = 0), where x, y and z are the space coordinates and t is time]. The second step is the extrapolation of this source through time and space; this will be implemented in the 3-D Fourier transform domain. The third is the extraction of the time-dependent wavefield at the free surface [P(x, y, z = 0, t ) ] . Similarly, the imaging problem takes P(x, y, z = 0, t) back to P(x, y, z , t = 0).
All operations are performed on data volumes that consist of real or complex numbers at each point of a virtual 3-D grid of dimensions 5123. For forward modelling, a source is defined by inserting amplitudes, equal to the source strength, into the grid in the source region. In general, source energy may be distributed as desired throughout the computational volume. The whole volume with the source inserted is P(x, y, z, t = 0); taking Fourier transforms over x, y and z gives P(k,, k,,, k,, t =0) where k, is the wavenumber in the coordinate a.
Wavefield extrapolation is the key to both the modelling and imaging procedures. For this, we use the 3-D acoustic wave equation. In the space-time domain, this is where V is the (constant) velocity of acoustic (compressional) waves and P = P(x, y , z , t ) . Solution is implemented in 3-D Fourier space as follows. Taking Fourier transforms of both sides of equation (1) gives the dispersion relation The forward niodelling problem involves taking the transformed source distribution P(k,, k,,, k,, t = O), constructing P(k,, k,,, z = 0, w ) by interpolation using equation (3), and then doing an inverse 3-D Fourier transform to give wavefield P ( x , y , z = 0, t ) , which contains the synthetic seismograms at all grid points (x, y ) on the free surface (z = 0).
The imaging problem involves taking the seismograms P(x, y, z = 0, I ) . doing a 3-D Fourier transform to give P(k,, k,,, z = 0, w ) , constructing P(k,, k,,, k,, t = 0) by interpolation using equation (4), and then doing an inverse 3-D Fourier transform to give P ( x , y , z , t = O), which is the reconstructed source distribution at t = 0. This imaging algorithm is a straightforward extension, from two to three space dimensions, of the work of Stolt (1978) who used it to image earth structure treated as point diffractors (i.e. secondary sources) rather than the primary (earthquake) sources considered here. The main difference is that velocity V in equation (1) in Stolt's algorithm was half the acoustic wave velocity.
Since the process of changing variables ( k , to w , or the reverse) is non-linear, a non-linear interpolation scheme is required (see He & Gardner 1985) . Sinc function interpolation is the best according to Fourier theory, but is relatively expensive. Here, we use the geometric interpolation suggested by Lynn (1976), which is a compromise that exhibits both acceptable accuracy and speed. To do a geometric interpolation between P ( w l ) and P(w2), where q is the fraction of the interval (wl, w 2 ) that A w is from w l : or In P(wl + Am) = (1 -q ) In P ( w l ) + q In P(w2).
(6)
Since the imaginary part of the complex logarithm of P is its phase, equation (6) represents a linear interpolation of the phases and a geometric average of the amplitudes.
The main reason for consideration of the Fourier approach at this time is that the use of vector processors now makes such algorithms practical. For the examples below, we used a CRAY XMP-48 with a high-speed solid-state memory device and an experimental (unpublished) fast 3-D Fourier transform written by Dr Michael Booth of CRAY Research Inc. This algorithm, as currently implemented, requires dedicated use of four processors (so CPU time is approximately equal to elapsed time), and requires less than 2.5 min to do a complete 3-D modelling or imaging; this is fast enough for interactive implementations. A larger (10243) Fourier transform has also been implemented.
There are alternative formulations for solution of the 3-D acoustic wave equation. A theoretically equivalent method that can be used in computers with small central processor (CPU) memories is to reduce the 3-D problem to a sequence of 2-D problems (see Gibson et al. 1983; Jakubowicz & Levin 1983) ; the trade-off is that execution times are much CPU in turn and the data volume must be reordered for operations over each of the three coordinate directions. Another option, 3-D finite-diffeiences, has the advantage that completely variable velocity distributions may be used, but this method is also relatively slow. For either modelling or imaging, the 3-D Fourier transform method requires one pass through the data volume for both a forward and an inverse transform for each of the three coordinate directions (a total of six passes) whereas the finite-difference method requires one pass for each time step (perhaps 2000 passes).
In the 3-D Fourier method, time stepping is implicit rather than explicit; all time slices are output (from modelling) or are input (to imaging) simultaneously. Pseudospectra1 methods (Fornberg 1987) are also applicable to 3-D variable-velocity problems and are more efficient than finite differences, but are still at least an order of magnitude slower than the 3-D Fourier transform approach. Thus, evaluation of the relative merits of various algorithms is complicated and the outcome depends markedly on the criteria that are seen as most salient.
EXAMPLES
In this section, two complete examples are presented, a point source and a dipping line source of finite extent. Both modelling and imaging will be considered for each source. Fig. l(b) . Arrows 4-6 show the locations of horizontal slices (4-6) in Fig. 3 . For clarity, only every third data vector is plotted.
whole computational grid has volume 5123 points). The point source produces a travel-time hyperboloid in (x, y , t ) space (Fig. lb) . Vertical and horizontal seismogram sections through this hyperboloid are shown in Figs 2 and 3 respectively. Vertical sections are everywhere hyperbolas; horizontal sections are everywhere circies. Figure 4 shows a vertical slice, through the point model, that contains the source as it was input (a) and, after imaging (b). Except for a small amount of residual noise, the source has been well recovered. This point source example has an impact beyond itself because an arbitrarily complicated source configuration may be considered as an appropriately chosen group of point sources. Note that neither the modelling nor the imaging makes any assumptions about the source shape (in space). (Fig. 5b) . Vertical and horizontal seismogram sections through the 3-D response are shown in Figs 6 and 7, respectively. There is some computational noise present, but overall the expected features are easily visible. Figure 8 shows the vertical slice, through the finite line model, that contains the source as it was input (a) and, after imaging (b); the source is well recovered.
From these two examples it is apparent that more complicated sources may be processed in the same way. The cost of the computations is independent of source complexity.
DISCUSSION A N D SYNOPSIS
The examples in the foregoing section show the feasibility of 3-D modelling and imaging of earthquake sources of finite extent using 3-D Fourier transforms for efficient wavefield extrapolation. This has been developed as an alternative to the ray-based algorithms that are currently available. There are both positive and negative aspects of this approach that require some additional discussion.
As the dispersion relation (2) explicitly connects frequency and wave numbers, it is clear that increasing the source dimensions will result in longer periods being generated in the response. Conversely, long periods in the data will produce a source image of larger dimension. In the imaging of real data (when these become available) efforts should be made to preserve as wide a spectrum as possible to allow high resolution images to be obtained.
In previous (time-domain, 2-D) source imaging studies (McMechan 1982; McMechan et al. 1985) , it was instructive to observe wavefields at times other than t = 0, to watch the convergence of energy toward the source. In extrapolation using the dispersion relation (2), this is possible, but time-consuming. Times other than t = 0 can be observed by time-shifting the data before Fourier transformation over time, with a separate shift and extrapolation for each desired time snapshot. Similarly, seismograms can be computed for depths other than zero by depth-shifting the input model before Fourier transforming over depth. This restriction is also present in the modelling context; it is currently assumed that the source-rupture velocity is infinite so that all energy is released simultaneously at t = 0. Modelling of a source with a finite time duration would require a separate forward solution for each time slice. These applications are not yet economically viable.
The main disadvantages of the Fourier transform algorithm are that it is an acoustic solution (so separate vertical and horizontal displacement components are not produced) and that velocity V in equation (1) is required to be constant for computation of the Fourier transforms. The latter restriction is a consequence of the fact that each input point contributes to all output points in a Fourier transform; thus, velocity may not vary in a direction over which a Fourier transform is to be done, which in this case includes all three coordinates. This is not as restrictive as it appears; we may allow arbitrary velocity variations in the vertical direction by incorporating a corrective stretch of the data (Stolt 1978) .
For modelling, the large number of seismograms produced by the Fourier approach is an advantage. For imaging, however, it is unlikely that data volumes of the order of 5122 seismograms will be recorded in the near future. This paper has presented the ideal case, but it is still possible to obtain images from far fewer traces (see McMechan et al. 1985) . Incomplete data wavefields produce less well-focused images and truncated data wavefields produce images with artefacts. These mean that interpretation of the images must be done within the context of the recording geometry and apertures. Also, even spatially aliased data may be interpolated to estimate a much more densely recorded wavefield (Hu & McMechan 1987) . Thus, this approach may become practical in the foreseeable (Fig. 5(b) ). The slice locations (1-3) are shown in Fig. 5(b) . Arrows 4-6 show the locations of horizontal slices (4-6) in Fig. 7 . For clarity, only every third data vector is plotted.
future, for example, using data from the multichannel recorders currently being built by the Incorporated Research Institutions for Seismology in the United States.
The main advantages of the algorithm are that it is extremely fast (<2.5 min for modelling or imaging for 512' 
