Macrophage inflammatory protein-1 (MIP-1), MIP-1a (CCL3) and MIP-1b (CCL4) are chemokines crucial for immune responses towards infection and inflammation. Both MIP-1a and MIP-1b form high-molecular-weight aggregates. Our crystal structures reveal that MIP-1 aggregation is a polymerization process and human MIP-1a and MIP-1b form rod-shaped, double-helical polymers. Biophysical analyses and mathematical modelling show that MIP-1 reversibly forms a polydisperse distribution of rod-shaped polymers in solution. Polymerization buries receptor-binding sites of MIP-1a, thus depolymerization mutations enhance MIP-1a to arrest monocytes onto activated human endothelium. However, same depolymerization mutations render MIP-1a ineffective in mouse peritoneal cell recruitment. Mathematical modelling reveals that, for a long-range chemotaxis of MIP-1, polymerization could protect MIP-1 from proteases that selectively degrade monomeric MIP-1. Insulin-degrading enzyme (IDE) is identified as such a protease and decreased expression of IDE leads to elevated MIP-1 levels in microglial cells. Our structural and proteomic studies offer a molecular basis for selective degradation of MIP-1. The regulated MIP-1 polymerization and selective inactivation of MIP-1 monomers by IDE could aid in controlling the MIP-1 chemotactic gradient for immune surveillance.
Introduction
Chemokines (chemotactic cytokine) are 8-14 kDa peptides required for the recruitment of immune cells to the site of infection or inflammation and the development of secondary lymphoid organs (Allen et al, 2007) . In humans, B50 chemokines and 20 G-protein-coupled chemokine receptors form a complex signalling network (Wells et al, 2006) . Macrophage inflammatory protein-1 (MIP-1), MIP-1a and MIP-1b (also known as CC motif chemokine Iigand 3 (CCL3) and CCL4, respectively) were first found based on their proinflammatory properties (Wolpe et al, 1988) . MIP-1 proteins are inducible in most immune cells in response to various proinflammatory stimuli and are potent chemoattractants to cells vital for innate and adaptive immunity (Menten et al, 2002; Maurer and von Stebut, 2004) . MIP-1 can activate several chemokine receptors (CCR1 and CCR5), which initiate diverse cellular responses that regulate both acute and chronic inflammation. Consequently, the deregulation of MIP-1 proteins is associated with altered susceptibility to infection and human diseases (Kobayashi et al, 2002; Menten et al, 2002; Maurer and von Stebut, 2004) . In addition, MIP-1a knockout mice show altered inflammation reactions to the infection of various viral, bacterial and parasitic pathogens (Cook et al, 1995; Sato et al, 1999; Lindell et al, 2001) . On the basis of the protective activity of haematopoietic stem cells and the inhibition of HIV-1 infections by their binding with the HIV-1 coreceptor, CCR5, MIP-1 proteins were also explored as possible therapeutics for cancer and AIDS (Graham et al, 1990; Dunlop et al, 1992; Cocchi et al, 1995; Horuk, 2009) .
The monomer of CC chemokines is presumed to be the form that binds and activates their cognate receptors. However, several CC chemokines can form oligomers, and mutations that alter assembly lead to selective reduction of biological activities. For example, the ability of MIP-1b, CCL5 (RANTES) and CCL2 (MCP-1) to oligomerize is crucial for their in vivo cellular recruitment into mouse peritoneal cavity . The oligomerization of CCL5 is crucial for CCR1-mediated leukocyte arrest on inflamed endothelium (Baltus et al, 2003) . Interestingly, oligomerization-defective mutations of CCL2 can suppress the normal and pathological responses to chemokines (Handel et al, 2008) .
Of 28 CC chemokines, only MIP-1a and MIP-1b are highly acidic and can form high-molecular-weight (MW) aggregates (600 kDa or higher) (Graham et al, 1994) . Such MIP-1 aggregates can form under physiologically relevant concentrations given the high levels of MIP-1 proteins that immune cells can secrete upon stimulation: up to 1 pg MIP-1b per hour per dendritic cell (Sallusto et al, 1999) . Consistent with this notion, MIP-1 and RANTES are secreted as high-MW aggregates from HIV-1-specific cytotoxic T lymphocyte (Wagner et al, 1998) . The aggregation of MIP-1 proteins is dynamic and reversible, allowing the intricate regulation of the level of MIP-1 monomer (Graham et al, 1994) . NMR structures of MIP-1 dimer reveal a common fold for CC chemokines, in which two anti-parallel b-strands formed by the N-terminal loop of MIP-1 constitute the primary contact of the MIP-1 dimer (Lodi et al, 1994) . However, these structures neither offer a molecular basis for reversible MIP-1 aggregation nor explain how point mutations located outside the dimer interface (such as D27A and E67A in MIP-1a) can effectively reduce MIP-1 aggregation (Graham et al, 1994; Czaplewski et al, 1999) .
As in the case of other chemokines, MIP-1-mediated chemotaxis is highly regulated. Glycosaminoglycans (GAGs), a family of sulphated or acetylated polysaccharides composed of alternating glucosamine units that are the key components of proteoglycan, can fine-tune diverse mammalian physiological functions, including chemotaxis (Handel et al, 2005; Bishop et al, 2007) . Proteoglycan-bound MIP-1b on endothelium is used to effectively activate and induce the adhesion of circulating leukocytes for their extravasation (Tanaka et al, 1993) . Furthermore, the binding of chemokines to GAGs is postulated to facilitate the formation of chemokine gradients and the presentation of chemokines to leukocytes in tissues (Kuschert et al, 1998; Lortat-Jacob et al, 2002) . Consequently, GAG binding defective MIP-1b mutant is inactive in vivo . The activity of MIP-1 is also regulated by proteolysis (Wolf et al, 2008) . Protease CD26/DPP IV can efficiently process MIP-1 proteins to more active forms, whereas cathepsin D can degrade and inactivate MIP-1 proteins (Proost et al, 2000; Wolf et al, 2003) . The physiological relevance of such proteolytic modifications and their relationship with MIP-1 aggregation is currently unknown. Therefore, the protease(s) responsible for MIP-1 clearance and the mechanism of MIP-1 turnover in vivo remains to be elucidated.
In this report, we have determined polymer structures for MIP-1a, MIP-1b and an MIP-1a deaggregation mutant, D27A, to reveal the molecular basis for the rod-shaped, doublehelical polymer formation of MIP-1. Using small angle X-ray scattering (SAXS) and size exclusion chromatography (SEC), we show that MIP-1 proteins form polydisperse, rod-shaped polymers in solution and that heparin binding can profoundly affect MIP-1 polymerization. Our structures reveal that polymerization buries the receptor-binding sites of MIP-1. Consistent with this notion, we show that depolymerization mutations enhance the ability of MIP-1a to arrest monocytes onto human endothelial monolayer under flow conditions. However, we also show that the same depolymerization mutations profoundly reduce the ability of MIP-1a to recruit cells into mouse peritoneum.
In search of the physiologically relevant protease that could render the depolymerized MIP-1 mutants less effective for their in vivo function, we found that insulin-degrading enzyme (IDE) can selectively inactivate only monomeric MIP-1, and reduced expression of IDE leads to elevated MIP-1 levels in cultured cells. IDE is a 110 kDa ubiquitously expressed, zinc metalloprotease that has a key role in the clearance of insulin and amyloid b (Ab), peptides vital for the development of diabetes mellitus and Alzheimer's disease (AD), respectively Leissring et al, 2003; Sladek et al, 2007; Malito et al, 2008) . Our recent structural studies revealed that two roughly equally sized, 55 kDa domains of IDE (IDE-N and IDE-C) form an enclosed catalytic chamber (Shen et al, 2006) . The unique properties of this catalytic chamber allow IDE to selectively bind substrates with a defined size, charge distribution, N-terminal position and tendency to form amyloid fibril (Shen et al, 2006; Malito et al, 2008; Manolopoulou et al, 2009; Guo et al, 2010) . We also applied proteomics and structural analyses to decipher the molecular mechanism of MIP-1 inactivation by IDE.
Results

Polymer structures of MIP-1a and MIP-1b
To address the structural basis of MIP-1 aggregation, we purified and crystallized recombinant human MIP-1a and MIP-1b from E. coli in the absence of harsh conditions (such as low pH, high salt and organic solvent, which were used in the previous NMR analyses) ( Table I ). The chemotaxis activities of these proteins were comparable with commercial peptides (Supplementary Figure S1) . MIP-1 proteins were readily crystallized in o3 days. The MIP-1a and MIP-1b structures were refined to 2.65 and 2.6 Å , respectively (Table I, Supplementary Figure S2 ).
MIP-1a and MIP-1b share 67% sequence identity and our MIP-1 polymer structures reveal that MIP-1a and MIP-1b form nearly identical rod-shaped, double-helical polymers (RMSD ¼ 0.766 Å for MIP-1a and MIP-1b tetramers) (Figure 1 ). MIP-1b polymer is slightly longer than MIP-1a polymer (B0.3 Å per MIP-1 dimer). These structures can be viewed as polymerized MIP-1 dimers, a basic unit revealed by the NMR structures of MIP-1 proteins (Lodi et al, 1994; Czaplewski et al, 1999) . In polymeric MIP-1, each dimer rotates 361 to bind to the adjacent dimer such that a decamer completes an 1801 turn (Figure 1B and C) . Each decamer of MIP-1 dimers is B44 Å wide and 110 Å long ( Figure 1C ). Both MIP-1 proteins exhibit highly negatively charged convex surfaces; the concave surface of MIP-1a is mostly neutral, whereas that of MIP-1b is weakly positively charged ( Figure 1D ).
Within the MIP-1 polymer, the MIP-1 monomer displays the common structural fold of CC chemokines: a 10 amino acid long N-terminal loop followed by a short 3 10 helix, a b-sheet composed of three anti-parallel b-strands, and a C-terminal a-helix that packs against the b-sheet ( Figure 1E , Supplementary Figure S3 ). The crystal structures of MIP-1 monomer overlap well with the available NMR structures of wild-type MIP-1b and MIP-1a D27A mutant ( Figure 1E ) (Lodi et al, 1994; Czaplewski et al, 1999) . RMSD values range from 1.6 to 2.0 and 1.0 to 1.1 Å for MIP-1a and MIP-1b, respectively, whereas the corresponding RMSD values within the NMR structures range from 1.1 to 1.5 and 0.1 to 0.3 Å , respectively. Similar to the NMR structures, the N-terminal loop of two MIP-1 monomers within MIP-1 polymers also comes together to form an antiparallel b-sheet to form an MIP-1 dimer ( Figure 1E ). However, comparison of MIP-1 dimers in the NMR and crystal structures reveals a noticeable rigid body movement between MIP-1 monomers ( Figure 1E ). The centre of mass of MIP-1b monomer shifts 7 Å and undergoes a 271 rotation (relative to the Ca atom of threonine 9), whereas MIP-1a has a smaller translation (5 Å ) and rotation (71). This movement renders the dimer of MIP-1a and MIP-1b inside the MIP-1 polymers to be more compact.
Our MIP-1 polymer structures reveal for the first time the novel interaction between MIP-1 dimers that lead to polymerization. The dimer-dimer interface of MIP-1 proteins has B1100 Å 2 buried surface (Supplementary Figure S4) . As a monomer, MIP-1 proteins have a dipolar charge distribution ( Figure 1F ). By formation of the MIP-1 polymer, the positively charged patch of MIP-1 crucial for receptor binding is buried ( Figure 1F ). The salt bridges between D27/E67 and R46/R48 and the hydrogen bond between D6 and S33 are key contacts between MIP-1 dimers ( Figure 1G, Supplementary Figure S4) . Consistent with this, D27 and E67 are highly conserved among the chemokines that tend to form high-MW aggregates (MIP-1 and RANTES), and mutation at either of these sites to alanine destabilizes MIP-1a and MIP-1b aggregates (Supplementary Figure S5) (Czaplewski et al, 1999) . Our structures show that F24, F29 and Y28, which are conserved among MIP-1a, MIP-1b and RANTES, also contribute to MIP-1 polymerization by hydrophobic interactions ( Figure 1G, Supplementary Figure S5 ).
Structure of depolymerization mutant MIP-1a D27A
MIP-1a has been explored as a potential therapeutic agent (BB-10010) to protect haematopoietic progenitors (Hunter et al, 1995; Bernstein et al, 1997; Owen-Lynch et al, 1998; Hough et al, 2003) . To avoid the complication of MIP-1a polymerization and increase its solubility, a mutation of aspartate 27 to alanine is introduced. The MIP-1 D27A mutation has the most dramatic effect in reducing the aggregation (Czaplewski et al, 1999) . However, the mechanism by which the D27A mutation hinders MIP-1a polymerization was unclear. To understand this mechanism, we purified MIP-1a D27A and, as expected, it is active in an in vitro chemotaxis assay (Supplementary Figure S1) . We subsequently solved the polymer structure of this mutant at 2.1 Å resolution. Our MIP-1a D27A structure reveals two polymer states ( Figure 2A ). The first state is a MIP-1a D27A polymer identical to those formed by wild-type MIP-1a, revealing its full potential to form rod-shaped polymers. Interestingly, the second state is a rod-shaped helical octamer decorating the rod-shaped polymer ( Figure 2A ). These two states make minimal contact and thus are unlikely to be biologically significant. However, the structure of the MIP-1a D27A octamer is noticeably different from the MIP-1a D27A polymer ( Figure 2A ). Instead of the 361 rotation found in the MIP1a D27A polymer, the adjacent dimer within the MIP-1a D27A octamer has only rotated B311, leading to a total of 151 under-rotation of this octamer ( Figure 2B and C). The octamer is less ordered, on the basis of the fact that its overall thermal B factor is significantly higher than that of the MIP-1a D27A polymer, and its terminal monomers have high individual B factors ( Figure 2D ). In addition, one of the four dimers within the MIP-1a D27A octamer has a noticeable conformational change in the C-terminal a-helix ( Figure 2E ). Together, our data suggest that the MIP-1a D27A octamer represents a less-stable intermediate state of MIP-1 polymer and offers the molecular basis for depolymerization caused by D27A mutation.
MIP-1 proteins form polydisperse, rod-shaped polymers in solution
We then characterized MIP-1 polymers in solution biophysically, particularly, with respect to their size and shape. The SEC data confirmed that both MIP-1a and MIP-1b behaved as high-MW polymers as previously reported ( Figure 3A ). The MW of MIP-1a and MIP-1b at 1 mg/ml are approximately 400-600 and 600-3000 kDa, respectively. This indicates that MIP-1 can form polymers that contain more than 50 monomers in solution (Supplementary Table S2 ). We then used SAXS to assess the shape of MIP-1 in solution. If MIP-1 polymers were rod shaped, we would expect to observe linearity of the cross-section, Guinier rod plot over a wide but intermediate range of scattering vectors, q. This is indeed the case ( Figure 3B ). This is further supported by the asymmetric shape of the distance distribution function (P(r)) with a linear slope on the right side (Supplementary Figure S6) . Thus, MIP-1a and MIP-1b form rod-shaped polymers in the physiological buffer. The radii of the rod-shape particles (49 and 47 Å for MIP-1a and MIP-1b, respectively) are close to the width of the MIP-1 polymer structures (44 Å plus a layer of water). Furthermore, the values of the cross-section radius of gyration (Rc) for MIP-1a and MIP-1b are nearly identical. Thus, the SAXS data agree with the MIP-1 polymer structures. Consistent with our SEC data, the SAXS data also indicate that MIP-1b forms polymers with an averaged length greater than MIP-1a at a given concentration (Supplementary Table S2 ). Our data also support the idea that the D27A mutation hinders MIP-1a polymerization. The SEC data showed that the D27 mutation reduces MIP-1a aggregation from 400-600 kDa to 50-150 kDa ( Figure 3A ). Consistent with this, SAXS data indicated that the MIP-1a D27A mutant yields shorter polymers than the wild-type MIP-1a ( Figure 3B , Supplementary Table S2 ). In agreement with our MIP-1a D27A structure, the scattering data indicated that this mutant also forms rod-shaped polymers in solution ( Figure 3B , Supplementary Figure S6 ).
Heparin, a highly sulphated GAG, is frequently used to examine the effect of GAG on the aggregation of chemokines. Our SEC data showed that the addition of heparin increased the elution volume of the MIP-1 peak and broadened the elution profile ( Figure 3A ). Thus, heparin can trigger a reduction in MIP-1a and MIP-1b polymer size and increase their polydispersity. Our SAXS analysis also showed that heparin significantly altered the scattering pattern of MIP1a in such a way that MIP-1a maintained its rod shape but reduced its size from a 40-50mer to a 20-30mer ( Figure 3B , Supplementary Table S2 ). Together, our data indicate that heparin binding leads to MIP-1 depolymerization. Our SEC data showed that heparin increased the averaged size of MIP1a D27A larger, which may be due to the molecular mass of heparin and/or the altered polymerization of the MIP-1a mutant ( Figure 3A) . However, the addition of heparin did not alter the SAXS pattern for MIP-1a D27A, suggesting that heparin does not significantly affect the polymerization of MIP-1a D27A ( Figure 3B , Supplementary Table S2) . To better understand the polymer length distribution, we used a simple equilibrium model for the polymerization process (see Supplementary Mathematical Modeling for details; van Dongen and Ernst, 1984) . We propose that the basic unit in the model is the MIP-1 dimer. This is based on the fact that MIP-1a and MIP-1b stay dimeric under relatively harsh conditions to reduce the aggregation of MIP-1 in previous NMR studies (Lodi et al, 1994; Czaplewski et al, 1999) . Furthermore, the binding energy calculation using our MIP-1 polymer structures and PISA web-server shows that the dimerization energy of MIP-1 monomers is much higher than the polymerization energy of MIP-1 dimers. In our polymerization model, dimers come together to form polymers, and two polymers of arbitrary sizes can coalesce to form a longer one ( Figure 3C ). This process is reversible, and therefore a long polymer can break into two smaller polymers. Based on this, we derived analytical expressions for the concentrations of polymers of all sizes as a function of only two parameters: the binding affinity between MIP-1 dimers (which we assume to be independent of the dimer position within the polymer) and MIP-1 concentration (Supplementary Mathematical Modeling) . This model implies that the average MIP-1 polymer size is concentration dependent and polymers of different sizes coexist. Consistent with these hypotheses, our SEC data show that the average MIP-1 polymer size is concentration dependent and the elution profile of MIP-1a and MIP-1b is asymmetric and skewed towards low-MW fractions ( Figure 3A, Supplementary Figure S7) .
To further examine the polydispersity of MIP-1 proteins in solution, we then fit our experimental scattering data with the theoretical scattering intensity expected for either a monodisperse or polydisperse polymer solution. We found that polydisperse polymer populations expected from our reversible polymerization model fit our experimental data for MIP-1a D27A significantly better than any unique polymer size ( Figure 3D ). In addition, our polymer model offered a fit of comparable quality with that obtained for a single polymer size for the SAXS data of wild-type MIP-1a and MIP-1b (Supplementary Figure S8) . Thus, our data together support the formation of reversible rod-shaped MIP-1 polymers in solution.
Effect of depolymerization mutations on the biological functions of MIP-1a
Our structures reveal that polymerization would bury the CCR binding site of MIP-1. Thus, MIP-1 polymers should have a reduced potency in MIP-1-mediated responses and the depolymerization mutations could render MIP-1 more effective. To test this hypothesis, we examined the ability of MIP-1 to arrest human peripheral blood mononuclear cells (PBMCs) onto the human umbilical vein endothelial cell (HUVEC) monolayers that were activated by tumour necrosis factor-a (TNF-a) under flow conditions. We show that while the moderate ability of wild-type MIP-1a (WT) to recruit PBMC is almost indistinguishable from the buffer control, the treatment with MIP-1a D27A induces a three-fold increase in PBMC arrest onto the activated HUVEC monolayers ( Figure 4A ).
To further assess the function of MIP-1a polymerization, we sought to analyse an additional depolymerization mutant. The mutation of proline 8 to alanine restricts MIP-1b to its monomeric form and causes MIP-1b to be ineffective in peritoneal cell recruitment (Laurence et al, 2000; Proudfoot et al, 2003) . On the basis of our MIP-1 structures, proline 8 is not involved in the dimerization or polymerization directly, but its impact on the structure could affect assembly indirectly. We thus predicted and confirmed that the P8A mutation decreases MIP-1a polymerization relative to wild-type MIP-1a at various protein concentrations (Supplementary Figure S7) . Accordingly, we show that the treatment of MIP-1a P8A mutant also leads to an elevated arrest of PBMC onto the activated HUVEC monolayers ( Figure 4A) . The reversible equilibrium of MIP-1 monomer with MIP-1 dimer and polymers would make MIP-1 a more effective chemoattractant over a longer range, if proteases that selectively degrade MIP-1 monomer but not MIP-1 dimer or polymer exist ( Figure 4B ; see Supplementary Mathematical Modeling for details). Our mathematical modelling predicts that the MIP-1 monomer concentration would decay exponentially if MIP-1 exists only as monomers. By allowing MIP-1 to dimerize, a fraction of the MIP-1 is protected from degradation, which results in a shallower gradient with a longer chemoattraction range. These effects would be more pronounced when taking into account both the dimerization and polymerization of MIP-1 ( Figure 4B ). Thus dimerization and polymerization would extend the effective range of the chemotactic gradient of MIP-1.
This model predicts that the depolymerization mutation would reduce the effective range for cell recruitment in vivo by MIP-1. To test this, we examined the ability of MIP-1a D27A to recruit cells into mouse peritoneum. Intra-peritoneal injection of wild-type MIP-1a significantly increased cell infiltration into mouse peritoneum by three-to four-fold over baseline (PBS control) ( Figure 4C ). However, MIP-1a D27A failed to elicit such a response despite its normal in vitro chemotactic activity ( Figure 4C , Supplementary Figure S1 ). We then show that MIP-1a P8A mutant also has reduced potency for in vivo cell recruitment into mouse peritoneum ( Figure 4C ), despite its activity in an in vitro chemotaxis assay (Supplementary Figure S1) . Together, our studies using two independent depolymerization mutations in MIP-1a demonstrate that polymerization is crucial for the biological activities of MIP-1a.
Identification of monomeric MIP-1a and MIP-1b as novel substrates of IDE
In searching for the candidate protease that selectively degrades MIP-1 monomer, we turned our attention to IDE. The size, charge distribution and the location of the N-termini of MIP-1a and MIP-1b monomer make them putative substrates for IDE (Malito et al, 2008; Manolopoulou et al, 2009; Guo et al, 2010) . Our MIP1 structures reveal that MIP-1a and MIP-1b monomers have a volume of B14 000 Å 3 , which fits comfortably inside the catalytic chamber of IDE ( Figure 5A ). Both MIP-1 molecules possess dipolar charge distributions that complement well the charge distribution in the inner surface of the IDE catalytic chamber ( Figure 5A ). Upon proper alignment of electrostatic interactions between MIP-1 and the IDE catalytic chamber, the N-terminal end of MIP-1 can be readily inserted into the exosite of IDE, a key feature of high-affinity binding exhibited by IDE substrates (Malito et al, 2008; Guo et al, 2010) . Whereas the closely related chemokine RANTES has a mostly positively charged surface, which would be repelled from the IDE-C catalytic chamber ( Figure 5A ). Thus, we predict that MIP-1a and MIP-1b monomers are high-affinity substrates for IDE, whereas RANTES monomer is not.
MALDI-TOF mass spectrometry (MS) analyses indicate that IDE indeed can cleave both MIP-1a and MIP-1b. MIP1a fragments were readily observed after a 30-second incubation of MIP-1a with IDE in a 50:1 molar ratio. The cleavage rate is estimated to be B0.7 per second. IDE can degrade MIP-1a D27A faster (B5 per second), comparable with the cleavage rate of insulin by IDE (Manolopoulou et al, 2009 ). This is consistent with the notion that IDE can only degrade MIP-1a monomers, as the D27A mutation induces MIP-1a depolymerization. We found that heparin modestly accelerated the degradation of MIP-1a by IDE to B1 per second, which correlates well with the effect of heparin in depolymerizing MIP-1a. IDE could also degrade MIP-1b, and the addition of heparin increased the cleavage rate (from 0.4 to 3 per minute) ( Figure 5B ). However, we did not observe any appreciable degradation of RANTES by IDE ( Figure 5B) .
We then examined whether IDE could also selectively degrade MIP-1 in mouse microglia BV-2 cells, which are known to secrete IDE and various chemokines (Ralat et al, 2009) . We used short hairpin RNA (shRNA) delivered by lentivirus to selectively knockdown IDE expression ( Figure 5C ). We then examined the secretion of MIP-1 and RANTES from these cells by ELISA under basal-and lipopolysaccharide (LPS)-stimulated conditions ( Figure 5D ). We found elevated levels of MIP-1a and MIP-1b under both basal-and LPS-stimulated conditions in the IDE knockdown BV-2 cells as compared with BV-2 cells infected with control lentivirus. Interestingly, the RANTES level was decreased in IDE knockdown cells, suggesting a possible compensatory mechanism for RANTES clearance. These data suggest that IDE is involved in the clearance of MIP-1a and MIP-1b, but not in RANTES.
Analysis of the cleavage sites of MIP-1a by IDE and functional consequences
We then focused on the degradation of MIP-1a by IDE, as IDE exhibits much faster cleavage of MIP-1a than MIP-1b. We first assessed the ability of MIP-1a to compete with the degradation of the fluorogenic bradykinin-mimetic peptide, Substrate V by recombinant human IDE ( Figure 6A ). The IC 50 value of MIP-1a is B170 nM, comparable with other high-affinity substrates such as insulin (Manolopoulou et al, 2009 ). We also examined whether cleavage by IDE could affect the biological activities of MIP-1. We first studied the in vitro chemotactic activity of intact and IDE-digested MIP-1a proteins on THP-1 cells, a human acute monocytic leukaemia cell line in a modified Boyden chamber assay. As expected, we observed a typical bell-shaped dose-response curve for intact MIP-1a with a peak effective concentration at 1 nM ( Figure 6B ). The treatment of MIP-1 by IDE led to a reduction or loss of chemotactic activity ( Figure 6B ).
We then investigated whether IDE also affects the MIP-1a-mediated increase of intracellular calcium in THP-1 cells. As expected, we observed a dose-dependent increase of [Ca 2 þ ] i by MIP-1a and that 1 and 10 nM MIP-1a could elicit B50 and 100% responses, respectively ( Figure 5C , Supplementary Figure S9A ). The treatment of MIP-1a with IDE at a molar ratio of 10:1 caused a modest decrease in [Ca 2 þ ] i change ( Figure 6C ). Thus, our data indicated that IDE cleavage could both inactivate MIP-1a-mediated chemotaxis and modulate MIP-1 signalling. It is worth noting that the treatment of MIP-1a by the lower level of IDE (50:1, MIP-1 to IDE ratio) resulted in noticeable cleavage of MIP-1a and reduced the chemotactic activity, but did not significantly reduce the potency of MIP-1 to raise [Ca 2 þ ] i ( Figure 6B and C, Supplementary Figure S9B) . Thus, the cleavage of MIP-1a by IDE is less effective at reducing the change of [Ca 2 þ ] i than chemotaxis (Figure 6B and C) . It is conceivable that IDE-cleaved MIP-1a products that are held together by disulphide bonds are still able to partially activate CCR receptors for the transient increase of [Ca 2 þ ] i , but lose their potency in chemotaxis, which occurs on a much longer time scale.
To identify the cleavage sites of MIP-1a by IDE, we took advantage of the high mass accuracy and high resolution of Fourier-transform ion cyclotron resonance (FTICR) MS-MS analysis to characterize the IDE cleavage sites. MIP-1a contains two disulphide bonds ( Figure 6D ). IDE degrades MIP-1a without the reduction of its disulphide bonds. The addition of a reducing agent after the completion of IDE digestion revealed more than 10 major peaks in the MS spectrum ( Figure 6E) . A total of 20 fragments were identified, with excellent matches to the calculated mass (Supplementary  Tables S3 and S4 ). From the IDE-digested MIP-1a fragments, eight could be generated from the stochastic, single cleavage of MIP-1a at residues between 18-19, 45-46, 46-47 and 48-49 . They include the paired MIP-1a segments: 1-18 and 19-70, 1-45 and 46-70, 1-46 and 47-70, 1-48 and 49-70 ( Figure 6E ). These cleavage sites were further confirmed by the proteolytic 18 O-labelling during IDE digestion (Supplementary Figure S10) . Thus, our data indicate that these four sites are the preferred initial cleavage sites of MIP-1a by IDE.
Structure analysis of MIP-1a-bound IDE
To elucidate the molecular basis of MIP-1a recognition by IDE, the crystal structure of catalytically inactive IDE in complex with MIP-1a was solved at 3.0 Å resolution (Table I , Supplementary Figure S2) . The overall fold of IDE is nearly identical to structures of IDE in complex with other known substrates ( Figure 7A ). Two discrete electron densities representing segments of MIP-1a are clearly visible inside the catalytic chamber of IDE; one is at the exosite and the other one is at the catalytic site ( Figure 7A and B) . At the catalytic site of IDE, residues 45-50 of MIP-1a and a zinc ion coordinated by H108, H112 and E189 of IDE are clearly visible ( Figure 7B, Supplementary Figure S4 ). E111, a catalytic acid known to deprotonate the catalytic water, was mutated to glutamine for catalytic inactivation. This catalytic residue is close to the scissile bond between residues R48 and Q49 of MIP-1a, one of the four initial cleavage sites identified by our MS analysis. At the exosite, the continuous density could be modelled well with the four N-terminal residues of MIP-1a; which resembles the previously observed binding of exosite with the N terminus of IDE substrates (Shen et al, 2006; Manolopoulou et al, 2009; Guo et al, 2010) . In this case, the N-terminal loop of MIP-1a forms a b-strand and inserts into the existing b-sheet of IDE, parallel to the b12 strand. Residues L359, G361 and Q363 in strand b12 form hydrogen bonds with N-terminal residues of MIP-1a. Residue E341 from IDE is also in close vicinity and can form a hydrogen bond with the amino terminus of MIP-1a. The remaining regions of MIP-1a are not visible and are likely disordered as we did find intact MIP-1a by MS in the MIP-1a-bound IDE crystal (data not shown).
To bind the catalytic chamber of IDE, both segments of MIP-1a in the IDE-bound MIP-1a structure must undergo a substantial conformational change upon their interaction with IDE ( Figure 7C ). The N-terminal segment of MIP-1a alters its orientation in order to bind the exosite. The loop region of residues 45-50 also forms a b-strand that fits into the catalytic cleft of IDE. Compared with other substratebound IDE structures, we propose that IDE also uses the open-closed conformational switch to entrap and unfold MIP1a for its degradation (Supplementary Figure S11) (Shen et al, 2006; Manolopoulou et al, 2009; Guo et al, 2010) .
Our MIP-1a-bound IDE structure offers a molecular basis for the selective cleavage of MIP-1a by IDE at the defined sites, leading to MIP-1 inactivation. The four IDE cleavage sites (between residues 18-19, 45-46, 46-47 and 48-49) reside at the two structurally adjacent loops and they overlap with residues that are indispensable for the biological functions of MIP-1a ( Figure 7D ). When residues R18, Q19, K45, R46 and R48 were mutated into alanines, MIP-1a-binding affinity to its cognate receptor CCR5 was greatly attenuated (Teng et al, 2008) . Interestingly, residues of MIP-1a crucial for receptor binding all map to the same side of the molecule, where four IDE initial cleavage sites reside ( Figure 7D ). Thus, IDE can specifically target functional residues of MIP-1a and cleavage of MIP-1a at any one of these four sites by IDE would likely perturb the local structure to prevent MIP-1a from activating its receptor.
Structural comparison of MIP-1a-and insulin-bound IDE structures revealed common and unique features for the interaction of IDE with these two structurally distinct substrates ( Figure 7E ). Both insulin and MIP-1a have a dipolar charge distribution. Similar to the interaction of insulin with IDE, the mostly negatively charged surface of MIP-1a is facing the positively charged IDE-C domain. The interaction with both exosite and IDE-C domain is likely to greatly enhance the binding affinity of MIP-1a and insulin to IDE. In contrast of insulin, where the initial cleavages are B15 Å away from the catalytic site, our MIP-1a-bound IDE model places the four initial cleavages of MIP-1a close to the catalytic site. Thus, instead of the major conformational change required for insulin to be cut by IDE, a relatively small repositioning of two adjacent loops that contain the four cleavage sites would be needed for IDE to cut any of these four sites in a stochastic manner. Furthermore, based on the NMR structures, MIP-1a molecules are highly flexible, especially at the N-terminal end ( Figure 7C ). This flexibility is also likely to contribute to the unfolding and cleavage of MIP-1a by IDE.
Discussion
Protein polymerization governs diverse biological and pathological events (Frieden, 2007) . Our studies simplify the polymerization of MIP-1 from a potentially complex process, such as amyloid fibre formation to a simple dimer-dimer interaction by charge and shape complementarity. Furthermore, our structural and biophysical analyses reveal that MIP-1 forms ordered, rod-shaped helical polymers and explain how the reversible polymerization of these chemokines occurs in solution. Our structural and biophysical analyses also offer the molecular basis of MIP-1 polymerization and how the D27A mutation affects MIP-1a polymerization. Using two depolymerization mutants (D27A and P8A), we also demonstrate vital roles of polymerization for two MIP-1a-mediated functions. We show that while depolymerization mutations allow MIP-1a to enhance the arrest of monocytes onto activated human endothelial monolayer, the same mutations render MIP-1a ineffective in recruiting cells into mouse peritoneum. Various chemokines have different degrees of oligomerization (Handel et al, 2005) . Together with previous studies of other CC chemokines, our data clearly show that the ordered and reversible self-assembly of chemokines has key roles in their biological functions (Baltus et al, 2003; Proudfoot et al, 2003; Handel et al, 2008) . GAG is known to bind and regulate the functions of various chemokines (Handel et al, 2005; Bishop et al, 2007) . We found that the addition of heparin (an exemplary GAG) leads to depolymerization of MIP-1. The positively charged residues (R18, K45 and R46) residing at the dimer-dimer interface of MIP-1 polymers are critical for GAG binding (Koopmann et al, 1999; Proudfoot et al, 2003; Handel et al, 2005) . Thus, the binding of heparin could reduce the degree of MIP-1 polymerization by capping the end of MIP-1 polymer or affecting the equilibrium of MIP-1 polymerization. However, the effect of GAG binding in MIP-1 polymerization in vivo is likely far more complicated. In different tissues, the heparan sulphate GAG chains are highly diverse in structure and their linked protein partners also vary. In addition to depolymerization, GAG could facilitate MIP-1 polymer formation by anchoring and clustering MIP-1 polymers together on the cell surface or extracellular matrix as well. The effects of GAGs on reversible MIP-1 polymerization in vivo and MIP-1-mediated biological functions await future investigation.
MIP-1 polymerization shares interesting similarities with the formation of actin filaments. Actin polymerization also requires minimal conformational change and results in rod-shaped, double-helical filaments (Dominguez, 2009; Kueh and Mitchison, 2009 ). In addition, diverse cellular components are involved in regulating the polymerization of both proteins (Disanza et al, 2005) . GAGs and proteoglycans on cell surfaces or extracellular matrix could cap the end of MIP-1 polymers to regulate MIP-1 polymerization. The reversible binding of GAGs and proteoglycans to the end of MIP-1 polymers would immobilize MIP-1 and render cell recruitment from a chemotactic response to haptotaxis. Alternatively, GAGs could also sever MIP-1 polymers to facilitate the distribution of MIP-1 polymers for their biological functions. Similarly, a plethora of actin-binding proteins modulate the formation and distribution of actin filaments (Disanza et al, 2005) . Capping proteins can block the elongation of actin polymerization. Through its severing activity, cofilin could increase the free barbed end of actin polymer for actin-based protrusion. Furthermore, multiple structural states exist in actin filament (Kueh and Mitchison, 2009 ). The less stable polymer state found in the MIP-1a D27A octamer structure highlights the potential complexity in conformational states of chemokine polymers.
Our structural analyses of the wild-type and mutant forms of MIP-1 reveal that CC chemokine polymerization may be more common than previously anticipated. For example, RANTES shares 44% sequence identity with MIP-1a and is also known to form large aggregates (Supplementary Figure  S5) . Although the isoelectric point (pI) for RANTES is 9.2, whereas that of MIP-1a is 4.8, RANTES preserves the charged residues (D27, E67, R46 and R48) vital for polymer formation (Supplementary Figure S5) . As expected, our preliminary SAXS analysis suggests that RANTES indeed forms rodshaped polymers (data not shown). The sequence alignment of 27 CC chemokines reveals that those charged residues crucial for the polymerization of MIP-1a and MIP-1b are not absolutely conserved. We found that D27A mutation reduces but does not abolish MIP-1a polymerization. Thus, a chemokine missing one of these key contact sites, such as CCL8, may still be capable of forming polymers. The corresponding residues for D27 and E67 in CCL14 are serine and lysine, respectively (Supplementary Figure S5) . This may explain why the packing of the CCL14 tetramer structure is distinct from that in the MIP-1 polymers (Supplementary Figure S3) .
In the presence of IDE or other monomer-selective proteases, the reversible oligomerization (dimerization and polymerization) of MIP-1 offers two unique features in their chemotactic gradient. First, the oligomerization protects MIP-1 from proteolytic degradation, so that they have longer effective range for recruitment of macrophages and neutrophils. Second, the oligomerization enables the MIP-1 gradient to reflect the severity of infection or inflammation. In a mild infection, when little MIP-1 is made and MIP-1 dimer rarely forms, an exponentially decaying MIP-1 spatial gradient is likely to form in the steady state (similar to the purely monomeric case shown in Figure 4B ). Such a gradient is steep so that the cells are targeted to the centre of the infection. However, in a moderate-to-severe infection, MIP-1 production is high, which favours the formation of MIP-1 dimers and polymers. In addition to the benefit of having a longer effective range, our model predicts that the MIP-1 gradient near the centre of secretion is less effective for directional chemoattraction ( Figure 4B ). Thus, cells are expected to move mostly to the periphery of the infection site, rather than to the centre. This would help to prevent the spread of invading pathogens in a severe infection. This intricate regulation of chemotactic gradient by the interplay between chemokine oligomerization and extracellular proteases may be applicable to other chemokines as well. The validity of this hypothesis on the chemotactic gradient of MIP-1 and other chemokines that also form oligomers and are subject to proteolytic degradation awaits future investigation (Allen et al, 2007; Wolf et al, 2008) .
MIP-1 D27A mutant (BB-10010) was tested in clinical trials for reducing chemotherapy-associated myelotoxicity (Bernstein et al, 1997; Owen-Lynch et al, 1998; Hough et al, 2003) . The choice of MIP-1 D27A mutant was made to avoid issues related to MIP-1 aggregation (Hunter et al, 1995) . However, the treatment revealed no significant improvement in protecting haematopoietic stem cells. Our finding of the defective in vivo chemotactic function of MIP-1a D27A may partially explain why BB-10010 did not exhibit the anticipated therapeutic benefit. The structural basis of MIP-1 polymerization and selective degradation of MIP-1 monomer by IDE may help bring better control of MIP-1 in the development of MIP-1-based therapy for several human diseases (Maurer and von Stebut, 2004) .
In addition, our findings on how IDE can affect the clearance of MIP-1 in microglia add another layer of complexity to the role of IDE for the progression of AD. Studies in transgenic mice have revealed the role of IDE in Ab degradation in vivo (Farris et al, 2003; Leissring et al, 2003) .
Furthermore, the IDE gene resides on chromosome 10q, and lymphoblast samples from chromosome 10-linked AD families have reduced IDE activity (Kim et al, 2007) . Microglia, the resident macrophages of CNS, are recruited to the site of Ab deposit and have a key role in Ab clearance (El Khoury and Luster, 2008) . We show here that reduced IDE levels can lead to an increase in MIP-1 accumulation. Thus, the reduced IDE activity observed in AD patients may affect Ab accumulation through the ability of MIP-1 to compete with IDE and/or alter the recruitment of microglia to the Ab deposit in the brain. Therefore, our studies open a new avenue of investigation to identify novel IDE substrates and their roles in the progression of AD, diabetes mellitus and other human diseases. Such studies will undoubtedly aid the development of IDE-related therapeutics.
Materials and methods
Cloning, expression and purification of recombinant chemokines and IDE The synthetic genes that encode the mature forms of human MIP-1 and RANTES with optimization for E. coli codon usage were constructed with an enterokinase cutting site (DDDDK) in front of these chemokines. MIP-1a mutants were generated by site-directed mutagenesis. MIP-1 and RANTES were expressed as thioredoxin and His 6 -tag fusion proteins in E. coli BL21(DE3) cells. The fusion proteins were purified by Ni-NTA column (Qiagen) followed by a Source-Q column (GE). Recombinant MIP-1 and RANTES were obtained by removing fusion tags with enterokinase and further purified by heparin affinity chromatography. Final products of MIP-1 and RANTES were analysed by MALDI-TOF MS, and its biological activity was assayed on THP-1 cells by chemotaxis assay (Supplementary Figure S1) . Human IDE proteins were expressed in E. coli as described (Manolopoulou et al, 2009 ).
Structural analysis
The diffracting MIP-1 and MIP-1a-bound IDE crystals were grown in the distinct crystallization conditions at 181C by hanging drop, vapour diffusion (Table I) . X-ray diffraction data were measured at 100 K on the ID-19 or 14-BMC at the SBC, Argonne National Laboratory and were processed using HKL3000 (Table I ). The initial phase was solved by SAD using selenomethionyl MIP-1a (V3M/ L63M) (Supplementary Table S1, Supplementary Figure S2 ). Native MIP-1a (WT and D27A) and MIP-1b structure determinations were performed by molecular replacement using the MIP-1a (V3M/ L63M), as a search model with the program Phaser. MIP-1a-bound IDE structure was determined by molecular replacement using IDE-E111Q structure (2G47) as a search model. Structural building and refinement were performed by using REFMAC, Phoenix and Coot.
SEC and SAXS analysis of MIP-1
The size distribution of MIP-1 polymers was determined by using a S200 10/300 GL column. SAXS data were collected at the 18-ID (BioCAT) beamline using the Mar 165 CCD detector at room temperature (231) using 1.033 Å as the incident X-ray wavelength. All data processing was carried out using Igor Pro (WaveMetrics Inc.) with macros written by the BioCAT staff following standard procedures and further analysed with GNOM (Svergun, 1991) .
PBMC recruitment onto the activated HUVEC monolayer
Endothelial cell medium and HUVEC were obtained from Promocell (Heidelberg, Germany). HUVECs were grown to confluency on 35 mm dishes and activated with 10 ng/ml TNF-a for 3 h before the experiment. Human blood was obtained in citrate/dextran by venipuncture from healthy donors, who gave informed consent. PBMCs were isolated by density gradient centrifugation using Ficoll-Paque medium and washed with PBS before suspension in Hepes-buffered Hank's balanced salt solution containing 0.5% human serum albumin (HH buffer) at 500 000 cells/ml. Activated HUVECs were incubated with 1 mg/ml either MIP-1a WT or P8A or D27A or H 2 O at 371C. After 60 min, HUVEC dishes were assembled in a parallel wall flow chamber and PBMCs were perfused at 1.5 dynes/cm 2 . Adherent cells were recorded by video microscopy at Â 100 magnification and quantified in multiple high-power fields.
In vivo cell accumulation assay
Nine-week-old male C57BL/6 mice (Charles River laboratories; n ¼ 5) were intraperitoneally injected with 10 mg of either MIP-1a WT or D27A mutant or P8A mutant in 200 ml PBS. After 20 h, mice were killed by CO 2 asphyxiation. Then the peritoneal cavity was washed 3-4 times with a total of 8 ml of ice-cold Ca 2 þ /Mg 2 þ -free HBSS containing 1 mM EDTA. The cavity lavage was collected and total cells in the lavage were counted. The experiments were conducted using protocols approved by the Institutional Animal Care and Use Committee at the University of Illinois at Chicago.
MIP-1 degradation by IDE
MIP-1a competition assay and MS analysis of IDE degradation were performed as previously described (Manolopoulou et al, 2009) . For MALDI/TOF MS or LC-ESI-FTICR MS/MS analysis, enzyme reactions were performed at 371C and a given chemokine/IDE molar ratio (usually 50:1) with and without 0.8 mg/ml heparin. Reactions were stopped by the addition of an equal volume of stop solution (200 mM EDTA, 0.2% TFA). Samples were further incubated with 10 mM TCEP at room temperature for 30 min to reduce the disulphide bonds before being applied to MS analysis.
shRNA knockdown of IDE in BV-2 cells IDE expression in BV-2 cells is knockdown by lentivirus-mediated shRNA expression. Plasmids (a set of five) encoding shRNA that could knockdown mouse IDE expression were purchased from Open Biosystem (RMM4534-NM-031156), and lentivirus were produced by co-transfecting shRNA plasmids with pHR8.2DR packaging plasmid and pCMV VSVG envelope plasmid into HEK293T cells. BV-2 stable lines that contain the specific shRNA were obtained by lentivirus infection and selection with 5 mg/ml puromycin. IDE knockdown levels were tested by western blotting with a polyclonal anti-IDE antibody raised against human IDE and affinity purified using an immobilized IDE column. Secreted chemokine level from IDE knockdown BV-2 cells that have the most profound IDE knockdown were measured by ELISA assays (R&D system).
Chemokine response assays in THP-1 cells
Cell migration of THP-1 was measured in 96-well Multiscreen TM filter plate (Millipore) as described previously (Gouwy et al, 2008) . For calcium mobilization assay, THP-1 cells were loaded with 2 mM fura-2 AM (Invitrogen). Fura-2 fluorescence was measured with a FluoroMax-3 fluorometer (HORIBA Jobin Yvon Inc.) at excitation wavelengths of 340 and 380 nm and emission wavelength of 510 nm.
Supplementary data
Supplementary data are available at The EMBO Journal Online (http://www.embojournal.org).
