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Vector bundles near negative curves:
moduli and local Euler characteristic
E. Ballico E. Gasparim T. Ko¨ppe
Abstract
We study moduli of vector bundles on a two-dimensional neighbourhood Zk of an irre-
ducible curve ℓ ∼= P1 with ℓ2 = −k and give an explicit construction of their moduli
stacks. For the case of instanton bundles, we stratify the stacks and construct moduli
spaces. We give sharp bounds for the local holomorphic Euler characteristic of bundles on
Zk and prove existence of families of bundles with prescribed numerical invariants. Our
numerical calculations are performed using a Macaulay 2 algorithm, which is available for
download at http://www.maths.ed.ac.uk/~s0571100/Instanton/.
1 Introduction
We study moduli spaces of rank-2 bundles on a two-dimensional neighbourhood of an irre-
ducible curve ℓ ∼= P1 with negative self-intersection ℓ2 = −k 6= 0. We are interested in the
behaviour of bundles over a small analytic neighbourhood of ℓ inside a smooth surface Zk, and
in coherent sheaves near the singular point of the surface Xk obtained from Zk by contracting
the curve ℓ. For this “local” problem of bundles near ℓ it is enough to focus on vector bundles
over the total space of OP1(−k). Hence we take Zk := Tot
(
OP1(−k)
)
, where ℓ ⊂ Zk is the
zero section. We write π : Zk → Xk for the map that contracts ℓ to a point. We give an
explicit construction of the moduli stack of rank-2 bundles on Zk.
A bundle E over Zk has splitting type (j1, . . . , jr) if E|ℓ ∼=
⊕r
i=1OP1(ji) with j1 ≤ · · · ≤ jr.
For the moduli problem we concentrate on the case of rank-2 bundles E with vanishing first
Chern class; in this case the splitting type of E must be (−j, j) for some j ≥ 0, and for short
we say that E has splitting type j. We then define
Mj(k) =
{
E → Zk : E|ℓ ∼= O(j)⊕O(−j)
} /
∼
for the moduli (stack) of bundles over Zk of splitting type j. We prove:
Theorem 4.11. For j ≥ k, Mj(k) has an open, dense subspace homeomorphic to a complex
projective space P2j−k−2 minus a closed subvariety of codimension at least k + 1.
The moduli Mj(k) contains only one point if 2j − 2 < k, and it is non-Hausdorff for
2j − 2 ≥ k. The cases when j = nk, that is, when the splitting type is a multiple of k = −ℓ2,
are of special interest for applications to physics, because they correspond to instantons. We
cite:
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Theorem ([GKM, Corollary 5.5]). An sl(2,C)-bundle over Zk represents an instanton if and
only if its splitting type is a multiple of k.
We give a stratification of the instanton moduli stacks, that is ofMj(k) for the case j = nk,
dividing it into Hausdorff components (in the analytic topology). For such a stratification, we
need numerical invariants, which we now define: Given a vector bundle E over Zk, we define
the Artinian sheaf QE on Xk by the exact sequence
0 −→ π∗E −→ (π∗E)
∨∨ −→ QE −→ 0 . (1.1)
E has two independent invariants, called height and the width. The terminology comes from
instantons, cf. [Ga4].
Definition 1.1. We define the height and width of E by
hk(E) := lengthR
1π∗E and wk(E) := lengthQE .
We show:
Theorem 4.15. If j = nk for some n ∈ N, then the pair (hk,wk) stratifies instanton moduli
stacks Mj(k) into Hausdorff components.
Remark 1.2. Note that the invariants are defined for any bundle (or sheaf) over Zk but
we only claim the stratification result for instantons, that is, for the case when j = nk is a
multiple of k. In fact, this is a necessary condition, and M3(2) is already an example that
justifies the necessity of the “instanton” condition (see Example 4.18), and application of the
embedding theorem 4.12 provides infinitely many such cases.
One could also decompose Mj(k) by the local holomorphic Euler characteristic χ(ℓ, E)
(see Definition 1.3). However,Mj(k) has non-Hausdorff subspaces with fixed χ(ℓ, E), of which
the simplest example is M3(1) (see Example 4.17). See [BG1] for the case of an exceptional
curve, i.e. k = 1. We prove a simple general formula for the height:
Theorem 2.7. Let E be the holomorphic, rank-2, non-split vector bundle of splitting type j
which is represented in canonical form (2.3) by p, and let m > 0 be the smallest exponent of
u appearing in p. With µ = min
(
m, ⌊ j−2k ⌋
)
, we have
l(R1π∗E) ≥ µ
(
j − 1− k
µ− 1
2
)
,
and equality holds if p is holomorphic on Zk.
We then calculate explicitly sharp bounds for the invariants (hk,wk):
Theorems 2.8 and 2.16. Let E be a holomorphic rank-2 vector bundle over Zk with c1 = 0
and splitting type j > 0. Let n1 =
⌊ j−2
k
⌋
and n2 =
⌊ j
k
⌋
. Then the following bounds are sharp:
j − 1 ≤ hk(E) ≤ (j − 1)(n1 + 1)− kn1(n1 + 1)/2 ,
0 ≤ wk(E) ≤ (j + 1)n2 − kn2(n2 + 1)/2 ,
and w1(E) ≥ 1.
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Definition 1.3 ([Bl, Def. 3.9]). Let σ(X˜, ℓ)→ (X,x) be a resolution of an isolated quotient
singularity. Let F˜ be a reflexive sheaf of rank n on X˜ , and set F := (σ∗F˜)
∨∨; notice that
there is a natural injection σ∗F˜ →֒ F . Then the local holomorphic Euler characteristic of F˜
is
χ
(
x, F˜
)
:= χ
(
ℓ, F˜
)
:= h0
(
X;F
/
σ∗F˜
)
+
n∑
i=1
(−1)i−1h0
(
X;Riσ∗F˜
)
.
Corollary 2.18. Let E be a rank-2 bundle over Zk of splitting type j > 0 and let j =
nk + b such that 0 ≤ b < k. The following are sharp bounds for the local holomorphic Euler
characteristic of E:
j − 1 ≤ χ(ℓ, E) ≤
{
n2k + 2nb+ b− 1 if k ≥ 2 and 1 ≤ b < k ,
n2k if k ≥ 2 and b = 0 ,
and
j ≤ χ(ℓ, E) ≤ j2 for k = 1 .
Next, we consider the question of existence of vector bundles. We recall the concept of an
admissible sequence (Definition 3.1) and prove the following existence result:
Theorem 3.2. Fix an admissible sequence
{
a(i, l)
}t
i=1
and let E and F be rank-r vector
bundles on ℓ̂ with
{
a(i, l)
}t
i=1
as an associated admissible sequence. Then there exists a flat
family
{
Es
}
s∈T
of rank-r vector bundles on ℓ̂ parametrised by an integral variety T and
s0, s1 ∈ T with Es0
∼= E and Es1
∼= F such that Es has
{
a(i, l)
}t
i=1
as admissible sequence for
every s ∈ T .
In Section 2 we calculate numerical invariants for bundles near negative curves. In Sec-
tion 3 we describe the method of balancing bundles and show the existence of families of
bundles with prescribed numerical invariants. In Section 4 we study moduli of rank-2 bundles
on Zk.
Our calculations were often performed on a computer using an implementation of the
height and width computations as described in [GKM] written with the computer algebra soft-
wareMacaulay 2 [M2]. The program can be downloaded from http://www.maths.ed.ac.uk/
~s0571100/Instanton/.
The computer program was essential for discovering the results of Sections 2 and 4; alge-
braic calculations are straightforward but too laborious to carry out by hand. The original
program was developed by I. Swanson in [GS] for bundles on Z1, where the contraction
π : Z1 → X1 has the lifting map π˜ : OX1 → π∗OZ1 given in coordinates by x 7→ u, y 7→ zu.
We generalised the computation to the case Zk → Xk, where Xk has the coordinate ring
C[x0, x1, . . . , xk]
/
{xixi+h−xi+1xi+h−1} for 0 ≤ i ≤ i+h ≤ k and the lifting map is xi 7→ z
iu,
but the algorithms for the computation of the module of sections and the width are otherwise
essentially the same.
Acknowledgments. We would like to thank the editor for having done such a wonderful
job, and we thank the referee for several helpful suggestions.
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2 Bounds
Let Zk be the total space of OP1(−k) and ℓ ∼= P
1 the zero section, defined by the ideal sheaf
Iℓ, so that ℓ
2 = −k. We write
ℓN =
(
ℓ, OZk
/
IN+1ℓ |ℓ
)
for the N th infinitesimal neighbourhood of ℓ, ℓ̂ = lim
←−
ℓN for the formal neighbourhood of ℓ in
Zk, and O(j) for the line bundle on Zk or on ℓ̂ that restricts to OP1(j) on ℓ. A vector bundle
E has splitting type (j1, . . . , jr) if E|ℓ ∼=
⊕r
i=1OP1(ji) with j1 ≥ · · · ≥ jr. A result of Griffiths
[Gr] implies that E splits on ℓ̂ if j1 − jr ≤ k + 1.
Lemma 2.1. Let Z be a smooth surface containing a curve ℓ ∼= P1 with ℓ2 = −k. Let E be a
rank-r vector bundle on Z of splitting type j1 ≥ j2 ≥ · · · ≥ jr, and assume that j1−jr ≤ k+1.
Then E splits on the formal neighbourhood ℓ̂ of ℓ, that is, E|bℓ
∼=
⊕r
i−1Obℓ(ji).
Proof. This follows from [Gr, Propositions 1.1 and 1.4]: The point is that HomObℓ(E,E)|ℓ is
a direct sum of line bundles of degree ≥ −(j1 − jr), so the first-order infinitesimal extensions
H1
(
ℓ̂;HomObℓ(E,E) ⊗O(−ℓ)
)
vanish.
As an aside, we note a relation with the McKay correspondence (see e.g. [Re]), which
relates the (co)homology of a resolution Y → C2
/
G to the irreducible representations of a
finite group G of automorphisms: It is known that a reflexive sheaf on a surface quotient
singularity C2
/
G is a direct sum of the tautological sheaves obtained from the irreducible
representations of G. For cyclic quotient singularities 1r (1, a) these are just the eigensheaves
O(i) of the group action, such that π∗O =
⊕r−1
i=0 O(i).
We now study the holomorphic invariants hk(E) = l(R
1π∗E) and wk(E) = l(QE) as in
Definition 1.1.
Remark 2.2. In principle, we need the Theorem on Formal Functions [Ha, p. 276], to calcu-
late wk and hk:
wk(E) = dimC coker
(
ρ : M →֒M∨∨
)
, where M := lim
←−
H0
(
ℓn;E|ℓn
)
, and
hk(E) = dimC lim←−
H1
(
ℓn;E|ℓn
)
.
However, since holomorphic bundles on Zk are algebraic, the limit stabilises at a finite order
and it is enough to compute the cohomology on a fixed infinitesimal neighbourhood ℓN ,
where N is not too small (see [Ga3, Lemmas 2.1–2.3]) — we restate these results in a slightly
generalised form in Lemma 2.5 below.
It follows from H∗
(⊕N
i=1 Fi
)
=
⊕N
i=1H
∗
(
Fi
)
for coherent sheaves Fi that heights and
widths behave additively for bundles that split on the formal neighbourhood ℓ̂:
Proposition 2.3. Let E be a holomorphic vector bundle on Zk. If E|bℓ
∼=
⊕r
i=1O(ji), then
wk(E) =
r∑
i=1
wk
(
O(ji)
)
and hk(E) =
r∑
i=1
hk
(
O(ji)
)
.
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Corollary 2.4. Let E be a holomorphic rank-r vector bundle over Zk such that E|ℓ ∼=⊕r
i=1Oℓ(ji), with j1 ≥ j2 ≥ · · · ≥ jr and jr − j1 ≥ −k − 1. Then
wk(E) =
r∑
i=1
wk
(
O(ji)
)
and hk(E) =
r∑
i=1
hk
(
O(ji)
)
.
Proof. By Lemma 2.1, E|bℓ
∼=
⊕r
i=1Obℓ(ji). The result follows from Proposition 2.3 (and hence
E has the same invariants as the split bundle).
We fix once and for all coordinate charts on Zk, to which we will refer as canonical
coordinates,
U = C2z,u =
{
z, u
}
and V = C2ζ,v =
{
ζ, v
}
, (2.1)
glued by ζ = z−1 and v = zku. In these charts the bundle O(j) has the transition matrix(
z−j
)
.
Bundles with vanishing first Chern class are of special interest for applications to physics.
For example, the bundles with splitting type nk correspond to framed instantons under a local
version of the Kobayashi–Hitchin correspondence (see [GKM] and [LT]). For the case c1 = 0,
we also calculate the lower bounds for the numerical invariants h and w. The second author
proved in [Ga1] that holomorphic bundles on Zk are algebraic extensions of line bundles. By
[Ga1, Theorem 3.3], a bundle E that is an extension
0 −→ O(j1) −→ E −→ O(j2) −→ 0 (2.2)
(with j1 ≤ j2) has transition matrix T =
(
z−j1 p(z,u)
0 z−j2
)
in canonical coordinates (2.1), where
the extension class [
p
]
∈ Ext1OZk
(
O(j2), O(j1)
)
may be represented by a canonical form
p(z, u) =
⌊(j2−j1−2)/k⌋∑
r=1
j2−1∑
s=kr+j1+1
prs z
sur . (2.3)
Lemma 2.5 (Computation on finite neighbourhoods). Let E be a rank-2 bundle of splitting
type j on Zk and set N := ⌊(2j − 2)/k⌋. Then the height and width of E are determined
already on ℓN in the following sense:
• hk(E) = dimCH
1
(
ℓN ;E|ℓN
)
.
• Set M = H0
(
ℓN ;E|ℓN
)
and let ρ : M →֒ M∨∨ be the evaluation map. Then wk(E) =
dimC coker ρ.
Proof. The crucial fact is that the extension class is given by a polynomial p whose degree in u
is at most N := ⌊(2j − 2)/k⌋. Now it was shown in [Ga3, Lemmas 2.1] for the case k = 1, but
readily generalised to all k ≥ 1, that for n ≥ N , the modules H i
(
ℓn;E|ℓn
)
and H i
(
ℓN ;E|ℓN
)
have the same module structure as O∧0 -modules for all i ≥ 0, where π(ℓ) = 0 ∈ Xk. Hence
by [Ha, p. 193], the inverse limits from Remark 2.2 stabilise at n = N , which proves the
Lemma.
5
Vector Bundles Near Negative Curves
2.1 Heights
We begin with the computation of the height of a line bundle:
Lemma 2.6. Assume j ≥ 0 and let n1 =
⌊
j−2
k
⌋
. Then
hk
(
O(−j)
)
=
{
(j − 1)(n1 + 1)− kn1(n1 + 1)/2 if j ≥ 2,
0 otherwise.
Proof. R1π∗O(j) = lim←−
H1
(
Oℓn(j)
)
, with surjective restriction maps. The result comes from
the exact sequences
0 −→ H1
(
Oℓ(−nℓ)⊗O(j)
)
−→ H1
(
Oℓn+1(j)
)
−→ H1
(
Oℓn(j)
)
−→ 0
together with
H1
(
Oℓ(−nℓ)⊗O(j)
)
= H1
(
P
1;O(j + nk)
)
,
which gives hk
(
O(−j)
)
=
∑∞
n=0(j − 1 − nk)
+, where + means the sum of positive terms
only.
This result together with Proposition 2.3 allows us to compute the heights of split bundles.
For non-split bundles with c1 = 0 and splitting type j := j2 = −j1, we use the following:
Theorem 2.7. Let E be the non-split bundle of splitting type j represented in canonical
form (2.3) by p, and let m > 0 be the smallest exponent of u appearing1 in p. With µ =
min
(
m, ⌊ j−2k ⌋
)
, we have
l(R1π∗E) ≥ µ
(
j − 1− k
µ− 1
2
)
,
and equality holds if p is holomorphic on Zk.
Proof. By Lemma 2.9 below, a cocycle in H1(E) has the canonical representation on the
U -chart
⌊ j−2k ⌋∑
r=0
−1∑
s=kr−j+1
(
ars
0
)
zsur .
In this representation, every monomial term (arsz
sur, 0) with r < m represents a non-trivial
cocycle by Lemma 2.10. Lastly, if p is holomorphic in Zk, it has only terms prsz
sur with
0 ≤ s ≤ kr, and then all terms with r ≥ m are coboundaries by Lemma 2.11.
Putting the split and the non-split cases together, we get sharp bounds on the heights:
Theorem 2.8. Let E be a rank-2 bundle over Zk of splitting type j > 0. Set n1 =
⌊
j−2
k
⌋
.
The following bounds are sharp:
j − 1 ≤ hk(E) ≤ (j − 1)(n1 + 1)− k(n1 + 1)n1/2 .
1A rank-2 bundle whose extension class is a polynomial not divisible by u is in fact not of splitting type j,
but of a lower splitting type. See Remark 2.13.
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Proof. The upper bound is attained by the split bundle by Proposition 2.12. In this case,
apply Lemma 2.6 and Proposition 2.3.
For the lower bound, note that the expression in Theorem 2.7 is always less than in or
equal to the split case. The global minimum is j − 1, attained with µ = 1 in Theorem 2.7,
attained by p(z, u) = zu.
We finish this subsection by proving the details of Theorem 2.7. Recall once and for
all that in the charts Zk = U ∪ V given by (2.1), a function is holomorphic on U if it is
holomorphic in {z, u}, and on V if it is holomorphic in {z−1, zku}.
Lemma 2.9. Every 1-cocycle in H1(E) has a representative of the form
⌊ j−2k ⌋∑
r=0
−1∑
s=kr−j+1
(
ars
0
)
zsur ,
with ars ∈ C. In particular, every 1-cochain represented by (
ars
0 ) z
sur with r, s ≥ 0 is a
coboundary.
Proof. Let σ be a 1-cocycle and let ∼ denote cohomological equivalence. A power series
representative for a 1-cochain has the form
σ =
∞∑
r=0
∞∑
s=−∞
(
ars
brs
)
zsur ,
with ars, brs ∈ C. The 1-cochain s1 =
∑∞
r=0
∑∞
s=0
( ars
brs
)
zsur is holomorphic on U , hence
represents a coboundary. Consequently
σ ∼ σ − s1 =
∞∑
r=0
−1∑
s=−∞
(
ars
brs
)
zsur .
Now let T =
(
zj p
0 z−j
)
be the transition function of E, so that after a change of coordinates,
Tσ =
∞∑
r=0
−1∑
s=−∞
(
zjars + p brs
z−jbrs
)
zsur .
However, given that s2 =
∑∞
r=0
∑−1
s=−∞
( 0
z−jbrs
)
zsur is holomorphic on V ,
Tσ ∼ Tσ − s2 =
∞∑
r=0
−1∑
s=−∞
(
zjars + p brs
0
)
zsur ,
and going back to the U -coordinate chart,
σ = T−1Tσ ∼
∞∑
r=0
−1∑
s=−∞
(
ars + z
−jp brs
0
)
zsur .
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But p contains only terms zk for k ≤ j − 1, therefore z−jp contains only negative powers of
z. Renaming the coefficients we may write
σ =
∞∑
r=0
−1∑
s=−∞
(
a′rs
0
)
zsur
for some a′rs ∈ C, and consequently Tσ =
∑∞
r=0
∑−1
s=−∞
(
zja′rs
0
)
zsur. Here each term a′rsz
j+sur
satisfying j+ s ≤ kr is holomorphic on the V -chart. Subtracting these holomorphic terms we
are left with an expression for a where the index s varies as kr − j + 1 ≤ s ≤ −1. This in
turn forces r ≤
⌊ j−2
k
⌋
, giving the claimed expression for the 1-cocycle.
Lemma 2.10. Let E be the non-split bundle over Zk represented in canonical form by (j, p)
and m > 0 the smallest exponent of u appearing in p. If µ = min
(
m, ⌊ j−2k ⌋
)
, then
l(R1π∗E) ≥ µ
(
j − 1− k
µ− 1
2
)
.
Proof. Assume m ≤
⌊ j−2
k
⌋
. Let σ = (a, 0) denote a 1-cocycle where a = zsur with 0 ≤ r ≤
m − 1 and kr − j + 1 ≤ s ≤ −1 (due to Lemma 2.9). We claim that σ represents a non-
zero cohomology class. In fact, since σ is not holomorphic on U , for σ to be a coboundary
there must exist a U -coboundary α such that σ + α is holomorphic on V . Hence, there must
exist a polynomial X, holomorphic on U , making the expression zja + pX holomorphic on
V . However, zja = zs+jur is not holomorphic on V , since s + j ≥ kr + 1. Moreover, by the
choice of m, no term in pX cancels zja. Consequently, no choice of X solves the problem
of holomorphicity on V . Hence l(R1π∗E) is at least the number of independent cocycles of
the form σ = (a, 0), where a = zsur with 0 ≤ r ≤ m − 1 and kr − j + 1 ≤ s ≤ −1. But by
exactly the same reasoning, any linear combination prsz
sur (with r and s satisfying the above
inequalities) is a coboundary if and only if every term is a coboundary individually, and hence
the monomial cocycles σ = (a, 0) are linearly independent. There are m
(
(j−1)−k(m−1)/2
)
such terms.
On the other hand, if m >
⌊ j−2
k
⌋
, then by an analogous argument, none of the monomial
terms in the canonical cocycle form of Lemma 2.9 are coboundaries, and so the same formula
holds with m replaced by
⌊ j−2
k
⌋
.
Lemma 2.11. Let E satisfy the same conditions as in Lemma 2.10, and assume in addition
that p is holomorphic on Zk. Then
l(R1π∗E) = µ
(
j − 1− k
µ− 1
2
)
.
Proof. If p is holomorphic on Zk, it can be written as
p(z, u) =
⌊(2j−2)/k⌋∑
r=1
min(j−1, kr)∑
s=0
prsz
sur .
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Following the proof of Lemma 2.10, we now need to show that all remaining 1-cocycles,
namely σ =
(
ar¯s¯z
s¯ur¯, 0
)
with
m ≤ r¯ ≤
⌊
j − 2
k
⌋
and kr¯ − j + 1 ≤ s¯ ≤ −1 (∗)
are coboundaries. A fixed such 1-cocycle σ =
(
azs¯ur¯, 0
)
is a 1-coboundary if and only if there
exist 0-cocycles (α, β) ∈ H0(V ;E) and (x, y) ∈ H0(U ;E) such that
T−1
(
α
β
)
+ σ +
(
x
y
)
= 0 .
In other words, we need to find α, β holomorphic on V such that
A =
(
z−j −p
0 zj
)(
α
β
)
+
(
azs¯ur¯
0
)
=
(
z−jα− pβ + azs¯ur¯
zjβ
)
is holomorphic on U . Our goal is to cancel the coefficient a. Notice that, since zjazs¯ur¯ is
not holomorphic on V , no choice of α can cancel a. So, we can assume α = 0 and study the
problem of holomorphicity on U for the simplified matrix
A =
(
−pβ + azs¯ur¯
zjβ
)
.
Let sup{l : pml 6= 0} =: l0 ≥ 0 by assumption, and set
β =
azs¯ur¯
pml0z
l0um
=
a
pml0
zs¯−l0ur¯−m .
Since s¯− l0 < 0, β is holomorphic on V . Now the matrix A becomes
A =
(
−
(∑l0−1
l=0 pmlz
lum + p′
)
a
pml0
zs¯−l0ur¯−m
zj apml0
zs¯−l0ur¯−m
)
,
where um+1 divides p′. We have l0 ≤ min(j − 1, km) and m ≤ r¯ by assumption. Using (∗),
we obtain j + s¯− l0 ≥ 0; consequently the second coordinate of A is holomorphic on U . The
first coordinate of A is
−
l0−1∑
l=0
a pml
pml0
zl+s¯−l0ur¯ − p′
a
pml0
zs¯−l0ur¯−m = −
−1∑
l=−l0
pmlz
l+s¯ur¯ − p′
a
pml0
zs¯−l0ur¯−m .
We obtain A ∼ −A− −A+, where
A− :=
−1∑
l=−l0
(
pmlz
l+s¯ur¯
0
)
, A+ :=
(
p′ apml0
zs¯−l0ur¯−m
0
)
.
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This expresses σ as a linear combination of 1-cocycles having distinct degrees. Notice that
A− is either zero, or contains only powers of z strictly lower than s¯; whereas A+ is either zero
or contains only powers of u strictly greater than r¯.
To complete the proof we now proceed by finite induction on the exponents r¯ and s¯. The
initial case is when r¯ = m and s¯ = km − j + 1, and in this case it follows from Lemma 2.9
that A− ∼ 0, and we are left with A+, whose degree in u is greater than m.
Now assume the lemma has been proved for cycles of the form (arsz
sur, 0) for all r < r¯ and
s < s¯ and apply the same algorithm to σ = (ar¯s¯z
s¯ur¯, 0). Then again, A− gets expressed as a
combination of cocycles already known to be null-cohomologous, whereas A+ gets expressed
in terms of cycles of higher degree in u.
The induction finishes at r = ⌊(j − 2)/k⌋ when A+ also becomes zero by Lemma 2.9.
Even though we did not compute explicitly the height for bundles whose extension class
p is not holomorphic on Zk (the computer algorithm can compute it for arbitrary p), we can
show that the split bundle attains the maximally possible height for a fixed splitting type j:
Proposition 2.12. Let E(j, p) be the bundle of splitting type j whose extension class is given
by p, and let E¯(j) := O(−j)⊕O(j) denote the split bundle. If u|p(z, u) and p 6≡ 0, then
hk
(
E¯(j)
)
≥ hk
(
E(j, p)
)
.
Proof. Applying π∗ to the short exact sequence
0 −→ O(−j)
ı
−→ E −→ O(j) −→ 0 (2.4)
gives the long exact sequence
· · · −→ π∗O(j)
δ
−−→ R1π∗O(−j)
ı∗−−→ R1π∗E −→ R
1π∗O(j) −→ 0 ,
with π∗O(j) 6= 0 because j ≥ 0; and the connecting homomorphism δ is zero precisely when
the sequence (2.4) splits. Hence, if E does not split,
l
(
R1π∗E
)
≤ l
(
ı∗R
1π∗O(−j)
)
+ l
(
R1π∗O(j)
)
≤ l
(
R1π∗O(−j)
)
+ l
(
R1π∗O(j)
)
,
with equality holding for the split bundle (and possibly other bundles as well, for instance in
cases when k does not divide j).
Remark 2.13. Let us stress again that it is necessary for u to divide p in order for the bundle
E(j, p) to split as OP1(−j) ⊕ OP1(j) on ℓ =
{
u = 0
}
: For example, the bundle on Z1 given
by transition function
(
z2 z
0 z−2
)
, which we would denote by E(2, z), is in fact not of splitting
type 2, but 1: (
1 0
−z−3 1
)(
z2 z
0 z−2
)(
0 −1
1 z
)
=
(
z 0
0 z−1
)
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2.2 Widths
Again we begin by computing the width of line bundles: Since computations get quite com-
plicated very quickly, we chose to present one explicit example, and refer to the program for
the general case.
Example 2.14 (Computation of l(Q) for the bundle O(−3) over Z2).
Here we show that w2
(
O(−3)
)
= 0:
In our canonical coordinates Z2 is given by charts U =
{
(z, u)
}
, V =
{
(z−1, z2u)
}
, and
the transition matrix for the bundle E = O(−3) is T =
(
z3
)
. X2 is the singular space
obtained by the contraction of the zero section π : Z2 → X2. The coordinate ring of X2 is
C[x, y, w]
/
(y2 − xw), and the lifting map induced by π is (on the U -chart) x 7→ u, y 7→ zu
and w 7→ z2u.
Let M = (π∗E)
∧
0 denote the completion of the stalk (π∗E)0. Let ρ : M →֒ M
∨∨ denote
the natural inclusion of M into its double dual. We want to compute l(Q) = dim(coker ρ).
By the Theorem on Formal Functions,
M ∼= lim←−
H0
(
ℓn, E|ℓn
)
,
where ℓn denotes the n
th infinitesimal neighbourhood of ℓ. To determine M , it suffices by
Lemma 2.5 to calculate H0
(
ℓn, E|ℓn
)
for a fixed n ≥ N = ⌊(2j − 2)/k⌋ (cf. also [BG2] or [Ga1])
and the relations among its generators under the action of O∧0
∼= C[[x, y, w]]
/
(y2 − xw). In
this example, a section σ of E on the U -chart has the expression
σ =
N∑
r=0
∞∑
s=0
arsz
rus ,
and changing coordinates, we have the condition that
Tσ = z3σ
must be holomorphic on V =
{
(z−1, z2u)
}
, and hence must have only terms of the form zsur
that satisfy 2s ≤ r, with the remaining coefficients vanishing. It follows that the expression
for σ has the form
σ =
N∑
r=2
⌊
2r−3
2
⌋∑
s=0
arsz
sur
= a20u
2 + a21zu
2 + a30u
3 + a31zu
3 + a32z
2u3 + a33z
3u3 + · · · .
Consequently, all terms of σ are generated over O∧0 by β0 = u
2 = x2 and β1 = zu
2 = xy. We
obtain the O∧0 -module M
∼= O∧0
[
β0, β1
]/
R1, where R1 is the set of relations
R1 =
{
R11 : β0y − β1x ,
R12 : β0w − β1y .
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Consequently, the dual is M∨ = O∧0
[
β∨0 , β
∨
1
]/
S, where
β∨0 =
{
β0 7→ x
β1 7→ y
, β∨1 =
{
β0 7→ y
β1 7→ w
,
and S is the set of relations
S =
{
S1 : β
∨
0 y − β
∨
1 x ,
S2 : β
∨
0 w − β
∨
1 y .
Clearly, M ∼=M∨, consequently ρ : M →֒M∨∨ is also an isomorphism, so w2
(
O(−3)
)
= 0.//
We remark as an aside that there is another set of relations R2 among the relations of M :
R2 =
{
R21 : R
1
1y −R
1
2x ,
R22 : R
1
1w −R
1
2y ;
and so on:
Rn =
{
Rn1 : R
n−1
1 y −R
n−1
2 x ,
Rn2 : R
n−1
1 w −R
n−1
2 y .
This is an example of a theorem of Eisenbud [Ei], which says that every minimal resolution
of a finitely generated module over A := R
/
(x) becomes periodic with period 1 or 2 after at
most dimA steps, where R is a regular ring and x a non-unit.
Lemma 2.15. Assume j ≥ 0 and let n2 =
⌊
j
k
⌋
. Then
wk
(
O(j)
)
= (j + 1)n2 − kn2(n2 + 1)/2 ,
wk
(
O(−j)
)
= 0 .
Proof. The length l(Q) equals the dimension of Q∧0 as a C-vector space, where 0 ∈ Xk is
the singular point. Since Q is defined by the sequence (1.1), Q∧0 is the cokernel of the map(
π∗O(j)
)∧
0
→
(
π∗O(j)
)∨∨∧
0
. By the Theorem on Formal Functions [Ha, p. 276],(
π∗O(j)
)∧
0
= lim
←−
H0
(
ℓn;O(j)
∣∣
ℓn
)
=:M .
But the limit stabilises at a finite stage by Lemma 2.5, so it suffices to compute the group
H0
(
ℓn;O(j)|ℓn
)
for large n. We first compute the k0-module structure on M := (π∗O(j))
∧
0 .
Note that here
k0 ∼= C[[x0, x1, . . . , xk]]
/{
xixj − xi+1xj−1
}
for i = 0, 1, . . . , k − 2 , j = i+ 2, . . . , k ,
and the contraction map π : Zk → Xk is given in (z, u)-coordinates by xi = z
iu.
In the case of O(j), M is generated as a k0-module by the monomials βi = z
i for 0 ≤
i ≤ j with relations βixs−1 − βl−1xl = 0 for 1 ≤ i ≤ j and 1 ≤ l ≤ k. Now, one can use
any computer algebra package (e.g. Macaulay 2 [M2], Maple, Magma, see [GS]) to compute
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M∨∨
/
M : Writing j = mk + b with 1 ≤ b ≤ k (so that m = ⌊(j − 1)/k⌋), one finds that
M∨ and M∨∨ are generated by k − b + 1 elements and that the cokernel has, as a C-vector
space, a basis consisting of all the monomials of degree ≤ m. Accounting for the relations
coming from M∨∨ and from the ground ring k0 shows that the dimension of the cokernel is
(j + 1)n2 − kn2(n2 + 1)/2.
In the case O(−j), set ν = −j mod k, so that −j = −qk + ν with 0 ≤ ν < k. Then
for large n, H0
(
ℓn;O(j)|ℓn
)
, and hence M , is generated by the set of monomials αi = z
iuq,
for 0 ≤ i ≤ ν, with relations αixl−1 − αi−1xl = 0 for 1 ≤ i ≤ ν and 1 ≤ l ≤ k. By
direct calculation, or using a computer algebra package, one shows that the evaluation map
M → M∨∨ is an isomorphism, so wk(O(−j)) = 0. Explicit computation for O(−2) is given
in Example 2.14.
Theorem 2.16. Let E be a rank-2 bundle over Zk of splitting type j. Then the following
bounds are sharp: For j > 0 and with n2 =
⌊ j
k
⌋
,
0 ≤ wk(E) ≤ (j + 1)n2 − kn2(n2 + 1)/2 , and w1(E) ≥ 1 .
Furthermore, for all 0 < j < k, wk(E) = 0 for all bundles E (and necessarily k > 1).
Proof. The upper bound is realised by the split bundle, so the right-hand side follows from
Lemma 2.15 and Proposition 2.3. This follows from direct computation: First we write down
a set of possible generators of M , then we compute their relations. But relations can only
come from the off-diagonal part of the transition function of E, i.e. from p, so the split bundle
with p = 0 has the fewest possible relations in M , hence the biggest cokernel M∨∨
/
M .
To calculate the lower bound for wk(E), note that by definition wk(E) ≥ 0. But for k > 1,
the bundle given in canonical coordinates by transition matrix
(
zj zu
0 z−j
)
has width zero. Direct
computations as described in [Ga3] show that for the case k = 1, w1(E) = 1.
Remark 2.17. It is interesting to notice that on the space Z1 any nontrivial rank-2 bundle
E with c1(E) = 0 has w1(E) 6= 0. This is in strong contrast with what happens on Zk for
k > 1.
2.3 Local holomorphic Euler characteristic
By summing up the results for heights and widths and using Definition 1.3 we obtain bounds
on the local Euler characteristic of a rank-2 bundle E on Zk near ℓ. Due to the occurrence of
integer part functions, it will be useful express the splitting type j of E as j = nk + b, with
0 ≤ b < k.
Corollary 2.18. Let E be a rank-2 bundle over Zk of splitting type j with j > 0 and let j =
nk+b as above. The following are sharp bounds for the local holomorphic Euler characteristic
of E:
j − 1 ≤ χ(ℓ, E) ≤
{
n2k + 2nb+ b− 1 if k ≥ 2 and 1 ≤ b < k ,
n2k if k ≥ 2 and b = 0 ,
and
j ≤ χ(ℓ, E) ≤ j2 for k = 1 .
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Proof. It follows directly from the definitions that for a curve ℓ2 = −k inside a smooth surface,
h0
(
X; (π∗E)
∨∨
/
σ∗E
)
= wk(E) and h
0(X;R1σ∗E) = hk(E), so the result follows by adding
the results of Theorems 2.8 and 2.16.
To aid the computation, note that for 2 ≤ b < k we have
⌊ j
k
⌋
=
⌊ j−2
k
⌋
= n, while for
b = 0, 1 we have
⌊ j
k
⌋
= n and
⌊ j−2
k
⌋
= n − 1. We find that for b = 0, 1, χ(ℓ, E) ≤ n2k + 2nb,
and we can absorb the case b = 1 into the other case.
The upper bound is attained by the split bundle E = O(−j) ⊕ O(j), while the lower
bound is attained by the “generic” bundle with extension p(z, u) = zu as in the proof of
Lemma 2.15.
We intend to study numerical invariants of bundles over more general exceptional loci in
future papers. One property of local holomorphic Euler characteristics of instantons (where
j = nk for some n) is immediate from Corollary 2.18:
Corollary 2.19. For a rank-2 bundle E on Zk with c1(E) = 0 and splitting type j = nk, the
integer ranges [1, . . . , k − 2] and [k + 1, . . . , 2k − 2] cannot occur as local holomorphic Euler
characteristics (“instanton charges”). These ranges are non-empty when k > 2. (E.g. on Z3,
charges 1 and 4 cannot occur.2)
3 Balancing
We now consider the question of constructing vector bundles with specified numerical invari-
ants. We use the technique of balancing bundles. This technique was used in [BG2] to prove
the existence of bundles over Z1 with any prescribed numerically admissible invariants, and
in [BG3] to study bundles on Z2.
Given two bundles E and E′ of splitting type (j1, . . . , jr) and (j
′
1, . . . , j
′
r), we say that E
is more balanced than E′ if j1 − jr ≤ j
′
1 − j
′
r. The advantage of balancing a bundle is that
we control the numerical invariants at each step, and we only need to compute numerical
invariants for a smaller range of bundles.
The simplest case of balancing is for rank-2 bundles and goes as follows. If j1− j2 ≤ k−1,
we have won and we stop. If j2 ≤ j1 − k we make the construction of [BG3], namely an
elementary transformation with respect to Oℓ(j2) and obtain a new more balanced bundle
with splitting type (j1, j2 + k). We may also compare the invariants of the two bundles; at
the end we reduce to a case with j1− j2 ≤ k− 1. We now describe how to balance bundles of
rank r ≥ 2. Let E be a rank-r vector bundle over Zk of splitting type j1 ≥ j2 ≥ · · · ≥ jr. We
say that E is balanced if j1 ≤ jr + k− 1. The objective is to balance E. Balancing associates
to E the following data:
1. A positive integer t (the number of steps);
2. a finite sequence of r-tuples of non-increasing integers {j(i, l)} with 1 ≤ i ≤ t and
1 ≤ l ≤ r (the splitting types) satisfying:
2But the bundle with p(z, u) = z−1u + z4u2 has charge 7. Also, it seems always possible to create a new
bundle with charge +k via elementary transformations, and since charges 2 and 3 exist by Corollary 2.18, we
expect these are the only charge gaps on Z3.
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(a) j(1, l) = jl for 1 ≤ l ≤ r (the splitting of the bundle E),
(b)
∑r
l=1 j(i, l) =
∑r
i=1 j(1, l) + ki − k for 2 ≤ i ≤ t (change of splitting produced by
an elementary transformation), and
(c) j(t, 1) ≤ j(t, r) + k − 1 (arrive at a balanced bundle);
3. a chain E1, . . . , Et of vector bundles, starting with E1 = E, where Ei has splitting type
j(i, 1) ≥ j(i, 2) ≥ · · · ≥ j(i, r) for 1 ≤ i ≤ t.
Definition 3.1. A sequence {j(i, l)} of r-tuples of integers satisfying the numerical properties
1, 2 and 3 above is called an admissible sequence. The sequence {j(i, l)}ti=1 of splitting types
of the bundles Ei obtained in balancing the bundle E is then called the admissible sequence
associated to E.
Balancing a bundle E proceeds as follows: Set E1 := E and j(1, l) = jl for 1 ≤ l ≤ r. If
j(1, 1) ≤ j(1, r) + k− 1 we have won, we set t := 1 and stop. Otherwise, j(1, 1) ≥ j(1, r) + k.
Choose a surjective homomorphism ρ : E|ℓ → Oℓ(jr) and make the corresponding elementary
transformation r : E → Oℓ(jr). Set E2 := ker r. Since jr ≤ jr−1, we have ker ρ ∼=
⊕r−1
i=1 Oℓ(ji),
and ker r|ℓ fits in the exact sequence
0→ Oℓ(jr + k)→ ker r|ℓ →
r−1⊕
i=1
Oℓ(ji)→ 0 . (3.1)
We call j(2, 1) ≥ j(2, 2) ≥ · · · ≥ j(2, r) the splitting type of E2. In particular,
r∑
l=1
j(2, l) =
r∑
l=1
j(1, l) + k .
If j(2, 1) ≤ j(2, r) + k − 1, then we have won and we stop. If j(2, 1) ≥ j(2, r) + k, then
we obtain in the same way a bundle E3 with splitting type j(3, 1) ≥ · · · ≥ j(3, r) such that
j(3, 1) ≤ j(2, 1) ≤ j(1, 1), j(3, r) ≥ j(2, r) ≥ j(1, r). We continue this process, thus obtaining
bundles E2, E3, . . . Ei, . . . with splitting type j(i, 1) ≥ · · · ≥ j(i, r), j(i, 1) ≤ j(i − 1, 1),
j(i, r) ≥ j(i − 1, r) and
∑r
l=1 j(i, l) =
∑r
l=1 j(1, l) + ki − k for all integers i ≥ 2 for which
the bundle Ei is defined. We must show that this procedure stops, i.e. that after finitely
many steps we arrive at a bundle Ei such that j(i, 1) ≤ j(i, r) + k − 1. At the same time
we will show that, in a suitable sense, each bundle Ex, x ≥ 2, which is defined is more
balanced than the preceding one Ex−1. Call a1 ≥ · · · ≥ ar the splitting type of the bundle
T := Oℓ(jr + k) ⊕
⊕r−1
i=1 Oℓ(ji). Since j1 ≥ jr + k by assumption, we have a1 = j1. If
jr−1 ≥ jr + k, then ar = jr + k and hence a1 − ar < j1 − jr. If jr−1 ≤ jr + k − 1, then
ar = jr−1 and hence a1 − ar = j1 − jr−1. Hence in the latter case we have a1 − ar < j1 − jr,
unless jr−1 = jr. By the exact sequence (3.1) and semi-continuity, the bundle E2|ℓ is more
balanced (in the sense of the Harder–Narasimhan filtration) than the bundle T . Hence we
always have j(2, 1)− j(2, r) ≤ j(1, 1) − j(1, r), while j(2, 1) − j(2, r) < j(1, 1)− j(1, r) unless
j(1, r − 1) = j(1, r). Even in this case, since
∑r
l=1 j(x, l) = k +
∑r
l=1 j(x − 1, l), we see that
the procedure must stop after finitely many steps.
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We now construct families of bundles having prescribed associated admissible sequence,
generalising [BG3, Theorem 2.1], which constructed such families for rank-2 bundles near a
−1-curve. The generalisation requires only minor modifications, but we give the details for
completeness.
Theorem 3.2. Fix an admissible sequence {j(i, l)}ti=1 and let E and F be rank-r vector
bundles on ℓ̂ with {j(i, l)}ti=1 as an associated admissible sequence. Then there exists a flat
family {Es}s∈T of rank-r vector bundles on ℓ̂ parametrised by an integral variety T and s0, s1 ∈
T with Es0
∼= E and Es1
∼= F such that Es has {j(i, l)}
t
i=1 as admissible sequence for every
s ∈ T .
Proof. We use induction on t. If t = 1 the result is obvious because E and F are split vector
bundles with the same splitting type and are hence isomorphic. Assume that t > 1 and that
the result is true for t− 1. Let E2, F2 be the second bundles associated to E,F respectively.
Hence E2 and F2 have {j(2, l)}
t
i=2 as an associated admissible sequence. By induction, there is
a flat family {E′s}s∈S of rank-r vector bundles on ℓ̂ and m0,m1 ∈ S with E
′
m0
∼= E2, E
′
m1
∼= F2
and such that E′s has {j(i, l)}
t
i=2 as an associated admissible sequence for every s ∈ S. We
write j′i = j(2, i) to simplify notation. By the balancing construction, the bundles E and F
fit into exact sequences
0→ E → E2(ℓ)→ Oℓ(j1 − k)→ 0
0→ F → F2(ℓ)→ Oℓ(j1 − k)→ 0
For every bundle M on ℓ̂ having {j(i, l)}ti=2 as an associated admissible sequence, the set
of surjective homomorphisms t : M(ℓ) → Oℓ(j1 − k) is parametrised by an integral variety
whose dimension depends only on j1, j2 and j
′
2 = j1 + j2 − j
′
1 + k. The kernel ker t|ℓ is an
extension of Oℓ(j
′
1) by Oℓ(j1). This extension splits since j1 ≥ j
′
1 + k, and hence the bundle
ker t has {j(i, l)}ti=1 as an admissible sequence. Varying M among bundles E
′
s for s ∈ S we
get that the set of all such surjections is parametrised by an irreducible non-empty variety T .
For any fixed ample line bundle H on the nth neighbourhood of ℓ, it follows from the exact
sequences in the balancing construction that the bundles in this family have the same Hilbert
polynomial with respect to H, and therefore the family is flat.
4 Moduli
Definition 4.1. We write
Mj(k) =
{
E → Zk : E|ℓ ∼= O(j) ⊕O(−j)
}/
∼
for the moduli stack of bundles over Zk of splitting type j.
Recall from (2.2) that a bundle E on Zk of splitting type j is an extension of O(j) by
O(−j) and is therefore determined by its extension class. In our choice of coordinates, this
amounts to saying that E is determined by the pair (j, p), where j is the splitting type and p
is a polynomial as in (2.3). Let N :=
⌊2j−2
k
⌋
as before; then p has m := N(2j − 1)− k
(N+1
2
)
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coefficients. We identify p as an element in Cm by writing its coefficients in lexicographical
order. We then define the equivalence relation p ∼ p′ if (j, p) and (j, p′) define isomorphic
bundles over Zk. We give C
m the quotient topology. There is a bijection
φ : Mj(k) → C
m
/
∼ ,(
zj p
0 z−j
)
7→
(
p1,k−j+1, . . . , pN,j−1
)
,
where
p(z, u) =
N∑
r=1
j−1∑
s=kr−j+1
prs z
sur .
We give Mj(k) the topology induced by this bijection. Here are some examples:
Example 4.2. For each k,M0(k) contains only one point, corresponding to the trivial bundle
over Zk. In other words, if a bundle over Zk is trivial over the zero section, it is globally trivial.
Example 4.3. For each 2j − 2 < k, Mj(k) contains only one point. In other words, a
holomorphic bundle over Zk of splitting type 2j − 2 < k splits. This can be verified directly
from formula (2.3).
Example 4.4. M2(2) contains exactly two points, [So, Theorem 6.24].
Example 4.5. M2(1) ≃ P
1∪{A,B}, where A and B are points, with open sets U ⊂ P1, where
U is open in the usual topology of P1, P1 ∪ {A}, and the whole space, [Ga2, Theorem 4.2].
Example 4.6. M3(2) ≃ P
2 ∪ {A,B}, where A and B are points, with open sets U ⊂ P2,
where U is open in the usual topology of P2, P2∪{A}, and the whole space, [So, Theorem 6.35].
Example 4.7. Mj(k) is non-Hausdorff for 2j − 2 ≥ k. This uses Theorem 4.11 below to
show non-emptiness (positive dimensionality if the inequality is strict). Notice that the only
open neighbourhood of the split bundle is the entire Mj(k).
Lemma 4.8. If p′ = λp for some λ ∈ C×, then the matrices(
zj p
0 z−j
)
and
(
zj p′
0 z−j
)
give holomorphically equivalent vector bundles.
Proof. Just write down the isomorphism as(
zj p′
0 z−j
)
=
(
1 0
0 1/λ
)(
zj p
0 z−j
)(
1 0
0 λ
)
.
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Notation: We write F (n) := F|ℓn = F ⊗ O
/
In+1ℓ for any coherent sheaf F and similarly
E(n) := E|ℓn for vector bundles on Zk.
Theorem 4.9. On the first infinitesimal neighbourhood, two bundles E(1) and E′(1) with
respective transition matrices (
zj p1
0 z−j
)
and
(
zj p′1
0 z−j
)
are isomorphic if and only if p′1 = λp1 for some λ ∈ C
×.
Proof. The “if” part is Lemma 4.8. Now suppose E(1) and E′(1) are isomorphic. According
to our notation we have p1 =
∑j−1
s=k−j+1 p1s z
s u and p′1 =
∑j−1
s=k−j+1 p
′
1s z
l u. We will write
the isomorphism in the form(
zj p′1
0 z−j
)(
a b
c d
)
=
(
α β
γ δ
)(
zj p1
0 z−j
)
,
where a, b, c and d are holomorphic on U , and α, β, γ and δ are holomorphic on V . On the
first infinitesimal neighbourhood, this yields the following set of equations:
(
a0(z) + a1(z)u
)
zj + p′1c0(z) =
(
α0(z
−1) + α1(z
−1)zu
)
zj (A1)
z−j
(
c0(z) + c1(z)u
)
=
(
γ0(z
−1) + γ1(z
−1)zu
)
zj (A2)(
b0(z) + b1(z)u
)
zj + p′1d0(z) = α0(z
−1)p1 +
(
β0(z
−1) + β1(z
−1)zu
)
z−j (A3)
z−j
(
d0(z) + d1(z)u
)
= γ0(z
−1)p1 +
(
δ0(z
−1) + δ1(z
−1)zu
)
z−j (A4)
Recalling that p1 and p
′
1 are multiples of u and equating terms that are independent of u in
(A1) and (A4) gives a0(z) = α0(z
−1) and d0(z) = δ0(z
−1) respectively. Therefore a0, α0, d0
and δ0 are constants, and a0 = α0 and d0 = δ0. Next we equate terms in u in Equation (A3),
obtaining
b1(z)u z
j + p′1d0 = α0p1 + β1(z
−1)u z−j .
In Equation (A3), zj b1 has only terms z
l for l ≥ j, and z−j β1 has only terms z
l for l ≤ −j.
Consequently, they do not affect the terms appearing in p1 and p
′
1; and the remaining part of
Equation (A3) gives p′1d0 = α0p1. We observe that p1 and p
′
1 differ by a constant.
It remains to show that d0 and α0 are non-zero. Taking terms that are independent of
u in Equation (A3) we have b0(z) z
j = β0(z
−j) z−j , which implies b0(z) = β0(z
−1) = 0. It
follows that over the exceptional divisor our coordinate change has determinant a0 d0, hence
α0 δ0 = a0 d0 6= 0.
Remark 4.10 (Construction of the generic set and further strata). For a fixed bundle E over
Zk with transition matrix
(
zj p
0 z−j
)
, we write any automorphism of E in the form(
α β
γ δ
)
=
(
zj p
0 z−j
)(
a b
c d
)(
z−j −p
0 zj
)
, (4.1)
where a, b, c, d are holomorphic on U and α, β, γ, δ are holomorphic on V . This gives rise
to a set of four equations, imposing conditions on a, b, c, d that make the expression on the
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right-hand side holomorphic on V (see the Long Proof of Theorem 4.11). Therefore, the set
of automorphisms of E is determined by the matrix
(
a b
c d
)
subjected to certain constraints for
holomorphicity. The number of constraints depends on p, and for a fixed j there is a minimal
number of constraints that happens for “most” of the bundles. We call generic a bundle
whose automorphisms realise the minimal number of constraints. It would be desirable to
phrase this as “a bundle is generic (or, even better, stable) when it has the smallest number
of automorphisms” as in the compact case; alas, the spaces of automorphism for each bundle is
infinite-dimensional; moreover, no concept of stability is available for bundles on non-compact
spaces.
Take for example the extreme cases: for a fixed j we have p(z, u) =
∑
prs z
sur, and the
two opposite cases are (i) when prs 6= 0 ∀r, s and the corresponding bundle is generic; and
(ii) when p = 0 and the corresponding bundle belongs to the least generic stratum. What is
happening is the simple fact that extra conditions on p make the equations on a, b, c, d harder
to solve.
One can see the division ofMj(k) into strata as a constructive algorithm that proceeds by
infinitesimal neighbourhoods. Start with the first infinitesimal neighbourhood, where we know
that the only automorphisms are scalar multiplication. Now, pass to the second infinitesimal
neighbourhood and keep in the generic stratum all bundles having the most automorphisms,
that is, the ones whose expression of p is such that the minimal number of constraints is
imposed on a, b, c, d. Separate the other bundles away form the generic stratum, again divided
by number of automorphisms. Now restart the process on the third neighbourhood, and
so on. When this process is carried out on the neighbourhood N = ⌊(2j − 2)/k⌋, then we
are done, so it is a finite procedure. This process fixes the bundle End(E) and therefore
its cohomologies H i
(
End(E)
)
. In particular H1
(
End(E)
)
is fixed, and so is H1(E) and
correspondingly the height hk(E). Therefore only bundles with the same height belong to the
same stratum (but not conversely). The generic stratum is contained in the set of bundles
with minimal h1
(
End(E)
)
(like stable points in the compact case), and hence minimal height.
Now, H0
(
End(E)
)
is also fixed by the N th neighbourhood, and so is H0(E). This is not quite
the same as fixing the width, though. We have
0→ Sn(N∗ℓ,Zk)→ O
(n) → O(n−1) → 0 ,
where we write Nℓ,Zk for the normal sheaf of ℓ ⊂ Zk, and tensoring with E gives
0→ Sn(N∗ℓ,Zk)⊗ E → E
(n) → E(n−1) → 0 .
Now taking the direct image under π gives
0→ π∗
(
Sn(N∗ℓ,Zk)⊗ E
)
→ π∗
(
E(n)
)
→ π∗
(
E(n−1)
)
→ R1π∗
(
Sn(N∗ℓ,Zk)⊗ E
)
→ · · · .
Now for sufficiently high n, π∗E
(n) completely determines the width. We can compare the
corresponding matrices of endomorphisms for two bundles E and E′. Suppose they have the
same width, but yet H0
(
End(E)(n)
)
and H0
(
End(E′)(n)
)
have positive relative dimension.
Here, because the canonical expressions of extension classes are cut off at u-degree N =
⌊(2j − 2)/k⌋, we cannot observe differences happening at intervals smaller than k, so we must
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now restrict ourselves to the instanton case, where j = nk, and correspondingly we can observe
the relative values of h0 properly. Comparing the above sequence with End(E) and End(E′)
in place of E, we see that the only way this can happen is that also the R1π∗-terms have
different relative dimensions, but in this case the heights are different, and the bundles belong
to different strata.
Theorem 4.11. For j ≥ k, Mj(k) has an open, dense subspace homeomorphic to a complex
projective space P2j−2−k minus a closed subvariety of codimension at least k + 1.
Short proof. [Ga2, Theorem 3.5] showed that the generic set of Mj(1) is a projective space
P
2j−3 minus a closed subvariety of codimension ≥ 2. The only modification needed to gen-
eralise the proof to k > 1 is the calculation of dimension of the generic set. Generic bundles
do not split on the first infinitesimal neighbourhood, and there the only equivalence relation
is projectivisation, by Theorem 4.9. The dimension count follows from formula (2.3), which
shows that the u-coefficients are
∑j−1
s=k−j+1 p1s. There are 2j − k − 1 coefficients, and after
projectivising we obtain P2j−k−2. However, not all points of this P2j−k−2 are generic, and
one must remove a closed subvariety where too much vanishing of coefficients occurs, thus
implying larger numerical invariants. The closed subvariety to be removed contains all points
having coefficients zsu = 0 for 0 < s < k, hence is defined by at least k + 1 equations.
Long proof. Let E and E′ be the bundles on Zk given respectively by the extension classes p
and p′. By Theorem 4.9 we know that on ℓ1 the only isomorphism of bundles is scaling, so
we may assume
p = p1 + p2 and p
′ = p1 + p
′
2 ,
where p1 := p|ℓ1 . If E and E
′ are isomorphic, then(
α β
γ δ
)
=
(
zj p′
0 z−j
)(
a b
c d
)(
z−j −p
0 zj
)
=
(
a+ z−jp′c z2jb+ zj(dp′ − ap)− cpp′
z−2jc d− z−jpc
)
,
(4.2)
for some change of coordinates
(
a b
c d
)
holomorphic on U and
(α β
γ δ
)
holomorphic on V , which
we may assume have determinant one. We write
α(z−1, zku) = α0(z
−1) + α1(z
−1) zku+ · · · , similarly for β, γ, δ, and
a(z, u) = a0(z) + a1(z)u+ a2(z)u
2 + · · · , similarly for b, c, d,
where the coefficients are convergent power series in z−1 or z, respectively. Then(
α0 β0
γ0 δ0
)
=
(
a0 b0z
2j
c0z
−2j d0
)
,
implies β0 = b0 = 0, and c0(z) = c00 + c01z + · · · + c0,2jz
2j . It follows that α00 = a00 = λ =
δ−100 = d
−1
00 = 1.
The coefficients of u are(
α1z
ku β1z
ku
γ1z
ku δ1z
ku
)
=
(
a1u+ p1c0z
−j b1uz
2j + zj
✭
✭
✭
✭
✭
✭✭
(d0p1 − a0p1)
c1uz
−2j d1u− p1c0z
−j
)
, (4.3)
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which has to be holomorphic in (z−1, zku). This forces b1(z) = b10+b11z+· · ·+b1,−2j+kz
−2j+k,
whence b1 6= 0 provided k − 2j ≥ 0, i.e. j ≤ ⌊
k
2⌋. But by assumption, j ≥ k, so that b1 = 0,
and consequently d1 = −a1. Furthermore, assuming for the moment that j ≥ k + 1, the
(1, 1)-entry of (4.3) entails the following relations between the terms of a1 and c0:
a1,k+1
a1,k+2
...
a1,2j−2
a1,2j−1
+

p1,j−1 p1,j−2 . . . p1,k−2+2 pk−j+1
0 p1,j−1 . . . p1,k−j+3 p1,k−j+2
...
...
. . .
...
...
0 0 . . . p1,j−1 p1,j−2
0 0 . . . 0 p1,j−1


c0,k+2
c0,k+3
...
c0,2j−1
c0,2j
 = 0 , (4.4)
and a1,s = 0 for s ≥ 2j.
On ℓ2, the terms in (4.2) with u
2 are(
α2z
2ku2 β2z
2ku2
γ2z
2ku2 δ2z
2ku2
)
=(
a2u
2 + z−j(p′2 c0 + p1 c1 u) b2 u
2 z2j + zj
(
(d1 − a1)u p1 + (p2 − p
′
2)
)
− c0 p
2
1
c2 u
2 z−2j d2 u
2 − z−j(p2 c0 + p1 c1 u)
)
.
We need to examine the (1, 2)-entry:
b2 u
2 z2j + zj
(
(d1 − a1)u p1 + (p2 − p
′
2)
)
− c0 p
2
1 (4.5)
The conditions on the expression (4.5) is that all coefficients of zl u2 vanish for l ≥ 2k,
but any coefficient of z2j u2 and higher can be cancelled by choosing b2 appropriately. So we
only need to consider the range k + 1 ≤ l ≤ 2j − 1 to verify when the expression
zj(d1 − a1)u p1 + z
j(p2 − p
′
2)− c0 p
2
1
can be made holomorphic on V for any choice of p′2. Given the determinant-one condition on
the coordinate changes, this becomes
zj(−2a1)u p1 + z
j(p2 − p
′
2)− c0 p
2
1 ,
and plugging in the values of p,
−2zja1
j−1∑
s=k−j+1
p1s z
s u+ zj
j−1∑
s=2k−j+1
(
p2,s − p
′
2,s
)
zs u2 − c0
 j−1∑
s=k−j+1
p1s z
s u
2 . (4.6)
The terms to be cancelled are:
• Step 1, the coefficient of z2k+1u2:
− 2
(
a1,kp1,k−j+1 + a1,k−1p1,k−j+2 + · · ·+ a1,0p1,2k−j+1
)
+
(
p2,2k−j+1 − p
′
2,2k−j+1
)
+ c0,2j−1 p
2
1,k−j+1 + 2c0,2j−2 p1,k−j+1 p1,k−j+2 + c0,2j−3
(
p21,k−j+2 + 2p1,k−j+1 p1,k−j+3
)
+ · · ·+ c0,1
(
p21,k + 2p1,k−1 p1,k+1 + · · ·
)
+ c0,0
(
2p1,k p1,k+1 + 2p1,k−1 p1,k+2 + · · ·
)
= 0
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• Step 2, the coefficient of z2k+2u2:
− 2
(
a1,k+1p1,k−j+1 + a1,kp1,k−j+2 + · · ·+ a1,0p1,2k−j+2
)
+
(
p2,2k−j+2 − p
′
2,2k−j+2
)
+ c0,2j p
2
1,k−j+1 + 2c0,2j−1 p1,k−j+1 p1,k−j+2 + c0,2j−2
(
p21,k−j+2 + 2p1,k−j+1 p1,k−j+3
)
+ · · ·+ c0,0
(
p21,k+1 + 2p1,k p1,k+2 + · · ·
)
= 0
• Step s, the coefficient of z2k+su2 for 1 ≤ s ≤ 2j − 2k − 1, until. . .
• Step 2j − 2k − 1, the coefficient of z2j−1u2:
− 2
(
a1,2j−k−2p1,k−j+1 + a1,2j−k−3p1,k−j+2 + · · · + a1,0p1,j−1
)
+
(
p2,j−1 − p
′
2,j−1
)
+ c0,2j
(
2p1,−1 p1,0 + · · ·
)
+ c0,2j−1
(
p21,0 + 2p1,−1 p1,1 + · · ·
)
+ · · · + c0,1p
2
1,j−1 = 0
Now assume k ≤ j − 1, that is, assume that j is large. Then a term in p21,0 appears with
some c0,s in each of the above equations. Thus, choosing c0 appropriately, we can solve them
all, and we conclude that there are only restrictions on p′2 when p1,0 = 0. Now, we can carry
out a similar argument for the coefficients p1,s for each 0 ≤ s ≤ k, so the set of non-generic
bundles lives on the subvariety singled out by the equations
p1,0 = p1,1 = · · · = p1,k = 0 ,
thus having codimension at least k + 1.
In the remaining case where k = j, we see directly from (2.3) that p(z, u) =
∑k−1
s=1 p1s z
s u.
Thus the only non-generic bundle is the split bundle, and the generic set ofMk(k) is precisely
P
k−2 when k ≥ 2, and empty when k = 1. (The same argument shows that the generic set is
all of P2j−k−2 for j ≤ k ≤ 2j − 2.)
Theorem 4.12. There is a topological embedding Φ: Mj(k)→Mj+k(k). The image of Φ
consists of all bundles in Mj+k(k) that split on the second infinitesimal neighbourhood of ℓ.
Proof. Using the identification φ : Mj(k)→ C
m
/
∼, we define a map
Φ: Mj(k)→Mj+k(k) by (j, p) 7→ (j + k, z
ku2p) .
We want to show that Φ defines an embedding. We first show that the map is well defined:
Suppose that
(
zj p
0 z−j
)
and
(
zj p′
0 z−j
)
represent isomorphic bundles. Then there are coordinate
changes
(
a b
c d
)
holomorphic in (z, u) and
(
α β
γ δ
)
holomorphic in (z−1, zku) such that(
α β
γ δ
)
=
(
zj p′
0 z−j
)(
a b
c d
)(
z−j −p
0 zj
)
.
Therefore these two bundles are isomorphic exactly when the system of equations(
α β
γ δ
)
=
(
a+ z−jp′c z2jb+ zj(p′d− ap)− pp′c
z−2jc d− z−jpc
)
(4.7)
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can be solved by a matrix
(
a b
c d
)
holomorphic in (z, u) which makes
(α β
γ δ
)
holomorphic in
(z−1, zku).
On the other hand, the images of these two bundles are given by transition matrices(
zj+k zku2p
0 z−j−k
)
and
(
zj+k zku2p′
0 z−j−k
)
, which represent isomorphic bundles if and only if there are
coordinate changes
(
a¯ b¯
c¯ d¯
)
holomorphic in (z, u) and
(α¯ β¯
γ¯ δ¯
)
holomorphic in (z−1, zku) satisfying
the equality (
α¯ β¯
γ¯ δ¯
)
=
(
zj+k zku2p′
0 z−j−k
)(
a¯ b¯
c¯ d¯
)(
z−j−k −zku2p
0 zj+k
)
.
That is, the images represent isomorphic bundles if the system(
α¯ β¯
γ¯ δ¯
)
=
(
a¯+ z−ju2p′c¯ z2k
(
z2j b¯+ zju2(p′d¯− a¯p)− u4pp′c¯
)
z−2j−2k c¯ d¯− z−ju2pc¯
)
(4.8)
has a solution.
Write x =
∑
xiu
i for x ∈ {a, b, c, d, a¯, b¯, c¯, d¯} and choose
a¯i = ai+2k , b¯i = bi+2ku
2 , c¯i = ci+2ku
−2 , d¯i = di+2k .
Then if
(
a b
c d
)
solves (4.7), one verifies that
(
a¯ b¯
c¯ d¯
)
solves (4.8), which implies that the images
represent isomorphic bundles and therefore φ is well defined. To show that the map is injective,
just reverse the previous argument. Continuity is obvious. Now we observe also that the image
φ(Mj) is a saturated set in Mj+k, meaning that if y ∼ x and x ∈ φ(Mj) then y ∈ φ(Mj).
In fact, if E ∈ φ(Mj), then E splits on the second infinitesimal neighbourhood. Now if
E′ ∼ E, then E′ must also split on the second infinitesimal neighbourhood, and therefore the
polynomial corresponding to E′ is of the form u2p′, and hence φ(z−kp′) gives E′. Note also
that φ(Mj) is a closed subset of Mj+k, given by the equations pil = 0 for i = 1, 2. Now
the fact that φ is a homeomorphism over its image follows from the easy Lemma 4.14 given
below.
Remark 4.13. R. Moraru gave us the following coordinate-free expression of the embedding
map Φ: Mj(k)→Mj+k(k):
Φ
(
E
)
= ⊗O(−k) ◦ ElmOℓ(j+k) ◦ElmOℓ(j)
(
E
)
,
where ElmL denotes the elementary transformation with respect to the line bundle L. Using
this coordinate-free expression it becomes obvious that Φ is well defined.
Lemma 4.14. Let X ⊂ Y be a closed subset and ∼ an equivalence relation in Y such that X
is ∼-saturated. Then the map I : X
/
∼→ Y
/
∼ induced by the inclusion is a homeomorphism
over the image.
Proof. Denote the projections by πX : X → X
/
∼ and πY : Y → Y
/
∼. Let F be a closed
subset of X
/
∼. Then π−1X (F ) is closed and saturated in X, and therefore π
−1
X (F ) is also
closed and saturated in Y . It follows that πY
(
π−1X (F )
)
is closed in Y
/
∼.
Theorem 4.15. If j = nk for some n ∈ N, then the pair (hk,wk) stratifies instanton moduli
stacks Mj(k) into Hausdorff components.
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Proof. This proof uses the same techniques as that of [BG1, Theorem 4.1]. On the first
infinitesimal neighbourhood, we have two possibilities: in the first case we have bundles
belonging to the open dense subset P2j−2−k, singled out by having the lowest possible values
of numerical invariants (see Remark 4.16 for a question about stability); in the second case,
at least one of the invariants is strictly higher than the lower bound, and such bundles are
separated away from the most generic stratum. On the second infinitesimal neighbourhood,
the problem is solved by first separating the most generic stratum from the other ones. For
the remaining part of the second neighbourhood, one divides the polynomial by u falling back
to the same analysis done for the first neighbourhood. We are then left only with bundles
which split on the second neighbourhood. We use induction j, assuming that the invariants
stratify Mj−k(k) into Hausdorff components together with the embedding Theorem 4.12,
stating that Φ
(
Mj−k(k)
)
is the set of bundles onMj(k) that split on the second infinitesimal
neighbourhood.
Remark 4.16. When this paper was nearly completed, we noticed the need to define a notion
of stability on Mk(j) in order to have full compatibility between the methods used in the
proof of Theorem 4.11 and the stratification presented in Theorem 4.15. Defining stability
for a bundle E via counting the dimension of H1(Zk; End E) seemed to us to be the most
natural choice, and had the pleasant feature of being a notion that fits extremely well with
the standard deformation theory that is well known for the compact case; nevertheless, it
was just an ad-hoc definition of stability. Since there are many inequivalent ways to define
stability, we chose to postpone this question to a future paper.
Example 4.17. M3(1) is the simplest example in which the local holomorphic Euler char-
acteristic χ(ℓ, E) does not distinguish Hausdorff components: Writing χ = w1 + h1, the
(Hausdorff) generic set has bundles with χ = 3 = 1 + 2, but the set of bundles with χ = 5
is non-Hausdorff, containing both bundles of characteristic χ = 3 + 2 and χ = 2 + 3. It is
necessary to fix both w1 and h1 to obtain Hausdorff subspaces of M3(1).
Example 4.18. Bundles on Z2 with splitting type j = 3 do not represent instantons. The
extension class is represented by the polynomial p(z, u) = (p10 + p11z + p12z
2)u + p22z
2u2.
The generic set ofM3(2) is a projective 2-space given by [p10 : p11 : p12] minus the subvariety
p10 = p12 = 0. Generic bundles have invariants (width, height)= (0, 2), while the non-generic
bundles given by u and z2u have invariants (1, 2), and the bundle given by z2u2 has invariants
(2, 2), like the split bundle represented by p = 0. Thus the invariants do not separate M3(2)
into Hausdorff components (the split bundle is never separated from any other bundle), which
contrasts the situation for instanton moduli Mnk(k).
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