Abstract: We obtain generalised power series expansions for a family of planar twoloop master integrals relevant for the QCD corrections to Higgs + jet production, with physical heavy-quark mass dependence. This is achieved by defining differential equations along contours connecting two fixed points, and by solving them in terms of one-dimensional generalised power series. The procedure is efficient and can be repeated in order to reach any point of the kinematic regions. The analytic continuation of the series is straightforward and we present new results below and above the physical thresholds. The method we use allows to compute the integrals in all kinematic regions with high precision. Performing a series expansion on a typical contour above the physical threshold takes on average O(1 second) per integral with worst relative error of O(10 −32 ), on a single CPU core. After the series is found the numerical evaluation of the integrals in any point of the contour is virtually instant. Our approach is general and can be applied to Feynman integrals provided that a set of differential equations is available.
Introduction
The computation of Feynman integrals is a central ingredient for the theoretical prediction of collider experiments. In the past decades we have seen an enormous progress in our capabilities to efficiently compute Feynman integrals in closed analytic form or in a purely numerical way. From the analytic side, several techniques are available. Among the most effective ones are the differential equations method [1] [2] [3] [4] [5] and direct integration methods [6, 7] . In dimensional regularisation one is able to reduce a given (generally large) set of scalar Feynman integrals to a minimal set of linearly independent integrals, called master integrals (MIs), by using integration-by-parts identities [8] [9] [10] [11] . Once a basis is identified it is possible to define a closed system of first order linear differential equations that can be solved in terms of iterated integrals [12] . Our understanding of differential equations for Feynman integrals has been further refined by the identification of canonical bases of integrals [13] , which make the solution of the equations in terms of iterated integrals completely algorithmic. In some cases Feynman integrals can be computed in terms of special functions known as multiple polylogarithms (MPLs) [14, 15] or, more recently, in terms of their elliptic generalisation, elliptic multiple polylogarithms (eMPLs) [16] [17] [18] [19] (for analytic results involving functions of elliptic type see e.g. [18, ). Even though having a representation in terms of known functions is important from the conceptual and practical side, in recent years this approach has become challenging. For state-of-art computations one is usually faced with multi-loop integrals depending on several mass scales. In this case the differential equations exhibit complicated analytic structures due to the appearance of algebraic functions in the relevant integration kernels, and their solution in terms of known functions is not well understood yet. Similar obstructions are encountered when directly integrating Feynman integrals in, e.g., Feynman parameter space. From the purely numerical side, several methods are available to numerically compute Feynman integrals by using Monte Carlo integration techniques [51, 52] . As opposed to the analytic approach these methods are fully algorithmic. Nonetheless multi-loop multi-scale integrals generally present numerical instabilities that make their numerical integration challenging. A different numerical approach has been recently proposed in [53] , where the solution of differential equations for Feynman integrals is obtained by using Runge-Kutta algorithms.
A third route of exploration has been methods based on series expansions. When it is difficult to obtain a closed form solution for a given integral it is usually possible to obtain a (generalised) power series expansion of the solution. Series representations have a number of useful features. It is usually possible to compute several orders of the expansion and obtain an arbitrarily good approximation of the full solution, and their numerical evaluation is virtually instant since each term of the expansion is an elementary or a relatively simple function. Moreover it is in principle possible to find series solutions also when the class of functions needed to represent the full result is not identified. All these features make series expansions a natural candidate to express classes of Feynman integrals that are out of reach for analytic or numerical methods. Series expansion methods have been applied to single scale problems in e.g. [42, [54] [55] [56] [57] [58] [59] . On the other hand, for integrals depending on several scales, multivariate series expansions have been used for special kinematic configurations (typically small or large energy limits, see e.g. [60] [61] [62] [63] [64] [65] ). Therefore, in the multivariate case, it is desirable to study a systematic approach to obtain results in all points of the kinematic regions.
In this paper we reduce the computation of a set of multivariate Feynman integrals [29] to single scale problems, by defining differential equations along contours connecting two generic points of the kinematic regions. We then find generalised power series solutions by solving the (single-scale) differential equations with respect to the contour parameter (while replacing all the other variables with numbers). In this way the solution can be transported from a base point, where the integrals are assumed to be known, to a generic target point. We show that this approach is efficient, and can be repeated to compute the integrals in any point of the kinematic regions, with high numerical precision. More specifically, we apply this method to a family of planar (elliptic) Feynman integrals relevant for the two-loop QCD corrections to Higgs + jet production, below and above the heavyquark threshold. Previously [29] these integrals were computed in the Euclidean region by using integral representations. Our results are new, and provide at the same time the analytic continuation of these integrals to the physical region, and an efficient method for their numerical evaluation. Further applications of these methods to the non-planar integral topologies are presented in a companion paper [66] .
The paper is organised as follows. In Section 2 we review general properties of the differential equations for dimensionally regulated scalar Feynman integrals and their solution in terms of iterated integrals. In Section 3 we describe our series expansion strategy. We show that after defining the (multi-scale) differential equations along a (one-dimensional) contour, the series solution can be obtained by series expanding the differential equations and iteratively integrating them up to the desired order of the dimensional regulator. In Section 4 we apply our strategy to a family of planar integrals relevant for Higgs + jet production in the physical region. We show how, once a series expansion is found, the analytic continuation is performed in a straightforward manner. We finally show high precision numerical results and timings, with comparisons to sector decomposition programs. In Section 5 we draw our conclusions.
Differential equations for dimensionally regulated Feynman integrals
By using standard IBP reduction techniques it is possible to identify a basis f ( x, ) for a set of dimensionally regulated scalar Feynman integrals, where f ( x, ) = {f 1 ( x, ), . . . , f n ( x, )} and x = {x 1 , . . . , x m } is the set of kinematic invariants. Given a basis one is also able to define a linear system of first order differential equations satisfied by the basis, that in full generality take the form
where A x i is an n-by-n matrix that depends rationally on its variables, and satisfy the integrability condition,
where the last term is a commutator. The basis f is not unique. In [13] it was conjectured that with a basis change it is possible to cast differential equations for Feynman integrals in a canonical form, where the dependence on the dimensional regulator is factorised. In differential form the equations are
In dimensional regularisation we are interested in a solution around = 0. By series expanding f ( x, ),
the solution of Eq. (2.3) can be written in terms of iterated integrals [67] :
where γ is a path with domain [0, 1] in the space of external invariants and f ( x 0 , ) is a vector of boundary conditions. If f (i) (x) admits a representation in terms of multiple polylogarithms [14] ,
with G(, t) ≡ 1, the transformation matrix to the canonical basis is algebraic, and the matrixÃ(x) is a Q-linear combination of logarithms
where d α is the number of linearly independent logarithms, C i are constant rational matrices, and α i ( x), i ∈ {1, . . . , d α } are called letters of the differential equations. The set of letters is referred to as the alphabet. If the letters admit a representation in terms of rational functions then the iterated integrals of (2.5) can be directly expressed in terms of multiple polylogarithms. On the other hand if a rational representation is not found, it is often possible to find a polylogarithmic representation by using the knowledge of the symbol of the iterated integrals. The symbol of the i-th basis element of (2.4) at order k is obtained by the following recursive formula
Once the symbol of the solution is known it is possible to find a corresponding polylogarithmic expression by using an ansatz for the set of polylogarithmic functions and by imposing boundary conditions (see e.g, [29, 68] ). When considering integral sectors that do not admit a polylogarithmic representation, the properties of the transformation matrix to the canonical form are not yet well understood (but see e.g. [69] for recent progress in this direction). For this reason when a canonical basis is not available we will only assume that the differential equations are non-singular in the → 0 limit (note that it is always possible to find a basis of Feynman integrals satisfying such differential equations, see e.g. [70] ).
Series expansion along a contour
Given a base point where the integrals are known we show how the integrals are computed in another point of the kinematic regions, by series expanding the integrals along a contour connecting these points. We first define the differential equations along a contour, and then we show how a series expansion of the integrals is found by solving the differential equations around a set of points of the contour. The procedure can be repeated to reach any point of the kinematic regions.
Provided that a set of differential equations with respect to a complete set of kinematic invariants is available, we can define the differential equations along a contour γ(t) connecting two fixed points a = {a 1 , . . . , a m }, b = {b 1 , . . . , b m }. This is achieved by parametrising the contour with a parameter t:
and by considering the differential equations with respect to t:
where the new differential equations matrix can be readily obtained by the chain rule,
It is known that Feynman integrals at a given order of the dimensional regulator admit a solution in the vicinity of a singular point τ of the form (see e.g. [71] )
where c (i,j 1 ,j 2 ,j 3 ) are vectors of dimension n (the number of master integrals), S i is a finite set of integers, w k is a complex constant (typically a rational number that accounts for the algebraic dependence of the matrix elements), and N i is the maximal power of the logarithms at order i . On the other hand, in the vicinity of a regular point τ Feynman integrals admit a standard Taylor series representation
More simply, each Feynman integral in the vicinity of a singular point is expressed as a finite combination of terms of the form 6) where ρ(t) is a Taylor series while, in the vicinity of a regular point, Feynman integrals admit a Taylor series representation. In the remainder of this section we show how the series solutions (3.4) and (3.4) can be found by series expanding the differential equations matrices and iteratively integrating them until the desired order of .
We know that for many phenomenologically relevant processes most integrals admit a polylogarithmic canonical basis. In the next subsection we discuss how we find a power series solution of a canonical set of differential equations. This form of the equations is usually much more compact then the differential equations for a generic basis of master integrals, and we find it convenient to directly solve them in terms of power series. In the last subsection we discuss how we obtain series solutions for coupled sectors. In the coupled case we only assume that the differential equations are regular for vanishing .
Canonical differential equations
When dealing with single scale problems, the standard approach to obtain generalised power series solutions relies on defining a generic series, and fixing the corresponding free coefficients by solving recurrence relations [56, 57, 72] . Here we proceed in a more direct way, which is particularly suited for differential equations in canonical form. Specifically, we consider a canonical system of differential equations of form
and we assume that the solution is known (analytically or numerically with very high precision, e.g. from a previous expansion) for some t = t 0 . From Eq. (2.5) it is easy to see that the solution is
(3.8) Since we are interested in the solution in the vicinity of a point τ , we series expand the differential equations matrix around τ ,
where
t are constant matrices 1 . For a canonical basis w i , i ∈ N is expected to be the set of all half integer numbers with w i ≥ −1. However the following discussion holds for generic complex numbers w i . By plugging the previous expansion into (3.8) we get
At each order k , we have to compute integrals of the form,
These integrals can be done analytically in terms of integer powers of log(t − τ ) and (complex) powers of (t − τ ) by using recursively integration-by-parts identities.
Coupled sectors
The problem of finding a canonical basis for integrals that do not admit a polylogarithmic representation is still poorly studied in the literature. In practice we often deal with differential equations where only a subset of the equations is in canonical form, while the other sectors admit a generic rational dependence on the dimensional regulator and an algebraic dependence on the kinematic invariants. In this case, by iteratively taking derivatives ∂/∂ t of equation (3.2) , it is possible to obtain a k−th order differential equation for a single integral, say f
where, for ease of notation, we denoted the generic master integral at order i as
=j (t), and it is known at every iteration i. The homogeneous equation associated to (3.12) is 13) and it admits k linearly independent solutions that we denote as h 1 (t), . . . , h k (t). We note that the homogeneous equation does not depend on the order under consideration. By defining the following fundamental matrix,
the particular solution of (3.12) is
where χ (i) j , j ∈ {1, . . . , k} is a set of boundary constants, the Wronskian is defined by W (Ĥ(s)) = det(Ĥ(t)), while W j (Ĥ(s)) is the determinant obtained by replacing the jth column ofĤ(t) by (0, . . . , 0, 1). It can be shown that for functions admitting a series solution of the form (3.4), the equation in the vicinity of a point τ can be written as, 16) where the functions b i (t) are analytic in t = τ . In this case a series solution in the vicinity of t = τ can be found by applying the Frobenius method, which is discussed in detail in Appendix A (see also e.g. [73] ). More specifically, the Frobenius method allows to find a complete set of k homogeneous series solutions in the vicinity of τ . These solutions have the form
where c
are complex constants, K i is the maximal power of the logarithm, S i ⊆ {1, . . . , k} and λ 1 , . . . , λ k are the roots of the indicial equation, defined as
From the form of the homogeneous series solutions, it is clear that the full solution (3.2) will require, at each order i, the computation of integrals of the form (3.10) which, as explained in the previous section, can be done analytically in terms of integer powers of logarithms and complex powers of the expansion parameter. This shows that also in the case of coupled differential equations we can explicitly find a series representation for Feynman integrals in the vicinity of regular or singular points of the form of Eqs. (3.5) and (3.4) respectively. The Frobenius method is rather standard, and we review its general formulation for linear differential equations of generic degree in Appendix A. Here we briefly show its application to second order equations, since this is the degree encountered in this paper. Let us consider the case k = 2 of (3.13), and without loss of generality let us assume that the (regular) singular point is for t = 0,
We have to distinguish two cases in order to proceed. Let us first assume that the two roots of the indicial equation λ 1 , λ 2 do not differ by an integer number, with λ 1 > λ 2 . In this case two linearly independent solutions are
and the coefficients are fixed by requiring that the differential equation is satisfied orderby-order in t. If the two roots differ by an integer, the solution associated to λ 1 is obtained by (3.20) while the second solution is obtained by
which can be expressed as a series by series expanding all the integrands around t = 0 and performing the integrations term-by-term.
Matching
In this paper we are interested in, given a base point where the integrals are assumed to be known, transporting the solution to any other point of the kinematic regions, by using series expansions along a contour connecting these points.
In the previous sections we have seen that given a singular or regular point of the differential equations we can find a series solution valid in the vicinity of this point. By construction these solutions converge only in a region that does not contain any singularity other then the expansion point. In the following we will consider truncated series that, within a given accuracy, provide a good approximation of the full series. When considering a generic contour γ(t) for a range of values of t, we are interested in finding series expansions along the entire contour. The contour will in general contain multiple singular points of the differential equations, and it is necessary to find multiple series expansions and match them together in order to cover the entire contour. A good criterion for determining the domain of definition of a truncated series is that the series will converge fast enough only when considering it in a region such that the maximum distance from the expansion point is half the distance from the nearest singularity.
Let us assume that we have defined a contour γ(t) and we want to find truncated series expansions that approximate the full solution within a given accuracy. We denote the set of singularities along γ(t) by τ 1 , . . . , τ Ns with τ 1 < τ 2 < · · · < τ Ns . We then find truncated power series around each of these singularities as described in sections 3.1 and 3.2. We denote these series as
, where τ i is the expansion point, and they are equal to the truncated series for τ i − r i ≤ t ≤ τ i + r i and are zero otherwise. The radius of the series is defined as,
It can happen that for some i, τ i + r i < τ i+1 − r i+1 and in this case some intervals of the contour will not be covered. We then introduce new (regular) expansion points κ 1 , . . . , κ Nr , and corresponding series
, such that κ i is in the middle of the uncovered region and ρ i is the distance from the next covered region:
We then have that the solution along the entire contour is given by,
In sections 3.1 and 3.2 we have seen that the series solutions depend on a set of integration constants that have to be fixed by imposing boundary conditions. When considering a set of series along a contour, the integration constants of one series are fixed by knowing the boundary conditions at a given point (e.g. when the boundary conditions are known analytically by other means, or they are known because the contour under consideration intersects another contour along which the series expansion is already known), while the other series are fixed by imposing that two consecutive series have the same value in the contact point, i.e. the point where they are both defined.
A planar elliptic family for Higgs+jet production
The two-loop QCD corrections to Higgs+jet productions are mediated by the four planar integral families depicted in Fig. 1 . These integrals were computed in [29] in the non-physical region where all the Mandelstam invariants are negative reals. For the polylogarithmic sectors the solution was expressed in terms of logarithms and dilogarithms up to weight two, while the weight-three and four solutions were expressed in terms of one-fold integrals over the lower weight solutions. Family A contains two elliptic sectors, i.e. sector I A 1,1,0,1,1,1,1,0,0 has an elliptic maximal cut, implying that the homogeneous solutions are elliptic integrals, and the solution in dimensional regularisation involves iterated integrations over elliptic kernels. The second elliptic sector, I A 1,1,1,1,1,1,1,0,0 , admits a canonical form for the homogeneous differential equations, however it is coupled to the first elliptic sector via A B C D Figure 1 : The four planar integral families contributing to two-loop H+j-production in QCD.
inhomogeneous terms. In [29] the solution for the elliptic sectors was expressed in terms of iterated integrals over kernels depending on algebraic functions and the two homogeneous solutions of the first elliptic sector.
In this section we obtain generalised power series expansions for family A of [29] in the p 2 ↔ p 3 channel, which exhibits the most complicated (spurious, see section 4.3) singularity structure of the channels needed for the scattering amplitude. All the other families are simpler as they do not involve elliptic structures and can be solved with the same methods.
The family under consideration is defined by the set of integrals
(4.1) where p 2 4 is the squared Higgs-mass, p 2 4 = m 2 H , and m 2 is the squared mass of the propagators. The relevant physical region is defined by
We solve the kinematic constraints for s 12 , s 13 , p 2 4 and we define the following scaleless variables
The family contains 73 master integrals, and our choice for the integral basis is provided in the ancillary files of the arXiv submission. The first 65 master integrals define a pure basis of integrals and they satisfy a set of differential equations in canonical form,
The alphabet of the differential equations consists of 42 letters, depending on the following set of 6 square roots,
(4.7)
We remark that our approach does not rely on the rational parametrisation of the set of square roots, and works for general algebraic dependence of the differential equations. Integrals 66-73 are elliptic and satisfy coupled differential equations of the form
where the vector g 66−73 ( x, ) depends on the polylogarithmic integrals f 1−65 ( x, ). Orderby-order in the polylogarithmic integrals f 1−65 ( x, ) satisfy completely decoupled differential equations. On the other hand the elliptic sectors are coupled and, in general, one needs to solve higher order differential equations for single integrals. Specifically, the homogeneous matrix B
x i has the following schematic form 
where the lines separate sector I A 1,1,0,1,1,1,1,0,0 (first four rows) from sector I A 1,1,1,1,1,1,1,0,0 (last four rows). We see that integrals 67 and 69 are coupled. For each of these integrals we can define a second order differential equation. Once integral 67 or 69 is known, all the other integrals are decoupled and can be solved by considering first order equations only.
Series solution of the differential equations
In order to solve the differential equations we need a set of boundary conditions. We use the point x 1 = x 2 = x 3 = 0, and the boundary conditions are [29] f i ( 0, ) = 1 + We are interested in a solution in the relevant physical region (4.4). We transport the boundary condition to the point 2, 13 25 , −1 by series expanding the integrals along the contour,
Here we discuss in detail how we expand along the contour γ thr (t) defined as
This contour is interesting because allows to analytically continue the integrals above the physical threshold x 1 = 4. In order to achieve the decomposition of the contour described in 3.3, we need to know where the singularities lie. When considering differential equations with algebraic dependence (square roots in the present case), the singularities are all the non-analytic points of the differential equations, i.e. points where the differential equations diverge but also the zeros of the square roots (branching points). Once the path is fixed the problem is one dimensional and we can solve for the zeros of the denominators of the differential equations and of the square roots to find the singularities (see also Section 4.3).
In general the differential equations will be singular also in points that do not correspond to singularities of the final answer (spurious singularities). This means that in principle we could just expand around the physical singularities, and the final series will converge beyond the spurious singularities on the contour. However the general series solution (the series solution before imposing boundary conditions), will not be convergent if we try to impose boundary conditions beyond a spurious singularity. In practice we find it simpler, when defining the expansions, to treat all the singularities on equal footing. Of course, a good check is that the spurious singularities are absent in the final result (within the truncation error, see section 4.4). For the path γ thr (t), the relevant singularities are Since we are interested in the interval t ∈ [0, 1], it is good practice to also expand around the endpoints, so we add the regular expansion points κ 1 = 0, κ 2 = 1 and the corresponding domains are, where we replaced rational numbers with (exact) real numbers. All the boundary constants are fixed by imposing the following chain of boundary conditions, 
Analytic continuation
The expansion strategy discussed in this paper renders the analytic continuation above the physical thresholds straightforward. In order to show this, let us write down explicitly the first few terms of the expansion around threshold for, e.g., the (elliptic) integral 68 at order 4 (the coefficients have been truncated), When expanding along a path such that only one physical invariant varies, in this case x 1 , the branch cuts are expressed by powers of the expansion parameter and powers of logarithms. The analytic continuation is then performed by simply assigning a small imaginary part to the parameter t, consistently with the Feynman prescription. In this case t → t + iδ, and we have
On the other hand, the expansion f by concatenating contours, and since all the series will be regular series (except the points at infinity, see section 4.3), no analytic continuation is needed: the branch cut ambiguities are fixed by matching them together, by requiring that the "first" series along a contour above threshold is matched with an analytically continued (as above) series whose expansion point is the threshold.
In Section 4.1 we mentioned that the differential equations might be singular (by singular points, or non-analytic points, we mean both divergences and branching points of square roots) also in points where the final answer is regular. These are the so called spurious singularities of the differential equations. When we define a series expansion around a spurious singularity the intermediate expansions, i.e. the expansions of single matrix elements or the general series expansion before imposing boundary conditions, will be singular. On the other hand, when we impose the boundary conditions, all the singular terms (logarithms or square roots) of the series will be multiplied by vanishing factors within the truncation error. However one has to distinguish spurious singularities from non-physical singularities. The former are absent in the final series while the latter are non predicted by e.g. unitarity cut analysis, but they appear as singular points of the final answer. More precisely, some square roots are singular in points that do not correspond to physical singularities. Nonetheless, these square roots are usually present in the definition of the integral basis (for example a canonical basis), and the series for these basis will in general have singular points when these square roots vanish. Therefore, even if the singularity is not physical for the individual Feynman integrals, the singularity will be anyway present at the level of the solution of the basis under consideration. The same applies for possible poles in the definition of the basis. This rises the question of how to analytically continue the series beyond the non-physical, singular points coming from square roots. We observed that we can just choose an arbitrary analytic continuation, provided that the same choice is consistently made for the differential equations and for the basis under consideration. For the integrals under consideration the only physical singularities are for s 12 = 4m 2 . We then define √ 4m 2 − s 12 = −i √ s 12 − 4m 2 when s 12 > 4, while all the other roots have by construction no s 12 − 4m 2 factor and we treat them by keeping their argument real valued (no Feynman prescription) and defining a(t) = i −a(t) when a(t) < 0, in any region. In Fig. 2 we present the plots of integrals f 66−73 along the contour γ thr . In physical applications it is often necessary to consider integrals for very large or small values of the external invariants. When working with series expansions it is then convenient to map the relevant physical region to a finite region, so that it is possible to expand around limiting points in a straightforward manner. For two-to-two processes a convenient set of variables is the following, differential equations. The singularities are the zeros of the denominators of the differential equations and the zeros of the square roots. For our differential equations, the singular points are for l = 0, l = 1, z = 0, z = 1 and along the orbits defined by the following equations, 2 z = 13 100 , z = 12l 13 + 12l
, z = −50 + 37l + 10
The orbit z = 0 corresponds to points where s 12 , s 13 are infinity and these are singular points for our integral basis (see below). l = 0 and z = 1 correspond to s 13 = 0 and are not physical singularities but the series expansions are not analytic there because some of the square roots vanish. l = 1 is a spurious singularity. The first singularity of Eq. (4.22) is the physical threshold. The second and last singular orbits of Eq. (4.22) are spurious. Indeed we verified that, when expanding along contours crossing these singularities, the final result is a regular power series, as all the non-analytic terms (logarithms and rational powers) cancel within the truncation error. This conclusion could have been anticipated by noticing that these singular orbits do not correspond to physical singularities, and none of the square roots vanish along these orbits. The physical region, including the singular orbits, is represented in Fig. 3 . The l, z variables are also the natural variables to perform expansions along contours reaching very large or small values of the invariants. Let us consider for example the contour, }. In this case the only singular point is for t = 1, and it is sufficient to perform only one expansion around it to cover the full contour. t = 1 corresponds to a (singular) point at infinity. Nonetheless, we never cross the points at infinity and possible branch cut ambiguities are fixed imposing boundary conditions at a finite point and by treating the square roots as explained in Section 4.2. The plots of the elliptic integral sectors along γ ∞ are presented in Fig. 4 . estimate of the error is obtained by expanding along two different paths reaching the same end point, and then taking the difference of the results. Another way is to keep the path fixed but truncating the series at different orders. In all the cases we analysed these methods give the same estimate of the error. In Table 1 we provide a comparison of our expansion method against the c++ version of FIESTA 4.1 [52] . We remark that the timings include the time needed, starting from the set of differential equations (4.6) and (4.8) , to define the differential equations along the contour, series expand the matrix elements and recursively integrate them up to the desired order, for all the expansion points along the contour. This is an accurate estimate of the timings for physical applications where, in principle, one has to repeat the procedure for each target point of interest. In Table 2 we provide high-precision numerical results for integrals f 66−73 at order 4 .
Numerical results and timings

Conclusion
We showed that defining the differential equations for a set multi-scale Feynman integrals along contours connecting two generic points of the kinematic regions, can be used to systematically obtain generalised power series expansions for the integrals along the contours. Specifically, we applied this method to obtain new results for a planar family of integrals relevant for the two-loop QCD corrections to Higgs + jet production. Moreover, when the expansion is performed along a contour such that only one invariant changes along it, the analytic continuation above the physical thresholds becomes straightforward. We demonstrated that performing an expansion along a contour is fast, and makes it possible to repeat the procedure to cover the entire kinematic regions. Our approach is algorithmic, and it seems plausible to implement it in a computer code that can be applied to integrals depending on several scales, in cases where analytic or purely numerical approaches are challenging.
A General formulation of the Frobenius method
The Frobenius method has general validity, and in this appendix we consider a generic order k linear differential equation for an unknown function f (t) (the discussion closely follows [73] ). The Frobenius method can be used to find a complete set of homogeneous series solutions to the equation in the vicinity of a singular (or regular) point that we assume being located at t = 0. The homogeneous equation can be written in general as:
Since the b i (t) are analytic in t = 0 they admit a Taylor series representation of the form,
We look for a solution of the form,
where lambda is a (complex in general) parameter to be fixed. By substituting the formal series solution into the equation we obtain,
Where the g(j) are linear in the c (1) , c (2) , · · · , c (j−1) with polynomial coefficients in λ, while the polynomial f (λ) is called the indicial polynomial and it reads,
In order for f (t) to be a solution the coefficients of the right hand side of (A.4) need to satisfy
which is a recursion relation that can be solved for c (j) with j ≥ 1 if σ(λ + j) = 0 for any j ≥ 1. The c (j) , j ≥ 1 are then uniquely determined functions of c (0) . In this case we get
It is convenient to fix the value of c (0) , and we conventionally choose c (0) = 1. If λ = λ 1 where λ 1 is a root of the indicial polynomial, σ(λ 1 ) = 0, and σ(λ + j) = 0 for any
If λ 1 has multiplicity 2, we need to find a second solution associated to it. If we differentiate Eq. (A.7) with respect to λ we get,
If λ 1 is a root of multiplicity 2 then σ(λ 1 ) = ∂σ(t) ∂λ λ=λ 1 = 0, and
∂λ is also a solution of Eq. (A.1). We have then that the second solution associated to the root λ 1 is
If λ 1 has multiplicity m 1 , all the m 1 solutions associated to λ 1 are obtained by taking m 1 −1 derivatives. Let us now suppose that λ 1 + k 2 = λ 2 , for a positive integer k 2 , i.e. the root λ 1 differs by an integer k 2 from another root λ 2 . Moreover we assume that λ 2 is the only root that differs from λ 1 by an integer. In this case the solution associated to λ 1 cannot be determined as explained above, since the recursion (A.6) becomes ill defined when j = k 2 . In order to find a solution we set c (0) = (λ − λ 1 ) m 2 , where m 2 is the multiplicity of the root λ 2 ,
An explicit computation shows that Eq. (A.7) becomes
and the recursion (A.6) is such that,
and
where the functions G (i) are non-zero for λ = λ 1 . We note that the right hand side of (A.13) is now well defined when λ approaches λ 1 since σ(λ 1 + k 2 ) = σ(λ 2 ) = 0 and the denominator has a factor (λ − λ 1 ) m 2 that cancels against the numerator. This shows that f (t)| λ=λ 1 with f (t) defined in Eq. (A.10) is a solution of Eq. (A.1). However we notice that c (i) = 0 for all i ∈ {1, . . . , k 2 − 1} so that the solution has the form
The leading term of the series is t λ 2 , therefore this solution is linearly dependent from the solution one would obtain by considering the root λ 2 . In order to find a solution truly associated to λ 1 we take the m 2 -th derivative of f (t), which satisfies 
∂λ m 2 with respect to λ evaluated at λ 1 . The last case we need to consider is when there are more than one root differing from λ 1 by an integer. More precisely, we consider r−1 roots λ 2 , . . . , λ r with Re(λ 2 ) < · · · < Re(λ r ) such that λ 1 + k i = λ i with k i a positive integer. Each root has multiplicity m i and we define M = r i=2 m i . We set c (0) = (λ − λ 1 ) M , so that
By proceeding as in the case of only two roots differing by an integer, one obtains that a solution associated to λ 1 is given by 
B Plots
In this appendix we show plots of all the 73 master integrals at order 4 . The plots are obtained by series expanding along the contour γ thr defined in section 4.1 (s 13 = −1, p 2 4 = 13 25 , m 2 = 1, 2 ≤ s 12 ≤ 6). The solid dots represent numerical values computed with FIESTA 4.1. The real part of the integrals is in blue, the imaginary part is orange. 
