Abstract. Flood-damage prediction models are essential building blocks in flood risk assessments. So far, little research has been dedicated to damage from small-scale urban floods caused by heavy rainfall, while there is a need for reliable damage models for this flood type among insurers and water authorities.
Introduction
A key aspect of flood risk management is the analysis of flood-damage data and the development of flood-damage prediction models. A considerable amount of literature on this topic is associated with catastrophic river floods that involve large catchments (Merz et al., 2010; Jongman et al., 2012) . Comparatively little research has focused on damage of small-scale floods in urban areas that are a result of localised heavy rainfall (e.g. Ten Veldhuis, 2011; Hurford et al., 2012; Blanc et al., 2012; Zhou et al., 2012) . One possible explanation for this is that the adverse consequences on the scale of river catchments are possibly larger than on the urban scale. Moreover, information and data on impacts from urban flooding are rare, as well as appropriate methods to analyse these. Meanwhile, reliable damage models for this type of flood can help insurers and water authorities to respond more adequately to rainfall extremes.
Severe pluvial floods in the UK in 2004 , 2006 and 2007 (Pitt, 2008 Coulthard and Frostick, 2010; Douglas et al., 2010) have demonstrated that local high-intensity rainfall can have large impacts on society. Another example is the heavy rainfall event of 1998 in the Netherlands, which caused around 410 million euros (1998 values) to private buildings and agriculture (Jak and Kok, 2000) . Recent figures, related to building damage due to heavy rainfall, show that the Danish insurance industry has compensated around 300 million euros per year between the years 2009 and 2011 (Garne et al., 2013) .
The objective of a damage model is to predict damage that is related to single objects (e.g. buildings) or spatially aggregated units (e.g. postal districts, neighbourhoods), based on a set of explanatory variables. In particular, building damage and the factors contributing to damage has been object of research in many natural hazard sciences, such as building damage due to landslides (e.g. Chiocchio et al., 1997) , hailstorms (e.g. Hohl et al.,, 2002) , and coastal flooding (e.g. André et al., 2013) . For river flooding, traditional building damage models usually consider flood depth and building class as the primary damage-influencing factors (Merz et al., 2010) . In recent years, an increasing number of studies have shown that flood depth alone cannot sufficiently explain damage variability (Merz et al., 2004; Thieken et al., 2005; Pistrika and Jonkman, 2009; Merz et al., 2010; Freni et al., 2010) and that many other factors play an important role, such as the level of precaution and socioeconomic status of households Thieken et al., 2005; Merz et al., 2013) . In particular, for pluvial flooding, uncertainties in urban drainage models are not yet understood well enough (Deletic et al., 2012) to make reliable flood depth calculations. A source of uncertainty relates to incomplete knowledge of failure mechanisms that lead to flooding. For example, blockages of sewer inlets contribute largely to pluvial flooding (Ten Veldhuis et al., 2011) , but this process is usually ignored in urban drainage models.
Instead, Merz et al. (2013) argue that "there is a need for multi-variate statistical analyses of comprehensive flooddamage data to quantify the interaction and influence of various factors and to further develop reliable damage models". They successfully applied tree-based data-mining techniques on a comprehensive damage data set related to building damage after major river floods in Germany. Through this approach, they were able to investigate a large variety of potential damage-influencing characteristics, beyond the ones that are used in traditional flood-damage models, and identify parameters with strong explanatory value, such as floor area, building value, flood return period, contamination, flood duration and level of precaution.
The use of tree-based models, or decision trees, is also explored in the present paper in the context of modelling damages related to heavy rainfall. Decision trees have proved to be useful for exploring the structure of complex data sets. Decision trees have been applied in a large variety of fields, such as ecology (e.g. Rejwan et al., 1999; De'ath and Fabricius, 2000) and medicine (e.g. Hess et al., 1999) , but the study by Merz et al. (2013) was the first to explore the concepts for flood-damage modelling.
In this paper, results of decision-tree analysis are presented based on a large insurance database of district-aggregated damage data. The data represent water-related damages to residential buildings, for the period of 1998-2011, covering the whole of the Netherlands. In exploratory studies based on the same database, relationships between various characteristics of rainfall events and various damage variables were investigated (Ririassa and Hoen, 2010; Spekkers et al., 2013a, b) . These studies found that rainfall characteristics explain only part of the variance in water-related damage data. Similar conclusions were drawn by Cheng (2012) ; Einfalt et al. (2012) ; Zhou et al. (2013) , and the Climate Service Center (2013) , who also analysed water-related insurance claim data in relation to rainfall data. There may be two reasons for the variance that is left unexplained. Firstly, global regression models were used in the aforementioned studies, but, given the complexity of the problem, they may not be the most appropriate model choice. Secondly, the analyses were limited to rainfall-related factors only, while, in reality, many more factors are relevant for damage.
Building upon the research by Merz et al. (2013) , this paper aims to investigate a wide range of damage-influencing factors, defined by the scale of districts and their relationships with average size and frequency of insurance damage claims, using decision-tree analysis. The set of explanatory variables includes rainfall-related variables derived from weather radar data sets, topographic variables from a digital terrain model, building-related variables, and variables related to the socioeconomic status of households. Variables related to functioning of urban drainage systems (e.g. storage capacity, sewer type) were not included because these were not available on a nationwide basis. Separate analyses were made for property and content damage data. The paper is structured as follows. First of all, an overview of the data sources and a description of how response and explanatory variables were derived from the data is given (Sect. 2). In Sect. 3, more background is given on the various choices that were made to construct decision trees. Results of the decision-tree analysis and a comparison between results from a global multiple-regression model are presented in Sect. 4, followed by a discussion in Sect. 5. Finally, Sect. 6 summarises conclusions and recommendations.
Data

Damage variables
Insurance damage data were provided by the Dutch Association of Insurers, an organisation that represents the interests of private insurance companies operating in the Netherlands (Table 1) . The data include daily records of water-related damage claims related to residential buildings and building contents in the Netherlands from a number of large private insurance companies. The database covers policy data of on average 22 % of all households in the Netherlands, in the period 1998-2011 (Fig. 1) . In the Netherlands, almost all privately owned buildings are insured for property damage that may result from a wide range of risks, such as fire, hail, rainfall, and storms. Such insurance is commonly obliged in the case of a mortgage. The data are aggregated at the level of 4-digits postal districts, i.e. neighbourhood level. The Netherlands has around 4000 districts, with surface areas varying between 1 km 2 and 50 km 2 .
Water-related damage can have a wide range of causes, such as rainwater intrusion through roofs, and pluvial flood water that enters buildings through doors and wall openings. Cases of fluvial flooding are not included in the data, as these are not commonly covered by property and content insurance policies in the Netherlands (Seifert et al., 2013) . Insurers typically compensate for the costs of cleaning, drying and replacing materials and objects, and the costs of temporarily rehousing people.
Damage values before 2002 were converted from guilder to euros using the conversion ratio 1 guilder = 0.454 euros. All values are in 2011 euros. Every value associated with a year before 2011 was adjusted for inflation according to the correction indices in Table 3 . Extensive checks on missing or incorrect values (e.g. blanks, zeros, and incorrect dates) and inconsistencies in the data are discussed in Spekkers et al. (2013a) . Figure 2 shows that property insurance is well represented in the database in most regions of the Netherlands (insurance density of > 10 %), but poorly represented in parts of the northern provinces (insurance density of ≤ 10 %). This is mainly the case for property insurance, as almost all districts have content insurance density of > 10 %.
The response data being modelled are of average claim size and claim frequency, per district, per day (see Table 2 for definitions). The next section discusses the explanatory variables.
Subsetting data
A case (i.e. a row in the data table) is a unique combination of a day and a district. Cases were filtered out for a number of reasons. Cases with fewer recorded claims are often not related to rainfall, but to other causes of water-related damage, such as bursts of water supply pipes and leakages of washing machines (Spekkers et al., 2013a) . These non-rainfall-related claims occur throughout the year, whereas rainfall-related claims are clustered on wet days. Cases were therefore selected based on a statistically higher number of claims than expected on dry days. For this, a filter approach proposed in Spekkers et al. (2013a) was applied. A binomial probability law was applied to dry days in the data set to derive the probability of y claims at least as extreme as k i , the number of claims observed for case i, given K i , the number of insured households for case i (i.e. p value):
where ζ is the probability of a non-rainfall-related claim on a day for an individual, insured household. Figure 4 shows the estimated ζ per year for content and property claims, based on cases for which no rainfall was recorded. The variations of ζ between years may be related to annual changes in the participating insurers; among insurers, there may be different policies towards claim compensation. Additionally, there can be changes in people's claiming behaviour. Cases were selected if the p value (according to Eq. 1) was below a significance level of 0.01 (1 %), with a minimum of two claims per case. This implies that relationships between variables are investigated given a likelihood of 99 % of rainfallrelated damage. Furthermore, cases were discarded if insurance density was less than 10 %, the value of claim frequency was unrealistically large (> 0.1), or the number of policyholders was less than 100. The last rule was applied to reduce the risk of cases with few policyholders to show high claim frequencies just by chance. The final subsets related to property data and content data contain around 6000 cases (≈ 15 500 claims) and around 6300 cases (≈ 19 000 claims) respectively. Figure 3 shows the distributions of the response variables for the subsets; the distributions are skewed to the right. 
Damage-influencing variables
Rainfall-related variables
For each case in the subset, rainfall volume, rainfall duration, and maximum and mean rainfall intensity were extracted from weather radar data (Table 2) . Definitions of these variables can be found in Table 2 . A database of C-band weather radar images was used, provided by the Royal Netherlands Meteorological Institute (Table 1) . The images are composites based on two C-band Doppler radars, which have been adjusted for various biases using data from manual and automatic rain gauges (Overeem et al., 2009 ). The rainfall-related variables were obtained using the following steps, as is also described in Spekkers et al. (2013b) . Firstly, rainfall time series are processed at individual pixel level. Rainfall data were extracted for claim days (i.e. the days related to the cases) and for one previous day. Then, independent rainfall events were selected based on an intermediate dry period of at least 12 h, with "dry" being defined as < 0.083 mm for a 5 min time step. The dry period of a 12 h interval relates to the time a sewer system takes to restore to equilibrium state (i.e. a state with only dry weather flow) after a rainfall event. Dutch sewers are designed to restore to an equilibrium state in around 10 to 24 h (Stichting RIONED., 2008) . Only rainfall events that coincide with a claim day for at least one time step are kept. This results in either zero, one, or two independent rainfall events that can be associated with a claim day. In the case of zero events, all rainfall character- istics are assigned zero values. In the case of two events, the maximum value out of the two events is taken. Secondly, the radar pixel value at the building-weighted centroid of a district is selected. The weighting was based on the locations of residential buildings in the district according to the National Building Register (see Sect. 2.3.4). The building-weighted centroid better links radar data to urbanised areas compared to the geometric centroid, particularly for larger districts with spatial variation of urban density (Fig. 5 ).
Topographic variables
A digital terrain model (DTM) of the Netherlands was used to characterise districts in terms of their steepness (Table 1) . Steep catchments are prone to depression filling, where rainwater runs down a slope and fills up depressions at the bottom if no drainage facilities are available (Ten Veldhuis et al., 2011) . The DTM used is a representation of the natural terrain, excluding semi-permanent objects like vegetations and buildings. The spatial resolution of the DTM was aggregated to 5 m×5 m tiles (Van der Zon, 2013) . Data gaps in the DTM were filled using linear interpolation. More background on the laser scanning campaign and data quality can be found in Van der Sande et al. (2010) and Van der Zon (2013) .
There is a wide range of techniques to calculate topographic variables from raster data. For example, see Wilson et al. (2007) for an extensive review. This study focused on two variables: topographic position index (TPI) and slope (Table 2) . TPI compares the elevation of a cell to the mean elevation of a specified neighbourhood around that cell (Weiss, 2001) . A positive TPI value means that the cell is a locally high point within the analysis window, whereas a negative TPI value corresponds with a locally low point. TPI was calculated using three sizes of analysis windows, i.e. a 25 m×25 m, 255 m×255 m, and 1005 m×1005 m window. Slope was assessed according to the procedure discussed in Horn (1981) , where the maximum rate of change in value from the cell to its eight neighbours was calculated.
Values of the topographic variables were assigned to residential buildings, based on the pixel in which the geometric centroid of the building was located. Building locations were derived from the National Building Register (Table 1) using the reference data of 31 December 2011. The derived values were then spatially aggregated to obtain median variable values per district. Median values, rather than mean values, were used to reduce the effect of outliers. Although there may be changes in the housing stock between years, it was assumed that the district-aggregated topographic variables are constant for the entire study period.
Socioeconomic variables
Previous studies have shown socioeconomic data of households, such as ownership structure, to be significantly correlated to property and content damage (e.g. Thieken et al., 2005) . The relationships between socioeconomic variables and the damage may be weaker when studied at the level of districts (compared to that of individual households), in Databases of Statistics Netherlands were used to derive a number of basic socioeconomic variables (Table 1 and 2). The variables are district-aggregated statistics. Median values were used instead of mean values for variables that showed strong variance within districts (i.e. age of breadwinner and household income) to reduce the influence of outliers. Because only homeowners can take property insurance, the variable "fraction of homeowners" is only relevant for content-related response variables.
Building-related variables
Building-related variables were based on the National Building Register (NBR), a geodatabase of all buildings and addresses in the Netherlands (Table 1) , except for real estate values, which are based on databases of Statistics Netherlands. The NBR contains many building attributes, such as construction year, type of use, and ground floor area. The database effectively tracks changes in the housing stock; i.e. new buildings are added, old buildings are marked "not in use". For any historic point in time, subsets of the housing stock can be made. Subsets of the data were made for each year (reference data: 31 December) of objects with a residential function, possibly combined with a shopping or business function, for which the building status was marked "in use". From each case, three variables were derived: fraction of low-rise buildings, building age, and ground floor area ( Table 2 ). Fraction of low-rise buildings was indirectly de- termined from the data; overlapping points (i.e. points representing addresses at different storeys of a flat) were removed and residual points were then counted and compared to original point data. In the cases where multiple addresses were sharing the same building polygon, the ground floor area was adjusted by dividing the total polygon area by the number of addresses.
Other
For each case, the season of the year was included to account for seasonal effects, such as occurrence of snow and hail and blockages of rain gutters or sewer inlets due to leaf fall.
Methods
Decision trees and splitting criteria
The two response variables, claim frequency and average claim size, are separately modelled as a function of the candidate explanatory variables (Table 2) , using decision trees. The advantages of tree models are that they "can deal with non-linear relationships, high-order interactions and missing data" (De'ath and Fabricius, 2000) . The philosophy of this approach is to learn a tree by finding an explanatory variable that splits the data into two groups, or nodes, such that variance of the response variable is minimised. A data set is split into two groups by a chosen reference value of an explanatory variable: a group for which values are lower than the chosen reference value and a group for which values are higher than or equal to the chosen reference value. From all possible splits of all explanatory variables, the one that minimises the variance of the response variable in the resulting groups, is selected. This process is recursively repeated on each subgroup until a large tree is learned. Trees are trained based on the complete data set.
An important aspect in learning trees is the choice of the splitting criterion. A general expression of a goodness-ofsplit measure is the difference between the within-node deviance of the response data in the parent group, D P , and the sums of within-node deviance of the response data in the left and right child group, D L and D R (Therneau and Atkinson, 2014) :
A split that maximises Eq. (2) is sought out. The expression of the within-node deviance is specified depending on the type of response data. For continuous data, as is the case of average claim size, the within-node deviance is commonly defined as the sum of squares about the group mean (Table 4) . The class of trees that are based on this deviance function are referred to as regression trees (Breiman et al., 1984) . The summary statistic, or model outcome, that is given at each terminal node is the group mean. Similar to ordinary least-square regression, the variance of the response variable needs to be constant for any group mean, otherwise greater weight is given to groups with higher variations (De'ath and Fabricius, 2000; Moisen, 2008) . The average claim size was therefore log-transformed to stabilise variance. Note that there is no need to transform explanatory variables, as regression trees are invariant to monotonic transformations of explanatory variables (Breiman et al., 1984) . To make analysis more robust for outliers, the numbers of claims on which average claim size is based were used as case weights.
For event rate data, as is the case of claim frequency, a more appropriate goodness-of-split measure is one that is based on the deviance function of Poisson distributed data (Table 4) (Therneau and Atkinson, 2014) . Note that claim frequency is calculated by dividing the number of claims by the number of policyholders, where the number of policyholders may vary from district to district. The summary statistic that is given at each terminal node is the Poisson mean. Trees of this class are referred to as Poisson trees, following the naming convention by Lee and Jin (2006) . From a theoretical point-of-view, the deviance function of a zerotruncated Poisson distribution gives a better description of the within-node deviance (Table 4) , because only non-zero counts are considered here. Parameter estimation of this deviance function has the disadvantage of requiring an iterative process that is computationally much more demanding than the Poisson deviance function. For this reason, results are based on the splitting criterion that uses the Poisson deviance function. More details on this issue can be read in the discussion section (Sect. 5).
The main source of missing data was rainfall data, due to weather radars not being operational. To deal with missing data, a common approach in decision-tree learning is to impute missing data using surrogate variables (Breiman et al., 1984) . Surrogate variables are variables that would split data into two groups similar to the split by the original, or primary, splitting variable. This method is, however, not appropriate for missing rainfall data, because none of the other explanatory variables considered in the present study can act as a suitable surrogate. Alternatively, we discarded the cases without rainfall data (8-11 % of the cases). Still, surrogate variables were recorded at each node for the purpose of calculating variable importance (see Sect. 3.2) .
A total number of four trees were generated for the various responses: property claim frequency, content claim frequency, average property claim size, and average content claim size. For all trees, explanatory variables listed in Table 2 were used as model input, except for a fraction of homeowners in the case of property claim data.
Determining size of tree and variable importance
The large tree is then trimmed back to a simpler tree that still contains most of the predictive power of the large tree (De'ath and Fabricius, 2000; Therneau and Atkinson, 2014) . The right size of tree is determined using 10-fold crossvalidation. The following explanation of this procedure is based on the papers by De'ath and Fabricius (2000) and Moisen (2008) : the data is randomly divided into ten mutually exclusive subsets of equal size. Then, 10 trees are built using nine subsets each time, dropping out one subset in turn. The fitted trees are used to predict the omitted subset, such that the average error of all trees can be estimated. The error of a tree is defined as the amount of variance in the terminal nodes that is left unexplained compared to the variance of the undivided data. This is repeated for each tree size. In contrast to the error of a tree that is fitted on training data, the average error of cross-validation trees will eventually reach a plateau (a tree size where a next split does not add any value to the prediction). Because of the imprecision of determining the exact tree size at which the plateau is reached, the 1 SE rule is applied (Breiman et al., 1984) ; the smallest tree is taken, such that the average error is within one standard deviation of the minimum error of the cross-validation trees. This tree is referred to as the "pruned tree".
Decision trees can also be used to identify important variables. Variable importance is defined as the sum of the goodness-of-split measure (Eq. 2) of each split for which the variable was the primary or the surrogate splitting variable, scaled to sum to one.
Various softwares are available for decision-tree analysis. The Recursive Partitioning and Regression Trees (RPART) library for R 2.15.3 was used for this study, developed by Therneau and Atkinson (2014) . 
using maximum likelihood estimation where h(x) = x 1 − exp(−x) Note: h −1 (x) needs to be calculated numerically, which is inconvenient for decision-tree learning where deviance needs to be evaluated for every split.
Comparison with global multiple-regression model
Results of decision-tree analysis were compared to results of global multiple-regression analysis. A Poisson regression model was used to explain claim frequency as a function of various combinations of explanatory variables, which yields:
where k i is the number of claims observed for case i, K i is the number of insured households for case i, and β 0 , . . . c, β n is the regression coefficients. Regression coefficients are estimated using maximum likelihood estimation. A linear regression model was used to explain claim size, using a logtransformed response variable:
where y i is the average claim size for case i, and ε i is the error term of case i. Tree models and global regression models were compared in terms of variance explained by the models. Since the only interest here is to quantify the performance of an entire set of explanatory variables in predicting claim frequency, and not the individual contributions of the variables, it is safe to ignore any correlation that may exist between the explanatory variables. Note that the categorical variable "season" was not included in the models.
Results
Explorative analysis
To explore data, pairwise correlations between explanatory and response variables were analysed (Table 5 ). Spearman's correlation coefficients were calculated to account for the non-normal distributions of response data (Fig. 3) . Note that the categorical variable "season" is not listed in Table 5 . In 0.05 -0.14 -general, there is no explanatory variable with strong predictive power. The strongest relationships were found between rainfall-related variables, except for rainfall duration and claim frequency (ρ = 0.29-0.40). Other significant factors associated with claim frequency (with |ρ| > 0.20) include household income, real estate value, a fraction of homeowners (content data only), a fraction of low-rise buildings (content data only), and ground floor area (content data only). Interestingly, household income and real estate value are negatively correlated with claim frequency for property-related data (ρ = −0.21 and ρ = −0.20 respectively), but positively correlated for content-related data (both have ρ = 0.24). This is probably because data sets contain different groups of households: property-related data involves homeowners only, whereas content-related data include tenants and homeowners. As a consequence, the data sets cover different variable value ranges; content-related data are associated with lower household incomes and real estate values (see Table 2 ). Another explanation could be that more expensive houses are better maintained or have better construction quality, and they are therefore less prone to flooding. Moreover, income is probably related to better maintenance, thereby indirectly affecting the claim frequency.
There are a larger number of significant links between explanatory variables and claim frequency than between explanatory variables and average claims size. In general, relationships between explanatory variables and average claim size were weak or non-existent. Maximum and mean rainfall intensity (and rainfall volume for content-related claims) were significant rainfall-related variables. Moreover, education and a fraction of homeowners were significantly correlated with average claim size for property-related and content-related claims.
Note that correlations reflect relationships based on the entire data set. Variables that turn out not to be important globally may therefore still be important locally.
Decision-tree analysis
In contrast to pairwise correlation analysis, decision-tree analysis allows to investigate relationships that exist locally within subgroups of data. The Poisson tree in Fig. 6 explains the property-related claim frequency, by dividing the original data into 14 subgroups (i.e. terminal nodes). The tree uses eight variables for splitting: two variables related to rainfall (maximum rainfall intensity and rainfall volume), three variables related to buildings (real estate value, building age and ground floor area), slope, season, and household income. Maximum rainfall intensity is the top splitting variable and also the variable that makes the second split to the right. As a consequence, the data space is effectively split into three rainfall intensity levels: 0-15 mm h −1 , 15-37 mm h −1 , and > 37 mm h −1 , with most claims (67 %) falling into the lowest rainfall intensity group. Figure 7 illustrates the splitting method for the top split; the claim frequency is plotted against maximum rainfall intensity (see top of Fig. 7) , and a split value for maximum rainfall intensity that maximises the goodness-of-split measure is sought (see bottom of Fig. 7 ). For cases associated with rainfall intensities larger than 37 mm h −1 , no further subgroups were found. The next splits down in the tree are related to real estate value. Real estate value correlates negatively with claim frequency; higher claim frequencies are associated with less expensive buildings. Building age only appears to be significant for cases with low rainfall intensities (node 4, rmax < 15 mm h −1 ). At two nodes (node 5 and 12), season was the best splitting variable, but both splits were not consistent; autumn and winter were found to be either associated with relative low or high claim frequencies. Ground floor area correlates positively with claim frequency at nodes 25: larger buildings receive around 60 % more claims compared to small buildings. The tree explains 32 % of the variance in training data (i.e. R 2 = 1 − sum of deviance at terminal nodes deviance of undivided data ) and, on average, 26 % of the variance in cross-validation data sets (Fig. 8) .
The regression tree, explaining content-related claim frequency, has 12 terminal nodes and its splits are based on four splitting variables: maximum rainfall intensity, a fraction of homeowners, ground floor area, and a fraction of lowrise buildings (Fig. 9) . Similar to the previous tree, maximum rainfall intensity is the top splitting variable and the value of the split (16 mm h −1 vs. 15 mm h −1 ) is also consistent between trees. Maximum rainfall intensity appears two more times lower down in the tree (node 4 and 6), which emphasises the importance of this variable in explaining claim frequency. For low-intensity rainfall events (rmax < 16 mm h −1 ), a fraction of homeowners is a significant variable; districts with relatively many owner-occupied buildings (own > 0.52) receive more claims than districts with relatively many rented buildings (own < 0.52). Highest claim frequencies are observed for cases with high rainfall intensities (rmax ≥ 16 mm h −1 ), relatively large and mostly low-rise buildings (floor ≥ 86 m 2 , low ≥ 0.59, 3.3 % of all claims). The splits at node 15 and 22 (both having "ground floor area" as splitting variable) only reduce the deviance of the undivided data by less than 1 %. Thus, an even smaller tree can be proposed by considering these nodes terminal, without loosing much of the explained variance. The tree explains 30 % of the variance in training data and 22 % of the variance in validation data (not shown here), which means that claim frequency of content-related damage is slightly less predictable than claim frequency of property-related damage.
It was not possible to develop statistically acceptable trees for average claim size. The only meaningful splitting variable that was found for property-related average claim size was the real estate value. Cases with real estate values smaller than 97 000 euros were associated with an average claim size of 820 euros (11 % of the claims), whereas cases with real estate values larger than or equal to 97 000 euros had an average claim size of 1152 euros (89 % of the claims). Thus, rainfall-related variables were not used as a splitting variable. No splits were found for content-related average claim size.
Variable importance
The importance of variables in predicting claim frequency are listed in Table 6 . Variables that correlate positively with claim frequencies are denoted with a plus sign, and negative correlations with a minus. For education of breadwinner, the direction of the correlation is different from node to node (including surrogate nodes). For both content-related and property-related claim frequency, the most important variables are maximum rainfall intensity (importance score: 0.38), mean rainfall intensity (0.14-0.15), and rainfall volume (0.12-0.13). Although mean rainfall intensity did not show up in any of the trees, it was used as a surrogate variable for maximum rainfall intensity most of the time. Real estate value is ranked high for property-related claim data (0.08), but is less important for content-related claim data (0.03). For content-related claim data, ground floor area, and a fraction of homeowners are important (0.08-0.11) after the rainfall-related variables, which is in line with the ordering of splitting variables in the tree of Fig. 9 . Table 7 summarises the regression results after fitting various global regression models to the same data that were used to learn the decision trees. Various combinations of explanatory variables were attempted to explain claim frequency and average claim size. Best fits were found for the Poisson regression models for claim frequency that were based on the combination of variables, which were actually used in the decision trees (variant 3 in Table 7 ): r 2 cv = 0.18 and r 2 cv = 0.11 for property-related Table 7 . Results of global regression and decision-tree analyses. Response variables are modelled as a function of (1) the maximum rainfall intensity, (2) all rainfall-related variables, (3) the variables actually used in the decision-tree, and (4) the variables with importance score > 0.02 (for claim frequency) or all variables (for average claim size). For the global regression models, the cross-validated coefficient of determination, r 2 cv , is calculated using a similar approach, as discussed in Sect. and content-related data respectively. Adding more variables (variant 4 in Table 7 ) hardly improves the predictive power of the models. The variance explained by the Poisson regression models (11-18 %) is considerably less than the variance explained by the cross-validated Poisson trees (22-26 %). Although linear regression models for average claim size were found to be significant, all models show weak explanatory power.
Comparison with global regression models
Discussion
The results of the tree analyses relate to correlations between variables, which does not necessarily imply causal relationships between variables. The results, therefore, need to be interpreted with caution. For future research, variable importance (i.e. Table 6 ) may give hints on variables that are closely connected to the mechanisms that generate damage. For instance, maximum hourly rainfall intensity was found to be the rainfall characteristic that best explains claim frequencies, which suggests that the process that causes damage is most sensitive to high-intensity rainfall events. For example, roofs may start to leak if rainfall exceeds the capacity of the system that drains rainwater from roofs. Similarly, real estate value, which ranked high on variable importance after rainfall-related variables, may be associated with better, more waterproof materials and constructions. More research is needed here to understand the actual damage process. Topographic variables were not found to be important factors. There may be several explanations for this. One explanation relates to the aggregation of the topographic variables. Within a district, presence of buildings at locally higher, as well as lower, elevations may have averaged out topographic variability. Another explanation may be that buildings and/or sewers in hilly areas have been more adapted to floods, i.e. people retrofitting their houses after severe floods.
The findings of this study are relevant for insurers. They contribute to the development of damage assessment tools that can be used to improve customer services. For example, a damage model that is able to spatially map expected damages based on weather forecasts or nowcasts, makes it possible to send out damage experts to customers more quickly and efficiently. Moreover, knowledge on customer groups associated with high claim frequencies may give hints on where damage prevention programmes are most likely to have impact. Insights into damage-influencing factors may also be helpful for meteorologists to improve weather-alert services. Rather than relying solely on meteorological thresholds, weather alerts may be enhanced by also taking into account district-specific thresholds Priest et al., 2011) . Claim frequencyUsing decision trees, 22-26 % of the variance in claim frequency can be explained. Still, a large part of the variance is left unexplained, for which there are several possible explanations. A possible explanation might be that variations in data on a subdistrict scale lead to unexplained variance. The postal districts used here are specially designed for postal services; they are not necessarily statistically homogeneous units in terms of socioeconomics, topography, and buildings. For instance, some districts clearly show two distinct modes of the household income distribution. This makes it difficult to capture characteristics of districts in single variable values. Similarly, the spatial resolution of radar images (1-2.5 km) may be too coarse to capture the spatial variability of rainfall at the subpixel scale (Jaffrain and Berne, 2012; Peleg et al., 2013) . Consequently, rainfall peaks of convective cells are underestimated. Another possible explanation is that important explanatory variables are missing. As mentioned in the introduction, variables related to urban drainage systems (e.g. sewer storage capacity, sewer type, soil type, and percentage of impervious surface) may be important, but were not included because these were not available on a nationwide basis. Another variable that may be associated with rainfall-related damage, but was not included, is wind speed. Strong winds, in combination with precipitation, may cause damage to roofs, resulting additionally in rainwater intrusion. It is unlikely, however, that additional explanatory variables will have strong predictive power, given that none of the current variables have it. Finally, a source of unexplained variance may be related to data errors, in particular errors in insurance data, such as incorrect claim dates or policyholder counts. The insurance databases used in the present study lack a consistent classification system, making it hard to subset data that is solely related to flood causes. A better classification of damage causes can give more accurate subsets and likely better model fits. Moreover, it was not possible to link content and property databases to individual policyholders. As a consequence, models could not be developed describing total damage per policyholder.
Although not researched in detail within this paper, the explained variance may be underestimated as a result of the function that was applied to calculate the within-node deviance. The Poisson deviance function that was used allows responses to be zero (i.e. no claim). However, only cases with claims were considered in this study. A splitting criterion based on a deviance function of a distribution that does not allow the response value to be zero, such as the truncated Poisson distribution, can probably give a better description of the within-node deviance. An attempt was made to learn trees based on an alternative splitting criterion, using the deviance function of a zero-truncated Poisson distribution (Table 4) . Parameters of this deviance function cannot be estimated explicitly and requires an iterative process. As a consequence, computational times to learn trees increased tremendously (∼ days on a 8-core 2.5 GHz processor), which became even longer when cross-validation runs needed to be performed (time increases proportional to the number of runs). Preliminary results, based on trees only showing the first few splits, show that splits are almost similar to the ones presented in this paper and are slightly better in reducing the deviance at nodes related to smaller claim frequencies. Given the long computational times, the alternative approach is not favourable unless advanced processors are available. Claim frequency was calculated by dividing the number of claims per day and per district by the number of policyholders per district, thereby assuming that every policyholder in a district is equally likely to generate claims as a result of rainfall. This assumption, however, may not always hold. In the case of a convective rainfall cell hitting a district whose size is smaller than the rainfall cell, it is safe to assume that every policyholder is exposed to rainfall, while in a district much larger than the rainfall cell only part of the policyholders is exposed. Thus, claim frequencies may be underestimated in the case of localised rainfall in large districts.
The structure of a tree is sensitive to a number of aspects. First of all, it is sensitive to the filtering rules that were applied to subset data (Sect. 2.2). Moreover, the choice of splitting criterion effects the way data is partitioned. There may be more appropriate splitting criteria for event rate data than the ones tested in the present paper; for example, splitting criteria based on other distributions for count data, such as the binomial or the negative binomial distribution. Furthermore, trees are sensitive to small changes in the learning data; for instance, when one of the explanatory variables is left out. Although not explored here, bagging and boosting approaches may be considered to overcome this problem, as was done in the study by Merz et al. (2013) . With such approaches, results are aggregated over an ensemble of trees, where each tree is based on random but realistic changes in the training data (Elith et al., 2008; Borisov, 2009; Strobl et al., 2009) .
It was not possible to develop statistically acceptable trees for average claim size. Attempts were made to build trees for average claim size and log-transformed average claim size. The latter was done to approximate normal distribution as distributions of average claim size are skewed to the right. Median, instead of average claim sizes, were not considered. In many insurance schemes, deductibles may affect claiming behaviour of people and cause censoring of small claim sizes. However, insurance policies related to the present database (i.e. water-related risks) do not have deductibles. There may be other changes in insurance policies (e.g. changes in damage causes that are covered) that may have affected claim sizes over time and caused failures to derive models. These were not accounted for in the present study, because this type of information was not readily available for all insurers in the database. Another possible explanation for failure to derive models for average claim size is that the costs to clean and dry walls and goods may be independent of the amount of rainwater that enters a building, i.e. a wet carpet has to replaced in any case, regardless of flood depth. Moreover, damage assessments are inherently uncertain, because of interpretation errors of insured and damage experts, which are difficult to capture in a model. Similar to the conclusions by Merz et al. (2013) , this study shows that decision-tree models perform better than global regression models in terms of variance in damage data that is explained. This implies that decision-tree models are better able to capture non-linear relationships in the data. For property damage, the decision-tree reveals that maximum rainfall intensity effectively splits the data into three branches, each of them describing different relationships between explanatory variables and claim frequency.
This study investigated tree models for claim frequency and average claim size given a likelihood of 99 % of rainfallrelated damage. It did not consider tree models for the probability of occurrence of rainfall-related damage, while it is worthwhile to study this, too, as part of a wider, risk-based approach.
Conclusions and recommendations
In this paper, a wide range of factors associated with rainfall-related damage were investigated using decisiontree analysis. For this, district-aggregated claim data from private-property insurance companies in the Netherlands were analysed, considering claim frequency and average claim size per day. Analyses were made separately for property and content damage claim data. This study has found that claim frequency is most strongly associated with maximum hourly rainfall intensity, followed by real estate value, ground floor area, household income, season (property data only), buildings age (property data only), a fraction of homeowners (content data only), and a fraction of low-rise buildings (content data only). It was not possible to develop statistically acceptable trees for average claim size. It is recommended to investigate explanations for the failure to derive models. These require the inclusion of other explanatory factors that were not used in the present study, an investigation of the variability in average claim size at different spatial scales and the collection of more detailed insurance data that allows to distinguish between the effects of various damage mechanisms to claim size. Cross-validation results show that decision trees were able to predict 22-26 % of variance in claim frequency, which is considerably better compared to results from global multiple-regression models (11-18 % of variance explained). Therefore, decisions trees are better able to capture local characteristics of claim data. Still, a large part of the variance in claim frequency is left unexplained, which is likely to be caused by variations in data at subdistrict scale and missing explanatory variables. The findings of this study have an important implication for insurance practice: for damage assessments, more detailed, high-quality damage data are required to sufficiently improve predictive power of damage models. There is, therefore, a definite need to improve insurance databases and to collect explanatory data on scales much closer to that of individual buildings.
