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THE CHARACTERISTIC POLYNOMIAL OF A
RANDOM MATRIX
SEAN EBERHARD
Abstract. Form an n × n matrix by drawing entries independently from
{±1} (or another fixed nontrivial finitely supported distribution in Z) and let
ϕ be the characteristic polynomial. Conditionally on the extended Riemann
hypothesis, with high probability ϕ is irreducible and Gal(ϕ) ≥ An.
1. Introduction
Let µ be a fixed nontrivial finitely supported measure on Z, say µ = (δ−1+δ1)/2.
Let Mn(µ) denote the distribution of n×n matrices whose entries are independent
with distribution µ. LetM ∼Mn(µ) and let ϕ(t) = det(t−M) be the characteristic
polynomial of M . The following conjecture is due to Babai (1970s) and Vu–Wood
(2009) (see [V2, Conjecture 11.1]).
Conjecture 1.1 (Babai, Vu–Wood). ϕ is irreducible with high probability.1
In this paper we will prove the above conjecture under certain conditions, speci-
fied in the following two theorems.
Theorem 1.2. Assume there is a product of four distinct primes N = p1p2p3p4
such that µ mod N is uniform. Then with high probability ϕ is irreducible and
Gal(ϕ) ≥ An.
Theorem 1.3. Assume the extended Riemann hypothesis (ERH)2. Then with high
probability ϕ is irreducible and Gal(ϕ) ≥ An. Quantitatively,
P(ϕ irreducible) = 1−O(e−cn),
P(Gal(ϕ) ≥ An) = 1−O(e
−cn1/2),
where c and the implicit constants depend on µ.
Distinguishing between An and Sn remains open, but presumably Gal(ϕ) = Sn
with high probability.
SE has received funding from the European Research Council (ERC) under the European
Unions Horizon 2020 research and innovation programme (grant agreement No. 803711).
1Throughout the paper we use the phrase “with high probability” to mean with probability
1− o(1) as n→∞. Any stronger bounds are made explicit.
2The Riemann hypothesis for a number field K asserts that the Dedekind zeta function ζK(z)
has no zeros with ℜz > 1/2. The extended Riemann hypothesis asserts that the Riemann hypoth-
esis holds for all number fields K.
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1.1. Method. Conjecture 1.1 parallels a conjecture of Odlyzko and Poonen [OP]
about random polynomials. The Odlyzko–Poonen conjecture predicts that a ran-
dom polynomial of degree n with coefficients drawn independently at random from a
nontrivial finitely supported measure µ is irreducible with probability 1−o(1). This
conjecture has recently been settled under conditions analogous to those above by
Bary-Soroker and Kozma [BSK] and Breuillard and Varju´ [BV], respectively. Both
papers additionally prove that the Galois group is at least An, as above.
Both [BSK] and [BV] use a local-to-global principle to reduce the problem to a
question about random polynomials mod p. The difference between the methods is
mainly the size of p. The method of [BSK] uses bounded primes, specifically the four
primes specified in the hypothesis. The reduction of the polynomial modulo any of
these primes is uniform and hence its factorization is well-understood. Moreover,
the factorizations modulo different primes are independent. One then proves that
with high probability there can be no factorization upstairs that is compatible with
the four factorizations downstairs.
On the other hand the method of [BV] uses large primes. It is a consequence
of the prime ideal theorem that for any fixed polynomial ϕ the number of roots of
ϕ mod p is, on average over p, equal to the number of distinct irreducible factors
of ϕ. Hence if one can show that ϕ has only one root mod p on average over large
p then it follows that ϕ is irreducible or, possibly, a proper power, an intuitively
remote possibility that must be ruled out specially. The size of p is determined by
the error term in the prime ideal theorem, which is how ERH comes into play.
In this paper we adapt both methods to the case of a characteristic polynomial
ϕ(t) = det(t−M). At the level of detail just explained, nothing changes. However,
the local problem is completely different. Whereas for random polynomials one
needs to understand the roots of random polynomials mod p, for the characteristic
polynomial of a randommatrix one needs to understand the eigenvalues of a random
matrix mod p.
For the proof of Theorem 1.2 one may use the fact that the characteristic poly-
nomial of a uniformly random matrix mod p is little different from a uniformly
random polynomial, apart from the smallest irreducible factors.
For the proof of Theorem 1.3, one needs to understand the number of eigenvalues
of M mod p for large p, say p ≈ ecn. This problem has been studied in random
matrix theory, but we need a more general version of the closest result in the
literature.
1.2. The local problem. Since λ is an eigenvalue of M if and only if M − λ is
singular, as far as the first moment goes it suffices to understand the singularity
probability of a random matrix with independent (but not identically distributed)
entries.
We will prove the following general result, of independent interest. Let q be an
arbitrary prime power. A measure µ on Fq is called α-balanced if µ(x+H) ≤ 1−α
for every x ∈ Fq and every proper subgroup H < Fq. Let µ = (µij)1≤i,j≤n be
a matrix of α-balanced measures on Fq, and let M(µ) denote the distribution of
matrices M ∈Mn(q) with independent entries and Mij ∼ µij .
Theorem 1.4. For M ∼ M(µ),
P(M nonsingular) =
∞∏
i=1
(1− 1/qi) +Oα(e
−cαn).
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For the purpose of proving Theorem 1.3, we do not need the full strength here.
It would suffice to assume that q is prime and that each µij is a translate of a
common measure µ, and to establish a main term of the form 1 − 1/q + O(1/q2),
but the full generality is interesting and not much more difficult.
Theorem 1.4 is close to a result of Maples [M] and Nguyen–Paquette [NP, Appen-
dix A]. Our statement is more special in that we consider only constant α, but more
general in that we do not assume the entries are identically distributed. To prove
this we follow [M,NP] closely, making changes where necessary and simplifications
where possible. (The recent paper [LMN] is also relevant, but does not provide an
exponential error bound, which is crucial for us.)
Theorem 1.4 is sufficient for proving the irreducibility part of Theorem 1.3, but
to prove that Gal(ϕ) ≥ An we must also bound correlations of eigenvalues. For
λ ∈ Fq let Eλ be the event that λ is an eigenvalue of M . The following result is
the most novel and most technical contribution of the paper.
Theorem 1.5. Assume m < c logn and C ≤ log q < c(αn)1/2/m3/2. For M ∼
M(µ) and distinct λ1, . . . , λm ∈ Fq,
P(Eλ1 ∩ · · · ∩ Eλm) ≤ (q − 1)
−m +Oα
(
exp(−c(αn)1/2/m3/2)
)
.
1.3. Dependence on CFSG. The Gal(ϕ) ≥ An part of Theorem 1.3 is proved by
showing that Gal(ϕ) is m-transitive with high probability for any constant m, and
then appealing to the following fact.
Fact 1.6. There is a constant m such that if G ≤ Sn and G  An then G is at
most m-transitive.
This follows from the classification of finite 2-transitive groups, which is a deep
consequence of the classification of finite simple groups (CFSG), and depends on
detailed knowledge of the finite simple groups. One may take m = 5, or even m = 3
for n > 24. Alternatively, it follows from the Schreier conjecture, another hopelessly
deep consequence of CFSG. See [DM, Section 7.3].
Long before CFSG, Wielandt proved that any group not containing An is at most
C logn-transitive, where C ≈ 1.998 (see [N, Section 2]; see [DM, Theorem 5.5B]
for a simplified proof with a slightly worse constant). This appears to be where
CFSG-free matters stand, even after some 85 years. The largest we can take m in
our proof is (1− o(1)) log2 n, which is unfortunately a factor of about 1.4 too small
to conflict with Wielandt’s bound.
1.4. Symmetric matrices. It would be interesting to have variants of Theorems 1.2
and 1.3 in the case of random symmetric matrices, including for example the adja-
cency matrix of a random graph. It is known (first proved in [CTV]) that a random
symmetric matrix is nonsingular with high probability. In the best-studied case of
±1 entries, the strongest methods [FJ, CMMM] prove this precisely by reducing
mod p for some prime p ≈ exp(cn1/2) and showing that M is nonsingular mod p
with high probability. If one could prove that this probability is in fact close to
1−1/p, and if one could additionally allow an arbitrary shift in the diagonal entries
(cf. [CTV, Section 6.4]), then, assuming ERH, it would follow immediately by the
[BV] method that ϕ(t) = det(t−M) is irreducible with high probability.
4 SEAN EBERHARD
1.5. Notation. Asymptotic notation is used incessantly, especially O and o nota-
tion. Subscripted Oα warns that the implicit constant depends on α. We do not
track explicitly the dependency on µ, but it will not tax the motivated reader to
work it out. The notation X . Y means X ≤ O(Y ) (equivalent to number theo-
rists’ ≪), while X ≍ Y means X . Y and X & Y . Often we will simply write C
or c to denote constants, C suggesting a big constant and c a little constant. Such
constants may change from line to line, though we will sometimes write c′ to warn
that the constant has changed.
If µ is a probability measure we write X ∼ µ to mean that X is a random
variable with law µ. We will occasionally write X ∼ S for a finite set S to mean
that X is uniformly distributed on S, as in M ∼ Mn(q), where Mn(q) denotes the
set of n× n matrices over Fq.
In the later sections of the paper we write [n] for {1, . . . , n}.
Acknowledgements. I am grateful to Pe´ter Varju´ and Emmanuel Breuillard for
advice and encouragement, Hoi Nguyen for a discussion about Maples’s method,
Kyle Luh for the proof of Proposition 3.6, Bhargav Narayanan for discussions about
the sparse problem in Section 5, and Laci Pyber for comments on Wielandt’s tran-
sitivity bound.
2. The four prime method
In this section we use the [BSK] method to prove Theorem 1.2, which applies to
any measure µ which is uniform modulo the product of some four distinct primes
N = p1p2p3p4, such as the uniform measure on {1, . . . , 210}. We will apply several
results directly from [BSK].
The reduction ϕ mod pi is the characteristic polynomial of a uniform random
matrix in Mn(pi), and these reductions are independent for different pi. The fac-
torization of ϕ mod pi can be compared with the factorization of a random permu-
tation pi ∈ Sn into cycles, and by considering the Frobenius elements we can glean
information about Gal(ϕ). The reason we need four primes is the following theorem
about random permutations.
Theorem 2.1 ([PPR,EFG]). Say that pi1, . . . , pik ∈ Sn invariably generate at least
An if 〈pi
′
1, . . . , pi
′
k〉 ≥ An whenever pi
′
i is conjugate to pii for each i. Then four
random permutations invariably generate at least An with probability bounded away
from zero (but three do not).
The following lemma makes precise the sense in which the factorization of ϕ mod
pi can be compared with the factorization of a random permutation.
Lemma 2.2. For Λ a random partition of n with some distribution, let Λr denote
the subsequence of parts of size at least r. For Λ generated in any of the following
ways the corresponding distributions Λr are within o(1) in total variation distance
as r, n→∞:
(1) the degrees of the irreducible factors of ϕ(t) = det(t−M) whereM ∼Mn(q),
for any prime power q;
(2) the same but with M ∼ GLn(q);
(3) the degrees of the irreducible factors of a uniformly random monic polyno-
mial ϕ of degree n mod q, for any prime power q;
(4) the cycle lengths of a random permutation pi ∼ Sn;
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(5) the partition consisting of Zi copies of i for each i ≥ 1, where Z1, Z2, . . .
are independent Poisson random variables with EZi = 1/i, conditional on∑
i≥1 iZi = n.
Proof. The equivalence (2) ⇐⇒ (3) is proved in [HS]. The equivalence of (3) and
(4) is [BSK, Lemma 6]. The distributions (4) and (5) are equivalent. The only link
which does not seem to be in the literature is the least surprising one (1) ⇐⇒ (2).
In any case, these and many other distributions are treated uniformly by [ABT1].
See particularly [ABT1, Theorem 3.2], with θ = 1. Let Cd be the number of parts
of Λ of size d. The only hypothesis necessary about Λ, which we must check, is that
there are independent random variables (Zd : d ≥ 1) satisfying the conditioning
relation (CR)
P(C1 = c1, . . . , Cn = cn) = P
(
Z1 = c1, . . . , Zn = cn
∣∣∣∣∣
n∑
d=1
dZd = n
)
,
and satisfying a technical condition called the uniform logarithmic condition (ULC),
which asserts roughly that for large d we may approximate Zd by a coin flip with
expected value 1/d: see [ABT1] for the precise formulation.
We need not consider the distributions (4) or (5), because [ABT1] uses (5) as
the reference distribution, and (4) is equivalent. The distribution (3) is covered by
[ABT1, Proposition 1.1]. Hence it suffices to check (CR) and (ULC) for (1) and
(2).
Consider (1). From [R], the number of g ∈Mn(q) with characteristic polynomial
fn11 · · · f
nk
k , where fi is irreducible and monic of degree di, is
qn
2−n F (q, n)∏k
i=1 F (q
di , ni)
,
where
F (q, n) = q−n
2
|GLn(q)| = (1 − q
−1) · · · (1− q−n).
Let Cd be the number of irreducible factors of ϕ(t) = det(t − M) of degree d
counting multiplicity, where M ∼ Mn(q). Let I(d) be the number of irreducible
polynomials in Fq[t] of degree d. Then P(C1 = c1, . . . , Cn = cn) is the coefficient
of uc11 · · ·u
cn
n in
F (q, n)
∏
d≥1
∑
c≥0
ucd
qdcF (qd, c)
I(d),
assuming
∑
dcd = n. For each d ≥ 1 let Zd be an independent random variable
with probability generating function
∑
c≥0
P(Zd = c)u
c =
ζ−1d ∑
c≥0
uc
qdcF (qd, c)
I(d),
where the normalizing factor ζd is
ζd =
∑
c≥0
1
qdcF (qd, c)
= 1 + q−d +O(q−2d).
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Then it follows that, if
∑
dcd = n,
P(C1 = c1, . . . , Cn = cn) = F (q, n)
∏
d≥1
ζ
I(d)
d P(Zd = cd)
= βnP(Z1 = c1, . . . , Zn = cn),
for some constant βn independent of c1, . . . , cn. Hence (CR) is satisfied. Moreover,
from the definition of Zd, using I(d) = q
d/d+O(qd/2),
P(Zd = 1) = ζ
−I(d)
d
I(d)
qdF (qd, 1)
= e−1/d/d+O(q−d/2)
and
P(Zd = l) . ζ
−I(d)
d
(
I(d) + l − 1
l
)
q−dl
≤ O(I(d)/qd)l
≤ O(1/d)l.
Hence (ULC) is satisfied with, in the notation of [ABT1], e(d) = O(1/d) and
cl = e
−l.
The case of (2) is almost identical, but the factor f(t) = t must be excluded. Let
I ′(d) = I(d) for d > 1 and let I ′(1) = I(1)−1 = q−1. Let ϕ(t) = det(t−M) where
M ∼ GLn(q) and let Cd be the number of irreducible factors of degree d. Then
P(C1 = c1, . . . , Cn = cn) is the coefficient of u
c1
1 · · ·u
cn
n in
∏
d≥1
∑
c≥0
ucd
qdcF (qd, c)
I
′(d)
,
provided
∑
dcd = n. The rest of the verification is the same but with I
′(d) in place
of I(d), which makes no essential difference.
Hence for Λ,Λ′ defined by any of (1)–(5), [ABT1, Theorem 3.2] shows that
dTV(Λr,Λ
′
r)→ 0 as r, n→∞. 
Remark 2.3. The proof leads to a bound on the total variation distance of O(1/r)
(see [ABT2, Theorem 6.9]). A more special analysis likely demonstrates an expo-
nential bound, but such a bound is not useful to us due to more severe losses in
other parts of the argument.
We now return to the setting of a random matrix M ∼ Mn(µ) and its character-
istic polynomial ϕ(t) = det(t−M).
Proposition 2.4. Assume there is a product of four distinct primes N = p1p2p3p4
such that µ mod N is uniform. Let E be the event that there is some d ∈ [n1/4, n)
such that for each i ∈ {1, 2, 3, 4} the reduction ϕ mod pi has a divisor of degree d.
Then P(E) = o(1).
Proof. Let δ > 0 be a small constant. Let di be the sum of the degrees of all
irreducible factors ψ | ϕ mod pi of degree degψ < n
δ. Then obviously n− di is the
sum of the degrees of the irreducible factors of degree at least nδ. By the previous
lemma with r = nδ, di may be compared to the analogous quantity for a random
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permutation. Applying, e.g., [BSK, Lemma 5], it follows that di ≤ 2n
δ with high
probability.
Hence E is almost contained in the event E′ that there is some d ≥ n1/4 such
that for each i the reduction ϕ mod pi has a divisor of degree in [d − 2n
δ, d] made
up only of irreducible factors of degree at least nδ. Since this event depends only
on the large irreducible factors we may again apply the previous lemma to compare
it with the analogous event for a random permutation. Applying [BSK, Lemma 8],
it follows that E′ is unlikely (provided δ is sufficiently small). 
Hence with high probability ϕ does not have a divisor of degree larger than
n1/4. Small-degree factors can be ruled out more straightforwardly, using the fact
that there are not many possibilities for low-degree eigenvalues, and the result
[BVW, Corollary 3.3] that each fixed λ has an exponentially small probability of
being an eigenvalue. For example, see [OW, Theorem 2.4] for the case of ±1 random
variables. Hence with high probability ϕ is irreducible.
Finally, we claim that Gal(ϕ) ≥ An with high probability. For this we need only
assume that there is at least one prime p such that µ mod p is uniform.
Proposition 2.5. Assume there is a prime p such that µ mod p is uniform. Let F
be the event that Gal(ϕ) is a transitive group other than Sn or An. Then P(F ) =
o(1).
Proof. Again let δ > 0 be a small constant. The reduction ϕ mod p is the char-
acteristic polynomial of a random matrix M ∼ Mn(p). Let Λ be the partition
of n defined by the factorization of ϕ mod p. Let F ′ be the event that the parts
of size smaller than nδ can be adjusted so that Λ becomes the cycle type of an
element of some transitive group G  An. By Lemma 2.2, F ′ may be compared
with the analogous event for a random permutation. Hence, by [BSK, Lemma 9],
P(F ′) = o(1).
Moreover, the proof of [BSK, Lemma 9] shows that F ⊂ F ′. Briefly, the reduction
ϕ mod p factorizes as
ϕ mod p = ψ1ψ2 (ψ1 square-free, ψ2 square-full, gcd(ψ1, ψ2) = 1),
and with high probability degψ2 < n
δ. Let K be the splitting field of ϕ, let p be
a prime over p, and let k = K/p be the residue field, which is an extension of Fp.
The Frobenius automorphism of k/Fp lifts to an element of Gal(ϕ) = Gal(K/Q),
and its cycle type restricted to the roots of ϕ lying over roots of ψ1 is determined
by the factorization of ψ1. Hence F ⊂ F
′, so P(F ) = o(1). 
Remark 2.6. The bounds proved in this section are rather poor. The proof of
Proposition 2.4 gives a bound of n−c for some constant c > 0. The proof of
Proposition 2.5 gives only (logn)−c, though this could likely be improved to n−c
with further work.
3. Global to local via the prime ideal theorem
In this section we reduce Theorem 1.3 to Theorems 1.4 and 1.5 using the [BV]
method. Let Ω be the set of roots of ϕ in C and let G = Gal(ϕ). Let Rϕ(p) be the
number of roots of ϕ in Fp. It is a consequence of the prime ideal theorem that
Rϕ(p) is on average close to the number of orbits |Ω/G|; in particular,
ϕ irreducible (or a proper power) ⇐⇒ Rϕ(p) ∼ 1 on average.
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More generally for m ≥ 1 the mth moment of Rϕ(p) is |Ω
m/G|+ o(1), so
G is m-transitive ⇐⇒ Rϕ(p)
m ∼ Bm on average,
where Bm is the mth Bell number. Moreover, assuming ERH, there is a strong
effective bound on how large p must be for these asymptotics to hold.
Let K be a number field. Let ∆K denote the discriminant of K. If ψ is a
polynomial, let ∆ψ denote the discriminant of ψ. For each integer q let PK(q) be
the number of prime ideals p of OK of norm q. For ω = (ω1, . . . , ωm) ∈ Ω
m, letQ(ω)
denote the subfield of C generated by ω1, . . . , ωm. Note that Q(ω
g) = Q(ω)g for
any g ∈ G, so PQ(ωg)(p) = PQ(ω)(p), so it makes to write PQ(ω)(p) for ω ∈ Ω
m/G.
Proposition 3.1 ([BV, Proposition 16]). Let ϕ ∈ Z[x], let ϕ˜ be the square-free
part of ϕ, and let p be a prime not dividing ∆ϕ˜. Then, for m ≥ 1,
Rϕ(p)
m =
∑
ω∈Ωm/G
PQ(ω)(p).
Rational primes will be weighted by wX(log p), where
wX(u) = u · 2 exp(−X)1u∈(X−log 2,X].
Sums over all rational primes are denoted simply
∑
p.
Proposition 3.2 ([BV, Proposition 9]). If RH holds for K then∑
p
PK(p)wX(log p) = 1 +O(X
2 exp(−X/2) log |∆K |).
Combining the two propositions, we have the following one.
Proposition 3.3. Let ϕ ∈ Z[x] be a polynomial of degree n and let m ≥ 1. Assume
RH holds for Q(ω) for each ω ∈ Ωm. Then∑
p
Rϕ(p)
mwX(log p) = |Ω
m/G|+O(mn2m−1X2 exp(−X/2) log |∆ϕ˜|).
Proof. By the two previous propositions,∑
p
Rϕ(p)
mwX(log p) =
∑
p
∑
ω∈Ωm/G
PQ(ω)(p)wX(log p) + E
=
∑
ω∈Ωm/G
(1 +O(X2 exp(−X/2) log |∆Q(ω)|)) + E,
where E is the error arising from primes p | ∆ϕ˜. If ψ | ϕ˜ is irreducible and ω1 is a
root of ψ then
|∆Q(ω1)| ≤ |∆ψ| ≤ |∆ϕ˜|
(the quotient |∆ψ|/|∆Q(ω1)| is [OQ(ω1) : Z[ω1]]
2). Recall that, for K1,K2 number
fields,
|∆K1K2 | ≤ |∆K1 |
[K1K2:K1]|∆K2 |
[K1K2:K2] ≤ |∆K1 |
degK2 |∆K2 |
degK1 .
Hence by induction we have, for ω ∈ Ωm,
|∆Q(ω)| ≤ |∆ϕ˜|
mnm−1 .
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Hence∑
p
Rϕ(p)
mwX(log p) =
∑
ω∈Ωm/G
(1 +O(X2 exp(−X/2) ·mnm−1 log |∆ϕ˜|)) + E
= |Ωm/G|+O(mn2m−1X2 exp(−X/2) log |∆ϕ˜|) + E.
We have |Rϕ(p)| ≤ n and
∑
ω∈Ωm/G PQ(ω)(p) ≤ n
m identically, so each p | ∆ϕ˜
contributes to E at most
nmwX(log p) . n
mX exp(−X)
and there are at most O(log |∆ϕ˜|) such primes, so
|E| . nmX exp(−X) log |∆ϕ˜|.
This error is subsumed by the other one. 
We need a bound for the discriminant of ϕ˜ when ϕ is a characteristic polynomial.
Lemma 3.4. Let M be an n×n matrix whose entries are bounded by H and let ϕ
be the characteristic polynomial of M . Let ψ be any polynomial dividing ϕ. Then
|∆ψ | ≤ H
n(n−1)nn
2
.
Proof. If λ is an eigenvalue of M then |λ| ≤ Hn. Let λ1, . . . , λd be the roots of
ψ. By definition |∆ψ | is the square of the determinant of the Vandermonde matrix
(λji )i,j . The jth column of this matrix has Euclidean norm bounded by d
1/2(Hn)j .
Thus by Hadamard’s inequality
|∆ψ |
1/2 = | det(λji )| ≤ d
d/2(Hn)d(d−1)/2 ≤ nn/2(Hn)n(n−1)/2. 
Combining the previous proposition and the lemma, we have:
Proposition 3.5. Assume ϕ is the characteristic polynomial of an n × n matrix
with entries bounded by H. Let m ≥ 1, and assume RH holds for all fields generated
by at most m roots of ϕ. Then∑
p
Rϕ(p)
mwX(log p) = |Ω
m/G|+O(mn2m+1X2 exp(−X/2) log(Hn)).
We have thus reduced the determination of |Ωm/G| to the local problem of
determining Rϕ(p)
m. Note that, if ϕ(t) = det(t −M) then Rϕ(p) is simply the
number of eigenvalues of M acting on the finite vector space Fnp . We turn to this
problem in the next two sections, in which we will prove Theorems 1.4 and 1.5.
Assume for now those theorems have been proved and we will prove Theorem 1.3.
Consider first m = 1. Assume µ is supported on [−H,H ]. For λ ∈ Fp, let Eλ be
the event that ϕ(λ) = 0, i.e., that λ is an eigenvalue of M mod p. For p > 2H + 1,
µ mod p is α-balanced for some constant α (since µ is nontrivial). By Theorem 1.4
applied to M − λ,
P(Eλ) = 1/p+O(1/p
2 + e−cn).
Hence, by linearity of expectation,
ERϕ(p) = 1 +O(1/p+ pe
−cn).
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It follows that
E
∑
p
Rϕ(p)wX(log p) =
∑
p
(1 +O(1/p+ pe−cn))wX(log p)
=
∑
p
(1 +O(e−X + eX−cn))wX(log p).
Applying Proposition 3.2 with K = Q, this is
(1 +O(e−X + eX−cn))(1 +O(X2e−X/2)) = 1 +O(X2e−X/2 + eX−cn).
On the other hand by Proposition 3.5 it is also
E|Ω/G|+O(n3X2 exp(−X/2) log(Hn)).
Taking X = cn/2, we deduce that
E|Ω/G| = 1 +O(n5 log(Hn)e−c
′n) = 1 +O(e−c
′′n).
Hence
P(|Ω/G| > 1) . e−c
′n.
Hence ϕ has a unique irreducible factor with probability 1−O(e−cn).
The possibility that ϕ is a proper power is ruled out by the following proposition,
which shows that ϕ has at least one simple root in C. (Of course, if ϕ is irreducible
then the entire spectrum of M is simple.)
Proposition 3.6. With probability 1 − O(e−cn), the matrix M has at least one
simple complex eigenvalue.
Proof. Let µ be the mean of µ. If µ = 0 then the entire spectrum of M is simple
with probability 1 − O(e−cn) by [LO, Corollary 1.10]. Suppose µ 6= 0. Let N =
M−µJ , where J is the ones matrix. Then ‖N‖ . n1/2 with probability 1−O(e−cn)
(see [V1, Theorem 4.4.5]), while the spectrum of µJ consists of µn and 0 with
multiplicity n − 1, so a continuity argument as in [S, p. 526] shows that M has a
unique eigenvalue λ such that |λ− µn| ≤ ‖N‖.3 
Now consider arbitrarym ≥ 2. Assume m < c logn and C ≤ log p < cn1/2/m3/2.
By Theorem 1.5, for distinct λ1, . . . , λm ∈ Fp,
P(Eλ1 ∩ · · · ∩Eλm) ≤ (p− 1)
−m +O
(
exp(−cn1/2/m3/2)
)
.
It follows that∑
λ1,...,λm distinct
P(Eλ1 ∩ · · · ∩ Eλm) ≤
p(p− 1) · · · (p−m+ 1)
(p− 1)m
+O(pme−cn
1/2/m3/2)
≤ 1 +O(1/p+ pme−cn
1/2/m3/2).
Summing over all λ1, . . . , λm and considering all possible partitions of {1, . . . ,m}
defined by equality among the λ’s, it follows that
ERϕ(p)
m ≤ Bm(1 +O(1/p+ p
me−cn
1/2/m3/2)).
3The bound provided by this argument is unfortunately not uniform in µ near 0, so neither is
our main theorem.
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Averaging over primes, and again using Proposition 3.2 with K = Q,
E
∑
p
Rϕ(p)
mwX(log p) ≤
∑
p
Bm(1 +O(1/p+ p
me−cn
1/2/m3/2))wX(log p)
= Bm(1 +O(e
−X + emX−cn
1/2/m3/2))(1 +O(X2e−X/2))
= Bm
(
1 +O(X2e−X/2 + emX−cn
1/2/m3/2)
)
.
Fix X = cn1/2/m5/2 for a sufficiently small constant c. Using Bm ≤ m
m, it follows
that
E
∑
p
Rϕ(p)
mwX(log p) ≤ Bm +O
(
e−cn
1/2/m5/2
)
.
On the other hand, by Proposition 3.5 we also have
E
∑
p
Rϕ(p)
mwX(log p) = E|Ω
m/G|+O(mn2m+1X2e−X/2 log(Hn)).
Hence
E|Ωm/G| ≤ Bm +O
(
e−cn
1/2/m5/2
)
.
Trivially |Ωm/G| ≥ Bm, so
P(|Ωm/G| > Bm) . e
−cn1/2/m5/2 .
Note that |Ωm/G| = Bm if and only if G is m-transitive. Taking m to be a suffi-
ciently large constant, it follows from Fact 1.6 that Gal(ϕ) ≥ An with probability
1−O(e−cn
1/2
), as claimed.
4. The local problem, part 1: singularity of matrices over Fq
In this section we prove Theorem 1.4. Recall the context: A measure µ on Fq is
called α-balanced if µ(x+H) ≤ 1− α for every x ∈ Fq and every proper subgroup
H < Fq. Let µ = (µij)1≤i,j≤n be a matrix of α-balanced measures on Fq, and let
M(µ) denote the distribution of matrices M ∈ Mn(q) with independent entries and
Mij ∼ µij . The claim is that
P(M nonsingular) =
∞∏
i=1
(1− 1/qi) +Oα(e
−cαn).
Fix some constant parameters
ζ ≪ δ ≪ η ≪ 1.
Let X1, . . . , Xn be the rows of M , so
Xi ∼ µi1 ⊗ · · · ⊗ µin. (1)
Let Mk be the top k × n submatrix. Let rowMk be the row space of Mk, i.e.,
rowMk = 〈X1, . . . , Xk〉.
We will prove that rowMk is suitably generic with respect to µ with high probability
for all k ≥ (1− η)n. For a subspace V ≤ Fnq , let
ρi(V ) = max
x∈Fnq
|P(Xi ∈ x+ V )− 1/q
codimV |;
ρ(V ) = max
i
ρi(V ).
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The quantity ρi(V ) measures the nonuniformity of Xi mod V , and ρ(V ) measures
the maximum nonuniformity among X1, . . . , Xn mod V . For v ∈ F
n
q , the support
of v is
supp v = {i ∈ [n] : vi 6= 0}.
We use the following taxonomy for subspaces V ≤ Fnq (adapted from [M]):
sparse: V is called sparse if there is a nonzero v ⊥ V with | supp v| ≤ δn;
unsaturated: V is called unsaturated if V is not sparse and
ρ(V ) > max(e−ζαn, 10/qcodimV );
semi-saturated: V is called semi-saturated if V is not sparse and
e−ζαn < ρ(V ) ≤ 10/qcodimV ;
saturated: V is called saturated if V is not sparse and
ρ(V ) ≤ e−ζαn.
In this language, the main assertion is the following.
Theorem 4.1. For M ∼ M(µ) and k ≥ (1− η)n,
P(rowMk is saturated) = 1−Oα(e
−cαn).
The proof occupies the rest of this section, but first let us see how Theorem 1.4
follows. The following theorem is a generalization.
Theorem 4.2. For M ∼ M(µ),
P(dim rowMk = k) =
∞∏
i=n−k+1
(1 − 1/qi) +Oα(e
−cαn).
To deal with k < (1−η)n we will use the following well-known lemma of Odlyzko,
which will also be used repeatedly in the rest of the paper.
Lemma 4.3 (Odlyzko, see [BVW, Lemma B.1; M, Lemma 2.2]). If V ≤ Fnq is an
affine subspace and X ∈ Fnq has independent α-balanced entries then
P(X ∈ V ) ≤ (1 − α)codimV .
Proof of Theorem 4.2. Let
εk =
∣∣∣∣∣P(dim rowMk = k)−
∞∏
i=n−k+1
(1− 1/qi)
∣∣∣∣∣ .
We claim that εk ≤ e
−cαn for all k. If k − 1 < (1− η)n, then by Odlyzko’s lemma
P(dim rowMk < k) ≤ k(1− α)
n−k+1 ≤ ne−αηn,
and
∞∏
i=n−k+1
(1− 1/qi) = 1 +O(1/qn−k+1) = 1 +O(2−ηn),
so the claim holds trivially. Suppose k − 1 ≥ (1− η)n. We have dim rowMk = k if
and only if dim rowMk−1 = k − 1 and Xk /∈ rowMk−1. Conditional on rowMk−1
being saturated and (k − 1)-dimensional,
P(Xk /∈ rowMk−1) = 1− 1/q
n−k+1 +O(e−cαn).
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Hence, using Theorem 4.1,
P(dim rowMk = k) = P(dim rowMk−1 = k − 1)(1− 1/q
n−k+1 +O(e−cαn))
+O(P(rowMk−1 not saturated))
= P(dim rowMk−1 = k − 1)(1− 1/q
n−k+1) + Oα(e
−cαn).
Hence
εk ≤ εk−1 +Oα(e
−cαn).
It follows that εk .α ne
−cαn .α e
−c′αn, as claimed. 
We now proceed with the proof of Theorem 4.1. The proof consists of bound-
ing the probability that rowMk is sparse, semi-saturated, or unsaturated. The
unsaturated case is the most interesting and will be handled last.
4.1. Sparse subspaces. Note (rowMk)
⊥ = kerMk. Suppose supp v = {j1, . . . , js}.
Let Cj ∈ F
k
q denote the jth column of Mk. If Mkv = 0 then
Cjs ∈ 〈Cj1 , . . . , Cjs−1〉. (2)
For fixed j1, . . . , js, (2) occurs with probability at most (1− α)
k−s+1 by Odlyzko’s
lemma. Hence, by the union bound,
P(rowMk is sparse) ≤
∑
s≤δn
(
n
s
)
(1 − α)k−s+1.
Assuming δ = δ(α) is sufficiently small and k ≥ (1− η)n, this is bounded by e−cαn
as desired.
Remark 4.4. To make δ and ultimately the constant c in Theorem 4.1 independent
of α, use the above argument only for s up to O(α−1). For larger s, use the following
argument.
Suppose v ∈ kerMk has minimal support, say S ⊂ [n] of size s. The set of vectors
u ∈ kerMk supported on S must be precisely the line 〈v〉, or else we could find a
linear combination with smaller support. There are some s− 1 rows (Xi : i ∈ T ) of
Mk whose restrictions to S span v
⊥|S , and in particular determine v up to a scalar.
For fixed S, T , and v, and M ′ = (Xi : i /∈ T ),
P(M ′v = 0) =
∏
i/∈T
P(Xi · v = 0).
By [M, Lemma 2.4] or [NP, Theorem A.21], P(M ′v = 0) ≤ (2/3)k−s+1. Hence by
summing over S and T we get the bound∑
Cα−1<s≤δn
(
n
s
)(
k
s− 1
)
(2/3)k−s+1,
which is negligible as long as δ is sufficiently small independently of α.
This improvement is not important for the application to Theorem 1.3, in which
α is considered a constant.
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4.2. Semi-saturated subspaces. The large spectrum of a measure µ on Fq is
Spect µ = {u ∈ Fq : |µ̂(u)| ≥ t}.
Here we are identifying Fq with its own dual group in the usual way by fixing a
nontrivial character χ : Fq → S
1 and defining
µ̂(u) =
∑
x∈Fq
µ(x)χ(−ux).
Lemma 4.5 ([M, Lemma 3.2]; see also [TV, Lemma 4.37]). For ε1, . . . , εk ≥ 0,
Spec1−ε1 µ+ · · ·+ Spec1−εk µ ⊂ Spec1−k(ε1+···+εk) µ.
The following lemma is essentially contained in [M, Section 3.2].
Lemma 4.6. Suppose µ is an α-balanced measure on Fq. Then
| Spec1−εα µ \ {0}| . ε
1/2q.
Proof. Since µ is α-balanced, for any nonzero subgroup H ≤ Fq we have
min
H
|µ̂|2 ≤ ‖µ̂|H‖
2
2 = ‖µ mod H
⊥‖22 ≤ 1− α.
Hence Spec1−α/2 µ does not contain a subgroup. On the other hand, by Lemma 4.5,
k Spec1−k−2α/2 µ ⊂ Spec1−α/2 µ.
Hence by Kneser’s theorem
k| Spec1−k−2α/2 µ \ {0}| ≤ | Spec1−α/2 µ \ {0}| < q.
Take k ≍ ε−1/2. 
Now suppose V is a semi-saturated subspace of codimension d ≥ n− k, so
e−ζαn < max
i
ρi(V ) ≤ 10/q
d. (3)
Let i be an index realizing the maximum. By Fourier analysis,
P(Xi ∈ x+ V ) =
1
|V ⊥|
∑
v∈V ⊥
χ(x · v)
n∏
j=1
µ̂ij(vj),
ρi(V ) ≤
1
|V ⊥|
∑
v∈V ⊥\{0}
n∏
j=1
|µ̂ij(vj)|.
Hence there is some v ∈ V ⊥ \ {0} such that
ρi(V ) ≤
n∏
j=1
|µ̂ij(vj)|.
Taking logarithms and using log x ≤ x− 1,
n∑
j=1
(1− |µ̂ij(vj)|) ≤ log ρi(V )
−1 < ζαn.
By Markov’s inequality there is a set J ⊂ [n] of size |J | ≥ (1− δ/2)n such that
1− |µ̂ij(vj)| ≤ 2δ
−1ζα
for all j ∈ J , i.e.,
vj ∈ Spec1−2δ−1ζα µij .
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Moreover, since V is not sparse, | supp v| > δn, so there is a set J ′ = J ∩ supp v of
size |J ′| ≥ (δ/2)n such that
vj ∈ Spec1−2δ−1ζα µij \ {0}
for all j ∈ J ′. By Lemma 4.6,
| Spec1−2δ−1ζα µij \ {0}| . δ
−1/2ζ1/2q.
Hence the number of possibilities for v, accounting for the choice of i ∈ [n] and
J ′ ⊂ [n], is bounded by
n2n(Cδ−1/2ζ1/2q)(δ/2)nq(1−δ/2)n = O(1)n(ζ/δ)δn/4qn.
The number of d-dimensional subspaces containing v is O(qn(d−1)−d(d−1)), so the
number of possibilities for V is
O(1)n(ζ/δ)δn/4qdn−d(d−1).
For any fixed such V , we have
P(rowMk ≤ V ) ≤ (11/q
d)k,
by (3). Hence
P(rowMk ≤ some semi-saturated V of codim d)
. O(1)n(ζ/δ)δn/4qdn−d(d−1)(11/qd)k
= O(1)n(ζ/δ)δn/4qd(n−d+1−k)
≤ O(1)n(ζ/δ)δn/4qd,
where in the last line we used d ≥ n− k. Using (3) again, this is bounded by
O(1)n(ζ/δ)δn/4eζαn.
As long as ζ is sufficiently small depending on δ this is exponentially negligible.
4.3. Unsaturated subspaces. Finally, we consider unsaturated subspaces. Let
Ui be the set of unsaturated subspaces V ≤ F
n
q such that
ρ(V ) = ρi(V ).
It suffices to show that
P(rowMk ∈ Ui) ≤ e
−cn (4)
for each i separately. To do this we will construct new measures (νij)1≤j≤n, each
still α/8-balanced, such that if (cf. (1))
Y ∼ νi1 ⊗ · · · ⊗ νin (5)
and N isMk but with most of the rows replaced with independent copies of Y then,
for any V ∈ Ui,
P(rowMk = V ) ≤ e
−cnP(rowN = V ).
We will then use the disjointness of the events {rowN = V } to infer (4).
Let Y1, . . . , Yr be independent copies of Y , and V a subspace. Let
BV = {Y1, . . . , Yr lin. ind. and in V }.
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Clearly
P(BV ) = P(Y1, . . . , Yr ∈ V )−P(Y1, . . . , Yr lin. dep. in V )
= P(Y ∈ V )r −P(Y1, . . . , Yr lin. dep. in V ),
and by Odlyzko’s lemma
P(Y1, . . . , Yr lin. dep. in V ) ≤ rP(Y ∈ V )
r−1(1− α/8)n−r+1
so
P(BV )
P(Y ∈ V )r
≥ 1− r(1 − α/8)n−r+1/P(Y ∈ V ). (6)
When we fix parameters we will ensure that this is at least 1/2.
By independence of X1, . . . , Xk and Y1, . . . , Yr,
P(rowMk = V ) =
P(BV ∧ rowMk = V )
P(BV )
.
If BV holds and rowMk = V then, by the Steinitz exchange lemma from elementary
linear algebra, we can find k − r rows of Mk that together with Y1, . . . , Yr span V ,
and the remaining rows of Mk must also be contained in V ; hence
P(BV ∧ rowMk = V ) ≤
∑
R⊂[k]
|R|=r
P(rowNR = V )
∏
i′∈R
P(Xi′ ∈ V ),
where NR is Mk but with the rows (Xi′ : i
′ ∈ R) replaced with (Y1, . . . , Yr). Thus
P(rowMk = V ) .
∑
R⊂[k]
|R|=r
P(rowNR = V )max
i′
(
P(Xi′ ∈ V )
P(Y ∈ V )
)r
.
Summing over V ∈ Ui,
P(rowMk ∈ Ui) .
∑
R⊂[k]
|R|=r
P(rowNR ∈ Ui) max
V ∈Ui
max
i′
(
P(Xi′ ∈ V )
P(Y ∈ V )
)r
≤
(
k
r
)
max
V ∈Ui
max
i′
(
P(Xi′ ∈ V )
P(Y ∈ V )
)r
.
Fix r = ⌊0.99k⌋. To complete the proof of (4), we must show that (νij)1≤j≤n can
be chosen so that, for all V ∈ Ui,
(a) P(Y ∈ V ) > 2r(1− α/8)n−r+1 (so that (6) ≥ 1/2);
(b) maxi′ P(Xi′ ∈ V )/P(Y ∈ V ) ≤ 0.6.
We will construct (νij)1≤j≤n so that, for all V ∈ Ui,
ρi(V ) ≤ (1/2 + o(1))|P(Y ∈ V )− 1/q
codimV |, (7)
and the conditions (a) and (b) above follow from this. Indeed, for V ∈ Ui of
codimension d,
|P(Y ∈ V )− 1/qd| ≥ (2 + o(1))max(e−ζαn, 10/qd).
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Since the right-hand side is bigger than 1/qd the absolute values on the left-hand
side may be dropped, so certainly (a) is satisfied (since r ≤ 0.99n and ζ ≪ 1). Also
P(Xi′ ∈ V ) ≤ 1/q
d + ρ(V )
≤ 1/qd + (1/2 + o(1))(P(Y ∈ V )− 1/qd))
= (1/2 + o(1))(P(Y ∈ V ) + 1/qd)
≤ (1/2 + 1/21 + o(1))P(Y ∈ V ),
so (b) is satisfied too.
Lemma 4.7 (Cf. [M, Proposition 3.6]). Let µ be an α-balanced measure on Fq.
There is a probability measure ν with the following properties:
(1) ν is α/8-balanced;
(2) ν̂ > 0;
(3) ν̂4 ≥ |µ̂|;
(4) ν̂(s+ t)2 ≥ |µ̂(s)||µ̂(t)| for all s, t ∈ Fq.
Proof. Fix any constant γ ≤ 1/8 and let
ν = (1− γ)δ + γµ ∗ µ−,
where δ is the mass at zero and µ− is the image of µ under x 7→ −x. Clearly ν is
γα-balanced, so (1) holds. The Fourier transform of ν is
ν̂ = 1− γ + γ|µ̂|2,
so (2) holds. Suppose |µ̂(s)| = 1− ε. Then
ν̂(s) = 1− γ + γ(1− ε)2 ≥ 1− 2γε,
so
ν̂(s)4 ≥ 1− 8γε.
Since γ ≤ 1/8 this proves (3). For (4), let ε1 = 1− |µ̂(s)| and ε2 = 1− |µ̂(t)|. Then,
by Lemma 4.5, |µ̂(s+ t)| ≥ 1− 2(ε1 + ε2), so
ν̂(s+ t) ≥ 1− γ + γ(1− 4(ε1 + ε2))
= 1− 4γ(ε1 + ε2)
≥ (1 − 8γε1)
1/2(1 − 8γε2)
1/2.
Since γ ≤ 1/8 this proves (4). 
Let νij be the measure constructed as above from µij . Let Y satisfy (5). The
following lemma verifies (7) and thus completes the proof of (4).
Lemma 4.8 (Cf. [M, Lemma 2.8]). Let V be a subspace, and assume every nonzero
v ⊥ V has at least s nonzero entries. Then
ρi(V ) ≤
(
1/2 + e−cαs
)
|P(Y ∈ V )− 1/qcodimV |.
Proof. Define
f(v) =
n∏
j=1
µ̂ij(vj), F (t) = {v ∈ V
⊥ : |f(v)| ≥ t}, F ′(t) = F (t) \ {0},
g(v) =
n∏
j=1
ν̂ij(vj), G(t) = {v ∈ V
⊥ : g(v) ≥ t}, G′(t) = G(t) \ {0}.
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By Fourier analysis,
P(Xi ∈ x+ V ) =
1
|V ⊥|
∑
v∈V ⊥
χ(x · v)f(v),
P(Y ∈ V ) =
1
|V ⊥|
∑
v∈V ⊥
g(v),
so it suffices to prove∑
v∈V ⊥\{0}
|f(v)| ≤
(
1
2
+ e−cαs
) ∑
v∈V ⊥\{0}
g(v).
Since |f(v)| ≤ g(v)4 (by Lemma 4.7(3)) we have∑
v∈V ⊥\{0}:f(v)<ε
|f(v)| ≤ ε3/4
∑
v∈V ⊥\{0}
g(v).
The other part is ∑
v∈V ⊥\{0}:f(v)≥ε
|f(v)| =
∫ ∞
ε
|F ′(t)| dt + ε|F ′(ε)|.
By Lemma 4.7(4) and tensorization,
g(u+ v)2 ≥ |f(u)||f(v)|
for all u, v ∈ Fnq . Hence
F (t) + F (t) ⊂ G(t).
Thus by Kneser’s theorem either
2|F ′(t)| ≤ |G′(t)| (8)
or G(t) contains a nontrivial subgroup. Assume G(ε) does not contain a nontrivial
subgroup. Then (8) holds for all t ≥ ε, so∫ ∞
ε
|F ′(t)| dt+ ε|F ′(ε)| ≤
1
2
(∫ ∞
ε
|G′(t)| dt+ ε|G′(ε)|
)
=
1
2
∑
v∈V ⊥\{0}:g(v)≥ε
g(v).
Hence ∑
v∈V ⊥\{0}
|f(v)| ≤
(
1
2
+ ε3/4
) ∑
v∈V ⊥\{0}
g(v).
It remains to choose ε so that G(ε) does not contain a nontrivial subgroup.
Suppose G(ε) contains tv for all t ∈ Fp (the prime subfield of Fq), where v ∈ V
⊥,
i.e.,
n∏
i=1
ν̂ij(tvj) ≥ ε.
By the AM–GM inequality,
1
n
n∑
j=1
ν̂ij(tvj)
2 ≥ ε2/n.
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Let S = supp v, and for each j ∈ S let Hj be the subgroup of Fq generated by vj .
Then
ε2/n ≤
|Sc|
n
+
1
n
∑
j∈S
‖ν̂|Hj‖
2
2 (by averaging over t ∈ Fp)
=
|Sc|
n
+
1
n
∑
j∈S
‖ν mod H⊥j ‖
2
2 (by Parseval)
≤
|Sc|
n
+
|S|
n
(1− α/8) (since νij is α/8-balanced)
≤ 1− s/n+ (s/n)(1− α/8) (since |S| ≥ s)
= 1− (s/n)(α/8).
Hence ε ≤ exp(−αs/16). Thus we may take ε = exp(−αs/17). 
5. The local problem, part 2: correlations of eigenvalues
In this section we study correlations of eigenvalues. Assume m > 1 and let
λ1, . . . , λm ∈ Fq. For M ∼ M(µ), let
R = Rλ1,...,λm =
m⋂
j=1
row(M − λj).
From elementary linear algebra,
R⊥ =
m∑
j=1
ker(M − λj) = ker(M − λ1) · · · (M − λm). (9)
We will adapt the method of the previous section to prove that R is suitably generic
with high probability. However, one or two aspects of the proof are now much more
troublesome, so we must make a few adjustments to the hypotheses and taxonomy:
1. Assume m is not too large: m2m < cα2n/ logn.
2. Assume q is not too large: log q < cα2n/(m2m).
3. Assume q is not too small: q ≥ C for some large constant C (C = ζ−1/2).
4. Call V sparse only if there is some nonzero v ⊥ V with | supp v| ≤ Cα−1
for some large constant C.
5. Narrow the definitions of unsaturated and semi-saturated and broaden the
definition of saturated by replacing e−ζαn with the larger quantity
exp(−ζ(αn/m)1/2).
Theorem 5.1. For M ∼ M(µ) and fixed distinct λ1, . . . , λm ∈ Fq,
P(Rλ1,...,λm is saturated) = 1−Oα(exp (−cαn/(m2
m))).
The most novel part of the argument is now the treatment of sparse vectors,
which requires some reasoning about the polynomial evaluation (M − λ1) · · · (M −
λm)v. The unsaturated case is also more complicated and the reason we need to
broaden the meaning of saturated.
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5.1. Sparse subspaces. From (9), v ⊥ R if and only if
(M − λ1) · · · (M − λm)v = 0. (10)
For each fixed v (sparse or not) we will show that (10) has probability bounded
by O(exp
(
−αn/(m2m+1)
)
). Since the number of v of support size at most s is at
most
(
n
s
)
qs, we may sum over all possibilities for v, and it follows that
P(∃ nonzero v ⊥ R of support ≤ s) .
(
n
s
)
qs exp(−αn/(m2m+1)).
We are assuming that s ≤ Cα−1 (with the value of C determined by a later part
of the argument), so this is exponentially negligible provided
Cα−1(logn+ log q) < cαn/(m2m),
as in our hypotheses.
To bound the probability of (10), we use a block decomposition of M combined
with a decoupling trick familiar from the quadratic Littlewood–Offord problem (see
[CTV, Lemma 6.3] or [TV, Section 7.6]). To explain the trick, suppose X and Y are
independent random variables and f(X,Y ) is a function taking values in a vector
space, and suppose we are interested in P(f(X,Y ) = 0). Let X ′ be an independent
copy of X . By Cauchy–Schwarz,
P(f(X,Y ) = 0) ≤ P(f(X,Y ) = f(X ′, Y ) = 0)1/2
≤ P(f(X,Y )− f(X ′, Y ) = 0)1/2.
In particular, applying this iteratively to a function of the form f(X1, . . . , Xk, Y ),
P(f(X1, . . . , Xk, Y ) = 0) ≤ P
∑
ω⊂[k]
(−1)|ω|f(Xω, Y ) = 0
1/2
k
,
where Xω indicates (X1, . . . , Xk) but with Xi replaced with X
′
i for i ∈ ω. This
trick is useful for reducing a polynomial problem to a multilinear problem.
Suppose [n] is partitioned into m blocks of sizes n1, . . . , nm ≥ ⌊n/m⌋. Let the
corresponding block decomposition of M be
M =
B11 · · · B1m... . . . ...
Bm1 · · · Bmm
 .
Here Bab is an na × nb matrix with independent α-balanced entries, and different
blocks are independent. Let f(t) = (t − λ1) · · · (t− λm). The block decomposition
of f(M)v is
f(M)v =
( ∑
x1,...,xm
(Bx0x1 − λ1δx0x1) · · · (Bxm−1xm − λmδxm−1xm)vxm
)m
x0=1
.
We will treat the blocks B12, B23, . . . , Bm1 specially. Let B
′
12, B
′
23, . . . , B
′
m1 be
independent copies of these blocks. For ω ⊂ [m] let Mω be equal to M but with
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the blocks indicated by ω replaced with their primed versions, e.g.,
M [m] =

B11 B
′
12 B13 · · · B1m
B21 B22 B
′
23 · · · B2m
...
. . .
...
Bm−1,1 Bm−1,2 Bm−1,3 · · · B
′
m−1,m
B′m1 Bm2 Bm3 · · · Bmm
 .
By m applications of Cauchy–Schwarz,
P(f(M)v = 0) ≤ P
 ∑
ω⊂[m]
(−1)|ω|f(Mω)v = 0
1/2
m
.
The first block of
∑
ω⊂[m](−1)
|ω|f(Mω)v is∑
ω⊂[m]
(−1)|ω|(f(Mω)v)1 = (B12 −B
′
12)(B23 −B
′
23) · · · (Bm1 −B
′
m1)v1.
We may assume v1 6= 0. Each of the differences B12 − B
′
12, . . . , Bm1 − B
′
m1 is
again a matrix with independent α-balanced entries. If (f(M)v)1 = 0, there is
some largest index i such that
(Bi,i+1 −B
′
i,i+1) · · · (Bm1 −B
′
m1)v1 = 0.
Since different blocks are independent, it follows from m applications of Odlyzko’s
lemma that
P((B12 −B
′
12) · · · (Bm1 −B
′
m1)v1 = 0) ≤
m∑
i=1
(1− α)ni ≤ m(1− α)⌊n/m⌋
Hence
P(f(M)v = 0) ≤
(
m(1− α)⌊n/m⌋
)1/2m
. (1 − α)⌊n/m⌋/2
m
.
Assuming m < n/2, we may bound this by
exp(−αn/(m2m+1)),
which proves our claim.
5.2. Semi-saturated subspaces. The following lemma is a linear version of the
Chinese remainder theorem. It will be used several times.
Lemma 5.2. Let λ1, . . . , λm ∈ Fq be distinct, let V1, . . . , Vm be subspaces such that
V ⊥1 , . . . , V
⊥
m are independent, and let V = V1 ∩· · · ∩Vm. There are x1, . . . , xn ∈ F
n
q
such that
m⋂
j=1
(λjei + Vj) = xi + V (1 ≤ i ≤ n).
Proof. The linear map Fnq /V → F
n
q /V1 ⊕ · · · ⊕ F
n
q /Vm is injective by definition of
V , so surjective by comparing dimensions. 
Suppose V ≤ Fnq is semi-saturated and d-codimensional. Then
e−ζαn ≤ exp(−ζ(αn/m)1/2) < ρ(V ) ≤ 10/qd.
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Consider all ways of decomposing V ⊥ = V ⊥1 ⊕ · · · ⊕ V
⊥
m , and we will consider the
possibility
row(M − λj) ≤ Vj (j ∈ [m]).
Since V ⊥ has dimension d, the number of ways of decomposing V ⊥ is bounded by
the number of partitions of [d] into m intervals times the number of ordered bases
of V ⊥, which is at most 2dqd
2
. For each, we have, using Lemma 5.2,
P
Xi ∈ m⋂
j=1
(λjei + Vj)
 = P(Xi ∈ xi + V )
≤ 11/qd
since V is semi-saturated. Hence, by independence of the rows,
P
 m⋂
j=1
{row(M − λj) ≤ Vj}
 ≤ (11/qd)n.
Hence
P
 m⋂
j=1
row(M − λj) ≤ V
 ≤ O(1)nqd2−dn.
As in the previous section, there is some i ∈ [n] and some v ∈ V ⊥ \ {0} such that
n∑
j=1
(1− |µ̂ij(vj)|) < ζαn,
so by Markov’s inequality there is a set J ⊂ [n] of size |J | ≥ n/2 such that
vj ∈ Spec1−2ζα µij
for all j ∈ J . By Lemma 4.6, assuming q ≥ ζ−1/2 (one of our hypotheses),
| Spec1−2ζα µ| ≤ O(ζ
1/2q) + 1 = O(ζ1/2q).
Hence the number of possibilities for v is bounded by
n2nO(ζ1/2q)n/2qn/2 = O(1)nζn/4qn,
and the number of possibilities for V is bounded by
O(1)nζn/4qdn−d(d−1).
Hence
P(R semi-saturated ∧ codimR = d) ≤ O(1)nζn/4qd.
For any semi-saturated V we have qd = O(1)n, so this is negligible provided ζ is
sufficiently small.
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5.3. Unsaturated subspaces. Finally we consider unsaturated subspaces. Let Ui
be the set of m-tuples (V1, . . . , Vm) such that V = V1 ∩ · · · ∩ Vm is unsaturated and
ρ(V ) = ρi(V ). Let R be the m-tuple (row(M − λj))
m
j=1 whose intersection is R. It
suffices to show that
P(R ∈ Ui) ≤ e
−cn (11)
for each i. Here is a brief summary of the argument. Let νij be constructed from
µij as in Lemma 4.7. Let
R′ = (row(N1), . . . , row(Nm)),
where Nj is M −λj but with most of the rows replaced with independent copies of
Y , where Y satisfies (5). Then we will show that, for any V ∈ Ui,
P(R = V) ≤ e−cnP(R′ = V).
We will then use the disjointness of the events {R′ = V} to infer (11).
Let V ∈ Ui. Let Y1, . . . , Yr be independent copies of Y . Let t = n− r. Let
BV = {Y1, . . . , Yr lin. ind. and in V }.
As before, by Odlyzko’s lemma
P(BV ) ≥ 1− r(1 − α/8)
t+1/P(Y ∈ V ). (12)
We will again ensure that this is at least 1/2. By independence of X1, . . . , Xn and
Y1, . . . , Yr,
P(R = V) =
P(BV ∧R = V)
P(BV )
.
If BV holds and row(M − λj) = Vj for each j then, by the exchange lemma, for
each j ∈ {1, . . . ,m} there is a set Tj ⊂ [n] of size t such that row(Nj) = Vj ,
where Nj is the matrix obtained from M − λj by replacing the rows indexed by
T cj with Y1, . . . , Yr. The rows indexed by T
c
j must also be contained in Vj . Let
T = T1 ∪ · · · ∪ Tm.
4 Then
P(B ∧R = V) ≤
∑
σ∈Σ
P(Rσ = V)
∏
i′ /∈T
P
 m⋂
j=1
{Xi′ − λjei′ ∈ Vj}
,
where Σ is the set of all σ = (T1, . . . , Tm) such that Tj ⊂ [n] and |Tj | = t for each
j, and
Rσ = (row(N1), . . . , row(Nm)).
Hence, using Lemma 5.2,
P(R = V) .
∑
σ∈Σ
P(Rσ = V)
∏
i′ /∈T P
(⋂m
j=1{Xi′ − λjei′ ∈ Vj}
)
P(Y ∈ V )r
=
∑
σ∈Σ
P(Rσ = V)
∏
i′ /∈T P(Xi′ − xi′ ∈ V )
P(Y ∈ V )r
≤
∑
σ∈Σ
P(Rσ = V)max
i′
P(Xi′ − xi′ ∈ V )
n−mt
P(Y ∈ V )r
.
4The need to take the union here is the reason we have to broaden the definition of unsaturated,
and ultimately the reason why O(exp(−cn1/2)) appears in Theorem 1.3 rather than O(e−cn).
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Summing over V ∈ Ui, and assuming mt < n/2,
P(R ∈ Ui) .
∑
σ∈Σ
P(Rσ ∈ Ui) max
V∈Ui
θ
n/2
V /P(Y ∈ V )
(m−1)t
≤
(
n
t
)m
max
V∈Ui
θ
n/2
V /P(Y ∈ V )
(m−1)t,
where
θV = max
i′
P(Xi′ − xi′ ∈ V )
P(Y ∈ V )
.
To complete the argument, we must show that, for all V ∈ Ui,
(a) P(Y ∈ V ) ≥ 2r(1− α/8)t+1 (so that (12) ≥ 1/2);
(b) P(Y ∈ V )(m−1)t > e−n/10;
(c) θV ≤ 0.6.
Let V ∈ Ui and let d = codimV . By Lemma 4.8,
10/qd < ρ(V ) = ρi(V ) ≤
(
1/2 + e−cαs
)
|P(Y ∈ V )− 1/qd|,
provided that V ⊥ has no nonzero vector with support size less than s. In particular
P(Y ∈ V ) > 20(1 + 2e−cαs)−1/qd, and
P(Xi′ ∈ V ) ≤ 1/q
d + ρ(V )
≤ 1/qd + (1/2 + e−cαs)(P(Y ∈ V )− 1/qd))
≤ (1/2 + e−cαs)(P(Y ∈ V ) + 1/qd)
≤ (1/2 + e−cαs)(1 + (1 + 2e−cαs)/20)P(Y ∈ V ),
so (c) is satisfied, provided s > Cα−1 for large enough C. Moreover, since
P(Y ∈ V ) > ρ(V ),
(a) and (b) are satisfied provided
ρ(V ) ≥ max
{
2r exp(−cαt), exp(−c(m− 1)−1t−1n)
}
.
A good choice for t is t ≍ (α−1n/m)1/2. Then it suffices that
ρ(V ) > exp
(
−ζ(αn/m)1/2
)
for sufficiently small constant ζ, as in the definition of unsaturated.
5.4. Correlations of eigenvalues. In this last subsection we will use Theorem 5.1
to prove Theorem 1.5. We assume m < c logn and
C ≤ log q < (ζ/2)(αn)1/2/m3/2.
Let λ1, . . . , λm ∈ Fq be distinct and let M ∼ M(µ). Recall that Eλ is the event
that M has eigenvalue λ. We will estimate
P(Eλ1 ∩ · · · ∩Eλm).
Let
R =
m⋂
j=1
row(M − λj).
By Theorem 5.1,
P(R not saturated) .α exp (−cαn/(m2
m)).
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By Theorem 4.2,
P(codimR ≥ md) ≤
m∑
j=1
P(codim row(M − λj) ≥ d) . mq
−d.
Fix an integer d ≥ 1 so that
d log q
ζ(αn)1/2/m3/2
∈ [1/4, 1/2].
Then
P(R saturated ∧ codimR ≤ md) = 1−Oα(exp(−cζ(αn)
1/2/m3/2)). (13)
Let Eλ(v) = {Mv = λv}. Since λ1, . . . , λm are distinct,
Eλ1 ∩ · · · ∩ Eλm =
⋃
v1,...,vm∈F
n
q
lin. ind.
Eλ1(v1) ∩ · · · ∩ Eλm(vm).
Fix linearly independent v1, . . . , vm ∈ F
n
q . Let V = v
⊥
1 ∩ · · · ∩ v
⊥
m. If the event
Eλ1(v1) ∩ · · · ∩ Eλm(vm) holds then R ≤ V , so
ρ(V ) ≤ qdim(V/R)ρ(R).
Assuming R is saturated and codimR ≤ md, we therefore must have
ρ(V ) < exp(−(ζ/2)(αn/m)1/2) (14)
(a deterministic condition on V ). Now
Eλ1(v1) ∩ · · · ∩ Eλm(vm) =
m⋂
j=1
n⋂
i=1
{(Xi − λjei) · vj = 0}
=
n⋂
i=1
Xi ∈
m⋂
j=1
(
λjei + v
⊥
j
) . (15)
By Lemma 5.2 there are x1, . . . , xn ∈ F
n
q (depending on λ1, . . . , λm, v1, . . . , vm)
such that
m⋂
j=1
(
λjei + v
⊥
j
)
= xi + V.
Hence
P
Xi ∈ m⋂
j=1
(
λjei + v
⊥
j
) = P(Xi ∈ xi + V )
= 1/qm +O(ρ(V )).
Thus by (15) and independence of X1, . . . , Xn,
P(Eλ1(v1) ∩ · · · ∩ Eλm(vm)) = (1/q
m +O(ρ(V )))n = q−mn expO(qmρ(V )n).
Summing over all linearly independent v1, . . . , vm up to scale, ignoring those not
satisfying (14), and accounting for the possibility that R is either not saturated or
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of codimension at least md using (13), it follows that
P(Eλ1 ∩ · · · ∩ Eλm) ≤
(qn − 1)m
(q − 1)m
q−mn expO(exp(−cζ(αn/m)1/2)n)
+Oα(exp(−cζ(αn)
1/2/m3/2)
= (q − 1)−m +Oα(exp(−cζ(αn)
1/2/m3/2)).
This finishes the proof of Theorem 1.5.
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