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Abstract
Over the past two decades, deterministic predictions of tropical cyclone (TC) intensity con-
sistently scored poorly in mean absolute error (MAE) verification, despite the concurrent
advancement of TC modeling and observing capabilities. Given the importance of under-
standing this situation for the future of TC intensity prediction, the "TC intensity prediction
problem" is examined here on two fronts: (1) the role of verification in driving the forecast
system development process, and (2) the inherent limit of predictability under the extant
TC observing network.
Verification is first examined from a theoretical perspective. It is shown that the use of
certain summary measures of probabilistic forecast performance in the forecast system de-
velopment process should be favored, because those summary measures promote production
of theoretically-optimal predictions. However, the choice of a summary measure for verifi-
cation of deterministic forecasts is arbitrary, since theoretically-optimal predictions cannot
be produced by a deterministic forecast system. It is also demonstrated that the summary
measure used in development of TC intensity forecast systems, MAE, does not necessarily
drive development of a deterministic dynamical model toward the true system dynamics. A
dynamical model should instead be developed in the context of ensemble prediction.
Within the current operational environment of deterministic TC intensity prediction, it
is shown that MAE provides a very limited view of forecast quality relative to the joint
distribution of forecasts and observations. Analysis of the joint distribution reveals the
profound influence of MAE-driven TC intensity forecast system development on the quality of
operational predictions. Furthermore, the joint distribution inspires an information-theoretic
summary measure with appealing properties.
The predictability of TC intensity is examined in the context of a simple dynamical
TC model (the Coupled Hurricane Intensity Prediction System), in which it is feasible to
explore an extensive phase space of initial conditions and idealized environmental boundary
conditions. Lessons learned about the sensitivity of the simulated intensity are used to
interpret ensemble predictions of real TCs. These ensemble predictions, and the associated
estimates of analysis error used in formulation of the ensemble perturbations, represent a
key step forward toward the goal of real-time probabilistic prediction of TC intensity.
Thesis Supervisor: Kerry A. Emanuel
Title: Breene M. Kerr Professor of Atmospheric Science
Not to be absolutely certain is, I think, one of the essential things
in rationality.
- Bertrand Russell, philosopher and mathematician (1872-1970)
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Chapter 1
Introduction
1.1 Motivation and objective
The numerous hurricane landfalls along the U.S. coast during the years 2004-08 have pro-
vided frequent reminders that tropical cyclones (TCs) are economically costly and remain a
serious threat to the lives of coastal residents. Adjusted for inflation, seven of the thirteen
most damaging TCs occurred in 2004 and 2005 alone (Blake et al. 2007), reflecting both the
exceptional Atlantic basin TC activity during those years and the long-term trends of in-
creasing wealth and population along the U.S. coast1 . Regardless of whether or not Atlantic
basin TC activity increases in the years to come, the continuing concentration of people and
wealth in coastal areas can be expected to cause the average annual damage cost to increase
from the current value of 10 billion dollars per year (Pielke Jr. et al. 2008). And most im-
portantly, beyond its record toll in monetary cost, Hurricane Katrina (2005) demonstrated
that tropical cyclones can still cause large-scale loss of life in the U.S.
Long-term planning (evacuation route capacity, coastal development planning, building
codes, etc.) is certainty important in mitigating the economic damage and loss of life due to
TCs, but it is the prediction of a particular TC's future characteristics that drives the short-
term response of communities to an impending threat of TC landfall. TC forecasts serve
as input to the evacuation and preparation decisions made by public officials and individual
citizens alike (Regnier 2008; Zhang et al. 2007). It is the responsibility of the meteorological
community, and in particular the National Hurricane Center (NHC, provider of the "official"
predictions for Atlantic and East Pacific TCs), to provide TC forecasts that are useful to
the aforementioned decision-makers.
Currently, the NHC provides deterministic predictions of a TC's track, intensity (maxi-
mum 1-minute average sustained wind at 10 m above the surface), and horizontal extent of
the surface wind field (Rappaport et al. 2008). These deterministic predictions form the back-
bone of the official TC forecast product suite. They are augmented by a recently-developed
1The 2008 tandem of Hurricane Ike and Hurricane Gustav are expected to come in near the top of the
inflation-adjusted damage cost list as well, but final reports on these storms from the National Hurricane
Center are yet to be issued.
probabilistic wind speed product (Gross et al. 2004) and a multicategory probabilistic inten-
sity prediction, both of which are based on the aforementioned deterministic forecasts and
the statistics of past deterministic forecast errors (Chris Landsea, personal communication).
The utility of the official TC predictions is user-dependent, and has received little sys-
tematic study2 . Instead, evaluative efforts have focused on the quality of the official TC
predictions, which depends only on the relationship between the forecasts and the corre-
sponding observations (in general, the utility of predictions correlates with their quality, so
this is a reasonable approach). Each year, the NHC calculates two summary verification mea-
sures for the official deterministic track and intensity forecasts, mean absolute error (MAE)
and mean error (e.g. Franklin 2008). These scalar measures summarize forecast accuracy
and forecast bias, respectively, both attributes of the broader concept of forecast quality.
The yearly MAE of official TC track forecasts shows a consistent decreasing trend over the
past two decades, with the contemporary MAE roughly half that of 20 years ago (see Fig.
5-2). This steady improvement of official TC track forecast accuracy has been attributed to
the concurrent improvement of guidance from global atmospheric models (Elsberry 2005).
However, in stark contrast to the MAE of the official TC track predictions, the MAE of the
official TC intensity predictions shows no discernible trend during the past two decades (see
Fig. 5-1). Official intensity forecasts, and the guidance used in preparing such predictions, re-
main quite inaccurate. For example, the contemporary 72 h lead time MAE is approximately
18 kt, very close to the average range of a category on the 1-5 Saffir-Simpson Hurricane Scale.
This is a significant level of error, given that the decisions made by citizens and emergency
managers are often couched in terms of the predicted Saffir-Simpson category. Thus, one of
the highest priorities in the TC research community is to develop intensity guidance that
enables the NHC to produce more accurate official intensity predictions.
While there is widespread agreement that operational deterministic TC intensity fore-
casts (i.e. real-time official forecast and model forecasts) are in dire need of improvement,
there is a very limited understanding of why such forecasts are so "bad" in the first place.
This deficiency begins with an incomplete assessment of the quality of operational deter-
iministic TC intensity forecasts, due to the almost exclusive application of mean absolute
error verification. The relationship between a sample of forecasts and the corresponding
sample of observations (i.e. forecast quality) is much more complex than can be expressed
by a scalar summary measure. Indeed, it is the joint probability distribution of forecasts
and observations that expresses the full complexity of forecast quality. The joint distribu-
tion is the fundamental instrument of the "distributions-oriented" approach to verification
(Murphy and Winkler 1987), which is applied to comprehensively assess the quality of op-
erational deterministic TC intensity forecasts in Chapter 4. A summary measure describes
a particular attribute of forecast quality by encapsulating some aspect of the form of the
joint distribution of forecasts and observations (this is the "measures-oriented" approach to
verification). As mentioned previously, mean absolute error pertains to accuracy and mean
error pertains to bias, but these are by no means the only attributes of forecast quality for
2An exception is the work of Considine et al. (2004), who estimate the monetary value of the official TC
forecasts to Gulf of Mexico oil and gas producers.
which there are summary measures. Chapter 4 describes summary measures pertaining to
conditional bias and information content, and applies these summary measures to evaluate
the operational deterministic TC intensity forecasts.
The advanced forecast verification techniques utilized in Chapter 4 collectively describe
the poor quality of operational deterministic TC intensity forecasts. While completion of
a comprehensive assessment of such forecasts is an important objective in and of itself,
the primary objective of this thesis is to further our understanding of why the quality of
deterministic TC intensity forecasts is so poor. This is an important objective, because we
can effectively direct efforts to improve TC intensity predictions only if we can understand
why contemporary deterministic TC intensity forecast systems are failing to provide high
quality predictions. Certainty, obtaining a complete understanding of why deterministic TC
intensity forecast quality is poor is beyond the scope of a single thesis, given the multitude
of factors3 that potentially interact to limit TC intensity forecast quality. Thus, I focus
here on two particular factors that likely contribute to the poor quality of deterministic TC
intensity predictions. The first factor is the predictability of TC intensity. It is plausible
that TC intensity is highly sensitive to differences in the state of the initial vortex and
surrounding environment that are of the same magnitude as typical analysis errors. Such
a scenario would imply that the inherent uncertainty in today's TC intensity predictions is
large, leading directly to poor deterministic forecast quality. The second factor, concerning
the role of verification in the development of forecast systems, has an indirect influence on
deterministic TC intensity forecast quality. However, as discussed in Sec. 1.2, a theoretical
understanding of the role of verification in the TC intensity forecast system development
process can be used to interpret the quality of deterministic TC intensity predictions and to
provide the theoretical basis for suggesting improvements to the extant TC intensity forecast
system development process.
1.2 The role of verification in forecast system develop-
ment
Beyond its familiar role in assessing the relationship between a sample of forecasts and a
sample of observations, verification plays a broader role as an integral part of the forecast
system development process. Here, the term "forecast system" is left purposefully general,
but a concrete example is an operational numerical model of the atmosphere, its associated
state estimation procedure, and the observations used in state estimation. The goal of
the forecast system development process is to continually produce "improved" predictions
by introducing changes to the forecast system. In the case of the aforementioned example,
changes could be made to the numerical model itself, the state estimation procedure utilized,
or the observations.
The role of verification in the forecast system development process is to inform the
3For example, imperfect TC intensity models, sparsely-distributed and uncertain TC observations, and
rudimentary TC state estimation procedures.
decision regarding whether or not a change to the system represents an "improvement".
This is accomplished by verifying two samples of forecasts accumulated over the same set
of cases, one sample from the existing version of the forecast system and the other sample
from a new version of that forecast system with some change implemented (often called the
"parallel" version, relative to an existing "operational" version). The verification procedure
provides information concerning the quality of the two forecast samples, and by inference, the
quality of the two forecast systems that produced those samples. Based on the verification
results, the forecast system developer must decide whether to retain the modified version of
the forecast system in favor of the existing version, or discard the modified version.
To make such a decision completely objective, it is necessary to verify the forecast sam-
ples using a scalar summary measure. Then, the decision process is trivial: the forecast
system that produces the sample with the better4 value of the summary measure is retained.
A forecast system development process utilizing a summary measure in this manner im-
plicitly defines the optimization of that summary measure as the goal of the forecast system
dcvelopment process. The goal is not to optimize the overall quality of the forecast system's
predictions, but rather to optimize the chosen summary measure for those predictions. This
may appear to be a subtle distinction, but it is of the utmost importance. In essence, the
choice of a summary measure for use in the forecast system development process is implicitly
a choice of what constitutes a high-quality prediction. In this thesis, it will be shown that
this choice has profound implications for the characteristics of predictions made by a forecast
system driven by the goal of summary measure optimization.
The investigation of the role of summary measure verification in the forecast system
development process carried out in this thesis is not specific to deterministic TC intensity
forecast systems, and deals primarily in the realm of theory rather than application. However,
in Chapter 4 it will become clear that this theory is necessary to understand the distributions-
oriented verification results for operational deterministic TC intensity predictions. This is
because operational deterministic TC intensity forecast systems have long been developed
with the goal of summary accuracy measure optimization. Furthermore, the theoretical
investigation identifies deficiencies in the extant deterministic TC intensity forecast system
development process that could be avoided by transitioning to a probabilistic TC intensity
forecast system development process. Hence, theory concerning the role of summary measure
verification in the forecast system development process is relevant to understanding the
poor quality of contemporary operational deterministic TC intensity forecasts and how that
quality can potentially be improved.
1.3 Outline
Here, an overview of the contents of each remaining chapter in this thesis is provided. The
high-level organization is as follows. Chapters 2 and 3 explore theoretical considerations
concerning the role of summary measure verification in the forecast system development
4 Summary measures can be either "negatively-oriented" (lower value is better) or "positively-oriented"
(higher value is better).
process, for probabilistic forecasts and deterministic forecasts, respectively. Chapter 4 uti-
lizes the theory developed in Chapter 3 to interpret distributions-oriented verification results
for operational deterministic TC intensity forecasts. Chapter 5 focuses on probabilistic pre-
diction and predictability of TC intensity, and Chapter 6 provides overall conclusions and a
discussion of topics for continuing investigation.
Chapter 2: Verification of probabilistic forecasts
Chapter 2 introduces the basic theoretical framework of forecast system development
driven by summary measure optimization, and applies it to elucidate the consequences of
utilizing various summary measures in the probabilistic forecast system development pro-
cess. The investigation focuses on predictions in the form of a continuous probability dis-
tribution, for a scalar predictand such as tropical cyclone intensity. In this situation, the
theoretically-optimal forecast is the true forecast probability distribution. One would like
the optimal forecast in the context of a scoring rule (a summary measure that operates on
the forecast/observation pairs individually) to be unique and equal to the aforementioned
theoretically-optimal forecast. The optimal forecasts for three scoring rules are derived in
order to compare to the theoretically-optimal forecast. Two of the scoring rules, the continu-
ous ranked probability score (CRPS) and ignorance score (IGN), are shown to have the true
forecast probability distribution as their unique optimal forecast. However, this does not
mean that CRPS and IGN can be used interchangeably in probabilistic forecast system de-
velopment. It is shown that differences exist in how CRPS and IGN score imperfect forecasts
relative to each other and relative to the true forecast probability distribution, implying that
CRPS and IGN favor different characteristics of imperfect forecast probability distributions.
The consequences of this result for the use of CRPS and IGN in probabilistic forecast system
development are discussed.
Chapter 3: Measures-oriented verification of deterministic forecasts
Chapters 3 and 4 are concerned with verification of deterministic predictions. While
it is well-understood that a probabilistic forecast is the theoretically correct format for a
prediction of the future atmospheric state, deterministic prediction remains an important
component of operational weather forecasting (e.g., tropical cyclone forecasting). Opera-
tional deterministic forecasts are almost always verified using the same measures-oriented
approach: calculation of a summary accuracy measure, such as mean absolute error or mean
squared error. Thus, deterministic forecast system development is driven by summary ac-
curacy measure optimization. The theoretical consequences of summary accuracy measure
optimization are investigated in Chapter 3. First, the optimal deterministic forecasts under
various summary accuracy measures are derived, revealing that the summary accuracy mea-
sures do not share the same optimal forecast. This result elicits the question of how much
it matters which particular summary accuracy measure is employed in development of a
deterministic forecast system, which is addressed in both theoretical and practical contexts.
For the specific application of deterministic dynamical model development, it is argued that
obtaining optimal forecasts under a particular summary measure should not be the only
goal of the forecast system development process, but rather concomitant with the goal of
improving the model's representation of the true system dynamics. It is shown that mean
absolute error optimization and mean squared error optimization do not necessarily promote
this "model improvement" goal, except for extremely simple examples of the true system
dynamics.
Chapter 4: Distributions-oriented verification of deterministic forecasts
The influence of summary accuracy measure optimization on the quality of operational
deterministic tropical cyclone intensity forecasts is investigated in Chapter 4. Advanced,
distributions-oriented verification techniques are used to evaluate the full scope of the re-
lationship between a sample of TC intensity forecasts and the corresponding sample of
observations (i.e. forecast quality), embodied in the joint probability distribution of fore-
casts and observations. Working with the joint distribution, as well as with the marginal
and conditional distributions derived from it, respects the full complexity of TC intensity
forecast quality. The distributions-oriented verification approach enables one to see how a
diverse group of TC intensity forecast systems (dynamical and statistical models, human
forecasters) have all evolved similarly to satisfy the demand of summary accuracy measure
optimization. Distributions-oriented verification results also show that the optimization of
one attribute of forecast quality, such as accuracy, is not equivalent to the optimization
of all attributes of forecast quality. While the complexity of forecast quality cannot truly
be embraced by calculation of a summary measure, it is shown that a summary measure
of forecast information content may be a more appealing choice for driving deterministic
forecast system development than a summary measure of forecast accuracy. This summary
measure of forecast information content, the mutual information between forecasts and ob-
servations, fulfills the practical need of a summary measure for forecast system development
while retaining the comprehensive spirit of distributions-oriented verification through its
dependence on the set of conditional distributions of the observations given the forecast.
Mutual information is calculated for the operational deterministic TC intensity forecasts,
including forecast/observation pairs involving TC dissipation, which cannot be included in
summary accuracy measure calculations.
Chapter 5: Predictability and probabilistic prediction of tropical cyclone inten-
sity
In addition to the results concerning the influence of summary accuracy measure op-
timization on the general characteristics of forecast quality, the verification of operational
deterministic TC intensity forecasts carried out in Chapter 4 also indicates that such predic-
tions are of rather poor quality. The objective of Chapter 5 is to comprehensively evaluate the
possibility that this poor quality is a consequence of the inherent uncertainty in TC intensity
prediction, due to the sensitivity of TC intensity to differences in the initial vortex state and
environment that are consistent with the magnitudes of typical analysis errors. In pursuit of
this objective, TC intensity predictability is systematically investigated using Coupled Hurri-
cane Intensity Prediction System (CHIPS) ensembles produced for a large sample of Atlantic
basin TCs. CHIPS is a simple dynamical TC model, ideal for a computationally-demanding
study of TC intensity predictability and probabilistic prediction. First, the sensitivity of
CHIPS-simulated intensity to key aspects of the initial state and environmental boundary
conditions is evaluated, in the context of idealized TC simulations. The sensitivity results
are then used to guide the perturbation strategy for CHIPS ensemble intensity hindcasts of
real TCs. Evaluation of the CHIPS ensemble intensity hindcasts focuses on their uncertainty,
particularly the case-to-case variability (state dependence) of intensity hindcast uncertainty
and the variations of average intensity hindcast uncertainty due to differing assumptions
about the analysis error distribution utilized in producing the ensemble perturbations. The
state dependence of intensity hindcast uncertainty is linked to the sensitivity results and
explored in greater detail for a few case studies.
Chapter 6: Conclusions and future directions
Chapter 6 summarizes the key results of the preceding four chapters and provides some
overall conclusions based on the work presented in this thesis. In closing, promising directions
for future research are described.
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Chapter 2
Verification of probabilistic forecasts
2.1 Introduction
This chapter explores theoretical considerations concerning the use of verification in the de-
velopment of probabilistic forecast systems. Discussion will be limited to forecast systems
that produce predictions in the form of a continuous probability distribution, for a contin-
uous scalar random variable such as tropical cyclone intensity. Within the sub-discipline of
verification techniques appropriate for continuous probability distributions, only summary
measures and graphical techniques (e.g. PIT histogram') are of practical use, as distributions-
oriented techniques are confined to dichotomous variables, for which the dimensionality of
the verification problem (Murphy 1991) is manageable. However, graphical techniques of
probabilistic forecast verification yield results in forms that are not necessarily amenable
to making a definitive, objective judgment about the relative quality of competing forecast
sets. Summary measures, due to their scalar representation of forecast quality, make such
judgments straightforward. Thus, summary measures are favored for practical use in the
development of probabilistic forecast systems, and as such, will be the focus of this investi-
gation.
The most basic manner to utilize summary measure verification in the probabilistic fore-
cast system development process is to evaluate sets of forecasts, from competing versions of
a forecast system, in terms of one particular summary measure. The forecast set with the
best value (for a negatively-oriented measure, the lowest value is best, and for a positively-
oriented measure, the highest value is best) of the summary measure is inferred to have been
produced by the best version of the forecast system. This version of the forecast system is
retained for later comparison to subsequent modified versions, in which the aforementioned
process is repeated. Implicitly, the goal of this forecast system development process is to
produce a set of forecasts that optimize the particular summary measure with which the
forecast sets are evaluated. In other words, the development process is driven by summary
measure optimization toward the goal of producing a set of optimal forecasts in the context
1The probability integral transform (PIT) histogram is an analogue to the rank histogram for probabilistic
forecasts in the form of a continuous distribution, rather than for a sample of realizations from such a
distribution (Gneiting et al. 2005, and references therein).
of a particular summary measure.
It is important to note that a set of optimal forecasts, as defined above, is optimal only
in the context of a specific summary measure. This begs the question of whether or not such
a set of forecasts is also optimal in a theoretical sense, independent of verification measure.
To address this question, a definition of the set of theoretically-optimal forecasts must be
established, which can be done through examination of the concept of probabilistic forecast
evaluation at its most fundamental level. Any evaluation of probabilistic forecasts acts upon a
verification data sample consisting of a set of N probabilistic forecasts and the corresponding
set of N observations. In the context of probabilistic prediction of a continuous scalar random
variable, the verification data sample can be expressed as {(p(xk, k); k - 1,... ,N}. Here,
p(xk) is the continuous forecast probability distribution for Xk and xk is the correspond-
ing observed value of Xk. The k subscript denotes a particular realization of the forecast
distribution, p(x), and observation, x, for the random variable X. Note that x is a scalar,
while p(x) is a continuous probability distribution. This mismatch between a probabilistic
representation of the forecast and single-valued representation of the corresponding observa-
tion is fundamental to probabilistic forecast evaluation, irrespective of the characterization
(continuous or categorical, scalar or vector) of the predictand.
Resolving the mismatch between a probabilistic representation of the forecast and a
single-valued representation of the corresponding observation leads to a definition of the set
of theoretically-optimal forecasts. This resolution is achieved by conceiving of a single-valued
observation as a random draw from a probability distribution, in concert with the inherently
probabilistic nature of atmospheric state estimation and prediction. Since the true state
of the atmosphere can never be exactly known, one must strive to estimate the probability
distribution from which the true state is drawn rather than the true state itself. At the time
a forecast is initialized, the probability distribution from which the true state is drawn is
called the true initial probability distribution. Data assimilation techniques estimate the true
initial probability distribution. Propagating the true initial probability distribution forward
in time with a perfect model results in the true forecast probability distribution, q(x). This
true forecast probability distribution is the theoretically-optimal forecast, not the random
draw from it that is observed. Thus, a set of theoretically-optimal forecasts is a set of true
forecast probability distributions, written {q(xk); k = 1,..., N}.
The first goal of this chapter is to assess the propriety of using a summary measure to drive
probabilistic forecast system development, by comparing the set or sets of optimal forecasts2
(in the context of each of a few popular summary measures) to the set of theoretically-
optimal forecasts. For each summary measure considered, the results of the comparison
characterize the summary measure as either "strictly proper", "proper", or "improper".
A summary measure is strictly proper if the set of optimal forecasts is unique and equal
to the set of theoretically-optimal forecasts. Optimization of a strictly proper summary
measure drives forecast system development toward production of the theoretically-optimal
forecasts (true forecast probability distributions). A summary measure is proper if there are
2A set of optimal forecasts is not necessarily unique.
multiple sets of optimal forecasts, with one of them equal to the set of theoretically-optimal
forecasts. Optimization of a proper summary measure may or may not drive forecast system
development toward production of theoretically-optimal forecasts, as a forecast set that is
optimal in the context of the summary measure may not be optimal in theory. A summary
measure is improper if the set of optimal forecasts is unique and different from the set of
theoretically-optimal forecasts, or if none of the sets of optimal forecasts are equal to the
set of theoretically-optimal forecasts. Optimization of an improper summary measure does
not drive forecast system development towards production of theoretically-optimal forecasts.
Clearly, from the perspective of a probabilistic forecast system developer, a summary measure
that is uniquely optimized by a set of true forecast probability distributions (strictly proper)
is best for use in forecast system development 3 .
Before such an analysis of summary measure propriety can proceed, however, a method
is needed to derive the set(s) of optimal forecasts in the context of a summary measure (for
comparison to the set of theoretically-optimal forecasts). A derivation method specific to a
class of summary measures called negatively-oriented "scoring rules"4 is outlined here, and
implemented in Sec. 2.2 for two such negatively-oriented scoring rules: (1) continuous ranked
probability score (CRPS), and (2) ignorance score. This method involves derivation of an
expression that describes a realization-specific optimal forecast as a function of the corre-
sponding realization-specific theoretically-optimal forecast. To begin, consider the generic
form of a negatively-oriented scoring rule,
1 N
M(X l -= X, X2 - 2, .X,n - XN) - N M(Xk - Xk) (2.1)
k=l
In Eq. 2.1, M consists of the mean value of negatively-oriented realization-specific scoring
rule M, a function that operates on an individual forecast/observation pair (note that the
functional dependence of M on p(xk) is left implicit). A set of optimal forecasts, in the
context of M, is {p(xk); k = 1,..., N} that minimize the expected value of M, where the
expectation is taken with respect to the true forecast probability distributions, {q(xk); k -
1,...,N}:
E[M(X, X 2 , .. .,XN)] J M(Xk)q(Xk) dXk
k=1
- 1 E[M(Xk)]. (2.2)
N k=1
Eq. 2.2 shows that the expected value of M, E[M], is the mean of the expected value for
3Note that the terminology for the propriety categories (strictly proper, proper, improper) follows from
Murphy (1997), although the notion of propriety advanced here is somewhat more general than "Murphy
propriety". Murphy propriety is defined only for realization-specific scoring rules of probabilistic forecast
performance, while the propriety of any summary measure of probabilistic forecast performance can be
evaluated using the criterion discussed here. Further discussion of the literature concerning propriety can be
found in Sec. 3.2.1
4 "Scoring rules" (Murphy 1997) operate on forecast/observation pairs on an individual basis.
each realization of M, E[M(Xk)]. Minimization of E[M] reduces to a problem of minimizing
E[M(Xk)] for every realization. Thus, finding a set of optimal forecasts is done by finding a
realization-specific optimal forecast for each realization.
Consider a generic realization (dropping the k subscript), for which the expected value
of M is written as
E[M(X)] = M(x)q(x) dx. (2.3)
Assume a general expression exists to describe a realization-specific optimal forecast, which
minimizes E[M(X)], as a function of the realization-specific theoretically-optimal forecast.
This general expression then defines a relationship between a set of optimal forecasts and the
set of theoretically-optimal forecasts, the sets that are compared to evaluate the propriety
of M. Hence, the propriety of M can be ascertained by evaluating the general expression
relating a realization-specific optimal forecast to the realization-specific theoretically-optimal
forecast, in other words, by evaluating the propriety of M. The propriety of negatively-
oriented scoring rule M is the same as the propriety of negatively-oriented realization-specific
scoring rule M.
In light of the simplification afforded by the functional form of the CRPS and ignorance
score (negatively-oriented scoring rules), the first goal of the chapter is recast as follows:
assess the propriety of the realization-specific CRPS and realization-specific ignorance score
by evaluating a general expression derived to describe a realization-specific optimal forecast
as a function of the realization-specific theoretically-optimal forecast. In conjunction, the
same approach will be taken to assess the propriety of another scoring rule, called the
"spread-skill score", even though its orientation is neither negative nor positive. For such
a scoring rule, strictly proper status cannot be inferred from strictly proper status of the
corresponding realization-specific scoring rule5, but if the realization-specific scoring rule
is proper or improper, these results do translate to the scoring rule. Thus, analyzing the
propriety of the realization-specific spread-skill score serves only to rule out strictly proper
as a possibility for the propriety of the spread-skill score.
In an effort to assess the propriety of realization-specific scoring rules, in place of the
scoring rules to which they correspond, some of the terminology utilized thus far would
prove to be quite cumbersome. As such, the realization-specific context will henceforth be
implicit in the use of the terms "scoring rule", "optimal forecast", and "theoretically-optimal
forecast". Within this new terminology, a final restatement of first goal of the chapter is
necessary. For each of three scoring rules, the goal is to derive a general expression that
describes an optimal forecast as a function of the theoretically-optimal forecast, in order to
evaluate the propriety of that scoring rule. A scoring rule is strictly proper if the expression
shows that only the true forecast probability distribution, the theoretically-optimal forecast,
is an optimal forecast (with the caveat described previously for the spread-skill score). A
5This is because a set of realization-specific optimal forecasts, each optimizing an E[M(Xk)], is not
necessarily the only set of forecasts that optimizes E[fM]. Realization-specific expected scores, E[M(Xk)],
for predictions that are not realization-specific optimal forecasts can "average out" to give the optimal
expected score E[M]. This is not the case for negatively-oriented f and M.
scoring rule is proper if the expression shows that multiple forecast probability distributions
are optimal, including the true forecast probability distribution. Finally, a scoring rule is
improper if the expression shows that the true forecast probability distribution is not an
optimal forecast.
The scoring rules that are found to be strictly proper deserve some additional attention,
as these are the scoring rules that are most appropriate for use in the probabilistic forecast
system development process. Amongst such scoring rules, differences exist in how imperfect
forecasts (i.e. not the true forecast probability distribution) are scored relative to each other
and relative to the optimal forecast. These differences must be considered when choosing
one of the strictly proper scoring rules for use in the forecast system development process,
as each strictly proper scoring rule will favor somewhat different error characteristics in the
forecast probability distribution. Diagnosis of the favored error characteristics for strictly
proper scoring rules and analysis of the theoretical consequences of using these scoring rules
in the forecast system development process is the second goal of this chapter.
The chapter is organized as follows. Derivations of the expression describing an optimal
forecast(s) in terms of the theoretically-optimal forecast, for the continuous ranked probabil-
ity score (CRPS), ignorance score, and spread-skill score, are shown in Sec. 2.2 and applied
to determine the propriety of these scoring rules. For the scoring rules that are strictly
proper, Sec. 2.3 explores the expected scoring of imperfect forecasts relative to each other,
and relative to the optimal forecast. This effort is supported by mechanistic demonstrations
of how the expected values of the strictly proper scoring rules are calculated, in order to gain
some insight into the manner in which a forecast probability distribution and true forecast
probability distribution are operated upon to produce a scalar expected score. A brief sum-
mary of the major findings, as well as conclusions concerning the use of scoring rules in the
development of probabilistic forecast systems, constitutes Sec. 2.4.
2.2 Determining scoring rule propriety: Optimal fore-
casts
Here, the propriety is determined for three scoring rules of probabilistic forecast performance:
(1) continuous ranked probability score (CRPS), (2) ignorance score, and (3) spread-skill
score. Before proceeding, it is prudent to set forth the notation used in this section. The
predictand, X, is a continuous scalar random variable. The true forecast probability distri-
bution of X will be called q(x), defined such that
Prtrue{a < X < b} J= q(x) dx, (2.4)
where the left side of Eq. 2.4 denotes the true probability that X falls on the interval from
a to b. A particular observation of X is denoted x, and is conceived of as a random draw
from q(x). The forecast probability distribution of X, p(x), is defined in a similar fashion to
q(x), as
Prforecast{a < X < b} = Ja p(x) dx. (2.5)
Cumulative versions of these two probability distributions will also be needed. Thus, let
Q(h) be the cumulative true forecast probability distribution, defined as
Q(h) = Prtrue{X < h} = / q(x) dx, (2.6)
and let P(h) be the cumulative forecast probability distribution, defined as
P(h) = PrforecastX < h} = p(x) dx. (2.7)
The cumulative distributions express the probability that X will be less than or equal to the
threshold value, X = h.
2.2.1 Continuous ranked probability score (CRPS)
As the name suggests, the continuous ranked probability score (Matheson and Winkler 1976;
Hersbach 2000; Candille and Talagrand 2005; Wilks 2006) can be viewed as an extension
to the discrete ranked probability score (RPS, or sometimes the DRPS). The RPS (Epstein
1969; Murphy 1971) applies to a multicategory (polychotonous) ordinal predictand, which
is typically arrived at by imposing a categorization upon a continuous predictand. CRPS
verification can obviate the need for such a categorization procedure, as it extends the con-
ceptual basis of the RPS to infinite categories of infinitesimal width. Despite this appealing
property, use of CRPS in the literature has not taken hold until quite recently (e.g. Werner
et al. 2004; Gneiting et al. 2005; Raftery et al. 2005; Candille et al. 2007; Grimit and Mass
2007; Hamill and Whitaker 2007; Wilson et al. 2007), in concert with the concurrent pop-
ularization of advanced methods to construct a continuous forecast probability distribution
based on a sample of ensemble forecast members and past ensemble forecast error statistics6 .
In developing an understanding of the CRPS, it is instructive to begin with a discussion
of the Brier score. The Brier score (Brier 1950; Murphy 1973) is a scoring rule (in the form
of Eq. 2.1) designed for verification of probabilistic predictions of a binary (dichotomous)
predictand. Like the RPS, it can be applied to a continuous predictand by imposing a
categorization upon that predictand. This amounts to defining a threshold value, X = h, to
separate the two categories. Toth et al. (2003) show that the RPS in an C-category situation
can be written as the average of C - 1 Brier scores, each calculated with one of the C - 1
thresholds that separate the C categories. It follows that the CRPS is the integral of the
Brier score over all possible thresholds (Hersbach 2000). Thus, the CR PS can be developed
directly from the Brier score, without any further discussion of the RPS.
For a binary predictand derived from a continuous predictand, the Brier score for forecast
6 Such methods are briefly described in Appendix A.
p(x), corresponding observation X = x, and threshold h is given by
BS(h, X = x) = (P(h) - o(h, X = X))2 . (2.8)
In Eq. 2.8, the forecast probability that X < h (call this category, "the event") is given by the
continuous forecast probability distribution evaluated at h. While this forecast probability
can take on any value between 0 and 1 (inclusive), the observation is definitive: either the
event occurred, or it did not. The "observation function" in Eq. 2.8, o(h, X = x), reflects
this, as it takes on one of two values:
I ifx(hX ifx< h (2.9)
o(hX=x)= 0 ifx>h.
Thus, returning to Eq. 2.8, it can be seen that the Brier score is the squared difference
between the forecasted probability of event occurrence and the observation function. The
Brier score is negatively-oriented, such that the best possible Brier score is zero, for a correct
deterministic forecast of the event. On the other end of the scale, the worst possible Brier
score is one, for an incorrect deterministic forecast.
Eq. 2.8 explicitly shows that for a given p(x), the Brier score depends on both the value
of the observation, X = x, and the threshold, h. Fig. 2.1a shows the Brier score for all
possible combinations of x and h, for a standard Gaussian forecast probability distribution,
p(x) = N(pp = 0, up 1). The diagonal line x = h separates Fig. 2.1a into the "event
occurs" region (below the line) and the "event does not occur" region (above the line). For
a particular h, one of two Brier scores is possible, depending on whether the event occurs or
not. These two Brier scores can be very different, especially for values of h in the tails of
p(x). This provides a particularly effective demonstration of why it is inappropriate to assess
a single probabilistic forecast coupled with a single observation. A perfect (i.e. p(x) = q(x)),
but unlucky, probabilistic forecast can be assigned a high Brier score, if a low probability
observation occurs'. Similarly, a poor probabilistic forecast can achieve a low Brier score with
a fortunate observation. For a complete evaluation of the optimality of a forecast probability
distribution in the context of the Brier score, or any other scoring rule, one needs to account
for all possible observations. This is done by taking the expected value of the scoring rule
with respect to the true forecast probability distribution.
Following the form of Eq. 2.3, the expected value of the Brier score for forecast probability
distribution p(x) is
E[BS(h, X)] = BS(h, x)q(x) ax, (2.10)
the true forecast probability distribution-weighted integral of the Brier score over all possible
observations. The value of the expected Brier score depends on the value of h, as demon-
strated in Fig. 2.1b. This panel shows E[BS(h, X)] for a perfect forecast of the standard
7For example, suppose h = -2 and q(x) = N(O, 1), such that the forecast, p(x), is perfect. There is a
small probability that X < -2, such that the Brier score will be high (greater than 0.9, according to Fig.
2.1a).
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Figure 2.1: (a) Brier score, BS(h, x), for a standard Gaussian forecast probability distri-
bution, p(x) = N(0, 1). The Brier score is shown as a function of possible observation,
x, and threshold, h. (b) Expected Brier score, E[BS(h,X)], for a perfect forecast of
p(x) - q(x) = N(0, 1). (c) Continuous ranked probability score, CRPS(x), for the same
forecast probability distribution as in (a). In the lower right-hand corner, a value for the
expected CRPS, E[CRPS(X)], is shown, assuming a perfect forecast.
Gaussian distribution, p(x) = q(x) = N(O, 1). The values in Fig. 2.1b result from weighted
integration of the field in Fig. 2.1a along (vertical) lines of constant h.
However, one does not need to perform such an integration to find E[BS(h, X)], as a
simpler expression is available. Substitute Eq. 2.8 into Eq. 2.10 and utilize the definition of
the observation function in Eq. 2.9 to get
E[BS(h, X)] =(P(h) - 1)2 q(x) dx + P(h)2  q(x) dx. (2.11)
Then, substitute for the integrals in Eq. 2.11 using the definition of the cumulative true
forecast probability distribution in Eq. 2.6 and gather terms. This yields the expression
E[BS(h, X)] = P(h)2 - 2P(h)Q(h) + Q(h). (2.12)
Eq. 2.12 shows that the cumulative forecast probability distribution and the cumulative true
forecast probability distribution are all that are needed to calculate E[BS(h, X)].
The forecast that minimizes the expected value of the Brier score can be calculated at
a specific h = h' by setting the derivative of Eq. 2.12 with respect to P(h = h') equal to
zero, and then solving for P(h = h'). This optimum forecast is P(h - h') = Q(h-- h'), the
value of the true cumulative probability distribution evaluated at h'. Many possible p(x)
can be optimal for a particular threshold, h = h', but only p(x) = q(x) is optimal for every
h. Thus, the true forecast probability distribution is a unique universally optimal forecast
(i.e. optimal for all thresholds) in the context of the Brier score. The expected Brier score
of a prediction of the true forecast probability distribution is,
E[BS(h, X)],t = Q(h)(1 - Q(h)). (2.13)
E[BS(h, X)]pt is less than or equal to E[BS(h, X)] for forecast probability distribution p(x).
This makes it convenient to express the expected Brier score of a forecast relative to the
standard set by the universally optimal forecast, the true forecast probability distribution.
Taking the difference of the two expected Brier scores in Eq. 2.12 and Eq. 2.13 gives
E[BS(h, X)] - E[BS(h, X)],, = (P(h) - Q(h))2 . (2.14)
This quantity is always non-negative. It is seen that the difference in the expected Brier
scores for some forecast probability distribution, p(x), and the true forecast probability
distribution, q(x), is the squared difference of the respective cumulative forecast probability
distributions.
For a continuous predictand, the CRPS for forecast, p(x), and corresponding observation,
X = x, is given by the integral of the Brier score over all thresholds,
CRPS(X = x) = BS(h, X = x) ah. (2.15)
Like the Brier score, the CRPS is negatively-oriented, with a best possible score of zero
for a correct deterministic forecast of the observed value of the predictands . For a given
forecast probability distribution, the CRPS is a function only of the observation, x. This is
demonstrated by Fig. 2.1c, which shows the CRPS for a forecast of the standard Gaussian,
as a function of the observation (a "CRPS curve"). These CRPS(X = x) values are the
integrals of the Brier score field in Fig. 2.1a along lines of constant x.
Eq. 2.15 can be expressed in terms of the forecast and observation by substituting in the
definition of the Brier score from Eq. 2.8, giving
CRPS(X = x) = j(P(h) - o(h, X = ))2 h. (2.16)
The observation function, o(h, X x), takes the form of a Heaviside step function, changing
its value from 0 to 1 at h = x. It can thus be interpreted as the cumulative probability distri-
bution of the observation. Hence, the CRPS is the integral of the squared difference between
the cumulative forecast probability distribution and the cumulative probability distribution
of the observation.
The expected value of the CRPS is the true forecast probability distribution-weighted
integral of CR,PS(X = x) over all possible values of the observation,
E[CRPS(X)] = CRPS(x)q(x) dx. (2.17)
An equivalent formula for E[CRPS(X)] can be obtained by substituting the definition of
the CRPS from Eq. 2.15 into Eq. 2.17, and reversing the order of integration such that it is
performed first in x instead of h:
E[CRPS(X)] = DS(h, x)q(x) ax Dh. (2.18)
The inner integral of Eq. 2.18 is the expected Brier score, E[BS(h, X)] (see Eq. 2.10). Hence,
the expected CRPS can also be expressed as the expected Brier score integrated over all
thresholds,
E[CRPS(X)] = E[BS(h, X)] dh. (2.19)
For the example in Fig. 2.1, E[CRPS(X)] = 0.564 for a perfect forecast of the standard
Gaussian distribution, p(x) = q(x) = N(0, 1). This value of the expected CRPS is the area
under the E[BS(h, X)] curve in Fig. 2.1b, as well as the true forecast probability distribution-
weighted integral of the CRPS(x) curve in Fig. 2.1c. Both methods of calculation perform
a weighted double integral on the BS(h, x) field in Fig. 2.la, just with different orders of
integration. In terms of simplicity, Eq. 2.19 has the advantage, as Eq. 2.12 can be substituted
8 Unlike the Brier score, the CRPS has no upper bound.
for E[BS(h, X)], giving
E[CRPS(X)] = P(h)2 - 2P(h)Q(h) + Q(h) dh. (2.20)
Like the Brier score, only the cumulative forecast probability distribution and the true
cumulative forecast probability distribution are needed to calculate E[CRPS(X)].
It directly follows from the discussion of the Brier score that the CRPS has a unique
optimal forecast of the true forecast probability distribution. This is because the true forecast
probability distribution is the only forecast that is optimal in the context of the Brier score
for every value of the threshold, h, and the CRPS is the integral of the Brier score over all h.
Because the CRPS has a unique optimal forecast of the true forecast probability distribution,
it is a strictly proper scoring rule. The expected CRPS of this optimal forecast is given by
E[CRPS(X)]opt = JQ(h)(1 - Q(h)) dh, (2.21)
and the difference in the expected CRPS between the optimum forecast, q(x), and forecast,
p(x), is
E[CRPS(X)] - E[CRPS(X)]opt = f(P(h) - Q(h))2 dh. (2.22)
Eq. 2.22 will aid in the interpretation of the expected CRPS for p(x) # q(x) in Sec. 2.3.
2.2.2 Ignorance score
For continuous forecast probability distribution, p(x), and observation, X = x, the ignorance
score is defined here as
IGN(X = x) = - log2 [p(X = x)]. (2.23)
Eq. 2.23 shows that IGN operates only upon the value of the forecast probability distri-
bution at the observation, p(X = x), rather than operating upon the forecast probability
distribution in its entirety, p(x). IGN is thus a local scoring rule (Br6cker and Smith 2007;
Gneiting and Raftery 2007), as opposed to the CRPS, which is a non-local scoring rule (note
the integral over the cumulative forecast probability distribution in Eq. 2.16). The negative
sign in Eq. 2.23 ensures that IGN is a negatively-oriented scoring rule, meaning a low score
is desirable. A low score is achieved by assigning high probability to the value of X that
is observed, while a high score is achieved by assigning a low probability to the value of X
that is observed 9 . It is important to note that if zero probability is assigned to the value of
X that is observed, IGN = oo.
The forecast verification literature introduces an array of scoring rules based on the
logarithm of p(X - x), all of which are cosmetically different (in the sense that the propriety
of the scoring rule remains unchanged) from the definition of Eq. 2.23. The term "logarithmic
score" appears to describe a positively-oriented score of the general form L(X = x) =
9To keep the description as intuitive as possible, some liberty is being taken here in the description of
the probability of a particular value of a continuous variable.
log[p(X = x)]. Gneiting and Raftery (2007) define a logarithmic score according to the
aforementioned general form, without specifying the base of the logarithm. Winkler and
Murphy (1968) define a logarithmic score for a imulticategory predictand, using the natural
logarithm. The term "ignorance score" appears to describe a negatively-oriented scoring
rule of the general form IGN(X = x) = - log[p(X = x)], as in Br6cker and Smith (2007).
Roulston and Smith (2002) define an ignorance score with a base-2 logarithm in the situation
of a multicategory predictand. Various versions of an ignorance score have seen some limited
application in the literature (e.g. Roulston and Snmith 2003; Gneiting et al. 2005; Raftery
et al. 2005), but it has not caught on in the manner of the CRPS as of yet.
Here, the scoring rule definition of Eq. 2.23 is chosen such that it applies to a continuous
predictand, is negatively-oriented (and thus is an ignorance score), and specifies a base-2
logarithm. The base-2 logarithm and negative orientation facilitate interpretation of the
ignorance score10 in light of information theory, as will be discussed shortly. Also, the
negative orientation of IGN is the same as for CRPS, promoting comparative analysis of the
behavior of these scoring rules.
In order to ascertain the propriety of the ignorance score, the forecast probability distri-
bution(s) that optimize the expected value of IGN (i.e. optimal forecast(s) in the context of
IGN) must be identified. The expected value of the ignorance score is
E[IGN(X)] = - log2 [p(x)]q(x) dx, (2.24)
the true forecast probability distribution-weighted integral of IGN(x) over all possible values
of the observation. Suppose that the true forecast probability distribution is a unique optimal
forecast. Its expected ignorance is written
E[IGN(X)]opt = - log2 [q(x)q(x) dx. (2.25)
If q(x) really is a unique optimal forecast, then it must be the case that E[IGN(X)] -
E[IGN(X)]opt > 0 for all p(x) q(x). Using Eqs. 2.24 and 2.25, the aforementioned differ-
ence in expected ignorances is written as
E[IGN(X)] - E[IGN(X)]opt =J l1og2 [( ] q(x) dx. (2.26)
The Kullback-Leibler inequality (Kullback and Leibler 1951; Cover and Thomas 2006) states
that the rhs of Eq. 2.26 is greater than or equal to zero for all p(x), with equality only
in the case of p(x) = q(x) (Br6cker and Smith 2007; Gneiting and Raftery 2007). Thus
E[IGN(X)] - E[IGN(X)]opt > 0 for all possible p(x) 4 q(x), such that q(x) is a unique
optimal forecast in the context of the ignorance score. It follows that the ignorance score is
a strictly proper scoring rule, like the CRPS.
10From now on, "ignorance score" and "IGN" will refer specifically to the definition of Eq. 2.23.
Examining the propriety of an ignorance score for a multicategory predictand aids in
understanding the result shown above for the propriety of IGN. Towards this end, consider
that the possible values of X can be categorized into C mutually exclusive and collectively
exhaustive categories by applying a discretization to the continuous predictand. The forecast
then consists of a vector of probabilities, p = [p, p2, ... , Pc], with the ith element of p
the forecast probability that X will fall in the ith category. Similarly, the true forecast
probabilities are expressed in a vector, q = [ql, q2, ... , qc]. The probabilities pi and q are
non-negative, and each sum to one over all i. The multicategory ignorance score, IGNmc, for
forecast p is written
IGNmc(X = x) = - log[pj], (2.27)
for observation X = x falling in the jth category.
The multicategory analogue to Eq. 2.24 for the expected ignorance is
C-1
E[IGNmc(X)] = - log 2[p]qi
i=1
- log2 [1 - p - .. - Pc-1](1 - ql -... - qc-1), (2.28)
expressed in terms of the C - 1 independent forecast probabilities and true forecast proba-
bilities. Expected multicategory ignorance is minimized by setting the partial derivatives of
E[IGNmc(X)] with respect to pi (i = 1...C - 1), equal to zero and then solving for those
pi. Such a partial derivative is
aE[IGNmc(X)] qi 1 - ql - ... - qc-1
= (2.29)
piIn 2(pi) In 2(1 - pl - ... - Pc-1)'
which, when set equal to zero, yields
pi(1 - qi - ... - qc-1) - qi(1 - pl -.- pc-) = 0. (2.30)
By inspection, it can be seen that pi = q (i = 1... C - 1) solves the C - 1 equation linear
system (with C - 1 unknowns) represented by Eq. 2.30. It follows that p = q is the unique
forecast that minimizes E[IGNmc(X)], so the vector of true probabilities is a unique optimal
forecast in the context of IGNmc. This result is analogous to that for IGN, which is defined
for a continuous predictand. Furthermore, it can be seen here why the base of the logarithm
used in the definition of an ignorance score (or logarithmic score) does not effect the scoring
rule's propriety, as the In 2 terms drop out when the partial derivative of E[IGNmc(X)] with
respect to pi is set equal to zero, leaving the solution to Eq. 2.30 unaffected.
The synergy of the multicategory ignorance score with information theory (elucidated by
Roulston and Smith 2002) explains what otherwise seems like a peculiar name for a scoring
rule. In information theory, the rhs of Eq. 2.27 prescribes the amount of information (in bits)
necessary to describe the observed category of X, using an optimal data compression scheme
based on the probabilities in p. Commonly, the notation for this amount of information is
h(X = x). Here, it is written IGNmc(X = x) in reference to the fact that someone with
knowledge of the forecast, p, but with no knowledge of the observation, X = x, is ignorant of
IGNmc(X = x) bits of information. The connection of the (continuous predictand) ignorance
score defined in Eq. 2.23 with information theory, however, is not so clear. Extending the
reasoning of the multicategory case to the continuous case would imply that someone with
knowledge of the forecast, p(x), but with no knowledge of the observation, X = x, is ignorant
of a negative amount of information, if p(X = x) > 1 (note that in Eq. 2.27, 0 < pj < 1,
such that IGNmc(X = x) is non-negative). Negative ignorance does not make sense, so it is
most appropriate to think of the ignorance score simply as a strictly proper scoring rule for
a continuous forecast probability distribution.
2.2.3 Spread-skill score
While the CRPS and ignorance score have seen increasing use recently in the verification of
probabilistic forecasts, comparison of the average forecast "spread" to the average forecast
"skill" remains a standard technique of assessing the quality of a set of probabilistic forecasts
(e.g. Toth et al. 2003; Bourke et al. 2004; Buizza et al. 2005). The spread of a probabilistic
forecast is typically defined as its variance or standard deviation. Here, choosing the variance-
based definition, the spread of continuous forecast probability distribution, p(x), is written
SP = ,2 - 2p(x) dx, (2.31)
where pp is the mean of p(x). The skill of a probabilistic forecast actually refers to the
accuracy of a deterministic forecast of tpp, typically quantified using squared error or absolute
error 1. In concert with the definition of spread, skill is defined here as the squared error of
lp,
SK(X = x) = (P, - x) 2 . (2.32)
The notation in Eq. 2.32 makes clear that skill depends on the value of the observation
(spread is a function only of the forecast), such that an expectation for skill can be written
as
E[SK(X)] = (pp - x) 2q(x) dx. (2.33)
By inspecting Eqs. 2.31 and 2.33, it can be seen that spread and expected skill are the same
for a forecast of the true forecast probability distribution, p(x) = q(x). This gives rise to the
notion of comparing spread and skill in the first place, as it appears that if p(x) is such that
SP - E[SK(X)] - 0, then p(x) is a perfect forecast. However, this inference is not necessary
correct, as will be subsequently shown by analyzing the propriety of a scoring rule based on
the spread-skill comparison.
Define the "spread-skill score" for forecast probability distribution, p(x), and observation,
"
1Such scoring rules for deterministic forecasts are discussed at length in Chapter 3.
x, as the difference between the spread and skilll2 (as defined in Eqs. 2.31 and 2.32),
SSS(X = x) = SP - SK(X = x). (2.34)
The expected value of the spread-skill score, E[SSS(X)], is found by true forecast probability
distribution-weighted integration of SSS(X = x) over all possible values of the observation.
Since SP is not a function of the observation, E[SSS(X)] simplifies to
E[SSS(X)] = SP - E[SK(X)], (2.35)
the spread minus the expected skill. By substituting for spread and expected skill, E[SSS(X)]
can be written as a function only of the means and variances of p(x) and q(x). SP is the
variance of p(x), u, 2, and Eq. 2.33 for expected skill can be rewritten as E[SK(X)] =
q,2 + (P, - Pq)2, where U2 is the variance of q(x) and P, is the mean of q(x). Thus,
E[SSS(X)] = U" - Uq2 - (p, - Pq,)2  (2.36)
An optimal forecast, in the context of SSS, is a p(x) such that E[SSS(X)] = 0. In this
atypical case, an optimal forecast neither minimizes nor maximizes the expected value of the
score (i.e., the scoring rule is neither positively-oriented nor negatively-oriented).
Consistent with the comparison of the formula for SP (Eq. 2.31) to that for E[SK(X)]
(Eq. 2.33) invoked earlier, p(x) = q(x) is an optimal forecast in the context of the spread-
skill score. This is because E[SSS(X)] = 0 for such a forecast, as =P, = q and u a, q.
Extending this line of reasoning, it follows that any p(x) with the same mean and standard
deviation as q(x) is an optimal forecast. Because the true forecast probability distribution
is a non-unique optimal forecast, the spread-skill score is a proper scoring rule, rather than
a strictly proper scoring rule.
Further investigation of Eq. 2.36 reveals that there are even more optimal forecasts than
those with p, =- q and a, = Uq. This is perhaps easiest to show graphically. If the mean
and standard deviation of the true forecast probability distribution are considered to be
fixed, E[SSS(X)] can be displayed as a function of ip and vp. This is done in Fig. 2.2,
assuming 11q = 0 and aq = 1, such that E[SSS(X)] = U,2 _ 1 - 2. The contours of
Fig. 2.2 are lines of constant E[SSS(X)], drawn at integer values. The E[SSS(X)] = 0
contour is specially colored black. All ordered pairs [ pp, up ] located along this line are the
mean and corresponding standard deviation of an optimal forecast probability distribution,
given that the true forecast probability distribution has iq = 0 and Uq = 1. Note that
the E[SSS(X)] - 0 line passes through [0, 1 ], the mean and standard deviation of the true
forecast probability distribution, as p(x) = q(x) is one of many optimal forecasts.
12Another possible scoring rule is the sum of spread and skill, which was investigated by Br6cker and
Smith (2007). It does not appear that these authors set out to define a scoring rule in this manner, but their
mean square error score, MSE(X = x) - f(x - z) 2p(z) dz (my notation), does reduce to SP + SK(X = x).
Br6cker and Smith (2007) show that MSE is an improper scoring rule, and that on its own, SK is a proper
scoring rule.
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Figure 2.2: The expected spread-skill score, E[SSS(X)], as a function of the mean, pp, and
standard deviation, up, of the forecast probability distribution, assuming the true forecast
probability distribution has ,q - 0 and q, = 1. Contours are shown for integer values of
E[SSS(X)]. The E[SSS(X)] = 0 line, which connects all [pp, ap] that make for an optimal
forecast probability distribution, is specially colored black. All other contours are color-coded
according to the bar on the right.
The shape of the E[SSS(X)] = 0 line in Fig. 2.2 is such that for every possible value
of pp, there is a corresponding value of ap that makes for an optimal forecast. The general
formula for this "optimal up" is
p = q2 + (p q) 2 , (2.37)
or in the specific case of p, = 0 and Uq = 1 (as in Fig. 2.2), op = (1 + p2) /2. Eq. 2.37 shows
that if a forecast has an erroneous mean, Pp # pq, there is a Up > Uq that ensures p(x) is
nonetheless optimal. An erroneous mean, which degrades expected skill, can be completely
compensated for by increasing the spread of the forecast, in the context of the spread-skill
score. While it will be seen in Sec. 2.3 for CRPS and IGN that predicting a r, > aq can
lead to a lower expected score than predicting rp = oq when the forecast has an erroneous
mean, it is not the case for those scoring rules that a forecast with an erroneous mean can
have the same expected score as the true forecast probability distribution. This exemplifies
the key difference between strictly proper and proper scoring rules: only the true forecast
probability distribution is optimal in the context of a strictly proper scoring rule, but for a
proper scoring rule there are many optimal forecasts other than the true forecast probability
distribution.
2.2.4 Summary
Before moving forward, a summary of the primary findings of Sec. 2.2 is in order. In Sees.
2.2.1-2.2.2, it was shown that the continuous ranked probability score (Eq. 2.15 or Eq.
2.16) and ignorance score (Eq. 2.23) are both strictly proper scoring rules, such that only
a prediction of the true forecast probability distribution optimizes that expected value of
the score. As shown in Sec. 2.2.3, the "spread-skill score" (defined by Eq. 2.34) is a proper
scoring rule rather than a strictly proper scoring rule. The expected value of a proper
scoring rule is optimized by the true forecast probability distribution, as well as by other
imperfect probability distributions. A concrete demonstration of this concept was provided
in the analysis of the expected spread-skill score: the expected spread-skill score of a forecast
probability distribution with an erroneous mean and a particular spread greater than that
of truth was seen to be indistinguishable from the expected spread-skill score of the true
forecast probability distribution. As such, driving probabilistic forecast system development
through optimization of a proper scoring rule, like the spread-skill score, may not ultimately
lead to predictions of the true forecast probability distribution, but instead to predictions
of the other optimal forecasts. It is highly preferable to drive probabilistic forecast system
development with a strictly proper scoring rule, like CRPS or ignorance score, rather than
with a proper scoring rule like the spread-skill score.
2.3 Imperfect forecasts under strictly proper scoring
rules
While the propriety of the spread-skill score eliminates it from further consideration for use
in probabilistic forecast system development, this still leaves the forecast system developer
with two strictly proper scoring rules from which to choose. This choice should be informed
by knowledge of how the CRPS and IGN are expected to score imperfect forecasts, and how
these expected scores relate to the expected score for the perfect forecast (which, for strictly
proper scoring rules, is the unique optimal forecast). Such topics are explored here under
the simplifying assumption that p(x) and q(x) are Gaussian, as it would be impossible to
catalog behavior for all possible distribution forms (the expected scores cannot be written as
a function of the mean and variance of p(x) and q(x), as for the spread-skill score). Despite
this limitation, the subsequent analysis with Gaussian distributions reveals a substantial
difference between expected CRPS and expected ignorance for imperfect forecasts that is
fundamental to the nature of these scoring rules.
2.3.1 Continuous ranked probability score (CRPS)
It can be challenging to understand how a scalar value of expected CRPS, E[CRPS(X)],
relates to the characteristics of the continuous forecast probability distribution and continu-
ous true forecast probability distribution that go into its calculation. Thus, it is worthwhile
to provide some further explanation of how the E[CRPS(X)] calculation works, exempli-
fied with a few salient choices of Gaussian p(x) accompanied by a standard Gaussian q(x).
Thereafter, analysis will be extended to the full parameter space of p(x) = N(pp, ap).
As shown in Sec. 2.2.1, there are two ways to calculate the expected CRPS: (1) true
forecast probability distribution-weighted integration of CRPS(x) over all possible obser-
vations, x, (Eq. 2.17) and (2) integration of expected Brier score, E[BS(h,X)], over all
possible thresholds, h (Eq. 2.19). The first of the two aforementioned options follows the
standard procedure for calculating the expected value of a function of a random variable.
This calculation process can be visualized with the aid of Fig. 2.3, for each of five Gaussian
forecast probability distribution examples (Fig. 2.3a). Each of these p(x) has a corresponding
"CRPS curve", CRPS(x), calculated using either Eq. 2.15 or 2.16, and displayed in Fig. 2.3b.
CRPS(X - x) is the score that p(x) would achieve given observation X - x, so CRPS(x)
shows that score as a function of the possible observation. Calculation of the expected CRPS
is done by taking the weighted integral of the CRPS curve over x, where the weights are the
probabilities of the observations (loosely speaking), as described by q(x), the true forecast
probability distribution. A particular q(x), the standard Gaussian, is shown in Fig. 2.3c,
and the CRPS curves weighted according to this distribution, CRPS(x)q(x), are displayed
in Fig. 2.3d. The area under a weighted CRPS curve in Fig. 2.3d is the expected CRPS for
p(x) of the same color in Fig. 2.3a, given q(x) shown in Fig. 2.3c.
The values of E[CRPS(X)] for the five p(x) shown in Fig. 2.3a are listed in the sec-
ond column of Table 2.1. The standard Gaussian p(x) has the optimal expected CRPS,
E[CR,PS(X)]opt, as this is a prediction of the true forecast probability distribution. The two
forecasts with means differing from that of q(x), but the same standard deviation as q(x),
have expected CRPS almost 1.5 times greater than the optimal expected CRPS (see column
4 of Table 2.1). The two forecasts with standard deviations differing from that of q(x), but
the same mean as q(x), have expected CRPS values that are much closer to the optimal
value. A straightforward qualitative explanation for the relative expected performance of
these four imperfect forecasts follows most immediately, however, from the second method
of calculating E[CRPS(X)], as described subsequently.
The second method of calculating E[CRPS(X)] is through integration of the expected
Brier score over all thresholds, as shown in Eq. 2.19. This is equivalent to integration of a
function of the cumulative forecast probability distribution and the cumulative true forecast
probability distribution, according to Eq. 2.20. Fig. 2.4 displays the components of this
calculation process, starting with five cumulative forecast probability distribution examples
in Fig. 2.4a, corresponding to the Gaussian forecast probability distributions of Fig. 2.3a.
Likewise, Fig. 2.4b displays the cumulative of the standard Gaussian true forecast probability
distribution in Fig. 2.3c. The integrand of Eq. 2.20, E[BS(h, X)] = P(h)2 -2P(h)Q(h)+Q(h)
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Figure 2.3: (a) Five Gaussian forecast probability distributions: N(O, 1) in black, N(1, 1)
in magenta, N(-1, 1) in red, N(0,2) in dark blue, and N(O, 0.5) in light blue. (b) CRPS
curve for each of the forecast probability distributions in (a), showing the CRPS that would
be earned as a function of possible observation. (c) True forecast probability distribution,
N(O, 1). (d) CRPS curves weighted by the true forecast probability distribution. The area
under a given weighted CRPS curve is the expected CRPS of the correspondingly colored
forecast probability distribution in (a), given the true forecast probability distribution in (c).
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Table 2.1: Expected scores and normalized expected scores for five Gaussian forecast prob-
ability distributions (as shown in Figs. 2.3a and 2.6a), assuming that the true forecast prob-
ability distribution is the standard Gaussian, q(x) - N(0, 1) (as shown in 2.3c and 2.6c).
is shown in Fig. 2.4c, for each of the forecasts represented in Fig. 2.4a. The area under each
of these E[BS(h, X)] curves is the expected CRPS for the correspondingly colored p(x) in
Fig. 2.3a, given q(x) shown in Fig. 2.3c.
Short of carrying out the aforementioned method of E[CRPS(X)] calculation in its en-
tirety, it is possible to use just the upper two panels of Fig. 2.4 to make a qualitative estimate
of the expected relative performance of the five forecast probability distribution examples.
This is because, according to Eq. 2.22, the difference between the expected CRPS for forecast
p(x) and the expected CRPS for the optimal forecast p(x) = q(x) is equal to the integral of
the squared difference between the cumulative forecast probability distribution and the cu-
mulative true forecast probability distribution, (P(h) - Q(h))2. Thus, the amount by which
E[CRPS(X)] exceeds E[CRPS(X)]opt is proportional to the square of how far a colored line
in Fig. 2.4a, P(h), is from the black line in Fig. 2.3b, Q(h) (note that the black line in
Fig. 2.4a is also Q(h), since it pertains to the optimal forecast). It is seen in Fig. 2.4a that
the red and magenta P(h), representing forecasts with the same standard deviation as the
optimal forecast but different means, are on average imuch further from Q(h) than the light
blue and dark blue P(h), representing forecasts with the same mean as the optimal forecast
but different standard deviations. Thus, the forecasts represented by the red and magenta
cumulatives can be inferred to have a greater E[CRPS(X)] than those represented by the
light blue and dark blue cumulatives, as is observed in the quantitative results in Table 2.1.
With an appreciation for how the expected CRPS is calculated, the scope of E[CRPS(X)]
analysis for Gaussian distributions can now be expanded beyond the handful of forecast
probability distribution examples shown in Fig. 2.3a. Under the assumption of a fixed true
forecast probability distribution, E[CRPS(X)] for Gaussian forecast probability distribution
p(x) = N(pp, op) can be displayed as a function of pp, and cr. This is done in Fig. 2.5, for
a true forecast probability distribution of the standard Gaussian, q(x) - N(0, 1). Note that
Fig. 2.5 is analogous to Fig. 2.2 for the spread-skill score, except that Fig. 2.5 is created
under the additional assumption that the forms of the forecast probability distribution and
true forecast probability distribution are Gaussian rather than arbitrary"l . The contours in
Fig. 2.5 are lines of constant E[CRPS(X)], drawn every 0.1 units of E[CRPS(X)], starting
13 Also, the E[CRPS(X)] field has to be calculated through numerical integration (of Eq. 2.20), rather
than by using an analytical expression, like Eq. 2.36.
p(x) E[CRPS(X)] E[IGN(X)] E[CRPS(X)] E[IGN(X)jE[CRPS(X)]opt E[IGN(X)]opt
N(0, 1) 0.564 2.05 1 1
N(1, 1) 0.835 2.77 1.48 1.35
N(-1, 1) 0.835 2.77 1.48 1.35
N(0, 2) 0.656 2.51 1.16 1.22
N(0, 0.5) 0.610 3.21 1.08 1.57
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Figure 2.4: (a) Five cumulative forecast probability distributions, corresponding to the fore-
cast probability distributions of Fig. 2.3a. (b) Cumulative true forecast probability distribu-
tion, corresponding to the true forecast probability distribution of Fig. 2.3b. (c) Expected
Brier score, as a function of threshold, calculated from P(h) and Q(h) according to Eq. 2.12.
The area under a given expected Brier score curve is the expected CRPS of the correspond-
ingly colored forecast probability distribution in Fig. 2.3a, given the true forecast probability
distribution in Fig. 2.3b.
at 0.6 units. The location of the minimum in the E[CRPS(X)] field is marked with a black
'X'. This minimum is for p(x) with jtp = 0 and a, = 1, the parameters of the true forecast
probability distribution, which is the unique optimal forecast in the context of CRPS.
Examination of the shape of the E[CRPS(X)] field in Fig. 2.5 reveals some interesting
behavior in the relative expected scoring of imperfect forecasts (under the assumption of
Gaussian distributions). First, consider the optimal pp given a fixed up. Fig. 2.5 shows
that for all up, reducing the absolute error of the mean always reduces E[CRPS(X)], such
that pp = q, minimizes E[CRPS(X)]. This results meets intuitive expectation (all else being
equal, a scoring rule should penalize forecasts with an erroneous mean) but the corresponding
result for the optimal up given a fixed p, is somewhat surprising. For all pp 4 pq, Fig. 2.5
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Figure 2.5: The expected CRPS, E[CRPS(X)], as a function of the mean, yp, and standard
deviation, op, of Gaussian forecast probability distribution p(x) = N(up, o), given true
forecast probability distribution q(x) = N(0, 1). A black 'X' marks the minimum value of
the E[CRPS(X)] field, 0.564. Contours of E[CRPS(X)] are drawn at 0.1 unit intervals,
starting at E[CRPS(X)] = 0.6. Contour values are according to the colorbar at the right.
shows that the op that minimizes E[CRPS(X)] is greater than q- = 1. This "optimal ap" is
an increasing function of Ip - P ql, such that as the absolute error of the mean increases, the
most advantageous value to assign up increases in tandem, above and beyond the standard
deviation of the true forecast probability distribution. In short, under CRPS verification,
an erroneous mean can be partially compensated for by a judicious choice of Up > aq. The
implications of this scoring rule characteristic will be discussed in Sec. 2.3.3, after it is
subsequently shown that the ignorance score also possesses this characteristic.
2.3.2 Ignorance score
Here the behavior of the expected ignorance score, E[IGN(X)], is analyzed, following the
same methodology employed in Sec. 2.3.1 for the expected CRPS. To begin, consider the
details of the E[IGN(X)] calculation procedure. Eqs. 2.24 and 2.23 imply that E[IGN(X)]
is the true forecast probability distribution-weighted integral of IGN(x) over all possible
observations, x, where IGN(x) is an "ignorance curve" depending on forecast p(x). Like the
CRPS curve, the ignorance curve describes the score p(x) would achieve as a function of the
possible observation. Using the definition of the ignorance score in Eq. 2.23 for observation
X = x, IGN(x) = - log2 [p(x), a transformation of the forecast probability distribution.
Thus, the calculation procedure for expected ignorance is as follows: (1) transform p(x) to
get IGN(x), then (2) weight IGN(x) by the true forecast probability distribution, q(x), and
then (3) integrate IGN(x)q(x) over all x.
Fig. 2.6 visualizes the first two steps of the aforementioned E[IGN(X)] calculation pro-
cedure for five Gaussian forecast probability distribution examples, as displayed in Fig. 2.6a
(same as those in Fig. 2.3a). Fig. 2.6b shows the ignorance curves corresponding to each of
these forecast probability distributions. The substantial differences amongst the ignorance
curves here are noteworthy, relative to the more homogeneous set of CRPS curves in Fig.
2.3b. These differences are especially apparent in the flanks of Fig. 2.6b where values of p(x)
are generally small, as IGN(x) is highly sensitive to differences in the value of p(x) when
that value is near zero14 . The ignorance curves of Fig. 2.6b are weighted according to the
true forecast probability distribution shown in Fig. 2.6c (the standard Gaussian, just as in
Fig. 2.3c) to produce the weighted ignorance curves of Fig. 2.6d. Given q(x) in Fig. 2.6c,
the expected ignorance score of a p(x) in Fig. 2.6a is the area under the weighted ignorance
curve of matching color in Fig. 2.6d.
The results of the E[IGN(X)] calculation procedure, for the five forecast probability
distributions of Fig. 2.6a, are listed in column 3 of Table 2.1. Because the standard Gaussian
is the optimal forecast, it has the optimal expected ignorance, E[IGN(X)]opt. The highest
expected ignorance amongst the 4 imperfect forecasts is for the distribution with the correct
mean, but a standard deviation of 0.5 instead of 1. It is interesting to note that relative to
the other 3 imperfect p(x), IGN scores this forecast probability distribution very differently
from the CRPS, which gives it the lowest expected score of the 4 imperfect forecasts (a
detailed comparison of E[IGN(X)] to E[CRPS(X)] will be left to Sec. 2.3.3). The best of
the 4 imperfect forecasts in terms of E[IGN(X)] is the p(x) with the correct mean, but
double the correct standard deviation, which places ahead of the two p(x) with the correct
standard deviation, but incorrect mean.
As done for E[CRPS(X)] in Sec. 2.3.1, assuming that q(x) = N(0, 1) and that the forecast
probability distribution is of the form p(x) = N(pp, ap), E[IGN(X)] can be displayed as a
function of p, and ap. Creating such a plot is straightforward for Gaussian distributions,
as an analytical formula exists to calculate E[IGN(X)] (Roulston and Smith 2002), making
numerical integration of weighted ignorance curves unnecessary. This formula is
E[IGN(X)] l [In(pl2)+ ln(27) + 2 +  _ 2 (2.38)
14For example, compare the range of IGN(x) values at x = 0, where p(x) is large, to the range of IGN(x)
values at x = 4, where p(x) is small. The light blue IGN(x) curve reaches a value of about 50 for x = 4.
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Figure 2.6: (a) Five Gaussian forecast probability distributions, as shown in Fig. 2.3a. (b)
Ignorance curve corresponding to each of the forecast probability distributions in (a), showing
the ignorance score that would be earned as a function of the possible observation. (c)
True forecast probability distribution, q(x) = N(O, 1), as in Fig. 2.3c. (d) Ignorance curves
weighted by the true forecast probability distribution. The area under a given weighted
ignorance curve is the expected ignorance of the correspondingly colored forecast probability
distribution in (a), given the true forecast probability distribution in (c).
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Figure 2.7: The expected ignorance score, E[IGN(X)], as a function of the mean, pp, and
standard deviation, up, of Gaussian forecast probability distribution p(x) = N(pu, up), given
true forecast probability distribution q(x) = N(0, 1). A black 'X' marks the minimum value
of the E[IGN(X)] field, 2.05 bits. The rainbow color-coded set of contours are drawn at 0.2
bit intervals, starting at 2.2 bits and ending at 10 bits. Additional red contours are drawn
in the lower portion of the plot to characterize the high-valued E[IGN(X)] field at low up.
From top to bottom, these contours have values of 20, 40, 80, and 160 bits.
with the parameters of the true forecast probability distribution left variable, which simplifies
to
E[IGN(X)] = In(u2 )+ n(27r) 1 2 (2.39)
for the standard Gaussian true forecast probability distribution. Eq. 2.39 is used to calculate
the E[IGN(X)] field contoured in Fig. 2.7.
The nature of the variability of E[IGN(X)] over the range of pp and a, displayed in
Fig. 2.7 (range is consistent with Fig. 2.5 for E[CRPS(X)] and Fig. 2.2 for E[SSS(X)])
makes contouring the E[IGN(X)] field challenging. The expected ignorance for the optimal
forecast, with parameters pu = 0 and a, = 1 (location in Fig. 2.7 marked with black 'X')
is 2.05 bits, the minimum value of the E[IGN(X)] field. For 1 < ap < 3, E[IGN(X)] stays
in the low single digits, but as op decreases below 1, E[IGN(X)] rapidly rises, exceeding
200 bits for some pp, when op = 0.1. To show detail in the E[IGN(X)] field for low values,
but still represent the field at high values, the following approach has been taken to contour
the E[IGN(X)] field in Fig. 2.7: (1) starting at 2.2 bits, contour every 0.2 bits up to 10.0,
color-coding by contour value, then (2) add additional red contours with values of 20, 40,
80, and 160 bits in the lower portion of the plot.
This unusual contouring scheme is made necessary by the extremely harsh punishment
enforced by the ignorance score upon forecast probability distributions that have very small
values of p(x) at the observed X = x. Recall that as p(X = x) approaches zero, IGN(X = x)
approaches infinity. Thus, p(x) must be non-zero at all values of X which q(x) shows to be
possible, and to ensure a low expected ignorance, p(x) must avoid values near zero for x where
q(x) > p(x). For Gaussian distributions, if Up < Uq, it is difficult to avoid having p(x) close
to zero for some x where q(x) > p(x), hence leading to high E[IGN(X)] for such p(x). This
scenario is demonstrated by the light blue curves in Fig. 2.6, pertaining to p(x) = N(0, 0.5).
There are ranges of x in the tails of this forecast probability distribution (1 < |x < 3, in
particular) where p(x) is near zero while q(x) - N(0, 1) is much larger than p(x). In these
ranges, the ignorance curve has high values and is assigned non-negligible weight by q(x),
such that the weighted ignorance curve takes on high values as well. The integral of the
weighted ignorance curve over x then yields a high E[IGN(X)].
Finally, consider the implications of the shape of the E[IGN(X)] field in Fig. 2.7 for the
relative expected scoring of imperfect forecasts (still assuming Gaussian distributions). The
pp that optimizes E[IGN(X)], given any fixed ap, is p, = pq. This result can be obtained
via visual inspection of Fig. 2.7 or minimization of Eq. 2.38 with fixed Up. More generally,
it is clear from Fig. 2.7 that reducing the absolute error of the mean always reduces the
expected ignorance. Consider, now, the op that optimizes E[IGN(X)] for a fixed pp. Fig. 2.7
shows that this "optimal rp" is an increasing function of the absolute error of the mean, | pp
in the case of the figure. Indeed, minimization of Eq. 2.39 with fixed Ipp yields the formula
ap - (1 + pp,) 1/2 , for the optimal ap. Generalizing to the case of q(x) - N(pq, Uq), the
optimal Up is given by
or = Uq 2 + (p- q) 2 . (2.40)
Unless the forecasted mean is the true mean, the optimal op is greater than the standard
deviation of the true forecast probability distribution. As for E[CRPS(X)], in terms of
E[IGN(X)], an erroneous mean can be partially compensated for by making a choice of
rp > aq.
2.3.3 Comparison of CRPS and ignorance score
Secs. 2.3.1 and 2.3.2 both ended with an analysis of the expected score of a Gaussian fore-
cast probability distribution p(x) = N(pp, up) as a function of pp and Up, assuming standard
Gaussian true forecast probability distribution q(x) = N(0, 1). These analyses focused on
contoured fields of expected CRPS and expected ignorance, as displayed in Figs. 2.5 and 2.7,
respectively. The purpose of such analyses was to explore the relative expected scoring of
imperfect forecasts. Here, the relevant findings for CRPS and ignorance score are compared.
In addition, the normalized expected CRPS and the normalized expected ignorance score
(where normalization is by the optimal expected score) are used to directly compare the
severity with which the CRPS and ignorance score are expected to penalize imperfect fore-
casts, relative to the perfect forecast. The results of these two comparative exercises are used
to define similarities and differences in the probabilistic forecast characteristics CRPS and
ignorance score are expected to reward, and the subsequent implications for a forecaster (or
modeler) attempting to optimize E[CRPS(X)] or E[IGN(X)] as part of the forecast system
development process.
The characteristics of the shape of the E[CRPS(X)] field in Fig. 2.5 and the E[IGN(X)]
field in Fig. 2.7 are, for the most part, quite similar. Both fields have a minimum at [ pp, up ] =
[ 0, 1 ], the parameters of the true forecast probability distribution. This was anticipated, as
both scoring rules were shown to be strictly proper in Sec. 2.2. By way of contrast, in Fig.
2.2 for the expected spread-skill score, there is a contour line with the optimal value of
E[SSS(X)], rather than just a point with the optimal value of E[SSS(X)]. This property of
an expected score field is indicative of a scoring rule that is not strictly proper.
In addition to locating the minimum of the expected score field, Secs. 2.3.1 and 2.3.2 also
explored how the expected score varies when one of the two Gaussian forecast probability
distribution parameters is held fixed. For the case of fixed standard deviation, choosing
p, = p, optimizes the expected value of both CRPS and IGN. All else being equal, both
scoring rules reward predictions with the correct mean, in the expected sense. For the case
of fixed mean, the value of up that minimizes the expected score is greater than or equal to
aq, for both CRPS and IGN. For both scoring rules, this optimal ua is an increasing function
of the absolute error of the mean. Even the functional form of the relationship between the
optimal a, and the error of the mean is similar' 5 for CRPS and IGN, judging from Figs.
2.5 and 2.7 (in these figures, the error of the mean equals pp, as pq = 0). Hence, for a
forecast with an erroneous mean, the CRPS and IGN demand that the standard deviation
of the forecast be inflated relative to the standard deviation of the true forecast probability
distribution by approximately the same amount, in order to optimize the expected value of
the score.
The fact that the optimal ap of a forecast with an erroneous mean does not equal aq under
CRPS or IGN verification elicits one to re-evaluate intuitive assumptions about the nature
15For the ignorance score of a Gaussian p(x) given a Gaussian q(x), an analytical expression for the optimal
cr is available, as shown in Eq. 2.40. Interestingly, this expression is identical to that for the optimal up in
the context of the spread-skill score (Eq. 2.37). The crucial difference between the ignorance score and the
spread-skill score is that a Gaussian forecast probability distribution with pp and the corresponding optimal
up does not have E[IGN(X)] = E[IGN(X)]opt unless p, = pq, while that forecast probability distribution
always has E[SSS(X)] = 0, the optimal value. For the CRPS of a Gaussian p(x) given a Gaussian q(x),
there does not appear to be an analytical expression for the optimal up, as a function of pp, rq, and pq.
Numerical analysis of the E[CRPS(X)] field for q(x) = N(O, 1) shows that the optimal up is slightly greater
than that for E[IGN(X)], with the difference between the two an increasing function of the absolute error
of the mean
of a high quality probabilistic forecast. The two scoring rules and intuition agree that an
erroneous mean is, unequivocally, an undesirable feature of a probabilistic forecast. However,
the two scoring rules essentially assert that the correct forecast spread (i.e. Orp = Uq) is only
conditionally desirable; that is, it is desirable only if the forecasted mean is the true mean.
At first glance, the idea that the most desirable forecast spread should be a function of the
error of the mean, rather than absolute, may seem odd. To the author, it seemed like one
shortcoming of a forecast probability distribution was conspiring to cover up another! A
perhaps more insightful manner of viewing this particular characteristic of CRPS and IGN
is to hypothesize that inflating the forecast spread beyond the true value is a way to account
for forecast uncertainty in the mean of the true forecast probability distribution. Whatever
the rationale assigned to it, if pIp # pq, the CRPS and IGN define the p(x) with the optimal
orp (greater than oq) to be a better forecast than the p(x) with a,. If one believes that the
desirability of the correct spread should be absolute rather than conditional, some strictly
proper scoring rule other than the CRPS and ignorance score must be devised.
In terms of the larger picture of CRPS and IGN use in probabilistic forecast system
development, the consequence of the relationship between error of the mean and the optimal
op is that the CRPS and IGN effectively encourage prediction of Up > Uq. This is due
to the fact that real forecasts are going to end up with erroneous means, even though the
CRPS and IGN encourage prediction of the true mean. Assuming the mere existence of
an erroneous forecast mean, it is to the forecaster's (or model's) advantage to purposefully
overestimate aq in the prediction of op, in order to optimize E[CRPS(X)] or E[IGN(X)].
This can be demonstrated for the expected ignorance score in an idealized scenario with
Gaussian p(x) and Gaussian q(x). Suppose that a forecaster knows that Uq - 1, but can
only estimate pq. The forecaster assumes that the error in the forecast mean, pp - pq, is a
random draw from a probability distribution16, say l- , -q- N(O, 1). With this distribution
for the error in the mean and orq = 1, the expected value of Eq. 2.38 for E[IGN(X)] can
be calculated. This "expected expected ignorance" is a function only of ap. The minimum
expected expected ignorance is for p = V2. For the assumed distribution of error in the
mean, the forecast strategy to optimize the expected ignorance score is to predict ,p = 0
instead of , =- Uq = 1.
While the CRPS and IGN similarly encourage prediction of ap > Uq, they differ drasti-
cally in the expected penalty for not doing so. This is by far the most important difference
between CRPS and IGN (under the assumption of Gaussian distributions). Theoretically,
this difference should lead to a difference in the spread of predictions from forecasters veri-
fied with the CRPS, relative to the spread of predictions from forecasters verified with the
ignorance score, as described subsequently.
A direct comparison of the expected CRPS and the expected IGN for ,p < aq is facilitated
1
"The particular distribution chosen here for the error in the mean assumes that the forecast system in
question produces probabilistic predictions that are, on average, unbiased. In this context, "unbiased" implies
that the average pp equals the average tq, where the averages are taken over many forecast realizations.
Thus, although the forecast system produces unbiased predictions, a given forecast generally has an erroneous
mean (pp / pq).
by computing normalized versions of the E[CRPS(X)] and E[IGN(X)] fields in Figs. 2.5 and
2.7. Let the two expected scores be normalized by their respective optimal expected scores,
such that the normalized expected CRPS is defined as
E[CRPS(X)]E[CRPS(X)EC) (2.41)E[CRPS(X) nrm E[CRPS(X)]opt'
and the normalized expected ignorance score is defined as
E[IGN(X)]norm - E[GN(X)]X) (2.42)
A normalized expected score expresses an expected score in terms of multiples of the optimal
expected score, e.g. a forecast probability distribution with E[IGN(X)]norm = 2 has twice the
expected ignorance score of p(x) = q(x). In a direct comparison of the CRPS and ignorance
score, it is more appropriate to compare the normalized expected scores than the expected
scores themselves, as the two scores are expressed in different measurement units.
The two panels of Fig. 2.8 show the normalized expected CRPS and normalized expected
IGN as a function of the parameters of Gaussian forecast probability distribution p(x) =
N(pp, up), assuming a standard Gaussian true forecast probability distribution. Thus, the
E[CRPS(X)]norm field of Fig. 2.8a is simply the E[CRPS(X)] field of Fig. 2.5 divided by
E[CRPS(X)]opt - 0.564, and the E[IGN(X)]norm field of Fig. 2.8b is the E[IGN(X)] field of
Fig. 2.7 divided by E[IGN(X)]opt = 2.05. Normalized expected score values in each panel of
Fig. 2.8 are contoured every 0.25 units starting at 1.25 and ending at 5, with values color-
coded according to the same rainbow scheme. Additional red contours at the bottom of Fig.
2.8b are for E[IGN(X)]norm values of 10, 20, 40, and 80.
Clearly, the primary difference between the two panels of Fig. 2.8 is in the normal-
ized expected scoring of forecasts with Up < Uq = 1. Around ap = 1, E[CRPS(X)]norm
and E[IGN(X)]nom are roughly the same, but as ,p decreases from 1, E[IGN(X)]norm
increases much more rapidly than E[CRPS(X)]norm. For the extreme case of Up = 0.1,
E[CRPS(X)]norm is not greater than 3.5 for the range of pp displayed in Fig. 2.8, while
E[IGN(X)]norm is over 100 for some of those pp. Such results demonstrate that the igno-
rance score is expected to punish predictions with u, < a, much more harshly than the
CRPS, relative to the expected score of the optimal forecast. Thus, forecasters (or models)
whose predictions are verified with the ignorance score must take much greater precaution
than those verified with CRPS not to predict a forecast probability distribution with a, < aq.
This, coupled with the inherent uncertainty in the value of aq in a real forecast situation,
implies that ignorance score verification encourages larger rp predictions than CRPS verifi-
cation. In essence, forecasters whose predictions are verified with the ignorance score need to
insure against the possibility that their best guess of the value of aq is way too low, such that
their up (which should be greater than their estimate of rq to begin with) is actually less than
Uq, and the associated E[IGN(X)]nom of their forecast is enormous. To take the insurance,
the forecaster verified with ignorance score must make u, greater than would be predicted
purely on the basis of the optimal u, anticipating an erroneous mean (discussed earlier in
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Figure 2.8: (a) Normalized expected CRPS, E[CRPS(X)]norm, as a function of the mean, pp,
and standard deviation, p,, of Gaussian forecast probability distribution p(x) = N(pp, ap),
given true forecast probability distribution q(x) = N(O, 1). Contours are drawn every 0.25,
starting at 1.25, with values color-coded according to the scale at right. (b) As in (a), but
for normalized expected ignorance score, E[IGN(X)norm. In addition to the color-coded
contours drawn every 0.25 units from 1.25 to 5, four red contours are drawn at low ap. From
top to bottom, these contours have values of 10, 20, 40, and 80.
this section). Unlike a forecaster verified with ignorance score, a forecaster verified with
CRPS simply does not need to insure against the possibility of ap < oq, as E[CRPS(X)]norm
for such a scenario is not prohibitively large.
2.4 Summary and Conclusions
In this chapter, verification of probabilistic forecasts was examined through a detailed inves-
tigation of a particular verification technique applicable to a particular type of predictand:
scoring rules designed to assess the quality of a set of continuous forecast probability distribu-
tions, pertaining to a continuous scalar predictand (such as tropical cyclone intensity). Three
scoring rules were considered: continuous ranked probability score (CRPS), ignorance score
(IGN), and spread-skill score (SSS). The ultimate goal of the investigation was to gain some
understanding of the theoretical consequences of utilizing such scoring rules in the proba-
bilistic forecast system development process, in order to promote informed choices of scoring
rules by probabilistic forecast system developers. Recall that since a scoring rule is a type of
summary measure, it allows for the most straightforward possible comparison of the perfor-
mance of two competing forecast sets. Because of this property, scoring rules are favored over
graphical verification techniques and distributions-oriented verification techniques for use in
probabilistic forecast system development. This pragmatic reality motivates the choice to
investigate scoring rules rather than other methods of probabilistic forecast assessment.
Before a scoring rule is chosen for implementation in the probabilistic forecast system
development process, its propriety must be considered. The propriety of a scoring rule
characterizes the relationship between the set of theoretically-optimal forecasts (true forecast
probability distributions) and the set(s) of optimal forecasts in the context of the scoring
rule (a set of optimal forecasts optimizes the expected value of the scoring rule). A scoring
rule is: (1) strictly proper if the set of theoretically-optimal forecasts is the only set of
optimal forecasts, (2) proper if the set of theoretically-optimal forecasts is a set of optimal
forecasts, but is not unique in this regard, or (3) improper if the set of theoretically-optimal
forecasts is not a set of optimal forecasts. Only the use of a strictly proper scoring rule in the
probabilistic forecast system development process unambiguously encourages production of
the set of theoretically-optimal forecasts, the set of true forecast probability distributions.
Of the three scoring rules investigated here, the continuous ranked probability score and
ignorance score were shown to be strictly proper, while the spread-skill score was shown to
be proper. These determinations were made by evaluating the propriety of the realization-
specific versions (i.e. M in the context of Eq. 2.1 for scoring rule M) of the three scoring
rules, which have the same propriety categorizations as the scoring rules themselves. How-
ever, dealing with the realization-specific scoring rules simplifies matters, as the propriety
of realization-specific scoring rules characterizes the relationship between the realization-
specific theoretically-optimal forecast and realization-specific optimal forecasts, rather than
the relationship between the set of theoretically-optimal forecasts and the sets of optimal
forecasts. Because of the exclusive focus on the realization-specific scoring rules, Secs. 2.2 and
2.3 dropped the cumbersome "realization-specific" qualifier of scoring rule, optimal forecast,
and theoretically-optimal forecast, a convention that will now be followed here.
The implications of scoring rule propriety for probabilistic forecast system development
can perhaps be best understood by way of example. Towards this end, the expected score
of Gaussian forecast probability distribution p(x) = N(pp, op) was examined, assuming true
forecast probability distribution q(x) = N(O, 1). An expected score for the aforementioned
Gaussian forecast probability distribution can be plotted as a function of p, and op, as
done in Fig. 2.5 for CRPS, Fig. 2.7 for IGN, and Fig. 2.2 for SSS 17 . For the strictly proper
scoring rules, CRPS and IGN, the optimal value of the expected score field occurs only at
a single point, representing the parameters of the true forecast probability distribution. A
probabilistic forecast system developed through CRPS optimization or IGN optimization
will be driven to produce a prediction of this theoretically-optimal forecast. For the proper
scoring rule, SSS, the optimal value of the expected score field occurs at every point along a
curve (plotted in black in Fig. 2.2), each point representing a parameter set for a Gaussian
forecast probability distribution that is optimal in the context of SSS. Although the point
representing the parameters of the true forecast probability distribution is along this curve,
a probabilistic forecast system developed through SSS optimization will not necessarily be
driven to produce a prediction of the true forecast probability distribution, because of the
presence of all the other optimal forecasts that possess the same expected score.
While propriety analysis eliminates spread-skill score from consideration for implementa-
tion in a probabilistic forecast system development process in deference to CRPS and IGN,
such analysis does not guide the developer in choosing between CRPS and IGN. What is
needed to inform such a choice is an analysis of how CRPS and IGN are expected to score
imperfect forecasts relative to each other and relative to the optimal forecast. Such an anal-
ysis was carried out in Sec. 2.3, in the specific context of Gaussian distributions. By way of
Figs. 2.5 and 2.7, it was shown that the shape of the expected CRPS field was quite similar
to the shape of the expected IGN field, even though the functional forms of the CRPS and
IGN are radically different. For any fixed ap, pu, - p, is the choice of mean that optimizes
the expected value of each scoring rule. Thus, both scoring rules favor prediction of the
correct mean, regardless of the predicted value of the standard deviation. For a fixed pp,
the ,r that optimizes each score is only equal to rq if pp = pq, otherwise it is greater than
Oq. Thus, both scoring rules favor prediction of the correct standard deviation only if the
mean is also correct. If the mean is erroneous, the optimal crp is an increasing function of
the absolute error of the mean, IPp - Pq,, for both scoring rules.
A consequence of the fact that the optimal ap is greater than aq whenever the forecasted
mean is erroneous, under both CRPS and IGN verification, is that it is prudent for a proba-
bilistic forecaster (or model) verified with either of these scoring rules to purposefully predict
rp > Jq. This follows from the fact that real probabilistic forecasts cannot be expected to
have perfectly predicted means (i.e. pp = pq), such that a forecaster must assume that his or
17The E[SSS(X)] field is actually valid for any p(x) with mean pp and standard deviation ap, given any
q(x) with a mean of zero and standard deviation of one, but for the present discussion it will be interpreted
in terms of the more specific Gaussian distribution scenario.
her forecast mean is erroneous. Of course, predicting ap > cq is much easier said than done,
since a real forecaster does not know the value of a, (as was assumed for the demonstration
in Sec. 2.3.3), but instead formulates some estimate of it. If this estimate tends to be too
high, then systematically inflating the estimate of Uq to formulate ua over the course of many
forecast realizations could degrade the average expected CRPS or IGN, relative to simply
using the estimate of Uq as up. Hence, caution must be used in employing such a forecast
strategy.
However, for ignorance score, systematic inflation of the estimate of Uq to formulate up
has an important additional benefit: it helps avoid incurring an extremely high value of
expected ignorance should the estimate of ua fall well below the value of Uq for a given
forecast realization. Such a benefit is negligible in the situation of CRPS verification, which
penalizes forecasts with p, < aq much less harshly than IGN. The scoring of forecasts with
UP < aq is the most important difference between CRPS and IGN verification, a difference
which theoretically should be reflected in the amount of inflation forecasters verified with
IGN apply to their estimate of Uq to produce up, relative to that of forecasters verified with
CRPS.
Given the analysis above for Gaussian distributions, the choice of whether to use CRPS or
IGN in probabilistic forecast system development should be made based on how important
avoiding forecasts with a, < Uq is regarded. If this is of paramount importance, then
ignorance score should be utilized. More generally, if it is of paramount importance for all
forecasts to avoid underestimating the true probabilities in at least one of the tails of q(x),
then ignorance score should be utilized in forecast system development (recall that a high
expected ignorance is earned by a forecast with small values of p(x) for x where q(x) > p(x)).
The importance of not underestimating the probabilities in the tails of q(x) is ultimately a
judgment that must be made with the needs of users in mind (i.e. the value of forecasts to
users). This topic is beyond the scope of investigation here, but it is easy to imagine that
for a predictand like tropical cyclone intensity, avoiding underestimation of the upper tail
of q(x) could be a top priority, because of the extreme socioeconomic consequences of an
unanticipated high-intensity tropical cyclone landfall.
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Chapter 3
Measures-oriented verification of
deterministic forecasts
3.1 Introduction
Summary accuracy measures belong to a larger subset of verification measures encompassed
in the measures-oriented (Brooks and Doswell III 1996; Murphy 1997) approach to forecast
evaluation. The measures-oriented approach quantifies the quality of a set of predictions
by calculating one or more summary measures, scalar functions of the verification data
sample, {(fk (t), xk(t)); k = 1, ... , N}. Here, fk(t) is the kth deterministic forecast realization
of the time-trajectory of random vector X, and Xk(t) is the corresponding observed time-
trajectory of X. The random vector X is composed of M continuous random variables,
{Xi; i = 1, ... , M}. With this definition, one can imagine the verification data sample as
containing a set of atmospheric model forecast trajectories along with the corresponding
observed trajectories.
In practice, it is rare to see a summary measure calculated for a verification data sample
as complex as that accommodated by the definition provided above. Instead, it is more
typical to calculate separate summary measures for each of a series of individual lead times,
t = 71, 72, ... , T, and/or each of a series of individual variables, X 1, X 2,. .. , XM. In other
words, summary measures are calculated for different subsets of the "full" verification data
sample. A subset of the full verification data sample at a particular time, t = T, is denoted
as {(fk, Xk); k = 1,. . , N} (specification of t -= is dropped for notational expedience). Let
us begin by defining a summary accuracy measure in the context of this subset, en route to
similar definitions on even more specific subsets1 .
Given the verification data sample subset {(fk, Xk); k = 1,..., N}, a summary accuracy
measure (SAM) can be generically defined as the mean distance between f and x,
(31)
SAM = N k -k X (3.1)
k=l
'The time aspect of deterministic forecast verification will be reintroduced in Sec. 3.3.
In Eq. 3.1, 11 II represents the application of a norm, which defines the length of the vector
fk - Xk on RM. Three norms are of particular relevance to conventional summary accuracy
measures. The L 1 norm,
Ilfk - Xk 1= fl,k - X1,k + lf2,k - X2,k - + IfM,k - XM,k , (3.2)
gives the Euclidean distance between fk and xk with respect to travel along the directions of
the unit vectors of R M , rather than the usual "straight line" Euclidean distance. When Eq.
3.2 is applied as the norm in Eq. 3.1, an expression for (multivariate) mean absolute error
results:
1 NMMAEm = N fi,k - Xi,k . (3.3)
k=1 i=1
The L 2 norm,
I fk - Xk 2 = ((fl,k - X1,k) 2 + (f2,k - X2,k) 2 + ... (fM,k - XM,k) 2 ) 1/2 (34)
gives the Euclidean distance between fk and xk on RM. It can be used as the norm in Eq.
3.1 to define a summary accuracy measure which I will call "mean Euclidean distance error",
1 N M 1/2MEDE = (fik - xi,k) 2  . (3.5)
k=1 i=1
Defining a norm that assigns a vector the square of its Euclidean length on RM leads to
another summary accuracy measure. This "L2-squared" norm,
ifk - Xk 2 - (fl,k - X1,k) 2 + (f2,k - X2,k) 2 + . + (fM,k - XM,k) 2 , (3.6)
is behind (multivariate) mean squared error, which results from applying Eq. 3.6 as the norm
in Eq. 3.1:
1 NM
MSEm = (fi,k - Xi,k) 2 .  (3.7)
k=1 i=1
Eqs. 3.3, 3.5, and 3.7 provide three possible forms of a summary accuracy measure, each
specific to a certain choice of norm.
While the expressions shown above for MAEm, MEDE, and MSEm may seem vaguely
familiar, a further step is necessary to derive the most commonly seen forms of these summary
accuracy measures. Consider the most basic possible subset of the verification data sample,
{(fk, k); k = 1,..., N}, for a particular variable, Xi = X,, at a particular lead time, t = T
(specification of i = t has been dropped for notational expediency). In this situation, both
MAEm and MEDE reduce to the same expression, the univariate mean absolute error:
1 N
MAE - E fk - xk. (3.8)
k=1
This results from the equivalence of the L 1 and L 2 norms in R1 . MSEm simplifies to the
univariate mean squared error,
1N
MSE = N (fY - Xk) 2 , (3.9)
k=l
an application of the L2-squared norm on R1 . Often, the square root of Eq. 3.9 is taken,
resulting in an expression for the univariate root-mean squared error (RMSE) summary
accuracy measure .
Thus far, expressions for summary accuracy measures under two subsets of the verification
data sample have been derived, but no attention has been paid to summary measures that
quantify other aspects of the relationship between a set of forecasts and the corresponding set
of observations (i.e. "forecast quality"). For example, the correlation coefficient is a summary
measure of the association between the forecasts and observations, and mean error, ME =
N k=1 fk - xk (written here for the univariate, particular lead time context), summarizes
unconditional forecast bias. The exclusive concentration on summary accuracy measures
here is not due to the theoretical irrelevance of these other summary measures, but rather
to their irrelevance in practice. While measures of bias or association may be calculated in
verification of a certain set of forecasts, it is rare that such measures are calculated without
accompaniment by some representative from the summary accuracy measures. And when
it comes down to describing the performance of a forecast system with one number (as it
often does), that number is almost always a summary accuracy measure3 . This situation has
important consequences for forecast system development, as it naturally leads to a goal of
summary accuracy measure optimization. A modification to a forecast system is considered
an "improvement" if the summary accuracy measure for a verification data sample from the
modified system is closer to the optimum value than the summary accuracy measure from
the unmodified forecast system. Through many changes over time, the forecast system is
driven to produce forecast sets that are as close to optimal as possible, in the context of a
particular summary accuracy measure.
Such a method of forecast system development rests on the premise that it is desirable
for deterministic forecast systems to produce sets of forecasts that are optimal (only) in the
context of summary accuracy measure verification. Here, the theoretical consequences of
guiding forecast system development under this premise are explored. Toward this end, it is
of foremost importance to ascertain the optimal forecasts that are inherent in the definitions
2Note that a multivariate version of root-mean squared error, the square root of Eq. 3.7, is not the same
as MEDE.
3Examples of the predominance of summary accuracy measures in deterministic forecast verification are
abundant in the literature, in a wide range of prediction contexts. Gridded forecasts of spatially-distributed
fields (e.g. 500 hPa height, surface temperature) pertaining to the global-scale upper air flow (Buizza et al.
2005; Bourke et al. 2004; Roman et al. 2004; Simmons and Hollingsworth 2002) and regional weather (Mass
et al. 2002; White et al. 1999) are verified using mean absolute error, mean squared error, or variants
thereof. Forecasts of tropical cyclone position are verified using summary accuracy measures (Goerss et al.
2004; Franklin et al. 2003; Weber 2003), and forecast of tropical cyclone intensity are verified using mean
absolute error or mean squared error, as detailed in Sec. 4.1.
of the various summary accuracy measures. Producing these optimal forecasts is the ultimate
goal of deterministic forecast system development, so with the optimal forecasts in hand, the
consequences of striving for such a goal can be investigated.
As alluded to earlier, the summary accuracy measures for forecasts/observations in the
form of time-trajectories and those for "fixed time" forecasts/observations are dealt with
separately. The fixed time case is investigated next, in Sec. 3.2. First, the literature on
optimal deterministic forecasts under (fixed time) summary accuracy measure verification is
reviewed in Sec. 3.2.1. Optimal forecasts for the univariate MAE (Eq. 3.8) and univariate
MSE (Eq. 3.9) are derived in Sec. 3.2.2. These results are then extended to the multivariate
MAE (Eq. 3.3) and multivariate MSE (Eq. 3.7) in Sec. 3.2.3, along with a discussion of the
optimal forecast in the context of MEDE (Eq. 3.5). Since it is shown that the optimal fore-
casts differ for some of the summary accuracy measures considered, the subject of choosing a
summary accuracy measure for use in forecast system development is discussed in Sec. 3.2.4.
The presence of a time dimension in the forecasts and observations of the verification
data sample is introduced in Sec. 3.3. Definitions of summary accuracy measures appropri-
ate to time-trajectories and derivations of the corresponding optimal deterministic forecast
trajectories are provided in the beginning of Sec. 3.3.1. The remainder of Sec. 3.3 deals with
the implications of using summary accuracy measure verification to drive the development
of a deterministic dynamical forecast model. It is shown, through theory and example, that
the goal of making a dynamical model a better representation of the true system dynamics
is not necessarily equivalent to the goal of summary accuracy measure optimization, except
under restrictive assumptions about the true nature of the dynamical system being mod-
eled and the form of the initial time true forecast probability distribution. A summary of
the implications of this finding and those from the fixed-time case is presented in Sec. 3.4,
accompanied by conclusions.
3.2 Optimal deterministic forecasts under summary ac-
curacy measures: Fixed time
3.2.1 Literature review
The nature of the optimal forecast was central to the critique of probabilistic scoring rules
contained in Chapter 2. There, a forecast was said to be optimal in the context of a particular
scoring rule if it optimized the expected value of that scoring rule. A scoring rule with a
unique optimal forecast of the true forecast probability distribution was considered most
appropriate for use in forecast verification, while the use of a scoring rule that had more
optimal forecasts than just the true forecast probability distribution was cautioned against.
Such evaluation of the propriety of a scoring rule is not a new concept (Winkler and
Murphy 1968; Murphy and Daan 1985; Murphy 1997; Potts 2003; Wilks 2006; Gneiting
and Raftery 2007), although its presentation in the literature has historically been under a
somewhat different conceptual outlook. Murphy (1997) defines a "strictly proper" scoring
rule as one which has its expected value optimized "only when the forecaster makes her
forecast ... correspond exactly to her judgment". In addition, a scoring rule was considered
"proper" if its expected value was not uniquely optimized by the forecaster's judgment,
and considered "improper" if its expected value was optimized by some forecast other than
that of the forecaster's judgment. The forecaster's "true judgment" (Murphy 1997) was
assumed to be inherently probabilistic. While the idea of an optimal forecast, independent
of the potentially differing subject probabilistic judgments of individual forecasters, was never
expressed by the aforementioned authors4, the evaluation of the propriety of probabilistic
scoring rules proceeded in essentially the same manner as shown in Chapter 2.
Without the concept of the optimal forecast, which applies just as well for deterministic
scoring rules as probabilistic scoring rules, evaluation of deterministic scoring rules in the
literature is obscure and somewhat confusing. The concept of propriety could not be used
since the forecaster's judgment was not envisioned to be deterministic. It was necessary
to assume that forecasters were given a "directive" instructing them how to translate their
probabilistic judgments into deterministic forecasts (Murphy 1997). A deterministic scoring
rule could then be deemed consistent with the directive if it rewarded forecasters for precisely
following it. Murphy (1997) and Murphy and Daan (1985) state that MAE is consistent
with a directive given to forecasters demanding a forecast of the median value of the internal
judgment, and MSE is consistent with a directive demanding the mean value of the judgment,
but give no demonstration.
The validity of these statements is demonstrated in Sec. 3.2.2, but in the more rigor-
ous conceptual context of the true forecast probability distribution. It is shown that the
median of the true forecast probability distribution is the optimal forecast under MAE ver-
ification, and the mean of the true forecast probability distribution is the optimal forecast
under MSE verification. Here, it is also envisioned that in practice, the "directive" to fore-
casters is actually implicit in the choice of scoring rule, rather than externally supplied to
forecasters. Thus, scoring rules are automatically consistent, and it is the responsibility of
the forecast system developer to proactively choose a scoring rule according to the desired
optimal forecast. Such issues are addressed in Sec. 3.2.4.
3.2.2 Univariate derivations
As for a probabilistic scoring rule, one calculates the optimal forecast under a deterministic
scoring rule by optimizing the expected value of the scoring rule for a single forecast real-
ization. Hence, let us proceed to minimize the expected values of univariate absolute error
(AE) and univariate squared error (SE), the realization-specific components of the univari-
ate MAE and MSE in Eqs. 3.8 and 3.9. Note that because MAE and MSE are negatively
oriented scoring rules, i.e. a lower value is preferable, optimization of such scoring rules is
an exercise in minimization. Dropping the k subscript, the forecast is denoted as f and the
observation as x, both values of a scalar continuous random variable X. Absolute error is
4 A recent paper by Brocker and Smith (2007) does define propriety in terms independent of subjective
forecaster judgement, but does not invoke the true forecast probability distribution to define a theoretically-
optimal forecast in the manner as presented here.
then written AE(f, X) = If - x, and squared error is written SE(f, X) = (f - x)2 . Let us
first derive the f that minimizes the expected value of the squared error, E[SE(f, X)], and
then do the same for the expected value of the absolute error, E[AE(f, X)].
The expected value of the squared error is written as the integral of SE over all possible
values of the observation, x, weighted by their probabilities according to the true forecast
probability distribution, q(x):
E[SE(f, X)] = (f - x) 2q(x) dx. (3.10)
Minimization of E[SE(f, X)] with respect to f proceeds by setting the partial derivative of
Eq. 3.10 with respect to f equal to zero,
-E[SE(f, X)] [(f - x)2q(x)] dx 0,
and then solving for f. This minimizing solution is
fxxq(x) dxf = m E[X], (3.11)ffx q(x) dx
as the numerator of Eq. 3.11 is the definition of the expected value of X, and the denominator
integrates to unity. Thus, the mean of the true forecast probability distribution is the
optimal deterministic forecast under squared error verification. This is true regardless of the
form of q(x). The result is then easily extended to MSE verification for a set of forecasts
{fk : k = 1,..., N}, as
1N
E[MSE(f1 , ... , fk, X)] = E[SE(fk, X)],(312)
k=1
The expected value of the MSE is minimized by predicting the mean of the true forecast
probability distribution at every realization.
A sinmilar procedure can be followed to find the optimal deterministic forecast under
absolute error verification. The expected value of absolute error is given by
E[AE(f, X)] J= f - xq(x) dx
= (f - x)q(x) dx + _(x - f)q(x) dx. (3.13)
Minimize E[AE(f, X)] by setting the partial derivative of Eq. 3.13 with respect to f equal
to zero,
E[AE(f, X)]= L (f - x)q(x) dx + f(x - f)q(x) dx j-0,
Of 8f X<f f
which simplifies to
Lxfq(x) dx = x/ q(x) dx. (3.14)
Eq. 3.14 implies that the minimizing f is such that the integral of q(x) to the "left" of f
equals the integral to the "right" of f. This is only possible if f is the median of the true
forecast probability distribution, mx. Hence, the median of the true forecast probability
distribution is the optimal forecast under absolute error verification5 . As for SE, this is true
irrespective of the form of q(x), and extends in the same fashion to MAE: the expected
value of the MAE is minimized by predicting the median of the true forecast probability
distribution at every realization.
A couple of examples are useful to illustrate the concept of the SE-optimal and AE-
optimal deterministic forecasts. Consider a standard normal true forecast probability dis-
tribution, q(x) = N(y = 0,o - 1), as shown in Fig. 3.1a. Given this q(x), E[SE(f,X)]
and E[AE(f, X)] can be calculated for a range of possible f, using Eqs. 3.10 and 3.13, re-
spectively. The results of such a calculation are shown in Fig. 3.1b, with the blue curve
for E[SE(f, X)] and the red curve for E[AE(f, X)]. Both E[SE(f, X)] and E[AE(f, X)] are
minimized by f = 0, the mean/median of q(x), marked by a black triangle on the abscissa
of Fig. 3.1a-b.
However, the mean and the median of the true forecast probability distribution are not
always going to be the same, leading to differing SE-optimal and AE-optimal deterministic
forecasts. For example, consider the beta distribution (Wilks 2006) in Fig. 3.1c, q(x) =
P(p = 1, q = 5), which has a mean of 0.129 (black triangle) and a median of 0.167 (gray
triangle). Although the distinctions in expected error are subtle, the associated E[SE(f, X)]
and E[AE(f, X)] curves in Fig. 3.1d have minima that correspond to the mean and median
of q(x), respectively.
To address why the SE-optimal and AE-optimal deterministic forecasts are not necessarily
the same, it is useful to develop an intuitive understanding to complement the mathematical
derivations shown previously. The essential difference between AE and SE is the greater
sensitivity to large errors (forecast busts) in calculation of the SE, due to the squaring
involved. In the context of expected errors, this can be seen by comparing fractional expected
errors for a particular deterministic forecast, f, and true forecast probability distribution,
q(x). Define the fractional expected squared error as
(f - x)2q(x) (f - x) 2q(x)
FE[SE(f, x)]= (3.15)F[S(f,(f - x)2q(x) dx E[SE(f, X)]'
the proportion of expected squared error that "comes from" each value of x. Note that the
integral of FE[SE(f, x)] over all x is equal to unity. Similarly, define fractional expected
SThe median of q(x) will be treated as a unique value here, even though this is not strictly the case for
all possible q(x). The unusual circumstance where all values of f on an interval satisfy Eq. 3.14 is ignored.
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Figure 3.1: (a) True forecast probability distribution q(x) = N(0, 1), and (b) expected
squared error, E[SE(f, X)] (blue), and expected absolute error, E[AE(f, X)] (red), as func-
tions of f, given the true forecast probability distribution shown in (a). Both panels have
the mean/median of q(x) marked with a black triangle on the abscissa. (c) and (d) are as
in (a) and (b), but for true forecast probability distribution q(x) = P(1, 5). Here, the black
triangle along the abscissa marks the mean of q(x) and the gray triangle marks the median
of q(x).
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Figure 3.2: True forecast probability distribution q(x) = N(0, 1) (solid black), fractional
expected squared error for a forecast of the mean/median of q(x), FE[SE(f = 0, x)] (dashed
blue), and fractional expected absolute error for a forecast of the mean/median of q(x),
FE[AE(f = 0, x)] (dashed red). The mean/median of q(x) is marked with a black triangle
on the abscissa.
absolute error as
FE[AE(f, x)] f- xq(x) f- xq(x)(3.16)f If - x q(x) dx E[AE(f, X)]'
the proportion of expected absolute error due to each value of x.
Fig. 3.2 shows the fractional expected squared error (dashed blue) and fractional expected
absolute error (dashed red) for a prediction of the mean/median (f = 0) of a standard normal
true forecast probability distribution (solid black). Values of x toward the tails of q(x)
contribute proportionally more to E[SE(f 0= , X)] than to E[AE(f = 0, X)]. The expected
squared error is more heavily influenced by relatively large magnitude, less likely errors
while the expected absolute error is more heavily influenced by relatively small magnitude,
more common errors. This phenomenon influences the determination of AE-optimal and SE-
optimal deterministic forecasts. These two optimal deterministic forecasts happen to be the
same for a symmetric true forecast probability distribution like the standard normal (see Fig.
3.la-b), but for a single-tailed distribution like that of Fig. 3.1c-d, the SE-optimal forecast
must shift closer to the tail of q(x) relative to the AE-optimal forecast. This is to account
for the possibility of a large error if the observation falls in the tail of q(x). Qualitatively,
the mean of q(x) is more responsive to the tail of the distribution relative to the median of
q(x), so it makes sense that the mean of q(x) is the SE-optimal forecast and the median of
q(x) is the AE-optimal forecast, rather than the other way around.
3.2.3 Multivariate derivations
Building on the work of Sec. 3.2.2, the optimal deterministic forecasts under multivariate
mean absolute error (MAEm, Eq. 3.3), mean Euclidean distance error (MEDE, Eq. 3.5), and
mean squared error (MSEm, Eq. 3.7) are now derived. To do this, the expected values of the
realization-specific components of the above must be minimized. For multivariate absolute
error (AEm) and multivariate squared error (SEm), this process is a fairly straightforward
extension of that shown for the univariate versions of these summary measures, and will
be presented first. Afterward, the minimization of Euclidean distance error (EDE) will be
discussed.
Assuming a particular realization of the forecast and observation, let the forecast of
random vector X be denoted as f and the observation of X as x. Then, multivariate absolute
error is written as AEm (f, X) =E 1 Ifi - xiI and multivariate squared error is written as
SEr(f, X) = I l(fi - xi)2. First, let us derive the f that minimizes the expected value of
the multivariate squared error,
M
E[SEm(f, X)] = (f - x) 2q(xi,..., XM) dx ... dx. (3.17)
x I,...,XM i=1
Note here that q(xi2, ... XM) is a joint distribution over the M variables. The true
distribution for a particular variable, xi, is given by marginal distribution si(xi), calculated
as the integral of q(x, x2 ,... , XM) over all variables but xi. Eq. 3.17 can be simplified by
writing it in terms of the M marginal distributions instead of q(x, x2,... xA),
M
E[SEm(f, X)] = E J (fi - Xi) 2 si(xi) dxi. (3.18)
i= 1 .x
It can be seen that Eq. 3.18 is like Eq. 3.10 for E[SE(f, X)], just with a separate integral for
each of the M variables. From here onwards, the derivation of the optimal f for E[SEm(f, X)]
is basically the same as the derivation of the optimal f for E[SE(f, X)]. The partial deriva-
tive of E[SEm(f, X)] with respect to fi is equal to zero for fi = fx, x Si(x) dxi = E[Xi].
All M partial derivatives of E[SEm(f, X)] are thus simultaneously equal to zero for f =
[E[XI], E[X 2],... , E[Xm]] = E[X]. Thus, the forecast that minimizes the expected value of
the multivariate squared error is the expected value of X. Just as in the univariate case, the
mean of the true forecast probability distribution minimizes squared error.
The derivation of the f that minimizes the expected value of the multivariate absolute
error,
E[AEm(f, X)] ]= E fi - xi q(xi,..., XM) dx ... dxM, (3.19)
Xl, ... M ix -i=1
follows the same reasoning as that shown above for multivariate squared error. Using the
marginal distributions of q(xl, x 2, ... , M), Eq. 3.19 can be re-expressed as
M
E[AEm(f, X)] = E fi - xi si(x) dxi. (3.20)
i. 3 20 is the tivariate equiva nt of E.3 13 for E[AE(f X) The partial derivative of
Eq. 3.20 is the multivariate equivalent of Eq. 3.13 for E[AE(f, X)]. The partial derivative of
Univariate, X Multivariate, X = [X 1, X 2, ... , XM]
L1 AE : rn AEm : mx = [.mX, mZ27,..., mXM]
L2 AE : mx EDE : spatial median
L2-squared SE: E[X] SEm : E[X] = [E[X 1], E[X2], ... , E[XM]
Table 3.1: Summary accuracy measures for a single forecast realization (at a particular
time), accompanied by the corresponding optimal deterministic forecast. Summary accuracy
measures are specified for each combination of norm (left column) and type of variable (top
row).
E[AEm(f, X)] with respect to fi is equal to zero for fi = mx,, the median of si(xi). All such
partial derivatives are equal to zero for f = [mx,, ,... ,mMX] - mx, a vector consisting
of the medians of each variable in X. This vector, mx, minimizes the expected value of the
multivariate absolute error, just as the median of q(x) minimizes the expected value of the
univariate absolute error.
Unfortunately, the same approach cannot be repeated one more time to find the forecast
that minimizes Euclidean distance error (EDE). Under the notation defined earlier in this
section, the expected Euclidean distance error is written as
E[EDE(f, X)] = (fi - i) q(, ... , ) d ... d(3.21)1 q... 1XM M=1
The square root of the sum in the integrand of Eq. 3.21 prevents this equation from being
expressed as a sum of integrals, like Eq. 3.20 for E[AEm(f, X)] and Eq. 3.18 for E[SEm(f, X)].
Thus, we cannot proceed as before. Ultimately, finding the f that minimizes E[EDE(f, X)]
is a matter of definition rather than derivation. The "spatial median" is defined as the f that
minimizes E[EDE(f, X)] (Haldane 1948; Milasevic and Ducharme 1987). It is the optimal
forecast under Euclidean distance error verification.
In order to tie together the results of Secs. 3.2.2 and 3.2.3, Table 3.1 lists all the single
forecast realization summary accuracy measures (at a particular time) discussed in these
two sections along with the corresponding optimal deterministic forecasts. A summary
accuracy measure is specified for each of three norms in both the univariate and multivariate
situations. Note that in the univariate situation, the summary accuracy measures under both
the L1 and L 2 norms are the same, but not in the multivariate situation. The most important
conclusion, however, is that the "absolute error-based" summary accuracy measures (AE and
AEm) have optimal forecasts of the median(s) of the true forecast probability distribution,
and the "squared error-based" summary accuracy measures (AE and AEm) have optimal
forecasts of the mean(s) of the true forecast probability distribution.
3.2.4 Implications for summary measure choice
As will be discussed further in the context of distributions-oriented verification (Chapter 4),
a summary accuracy measure provides an incomplete description of the quality of a set of
deterministic predictions. Nonetheless, in practice, the development of a forecast system is
driven primary by efforts to optimize a summary accuracy measure, be it through changes in
human forecasting technique or refinement of model guidance. Assuming the use of summary
accuracy measures in this manner, let us consider then question of whether or not it matters
what particular summary accuracy measure is chosen.
The issue is somewhat different from the choice of a summary measure for such use in the
context of a probabilistic forecast system. In that case, it was easy to exclude on theoretical
grounds any scoring rule that did not have its expected value uniquely optimized by the
true forecast probability distribution in the single realization scenario (i.e. was not strictly
proper). Of the scoring rules that did not suffer from this shortcoming, differences were seen
to exist in how imperfect and optimal forecasts were scored (in the expected sense) relative
to each other. These differences can then serve as a basis for deciding which scoring rule to
use, according to the characteristics of the forecast probability distributions that are deemed
desirable by the forecast system developer.
In the case of a summary accuracy measure for deterministic forecasts, the optimal
forecast cannot be the true forecast probability distribution. Without the context of this
theoretically-optimal forecast to judge propriety, any deterministic summary accuracy mea-
sure is at least plausible for utilization, according to the consistency of its optimal forecast
with the desires of the forecast system developer. Essentially, it is left to the forecast system
developer to define the optimal forecast by choosing a summary accuracy measure. Because
of this, the choice of a summary accuracy measure is fundamentally more important in the
context of deterministic prediction than the choice of a summary measure in the context
of probabilistic prediction. For example, amongst AE and SE (in the univariate case), the
optimal forecasts themselves are different, not just the relative scoring of optimal and imper-
fect forecasts. Thus, in theory, it certainly does matter what particular summary accuracy
measure is chosen for use in verification of predictions from a deterministic forecast system.
To what degree sunmmary accuracy measure choice matters is dependent on the typical
nature of the true forecast probability distributions associated with the forecast system in
question. Suppose, in the univariate case, that the true forecast probability distributions
are always Gaussian. The mean and median of such a distribution are the same, implying
that the AE-optimal and SE-optimal forecasts are identical. For this forecast system, AE
and SE verification will demand the same forecast. In choosing between the two summary
accuracy measures, the forecast system developer must decide only upon the degree to which
imperfect forecasts should be punished relative to the optimal forecast (and relative to each
other). SE exhibits a harsher punishment than AE for poor forecasts. For example, given
q(x) = N(0, 1), the ratio of the expected squared error for f = +1 to that for (optimal)
f = 0 is equal to 2.00, while the ratio of expected absolute errors for the same two forecasts
is equal to 1.46. For f -= 2, the ratio is 5.00 for expected squared error6 , relative to a ratio
6It is straightforward to show that for true forecast probability distribution, q(x) = N(p, a), the ratio of
the expected squared error for forecast f to the expected squared error for optimal forecast f = p is given
by the formula - + 1.
of 2.53 for expected absolute error; in this case, the punishment is nearly twice as harsh with
squared error verification.
An additional feature of the Gaussian distribution is that the mode is the same as the
mean/median. Thus, if true forecast probability distributions are always Gaussian, AE or SE
verification could be used, by proxy, to demand a deterministic forecast of the most likely
future event. In this special case, AE and SE verification are consistent with a directive
that forecast system developers may find to be intuitively attractive: predict the most likely
outcome.
However, if the typical nature of the true forecast probability distributions tends to
be non-Gaussian, it is no longer safe to assume that the mean, median, and mode of the
true forecast probability distribution are the same. In this situation the SE-optimal and AE-
optimal forecasts can be different, and the forecast system developer must choose a summary
accuracy measure based on whether predictions of the mean or median of the true forecast
probability distribution are desired. Furthermore, it is no longer possible to use AE or SE
verification to demand prediction of the mode of the true forecast probability distribution,
as the correspondence between the mode and median or mean of the true forecast proba-
bility distribution is no longer certain. Ultimately, for a forecast system with non-Gaussian
true forecast probability distributions, the choice of a summary accuracy measure is more
fundamental than for a forecast system with Gaussian true forecast probability distributions.
In summary, the theoretical considerations involved in the choice of a summary accuracy
measure for use in deterministic forecast system development have been examined. The
choice of a summary accuracy measure is, foremost, a choice of the optimal deterministic
forecast, as we have seen that different optimal forecasts are implied by different summary
accuracy measures. However, depending on the nature of the true forecast probability dis-
tributions, the optimal forecasts for different summary accuracy measures may end up being
the same. In that special situation, only the relative scoring of forecasts under the summary
accuracy measures need be considered.
Practical application of the aforementioned theoretical considerations in choosing a sum-
mary accuracy measure for a real deterministic forecast system can be challenging, given that
true forecast probability distributions for the forecast system in question are not available
for analysis. However, for some deterministic forecast systems, estimates of the true forecast
probability distribution are available, for example, from an ensemble prediction system that
uses the same model (or a similar model). Recent advances in producing ensemble-based
estimates of the true forecast probability distribution and their potential usefulness in aiding
summary accuracy measure choice is discussed in detail in Appendix A. Here, the theory
of optimal deterministic forecast time-trajectories under summary accuracy measure verifi-
cation and the attendant theoretical consequences for development of dynamical models is
subsequently described.
3.3 Optimal deterministic forecasts under summary ac-
curacy measures: Time-trajectories
3.3.1 Introduction and derivations
In Sec. 3.2, summary accuracy measure verification of a set of fixed-time deterministic fore-
casts against the corresponding observations was considered. At the very beginning of that
investigation, it was explained that such a verification procedure acted only upon a subset
of the full verification data sample valid at lead time t = T, denoted {(fk(t = T),Xk(t =
T));k - 1,...,N} for multivariate X(t = T) and {(fk(t = T),Xk(t = T);k 1,...,N}
for univariate X(t= T) (note that t = T was left implicit in the original notation). How-
ever, forecast systems are not typically designed to produce a high-quality prediction at
only one lead time, without any regard to the forecast quality at other lead times. Instead,
forecast systems are designed to produce a high-quality forecast trajectory over a range of
lead times. This motivates the definition of summary accuracy measures for the full ver-
ification data sample, {(fk(t),Xk(t)); k - 1,..., N} for X(t) and its univariate subsample
{(fk(t), xk(t)); k - 1,..., N} for X(t).
Defining summary accuracy measures that act on the full verification data sample is con-
ceptually simple, as the expressions for MAEm, MEDE, and MSEm (Eqs. 3.3, 3.5, and 3.7,
respectively) need only to be integrated in time to account for the time-varying forecasts and
observations. The necessary notation is quite cumbersome however, so let us forgo explic-
itly writing these definitions and move on to the more notationally-tractable definitions of
summary accuracy measures for univariate time-trajectories. In this context, mean absolute
error is defined as
,MAE t = E A(t) - k(t) dt, (3.22)
and mean squared error is defined as
1 NMSEt = N (fk(t) - k) 2 dt. (3.23)
Eq. 3.22 and Eq. 3.23 are analogues of Eq. 3.8 for fixed-time univariate mean absolute error
and Eq. 3.9 for fixed-time univariate mean squared error, respectively.
As done in Sec. 3.2.2, the optimal forecast under MAEt or MSEt verification is found
by minimizing the expected value of the corresponding realization-specific component: AEt
or SEt. Let us explicitly go through this process for MSEt, whereupon the result can be
conceptually extended to MAEt and the summary accuracy measures for multivariate time-
trajectories. Squared error for a particular forecast trajectory relative to the corresponding
observed trajectory is given by
SEt (f(t), X(t)) = f (f(t) - x(t))2 dt, (3.24)
Univariate, X(t) Multivariate, X(t)= [X 1 (t), X 2 (t),..., XM(t)]
L1 AEt : mx(t) AEm,t : mx(t)-= [mX(t), mX2 (t) ,.. m (t)
L2 AEt : mx(t) EDEt : time-evolution of the spatial median
L2-squared SEt : E[X(t)] SEm,t : E[X(t)] = [E[Xi(t)],..., E[XM,(t)]]
Table 3.2: Summary accuracy measures for a single realization of a forecast trajectory (over
a range of lead times), accompanied by the corresponding optimal deterministic forecast
trajectory. Summary accuracy measures are specified for each combination of norm (left
column) and type of variable (top row).
which has expected value E[SEt (f(t), X(t))]. This expected value is minimized by min-
imizing its fixed-time analogue, E[SE(f(t= 7), X(t = T))], at all times t = T. Deriving
the optimal forecast trajectory under SEt verification is then simply a matter of extend-
ing the result that E[X(t = T)] is the optimal forecast under SE verification. Thus, it is
the time-evolution of the mean of the true forecast probability distribution, E[X(t)], that
is the optimal forecast trajectory under SEt verification. Similarly, under AEt verification
(the realization-specific component of Eq. 3.22), the optimal forecast trajectory is the time-
evolution of the median of the true forecast probability distribution, m,(t). Likewise, the
results for fixed-time multivariate summary accuracy measures extend to multivariate sum-
mary accuracy measures for time-trajectories. All these summary accuracy measures for
time-trajectories and the corresponding optimal forecast trajectories are listed in Table 3.2.
Given these optimal forecast trajectories under summary accuracy measure verification,
it is possible to explore additional implications of using summary accuracy measures to drive
forecast system development beyond those discussed in Sec. 3.2.4 for the fixed-time situation.
In particular, consider development of a univariate or multivariate deterministic dynamical
model that provides forecasts in the form of time-trajectories. Using SEt-based (SEt, SEm,t)
or AEt-based (AEt, AEm,t) verification7 to drive changes to such a dynamical model will
eventually modify the nature of the model such that it produces forecast trajectories that
imitate the time-evolution of a measure of the central tendency of the true forecast probability
distribution. Such forecast trajectories will be "good" in the sense that they optimize the
expected value of their attendant summary accuracy measure. However, it is not obvious that
this type of forecast goodness implies that the forecasts are made by a "good" dynamical
model, in the sense that it closely represents the true dynamics of the natural system it
simulates. It seems reasonable to constrain use of summary accuracy measures in driving
deterministic model development to those measures that promote closer representation of the
true system dynamics8 . Such summary accuracy measures would promote the concomitant
7In Sec. 3.3.1 EDE-based verification will not be discussed, as it is rarely used in practical applications,
to the author's knowledge.
8 Note that such a constraint is not necessary applicable in other forecast system development contexts.
One could argue that a human-produced forecast trajectory, or a trajectory produced by statistically post-
processing a dynamical model trajectory, need only to optimize the expected value of a chosen verification
measure. This is because there is no dynamical constraint on the forms of these trajectories that limits the
available possibilities; any trajectory can be predicted, including those that are impossible under the true
system dynamics.
"improvement" of deterministic forecasts (relative to the verification measure) and dynamical
model (relative to the true dynamics), rather than just optimization of the summary accuracy
measure alone.
The remainder of Sec. 3.3 is devoted to an evaluation of whether or not the use of SEt-
based or AEt-based summary accuracy measures to drive deterministic dynamical model
development always serves to drive the model toward a closer representation of the true
system dynamics. In this endeavor, a hypothetical scenario is considered in which the true
dynamics are known (so a perfect model is already at hand) and the initial time true forecast
probability distribution is known'. As such, the time-evolution of the true forecast prob-
ability distribution can be calculated, in order to specify the optimal forecast trajectories
under SEt-based and AEt-based verification (the time-evolution of the mean and median of
the true forecast probability distribution, respectively). It is then seen if it is possible to
produce these optimal trajectories under the true dynamics. For example, if the trajectory
produced by integrating the mean of the initial time true forecast probability distribution
forward under the true (univariate) dynamics exactly matches the time-evolution of the mean
of the true forecast probability distribution, then it is possible to produce the SEt-optimal
trajectory under the true dynamics. Hence, forecasts produced using the true dynamics
would be preferred over those produced using some imperfect dynamical model in SEt ver-
ification, as the imperfect model's trajectories could not match the optimal trajectory as
well the trajectories calculated with the true dynamics. However, if the trajectory started
at the mean of the initial time true forecast probability distribution does not match the
time-evolution of the mean of the true forecast probability distribution, the implication is
that some other imperfect representation of the dynamics is better suited to produce the
SEt-optimal trajectory. As a consequence, this imperfect model would be preferred over the
perfect model in SEt verification, and assuming a starting point of a perfect model, SEt
verification would serve to drive changes that push the model away from the true dynamics.
In the scenario described above, inability to match the optimal forecast trajectory (under
a certain summary accuracy measure) with a trajectory evolved forward under the true
system dynamics implies that driving development of a deterministic dynamical model of
that system with that summary accuracy measure does not necessarily result in a model
with a closer representation of the true system dynamics. Thus, three things need to be
considered in an evaluation of whether or not the use of a particular type of summary
accuracy measure verification always drives a deterministic dynamical model toward the true
9It is necessary to consider that the true system dynamics are known so that it is possible to define "closer
representation of the true system dynamics" in a manner independent of the verification of model forecasts.
With knowledge of the true system dynamics, one can say whether or not an arbitrary forecast trajectory
was propagated forward from the initial condition with either the true dynamics ("perfect model") or some
other version of the dynamics ("imperfect model"). This "other version of the dynamics", just by way of
being different from the true system dynamics, is not a closer representation of the true system dynamics
than the true system dynamics themselves. Without knowledge of the true dynamics, it is impossible to
compare two forecast trajectories starting at the same initial condition and definitively say one is produced
by a version of the dynamics that is a "closer representation of the true system dynamics" than the other.
One would have to verify the two trajectories against observations and make inferences from that result, the
very process that is being evaluated in this work.
system dynamics: the summary accuracy measure (to define the optimal forecast trajectory),
the true system dynamics (to calculate the trajectory starting at the initial time optimal
forecast, and to help calculate the optimal forecast trajectory), and the initial time true
forecast probability distribution (to help calculate the optimal forecast trajectory). The
evaluation will be carried out below for SEt-based and AEt-based verification, under different
assumptions concerning the linearity of the true system dynamics and the symmetry of the
initial time true forecast probability distribution. Both univariate and multivariate cases will
be considered, with emphasis on illustrating concepts in the simpler univariate case to build
the necessary understanding for the more complicated multivariate situation. Sec. 3.3.2 thus
begins by defining two examples of univariate dynamical systems that will serve as the "true
system dynamics" in the aforementioned illustrations.
3.3.2 Dynamical system examples
The time-evolution of a true forecast probability distribution and measures of its central
tendency can (sometimes) be described analytically in the context of univariate dynamical
systems. Here, two such dynamical systems are defined that will serve as examples in Sec.
3.3. The first is a linear dynamical system,
dx
= ax, (3.25)
dt
where a is a constant. Given the initial condition x(t = 0) = xo, the particular solution to
Eq. 3.25 is
x(t) = xoet, (3.26)
exponential growth or decay. The second example is of a nonlinear system, the logistic
system,
dt = r 1--K x, (3.27)
where r and K are positive constants (Boyce and DiPrima 1997). For initial condition
x(t = 0) = xo between 0 and K inclusive, Eq. 3.27 has an explicit particular solution of
x(t) = (3.28)
xo + (K - xo)e - rt (3.28)
The above solution is described as logistic growth, as x asymptotes toward K as time ad-
vances instead of increasing exponentially as in Eq. 3.26.
3.3.3 Time-evolution of the true forecast probability distribution
and measures of its central tendency
The trajectory of a univariate system state starting from a single initial condition, xo, is
clear from particular solutions like Eqs. 3.26 and 3.28. The form of these solutions can be
generalized as x(t) = g(xo, t), where g is some function of the initial state and time. This
generic solution form can also be expressed as x, g= ,(xo), where x, denotes x(t= T) and g9
is a transformation function that relates xo to x,. A conceptually similar expression relating
a probabilistic description of a univariate state at the initial time to one at time t 7 can
also be defined. To this end, consider X(t) to be a random variable, denoted Xo at the initial
time, and X, at time t -= . The probability distribution10 of Xo is written as qo(xo), and the
probability distribution of X, is written as q,(xz). For a dynamical system where a state at
time t = 7 can be written as a one-to-one transformation of the initial state, XT gT(Xo),
the probability distribution at time t = 7 is written as
q (XT) qo (g (x,)) dg l(x) , (3.29)
for x, E B where d;S 9 '(x,) is continuous and nonzero on B = {XT q,(x,) > 0} (Bain and
Engelhardt 1992). In Eq. 3.29, Xo = g T(XT) is the inverse transformation of g,(Xo), which
exists because the forward transformation is one-to-one.
When applied in the context of the linear system of Eq. 3.25, Eq. 3.29 simplifies into a
readily interpretable form. The forward transformation from the initial state to the state
at time t = 7 is g,(Xo) - ea'Xo, a one-to-one transformation that has inverse g,-(XT) =
e-a"X,. Substituting this inverse transformation into Eq. 3.29 results in the expression
rq(x,) = qo (e-aTzx) eaT (3.30)
for the probability distribution at time t - T. Eq. 3.30 can be rewritten as
q, (eaT xo) = qo(zo)e - aT , (3.31)
which more explicitly shows that q,(x,) is formed by linearly mapping the initial time prob-
abilities from xo onto XT eaxo and then scaling them (by e-a' ) to ensure that the
probability distribution still integrates to one over all xT. Thus, under linear dynamics, the
form of the initial time probability distribution is retained as time advances, but is uniformly
stretched or compressed (if a is positive or negative, respectively) and displaced 1 .
Fig. 3.3a shows an example of the time-evolution of a probability distribution for the state
of the univariate linear dynamical system in Eq. 3.25 (with the constant a set equal to 1).
The initial time probability distribution is specified to be uniform on the interval 0 < x0 < 5:
qo(xo) = U(0, 5). This initial time probability distribution and "snapshots" of the probability
distribution at 7 = 0.5 and T = 1, as calculated from Eq. 3.30, are shown in Fig. 3.3a. For
display purposes, the corresponding time has been added to each probability distribution,
which has the effect of vertically displacing the probability distributions according to their
10In Sec. 3.3.3, it is understood that the initial time probability distribution and system dynamics are
precisely known, so "true forecast" is dropped from the description of the distribution.
11In the special case that the initial time probability distribution is Gaussian, qo(xo) = N(p, a2 ), applica-
tion of Eq. 3.30 yields q,(x,) = N(ea -, (eara) 2 ). This leads to the well-know result pertaining to the linear
transformation of a normally distributed random variable: if Xo - N(p, a 2 ) and X, = cXo, where c is a
constant, then X, - N(cu, (ca)2 ). The repositioning of the mean indicates displacement of the distribution
and the changed variance indicates stretching or compression.
(a)(b)
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Figure 3.3: Time-evolution of the state of the univariate linear system of Eq. 3.25, with the
constant a = 1. (a) Three "snapshots" from the trajectory of the probability distribution
are shown: (1) the initial time probability distribution, specified as qo(xo) = U(0, 5), (2)
qo.5(xo. 5 ), and (3) qi(xi). For display purposes, the corresponding time has been added
to each of the probability distributions (explicitly, q,(x,) + 7), in order to offset the three
distributions from each other such that it appears that time is advancing upwards. Dashed
black lines are drawn at the zero probability level (q,(x,) + 7 = 7) relative to each of the
upper two distributions. (b) The black curves are continuous trajectories, each started from
a different decile of the initial time probability distribution. The continuous time-evolution
of the median (red) and mean (dashed blue) of the probability distribution are superimposed
on the set of black trajectories. These both evolve exactly as the trajectory started from the
5th decile (median/mean) of the initial time probability distribution.
respective times. Thus, qo(xo) is at the bottom of Fig. 3.3a, q0o. 5(xo. 5) is in the middle, and
qi (x1 ) is at the top. For reference, dashed black lines are drawn to mark the zero-probability
level (q,(x,) + 7 - 7) relative to each of the upper two distributions. It is seen that as time
advances, the probability distribution remains uniform, but on an interval of increasing width
that is increasingly displaced toward the right (in the context of Fig. 3.3a). To accommodate
the wider interval, the uniform probability must be scaled down as time advances.
Unlike for a univariate linear system, the time-evolution of the probability distribution
for the state of a univariate nonlinear system does not necessarily follow Eq. 3.29. This
is because X, cannot necessarily be written as a one-to-one transformation of Xo in the
nonlinear case. However, regardless of whether or not the transformation from Xo to X, is
one-to-one, the following distinction can be made: under nonlinear dynamics, the form of
the initial time probability distribution is not necessarily retained as time advances. Consider
the example of the logistic system (Eq. 3.27), which has a solution (Eq. 3.28) that is one-to-
one from the interval 0 < xo < K onto 0 < x, < K. Thus, if qo(xo) has all its probability
between 0 and K, Eq. 3.29 can be used to find q,(x,), given the inverse transformation
-1 X XTKe-"
g (XT) = (3.32)9T (X-) 
- K - XT(1 - e-rT)' (3.32)
derived from Eq. 3.28. Defining the initial time probability distribution to be qo(xo)
U(0, K), the probability distribution propagated forward to (positive) time t = 7 under the
dynamics of Eq. 3.27 is then given by
q((x,) (K-x,+xer-)2 if 0 < x < K; (3.33)
q(x) 0 otherwise.
Clearly Eq. 3.33 does not describe a uniform distribution. This can be seen in Fig. 3.4a,
which shows qo(xo) - U(0, K), qo.5(xo. 5), and ql(xi), assuming values of r = 1.5 and K = 5
for the two constants. The plotting style is the same as in Fig. 3.3a. As time advances,
probability accumulates on the right side of the 0 < x, < K interval, instead of staying
uniform in that interval.
In summary, we have seen that an initial time probability distribution of a univariate
state that is evolved forward in time under linear dynamics cannot change form, while such
a distribution evolved forward under nonlinear dynamics can change form. The conclusion
is similar for a multivariate state, X = [X1, X 2, . . ., XM], with initial time joint probability
distribution qo(Xl,o, X2,o, ... ,XM,o); see Bain and Engelhardt (1992) for the multivariate
analogue of Eq. 3.29. With these results in mind, let us move on to investigate the time-
evolution of the median and mean of the probability distribution for both univariate and
multivariate states.
In an investigation of the time-evolution of the median of a probability distribution, as
for the probability distribution itself, it is fruitful to think in terms of a transformation of
a random variable. Consider first the transformation X, = g,(Xo), for univariate state X.
The median of the probability distribution at the initial time, mo
, satisfies
0.5 = Pr{Xo < mxo 0 }
S., qo(xo) dxo. (3.34)
In words, the probability that Xo is less than or equal to the median equals 0.5, which is
equivalent to the statement that the integral of qo(xo) over all x0 less than or equal to the
median equals 0.5. The median of the probability distribution at time t T-, mx,, satisfies
(b)
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Figure 3.4: As in Fig. 3.3, but for the univariate nonlinear system of Eq. 3.27, with constants
r = 1.5 and K = 5. The initial time probability distribution is specified as qo(xo) - U(0, K),
which is the same as in Fig. 3.3, given the choice of K. Note that the time-evolution of the
mean of the probability distribution (dashed blue) does not match the trajectory started
from the 5th decile (mean/median) of the initial time probability distribution, unlike the
time-evolution of the median (red).
an expression similar to Eq. 3.34,
0.5 = Pr{X, < mx,
-
Jx <m x -q, (x , ) d x -
= q0(xo) dxo, (3.35)
where L = {xo I g,(xo) < mx, }. The last line of Eq. 3.35 uses the transformation to define
the integral is terms of x0 instead of x,. If X, - g,(Xo) is a one-to-one transformation with
inverse Xo = g 1-(X,), then L - {xo < g-l'(mx,)}. Given this L, for the last lines of Eqs.
3.34 and 3.35 to agree it is required that g- 1(mx,) = mxo, or equivalently, mx, = g,(mxo).
Thus, for a univariate dynamical system in which X, can be expressed as a one-to-one
transformation of X0 , the median of q,(x ) is the transformed value of the median of qo(xo).
It follows that the time-evolution of the median of the probability distribution matches the
trajectory started from an initial value of xo = mxo, evolved according to the dynamics of the
system. For example, consider the univariate linear system of Eq. 3.25, which has a solution
that is one-to-one. Fig. 3.3b shows the time-evolution of the median of the probability
(a)
distribution in red, superimposed on top of a set of black trajectories started at each decile
of the initial time probability distribution. The black line corresponding to the 5th decile
(median of the initial time probability distribution) cannot be seen, as the red line has been
drawn along the exact same path. The same in true in Fig. 3.4b, pertaining to the univariate
nonlinear system of Eq. 3.27, which also has a solution that is one-to-one. In both cases, the
time-evolution of the median of the probability distribution exactly matches the trajectory
started at the median of the initial time probability distribution, as both dynamical systems
obey one-to-one transformations.
It must be cautioned that mx, = g,(mxo) is guaranteed only if X, can be expressed as
a one-to-one transformation of X 0 . If this is the case, individual trajectories of the system
state, like those shown in black in Figs. 3.3b and 3.4b, can never cross each other (if they
did, there would be two xz that lead to the same x,). Thus, one can imagine that every
trajectory started from xo < mxo0 must forever stay to the "left" of the trajectory started
from xz = mx0 (in the context of Figs. 3.3b and 3.4b), and every trajectory started from
x0 > mXo must forever stay to the "right" of the trajectory started from xo = mxo. Since
no trajectory crosses that started from x0 = mx0 , the probability that X, is to the left of
x, = g,(mxo) is fixed at the probability that X 0 is to the left of mxo; probability cannot
"switch sides" relative to x, = g,(mxo). Thus, the fact that the time-evolution of the median
of q,(x,) matches the trajectory started at the median of qo(xo) is crucially dependent on
the one-to-one conditionl2
Now, consider the time-evolution of the median for a multivariate state undergoing trans-
formation X, = H-(Xo). To keep matters as simple as possible, let us focus on the bivariate
case, for which the transformation can be written as
X1,r= hl,T(Xl,o, X 2,0) (336)
X 2,T h 2 ,T(Xl,0, X 2,0 )
The median of the first component variable (X 1) at the initial time, mex, , satisfies
0.5 = Pr{Xi,o < mx,.ol
- Io<m,,0 x2o qo(Xlo, x2 ,0 ) dX2,Odx 1,, (3.37)
and the median of the second component variable (X 2) at the initial time, m 2,o, satisfies a
similar expression. At time t = 7, the median of the first component variable satisfies
0.5 = Pr {Xi, < mx,,}
-f. ,qxm, l-(x1,, X2,T) dx2,Tdxl,T
= /qo(x,o, X2,o) dx 2,odx1,o , (3.38)
12An extension to this discussion is that the time-evolution of a quantile of q,(x,) is coincident with the
trajectory started from that quantile of qo(xo).
where A = {[ 1,0o, 2 ,0] hl,r(l,o, X 2,0) ma,,,}, and again, the median of the second
component variable satisfies a similar expression. Eq. 3.38 and its companion for X 2 are
analogous to Eq. 3.35 for the univariate case, which was solved for mx, quite easily by
invoking a one-to-one condition on the univariate transformation. The same "trick" cannot
be used in the bivariate case, as it is not reasonable to suppose that Xi,, = hl,,(X 1,o, X 2,o)
or X 2 ,- = h2 ,7(X 1,o, X 2 ,o) is one-to-one, even if the overall transformation, X, = ',(Xo) is
one-to-one". So, it is necessary to solve the integral in Eq. 3.38 for mx,,, which leaves the
possibility that m,,1 = hl,,(mxl,O, mX2,0) seemingly rather doubtful.
However, some general statements about the relationship of mx,, to mxl,o and mx2,o still
can be made under certain assumptions about the bivariate transformation and the initial
time probability distribution. Suppose that the bivariate transformation of Eq. 3.36 is linear,
of the form
X1,T = aX 1 ,o + a 2 X2 ,0 (3.39)
X 2, = a21X1 ,o + a22X2,0
The constant coefficients can be formed into a matrix A = [all, a12; a2 , a22] to write Eq.
3.39 in the more succinct form, XT = AXo. The first line of Eq. 3.39 allows A, the area of
integration in Eq. 3.38, to be expressed as A = {[21,o, X2 ,0o] a1 1 xl,o - a12 2,0 < m,, }. Thus
the straight line,
S a11  (3.40)
X2,0 - ,,- 1,0
a1 2  a 12
separates A from the rest of the [x1 ,0, X2 ,o] plane, A'. The median mxl,, defines the intercept
of this line such that it divides the [x1 ,0 , x 2 ,0] plane into A and A', over each of which the
integral of qo(x 1,o,X 2,) equals 0.5. Now, suppose that qo(x 1,o, X2,o) is symmetric. In this
case, the line defined by Eq. 3.40, no matter what its slope, must pass through the point
[x1 ,0 , x2 ,0] = [m ,o, mx2,o] (for example, for a uniform distribution in the shape of a circle,
any line dividing the circle into two equal areas must pass through the center of the circle).
Substituting x1 ,0 = mxl,o and x2,0 = mT2,o into Eq. 3.40 and solving for m,., we have that
m ,, = allmx,o + al2mX2,0
- hi,T((mXl,o, mZ2,). (3.41)
With a similar result for mx2,,, it can be stated that mx, = Amx0, for linear transformation
A and symmetric initial time probability distribution (this generalizes beyond the bivariate
case). In other words, the vector of component medians transforms according to the system
dynamics, as long as said dynamics are linear and the initial time probability distribution
is symmnetric. This result does not hold if the dynamics are nonlinear or the initial time
probability distribution is asymmetric, as can be shown by counterexample in the bivariate
case (not included here, for brevity). While in the univariate case the transformation was
required only to be one-to-one to ensure that the time-evolution of the median matched
the trajectory started at the median of the initial time probability distribution, the more
restrictive conditions of linear dynamics and initial time probability distribution symmetry
13 For the "component" transformations to be one-to-one, every [X1,o, X2,0 ] would have to map to a different
X1I, or X 2,7.
Linear Nonlinear
Symmetric , = gT(mxo) mnx, = g,(mxo) if g, is one-to-one
m, = fT (mxo) mx, # Y-H,(mxo), generally
Asymmetric mx = g,(mx0) mX, = 9-(mxo) if 9g is one-to-one
mnx, Z NT(mxo), generally nx, f (rnxo), generally
Table 3.3: Time-evolution of the median of the probability distribution, denoted mx for a
univariate state, and mx for a multivariate state. The univariate state evolves from time t - 0
to time t = 7 according to the transformation X, = g,(X) and the multivariate state evolves
according to the transformation X, = H,(Xo). Results are shown for different assumptions
concerning the linearity of the transformation (columns) and the symmetry of the initial
time probability distribution (rows). Note that if a nonlinear univariate transformation is
not one-to-one, it is generally true that m7 g,(mxo).
are needed to ensure this in the multivariate case. These results are summarized in Table
3.3.
Finally, consider the time-evolution of the mean, or expected value, of a probability
distribution for the state of a dynamical system. As for the median, let us tackle the case
of a univariate state first, before moving on to the more complicated multivariate situation.
Under univariate transformation X, g=(Xo), the expected value of X, can be written as
E[X] = E[g,(Xo)] = ~ g( o(xo)qo ) dxo. (3.42)
If the transformation is linear, like g,(Xo) = ea'Xo, then substituting the definition of the
transformation into Eq. 3.42 gives
E[X] ea T'j oqo(xo) dxo
Jxo
= eaTE[Xo]
SgT (E[Xo]). (3.43)
The expected value of X, is the transformation of the expected value of X 0 . Thus, under
univariate linear dynamics, the time-evolution of the mean of the probability distribution
matches the trajectory started at x0 - E[Xo], just as the time-evolution of the median
of the probability distribution matches the trajectory started at x0 = m o. In the special
case of Fig. 3.3b, with qo(xo) = U(0, 5), the time-evolution of the mean (dashed blue) and
time-evolution of the median are identical, as E[X0 ] = mo,.
For a nonlinear univariate transformation, the integral on the rhs of Eq. 3.42 does not
simplify in the convenient fashion that leads to E[X,] - g,(E[Xo]). As a result, the expected
value of X, cannot necessarily 14 be written as the transformation of the expected value of
14 Pathological cases where E[X,] = g, (E[Xo]) for nonlinear transformation X, = g,(Xo) may exist, but
would certainly be special exceptions to the general rule.
X 0. It follows that the time-evolution of the mean of the probability distribution does not
necessarily match the trajectory started at xo = E[Xo] if the dynamics are nonlinear. For
example, consider the time-evolution of the mean of the probability distribution for the state
of the logistic system of Eq. 3.27, with initial probability distribution qo(xo) = U(O, K). Here,
E[Xo] -= , which transforms as
K
g, (E[Xo])= (3.44)1+ e-r
Compare this to the expected value of X,,
E [X,] (1 - e (1 - e-r(1 + r)), (3.45)(1 - e-)2
calculated using Eq. 3.42, to see that E[X,] # g,(E[Xo]). This inequality is borne out
in Fig. 3.4b. The dashed blue line shows the time-evolution of the mean of the probability
distribution, in accord with Eq. 3.45. Clearly, the mean evolves differently than the trajectory
started at E[Xo], which is marked in red to signify that the time-evolution of the median
follows the same path in this particular scenario (where E[Xo] = mo and g, is one-to-one
on the relevant intervals for Xo and X,).
The time-evolution of the mean of a multivariate state, under transformation X,=
7 ,(Xo), is actually very similar in nature to that of the univariate case. This can be
demonstrated in the context of the bivariate transformation of Eq. 3.36. The expected value
of the first component variable (X 1) at time t = 7 is given by
E[Xl,T] = E[hl,T(Xl,o, X 2 ,o)]
-= J 2, hl,,(xl,, x 2,o)qo(x1,o, x 2 ,0 ) dx2 ,0 dx1 ',, (3.46)
analogous to Eq. 3.42. A similar expression can be written for E[X 2,,]. As in the univariate
linear situation, if the bivariate transformation is linear then Eq. 3.46 can be greatly simpli-
fied. Substituting for hl,,(X 1,o, X 2,o) in Eq. 3.46 with the linear definition provided in the
first line of Eq. 3.39 yields
E[X,,] = a11  1 Xl ,OqO(x 1,o, X2,0) d 2,odl,0o +
a 12  X/2,O 2 ,OqO(xO, x 2,0 ) dx2,0 dx 1,0
Sa1E[X,o] + a 12 E[X 2,o]
= hl,T(E[X1,o], E[X 2,0 ]). (3.47)
Similarly, E[X 2,,] = h2,T(E[Xl,o], E[X 2,o0). Generalizing this result beyond bivariate X, we
have E[X,] = h-,(E[Xo]); the expected value of X, is the transformation of the expected
value of Xo. Just as for univariate linear dynamics, for multivariate linear dynamics the
time-evolution of the mean of the probability distribution matches the trajectory started
Linear Nonlinear
E [X,] = ,(E[Xo]) E [X,] / g,(E[Xo]), generally
E[XT] = 7-(E[Xo]) E[X,] # 7-,(E[Xo]), generally
Table 3.4: Time-evolution of the mean of the probability distribution, denoted E[X] for a
univariate state, and E[X] for a multivariate state. States transform from t = 0 to time
t = 7 as described in Table 3.3. Results are shown for different assumptions concerning the
linearity of the transformation. For such statements about the time-evolution of the mean,
the symmetry of the initial time probability distribution is irrelevant.
from the mean of the initial time probability distribution, x = E[Xo]. The result for
univariate nonlinear dynamics also holds in the multivariate case: the time-evolution of the
mean of the probability distribution does not necessarily match the trajectory started from
xo = E[Xo]. These results are summarized in Table 3.4. Note that there is no distinction
between symmetric and asymmetric initial time probability distributions in Table 3.4, as
such a distinction does not affect the results shown.
3.3.4 Summary of results and their implications
In Sec. 3.3.3, conditions on the true system dynamics and the initial time true forecast
probability distribution were developed such that, if satisfied, it is true that the optimal
forecast trajectory can be matched by evolving the initial time optimal forecast forward
under the true system dynamics. Since the optimal forecast trajectory differs according to
the summary accuracy measure employed, it was necessary to derive conditions separately for
AEt-based and SEt-based verification contexts. Deriving such conditions is useful, because
if it can be guaranteed that the optimal forecast trajectory can be produced under the true
system dynamics, then the use of the corresponding summary accuracy measure to drive
changes to a deterministic model of said dynamics will bring the model closer to representing
the true dynamics. Conversely, if it cannot be guaranteed that the optimal forecast trajectory
can be produced under the true dynamics, then the use of the corresponding summary
accuracy measure to drive changes to a deterministic model will not necessarily bring the
model closer to representing the true dynamics. Instead, it will be driven toward an imperfect
representation of the dynamics that is more capable of producing a trajectory like the optimal
forecast trajectory.
Comparing the optimal forecast trajectory and the trajectory evolved forward from the
optimal initial time forecast under the true dynamics to see if they are identical is equivalent
to a simpler test involving dynamical transformation of an initial state at t = 0 to a state
at time t = T. For a univariate state, the true dynamics were represented by the generic
transformation X, = g,(Xo), examples of which can be seen in Eqs. 3.26 and 3.28, solutions
to a linear system and logistic system, respectively. For a multivariate state, the true dy-
namics were represented by the generic transformation X, = )-,(Xo). If application of the
transformation to the initial time optimal forecast yields the optimal forecast at time t = T,
it is implied that the time-evolution of the optimal forecast matches the trajectory started
at the initial time optimal forecast, evolved forward according to the true system dynanmics.
Thus, Sec. 3.3.3 detailed the conditions under which the transformation of the initial time
optimal forecast yields the optimal forecast at time t = 7, which are summarized in Tables
3.3 and 3.4.
While the aforementioned tables organize results separately for AEt-based and SEt-based
verification, consider now a direct comparison of the results for these two types of summary
accuracy measure. For a univariate linear transformation, the initial time median and initial
time mean transform into the median and mean at time t = 7, respectively. This should
not come as a surprise, as in the beginning of Sec. 3.3.3 it was shown that the form of the
entire initial time probability distribution is retained under linear transformation, such that
the mean and median stay in the same position relative to the rest of the distribution. For a
univariate nonlinear transformation, the initial time median and initial time mean do not, in
general, transform into the median and mean at time t = 7, as the probability distribution
does not, in general, retain its form under nonlinear transformation. There is one special
exception here: if the univariate nonlinear transformation is one-to-one, the initial time
median does transform into the median at time t = 7, despite the (potentially) changing
form of the probability distribution. Given these results, the implication is that there is a
slight advantage to using AEt verification in driving development of a deterministic model of
a univariate dynamical system, as for one-to-one nonlinear true dynamics, AEt verification is
guaranteed to drive the model toward the true dynamics whereas SEt verification is not. For
univariate linear dynamics both AEt and SEt are similarly effective in driving deterministic
model development, but neither necessarily drives the model toward the true dynamics in
the non-one-to-one, nonlinear case.
Results were also developed in Sec. 3.3.3 for multivariate transformations, building on
the results from the investigation of univariate transformations. For a multivariate linear
transformation, the initial time mean transforms into the mean at time t = 7, just as in
the univariate linear case. However, under a multivariate linear transformation, the initial
time median can only be guaranteed to transform into the median at time t = 7 if the
initial time probability distribution is symmetric. This is different than in the univariate
linear case, where the initial time median always transforms into the median at time t = 7,
regardless of the form of the initial time probability distribution. For a multivariate nonlinear
transformation, both the initial time mean and median cannot be guaranteed to transform
into the mean and median at t = 7, respectively. Unlike the univariate nonlinear case, there
is no exception for the median in a one-to-one multivariate transformation, as the component
transformations are not necessarily one-to-one. Considering these results, the implication is
that there is a slight advantage to using SEm,t verification in driving the development of a
deterministic dynamical model of a multivariate dynamical system, as for linear dynamics
SEm,t verification is guaranteed to drive the model toward the true dynamics, whereas for
AEm,t verification this is only true with the additional constraint of initial time probability
distribution symmetry. Most important, however, is the result that neither SEm,t nor AEm,t
verification will necessarily drive a deterministic model closer to the true system dynamics in
the case of a multivariate nonlinear system, as this description best fits the natural systems
atmospheric scientists strive to simulate.
Ignoring the aforementioned details for a moment, the fundamental conclusion of the
work shown in Sec. 3.3 is that driving deterministic dynamical model development with
summary accuracy measure verification does not necessarily serve to drive the model toward
a closer representation of the true system dynamics. Rather, it drives the model to produce
forecast sets that optimize the value of the summary accuracy measure used in verification.
It is important to recognize this distinction.
3.4 Summary and conclusions
The goal of this chapter was to explore the theoretical consequences of driving determin-
istic forecast system development with summary accuracy measure verification, a process
that implicitly assumes that it is of paramount importance to produce forecasts that opti-
mize a particular summary accuracy measure. The focus on summary accuracy measures,
as opposed to other types of summary measures, is not motivated by theoretical concerns,
but rather by the dominant use of summary accuracy measure optimization in the actual
practice of deterministic forecast system development. Thus, understanding the theoreti-
cal consequences of such use of summary accuracy measure verification is of real practical
interest.
Driving deterministic forecast system development with summary accuracy measure ver-
ification ultimately evolves the forecast system into a form that can produce, as near as
possible, the optimal forecast under the particular summary accuracy measure utilized. The
optimal forecast under a particular summary accuracy measure is the prediction that opti-
mizes the expected value of that summary accuracy measure, given that the corresponding
observation is drawn randomly from the true forecast probability distribution. As the qualifi-
cation "under a particular summary accuracy measure" suggests, in deterministic prediction
there is not a theoretically-optimal forecast that is independent of verification measure (as the
theoretical optimal forecast, the true forecast probability distribution, cannot be predicted
in a deterministic setting). Thus, each deterministic verification measure can theoretically
have its own distinct optimal forecast, each of which is equally valid and equally arbitrary.
The aforementioned theoretical possibility of differing optimal deterministic forecasts is
borne out in the study of commonly-used summary accuracy measures. Summary accuracy
measures based on absolute error (AE, AEm, AEt, AEm,t) are optimized by the median of
the true forecast probability distribution, and summary accuracy measures based on squared
error (SE, SEm, SEt, SEm,t) are optimized by the mean of the true forecast probability
distribution (see Tables 3.1 and 3.2). It is up to the forecast system developer to decide which
of these optimal forecasts is most desirable and implement the corresponding verification
measure accordingly, as in theory, the choice really does matter.
In the specific context of deterministic dynamical model development, there are addi-
tional complications involved in the use of summary accuracy measure verification if it is
acknowledged that a goal of the model development process is to better simulate the true
system dynamics, in conjunction with the "standard" goal of optimizing a summary accu-
racy measure. This is because achievement of the "better model" goal is not necessarily
facilitated by driving model development with AE-based or SE-based verification, unless the
true system dynamics are very simple (e.g. univariate linear). For the multivariate, nonlin-
ear dynamical systems that are typically the subject of simulation by atmospheric scientists,
there is no guarantee that driving deterministic dynamical model development for such a
system with summary accuracy measure verification will necessarily result in convergence of
the model dynamics toward the true dynamics.
An appealing alternative to the aforementioned manner of developing a deterministic
dynamical model is to drive changes to an ensemble of deterministic dynamical model in-
tegrations through verification of ensemble-based probabilisitic forecasts. Ensemble forecast
system development driven by continuous ranked probability score optimization or igno-
rance score optimization 15 would evolve the ensemble forecast system toward production of
forecast probability distribution trajectories that match the corresponding trajectories of the
true forecast probability distribution, the theoretically-optimal forecast. In this probabilistic
context, the optimal forecast probability distribution trajectory (under CRPS or ignorance
score) can be produced if the perfect deterministic dynamical model is at hand, avoiding the
pitfall of summary accuracy measure verification, where the optimal deterministic forecast
cannot necessarily be produced with the perfect model. So, interestingly, a more effective
way than summary accuracy measure optimization to fulfill the "better model" goal for a
multivariate nonlinear deterministic dynamical model is to develop the model as part of an
ensemble-based probabilistic forecast system.
Note that the process of ensemble forecast system development does not ignore the goal
of producing a deterministic forecast trajectory that is optimal with respect to a summary
accuracy measure. However, good deterministic forecasts in this respect are better thought
of as a byproduct of ensemble forecast system development, rather than as a driver of the
process. For example, if a deterministic forecast trajectory of the mean of the true forecast
probability distribution is desired (and hence is verified using SEt or SEm,t), the appropriate
course of action is to issue a forecast trajectory consisting of the mean of the forecast proba-
bility distribution, the estimate of the true forecast probability distribution. Instead of trying
to force a deterministic dynamical model to produce this trajectory (by driving changes to
the model via summary accuracy measure optimization), it is simply derived from the proba-
bilistic forecast trajectory. So, both ensemble foreast system development and deterministic
dynamical model development can be used to produce a good deterministic forecast trajec-
tory in light of a particular summary accuracy measure. However, choosing the deterministic
dynamical model development path can be problematic if the model is subsequently used
in an ensemble-based probabilistic forecast system, because of its history of development to
fulfill the summary accuracy measure optimization goal, which has been shown to be incon-
sistent with the "better model" goal. Developing the deterministic dynamical model in the
context of an ensemble-based forecast system clearly does not share this potential difficulty.
Although the theoretically-derived results summarized here cannot be tested directly in a
1 5Where such scores are integrated over the time-trajectory of the forecast probability distribution.
setting of operational deterministic prediction (due to our ignorance of true system dynam-
ics and true forecast probability distributions), it is possible to infer the strong influence of
summary accuracy measure optimization on operational forecast system development. All
the necessary information to do this is actually contained in a verification data sample of op-
erational forecasts and the corresponding observations. A structured manner of representing
the complexity of the verification data sample, called "distributions-oriented" verification,
is demonstrated in Chapter 4, for verification data samples consisting of operational deter-
ministic tropical cyclone intensity forecasts and the corresponding observations.
Chapter 4
Distributions-oriented verification of
deterministic forecasts
Note that this chapter, excluding Sees. 4.5.2 and 4.5.3, is in essence a draft of Moskaitis
(2008), written in the context of this dissertation rather than as a stand-alone journal article.
4.1 Introduction
As discussed in Chapter 3, it is common practice to develop a deterministic forecast system
in a manner that works to optimize a summary accuracy measure of the system's forecasts. A
summary accuracy measure is a member of a larger family of verification techniques described
as measures-oriented, in which attributes of the quality of the relationship between a set of
forecasts and the corresponding set of observations (forecast quality) are quantified by scalar
summary measures. Such summary measures, however, provide a very limited description of
forecast quality, relative to the full complexity of the relationship between a set of forecasts
and the corresponding set of observations embodied in the verification data sample. This
was recognized by Murphy and Winkler (1987), who conceived of a new approach to forecast
evaluation called distributions-oriented verification (also known as diagnostic verification),
which aims to analyze forecast quality as comprehensively as possible rather than attempting
to sum it up with just one number.
Specifically, distributions-oriented (DO) verification is concerned with analysis of the
joint probability distribution of forecasts and observations, p(f, x), which describes all time-
independent information about the forecasts, f, the corresponding observations, x, and
their relationship1 (Murphy and Winkler 1987). Early demonstrations of DO verification
techniques discretized the forecasts and observations, {(fk, xk); k = 1,..., N}, into nf and
nx distinct categories, respectively. This allows a primitive model of the joint distribution
to be constructed by estimating each of the discretized elements p(fi, xj) as the empirical
relative frequency of the forecast falling in the ith category and observation in the jth
'Notation here follows that of Murphy (1997), and is left purposely generic in this paragraph. However,
it is perhaps most straightforward to think of f as a fixed-time deterministic forecast of a continuous scalar
variable and x as the corresponding observation.
category (i 1,..., nf; j = 1,..., n). This method of estimating the joint distribution
served as the basis for demonstration of DO verification techniques for sets of deterministic
forecasts of a continuous variable (Murphy et al. 1989; Brooks and Doswell III 1996; Brooks
et al. 1997), and also for sets of probabilistic forecasts of a dichotomous variable (Murphy
and Winkler 1992; Brooks et al. 1997). More recent work has concentrated on the use of
statistical modeling to estimate p(f, x) in the specific context of a set of probabilistic forecasts
of a dichotomous variable, with subsequent demonstrations of DO verification techniques
(Murphy and Wilks 1998; Wilks 2000; Wilks and Godfrey 2002; Bradley et al. 2003, 2004).
Evidence of practical application of DO verification techniques is also slowly beginning to
appear in the literature, for example in de Elia and Laprise (2003), Maini et al. (2003), and
Myrick and Horel (2006).
Here, a primitive model-based distributions-oriented verification approach is used to in-
vestigate the quality of scalar predictions from operational deterministic forecast systems
that have been developed through summary accuracy measure optimization. The goals of
such an investigation are threefold. The first goal is simply to show how limited summary
accuracy measures are in representing the complex relationship between a set of forecasts
and a set of observations, in order to make the point that optimizing a summary accuracy
measure is not equivalent to optimizing forecast quality. The second goal is to explore the
consequences of driving forecast system development with summary accuracy measure opti-
mization for the full scope of forecast quality, in a practical setting. This is in contrast to
Chapter 3, which developed theory to explain how deterministic forecasts should respond to
summary accuracy measure optimization. It will turn out, however, that the two approaches
are complementary, as the theory proves quite useful in interpretation of the DO verification
results. The third goal is to investigate how measures-oriented verification can be used to
complement distributions-oriented verification, in an effort to synthesize the two approaches.
This synthesis is advanced through summary measures which depend on inputs from DO
analysis in their calculation, unlike the "traditional" summary accuracy measures of Chapter
3.
Operational deterministic tropical cyclone (TC) intensity forecasts and the correspond-
ing best-track observations will serve as verification data samples for DO verification here,
as TC intensity forecast system development is driven by summary accuracy measure opti-
mization (e.g. Franklin cited 2008; Bender et al. 2007; DeMaria et al. 2005; Knaff et al. 2005;
Emanuel et al. 2004; Knaff et al. 2003; Kumar et al. 2003). The particular choice to verify
deterministic TC intensity forecasts is motivated in part by the socioeconomic importance
of such predictions, especially for situations involving TCs expected to make landfall. For
these forecasts, it is thus especially important to come to a comprehensive understanding
of their quality, and how its first-order features are shaped by summary accuracy measure
optimization. Although forecast value and quality are not precisely synonymous (Murphy
and Elhrendorfer 1987; Murphy 1997), the more complete view of forecast quality revealed
through DO verification (relative to measures-oriented verification) should allow users to bet-
ter optimize their decisions (Murphy and Winkler 1987; Wilks 2000, and reference therein).
The remainder of this chapter is organized as follows. First, the details of the verification
data samples are described in Sec. 4.2. Then, Sec. 4.3 introduces a graphical representation of
the joint probability distribution of forecasts and observations, the fundamental instrument
of DO verification, and applies it to display the joint distribution for some select verification
data samples. Sec. 4.4 uses two factorizations of the joint distribution into the product of a
marginal distribution and conditional distributions to further analyze the verification data
samples, and diagnose the influence of summary accuracy measure optimization. Sec. 4.5
discusses the use of summary measures as complements to the DO verification approach,
with special emphasis on a information-theoretic summary measure that is shown to possess
a number of appealing properties in application to the operational deterministic TC intensity
forecasts. A summary of the results and conclusions are presented in Sec. 4.6.
4.2 Verification data samples
The variable of interest here is tropical cyclone intensity, a continuous scalar variable rep-
resenting the maximum 1-minute sustained surface wind of a cyclone (as defined by the
National Hurricane Center). Intensity lends itself to the discretization involved in a primi-
tive model-based DO verification, as observations of intensity are traditionally reported in
multiples of 5 knots. Thus, an observation can fall in one of roughly 30 categories (e.g.
67.5 72.5 kt, 72.5 - 77.5 kt, etc.), given the range of intensities over which TCs are known
to exist. Forecasts are discretized in the same manner, if they are not already reported in
multiples of 5 knots, like the observations. Assuming 30 categories for both the observations
and forecasts, the dimensionality of the verification problem is then 30 * 30 - 1 = 899, the
number of relative frequencies needed to completely determine p(fi, xj) (Murphy 1991). As
will be subsequently discussed, one needs a sizable verification data sample to populate such
a high-dimensional joint distribution.
In constructing the verification data samples, only Atlantic basin TCs are considered,
as the highest-quality intensity observations are to be found there. These observations are
synthesized into a "best-track" analyzed intensity for each storm every 6 hours while it
is in existence; here, these analyses are considered to be the observed intensities for the
verification. Forecasts are issued at 6 hour intervals as well, for lead times up to 120 hours
since the 2001 season. Official forecasts for the intensity of Atlantic basin tropical cyclones
are provided by forecasters at the National Hurricane Center (NHC) 2. These official forecasts
are supported by three primary numerical models (DeMaria et al. 2005). The most basic
is the 5-day Statistical Hurricane Intensity Forecast model (SHF5), which uses a multiple
linear regression model (trained on data from past TCs) to predict intensity change, given
predictors describing the current state of the storm and its recent history (Knaff et al.
2003). The Statistical Hurricane Intensity Prediction Scheme (SHIPS) improves on this
concept by including predictors about the environment of the TC, at both the initialization
time and at forecast lead times (DeMaria and Kaplan 1994, 1999; DeMaria et al. 2005).
Predictors of future storm environmental conditions are calculated from the GFS weather
model forecast, at future storm positions predicted by the NHC. A postprocessing routine
is applied to the raw SHIPS intensity forecast to account for any land-induced decay that
2Public dissemination of official forecasts with lead times beyond 72 hours has only occurred since 2003.
Lead time (h) Sample size
0 1963
12 1912
24 1759
36 1613
48 1485
72 1247
96 989
120 798
Table 4.1: Sample size, N, as a function of lead time for the homogeneous verification data
samples described in the text.
may occur if the NHC track forecast brings the TC over or near land. The result, called
the Decay-SHIPS (DSHP) forecast, is provided to forecasters. The last of the three primary
models is the GFDL/URI coupled hurricane-ocean model, as run at the National Centers
for Environmental Prediction (henceforth, the "GFDL"). GFDL is a dynamical model, in
contrast to the statistically-based SHF5 and DSHP. It couples a nested-grid atmosphere
centered on the TC (Kurihara et al. 1998) to an ocean model (Bender and Ginis 2000)
to explicitly account for interaction between the TC and ocean. Forecasts from the three
aforementioned models (SHF5, DSHP, and GFDL) and the official forecasts from the NHC
(which will be abbreviated as "OFCL") are all verified in this study.
The verification data samples used here are homogeneous in the OFCL, SHF5, DSHP,
and GFDL forecasts, and span the 2001 through 2005 Atlantic basin seasons'. Homogeneity
in the 4 types of forecasts requires that for a given TC, forecast initialization time, and lead
time, all 4 forecasts exist and are able to be verified against ain existing best-track observation.
This ensures that any comparison between forecast systems is fair, as each is verified over
the same set of situations. Forecast/observation pairs are not excluded according to storm
classification at the forecast initialization time and verification time, as is the current practice
in the NHC's verification methodology 4 . Thus, some forecast/observation pairs included here
pertain to situations in which the best-track storm classification is extratropical, tropical
wave, or remnant low. Table 4.1 shows the sample size for each lead time in the homogeneous
verification data samples. Sample size decreases with lead time as long-lead forecasts do not
exist at the beginning of a TC's life (forecasts are initialized once a weather system is defined
as a TC) or are not made because dissipation is expected. Sample sizes are on the order of
the dimension of the joint distribution of forecasts and observations, even with five years of
data considered. Still, interpretation of the joint distribution and its relatives are useful, as
will be shown subsequently.
3Archived forecasts and best-track observations were obtained from the "A-decks", and "B-decks", re-
spectively, of the National Hurricane Center's digital forecast database at ftp://ftp.nhc.noaa.gov/pub/atcf/
(accessed November 2006).4 According to the NHC website (http://www.nhc.noaa.gov/verification), realizations are only included if
the TC is classified as either tropical or subtropical at both the initialization time and verification time.
Before continuing, however, it must be noted that the DSHP and GFDL models under-
went significant changes over the five years encompassed in the verification data samples. The
predictors used in DSHP are constantly evolving, as documented in DeMaria et al. (2005)
for the 2001 to 2003 seasons. Further updates to DSHP for the 2004 and 2005 seasons are
described by DeMaria (2006). These include new predictors based on satellite observations,
a new postprocessing routine to account for interaction with narrow landmasses (based on
DeMaria et al. 2006), and an adjustment of the SST predictor to account for ocean mix-
ing processes under the eyewall. GFDL has undergone many significant changes since the
coupled version was implemented operationally in 2001. These include upgraded physics,
vastly increased resolution of the atmospheric model, and improved initialization procedures
for both the atmosphere and ocean (Bender et al. 2007; Falkovich et al. 2005). Thus, the
verification results presented here will not necessarily reflect the performance characteris-
tics of the latest version of these models. However, the modelers' (and forecasters') goal of
summary accuracy measure optimization has not changed (e.g. Knaff et al. 2003; DeMaria
et al. 2005; Franklin cited 2008; Bender et al. 2007, for SHF5, DSHP, OFCL, and GFDL
forecasts, respectively), and it is argued here that this dominates the first-order nature of
the DO verification results.
4.3 The joint distribution
The methodology of DO verification is heavily dependent on graphical techniques to convey
the complexity of the joint distribution of forecasts and observations. Consider first the joint
distributions themselves, as shown in Figs. 4.1-4.4, for the OFCL, GFDL, DSHP, and SHF5
forecasts, respectively. Each figure shows the joint distribution at four different lead times:
(a) 0 h, (b) 36 h, (c) 72 h, and (d) 120 h. Dots are drawn for all (f, x) with non-zero relative
frequency in the corresponding verification data sample5 , with the colors representing the
magnitude of the relative frequency according to the nonlinear scale detailed below Fig. 4.1.
Along with the joint distribution of forecasts and observations, each panel in Figs. 4.1-4.4
has a thin black line along the diagonal, where f = x. If a set of deterministic forecasts
was perfect, all dots would be clustered along this diagonal. One can see that this is not
the case for the TC intensity forecasts, even at the 0 h lead time, as operational analyses
of intensity do not necessarily match the corresponding best-track values (which are based
partially on observations taken after the time in question). At the 36 h lead time, all four
forecast sets show a widening of the joint distribution about the (diagonal) major axis,
indicating a growing proportion of large forecast errors. For the OFCL, DSHP, and SHF5
forecasts, the joint distribution has about equal probability on both sides of the diagonal,
but for the GFDL forecasts, probability is concentrated below the diagonal, where f > x.
This is evidence of unconditional high bias in the GFDL model, which will be quantified in
Sec. 4.5 using a measures-oriented verification approach.
By the 72 h lead time in Figs. 4.1 4.4, one can see that not only is each joint distribution
sFor clarity, the i and j subscripts of discretized forecasts and observations will be dropped henceforth;
use of the primitive model of p(f, x) is to be understood.
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Figure 4.1: Joint distribution of official NHC TC intensity forecasts and best-track obser-
vations at lead times of (a) 0 h, (b) 36 h, (c) 72 h, and (d) 120 h. Dots mark all (f, x) for
which there is non-zero relative frequency in the corresponding verification data sample.
The colors represent relative frequency magnitude, according to the following scale: 0 <
p(f, x) < 0.0025, purple; 0.0025 < p(f, x) < 0.005, dark blue; 0.005 < p(f, x) < 0.01, light
blue; 0.01 < p(f, x) < 0.015, green; 0.015 < p(f, x) < 0.025, yellow; 0.025 < p(f, x) < 0.05,
orange; 0.05 < p(f, x) < 1, red. The thin black line marks the diagonal, where f = x.
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Figure 4.2: As in Fig. 4.1, but for the GFDL model forecasts.
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Figure 4.3: As in Fig. 4.1, but for the Decay-SHIPS model forecasts.
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Figure 4.4: As in Fig. 4.1, but for SHF5 model forecasts.
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widening about its major axis, but this axis is also rotating into a more vertical orientation.
This is especially evident for the SHF5 forecasts, but is subtly present in the joint distribu-
tions for the other three forecast systems. Such rotation of the joint distribution results in
conditionally biased forecasts: for high intensity observations, the forecasts are generally too
low, and for low intensity observations, the forecasts are generally too high. Moving on to
the 120 h lead time, Figs. 4.1--4.4 show that all four forecast sets have substantial conditional
bias, and if anything, probability has gathered in toward the nearly vertical major axis of
the distribution, instead of spreading out further. Conditional bias revealed through DO
verification techniques will be discussed in much greater detail in Sec. 4.4.5, as detection
of conditional bias is an advantage of the distributions-oriented verification approach over
traditional measures-oriented verification (which cannot detect conditional bias at all).
4.4 Marginal and conditional distributions
4.4.1 Factorizations of the joint distribution
The joint distribution of forecasts and observations can be expressed as a product of marginal
and conditional distributions in two distinct factorizations, one conditioning on the forecasts
and the other conditioning on the observations (Murphy and Winkler 1987). The calibration-
refinement factorization, which conditions on the forecasts, is written as
p(f , x) = q(x f)s(f), (4.1)
where s(f) is the marginal distribution of the forecasts (i.e. forecast distribution) and q(x lf)
represents the set of conditional distributions of the observations given the forecast. Note
that there is only one s(f), but there is a separate conditional distribution for each category
of f. The second factorization is similar, but with the conditionality on the observations. It
is called the likelihood-base rate factorization,
p(f, x) - r(f x)t(x), (4.2)
where t(x) is the marginal distribution of the observations (i.e. observed distribution) and
r(f x) represents the conditional distributions of the forecasts given the observation. Again,
there is only one t(x), but there is a separate conditional distribution for each category of x.
4.4.2 Marginal distribution analysis
The aforementioned marginal and conditional distributions are useful tools in DO verifica-
tion, as each draws out relevant aspects of p(f, x) that are not easy to directly analyze from
Figs. 4.1 4.4. First, consider the marginal distributions s(f) and t(x). For a perfect set
of deterministic forecasts, the marginal distribution of those forecasts would be exactly the
same as the marginal distribution of observations. However, equivalence of the two marginal
distributions does not necessarily imply a perfect set of forecasts, just that the forecast dis-
tribution is consistent with the sample climatology. Individual forecasts can be erroneous,
but taken as a whole, the set of forecast values can be distributed as the observations (this
is true for persistence forecasts, for example). So, ultimately, comparative analysis of the
marginal distributions is most informative when the two are different, as this is an unequiv-
ocal sign of a flawed forecast set. Furthermore, the nature of the differences can allow one
to infer some reasons for the discrepancy, as will be seen for the TC intensity forecasts.
In Fig. 4.5 the marginal distributions of the four sets of TC intensity forecasts are su-
perimposed upon the marginal distribution of observations at the (a) 0 h, (b) 36 h, (c) 72 h,
and (d) 120 h lead times. The marginal distributions of forecasts are plotted with dashed
lines (red for OFCL, green for GFDL, dark blue for DSHP, and light blue for SHF5), while
the marginal distribution of observations is plotted in solid black. For display purposes,
continuous approximations to the discretized marginal distributions are shown, rather than
the raw relative frequencies at 5 kt intervals6 . Also in each panel, the values of the mean
and median of the marginal distribution of observations are marked with black and gray
triangles, respectively, on the abscissa. There are slight differences in the central tendencies
of the observed distributions amongst the four lead times, indicative of differences in the
observed distributions themselves. This is due to subsampling of the full set of observations
(distributed as in Fig. 4.5a) in accordance with the lead time of the corresponding forecast
set. For example, the marginal distribution of observations in Fig. 4.5d only reflects observa-
tions taken when 120 h lead time forecasts are verifying. In the days immediately after a TC
forms, there are no 120 h forecasts to verify, as forecasts are initiated upon TC formation.
Thus, the marginal distributions of observations corresponding to sets of forecasts at longer
lead times are increasingly depleted of low-intensity observations characteristic of formative
TCs.
The primary feature in Fig. 4.5, however, is the divergence with lead time of the four
forecast distributions from the observed distribution. At the 36 h lead time, the forecast dis-
tributions fall into two groups. The OFCL, DSHP, and SHF5 forecast sets are overpopulated
(relative to the observed distribution) in the 40-80 kt intensity range and underpopulated
elsewhere. GFDL shows somewhat different behavior, overpopulating the 70-110 kt intensity
range, while leaving the 30-60 kt range and the highest intensities deficient. These general
patterns largely persist through the 72 h and 120 h lead times, becoming increasingly am-
plified with lead time, especially for SHF5 and GFDL. By 120 h, SHF5 virtually eliminates
forecasts below 30 kt and above 100 kt, instead favoring a very narrow forecast distribution
centered at 60 kt. Though not as extreme as SHF5, GFDL also lacks a sufficient number of
forecasts at the lowest and highest intensities, while over-predicting the number of low to
moderate intensity hurricanes (65-105kt). OFCL and DSHP show a similar pattern, but
instead overpopulate strong tropical storm and weak hurricane intensities (50-90 kt).
While there are substantial differences amongst the forecast distributions shown in Fig.
4.5, the common theme that emerges is an increasing tendency with lead time to predict
moderate intensities rather than those at the low and high ends of the observed intensity
6The continuous marginal distributions are estimated by fitting a nonparametric probability distribution
to the (forecast or observed) data, using Gaussian kernels and a 5 kt smoothing bandwidth (Wilks 2006).
This smooths out the "sawtooth" appearance in a plot of the discrete relative frequencies.
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Figure 4.5: Marginal distributions of the OFCL forecasts (dashed red), GFDL forecasts
(dashed green), DSHP forecasts (dashed dark blue), SHF5 forecasts (dashed light blue), and
observations (solid black) at lead times of (a) 0 h, (b) 36 h, (c) 72 h, and (d) 120 h. The black
triangle marks the mean observation and the gray triangle marks the median observation in
each panel.
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range. This behavior can be explained as a response to the use of summary accuracy measure
optimization as the driving principle of forecast system development. Summary accuracy
measure optimization is explicit in the formulation of the two statistical models, DSHP and
SHF5, which use multiple linear regression to find an optimal relationship between predictors
and intensity change. Precisely, the linear relationship is optimal in the least-squares sense,
implying that the statistical models are "designed" to produce forecasts that minimize mean
squared error (MSE)7 . The manner in which satisfying the demand of MSE minimization
ends up producing the characteristic peaked forecast distributions in Fig. 4.5 is perhaps best
demonstrated in the context of very simple statistical forecast model.
4.4.3 Performance of a single linear regression (SLR) model
Consider a linear statistical model that predicts observed intensity, I, solely on the basis of
the operationally-designated initial intensity, linit,
I(t) = a(t)Iiit + b(t). (4.3)
The coefficients a and b are calculated for each lead time, t, via single linear regression of
operationally-designated initial intensities onto observed intensities, using the set of t = 0
OFCL forecasts and corresponding best-track observations (as described in Sec. 4.2) as train-
ing data. This process can be visualized with the aid of the joint distribution of persistence
forecasts and observations, as shown in Fig. 4.6 at four different lead times. A persistence
forecast is defined here as a forecast of the operationally-designated initial intensity. Thus,
the joint distribution of persistence forecasts and observations can be thought of as a weighted
scatterplot of operationally-designated initial intensities versus the observed intensities. The
best-fit (in the least-squares sense) line relating these two quantities is shown in magenta, in
each panel of Fig. 4.6. The slope of the magenta line, a(t), and its intercept, b(t), are used
as the coefficients in the linear statistical model of Eq. 4.3. The resultant intensity forecast
model will henceforth be called the single linear regression (SLR) model.
The coefficients of the aforementioned linear regression are listed in Table 4.2, along with
the corresponding coefficients of determination, for each lead time. There is a gradual dete-
rioration of the relationship between initial and observed intensities, with the two variables
basically unrelated at the 120 h lead time. As seen in Fig. 4.6, this causes the best-fit line
to rotate from the diagonal at t = 0 to nearly horizontal at t = 120. While the slope tails
off toward zero with increasing lead time, the intercept approaches the mean observation of
the training data.
The deterioration of the initial intensity/observed intensity relationship with lead time
has profound implications for the quality of forecasts from the SLR model. Consider the set
of SLR forecasts homogeneous with those in the verification data samples described in Sec.
4.2, created by applying Eq. 4.3 with the coefficients in Table 4.2. The joint distribution for
this set of forecasts and the corresponding observations is shown in Fig. 4.7, at four different
7Interestingly, these models are typically verified using mean absolute error, so they are not quite tailored
exactly to the verification measure.
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Figure 4.6: As in Fig. 4.1, but for persistence forecasts. A persistence forecast is defined
to take the value of the operationally-designated initial intensity, so the joint distributions
here can be interpreted as weighted scatterplots of the training data used to estimate the
linear statistical model coefficients in Eq. 4.3. The magenta line in each panel shows the
best linear fit, in the least-squares sense. Its slope and intercept are used as the coefficients
in the linear statistical model for each lead time.
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Table 4.2: Coefficients for the single linear regression (SLR) model relating operationally-
designated initial intensity to observed intensity, as a function of lead time. Coefficients of
determination for the linear relationship are also listed.
lead times. The SLR joint distribution essentially shows exaggerated versions of the primary
traits seen in the joint distributions for the OFCL, GFDL, DSHP, and SHF5 forecasts in
Figs. 4.1-4.4: (1) Rotation of the major axis of the joint distribution from diagonal to vertical
as lead time increases, and (2) Initial widening of the distribution about the major axis at
early lead times, followed by contraction at later lead times. The joint distribution for the
SLR model is most similar to that of the SHF5 model in Fig. 4.4, which is reasonable, as
SLR is closest to SHF5 in the nature of its statistical model formulation. However, all the
forecast systems show this same general behavior.
As one would expect from the joint distribution, the marginal distribution of the SLR
forecasts also displays an exaggerated version of the main pattern seen in Fig. 4.5: the
preponderance of "middle" intensity forecasts at the expense of low and high intensity pre-
dictions (relative to the observed distribution). Fig. 4.8 shows the marginal distributions
of SLR forecasts and SHF5 forecasts superimposed on the marginal distribution of observa-
tions, in the manner of Fig. 4.5. The marginal distributions of SLR and SHF5 forecasts are
very similar in nature, with both distributions sharpening with lead time, as their respective
modes converge, almost in unison, toward the mean observation (marked by a black triangle
along the abscissa). Again, while the SHF5 model has a forecast distribution most similar
to the SLR model, all forecast systems show the same general behavior.
4.4.4 Inferring the influence of summary accuracy measure opti-
mization
Although the SLR model is a vastly simpler forecast system than the operational intensity
forecast systems introduced earlier, all these forecast systems share the same first-order
characteristics of the joint distribution and forecast distribution. Here, it is argued that all
are responding in the same qualitative manner to summary accuracy measure optimization,
by sharpening the forecast distribution as lead time increases. This sharpening of the forecast
distribution is manifested in the joint distribution of forecasts and observations as a rotation
of the major axis from the diagonal into a more vertical orientation as lead time increases,
Lead time, t (h) Slope, a Intercept, b (kt) R 2
0 0.99 1.1 0.98
12 0.91 6.0 0.82
24 0.78 13.6 0.60
36 0.66 21.9 0.40
48 0.54 29.4 0.26
72 0.34 42.6 0.10
96 0.20 50.6 0.04
120 0.10 57.2 0.01
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Figure 4.7: As in Fig. 4.1, but for forecasts from the single linear regression (SLR) model
described in the text.
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Figure 4.8: Marginal distributions of the SHF5 forecasts (dashed light blue), SLR forecasts
(dashed magenta) and observations (solid black) at lead times of (a) 0 h, (b) 36 h, (c) 72 h,
and (d) 120 h. The black triangle marks the mean observation in each panel. Note that the
probability range is twice as great as in Fig. 4.5.
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and an attendant contraction of the distribution about the more vertical major axis. Such an
evolution of the features of the joint distribution is necessary to accommodate the sharpening
of the forecast distribution.
For the SLR model, summary accuracy measure optimization is explicit in the formulation
of the model, as the linear statistical model coefficients are chosen to minimize MSE (in
the dependent, training data). These coefficients change drastically as lead time increases,
responding to the deterioration of the relationship between initial intensity and observed
intensity with lead time. As a consequence, the range of intensity values forecasted by
the SLR model decreases with lead time. This can be explained by considering the two
limiting cases in the relationship between initial intensity and observed intensity. In the
limit of a perfect relationship between initial intensity and observed intensity (e.g. at t - 0 h,
approximately), the range of the SLR model-forecasted values is exactly the same as the
range of observed values, as the forecast always equals the initial intensity. This can be seen
by comparing the t =0 h marginal distribution of SLR forecasts and marginal distribution
of observations in Fig. 4.8a. In the opposite limit of no relationship between initial and
observed intensity (e.g. at t = 120 h, approximately) the SLR model always predicts the
same value (regardless of the initial intensity), the mean observation in the training data.
With no useful information provided by the predictor, this is simply the course of action that
must be taken to minimize MSE. At t = 120 h, the marginal distribution of SLR forecasts in
Fig. 4.8d shows SLR model-predicted values in a small range around the value of the mean
observation, as at that lead time there is still a very weak relationship between initial and
observed intensity. Nonetheless, it is clear that the marginal distribution of SLR forecasts
has sharpened substantially relative to that at the t = 0 h. The marginal distributions of
SLR forecasts at 36 h and 72 h (Figs. 4.8b and 4.8c, respectively) represent intermediate
cases between the two limiting scenarios described above.
The similarity of the marginal distributions of forecasts (and joint distributions) for the
SLR model and SHF5 model is relatively straightforward to understand, as both statistical
models are explicitly designed to minimize the MSE of the forecasts, and thus behave the
same way as their predictors become uncorrelated with observed intensity at later lead times.
With its considerably more substantial array of predictors, the SHF5 can take advantage of
better correlations at later lead times than those available to the SLR model (see Table
4.2), delaying the onset of behaviors seen in the SLR, joint and forecast distributions. The
same logic extends to DSHP, with its even larger stable of useful predictors than SHF5.
However, DSHP also has the ability to decay intensities predicted by the statistical model in
a postprocessing scheme, which may be partly responsible for the differences in its forecast
distribution relative to that of SHF5 (compare dark blue and light blue curves in Fig. 4.5).
These two models have very similar forecast distributions for intensities above 70 kt at all
lead times, but show increasingly divergent behavior below 70 kt as lead time increases.
SHF5 consolidates forecasts around the mean observation, while DSHP forms two modes:
one near the mean observation and a secondary mode near 30 kt. Perhaps this secondary
mode in the DSHP forecast distribution is due to the effects of the decay model applied in
postprocessing.
To understand the evolution of the marginal distribution of forecasts (and joint distri-
bution) for the GFDL and OFCL forecast systems, the general theory of forecast system
development driven via summary accuracy measure optimization must be invoked, as un-
like the statistical forecast models, the GFDL and OFCL forecast systems are not explicitly
formulated in a manner that promotes the optimization of a summary accuracy measure.
Instead, summary accuracy measure optimization is promoted through repeated selection
of changes to the forecast system that lead to forecasts with a summary accuracy measure
nearer to the optimal value. Thus, GFDL and OFCL intensity forecast trajectories should
approach that of the optimal forecast trajectory under mean absolute error (MAE) verifica-
tion, the particular summary accuracy measure with which GFDL and OFCL forecasts are
assessed. As shown in Chapter 3, the optimal forecast trajectory under MAE verification is
the time-evolution of the median of the true forecast probability distribution. Similarly, the
statistical model forecast trajectories should approach that of the optimal forecast trajectory
under mean squared error (MSE) verification, because these models are explicitly formulated
to do so. The optimal forecast trajectory under MSE verification is the time-evolution of
the mean of the true forecast probability distribution. Thus, although summary accuracy
measure optimization acts differently upon the GFDL and OFCL forecast systems relative
to the SLR, SHF5, and DSHP forecast systems, as long as the time-evolution of the central
tendencies of the true forecast probability distribution are similar, similar behavior in the
forecasts from all five deterministic TC intensity forecast systems should be expected.
While the time-evolution of a true forecast probability distribution cannot be known
exactly, its first-order features can be characterized, allowing for characterization of the
first-order features of the time-evolution of the central tendencies of a true forecast proba-
bility distribution. At the forecast initialization time, a fairly sharp true forecast probability
distribution represents the uncertainty in the initial intensity of the TC. It can reasonably
be imagined that this initial time true forecast probability distribution is symmetric, with
the operationally-designated initial intensity as its mean/median. As lead time increases,
the true forecast probability distribution ultimately evolves to take on the form of the cli-
matological intensity distribution, as forecast uncertainty saturates. The t = 120 h marginal
distribution of the observations, shown in solid black in Fig. 4.5d, is a reasonable estimate
of this climatological intensity distribution. The black and gray triangles along the abscissa
of Fig. 4.5d show that the mean and median of this estimate of the climatological intensity
distribution are not that far apart, with both near 60 kt. Thus, the time-evolution of the
mean and median of the true forecast probability distribution can both be characterized as
starting at the operationally-designated initial intensity and asymptoting with lead time to
about 60 kt. This is the optimal forecast trajectory under both MAE and MSE verification.
Consider the evolution with lead time of the marginal distribution of a set of such optimal
forecasts. At the initial time, the marginal distribution of forecasts would be the same as the
marginal distribution of observations (operationally-designated initial intensities). As lead
time advances, the marginal distribution of forecasts would become sharper and sharper,
as forecasts asymptote toward 60 kt, the approximate mean/median of the climatological
distribution. This is exactly the pattern seen in the evolution of the marginal distributions
of forecasts for the OFCL, GFDL, DSHP, SHF5, and SLR forecast systems (see Figs. 4.5 and
4.8). All these forecast systems are responding to the demands of summary accuracy measure
optimization in the same qualitative manner, regardless of the specific summary accuracy
measure used (MAE or MSE) or how it is optimized. The primary difference amongst the
five forecasts systems is how quickly the forecasts asymptote to 60 kt; this depends on the
capability of the model or forecaster to predict the time-trajectory of the central tendency
of the true forecast probability distribution.
Before moving on to analysis of conditional distributions, it is interesting to note the
somewhat anomalous behavior of the marginal distribution of GFDL forecasts, given the
influence of summary accuracy measure optimization described above. Like for the other
four forecast systems, the marginal distribution of GFDL forecasts sharpens with lead time
(see Fig. 4.5). However, the sharpening marginal distribution of GFDL forecasts is the only
one that takes on the "wrong" value for its mode: 85-90 kt rather than the roughly 60 kt
mean/median of the climatological intensity distribution. Since the GFDL is the only dynam-
ical model amongst the five forecast systems verified, it is plausible that the complications
of driving the development of a multivariate nonlinear deterministic dynamical model with
summary accuracy measure verification are a factor in the anomalous marginal distribution
of GFDL forecasts. Perhaps the MAE-optimal forecast trajectory, the median of the true
forecast probability distribution, is impossible to produce under the true system dynamics,
and the GFDL model simply cannot be modified enough (short of rejecting the basic dynami-
cal core) to force it to produce anything close to that optimal forecast trajectory. Whether or
not this is true, it at least appears from comparison of the marginal distributions of forecasts
that it is easier to train humans and statistical models to attempt prediction of the optimal
deterministic forecast (under some summary accuracy measure) than a dynamical model.
This makes sense, as a human-predicted or statistical model-predicted trajectory does not
need to be consistent with any sort of dynamics, perfect or imperfect, so the forecast at each
lead time can be optimized independently of the other lead times.
4.4.5 Conditional distribution analysis
Given the characteristic traits imbued to the marginal distribution of forecasts, s(f), and
the joint distribution of forecasts and observations, p(f, x), by the response of a forecast
system to summary accuracy measure optimization, one would also anticipate some distin-
guishing characteristics to emerge in the set of conditional distributions of the observations
given the forecast, q(xlf). These distributions are all related by the calibration-refinement
factorization of the joint distribution shown in Eq. 4.1. Furthermore, there is another set
of conditional distributions available for analysis, those for the forecasts conditioned on the
observation, r(f x). These also relate to the joint distribution, via the liklihood-base rate
factorization in Eq. 4.2. Thus, let us investigate the nature of both sets of conditional
distributions for the OFCL, GFDL, DSHP, SHF5, and SLR forecast systems.
Comparative analysis of the conditional distributions for each forecast set is more com-
plicated than that of Sec. 4.4.2 for the marginal distributions. For a given forecast set at a
given lead time, there are as many component distributions of q(x lf) as there are distinct
values of f, and as many component distributions of r(f x) as there are distinct values of
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x, while there is just one s(f) (and t(x) to compare it to). Rather than displaying all the
component distributions of q(xzlf) and r(fzx) in the style of the marginal distributions in
Figs. 4.5 and 4.8, efficacy demands a more succinct method of analysis. Therefore, only the
means of the conditional distributions will be considered here, instead of the distributions
themselves. With this simplification, conditional bias in the forecasts can still be analyzed.
As there are two types of conditional distributions to consider, there are two types of
conditional bias (Murphy 1997). Type I conditional bias (often called reliability or calibra-
tion) describes deviation of a forecast value from the mean observation given that forecast
value, f - 'xlf, where uxlf is calculated from q(xlf). Type II conditional bias describes
deviation of a mean forecast given an observed value from that observed value, p/Ix - z,
where l/fl is calculated from r(flx). Both types of conditional bias can be analyzed through
comparative scatterplots, which are shown in Figs. 4.9 and 4.10, for type I and type II,
respectively. There are five sets of dots in each lead time-specific panel of these two figures,
each set corresponding to one of five forecast systems.
In Fig. 4.9, the dots mark (f, xif) for all values of f predicted by the forecast system
at the given lead time. With five forecast systems, there is then a maximum of five dots
lined up vertically at each value of f (at the early lead times, they overlap a bit). The
vertical displacement of the dots from the solid black diagonal line shows the magnitude and
direction of the type I conditional bias in the forecast sets. If there was no conditional bias,
all the dots would line up on the diagonal, where f - ylf. Fig. 4.9 shows that this is not
the case beyond the initial time, as positive biases (f > pxlf) generally prevail for the high
intensity forecasts and negative biases (f < 1 fI) for the low intensity forecasts. It is a fairly
small effect, but for all forecast systems the pxlf generally approach the mean observation, P,
(marked with a horizontal dashed line), with lead time. However, the forecast systems have
not reached the limiting case where btlf = Pz for all f, i.e. the mean observation conditioned
on the forecast is never different from the mean observation.
All five forecast systems qualitatively have little type I conditional bias, which in and of
itself is a desirable feature of a forecast system. A user can expect that the observed intensity,
in an average sense, will be near the forecast intensity. To accomplish this, though, the
forecast systems have had to sacrifice refinement of their marginal distributions of forecasts
(i.e. the marginal distributions of forecasts are too sharp). For an extreme example of this,
consider the SLR model (magenta dots) in Fig. 4.9. Note that the number of dots radically
decreases with decreasing lead time, as the range of forecasted values collapses down to only
those near Px, consistent with the marginal distribution of forecasts in Fig. 4.8. It is easy for
such a forecast set to be type I conditionally unbiased, as it is near the limiting case of always
forecasting the mean observation, in which case f -= x -= 1xl (the latter equality because
t(x) and q(xlf) are the same), and thus type I conditional bias is precisely zero. As seen
in the marginal distribution analysis, response to summary accuracy measure optimization
causes all the forecast systems to collapse their marginal distributions of forecasts toward
,x as lead time increases, limiting the number of dots in Fig. 4.9d relative to Fig. 4.9a.
This is favorable for low-magnitude type I conditional bias, but as shown in Fig. 4.10, it
simultaneously causes high-magnitude type II conditional bias.
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Figure 4.9: Type I conditional bias comparative scatter plot, at lead times of (a) 0 h, (b)
36 h, (c) 72 h, and (d) 120 h. For a given lead time, a set of dots is plotted for each of
the OFCL (red), GFDL (green), DSHP (dark blue), SHF5 (light blue), and SLR (magenta)
forecast systems. The dots in each set mark (f, 4,lf) for all values of f predicted by the
forecast system. In each panel, the solid black line marks the diagonal and the dashed black
line the value of the mean observation, Ax.
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Figure 4.10: Type II conditional bias comparative scatter plot, at lead times of (a) Oh, (b)
36 h, (c) 72 h, and (d) 120 h.. For a given lead time, a set of dots is plotted for each of
the OFCL (red), GFDL (green), DSHP (dark blue), SHF5 (light blue), and SLR (magenta)
forecast systems. The dots in each set mark (Pfz, x) for all values of x. In each panel, the
solid black line marks the diagonal and the dashed black line marks a representative value
of the mean forecast, pf, as described in the text.
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(a) 0 h lead time
In Fig. 4.10, the dots mark (Pflx, x) for all values of x observed at the given lead time. The
dots line up in the horizontal, with five dots for every observed value of x (again there is some
overlap, especially at early lead times). In this comparative scatterplot, the forecast systems
have no "choice" over the number of dots (corresponding to conditional distributions) that
will exist, as this is wholly controlled by the observations. The horizontal displacement of
the dots from the solid black diagonal line shows the magnitude and direction of the type
II conditional bias in the forecast sets. As in Fig. 4.9 for type I conditional bias, a set of
forecasts without type II conditional bias would have dots along the diagonal. Fig. 4.10
shows that this is generally the case at the initial time, but as lead time increases, the p flx
all migrate closer to the dashed black line, which marks a representative value of pf, the
mean forecast8 . At the 120 h lead time, some forecast systems (the three statistical models,
in particular) are near the limiting case where uflx - Pf for all x, meaning that the mean
forecast conditioned on the observation is the same as the mean forecast. In other words,
the distribution of forecasts that precede a particular observation is basically the same for
every observation; the forecast system cannot "discriminate" (Murphy and Winkler 1987)
between different observations.
As opposed to type I conditional bias, it is clear from Fig. 4.10 that TC intensity forecast
systems show qualitatively substantial type II conditional bias, with noticeable differences
amongst the forecast systems. OFCL has the least type II conditional bias, while SLR has
the most. Both forecast systems are responding to summary accuracy measure optimization
by collapsing their marginal distributions of forecasts toward the mean observation, but
at different rates according to the ability of the two forecast systems to mimic the time-
trajectory of the central tendency of the true forecast probability distribution. Like the
comparison of the marginal distributions of forecasts, the type II conditional bias comparative
scatterplot (Fig. 4.10) shows the effects of this phenomena quite explicitly, whereas it has to
be inferred in a very indirect fashion from the type I conditional bias comparative scatterplot
(Fig. 4.9). Qualitatively these diagrams are useful diagnostics, but for quantitative results
concerning conditional bias of the forecast systems, one can turn to summary measures as a
tool to be used in conjunction with the distributions-oriented techniques described thus far.
4.5 The use of summary measures to complement DO
verification techniques
4.5.1 Traditional summary measures
As described in Murphy (1997), summary verification measures 9 can be expressed as func-
tions of the joint distribution of forecasts and observations, p(f, x), or functions of the com-
ponents of its factorizations in Eqs. 4.1 and 4.2. A pertinent example is mean error, which
can be expressed as the difference in the means of the marginal distributions of forecasts and
'Strictly, the panels should show the mean forecast for each of the five forecast systems. For graphical
clarity, a single "representative" pf is used here, equal to jx, as pf is generally within 5 kt of ,ux. See Fig.
4.11a for precise deviations of p, from pf.
'To be clear, forecasts here are assumed to be of a scalar variable at a fixed time
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observations,
ME = /f - = s(f)f - E t(x)z, (4.4)
f x
in addition to its more typical "pairwise" formulation, ME = N Ca= fk- xk. Mean error is a
measure of unconditional bias. Part of its appeal as a scalar value is that it can be plotted as a
function of forecast lead time, as done in Fig. 4.11a for the OFCL (red), GFDL (green), DSHP
(dark blue), SHF5 (light blue), and SLR (magenta) forecast systems. GFDL has the highest
magnitude unconditional bias amongst the five forecast systems, which was qualitatively
noted in Sec. 4.3 from the appearance of its joint distributions'. This positive unconditional
bias is almost certainly a reflection of GFDL's tendency to asymptote forecasts toward a
value larger than that of the mean observation. SHF5 also has a positive unconditional
bias for most lead times, which is interesting, as its statistical model-based forecasts should
be unconditionally unbiased, at least when applied to the training data set (as for the SLR
model). DSHP has a negative unconditional bias at the longer lead times, perhaps introduced
by the decay postprocessing scheme when applied to the raw statistical forecasts that are
asymptoting to the mean observation. Of the operational forecast systems, only OFCL
maintains low-magnitude unconditional biases at all lead times.
In verification of TC predictions, forecast accuracy is typically measured with mean
absolute error, which is expressed as
MAE = -:p(f, x) If - xI (4.5)f x
in the DO context. With respect to the graphical display of the joint distribution, like that
of Fig. 4.1, Eq. 4.5 states that MAE is the weighted (by p(f, x)) sum of the distances of
the colored dots to the diagonal". The larger the (weighted) "spread" of dots about the
diagonal, the larger the MAE will be. One can see this correspondence between the nature
of the joint distributions and MAE by comparing Figs. 4.1-4.4 and 4.7 to Fig. 4.11b, which
shows MAE as a function of lead time for the five forecast systems.
Another commonly used summary accuracy measure is mean squared error, written in
the DO context as
MSE = -p(f, x)(f - x)2. (4.6)
f x
Like MAE, MSE can be interpreted in light of the graphical display of the joint distribution
as the weighted sum of the (squared) distances of the colored dots from the diagonal. Fig.
4.12a shows MSE as a function of lead time; the relative performance of the five forecast
systems is essentially unchanged from that seen in Fig. 4.11b for MAE.
MSE has the further advantage that it can be readily decomposed into sums of com-
ponents describing different attributes of forecast quality, via utilization of the calibration-
1 0This can also be ascertained from the Type I conditional bias comparative scatterplot in Fig. 4.9, which
shows that f > Ixif for most f.
"
1Lines of constant f - x parallel the diagonal, where f - x = 0.
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Figure 4.11: (a)
the OFCL (red),
forecast systems.
Mean error and (b) Mean absolute error, as a function of lead time for
GFDL (green), DSHP (dark blue), SHF5 (light blue), and SLR (magenta)
refinement (CR) and likelihood-base rate (LBR) factorizations of the joint distribution of
forecasts and observations. This was first done by Murphy (1973) using the CR factorization
in the context of probabilistic forecasts of a binary predictand, later extended to the LBR
factorization in the same context (Murphy and Winkler 1987), and finally advocated for use
in any context (Murphy 1996, 1997). Here, related MSE decompositions are developed, along
the lines of de Elia and Laprise (2003). These decompositions express the total MSE as the
sum of that due to two aspects of the conditional distributions: (1) the inherent forms of the
conditional distributions (shape), and (2) the displacements of the conditional distributions
from their optimal locations (conditional bias). The form of these MSE decompositions will
thus be
MSE = MSEshape + MSEcB, (4.7)
where MSEshape and MSEcB refer, respectively, to the MSE attributable to the two fac-
tors enumerated above. Derivations of the MSE decompositions and a description of their
relationship to those developed by Murphy (1997) are contained in Appendix B.
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Figure 4.12: (a) Mean squared error (MSE), as a function of lead time for the OFCL (red),
GFDL (green), DSHP (dark blue), SHF5 (light blue), and SLR (magenta) forecast systems.
(b) MSE due to the shapes of the conditional distributions q(xzlf) (dashed) and MSE due to
type I conditional bias (dotted), the two terms in the CR-based MSE decomposition of Eq.
4.8. (c) MSE due to the shapes of the conditional distributions r(f x) (dashed) and MSE due
to type II conditional bias (dotted), the two terms in the LBR-based MSE decomposition of
Eq. 4.9.
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The CR-based MSE decomposition is written as
MSE = E s(f) q(xf)(ujlf - x)2 + E s(f)(f - pxlf). (4.8)
f X f
The first term on the rhs of Eq. 4.8 is the weighted sum of the MSE due to the shape of
each of the conditional distributions, q(x f). It can be interpreted as the total MSE that
would exist if all the q(x|f) were shifted such that ,xlf = f for all f, i.e. if there was no
type I conditional bias. This "shape" term is minimized by sharp conditional distributions,
rather than broad ones, rewarding a forecast system in which each f only corresponds to a
small number of different x. The second term on the rhs of Eq. 4.8 is the weighted sum of
the MSE due to type I conditional bias, the deviations of pxlf from f. It is minimized by
keeping dots along the diagonal, in the context of the type I conditional bias comparative
scatterplot of Fig. 4.9. The shape term in Eq. 4.8 is ignored in the simplifications necessary
to produce Fig. 4.9, which is one reason why it is useful to complement it with the CR-based
MSE decomposition.
Fig. 4.12b shows the MSE due to the shape term (dashed lines) and the conditional
bias term ((lotted lines) of the CR-based MSE decomposition for the five forecast systems.
The sum of these two components yields the total MSE, plotted in solid lines in Fig. 4.12a.
Clearly, the shape term is the dominant contributor to the total MSE, as type I conditional
bias is quite low for all the forecast systems, especially OFCL and SLR. The conditional bias
term quantifies what was observed qualitatively in Fig. 4.9, while the shape term gives an
indication of what that conditional bias comparative scatterplot could not show, the spread
of each of the conditional distributions.
Analogous to the CR-based MSE decomposition, the LBR-based MSE decomposition is
written as
MSE = D t(x) E r(flx)(flx - f) 2 + t(x - Jf|x)2 . (4.9)
x f x
The first term on the rhs of Eq. 4.9 is the shape term, for conditional distributions r(f x).
If there was no type II conditional bias, PI-f - x for all x, in a forecast set, its MSE would
be exclusively from the shape term. The second term on the rhs of Eq. 4.9 is the MSE
due to type II conditional bias, represented by deviations of the dots from the diagonal in
the context of the type II conditional bias comparative scatterplot of Fig. 4.10. Like the
conditional bias term for the CR-based MSE decomposition, it is the only term that can
be directly related to the conditional bias comparative scatterplot. Qualitatively, Fig. 4.10
does show substantial type II conditional bias, which is reflected in the conditional bias term
MSE. This can be seen in Fig. 4.12c, which shows the MSE due to the shape term (dashed
lines) and the conditional bias term (dotted lines) of the LBR-based MSE decomposition for
the five forecast systems. The two terms are generally of comparable magnitude, especially
for OFCL, GFDL, and DSHP. For these forecast systems, MSEShape levels off around the
72 h lead time, while MSEcB continues to grow through the 120h lead time. SHF5 and
SLR, show a somewhat different pattern, with MSEcB coming to dominate quite early, while
MSEShape actually decreases at later lead times. The growing conditional bias and leveling
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off (or decrease) of the shape term MSE are symptomatic of the convergence of the forecasts
toward the mean observation. The LBR-based MSE factorization of Eq. 4.9 provides a
simple, quantitative measures-oriented technique to document these phenomena that were
uncovered by the distributions-oriented approach of Secs. 4.3 and 4.4.
4.5.2 A summary measure based on information theory
While presented in the DO-centric forms, the traditional summary measures (ME, MAE, and
MSE) of Sec. 4.5.1 can all be calculated via the more standard pairwise formulas (see Chapter
3), without estimating the joint distribution or its marginal and conditional components.
However, it is necessary to estimate the marginal and conditional distributions to calculate
the shape and conditional bias terms of MSE, as defined in Eqs. 4.7, 4.8, and 4.9, so these
summary measures are in a sense "made possible" by taking a distributions-oriented approach
to deterministic forecast verification. Here, another summary measure made possible by the
DO approach is described, based on the principles of information theory". This summary
measure is the mutual information between the forecasts and observations, quantifying the
average amount of information a forecast provides about the observation, relative to prior
knowledge of only climatology. Mutual information can simultaneously be interpreted as
the average reduction in uncertainty about an observation due to a forecast, relative to
climatological uncertainty about the observation.
Let us build toward an expression for the mutual information between the forecasts and
observations by reviewing the basic concepts of information theory (Cover and Thomas 2006)
in the context of deterministic prediction of a discrete scalar random variable, X, such as
tropical cyclone intensity at a particular lead time (discretized as in the primitive model
of the joint distribution). A basic description of what X may turn out to be is provided
by climatology, as represented in the marginal distribution of observations' 3 , t(x). The
climatological uncertainty about the value of X, assuming X - t(x), can be quantified
using information theory. In the context of X - t(x), the amount of information needed to
describe realization X = x is given by
h(X = 2) = - log 2 t(X = x), (4.10)
12Information theory, while developed in the context of communication theory by Shannon (1948), has
applications in a wide array of fields, including (for example) complexity theory, statistical mechanics,
and economics (Cover and Thomas 2006). In atmospheric science, concepts from information theory have
been used primarily in efforts to quantify the predictability of the weather and climate systems (Leung
and North 1990; Schneider and Griffies 1999; Kleeman 2002; DelSole 2004, 2005; Abramnov et al. 2005,
and references therein). In addition, the ignorance score, for verification of probabilistic forecasts, is derived
from information theory (Roulston and Smith 2002), information flow in ensemble forecasts can be quantified
(Kleeman 2007), and statistical relationships amongst climate variables can be defined through information
theoretic concepts (e.g Hoyos et al. 2006).
1 3The marginal distribution of observations can be thought of as "climatology" in the rather restricted
context of the verification data sample from which it is calculated. For the TC intensity forecasts described
in Sec. 4.2, the marginal distribution of observations is specific to a given forecast lead time (call this 7),
so it is the sample climatology of TC intensity when T-hour lead time forecasts are verifying (from all four
operational models described in Sec. 4.2).
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assuming an optimal data compression scheme (Shannon 1948), the details of which are
unimportant in the present discussion. The units of information here are bits, as base 2
is chosen for the logarithm. Eq. 4.10 asserts that the number of bits needed to describe
realization X = x is inversely related to the probability of X = x. The average amount of
information needed to describe a realization of X is found by taking the expected value of
h(X = x), resulting in a quantity called the entropy,
H(X) =- - t(x) log 2 t(x). (4.11)
Entropy is minimized (at a value of H(X) = 0) for t(x) such that X falls in a particular
category with probability one, and maximized for t(x) such that all categories have equal
probability. In this sense, entropy measures the uncertainty in X: the least uncertainty is in
a, situation in which X definitely falls in a particular category, and the most uncertainty is
in a situation in which X has equal probability of falling in each of the categories. Note that
entropy is a functional of the distribution of X, not the actual values of X used to define the
categories; e.g. the entropy of a marginal distribution of observations with Pr{67.5 < X <
72.5} = 1 is the same as that for a marginal distribution of observations with Pr{147.5 <
X < 152.5} = 1. As discussed later, this fact ultimately allows mutual information to
describe forecast quality for discretizations of X that include non-ordinal categories, which
cannot be done with the summary measures presented in Sec. 4.5.1.
The key result so far is that entropy quantifies the uncertainty in X, given the context of
X - t(x), by calculating the average amount of information needed to describe realization
X = x. Now consider a situation in which a forecast of X, F = f is available. Knowledge
of the forecast should reduce the uncertainty in X, and can be quantified using entropy.
The joint behavior of F and X is described by the joint probability distribution of forecasts
and observations, F, X - p(f, x), which can be factorized into a marginal distribution of
forecasts, F ~ s(f) and a set of conditional distributions of the observations given the
forecast, X F ~ q(x f) (see Eq. 4.1). Let us quantify the uncertainty in X, given the context
of X F - q(x f), by calculating the entropy of the conditional distributions 14, H(X F). The
first step is to calculate the entropy of a particular conditional distribution, for F = f, which
is given by
H(X|F = f)= - q(x|F = f)log, q(x F = f). (4.12)
The average of this quantity over all the conditional distributions, q(x F = f), is the condi-
tional entropy,
H(X F)= - s(f) E q(x f) log q(x f). (4.13)
f x
The conditional entropy, H(X F), is less than or equal to the entropy, H(X), (Cover and
Thomas 2006) implying that the knowledge of the forecast cannot increase the uncertainty
in X, on average (although H(XIF = f) > H(X) is possible for some values of f). The en-
tropy reduction of H(X F) relative to H(X), measuring the uncertainty reduced/information
gained (on average) through knowledge of the forecast, makes for a conceptually sensible sum-
14Conditioning on the forecast is now taken to be understood.
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mary verification measure for a set of forecasts with joint distribution p(f, x). In information
theory, the aforementioned entropy reduction is called the mutual information between F
and X,
I(F; X) = H(X) - H(XIF), (4.14)
which is equivalently (and more commonly) expressed as
I(F; X) = p(f, x) log2  , (4.15)
f x s(f)t(x)
The mutual information, in the most immediate sense, quantifies the information contained
in F about X (and vice versa). However, in the context of forecast verification, the most
important interpretation of mutual information follows from Eq. 4.14: I(F; X) quantifies
the average reduction in uncertainty about X due to knowledge of F.
The quantitative behavior of mutual information can be explored by considering two
limiting cases concerning the relationship between F and X. First, consider a situation in
which the forecast and observation are independent random variables. For example, this
is the case if the forecast is a random draw from the climatological distribution'5 . In the
scenario of independent F and X, each conditional distribution, q(xIF = f), is the same
as the marginal distribution of observations, t(x). Substituting t(x) for q(xIF = f) in Eq.
4.12 yields H(X F = f) = H(X) after using the definition of entropy in Eq. 4.11, implying
H(XIF) = H(X). For independent forecasts and observations, the entropy and conditional
entropy are the same, and thus by Eq. 4.14, I(F; X) = 0. This is in line with the intuitive
expectation for the amount of information shared between two independent variables. Zero
is the lowest possible value for mutual information, and represents the lower bound for the
average reduction in uncertainty about X due to knowledge of F.
Now, consider a situation in which the forecast and observation are absolutely dependent
random variables. A special case of absolute dependence is that of perfect forecasts, F = X.
In this scenario, q(xlf) = 1 if f = x and zero otherwise. Applying this definition of q(xlf)
in Eq. 4.13 yields a conditional entropy of zero, as given the forecast, there is total certainty
in the value of the observation. With H(X F) = 0, Eq. 4.14 implies that I(F; X) = H(X).
This is the maximum value of mutual information, as all the information in F is shared
by X. In this scenario, all uncertainty in X is removed by obtaining knowledge of F. It
is important to note that this can be true in situations where X never actually equals F.
For example, consider a discretization of X into two categories, cl and c2. For a "perfectly
confused" forecast system in which q(X = cllF = c2 ) = 1 and q(X = c2 F = c1) = 1,
mutual information between the forecasts and observations is maximized, just as in the
perfect forecast system with q(X = clIF = cl) = 1 and q(X = c2 F = c2) = 1. Forecasts
from both systems are of equal quality, in the sense that the verifying category is known
with certainty given the forecast. The fact that a "translation" is necessary to interpret
the information provided by the perfectly confused forecasts (e.g. prediction of cl means c2
15The forecast and observation are also independent if the forecast is always of the same value, to provide
another example.
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will occur) is irrelevant to the calculation of mutual information for those forecasts. This
property of mutual information differentiates it from other summary verification measures,
such as mean squared error (which, in the aforementioned example, is minimized by the
perfect forecasts and maximized by the perfectly confused forecasts, assuming the categories
are ordinal).
The upper and lower bounds on mutual information suggest a convenient normalization of
I(X; F) can be achieved through division by H(X). Thus, let normalized mutual information
be defined as
I(F; X) H(X F)(FX 1- (4.16)H(X) H(X) (4.16)
Normalized mutual information will henceforth serve here as a summary verification measure
rather than mutual information. The normalization ensures that the maximum value of
IN(F; X) is 1, to easily place verification results in the context of the maximum achievable
value. The second equality in Eq. 4.16 shows that normalized mutual information naturally
takes the form of an "entropy skill score", as the notion of expressing a verification measure
in the context of the same measure for a reference forecast system is inherent in the definition
of mutual information (i.e. Eq. 4.14). It is noteworthy that the appeal of using IN(F; X)
or I(F; X) as a summary verification measure has not gone unnoticed in the literature, as
DelSole (2005) identified IN(F; X) as an attractive measure of forecast skill and Leung and
North (1990) suggested I(F, X) could be applied to measure climate prediction skill. In
both cases, such ideas were presented as auxiliaries to investigations focused on quantifying
predictability using information-theoretic concepts. Here, the opposite development, path
is taken, as use of IN(F; X) as a summary verification measure is shown to follow quite
naturally from a distributions-oriented approach to deterministic forecast verification. The
applicability of using IN(F; X) to quantify predictability, in the context of TC intensity, will
be briefly discussed in Sec. 4.6.
Given the theory to establish normalized mutual information as a summary verification
measure, let us focus now on applying it to verification data samples composed of operational
deterministic TC intensity forecasts and the corresponding observations. First, consider
IN(F; X) for the verification data samples described in Sec. 4.2, and analyzed throughout
this chapter thus far. This is shown in Fig. 4.13a for the five forecast systems as a function
of lead time. Broadly speaking, Fig. 4.13a shows that IN(F; X) decreases with lead time,
with a rate of decrease that becomes smaller in magnitude as lead time advances. The only
forecast system that appears to have IN(F; X) approaching zero with lead time is the SLR
model, as its forecasts asymptote toward the mean observation (as demanded by summary
accuracy measure optimization) more rapidly than those of the other forecast systems. Note
that if all forecasts are of the mean observation, the normalized mutual information is zero
because F is then independent of X. The OFCL, GFDL, DSHP, and SHF5 forecast systems
all retain small, but non-zero IN(F; X) at the later lead times, meaning that uncertainty in
the observed intensity can be reduced (relative to climatology) by considering such long lead
predictions.
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(a) Normalized mutual information: standard verification data samples
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Figure 4.13: (a) Normalized mutual information, IN(F; X), as a function of lead time for
the OFCL (red), GFDL (green), DSHP (dark blue), SHF5 (light blue) and SLR (magenta)
forecast systems, in the context of the "standard" verification data samples described in Sec.
4.2. (b) As in (a), but for the "extended" verification data samples that include cases of
tropical cyclone dissipation. (c) IN(F; X) in the context of the extended verification data
samples minus IN(F; X) in the context of the standard verification data samples.
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It is interesting to compare the relative performance of the five forecasts systems in
terms of normalized mutual information to the corresponding relative performance in terms
of a summary accuracy measure, like MSE. To this end, consider Figs. 4.13a and 4.12a, for
IN(F, X) and MSE, respectively. The rankings of forecast system performance (i.e. best to
worst) for the two summary measures are virtually identical at all lead times, noting that the
orientation of IN(F, X) is opposite that of MSE. It is not obvious that these rankings should
be the same, as IN(F, X) and MSE are rather different functions of the joint distribution
of forecasts and observations. Of particular interest in this respect is the fact that forecast
sets with identical mutual information can have very different MSEs. As alluded to earlier,
of all the possible forecast sets that maximize mutual information (i.e. each f is followed
by some x with probability one) only the forecast set where F = X has an MSE of zero.
Amongst the forecast sets that minimize mutual information, there are also large differences
in MSE: for example, forecasting a random draw from the climatological distribution results
in double the MSE of forecasting the mean of the climatological distribution.
Thus, given the potential for discrepancies in the rankings of forecast system perfor-
mance with IN(F, X) relative to those with MSE, the observed similarity of the rankings
begs an explanation. One possibility is that the forecast systems have all been trained by
summary accuracy measure optimization to express the available mutual information of the
forecasts with the observations in a manner that minimizes a summary accuracy measure.
This explanation couples the concept of mutual information as a fundamental property of
a verification data sample with the fact that an invertible transformation of the forecasts
does not change the mutual information (DelSole 2005). In essence, given a fixed amount
of mutual information between the forecasts and the observations, there are myriad ways of
expressing the forecast values that are related by invertible transformations. While these
different ways of expressing the forecast values are equivalent in terms of mutual information,
they are not equivalent in terms of a summary accuracy measure. It behooves a forecast
system driven by summary accuracy measure optimization, then, to find the expression of
the forecast values, amongst all the possibilities, that is optimal in terms of a summary
accuracy measure. Assuming a forecast system has accomplished this, it seems sensible that
a summary accuracy measure of its forecasts would have to be monotonically related to the
mutual information of its forecasts with the observations, as the mutual information is "fully
exploited". Thus, if OFCL, GFDL, DSHP, and SHF5 have all fully exploited their available
mutual information to produce forecast values optimizing a summary accuracy measure,
then the performance rankings in terms of MSE (Fig. 4.12a) or MAE (Fig. 4.11b) should
be the same as the performance rankings in terms of IN (F, X) (Fig. 4.13a). Indeed, this is
what is observed.
Further support for the conclusion that the forecast systems are fully exploiting the avail-
able mutual informnation to produce forecasts that optimize a summary accuracy measure,
and thus coupling the performance rankings in terms of summary accuracy measures and
Imutual information, comes from analysis of the conditional distributions of the observations
given the forecast. An invertible transformation of the forecast values to reduce Type I
conditional bias, through a model output statistics (MOS) technique, would reduce MSE
without changing the mutual information. However, Fig. 4.9 shows that the forecasts are
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almost Type I conditionally unbiased as it is (dots are near the diagonal, implying the mean
observation given a forecast is nearly the value of that forecast), such that the contribution
of the Type I conditional bias term to MSE is very small (see dotted lines in Fig. 4.12b).
The lack of a transformation of the forecasts that substantially improves MSE implies that
the forecast systems have nearly achieved full exploitation of the mutual information of their
forecasts with the observations.
4.5.3 Forecast quality in extended verification data samples
In Sec. 4.5.2, it was mentioned in passing that entropy, H(X), is a functional exclusively of
the distribution of X. Likewise, conditional entropy, H(XIF), is a functional exclusively of
the joint distribution of forecasts and observations, and thus mutual information, I(F; X) =
H(X) - H(XIF), is a functional exclusively of the joint distribution. This property of
mutual information distinguishes it from the traditional summary measures presented in
Sec. 4.5.1 (ME, MAE, and MSE) which are all functionals of the joint distribution of F
and X and ordinal designations of the various categories of F and X. Thus, the traditional
summary measures can only be applied in situations where F and X are discretized into
ordinal categories, whereas mutual information can be applied in situations where F and
X are discretized into ordinal categories, nominal categories (i.e. are not described by a
number), or a mixture of ordinal and nominal categories.
The restriction of traditional summary measures to situations with only ordinal categories
is reflected in the very definition of the verification data samples of TC intensity forecasts and
the corresponding observations described in Sec. 4.2. Realizations of the forecast (homoge-
neous in the OFCL, GFDL, DSHP, and SHF5) and the corresponding best-track observation
are only included in those verification data samples if ordinal designations of the forecast
and observation exist. This condition ignores a very important nominal category of intensity
forecasts and observations: the dissipated tropical cyclone. Since this type of nominal in-
tensity category can be included in summary measure verification using mutual information,
let us define a more complete set of verification data samples that include forecasts and
observations of a dissipated TC along with those of the ordinal categories.
The "extended" verification data samples, as they will be called, differ from the "stan-
dard" verification data samples described in Sec. 4.2 only because of the additional fore-
cast/observation realizations involving dissipation that are included in the extended versions.
In the extended verification data samples, a forecast/observation realization is included for
every instance a forecast is issued, as long as it is homogeneous with the predictions from the
other (three) forecast systems. The forecast need not be ordinal; a prediction of "dissipated"
is assumed for lead times beyond the last lead time an ordinal forecast is issued (as is the
case for the OFCL forecast when a TC is expected to move over land at an early lead time,
for example), or if the ordinal forecast value is less than 17.5 kt. The observation can be
nominal as well, as it is considered "dissipated" if there is no intensity value in the best-track
data set corresponding to a time a forecast is valid, or if it is less than 17.5 kt.
A consequence of these new rules governing the inclusion of realizations in the extended
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Figure 4.14: Fractional occurrence of "dissipated" as the predicted intensity category for the
OFCL (red), GFDL (green), DSHP (dark blue) and SHF5 (light blue) forecast systems in the
extended verification data samples described in Sec. 4.5.3. The fractional occurrence of "dis-
sipated" as the observed category, common to all the (homogeneous) extended verification
data samples, is also shown (black).
verification data samples is that the sample size at every forecast lead time is the same, 1965
cases (compare to Table 4.1 for the standard verification data samples). This is because
there is an intensity designated for every lead time out to 120 h for each forecast initializa-
tion time, and for every one of these forecasts, there is a corresponding designation of the
observed intensity. The fractional occurrence of "dissipated" as the forecast in the extended
verification data samples for each forecast system, as a function of lead time, is shown by
the colored lines in Fig. 4.14. The fractional occurrence of "dissipated" as the observation
corresponding to these forecasts is also shown in Fig. 4.14, in black. All four forecast sys-
tems predict "dissipated" less often than it is observed. Amongst the forecast systems, the
dynamical GFDL model predicts "dissipated" most often, followed in descending order by
OFCL, DSHP, and SHF5.
Fig. 4.14 implies that the forecast systems must be predicting ordinal values for inten-
sity in a substantial proportion of the cases where dissipation of the TC actually occurs.
Analysis of the joint distributions of forecasts and observations for the extended verification
data samples can show these ordinal forecast values that are being used instead of "dissi-
pated". Figs. 4.15-4.18 display the joint distributions for the OFCL, GFDL, DSHP, and
SHF5 forecasts, respectively. Note that in Figs. 4.15-4.18 there is a category marked "D"
for dissipated adjacent to the 20 kt category along the abscissa and ordinate in each panel.
The dashed lines separate the column pertaining to a forecast of "dissipated" and the row
pertaining to an observation of "dissipated", from the elements of the joint distribution per-
taining to the ordinal intensity values'". Consider first Fig. 4.15 for the OFCL forecasts.
"1Note that the colors of the dots for the ordinal categories in Figs. 4.15-4.18 have changed relative to
those in Figs. 4.1-4.4, as the relative frequencies of the ordinal categories are reduced when the additional
cases involving dissipation are included.
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Focusing on the rows with "dissipated" as the observation, it is seen that this observation is
often accompanied by an OFCL forecast in the 20-60 kt range. While it is common for an
observation of "dissipated" to be accompanied by an ordinal OFCL forecast, it is relatively
rare for an OFCL forecast of dissipation to be accompanied by an ordinal observation (see
"D" columns in the panels of Fig. 4.15). This pattern can be interpreted as a reluctance to
forecast dissipation amongst the NHC forecasters unless there is high certainty that it will
occur. The same pattern is seen for the DSHP forecast system (Fig. 4.17), but is even more
pronounced since DSHP predicts dissipation much less often than OFCL. Particularly high
relative frequencies appear for an observation of "dissipated" and a DSHP forecast of near
30kt. GFDL (Fig. 4.16), in contrast to the OFCL and DSHP forecasts systems, appears
just as likely to have a forecast of dissipation accompanied by an ordinal observation as
an observation of dissipation accompanied by an ordinal forecast. SHF5 (Fig. 4.18) almost
never predicts dissipation, and thus has high relative frequencies for a number of forecast
values in the row with "dissipated" as the observation (these forecast values are generally
the same as those with high relative frequency for ordinal observations).
Given the results of Fig. 4.14 and Figs. 4.15-4.18, it is of interest to inquire as to why
the forecast systems either do a poor job of accurately predicting dissipation (GFDL) or
are reluctant to predict dissipation at all (OFCL, DSHP, SHF5). Part of the explanation is
that summary accuracy measure optimization does not motivate intensity forecast systems to
accurately predict dissipation, as forecast/observation realizations with forecasted dissipation
and/or observed dissipation cannot even be included in the summary accuracy measure
verification process (e.g. MAE and MSE can only be calculated for the standard verification
data samples). Thus, under summary accuracy measure verification, there is no reward
for correctly predicting dissipation, and no penalty for predicting an ordinal value when
dissipation is observed or predicting dissipation when an ordinal value is observed. Such
realizations are simply ignored in the summary accuracy measure verification calculation,
which operates only on the realizations with ordinal forecast and observed values.
Still, inadequate motivation (from the verification procedure) to correctly predict dissi-
pation does not explain why the OFCL, DSHP, and SHF5 all predict dissipation at a much
lower rate than it is observed, rather than predicting dissipation at a higher rate or the cor-
rect rate. This issue can be resolved, at least for the statistical models (DSHP and SHF5), by
considering the explicit role of summary accuracy measure optimization in the formulation
of these models. Recall that the statistical models use a multiple linear regression technique
to relate forecast intensity to a set of predictor variables, with coefficients of the regression
equations trained to minimize forecast MSE over a set of past realizations of the predictors
and subsequent observed intensity. This set of training data for the statistical models is just
like the standard verification data samples in the sense that only ordinal values of intensity
are able to be considered. Thus, the statistical models are trained to produce forecasts as if
dissipation never occurs, and indeed, this is reflected in the forecasts. For example, only 1-2
percent of the SHF5 forecasts fall into the "dissipated" category, as shown by the light blue
line in Fig. 4.14. The fractional occurrence of "dissipated" as the forecast would likely be
similar for DSHP (see dark blue line in Fig. 4.14), save for the postprocessing routine that
corrects that raw SHIPS model forecast to account for TC decay over land. The cause for
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Figure 4.15: Joint distribution of official NHC forecasts and observations at lead times of
(a) 0 h, (b) 36 h, (c) 72 h, and (d) 120 h, allowing "dissipated" as a category to describe the
forecast and/or observed TC intensity, as discussed in Sec. 4.5.3. Plotting style is the same
as that of Fig. 4.1, except that a category marked "D" for dissipated appears adjacent to
the 20 kt category along the abscissa and the ordinate in each panel. Dashed lines separate
the "dissipated" category from the ordinal categories.
the dearth of "dissipated" OFCL forecasts is more a matter of speculation. Perhaps the lack
of "dissipated" OFCL forecasts reflects the fact that OFCL TC track forecasts are provided
only for lead times with an ordinal OFCL intensity forecast value; this may promote the
tendency to designate ordinal intensity forecasts through the longer lead times so there will
be a track forecast for those lead times.
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Figure 4.16: As in Fig. 4.15, but for the GFDL model forecasts.
Keeping in mind that the operational intensity forecast systems are not motivated to
provide quality predictions of dissipation, let us now consider the performance of these fore-
cast systems in the context of the extended verification data samples, where realizations
involving dissipation are included. A summary measure of such performance is provided
by normalized mutual information, IN (F, X), as described in Sec. 4.5.2. Fig. 4.13b shows
IN(F, X) for the OFCL, GFDL, DSHP, and SHF5 forecast systems. The evolution of nor-
malized mutual information with lead time in Fig. 4.13b appears quite similar to that shown
in Fig. 4.13a for the standard verification data samples. However, there are small differences
between the curves of Fig. 4.13a and the corresponding curves of Fig. 4.13b, which can be
seen by plotting IN(F, X) for the extended verification data samples minus IN(F, X) for the
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Figure 4.17: As in Fig. 4.15, but for the Decay-SHIPS model forecasts.
standard verification data samples, as done in Fig. 4.13c. It is seen that the inclusion of the
"dissipated" cases generally results in a gain of normalized mutual information for the OFCL
forecast system, especially at the later lead times. This gain is greater than for GFDL, even
though the fractional occurrence of "dissipated" as the observation is more similar to the
fractional occurrence of "dissipated" as the GFDL forecast than to the fractional occurrence
of "dissipated" as the OFCL forecast. One can conclude from this that the OFCL forecasters
make more judicious use of the "dissipated" forecast than the GFDL forecast system. The
normalized mutual information for both statistical models is reduced when cases of dissipa-
tion are included in the verification data samples, especially for the SHF5 model (light blue
curve in Fig. 4.13c), since it almost never predicts dissipation.
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Figure 4.18: As in Fig. 4.15, but for the SHF5 model forecasts.
Although inclusion of the "dissipated" cases in the verification data samples did not re-
sult in radical changes to the normalized mutual information, it is important to emphasize
the versatility of this information-theoretic summary measure that makes it capable of op-
erating upon such verification data samples in the first place. This is in contrast to the
traditional summary measures, which simply cannot handle cases where the forecast and/or
the observation is categorized nominally, resulting in the artificial exclusion of such cases
from the verification data samples. With such cases effectively ignored in the MAE-based or
MSE-based verification process, there is no motivation for operational TC intensity predic-
tion systems to produce high-quality forecasts of TC dissipation. Such would not be the case
if normalized mutual information was used to evaluate operational TC intensity forecasts,
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in a framework with "normalized mutual information optimization" as the driving principle
behind forecast system development.
4.6 Summary and conclusions
In this chapter, distributions-oriented (DO) verification techniques were used to investigate
the quality of deterministic TC intensity predictions from operational forecast systems. DO
verification techniques are based on analysis of the joint probability distribution of forecasts
and observations. The joint distribution expresses all (time-independent) information about
the forecasts, observations, and their relationship that is available in a verification data sam-
ple, and thus provides a full picture of forecast quality. "Picture" is used quite literally here,
as graphical expression of the joint distribution is essential for the effective communication
of its complexity. Contrast this approach with measures-oriented verification techniques,
which summarize certain attributes of forecast quality (e.g. accuracy, unconditional bias, in-
formation content) with scalar values. For example, consider that the complexity of the joint
distribution of 36 h lead time OFCL forecasts and observations in Fig. 4.1b is distilled into
a summary accuracy measure of 12.0 kt, via calculation of mean absolute error (MAE). It
should be clear from this comparison that MAE, or any other summary verification measure,
does not "measure" the much broader concept of forecast quality.
The practical necessity of forecast system development, however, demands that there be
some quantitative manner of judging the relative quality of sets of predictions from competing
forecast systems. In practice, a summary accuracy measure is typically used to quantitatively
represent forecast quality in this process, such that forecast system development is driven
by summary accuracy measure optimization. While related to forecast quality optimization,
summary accuracy measure optimization is not the same thing. The primary goal of this
chapter then, was to explore the consequences of driving forecast system development with
summary accuracy nieasure optimization for the flll scope of forecast quality, as embodied
in the joint distribution of forecasts and observations. Sets of deterministic tropical cyclone
intensity predictions from four different operational forecast systems were utilized in such
an exploration, as the development of such forecast systems is guided by summary accuracy
measure optimization.
Despite differences amongst the TC intensity forecast systems in the summary accuracy
measure utilized (MSE or MAE) and differences in exactly how the demand of summary ac-
curacy measure optimization was imposed (explicitly in the model formulation, or implicitly
over many changes to the forecast system), DO verification of the four forecast sets yielded
similar results. Based on the similarities, it was argued that all the TC intensity forecast
systems must be responding to sunimary accuracy measure optimization in a similar fash-
ion: by asymptoting forecasts toward the central tendency of the climatological intensity
distribution with lead time, in an attempt to predict the optimal deterministic forecast tra-
jectory. This causes forecasts to become more similar to each other with lead time, resulting
in the sharpening of the marginal distribution of forecasts, as seen in Fig. 4.5. Sharpening
of the marginal distribution of forecasts is manifested in the joint distribution of forecasts
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and observations as a rotation of the major axis of the distribution from the diagonal into
the vertical, and a contraction of probability about that major axis (see Figs. 4.1-4.4).
The sharpening of the marginal distribution of forecasts is also reflected in the uncon-
ditional and conditional biases of the forecasts. A low-magnitude unconditional bias is
theoretically promoted by summary accuracy measure optimization, as forecasts asymptote
with lead time to a limiting case of zero unconditional bias (all the forecasts are of the mean
observation). This limiting case is also one of zero type I conditional bias (conditioning
on the forecast), so summary accuracy measure optimization theoretically promotes good
performance with respect to this attribute of forecast quality. Indeed, the type I conditional
bias comparative scatter plot (Fig. 4.9) suggests that such conditional bias is of low mag-
nitude (dots are along diagonal) for the TC intensity forecasts, a conclusion quantitatively
bolstered by the type I conditional bias contribution to MSE shown in Fig. 4.12b. Summary
accuracy measure optimization, however, theoretically promotes a high-magnitude type II
conditional bias (conditioning on observations), as in the limiting case where all forecasts
equal the mean observation, there will be large differences between some observations and
the corresponding forecasts given those observations. These large differences are seen in Fig.
4.10, the type II conditional bias comparative scatter plot for the TC intensity forecasts.
The contribution of type II conditional bias to MSE is correspondingly large, as shown in
Fig. 4.12c.
The high-magnitude type II conditional bias in the TC intensity forecasts clearly demon-
strates that all attributes of forecast quality are not optimized by driving deterministic fore-
cast system development with summary accuracy measure optimization. The implication of
this result is that forecast system developers should be careful not to conflate forecast quality
optimization with summary accuracy measure optimization. The decision to use a particular
summary measure to guide forecast system development should be based on the attributes(s)
of forecast quality considered most desirable, as it is unrealistic to expect optimization of
a particular summary measure to promote good forecasts with respect to all attributes of
forecast quality. For example, if one values good forecast accuracy, unconditional bias, and
type I conditional bias, but is not bothered by very poor type II conditional bias, driving
forecast system development with summary accuracy measure optimization is an appropriate
choice. However, if one values type II conditional bias above all other attributes of forecast
quality, one must seek some other summary measure, such as the conditional bias term in the
LBR-based MSE decomposition of Eq. 4.9, to optimize in the forecast system development
process.
As an attribute of forecast quality to value above all others, information content is a par-
ticularly appealing choice. A summary measure of information content is provided by the
(normalized) mutual information between the forecasts and observations, which quantifies
the (normalized) average amount of information a forecast contains about an observation,
relative to prior knowledge of only climatology. Mutual information is invariant to an invert-
ible transformation of the forecasts, so postprocessing forecasts through a MOS procedure to
optimize forecast accuracy does not change the mutual information. Because of this property,
mutual information can be loosely thought of as a measure of potential forecast accuracy,
123
where the potential can be realized after the MOS postprocessing. In this sense, information
content is a more fundamental attribute of forecast quality than accuracy. Furthermore,
information content can be quantified (via mutual information) for a discretization of the
forecasted/observed variable that includes both ordinal and nominal categories, in which
case traditional summary accuracy measures (e.g. MAE, MSE) are useless. This property
enables mutual information to be calculated for verification data samples of TC intensity
including "dissipated" as the forecast and/or observation, as shown in Sec. 4.5.3. Given this
capability and the fundamental nature of the information content attribute of forecast qual-
ity, (normalized) mutual information optimization shows promise as a superior alternative to
summary accuracy measure optimization for service as the driving principle of deterministic
forecast system development.
However, because mutual information is a functional of the joint distribution of the
forecasts and observations, it is subject to the same practical difficulties in estimating the
joint distribution as distributions-oriented verification techniques. The dimensionality of
the relative frequency-based primitive model of the joint distribution used here is quite
high, and a large verification data sample covering five years of Atlantic basin TC intensity
forecasts and observations was needed to adequately populate it (at the chosen level of
discretization). In practice, much less extensive verification data samples are used to justify
changes to a dynamical model like the GFDL (Bender et al. 2007), as producing 5 years
of reforecasts for each of two competing versions of the model would be computationally
prohibitive. Thus, for a model like the GFDL, driving changes through mutual information
optimization would be computationally prohibitive, assuming use of the primitive model
of the joint distribution employed here. The dimensionality of the joint distribution is even
more problematic for a multivariate predictand (Murphy 1991), where it would be prudent to
abandon the straightforward primitive model of the joint distribution in favor of a statistical
model, in the conceptual spirit of Murphy and Wilks (1998).
Direct comparison of the joint distributions from competing versions of a forecast system
to make judgments about the relative quality of their respective forecast sets is, unfortu-
nately, even more problematic than a mutual information comparison as a basis for driving
forecast system development. In addition to the difficulties listed above concerning estima-
tion of the joint distributions, it is not clear that there is an objective manner of deciding
which of two joint distributions is of higher quality. Thus, beyond the involvement in cal-
culation of mutual information, distributions-oriented verification techniques are best suited
to play a complementary role to summary measure optimization in forecast system develop-
ment. The "situational" performance of a forecast system revealed through DO verification
(e.g. forecasts corresponding to observations of major hurricanes) can potentially help mod-
elers identify components of the model that need improvement (Murphy et al. 1989) and
aid forecasters in discerning situations in which forecasts need improvement from those in
which their forecasts already perform well (Murphy et al. 1989; Brooks and Doswell III
1996). And, as demonstrated here, DO verification techniques show how driving forecast
system development with summary accuracy measure optimization shapes the quality of the
predictions resultant from such forecast systems, so that forecast system developers can see
if it matches their intentions. These capabilities are not available through verification with
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just a particular summary measure.
In closing, it is noted that the distributions (joint, conditional, marginal) central to
DO analysis of deterministic forecasts can also be applied in the realms of probabilistic
prediction and predictability. Knowledge of the conditional distributions of the observation
given the forecast, q(xlf), for a particular forecast system enables a very straightforward
method of producing a probabilistic forecast: given the issuance of deterministic forecast
f = f', issue probabilistic forecast q(zlf = f'). This method assumes that the statistical
relationship between the deterministic forecasts and observations in the verification data
sample used to estimate q(xzlf) applies to out-of-sample "current" deterministic forecasts
and the corresponding observations (e.g. if the current forecast and sample forecasts are
from the same model). If this assumption is valid, the probabilistic forecasts will be reliable,
as they are reliable by definition in verification of in-sample cases. For operational TC
intensity prediction, this method of producing probabilistic forecasts could be quite useful,
given the lack of operational dynamical ensemble intensity prediction models17 . In this
case, the assumption of a steady statistical relationship between the OFCL forecasts and
observations is likely quite appropriate, judging from the consistency of the seasonal average
OFCL forecast MAE over the past two decades (see Fig. 5.1).
The relevance of the joint probability distribution of forecasts and observations (and its
marginal and conditional components) to the predictability of the forecasted natural system
is a fairly new conceptual connection, made by DelSole (2005). For natural systems that we
cannot model or observe perfectly, it is not possible to quantify the average true predictability
of the system (in conjunction with the observing network) by comparing true forecast prob-
ability distributions to the climatological probability distribution, as one would theoretically
like to do. DelSole (2005) argues that while it is possible to quantify the average potential
predictability of the system by comparing model-derived forecast probability distributions to
the model climatological probability distribution, this practice can be misleading because the
average potential predictability can be greater than the average true predictability. Instead,
it is better to quantify predictability by comparing the conditional distributions of the obser-
vation given the forecast, q(xlf), to the climatological distribution, t(x), via calculation of
the mutual information between the forecasts and observations, I(F, X) (recall that mutual
information is the entropy of the climatological distribution minus the conditional entropy).
DelSole (2005) shows that I(F, X) provides a rigorous lower bound on both the average
potential predictability and the average true predictability (as quantified by similar mutual
information-based measures), such that overestimation of the average true predictability is
avoided. Furthermore, probabilistic forecasts are not necessary to calculate I(F, X); only a
large number of deterministic forecasts are needed. Application of such ideas concerning the
quantification of predictability in concert with distributions-oriented verification is a subject
deserving of further study.
17For this application, it is more appropriate to estimate the q(xzf) from a verification data sample for
a particular forecast system that is not necessarily homogeneous with other forecast systems, unlike the
verification data samples discussed in Sec. 4.2 and Sec. 4.5.3.
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Chapter 5
Predictability and probabilistic
prediction of tropical cyclone intensity
5.1 Introduction
The multitude of distributions-oriented and measures-oriented verification techniques uti-
lized to evaluate the quality of operational deterministic tropical cyclone intensity forecasts
in Chapter 4 all point out substantial deficiencies in the quality of such predictions. The
mean absolute error (MAE), a summary measure of forecast accuracy, for the official Na-
tional Hurricane Center (NHC) intensity forecasts' increases with lead time to nearly 20 kt
at the 120 h lead time. The 72 h MAE is very close to the average range of a category
on the Saffir-Simpson Hurricane Scale, a significant degree of error given that emergency
management decisions are often based on the predicted Saffir-Simpson category of a land-
falling hurricane. The mutual information between the official intensity forecasts and the
observations, a summary measure of forecast information content, also indicates poor fore-
cast performance. The mutual information verification results imply that beyond the 36 h
lead time, knowledge of the official intensity forecast only reduces uncertainty about the
verifying observation by about 25% (on average), relative to the uncertainty inherent in the
climatological distribution of intensity. Finally, the distributions-oriented approach to TC
intensity forecast verification reveals the gross mismatch between the marginal distribution
of forecasts and the marginal distribution of observations, as well as the substantial spread
of the conditional distributions of the observations given the forecast. These characteristics
of the marginal distributions and conditional distributions underlie the poor performance
encapsulated by the MAE and mutual information.
The quality of the operational deterministic TC intensity forecasts described above does
not appear to be substantially different from the quality of forecasts from over a decade
earlier. This assertion is supported by Fig. 5.1, which shows the accuracy (via MAE) of
the official NHC intensity forecasts for Atlantic basin TCs from 1990-2007, based on the
verification data compiled by Franklin (cited 2008). The trend lines superimposed on the
noisy yearly MAE time series show no change in forecast accuracy over the 18 year record.
1Atlantic basin, 2001-2005.
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Figure 5.1: Solid lines show time series of mean absolute error for the official National
Hurricane Center Atlantic basin tropical cyclone intensity forecasts, calculated on a yearly
basis. Each dashed trend line is a weighted least-squares best-fit to the corresponding MAE
time series, where the weights are proportional to the number of forecasts issued at that lead
time in each year. MAE data is from Franklin (cited 2008).
This is a puzzling state of affairs, considering the improvements in the TC observational net-
work and TC modeling capacity since 1990. Aircraft-based reconnaissance of TCs has been
augmented by the introduction of the GPS dropwindsonde (Hock and Franklin 1999) and
stepped frequency microwave radiometer (Uhlhorn et al. 2007). Synoptic surveillance of the
environment of TCs has become frequent, utilizing NOAA's high-altitude G-IV jet equipped
with GPS dropwindsondes (Aberson and Franklin 1999; Aberson 2002). Satellite-based ob-
servations of surface winds (from scatterometer retrievals) and core convective structure
(from passive microwave imagery) have become more frequent and have increased in hori-
zontal resolution (Cobb et al. 2008; Hawkins et al. 2001). These, and many other advances
in the TC observational network, should in principle enable a more accurate analysis of the
initial state and environment of a TC than was possible 20 years ago. Such analyses can
now be used to initialize mesoscale dynamical TC models (e.g. GFDL and HWRF) that
have been developed continuously over the past 15 years (Kurihara et al. 1998; Bender et
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Official National Hurricane Center track forecasts: Yearly MAE
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Figure 5.2: Solid lines show time series of mean absolute error for the official National
Hurricane Center Atlantic basin tropical cyclone track forecasts, calculated on a yearly basis.
Each dashed trend line is a weighted least-squares best-fit to the corresponding MAE time
series, where the weights are proportional to the number of forecasts issued at that lead time
in each year. MAE data is from Franklin (cited 2008).
al. 2007; Davis et al. 2008), as well as provide predictors for statistical intensity models
(e.g. SHIPS and LGE), developed concurrently with the aforementioned dynamical models
(DeMaria and Kaplan 1994, 1999; DeMaria et al. 2005; DeMaria 2008). Finally, such models
depend indirectly (dynamical) or directly (statistical) on deterministic TC track forecast
accuracy, which has improved vastly since 1990 (see Fig. 5.2) due to advances in guidance
from global weather forecast models (Elsberry 2005). All these circumstances point toward
the improvement of deterministic TC intensity forecast accuracy, yet this has not occurred.
The poor quality of deterministic TC intensity forecasts, and apparent lack of improve-
ment of that quality over time, demand an explanation. There is no shortage of possibilities .
2Although it does not address the poor quality of current deterministic TC intensity forecasts, it is possible
that the lack of improvement over time is due, somewhat ironically, to improvements in the observations
(Kerry Emanuel, personal communication). Perhaps the improved observing capacity has allowed us to "see"
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Like all models of geophysical systems, dynamical TC models are imperfect, and despite the
continuous upgrades to resolution and changes to the physics, they may yet need significant
further development to adequately simulate TCs. Though improvements have been made,
observations of TCs are still rather sparsely distributed in space and time, are often ac-
companied by large uncertainties (e.g. Dvorak satellite-based intensity estimates), and very
rarely sample the vertical profile of the underlying ocean. Furthermore, the state estimation
procedures used to initialize TC models do not necessarily incorporate existing observations,
or do so in a manner that could be improved. Finally, there is an overarching concern that
the development of deterministic dynamical TC models, driven by summary accuracy mea-
sure optimization, is not the best way to make such models simulate TCs more realistically
(see Chapter 3).
Clearly, the task of determining why deterministic TC intensity forecast quality is poor
(and not improving) is quite broad in scope. However, there is a sensible manner in which to
begin such an investigation, and that is to evaluate the predictability of TC intensity. Perhaps
the time-evolution of TC intensity is highly sensitive to differences in the initial vortex state
and environment that are consistent with the magnitudes of typical analysis errors. If so, then
uncertainty in the analysis of the initial vortex state and environmental boundary conditions
could lead to highly uncertain TC intensity predictions, strongly limiting the quality of
predictions in deterministic form (as opposed to probabilistic TC intensity predictions, which
could at least be reliable, even if not particularly sharp). Currently, the degree to which low
predictability is responsible for limiting the quality of deterministic TC intensity predictions
is unknown, although there is some evidence in the recent literature supporting the notion
that predictability plays a central role in limiting the quality of deterministic TC intensity
predictions. Using a mesoscale atmospheric model ensemble, Sippel and Zhang (2008) and
Zhang and Sippel (2008) found that the simulation of a particular tropical cyclogenesis case is
highly sensitive to analysis perturbations thought to be small relative to real analysis errors.
Zhang et al. (2008) also found that mesoscale ensemble predictions of a rapidly developing
TC3 , launched from analyses created via ensemble Kalman filter assimilation of Doppler
radar observations, possessed very large spread in simulated intensity, signifying substantial
sensitivity of the intensity prediction to the analyzed state. Such case studies suggest that
the inherent uncertainty in TC intensity prediction may be large due to limited predictability,
but the extremely limited sample size prohibits drawing any general conclusions.
Here, TC intensity predictability is investigated systematically, using Coupled Hurricane
Intensity Prediction System (CHIPS) ensemble intensity predictions for a large sample of
Atlantic basin TCs. The objective of this study is to comprehensively evaluate the possibility
that the uncertainty inherent in a TC intensity prediction is large (and thus the quality of
deterministic intensity prediction is strongly limited), due to the sensitivity of the system
to initial state and environmental perturbations consistent with typical analysis error mag-
nitudes. CHIPS (Emanuel et al. 2004) is a simple dynamical TC model with exceptional
shorter time scale intensity variations, making it more difficult to deterministically predict the observed
intensity time series. Thus, it is possible that intensity predictions really are improving over time, but we
are simultaneously increasing the difficulty of that task.
3 Hurricane Humberto (2007)
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computational efficiency; this enables ensemble simulation of many cases, but at the expense
of a less realistic TC representation than that of a mesoscale model. The basic characteristics
of CHIPS are described in Sec. 5.2. To guide the CHIPS ensemble perturbation strategy,
and provide a basis for interpreting the probabilistic prediction results, the sensitivity of
CHIPS-simulated intensity to key aspects of the initial state and environment is explored in
Sec. 5.3. Sec. 5.4 then describes the CHIPS ensemble perturbation strategy and evaluates
the uncertainty of CHIPS ensemble-based probabilistic intensity predictions. The evalua-
tion focuses on the state dependence of the CHIPS ensemble intensity uncertainty and the
variation of the average CHIPS ensemble intensity uncertainty according to the assumptions
about the analysis error distribution used in producing the ensemble perturbations. Finally,
concluding thoughts are presented in Sec. 5.5.
5.2 The Coupled Hurricane Intensity Prediction Sys-
tem
5.2.1 Introduction
The Coupled Hurricane Intensity Prediction System (CHIPS) is a simple dynamical model
designed to simulate a TC vortex, given an initial state and environmental boundary condi-
tions along the track of the TC (Emanuel et al. 2004). CHIPS consists of an axisymmetric
atmospheric model coupled to an ocean model that simulates a series of 1-dimensional ocean
columns. CHIPS will intensify an incipient vortex of at least tropical storm strength to
the potential intensity, unless the vortex is disturbed by vertical shear of the environmen-
tal wind (the effects of which are parameterized) or cooling of the sea surface temperature
(SST) due to interaction of the TC with the upper ocean (which is explicitly modeled).
Thus, CHIPS represents the basic potential intensity-limited intensification dynamics and
the two first-order environmental influences that prevent a TC from attaining its potential
intensity. Such capabilities, in concert with the computational efficiency of the model (a
five day simulation can be run on a regular desktop computer in about 15 s), make CHIPS
well-suited for use in a study of TC intensity predictability and probabilistic prediction.
Despite its relative simplicity, the accuracy of real-time deterministic CHIPS intensity
predictions is competitive with that of mesoscale dynamical TC models (Emanuel et al.
2004). Because of this, CHIPS is run in quasi-operational mode at the Joint Typhoon
Warning Center to provide deterministic TC intensity guidance (CHIPS is also run at MIT,
with output made available to the National Hurricane Center). Beyond application in real-
time TC intensity prediction, CHIPS has also been utilized to assess the risks posed by TC
winds to coastal areas of the Atlantic basin (Emanuel et al. 2006), simulate TC activity
in the current climate (Emanuel 2006) and possible future climates (Emanuel et al. 2008),
and evaluate the sensitivity of TC intensity to the upper-oceanic vertical temperature profile
(Pasquero and Emanuel 2008).
The remainder of this section consists of a brief description of CHIPS, sufficient to provide
the background needed to understand how the model is employed in this study. A full
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description of CHIPS is provided by Emanuel et al. (2004), and further details concerning the
atmospheric model can be found in Emanuel (1995) and Emanuel (1989). Here, description
of the atmospheric model will be followed by a few words about the ocean model, and then
a discussion of the CHIPS initialization procedure.
5.2.2 Atmospheric model
The axisymmetric atmospheric model simulates a vortex in hydrostatic and gradient balance,
with a moist adiabatic temperature lapse rate along angular momentum surfaces (such that
there is neutral stability to slantwise moist convection). Except for the distribution of water
vapor, the vortex structure in the height-radius plane can be determined from only the radial
distribution of saturation entropy just above the top of the boundary layer and the radial
distribution of vorticity at the tropopause. The distribution of water vapor is represented by
the entropy of the boundary layer, Xb, and the entropy of a mid-tropospheric layer, Xmy both
of which vary with radius. Thus, the model state consists of a set of quantities that vary
only in the radial direction. The radial coordinate used by the model is potential radius, R,
which relates to physical radius, r, according to
2 2
R = = rV + r2 ,  (5.1)
where f is the Coriolis parameter, M is the angular momentum per unit mass, and V is the
tangential velocity. Model nodes are placed at a constant interval in potential radius, such
that the radial resolution is high in the eye and eyewall (where angular momentum changes
rapidly with physical radius), and considerably lower elsewhere. The extraordinary compu-
tational efficiency of the atmospheric model is due to its simplified manner of handling the
vertical structure of the vortex and a radial coordinate that focuses computational resources
on resolving the crucially important inner-core region.
Moist convection in the atmospheric model is represented by one-dimensional updraft
and downdraft plunmes, which follow angular momentum surfaces (i.e. surfaces of constant
R). The updraft and downdraft mass fluxes are determined such that approximate entropy
equilibrium of the boundary layer is maintained, given the extraction of entropy from the
sea surface and the radial advection of boundary layer entropy. The downdraft mass flux,
Md, is related to the updraft mass flux, MA, via a precipitation efficiency, ep,
Md = -(1 - EP)M. (5.2)
Precipitation efficiency is given by
Xm - Xmo
p- XM= (5.3)
Xb - XmO
where XmO is the entropy of the environmental mid-troposphere, a boundary condition of
the model. Eq. 5.3 shows that e, - 1 if the mid-tropospheric entropy equals the boundary
layer entropy, implying that the downdraft mass flux equals zero due to Eq. 5.2. At the
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other extreme, if the mid-tropospheric entropy equals its environmental value, then e = 0
and the downdraft mass flux into the boundary layer equals the updraft mass flux out of the
boundary layer.
The deleterious influence of the veritical shear of the environmental wind on the intensity
of a TC is included in CHIPS via a parameterization, as the interaction of a TC vortex with
the environmental wind field cannot be directly simulated in an axisymmetric model. The
shear parameterization takes the form of an extra term in the equation describing the time
tendency of the mid-tropospheric entropy,
ax- .. - aS 2 [max(V)]2 max(Mu)(Xm - XmO), (5.4)
where a is a positive constant, s is the magnitude of the 850-250 hPa environmental wind
shear (provided to the model as a boundary condition), V is the surface wind speed, and
the ellipses denote the rest of the terms in the mid-tropospheric entropy equation 4 . The
parameterization works by reducing the mid-tropospheric entropy, which in turn reduces the
precipitation efficiency, causing convective downdrafts to supply the boundary layer with
more (relatively) low-entropy air. Conceptually, the parameterization represents mixing of
dry environmental air into the core of the TC in the middle troposphere, a process thought
to be the consequence of shear-induced eddies. The form of the parameterization, however, is
purely empirical. It is designed to minimize the mean absolute error of deterministic CHIPS
intensity predictions for real TCs.
As implied in the descriptions of the environmental wind shear and environmental mid-
tropospheric entropy variables, the atmospheric model must be provided with boundary
conditions that describe the TC vortex's surroundings, as the model only simulates the
vortex itself. These environmental boundary conditions are allowed to vary with lead time,
in order to represent the changing environment of a moving TC (e.g., along an assumed track
for simulation of a real TC). Other important environmental boundary conditions include
the potential intensity and the state of the surface under the TC. For an oceanic surface, the
SST is provided as a boundary condition to the atmospheric model. The SST is simulated
by the ocean model component of CHIPS, which is described subsequently.
5.2.3 Ocean model
The ocean model component of CHIPS consists of a series of 1-dimensional ocean columns
that are strung out in advance of the TC along the oceanic portion of its assumed track. The
pre-storm thermal profile of the ocean columns is highly idealized. The uppermost layer of
the ocean consists of a mixed layer of depth m with uniform temperature (the SST). Below
the mixed layer, the temperature of the ocean is assumed to decrease linearly, starting at a
value that is AT lower than the SST (such that there is a discontinuity in the temperature
4The shear parameterization represented by Eq. 5.4 is different from that presented by Emanuel et al.
(2004), as the maximum updraft mass flux is now included in the shear parameterization term of the mid-
tropospheric entropy equation.
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profile at the base of the mixed layer). The assumed TC track, translational velocity of the
TC along that track, SST, m, temperature lapse rate below the mixed layer, and AT all
must be provided to the ocean model as environmental boundary conditions.
The ocean column model simulates changes to the pre-storm thermal profile due to ver-
tical mixing induced by the extreme wind stress experienced at the surface of the column as
the TC (simulated by the atmospheric model) moves overhead. The response of the oceanic
thermal profile to the mixing takes shape as a deepening and cooling of the mixed layer, in
a manner that conserves the vertically integrated enthalpy of the ocean column. Cooling of
the oceanic mixed layer implies cooling of the SST relative to its pre-storm state. The SST
of the ocean column underneath the storm center is provided to the atmospheric model for
use as a representative value of the SST beneath the eye and eyewall.
5.2.4 Initialization
The initial state of CHIPS at lead time t = 0 (the initial time) is the result of a nudging
procedure that takes place over a specified time interval, Ts, preceding t = 0. The goal of the
"nudging interval" is to force the time-evolution of the simulated intensity to follow a desired
intensity time series , Id(t), starting at t = -T and ending at t - 0. The simulation starts
with a synthetic warm core vortex of intensity Id(t = -w). As the simulation is advanced
forward in time, the mid-tropospheric entropy (Xm) is manipulated in a way that encourages
the simulated intensity to follow the desired intensity. Specifically, if the simulated intensity
is less than the desired intensity, Xm is increased, and if the simulated intensity is greater
than the desired intensity, Xm is reduced. The nudging procedure results in a simulated
vortex at the initial time that not only has the desired initial intensity (Ido), but also has
a water vapor distribution (expressed in terms of X, and Xb) that is consistent with that
desired initial intensity and the desired initial intensification rate (rdo). At t = 0, the nudging
interval ends and the simulation is allowed to evolve freely.
5.3 CHIPS-simulated intensity sensitivity
5.3.1 Introduction
In order to guide the perturbation strategy for the CHIPS ensemble and insightfully in-
terpret the resultant probabilistic intensity predictions, it is necessary to carry out a basic
investigation of the sensitivity of CHIPS-simulated intensity to the initial vortex state and
environmental boundary conditions. Here, such an investigation is described concerning four
aspects of a TC's initial state and environment:
1. Initial intensity (desired), Ido
2. Initial intensification rate (desired), rdao
5For example, in the context of real-time prediction, the desired intensity time series consists of the
analyzed intensity from the time the TC was named to the initial time.
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3. Magnitude of the 850-250 hPa environmental wind shear, s
4. Oceanic mixed layer depth, m.
These particular variables are chosen because they are thought to be relevant to intensity
prediction, but are difficult to analyze accurately in practice. Thus, it is possible that CHIPS-
simulated TC intensity is quite sensitive to differences in these variables that are consistent
with the typical magnitudes of their respective analysis errors, resulting in highly uncertain
intensity predictions.
The experimental methodology used here to investigate CHIPS-simulated intensity sen-
sitivity is quite straightforward: Run CHIPS numerous times to systematically sample a
5-dimensional phase space of simulated intensity, I(Ido, rdo, m, s, t), and then evaluate the
resultant 5-dimensional matrix of simulated intensity. The dimensions of the phase space con-
sist of the four initial state and environmental variables enumerated above and lead time, t.
The CHIPS simulations are performed with environmental boundary conditions that do not
change with lead time, a highly idealized scenario. Furthermore, all environmental boundary
conditions, except shear magnitude and mixed layer depth, are set to be the same for all
simulations. These stringent controls on the environmental boundary conditions enable the
difference between two simulated intensity time series to be attributed only to differences in
the values of Ido, rdo, s, and m used in those simulations. In this manner, the fundamental
sensitivity of CHIPS-simulated intensity to the four initial state and environmental variables
can be studied.
Further methodological details are provided for the interested reader in Sec. 5.3.2. These
details consist of the values selected for key environmental boundary conditions, the bounds
chosen for the 5-dimensional phase space, the strategy employed to sample that phase space,
and information concerning the initialization procedure. Results are presented in Sec. 5.3.3
and are summarized in Sec. 5.3.4.
5.3.2 Methodology
Important aspects of the environment common to all simulations are now described. The
potential intensity is set to 80 ms- ' (155.5 kt), a value that permits a simulated TC to attain
an intensity near the highest observed in the Atlantic basin. The environmental relative
humidity of the mid-troposphere, needed for calculation of Xmo, is set to 60 percent. The
bathymetry is specified such that the simulated vortex moves over an ocean with a uniform
depth of 1000 m, deep enough to ensure that the mixed layer never reaches the bottom, even
when deepened because of interaction with the TC. The vertical temperature gradient below
the oceanic mixed layer is specified to be 8 K/100 m, a typical value for the tropical Atlantic
ocean. The translational velocity of the TC, a function of the synoptic-scale atmospheric
environment for real TCs, is set to 7 ms- 1 (13.6 kt), a typical value for TCs.
Simulations are allowed to evolve freely for 168 h following the end of the nudging interval
used for initialization purposes. Hence, lead time, t, extends from 0 to 7 d. The bounding
values of the 5-dimensional phase space for each of the other four variables are chosen to
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(approximately) span the climatological relative frequency distribution of that variable, cal-
culated for Atlantic basin TCs during the years 2003-07. For Ido and rdo, the climatological
relative frequency distributions are formulated from 6-hourly "best-track" intensity reanal-
yses. Based on these distributions, the bounding values for Ido are chosen to be 20 kt and
140 kt, and the bounding values for rdo are chosen to be -35 kt/12 h and 35 kt/12 h. The
climatological relative frequency distributions within these bounds are shown in Figs. 5.13c
and 5.13a, for Ido and rdo, respectively. TCs can achieve more extreme values of intensity
and intensification rate, but such cases are quite uncommon6 .
The climatological relative frequency distribution of 850-250 hPa environmnental wind
shear magnitude is formulated from 6-hourly shear magnitude analyses (based on GFS-
analyzed wind fields) created for use in the real-time version of CHIPS run at MIT. Based on
this distribution, the bounding values for s are set at 0 ms-1 and 20 ms-1.The climatological
relative frequency distribution of shear magnitude within these bounds is shown in Fig.
5.8a. Five percent of shear magnitudes are greater than 20 ms-', but these are generally for
situations in which a TC is recurving into a mid-latitude environment, and will soon become
extratropical or dissipate. The climatological distribution of oceanic mixed layer depth is
formulated by interpolating Levitus (1982) monthly mean climatological mixed layer depth
to the time and location of TCs positioned over water in the best-track reanalysis. Based on
this distribution, the bounding values for m are placed at 20 m and 80 m. The climatological
relative frequency distribution of m within these bounds is shown in Fig. 5.8c.
The sampling density for each dimension of the phase space must be high enough to
resolve features in the 4-dimensional field of simulated intensity at each lead time. Experi-
mentation suggests that sampling initial intensity every 5 kt, initial intensification rate every
5 kt/12 h, shear magnitude every 0.5 ms-', and mixed layer depth every 10 m is sufficient for
this purpose. With these sampling densities and the phase space boundaries listed above,
there are 93,562 combinations of Ido, rd, m, and s to try in CHIPS simulations.
Like the environmental boundary conditions, the desired intensity time series, Id(t), used
by the initialization procedure is also quite idealized. Id(t) is characterized by three segments:
(1) a segment from t = -156 to t = -18 with constant intensity, Ide, (2) a segment from
t = -18 to t = -6 with a quadratic change in intensity, and (3) a segment from t = -6 to
t = 0 with a linear change in intensity. Id(t) is arranged to end at a desired initial intensity,
Ido, have desired initial intensification rate, rdo (constant over segment 3), and have an overall
intensity change of Ald = 12 rdo between t = -18 and t - 0. An expression for Id, is then
Ide = IdO - 12 rd0. (5.5)
Id(t) is piecewise continuous and has a piecewise continuous first derivative.
It must be noted that the initialization procedure cannot provide a vortex with the de-
sired initial state for any arbitrary combination of Ido, rdo, and m (the shear magnitude is
6Intense TCs can weaken faster than -35 kt/12 h when landfall occurs, but such cases are ignored here
because the CHIPS simulations consider an unchanging oceanic environment.
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irrelevant to the initialization procedure). Unacceptable simulated initial states follow from
two basic problems: (1) the mixed layer is too shallow to simulate a high Idc during the
first segment of the nudging interval, and (2) Idc is well-simulated during the first segment
of the nudging interval, but subsequently the simulated intensity cannot change as rapidly
as desired. Because of the first problem, 2747 parameter combinations are eliminated from
consideration. All involve mixed layer depths of 40m or less and Id, of 120 kt or more.
Because of the second problem, 36,859 parameter combinations are eliminated from consid-
eration. These parameter combinations generally stipulate a high-magnitude desired initial
intensification rate along with a low desired initial intensity. After exclusion of the parameter
combinations that result in inadequate initialization quality, 53,956 parameter combination
remain to try as input to CHIPS simulations.
5.3.3 Results
Here, various "slices" of the 5-dimensional simulated intensity matrix, I(Ido, rdo, m, s, t), will
be examined, in which 3 of the variables are held constant such that I can be displayed
as a function of the remaining two variables. The first type of slice consists of simulated
intensity as a function of mixed layer depth and shear magnitude, I(m, s), for particular
values of initial intensity, initial intensification rate, and lead time. The second type of slice
consists of simulated intensity as a function of initial intensity and initial intensification rate,
I(Ido, rdO), for particular values of mixed layer depth, shear magnitude, and lead time.
a. Simulated intensity as a function of m and s
An example of the first type of slice through I(Ido, rao, m, s, t) is shown in Fig. 5.3a, for
Ido = 80 kt, rdo = 0 kt/12 h, and t = 48 h. The basic features of the I(m, s) field in Fig. 5.3a
are consistent with what one would expect, given the observed consequences of TC interaction
with the environmental wind field and underlying ocean. Specifically, simulated intensity is
inversely related to shear magnitude (in general) and directly related to mixed layer depth.
The relative importance of s and m in determining I is perhaps more surprising. Fig. 5.3a
shows that I changes relatively little along horizontal lines of constant m, compared to the
changes in I along vertical lines of constant s. Thus, the influence of shear magnitude on
simulated intensity is greater than the influence of mixed layer depth on simulated intensity,
in an overall sense.
Fig. 5.3a can also be used to qualitatively evaluate the sensitivity of I to m and s. In this
context, the variability of the sensitivity across the [ m, s] domain is of particular interest.
Along lines of constant m, I can be seen to change most rapidly within a shear magnitude
band centered about 5 or 6 ms-1 (depending on the value of m). Outside this high-sensitivity
band, I changes much more slowly with changing s. The sensitivity of simulated intensity to
mixed layer depth, although much more subtle than the sensitivity of simulated intensity to
shear magnitude, is also variable. Along lines of constant s, I changes more rapidly where m
is small than where m is large. Hence, it is clear that the sensitivity of simulated intensity
to shear and mixed layer depth is state dependent.
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Figure 5.3: (a) Intensity field, I(m, s), for Ido = 80 kt, rdo = 0 kt/12h, and t = 48 h. The
intensity field is color-coded according to the bar shown at right (units are kt). Black contours
are drawn every 20 kt. (b) Intensity gradient magnitude field, IIVI(m', s') 11, for the same Ido,
rdO, and t as (a). The intensity gradient magnitude is calculated in a non-dimensional space
(as described in the text), but is shown here using the dimensional m and s axes.
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The state dependent sensitivity of I to m and s can be evaluated in a more quantitative
fashion by considering the gradient of the I(m, s) field. Fig. 5.3b shows the intensity gradient
magnitude field, VI(m', s') l, corresponding to the intensity field in Fig. 5.3a. The intensity
gradient magnitude field is calculated by mapping I(m, s) into a non-dimensional space
[m', s' ], and then performing the gradient magnitude calculation in that non-dimensional
space. The definitions of m' and s' are
m - 20 m
m' = (5.6)60 m
and
s= 8 (5.7)
20 ms-"
In the non-dimensional [m', s'] space, mixed layer depth and shear magnitude have been
scaled by their respective ranges, in a manner such that the range of both m' and s' is [ 0, 1].
As such, VI(m', s') , equally considers changes in I over a given fraction of the range of rn
or s. Note that Fig. 5.3b displays IVI(m', s') back in the dimensional [m, s] space.
The intensity gradient magnitude field of Fig. 5.3b clearly shows the high-sensitivity band
mentioned previously in analysis of the I(m, s) field. This type of display makes the state
dependence of simulated intensity sensitivity to shear magnitude and mixed layer depth more
readily apparent. With the fundamental characteristics of the intensity field and intensity
gradient magnitude field described, focus will now shift to investigation of the time-evolution
of such fields.
Five snapshots of the I(m, s) and VIVI(m', s') 1 fields for the Ido = 80 kt, rdo = 0 kt/12 h
case are shown in Fig. 5.4, each snapshot pertaining to a different lead time. Lead time
advances from top to bottom in Fig. 5.4, starting at 24 h in the top row and ending at
168 h in the bottom row. The second row, for t = 48 h, shows the same fields as Fig.
5.3. The sensitivity of I to m and s, as represented by I VI(m', s') 1, is seen to evolve
with lead time. During the 0-48h interval', the primary band of high lVI(m', s') forms
and attains its peak amplitude. This band forms because of the difference in intensity
between rapidly intensifying simulations with low shear magnitudes and simulations that
intensify more gradually because of a slightly higher shear magnitude. The peak |VI(m', s') l
amplitude is attained at about t = 48 h, because it is then that the rapidly intensifying
simulations begin to approach the potential intensity and slow their intensification rate. After
48 h, the primary band of high I VI(m', s') Il increases in width and decreases in amplitude.
Also note that the shear magnitude upon which the band is centered slowly increases with
lead time for the duration of the CHIPS simulations.
Thus far, analysis of I(m, s) and VI(m', s') Ihas been carried out for just one particular
combination of initial intensity (80 kt) and initial intensification rate (0 kt/12 h), out of the
roughly 200 combinations for which simulations were performed. Fortunately, there is no
need to examine 200 different versions of Fig. 5.4, as they are all qualitatively quite similar.
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Figure 5.4: Time-evolution of intensity field, I(m, s), and intensity gradient magnitude field,
VI(m', s') |, for Ido = 80 kt and rdo = 0 kt/12 h. Fields are plotted in the same style as in
Fig. 5.3.
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Figure 5.5: As in Fig. 5.4, but for Ido = 60 kt.
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Figure 5.6: As in Fig. 5.4, but for Ido = 100 kt.
142
00
10
I 5
0
20
Intensity (kt)
Intensity gradient magnitude
20 40 60 80 20 40 60 80
Figure 5.7: Time-evolution of composite intensity field, I(m, s), and composite intensity
gradient magnitude field, VI(m', s') . Fields are plotted in the same style as in Fig. 5.3.
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Two additional examples of the time-evolution of the I(m, s) and IIVI(m',s')l fields are
shown in Figs. 5.5 and 5.6 to demonstrate this point. In Fig. 5.5, IdO = 60 kt, while in Fig.
5.6, Ido = 100kt (both consider rdo = 0kt/12 h, as in Fig. 5.4). In Figs. 5.5 and 5.6, the
primary band of high 11 VI(m', s') evolves in the same qualitative manner as in Fig. 5.4.
However, Figs. 5.4-5.6 show that the initial intensity modulates the timing of the band's
development, the peak amplitude of the band, and the shear magnitude upon which the
band is centered8 .
Despite modulation of the features of the primary band of high IlVI(m', s')l by Ido, the
similarity of the intensity gradient magnitude field across the range of [Ido, rd ] makes it
reasonable to represent the overall sensitivity of I to m and s with a composite VI(m', s')ll
field. The composite IIVI(m', s')l field is formulated as a weighted average of the 200
individual IIVI(m', s') fields, each pertaining to a different [do, do ]. The weights are
proportional to the climatological joint relative frequency of intensity and 12-h intensity
change9, calculated from the 6-hourly best-track intensity record of Atlantic basin TCs over
the years 2003-07. Thus, the composite technique weights IIVI(m', s')II fields for commonly
observed [ Ido, rdO] more heavily than those for rarely observed [Ido, rTdo ].
The time-evolution of the composite intensity gradient magnitude field is shown in the
five panels on the right side of Fig. 5.7. The primary band of high composite IVI(m', s')l
values evolves in much the same fashion as seen in Figs. 5.4-5.6, at least in terms of posi-
tion. Specifically, the shear magnitude upon which the band is centered increases with lead
time. Fig. 5.8 can be utilized to compare the position of this high-sensitivity band to the
climatological relative frequency distribution of shear magnitude. Panel b of Fig. 5.8 shows
the composite intensity gradient magnitude at t = 72 h (identical to the middle panel on the
right side of Fig. 5.7) adjacent to the climatological relative frequency distribution of shear
magnitude in panel a. It can be seen that the primary band of high composite VI(m', s') I
values is centered on the mode of the climatological shear magnitude distribution. This
means that the t = 72 h sensitivity of simulated intensity to shear magnitude is highest for
the most commonly observed shear magnitudes. For other lead times, the alignment of the
high-sensitivity band with the mode of the climatological shear magnitude distribution is not
as exact. However, the panels on the right side of Fig. 5.7 show that the high-sensitivity band
is always positioned between 2 ms-1 and 10 ms-1 shear magnitude, an interval of relatively
high climatological relative frequency. This bolsters the conclusion that CHIPS-simulated
intensity is most sensitive to shear magnitude when that shear magnitude has a commonly
observed value.
b. Simulated intensity as a function of Ido and rdo
8Although not shown here, the value of the initial intensification rate has a negligible influence on the
nature of the I(m, s) and I VI(m', s')ll fields, relative to the influence of the initial intensity.9 Specifically, the weight assigned to a, particular [Ido, rdo] is the climatological joint relative frequency of
that [ Ido, rdo ] divided by the sum of the climatological joint relative frequencies over all [Ido, rdo ] combina-
tions used in the CHIPS simulations. As discussed in Sec. 5.3.2, CHIPS simulations are not performed for
all observed combinations of intensity and 12-h intensity change.
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Figure 5.8: (a) Climatological relative frequency distribution of shear magnitude. (b) Comin-
posite intensity gradient magnitude field, I VI(m',s') l, at t - 72h, plotted in the same
style used for Fig. 5.3b. Note that the primary band of high intensity gradient magnitude is
centered on the mode of the climatological shear magnitude distribution. (c) Climatological
relative frequency distribution of mixed layer depth.
Fig. 5.9 shows examples of the second type of slice through I(do, rdo, m, s, t), in which
intensity is shown as a function of Ido and rdo for particular values of m, s, and t. In Fig.
5.9, the I(Ido, rd) field is shown at 6 different lead times for m = 50m and s = Oms- 1
An I(Ido, rdO) field is created by plotting a square at each [ Ido, rdo ], with the color of the
square corresponding to the intensity of the simulation with those particular values of initial
intensity and initial intensification rate. The irregular shape of the intensity fields in Fig.
5.9 reflects the fact that results are shown only for [ Ido, rdO ] combinations that permit a
satisfactory initialization of CHIPS.
It is clear from Fig. 5.9 that simulated intensity is directly related to initial intensity and
initial intensification ratelo, at least for this particular case. The sensitivity of I to Idao and
10At the 120h and 168h lead times, these relationships begin to break down because some simulations
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Figure 5.9: Each panel displays the intensity field, I(Ido, rdO), for m = 50 m, s = 0 ms- 1, and
the indicated lead time. Intensity is color-coded according to the same scheme utilized in
Figs. 5.3-5.7, represented by the color bar in Fig. 5.3a.
rdo can also be inferred from Fig. 5.9 by examining how simulated intensity changes along
the rows (constant rdO) and columns (constant Ido) of the I(Ido, rdo) field. At t = 0 h (Fig.
5.9a), I starts out as a linear function of Ido and is nearly constant in rdo. By t = 48 h
(Fig. 5.9c), the I(Ido, rdo) field is radically different, with a large region of nearly constant
high I (red) and a small region of nearly constant low I (dark blue). These two regions
are separated by a narrow transitional region where simulated intensity changes extremely
start going through internal dynamical oscillations, similar in nature to the eyewall replacement cycles often
experienced by intense TCs. These oscillations are only seen in CHIPS simulations if the shear magnitude
is near zero.
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Figure 5.10: As in Fig. 5.9, but for s = 8 ms- .
rapidly along rows of constant rdo and along columns of constant Ido. Hence, the m = 50 m
and s = 0 ms- 1 case is characterized by extraordinary state dependent sensitivity of I to
both Ido and rdo.
Figs. 5.10 and 5.11 display additional examples of the time-evolution of the I(Ido, rdo)
field, for s = 8ms- 1 and s = 16ms- 1 , respectively. As in Fig. 5.9, m = 50m in both of
the aforementioned examples". Figs. 5.10 and 5.11 clearly show that I is directly related
to Ido. However, the direct relationship between I and rdo seen in Fig. 5.9 is not apparent
in Figs. 5.10 and 5.11. The initial intensification rate is a relevant factor in determining I
1 1The simulated intensity field and the sensitivity of I to Ido and rdo inferred from it are affected little by
changing m (not shown).
147
(a) Intensity, t = 0 h
40 40
" 2 0 .... . . . . . 2 0 -.... . . . . . . . . ... . . . . ..
0 0
P -20 ........... -20 ..........
-40 L -40 L
(b) Intensity, t = 24 h (e) Intensity, t =- 120 h
40 -40
- 2 0 ........... 2 0 ...........
0.0
-40 
-40
(c) Intensity, t = 48 h (f) Intensity, t = 168 h
40 . . 40
0 ,0
-20 . .... 20 .... ...
-40 
-40
20 60 100 140 20 60 100 140
Initial intensity, Ido (kt) Initial intensity, Ido (kt)
Figure 5.11: As in Fig. 5.9, but for s = 16 ms- 1 .
only when the shear magnitude is low enough to permit rapid intensification. Increasing the
shear magnitude also serves to make I less sensitive to Ido, judging by how rapidly I changes
along rows of constant rdo in Figs. 5.10 and 5.11, relative to that in Fig. 5.9. As in Fig. 5.9,
however, Figs. 5.10 and 5.11 show that I is most sensitive to Ido when Ido is in the lower half
of its range.
The overall sensitivity of simulated intensity to initial intensity and initial intensification
rate can be examined with the aid of composite I(Ido, rdo) fields. A composite I(Ido, rdo)
field is created by taking a weighted average of 41 I(Ido, rdo) fields, each with m = 50 m
and a different value of the shear magnitude. The weights utilized are proportional to the
climatological relative frequency of each shear magnitude (see Fig. 5.8a). The composite
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Figure 5.12: As in Fig. 5.9, but for the composite I(Ido, rdo) field. The composite intensity
field is a weighted average of intensity fields for different shear values and m = 50 m, as
described in the text.
intensity field is shown for each of 6 different lead times in Fig. 5.12.
The composite intensity fields in Fig. 5.12 appear similar to those of Fig. 5.10, for the
s = 8 ms-1 case. This is reasonable, considering that a shear magnitude of 8 ms-1 is much
more likely to be observed than 0 ms-' or 16 ms- 1 , and thus its corresponding I(Ido, rd) field
is more heavily weighted in the I(Ido, rdo) composite. In terms of sensitivity, the composite
field shows that I is far more sensitive to Ido than to rdo. Furthermore, the sensitivity of I
to Ido is not uniform, but instead is relatively high for Ido in the lower half of its range and
relative low for d0o in the upper half of its range.
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Figure 5.13: (a) Climatological relative frequency distribution of intensification rate. (b)
Composite intensity field, I(Iao, rd0), for t = 72 h. (c) Climatological relative frequency
distribution of intensity. Note that the climatological intensity relative frequency is highest
where I is most sensitive to Ido.
Fig. 5.13 shows the composite I(Ido, rdo) field at t = 72 h (panel b) adjacent to the
climatological relative frequency distribution of intensity (panel c). The composite simulated
intensity field shows that I is most sensitive to Ido when Ido is in the lower half of its range (20-
80 kt), particular when it is between 30 kt and 50 kt. The climatological relative frequency of
intensity is also high in the 20-80 kt range, with the highest values falling between 30 kt and
50 kt. It can be concluded, then, that 72 h simulated intensity is most sensitive to the most
commonly observed initial intensities. The same conclusion pertains to lead times other
than 72 h, although the alignment of the interval in which I is most sensitive to Ido with the
climatological intensity relative frequency distribution is not quite as exact.
5.3.4 Summary
Here, a massive set of CHIPS simulations is utilized to create a 5-dimensional matrix of
simulated intensity as a function of (1) initial intensity, Ido, (2) initial intensification rate,
rdo, (3) mixed layer depth, m, (4) shear magnitude, s, and (5) lead time, t. Evaluation of this
simulated intensity matrix, I(Ido, rdo, m, s, t), has led to insights concerning the sensitivity
of I to key aspects of the initial state (Ido, rdO) and environmental boundary conditions (s,
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m). In an overall sense, I is considerably more sensitive to shear magnitude than mixed
layer depthl2, and considerably more sensitive to initial intensity than initial intensification
rate. Furthermore, the sensitivity of I to s and Ido is highly state dependent. This state
dependence of the sensitivity is such that CHIPS-simulated intensity is most sensitive to the
initial intensities and shear magnitudes most likely to be observed for Atlantic basin TCs.
Put into the context of prediction, the last of the aforementioned results suggests that
the most common TC intensity forecast situations are also the most unpredictable, due to
the uncertainty in analyses of Ido and s combined with the sensitivity of I to Ido and s.
Because of this state of affairs, the uncertainty inherent in TC intensity prediction may
be quite large, on average. Given assumptions about the analysis uncertainty of IdO and s,
probabilistic CHIPS intensity predictions for real TCs can be used to quantitatively evaluate
the uncertainty inherent in TC intensity prediction. Indeed, this is the objective of Sec. 5.4.
5.4 Probabilistic intensity prediction with CHIPS
5.4.1 Introduction
In Sec. 5.3, CHIPS simulations were performed in the context of an idealized environment,
in order to study the fundamental dependence of simulated intensity on the initial intensity,
initial intensification rate, oceanic mixed layer depth, and magnitude of the environmental
wind shear. The results of Sec. 5.3 will now be used to guide development of a CHIPS
ensemble, designed to produce probabilistic predictions that account for the uncertainty
inherent in the initial state (IS) and environmental boundary conditions (EBCs) of a TC. A
CHIPS ensemble consists of a set of model simulations in which each perturbed member of
the set utilizes an IS and EBCs that are randomly drawn from assumed analysis distributions.
The resultant set of CHIPS-simulated intensities can then be considered a random draw from
the underlying CHIPS-simulated intensity forecast probability distribution. Note that for
the work shown here, the ensemble makes no attempt to account for model error.
The CHIPS ensemble is developed such that it can be applied to produce probabilistic
intensity predictions for real TCs. The details of this development are contained in Sec. 5.4.2,
which describes deterministic CHIPS intensity hindcasts for real TCs, and the augmentations
made to that basic modeling framework to produce CHIPS ensemble intensity hindcasts for
real TCs (a hindcast utilizes analyzed EBCs at all lead times, whereas a forecast utilizes
predicted EBCs beyond the initial time). Primary amongst those augmentations is a process
to generate a perturbed IS and EBCs for each ensemble member, in concert with assumptions
about the nature of the IS/EBC analysis distribution. Much of Sec. 5.4.2 is dedicated to
a description of this perturbation process. Finally, Sec. 5.4.2 concludes with a description
of the 9 large samples of 100-member CHIPS ensemble intensity hindcasts that have been
produced, each sample corresponding to a particular set of assumptions about the nature of
12This conclusion pertains specifically to a TC translational velocity of 7 ms - 1 , as the sensitivity of I to
m could differ substantially according to the choice of TC translational velocity. This issue deserves future
investigation, as discussed in Sec. 6.3.2.
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the IS/EBC analysis distribution.
The uncertainty of the CHIPS ensemble intensity hindcasts is then evaluated in Sec.
5.4.3. First, the average intensity hindcast uncertainty, calculated for each sample, is pre-
sented as a function of the IS/EBC analysis uncertainty assumptions and lead time. Then,
the variability of intensity hindcast uncertainty within a sample of cases is investigated, with
particular emphasis on interpretation of the results in the context of the state-dependent in-
tensity sensitivity seen in Sec. 5.3. Case studies are then provided to exemplify the general
relationships between IS/EBC variables and intensity hindcast uncertainty, as well as high-
light some of the more atypical situations in which a simulated TC's interaction with its
environment has a distinct impact on the intensity hindcast uncertainty. Finally, a summary
of the results is provided in Sec. 5.4.4, along with a discussion of the implications of such
results.
5.4.2 Methodology
a. Deterministic CHIPS intensity hindcast
Before describing how a CHIPS ensemble is constructed, it is necessary to understand
the process used to produce a deterministic intensity hindcast for a real TC. Unlike the
CHIPS simulations discussed in Sec. 5.3, CHIPS simulations of real TCs must account for
time-evolution of the environmental boundary conditions. These EBCs depend on the track
taken by the TC. In forecast mode, the future track of the TC must be predicted, but in
hindcast mode, the track is considered to be that of the best-track reanalysis. For example,
Fig. 5.14 shows the best track for Hurricane Charley, put in the context of a hindcast
initialized at 06 UTC 10 August 2004. The colored dots mark the best-track position of
Charley at various hindcast lead times, starting with the initial time (magenta). The dashed
portion of the best track marks the position of Charley during the nudging interval, which
is defined to be 24 hours in duration for every hindcast.
CHIPS is provided with time series of analyzed EBCs along the track shown in Fig.
5.14, for use in integration of the deterministic intensity hindcast for Charley. A time
series of the bathymetry/topography informs the model of the depth of the ocean when
Charley is over water and the elevation of the land when Charley moves ashore. A potential
intensity time series is created by interpolating NCEP-NCAR reanalysis (Kalnay et al. 1996)
climatological monthly mean fields to the best-track positions/times, as for the hindcasts
described in Emanuel et al. (2004). Likewise, time series of oceanic mixed layer depth and
temperature lapse rate below the mixed layer are created by interpolating monthly mean
climatological fields (Levitus 1982) to best-track positions/times. A time series of 850-
250 hPa environmental wind shear magnitude is derived from a series of GFS model analyses,
produced every 6 hours. The shear magnitude is obtained by removing the cyclonic signature
of the TC from the GFS 850 hPa and 250 hPa wind fields, then calculating the magnitude
of the vector difference of the remaining 850 hPa and 250 hPa "environmental" wind fields
(averaged in a circle centered on the GFS TC position). For the 24-h nudging interval, the
desired intensity time series is provided by the reanalyzed best-track intensity, but after
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Figure 5.14: Portion of the best-track reanalysis for Hurricane Charley (2004) utilized in the
hindcast initialized at 06 UTC 10 August 2004. The position of the TC at the initial time
is marked by the magenta dot. Specific hindcast lead times are marked with dots along the
solid segment of best track: red for t = 12 h, orange for t = 24 h, yellow for t = 36 h, green
for t = 48 h, light blue for t = 72 h, and dark blue for t = 96 h. The dashed segment of the
best track shows the position of Charley during the 24-h nudging interval that precedes the
initial time.
t = 0 h the best-track intensity is not provided to the model.
The deterministic CHIPS intensity hindcast, as described above, is considered the "con-
trol" member of the CHIPS ensemble. It is run using the "control desired intensity time
series", from the best-track reanalysis, and the "control shear magnitude time series", from
the GFS analyses.
b. CHIPS ensemble intensity hindcast
A CHIPS ensemble intensity hindcast consists of the control member integration, as
previously described, and 100 perturbed member integrations in which the initial state and
environmental boundary conditions are changed from their control values. The initial vortex
state is perturbed by changing the desired initial intensity and desired initial intensification
153
rate, through manipulation of the control desired intensity time series (creating a "perturbed
desired intensity time series"). The environmental boundary conditions are perturbed by
modifying the control shear magnitude time series (creating a "perturbed shear magnitude
time series"). The ensemble perturbations are intended to represent realizations of analysis
error that exist for analyses of the IS and EBCs of real TCs. Thus, the perturbations are
randomly drawn from estimates of the corresponding analysis error distributions.
Note that two of the three perturbed IS and EBC variables are desired initial inten-
sity and shear magnitude, the two IS/EBC variables to which simulated intensity is most
sensitive (recall the results of Sec. 5.3). However, the desired initial intensification rate is
also perturbed, even though it was shown that simulated intensity typically is insensitive
to the desired initial intensification rate. Desired initial intensification rate is included as
a perturbed variable because evidence was found to suggest that analysis errors in initial
intensity and initial intensification rate strongly covary. This topic will be addressed as part
of the subsequent description of initial state perturbations.
c. Initial state perturbations
A perturbed desired intensity time series is formulated to have a perturbed value of the
desired initial intensity, Ij for the jth realization, and a perturbed value of the desired initial
intensification rate (defined as the change in intensity over the 12 h preceding the initial
time), rj for the jth realization13 . A perturbed desired initial intensity is obtained by adding
a perturbation to the control desired initial intensity,
3 = 1,j + Ic, (5.8)
and a perturbed desired initial intensification rate is obtained by adding a perturbation to
the control desired initial intensification rate,
r = rpj + rc. (5.9)
Perturbation vectors, [ Ipj, rj ] ; j = 1... 100, are randomly drawn from a bivariate Gaussian
analysis error distribution of the form N(O, Et). The analysis error covariance matrix, Eat,
is defined as the sum of two components,
Eat = Eab + Ebt, (5.10)
where Ebt corresponds to error in the best-track reanalysis (b) relative to the truth (t),
and Eab corresponds to the error in the operational analysis (a) relative to the best-track
reanalysis1 4 . The two aforementioned errors add to give the error in the operational analysis
relative to truth, and are assumed to be independent and normally distributed, such that
Eq. 5.10 is valid.
13 1t is now understood that the I and r apply to the desired intensity and desired intensification rate at
the initial time, though the "dO" subscript has been dropped.
14 Here, the specification of the best-track reanalysis intensity and intensification rate is assumed to be
informed by aircraft-based intensity observations.
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Intensity observation platform Uabi (kt) Uabr (kt) Pab
Aircraft and satellite 4.7 6.4 0.69
Satellite only 9.5 9.9 0.55
Table 5.1: Parameter estimates for the covariance matrix, Eab, used in the specification of
a bivariate Gaussian distribution for the error in [I, r] of the operational analysis relative
to the best-track reanalysis. The parameter estimates depend on the source of the TC
observations used to produce the operational analysis.
The reason for decomposing the analysis error covariance matrix as shown in Eq. 5.10
is because Eab can be estimated from data concerning the intensity of Atlantic basin TCs,
leaving only Ebt to be assumed. First consider Eab, written as
Eab abi2  Pababi abr (5.11)SPabOabi Uabr rabr2
Eq. 5.11 shows that three parameters must be estimated in order to complete an estimate of
Eab: (1) Uabi, the standard deviation of error in the operationally-analyzed intensity relative
to the best-track intensity, (2) Uabr, the standard deviation of the error in the operationally-
analyzed 12-h intensity change relative to the best-track 12-h intensity change, and (3) Pab,
the correlation coefficient between the aforementioned errors. Two estimates of these pa-
rameters are reported in Table 5.1, based on data for Atlantic basin TCs during the years
2003-0715. The top row of numbers in Table 5.1 pertains to situations in which the opera-
tional analysis is performed using observations of TC winds taken by reconnaissance aircraft
(e.g. flight-level winds, GPS dropwindsonde winds, SFMR surface winds), in addition to
using satellite observations. The bottom row in Table 5.1 pertains to situations in which the
operational analysis is performed using only satellite observations". The standard deviation
estimates in Table 5.1 clearly show that the uncertainty of the operational analysis is much
greater when aircraft-based observations are not available. Another important conclusion
that can be drawn from Table 5.1 is that error in the analyzed intensity is well-correlated with
the error in the analyzed 12-h intensity change, especially when aircraft-based observations
are available.
While Eab can be estimated from data, the characteristics of Ebt must be assumed, as
the statistics of the error of the best-track intensity relative to truth are unknown. If it
is assumed that the aforementioned errors are independent'7 and distributed as N(0, Crbti),
then Ebt can be written
9bt = [ bt i 2  rbti2 ] (5.12)bti 2Ubt
1 5The methodological details of the data processing are omitted here for brevity.
16These parameter estimates are based on the difference between the mean subjective Dvorak satellite
intensity and the reanalysis intensity for cases in which aircraft-based observations are available to inform
the reanalysis. It is assumed that when there are no aircraft-based observations, the operational analysis is
equal to the mean subjective Dvorak satellite intensity.
1 7Specifically, the errors separated in time by 12 h are independent.
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Initial state uncertainty scenario gati (kt) Oatr (kt) Pat
Low (op. analysis - best-track reanalysis) 5.0 7.1 0.71
Moderate (op. analysis w/ aircraft and satellite) 6.9 9.5 0.70
High (op. analysis w/ satellite only) 10.7 12.2 0.59
Table 5.2: Parameter estimates for the analysis error covariance matrix, Eat, used in the
specification of a bivariate Gaussian distribution for the error in [I, r ] of the operational
analysis relative to truth. The parameter estimates pertain to three different scenarios
concerning the intensity analysis process and its inherent uncertainty.
Eq. 5.12 shows that Ebt depends only on a single parameter: Cbti, the standard deviation of
the error in the best-track reanalysis relative to truth. The value of this parameter is set to
5 kt.
With the specification of Ebt and the estimates for Eab, it is now possible to make
estimates for Eat by using Eq. 5.10. Like nab, Eat can be written in terms of three parameters,
Eat ati2 Pat ati atr (5.13)L PatOrati atr (atr 2  j
In Eq. 5.13, Oati is the standard deviation of the error in the operationally-analyzed intensity
relative to truth, Uatr is the standard deviation of the error in the operationally-analyzed
12-h intensity change relative to truth, and Pat is the correlation coefficient between the
aforementioned errors. Estimates of these parameters for three "initial state uncertainty
scenarios" are displayed in Table 5.2. The low initial state (IS) uncertainty scenario assumes
that the operational analysis equals the best-track reanalysis, such that Eab = 0. The
moderate IS uncertainty scenario reflects situations in which the operational analysis is
informed by aircraft and satellite observations, while the high IS uncertainty scenario reflects
situations in which the operational analysis is informed only by satellite observations.
Fig. 5.15 shows the analysis error distribution, N(O, Eat), for each of the three IS uncer-
tainty scenarios, utilizing the parameter estimates for the analysis error covariance matrix
listed in Table 5.2. The analysis error distribution in panel c, for the high IS uncertainty
scenario, is considerably broader than the analysis error distributions in panels a and b, for
the low and moderate IS uncertainty scenarios, respectively. Also, note that the covariance
of the intensity errors and intensity change errors is reflected in the elliptical probability
contours. The covariance implies that a positive (negative) intensity error is typically ac-
companied by a positive (negative) intensity change error. This is intuitively reasonable, as
if the analysis has intensified (weakened) a TC to rapidly, it will tend to result in an intensity
value that is too high (low).
d. Shear magnitude perturbations
The process of perturbing the control shear magnitude time series begins by drawing 100
random vectors, spj ; j - 1... 100, from a bivariate Gaussian shear vector analysis error
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Figure 5.15: Analysis error distributions pertaining to the three initial state uncertainty
scenarios described in the text. The analysis error distributions are bivariate Gaussians with
zero mean and an analysis error covariance matrix, Eat, specified by the parameters in Table
5.2.
distribution of the form N(O, E,). The analysis error covariance matrix, E,, is given by
E= s oo2  . (5.14)
The form of E, shown by Eq. 5.14 implies that analysis errors in the zonal and meridional
157
10
0
-10
-20
0.006
0.005
0.004
0.003
0.002
0.001
0
(a) Low IS uncertainty
------- 1-~-----
Shear magnitude uncertainty scenario ar (ms- 1)
Low (Sonde measurement error) 0.71
Moderate (Model background error) 1.49
High (Sonde observation error) 3.09
Table 5.3: Shear vector component analysis error standard deviation, necessary to define the
shear vector analysis error covariance matrix, E,, under three different assumptions about
the degree of uncertainty in a shear analysis.
components of the shear vector do not covary and are of the same standard deviation, a,. The
reason such assumptions are made is to keep E, as simple as possible; only one parameter
must be specified.
Table 5.3 lists values of a, for three different "shear magnitude uncertainty scenarios".
These values of ar are derived from estimates of 9 250 and a850 , the standard deviations of
horizontal wind component analysis errors at 250 hPa and 850 hPa, respectively. Shear vector
component analysis error standard deviation is calculated from 9250 and aso50 according to
=8  250
2 + (5.15)
The a, listed in Table 5.3 for the low uncertainty scenario is calculated from the measure-
ment error standard deviations for dropwindsonde horizontal wind components (Hock and
Franklin 1999). The ar for the moderate uncertainty scenario is calculated from the stan-
dard deviations of perturbations to the analyzed horizontal wind components used to create
ensemble members in a case study of tropical cyclogenesis prediction carried out by Sippel
and Zhang (2008). Those perturbations are consistent with the background error distribu-
tion used in NCEP's three-dimensional variational data assimilation scheme, and represent a
conservative estimate of the typical analysis error in the horizontal wind components (Sippel
and Zhang 2008). The a for the high uncertainty scenario is calculated from the horizontal
wind component observation error standard deviations assumed by NCEP for sonde profiles,
as reported in Sippel and Zhang (2008).
After the spj are drawn from N(0, E,), they are used to create a shear magnitude time
series for each ensemble member. To understand how this is done, first consider a certain
lead time, rather than the entire time series. At that certain lead time, each of the spj is
added to the control shear vector, s -= [ sC, 0], to produce a set of perturbed shear vectors,
sj ; j - 1... 100. Note that the components of the control shear vector must be assumed,
as only a magnitude, sc, is provided by the analysis. Fortunately, the distribution of the
magnitude of the perturbed shear vectors does not depend on how the components of s,
yield the magnitude sc, under the assumption that E, is of the form shown in Eq. 5.14. It
is the magnitudes of the perturbed shear vectors, sj ; j = 1... 100, that are provided to the
CHIPS ensemble members.
Three probability distributions of the magnitude of the perturbed shear vector ("shear
magnitude distributions"), each corresponding to a shear magnitude uncertainty scenario,
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Figure 5.16: Example shear magnitude distributions for the three shear magnitude uncer-
tainty scenarios described in the text, for control shear magnitude of (a) 0 ms- 1, (b) 5 ms- 1,
and (c) 10 ms- .
are shown in each panel of Fig. 5.16. The panels differ according to the value of the control
shear magnitude; s, = 0ms- 1 in panel a, sc - 5 ms- 1 in panel b, and s = 10 ms
-
' in panel c.
These shear magnitude distributions are calculated empirically, given s, and spj - N(O, Es).
Because shear magnitude has a lower bound of 0 ms- 1, the shear magnitude distributions
take on a non-Gaussian appearance when s, is near that lower bound (see Fig. 5.16a). For s,
well above 0 ms- 1 (see Fig. 5.16c), the shear magnitude distributions appear nearly Gaussian.
The control shear magnitude is not constant during a hindcast, so it is necessary to
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calculate sj at all lead times to formulate a perturbed shear magnitude time series. For this
calculation, the same spy are used at all lead times. This procedure ensures that there is
consistency with lead time in each perturbed shear magnitude time series.
e. CHIPS ensemble intensity hindcast samples
Hindcast cases are drawn from the record of Atlantic basin TCs over the years 2004-07.
To be included in the sample, a case must have 5 consecutive best-track points (spanning
24 h) at which the reanalyzed intensity is greater than or equal to 35 kt, and the cyclone is
designated as tropical or subtropical. This requirement ensures that CHIPS can be run with
a 24 h nudging interval, necessary to initialize the simulation. Should this requirement be
satisfied, a CHIPS ensemble intensity hindcast can be run for that case, with the simulation
started at the time of the first best-track point, and run freely from the time of the fifth
best-track point (the initial time) until the time at which the best track ends.
There are over 850 cases that meet the requirement set forth above. However, for an
individual TC there are typically many cases, as the initial times for neighboring cases (in
time) are separated by only 6 h. To reduce the number of hindcasts cases that must be run
while maintaining as much independence amongst the cases as possible, the overall sample
of cases is subsampled such that the cases chosen for a given TC have initial times that are
all separated from each other by at least 24 h. This subsampling procedure yields a 237-case
sample for which to run CHIPS ensemble intensity hindcasts.
A total of 9 CHIPS ensemble intensity hindcast samples is produced, with each sample
run using a different combination of the initial state (IS) uncertainty scenario and shear
magnitude (SM) uncertainty scenario. There are 3 IS uncertainty scenarios and 3 SM un-
certainty scenarios, so the 9 CHIPS ensemble intensity hindcast samples cover all possible
IS/SM uncertainty scenarios.
5.4.3 Results
a. CHIPS ensemble intensity hindcast example: Charley (2004)
The results of a particular CHIPS ensemble intensity hindcast are displayed in Fig. 5.17.
This hindcast is for Hurricane Charley, initialized at 06 UTC 10 August 2004. The moderate
IS uncertainty scenario and moderate SM uncertainty scenario are utilized in production of
the initial state and shear magnitude perturbations. Fig. 5.17a shows an intensity time series
for each of the 100 perturbed members (dark blue) and the control member (light blue). To
aid in the interpretation of the ensemble intensity hindcast, three time series of environmental
boundary conditions are included in Fig. 5.17. In panel a, the potential intensity is shown in
green. Panel b displays a time series of oceanic mixed layer depth and indicates when the TC
is over land with gray shading. Panel c shows the control shear magnitude time series in light
blue and the 100 perturbed shear magnitude time series in dark blue (the individual lines
are not discernible). The time-evolution of these EBCs reflects the translation of Charley
along the best track shown in Fig. 5.14.
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Figure 5.17: CHIPS ensemble intensity hindcast for Hurricane Charley, initialized at 06
UTC 10 August 2004. The hindcast uses the moderate uncertainty scenario for both initial
state and shear magnitude perturbations. (a) Time series of perturbed member hindcast
intensity (100 dark blue lines), control member hindcast intensity (light blue), potential
intensity (green), and best-track intensity (dashed black). (b) Time series of oceanic mixed
layer depth, in m. Gray shading indicates lead times at which the TC is over land. (c) Time
series of perturbed shear magnitude (100 dark blue lines) and control shear magnitude (light
blue), in ms- .
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As shown in Fig. 5.17a, all ensemble members intensify Charley from t - 0h until
landfall on the southwest Florida coast at approximately t - 62 h. This intensification is
supported by a low shear magnitude and a high potential intensity while Charley traverses
the Caribbean Sea and extreme southeastern Gulf of Mexico. After landfall in Florida, all
simulations rapidly weaken the vortex and do not recover when Charley moves back over
the Atlantic, likely due to the increase in shear magnitude. This weakening is too drastic,
as the best-track intensity (dashed black line in Fig. 5.17a) is substantially greater than the
intensity simulated by all the ensemble members during the time between the Florida landfall
and the second landfall along the Carolina coast. However, the best-track intensity is within
the range of possibilities shown by the ensemble during the all-important intensification
phase leading up to the Florida landfall18 .
While the ensemble member intensity "plumes" in Fig. 5.17a effectively demarcate the
ensemble intensity range, the plot conveys little sense of the distribution of ensemble mem-
ber intensity within that range. Hence, Fig. 5.18 is presented as an alternative ensemble
intensity hindcast display, in which the time-evolution of a continuous intensity probability
distribution is emphasized. In Fig. 5.18a, the time-evolution of this probability distribution
is represented by a colored intensity probability field (darker color = higher probability). A
vertical slice through this field would yield a continuous intensity probability distribution,
which has been calculated based on the 100 perturbed ensemble member intensities at the
lead time of that slice19 . Two solid black time series are superimposed on the intensity prob-
ability field, bounding an interval containing 90% of the intensity probability at every lead
time. The width of this 90% confidence interval can serve as a basic quantitative measure of
the intensity hindcast uncertainty, useful because it can be easily derived from a glance at a
plot like Fig. 5.18a. For that Hurricane Charley hindcast, the width of the 90% confidence
interval is approximately 1.8 kt at t 0 h, but expands to approximately 45 kt just before
Florida landfall at t = 62 h.
b. Quantifying intensity hindcast uncertainty
The width of the 90% confidence interval is a good first cut at quantifying the uncertainty
of the ensemble-based continuous intensity probability distribution, but other measures are
better-suited to summarize the uncertainty of the distribution as a whole (instead of con-
sidering just two particular quantiles). Two such measures are described here, and utilized
in the remainder of Sec. 5.4. The first is a quantity called the expected absolute error of
the median, or "EAE" for short. For continuous intensity probability distribution p(I) with
median Imedian, the EAE is calculated as
EAE = Imedi - I p(I)dI. (5.16)
EAE is the expected value of the absolute error for the optimal deterministic forecast
sCharley made landfall in Florida as a small (in horizontal scale) but very intense Category 4 hurricane.
19The continuous intensity probability distribution is modeled based on the discrete ensemble sample using
a kernel density approach. The kernel is chosen to be triangular (so the probability distribution is bounded)
with a standard deviation of 2 kt.
162
Charley (2004), Initial time: 8/10/06z
12 24 36 48 72
20'
0 12
(c) 30
20 ....
0-
10 12
0 12
24 36
I I
24 36
48 72 96
48 72 96
Lead time (h)
Figure 5.18: CHIPS ensemble intensity hindcast for Hurricane Charley, as in Fig. 5.17.
(a) The colored field shows the time-evolution of a continuous hindcast intensity probabil-
ity distribution, creating using the 100 perturbed ensemble members. Yellow indicates low
probability, red moderate probability, and black high probability. Two solid black time series
are superimposed on the colored field, bounding an interval containing 90% of the hindcast
intensity probability. The control hindcast intensity time series (light blue), potential inten-
sity time series (green), and best-track intensity time series (dashed black) are also shown.
Panels (b) and (c) are as in Fig. 5.17.
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Figure 5.19: Uncertainty measures for the CHIPS ensemble intensity hindcast of Hurricane
Charley shown in Figs. 5.17a and 5.18a. (a) Time series of expected absolute error of the
median. (b) Time series of entropy.
(Imedian), assuming the verifying value of I is randomly drawn from p(I). EAE is essen-
tially the absolute error version of the commonly-used "spread", which is the expected value
of the squared error for the optimal deterministic forecast (Imean), assuming the verifying
value of I is randomly drawn from p(I). EAE is preferred to spread because it weights all
parts of the distribution equally (no squaring) and has units of kt instead of kt2
The second measure of the uncertainty of the ensemble-based continuous intensity prob-
ability distribution is entropy. To calculate entropy, p(I) is first discretized into a vector of
probabilities representing 5 kt width categories; the probability of the ith category is denoted
pi. Entropy is then calculated according to the formula
H = - pi log2 (Pi). (5.17)
Recall from Chapter 4 that entropy is an information-theoretic measure of the uncertainty
in the value of a random variable (distributed, in the context of Eq. 5.17, according to the
pis), and that the units of entropy are bits of information.
Fig. 5.19 shows a time series of EAE (panel a) and a tinme series of entropy (panel b) for
the CHIPS ensemble intensity hindcast of Hurricane Charley displayed in Figs. 5.17a and
5.18a. Both time series reflect the increase in intensity hindcast uncertainty during Charley's
intensification phase and drastic decrease in intensity hindcast uncertainty immediately fol-
lowing the Florida landfall.
c. Average intensity hindcast uncertainty
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Lead time (h) 0 12 24 36 48 72 96 120 144 168
Full sample 237 221 200 182 163 126 96 72 55 40
Restricted sample 177 159 137 125 106 76 56 40 25 17
Table 5.4: CHIPS ensemble intensity hindcast sample size as a function of lead time, for
the "full" sample of 237 cases (described in Sec. 5.4.2) and the restricted sample (described
in Sec. 5.4.3). Note that even for the full sample, the sample size decreases with lead time.
This is because each hindcast is ended at the time of the final point in the best-track record
for that case.
EAE and entropy are both used here to investigate the sample average CHIPS ensemble
intensity hindcast uncertainty, which is expressed as a function of lead time and IS/SM
uncertainty scenario. The averages are calculated over a restricted sample of cases, rather
than the 237-case sample described in Sec. 5.4.2. The restricted sample does not include lead
times for cases in which (1) the TC is over land, or has traveled over land at any point since
the beginning of the nudging interval, and (2) the TC is in an environment with a potential
intensity of less than 75 kt, or has traveled through such an environment since the beginning
of the nudging interval. These two requirements exclude instances in which the intensity
hindcast uncertainty is dramatically reduced because all ensemble members have started to
dissipate the TC (e.g. Charley after the Florida landfall; see Figs. 5.17-5.19). Thus, the
restricted sample is representative of TCs in tropical waters. The restricted sample also does
not include a few cases in which the initialization procedure yields ensemble members with
initial intensities that vary much less than the corresponding desired initial intensities. This
tends to happen when the desired intensity (during the nudging interval) is greater than
the potential intensity, or when the desired intensity is very high. For reference, Table 5.4
compares the size of the restricted sample to that of the 237-case sample as a function of
lead time.
The average EAE for the restricted case sample is shown in Fig. 5.20, for each of the
9 IS/SM uncertainty scenarios. In Fig. 5.20, line color corresponds to the SM uncertainty
scenario and line type corresponds to the IS uncertainty scenario. It can be seen that at
t =0 h, average EAE depends only on the IS uncertainty scenario. However, as lead time
advances, the lines transition from grouping by IS uncertainty (same line type) to grouping
by SM uncertainty (same line color). Thus at late lead times, the average EAE depends
primarily on the SM uncertainty scenario, with some modulation due to the IS uncertainty
scenario (higher average EAE for higher IS uncertainty). IS uncertainty and SM uncertainty
are of roughly equal importance in determining average EAE at t = 30 h. Fig. 5.21 shows a
plot analogous to Fig. 5.20, but for average entropy instead of average EAE. It can be seen
that the results for average entropy are qualitatively the same as those described above for
average EAE.
A pragmatic manner of interpreting the average EAE results in Fig. 5.20 is to consider
the fractional reduction of average EAE due to a reduction in the uncertainty of the initial
state or shear magnitude. For example, Fig. 5.22a shows the fractional reduction of average
EAE due to reduction of IS uncertainty from high to moderate; i.e. the reduction of average
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Figure 5.20: Time series of average expected absolute error of the median (EAE) for the
restricted sample of CHIPS ensemble intensity hindcasts. A time series is plotted for each of
the 9 IS/SM uncertainty scenarios. Line color corresponds to the SM uncertainty scenario:
blue for low uncertainty, green for moderate uncertainty, and red for high uncertainty. Line
uncertainty, which is thought to be most realistional the fctiona EAE t s only 0.16
at t = 0 h, but increases with lead time. Beyond about t = 30 h, reduction of SM uncertainty
from high to moderate provides for a greater fractional reduction of the average EAE than
166
3.5
30
2 .5 ................ .. .......... .... 
0 12 24 36 48 72 96 120 144 168
Lead time (h)
Figure 5.21: Time series of average entropy for the restricted sample of CHIPS ensemble
intensity hindcasts. Each line is for a particular IS/SM uncertainty scenario, as in Fig. 5.20.
reduction of IS uncertainty from high to moderate, whereas before t = 30 h the opposite is
true. Results for average entropy are qualitatively similar (not shown).
d. Intensity hindcast uncertainty variability
Let us turn attention now to the case-to-case variability of CHIPS ensemble intensity
hindcast uncertainty, within the restricted case sample. Fig. 5.23 shows select relative fre-
quency distributions of hindcast entropy. Entropy is chosen for use here as the measure of
hindcast uncertainty because entropy distributions are compact relative to EAE distribu-
tions, which have long right tails. The characteristic forms of these two types of uncertainty
relative frequency distributions differ because EAE is roughly proportional to the standard
deviation of a hindcast intensity distribution, whereas entropy is roughly proportional to the
base-2 logarithm of the standard deviation of a hindcast intensity distribution.
Each column of Fig. 5.23 shows the entropy relative frequency distribution at four lead
times, ranging from 0 to 72h, for a particular IS/SM uncertainty scenario. For instance,
the middle column pertains to the moderate IS uncertainty scenario and the moderate SM
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Figure 5.22: Fractional reduction in average EAE of the CHIPS ensemble intensity hindcasts
(restricted sample) (a) due to reduction of IS uncertainty from high to moderate, and (b)due to reduction of SM uncertainty from high to moderate.
uncertainty scenario. The entropy relative frequency distribution broadens with lead time
for this IS/SM uncertainty scenario, especially between t = 0 h and t = 24h. At t = 48 h,
the minimum entropy is 1.5 bits and the maximum entropy is 4.4 bits. To put this in
the context of more familiar units, the minimum EAE is 2.5 kt and the maximum EAE is29.7 kt. The case-to-case variability of CHIPS ensemble intensity hindcast uncertainty is
enormous, even at relatively short lead times such as 24 h and 48 h. This is true not only forthe moderate/moderate IS/SM uncertainty scenario, but for all IS/SM uncertainty scenarios
(see the left column of Fig. 5.23 for the low/low uncertainty scenario and the right column
of Fig. 5.23 for the high/high uncertainty scenario).
Given the strong state dependent sensitivity of CHIPS-simulated intensity to the initial
intensity and shear magnitude identified in Sec. 5.3, the case-to-case variability of CHIPS
ensemble intensity hindcast uncertainty is not particularly surprising. Indeed, some of the
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Figure 5.23: Entropy relative frequency distributions for the restricted sample of CHIPS en-
semble intensity hindcasts. Each column pertains to a particular IS/SM uncertainty scenario
and each row pertains to a particular lead time (shown at the far left). The left column is for
low IS uncertainty and low SM uncertainty, the middle column is for moderate IS uncertainty
and moderate SM uncertainty, and the right column is for high IS uncertainty and high SM
uncertainty.
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case-to-case variability of intensity hindcast uncertainty can be explained by the variability
of control initial intensity and control shear magnitude within the restricted sample. Such
a conclusion can be drawn from Fig. 5.24, which shows t = 24 h entropy as a function of
control initial intensity and 0-24 h average control shear magnitude, for the cases of the
restricted sample (moderate/moderate IS/SM uncertainty scenario). The scatter plot in
Fig. 5.24b marks the combination of control initial intensity and 0-24h average control
shear magnitude for each case with a dot, with the color of that dot corresponding to the
intensity hindcast entropy. The scatter plot is flanked by two sets of box-and-whisker plots,
showing the entropy distribution as a function of 0-24 h average control shear magnitude
in Fig. 5.24a, and the entropy distribution as a function of control initial intensity in Fig.
5.24c20
It can be seen from the box-and-whisker plots in panels a and c of Fig. 5.24 that intensity
hindcast entropy tends to be highest when the 0-24 h average control shear magnitude is
around 6 ms-1 , or when the control initial intensity is less than 45 kt. Such results are
consistent with the state dependent simulated intensity sensitivity results of Sec. 5.3, in
which it was shown that simulated intensity is most sensitive to shear magnitude when the
shear magnitude is low-moderate and the simulated intensity is most sensitive to initial
intensity when the initial intensity is low. Furthermore, the concentration of red dots in the
lower-left corner of Fig. 5.24b signifies that cases with a combination of low-moderate 0-24 h
average control shear magnitude and low initial intensity tend to have the highest intensity
hindcast entropy.
However, it is clear from Fig. 5.24 that initial intensity and shear magnitude are not
the only factors determining intensity hindcast uncertainty. Right alongside the exceptional
high-entropy cases (red dots) in the lower-left corner of Fig. 5.24b, there are also moderate-
entropy cases (green dots) that fall at the central tendency of the t = 24 h entropy relative
frequency distribution (see Fig. 5.23, middle column, second row). Consider, as well, that
there are a few high-entropy cases mixed amongst the primarily low-entropy and moderate-
entropy cases for control initial intensity greater than 60 kt and for 0 -24 h average control
shear magnitude greater than 10 ms- .
The variability of potential intensity within the sample of restricted cases is likely to
be one factor behind the instances of "anomalous" entropy cited above, given the evidence
provided by Fig. 5.25 (which is like Fig. 5.24, except that 0 24 h average control shear
magnitude has been replaced with 0-24 h average potential intensity). Fig. 5.25a shows
that intensity hindcast entropy at t = 24 h tends to increase with 0-24 h average potential
intensity. Also, the concentration of red dots in the upper-left corner of Fig. 5.25b implies
that the combination of low initial intensity and high 0-24 h average potential intensity
promotes particularly high-entropy CHIPS ensemble intensity hindcasts. These results are
2 0The sets of box-and-whisker plots are made by binning the data into 5 equally-populated categories,
according to either 0 -24 h average control shear magnitude or control initial intensity, and then producing
a box-and-whisker plot for the sample of entropy values in each category. In a box-and-whisker plot, the
red line marks the sample median, the blue box extends from the first to the third sample quartile, and the
whiskers extend to the sample extrema.
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Figure 5.24: Entropy of the t = 24h CHIPS ensemble intensity hindcasts
ate/moderate IS/SM uncertainty scenario, restricted cases), as a function of (a) 0-24 h aver-
age control shear magnitude, (c) control initial intensity, and (b) both of the aforementioned
variables. Panels a and c each show a set of five box-and-whisker plots, representing the
distribution of entropy for five categories of 0-24h average control shear magnitude and
control initial intensity, respectively. Panel b shows a scatter plot of control initial intensity
vs. 0-24 h average control shear magnitude, where the color of the dot corresponds to the
t = 24 h hindcast entropy for each case.
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intuitively reasonable, as cases with a high potential intensity can support a larger range of
ensemble member intensities than cases with a low potential intensity.
Unlike potential intensity, the 0-24h average mixed layer depth does not have a clear
relationship with t = 24h entropy. This is consistent with the results of Sec. 5.3, where
it was found that CHIPS-simulated intensity is quite insensitive to mixed layer depth for
average TC translational velocity. However, it would be premature to conclude that ocean
interaction plays no role in determining CHIPS ensemble intensity hindcast uncertainty. For
cases in which a TC slowly translates across an ocean with a shallow mixed layer, there
is evidence that ocean interaction serves to limit the range of ensemble member intensity,
somewhat like a low potential intensity. An example of such a situation, for Hurricane Maria
(2005), will be examined shortly.
e. Case studies
Four CHIPS ensemble intensity hindcast cases are examined in detail here. The first case
study, for Charley (2004), was discussed at the beginning of this section (also see Fig. 5.14
and Figs. 5.17-5.19), but now it can be interpreted in the context of the results concerning
the case-to-case variability of hindcast uncertainty. It was noted earlier that the uncertainty
of the ensemble intensity hindcast for Charley increased with lead time until landfall in
Florida, as shown by the EAE and entropy time series in Fig. 5.19, which pertain to the
hindcast using moderate IS uncertainty and moderate SM uncertainty. The entropy for this
hindcast approaches 3.5 bits, a value well above the sample average. The relatively high
uncertainty for the hindcast of Charley is consistent with the initial state and environmental
influences on entropy deduced earlier: Charley has a fairly low control initial intensity of
55 kt, a low-moderate control shear magnitude that averages approximately 7 ms'- from the
initial time until landfall, and a high potential intensity that averages approximately 145 kt
from the initial time until landfall.
Thus far, the uncertainty of a Hurricane Charley hindcast initialized at 06 UTC 10
August 2004 has only been examined for the particular scenario of moderate IS uncertainty
and moderate SM uncertainty. However, the intensity hindcast uncertainty for this case
depends greatly on the IS/SM uncertainty scenario, as demonstrated by Fig. 5.26. The nine
panels of Fig. 5.26 show the time-evolution of the continuous intensity hindcast probability
distribution for each IS/SM uncertainty scenario, using the same plotting style as Fig. 5.18a
(the middle panel of Fig. 5.26 is the same as Fig. 5.18a). Comparing the panels of any row in
Fig. 5.26, it can be seen that increasing the IS uncertainty serves to increase the width of the
intensity hindcast distribution, especially at early lead times and for low SM uncertainty (see
bottom row). Comparison of the panels of any column in Fig. 5.26 reveals that increasing the
SM uncertainty also functions to increase the width of the intensity hindcast distribution,
especially for later lead times (before landfall) and for low IS uncertainty (see left column).
Such results are typical, but are particularly easy to see for this case because the hindcast
intensity is so sensitive to the initial state and environmental boundary conditions.
The second case study is of Hurricane Florence, for the hindcast initialization time of 18
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Figure 5.26: CHIPS ensemble intensity hindcast for Hurricane Charley, initialized at 06
UTC 10 August 2004, for all 9 initial state/shear magnitude uncertainty scenarios. Each
row pertains to a SM uncertainty scenario and each column to an IS uncertainty scenario.
The plot style used in each panel is the same as in Fig. 5.18a, except that the best-track
intensity is not included here.
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Figure 5.27: Portion of the best-track reanalysis for Hurricane Florence (2006) utilized in
the hindcast initialized at 18 UTC 6 September 2006. Plot style is as in Fig. 5.14. Specific
hindcast lead times are shown as follows: magenta for t = 0 h, red for t = 12 h, orange for
t = 24 h, yellow for t = 36 h, green for t = 48 h, light blue for t = 72 h, dark blue for t = 96 h,
and purple for t = 120 h.
UTC 6 September 2006. Florence was an unremarkable TC, spending its life cycle over the
open Atlantic (see Fig. 5.27 for the best track of Florence in the context of the aforemen-
tioned hindcast) and attaining a maximum intensity of 80 kt. However, the CHIPS ensemble
intensity hindcasts for Florence are remarkable for their uncertainty, the highest amongst
all cases. For example, the ensemble intensity hindcast for Florence run with moderate IS
uncertainty and moderate SM uncertainty is displayed in Fig. 5.28, and the corresponding
EAE and entropy time series are shown in Fig. 5.29. Fig. 5.28 shows that the intensity
hindcast distribution becomes distinctly bimodal as lead time advances, with one mode for
developing TCs, one mode for weakening TCs, and a region of low (but non-zero) probability
in between the modes. This arrangement causes the width of the 90% confidence interval for
intensity (marked by the solid black lines in Fig. 5.28) to grow from approximately 18 kt at
t = 0 h to nearly 100 kt at t = 48 h. This rapid increase in hindcast uncertainty is reflected
by the EAE and entropy time series in Fig. 5.29; the EAE peaks at 30 kt and the entropy
peaks at 4.4 bits between t = 48 h and t = 72 h.
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5.28: CHIPS ensemble intensity hindcast for Hurricane Florence, initialized at 18
September 2006. The hindcast uses the moderate IS uncertainty scenario and mod-
erate SM uncertainty scenario. Plot style is as in Fig. 5.18.
176
120
120
120
I :
. . . . . . . . . . . . . . .
. . . . . . . . . . . . . .
r-1
... ... ... .. ... ... ... ..
.
. ... . . . .60t-
Florence (2006), Initial time: 9/6/18z
0 12 24 36 48 72 96 120
4.
0 12 24 36 48 72 96 120
Lead time (h)
Figure 5.29: Uncertainty measures for the CHIPS ensemble intensity hindcast of Hurricane
Florence shown in Fig. 5.28a. (a) Time series of expected absolute error of the median. (b)
Time series of entropy.
All the IS/EBC ingredients identified as promoting a high uncertainty intensity hindcast
come together in the case of Florence. The initial intensity is low (near 40 kt), ideal for a high-
uncertainty hindcast, and the average control shear magnitude over the first 72 h is 5 ms- ',
again ideal for a high-uncertainty hindcast. Furthermore, the average potential intensity
over the first 72 h is quite high, another factor promoting a high-uncertainty hindcast. After
t = 72 h, though, the decrease in potential intensity and the increase in shear magnitude
begin to cause the highest-intensity ensemble members to steadily weaken. This causes
sharpening of the hindcast intensity distribution, and thus reduces the hindcast uncertainty,
through t = 120 h. The Florence case actually demonstrates a very general and important
result: CHIPS ensemble intensity hindcast uncertainty does not monotonically increase with
lead time, even when there is no landfall, as hindcast uncertainty is strongly tied to the
environment of the simulated TC.
Fig. 5.30 shows the 9 CHIPS ensemble intensity hindcasts for Florence, each with a
different IS/SM uncertainty scenario. Unlike Fig. 5.26 for the Charley case, Fig. 5.30 shows
that the uncertainty of the ensemble intensity hindcast for Florence varies little with the
IS/SM uncertainty scenario; the hindcast is very uncertain for all scenarios. This is an
atypical case, but yet provides a sobering example of the extreme sensitivity a CHIPS-
simulated TC can have to its initial state and environment in a real hindcast situation.
The third case study is of Hurricane Maria, for the hindcast initialization time of 18
UTC 2 September 2005. Maria trekked on a primarily poleward path through the central
Atlantic, briefly attaining major hurricane status (intensity of 100 kt or greater) along the
way. The best track for Maria, in the context of the aforementioned hindcast, is showna .  st trac  f r ri , i  t e c te t f t  af re e ti e  i cast, is sho n
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Figure 5.30: CHIPS ensemble intensity hindcast for Hurricane Florence, initialized at 18
UTC 6 September 2006, for all 9 initial state/shear magnitude uncertainty scenarios. Each
row pertains to a SM uncertainty scenario and each column to an IS uncertainty scenario.
The plot style used in each panel is the same as in Fig. 5.18a, except that the best-track
intensity is not included here.
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Figure 5.31: Portion of the best-track reanalysis for Hurricane Maria (2005) utilized in the
hindcast initialized at 18 UTC 2 September 2005. Plot style is as in Fig. 5.14. Specific
hindcast lead times are shown as follows: magenta for t = 0 h, red for t = 12 h, orange for
t = 24 h, yellow for t = 36 h, green for t = 48 h, light blue for t = 72 h, dark blue for t = 96 h,
and purple for t = 120 h and t = 144 h.
by Fig. 5.31. The CHIPS ensemble intensity hindcast for the moderate IS uncertainty and
moderate SM uncertainty scenario is shown in Fig. 5.32, and the corresponding EAE and
entropy time series are shown in Fig. 5.33. During the first 24 h of the Maria hindcast there
is rapid growth of the intensity hindcast uncertainty, promoted by a fairly low control initial
intensity (55 kt), very low control shear magnitude (4 ms- 1 ), and an above average potential
intensity. Then, between t = 24 h and t = 48 h, the hindcast uncertainty decreases, as
the higher-intensity ensemble members weaken and the lower intensity ensemble members
intensify, causing sharpening of the hindcast intensity distribution. Decreasing potential
intensity likely contributes to the weakening of the most intense ensemble members, but
ocean interaction provides a more compelling argument to explain the sharpening of the
hindcast intensity probability distribution.
A number of circumstances support the idea of ocean interaction causing a sharpening
of the hindcast intensity distribution in the case of Hurricane Maria. Fig. 5.31 shows that
between t = 24 h (orange dot) and t = 48 h (green dot), Maria moved slowly. The storm's
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Figure 5.32: CHIPS ensemble intensity hindcast for Hurricane Maria, initialized at 18 UTC
2 September 2005. The hindcast uses the moderate IS uncertainty scenario and moderate
SM uncertainty scenario. Plot style is as in Fig. 5.18.
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Figure 5.33: Uncertainty measures for the CHIPS ensemble intensity hindcast of Hurricane
Maria shown in Fig. 5.32a. (a) Time series of expected absolute error of the median. (b)
Time series of entropy.
average forward speed during this interval was only 4 mns - . This slow motion occurred over
an ocean with a shallow mixed layer, as shown by Fig. 5.32b. Such conditions are conducive
for substantial cooling of the oceanic mixed layer in CHIPS, and hence simulated SST.
Indeed, the SST anomaly (relative to the pre-storm value) induced by the control member TC
maximizes in amplitude at t = 36 h, with a value of -1.8 oC. This is a substantial cooling of the
SST. Furthermore, ocean interaction also explains how the most intense ensemble members
could weaken while simultaneously the least intense ensemble members continue to intensify,
as all else being equal, the magnitude of the SST anomaly will increase with intensity. Thus,
it appears that ocean interaction can cause a sharpening of a CHIPS ensemble hindcast
intensity distribution.
Fig. 5.32 shows that after t = 48 h, the intensity hindcast distribution continues to
sharpen, resulting in a slowly declining EAE and entropy (see Fig. 5.33). Continuing ocean
interaction plays a role in this sharpening between t = 48 h and t = 72 h, but decreasing po-
tential intensity and increasing shear are likely the primary factors promoting an increasingly
certain hindcast. Fig. 5.34 displays all 9 of the CHIPS ensemble intensity hindcasts for the
Maria case, each for a different IS/SM uncertainty scenario. It can be seen that the degree
of uncertainty in the initial state has a profound effect on the uncertainty of the short-term
ensemble intensity hindcast in this case. The impact of shear magnitude uncertainty on
ensemble intensity hindcast uncertainty is most apparent for lead times beyond 48 h.
The final case study presented here is of Hurricane Frances, for the hindcast initialized
at 18 UTC 28 August 2004. The best track for Frances, in the context of the aforemen-
tioned hindcast, is shown in Fig. 5.35. Frances was a long-lived Cape Verde TC that took a
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Figure 5.34: CHIPS ensemble intensity hindcast for Hurricane Maria, initialized at 18 UTC
2 September 2005, for all 9 initial state/shear magnitude uncertainty scenarios. Each row
pertains to a SM uncertainty scenario and each column to an IS uncertainty scenario. The
plot style used in each panel is the same as in Fig. 5.18a, except that the best-track intensity
is not included here.
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Figure 5.35: Portion of the best-track reanalysis for Hurricane Frances (2004) utilized in
the hindcast initialized at 18 UTC 28 August 2004. Plot style is as in Fig. 5.14. Specific
hindcast lead times are shown as follows: magenta for t = 0 h, red for t = 12 h, orange for
t = 24 h, yellow for t = 36 h, green for t = 48 h, light blue for t = 72 h, dark blue for t = 96 h,
and purple for t = 120 h, t = 144 h, and t = 168 h.
primarily westward path across the Atlantic, eventually making landfall on the east coast of
Florida. Frances spent nearly a week as a major hurricane, but weakened to a Category 2 on
the Saffir-Simpson intensity scale before landfall. Fig. 5.36 shows the CHIPS ensemble inten-
sity hindcast for Frances, under the moderate IS uncertainty and moderate SM uncertainty
scenarios. A peculiar aspect of this particular hindcast is the broad local minimum centered
at t = 72 h in the EAE time series and in the entropy time series, as shown in Fig. 5.37. It
appears from Fig. 5.36 that this local minimum in the intensity hindcast uncertainty time
series is because of an extended period of unusually low shear magnitude, which allowed most
of the ensemble members to intensify nearly to the potential intensity. Ensemble members
have "collected" near the potential intensity because they cannot maintain a higher inten-
sity at steady state; the potential intensity bound serves to sharpen the intensity hindcast
distribution and therefore reduce its uncertainty. A low shear magnitude tends to promote
high-uncertainty CHIPS ensemble intensity hindcasts, but the Frances case demonstrates
that this is not always true.
5.4.4 Summary and discussion
Here, a CHIPS ensemble-based probabilistic prediction system for tropical cyclone inten-
sity has been developed and subsequently applied to produce hindcasts for a large sample
of recent Atlantic basin TCs. A CHIPS ensemble intensity hindcast accounts for the un-
certainty inherent in the analysis of a TC's initial intensity, initial intensification rate, and
magnitude of the 850-250 hPa environmental vertical wind shear. This is done by perturb-
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Figure 5.36: CHIPS ensemble intensity hindcast for Hurricane Frances, initialized at 18 UTC
28 August 2004. The hindcast uses the moderate IS uncertainty scenario and moderate SM
uncertainty scenario. Plot style is as in Fig. 5.18.
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Figure 5.37: Uncertainty measures for the CHIPS ensemble intensity hindcast of Hurricane
Frances shown in Fig. 5.36a. (a) Time series of expected absolute error of the median. (b)
Time series of entropy.
ing the aforementioned analyzed initial state (IS) variables and analyzed shear magnitude
(SM) time series in a manner that is consistent with the assumed characteristics of the cor-
responding analysis error distributions for real TCs. A range of plausible IS/SM uncertainty
scenarios are considered, each for different assumptions about the nature of the analysis error
distributions.
Investigation of the CHIPS ensemble intensity hindcasts focused on the uncertainty in-
herent in the intensity hindcast distribution, as measured by expected absolute error of the
median (EAE) and entropy. Intensity hindcast uncertainty varies as a function of the IS/SM
uncertainty scenario utilized, the TC case simulated, and hindcast lead time. First, consider
the average intensity hindcast uncertainty, taken over the sample of cases. At the initial time,
the average intensity hindcast uncertainty depends only on the IS uncertainty scenario, but
as lead time advances, the SM uncertainty scenario rapidly becomes the dominant factor
determining average intensity hindcast uncertainty. The IS uncertainty scenario and SM
uncertainty scenario are of roughly equal importance in determining average intensity hind-
cast uncertainty at approximately t = 30 h, a rather short lead time compared to the typical
duration of a TC intensity prediction (120 h). This "cross-over point" would be at an even
shorter lead time if the CHIPS ensembles were run in forecast mode, in which uncertainty
in the shear magnitude would tend to grow with lead time, instead of hindcast mode, in
which uncertainty in the shear magnitude is constant. As such, these results suggest that it
is better to reduce shear magnitude uncertainty than initial state uncertainty in any effort
to reduce the overall uncertainty of TC intensity predictions (at least for CHIPS).
The initial state/shear magnitude uncertainty scenario, however, is not the only relevant
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factor determining the uncertainty of a particular CHIPS ensemble intensity hindcast. The
somewhat astonishing case-to-case variability of intensity hindcast uncertainty speaks to the
importance of the initial state and time-evolution of the environmental boundary conditions
in controlling the uncertainty of a CHIPS ensemble intensity hindcast. Such a result is
consistent with the state dependent sensitivity of CHIPS-simulated intensity described in
Sec. 5.3. There, in the idealized context of constant environmental boundary conditions,
it was found that simulated intensity is most sensitive to initial intensity when that initial
intensity is low, and that simulated intensity is most sensitive to shear magnitude when
that shear magnitude is low to moderate. The uncertainty of the CHIPS ensemble intensity
hindcasts (for a particular IS/SM uncertainty scenario) does tend to increase with decreasing
control initial intensity and decreasing control shear magnitude. However, there are other
environmental influences on intensity hindcast uncertainty. For instance, potential intensity
is related to hindcast uncertainty, as higher potential intensity tends to promote a higher
uncertainty intensity hindcast. Also, interaction of a TC with the upper ocean appears
to reduce hindcast uncertainty, although this effect is difficult to diagnose in a systematic
manner because it depends on the mixed layer depth, forward speed of the TC, bathymetry,
and oceanic vertical temperature profile.
Finally, a number of case studies of CHIPS ensemble intensity hindcasts were pre-
sented. In a collective sense, these examples convey the overarching conclusion that the
time-evolution of intensity hindcast uncertainty is largely controlled by the characteristics of
the TC's environment. Certainly some of this is related to the finite lifetime of tropical cy-
clones: move a TC over land, and weakening leading to dissipation is the inevitable outcome.
Remove such landfall cases from consideration, though, and there is still substantial devia-
tion of individual intensity hindcast uncertainty time series from a monotonically increasing
function, as the intensity hindcast uncertainty responds to the evolution of the environment
on a case-by-case basis. Such results suggest that the capability of an ensemble-based prob-
abilistic intensity prediction system to provide guidance on the state dependent evolution of
intensity forecast uncertainty would represent an important advance over statistical models
that describe the mean evolution of intensity forecast uncertainty (based on deterministic
intensity forecast error statistics, for example). Thus, it is thought that continued develop-
ment of the CHIPS ensemble to produce intensity forecasts, instead of hindcasts, is a useful
path to take in future research.
5.5 Conclusions
The specific results of this work are summarized in Secs. 5.3.4 and 5.4.4, so here the broader
scope of such results is addressed. As a prelude to this effort, recall from Sec. 5.1 that the
objective of this study is to comprehensively evaluate the possibility that the uncertainty
inherent in a TC intensity prediction is large due to the sensitivity of the system to initial
state and environmental perturbations consistent with typical analysis errors. This objective
is one aspect of the larger effort to understand why operational deterministic TC intensity
predictions are of such low quality, focusing on the role of predictability in constraining
deterministic forecast quality.
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With respect to the aforementioned objective of the study, the potential for high uncer-
tainty TC intensity predictions certainty exists in CHIPS, given the sensitivity results of
Sec. 5.3. There, simulated intensity changes of 10s of knots per ms-1 of shear magnitude
or per 5 kt of initial intensity were observed. Furthermore, such extreme sensitivity is not
for atypical combinations of initial intensity and shear magnitude, but rather for the most
common combinations of initial intensity and shear magnitude observed for Atlantic basin
TCs.
Whether this potential of CHIPS to produce highly uncertainty intensity predictions is
(on average) fulfilled or not depends on which initial state/shear magnitude uncertainty
scenario is assumed. The most optimistic of the realistic choices is the moderate/moderate
IS/SM uncertainty scenario, which assumes aircraft-based TC observations are available to
help analyze the initial vortex state, and the shear vector component analysis error standard
deviation is 1.49 ms- 1 (about half the observation error standard deviation of an individual
sonde). For this IS/SM uncertainty scenario, the average expected absolute error of the
median (EAE) at t = 48 h is 7 kt for the CHIPS ensemble intensity hindcasts. This is quite
a bit of uncertainty, considering that 7 kt can be thought of as a lower bound for the MAE
of a CHIPS deterministic hindcast system (one in which the model is perfect and the true
analysis distribution is known, such that the optimal deterministic forecast can be issued).
For a CHIPS deterministic forecast system, the EAE is certain to be considerably higher,
once forecast uncertainty in the environmental boundary conditions is taken into account.
Hence, the results of this study suggest that the uncertainty inherent in a TC intensity
prediction is large (on average), and that low predictability is perhaps the primary factor
currently limiting the quality of deterministic TC intensity predictions. However, to make a
more definitive statement on such issues, it will be necessary to develop a CHIPS ensemble
intensity forecast system, as discussed in Chapter 6.
In closing, it must be emphasized that the results shown here concerning the predictability
of TC intensity are valid for CHIPS, but not necessarily for actual TCs. Further study of TC
intensity predictability is needed in a hierarchy of models, in order to assess what features
of TC intensity predictability are shared by the various models (and perhaps by nature),
and what predictability results appear to be model-specific. Of particular concern with
regard to CHIPS is the empirical manner in which the effects of environmental wind shear
are parameterized. A shear parameterization is necessary for an axisymmetric atmospheric
model to account for the effects of shear on the vortex, but how to do this with a physically-
based parameterization remains is an issue needing further study. If such a physically-based
shear parameterization can be developed for CHIPS or another axisymmetric model (e.g.
Rotunno and Emanuel 1987), it would be of great interest to examine the sensitivity of
simulated intensity to shear in the context of that model, in order to compare with the results
shown here. Systematic TC intensity predictability study in a contemporary mesoscale model
like the HWRF or GFDL is also desirable, although this currently represents a computational
challenge. Perhaps the TC intensity predictability results in the context of CHIPS can serve
to guide focused study of simulated intensity sensitivity in the context of these more complex
models.
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Chapter 6
Conclusions and future directions
Summaries of Chapters 2-5 are provided in Sec. 6.1, to review the primary results presented
in this thesis and the implications of those results. The overall conclusions are then set forth
in Sec. 6.2, and directions for future research are described in Sec. 6.3.
6.1 Chapter summaries
Chapter 2: Verification of probabilistic forecasts
Chapter 2 investigates the theoretical consequences of utilizing a scoring rule (a type of
summary measure) in the development of a probabilistic forecast system for a scalar pre-
dictand, such as tropical cyclone intensity. Three scoring rules are considered: continuous
ranked probability score (CRPS), ignorance score (IGN), and "spread-skill score" (SSS).
CRPS and IGN are shown to have a unique optimal forecast 1 of the true forecast proba-
bility distribution, meaning that use of CRPS or IGN in the probabilistic forecast system
development process unambiguously encourages prediction of the true forecast probability
distribution. However, SSS is shown to have infinitely many optimal forecasts, only one of
which is the true forecast probability distribution. Hence, a probabilistic forecast system
developed through SSS optimization will not necessarily be driven to produce a prediction
of the true forecast probability distribution. Because of this deficiency, probabilistic forecast
system developers should choose to utilize CRPS or IGN instead of SSS.
In choosing between continuous ranked probability score and ignorance score, the proba-
bilistic forecast system developer must consider how CRPS and IGN score imperfect forecasts
relative to each other and relative to the true forecast probability distribution. For Gaussian
distributions, as long as the forecast mean is not equal to the true mean it is best to predict
some standard deviation greater than the true standard deviation, under both CRPS and
IGN verification. However, CRPS and IGN differ drastically in the scoring of a Gaussian
forecast probability distribution with a standard deviation smaller than the true standard
1Recall that an optimal forecast, in the context of a particular scoring rule, is a prediction that optimizes
the expected value of that scoring rule, given that the corresponding observation is drawn randomly from
the true forecast probability distribution.
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deviation, as IGN is expected to assign a much higher score than CRPS. It is concluded,
then, that IGN should be utilized in probabilistic prediction applications in which it is of
paramount importance not to underestimate probabilities in the tails of the true forecast
probability distribution, while CRPS is amenable to more general use.
Chapter 3: Measures-oriented verification of deterministic forecasts
In a manner analogous to Chapter 2, Chapter 3 explores the theoretical consequences of
utilizing a summary accuracy measure in the development of a deterministic forecast sys-
tem for a scalar predictand. The two commonly-used summary accuracy measures, mean
absolute error (MAE) and mean squared error (MSE), are examined in detail. It is shown
that the optimal forecast in the context of MAE is the median of the true forecast prob-
ability distribution, while the optimal forecast in the context of MSE is the mean of the
true forecast probability distribution. Use of either MSE or MAE in the development of a
deterministic forecast system is justifiable, as there is no theoretically-optimal deterministic
forecast. Indeed, it is up to the deterministic forecast system developer to implicitly define
the optimal deterministic forecast through the choice of a summary (accuracy) measure.
For deterministic dynamical model development, use of MAE or MSE verification must
proceed with great caution, if a goal of the model development process is to better simulate
the true system dynamics. This is because it is not necessarily possible to produce the
optimal forecast time-trajectory, under absolute error or squared error verification, using the
true system dynamics (for a multivariate nonlinear system). Hence, there is no guarantee
that driving deterministic dynamical model development with MAE or MSE verification will
result in a convergence of the model dynamics to the true system dynamics. Development of
a deterministic dynamical model in the context of an ensemble-based probabilistic forecast
system, verified with CR,PS or IGN, does not suffer from this difficulty. In addition, the
optimal forecast time-trajectory, under absolute error or squared error verification, can be
estimated from the time-evolution of the ensemble-based forecast probability distribution, if
an accurate deterministic forecast is still desired.
Chapter 4: Distributions-oriented verification of deterministic forecasts
Chapter 4 applies advanced distributions-oriented verification techniques to assess the
quality of operational deterministic TC intensity predictions. This investigation serves a
number of objectives. First, the graphical representation of the joint probability distribu-
tion of forecasts and observations provides compelling evidence that the complex nature of
forecast quality is impossible to encapsulate with a scalar summary measure. Thus, the
goal of optimizing a summary measure of a particular attribute of forecast quality (such
as accuracy) through the deterministic forecast system development process is clearly not
equivalent to the goal of optimizing forecast quality itself.
Since the development of operational deterministic TC intensity forecast systems is driven
by summary accuracy measure optimization, it is of interest to understand the implications
of this state of affairs for the fulll scope of operational deterministic TC intensity forecast
quality. Hence, the primary objective of Chapter 4 is to interpret the distributions-oriented
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verification results within the context of the theory developed in Chapter 3. The funda-
mental finding, common to all four operational deterministic TC intensity forecast systems
considered2 , is that the marginal probability distribution of forecast intensity sharpens with
lead time relative to the marginal probability distribution of observed intensity. Such evolu-
tion of the marginal forecast distributions is argued to be a consequence of the response of
each intensity forecast system to the demand of summary accuracy measure optimization:
the intensity forecasts asymptote with lead time toward the central tendency of the climato-
logical intensity distribution, in an attempt to predict the optimal forecast time-trajectory.
The characteristics of the marginal distributions largely explain the characteristics of the
joint distributions of forecasts and observations, which can then be used to diagnose various
attributes of operational deterministic TC intensity forecast quality. It is shown that the
TC intensity forecasts perform well in terms of unconditional bias and type I conditional
bias, but perform very poorly in terms of type II conditional bias. This demonstrates that
all attributes of deterministic forecast quality are not optimized through forecast system
development driven by summary accuracy measure optimization. Ultimately, the decision
to use a particular summary measure in deterministic forecast system development should
be based on the attributes of forecast quality considered most desirable, as it is unrealistic
to expect optimization of a particular summary measure to promote good forecasts with
respect to all attributes of forecast quality.
Given the difficulty of utilizing distributions-oriented verification results to inform an ob-
jective decision concerning the relative quality of two forecast samples, summary measures
are expected to continue in their present role as an integral part of the deterministic forecast
system development process. As such, the third objective of Chapter 4 is to investigate
summary measures pertaining to non-traditional attributes of forecast quality. A summary
measure of forecast information content, the mutual information between the forecasts and
observations, is shown to have great versatility and an appealing probabilistic interpreta-
tion. Mutual information can be interpreted as the average reduction in uncertainty about
the verifying observation due to knowledge of the forecast, relative to the uncertainty in-
herent in the sample climatological distribution of observations. Mutual information also
can seamlessly include forecast/observation realizations involving a nominal categorization
of the predictand. This is a great advantage of mutual information over MAE in verifica-
tion of deterministic TC intensity forecasts, in which many forecast/observation realizations
involve "dissipation" of the TC as the forecast and/or observation.
Chapter 5: Predictability and probabilistic prediction of tropical cyclone inten-
sity
Chapter 5 explores the predictability of tropical cyclone intensity, in order to evaluate
the possibility that the poor quality of operational deterministic TC intensity forecasts (seen
in Chapter 4) is due to the sensitivity of TC intensity to differences in the initial vortex state
and environment that are consistent with typical analysis errors. This investigation is carried
out in the context of the Coupled Hurricane Intensity Prediction System (CHIPS), a simple
dynamical TC model with exceptional computational efficiency. To begin, a massive set of
2The National Hurricane Center forecasters, two statistical models, and a dynamical model.
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CHIPS simulations run with highly idealized environmental boundary conditions are used to
study the sensitivity of simulated intensity to the initial intensity, initial intensification rate,
environmental wind shear magnitude, and oceanic mixed layer depth. Overall, simulated
intensity is found to be much more sensitive to the initial intensity and shear magnitude
than to the initial intensification rate and mixed layer depth. The sensitivity of simulated
intensity to initial intensity and shear magnitude is not uniform across the range of plausible
values for those variables, but instead is highly state dependent. This state dependence of
the sensitivity is such that simulated intensity is most sensitive to the initial intensities and
shear magnitudes most likely to be observed for Atlantic basin TCs, suggesting that the
most common TC intensity forecast situations are also the most unpredictable.
The sensitivity results described above are used to guide the development of a CHIPS
ensemble, designed to produce probabilistic intensity hindcasts that account for the analysis
uncertainty inherent in the initial vortex state and shear magnitude time series. CHIPS
ensemble intensity hindcasts are produced for a large sample of recent Atlantic basin TC
cases, under a variety of assumptions about TC analysis uncertainty. The time-evolution
of CHIPS ensemble intensity hindcast uncertainty is found to be highly dependent on the
initial vortex state and the evolving characteristics of the TC's environment. This leads to
extreme case-to-case variability of intensity hindcast uncertainty, regardless of the assump-
tions concerning the analysis uncertainty. The case-to-case variability of intensity hindcast
uncertainty can be attributed in part to the state dependent sensitivity of CHIPS-simulated
intensity to the initial state and shear magnitude, but it is clear that other aspects of the
environment also influence intensity hindcast uncertainty (e.g., potential intensity and upper-
ocean state). The complex response of CHIPS ensemble intensity hindcast uncertainty to
the time-evolution of the TC environment suggests that efforts in probabilistic TC intensity
prediction should not ignore the state dependence of forecast uncertainty.
As would be expected, the sample average CHIPS ensemble intensity hindcast uncertainty
increases with the assumed degree of uncertainty in the analyzed initial state and analyzed
shear magnitude time series. It is unknown which set of assumptions concerning the analysis
uncertainty is most reflective of reality. For the assumptions considered most plausible, the
corresponding average expected absolute error of the CHIPS ensemble intensity hindcasts for
TCs over tropical waters ranges from 7-11 kt for lead times beyond 48 h. Average expected
absolute error can be thought of as a lower bound for deterministic TC intensity hindcast
MAE. Average expected absolute error for CHIPS ensemble intensity forecasts is certain to
be even higher, such that low predictability could be the primary factor limiting the quality
of contemporary operational deterministic TC intensity predictions. Further research is
necessary to evaluate this possibility, as discussed in Sec. 6.3.2.
6.2 Overall conclusions
In this thesis, I have presented a comprehensive assessment of the quality of operational
deterministic TC intensity forecasts, and have set forth a theory to explain how the quality
of such forecasts is shaped by the use of summary accuracy measure verification in the TC
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intensity forecast system development process. This understanding of the current state of
operational deterministic TC intensity forecast quality provides the basis for an investiga-
tion of the reasons why that quality is so poor. One possible reason is that the inherent
uncertainty in a contemporary TC intensity prediction is typically large, due to the high
sensitivity of TC intensity to differences in the initial vortex state and environment that are
of the same magnitude as typical analysis errors. In the context of CHIPS, I have shown
that simulated intensity is extremely sensitive to the exact specification of the initial state
and environmental wind shear magnitude, for values of those variables that are most likely
to occur for Atlantic basin TCs. This result, coupled with the uncertainty of the CHIPS
ensemble intensity hindcasts produced for real TCs, suggests that low predictability could
be the primary factor limiting the quality of contemporary operational deterministic TC
intensity predictions.
Independent of its application to explain the nature of deterministic TC intensity fore-
cast quality, the theory concerning the role of verification in forecast system development
supports the general conclusion that the choice of a summary verification measure matters.
This is true for both probabilistic forecast system development and deterministic forecast
system development. For probabilistic forecast system development, there is theoretical
guidance on the summary measures that are appropriate for use; a summary measure should
have a unique optimal forecast of the true forecast probability distribution. Amongst such
summary measures, differences exist in the characteristics of imperfect forecasts that are
scored most favorably. This means that the choice of a (theoretically appropriate) proba-
bilistic summary measure should be made with the desired characteristics of the forecasts
in mind, as probabilistic forecast systems developed under different summary measures will
produce forecasts with different characteristics. The choice of a summary measure for use in
deterministic forecast system development is perhaps even more important, as such a choice
inherently defines the optimal deterministic forecast, for which there is no theoretical guid-
ance. Like probabilistic forecast system developers, deterministic forecast system developers
should choose a summary measure according to the desired characteristics of the forecasts.
Summary measures, for both probabilistic forecasts and deterministic forecasts, are simply
not interchangeable.
6.3 Future directions
Here, I discuss potential lines of future research that build upon the work described in this
thesis. Those dealing with forecast verification are described in Sec. 6.3.1, while those dealing
with predictability and probabilistic prediction of tropical cyclone intensity are described in
Sec. 6.3.2.
6.3.1 Forecast verification
There are a variety of ways in which a continuous forecast probability distribution can be
formulated based on a sample of ensemble member predictions. As discussed in Appendix A,
mixture model-based techniques (e.g., kernel density smoothing) are particularly appealing
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in this capacity, as they are sufficiently flexible to represent state dependent variations in the
form of the continuous forecast probability distribution. In formulating a continuous forecast
probability distribution using a mixture model, it is necessary to assign parameter values for
the component distributions, such as the standard deviation for Gaussian component distri-
butions. "Optimal" parameter values, in the context of a particular probabilistic summary
verification measure, can be estimated using a sample of past ensemble predictions and the
corresponding observations. The theory developed in Chapter 2 suggests that the optimal
parameter values under continuous ranked probability score (CRPS) verification would be
quite different from those under ignorance score (IGN) verification. I would like to see if
this is the case, and if so, study the differences between continuous forecast probability dis-
tributions formulated to optimize CRPS and those formulated to optimize IGN. This line of
research will likely provide a compelling example of how the choice of a summary verification
measure can influence the nature of forecasts (the influence is direct, as for the statistical
TC intensity models trained to minimize mean squared error).
Much of the forecast verification work in this thesis pertains to deterministic predictions,
which have continuing operational relevance despite the fact that probabilistic predictions
are more theoretically appropriate. If probabilistic predictions are ever going to supersede
deterministic predictions in operations, it will be necessary to demonstrate the superior
quality of probabilistic predictions over deterministic predictions in direct comparison. Con-
tinuous ranked probability score provides a framework for comparing the quality (at least
as can be represented by a summary measure) of deterministic and probabilistic forecast
samples, by considering deterministic predictions as delta funmction probability distributions.
Information-theoretic verification, as discussed in the context of deterministic TC intensity
forecasts in Chapter 4, could also provide a framework for comparing the quality of determin-
istic and probabilistic predictions. The mutual information between a sample of deterministic
forecasts and the corresponding observations measures the average reduction in uncertainty
due to knowledge of the forecast, relative to the uncertainty inherent in the sample clima-
tological distribution. Perhaps an analogous reduction in uncertainty due to knowledge of
a probabilistic forecast could be calculated using the same underlying information-theoretic
principles. I would like to investigate this theoretical possibility, and subsequently apply
any resulting "unified" information-theoretic verification framework to comparatively assess
probabilistic and deterministic predictions. Results could then be contrasted with those
obtained using CRPS.
As for applied verification work, there is still much to be done in terms of assessing
contemporary operational deterministic TC forecasts. For example, it would be interest-
ing to use mutual information to verify deterministic storm classification forecasts, which
are related to intensity forecasts. The various storm classifications are nominal (e.g. trop-
ical wave, hurricane, subtropical storm, extratropical storm), but this is not a problem for
information-theoretic assessment. Carrying out a distributions-oriented verification of opera-
tional deterministic TC track forecasts is another worthy objective, as discussed in Moskaitis
(2008). However, since position is a two-element vector rather than a scalar, it will be much
more challenging to limit the dimensionality of the joint probability distribution pertaining
to track forecasts than that pertaining to intensity forecasts.
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6.3.2 Predictability and probabilistic prediction of TC intensity
The work presented in Chapter 5 provides a starting point for further investigation of TC in-
tensity predictability and probabilistic prediction in the context of CHIPS. I would like to ex-
tend the study of CHIPS-simulated intensity sensitivity to additional environmental bound-
ary conditions, particularly the relative humidity of the environmental mid-troposphere (de-
noted RHm ) and the translational speed of the TC (a function of the synoptic-scale envi-
ronment). RHm is needed to calculate the environmental mid-tropospheric entropy, which
plays an important role in the specification of the initial state and is used in the shear
parameterization. Thus, the assumed value of RH,m0 modulates the rate at which shear re-
duces the mid-tropospheric entropy of a CHIPS-simulated TC. Since simulated intensity is
so sensitive to shear magnitude, another variable involved in the shear parameterization, it
is plausible that simulated intensity is also sensitive to RH,m. As for the translational speed
of the TC, assuming a slower speed than the 7ms- 1 value used in Chapter 5 could enhance
the sensitivity of CHIPS-simulated intensity to oceanic mixed layer depth.
The next step in CHIPS-based probabilistic intensity prediction is to create an ensemble
forecast system, building on the ensemble hindcast system described in Chapter 5. Ensem-
ble intensity forecasts are needed to directly address the question of whether contemporary
operational deterministic TC intensity forecast quality is poor because of the inherent un-
certainty of such predictions. The CHIPS ensemble intensity forecast system could account
for uncertainty in the initial vortex state in the same manner as the hindcast system, but
major changes to the hindcast system would be needed to account for the forecast uncer-
tainty in the track of the TC and associated environmental boundary conditions. Global
atmosphere model ensemble forecast systems (GFS, ECMWF, NOGAPS) could perhaps be
used to provide CHIPS with an ensemble of environmental boundary condition time series
that collectively account for forecast uncertainty. Should a CHIPS ensemble forecast sys-
tem perform reasonably well (in probabilistic forecast verification) for historical cases, it
could potentially be run in real-time to provide state dependent probabilistic TC intensity
guidance.
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Appendix A
Practical concerns in choosing a
summary accuracy measure
Ensemble-based estimation of the true forecast proba-
bility distribution
Regrettably, for any forecast system predicting the future behavior of the real atmosphere,
the true forecast probability distribution can never be precisely known. One can only at-
tempt to form an estimate of it, the forecast probability distribution. Current methods to
construct continuous forecast probability distributions are based on ensemble prediction, as
stochastic dynamic prediction of a continuous probability distribution is computationally
intractable for high-dimensional state vectors such as those used to represent the atmo-
sphere. In ensemble-based construction of a continuous forecast probability distribution, the
form of the distribution is a state-dependent function of the (physical) system dynamics,
the underlying sample of discrete ensemble members, and the method used to transform
these ensemble members into a continuous distribution. While ensemble-based estimation
of the true forecast probability distribution certainly cannot guarantee, say, that the true
forecast probability distributions associated with a certain deterministic forecast system are
always Gaussian, it is now advanced enough to give one an idea of how far the true forecast
probability distribution tends to deviate from the Gaussian form.
This is a relatively recent development, enabled by ensembles that have sufficient mem-
bership to resolve the finer features of the forecast probability distribution'. Wilks (2002) has
demonstrated an adaptive method to fit either a Gaussian distribution or a two-component
Gaussian mixture model to an ensemble sample. This allows the form of the forecast prob-
ability distribution to be skewed or bimodal. Other methods provide the necessary freedom
for even more complicated forecast probability distributions by assuming a form of Gaus-
sian mixture model with as many components as ensemble members (Roulston and Smith
1For ensembles of very limited membership, efforts at ensemble-based forecast probability distribution
construction have concentrated on formulating a Gaussian distribution, using parameter estimates based on
both the ensemble sample and the statistics of previous ensemble forecasts (e.g. D6qu6 et al. 1994; Gneiting
et al. 2005).
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2003; Raftery et al. 2005). In these techniques of forecast probability distribution construc-
tion, mixture model parameters are estimated based on the ensemble sample and past error
statistics. Such methods take advantage of the ability of the ensemble to represent the im-
plications of the nonlinear evolution of the atmospheric model for the form of the forecast
probability distribution. Given these methodological developments in ensemble-based fore-
cast probability distribution construction, associated deterministic forecasting enterprises
must now consider that employing different summary accuracy measures may not necessar-
ily demand the same optimal forecast, as is typically the case for non-Gaussian true forecast
probability distributions. It is no longer reasonable to just assume that true forecast proba-
bility distributions are Gaussian because it is not feasible to formulate a sufficiently detailed
ensemble-based estimate of the true forecast probability distribution.
Examples
Two examples of continuous forecast probability distributions constructed from operational
ensemble temperature forecasts can illustrate some of the considerations involved in the
choice of a summary measure when there is evidence that the true forecast probability distri-
bution can be non-Gaussian. Fig. A.1 shows a forecast probability distribution corresponding
to a 5.5 day lead time GFS ensemble MOS forecast 2 for the minimum temperature at Boston
on the morning of 27 December 2005. This forecast probability distribution is based on both
the ensemble sample and the error statistics of past ensemble forecasts, in a manner similar
to that of Raftery et al. (2005). The ensemble sample, {foper, fo~, fi, i = 1,..., 10}, is com-
posed of 12 members: one high-resolution "operational" GFS member integrated from the
best estimate of the initial state, foper, one low-resolution "control" GFS member integrated
from the best estimate of the initial state, fo,, and 10 low-resolution members integrated
from perturbed versions of the initial state, fi. The values of all 12 ensemble member fore-
casts are marked by the colored triangles along the abscissa of Fig. A.1, for the case described
above: blue for foper, green for fo,,, and red for the fi. The form of the forecast probability
distribution is assumed to be that of a 12-component Gaussian mixture model,
M
p(T) = operN (foper, roper) + acoN( fco, cYon) + copertN(fi, (pert), (A.1)
i=1
which has six parameters that must be estimated, after the mean of each component distri-
bution has been assigned the value of the corresponding ensemble forecast member. These
six parameters are the component distribution weights and standard deviations: aoper and
roper for the operational component distribution, acon and aco for the control component
distribution, and apert and apert for each of the 10 perturbed member component distribu-
tions. The weights are constrained to sum to 1, aoper + con + 10apert - 1, and are required
2The National Centers for Environment Prediction produces an ensemble forecast (Toth and Kalnay
1993, 1997) with their Global Forecast System (GFS) model four times each day. For the 00z run only,
a post-processing routine is separately applied to each member to create an ensemble of Model Output
Statistics (MOS) forecasts, the "GFS ensemble MOS". See http://www.nws.noaa.gov/mdl/synop/enstxt.htm
for further details and to access current GFS ensemble MOS forecasts.
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Figure A.1: Continuous forecast probability distribution, p(T), corresponding to a 5.5 day
lead time GFS ensemble MOS forecast of minimum temperature at Boston on the morning
of 27 December 2005. The form of the distribution is assumed to be that of the Gaussian
mixture model in Eq. A.1. For reference, the triangles along the abscissa show the values
of the 12 ensemble members: blue for the operational GFS, green for the control GFS, and
red for the 10 perturbed GFS members. The vertical lines mark the locations of the mean
(dashed black), median (dashed gray), and mode (dotted black) of the forecast probability
distribution.
to be non-negative. Under these constraints, maximum likelihood estimates of the six pa-
rameters are obtained by operating on a training set of past GFS ensemble MOS forecasts
and verifying observations.
With the a and a parameters estimated in this manner, Eq. A.1 can be applied for en-
semble sample {fope, fo, fi, i = 1,..., 10} to produce a forecast probability distribution
like that of Fig. A.1. Although most such GFS ensemble MOS-based forecast probability
distributions for Boston temperature are approximately symmetric3 , this particular distri-
bution is clearly skewed toward low temperature values. The mean, median, and mode of
the forecast probability distribution are all different, as can be seen from the dashed black
vertical line drawn at the value of the mean in Fig. A.1, the dashed gray line drawn at the
median, and dotted black line drawn at the mode. This would suggest that there are also
differences amongst the mean, median and mode of the true forecast probability distribu-
tion, with the consequence that the AE-optimal and SE-optimal deterministic forecasts are
different, and that neither of these summary accuracy measures demands a prediction of the
most likely outcome.
Granted, the mean, median, and mode of the forecast probability distribution in Fig.
3The example in Fig. A.1 is drawn from a very large sample of forecast probability distributions con-
structed in the manner described in the text. Every day for over a year, forecast probability distributions
were produced for both maximum and minimum temperature at Boston at lead times ranging from 1 to 8
days. In the context of a population of 1700 minimum temperature forecast probability distributions, the
distribution shown in Fig. A.1 is in the 94th percentile for absolute skewness coefficient, and is in the 97th
percentile in absolute Yule-Kendall index. See Wilks (2006) for details on these symmetry measures.
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A.1 are only a few degrees (Fahrenheit) apart, so for that case, one could argue that the
differences between AE and SE verification in the relative scoring of forecasts are a more
important factor in the selection of a summary accuracy measure than the small differences
in their optimal forecasts. Other examples are less ambiguous. Consider Fig. A.2, which
shows a forecast probability distribution corresponding to a 2 day lead time Eta short-range
ensemble forecast4 of surface temperature at Boston at 09 UTC 22 May 2004. The method of
constructing this distribution, following Wilks (2002), is different from that of the previous
example, as it is based exclusively on the ensemble sample rather than a combination of the
ensemble sample and the error statistics of past ensemble forecasts. The ensemble sample
consists of 10 perturbed Eta members, {fi, i 1,..., 10}, the values of which are marked
by the red triangles along the abscissa in Fig. A.2 for the case described above. The form of
the forecast probability distribution is assumed to be either a Gaussian,
Puni(T) = N(p, a), (A.2)
or a two-conmponent Gaussian mixture model,
Pmix(T) = aN(pi, li) + (1 - a)N(p2, U2). (A.3)
Both possible models are fitted to the ensemble, using the standard sample estimators of it
and 7 for the parameters of Eq. A.2, and maximum-likelihood estimates5 of the 5 parameters
of Eq. A.3. Assuming the null hypothesis that the ensemble sample is drawn from pu,i(T), a
statistical test is then employed to calculate the confidence level at which this null hypothesis
can be rejected in favor of the hypothesis that the ensemble sample is drawn from pix(T)
(see Wilks 2002, for details). If the confidence level is sufficiently high, the mixture model
is used for p(T). This is the case for the ensemble sample shown along the abscissa of Fig.
A.2, as the null hypothesis is rejected with 96% confidence.
As seen in Fig. A.2, the best-fit mixture model representation of the forecast probability
distribution is strongly bimodal, with an interval of negligible probability between the more
probable "warm" solution and less probable "cool" solution. Physically, this dichotomy in the
forecast probability distribution is due to the differing positions of a sharp, east-west oriented
warm front in southern New England. Boston can either be behind the front in chilly flow off
the Atlantic Ocean, or ahead of the front in the warm sector; there is no middle ground. The
mean, median, and mode of the forecast probability distribution are marked in Fig. A.2 in the
same manner as in Fig. A.1. All three are substantially different from each other, suggesting
such differences extend to the true forecast probability distribution, with the implication
that the AE-optimal and SE-optimal deterministic forecasts are not the same and cannot be
used as a proxy to demand a forecast of the most likely outcome. The difference between the
AE-optimal forecast and SE-optimal forecast cannot be ignored in this instance, as could
4 The Eta model ensemble is a subset of the multi-model Short-Range Ensemble Forecasting (SREF)
system (Stensrud et al. 1999; Du et al. 2004). For details about the implementation history of the SREF
and current forecasts, see http://www.emc.ncep.noaa.gov/mmb/SREF/SREF.html.
5 Calculated via an iterative expectation maximization technique, as described in Smyth et al. (1999) and
Hannachi and O'Neill (2001).
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Figure A.2: Continuous forecast probability distribution, p(T), corresponding to a 2 day lead
time Eta ensemble forecast of surface temperature at Boston at 09 UTC 22 May 2004. The
form of the distribution is that of the two-component Gaussian mixture model of Eq. A.3,
fitted to the 10-member ensemble sample marked by the red triangles along the abscissa.
The vertical lines mark the locations of the mean (dashed black), median (dashed gray), and
mode (dotted black) of the forecast probability distribution.
reasonably be done in the scenario of a forecast probability distribution like that of Fig. A. 1.
The probability of realizing an outcome in the vicinity of the mean is very low, according
to the forecast probability distribution in Fig. A.2. Forecast system developers may well
be uncomfortable in implicitly defining the optimal forecast (by choosing SE verification) as
something so unlikely to verify. Instead, AE verification could be favored in this situation,
given that the median of the true forecast probability distribution is estimated to have a
non-negligible chance of actually occurring.
Summary and conclusions
In this appendix, the issue of choosing a summary accuracy measure for a real deterministic
forecast system is investigated. Without access to true forecast probability distributions,
estimates of the true forecast probability distributions (for the quantity one wishes to predict
deterministically) must be used to make inferences about differences between the AE-optimal
and SE-optimal forecasts. Such estimates can be provided by recently developed techniques
of ensemble-based forecast probability distribution construction, as exemplified earlier. If
it is seen that forecast probability distributions are Gaussian, then AE-optimal and SE-
optimal forecasts are inferred to be the same (or at least quite similar). Hence, if one wishes
the optimal deterministic forecast to be the mean, median, or mode of the true forecast
probability distribution, employing either AE or SE verification will make it so. The choice
of summary accuracy measure can then be based on relative scoring concerns, as discussed
in Sec. 3.2.4.
The choice of summary accuracy measure is more complicated if forecast probability
distributions are non-Gaussian. However, small differences amongst the mean, median, and
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mode of such probability distributions are not of robust practical concern in choosing a
summary accuracy measure, returning one to the paradigm of Gaussian distributions. There
is just too much uncertainty inherent in the estimation of the true forecast probability
distribution at this point; consider, for example, that when the method of Wilks (2002) is
applied to the GFS ensemble MOS sample displayed at the bottom of Fig. A.1, the null
hypothesis that p(T) = N(p = 20.8, a = 4.6) must be accepted at the 95% confidence level 6.
In this particular case, the small differences amongst the mean, median, and mode of the
forecast probability distribution shown in Fig. A.1 evaporate when a different method of
constructing the distribution is applied. A forecast system developer could also argue that
relative scoring is of greater concern than minor differences in optimal forecasts.
Large differences amongst the mean, median, and mode of forecast probability distribu-
tions must be of primary concern (above relative scoring differences), though, because of the
implications for the optimal forecasts and relative robustness to the particular forecast prob-
ability distribution construction methodology utilized7 . This is the scenario where the choice
of a deterministic summary accuracy measure is most important. However, it is basically
unknown how often highly non-Gaussian forecast probability distributions (with substantial
differences amongst the mean, median, and mode, like in Fig. A.2) occur in operational
forecast settings, so at this point it is difficult to motivate a carefully considered choice of
summary accuracy measure with more than theoretical arguments. A comprehensive study
of ensemble-based forecast probability distributions associated with operational determinis-
tic forecasts is needed to evaluate the prevalence of highly non-Gaussian forecast probability
distributions and associated large differences between AE-optimal and SE-optimal forecasts.
This prevalence can only be expected to increase as atmospheric forecasting/modeling efforts
expand to more mesoscale and convective-scale applications, where the action of nonlinear
dynamics can rapidly transform an initially Gaussian probability distribution into a non-
Gaussian forecast probability distribution8 , so there is reason to hypothesize that the issue
of summary accuracy measure verification in the context of highly non-Gaussian forecast
probability distributions will only grow in pertinence.
6 One must operate at the 73% confidence level to accept the p,ix(T) over p,, (T).
7 The ensemble-based forecast probability distribution construction methodology used for the example
of Fig. A.1 could not be applied to the Eta ensemble sample shown along the abscissa of Fig. A.2, as the
training data necessary to estimate the a and a parameters of a Gaussian mixture model analogous to that
of Eq. A.1 could not be archived. However, the author cannot imagine that the change in methodology
would eliminate the bimodal character of p(T) in this particular case.
sAlso, Gaussian distributions in the timing or placement of a coherent atmospheric feature (e.g. a surface
front) can result in a non-Gaussian distribution for a variable (e.g. surface temperature, dewpoint, wind
direction, precipitation rate) at a fixed point, so resolution of mesoscale and convective scale features will
bolster the importance of this source of non-Gaussian forecast probability distributions.
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Appendix B
Mean squared error decompositions
CR-based MSE decomposition
The CR-based decomposition of MSE in Eq. 4.8 is derived by adding and subtracting (P1txlf -
x) 2 inside the summations of Eq. 4.6 to give
MSE = pZ (f,X)(Plf - x)2
fx
+ E p(f, X)[(f - )2 _- (Xf - X)2]. (B.1)f x
After applying the CR factorization of p(f, x), the first term on the rhs of Eq. B.1 is the
same as that in Eq. 4.8. Applying the CR factorization to the second term on the rhs of
Eq. B.1 gives Ef s(f) Ex q(xlf)(f 2 - 2fx - [xl f 2 + 2,xIf x), which reduces to Ef s(f)(f 2 -
2f'xlaf + IPx f 2 ), using the fact that XZ q(x f)x = IPxlf Simplifying again yields
Z C p(f, z ) [(f - x)2 - (ixlf - x)2] S= (f)(f - xl f) 2 , (B.2)
f Z f
the second term on the rhs of Eq. 4.8.
A derivation of the Murphy (1997) CR-based MSE decomposition follows a similar pro-
cess. One starts by adding and subtracting both (Pxlf - x) 2 and (P, - x) 2 inside the sum-
mations of Eq. 4.6, giving
MSE = EZ p(f,x)(px - x)f x
- Z p(f, x) (x - x)2 - (, xIf - x)2f x
+ E Ep(f, x) [(f - x)2 - ( f x)2]. (B.3)f x
There are now three terms on the rhs of Eq. B.3, rather than two, as in Eq. B.1. The first
term on the rhs of Eq. B.3 is the MSE that would be earned by always predicting the mean
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observation. It does not depend on the forecasts, and simplifies to
p(f,)( - x)2 - - t()( - x)2 = E P ,  (B.4)
f x x
in the notation of Murphy (1997). For the second term on the rhs of Eq. B.3, apply the
CR factorization of p(f, x) to get Ef s(f) Ex q(x f)(px2 - 21xt - txlf 2 + 2[txlfx), and use
Ex q(xlf)x - pxlf to simply it to Ef s(f)(X2 - 2yxPtxClf+ xlf2). Further simplification yields
P(fx) [(x - x)2 - (f - x)2] S(f)(xlf - 2 .  (B.5)f x f
The third term on the rhs of Eq. B.3 is the same as the second term on the rhs of Eq. B.1,
and simplifies in the same manner. Thus, using Eqs. B.4, B.5, and Eq. B.2, Eq. B.3 can be
written as
MSE = rx2 - E s(f)(Pxl/ - PX) 2 + E s(f)(f - Pxlf) 2 , (B.6)
f f
the CR-based MSE decomposition in Murphy (1997).
Eq. B.6 differs from Eq. 4.8 in how the MSE due to the shapes of the conditional distribu-
tions is handled, expressing it as the difference of two terms ('uncertainty' and 'resolution',
the first two terms on the rhs of Eq. B.6) rather than just one term. When comparing
homogeneous forecast sets, uncertainty is constant, so differences in MSEShape are due exclu-
sively to differences in resolution. Resolution can be qualitatively estimated from the type
I conditional bias scatterplot (Fig. 4.9), whereas MSEhape cannot, so perhaps Eq. B.6 is a
better companion to the type I conditional scatterplot that Eq. 4.8. However, in the context
of Fig. 4.12, it is more intuitive to interpret MSE as the sum of the two positive terms of
Eq. 4.8 than the positive and negative contributions of Eq. B.6.
LBR-based MSE decomposition
The derivation of the LBR-based decomposition of MSE in Eq. 4.9 follows a similar procedure
to that of the CR-based decomposition described above. First, add and subtract (fix - f)2
inside the summations of Eq. 4.6 to give
MSE = J:E p(f,x)(fix - f)2
x f
_A_ EEP(f,x) [(f - x)2 -(Pflx - f) 2], (B.7)
X f
noting also that the order of summation has been reversed. Application of the LBR fac-
torization to p(f, x) in the first term on the rhs of Eq. B.7 yields the first term on the rhs
of Eq. 4.9. Following the same procedure for the second term on the rhs of Eq. B.7 gives
Ex t(x) Ef r(f x)(-2fx + X2 - If x 2 + 2 piflxf), which simplifies to Ex t(x)(-2xpflx + X2 +
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.fix 2), noting that Ef r(f z)f = pfl zI Further simplification yields
E Ep(f, [) (f - x)2 - (=fx - f) 2] Et(x)(X - I-f)22 (B.8)
x f x
the second term on the rhs of Eq. 4.9.
A derivation of the Murphy (1997) LBR-based MSE decomposition is analogous to that
shown for the Murphy (1997) CR-based MSE decomposition. Add and subtract ("Ufix - f)2
and (pf - f) 2 inside the summations of Eq. 4.6 to get
MSE = Ep(f, )(.f- f)2
x f
- p(f, x) (pf - f) 2 _ (ix f) 2]
x f
+ j >p(f, x) [(f - x)2 - (fIx - f) 2 , (B.9)
x f
noting that the order of summations has been reversed. The first term on the rhs of Eq. B.9
describes the variance of the forecasts,
EEp(f, )(tf - f) 2 = S(f)([I, - f) 2 = af2. (B.10)
x f f
To simplify the second term on the rhs of Eq. B.9, apply the LBR factorization of p(f, x) to
get Ex t(x) Ef r(f x)(pf 2 - 2 pyff - _fix 2 + 2 xfjxf), and then use Ef r(f x)f -= fix to get
Zx t(x)(pf 2 - 2 PfpfIx + f Ix2). This can be further simplified to give
C Cp(f, x) [(Pf - f) 2 - (If/x - f) 2 ] = t(x)(L fIx - f)2 (B.11)
x f X
Finally, using Eqs. B.10, B.11, and B.8 in Eq. B.9 yields
MSE = t()( x - )2 _ f f 2 t()( - f) 2 , (B.12)
x x
the LBR-based MSE decomposition in Murphy (1997).
Like the CR-based MSE decomposition of Eq. B.6, Eq. B.12 also expresses the MSE
due to the shapes of the conditional distributions as the sum of two terms, instead of one.
Since af 2 can vary substantially between forecast systems, there is no advantage to using
Eq. B.12 as a companion of the type II conditional bias scatterplot (Fig. 4.10) rather than
Eq. 4.9, as differences in MSEshape between forecast systems cannot be inferred from only
-x t(x)(pfx - f)2. Like the CR-based MSE decomposition of Eq. 4.8, the LBR-based MSE
decomposition of Eq. 4.9 also seems preferable for use in Fig. 4.12.
205
206
Bibliography
Aberson, S. D., 2002: Two years of operational hurricane synoptic surveillance. Wea. Fore-
casting, 17, 1101-1110.
Aberson, S. D. and J. L. Franklin, 1999: Impact on hurricane track and intensity forecasts of
GPS dropwindsonde observations from the first-season flights of the NOAA Gulfstream-IV
jet aircraft. Bull. Amer. Meteor. Soc., 80, 421-427.
Abramov, R., A. Majda, and R. Kleeman, 2005: Information theory and predictability for
low-frequency variability. J. Atmos. Sci., 62, 65-87.
Bain, L. J. and M. Engelhardt, 1992: Introduction to Probability and Mathematical Statistics.
3rd ed., Duxbury, 656 pp.
Bender, M. A. and I. Ginis, 2000: Real-case simulations of hurricane-ocean interaction using
a high-resolution coupled model: Effects on hurricane intensity. Mon. Wea. Rev., 128,
917-946.
Bender, M. A., I. Ginis, R. Tuleya, B. Thomas, and T. Marchok, 2007: The operational
GFDL coupled hurricane-ocean prediction system and summary of its performance. Mon.
Wea. Rev., 135, 3965-3989.
Blake, E. S., E. N. Rappaport, and C. W. Landsea, 2007: The deadliest, costliest, and most
intense United States tropical cyclones from 1851 to 2006 (and other frequently requested
hurricane facts). NOAA Tech. Memo NWS TPC-5, 43 pp.
Bourke, W., R. Buizza, and M. Naughton, 2004: Performance of the ECMWF and the
BoM ensemble prediction systems in the Southern Hemisphere. Mon. Wea. Rev., 132,
2338-2357.
Boyce, W. E. and R. C. DiPrima, 1997: Elementary Differential Equations and Boundary
Value Problems. 6th ed., John Wiley & Sons, 749 pp.
Bradley, A. A., T. Hashino, and S. S. Schwartz, 2003: Distributions-oriented verification of
probability forecasts for small data samples. Wea. Forecasting, 18, 903-917.
Bradley, A. A., S. S. Schwartz, and T. Hashino, 2004: Distributions-oriented verification of
ensemble streamflow predictions. J. Hydrometeor., 5, 532-545.
207
Brier, G. W., 1950: Verification of forecasts expressed in terms of probabilities. Mon. Wea.
Rev., 78, 1-3.
Br6cker, J. and L. A. Smith, 2007: Scoring probabilistic forecasts: The importance of being
proper. Wea. Forecasting, 22, 382-388.
Brooks, H. E. and C. A. Doswell III, 1996: A comparison of measures-oriented and
distributions-oriented approaches to forecast verification. Wea. Forecasting, 11, 288-303.
Brooks, H. E., A. Witt, and M. D. Eilts, 1997: Verification of public weather forecasts
available via the media. Bull. Amer. Meteor. Soc., 78, 2167-2177.
Buizza, R., P. L. Houtekamer, Z. Toth, G. Pellerin, M. Wei, and Y. Zhu, 2005: A comparison
of the ECMWF, MSC, and NCEP global ensemble prediction systems. Mon. Wea. Rev.,
133, 1076-1097.
Candille, G., C. C6t6, P. L. Houtekamer, and G. Pellerin, 2007: Verification of an ensemble
prediction system against observations. Mon. Wea. Rev., 135, 2688-2699.
Candille, G. and O. Talagrand, 2005: Evaluation of probabilistic prediction systems for a
scalar variable. Q. J. Roy. Meteor. Soc., 131, 2131-2150.
Cobb III, H., R. Knabb, P. S. Chang, and Z. Jelenak, 2008: Preliminary assessment of
the utility of ASCAT ocean surface vector wind (OSVW) retrievals at the Tropical Pre-
diction Center/National Hurricane Center (TPC/NHC). Prepr:ints, 28th Conference on
Hurricanes and Tropical Meteorology, Orlando, FL, Amer. Meteor. Soc., 15B.4.
Considine, T. J., C. Jablonowski, B. Posner, and C. Bishop, 2004: The value of hurricane
forecasts to oil and gas producers in the Gulf of Mexico. J. Appl. Meteor., 43, 1270-1281.
Cover, T. M. and J. A. Thomas, 2006: Elements of Information Theory. 2nd ed., Wiley-
Interscience, 748 pp.
Davis, C. and Coauthors, 2008: Prediction of landfalling hurricanes with the Advanced
Hurricane WRF Model. Mon. Wea. Rev., 136, 1990 2005.
de Elia, R. and R. Laprise, 2003: Distributions-oriented verification of limited-area model
forecasts in a perfect-model framework. Mon. Wea. Rev., 131, 2492-2509.
DelSole, T., 2004: Predictability and information theory. Part I: Measures of predictability.
J. Atmos. Sci., 61, 2425 2440.
DelSole, T., 2005: Predictability and information theory. Part II: Imperfect forecasts. J.
Atmos. Sci., 62, 3368-3381.
DeMaria, M., 2006: Statistical tropical cyclone intensity forecast improvements using GOES
and aircraft reconnaissance data. Preprints, 27th Conference on Hurricanes and Tropical
Meteorology, Monterey, CA, Amer. Meteor. Soc., 14A.3.
208
DeMaria, M., 2008: A simplified dynamical system for tropical cyclone intensity prediction.
Mon. Wea. Rev., in press.
DeMaria, M. and J. Kaplan, 1994: A Statistical Hurricane Intensity Prediction Scheme
(SHIPS) for the Atlantic basin. Wea. Forecasting, 9, 209-220.
DeMaria, M. and J. Kaplan, 1999: An updated Statistical Hurricane Intensity Prediction
Scheme (SHIPS) for the Atlantic and eastern North Pacific basins. Wea. Forecasting, 14,
326-337.
DeMaria, M., J. A. Knaff, and J. Kaplan, 2006: On the decay of tropical cyclone winds
crossing narrow landmasses. J. Appl. Meteor. Climatol., 45, 491-499.
DeMaria, M., M. Mainelli, L. K. Shay, J. A. Knaff, and J. Kaplan, 2005: Further improve-
ments to the Statistical Hurricane Intensity Prediction Scheme (SHIPS). Wea. Forecasting,
20, 531-543.
Deque, M., J. F. Royer, and R. Stroe, 1994: Formulation of Gaussian probability forecasts
based on model extended-range integrations. Tellus, 46A, 52-65.
Du, J., et al., 2004: The NOAA/NWS/NCEP Short-Range Ensemble Forecasting (SREF)
system: Evaluation of an initial condition versus multi-model physics ensemble approach.
Preprints, 20th Conference on Weather Analysis and Forecasting/16th Conference on Nu-
merical Weather Prediction, Seattle, WA, Amer. Meteor. Soc., 21.3.
Elsberry, R. L., 2005: Achievement of USWRP hurricane landfall research goal. Bull. Amer.
Meteor. Soc., 86, 643-645.
Emanuel, K., 1989: The finite-amplitude nature of tropical cyclogenesis. J. Atmos. Sci., 46,
3431-3456.
Emanuel, K., 1995: The behavior of a simple hurricane model using a convective scheme
based on subcloud-layer entropy equilibrium. J. Atmos. Sci., 52, 3960-3968.
Emanuel, K., 2006: Climate and tropical cyclone activity: A new model downscaling ap-
proach. J. Climate, 19, 4797-4802.
Emanuel, K., C. DesAutels, C. Holloway, and R. Korty, 2004: Environmental control of
tropical cyclone intensity. J. Atmos. Sci., 61, 843-858.
Emanuel, K., S. Ravela, E. Vivant, and C. Risi, 2006: A statistical deterministic approach
to hurricane risk assessment. Bull. Amer. Meteor. Soc., 87, 299-314.
Emanuel, K., R. Sundararajan, and J. Williams, 2008: Hurricanes and global warming:
Results from downscaling IPCC AR4 simulations. Bull. Amer. Meteor. Soc., 89, 347-367.
Epstein, E. S., 1969: A scoring system for probability forecasts of ranked categories. J. Appl.
Meteor., 8, 985-987.
209
Falkovich, A., I. Ginis, and S. Lord, 2005: Ocean data assimilation and initialization proce-
dure for the coupled GFDL/URI hurricane prediction system. J. Atmos. Oceanic Technol.,
22, 1918-1932.
Franklin, J., 2008: 2007 National Hurricane Center forecast verification report. [Available
online at http://www.nhc.noaa.gov/verification/verify3.shtml].
Franklin, J., cited 2008: National Hurricane Center forecast verification. [Available online
at http://www.nhc.noaa.gov/verification].
Franklin, J. L., C. J. McAdie, and M. B. Lawrence, 2003: Trends in track forecasting for
tropical cyclones threatening the United States. Bull. Amer. Meteor. Soc., 84, 1197--1203.
Gneiting, T. and A. E. Raftery, 2007: Strictly proper scoring rules, prediction, and estima-
tion. J. Am. Stat. Assoc., 102, 359 378.
Gneiting, T., A. E. Raftery, A. H. Westveld III, and T. Goldman, 2005: Calibrated proba-
bilistic forecasting using ensemble model output statistics and minimum CRPS estimation.
Mon. Wea. Rev., 133, 1098--1118.
Goerss, J. S., C. R. Sampson, and J. M. Gross, 2004: A history of western North Pacific
tropical cyclone track forecast skill. Wea. Forecasting, 19, 633-638.
Grimit, E. P. and C. F. Mass, 2007: Measuring the ensemble spread-error relationship with
a probabilistic approach: Stochastic ensemble results. Mon. Wea. Rev., 135, 203 221.
Gross, J. M., M. DeMaria, J. A. Knaff, and C. R. Sampson, 2004: A new method for
determining tropical cyclone wind forecast probabilities. Preprints, 26th Conference on
Hurricanes and Tropical Meteorology, Miami, FL, Amer. Meteor. Soc., 425-426.
Haldane, J. B. S., 1948: Note on the median of a multivariate distribution. Biometrika, 35,
414-415.
Hamill, T. M. and J. S. Whitaker, 2007: Ensemble calibration of 500-hPa geopotential height
and 850-hPa and 2-m temperatures using reforecasts. Mon. Wea. Rev., 135, 3273-3280.
Hannachi, A. and A. O'Neill, 2001: Atmospheric multiple equilibria and non-Gaussian be-
haviour in model simulations. Q. J. Roy. Meteor. Soc., 127, 939- 958.
Hawkins, J. D., T. F. Lee, J. Turk, C. Sampson, J. Kent, and K. Richardson, 2001: Real-
time Internet distribution of satellite products for tropical cyclone reconnaissance. Bull.
Amer. Meteor. Soc., 82, 567-578.
Hersbach, H., 2000: Decomposition of the continuous ranked probability score for ensemble
prediction systems. Wea. Forecasting, 15, 559 -570.
Hock, T. F. and J. L. Franklin, 1999: The NCAR GPS dropwindsonde. Bull. Amer. Meteor.
Soc., 80, 407-420.
210
Hoyos, C. D., P. A. Agudelo, P. J. Webster, and J. A. Curry, 2006: Deconvolution of the
factors contributing to the increase in global hurricane intensity. Science, 312, 94-97.
Kalnay, E. and Coauthors, 1996: The NCEP/NCAR 40-year reanalysis project. Bull. Amer.
Meteor. Soc., 77, 437-471.
Kleeman, R., 2002: Measuring dynamical prediction utility using relative entropy. J. Atmos.
Sci., 59, 2057-2072.
Kleeman, R., 2007: Information flow in ensemble weather prediction. J. Atmos. Sci., 64,
1005-1016.
Knaff, J. A., M. DeMaria, C. R. Sampson, and J. M. Gross, 2003: Statistical, 5-day tropical
cyclone intensity forecasts derived from climatology and persistence. Wea. Forecasting, 18,
80-92.
Knaff, J. A., C. R. Sampson, and M. DeMaria, 2005: An operational Statistical Typhoon
Intensity Prediction Scheme for the western North Pacific. Wea. Forecasting, 20, 688-699.
Kullback, S. and R. A. Leibler, 1951: On information and sufficiency. Ann. Math. Stat., 22,
79-86.
Kumar, T. S. V. V., T. N. Krishnamurti, M. Fiorino, and M. Nagata, 2003: Multimodel
superensemble forecasting of tropical cyclones in the Pacific. Mon. Wea. Rev., 131, 574-
583.
Kurihara, Y., R. E. Tuleya, and M. A. Bender, 1998: The GFDL hurricane prediction system
and its performance in the 1995 hurricane season. Mon. Wea. Rev., 126, 1306-1322.
Leung, L. and G. R. North, 1990: Information theory and climate prediction. J. Climate, 3,
5-14.
Levitus, S., 1982: Climatological Atlas of the World Ocean. NOAA Prof. Paper 13. 173 pp.
and 17 microfiche.
Maini, P., A. Kumar, L. S. Rathore, and S. V. Singh, 2003: Forecasting maximum and
minimum temperatures by statistical interpretation of numerical weather prediction model
output. Wea. Forecasting, 18, 938-952.
Mass, C. F., D. Ovens, K. Westrick, and B. A. Colle, 2002: Does increasing horizontal
resolution produce more skillful forecasts? Bull. Amer. Meteor. Soc., 83, 407-430.
Matheson, J. E. and R. L. Winkler, 1976: Scoring rules for continuous probability distribu-
tions. Manage. Sci., 22, 1087-1095.
Milasevic, P. and G. R. Ducharme, 1987: Uniqueness of the spatial median. Ann. Stat., 15,
1332-1333.
Moskaitis, J. R., 2008: A case study of deterministic forecast verification: Tropical cyclone
intensity. Wea. Forecasting, 23, 1195 1220.
211
Murphy, A. H., 1971: A note on the ranked probability score. J. Appl. Meteor., 10, 155-156.
Murphy, A. H., 1973: A new vector partition of the probability score. J. Appl. Meteor., 12,
595-600.
Murphy, A. H., 1991: Forecast verification: Its complexity and dimensionality. Mon. Wea.
Rev., 119, 1590--1601.
Murphy, A. H., 1996: General decompositions of MSE-based skill scores: Measures of some
basic aspects of forecast quality. Mon. Wea. Rev., 124, 2353-2369.
Murphy, A. H., 1997: Forecast verification. The Economic Value of Weather and Climate
Forecasts, R. W. Katz and A. H. Murphy, Eds., Cambridge University Press, 19-74.
Murphy, A. H., B. G. Brown, and Y. Chen, 1989: Diagnostic verification of temperature
forecasts. Wea. Forecasting, 4, 485-501.
Murphy, A. H. and H. Daan, 1985: Forecast evaluation. Probability, Statistics, and Decision
Making in the Atmospheric Sciences, A. H. Murphy and R. W. Katz, Eds., Westview
Press, 379 -437.
Murphy, A. H. and M. Ehrendorfer, 1987: On the relationship between accuracy and value
of forecasts in the cost-loss ratio situation. Wea. Forecasting, 2, 243--251.
Murphy, A. H. and D. S. Wilks, 1998: A case study in the use of statistical models in forecast
verification: Precipitation probability forecasts. Wea. Forecasting, 13, 795--810.
Murphy, A. H. and R. L. Winkler, 1987: A general framework for forecast verification. Mon.
Wea. Rev., 115, 1330-1338.
Murphy, A. H. and R,. L. Winkler, 1992: Diagnostic verification of probability forecasts. Int.
J. Forecasting, 7, 435-455.
Myrick, D. T. and J. D. Horel, 2006: Verification of surface temperature forecasts from the
National Digital Forecast Database over the western United States. Wea. Forecasting, 21,
869-892.
Pasquero, C. and K. Emanuel, 2008: Tropical cyclones and transient upper-ocean warming.
J. Climate, 21, 149-162.
Pielke Jr., R. A., J. Gratz, C. W. Landsea, D. Collins, M. A. Saunders, and R. Musulin,
2008: Normalized hurricane damage in the United States: 1900 2005. Nat. Hazards Rev.,
9, 29-42.
Potts, J. M., 2003: Basic concepts. Forecast Verification: A Practitioner's Guide in Atmo-
spheric Science, I. T. Jolliffe and D. B. Stephenson, Eds., Wiley, 13-36.
Raftery, A. E., T. Gneiting, F. Balabdaoui, and M. Polakowski, 2005: Using Bayesian model
averaging to calibrate forecast ensembles. Mon. Wea. Rev., 133, 1155-1174.
212
Rappaport, E. N. and Coauthors, 2008: Advances and challenges at the National Hurricane
Center. Wea. Forecasting, in press.
Regnier, E., 2008: Public evacuation decisions and hurricane track uncertainty. Manage.
Sci., 54, 16-28.
Roman, J. C., G. Miguez-Macho, L. A. Byerle, and J. Paegle, 2004: Intercomparison of
global research and operational forecasts. Wea. Forecasting, 19, 534-551.
Rotunno, R. and K. A. Emanuel, 1987: An air-sea interaction theory for tropical cyclones.
Part II: Evolutionary study using a nonhydrostatic axisymmetric numerical model. J.
Atmos. Sci., 44, 542-561.
Roulston, M. S. and L. A. Smith, 2002: Evaluating probabilistic forecasts using information
theory. Mon. Wea. Rev., 130, 1653-1660.
Roulston, M. S. and L. A. Smith, 2003: Combining dynamical and statistical ensembles.
Tellus, 55A, 16-30.
Schneider, T. and S. M. Griffies, 1999: A conceptual framework for predictability studies. J.
Climate, 12, 3133-3155.
Shannon, C. E., 1948: A mathematical theory of communication. Bell Syst. Tech. J., 27,
379-423, 623-656.
Simmons, A. J. and A. Hollingsworth, 2002: Some aspects of the improvement in skill of
numerical weather prediction. Q. J. Roy. Meteor. Soc., 128, 647-677.
Sippel, J. A. and F. Zhang, 2008: A probabilistic analysis of the dynamics and predictability
of tropical cyclogenesis. J. Atmos. Sci., 65, 3440-3459.
Smyth, P., K. Ide, and M. Ghil, 1999: Multiple regimes in Northern hemisphere height fields
via mixture model clustering. J. Atmos. Sci., 56, 3704-3723.
Stensrud, D. J., H. E. Brooks, J. Du, M. S. Tracton, and E. Rogers, 1999: Using ensembles
for short-range forecasting. Mon. Wea. Rev., 127, 433-446.
Toth, Z. and E. Kalnay, 1993: Ensemble forecasting at NMC: The generation of perturba-
tions. Bull. Amer. Meteor. Soc., 74, 2317-2330.
Toth, Z. and E. Kalnay, 1997: Ensemble forecasting at NCEP and the breeding method.
Mon. Wea. Rev., 125, 3297-3319.
Toth, Z., O. Talagrand, G. Candille, and Y. Zhu, 2003: Probability and ensemble forecasts.
Forecast verification: A Practitioner's Guide in Atmospheric Science, I. T. Jolliffe and
D. B. Stephenson, Eds., Wiley, 137-163.
Uhlhorn, E. W., P. G. Black, J. L. Franklin, M. Goodberlet, J. Carswell, and A. S. Gold-
stein, 2007: Hurricane surface wind measurements from an operational stepped frequency
microwave radiometer. Mon. Wea. Rev., 135, 3070-3085.
213
Weber, H. C., 2003: Hurricane track prediction using a statistical ensemble of numerical
models. Mon. Wea. Rev., 131, 749-770.
Werner, K., D. Brandon, M. Clark, and S. Gangopadhyay, 2004: Climate index weighting
schemes for NWS ESP-based seasonal volume forecasts. J. Hydrometeor., 5, 1076-1090.
White, B. G., J. Paegle, W. J. Steenburgh, J. D. Horel, R. T. Swanson, L. K. Cook, D. J. On-
ton, and J. G. Miles, 1999: Short-term forecast validation of six models. Wea. Forecasting,
14, 84-108.
Wilks, D. S., 2000: Diagnostic verification of the Climate Prediction Center long-lead out-
looks, 1995-98. J. Climate, 13, 2389-2403.
Wilks, D. S., 2002: Smoothing forecast ensembles with fitted probability distributions. Q.
J. Roy. Meteor. Soc., 128, 2821- 2836.
Wilks, D. S., 2006: Statistical Methods in the Atmospheric Sciences. 2nd ed., Academic
Press, 648 pp.
Wilks, D. S. and C. M. Godfrey, 2002: Diagnostic verification of the IRI net assessment
forecasts, 1997-2000. J. Climate, 15, 1369-1377.
Wilson, L. J., S. Beauregard, A. E. Raftery, and R. Verret, 2007: Calibrated surface tern-
perature forecasts from the Canadian ensemble prediction system using Bayesian model
averaging. Mon. Wea. Rev., 135, 1364-1385.
Winkler, R.. L. and A. H. Murphy, 1968: "Good" probability assessors. J. Appl. Meteor., 7,
751---758.
Zhang, F. and Coauthors, 2007: An in-person survey investigating public perceptions of
and responses to Hurricane Rita forecasts along the Texas coast. Wea. Forecasting, 22,
11771190.
Zhang, F., Y. Meng, Z. Meng, J. A. Sippel, and C. H. Bishop, 2008: Cloud-resolving hurri-
cane initialization and prediction through assimilation of Doppler radar observations with
an ensemble Kalman filter: Humberto (2007). Mon. Wea. Rev., submitted.
Zhang, F. and J. A. Sippel, 2008: Effects of moist convection on hurricane predictability. J.
Atmos. Sci., submitted.
214
