In this survey, we consider arborescences in directed graphs. The concept of arborescences is a directed analogue of a spanning tree in an undirected graph, and one of the most fundamental concepts in graph theory and combinatorial optimization. This survey has two aims: we first show recent developments in the research on arborescences, and then give introduction of abstract concepts (e.g., matroids), and algorithmic techniques (e.g., primal-dual method) through well-known results for arborescences.
Introduction
The concept of graphs plays an important role when we analyze network structures in real world. Among structures in undirected graphs, a spanning tree is one of central research topics. Many problems related to spanning trees, such as the minimum-cost spanning tree problem and the degree-constrained spanning tree problem, have been extensively studied. In this survey, we deal with problems related to arborescences in directed graphs. The concept of arborescences is a directed analogue of a spanning tree in an undirected graph, and it is one of the most fundamental structures in graph theory and combinatorial optimization.
This survey has two aims: we first show recent developments in the research on arborescences, and then give introduction of abstract concepts (e.g., matroids), and algorithmic techniques (e.g., primal-dual method) through wellknown results related to arborescences. In this survey, we assume some familiarity with graph theory (e.g., terminologies such as ''trees'' and ''paths''), mathematical programming (e.g., terminologies such as ''an integer programming'' and ''a linear programming'') and computational complexity (e.g., terminologies such as ''polynomialtime solvability'' and ''NP-completeness''). See [4] (graph theory), [37, 43, 44] (mathematical programming) and [2, 25, 45] (computational complexity) for coverage of these concepts.
Definition
In this subsection, we explain necessary definitions. We denote by R and R þ the sets of real numbers and nonnegative real numbers, respectively.
Throughout this paper, we denote by D a finite directed graph. We assume that D may have parallel arcs, but it has no loop. For each subgraph H of D, we denote by VðHÞ and AðHÞ the sets of vertices and arcs of H, respectively. For each subgraph H of D and each subset X of VðHÞ, we denote by H ðXÞ and H ðXÞ the sets of arcs in AðHÞ entering and leaving X, respectively. More precisely, for example, H ðXÞ represents the set of arcs in AðHÞ such that its head is contained in X and its tail is not contained in X. For each subgraph H of D and each subset X of VðHÞ, define H½X as the subgraph of H that is induced by X.
Here we explain the concept of arborescences that is the most important in this survey. A subgraph T of D is called an arborescence, if the following three conditions are satisfied. 2010 Mathematics Subject Classification: Primary 05C20, Secondary 05C85. This work is partly supported by KAKENHI(24106005).
(1) VðTÞ ¼ V. for each vertex v in V. (3) If D is regarded as an undirected graph, then T is a spanning tree. We also call T an r-arborescence or an arborescence rooted at r. The vertex r satisfying ð1.1Þ is called the root of T. Intuitively speaking, an arborescence is a spanning tree whose arcs are directed away from its root. See Fig. 1 for an example of an arborescence. From the viewpoint of applications, the concept of arborescences is used for, e.g., modeling broadcasting [39] and evacuation [34] .
Problem formulation
In this subsection, we formally define the two problems related to arborescences discussed in this survey. The first one is the minimum-cost arborescence problem. Intuitively speaking, this problem asks for constructing a ''broadcast network'' spanning all vertices with minimum cost. More formal definition of this problem is given as follows. We are given a directed graph D with a specified vertex r and a cost function c: A ! R þ . We assume that there exists at least one r-arborescence in D. This condition can be tested in linear time by checking whether every vertex in V is reachable from r (see, e.g., [44] ). For each arborescence T in D, define the cost cðTÞ of T by cðTÞ :¼ X a2AðTÞ cðaÞ:
The goal of the minimum-cost arborescence problem is to find an r-arborescence T such that cðTÞ is minimum among all r-arborescences in D. It is known that this problem can be solved in polynomial time (see, e.g., [10-12, 22, 24] ). In Section 2, we present two approaches to the minimum-cost arborescence problem. For this problem, a matroid and a primal-dual method play important roles. The second problem discussed in this survey is the arborescence packing problem. Intuitively speaking, this problem asks for finding disjoint ''broadcast networks'' spanning all vertices against failure of a given network. In the arborescence packing problem, we are given a directed graph D with a specified vertex r and a positive integer k. The goal of the arborescence packing problem is to discern whether there exist k arc-disjoint r-arborescences, and find them if they exist. Notice that k arborescences T 1 ; T 2 ; . . . ; T k are said to be arc-disjoint, if 8i; j ¼ 1; 2; . . . ; k s.t. i 6 ¼ j: AðT i Þ \ AðT j Þ ¼ ;:
See Fig. 2 for an example of arc-disjoint arborescences. It is known that this problem can be solved in polynomial time (see, e.g., [9, 23, 40, 46, 47] ). In Section 3, we study the arborescence packing problem and its variants. For this problem, the min-max theorem proved by Edmonds [14] plays an important role. This theorem can be regarded as an arborescence analogue of the following Menger's theorem for arc-disjoint directed paths [41] (see also [44] ) and is one of the most fundamental theorems in graph theory and combinatorial optimization. Theorem 1.1 (Menger [41] ). For each pair of distinct vertices s; t in V, there exist k arc-disjoint directed paths from s to t if and only if jðXÞj ! k for every subset X of V such that s 2 X and t = 2 X.
Finding a Minimum-Cost Arborescence
In this section, we explain two approaches to the minimum-cost arborescence problem. The first approach uses an abstract concept called a matroid. In Section 2.1, we explain this approach together with the definition of a matroid. In 52 KAMIYAMA Section 2.2, we consider the minimum-cost root location problem that is a variant of the minimum-cost arborescence problem in which a root vertex is not fixed, and show that the matroid approach in Section 2.1 is still applicable with an appropriate modification. In Section 2.3, we explain the second approach, called a primal-dual approach that is based on a linear programming relaxation of the minimum-cost arborescence problem. In Section 2.4, we consider the problem of measuring robustness of minimum-cost arborescences that is deeply related to the primal-dual approach in Section 2.3.
Matroid approach
We first explain the concept of a matroid. See [42] for details of matroids. A pair M ¼ ðU; IÞ of a finite set U and a family I of subsets of U is called a matroid, if it satisfies the following three conditions:
I 6 ¼ ; ð2:1Þ 8I 2 I; 8J I: J 2 I ð2:2Þ 8I; J 2 I s.t. jIj < jJj; 9u 2 J n I: I [ fug 2 I: ð2:3Þ
Our first approach to the minimum-cost arborescence problem is the reduction to the minimum-cost maximum-size common independent set problem. In the latter problem, we are given two matroids M 1 ¼ ðU; I 1 Þ and M 2 ¼ ðU; I 2 Þ on the same ground set U, and a cost function : U ! R. We call a subset I of U a common independent set of M 1 and M 2 , if I 2 I 1 \ I 2 . For each common independent set I of M 1 and M 2 , define the cost ðIÞ of I by ðIÞ :¼ X u2I ðuÞ:
Let I max be the family of maximum-size common independent sets of M 1 and M 2 . The goal of the minimum-cost maximum-size common independent set problem is to find a maximum-size common independent set I with the minimum cost. It is known that the minimum-cost maximum-size common independent set problem can be solved in polynomial time under the assumption that we can check in polynomial time whether a given subset of U is an independent set in M 1 or M 2 . See, e.g., [13, 17, 30, 38] for polynomial-time algorithms.
Here we prove that the minimum-cost arborescence problem can be reduced to the minimum-cost maximum-size common independent set problem. For this, we construct two matroids M F ¼ ðA; I F Þ and M U ¼ ðA; I U Þ on the same ground set A such that a subgraph T of D is an r-arborescence if and only if AðTÞ is a maximum-size common independent set of M F and M U . If we can construct such matroids, then the polynomial-time solvability of the minimum-cost arborescence problem immediately follows from that of the minimum-cost maximum-size common independent set problem. Hence, what remains is to construct such matroids M F and M U .
We first define a matroid M F ¼ ðA; I F Þ. The family I F consists of all subsets B of A such that the directed graph ðV; BÞ is a forest if D is regarded as an undirected graph. See Fig. 3(a) for an example of a member of I F . It is well known that the pair M F ¼ ðA; I F Þ is a matroid, which is called a graphic matroid.
Lemma 2.1. The pair M F ¼ ðA; I F Þ is a matroid.
Proof. Since ; clearly belongs to I F , the condition ð2.1Þ is satisfied. Since a subgraph of a forest is also a forest, the condition ð2.2Þ is also satisfied. We will prove that the condition ð2.3Þ is satisfied. Let us fix two members B 1 and B 2 in I F such that jB 1 j < jB 2 j. For proving the lemma by contradiction, we assume that
Let C be the family of maximal subsets C of V such that the subgraph of the directed graph ðV; B 1 Þ induced by C is weakly connected. If there exists an arc a in B 2 n B 1 connecting distinct members in C, then B 1 [ fag clearly belongs to I F , which contradicts the assumption. Hence, there exists no arc in B 2 n B 1 that connects distinct members in C. Let us fix a member C in C, and let n 1 and n 2 be the numbers of arcs of B 1 and B 2 whose both end-vertices are contained in C, r r Fig. 2 . Two arc-disjoint r-arborescences in the directed graph of Fig. 1(a) .
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respectively. It follows from the definition of C that n 1 ¼ jCj À 1. Since the directed graph ðV; B 2 Þ is a forest, we have n 2 jCj À 1 ¼ n 1 . This observation implies that jB 1 j ! jB 2 j, which contradicts the fact jB 1 j < jB 2 j. This completes the proof. Ã
Next we define a matroid M U ¼ ðA; I U Þ. The family I U consists of all subsets B of A such that
for every vertex v in V. See Fig. 3(b) for an example of a member of I U . It is well known that the pair M U ¼ ðA; I U Þ is a matroid, which is called a partition matroid.
Proof. Since ; clearly belongs to I U , the condition ð2.1Þ is satisfied. Furthermore, the condition ð2.2Þ is also clearly satisfied. We will prove that the condition ð2.3Þ is satisfied. Let us fix two members B 1 and B 2 in I U such that jB 1 j < jB 2 j. It follows from ð2.4Þ and jB 1 j < jB 2 j that there exists a vertex v in V n frg such that jðvÞ \ B 1 j ¼ 0; and jðvÞ \ B 2 j ¼ 1:
Hence, we can add the unique arc a in ðvÞ \ B 2 to B 1 so that B 1 [ fag 2 I U . This completes the proof. Ã It follows from the definitions of matroids M F and M U that a subgraph T of D is an r-arborescence if and only if AðTÞ is a maximum-size common independent set of M F and M U . Thus, by setting ðaÞ ¼ cðaÞ for each arc a in A, we can reduce the minimum-cost arborescence problem to the minimum-cost maximum-size common independent set problem.
Locating a root
To show an advantage of the matroid approach presented in the previous subsection, we consider in this subsection the minimum-cost root location problem, which asks for not only constructing a ''broadcast network'' spanning all vertices with the minimum cost, but also finding a good location of its ''station.'' In the minimum-cost root location problem, we are given a directed graph D, an arc-cost function c: A ! R þ and a vertex-cost function : V ! R þ . We assume that there exists at least one arborescence in D. For each vertex r in V and each r-arborescence T in D, define the cost of T as ðrÞ þ X a2AðTÞ cðaÞ:
The goal of the minimum-cost root location problem is to find an arborescence in D with minimum cost. Notice that in this problem, the root is not prescribed. That is, we can freely choose a root vertex. It is not difficult to see that this problem can be solved in polynomial time by finding a minimum-cost r-arborescence for each vertex r in V. That is, the minimum-cost root location problem can be reduced to jVj minimum-cost arborescence problems. In the rest of this subsection, we explain a different approach presented by Fujishige and Kamiyama [21] that directly reduces the minimum-cost root location problem to the minimum-cost maximum-size common independent set problem. It should be noted that the algorithm presented in [21] can be extended to more general settings. See [21] for extensions of this algorithm.
As in the matroid approach for the minimum-cost arborescence problem, we reduce the minimum-cost root location problem to the minimum-cost maximum-size common independent set problem for two matroids M F ¼ ðA; I F Þ and M T ¼ ðA; I T Þ. The matroid M F ¼ ðA; I F Þ is defined in the same way as in Section 2.1. Now we define the matroid M T ¼ ðA; I T Þ. The family I T consists of all subsets B of A satisfying the following ð2.5Þ and ð2.6Þ. Fig. 1(a). (b) A member of I U associated with the directed graph of Fig. 1(a) . Now we are ready to define a cost function . Since the first term of ð2.8Þ is constant, it suffices to find a maximumsize common independent set B of M F and M T minimizing the second term of ð2.8Þ. For finding such a maximum-size common independent set of M F and M T , we define ðaÞ by ðaÞ :¼ cðaÞ À ð@ À aÞ for each arc a in A. It this way, we can reduce the minimum-cost root location problem immediately to a single minimum-cost maximum-size common independent set problem.
Primal-dual approach
In this subsection, we explain a primal-dual approach to the minimum-cost arborescence problem by Fulkerson [22] . For this, we first present an integer programming formulation (IP) of the minimum-cost arborescence problem, which can be formulated as follows. Here we show that the problem (IP) is equivalent to the minimum-cost arborescence problem. For each r-arborescence T in D, define T : A ! f0; 1g by Proof. It follows from the definition of an r-arborescence that for every vertex v in V, there exists a directed path from r to v. Thus, for every non-empty subset X of V n frg, we have X a2ðXÞ T ðaÞ ! 1;
which implies the first half of the lemma. Next we prove the second half of the lemma. Let x be an optimal solution of the problem (IP). If there exists a vertex that is not reachable from r in the directed graph ðV; A x Þ, then ðXÞ \ A x ¼ ; holds for the subset X of vertices that is not reachable from r, which contradicts the constraint of the problem (IP). Thus, every vertex is reachable from r in the directed graph ðV; A x Þ. Furthermore, since cðaÞ ! 0 for every arc a, if more than one arc in A x enter some vertex v in V n frg, then we can remove all arcs in ðvÞ \ A x except one without affecting the reachability from r and the optimality of a solution. Similarly, we can remove all arcs in ðrÞ \ A x . After the removal of such unnecessary arcs, we obtain an r-arborescence. This implies the last half of the lemma. Ã It follows from Lemma 2.4 that to solve the minimum-cost arborescence problem, it suffices to find an r-arborescence T such that T is an optimal solution of the problem (IP). For finding such an r-arborescence, we use the linear programing relaxation problem (LP) of the problem (IP), which can be obtained by replacing the condition
We also use the following dual problem (DP) of the problem (LP), which can be formulated as follows. To find an r-arborescence T such that T is an optimal solution of the problem (IP), it suffices to find an r-arborescence T and a feasible solution y of the problem (DP) such that T and y satisfy the conditions in Lemma 2.5.
Lemma 2.5. For each feasible solution x of the problem (LP) and each feasible solution z of the problem (DP), x is an optimal solution of the problem (LP) and z is an optimal solution of the problem (DP) if and only if x and z satisfy the following two conditions. . For every arc a in A with xðaÞ > 0, we have X XVnfrg:a2ðXÞ zðXÞ ¼ cðaÞ:
. For every non-empty subset X of V n frg with zðXÞ > 0, we have X a2ðXÞ xðaÞ ¼ 1:
Proof. The lemma immediately follows from the complementary slackness theorem (see, e.g., [43] ). Ã
In the rest of this section, we explain Fulkerson's algorithm [22] for the minimum-cost arborescence problem. This algorithm finds an r-arborescence T and a feasible solution y of the problem (DP) such that T and y satisfy the conditions in Lemma 2.5. This algorithm consists of two phases. Roughly speaking, in the first phase, the algorithm finds a subset of A containing all arcs contained in at least one minimum-cost r-arborescence, and in the second phase, the algorithm finds an r-arborescence consisting of arcs found in the first phase.
The first phase of Fulkerson's algorithm is described as follows. Define
We maintain a subset A F of A, a family F of subsets of V n frg and a vector y in R yðXÞ ¼ cðaÞ:
Step 1. Set A F :¼ A 0 , F :¼ F 0 and yðXÞ :¼ 0 for every subset X of V n frg.
Step 2. Repeat the following until every vertex in V is reachable from r in the directed graph ðV; A F Þ.
(2-1) Find a subset X of V n frg such that . X corresponds to a strongly connected component of the directed graph ðV; A F Þ, and . ðXÞ \ A F ¼ ;. (2-2) Increase yðXÞ as much as possible until some arc in A n A F gets tight. 56 KAMIYAMA (2-3) Add X to F and all arcs that become tight in this iteration to A F . Step 3. Output A F , F and y. Notice that in Step (2-1), there must exist a subset X satisfying the desired condition. Otherwise, every vertex in V is reachable from r in the directed graph ðV; A F Þ. In the sequel, let A F , F and y be those obtained when the first phase of Fulkerson's algorithm halts. Let D F be the directed graph ðV; A F Þ. We call a subset X of V n frg contained in F a class.
It is well known (see, e.g., [4] ) that F is laminar, i.e., Next we explain the second phase of Fulkerson's algorithm. We first find an arbitrary r-arborescence T R in H R . For each maximal class X in F , T R contains exactly one arc a X in ðXÞ. Moreover, a X is contained in ðYÞ for exactly one child Y of X. We find an arborescence T X in H X rooted the vertex of H X that is obtained by contracting Y. Since H X is strongly connected, there exists such an arborescence T X . This operation is repeated until we reach minimal nonsingleton classes in F (see Fig. 4 ). Then, we can construct an r-arborescence T F in D by combining all arborescences obtained in this operation. Now we prove that T F is a minimum-cost r-arborescence in D. It follows from the definition of the first phase of Fulkerson's algorithm that y is a feasible solution of the problem (DP). Now we prove that T F and y satisfy the conditions in Lemma 2.5. Recall that every subset X of V n frg with yðXÞ > 0 is contained in F . Furthermore, in the second phase, T F includes exactly one arc in ðXÞ for each class X in F . Hence, the constraint of the problem (LP) is satisfied by equality for every subset X of V n frg with yðXÞ > 0. On the other hand, every arc of T F is contained in A F , and every arc in A F is tight for y. Thus, the constraint of the problem (DP) is satisfied by equality for every arc in A F . This completes the proof that T F and y satisfy the conditions in Lemma 2.5.
Robustness of minimum-cost arborescences
In this subsection, we consider the minimum-cost arborescence problem from the viewpoint of ''robustness'' of its optimal solution. More precisely, the aim of this subsection is to characterize an input graph D in which the optimal objective value of the minimum-cost arborescence problem does not change even if we remove several arcs in A. As mentioned in Section 1, the concept of arborescences is often used for modeling broadcast and evacuation networks. Hence, it is practically useful to characterize networks in which the situation does not get worse even if several links are damaged. Furthermore, there also exists a theoretical motivation which comes from the similarity between the minimum-cost arborescence problem and the shortest path problem whose goal is to find a shortest path between specified two vertices. Suppose that we are given specified vertices s; t in V and length lðaÞ on each arc a in A. It is known [26] that deleting any arc does not affect the distance of a shortest path from s to t if and only if there exist two arc-disjoint shortest paths from s to t. The if-part is trivial, and the only if-part can be proved by applying Theorem 1.1 to the subgraph consisting of all arcs contained in at least one shortest path from s to t. For arborescences, we can use Edmonds' theorem [14] as a counterpart of Theorem 1.1 (see Section 3.1 for Edmonds' theorem). Hence, it is theoretically interesting to see whether similar statements hold for the minimum-cost arborescence problem.
As mentioned above, the goal of this subsection is to characterize an input graph D satisfying the following condition. 
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The cost of a minimum-cost r-arborescence does not change even if we remove any k arcs in A:
ð2:11Þ
What kind of conditions are desirable as necessary and/or sufficient conditions for ð2.11Þ? From the computational point of view, it is desirable to have a condition which can be checked efficiently. As a candidate of such a condition, we consider the following.
There exist k þ 1 arc-disjoint minimum-cost r-arborescences: ð2:12Þ
It is clear that ð2.12Þ is a sufficient condition for ð2.11Þ. Furthermore, the condition ð2.12Þ can be checked efficiently via the reduction to the minimum-cost maximum-size common independent set problem (see Section 3.1 for details).
Next we consider a necessary condition for ð2.11Þ. Let D Ã ¼ ðV; A Ã Þ be the subgraph of D consisting of all arcs in A contained in at least one minimum-cost r-arborescence in D. In fact, D Ã can be efficiently constructed via Fulkerson's algorithm for the minimum-cost arborescence problem. More precisely, we can prove that A Ã is a subset of A F that is obtained in the first phase of Fulkerson's algorithm, and we can construct A Ã from A F by removing arcs that are not contained in any arborescences, which can be done in polynomial time (see [32] for details). It follows from the definition of D Ã that the following statement is clearly a necessary condition for ð2.11Þ.
The relationship among the above statements is summarized as follows:
Unfortunately, these statements are not equivalent in general. We first give an example in which ð2.11Þ does not imply ð2.12Þ. A directed graph illustrated in Fig. 5(a) is such an example in the case of k ¼ 1. The number attached with each arc represents its cost. The cost of an arc attached with no number is zero. Obviously, ð2.11Þ is satisfied and the cost of a minimum-cost r-arborescence is equal to 1. Since jVj ¼ 7 and jAj ¼ 12, if there exist two arc-disjoint r-arborescences in D, all arcs in A are contained in these arborescences. This implies that ð2.12Þ does not hold, i.e., there can not exist two arc-disjoint minimum-cost r-arborescences (i.e., r-arborescences with cost 1) since X a2A cðaÞ ¼ 3:
Next we give an example in which ð2.13Þ does not imply ð2.11Þ. A directed graph in Fig. 5(b) is such an example in the case of k ¼ 2. In this example, ð2.13Þ is satisfied. However, if we remove the broken arcs, the optimal objective value changes from 1 to 2, i.e., ð2.11Þ does not hold.
From now on, we try to characterize a directed graph D in which ð2.11Þ implies ð2.12Þ. We first consider two extreme cases. The first case is the one where D is acyclic, i.e., there exists no directed cycle in D. In this case, from the following fact, it is not difficult to see that ð2.11Þ implies ð2.12Þ. When D is acyclic, a subgraph T of D is an r-arborescence if and only if j T ðrÞj ¼ 0 and j T ðvÞj ¼ 1 for every vertex v in V n frg. Hence, if ð2.11Þ holds, then each vertex in V n frg has at least k þ 1 minimum-cost arcs among all arcs entering it. We can construct desired arborescences by choosing a minimum-cost arc entering each vertex. The second case is the one where cðaÞ ¼ 0 for every arc a in A. In this case, it follows from Edmonds' theorem (see Theorem 3.1) that ð2.11Þ implies ð2.12Þ.
In the following theorem it is shown that under a more general assumption which covers the previous two extreme cases, the condition ð2.11Þ implies ð2.12Þ. Define
It should be noted that the conditions in the following theorem can be checked in polynomial time. 58 KAMIYAMA Theorem 2.6 (Kamiyama [32] ). Suppose that cðaÞ ¼ 0 for every arc a in A contained in at least one directed cycle and
for every non-sigleton maximal subset X of V such that D½X is strongly connected. Then, the optimal objective value of the minimum-cost arborescence problem does not change even if we remove any k arcs in A, if and only if, there exist k þ 1 arc-disjoint minimum-cost r-arborescences.
Next we consider a characterization of a directed graph D in which ð2.13Þ implies ð2.11Þ. As we mentioned above, if k ! 2, then ð2.13Þ does not imply ð2.11Þ in general. On the other hand, it is known that ð2.13Þ implies ð2.11Þ in the case of k ¼ 1.
Theorem 2.7 (Kamiyama [32] ). The optimal objective value of the minimum-cost arborescence problem does not change even if we remove any arc in A, if and only if, 8X V n frg s.t. X 6 ¼ ;: jðXÞ \ A Ã j ! 2:
We close this section by mentioning an optimization variant of the problem discussed above, where we want to find a minimum-size subset B of A such that if we remove B from D, then the optimal objective value of the minimum-cost arborescence problem changes. This optimization problem is discussed in Bernáth and Pap [8] , where they proposed a polynomial-time algorithm.
Packing Arborescences
In this section, we consider the arborescence packing problem and its variants. In Section 3.1, we consider the arborescence packing problem, and prove Edmonds' theorem [14] that is the most important theorem in the research on the arborescence packing problem. Furthermore, we give a matroid characterization of arc-disjoint arborescences and other results related to Edmonds' theorem. In Section 3.2, we consider the problem of packing ''partial arborescences,'' i.e., arborescences that do not necessary span all vertices. In Section 3.3, we consider the problem of packing ''independent arborescences'' in which directed paths from the root to each vertex are internally disjoint. In Section 3.4, we consider the problem of packing an arborescence and an ''in-''arborescence whose arcs are directed toward the root. The relationship among theorems in this section is described in Fig. 6 .
Characterization for existence of arc-disjoint arborescences
In 1973, Edmonds [14] proved the following theorem related to the arborescence packing problem that is one of the most important theorems in graph theory and combinatorial optimization. Suppose that we are given a directed graph D with a specified vertex r and a positive integer k. Let us consider a trivial necessary condition under which there exist k arc-disjoint r-arborescences. Clearly, the following condition is necessary.
8X V n frg s.t. X 6 ¼ ;: jðXÞj ! k:
We should note that it follows from Theorem 1.1 that this condition is necessary and sufficient for the condition that for every vertex v in V, there exist k arc-disjoint directed paths from r to v. Surprisingly, Edmonds [14] proved that this trivial necessary condition is also a sufficient condition of the existence of k arc-disjoint r-arborescences. The following proof of Theorem 3.1 was given by Lovász [40] . In this proof, the following property of the function jðÁÞj plays an important role. Arborescence Problems in Directed Graphs 59
We can prove easily this property by counting. This property is called submodularity. See [19] for details of submodular functions. We should note that the condition in Theorem 3.1 can be checked in polynomial time by using a maximum-flow algorithm (see [1] for maximum-flow algorithms). Furthermore, the proof of Lovász [40] is constructive and gives us a polynomial-time algorithm for finding k arc-disjoint r-arborescences.
Theorem 3.1 (Edmonds [14] ). There exist k arc-disjoint r-arborescences if and only if 8X V n frg s.t. X 6 ¼ ;: jðXÞj ! k: ð3:1Þ
Proof. Since the only if-part clearly holds, we prove the if-part by induction on k. We first consider the case of k ¼ 1. In this case, ð3.1Þ implies that every vertex is reachable from r. Thus, there exists an r-arborescence in D, which completes the proof of this case. Next, we assume that the if-part holds in the case of k ¼ l, and we consider the case of k ¼ l þ 1. For proving the ifpart, it suffices to find an r-arborescence T such that 8X V n frg s.t. X 6 ¼ ;: jðXÞ \ ðA n AðTÞÞj ! l:
If we can find such an r-arborescence T, then the theorem follows from the induction hypothesis.
We will construct such an r-arborescence T by initially setting VðTÞ ¼ frg and AðTÞ ¼ ;. We keep T satisfying the following conditions: 8X V n frg s.t. X 6 ¼ ;: jðXÞ \ ðA n AðTÞÞj ! l ð3:2Þ
T is an r-arborescence in D½VðTÞ: ð3:3Þ
Assume that we are given a subgraph T of D satisfying ð3.2Þ and ð3.3Þ. If VðTÞ ¼ V, then the proof is done. Hence, assume that VðTÞ 6 ¼ V. A subset X of V is said to be critical, if it satisfies the following three conditions:
If there does not exist a critical subset, then by adding an arc in ðVðTÞÞ, we can construct T 0 such that ð3.2Þ and ð3.3Þ are satisfied and jVðT 0 Þj ¼ jVðTÞj þ 1. Hence, we assume that there exists a critical subset of V. Let X be a maximal critical subset of V. Since
there exists an arc a in A from x to y such that x 2 VðTÞ n X and y 2 V n ðX [ VðTÞÞ (see Fig. 7 ). Notice that the first equation holds since every end-vertex of an arc in AðTÞ are contained in VðTÞ. It follows from this and y = 2 X [ Y that X [ Y is also critical. However, since x 2 Y n X, this contradicts the fact that X is a maximal critical set. Ã Edmonds [13] showed the following another characterization of arc-disjoint r-arborescences. For each pair of subgraphs H 1 and H 2 of D, the union of H 1 and H 2 is defined as the directed graph H 3 such that
We call k subgraphs T 1 ; T 2 ; . . . ; T k of D a feasible tree set, if the following two conditions are satisfied.
. For each i ¼ 1; 2; . . . ; k, a subgraph T i is a spanning tree if D is regarded as an undirected graph.
. For every vertex v in V,
where T is the union of T 1 ; T 2 ; . . . ; T k . Edmonds' another characterization can be described as follows. [13] ). There exist k arc-disjoint r-arborescences if and only if there exists a feasible tree set.
Theorem 3.2 (Edmonds
Proof. Since a set of k arc-disjoint r-arborescences is a feasible tree set, the only if-part clearly holds. Thus, we prove the if-part. Suppose that there exists a feasible tree set T 1 ; T 2 ; . . . ; T k . It follows from Theorem 3.1 that it suffices to prove that 8X V n frg s.t. X 6 ¼ ;: jðXÞj ! k:
Let T be the union of T 1 ; T 2 ; . . . ; T k . Let us fix a subset X of V n frg. Since r = 2 X, exactly k Á jXj arcs in AðTÞ have their heads in X. Here we consider the sum of the number of arcs of T 1 ; T 2 ; . . . ; T k which have both end-vertices in X. For each i ¼ 1; 2; . . . ; k, since T i is a spanning tree, the number of arcs in AðT i Þ which have both end-vertices in X is at most jXj À 1. Thus, at most k Á ðjXj À 1Þ arcs in AðTÞ have both end-vertices in X. Hence, we have
which completes the proof. Ã
Here we prove that the arc set of the union of a feasible tree set can be represented by a common independent set of two matroid M UF ¼ ðA; I UF Þ and M UU ¼ ðA; I UU Þ on the same ground set A. By using this representation, when we are given a cost function c: A ! R þ , we can find a minimum-cost set of k arc-disjoint r-arborescences by finding an optimal solution of the minimum-cost maximum-size common independent set problem for M UF and M UU . We first consider a matroid M UF . The family I UF consists of all subsets B of A which can be partitioned into k disjoint subsets B 1 ; B 2 ; . . . ; B k such that for every i ¼ 1; 2; . . . ; k, the directed graph ðV; B i Þ is a forest if D is regarded as an undirected graph. It is known that M UF is a matroid, and it is called a union of graphic matroids. Next we consider a matroid M UU . The family I UU consists of all subsets B of A such that
for every vertex v in V. We can prove in the same way as in Lemma 2.2 that M UU is a matroid. It is not difficult to see that if there exists a feasible tree set, then the family of feasible tree sets is essentially the same as the family of maximum-size common independent sets of M UF and M UU . Next we explain a generalization of Theorem 3.1 in a more abstract setting by Frank [16] . Let F all be the set of all non-empty subsets of V n frg. Recall that in Theorem 3.1, we give a constraint jðXÞj ! k for each member X in F all . By generalizing F all to an intersection family, Frank [16] extended Theorem 3.1. More precisely, we call a family F of subsets of V an intersecting family, if
We should note that F all is clearly an intersecting family. Furthermore, for each intersecting family F and each subset B of A, we call B a cover for F , if 8X 2 F : ðXÞ \ B 6 ¼ ;:
We should note that if F ¼ F all , then a cover for F contains an r-arborescence. 
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We should note that Theorem 3.3 is a common generalization of Theorems 3.1 and 1.1. Indeed, Theorem 3.3 implies Theorem 1.1 by setting
for a given directed graph D with a start vertex s and a goal vertex t.
Finally, we consider the problem of covering a directed graph D with a specified vertex r by r-arborescences. We say that arborescences T 1 ; T 2 ; . . . ; T k cover D, if
Vidyasankar [48] proved the following characterization related to the above covering problem.
Theorem 3.4 (Vidyasankar [48] ). There exist k r-arborescences covering D if and only if the following two conditions are satisfied.
. For each vertex v in V,
. For every non-empty subset X of V n frg,
where À À ðXÞ represents the set of heads of arcs in ðXÞ.
This theorem was proved in [48] by using Theorem 3.1. Furthermore, Frank [15] gave a characterization of the existence of arborescences covering a directed graph by using the rank function of a matroid (see [42] for the definition of a rank function). Kamiyama and Katoh [33] also consider this problem from an algorithmic point of view.
Packing partial arborescences
In this subsection, we consider the problem of packing arborescences that do not necessarily span all vertices in a directed graph. Assume that we are given a directed graph D with k specified vertices r 1 ; r 2 ; . . . ; r k such that r 1 ; r 2 ; . . . ; r k are not necessarily distinct. A subgraph T of D called a partial r-arborescence, if T is an r-arborescence in D½VðTÞ. We will consider the problem of finding k arc-disjoint partial arborescences T 1 ; T 2 ; . . . ; T k such that for every i ¼ 1; 2; . . . ; k, T i is a partial r i -arborescence that does not necessarily span all vertices in V, but satisfies some given constraint. Typically, we consider the following constraint: given k subsets V 1 ; V 2 ; . . . ; V k , and VðT i Þ ¼ V i must be satisfied for every i ¼ 1; 2; . . . ; k.
In this subsection, we aim at generalizing the statement of Theorem 3.1 for arc-disjoint ''full'' arborescences to arcdisjoint partial arborescences. We first show that the generalization of Theorem 3.1 is not so easy in general. Here we consider the following problem: given two vertices r 1 ; r 2 in V and two subsets V 1 ; V 2 in V such that V 1 ¼ V, r 2 2 V 2 and V 2 ¼ V n ftg for some vertex t in V, the goal is to decide whether there exist arc-disjoint partial arborescences T 1 and T 2 such that for each i ¼ 1; 2, T i is rooted at r i and satisfies VðT i Þ ¼ V i . It is known [5] that this problem is NP-complete.
This fact implies that it seems to be difficult to obtain a ''good'' characterization for the existence of arc-disjoint partial arborescences. Hence, we have to find some ''nice'' additional condition for V 1 ; V 2 ; . . . ; V k to obtain a ''good'' characterization. Such an additional condition is given by using ''reachability'' in Kamiyama, Katoh, and Takizawa [34] and by using ''convexity'' in Fujishige [20] .
We first explain a generalization of Theorem 3.1 in Kamiyama et al. [34] . Their generalization uses the reachability of vertices from specified vertices r 1 ; r 2 ; . . . ; r k . For each i ¼ 1; 2; . . . ; k, define V i as the subset of vertices in V that are reachable from r i . For each subset X of V, define pðXÞ as the set of indices i ¼ 1; 2; . . . ; k such that r i = 2 X and V i \ X 6 ¼ ;. For each vertex v in V, we write pðvÞ instead of pðfvgÞ. Now we are ready to give the statement of a theorem by Kamiyama et al. [34] . We should note that the following theorem shows that a trivial necessary condition is also a sufficient condition. We should note that ð3.4Þ holds if and only if for every vertex v in V, there exist arc-disjoint directed paths P i (i 2 pðvÞ) satisfying the following condition: 8i 2 pðvÞ: P i is a directed path from r i to v:
ð3:5Þ
This fact can be proved by using Theorem 1.1.
KAMIYAMA
Here, we explain the statement of Theorem 3.5 and the condition ð3.5Þ by using an example. In a directed graph D illustrated in Fig. 8(a) , there exist arc-disjoint directed paths P i (i 2 pðvÞ) satisfying ð3.5Þ for every vertex v in V. In this directed graph, there exist arc-disjoint partial arborescences T 1 and T 2 such that T i is rooted at r i and satisfies Kamiyama, Katoh and Takizawa [34] proved Theorem 3.5 by using the same approach in the proof of Lovász [40] for Theorem 3.1 shown in Section 3.1. Since the original proof in Kamiyama et al. [34] is quite long, we here given an outline of the proof and explain the difficulty in the proof. As in the proof of Lovász [40] for Theorem 3.1, we can prove Theorem 3.5 by induction on k, if we can find a partial r 1 -arborescence T 1 such that VðT 1 Þ ¼ V 1 and 8X V: jðXÞ \ ðA n AðT 1 ÞÞj ! jp 0 ðXÞj;
where p 0 ðXÞ represents the set of indices i ¼ 2; 3; . . . ; k such that r i = 2 X and V i \ X 6 ¼ ;. As in the proof of Lovász [40] , such a partial arborescence can be constructed by adding an arc one by one. Assume that there exists a subgraph T satisfying the following two conditions:
T is a partial r 1 -arborescence such that VðTÞ ( V 1 :
Under this assumption, it can be proved that there exists an arc a in A from a vertex in VðTÞ to a vertex in V 1 n VðTÞ such that Kamiyama et al. [34] overcame this difficulty by finding an additional property of the function jp 0 ðÁÞj (see [34] for details). We should note that the proof of Theorem 3.5 is constructive, and thus it gives us a polynomial-time algorithm for finding partial arborescences satisfying the conditions in Theorem 3.5.
To give a flavor of the proof for Theorem 3.5, we show below a much simplified proof of Theorem 3.5 for directed acyclic graphs by Kamiyama et al. [35] .
Proof of Theorem 3.5 for directed acyclic graphs. Since the only if-part clearly holds, we prove the if-part. We prove the if-part by induction on jVj. Assuming that the the if-part holds in the case of jVj ¼ t, we consider the case of jVj ¼ t þ 1. Since D is acyclic, there exists a vertex v in V with ðvÞ ¼ ;. We may assume that v 6 ¼ r i for every i ¼ 1; 2; . . . ; k. Notice that it follows from the induction hypothesis that there exist desired partial arborescences in D½V n fvg. We construct a bipartite graph G ¼ ðV þ ; V À ; EÞ as follows. The vertex set V þ consists of vertices vðaÞ which correspond to arcs a in ðvÞ. The vertex set V À is given as V À ¼ fv i j v 2 V i ; i ¼ 1; 2; . . . ; kg. Furthermore, we connect a vertex vðaÞ in V þ and a vertex v i in V À if and only if the tail of a is reachable from r i .
For proving the if-part, it suffices to prove that there exists a matching M in G such that for every vertex v i in V À an edge of M is incident to v i . If there exists such a matching M, then we can extend partial arborescences in D½V n fvg to Arborescence [27] that there exists a desired matching in G if and only if
where ÀðXÞ is the set of vertices in V þ adjacent to some vertex in X. If there exists a subset X of V À with jÀðXÞj < jXj, then it follows from Theorem 1.1 that there can not exist arc-disjoint directed paths P i (i 2 pðvÞ) satisfying ð3.5Þ, a contradiction. Thus, there exists a desired matching, which completes the proof.
Ã Surprisingly, Theorems 3.5 were further generalized by Fujishige [20] . Recall that in Theorem 3.5, each vertex set V i is uniquely determined. We here raise a question: can we make the set V i more flexible? Fujishige [20] gave an affirmative answer to this question by introducing the concept of ''convexity'' in a directed graph. A subset X of V is said to be convex, if for every vertices x; y in X and every directed path P from x to y, all vertices that P passes through are contained in X. We should note that for each specified vertex r i , the set V i is convex. Here we assume that we are given a directed graph D with k specified vertices r 1 ; r 2 ; . . . ; r k and convex subsets C 1 ; C 2 ; . . . ; C k of V such that r i 2 C i for every i ¼ 1; 2; . . . ; k. For each subset X of V, define qðXÞ as the set of indices i ¼ 1; 2; . . . ; k such that r i = 2 X and X \ C i 6 ¼ ;. Fujishige [20] shows that the vertex set V i in Theorem 3.5 can be replaced with any convex set. Theorem 3.6 (Fujishige [20] ). There exist k arc-disjoint partial arborescences T 1 ; T 2 ; . . . ; T k such that T i is rooted at r i and satisfies VðT i Þ ¼ C i for each i ¼ 1; 2; . . . ; k if and only if
Roughly speaking, Fujishige [20] proved Theorem 3.6 by decomposing D into maximal strongly connected subgraphs and applying Theorem 3.5 to each strongly connected subgraph. We should note that the proof of Theorem 3.6 gives us a polynomial-time algorithm for finding partial arborescences in Theorem 3.6.
Next we consider a generalization of Theorem 3.2 to partial arborescences. We call a set of k subgraphs T 1 ; T 2 ; . . . ; T k of D a feasible subtree set, if the following two conditions are satisfied.
. For each i ¼ 1; 2; . . . ; k, a subgraph T i is a spanning tree in D½V i if D is regarded as an undirected graph.
where T is the union of T 1 ; T 2 ; . . . ; T k .
Theorem 3.7 (Kamiyama, Katoh and Takizawa [34] ). There exist k arc-disjoint partial arborescences T 1 ; T 2 ; . . . ; T k such that T i rooted at r i and satisfies VðT i Þ ¼ V i for each i ¼ 1; 2; . . . ; k if and only if there exists a feasible subtree set.
It is not difficult to see that in a similar way as in Theorem 3.2, we can represent the conditions for a feasible subtree set by using the set of common independent sets of two matroids. This implies that we can find minimum-cost partial arborescences of Theorem 3.5 in polynomial time by using algorithms for the minimum-cost maximum-size common independent set problem. Fujishige [20] proved an extension of Theorem 3.7 in which V 1 ; V 2 ; . . . ; V k are replaced by convex subsets C 1 ; C 2 ; . . . ; C k .
Furthermore, Bérczi and Frank [6] extended Theorem 3.4 by using partial arborescences as follows. where À À ðXÞ represents the set of heads of arcs in ðXÞ.
Bérczi and Frank [5] proved that Theorem 3.3 can be extended to partial arborescences by using the concept of bisets, where a bi-set of V is defined as a pair ðX I ; X O Þ of subsets X I ; X O of V with X I X O . See [5] for details.
Independent arborescences
It follows from Theorem 3.1 that there exist k arc-disjoint directed paths from r to every vertex in V if and only if there exist k arc-disjoint r-arborescences. In this section, we discuss whether the arc-disjointness of directed paths and arc-disjointness of arborescences can be replaced with stronger conditions called ''internal-disjointness'' and ''independence,'' respectively. Here we give a formal definition of internal disjointness. Let P 1 ; P 2 ; . . . ; P k be arcdisjoint directed paths such that P i is a directed path from u i to v i for each i ¼ 1; 2; . . . ; k. We say that P 1 ; P 2 ; . . . ; P k are internally disjoint, if 8i; j ¼ 1; 2; . . . ; k s.t. i 6 ¼ j: ðX i n fu i ; v i gÞ \ ðX j n fu j ; v j gÞ ¼ ;;
where X i represents the set of vertices that P i traverses. We say that arc-disjoint partial arborescences T 1 ; T 2 ; . . . ; T k are independent, if for every vertex v in any two of them, the directed paths from the roots to v in those two arborescences are internally disjoint. See Fig. 9 for an example of independent (partial) arborescences.
In this subsection, we first consider whether the following statement holds.
There exist k independent r-arborescences if and only if ð3:6Þ
for every vertex v in V, there exist k internally disjoint directed paths from r to v. Unfortunately, Huck [28] gave a counterexample to this statement for each positive integer k with k ! 3. On the other hand, Whitty [49] proved that the statement is true in the case of k 2. Furthermore, Huck [29] proved that if D is acyclic, then the statement is true. We will give a proof of this result by Huck [29] in a slightly more general setting.
We consider an extension of the statement ð3.6Þ in a similar way as in the previous section. Recall that Theorem 3.1 can be extended to the case of multiple roots and partial arborescences by using the concept of convex sets (see Theorem 3.9). Thus, it is natural to consider similar extensions of the results for the statement ð3.6Þ. In the rest of this subsection, it is assumed that we are given a directed graph D with k specified vertices r 1 ; r 2 ; . . . ; r k and convex subsets C 1 ; C 2 ; . . . ; C k of V such that r i 2 C i for every i ¼ 1; 2; . . . ; k. For each vertex v in V, define qðvÞ as the set of indices i ¼ 1; 2; . . . ; k with v 2 C i . Here we consider the following two conditions. 9 independent partial arborescences T 1 ; T 2 ; . . . ; T k such that T i is rooted at r i and satisfies VðT i Þ ¼ C i : ð3:7Þ 8v 2 V; 9 internally disjoint directed paths P i (i 2 qðvÞ) such that P i is a directed path from r i to v.
ð3:8Þ
We now discuss the equivalence of the conditions ð3.7Þ and ð3.8Þ, which is a generalization of the equivalence in the statement ð3.6Þ, i.e., It follows from the negative result to the statement ð3.6Þ proved by Huck [28] that if there exists a vertex v in V with jqðvÞj ! 3, then the statement ð3.9Þ is not true. On the other hand, Frank, Fujishige, Kamiyama and Katoh [18] proved that the statement ð3.9Þ holds in some interesting special cases.
Theorem 3.9 (Frank, Fujishige, Kamiyama and Katoh [18] ). In the following cases, the conditions ð3.7Þ and ð3.8Þ are equivalent.
ð3:10Þ
D is acyclic and 8v 2 V: jqðvÞj 2: ð3:12Þ Theorem 3.9 in the cases ð3.10Þ and ð3.11Þ can be regarded as generalizations of the results of Whitty [49] and Huck [29] , respectively, by using convex sets. On the other hand, Theorem 3.9 in the case ð3.12Þ can be regarded as a partial generalization of the result of Huck [29] to the multiple roots case.
In the rest of this subsection, we give a proof of Theorem 3.9 in the case ð3.11Þ. We should note that this proof is based on the proof of Huck [29] for the statement ð3.6Þ in the acyclic case. Since r 1 ; r 2 ; . . . ; r k are the same in this case, we denote by r this vertex.
Since it is clear that ð3.7Þ implies ð3.8Þ, we will prove the reverse implication. Let V ; be the set of vertices v in V with qðvÞ ¼ ;. It follows from the definition of a convex set that for every vertex v in V n V ; , a directed path from r to v does not contain any vertex in V ; . Thus, removing all vertices in V ; does not affect the existence of jqðvÞj internally disjoint directed paths from r to v for every vertex v in V n V ; . Namely, without loss of generality, we can make the following assumption. Arborescence Problems in Directed Graphs8v 2 V: qðvÞ 6 ¼ ;:
ð3:13Þ
Furthermore, it follows from the definition of internal disjointness that we can make the following assumption.
All parallel arcs in A are contained in ðrÞ: ð3:14Þ
Since for every v 2 V n frg, there exist jqðvÞj internally disjoint directed paths from r to v, we have 8v 2 V n frg: jðvÞj ! jqðvÞj: ð3:15Þ
Thus, it suffices to prove that if ð3.15Þ holds, then there exist desired arborescences. In the sequel, we assume that ð3.15Þ holds. Notice if ð3.15Þ holds, then it follows from the assumption ð3.13Þ and the acyclicity of D that every vertex in V is reachable from r and ðrÞ ¼ ;.
From now on, we prove the condition ð3.7Þ by induction hypothesis on k. For this, we first prove that there exists a good arborescence T 1 in D, called ''a D-eligible arborescence.'' Then, by applying the induction hypothesis to the graph obtained from D by removing T 1 , we obtain independent k À 1 arborescences. Finally, we show that T 1 and these k À 1 arborescences are independent.
Let H be a subgraph of D with r 2 VðHÞ. Furthermore, let T be a subgraph of H. A function : VðHÞ n frg ! f1; 2; . . . ; jVðHÞj À 1g is called an ðH; TÞ-topological ordering, if ðuÞ > ðvÞ for each vertices u; v in VðHÞ n frg such that there exists an arc in AðTÞ from u to v. Since D is acyclic, it is well known (see, e.g., [44] ) that such a function exists. For each ðH; TÞ-topological ordering , define a function: VðHÞ n frg ! f1; 2; . . . ; jVðHÞj À 1g byðvÞ ¼ jVðHÞj À ðvÞ for each vertex v in VðHÞ n frg. An ðH; TÞ-topological ordering is called an ðH; TÞ-feasible ordering, if is an ðH; H 0 Þ-topological ordering, where H 0 is the subgraph of H obtained by removing all arcs in AðTÞ. A subgraph T of H is said to be H-eligible, if there exists an ðH; TÞ-feasible ordering. and define a as the unique arc from w to s. We should note that N 6 ¼ ; follows from ðsÞ 6 ¼ ;. Since every vertex of D is reachable from r in D, there exists a directed path from r to s containing w. It follows from this fact, the definition of a convex set and s 2 C 1 , that w 2 C 1 . Thus, by adding a to T for each vertex w in V n frg. Since 0 is a ðD 0 ; T 0 1 Þ-topological ordering, is a ðD; T 1 Þ-topological ordering. Furthermore, since ðsÞ > ðvÞ for every vertex v in N n fwg, ðu 1 Þ < ðu 2 Þ (i.e.,ðu 1 Þ >ðu 2 Þ) for every arc in A n AðT 1 Þ from u 1 to u 2 , which implies that is a ðD; T 1 Þ-feasible ordering. This completes the proof. Ã Theorem 3.9 in the case ð3.11Þ immediately follows from the following lemma.
Lemma 3.11. There exist independent r-arborescences T 1 ; T 2 ; . . . ; T k such that VðT i Þ ¼ C i for each i ¼ 1; 2; . . . ; k, i.e., the condition ð3.7Þ holds.
Proof. We prove the lemma by induction on k. We first consider the case of k ¼ 1. Since every vertex of D is reachable from r, there exists an r-arborescence. This fact implies the condition ð3.7Þ in the case of k ¼ 1.
Assuming that the condition ð3.7Þ holds in the case of k ¼ t ! 1, we consider the case of k ¼ t þ 1. Notice that q ðvÞ ¼ ; if and only if qðvÞ ¼ f1g. Thus, if there exists no arc a in A from u to v such that qðuÞ ¼ f1g and qðvÞ 6 ¼ f1g, then ð3.16Þ follows from ð3.17Þ. Assume, to the contrary, that there exists such an arc a, and let i 2 q ðvÞ. Then, there exists a directed path from r to v in D containing u. Since u = 2 C i and v 2 C i , this contradicts the convexity of C i . Hence, the condition ð3.16Þ holds.
It follows from ð3.16Þ and the induction hypothesis that there exist independent partial r-arborescences T 2 ; T 2 ; . .
What remains is to prove that arborescences T 1 ; T 2 ; . . . ; T k are independent. Since it follows from the induction hypothesis that T 2 ; T 3 ; . . . ; T k , it suffices to prove that T 1 and T i are independent for every i ¼ 2; 3; . . . ; k. Let us fix a vertex v in C 1 \ C i . Let P 1 and P i be the directed paths from r to v in T 1 and T i , respectively. It suffices to prove that P 1 and P i are internally disjoint. Let be a ðD; T 1 Þ-feasible ordering. For every intermediate vertex w of P 1 , we have ðvÞ < ðwÞ. On the other hand, ðvÞ > ðwÞ for every intermediate vertex w of P i . This implies that P 1 and P i do not share any intermediate vertex, i.e., P 1 and P i are internally disjoint, which completes the proof. Ã
Out-and in-arborescences
Recall that in an arborescence, all arcs are directed away from the root. In this subsection, we consider arborescences with the other direction. Namely, we consider an arborescence in which all arcs are directed toward the root. Now we give a formal definitions. From here, we call an r-arborescence treated above an out-arborescence rooted at r. A subgraph T of D is called an in-arborescence rooted at r, if the following three conditions are satisfied.
(1) VðTÞ ¼ V.
(2) There exists a vertex r in V such that
If D is regarded as an undirected graph, then T is a spanning tree. Intuitively speaking, an in-arborescence is a graph obtained by reversing all arcs in an ordinary arborescence. See Fig. 10 for an example of an out-arborescence and an in-arborescence. In this subsection, we consider the problem of packing an out-arborescence and an in-arborescence simultaneously. More formally, we define the out-and inarborescences packing problem as follows. In this problem, we are given a directed graph D with specified vertices r 1 ; r 2 . The goal of this problem is to discern whether there exist arc-disjoint subgraphs T 1 and T 2 of D such that T 1 is an out-arborescence rooted at r 1 and T 2 is an in-arborescence rooted at r 2 , and find them if they exist.
It is a natural question that for this problem there exists a good characterization similar to Theorems 3.1 and 3.5. Unfortunately, the following negative result is known. 
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Theorem 3.12 (Bang-Jensen [3] ). The out-and in-arborescences packing problem is NP-complete even if r 1 ¼ r 2 .
On the other hand, the following positive result holds for a class of graphs called tournaments. A directed graph is called a tournament, if it is a complete graph when we regard it as an undirected graph. Theorem 3.13 (Bang-Jensen [3] ). If D is a tournament, then the out-and in-arborescences packing problem can be solved in polynomial time.
Furthermore, the following positive result holds for acyclic graphs.
Theorem 3.14 (Bérczi, Fujishige and Kamiyama [7] ). If D is acyclic, then the out-and in-arborescences packing problem can be solved in linear time.
In [7] , the out-and in-arborescence packing problem is reduced to some matching problem in a bipartite graph, which is solved in linear time. In the rest of this subsection, we explain this reduction. For each arc a in A from u to v, we have two edges in E. One connects xðaÞ and y þ ðvÞ and the other connects xðaÞ and y À ðuÞ.
From here, we prove the equivalence between the out-and in-arborescences packing problem and the problem of finding a matching M in G such that for every vertex y in Y an edge of M is incident to y. It is clear that if there exist desired arborescences, then a matching M in G such that for every vertex y in Y an edge of M is incident to y. Thus, we prove the reverse direction. Let M be a matching in G such that for every vertex y in Y an edge of M is incident to y. Let A þ and A À be the sets of arcs a in A such that xðaÞ is connected by an edge in M to some vertex of Y þ and Y À , respectively. Let T 1 and T 2 be the directed graphs ðV; A þ Þ and ðV; A À Þ, respectively. It follows from the definition of M that j T 1 ðvÞj ¼ 1 for every vertex v in V n fr 1 g and j T 2 ðvÞj ¼ 1 for every vertex v in V n fr 2 g. Since D is acyclic, T 1 and T 2 are an out-arborescence rooted at r 1 and an in-arborescence rooted at r 2 , respectively. Since M is a matching, A þ and A À are disjoint, which implies that T 1 and T 2 are arc-disjoint. This completes the proof.
Concluding Remarks
In this paper, we gave a survey on results related to arborescences in directed graphs. We conclude this survey with a recent result on a variant of the arborescence packing problem in dynamic setting.
A temporal network N is a pair ðD; Þ of a directed graph D and a time label function : A ! R þ . For each arc a in A, the time label ðaÞ specifies the time at which its end-vertices communicate. This concept is used for modeling communication in distributed networks and scheduled transportation networks (see [36] for applications of temporal networks). If we want to communicate along a directed path P in a temporal network, then the time labels of the arcs on P must be monotonically non-decreasing. Formally speaking, a directed path P in a temporal network N ¼ ðD; Þ is said to be time-respecting, if
where we assume that P passes through arcs a 1 ; a 2 ; . . . ; a k in this order. Time-respecting directed paths are natural and crucial structures in understanding how information has disseminated through the network.
For temporal networks, it is natural to consider the following statement which is an extension of Theorem 3.1.
There exist k arc-disjoint time-respecting r-arborescences if and only if ð4:1Þ
for every vertex v in V, there exist k arc-disjoint time-respecting directed paths from r to v:
Unfortunately, it is known [36] that the statement ð4.1Þ does not hold in general. In addition to the counterexample with a directed cycle given in [36] , we can also construct an acyclic counterexample as in [36] , which is obtained by slightly modifying the example in [31] (see Fig. 11 ).
In the temporal network illustrated in Fig. 11 , there exist two arc-disjoint time-respecting directed paths from r to every vertex. Thus, it follows from Theorem 3.1 that there exist two arc-disjoint r-arborescences T 1 ; T 2 , and at least one of these two r-arborescences contains at most one arc leaving r that has a time label 1. Assume that T 1 contains the arc from r to u with time label 1, and the arcs from r to v and w with time label 1 are not contained in T 1 . In T 1 , the unique directed path from r to z must use an arc with time label 2, i.e., this directed path is not time-respecting. This implies that there can not exist two arc-disjoint time-respecting r-arborescences in this temporal network.
Although the statement ð4.1Þ does not hold in general, it is interesting to find a a class of graphs for which the statement ð4.1Þ holds. See [31] for partial results related to this problem. Arborescence Problems in Directed Graphs 69
