A fundamental solution of a parabolic differential equation of arbitrary even order by Cook, Erben Jr
Boston University
OpenBU http://open.bu.edu
Theses & Dissertations Dissertations and Theses (pre-1964)
1955
A fundamental solution of a
parabolic differential equation of
arbitrary even order
https://hdl.handle.net/2144/7835
Boston University
BOSTON UNIVERSITY 
GRADUATE SCHOOL 
Dissertation 
THE FUNDAMENTAL SOLUTION OF A PARABOLIC DIFFERENTIAL EQUATION 
OF ARBITRARY EVEN ORDER 
by 
Erben Cook, Jr. 
(B.S.E., University of Florida, 1933; M.S., University of Florida, 1937) 
Submitted in partial fulfilment of the 
requirements for the degree of 
Doctor of Philosoph,y 
1955 
·, 
Approved 
by 
First ReMer~~ !./~ .. P.ro~~~ of Mathematics 
·;;/ .ll :~// //2 
Second Reader L~~4c_ c:f_ . " . • {~~ 
Professor of Mathematics 
Outline 
Section Topic Page 
I Introduction i 
II P.reliminary Material ii 
Definitions 
Theorems 
Estimates 
III Further Estimates on the Solution of 1 
the Homogeneous Difference Equation 
IV Generalized Solutions of the Differential Equation 8 
v The Fundamental Solution 19 
VI The Adjoint Equation 30 
VII Integral Representation of Solutions 36 
VIII Bibliography 
IX Abstract 
X Autobiography 
XI Photograph 
I. 
JNTRODUCTION 
F. Scheid [ 41 -il- and D. Kearns {2] have found certain conditions 
for the existence of solutions of the initial value problem for a 
linear parabolic differential equation of arbitrary even order and 
S. Ross f 3] has proved a uniqueness theorem for such solutions. All 
three make use of limit processes applied to difference equations to 
obtain their results. The basic paper in this field is by F. John ( 11 . 
John deals with parabolic equations of order two and extends his results 
to a study of the fundamental solution of such an equation and the 
representation of other solutions in terms of the fundamental solution. 
It is the intent of this paper to extend the more general results of 
S. Ross, F. Scheid and D. Kearns in a like manner. 
In the present paper, generalized solutions of the linear 
parabolic differential equation of arbitrary even order are defined 
and conditions for their existence (uniqueness will follow from the 
definition) are proved. Then the fundamental solution of such an 
equation is defined and generalized solutions are written in terms 
of the fundamental solution. 
* Numbers in brackets refer to sources listed in the bibliography. 
i 
Definitions: 
II 
Preliminary Material 
A function u(x,t) such that 
u(x,t) = 0 for t < o, 
(la) u(x,t) = f(x) for t = 0 
and such that, for 0 < t ~ T, u(x,t) satisfies the parabolic differential 
equation of order 2p 
2p 2p-j 
(1) if'(u(x,t) ) = Dtu(x,t) - I: aj(x,t) Dx u(x,t) = d(x,t) 
j=o 
(linear case) 
or 
(1') 1'(u(x,t)) = 0 (homogeneous linear case), 
and such that as (x,t) converges to ( ~,o),t i"O, u(x,t) converges 
to :f ( e ) at all points ~ of continuity of f (x) ' is called a 
"solution" of the differential equation (1) or (1 1 ). 
L~ order to consider existence of a solution it is necessary 
to consider the behavior of the initial function f(x) . Again, 
whether or not there is a solution will depend upon the behavior 
of t he coefficient functions aj(x,t),j=0, ••• ,2p, and also upon the 
behavior of d(x,t) in the non-homogeneous case, for all (x,t) in 
the strip R = {. (x,t) I x is real and 0 ~ t ~ T} of the x-t 
plane. 
ii 
F. Scheid and D. Kearns have found conditions on the coefficient 
functions and on the init ial function which lead to unique solutions. 
For example, the work of F. Scheid implies that if all the coefficients 
of the differential equation are analytic in R and if the initial 
condition is analytic and (-l)p+1a0 (x,t) is positive and bounded away 
from zero then a unique analytic solution exists. Using the definition 
that a function g(x,t) is of class nci on R11 if D~g(x,t) exists for 
(x,t) in Rand is bounded and uniformly continuous on R for 
j=O, ••• ,i, he proves that a unique solution of class c2P exists 
provided that f(x), d(x,t) and aj(x,t) are of class c4P and that 
Dtd(x,t) and Dtaj(x,t), j=0, •• • ,2p are of class C0 , and that 
(- l)p+1a0 (x,t) is positive and bounded away from zero . 
In order to deal with the existence and uni queness of the 
solution of the differential equation (1) with initial condition 
(la) by the method of differences, one quite naturally considers a 
family of difference equations derived from (1) by replacing 
derivatives by divided differences (forward, backward, central or 
mixed) keeping (la) fixed . written in terms of translations, each 
member of this family of equations along with its solution u(x,t,h) 
takes the following form: 
(2a) 
The function u(x,t,h) such that h > o, 
u(x,t,h) = 0 
u(x,t,h) = f(x) 
for t < o, 
for t = 0 
iii 
and such that, for 0 ~ t ~ T, u(x,t,h) satisfies the parabolic 
difference equation of order 2p 
(2) .t h(u(x, t,h)) = u(x, t+k,h) - f cr (x,t,h)u(x+rh, t,h) = kd(x, t) 
or 
(2•) ~h(u(x,t,h)) = 0 
is called the "solution" of the parabolic difference equation. 
Obviousl~, certain restrictions are needed on the coefficients 
cr(x,t,h) in order that the difference problem be connected with 
the given differential problem. 
A family of difference equations of type (2) is "compatible" 
with (1) if (2) formally approaches (1) as h-+ 0. The family of 
difference equations will be further restricted by assuming that the 
x-difference, h, and the t-difference, k, are connected by the relation 
(3) k = ~h2P, ~being a positive constant. 
The set of points (nh,mk) such that n and m are integers and 
m = 0,1, ••• , [T/k] is called the "lattice L" of (2). 
h 
let llg(x,t)JI =sup lg(x,t)\ and Jlg(x)ll =sup lg(x)l • 
(x,t)£R 
Let ~,hg(x) be the solution of the homogeneous linear difference 
equation (2') such that, in the lattice L, 
h 
!m,hg(x) = r 
g(x) 
for t ~ mk 
for t = (m+l)k. 
Then u(x,t,h) = L_1 ,h(f(x)) + k !:1 (d(x,mk)), and (2) is m m,h 
iv 
"stable" if there exists a constant Q, independent of m and h, such 
that I L h( g(x) )I ~ Q 1l g(x) ll • 
m, 
Reference to F. Scheid shows that relation (3) along with the 
following conditions (4) - (9) on the cr(x,t,h) are sufficient to 
assure stability: 
(4) cr(x,t,h) is defined for (x,t)f R, and h~ ]O,H] and every integer r. 
(5) There is anN such that cr(x,t,h) = 0 for lrl >N. 
2p-l . 
= !:' hJc~ (x, t) + h2P cr (x, t,h) where cr2p(x, t) = j=o J 2p 
2p-j 
cr (x,t,O) and for j = 0, ••• ,2p,cr(x,t) is .of class C on R. 
2p j 
(7) lim llcr (x,t,h) - or (x,t) ll = 0. 
h-o 2p 2p 
(8) Lor = 1, 
r o 
j r ~ r c.= 0 for j = 1, ••• ,2p-l and i = O,l, ••• ,2p-j-l. 
r ~ 
(9) The function¢ (x,t,Q) 
property that 
M = inf 
(x, t)£R 
191 ~ 11' 
h · 2 1 h th w ere ~ = - , as e 
_ logl¢(x,t,Q)J> O. 
g2p 
v 
F. Scheid also points out that the above conditions are more 
restrictive than need be for stability. 
Using the above definitions and relations, F. Scheid shows that 
sufficient conditions for compatibility are that relation (8) hold 
and that 
, r 2n-j / (10) aj(x,t) = ( ~c/x,t)r ~ ) ~(2p-j)l , j:::O,l, ••• ,2p. 
Members of the family of difference equations having the 
properties (3) - (10) are called "admissible" •* The coefficients 
aj (x, t) of the differential equation are called the "invariants" of 
the family of admissible difference equations. If, moreover, 
u(x,O) = u(x,O,h) = f(x), then (2) is 11 associated with (1), (la)". 
It has been noted that admissibility is more stringent than 
compatibility and stability. The following corollary emphasizes 
the restrictions which have been made on the type of differential 
equation which can be considered if there is to be a family of 
admissible difference equations associated with it. 
Corollary: The invariants aj(x,t),j=0, ••• ,2p of an admissible 
2 . 
difference equation are of class C p-J respective~ and 
* See John 1 pp. 186-187. 
vi 
Proof: 
The first conclusion follows immediately from (10) and (6). ••. 
As to the second conclusion, first note that (8) implies 
that lim ¢(x,t,Q) = 1 and lim ng ¢ = 0 for j-1, ••• ,2p-l. 
Q~o Q~o 
Now, by (9), for each (x,t) f R, 
M 
.:._lim. _ logl¢(x,t,Q)I . 1 Dg ¢ ---=-..:.....:..2~........., = ll.m - - 2p-1 • 
g P Q-+o 2p g 
Hence M !5- lim n2P¢/ (2p) l = (•l)p+l .\ a0 (x,t). Q 
Q~o 
Let u(~)(x,t,h) be the vth divided forward x-difference of u(x,t,h) 
with difference interval h. Let ut(x,t,h) denote the divided forward 
t-difference with difference interval k = A h2P. F. Scheid shows that 
if (-l)p+1a0 (x,t) is positive and bounded away from zero, 
aj(x,t) tc2p-j for j=0, ••• ,2p, and ).<1/min la0 1 2
2p-l, then the 
2p (2p-j) . difference equation ut(x,t,h) = 1: aj(x,t)u (X+J-ph,t,h)+d(x,t) 
j=o 
is admissible. 
In this paper it will always be assumed that (-l)p+1a0 (x,t) is 
positive and bounded away from zero and that aj(x,t) tc2p-j on R 
for j = o, ••• ,2p. Also the family of admissible difference equations 
will always be used. These facts will usually be stated in the 
theorems. The following relation for u(x,t,h) is referred to at times: 
(11) u(x,t,h) = L 1 h(f(x)) + k 1: L (d(x,mk)) 
- , m m,h 
vii 
Frequently it will be desirable to consider a function u(x,t) 
related to the differential equation and its initial condition through 
the family of associated difference equations. Such a function may 
·later prove to be a solution. More precisely, one has the 
Definition: A function u(x,t) defined for 0' t ~ T is called a 
ngeneralized solution11 of equations (1), (la) if, for every admissible 
equation (2) with invariants aj(x,t), j=0, ••• ,2p, 
lim u(x,t,2-~) = u(x,t) for (x,t) E. L 
h 
n.-.oo 
where u(x,t,h) is the solution of (2), (2a). 
As an immediate consequence of the above definition and the papers 
of F. John, S. Ross, F. Scheid and D. Kearns, the following theorems 
hold: 
viii 
Theorem l. The generalized solution of (1), (la) is uniquely determined.* 
Theorem 2. (Ross) If (-l)p+1a (x,t) is positive and bounded away from 
0 
( ) 2p-j . ( ) 0 ( · zero, aj x,t £ C for J=O, ••• ,2p and d x, t £ C and if 1), (la) 
has a solution u(x,t) £ c2P then u(x,t) is also a generalized solution 
of (1), (la) and if u(x,t,h) is the solution of an admissible difference 
equation associated with (1), (la) then 
lim lfu(x,t,h)- u(x,t)lf = 0. 
h~o 
Theorem 3·** If (1), (la) has the generalized solution u(x,t) and 
-----·-
u(x,t,h) is the solution of (2) associated with (1), (la) and if, 
* Proof identical to that of F. John, page 187 
~~ This theorem is implied in the last part of the proof of 
Theorem 2 of Kearns. 
for some m ~ l/2p, 
m+V/2PniJ 0 (a) t .u:x:u(x,t) E. C for I)= 0, ••• ,n and 
(b) 1i..lll lltm(u(x,t,h) - u(x,t))lf = O, then 
h ... o 
m+J.I/2p (v) JJ 
lim fl t (u (x,t,h) - Dxu(x,t)) If = 0 for 
h-o 
v = o, ••. ,min(2p-2,n). 
2p-j 
Theorem 4. (Kearns). If aj (x, t) E. C for j=O, ••• , 2p-l, 
a
2
p t cl, d t c1 and f £ c2P then there is a solution u(x, t)£C2p of (1), 
(1a) which satisfies tl1e inequalities 
(12) It '-'/2pD~ul~ Q( Jl f II + t ltd II ) for IJ = O, ••• , 2p-1 
(13) It "'12PD~ +luI = Q( II Dxfll + t( n. Dxdl\ + 11 Dx~pll ( llfll +II d II ) ) ) for 
IJ = 0' ••• '2p-1. 
Estimates: 
In order to prove his theorems 2 and 4, D. Kearns uses certain 
relations and inequalities, found in the papers of F. John, F. Scheid 
and D. Kearns, which give estimates of the solution of (2), (2a) in 
terms ot f(x) and d(x,t). Some of these estimates, along with 
relations defining the symbols involved in them, are the following: 
If the cr depend only on t then 
Lm,h(f(sh)) = v(sh, n+l k, h) = ~ g f(rh) and, by (11), 
r s-r,m,n 
ix 
the solution u(x,t,h) of (2), (2a) may be written in the form 
n 
(14) u(sh, n+l k,h) = 1: gs-r,-l,nf(rh) + k I: I: gs-r,m,nd(rh,mk) 
r rn=o r 
since 
C's 
gs,m,n = 0 for lsi } N (n-m) and gs,n,n = o0 • 
let tr(t) = cr(x,t,h), ~j(z) = L 'tr( jk)f and 
r 
lV (z) 
m,n 
= (; ~.(z) 
. 1 J J::.'ffi+ 
g = (211') -1 
r,m,n 
for m = n 
for m < n. Then 
With the aid of the above, it follows that, for any cr(x,t,h), the 
solution of the homogeneous case (2 1 )(2a) may be written as 
-(15) u(jh, n+l k,h) = L g 1 f(s+j h) + 8 -s,- ,n 
n 
L L I u(s+j h,mk,h), 
rn=o 8 s,m 
I = !: g (cr(j+s-r h,mk,h) - cr(jh,rnk)) and hence 
s,m r r-s,m,n o 
~ r ( t) , the g • s and I' s depend on j and 
cr(j+s-r h,mk,h)- cr(jh,mk) = 0 for frl >N. 
0 
Moreover, the following estimates, independent of j, hold 
X 
l/2p 2p+l 
(16) fg \ ~ Q(n-m)/( \sl + (n-m) ) form< n. 
s,m,n 
(17) L I g-s,-l,nl = 0(1) 
s 
1/2 2p 
(18) I = O(h/(lsl+(n-m+l) ) ) form~ n 
s,m 
n l/2p 
(19) ~ r:_ I I \ = O(h(n+l ~) ). 
s,m 
s 
By relation (19) there is a constant Q1 such that 
n 
L 
l/2p 
L 'I ' ~ Q1 h(n+l A) s,m • 
m=o s 
The above relations, and others, lead to 
Theorem 5. (Kearns). If u(x,t,h) is the solution of an admissible 
difference equation (2) with initial condition (2a) then there is a 
constant Q, independent of h, such that, for v = 0, 1, ••• , 2p-l, 0 ~ y< 2p 
and 0 < h ~ H', 
vj2p (v) 
1 Ct+k) u 
{ 
Q( II f II + t Jldll ) 
(x,t,h)l ~ 
l-t'/2p t'/2p 
Q( llf II + (t+k) ll (t+k) d II ) • 
To prove theorem 4, D. Kearns also makes use of the following 
definition and lemma of F. John. 
Definition: Given a function g(x,t) and a sequence of functions 
~(x, t), defined in the region R, then 
. j j "~ ...2:..... g" if lim II D g (x, t) - D g(x, t) II = 0 
xn x 
n -too 
for j = 0, ••• ,i. 
xi 
x i i 
i 
Lemma: If g(x,t) £ C then for every m ~ i there exists a sequence 
of functions ~ (x, t) e em such that, 
i 
-+ g. 
III 
Further Estimates ~ ~ Solution of the Homogeneous 
Difference Equation 
Along with the above estimates for u(x,t,h) in terms of f(x) and 
d(x,t), other estimates will prove helpful in an investigation of the 
generalized solution of the differential equation (1), (la) by the 
method of differences. These further estimates will be developed in 
this section. 
Theorem 6. Let u(x,t,h) denote the solution of the admissible homo-
geneous difference equation (2 1 ) with initial condition (2a). Then for 
every e > 0 there exists a function A(E), depending also on N, M, T, A 
and /ID~cj(x,t)ll , JJ = o, ••• ,2p-j, j~, ••• ,2p, such that 
Ju(x, t,h)l ~ £: llfll for 0 < h ~ H' whenever f(y) vanishes identically for 
(y-ocl < A(€). Moreover A(E )ioo as e-!.- 0. 
Remark: This theorem states that two solutions of (2) with initial 
values which differ only far away from x=a are almost the same at x=a 
for 0 < t ~ T. More precisely, if u1(x,t,h) and ~(x,t,h) are solu-
tions of (2) with respective initial functions f 1 (x) and f 2 (x) and 
if f 1 (x) = f 2 (x) for lx~al <A (E) then I u1(a,t,h) -u2(a,t,h)/ ~ 
E Jf f 1-f 2 lf • 
Corollary!· If ~(x,t,h) and u2(x,t,h) are solutions of an admissible 
difference equation (2) with respective initial functions f 1 (x) and 
f 2 (x) and if, for some e:;:>o,f1(x) = f 2(x) for Jx-a/<2A(€), then 
ju1 (x,t,h) -u2(x,t,h)l ~ €/lf1-r2 tl for /x-a} '!fA(E) andO(·h~H'. 
1 
Proof of theorem: By (15), u(jh, n+l k, h) = ~ g f(s+j h) + 
s -a,-l,n 
n 
L L u(s+j h, mk, h) Is,m· 
m=o s 
(20) Let v(jh, n+l k, h) = L g f(s+j h) and 
s -s,-l,n 
(2la) w(x,t,h) = u(x,t,h) - v(x,t,h). 
n 
Then w(jh, n+l k, h) = L L t 
m=o s s,m 
n 
u( s+j h, mk, h) = 
= L L I (v( s+j h, mk, h) + w ( s+j h, mk, h)). 
m=o s s,m 
For any function U(x,t,h) defined in the lattice ~h , let 
V = ~(U) be the function defined by 
n 
(22) V(jh, n+l k,h) = L 
m=o 
(22a) V (x,O,h) = 0. 
With this notation 
(21) u = ~u + v or 
L I · U {s+j h, mk, h) and 
s s,m 
w = 'Tw + :Tv • 
Now, by (19), there is a constant Q1 such that 
n 
L: 
m=o 
L 
s 
II I ~ 
s,m 
- l/2p Q' (h ( n+l. A ) ) 
and, therefore, by (22), 
l/2p 
(23) tv(x,t,h)l ~ Q1 (t ) sup U( ~, T, h). Hence the operator 
0~ 
d -~ 11 has norm less than 1 far 0 !f t < (Q 1 ) and (21) can be solved for u 
in the form 
2 m -2p (24) u = (1+1' + ~ + ••• + '7 + ••• )v for 0 ~ t < (Q 1) • 
2 
Also (18) implies that for any fixed B and jh > B, 
n n 2p+l 2n 
L I Is ml = 0 ( L h ~= 0 ( (n+l)h ·A ) 
m=o s~ -j+B/h ' m=o (jh-B+h(n-m+l)1/2P) 2I/ (jh-B) 2p-l 
and hence there exists a constant Q" such that 
n , 2p 
L Y {I \ ~ Cl" {n+l ;h A 
- s,m w 2 1 
m=o s=-j+B/h (jh-B) p-
Conseo}~ently, if the f unction U(x,t,h) vanishes for x > B, then, 
by the inequality just writt.en and relations (22) and (23), 
l/2p 
{
Q' t llull 
(2.5) l~u(x,t,h) l=IV(x,t,h) \ '!5 
Q" t II u II 
for all x 
for x '7 B 
(x-B)2p-l 
If f(x) = 0 for x > ~ , then by (20), by theorem 5 for v = 0, and 
by (16) with m = -1, 
{
QQ· llfll 
Jv(jh,n+l k ,h)j ~ " 
ll fll L-
1/2p 2p+l 
n+l/ (I sf + (n+l) ) or 
l v(jh,n+l k,h)\ 
(26) lv(x,t,h) / ~ 
II f it 
II fll 
s+jh ~! 
for all j 
(n+l)h2p 
(jh-ffP 
for all x 
{
Q llf// 
Q II fl( t 
---
A(X- ~) 
2p 
for jh > ( • Hence 
for x > ~. 
3 
It follows from (2.5) and (26) that for every S ~0 there is an 
a( 5 ) such that a( S )1 oco as ~ J.. 0, 
I'JrU(x, t,h) J ~ 511 ull for X ~ B + a( b) if u = 0 for X~ B and 
I v(x, t,h)\ !!f Sllfll for x ~ ~ + a( S) if f = 0 for x ~ ~ • 
Let v1 (x,t,h), v2 (x,t,h) be such that v1 + v2 = v, v1 = 0 for 
x > ~ + a( S ) , and v2 = 0 for x ~ ~ + a( b). Then II v2 II = sup lvf ~ 
• X ) t +a(S) 
~ lftfl , II v1 ll ~ llvll ~ Q II fll and, for o ~ t ~ (Q•)-2P, 
l~vl:: {
Q llfll for all x 
h II v1 11 + llv2 11 ~ (Q+l) S II f II for x ~ $ +2a( & ). 
Similarly, I 'If' vi ~ Q II f IJ 2-2p if 0 =: t ~ (Q') - 2p/2. With this 
restriction, h ~ H" = (2 I\ )-l/2p/Q 1 • 
Assuming f~nv I :: 
Q II f II for all x ~ 
0 ~ t ~ (Qt)-2P 
~ S Qfll for x ::!! ~ +(n+l)a( ~ · 
2-2np Q 1/fl/ for all x if 0 = t = (Q')-2P/2 
and splitting ~nv into the sum of v~ and v~ with v~ = 0 for 
- n -
x ) ~ + n+l a( S ) and v2 = 0 for x ~ s + n+l a(~) gives 
l/2P. n -2 
Q' t II "T vII == [ Q H rll if o ~ t !5.' ( Q' ) P 
2-2(n+l)p Q llfJI if 0 ~ t ~ (Q 1 )-2P/2 
S llv~ll + llv~ II !f ~ Q llfll + S ~ II fit = 
~II f II (~) if x ~ s + n+2 a( S ) and 
0 == t == (Q I) - 2p • 
4 
Hence the above relations hold inductively· and 
Moreover, if 0 £ t ~ (Q 1 )-2P/2, then 
I n I I n+l I n+m I ~ II II -2np( - 2p - 4P ) .::::: ~ v + ~ v + ••• +I t,:r v + ••• - Q f 2 1+2 +2 +... -
-2p 
The above relations and (24) give, for 0 ~ t ~ (Q 1 ) /2, 
lui ~((l+Q1 + ••• + ~)~ + 2-2p(n-l) Q) 1/fll for x ~ t+ ~a( S) or 
I ul £ (n+l~ + n(n+l) Q S + 2-2p(n-l) Q) ll f II for x :=! ~ + n+l a( S ) • 
2 
-2p(n-l) E Given any E > 0 pick n so large that 2 Q < 4 and then choose 
~ > 0 such that b < E • For this n and S let A1 ( € ) = (n+l)(2nQ+4) 
(n+l)a( S ). Then, for 0 ~ t ~ (Q 1)-2P/2, lu(x,t,h)\ ~ ~ € llfll for 
2 
x ~ ~ + ~ ( € ) if f(x) = 0 for x :> ? . By a similar argument, 
lu(x,t,h)l 6 ~ E/(fl( for x !f~- A1 (€) and 0 ~ t ~ (Q')-2p/2 if 
f(x) = 0 for x < 1 . 
If these inequalities are applied a bounded number of times, one 
gets for every c > 0 an A( E ) such that for 0 ~ t ~ T, 
{
lu(x,t,h)l ~ ~ Eftfll for x ~~+A( E.) if f(x) 
(27) 1 
fu(x,t,h)l ~ 2e llfll for x ~ ~ -A( €) if f(x) 
= 0 for x > t. 
= 0 for x < ~. 
Now assume that f(y) vanishes identically for ly-x I< A( € ), i.e. 
for x-A(€) < y<x+A(e ). Let f 1(y) + f 2(y) = f(y), f 1(y) = 0 for 
y ~ x and f 2 (y) = 0 for y <. x. Then f 1 (y) = 0 for y > x - A( G ) and 
f2(y) = 0 for y< X + A( E) and (27) gives lul (y, t,h)\ ~ ~ enflll == ~ E II f II 
for y ~ x and l~(y,t,h)l ~ ~ € llfll for y !f x. 
Consequently I u(x, t,h)l !f fu1 (x,t,h)} + l~(x, t,h)l ~ el/f 1/, and 
the proof of the theorem is complete. 
Corollary~· If u(x,t,h) is the solution of an admissible homogeneous 
difference equation (2 1 ) with initial condition (2a) and if f(y) = 0 
for I y-x\ < S for some ~ > o, then for every E > 0 there exists a 
'i ( € ''b ) > 0 such that \u(y,t,h)\ == EHfl/ for 0 !!:: t ~ 'T and 
l y-x\ < 6., (y,t) f. L , provided 0 < h ~ H: 
2 h 
Remark: This states that if two initial functions agree in a neighborhood 
of x then the corresponding solutions of (2) are approximately the same 
in a neighborhood of (x,O). 
Proof: B.Y (20), (21) and (23), u = v + 0 (tl/2pl/f/{) and, if f(y) = 0 
for I y-x I< b , then (16) gives , for ly-xl ..:: s 
- - ' 2 
lv(y,t,h)l == 22PQ llfll t , in the same way that (16) led to (26). 
1\ i>2P 
Hence u(y,t,h) = O(t1/ 2p+ t s-2P/)..) llfll for IY-xl!!:: hand for 
2 
every E' )0 there is a 'T = 'T ( E, S ) > 0 such that Ju(y,t,h) \ !!{ E II f II 
if 0 =: t ~ tf, and ly-xl ~ ~. 
Theorem 7. If u(x,t,h) is the solution of an admissible homogeneous 
difference equation (2•) with initial condition (2a), then, for every 
6 
E ,. 0 there exist a constant Q and a function A( E) depending only on 
N, M, T,). and, lln"c~(x,t)ll , J/= o, ••• , 2p-j, j:::O, ••• , 2p, such that 
X J 
1u(x,t,h)/ ~ t:/lfl/ + Q2 h (t+k)-l/2p L \f(x+sh)J, for 0< h = H! 
l shl <A( E) 
Proof: Given E '> 0, let A( E) be the function found in theorem 6. 
For any fixed x let f 1 (y) and f 2 (y) be such that f 1 (y) + f 2 (y) = f(y) 
and f 1 (y) = 0 for ly-x l <. A( E) and f'2 (y) = 0 for ly-x\ ~A( E.). 
Let u1 and~ be the solutions of (2•) with initial conditions f 1 and 
f 2 respectively. 
00 
Let ¢(y) =- L r2 (sh)h. 
s=y/h 
Then I) ¢(y) II~ L /f'2 (sh)h' ~ L 1 f(x+sh)hl 
s (shl < A(c) 
(1) -1 
and f 2 (y) = ¢ · (y) = h (~(y+h) - ¢(y)). 
An application of theorem 5, first to the initial condition f 2 (y) 
and then to the initial condition ¢(y) , gives 
l/2p l/2p l/2p (1) 2 j(t+k) u2 (x, t,h) \ ~ Q(t-fk) II r 2 (y) U ~ Q llct+k) ¢ (y) II = Q II¢ 11 • 
Hence, l ~ (x, t,h) \ !£ Q2h(t+k)-J/2p L lf(x+sh) I , and 
lshl<A(E:) 
\f(x+sh) \ • 
Ish\< A(E) 
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IV 
Generalized Solutions ~ the Differential Equation 
In this section the conditions on a2p(x,t), d(x,t) and f(x) >vill 
be weakened somewhat and generalized solutions of the parabolic dif-
ferential equation (1) with initial condition (la) will still be found 
to exist. Moreover, in some cases the generalized solution will be 
shown to be a solution. 
Theorem 8. If (-l)p+1a0 (x,t) is positive and bounded away from zero, 
aj (x,t)£ c2p-j' j=0, ••• ,2p, ~(~,t)EC0 and f(x) e C0 , then the 
generalized solution u(x,t) of (1), (la) exists such that 
(a) t..,I2Pn~u(x,t)E. C0 for "= o, ••. ,2p-l and (12) is satisfied for a 
constant Q depending only on T and the bounds of ~aj(x,t) for j = o, ••• , 
2p and l1 = 0, •• • ,2p-j, and 
(b) if u(x,t,h) is the solution of an admissible difference 
equation (2) associated with (1), (la) then 
lim llu(x,t,h) - u(x,t)ll = 0 and 
h-to 
ll+l/2p ('-') II 
lim lit (u (x,t,h) - D u(x,t)) II = 0 for '-'= o, •.. ,2p-2. 
X h-to 
1 1 2p 
If, moreover, ~p(x,t) E. C and d(x,t) £ C , then tDx u(x,t) exists, 
is of class C0 and u(x,t) satisfies (13) and (1) holds for t > 0. 
Proof: 
2p-1 2p-j 
Let 1'2p(u(x,t)) := Dtu(x,t) - L a.(x,t) D u(x,t). j=o J . x 
First consider the more restricted case where f(x)e c2P, 
a2p(x,t) E C
0
, d(x,t) E. C0 and consider sequences an (x,t) £ c1 and 
2p 
8 
n 1 n o d (x, t) £ C such that a2 ---. a2 , and dn ___Q,. d, by John's lemma. . p p 
4 . nc ) 2p By theorem , there are funct~ons u x, t £ C such that 
~p(un(x,t)) = a~p(x,t)un(x,t) + dn(x,t) and un(x,O) = f(x). Moreover 
(12), with a~P and d0 replacing a2p and d, holds for these u
0 (x,t). 
Since II a~p II ~ II a2p II and II dn II ~ Jr d II , the same constant Q may 
be used for all n and (12) then gives a uniform bound, with respect 
to n, for II u II 
n 
If pnm(x,t) = un(x,t) -um(x,t) then pnm(x,O) = 0 and 
~ (nm) m nm en m)n (n m) ~2p p = a2pP + a2p - a2p u + d - d • Hence an application 
of theorem 4 and inequalities (12) to pnm gives 
for ~ = o, ••• ,2p-l, and there exists a function u(x,t) such that 
Vj2p ll n V/2p ,_, 
t Dxu (x,t) ...2. t Dxu(x,t) for v = 0, ••• ,2p-l. 
Let u(x,t,h) be the solution of (2), (2a) with 
Zh(u(x, t,h)) = u(x,t+k,h) - ~ cr(x, t,h)u(x+rh, t,h) = kd(x, t) 
r 
being admissible with invariants aj' j:::0, ••• ,2p and let un(x,t,h) 
be the solution of ~h(un(x,t,h)) = k(an (x,t)-a (x,t))un(x,t,h) + 
2p 2p 
kdn(x,t) 
with initial condition un(x,O,h) = f(x). 
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These difference equations are admissible with invariants a~p and 
aj, j=o, ••• ,2p-l. Moreover, by theorem 5, lun(x, t,h)l ~ Q( II f II + t lldll ) 
and the un(x,t,h) have a uniform bound. 
If pn(x,t,h) = un(x,t,h) -u(x,t,h) then pn(x,t,h) is the solution 
with initial condition pn(x,t,h) = 0. For this function, theorem 5 
aJ = 0, ••• , 2p-l. Hence for every ~ > 0 there exists an N( € ) such that 
for 
n > N(e), 0 < h ~ H andp= 0, ••• , 2p-l. 
The earlier argument showed that 
n > N( E') and aJ= o, ••• ,2p-l. 
Theorems 2 and 3 give I un(x, t, h) -un(x, t) I <. ~/3 for h < S ( e ,n) 
V+J/2p J n(v) v n I 
and t u (x,t,h) - Dxu (x,t) <€/3 for 
h < S'(e ,n) if II= o, ••• ,2p-2. 
Consequently I u(x, t,h) - u(x, t)f < E. for h < $ ( e ,N) and 
V+J./2p I (v) v \ 
t u (x,t,h) - Dxu(x,t) < e for h < S 1 ( € ,N), 11 = o, •.• , 2p-2. 
Thus u(x,t) is the generalized solution of (1), (la) and all other 
concl usions of the first part of theorem 8 have been proved in the 
special case where f(x) e c2P. 
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o n 2p n o If f(x) £ C , let f (x) E. C be such that f __,.. f and let 
un(x,t) be the generalized solution of (1) with initial condition 
un(x,O) = ~(x). Again, letting prm(x,t) = un(x,t) - um(x,t), and 
applying the special case of theorem 8 to ~p ( pnm(x, t)) = 0 
with pnm(x,O) = fD(x) - fm(x) gives 
(28a) ll t"'/2p D~pnm II ~ Q II £D - tn II for IJ = 0, ••• , 2p-l. 
Again there is a function u(x,t) such that 
(28) t "/2p ~un(x, t) ~ tf-l/2p D~u(x, t) for = o, •.• ,2p-l. 
Moreover (12) holds for u(x,t). 
If un(x,t,h), u(x,t,h) are the solutions of admissible difference 
equations (2) with initial conditions un(x,O,h) = fn(x) and 
u(x,O,h) = f{x) respective~, application of theorem 5 
to un(x,t,h) - u(x,t,h) 
n 
Q 1/f - :rlf for 
J.J = o, ••• ,2p-l. 
A repetition of the type of argument used in the last part of the 
proof of the special case completes the proof that if f£ c0 then 
lim II u(x,t,h) - u{x,t)N = 0 and 
h~o 
lim 111(+1/2pu (v) {x,t,h) - t"+l/2p D~u(x,t) II = 0 for J/ = o, •.• ,2p-2. 
h-+ o 
1 1 If a2p(x,t) f. C and d(x,t) £ C then theorem 4 can be applied to 
lP2p(u(x,t)) = a2p(x,t)u(x,t) + d(x,t) when u(x,O) = fn(x) and 
inequalities (JJ) hold since II ~II ~ II fl/ • 
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Applying (1.3) to the function un(x,t) - um(x,t) with initial 
condition at t = 1" ~ 0 gives, for 0 ~1"~ t ~ T and ,., = 2p-l, 
Q IID_xun(x,1")- Dxum(x,"T')II+ QT 11Dxa2p(x,t)ll -·l/un(x,1")- um(x,'T)/1 • 
Let 1" = 2-1t, then multiply by t1/2P and take the limit, noting 
(28). It follows that tD~pun(x,t) _2,. tn~Pu(x, .t) and relation (28), 
along with theorem 4 now concludes the proof'. 
Theorem 9. If' (-i)p+1a (x,t) is positive and bounded away from zero, 
0 
aj (x, t) t c2p-j for j=O, ••• ,2p, d(x, t) £ C0 and f(x) is Riemann integr-able 
over every finite interval and has a uniform bound, then a generalized 
solution of (1), (la) exists such that u(x,t) is a continuous function 
in R except at the points where t = 0 and f'(x) is discontinuous. 
Moreover, if u(x,t,h) is a solution of' an admissible difference 
equation with initial condition u(x,O,h) = f(x), then tl/2pu(x,t,h) 
converges to t l/
2
Pu(x,t) uniformly in every bonnded subset of' R. 
Proof': Consider a fixed number . B > 0 and any E > 0. If' A( E) is the 
function of theorem 6, then, over the interval lXI ~ B + A(E) the 
Riemann integr-able function f(x) can be approximated by a continuous 
function. M:>re precisely, there is a function f E (x) and a S (e.)> 0 
such that 
0 (a) f E (x) E C 
(b) II f t: (x) II ~n f(x) IJ 
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(c) L )f£ (sh)- f(sh)\ h ~ e for O<h ~ S(e). 
Ish\~ A( e)+ B . 
Let (2) be any admissible difference equation and let ue(x,t) be 
the generalized solution of (1) and u£(x,t,h) be the solution of (2) . 
with the initial conditions ue(x,O) = uE(x,O,h) = fE(x). 
Applying theorem 7 to the functions p E (x, t,h) = 
u E (x,t,h)-u(x,t,h) gives 
I u c (x,t,h)-u(x,t,h) \ ~ E IJ£ e (x)-f(x)ll + 
Q2h(t+k)-l/2P L } f e (x+rh)-f(x+rh)l 
\rh\ <A( e.) · 
~ 2 E IJf(x)ll + Q2 (t-H<:)-l/2p L l f e (sh)-f(sh) h 
tshl ~ B+A(€) 
or 
(29) Ju€(x,t,h)-u(x,t,h)\ ~ (211£1\ + Q2 (t-H<:)-l/2P)e. for (x,t)t:.L , 
h 
I x \ ~ B and 0 < h ~ S (E) • 
Now consider a fixed h0 such that 0 < h0 ~ b (e), let k0 =A h~p and 
in (29) let h = 2-~0, k = 2-2P~0, n being a non-negative integer. 
Then lu E. (x,t,2-nh0 ) - u(x,t,2-nh0 )J ~ (2 1/fl/ + Q2(t+k)-l/2P) E 
for (x,t) el: , lxl ~ B. 
2-nh 
0 
Theorem 8 applies to u£ (x,t) and gives 
lim llu e (x,t,h) - u e (x,t)U = 0. 
h-.o 
• I Hence there ~s a 6 ( £ ) ' 0 such 
that lu e (x,t,h) - u € (x,t)l ~ e for h ~ S'( €). This inequality combines 
with (29) to give 
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for (x,t)£L , lxl ~Band 2n ~h0 I 6 1 (e.) which, h 2-n 
0 
in turn, leads to 
lu(x,t,2-~0) - u(x,t,2-111t0)1~ 2(2 II fll + Q2(t+k)-l/2P + 1) E 
for (x,t)E!: , lxl ~ B, 2n::!! h0 IS •( E) and m> n. h 2-n 
0 
Since this holds for every E > 0, there is a function 
v(x,t,h0 ) such that 
(31) lim u(x,t,2-~0) = v(x,t,h0 ) for (x,t)E I:_, the union 
n -too 
' 
of the lattices L , n = 0,1,2, ••• , lxl ~ B, _ t> 0. 
2-nh 
0 
Letting n-.. oo in (30) gives 
lxl ~ B and t > 0. Defining v(x,O,h0 ) = f(x) and multiplying (32) 
by t 112P gives 
lim tl/2Pu € (x,t) = tl/2pv(x,t,h0 ) uniformly for (x,t) £ L 00 • 
Since the functions tl/2Pu £ (x, t) are continuous in R and E:00 
is a dense subset of R, this uniform limit implies the existence of 
a function u(x,t) such that tl/2Pu(x,t) = t 112Pv(x,t,h0 ) for 
(x, t) £ L 00 and I xI ~ B, where t ll 2Pu (x, t) is continuous in R 
for I x I ~ B and 
lim l/2p ll2p (33) t uE(x,t) = t u(x,t) uniformly for (x,t) tR,Ixl~ B. 
E-+0+ 
u(x,t) is independent of which particular admissible equation (2) 
is used since ue (x,t) is a generalized solution. Moreover, by (31), 
lim u(x,t,2-nh
0
) = u(x,t) for (x,t)£ L 00 , lxl ~Band t">O and B 
n-too 
is arbitrary. Therefore u(x,t) is the generalized solution of (1), (la) 
and is continuous for t > 0. 
(29) multiplied by tl/2P and (33) now combine to give 
(34) lim tl/2plu(x,t,h)- u(x,t)\ = 0 uniformly for (x,t)f R, lxl ~B. 
h~o 
In order to prove that u(x,t) is continuous for t = 0 at the 
points of continuity of f(x), let x
0 
be any fixed point of continuity 
of f(x) and let f(x) = f 1(x) + f(x0 ). Then the generalized solution 
~(x,t) of (1) with ~(x,O) = f(x0 ) is continuous in R. If the 
generalized solution u1(x,t) of the corresponding homogeneous 
equation (1 1 ) with ~(x,O) = f 1 (x) is continuous at x0 , it follows 
that ul(x,t) + ~(x,t) = u(x,t) is also. But f 1 (x) is continuous 
at x
0 
and f 1 (x0 ) = 0. Hence there is as," (e) such that 
jf1 (x)l <E. for lx-x0 l <cS"• 
Now let f 1 (x) = f 11 (x) + f 12 (x), f 11 (x) = 0 for I x-x01 < s" , 
f 12 (x) = 0 for tx-x0 1 ~ S" and consider the generalized solutions 
u11(x,t), u12(x,t) of (1 1 ) which have f 11(x) and f 12 (x) for their 
respective initial conditions at t = 0. 
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Applying corollary B of theorem 6 to u11 (x, t,h) exhibits a 
T ( €, E> ") ;> 0 such that I Uu_ (x, t,h) I !Ef flf11 (x)ll ~ for 
btl 0 ~ t ~ 'T and I x-x f ~ - • 
0 2 
Applying theorem 5 to ~(x, t,h) gives 
A combination of the last two inequalities gives 
II 
lu1 (x,t,h)l < (II f 1 (x)ll + Q)£ for 0 ~ t ~1" ,lx-x0 1 !!f ~ • 
Since 'T and Q are independent of h, and u1 (x, t) is a generalized 
solution, I u1 (x,t) - u1 (x,o)l = I u1 (x,t) - ol = lul(x,t)J~ 
Theorem 10. 
for 0 ~ t !E 'T and I x-x0 \ !f f and therefore 
~(x,t) is continuous at (x0 , 0). 
2p-j 0 
Let aj(x,t) e c for j = o, ••• ,2p, d(x,t) E. c 
and f(x) be Riemann integrable over some finite interval and 
uniformly continuous and bounded outside that interval. 
p+l 
Let (-1) a0 (x,t) ~ 'l :> 0. 
If u(x,t) is the generalized solution of (1), (la) and u(x,t,h) 
is the solution of (2) associated with (1), (la) 
V+l/2p V o 
then t D u(x,t) f C for II= 0, ••• ,2p-l, (12) holds and 
X 
lim II t"+l/2Pu(v) (x,t,h) - i]'+l/2P D:u(x,t)ll = o, for II= o, ••• ,2p-2. 
h~o 
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1 1 
If, in addition, a2 (x,t) t. C and d(x,t) £ C , then p • 
2 l+J/2p 2p 0 D Pu(x,t) exists, t D u(x,t) f C and u(x,t) satisfies 
X X 
the differential equation (1) for t7 0 and {13) holds. 
Proof: Fix B such that f(x) is uniformly continuous for I x l > B. 
By the argument used in the last part of theorem 9, an application 
of theorem 8 and the linearity of (1) show that the condition can be 
restricted to d = 0 and f(x) = 0 for lxl > B with no loss of generality. 
These restrictions are now assumed. 
For any e > 0 there is a function f 6 (x) £. C
0 
and a ~(e) "> 0 such 
that f E (x) = 0 for lxl ")' B, life II !'f llf II and 
L If e (sh) - f(sh)) h ~£for 0< h < S (e). 
tshl~ B 
Since L \f E {sh) - f(sh)\ h = L \f E (sh) - f(sh)\ h 
lshl ~ B+A(E) . tshl~ B 
= ~ \f E (sh) - f{sh)l h, 
B 
all references to B and A(E) may be omitted in any relations of the 
preceding theorem. 
Consequently (33) and (34) hold for all x and may be expressed as 
II l/2P II · II J/2p (35) lim t {uE(x,t)- u(x,t)) = ll.m t (u(x,t,h)-u(x,t))ll = 0 
E~o+ h-+o 
J/2p 0 
and hence t u(x, t) £ C • 
The inequalities (12) and (35) combine to give 
f.l/2p v (t-1") (Dxu e(x,t)- Dxu 6 ,(x,t)) = 
17 
-l/2p 0 ( Jlu~ (x, 'T") - ue1 (x, 'r) IJ) = 0 ( 'i ) 
for 0<1" ~ t ~ T _and e, e•~ 0 andJI= 0, ••• , 2p-l. 
Let 'T = t/2. It follows that 
llt~'+l/2P (D~uE(x,t)- D~uE,(x,t))ll = o(l) 
as £,E1-t0 forv= o, ••• ,2p-l. 
V+l/2p II Consequently, t Dxu(x,t) exists and is of class C0 for 
v = o, •.• ,2p-l and u(x,t) satisfies inequalities (12). 
MOreover, by theorem 3, 
lim II v +1/2p (V) v I t (u (x,t,h)- D u(x,t))l = 0 for V= 0, ••• ,2p-2. 
X 
h-.o 
1 . . If a2p(x,t) f C , then (13) can be appl~ed to ue (x,t) -ue,(x,t) 
and, letting JJ = 2p-l in (13), one gets 
l-1/2p 2p 2p (t-f) (D u (x,t) - D u~,(x,t)) = X~ X ~ 
0( n Dxu£(x, T) - Dxue,(x,'T) II + 
(t- 't) • II Dxa2p II • II ue (x,7') - ue, (x, 1") II ) 
= o(7-l/2P(t- 'i)-l/2P + (t- 'T) r-lf2P) for 0< 7" ~ t ~ T. 
Again let 'T= t/2 and get 
l+l/2p 2p 
t Dx ue(x,t) converging uniformly in R as e...., 0. 
l+l/2n-2p 0 Hence t ~vx u(x,t) e C and (13) holds. 
Since each uE(x,t) satisfies (1) for t 7 0, so does u(x,t). 
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v 
The Fundamental Solution 
The linearity properties of (1) and (2) have been used many 
times in the preceding development to break up problems into simpler 
components. For two examples of this see the last part of the proof 
of theorem 9 and the relation (11). Note in particular that if 
ui' i = 1,2, ••• ,n, ••• is a sequence of solutions of (2 1 ) {of (1')} 
n 
with initial conditions fi(x), i = l, ••• ,n, ••• , then 1: ui is a 
i=l 
n 
solution of (2') {of (1' )} with initial condition 1:. f 1 (x) and i=l . 
that if fi(x) • fj(x) = 0 for iF j and bi, i = l, ••• ,n, ••• is a 
fJD 
bounded sequence of constants then L b .fi(x) is the initial 
i=l J. 
Go 
condition for the solution ~ b. u. of (2' ) • This leads to the 
i=l J. J. 
Definition: The "fundamental solution" of the linear parabolic 
difference equation (2) (orcl"h(u(x,t,h)) = kd(x,t)) is the 
function K(x, t, ~, 'T ,h) which, for (x, t) and ( ~, 'T) f. Lh , 
is such that 
K(x,t, ~, 'r ,h) = { Ox 
s~ /h 
for t <. 'T 
for t = 'T 
and K(x, t, ~, 'T ,h) satisfies (2 1 ) (or t h(u(x, t,h) = 0) as a function 
of x and t for t ~ 1". 
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In terms of its fundamental solution, the solution of (2), (2a) 
can be expressed as 
(36) u(x,t,h) = L K(x,t,sh,O,h)f(sh)h + 
s 
[t/k] 
~ ~ K(x,t,sh,mk,h)d(sh, m-1 k)hk. 
m=l s 
A comparison of (36) with (14) shows that, if cr(x,t,h) depends 
-only on t, then g = hK(sh, n+l k, rh, m+l k,h). 
s-r,m,n 
It is assumed that (2) is admissible. 
Let u(x, t,h) be the solution of (2 1 ) which is 0 for t < 'r 
and f(x) for t = 'i, f(x) taking the values ± 1 (more precise:cy, 
f( ~) = sign K(J.I) (x, t, ~, 'T' ,h) for some fixed I'). Then relation (36) 
. (v) (v) 
g1ves u (x,t,h) = !: K (x,t,sh, 'T,h)f(sh)h 
(37) 
= 
s 
L IK("\x,t,sh, 'T ,h)h \ and hence 
s 
(.,) -ll/2p L IK (x,t,sh, T ,h)h \ ~ Q (t-'T"+k) fori/= 0, ••• ,2p-l 
s 
by theorem 5 and similarly 
(38) L \K(x, t,sh, 'T,h)h\~ E. by theorem 6. 
Jsh-x\ > A(E) 
Let e(x) represent the "unit step fnnction 11 , that is, 
e(x) =sign x; lsign xl= {: for x !f 0 • Then 
for x > 0 
(39) e (l~x- ~) = s~ /h for (x,O) and ( ~ ,o) ( Lh • 
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Let a subscript in parentheses denote a divided ·~- difference. 
Let P(x, t, ~ , T, h) be the solution* of (2 1 ) satisfying (2 1 ) 
as a function of x and t for t ::!! 'T , vanishing for t < 'T and having 
the initial condition P(x, t, ~ , 1" ,h) = e (x - $ ) for t = T • 
Since (39) is equivalent to s: = e(x+h- ~ ) - e(x- ~ ), 
hK(x,t, ~, 'T ,h) = P(x+h,t, ~, T ,h) - P(x,t, ~, T ,h) 
= P(x,t, ~ -h, T ,h) - P(x,t, $, '7' ,h) , or 
(1) (40a) K(x,t, ~,T,h) = P (x,t, ~,T,h) =- P(l)(x,t,~-h,'T,h). 
Consequently, 
(v) ("+1) ) (4.0) K (x,t, ~, 'f ,h)= P (x,t, ~ ,T ,h. = 
ll+l - Jl (-1) P(ll+l)(x,t,~- J.l+l h,'T,h) = (-l)K( ~)(x,t,~-~h,'T,h) 
for 1-J = 0,1,... • 
An application of theorem 5 to P(x, t, ~, T ,h) gives 
( 4la) I( t- 'T +k {I 2P p( v) ( x, t, ~ , 1" , h) I ~ Q II e (x- $ ) ll = Q for t ~ if and 
v = O,l, •.• ,2p-l, Q being independent of h. By virtue of (40) 
this gives 
I (ll+l)/2p (JJ) /! \.::. ::::. (41) (t-1""+k) K (x,t, .,.,'T',h)- Q fort _ 'T and V= 0, •.• ,2p-2. 
An application of theorem 5 to the solution K(x,t, ~,'r, h) of 
(2 1 ) with initial values at t 1, 'I:: t 1 :: t, gives the inequality 
(42a) I (t-tl+k/'/2p K(v) (x, t, ~, T ,h) I ~ 
Q II K(x,t1, ~ , T ,h) II for J./ = 0, ••• ,2p-l. 
This inequality for v = 2p-l combines with (41) for 1.1 = 0 to give 
) (t1- 'T +k)112P(t-t14k) 1-l/2P[( 2p-l) (x, t, ~, T ,h)\:: ri for 'T:: t 1 ~ t. 
Let t1 = t+ I /2. Then t-t1+k = t1-/ +k > t-'T +k/2 and hence 
(42) I (t- 'T +k)K( 2p-l) (x, t, $ ' T ,h) l ~ 20.2 for r == t. 
* In the notation of F. Jolm [ 1] page 200, this would be -P(x, t, ~ , 'T , h) • 
2l 
Since K(x, t, ~, 't ,h) satisfies the difference equation (2 1 ), 
K(x,t+k, ~, 't ,h) - K(x,t, ¢, 'r ,h) 
=L (cr(x,t,h) _hr) K(x+rh,t,~,'T,h) 
r o 
r 0 
r (1) --- · 
+h L K (x+ i-1 h,t, ~' r ,h)) 
i=l 
(1) 
= O(hK + hK ). (41) and (42) now give 
-1/p (43) K(x,t+k, t, 7 ,h) - K(x,t, ~, T ,h) = O(h(t- T +k) ). 
Now let P(x, t, ~ , T) be the generalized solution of (1 1 ) 
having the initial condition P(x, 'T, ~ , 'i ) = e (x- ~ ) • By 
theorem 9, this generalized solution exists and is continuous for 
t ~ 'T except at the point ( ~, 'T). An application of theorem 10 gives 
---V+l/2p v 0 . (44a) (t- r) D P(x, t, ~ , 7') E C as a functJ.on of x and t 
X , 
1 for ~ = o, ••• ,2p-l and this also holds for v = 2p if a2 e c • . p 
Moreover, 
(45a) 
J.l+l/2p (v) . . 
lim II (t- 'T) (P (x, t, ~, 'i ,h) 
h-o 
D"' P(x,t, ~ ,7'))11 = 0 for fixed($ ,'1) if 
X 
v = o, ••• ,2p-2, and 
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(46a) 
&J/2:p .... I (t- 'T) DXP(x,t, ~, r)\ ~ Q for "'= o, .•• ,2p-l. 
Relation (40a) says that the fundamental solution, 
K(x, t, ~, 'i ,h) equals P(l~x, t, ~, 'i ,h). Relation (44a) assures 
the existence of DxP(x, t, ~, 'r) in R except at ( ~, 'T). The last 
two statements lead to the 
Definition: The "fundamental solution", K(x,t,~ ,T), of the 
linear partial differential equation (1) (or~(u(x,t)) = d(x,t)) 
is the function DxP(x, t, f, 'i). 
K(x,t, $, T) exists in R except at ( s ,1""). Moreover, (44a), 
(45a) and (46a) give 
(44) (t- 't )V+2/2PD~K(x, t, ~ , T) ~ 0° for fixed ( $, '1") 
if~= o, ••• ,2p-2, 
11+2/2p (~) (45) lim II (t - r) (K (x, t, ~ , r ,h) -
h-fO 
for fixed ( s, 't) if LJ~ 2p-3, and 
(46) l(t-'f(+l/2P D.,K(x,t, $,7")1 ~ Q for JJ= 0, ••• ,2p-2, 
X 
respectively. Note that if p > 1 then (45) with JJ = 0 says 
that K(x, t, $, 'T) is somewhat like a generalized solution of (1'). 
It differs in that the fundamental solutions of (1) and (2) have 
different initial conditions. 
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Corresponding quite closely to theorem 10 on the generalized 
solution of (2), (2a) is the following theorem on the fundamental 
solution of (2). 
Theorem 11. Let (-l)p+l a0 (x,t) be positive and bounded away from 
. 2p-j . 
zero m Rand aj(x,t) E. C for J = 0, ••• ,2p. 
Let ( ~ , 'r) be any fixed point in R. 
If K(x, t, ~ , T) is the fundamental solution of (1) and 
K(x, t, ~ , 'T ,h) is the fundamental solution of (2) with invariants 
aj(x,t) then 
~+2/2p II 0 (t-T) DxK(x,t,~,'r)tC for ii=0, ••• ,2p-l, 
for 11 = 0, ••• ,2p-2 
for JJ = 2p-l 
and 
IJ+2/2p (11) lim ll(t-'T) (K (x,t,~,'T',h)-
h-.o 
Jl DXK(x,t,~ ,T)) II = 0 for IJ= o, ••• ,2p-2. 
1 2p 
If, in addition, a2 (x,t)tC, thenD K(x,t,$,'1") exists p X 
1+1/p 2p 0 for t > 'T, (t- T) Dx K(x,t, ~, 'i)!. C and K(x,t, s ,'T) 
satisfies (1) for t > 'T. 
Proof: 
For the first part of the theorem, when a2p(x,t)£ c
0
, 
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relations (44), (45), (46) need only be extended to the next larger 
value of JJ • 
In order to get the desired extensions consider any real ~ ~ 0 
and the generalized solution uA(x,t) of (1 1) for which ua(x,t) = 0 
-1 fort< 7' and uix, 7') = A (e(x+ a-t) - e(x- ~)). 
Then uA(x,t) = A-l (P(x+A,t, ~, 'T) - P)x,t, s ,T)) and 
uA(x, t,h) = ~-l (P(x+A, t, ~, 'T ,h) - P(x, t, ~, 'T ,h). Theorem 10, 
applied to uA(x, t) gives 
l-l/2p 2p-1 (t-T) D P(x+A,t,~ ,'T)- P(x,t,t,'T) e. co as a 
X 
function of x and t, and 
l-l/2p (2p-2) (2p-2) 
(47) lim ll(t- 'T) { P (x+.4 ,t, i, 'i,h) - P (x,t, ~, r,h) 
2p-2 2p-2 
D P(x+A ,t, ~, 'T) - D P(x,t, $, 'T') 
_x ________ x _____ } II 
A 
=0 + 
for any fixed ( ~ , T ) in R. 
(48) 
Applying theorem 10 to uA(x,t) - u (x,t), one gets, 
..a AI 
(t-T)v+l/2pcn"' P(x+A,t,t ,-r)- P(x,t,~ ,'T) _ 
X A 
n"' P(x+ A 1,t, ~ ,'T)- P(x,t, J ,'T) ) E Co 
X 
A' 
for fixed ( ~, 'T) if JJ= 0, ••• ,2p-l. Relations (44) and (48) can be 
combined, for J./ = 0, ••. , 2p-2, to get 
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(49) (t- ;{+2/2p In; P(x+ A, t, ~ , 'i 1 -P(x, t, § , ,.. ) -
D~K(x, t, t, 'i )j = o(l) 
uniformly in x and t for fixed ( ~ , T) as A~O. 
Therefore 
fixed ( ~ , T ) • 
2p-2 
Now recall that (t-T)Dx K(x,t, ~, T) exists and temporarily 
pick A so that A h-1 is a positive integer. 
In t his case 
' (v) L K (sh,t, $ , i ,h)h for IJ:!! 0. 
~h-x<A 
(v) (~) 
Also K (sh,t, $ , T ,h) - K (x,t, s , 'i ,h) = 
s-x/h 
L. (v+l) -K (x+ i-1 h,t, s , T ,h)h for u ~ 0. 
i=l 
The last two relations combine with relations (41) and (42) to give 
(~) (1J) 
(5l) P (x+A,t,~,'i,h)- P (x,t,~,7,h) K(")( t ~,.,.. ) = A - x, '5 ' I ,h 
-("+2)/2p 0 (A (t-T -fk) ) for ~ = 0, ••• ,2p-2. 
Given any ( $ , T) in R and given any E > 0, first pick A (with 
~/A an integer and A~ 0) so small that relation (49) for 
v = 2p-2 gives 
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for all x and for t :! 'i. Next pick S' ( E', A) so small that 
if A/h is an integer and h < &1 , relation (47) gives 
(2p-2) (2p-2) (t-'f)j P (x+A,t, i,'i,h~- P (x,t, ~,"'i,h) 
D2p-2 P(x+A ,t,.; 'r) - P(x, t, ~ ''i) I<. E/3 
X A 
for all (x,t) f R and at the same time relation (51) gives 
(2p-2) (2p-2) (t-T)/ P (x+.:t,t, .;,-r,h)- P (x,t,t ,T,h) 
l\ 
(2p-2) 
K (x,t,$,'t,h)t< c/3. 
The last three inequalities combine to give 
lim If (t- 'T)(K(2p-2) (x,t, ~ ,7 ,h) - n!p-2K(x,t, s ,'T ))/I ~ 0 
h-+o 
for fixed ( ~, 'T). 
Since theorem 10 applies to u4 -ut/, inequalities (12) 
give, for t ::!!'! t 1 ~ 'i, 
let t 1 ~ t+ T /2 • It follows that, as A, A'~ 0, 
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hence, (t- T)l+l/2Po!p-~(x, t, ~ ;r) E. 0° for fixed ( ~ , i). 
Also by theorem 10, and (49) for V = o, 
-1/2p . 
= Q llK(x,~, ~ ,'T,h)U + 0( A (t1-T-Hr) ). 
This combines with (41) for 11 = 0 to give, for t ~ t 1 ~ .'T. 
Again let t 1 = t+ 'T/2 and let .A _.. 0 to get 
2p-l 2 
l(t-'T) D K(x,t, ~ ,'t)l:!: 2Q fort~ 'T. 
X 
If a2P(x,t)rcl, then (13) maybe applied to uA(x,t)- u.1 1 (x,t) 
and, letting 11 = 2p-l in (13), one gets, for t ~ t 1 ~ 'T, 
l-l/2p I 2p 2p (t-t1) Dx u A (x,t) - Dx u.o, (x,t) l = 
0( II Dxu a (x,t1) - Dxu.4, (x,t1 )11+ 
(t-t1)· JIDxa2p(x,t)ll ·fluA(x,t1)- uA1 (x,t1)1J)= 
Once more, let t 1 = t+ 'T /2 and get 
1+1/p 2p 0 . (t- 'T) D K(x,t, ~, T) E. C for fJ.Xed ( s, 1") in R. 
X 
Also K(x,t, ~ ,'T) satisfies (1 1 ) for t7'T. The proof of theorem ll 
is complete. 
So far, properties of the fundamental solution K(x, t, ~ , 7') 
have been determined only for fixed ( $' rr ) • The behavior of the 
fundamental solution as a function of ~ and 7 is quite readily 
determined by considering the adjoint equation. This behavior is 
needed to get generalized solutions of (2), (2a) expressed in 
terms of the fundamental solution of (2). One should note, however, 
that for the function uA(x,t) used in the preceding proof 
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( t) _ P(x+ A,t, (, 'T) - P(x,t, ~ ,7') _ P(x,t, ~ -11, 7) - P(x,t, ~, 7) UA x, - .!l - d • 
. letting A-t 0 gives K(x, t, ~, 'T) = DXP(x, t, ~, 'T) = -D ~ P(x, t, ~ ,'i ) 
and hence 
v ~ v (52) DxK(x, t, ~ , 'T) = ( -1) D ~ K(x, t, $, T ) for '-'= O, ••• , 2p-l, and 
also for j.J = 2p if a2p (x, t) f c1• 
VI 
The Adjoint Equation 
The approach to this topic is again through difference equations 
and leads to the following 
Definition: 
Let Xh(u,(x,t,h)) ; u(x,t + k,h) -
~ cr(x,t,h) u(x+rh,t,h) = kd(x,t) be admissible and define 
r 
(53) ~r(x,t,h) = c-r(x+rh,t,h). Then 
A 
(54) th(v(x,t,h)) = v(x,t-k,h) - L cS(x,t,h) v(x+sh,t,h) = kd(x,t) 
s 
is the "adjoint difference equation" of (2) and any function 
v(x,t,h) such that v(x,t,h) = 0 for t > 0, 
(54a) v(x,t,h) = f(x) for t = 0, and which satisfies (54) 
for t ~ 0 is a 11 solution". 
Now L cr(sh,t,h) v(sh,t,h) u(s+r h,t,h) = 
r,s 
"" _.._ 
L- C (p +cf"h,t,h) V (~+G'"h,t,h) U((Dh,t,h) 
fO,r 
for any lattice functions u(x,t,h), v(x,t,h) and hence if 
u(x,t,h), v(x,t,h) satisfy ;lh(u(x,t,h)) = 0 and 
..... 
d(h(v(x,t,h)) = 0 then, as long as t + k and t - k are in the 
strip R where both difference equations hold, 
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(55a) L v(sh,t,h) u(sh,t-H<:,h) = L v(sh,t-k,h) u(sh,t,h). 
s s 
Inductively, one sees that as long as one stays iri a strip 
where u and v satisfy the respective difference equations, 
"Green t s IdentitY" holds, i.e., 
(55) L v(sh, '7""1 - k,h) u(sh, 'fl'h) = L v(sh, '1"2 -k,h) u(sh, "f"2,h). 
s s 
The adjoint equation ofd(h(u(x,t,h)) = kd(x,t) runs backward 
in t instead of forward, but can be reduced to one which runs forward 
by letting t = -'f and v(x, t,h) = w(x, -7" ,h) and consequently will 
be of the type discussed in this paper provided it is admissible, 
i.e. provided properties (3) through (10) hold for the~ 's and~ •s. 
Moreover (53) shows that the relation between a difference equation (2) 
and its adjoint (53) is reciprocal. If one replaces t by -r, 
relation (3) follows for the adjoint equation andR becomes R. 
Now if (2 ) is admissible, then (4) and (5) hold for 
~r(x,t,h). An application of Taylor's expansion with remainder 
to relations (53) and (6) gives 
= 
2 . 2 
+ o(h p-J)} + o(h p) 
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2p-l 
=L 
i=o 
i 
,.x , (-r)i-j i-j -:v (56) where c~(x,t) = ~ Dx Cj\x,t). 
... (i-j)! j=o 
Hence 
2p-l . ~r ( ) 2p "'r ( ) (57) cr(x;t,h) = L: h~c:(x,t) + c2P x,t,h h where c2P x,t,h i=o 
= cr (x,t) + o(l) 
2p 
~r ) 2p-i . 
and c.(x,t e c for~= o, ••• ,2p. 
~ 
But this is 
relation (6) for c. (7) for c also follows from the above and (7). 
From relation (56) one sees that c~ (x,t) = c~r(x,t). Hence 
L'cr=I:c:!=l. 
0 0 
r r 
i 
Also L rv ~(x,t) = 2: 
r j=o 
= ~ (-1) ~ ni-j (~(a- )i-j+~j(x,t)) = 0 for 
j=O (i-j) J X 
V= 1, ••• ,2p-l and i = O,l, ••• ,2p-V-l since then 
i-j+il = 1, ••• ,2p-l and j=O, ••• , i ~ 2p-&J-l = 2p-(i-j+u) -1, 
when i = j. 
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Consequently relation (8) holds for c. Also relation (9) 
follows since 
¢Cx,t,Q) 
~ r( ) -:ixQ n< "" = '- c x,t e = p(x,t, - Q) and M = M. 
r o 
One concludes that (54) is admissible if (2) is and conversely. 
The adjoint difference equation has the invariants 
i 
(58) ai (x, t) = I: 
j=o 
i 
= r:: j=o 
(-l)j ( 2p-j) i-j ( ) 
. • D aj x, t 
~-J X 
i-j ( 2p-i+j) j (-1) D a (x,t) j X i+j 
and, in particular, ~0 (x,t) = a0 (x,t). p+l"' Hence (-1) a0 (x,t) is 
again positive and bounded away from zero. 
Definition: The adjoint difference equation is associated with 
the differential equation 
2p 2p-i (59) -Dtv(x,t) = ~ ai(x,t) Dx v(x,t) + d(x,t) 
~=o 
2p 
= L: 
i 2p-i (-1) Dx (ai(x,t)v(x,t)) + d(x,t), 
i=o 
the 11 adjoint differential equation" of (1). 
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~ 
The fundamental solution K(x, t, ~ , cr ,h) of the adjoint dif.ference 
equa tion (54) satisfies (54) .for t < <f' , vanishes for t >fr and takes 
the values b; /h for t = cr • In Green 1 s Identity (55), let 
u(x, t, h) = K(x, t, ~ , 'T ,h), v(x, t,h) = K(x, t, 1 , cr ,h), 1 1 = 'T and 
T 2 =a"+ k. Then 
L K(sh, '1' -k, ~ , cr ,h) K(sh, 1', $, 'T ,h) = 
s 
!: K( sh, cr, ~ , cr, h) K( sh, <1" +k, ~ , T , h), which, by virtue 
s 
of the initial values of the fundamental solutions, is 
"' K( ~ , '1' -k, ? , cr ,h) = K(? , r +k, (' , 'T ,h). Hence 
(60a) K(x, t, ~, 'T ,h) = K( ~, 1' -k,x, t-k,h). 
An inductive computation based on relation (60a) combines with 
relation (40) to give 
(60) (11) v K (x,t, ~, T ,h) = (-1) K(v)(x,t, ~- vh, 'T ,h) 
~(v) v ~ 
= K (~ ,'T'-k,x,t-k,h) = (-1) K(v)(~-IJh,'T-k,x,t-k,h). 
Hence any inequalities which hold for the divided differences 
of K(x, t, $, 'T ,h) can be rel'lritten in terms of divided differences 
" of K( $, 'T -k,x,t-k,h) and conversely. Moreover, the relations in 
the previous section on divided x-differences o.f K(x,t, ~, T ,h) can 
be applied to divided ~ -differences of K ( c; , 'T ,x, t, h) since the 
adjoint equation is admissible. 
Again, the relations which involve K(x, t, $ , 1"' ) and its partial 
derivatives with respect to x can be reinterpreted in terms of 
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of K( S, 1' ,x,t) and its partial derivatives with respect to S . 
For example, 
lim 
h-to 
II v+2/2p .... ....... II · (t- 'T) (K(v) (~,I ,x, t,h) - D~ K( ~ ,,- ,x, t)) = 0 for 
v+2/2p IJ" o 
I.I=0, ••• ,2p-2 and fixed (x,t). Also (t-r) DfK(f,T,x,t)EC 
as a function of t and T (for fixed x and t), for IJ = 0, ••• , 2p-l. 
(60a) leads one to suspect that 
.... (61) K(x,t, f ,'T) = K( $, 'T ,x,t) 
and that the above paragraph can be reinterpreted in terms of 
K(x, t, ~ , r). To prove that this is so, note that relation (43) and 
theorem ll applied to the difference equation (2) and its adjoint (54) 
give 
ljp 
lim (t- T) I K(x, t.H<:, ~ , T ,h) - K(x, t, ~ , 't )j = 0 
h .... o 
uniformly in x, t for fixed ( ~, 7) 
1/p ,..... .... 
and lim (t- T) K( { ,T-k,x,t,h) - K( $ ,T ,x,t) I = 0 
h_, 0 
uniformly in ~ 'r :for fixed (x, t) 
,... 
But (60a) states that K(x,t.H<:, $ ,'T ,h) = K( s, 'T-k,x,t,h). 
Hence K(x,t, $, T) = K( ~ ,T ,x,t) and (61) holds. 
35 
VII 
Integral Representation of Solutions 
It is assumed that (-l)p+l a 0 (x,t) is positive and bounded away 
from zero and_ that aj(x,t)! c2P-j , j=O, •• • ,2p. 
By relation (52) and the remark which establishes it, 
n; K(x,t, ~, -r) = (-1).., D~ K(x,t, t, r) = 
~ V+l ~+1 (-1) D~ P(x,t,~ ,T) =Dx P(x,t,~,T) for t>"T 
and 11 = 0, ••• ,2p-l. This also holds for V= 2p if a2p(x,t) E. c
1
• 
Consequently, for any real numbers a and b such that a< b, 
/' b /.1 "':fb 11+1 
.J Dx K(x,t, ~, 'T')d~ = (-1) D,_ P(x,t, ~, 'T)d f 
a a ) 
., [ ., ]b 
= (-1) Dt P(x,t, t ,'T) 
. a 
= D"' P(x,t,b,'T) 
X 
v 
- D P(x,t,a;T) for t >I and 
X 
V = 0, ••• ,2p-l (2p if a2p£ c
1). 
Now relation (36) applied to (2 1 ) with initial condition 
e(x-b) - e(x-a) at t = T gives 
(11) (v) [b/h] (v) 
p (x,t,b,T ,h) - p (x,t,a, r ,h) = L K (x,t,sh,'T ,h)h, 
s=[a/h]+l 
and theorem 10, applied to (1 1 ) with the same initial function gives 
. 11+l/2p (v) (v) v 
l:un II (t- T) (P (x,t,b, 1' ,h) - P (x,t,a, 1"' ,h) - DxP(x,t,b,7') 
h ..... o 
+ n"'P(x,t,a,'T ))II = X . 
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J.l+l/2p {b/hl (v) 
(62) lim l((t-'T) ( !: ~ (x,t,sh,'T,h)h-
h ..... o s= (a/h) +1 
b J D~K(x,t, ~, 'f)d?) II = 0 
a . 
for J.l = o, •.• ,2p-2. This also holds for v = 2p-l, since by theorem 11 
and relation (40) 
(2p-2) 2p-2 
lim Jl(t-'T')(K (x,t,~,'r,h)-Dx K(x,t,~,T)H = 
h~o 
(2p-l) 2p-l 
lim ll(t-'f)(P (x,t,~,T,h)-Dx P(x,t,t,'T))II =0. 
h-+o 
Now theorem 11, applied to the fundamental solutions of the 
differential equation and its adjoint., combines with relations (61), 
(52) and (60) to give (t- T)"'+2/ 2PnJJ K(x, t, ~, T) bounded and uniformly 
X 
continuous in x,t, ~ ,'r for (x,t), ( t ,'r) f Rand 
~ = 0, ••• ,2p-l (also for J.l= 2p if a2p~ c1 ). Moreover, since 
I I al -lbl \ ~ I a - b l , 
V+2/2p (v) ~ (63) lim lt(t-'r) ((K (x,t, ~ ,rr ,h)l - ID K(x,t, r ,-r)l )II= 
· x 
h ..... o 
V+2/2p (JJ) ._, 
lim /l(t-'f) (K (x,t,$,T,h) -DK(x,t,5,T)IJ =0 
X . 
h~o 
for (x,t), (; ,'r) £Rand II= 0, ••• ,2p-2. 
v Relations (37) and ( 63) show that D K(x , t, ~ , 7") is absolutely 
X 
integrable with respect to ? over every finite interval and that · 
3'7 
J+oo=> tJ - V/2p (64) IDxK(x,t, t ,1")1 df ~ Q(t-'T) for ~= o, •.• ,2p-2. 
-oo 
Now let w(x,t) be the solution of (l) with d(x,t) = l and 
ll/2p .., 0 
f(x) ;; 0. By theorems 8 and 3, t D w(x,t) E C 
X 
lol+l/2p ("') " 
and lim If t (w (x,t,h) - D w(x,t) II = 0 for &I= o, •.. ,2p-2. 
. . X 
(JJ) [t/k1 ()J) 
Also w (x,t,h) = 2: I: K (x,t,sh,~,~)hk, by (36). 
m=l s 
Relations (37) and (38) give, for 0 < h ~ H' and A( c) the 
function of theorem 6, 
[t/k) 
!: L I K(x,t,sh,mk,h)j hk = 
m=l s 
[ t-E/k) 
L L IK(x,t,sh,mk,h)\ hk+£Q= 
m=l s 
[t-i/k] 
r: I K(x, t, sh,mk, h) l hk + E _(Q+t). 
m=l lsh-xl~ A(E) 
But, · by ( 63), there exists a 5l ( E ) such that 
1/p 2 
(t- 'T) J K(x,t, t, 'T ,h) - K(x,t, ~, 't) \ < € /2A( E) 
for (x,t), ( s ,'T) in Rand h< b • Hence, fort~ E + mk and 
l 
h < s , 
l 
(65) jK(x, t, ~,T, h)- K(x,t,$ ,T)I < 
2-1/p 
€ /2A( €). 
38 
It follows that 
[t/k1 
~ !: \ K(x,t,sh,mk,h) I hk = 
m=l s 
'K(x,t,sh,mk)\ hk + 0( E) 
m=l I sh-xl ~(E) 
Consequently the double integral // 'K(x, t, ~, 7) I d ~ d r 
o~'f~ 
exists for t £ ] o, T] artd all x, 
(66) J /IK(x,t, 1,'T)l dfd'T ~ Qt and 
~r~ 
(67) lim 11 (~k] I:JK(x,t,sh,mk,h)\ hk- //IK(x,t,~,'T)\ d~d'TI:::O. 
h-to m=l s 
Also w(x,t) = [/ K(x,t,{,7') dfd'f'. 
o~r~t 
Theorem 12. 
2 . 1 
Let a.(x,t) fC p-J for j:::0, ••• ,2p and (-:j..)p+ a
0
(x,t) be 
J 
positive and bounded away from zero. Let f(x) be uniformly bounded 
and Riemann integrable over every finite interval. Let d(x,t) be 
bounded in R and Riemann integrable on Ra = { (x,t) I (x,t) f R and 
1 x 1 ~ a } for every a~ 0. Then the generalized solution of (1), 
(la) exists and is given by 
f +oD u(x,t) = K(x,t, ~ ,o) f( J) dt + 
-OQ 
for O<t ~ T. 
II K(x,t, t, r )d( l ,7 )d s dT 
~'T~ 
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Proof: The function u(x,t) exists because of the hypotheses on f(x) 
and d(x,t) and relations (64) and (66). By (36), 
u(x,t,h) = l: K(x,t,sh,O,h) f(sh)h + 
s 
[t/k] 
I: !: K(x,t,sh,mk,h) d (sh,mk-k)hk. 
m=l s 
For 0 < h !f H' , the uniform boundedness of f and d give 
u(x, t,h) = !: K(x, t,sh,O,h) f(sh)h + 
= 
Hence, 
s 
[t-1/k] 
L 2: K(x,t,sh,mk,h)d(sh,mk-k)hk + 0(£ ), by (37) 
m=l s 
K(x,t,sh,O,h)f(sh)h + 
fsh-J'$A (c) 
[ t-i/k] 
:r: 1: K(x,t,sh,mk,h)d(sh,mk-k)hk + 
lsh-xl ~A( E) m=l 
l-1/2p 
0( € ) , by relation (38). 
u(x,t,h) = ~ K(x,t,sh,O)f(sh)h + 
tsh-xl !!!A( e) 
(t- Ejk] -1 
2: K(x,t,sh,mk)d(sh,mk)hk + 
m=o lsh-xi~A(~) 
1-1/p 
0( E ) , by relation (6.5) and the 
uniform continuity of (t-T)l/p K(x,t, ~ ,'!) 
= j K(x,t, ~,O)f( t )d +ffi(x,t, $ ,T)d( $ ,T)dt dT+ 
I t~-x I ~A(~) ll -xl ==A( t') 
O~T~t-E-
0( e l-l/p) + o(l) as h~ o and 
;t-ao u(x,t,h)~/ K(x,t, $ ,O)f( $ )d~ + // K(x,t, ~ ,T)d( t, T)d~ d'T, 
-oo ~~~ 
as h- o. 
4o 
Finally, theorem 6 on the 11non-dependence 11 of solutions 
of the homogeneous difference equations upon the initial data at 
far distant points would indicate the possibility of improvement 
in the statement of theorem 10. 
p+l 
Theorem 13. Let (-1) a (x,t) be positive and bounded away from 
0 
zero, aj(x,t) £ c2p-j for j::::0, ••• ,2p-l, a2P(x,t) and d(x,t) t cl, 
and f(x) Riemann integrable over every finite interval and bounded. 
Then the generalized solution u(x,t) of (1), (la) is a solution 
V+l/2p ~ o 
and t D u(x,t) EC for jJ = 0, ••• ,2p. 
X 
Proof: By theorem 9, u(x,t) is continuous in R except at points 
of discontinuity of f(x). 
Since this set of points is of measure zero, it may be covered 
by a sequence of open sets ,On ,such that 0 c. 0 for m ::> n and 
m n 
m(On) < 1/n. Pick such a sequence of sets and define a sequence 
of functions f E. c0 such that f (x) = f(x) for x t/On, n n . 
llfn(x)ll ~ ll f(x) lt and let 11n(x,t) be the solution of (1) with 
initial function fn(x). 
Then for t~ o, the integral representation of un(x,t) - u(x,t) 
gives IUu(x,t) - u(x,t)l ~ 2Q llf 11/n for all (x,t) t: R such that 
t ,. 0 . Hence 
l im II tl/2p (ll:n (x, t) - u(x, t)) If = 0. 
n ... oo 
I r, 4t::. 
~/2p ~ 0 
Theor em 8 applies to un(x,t) and t Dx~(x,t) E C 
f or v = o, ••• ,2p. That same theorem, applied to ~(x,t) - um(x,t) 
for m > n gives, for ~ = 0, ••• ,2p-l, 
"'/2p J/ ~ (t-1) lnx~(x,t) - Dxum(x, t) l ~ Q ll ~(x, "T )- um(x, -r)JI • 
Multiplying by ri/ 2P and then let ting T = t/2, one concludes that 
V+l/2p V 0 t Du(x,t)EC for JJ= 0, ••• ,2p-l. 
X 
Relation (13) gives, for t ~ t 1 ~ 0, 
l-l/2p 2p 2P I (t-t1) I n u (x,t) - D u (x,t) ~ x n x m 
Q( II D:x~ (x, t 1 ) - Dx~(x, t 1 ) II + 
(t-tl) IJDxa2p ll• ll un(x,t1 ) - ~(x,t1) II). 
Renee, 
l-l/2p l/2p 2p 2 
(t -t1 ) (t1- T) lnx un(x,t)- Dxpum(x,t)J ~ 
2 l/2p 
Q ( lf ~(x,T ) - um(x, T)JI+ (t-t1)(t1-T) f1Dxa2plf•Ji un(x, -r) 
- ~(x, _r ) II ) , for t ~ t 1 ~T ~ 0. U3t t 1 = t+ 't /2 . Then for 
2p 2p 
t ~'T ~ 0, (t-T) I D u (x,t) - D u (x,t)) ~ 
· x n x m 
2 l+l/2p -l- 1/2p 
2Q (l+(t- 'f ) 2 . II Dxa2P II) II un (x, 1") - ~(x;r ) II • 
Multiplying by ~ l/2p and then letting 1'= t/2, one concludes that 
l+l/2p 2p 0 
t D u(x, t) f. C , and that u(x, t) is a solution of the 
X 
differential equation. 
VIII 
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IX 
Abstract 
The results of F. John, F. Scheid and D. Kearns on solutions 
of a parabolic differential equation are extended to prove the 
existence of a function u(x,t) satisfying the differential equation 
2p 2p-j 
~ a.(x,t) D u(x,t) + d(x,t) in the region 
J X j=o 
R0 = { (x,t) \xis real and Q..; t ~ T} and such that u(x,t) converges 
to f( ~ ) as (x,t) in R
0 
converges to s in { x If(~) is continuous 
at x} provided that (-l)P+1a0 is positive and bounded away from zero 
on R (the closure of R0 ) and, for j::O, ••• ,2p-l,aj t c2p-j on R (bounded 
and uniformly continuous together with its first 2p-j derivatives with 
respect to x), a2p and d are in cl and f(x) is uniformly bounded, 
Riemann integrable over some finite interval and uniformly continuous 
outside that interval. MOreover, 
~+l/2p ~ 0 
t Dxu(x,t) £ C on R for J.l = 0, ••• ,2p and if 
Jig II =sup Jg(x,t)l then for v = o, •.• ,2p-l 
(x, t)ER 
I t 11/ 2p D~ u \ ~ Q( II f II + t II d U). Further estimates are 
X 
developed to reach this conclusion. With the aid of a family of 
associated difference equations, the generalized solution of the 
above type of differential equation with a.tc2P-j for j=0, ••• ,2p 
J 
is defined as the function approached by the solutions of the 
associated difference equations as the interval of differencing 
approaches zero. In particular, if d(x,t) = 0, then this family 
of difference equations is such that a change in the initial condition 
at a point far away from x has little effect on the solutions of the 
difference equations at x for 0 < t ~ T. 
A generalized solution u(x,t) is proved to exist and be con-
tinuous in R0 if f(x) is bounded and Riemann integrable over every 
finite interval and d(x,t) £. C0 on R. 
Fundamental solutions of the differential equation and of the 
admissible difference equations are defined and certain properties 
of these fundamental solutions, as well as their connections with 
the fundamental solutions of the adjoint equations, are developed. 
These developments lead to the representation of the solution, or 
the generalized solution, of the differential equation in terms of 
the fundamental solution. 
X 
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