In this paper, different pattern recognition techniques have been tested in order to implement an automatic tool for disruption classification in a tokamak experiment.
INTRODUCTION
Disruptions are an endemic and likely unavoidable aspect of tokamak operation that poses serious problems to the integrity and the lifetime of the machine.
During a disruption, the plasma energy is lost within a time span of few milliseconds. In major disruptions, taking place at high plasma current, the tokamak first wall components are subjected to high concentrated thermal fluxes and severe electro-mechanical stresses due to eddy and halo currents.
The physical causes that lead to a disruption have been widely studied [1] [2] [3] [4] [5] [6] [7] [8] [9] . Even if the complete dynamic behaviour of a disruptive event is not yet completely understood, some precursor phenomena that lead to a disruption have been identified, as, for example, tearing modes and, in particular, m/n=2/ 1 mode [10] .
However, this knowledge is not sufficient to develop a deterministic mathematical model that takes into account all the complex phenomena leading to a disruptive event. On the others hand, a disruptions model is of crucial importance for prediction and/or classification purposes.
Recently, disruption prediction techniques have been investigated using non conventional approaches [11] [12] [13] [14] , while, presently, few contributions to disruption classification are present in literature [15] .
Nevertheless, the identification of the membership of a disruption to a specific class is particularly important during the experimental campaign when disruptions occur either for reaching operational limits (known or unknown) or for human errors [15] .
In both cases, it is useful to immediately determine the causes of disruption, to quickly identify which machine parameter has to be changed.
Moreover, the knowledge of the class membership of the occurred disruptions would be particularly useful for further studies.
Usually, the classification process is manually done by visual inspection of a subset of diagnostic signals. This process is time consuming and sometimes can lead to ambiguous results.
Pattern-recognition approaches demonstrated to be particularly effective in classifying incomplete or ambiguous data [16] .
In this paper, statistical and neural pattern recognition techniques have been investigated in order to develop an automatic disruption classifier. The considered methods belong to the families of clustering and classification techniques. In particular, the investigated clustering techniques are Self-Organizing The architecture of the different tested classifiers presents several free parameters, as, the number of layers in the MLPs, the type of Kernel functions in the SVMs, the number of clusters in the SOMs, etc. In this paper, these free parameters have been chosen by a trial and error procedure. The obtained results are not univocal varying the parameters, but a comparison among the different implemented classifiers shows that Multi Layer Perceptrons globally present the best performance in classifying a set of patterns never seen by the classifiers (the so called test set).
As the available test set has a limited size and, probably, it only covers a portion of the machine operational space, it is difficult to determine the actual ability of classifiers to meaningfully respond to novel patterns. This is an important aspect of a classifier system and in essence, the true gauge of performance.
Moreover, the use of a single classifier does not allow the exploitation of the complementary discriminatory information that other classifiers may encapsulate [17] . These observations motivate the concept of "combining" the output of Multiple Classifiers.
In the last decade, several papers proposed the use of Multiple Classifiers for designing high performance pattern classification systems, and several rules for combination of classifiers outputs have been presented [17] [18] [19] [20] [21] .
In this paper, Simple Average of the output of individual classifiers and Majority Voting with Rejection option have been implemented. In both cases, Multiple Classifiers systems show better performance with respect to the best individual classifier. The resulting system robustness and reliability are increased.
The paper is organized as follows. Section 2 is a survey of work on disruption classification.
Section 3 introduces the tested pattern recognition techniques. Section 4 provides a brief overview of disruption causes and describes the phenomenology of the disruptions considered in this study.
Section 5 is dedicated to the database selection and to the description of the diagnostic signals used as input to the classifiers. Experimental details and numerical results are discussed in Section 6 and 7.
STATE OF THE ART
In the last 15 years, there have been several studies for the prediction of disruptions, most of which using neural networks [11] [12] [13] [14] . Although none of them have led to an actual implementation of a reliable and robust algorithm to be used in day to day tokamak operation, the results are very promising.
On the contrary, few contributions on automatic disruption classification are present in literature, most of which describing the physical conditions that lead to a particular type of disruption. These conditions are investigated in absence of a detailed theoretical understanding of the phenomena.
In particular in [22] and more recently in [1] , an analysis of Density Limit, Low-q, and Vertical
Instability disruptions is presented. Four phases are identified in a major disruption, i.e., a initiating event, a precursor phase, a thermal quench with a successive short and fast increase of the plasma current due to the change of the current profile, and finally, the current quench.
In [1] the author analyses the causes and the dynamics of disruptions in machines of the size of JET, TFTR, and JT-60U.
In [2] , the present physical understanding of plasma concerning the Magneto Hydro Dynamic (MHD) stability and the resulting operational limits on plasma pressure and density are reviewed and assessed in the context of their application to a future reactor such as ITER.
A manual disruption classification is presented in [15] , for disruptive events in ASDEX Upgrade.
In the paper, the authors analysed a large number of flat-top disruptions in order to identify technical causes, precursors and physical mechanisms leading to the disruption. It is worth noting that the authors claim that the majority of disruptions is attributed to technical external causes that "in principle"
can be avoided.
Even if these contributions are quite important for the manual disruption classification, they do not describe any possible implementation of a classification algorithm to be used for an automatic disruption classification.
Note that manual classification is a long and difficult process involving two major steps: identification of disruptions classes and allocation of each single disruption to a particular class. Both steps are not clear or straightforward.
In [23] 
CLUSTERING AND CLASSIFICATION
Classification can be seen as the identification of the membership of an object to a specified class. The objects are represented by a set of observations called features, and the association to the classes is performed according to some criterion.
Any object can be thought as a point in a multidimensional space, called input space. So, formally, a classification problem can be stated as follows:
Let X be the set of points x defined in ℜ I where I is the input space dimension.
Let the points of X belong to K classes ω k , k=1,...K. Let x k be the generic point belonging to the class ω k , and C k be the set of points in ω k .
Any classifier has to perform the following association:
A coding can be chosen for the class w k associating a vector y k to the class, where
and O is the dimension of the classifier output space.
If a binary coding is chosen for ω k ,
a first choice could be to associate each component of y to a class, i.e.,
This leads to have an output space of dimension O = K. Otherwise, it is possible to reduce the output space dimension by choosing, e.g., a coding with log 2 K bits, that leads to the minimal dimension of the output space.
In order to set the design parameters of the classifier, a set of input-output patterns (training set)
have to be suitably chosen by the designer during the so called learning phase. Each input-output pattern is given by a pair (
When the correct association between input data and class membership is not available, the identification of distinct classes from features significantly alters the approach to the classifier design.
In this case, a clustering procedure can be used.
The terms clustering and classification are often used as synonyms, even if significant differences exist [16, 24] .
The clustering process subdivides the input space in subsets, each assembling data that present common features. In this case, only the information embedded in the input data can be used to identify some aggregation or properties of the input patterns.
Classification and clustering algorithms can be distinguished into two different groups: parametric and non-parametric methods.
Generally speaking, parametric methods make assumptions on the probability distribution functions of each class to establish decision boundaries between classes. On the contrary, non parametric methods make no such assumptions; thus, they can be used in many practical cases when the input probability
distribution is unknown, or when it does not fit a classical distribution (e.g., in case of multimodal densities) [16] .
In this paper, non parametric methods have been investigated, due to the lack of data probability distribution functions. In particular, non parametric classification techniques (k-Nearest Neighbours,
Multi-Layer Perceptrons and Support Vector Machines) and clustering techniques (K-Means and Self
Organizing Maps) have been tested. The principles of these techniques are briefly described in the following.
CLASSIFICATION TECHNIQUES

k-Nearest Neighbours
The k-Nearest Neighbours rule is a well-established and non parametric, statistical pattern-classification technique [25] .
The training phase is trivial: it consists merely of memorization of the training set by rote.
When an unknown vector is to be classified, its k closest neighbours are found among all the training data, and the class label is decided on the base of a majority rule, i.e., the pattern x is attributed to the class w k that receives the majority of the votes. The criterion of proximity depends on the used metrics. Usually the metric is the Euclidean distance. To avoid ties on class overlap regions, the value of k should be odd.
The K-NN rule is optimal in the asymptotic case, i.e., the error tends to the Bayes error when the size of the training set tends to infinity [16] . However, as this rule is one of the simplest and elegant, the K-NN algorithm has become the standard comparison method against which any new classifiers should be compared.
The major drawback of the K-NN algorithm is the computational complexity, caused by the large number of distance computations. Indeed, for classifying a pattern, its distance to all the training patterns has to be calculated.
Multi Layer Perceptron Artificial Neural Networks
Many definitions of Artificial Neural Networks (ANNs) exist [24] . A pragmatic definition is: ANNs are distributed, adaptive, generally nonlinear learning machines constituted by many different processing elements called neurons. Each neuron is connected with other neurons and/or with itself. The interconnectivity defines the topology of the ANN. The connections are scaled by adjustable parameters called weights.
Each neuron receives in input the outputs of the neurons that are connected with and produces an output that is a nonlinear static function of the weighted sum of these inputs.
Hence, the ANN has a predefined topology that contains several parameters (the connection weights) which have to be determined during the so called learning phase.
In supervised ANNs, during this phase, the error between the network output and the desired output drives the choice of the weights via a training algorithm.
ANNs offer a powerful set of tools for solving problems in pattern recognition, data processing, and non-linear control.
The most widely used neural classifier is the MLP [24] . In the MLP, the neurons are organized in layers, and each neuron is connected only with neurons in adjacent layers.
The MLP constructs input-output mappings that are a nested composition of nonlinearities. They are of the form:
where the number of function compositions is given by the number of network layers.
It has been shown that MLPs can virtually approximate any function with any desired accuracy, provided that enough hidden units and enough data are given [24] . Therefore, it can also implement a discrimination function that separates input data into classes, characterized by a distinct set of features.
To ensure good out of sample generalisation performances, a cross-validation techinque can be used during the training phase, based on monitoring the error on an independent set, called validation set.
Support Vector Machines
A SVM is a non parametric technique proposed by Vapnik [26] .
The SVM is built by detecting an optimal separating hyper-plane, which maximizes the margin between itself and closest data points. The optimal separating hyper-plane separates the data in two classes. Integration strategies are needed to extend the method to classifying multiple classes. In case of nonlinear decision functions, the SVM projects the input vector into a high dimensional feature space H and constructs the optimal separating hyper-plane in this space.
The optimal hyperplane can be obtained by solving the following optimization problem: minimize subject to where w and b are coefficients of the optimal hyperplane equation, C is the error penalty, and ξ i are parameters for handling no separable inputs. The index i labels the N training cases, is the i th training pattern and y i ∈ {-1, +1} is the corresponding class label. The kernel Φ is used to transform data from the input to the higher dimensional feature space.
There are different kernels that can be used in SVM models:
It should be noted that the larger the C, the more the error is penalized. Thus, C should be carefully chosen to avoid over fitting.
In particular, if the kernel function is a radial basis function, the corresponding feature space is a Hilbert space of infinite dimension. The images of the input points are always linearly separable in the feature space [27] .
The dominant feature which makes SVMs very attractive is that classes which are nonlinearly separable in the original space can be linearly separated in the higher dimensional feature space. Thus, SVM is capable to solve complex nonlinear classification problems.
CLUSTERING TECHNIQUES
K-means Algorithm
K-means is a least squares partitioning method where the number of clusters K needs to be determined at the onset.
The goal is to divide the points in the input space into K clusters such that some metric relative to the distance from the centroids of the clusters are minimized. Various metrics can be used: maximum distance to its centroid for any point; sum of the average distance to the centroids over all clusters; sum of the variance over all clusters, etc. The algorithm consists of a simple re-estimation procedure as follows. First, the data points are randomly assigned to K clusters. Then the centroid is computed for each cluster and the samples are attributed to the clusters so as to minimize the chosen metric. These two steps are iterated until a stopping criterion is met, i.e., when there is no further change in the assignment of the data points.
The clusters obtained in the iterative procedure are such that they are geometrically as compact as possible around the respective centroids.
Self-Organizing Maps
The SOM is a type of ANN developed by Kohonen [28] . It converts complex, nonlinear, statistical relationships between high-dimensional data items into simple geometric relationships on a lowdimensional display.
A SOM defines a mapping from the I-dimensional input space X onto a regular (usually twodimensional) array of neurons, preserving the topological properties of the input. This means that points close to each other in the input space are mapped to the same or neighbouring neurons in the output space. Every neuron of the map is associated with an I-dimensional weight vector that minimize the distance of its centre from every input x ∈ X.
Weights are randomly initialised. For each point x, the learning phase consists of determining the neuron that is closest in terms of Euclidean distance (or another measure of similarity) and updating the winning neuron and those within a certain neighbourhood around the winner. This process is repeated over many iterations until a stopping condition is reached. Learning generally proceeds in two broad stages: a shorter initial training phase in which the map reflects the coarser and more general patterns in the data, followed by a much longer fine tuning stage in which the local details of the organisation are refined. When training is completed, the weight vectors associated with each neuron define the partitioning of the multidimensional data.
The SOM algorithm closely resembles to K-means algorithm. However there is difference: in the SOM the distance of each input from all the weight vectors, weighted by the width of the neighbourhood, is taken into account, while in the K-means only the distance from the closest one is considered. Thus, the SOM works as a conventional clustering algorithm if the width of the neighbourhood is zero.
Multiple Classifiers Approach
Multiple Classifier Systems (MCSs) are based on the combination of different classifiers to improve the performances of single classifiers, and they have demonstrated to be more reliable than a single classifier.
For each input pattern, the classification process is usually performed in parallel by different classifiers and the results are then combined according to some "decision fusion" method.
In the pattern recognition field the multiple classifier systems have been introduced in the early '90. In [29] Hansen and Salamon suggest to use ensemble of Neural Networks, observing that different configurations of networks present high probability to make faults in different subset of the input space. Then, different rules for combining the output of single classifiers have been proposed in the literature. A possible classification of Multiple Classifier Systems can be made considering their "complexity".
Simple rules, such as Majority Voting [18] and Simple Averaging [17, 19] , are based on fixed combining methods. Complex rules, such as Weighted Voting [20] and Behaviour Knowledge Space Rule [21] , use adaptive or trainable techniques.
Researchers agree that simple combining rules work well for ensembles of classifiers exhibiting similar performances [30] .
The rationale behind the growing interest in MCSs is the acknowledgement that the classical approach to pattern recognition system design, i.e., focusing on the best individual classifier, has some drawbacks. The major one is that it is very difficult to determine the best classifier for a classification task, if deep prior knowledge is not available. In addition, the use of a single classifier does not allow the exploitation of the complementary discriminatory information that other classifiers may encapsulate.
In this paper, the outputs of the individual classifiers have been combined by means of two decision fusion simple rules: Majority Voting with Rejection option and Simple Average.
In the Majority Voting with Rejection option, a pattern is assigned to the class w k if more than 50% of classifiers associate this pattern to the class w k , otherwise the pattern is rejected, i.e., it is not classified.
The Simple Average technique consists of calculating the average M of the individual classifiers outputs.
where o m is the output of the m th classifier, and M the number of classifiers.
DISRUPTION CLASSES DESCRIPTION
Disruptions have different physical causes and occur in different regions of the operational space [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] .
In this Section a brief description of seven disruption classes is reported. These classes have been identified through a visual inspection of the available diagnostic signals stored in a large data base of pulses performed in the JET experimental campaigns and represent the most frequent identified classes.
On the base of a deeper analysis, some classes have been discarded. For example, Ideal Beta Limit and Low q Limit disruptions are not considered in this paper, since they are very rare at JET.
The analyzed classes of disruption are: Mode Lock (ML), Density Limit (DL), high Radiated Power (RP), H-mode/L-mode transition (HL), Internal Transport barrier (IT), and Vertical
Displacement (VD).
Mode Lock (ML)
The physical mechanism responsible for the mode locking is the rotation braking effect of the error fields in slowing and ultimately stopping the rotation of the MHD modes at rational surfaces. In a Mode Lock disruption, during the slowing down of the mode rotation its amplitude grows and the resulting high amplitude, saturated mode degrades the confinement and can subsequently develop a disruption [1, 2] .
As the locked mode are experienced during the final stage in almost all the disruptions, distinguishing ML class from the other disruption classes is not so clear. For this reason, in the present work, a disruption is associated to the ML class if its prevailing characteristic is the increasing of the Mode Lock signal amplitude, and if it does not present other significant variations in the associated diagnostic signals, as radiated power, plasma density, vertical displacement, etc..
Density Limit (DL)
The DL disruptions occur when the plasma density exceeds a threshold [3, 4, 10] . They are the most studied in the literature, and they occur frequently at JET.
They are characterized by an increasing of the plasma density during the pre-precursor phase, followed by a sudden increasing of the plasma radiated power. The density limit is not a fixed value, but it depends on the plasma configuration. In particular its limit increases when additional heating are applied.
The density limit could be described in terms of a thermal unbalance between input power and impurity radiation losses. An excessive plasma density leads to a rise in the impurity radiation from the plasma edge region, which cools the edge and produces a steepening of the current profile in the
proximity of the q=2 surface. This process destabilizes the m=2 tearing mode, which grows and initiated a major disruption.
It can be noted that the DL disruptions present a slower dynamics with respect to the other disruptions.
High Radiated Power (RP)
The RP disruptions are very close to the DL disruptions. In the former case, the increase of the radiated power signal anticipates the increase of plasma density for few milli seconds. A RP disruption is usually due to the presence of impurity in the plasma.
It is, in general, very difficult to distinguish between DL and RP disruptions. In fact, it is difficult to verify which of the signals (plasma density or radiated power) firstly starts to increase, as the sequence of the events is very fast, and the increase of one quantity provokes an increase of the other.
H-mode/L-mode transition (HL)
The Low confinement regime of additionally heated tokamak operation is called L-mode. As opposed to the L-mode regime, a High confinement regime (H-mode), has been observed in tokamak plasmas.
It develops when the tokamak plasma is heated above a characteristic power threshold. The H/L transition is the "sudden transition" of plasma from the H-mode regime back to the L-mode regime.
The HL class contains pulses where the H/L transition occurs at high density, usually after a premature interruption of some additional heating. is the most severe, rapid and unforeseeable. It is unusual to have spontaneous VD disruptions. In the majority of the cases, they occur when the control action fails, often when the limit of the power supply system for the radial field amplifier is exceeded.
Internal Transport Barrier
Note that, all the VD disruptive pulses stored in the available JET data base are provoked by the control system. For this reasons, the VD disruptions are not interesting for the present study, and they will not be considered here.
DIAGNOSTIC SIGNALS AND DATABASE SELECTION
A dataset of diagnostic signals of JET discharges has been collected and used as training set for the classifiers.
The where the diagnostic signals are often not reliable.
As can be noted, the pulses distribution is not uniform. In particular, the DL class consists of 50 pulses, while RP class has only 5 elements. Moreover, the conditions just before the disruption are quite similar for these two classes. Thus, the RP and DL classes have been merged in a single class.
The classifier performance has been evaluated resorting to a test set consisting of 20 discharges.
These pulses belong to different experimental campaigns with respect to the training set. Thus, training and test pulses correspond to experiments characterised by different goals, plasma configuration, and machine operational parameters. Also these 20 pulses have been manually classified. Table I shows the final distribution of the pulses among the 4 remaining classes. They have been used to train and test the classifiers. The classifier output corresponds to the pulse's disruption class. Different output coding has been used for the different classifiers.
EXPERIMENTAL DETAILS
A pulse is assigned to a class w k , if at least two of the three patterns (corresponding to the three samples) are assigned to the same class w k , by the classifier, otherwise the pulse is not classified (rejected).
RESULTS
Multi Layer Perceptron
Several MLP networks have been trained by using the Matlab Neural Network Toolbox [31] . The
Levemberg-Marquardt training algorithm [32] gave the best results in terms of training Mean Square Error.
The neural model is composed by 10 input nodes (one for each diagnostic signal), and 2 output nodes (the target signal is a 2 digit binary encoding of the four classes) with sigmoidal activation functions.
The chosen coding allows to minimize the number of output neurons and, consequently, the number of connection weights of the MLP, which are the free parameters of the learning process. This
requirement is particularly severe, as the free parameters are determined by presenting to the network the set of actual input-output values (the training set), which are few numerous in the present problem.
During network simulation, a quantization threshold has been considered to convert the real value of the network output to a binary number: the output is set to 1 if greater than 0.5, otherwise it is set equal to 0.
The network topology has been selected by a trial-and-error procedure. For this purpose several
MLPs have been trained varying the number of hidden layers and the hidden layer nodes. In particular, the growing method has been adopted. It consists of training a network having few neurons and then evaluating its performance. If such performance is satisfactory, the procedure ends, otherwise a network having more hidden neurons is trained, and so on, until the network reaches the desired performance.
In this way the training procedure avoids the overfitting, which derives from the excessive number of degrees of freedom. The overfitting can derive also by the overtraining. In order to avoid this problem, a set of examples, called validation set, is left out of the training set. During the training phase, the Mean Square Error, evaluated on the validation set, gives us information regarding the overtraining.
As soon as the error on the validation set begins to rise, the training process terminates (early stopping or cross-validation).
In this case, the available 109 pulses have been divided in two sets: the 80% of the pulses (88 pulses, i.e. 264 samples) have been used for setting the parameters of the neural network (training set), and the 20% of the pulses (21 pulses, 63 samples) have been used for the cross-validation (validation set).
In order to avoid local minima entrapments, multiple training sessions have been carried out, with random initial weights for each network architecture.
The best network configuration is composed by one hidden layer with five neurons resulting in 67 network parameters.
In Table II , the performances of the best MLP classifier are reported in terms of number of pulses not correctly classified.
The obtained results are quite robust. Note that, more than 50% of the trained MLP neural networks presented comparable performances.
SELF ORGANIZING MAP
The SOMs have been trained on Matlab environment by means of the SOM Toolbox implemented by the Helsinki University [33] .
Several simulations have been carried out for tuning the parameters of the SOM, e.g., the map dimension, the normalization range, the neighborhood function, and the number of input signals.
The training procedure consists of two steps.
In the first step, the SOM is used to identify the statistical regularity in the training set. The neurons grid is automatically determined on the basis of the training set dimension; the resulting map is 11x8,
i.e., it has 88 neurons (see Fig. 2 ). In Fig. 2 each neuron in the map reports the class and the relative number of samples. For example, HL (6) means that 6 samples belonging to the HL class are associated to the considered cell. As can be noted in Fig. 2: • Clusters can be easily identified, which can be associated to the DL and HL classes;
• All the pulses manually classified as belonging to the IT class are grouped in three contiguous neurons;
ML disruptive pulses are not spatially grouped, and it does not exist a predominant cluster for the ML class.
In the second step, the K-Means algorithm subdivides the map in "clusters" of one or more neurons, each of them containing similar samples (also in this case the concept of similarity is connected to Euclidean distance). Each cluster is associated with the class whose the majority of samples belongs to.
In Table III the performances of the SOM/K-Means classifier are reported in terms of number of pulses not correctly classified.
Support Vector Machine
The non-linear SVM classifiers have been trained using the OSU SVM Classifier Matlab Toolbox (ver. 3.00) based on the version 2.33 of LIBSVM [34] ; LIBSVM is a software library for classification and regression by means of Support Vector Machines, that implements the training algorithms developed by Vapnik [26] .
The output of the network is an integer number that identifies the disruption class.
In order to select the Kernel, both polynomial Kernels (polynomial degree p variable between 2 In Table III , the performances of the SVM classifier are reported in terms of number of pulses not correctly classified.
k-Nearest Neighbours
The K-NN classifiers have been trained and tested varying the value of the parameter k in the range [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] , and considering only odd numbers in order to minimize random decisions.
The best results have been obtained with-k = 3.
In Table III , the performances of the SVM classifier are reported in terms of number of pulses not correctly classified. Results obtained with SOMs and K-NN show that the relationship between the plasma parameters and the disruption class is not uniquely based on numerical similarity of the parameters but involves nonlinear dependencies that these algorithms are not able to capture.
SUMMARY OF THE RESULTS
Note that, in general, all the classifiers misclassify one or more ML pulses. Moreover, the ML cluster is not present in the input space partitioning performed by the clustering techniques. The ML pulses are uniformly distributed in the output space. This can be explained by considering that the mode lock phenomenon is present in the final stage of the majority of disruptions. On the contrary, distinct and well defined clusters identify the DL/RP, HL and IT classes.
THE MULTIPLE CLASSIFIERS APPROACH
As previously highlighted, the best results have been obtained using the MLP Neural Networks. 
TEST ON UNCLASSIFIED DATA
The Multiple Classifier has been tested on further 125 pulses (new pulses) whose membership class was not available from physicists.
For these 125 pulses, the distribution between the disruption classes performed by the MCS has been compared with the distribution of the 129 original pulses used for the training and test phases. A further index of the reliability of the obtained results is due to the agreement among the five MLP classifiers. In Table VI , the voting results of the five classifiers are reported.
As can be noted, the percentage of pulses that does not receive the majority of the votes from the five classifiers is very low (only 4 pulses on 125 have been rejected). Moreover, more then 50% of the pulses have been classified in the same way by all the classifiers.
The Multiple Classifiers tool is presently operative at JET. It has been implemented using C++ language, and it is provided with a simple graphical user interface in the on line system in the control room.
CONCLUSIONS
The analysis of the available data set highlighted that the disruption class distribution is quite complex and not regular. Moreover, the small dimension of the available data set imposes some constraints to the application of the pattern recognition techniques.
Criteria uniquely based on simple spatial similarity measures in the input signals space are not sufficient to explain the complex non-linear relationships between the plasma parameters and the corresponding disruption classes. Neural supervised classification techniques are needed to capture the functional relationship between the inputs and outputs. In particular, the MLP shows the best performance.
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