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Abstract
For national economy, it is very important to have a reliable infrastructure. Because of this,
all over the world, new roads are constantly being built and old roads are being maintained
and, if necessary, expanded and/or repaired. Building a good quality road is very expensive,
it costs several million dollars per kilometer. It is therefore crucial to make sure that the
newly built and newly repaired roads are suﬃciently stiﬀ – so that they can withstand the
predicted volume of traﬃc for a suﬃcient number of years.
Current methods of estimating the stiﬀness are time-consuming and labor-consuming. The
most accurate technique is to take a sample from the compacted subgrade or base, bring
it to the lab, and measure the mechanical parameters that characterize the corresponding
stiﬀness – this takes days. Another possibility is to measure the road stiﬀness on-site.
There are several diﬀerent measuring techniques for such measurements, but they are all
very labor-intensive and often take days to acquire and process the data. The main idea
of intelligent compaction is to measure the road’s mechanical properties while the road is
being compacted, by placing accelerometers on the rollers and/or geophones (sensors for
detecting ground movement) at diﬀerent depths at several locations.
The main challenge that prevents intelligent compaction from being a widely accepted
road building technique is that the relation between the mechanical properties of the soil
and the resulting accelerations is very complex, it is described by a system of dynamic
non-linear partial diﬀerential equations. It is therefore desirable to determine the desired
characteristic in real time, without the need to solve the corresponding system of partial
diﬀerential equations. This is the main task that we perform in this study. In the process
of implementing this task, we also solve several auxiliary tasks which can be used in a more
general data processing setting.
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Chapter 1
Formulation of the Problem

Science is not only a disciple of reason but, also, one of romance and passion.
Stephen Hawking

1.1

Need to Determine Mechanical Properties of Earthworks During Road Construction: Formulation of a
Practical Problem

For national economy, it is very important to have a reliable infrastructure. Because of this,
all over the world, new roads are constantly being built and old roads are being maintained
and, if necessary, expanded and/or repaired. Building a good quality road is very expensive,
it costs several million dollars per kilometer. It is therefore crucial to make sure that the
newly built and newly repaired roads can withstand the predicted volume of traﬃc for a
suﬃcient number of years.
Most roads consist of several layers. The road is built on top of the soil. Soil is rarely
stiﬀ enough, so usually, the soil is first compacted – and, if needed, additional stiﬀening
materials called stabilizers (or treatments) are added to the soil before compaction. The
resulting layer of compacted soil is known as the subgrade.
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On top of the subgrade, additional stiﬀ material is placed, called a base, it is usually gravel.
The base is also compacted, to make it even stiﬀer.
The base is usually reasonably thick – between 15 to 30 cm. It is diﬃcult to compact a
layer of such thickness, so usually, instead of placing all the base at once, practitioners place
first a thinner layer of the base material, compact it, then place another thinner layer, etc.,
until they reach the desired thickness.
Finally, asphalt or concrete is placed on top of the base.
For the road to be of high quality, all three layers must be suﬃciently stiﬀ. For example, if
the subgrade is not yet stiﬀ enough, we should compact it further – or add more stabilizer
– to make it suﬃciently stiﬀ, otherwise the resulting road will not be of good quality.
Current methods of estimating the stiﬀness are time-consuming and labor-consuming. The
most accurate technique is to take a sample from the compacted subgrade or base, bring
it to the lab, and measure the mechanical parameters that characterize the corresponding
stiﬀness. Since most roads are built in areas which are far from the nearby labs, this
procedure usually takes days. While the road is being tested, the road building company
can either keep the road building equipment idle – which will cost money – or move it to
a new location, in which case there is a risk that, based on the lab results, there will be a
need to move the equipment back to do some more compaction, which also costs a lot of
money. To minimize this risk, companies usually over-compact the road – which also leads
to additional costs. And it is important to realize that most roads are built by contractors
paid by the taxpayer’s money, so additional unnecessary costs in road construction are
additional costs to taxpayers, costs that could be used for other useful purposes.
Another possibility is to measure the road stiﬀness on-site. There are several diﬀerent
measuring techniques for such measurements, including light-weight deflectometers (LWD;
see, e.g., [47], falling-weight deflectometers (FWD; see, e.g., [44, 68]), dynamic cone penetrometers (DCP), neutron density gauges (NDG), etc.; see, e.g., [50]. All these techniques
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are very labor-intensive, and while they are somewhat faster than bringing the sample to
the lab, they also take days to acquire and process the data. Besides, in contrast to the
lab measurements, these techniques do not directly measure stiﬀness, they measure density
and other parameters based on which we can only make very approximate estimates of the
desired road stiﬀness.
In addition, all the existing methods – both lab-based and on-site – are spot tests, they
only gauge the road stiﬀness at certain points. Thus, if the road has a relatively small weak
spot, these methods may not detect it – and based on these methods, we may erroneously
certify this road as ready for exploitation. Such a faulty road may soon require costly
maintenance – again, at the taxpayers’ expense.

1.2

Intelligent Compaction: Main Idea

The main idea of intelligent compaction (see, e.g., [3, 14, 51, 54, 55]) is that we can measure
the road’s mechanical properties while the road is being compacted, by placing accelerometers on the rollers and/or geophones (sensors for detecting ground movement) at diﬀerent
depths at several locations. Based on the results of the corresponding measurements, we
can, in principle, determine the mechanical properties of the road at all the locations.

1.3

Intelligent Compaction: Challenges

The main challenge that prevents intelligent compaction from being a widely accepted
road building technique is that the relation between the mechanical properties of the soil
and the resulting accelerations is very complex, it is described by a system of dynamic
non-linear partial diﬀerential equations. Even in an ideal situation, when we know all the
mechanical characteristics of the subgrade and of the base, it takes several hours on an upto-date computer to find the corresponding accelerations, and what we want is even more
complex: we want to perform back-calculation, to solve the inverse problem of determining
3

the mechanical characteristics based on the corresponding accelerations; this will take even
longer.

1.4

What We Plan to Do

What we need is a way to determine the desired characteristic in real time, without the
need to solve the corresponding system of partial diﬀerential equations.

1.5

The Resulting Tasks: A Brief Description

In line with the above formulation of the problem, we need to contribute to the solution of
the two main problems:
• first, for the 1-layer (subgrade) case, we need to determine the corresponding characteristics of stiﬀness based on the acceleration measurements;

• second, for the 2-layer (subgrade + base) case, once we have started compacting the
base, we need to determine the mechanical characteristics of the base layer based

on the measured acceleration (and on the already-determined characteristics of the
subgrade).
Let us explain, in more detail, what is needed for these tasks.

1.6

Towards a Detailed Description of the Tasks

First, let us discuss what exactly mechanical characteristics we need.
At first glance, this question may seem easy since a similar problem has been actively
studied in civil engineering in general and, in particular, in the analysis of earthworks
related to construction of buildings, bridges, dams, etc. However, from the mechanical
viewpoint, road-related problems are diﬀerent. For example, in building construction, we
4

have a reasonably constant stress on the underlying soil, while for a road, we have a fast
changing stress when a truck goes over this section of the road at a reasonably high speed.
To capture the eﬀect of such dynamic loads on diﬀerent constructions, we need to find the
value of the corresponding elastic modulus E. In situations when this modulus is measured
in the lab, it is called the resilient modulus E.
From this viewpoint, our objective is to estimate the values of the elastic modulus in both
layers at diﬀerent locations.
One of the challenges here is that the usual partial diﬀerential equations that describes
the reaction of a media to diﬀerent forces use diﬀerent mechanical characteristics. It is
therefore important to understand how the elastic modulus depends on the more traditional
mechanical characteristics of the medium. There exists several models for such dependence
[59]. At present, the empirical comparison between diﬀerent models seems to indicate that
one of these models is the most adequate:
✓
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✓
⌧oct
0
E = k1 ·
+1
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Pa
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2
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2

are principal stresses. This model was

proposed in Ooi et al. [60], and in Mazari et al. [46], it was shown to be the most adequate
model for describing the elastic modulus.
Usually, the parameters k20 and k30 are determined by the material – e.g., whether it is clay or
diﬀerent type of gravel – while the parameter k10 varies strongly even for the same material
– e.g., for gravel, the value of k10 depends on how big the grains are, what is their density,
etc. Thus, once we know the substance forming the soil and/or material used for the base
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layer, we thus know the corresponding values k20 and k30 – but not the corresponding values
of k10 .
We want to determine the elastic modulus based on the measured values of acceleration.
To enhance compaction, the roller vibrates with a frequency between 20 and 60 Hz. So, the
whole process is periodic with this frequency, and the measured acceleration is also periodic
with the same frequency. So, to eliminate the noise, it is reasonable to perform a Fourier
transform, and to keep only the components corresponding to this known frequency [28].
The resulting information can be equivalently described in terms of the displacement.
From this viewpoint, we face the following two tasks:
Task 1
For the 1-layer case, determine the elastic modulus E based on the displacement d1
and on the mechanical characteristics k20 and k30 of the subgrade.
Task 2
For the 2-layer case, determine the elastic modulus E of the base layer by using the
2-layer displacement d2 , the previously measured 1-layer displacement d1 , parameters
0
0
0
0
k2s
and k3s
of the subgrade, and parameters k2b
and k3b
of the base layer.

We need fast techniques for solving these two problems. So, we need simple expressions for
the corresponding solutions. There are two ways of getting such expressions:
• a traditional idea is to use the corresponding physics to come up with possible terms,
and then use regression techniques to find the parameters that best fit the empirical
data;
• an emerging approach of machine learning – which now means mostly neural networks
(see, e.g., [2, 31, 48, 49, 16]) – is not to fix any specific terms, but rather let the
computer find the terms which are empirically most appropriate.
In our research, we use both approaches, and select the best of the resulting models.

6

These tasks are particular cases of the general back-calculation problem; see, e.g., [32, 36,
37, 49, 52, 53, 75, 76].

1.7

Auxiliary Tasks

The first auxiliary task is related to the fact that while empirically, this model is known
to be the best, to be on the safe side, it is desirable to have some theoretical justification
for this formula – to make sure that this formula is indeed in line with the general theory
and that we are not missing any possible more accurate expression. Coming up with such
a theoretical explanation is our first task.
Task 3
Find a theoretical justification for the empirical formula describing the dependence
of elastic modulus on other mechanical characteristics.
The second auxiliary task pertains to the fact that our formulas that solve the main Tasks
1 and 2 are based mostly on the results of computer simulations. Computer simulations are
inevitably simplifying: for example, such models usually assume that each layer is homogeneous, while in reality, the properties of each layer somewhat change from one location
to another – especially when we are talking about the subgrade, which is often nothing
else but the compressed original soil. It is therefore reasonable to compare the simulation
results with the actual measurement results. Such a comparison was performed in [46] for
a similar problem – of analyzing the Light Weight Deflectometer (LWD) measurements.
It turned out that the simulation results overestimate the stiﬀness: often, by a factor of
4. So, for that problem, to provide guaranteed bounds, we need to divide the simulated
results by a factor of 4 – in other words, to use the safety factor of 4. Since our problem
is similar, we expect that the same safety factor should work in our case as well – and our
preliminary results show that this is indeed the case. However, to be on the safe side, it
is desirable to have a theoretical justification for this empirical safety factor. So, we arrive
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at:
Task 4
Provide a theoretical justification for the empirical safety factor.
Other auxiliary tasks go beyond this particular problem, towards more general settings. In
general, how can we find simple formulas that best describe the results of experiments and
simulations?
• First, we perform measurements and/or run the corresponding simulations.
• After that, according to the usual statistical approaches, we divide the results of mea-

surement and simulation into the training set and the testing set (and the validation
set).

• Then, we select a criterion that formalizes what we mean by “best”.
• After that, we use the training set and the selected criterion to come up with appropriate formulas; these formulas are then checked on the testing and validation
sets.
• Finally, if needed, we visualize the results, to make them clearer to the users.
In all these steps, we face important auxiliary tasks.
First, we need to determine how many simulations to run. This is an important issue: if
we run too few simulations, we may not reach the desired accuracy, but if we run too many
simulations, we will be wasting computation time that could be used, e.g., to run more
accurate simulation models.
Task 5
Determine the appropriate number of simulations.
Then, we need to decide on the best way to divide the sample into training, testing, and
validation sets. This is also a very important issue: if we select too many values for the
8

testing and validation sets, we leave too few value for the training set and, as a result, the
models obtained by analyzing this set will not be very accurate. On the other hand, if we
keep too few values in the testing and validation sets, we will have too few samples to get
an adequate validation of the resulting models.
Task 6
Come up with the most adequate division into training, testing, and validation sets.
Once we have measurement and simulation results, and we have selected a training set
from these results, we need to come up with a model that most adequately describes these
results. For this purpose, we need to select a criterion for checking how adequate is each
model.
The existing back-calculating techniques have been designed for problems for which the
range of the corresponding values is reasonably small. In such cases, to gauge how accurate
the model is, it is reasonable to simply take the diﬀerence between the actual and predicted
values. Because of this, most existing packages use the mean squared value of such a
diﬀerence to find the appropriate model.
In pavement engineering, the elastic modulus can change by orders of magnitude – especially when we take into account that the subgrade can diﬀer from an already stiﬀ rocky
soil to a very soft clay. In such situations, minimizing the mean square diﬀerence of the
absolute accuracy does not make too much sense – large values corresponding to stiﬀ materials will dominate, and the small diﬀerences corresponding to an important case of soft
subgrade will be ignored. In such situations, it is more appropriate to use relative errors,
i.e., approximation errors described in terms of percentages of the original values.
In principle, we could re-write the existing software packages so that they take into account
relative error – but this is time-consuming, and besides, some of these packages are proprietary, they do not provide the users with the codes that we could modify. It is therefore
desirable to come up with ways of using the absolute-error minimization techniques to solve
9

relation-error minimization problems. This is our first auxiliary task:
Task 7
Come up with ways of using the absolute-error minimization techniques to solve
relative-error minimization problems.
Once the sample is selected and the criterion is selected, we need to actually find the model
that most adequately fits the selected data. As we have mentioned, in our analysis, we use
both the traditional statistical methods and the soft computing methods such as neural
networks.
Traditional statistical methods have been used for decades and centuries. With these
methods, it is usually clear which techniques work best. In contrast, neural techniques are
still being developed; it is not always clear which techniques are the best. Thus, we arrive
at yet another auxiliary task:
Task 8
Come up with neural network techniques which are most adequate for our data
processing problems.
Finally, once the results are ready, it is desirable to visualize them. Indeed, most of the
techniques provide numbers. For engineers and practitioners to be able to use and understand these numbers, it is desirable to visualize them. In particular, since most of the
estimates and predictions are probabilistic in nature, it is reasonable to be able to plot the
corresponding histogram, to give the user a clear understanding of the corresponding probability distribution. Here, we face another challenge: to come up with a clear histogram, we
need to select the appropriate bin size. If the bin size is too small, the resulting histogram
is chaotic, and does not give us a good understanding of the corresponding probability
distribution. If this bin size is too large, we get a good general picture, but we may miss
important details. In probability and statistics, there are methods of selecting optimal
bin sizes, but these methods assume that we already have a lot of information about the
10

probability distribution – and in our problem, like in many other engineering tasks, we do
not have this information. It is therefore important to solve the following task:
Task 9
Come up with a general technique for selecting the optimal bin size for a histogram,
a technique that does not require that we have any prior information about the
corresponding probability distribution.

1.8

Tasks: Summary

In our research, we have the following five tasks:
• Task 1: for the 1-layer case, determine the elastic modulus E based on the displacement d1 and on the mechanical characteristics k20 and k30 of the subgrade.

• Task 2: for the 2-layer case, determine the elastic modulus E of the base layer by
using the 2-layer displacement d2 , the previously measured 1-layer displacement d1 ,

0
0
0
0
parameters k2s
and k3s
of the subgrade, and parameters k2b
and k3b
of the base layer.

• Task 3: find a theoretical justification for the empirical formula describing the dependence of elastic modulus on other mechanical characteristics.

• Task 4. provide a theoretical justification for the empirical safety factor.
• Task 5: determine the appropriate number of simulations.
• Task 6: come up with the most adequate division into training, testing, and validation
sets.

• Task 7: come up with ways of using the absolute-error minimization techniques to
solve relative-error minimization problems.

• Task 8: come up with neural network techniques which are most adequate for our
data processing problems.
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• Task 9: come up with a general technique for selecting the optimal bin size for a
histogram, a technique that does not require that we have any prior information about
the corresponding probability distribution.
It should be mentioned that, in contrast to Tasks 1–3 which are specific for pavement
engineering applications, Tasks 4–8 are of more general interest, their results can be used
in many other problems of science and engineering.

1.9

Data

To work on these tasks, we use both the actual measurement results and the results of
computer simulation. In our opinion, while the actual measurement results are important
– to provide the ultimate tests of how good our results are – the most important part of
the data comes from simulations. This is diﬀerent from many typical geophysical problems,
where models are very approximate: in our models, we know exactly what materials are at
each depth, and we use the equations of mechanics, which are known to be very accurate
in describing mechanical properties – while in geophysics, we often do not have a good
understanding of what material is at diﬀerent depths, what is the shape of the borderline
between diﬀerent materials, etc.

1.10

Structure of the Dissertation

In this dissertation, we present solutions to all the tasks. Solutions to Tasks 1 and 2 are
presented in Chapter 2, solution to Task 3 through 9 are presented, correspondingly, in
Chapters 3 to 9.
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Chapter 2
Inverse Problem for Intelligent
Compaction: Main Results

Logic will get you from A to B. Imagination will take you everywhere.
Albert Einstein

2.1

Inverse Problem for Intelligent Compaction: Reminder

The main objective of this research is to develop methods for evaluating the quality of the
pavement in a timely manner.
We are considering a typical case of a pavement consisting of two layers:
• the subgrade and
• the base (placed over this subgrade).
In the process of road construction of a 2-layer pavement:
• First, the subgrade is reinforced (if needed) and then compacted.
• Then, the base is placed on top of the subgrade, and the pavement is compacted
13

again.
On each of these two compaction stages, sensors (accelerometers) are placed on the rollers.
The accelerations measured by these sensors are then used to gauge the quality of the
pavement.
A good quality pavement should have:
• a suﬃciently stiﬀ subgrade and
• a suﬃciently stiﬀ base.
Both for the subgrade and for the base, it is important to make sure:
• that in all the spatial locations, the pavement is stiﬀ enough, and
• also that the stiﬀness is uniform across the pavement – otherwise, the traﬃc load
will be unequally distributed, leading to too much stress (and earlier wear) for some
locations.
For the subgrade, its stiﬀness can be extracted directly from the “pre-mapping”, i.e., from
the measurements performed while the subgrade is being compacted. Specifically, from on
the sensors attached to the compacting roller, we can determine the deflection d1 caused
by the stress. The stiﬀness of the subgrade at each spatial location can then be determined
by dividing the known force of the roller by the deflection at this particular location.
In contrast, the stiﬀness of the base cannot be determined directly from the measurements.
From the sensors attached to the roller that compacts the 2-layer pavement, we can extract
the deflection d2 that describes the stiﬀness of the 2-layer pavement. For each spatial
location, we need to evaluate the stiﬀness of the base from:
• the 2-layer deflection d2 and
• the deflection d1 that describes the stiﬀness of the subgrade.
In this evaluation, we can use the fact that we know what exactly material is used as the
14

base and what exactly is the subgrade. Based on this information, we can determine the
mechanical characteristics of the subgrade and of the base, such as the values of the parameters k20 and k30 that describe the non-linearity of the corresponding materials according
to the model
E=

k10

·

✓

✓
+1
Pa

◆k20 ✓
◆k30
⌧oct
·
+1
Pa

that described how the elastic modulus E depends on the bulk stress
✓=
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+

2

+(

2

+

3

and on the octahedral shear stress
⌧oct =
here,

1,

2,

and

3

1 p
· (
3

1

2)

1

3)

2

+(

2

3)

2;

are principal stresses. This model was proposed in [60], and in [46], it

was shown to be the most adequate model for describing the resilient stress.
A natural measure of the pavement stiﬀness is the corresponding elastic modulus. This
modulus is used in pavement design. Because of the non-linearity of the actual pavement
mechanics – as described by the above formula – the elastic modulus has diﬀerent values
at diﬀerent depths. To gauge the quality of the pavement, it is therefore desirable to
use the “average" (representative) modulus, that reflects the stiﬀness of the base as a
whole. A reasonable idea is therefore to use the modulus at half-depth of the base as this
representative stiﬀness.
Summarizing: by using
• the deflection d1 of the subgrade and
• the deflection d2 of the 2-layer pavement,
we need to estimate the representative modulus E of the base. In this estimation, we can
use the values k20 and k30 corresponding to the subgrade and to the base.
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In contrast to the forward problem, when we know the mechanical properties of both layer
and we need to estimate the resulting deflections, the problem of reconstructing the material
properties of the base from the observed deflections is known as a the inverse problem.

2.2

Our General Approach to Solving the Inverse Problem

To test diﬀerent methods of solving the inverse problem, we performed numerous simulations of the forward problem, i.e.:
• the simulations of the subgrade and
• the simulations of the 2-layer pavements.
Both simulations were performed for diﬀerent combinations of parameters describing the
mechanical properties of the two layers.
Since simulating the full dynamical non-linear behavior of the pavement is very timeconsuming, we performed the simulations on several simplified pavement models. Our
expectation was that some of these simplified models will be accurate enough to describe
the true behavior of the pavement. Specifically:
• We started with linear static models, in which the modulus is assumed to have the
same value within each layer.

• Next, we performed simulations based on non-linear static models, where we take into
account the above formula describing the dependence of the modulus on the depth.

• Finally, we also performed the dynamical simulations.
Specifically:
• First, we used the linear static simulations to find a method for solving the inverse
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problem in this approximation.
• Then, we modified this method so that it will be able to solve the non-linear static
case.

• After that, the method was further modified to accommodate the simulation results
that take the dynamic character of the problem into account.

2.3

Results of Our Analysis: Static Case

1-layer static case. For the 1-layer case, when we only have the subgrade, the represenc
tative modulus E1 can be estimated based on the deflection d1 : E1 = , for a constant
d1
c ⇡ 209; see Section 2.5.1 for the derivation of this formula.
2-layer static case. We started by analyzing the results of linear static and nonlinear
static simulations. In these two cases, we have found analytical formulas that compute the
modulus E2 of the base from the deflections d1 and d2 .
Static linear case. In this case, the modulus E2 can be obtained by the following formula:
✓
◆
1
d1
E2 =
· exp a(h) + (ln(c) a(h)) ·
.
d2
d2
In this formula, c = 209, and the coeﬃcient a(h) depends on the thickness h of the base:
• for h = 6 inches, we have a(h) = 1.89;
• for h = 12 inches, we have a(h) = 3.82;
• for h = 18 inches, we have a(h) = 4.66.
The detailed derivation of this formula is given in Section 2.5.1.
Static stationary nonlinear case: general description. In this case, we need to find
the representative modulus E of the base based on the following information:
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Figure 2.1: Linear static case
• the displacement d2 of the 2-layer pavement;
0
• the values k20 and k30 corresponding to the base; these values are denoted by k2b
and
0
k3b
; and

• the information about the subgrade.
In the ideal case, we have as much information as possible about the subgrade; namely:
• the displacement d1 of the subgrade; and
0
• the values k20 and k30 corresponding to the subgrade; these values are denoted by k2s
0
and k3s
.

For this case, we have come up with the following formulas that describe the representative
modulus E of the base.
Static stationary nonlinear case: 150 mm base (case of full information about
the subgrade). For the 150 mm cases, we have
0
0
ln(d2 · E) = 2.098 + 0.361 · k2b
+ 0.336 · k3b
+
0
0
0 2
0
0.093 · k2b
· k3b
+ 0.053 · (k3b
) + 0.467 · (k2s
)

0 2
0.305 · (k2s
)
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0
0
0.264 · k2s
· k3s

0 2
0.079 · (k3s
)+

0
0
0
0
0
0
0.242 · k2b
· k2s
+ 0.091 · k2b
· k3s
+ 0.053 · k3b
· k2s
+
✓
◆2
d1
d1
3.509 ·
0.955 ·
1 .
d2
d2

The R2 is 0.95, and the mean square accuracy of this approximation is 16%.
Static stationary nonlinear case: 300 mm base (case of full information about
the subgrade). For the 300 mm cases, we have
0
0
0
0
ln(d2 · E) = 3.870 + 0.380 · k2b
+ 0.348 · k3b
+ 0.408 · k2s
+ 0.196 · k3s
+
0
0
0 2
0.078 · k2b
· k3b
+ 0.037 · (k3b
)

0 2
0.177 · (k2s
)

0
0
0.160 · k2s
· k3s

0 2
0.029 · (k3s
)+

0
0
0
0
0
0
0
0
0.138 · k2b
· k2s
+ 0.065 · k2b
· k3s
+ 0.069 · k3b
· k2s
+ 0.041 · k3b
· k3s
+
✓
◆2
d1
d1
1.656 ·
0.294 ·
1 .
d2
d2

The R2 is 0.96, and the mean square accuracy of this approximation is 11%.

Comment. The detailed derivation of these formulas is given in Section 2.5.2.
What if we only know the estimate of the subgrade’s representative modulus. As
we have mentioned in the beginning of this section, to estimate the representative modulus
E1 of the subgrade, we do not really need to know the values of the parameters k20 and k30
corresponding to the subgrade: it is suﬃcient to know the corresponding displacement d1 .
As a result, practitioners do not need to estimate these parameters when compacting the
subgrade.
It is therefore reasonable to also consider a realistic scenario in which instead of the values
0
0
d1 , k2s
, and k3s
corresponding to the subgrade, we only know the estimate E1 that we

obtained when we compacted the subgrade.
Another reason why such a scenario is needed is that while, in principle, we could estimate
the values of these parameters based on our knowledge of the subgrade material: gravel,
sand, clay, etc., but from the viewpoint of accuracy, there is a big diﬀerence between the
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Figure 2.2: Case when we only know an estimate for E1
base and the subgrade: for the base, we prepare the material, while the subgrade is largely
the compressed soil. The properties of the base are thus reasonably well known, while the
properties of the subgrade may vary greatly from site to site. As a result, practitioners
often do not place much weight on the accuracy and reliability of such estimates.
0
0
In this scenario, in addition to the displacement d2 , and the parameters h, k2b
, and k3b
that

describe the base, we have an estimate E1 for the representative modulus of the subgrade.
To estimate the modulus E2 in this scenario, we trained a neural network; the results of
this neural network are represented in Fig. 2.2 and Fig. 2.3.

Comment. Slightly more accurate estimates can be obtained if we take into account that
the above formula for the dependence of E1 on d1 , while reasonably accurate, is still approximate. Thus, we can get better estimates if, instead of using the estimate E1 , we use
the displacement d1 – this way, we avoid the eﬀect of the above inaccuracy.
0
0
In other words, as inputs for estimating E2 , we use d2 , h, k2b
, k3b
, and the displacement

d1 . The result of training the corresponding neural network model resulting estimates are
presented in Fig. 2.4 and Fig. 2.5.
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Figure 2.3: Case when we only know an estimate for E1
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Figure 2.4: Case when we use d1 instead of E1
Even more accurate estimates for E2 can be obtained if we use the actual values E1act of
the subgrade’s representative modulus E1 instead of the value d1 or the d1 -based estimate
0
0
for E1 . In this case, to estimate E2 , we use the values d2 , h, k2b
, k3b
, and E1act . The results

of the corresponding neural network model are presented in Fig. 2.6 and Fig. 2.7.

To make comparison between these three neural network models easier, we combine the
distribution of the estimation errors of all three models in a single graph; see Fig. 2.8.
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Figure 2.5: Case when we use d1 instead of E1
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Figure 2.6: Case when we use the actual value E1act

2.4

Analysis of the Dynamic Case: Dynamic Case Can
Be Reduced to Static Case

Desired accuracy. All the simulations are based on the simplifying assumption that both
the subgrade and the base are homogeneous. In practice, the mechanical properties of the
subgrade and of the base can randomly change by 20-25% within the same road segment.
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Figure 2.7: Case when we use the actual value E1act
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Figure 2.8: Comparative accuracy of three neural network models
Because of this, even if we know the average values of the parameters characterizing the base
and the subgrade, it is not possible to predict the mechanical properties of the pavement
at a given location with accuracy better than 20-25%.
From this viewpoint, if we have two models for predicting the mechanical properties of the
pavement:
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• a simplified easier-to-compute model and
• a more realistic model that requires much more computation time,
and if the predictions of these two models diﬀer by less than 20-25%, this means that from
the practical viewpoint, the simplified easier-to-compute model is good enough – and there
is no practical need for more sophisticated computational models.
Is it necessary to perform dynamic simulations: formulation of the problem.
We started with the simplified easy-to-compute static model. In reality, the corresponding
processes are dynamic, so theoretically, to get a more accurate description, we need to take
the dynamic character of the processes into account and perform dynamic computations.
However, dynamic computations require an order of magnitude more computations than
the static ones.
Since our ultimate objective is to come up with formulas that will be easy to apply in the
field, we would like the resulting model to be as easy-to-compute as possible. In view of the
above-mentioned inaccuracies caused by inhomogeneity, a natural question is: do we really
need to perform dynamic computations? If by using static computations, we can get the
same results as with dynamic ones within the desired 20-25% accuracy, this would mean
that static computations are suﬃcient.
To check on this, we compared the results of static and dynamic simulations.
Comparing the results of static and dynamic simulations: 1-layer case. We
started by comparing the results of static and dynamic simulations on the 1-layer case,
when we only have the subgrade.
The elastic modulus of the subgrade is usually estimated by plugging in the standard values
of ✓ and ⌧oct into the general formula. It is assumed that, based on the structure of the
subgrade, we know the corresponding values of k20 and k30 , so the only parameter that we
need to determine to find out the elastic modulus is k10 .
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We need to determine this parameter k10 based on the deflection d1 . In the static case, to
find the elastic modulus E, we had a formula for the expression ln(d1 · E) (see derivation

in Section 2.5) – and once we know this expression and we know d1 , we can therefore
determine E.
Let us therefore look for formulas that describe a similar expression ln(d1 · k10 ). For the
same values k10 , k20 , and k30 , we have two diﬀerent deflections d1 :
• the deflection dstat
based on the static computations, and
1
• the deflection ddyn
based on the dynamic computations.
1
Thus, we have two diﬀerent expressions:
• the expression ln(dstat
· k10 ) based on the static computations, and
1
• the expression ln(ddyn
· k10 ) based on the dynamic computations.
1
dyn
0
0
The question is: once we know ln(dstat
1 · k1 ), can we reconstruct ln(d1 · k1 ) with the desired

accuracy?

To check on this, we first tried to use linear regression, and to predict ln(ddyn
· k10 ) as a
1
linear function of ln(dstat
· k10 ):
1

ln(ddyn
· k10 ) = a0 + a1 · ln(dstat
· k10 ).
1
1
It turns out that we indeed have this dependence, with a0 = 0.67 and a1 = 0.91. The resulting mean square error is 14% – which is much smaller than the desired 20-25% threshold.
Interestingly, when we try to add all possible terms linear or quadratic in terms of k20 and k30
this dependence (i.e., terms proportional to k20 , k30 , (k20 )2 , (k30 )2 , and k20 · k30 ), the coeﬃcients
at all these new terms were statistically insignificant (p > 0.01).

Thus, in the 1-layer case, the results of dynamic simulations can indeed be easily reconstructed from the results of static simulations – and thus, in the 1-layer case, the timeconsuming dynamic simulations are not needed.
25

2-layer case: which values to choose. For the dynamic case, the elastic modulus
depends not only on the location, but also on time. In our simulations, we simulated the
first six cycles of the corresponding vibrations. In these six cycles, we ended up with slightly
diﬀerent values of the elastic modulus.
Similarly to how we decided to select the spatially-average value of the elastic modulus as
the most representative one, it is reasonable to select the time-average value of the elastic
modulus. Thus, as the representative modulus of the base, we selected the arithmetic
average of the values corresponding to all six cycles.
Comment. It is important to take into account that the main objective of the compaction
process is to compact the pavement, i.e., to improve the mechanical properties of the
pavement. Thus, in the real-life compaction process, the parameters k10 , k20 , and k30 that
describe the mechanical properties of the base and of the subgrade, change with time until
they stabilize. The short last stage of the compaction process – when the pavement has
already been compacted and its mechanical properties have already stabilized – is therefore
the only stage at which the parameters k10 , k20 , and k30 do not change with time.
In our dynamic simulations, we assume that the parameters k10 , k20 , and k30 do not change
with time. Thus, our simulations corresponds to the above-mentioned last stage of the
compaction process, when the pavement has already been compacted. The six cycles of
our simulation – over which we average – thus correspond to the last 6 cycles of the actual
compaction process.
From this viewpoint, the average of the elastic modulus values corresponding to all 6 cycles
of the simulation corresponds to selecting the average of the last six cycles of the compaction
process.
How to compare static and dynamic cases. In many practical applications, the
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approximation accuracy is gauged by the mean square approximation error
v
u
n
1 X
def u
t
=
·
( yi ) 2 ,
n i=1
where n is the number of approximated values and

yi is the approximation error of the

i-th experiment. This estimation method works well when all the approximating values
are close to the actual values (that they are approximating), and thus, all approximations
errors are small.
However, in the same dynamic simulation, the values of the elastic modulus corresponding
to 6 cycles diﬀer by a factor of 10. From the statistical viewpoint, when we have such
large diﬀerences, the traditional mean square error does not provide us with an adequate
measure of accuracy – since the mean square error will be influenced by such “outliers”; see,
e.g., [35]. In such situations, statistics recommends to use robust methods for estimating
the accuracy. The most widely use robust measure for estimating accuracy is the mean
n
1 X
absolute value of the absolute error, i.e., the Mean Absolute Error (MAE) ·
| yi | [35].
n i=1
This is the value that we will use to gauge how close are the results of static and dynamic
simulations.
Comparing the results of static and dynamic simulations: 2-layer case. In our
analysis, similar to the static case, we consider two typical thicknesses of the base: 150
mm and 300 mm. In both cases, we want to check whether the expression ln(ddyn
· E dyn )
2

correspond to the dynamic case can be described in terms of the similar static expression
ln(dstat
· E stat ) (with a possible influence of the parameters k20 and k30 characterizing the
2
base and the subgrade).

For the 150 mm case, the formula
ln(ddyn
· E dyn ) = a0 + a1 · ln(dstat
· E stat ),
2
2
with a0 = 0.96 and a1 = 0.81, predicts the results of the dynamic simulations with the 17%
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accuracy. For the 300 mm case, a similar formula with a0 = 1.68 and a1 = 0.69 provides a
even better 16% accuracy.
In both cases, the mean approximation error is below the 20% threshold. So, in the 2layer case as well, the results of dynamic simulations can be easily reconstructed from the
results of static simulations – and thus, in the 2-layer case, the time-consuming dynamic
simulations are not needed.
Comment. It is worth mentioning that we get an even better approximation accuracy if we
take into account possible non-linear terms in the dependence of the dynamic expression
on the static one, i.e., if we consider an approximation formula
ln(ddyn
· E dyn ) = a0 + a1 · ln(dstat
· E stat )+
2
2
a2 · (ln(dstat
· E stat ))2 + a3 · (ln(dstat
· E stat ))3 .
2
2

2.5
2.5.1

Derivation of the Formulas
Solving Inverse Problem for the Static Linear Case

Linear elastic equations: reminder. Linear elastic equations have the form
ij,j

"ij =

+ Fi = 0,

1
· ((1 + ⌫) ·
E

ij

⌫·

(A1)
ij

·

kk ),

(2.2)

and
"ij =

1
· (ui,j + uj,i ),
2

where, for each quantity a, a,i means partial derivative of a with respect to xi :
def

a,i =

@a
.
@xi
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(2.3)

The equation relating "ij and

ij

can be equivalently rewritten as

E · "ij = (1 + ⌫) ·

ij

⌫·

ij

·

kk .

(2.22.)

In our forward simulations:
• the force F is fixed, and
• the Poisson ratio ⌫ is fixed.
We:
• select the moduli E for the two layers, and
• compute the deflections ui .
1-layer case: analysis of the problem. In the 1-layer case, we assume that the modulus
E has the same value for all spatial locations and for all depths. Suppose that ui is a solution
corresponding to this modulus E. One can easily show that if we select a diﬀerent modulus
E 0 , then we get deflections
u0i =

E
· ui
E0

(2.4)

E
· "ij , hence E 0 · "0ij = E · "ij . Thus,
0
E
the equation (2.2a) – and hence, all three equations (2.1), (2.2a), and (2.3) – is satisfied
Indeed, in this case, due to formula (3), we have "0ij =

when we take the new deflections u0i and the same stress

ij

as before:

0
ij

=

ij .

1-layer case: conclusion. In the 1-layer case, the product of the displacement and the
modulus should be the same for all the values of the subgrade modulus. So, if for diﬀerent
values of the modulus E1 , we multiply this value by the displacement d1 , we should get a
constant d1 · E1 = const, and
E1 =
for this constant c.
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c
d1

Indeed, for the results of numerical simulations, the product d1 · E1 is almost the same, it
ranges from 204.5 to 211.5.

The 3-4% diﬀerence between the theoretical prediction and the results of numerical simulations is clearly caused by the fact that we are using approximate finite-element techniques
to solve the elasticity equations. As c, we can thus take an average value of this product
c ⇡ 209.
2-layer case: general idea. In the 2-layer case, the ratio d2 · E2 is no longer a constant,
it may depend on d1 and d2 :

d2 · E2 = f (d1 , d2 ).

(2.5)

In the 2-layer case, arguments similar to the ones given in the analysis of the 1-layer case
show that if we multiply both moduli E1 and E2 by the same constant k, i.e., take E10 = k·E1
1
and E20 = k · E2 , the displacement d2 should then divide by the same constant: d02 = · d2 .
k
In this case, the product d2 · E2 remains the same: d02 · E20 = d2 · E2 . Thus, the formula
(2.5) and a similar formula relating d02 and E20 imply that for all d1 , d2 , and k, we have
✓
◆
d1 d2
0
0
f (d1 , d2 ) = f (d1 , d2 ) = f
,
.
(2.6)
k k
In particular, for k = d2 , we conclude that
f (d1 , d2 ) = f

✓

◆
d1
,1 .
d2

(2.7)

When E1 = E2 , then the two layers have the exact same mechanical properties, i.e., in
eﬀect, we have the 1-layer case. In this case, we have d1 = d2 , and we have d2 · E2 = c,
hence f (d1 , d1 ) = c. So, we can rewrite the formula (2.7) as
d2 · E2 = f (d1 , d2 ) = g(r),
where we denoted
def

r =

30

d1
d2

(2.8)

def

and g(r) = f (r, 1). The advantage of this equivalent form is that for d1 = d2 , i.e., for
r = 1, we have d2 · E2 = c and thus, g(1) = c.
2-layer case: empirical analysis. For each simulation of the 12 inch case, we computed
the value of the product d2 · E2 and the ratio. To get a general idea of how the product

depends on r, we looked at the cases when d2 · E2 is approximately equal to 400, to 800,
and to 1600. For these values, we got r ⇡ 1.3, r ⇡ 1.7, and r ⇡ 2.1. We noticed that the
increase from each case to the next one is the same: 1.7

1.3 = 2.1

1.7 = 0.4. So, when

we double the product, the value r increases by the same amount.
There is a known function that has this property: logarithm. Indeed, since the logarithm
of the product is equal to the sum of the logarithm, we have log(2x) = log(x) + log(2). So,
when we double the input to the logarithm, the result gets increased by the same constant
log(2).
A similar property holds for any linear function of the logarithm, i.e., for any function of
def

the type F (x) = c1 + c2 · log(x). Indeed,
F (2x) = c1 + c2 · log(2x) = c1 + c2 · (log(x) + log(2)) =
c1 + c2 · log(x) + c2 · log(2) = (c1 + c2 · log(x)) + c2 · log(2) = F (x) + c2 · log(2),
i.e., F (2x) = F (x) + c· log(2). So, if we double x, the value of F (x) is increased by an
additive constant c2 · log(2).
Resulting conjecture. We therefore conjectured that r is a linear function of the logarithm ln(d2 · E2 ), or, equivalently, that the logarithm ln(d2 · E2 ) should linearly depend on
r:
ln(d2 · E2 ) = a + b · r = a + b ·
for some values a and b.
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d1
d2

(2.9)

For d1 = d2 , the formula (2.9) implies that ln(c) = a+b, so we can conclude that b = ln(c) a
and thus,
ln(d2 · E2 ) = a + (ln(c)

a) ·

d1
.
d2

(2.10)

This formula has been confirmed. It turns out that this formula perfectly describes
all the simulation results.
We checked this formula on the simulations corresponding to the two most frequently used
base thicknesses: h = 12 inches and h = 6 inches. We also tested in on the case of h = 18
inches. For all three thicknesses, we get a perfect first with the results of >200 simulations
corresponding to each thickness value.
Conclusion. If we know the deflections d1 and d2 , and the thickness h, then, from the
formula (2.11), we can determine the modulus E2 of the base as
✓
◆
1
d1
E2 =
· exp a(h) + (ln(c) a(h)) ·
.
d2
d2

2.5.2

(2.12)

Solving Inverse Problem for the Static Non-Linear Case

Let us start with the 1-layer case. Similarly to the linear static case, let us start with
the 1-layer case, when we only have a subgrade.
In this case, we know the deflection d1 , we know the parameters k20 and k30 characterizing
the subgrade, and we want to find the stiﬀness of the subgrade.
As a measure of this stiﬀness, it is reasonable to take a representative value
✓
◆k20 ✓
◆k30
✓
⌧oct
0
E = k1 ·
+1
·
+1
P0
P0

(2.131)

for standard ✓ and ⌧oct . Since we know the values k20 , k30 , ✓, and ⌧oct , the only parameter
that we need to determine the representative modulus is k10 . Let us analyze how we can
determine this parameter.
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As we have mentioned in Subsection 2.5.1, in the static linear case, the elastic modulus E
is related to the corresponding displacement d1 by the formula
ln(d1 · E) = const.

(2.14)

Substituting the expression (2.13) for the elastic modulus into the formula (2.14), we conclude that
ln d1 · k10 ·

✓

✓
+1
P0

◆k20 ✓
◆k30 !
⌧oct
·
+1
= const.
P0

Taking into account that the logarithm of the product is equal to the sum of the logarithms
and that the logarithm of the power is equal to ln(ab ) = b · ln(a), we conclude that
ln(d1 · k10 ) + a2 · k20 + a3 · k30 = const,
(2.15)
✓
◆
✓
◆
✓
⌧oct
def
def
where we denoted a2 = ln
+ 1 and a3 = ln
+ 1 . Thus, in the static linear
P0
P0
case, we have
ln(d1 · k10 ) = const

a2 · k20

a3 · k30 .

(2.16)

In other words, in the linear static case, the expression ln(d1 · k10 ) is a linear function of the
parameters k20 and k30 .

In many cases – e.g., when the subgrade is suﬃciently stiﬀ – the linear model is a good
approximation. It is therefore reasonable to look for models in which we add smaller size
terms to the main (linear) terms. A natural class of such models are polynomial models,
where to linear terms, we add quadratic terms, then, if needed, cubic terms, etc.
Let us start with the quadratic terms. In general, adding quadratic terms means that we
are looking for the dependence of the type
0
ln(d1 · k10 ) = c0 + c2 · k20 + c3 · k30 + c22 · (k20 )2 + k23
· k20 · k30 + c33 · (k30 )2 .

(2.17)

2-layer case. In the nonlinear case, to predict the value ln(d2 · E), in addition to the ratio
d1
that we used in the linear case, it is reasonable to also use terms quadratic in terms of
d2
the parameters k20 and k30 – as in the formula (2.17) describing the 1-layer case.
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In the 1-layer case, we had two parameters k20 and k30 . In the 2-layer case, when we have
the base and the subgrade, we thus have four parameters:
0
0
• the two parameters k2b
and k3b
of the base, and
0
0
• the two parameters k2s
and k3s
of the subgrade.

d1
, all possible terms quadratic in terms of the
d2
parameters k20 and k30 of the base and of the subgrade, we get the following formula
So, if we add, to the linear dependence on

0
0
0
0
ln(d2 · E) = c0 + c2b · k2b
+ c3b · k3b
+ c2s · k2s
+ c3s · k3s
+
0 2
0
0
0 2
0 2
0
0
0 2
c22b · (k2b
) + c23b · k2b
· k3b
+ c33b · (k3b
) + c22s · (k2s
) + c23s · k2s
· k3s
+ c33s · (k3s
)+
0
0
0
0
0
0
0
0
c2b2s · k2b
· k2s
+ c2b3s · k2b
· k3s
+ c3b2s · k3b
· k2s
+ c3b3s · k3b
· k3s
+

c1d ·

d1
.
d2

d1
; such terms are:
d2
◆2
✓
◆
✓
◆
d1
d1
0
0
1 , k2b ·
1 , k3b ·
1 ,
d2
d2
✓
◆
✓
◆
d1
d1
0
0
k2s ·
1 , k3s ·
1 .
d2
d2

(2.18)

In principle, we can also have quadratic terms that include
✓

d1
d2

(2.19)

We used the linear regression program available with the Excel Data Analysis tool to find
the coeﬃcients ci that provide the best fit for the observed values d2 · E. This tool not
only provides us with the best fit values of the coeﬃcients, it also supplies, for each of the

coeﬃcients, the p-value describing to what extent this particular variable is relevant for
predicting the desired value (in our case, the value of ln(d2 · E)). It is then reasonable

to only keep the coeﬃcients for which the corresponding p-value is smaller than the given
threshold. In this analysis, we considered the usual threshold of 0.01.
The Excel tool allows us to use only up to 16 parameters, so we started with all the terms
from the formula (2.18). Then, we deleted terms for which the p-value was above our
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threshold 0.01, and replaced them with one of the remaining quadratic terms, after which
we repeated this process.
Both for the 150 mm and for the 300✓ mm cases,
◆2 the only significant quadratic term cond1
d1
taining
turned out to be the term
1 , all other terms from the list (2.19) turned
d2
d2
out to be insignificant.
0 2
In both cases, we also eliminated the insignificant term proportional to (k2b
) . This makes

sense: non-linearity is most important for soft materials, and the base is much stiﬀer than
the subgrade. So, it makes sense that nonlinear terms corresponding to the base are much
less significant that the terms corresponding to the subgrade.
0
0
0
In the 150 mm cases, also terms proportional to k3s
and k3b
· k3s
turned to be insignificant.

As a result, we got the formulas presented in the main text.

2.5.3

Static vs. Dynamic: What If We Use Mean Square Error

For 150 mm, we started by trying to describe ln(ddyn
· E dyn ) as a linear function of ln(dstat
·
2
2

E stat ). We got a good match, but with the mean square error of 29%, which is higher than
the desired threshold of 20-25%.
If we allow terms which are quadratic and cubic in terms of ln(dstat
· E stat ), we decrease the
2

mean square error to 28% – still above the threshold. A peculiar thing about this was that
the p-values for all the terms were greater than 0.01. If we follow the standard statistical
procedures in this case, we would need to delete all the terms – which makes no sense. So,
in this case, we did not dismiss terms with large p-values.
When we added, to the terms proportional to
ln(dstat
· E stat ), (ln(dstat
· E stat ))2 , and (ln(dstat
· E stat ))3 ,
2
2
2
0
0
0
0
terms which are linear in k2b
, k3b
, k2s
, k3s
, and d1 /d2

accuracy.
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1, then we got to the desired 25%

For the 300 mm case, a similar analysis lead to 18% accuracy. In this case, the only terms
stat
that we need to add to terms depending only on ln(dstat
) where the terms proportional
2 ·E
0 2
0
0
to (k2b
) and k2b
· k3b
.
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Chapter 3
How to Estimate Elastic Modulus for
Unbound Aggregate Materials

Pure mathematics is, in its way, the poetry of logical ideas.
Albert Einstein
To ensure the quality of pavement, it is important to make sure that the elastic moduli –
that describe the stiﬀness of all the pavement layers – exceed a certain threshold. From
the mechanical viewpoint, pavement is a non-linear medium. Several empirical formulas
have been proposed to describe this non-linearity. In this chapter, we describe a theoretical
explanation for the most accurate of these empirical formulas.
Comment. The contents of this chapter was published in [6].

3.1

Formulation of the Problem

Need for estimating elastic modulus. To ensure the quality of a road, it is important to
make sure that all the pavement layers have reached a certain stiﬀness level. To characterize
stiﬀness of unbound pavement materials, transportation engineers use elastic modulus E.
The corresponding elastic modulus diﬀers from the usual modulus of elasticity:
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• the usual modulus corresponds to a slowly applied load, while
• the desired elastic modulus characterizes the eﬀect of rapidly applied loads – like
those experienced by pavements.

Need to take non-linearity into account. In the usual (linear) elastic materials, the
modulus does not depend on the stress value. In contrast, pavement materials are usually
non-linear, in the sense that the elastic modulus non-linearly depends on the stress.
Empirical formulas describing pavement’s non-linearity. Several empirical formulas
have been proposed to describe this dependence. Experimental comparison [46] shows that
the best description is provided by the formula (first proposed in [60])
✓
◆k20 ✓
◆k30
✓
⌧oct
0
E = k1 ·
+1
·
+1
,
Pa
Pa
where Pa is atmospheric pressure, ✓ is the bulk stress, i.e., the trace
✓=

3
X

ii

i=1

of the stress tensor

ij

(see, e.g., [69]), and
s
1 X
def
⌧oct =
·
3 ij

1 2
·✓
3

2
ij

is the octahedral shear stress.
In terms of the eigenvalues

1,

2,

and

3

✓=
and
⌧oct =

1 p
· (
3

1

2)

of the stress tensor,
1

+

2

+(

2

2

+

3

3)

2

+(

3

1)

2.

What we do in this chapter. In this chapter, we provide a theoretical explanation for
the above empirical formula.
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This explanation uses the general idea that the fundamental physical formulas should not
change if we simply changing the measuring unit and/or the starting point for the measurement scale.
Chapter outline. First, in Section 2, we briefly explain the general idea, that fundamental
physical formulas should not depend on the choice of the starting point or on the choice of
the measuring unit.
In Section 3, we use this general idea to describe possible dependence of the elastic modulus
E on, correspondingly, the bulk stress ✓ and on the octahedral sheer stress ⌧oct .
Finally, in Section 4, we apply similar ideas to combine the two formulas for E(✓) and
E(⌧oct ) into a single formula E(✓, ⌧oct ) that describes the dependence of the elastic modulus
on both stresses.
Comment. In our derivation, we are not using physical equation, we are only using expert
knowledge – which, in this case, is formulated in terms of invariance. From this viewpoint,
this chapter can be viewed as a particular case of soft computing, techniques for formalizing
and utilizing expert knowledge.

3.2

General Idea:

Fundamental Physical Formulas

Should Not Depend on the Choice of the Starting
Point or of the Measuring Unit
Main idea. Computers process numerical values of diﬀerent quantities. A numerical value
of a quantity depends on the choice of a measuring unit and – in many cases – also on the
choice of the starting point.
For example, depending on the choice of a measuring unit, we can describe the height of
the same person as 1.7 m or 170 cm. Similarly, we can describe the same moment of time
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as 2 pm (14.00) if we use El Paso time or 3 pm (15.00) if we use Austin time – the diﬀerence
is caused by the fact that the starting points for these two times – namely midnight (00.00)
in El Paso and midnight (00.00) in Austin – diﬀer by one hour.
The choice of a measuring unit is rather arbitrary. For example, we can measure length in
meters or in centimeters or in feet. Similarly, the choice of the starting point is arbitrary:
when we analyze a cosmic event, it does not matter the time of what location we use to
describe it. It is therefore reasonable to require that the fundamental physical formulas
not depend on the choice of a measuring unit and – if appropriate – on the choice of the
starting point. We do not expect that, e.g., Newton’s laws look diﬀerently if we use meters
or feet.
Of course, if we change the units in which we measure one of the quantities, then we
may need to adjust units of related quantities. For example, if we replace meters with
centimeters, then for the formula v = d/t (that describes velocity v as a ratio of distance
d and time t) to remain valid we need to replace meters per second with centimeters per
second when measuring velocity. However, once the appropriate adjustments are made, we
expect the formulas to remain the same.
Not all physical quantities allow both changes. It should be mentioned that while
most physical quantities do not have any preferred measuring unit – and thus, selection
of a diﬀerent measuring unit makes perfect physical sense – some quantities have a fixed
starting point. For example, while we can choose an arbitrary starting point for time, for
distance, 0 distance seems to be a reasonable starting point.
As a result, while the change of a measuring unit makes sense for most physical quantities,
the change of a starting point only makes sense for some of them – and a physics-based
analysis is needed to decide whether this change makes physical sense.
How to describe the change of a measuring unit in precise terms. If we replace
the original measuring unit with a new unit which is a times smaller, then all numerical
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values of the measured quantity get multiplied by a: x0 = a · x.
For example, if we replace meters with centimeters – which are a = 100 times smaller –
then the original height of x = 1.7 m becomes x0 = a · x = 100 · 1.7 = 170 cm.
How to describe the change of the starting point in precise terms. If we replace
the original starting point by a new one which is b earlier (or smaller), then to all numerical
values of the measured quantity the value b is added: x0 = x + b.
For example, if we replace El Paso time with Austin time – which is b = 1 hour earlier,
then the original time of x = 14.00 hr becomes x0 = x + b = 14.00 + 1.00 = 15.00 hr.
In general, we can change both the measuring unit and the starting point. If
we first change the measuring unit and the starting point, then:
• first, the original value x first gets multiplied by a, resulting in x0 = a · x, and
• then the value b is added to the new value x0 , resulting in x00 = x0 + b = a · x + b.
Thus, in general, when we change both the measuring unit and the starting point, we get
a linear transformation x ! a · x + b.

3.3

How Elastic Modulus Depends on the Bulk Stress
(and on the Octahedral Shear Stress)

What we do in this section. Let us first use the above idea to describe how the elastic
modulus E depends on the bulk stress ✓.
Which invariances makes sense in this case. As we have mentioned in the previous
section,
• while the change of a measuring unit makes sense for (practically) all physical quantities,
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• the change of the starting point only makes physical sense for some quantities.
Let us therefore analyze whether the change of the starting point makes sense for the elastic
modulus E and for the bulk stress ✓.
For the elastic modulus, there is a clear starting point E = 0, in which strain does not
cause any stress. So, for the elastic modulus, only a change in a measuring unit makes
physical sense.
In contrast, for the bulk stress, we can clearly have several choices of the starting point,
choices motivated by the fact that in addition to the external stress, there is also an alwayspresent atmospheric pressure. One possibility is to only count the external stress and thus,
consider the situation in which we only have atmospheric pressure as corresponding to zero
stress. Another possibility is to explicitly take atmospheric pressure into account and take
the ideal vacuum no-atmospheric-pressure situation as zero stress. In the first case, we can
select atmospheric pressures corresponding to diﬀerent heights as diﬀerent starting points.

What does it mean for the resulting formula to be independent: first approximation. For the dependence E(✓), the requirement that this dependence does not change
if we change numerical values of ✓ means the following. For every a > 0 and b, the dependence in the new units E(a · ✓ + b) has exactly the same form as in the old units – if we
also appropriately re-scale E. So, we should have

E(a · ✓ + b) = c(a, b) · E(✓)

(3.3.1)

for some value c which, in general, depends on a and b.
What are the functions that satisfy this condition: analysis of the problem. Let
us find all the functions E(✓) for which, for some function c(a, b), the equality (3.1) holds
for all x, a > 0, and b.
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From the physical viewpoint, small changes in ✓ should lead to small changes in E, i.e., in
mathematical terms, the dependence E(✓) should be continuous. It is known that every
continuous function can be approximated, with any given accuracy, by a diﬀerentiable
function (e.g., by a polynomial). Thus, without losing generality, we can safely assume
that the dependence E(✓) is diﬀerentiable.
Thus, the function
c(a, b) =

E(a · ✓ + b)
E(✓)

is also diﬀerentiable, as a ratio of two diﬀerentiable functions. For a = 1, the formula (3.1)
takes the form
E(✓ + b) = c(1, b) · E(✓).

(3.2)

Diﬀerentiating both sides of formula (3.2) with respect to b and setting b = 0, we get
E 0 (✓) = c · E(✓),

(3.3)

where f 0 (x) denote the derivative, and c is the derivative of c(1, b) with respect to b for
b = 0.
The equation (3.3) can be rewritten as
dE
= c · E,
d✓
i.e., equivalently, as
dE
= c · d✓.
E
Integrating both sides, we get ln(E) = c · ✓ + C0 for some constant C0 . Thus,
E = A · exp(c · ✓),
def

where A = exp(C0 ).
For b = 0 and a 6= 0, the equation (3.1) takes the form
E(a · ✓) = c(a, 0) · E(✓).
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(3.4)

Substituting the expression (3.4) into this formula, we conclude that
A · exp(c · a · ✓) = c(a, 0) · exp(c · ✓).

(3.5)

When c 6= 0, the two sides grow with ✓ at a diﬀerent speed, so we should have c = 0 and
E(✓) = const.
Thus, the only case when the formula E(✓) is fully invariant is when we have a linear
material, with E(✓) = const.
Since we cannot require all the invariances, let us require only some of them.
Since we cannot require invariance with respect to all possible re-scalings, we should require
invariance with respect to some family of re-scalings.
If a formula does not change when we apply each transformation, it will also not change
if we apply them one after another, i.e., if we consider a composition of transformations.
Each shift can be represented as a superposition of many small (infinitesimal) shifts, i.e.,
shifts of the type ✓ ! ✓ + B · dt for some B. Similarly, each re-scaling can be represented
as a superposition of many small (infinitesimal) re-scalings, i.e., re-scalings of the type

✓ ! (1+A·dt)·✓. Thus, it is suﬃcient to consider invariance with respect to an infinitesimal
transformation, i.e., a linear transformation of the type

✓ ! ✓0 = (1 + A · dt) · ✓ + B · dt.
Invariance means that the value E(✓0 ) has the same form as E(✓), i.e., that E(✓0 ) is obtained
from E(✓) by an appropriate (infinitesimal) re-scaling E ! (1 + C · dt) · E. In other words,
we require that

E((1 + A · dt) · ✓ + B · dt) = (1 + C · dt) · E(✓),
i.e., that
E(✓ + (A · ✓ + B) · dt) = E(✓) + C · E(✓) · dt.
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(3.6)

Here, by definition of the derivative, E(✓ + q · dt) = E(✓) + E 0 (✓) · q · dt. Thus, from (3.6),
we conclude that

E(✓) + (A · ✓ + B) · E 0 (✓) · dt = E(✓) + C · E(✓) · dt.
Subtracting E(✓) from both sides and dividing the resulting equality by dt, we conclude
that
(A · ✓ + B) · E 0 (✓) = C · E(✓).

dE
, we can separate the variables by moving all the terms related to E to
d✓
one side and all the terms related to ✓ to another side. As a result, we get
Since E 0 (✓) =

dE
d✓
=C·
.
E
A·✓+b
Degenerate cases when A = 0 can be approximated, with any given accuracy, by cases
when A is small but non-zero. So, without losing generality, we can safely assume that
def
def B
A 6= 0. In this case, for x = ✓ + k, where k = , we have
A
dE
dx
=c· ,
E
x
C
. Integration leads to ln(E) = c · ln(x) + C0 for some constant C0 , thus
A
def
E = C1 · xc for C1 = exp(C0 ), i.e.,
def

where c =

E(✓) = C1 · (✓ + k)c .

Dependence on the bulk stress: conclusion. If we represent ✓ + k as k ·
then we get the desired dependence of E on ✓:
✓
◆c
✓
E = C2 ·
+1 ,
k
def

where C2 = C1 · k c .
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(3.7)

✓

◆
✓
+1 ,
k
(3.8)

Dependence on the octahedral sheer stress. Similarly, we can conclude that the
dependence E(⌧oct ) of the elastic modulus E on the octahedral sheer stress ⌧oct has the
form
E=

C20

for some constants C20 , k 0 , and c0 .

3.4

·

⇣⌧

oct
k0

+1

⌘ c0

,

(3.9)

How to Combine The Formulas Describing Dependence on Each Quantities into a Formula Describing
Joint Dependence

Idea. We have used the invariance ideas to derive formulas E(✓) and E(⌧oct ) describing
dependence of E on each of the quantities ✓ and ⌧oct . Let us now use the same ideas
to combine these two formulas into a single formula describing the dependence on both
quantities ✓ and ⌧oct .
Based on the previous analysis, for each pair (✓, ⌧oct ), we know the value of the modulus
E:
def

• the value E1 = E(✓) that we obtain if we ignore the octahedral sheer stress and only
take into account the bulk stress; and
def

• the value E2 = E(⌧oct ) that we obtain if ignore the bulk stress and only take into
account the octahedral sheer stress.

Based on these two values E1 and E2 , we would like to compute an estimate E(E1 , E2 ) for
the modulus that would take into account both inputs.
All three values E, E1 , and E2 represent modulus. Thus, for all three values, only scaling
is possible. So, the invariance requirement takes the following form: for every p and q,
if we apply the re-scalings E1 ! p · E1 and E2 ! q · E2 , then the resulting dependence
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E(p·E1 , q·E2 ) has the same form as the original dependence E(E1 , E2 ) – after an appropriate
re-scaling by some parameter c(p, q) depending on p and q.
So, for every p and every q, there exists a c(p, q) for which, for all E1 and E2 , we have
E(p · E1 , q · E2 ) = c(p, q) · E(E1 , E2 ).

(3.10)

Analysis of the problem. If we re-scale only one of the inputs, e.g., E1 , we get
E(p · E1 , E2 ) = c1 (p) · E(E1 , E2 ),

(3.11)

def

where c1 (p) = c(p, 1). If we first re-scale by p and then by p0 , then this is equivalent to one
re-scaling by p · p0 . In the first case, we get
E((p · p0 ) · E1 , E2 ) = E(p0 · (p · E1 ), E2 ) =
c1 (p0 ) · E(p · E1 , E2 ) = c1 (p0 ) · c1 (p) · E(E1 , E2 ).

(3.12)

In the second case, we get
E((p · p0 ) · E1 , E2 ) = c1 (p · p0 ) · E(E1 , E2 ).

(3.13)

Since the left-hand sides of the equalities (3.12) and (3.13) are equal, their right-hand sides
must be equal as well. Dividing the resulting equality by E(E1 , E2 ), we conclude that
c1 (p · p0 ) = c1 (p) · c1 (p0 ).
Diﬀerentiating this equality by p0 and taking p0 = 1, we conclude that
p · c01 (p) = c0 · c1 (p),
def

where c0 = c01 (1). Thus,

dc1
dp
= c0 · ,
c1
p
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(3.14)

so integration leads to ln(c1 ) = c0 · ln(p) + const, and
c1 (p) = const · pc0 .

(3.15)

For E1 = 1, the formula (3.11) takes the form
E(p, E2 ) = const · pc0 · E(1, E2 ),

(3.16)

E(E1 , E2 ) = const · E1c0 · E(1, E2 ).

(3.17)

i.e., renaming the variable,

Similarly, we have
c0

E(E1 , E2 ) = const0 · E20 · E(E1 , 1),

(3.18)

for some constants const0 and c00 . In particular, for E1 = 1, the formula (3.18) takes the
form
c0

E(1, E2 ) = const0 · E20 · E(1, 1).

(3.19)

Substituting this expression into the formula (3.17), we get
c0

E(E1 , E2 ) = const · E1c0 · const0 · E20 · E(1, 1).

(3.30)

Substituting expressions (3.8) and (3.9) for E1 and E2 into this formula, we come up with
the following conclusion.
Conclusion. From the invariance requirements, we can conclude that the dependence of
E on ✓ and ⌧oct has the form
E(✓, ⌧oct ) = k1 ·

✓

✓
+1
k

where k2 = c · c0 , k3 = c0 · c00 , and

◆k2 ⇣
⌘k 3
⌧oct
·
+
1
,
k0

0

k1 = const · const0 · E(1, 1) · C2c · (C20 )c .
Thus, we indeed get a theoretical explanation for the empirical dependence.
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Remaining open problems. In this chapter, we used symmetry ideas to provide a
solution to one specific physics-related engineering problem: estimating the elastic modulus
for unbound aggregate materials.
While there are not too many papers that use symmetries to solve engineering problems,
the use of symmetries is ubiquitous in theoretical physics (see, e.g., [17]), and the use of
symmetries can help explain many empirical formulas in soft computing [58].
We therefore hope that our example will lead to future application of symmetry ideas in
engineering.
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Chapter 4
Safety Factors in Soil and Pavement
Engineering

Pure mathematics is, in its way, the poetry of logical ideas.
Albert Einstein
Comment. The contents of this chapter was published in [24].

4.1

What Is a Safety Factor

Models are approximations to reality. To describe a complex real-life process by a feasible
model, we find the most important factors aﬀecting the process and model them. Thus, we
ignore small factors; they may be smaller than the factors that we take into account but
they still need to be taken into account if we want to provide guaranteed bounds for the
desired quantities. To take these small factors into account, engineers multiply the results
of the model by a constant known as the safety factor.
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4.2

Safety Factors in Soil and Pavement Engineering:
Empirical Data

In many applications, a safety factor is 2 or smaller. However, in soil and pavement
engineering, comparison of the resilient modulus predicted by the corresponding model and
the modulus measured by Light Weight Deflectometer shows that, to provide guaranteed
bounds, we need a safety factor of 4; see, e.g., [46]. How can we explain this?

4.3

Explaining the Safety Factor of 2: Reminder

The usual safety factor of 2 is explained, e.g., in [43]; here is the explanation.
Let

be the model’s estimate. When designing the model, we did not take into account

some factors. Let’s denote the eﬀect of the largest of these factors by
we ignored are smaller than the one we took into account, so

1

<

1.

, i.e.,

The factors that
1

2 [0, ]. We

do not have any reason to assume that any value from the interval [0, ] is more frequent
than others; thus, it makes sense to assume that
Then, the average value of
The next smallest factor
value is

1 /2,

i.e.,

2

+

4.4

2

=2
1

1

is

·

. Similarly,

+ ... =

is uniformly distributed on [0, ].

/2.

is smaller than
2

1

+2

1

·

1.
k

The same arguments shows that its average
=2

k

·

+ ... + 2

, hence the overall estimate is
k

·

+ ... = 2 .

A Similar Explanation for the Safety Factor of 4

Empirical data shows that for soil and pavement engineering, 2 is not enough. This means
that

1

should be larger than our estimate

/2:

In this case, the average value from this interval is
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1

2 [ /2, ].
1

= (3/4) ·

.

Similarly, we get
+

1

+ ... +

2

= (3/4)2 ·
k

+ ... =

,

k

= (3/4)k ·

and thus,

· (1 + 3/4 + . . . + (3/4)k + . . .) =

Thus, the safety factor of 4 is indeed explained.
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/(1

3/4) = 4 .

Chapter 5
How Many Monte-Carlo Simulations
Are Needed: Case of Interval
Uncertainty

The grand aim of all science is to cover the greatest number of empirical facts by
logical deduction from the smallest number of hypotheses or axioms.
Albert Einstein
In this chapter, we provide a partial answer to the question of how many Monte-Carlo
simulations are needed: namely, we provide this answer for the case of interval uncertainty.
A recent study of using Monte-Carlo simulations technique for the analysis of diﬀerent
smart electric grid-related algorithms shows that we need approximately 500 simulations
to compute the corresponding interval range with 5% accuracy. In this chapter, we provide
a theoretical explanation for these empirical results.
Comment. The contents of this chapter was published in [23].
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5.1

Formulation of the Problem

Need for interval uncertainty. Data processing means processing measurement results.
Measurements are never absolutely accurate: the result x
e of measuring a physical quantity

is, in general, somewhat diﬀerent from the actual (unknown) value x of the corresponding
quantity.

In the ideal case, we should know which values of the measurement error

def

x=x
e

x are

possible, and what is the probability of diﬀerent possible values. These probabilities can
be determined if we have a suﬃciently large number of situations in which:

• we know the exact values (to be more precise, we have very good estimates of the
exact values) and

• we also have measurement results.
In practice, however, we often do not have enough data to determine the corresponding
probabilities. In such situations, often, the only information that we have about the measurement error is the upper bound

on its absolute value:
| x| 

;

see, e.g., [65]. Then, once we have the measurement result x
e, the only information that we
have about the (unknown) actual value x is that this value belongs to the interval [x, x] =
[e
x

,x
e+

] . The resulting uncertainty is therefore known as interval uncertainty; see,

e.g., [34, 45, 56].
Need to propagate interval uncertainty. A data processing algorithm f :
• starts with the results x
e1 , . . . , x
en of data processing, and

• uses these results to compute an output ye = f (e
x1 , . . . , x
en ).

This output:
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• can be an estimate of some diﬃcult-to-measure quantity, or
• it can be an estimate of the future value of some quantity y.
The corresponding algorithm is usually based on the known relation y = f (x1 , . . . , xn ) between the actual values of the corresponding quantities. Since, in general, the measurement
results x
ei are somewhat diﬀerent from the actual values xi , the result ye = f (e
x1 , . . . , x
en )

of applying the algorithm f to the measurement results is, in general, somewhat diﬀerent
from the actual value y = f (x1 , . . . , xn ):

def

y = ye

y 6= 0.

It is therefore desirable not only to produce the estimate ye, but also to find out what the
possible values of the corresponding quantity y are.

We know that each quantity xi can take any values within the corresponding interval [xi , xi ].
Thus, the desired range of possible values of y have the form
⇥

⇤
y, y = {y = f (x1 , . . . , xn ) : x1 2 [x1 , x1 ] , . . . , xn 2 [xn , xn ]}.

The problem of computing this range is known as the main problem of interval computations; see, e.g., [34, 45, 56].
Need for approximate methods. It is known that, in general, the problem of comput⇥
⇤
ing the range y, y exactly is NP-hard; see, e.g., [38]. This means that, unless P=NP

(which most computer scientists believe to be impossible), no feasible algorithm can always
compute this range exactly. Thus, we need to use approximate methods for computing the
desired range.
A natural option: Monte-Carlo technique. One of the natural ways to compute the
range is to use Monte-Carlo techniques. In this technique, several (N ) times:
(k)

• we generate random numbers xi uniformly distributed on the corresponding intervals
[xi , xi ], and then
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⇣
⌘
(k)
(k)
• we compute y (k) = f x1 , . . . , xn .

⇣
⌘
(k)
(k)
When N ! 1, the generated random values x(k) = x1 , . . . , xn , 1  k  N , cover all

parts of the box [x1 , x1 ] ⇥ . . . ⇥ [xn , xn ]. Thus, in the same limit, the corresponding values
⇣
⌘
⇥
⇤
(k)
(k)
y (k) = f x1 , . . . , xn fill the entire interval y, y . So, to estimate the desired range, we

can use the range formed by the values y (k) corresponding to a suﬃciently large number
N , namely, the range
⇥

min y (1) , . . . , y (N ) , max y (1) , . . . , y (N )

⇤

.

How many simulations do we need? Which value N should we choose? Usually, N is
chosen as follows: we repeat the simulations for larger and larger N , and we stop when a
further increase in N does not change the resulting range.
Smart electric grid simulations: empirical results. One of the important application
areas is the application to electric grids. Electric grids are known to be unstable: a minor
change in supply or demand can potentially cause a serious disruption and a blackout. To
avoid such situations, engineers employ complicated (“smart”) control algorithms.
New improvements for such algorithms are being proposed all the time. To make sure that
the new algorithm works well, we need to make sure that the resulting characteristics of the
electric grids remain within their stable bounds. Since the parameters of the electric grid
are only measured with uncertainty, it is important to make sure that we have stability for
all possible combinations of these parameters. One way to do it is to perform Monte-Carlo
simulations and to check that the system remains stable for all N resulting combinations
⇣
⌘
(k)
(k)
x1 , . . . , xn , 1  k  N . How many combinations should we choose?
An empirical study [42] showed that if we are interested in 5% accuracy – a typical require-

ment for data analysis – then we need approximately N = 500 simulations to get good
results:
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• if we have smaller N , e.g., N = 100 or N = 200, we underestimate the range of y’s;
• on the other hand, if we use a larger N – e.g., N = 1000 – we do not achieve any
significant improvement in comparison to the case N ⇡ 500.

The authors of this study do not have any theoretical explanation for this empirical result.

What we do in this chapter. In this chapter, we provide the desired theoretical explanation.

5.2

Explanation

Accuracy of Monte-Carlo simulations: reminder. It is known (see, e.g., [71]) that
if we estimate a quantity based on m measurements, then the relative accuracy of this
estimate is
1
"⇡ p .
m

Let us apply this general feature to our case study. Our goal is to reach the accuracy
of " ⇡ 5% = 0.05.
In view of the above formula, to find the number of simulations needed to reach this
accuracy, we must find the value m for which
1
p ⇡ 0.05.
m
This approximate equality is equivalent to
p

m⇡

1
= 20.
0.05

By squaring both sides of this approximate equality, we get
m ⇡ 202 = 400.
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Taking into account that 500 was not the exact optimal value – it was just better than 100,
200, and 1000 – we conclude that m = 400 is a perfect fit for the observed empirical data.
Thus, we provide the desired explanation for the smart electric grid-related simulation
results.
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Chapter 6
Why 70/30 or 80/20 Relation Between
Training and Testing Sets

Scientific discovery and scientific knowledge have been achieved only by those who
have gone in pursuit of it without any practical purpose whatsoever in view.
Max Planck
When learning a dependence from data, to avoid overfitting, it is important to divide the
data into the training set and the testing set. We first train our model on the training set,
and then we use the data from the testing set to gauge the accuracy of the resulting model.
Empirical studies show that the best results are obtained if we use 20-30% of the data for
testing, and the remaining 70-80% of the data for training. In this chapter, we provide a
possible explanation for this empirical result.
Comment. The contents of this chapter appeared in [21].

6.1

Formulation of the Problem

Training a model: a general problem. In many practical situations, we have a model
for a physical phenomenon, a model that includes several unknown parameters. These
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parameters need to be determined from the known observations; this determination is
known as training the model.
Need to divide data into training set and testing set. In statistics in general,
the more data points we use, the more accurate are the resulting estimates. From this
viewpoint, it may seem that the best way to determine the parameters of the model is to
use all the available data points in this determination. This is indeed a good idea if we are
absolutely certain that our model adequately describes the corresponding phenomenon.
In practice, however, we are often not absolutely sure that the current model is indeed
adequate. In such situations, if we simply use all the available data to determine the
parameters of the model, we often get overfitting – when the model describes all the data
perfectly well without being actually adequate. For example, if we observe some quantity
x at n diﬀerent moments of time, then it is always possible to find a polynomial f (t) =
a0 + a1 · t + a2 · t 2 + . . . + an

1

· tn

1

that will fit all the data points perfectly well — to find

such a polynomial, it is suﬃcient to solve the corresponding system of n linear equations
with n unknowns a0 , . . . , an 1 :
a0 + a1 · t1 + a2 · t2i + . . . + an

1

· tni 1 , i = 1, . . . , n.

This does not mean that the resulting model is adequate, i.e., that the resulting polynomial
can be used to predict the values x(t) for all t: one can easily show that if we start with
noisy data, the resulting polynomial will be very diﬀerent from the actual values of x(t).
For example, if n = 1 and the actual value of x(t) is a constant, then, due to noise, the
resulting polynomial x(t) = a0 + a1 · t will be a linear function with a1 6= 0. Thus, for large
t, we will have x(t) ! 1, so the predicted values will be very diﬀerent from the actual
(constant) value of the signal.

To avoid overfitting, it is recommended that we divide the observations into training and
testing data:
• First, we use the training data to determine the parameters of the model.
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• After that, we compare the model’s predictions for all the testing data points with

what we actually observed, and use this comparison to gauge the accuracy of our
model.

Which proportion of data should we allocate for testing? Empirical analysis has
shown that the best results are attained if we allocate 20-30% of the original data points
for testing, and use the remaining 70-80% for training.
For this division, we get accuracy estimates which are:
• valid – in the sense that they do not overestimate the accuracy (i.e., do not underestimate the approximation error), and

• are the more accurate among the valid estimates – i.e., their overestimation of the
approximation error is the smallest possible.

What we do in this chapter. In this chapter, we provide a possible explanation for this
empirical fact.

6.2

Formal Description and Analysis of the Problem

Training and testing: towards a formal description. Our goal is to find the dependence of the desired quantity y on the corresponding inputs x1 , . . . , xn . To be more specific,
we assume that the dependence has the form
y = f (a1 , . . . , am , x1 , . . . , xn ),
for some parameters a1 , . . . , am . For example, we can assume that the dependence is linear,
in which case m = n + 1 and
y = a1 · x1 + . . . + an · xn + am+1 .
We can assume that the dependence is quadratic, or sinusoidal, etc.
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To find this dependence, we use the available data, i.e., i.e., we use N situations k = 1, . . . , n
(k)

(k)

in each of which we know both the values of the inputs x1 , . . . , xn and the corresponding
output y (k) .
Let p denote the fraction of the data that goes into the training set. This means that out
⇣
⌘
(k)
(k)
of the original N patterns x1 , . . . , xn , y (k) :
• N · p patterns form a training set, and
• the remaining (1

p) · N patterns form a testing set.

We use the training set to find estimates b
a1 , . . . , b
am of the parameters a1 , . . . , am . Then,
⇣
⌘
(k)
(k) (k)
for each pattern x1 , . . . , xn , y
from the testing set, we compare the desired output
y (k) with the result

(k)

yb

⇣
⌘
(k)
(k)
=f b
a1 , . . . , b
am , x 1 , . . . , x n

of applying the trained model to the inputs. Based on the diﬀerences
def

dk = y (k)
we gauge the accuracy of the trained model.

yb(k) ,

How do we gauge the accuracy of the model. Many diﬀerent factors influence the fact
that the resulting model is not perfect, such as measurement errors, approximate character
of the model itself, etc.
It is known that under reasonable assumptions, the distribution of a joint eﬀect of many
independent factors s close to Gaussian (normal) – the corresponding mathematical result
is known as the Central Limit Theorem; see, e.g., [71]. Thus, we can safely assume that
the diﬀerences dk are normally distributed.
It is known that a 1-D normal distribution is uniquely determined by two parameters: mean
value µ and standard deviation . Thus, based on the diﬀerences dk , we can estimate:
• the mean value (bias) of the trained model, and
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• the standard deviation

describing the accuracy of the trained model.

A general fact from statistics: reminder. In statistics, it is known that when we use
M values to estimate a parameter, the standard deviation of the estimate decreases by a
p
factor of M .
p
Example. The factor-of- M decrease is the easiest to explain on the simplest example
when have a single quantity q, and we perform several measurements of this quantity by
using a measuring instrument for which the standard deviation of the measurement error
is

0.

As a result, we get M measurement results q1 , . . . , qM . As an estimate for q, it is

reasonable to take the arithmetic mean
qb =

q1 + . . . + qM
.
M

Then, the resulting estimation error qb q, i.e., the diﬀerence between this estimate and the
actual (unknown) value q of the quantity of interest has the form
qb

q=

q1 + . . . + qM
M

By definition, for each diﬀerence qi
the variance is equal to

q=

(q1

q) + . . . + (qM
M

q)

.

q, the standard deviation is equal to

0.

and thus,

2
0.

Measurement errors corresponding to diﬀerent measurements are usually independent. It
is known that the variance of the sum of independent random variables is equal to the sum
of the variances. Thus, the variance of the sum (q1

q) + . . . + (qM q) is equal to M · 02 ,
p
p
and the corresponding standard deviation is equal to M · 02 = M · 0 . When we divide

the sum by M , the standard deviation also p
divides by the same factor. So, the standard
M· 0
0
deviation of the diﬀerence qb q is equal to
=p .
M
M
Let us use the general fact from statistics. We estimate the parameters of the

model based on the training set, with p · N elements. Thus, the standard deviation of the
1
corresponding model is proportional to p
.
p·N
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When we gauge the accuracy of the model, we compare the trained model with the data
from the testing set. Even if the trained model was exact, because of the measurement
errors, we would not get the exact match. Instead, based on (1 p) · N measurements, we
1
would get the standard deviation proportional to p
.
(1 p) · N

We want to estimate the diﬀerence dk between the trained model and the testing data.
It is reasonable to assume that, in general, the errors corresponding to the training set
and to the testing set are independent – we may get positive correlation in some cases,
negative correlation in others, so, on average, the correlation is 0. For independence random
variables, the variance is equal to the sum of the variances. Thus, on average, this variance
is proportional to
✓

1
p
p·N

◆2

+

p
(1

1
p) · N

!2

=

1
+
p·N
(1

1
1
=
.
p) · N
(p · (1 p)) · N

Thus, to get the smallest possible estimate for the approximation error, then, out of all
possible values p, we need to select the value p for which the product p · (1 p) is the largest
possible.

Which values p are possible? The only remaining question is now: which values p are
possible?
Our requirement was that we should select p for which the gauged accuracy is guaranteed
not to overestimate the accuracy. In precise terms, this means that the standard deviation
of the trained model – i.e., the standard deviation of the estimate yb(k) – should be smaller

than or equal to the standard deviation of the diﬀerence dk by which we gauge the model’s
accuracy:

Here, dk = yb(k)

⇥

⇤
yb(k)  [dk ].

y (k) is the diﬀerence between:

• the estimate yb(k) whose inaccuracy is cased by the measurement errors of the training
set and
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• the value y (k) whose inaccuracy is cased by the measurement errors of the testing set.
So, we must have

⇥

⇤
yb(k) 

⇥

⇤
y (k) .

yb(k)

In general, for two random variables r1 and r2 with standard deviations [r1 ] and [r2 ], the
smallest possible value of the standard deviation of the diﬀerence is | [r1 ] [r2 ]| (see, e.g.,
[71]):

[r1

| [r1 ]

r2 ]

[r2 ]|.

In particular, for the diﬀerence dk = yb(k) y (k) , the smallest possible value of its standard
⇥ (k)
⇤
deviation
yb
y (k) is
⇥ (k) ⇤
⇥ (k) ⇤
yb
y
.
Thus, to make sure that we do not underestimate the measurement error, we must guarantee
that

i.e., that a  |a

⇥

⇤
yb(k) 

⇥

⇤
⇥ (k) ⇤
yb(k)
y
,
⇥ (k) ⇤
def
def
b|, where we denoted a =
yb
and b =

⇥

⇤
y (k) .

In principle, we can have two diﬀerent cases: a  b and b  a. Let us consider these two
cases one by one.
• If a

b, then the desired inequality takes the form a  a

b, which for b > 0 is

impossible.

• Thus, we must have b  a. In this case, the above inequality takes the form a  b a,
i.e., equivalently, 2a  b.

Thus, we must have
2

⇥

⇤
yb(k) 

⇥

⇤
y (k) .

Since the inaccuracy of the estimate yb(k) comes only from measurement errors of the training
set, with p · N elements, we have

⇥

⇤
yb(k) = p
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0

p·N

for some

0.

Similarly, since the inaccuracy of the estimate y (k) comes only from measure-

ment errors of the testing set, with (1
⇥

p) · N elements, we have

⇤
y (k) = p
(1

0

p) · N

.

Thus, the above inequality takes the form
2· p

0

p·N

Dividing both sides of this inequality by

p
0

0

(1

p) · N

.

and multiplying by

p

N , we conclude that

2
1
.
p p
p
1 p
Squaring both sides, we get
4
1

.
p
1 p
By bringing both sides to the common denomination, we get 4 4p  p, i.e., 4  4p+p = 5p
and p

0.8.

Thus, to make sure that our estimates do not overestimate accuracy, we need to select the
values p

0.8.

Towards the final conclusion. As we have mentioned earlier, out of all possible values
p, we need to select a pone for which the product p · (1
p

0.8, the function p · (1

p) is the largest possible. For

p) is decreasing. Thus, its largest values is attained when the

value p is the smallest possible – i.e., when p = 0.8.
So, we have indeed explained why p ⇡ 80% is empirically the best division into the training
and the testing sets.
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Chapter 7
How to Use Absolute-Error-Minimizing
Software to Minimize Relative Error

The proper route to an understanding of the world is an examination of our errors
about it.
Errol Morris
In many engineering and scientific problems, there is a need to find the parameters of a
dependence from the experimental data. There exist several software packages that find
the values for these parameters – values for which the mean square value of the absolute
approximation error is the smallest. In practice, however, we are often interested in minimizing the mean square value of the relative approximation error. In this chapter, we show
how we can use the absolute-error-minimizing software to minimize the relative error.
Comment. The contents of this chapter was published in [26].

7.1

Formulation of the Problem

Practical problem. In many practical situations, we know that the dependence between
the quantity y and related quantities x1 , . . . , xn has the known form, i.e., the form y =
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f (x1 , . . . , xn , c1 , . . . , cm ) with a known function f and unknown values of the coeﬃcients
c1 , . . . , c m .
Examples. For example, we may know that y linearly depends on xi , in which case the
desired dependence has the form
y = c1 · x1 + . . . + cn · xn + cm+1
for some unknown values ci .
We may have a quadratic dependence, in which case
y = c1 · x1 + . . . + cn · yn + cn+1 + cn+2 · x21 + cn+3 · x1 · x2 + . . .
These two cases are particular cases of a more general situation in which the dependence
of the expression f (x1 , . . . , xn , c1 , . . . , cm ) on the coeﬃcients cj is linear, i.e., in which
f (x1 , . . . , xn , c1 , . . . , cm ) =

m
X
j=1

cj · fj (x1 , . . . , xn )

for given functions f1 (x1 , . . . , xn ), . . . , fm (x1 , . . . , xn ).
We may also have a more complex dependence, in which the dependence on the coeﬃcients
cj is nonlinear. For example, in radioactive decay, once we know the initial amount y0 of
the radioactive material, then the amount y remaining after time x1 is described by the
formula y = y0 · e

c1 ·x1

, for an appropriate to-be-determined coeﬃcient c1 .

What information we have to solve this problem. In the above situation, it is
necessary to determine the values of these parameters c1 , . . . , cm from the experimental
data.
In engineering, geosciences, and in many other application areas, this is known as the
inverse problem – as opposed to the forward problem, when we know the values of xi and
cj , and we use the dependence y = f (x1 , . . . , xn , c1 , . . . , cm ) to predict the value of the
quantity y.
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To solve the inverse problem, we can use the results coming out of several (K) situations
(k)

in which both y and xi have been measured, and we use the results y (k) and xi

of these

measurements to find the coeﬃcients ci for which, for each k from 1 to K, we have
y

(k)

⇡f

⇣

(k)
x1 , . . . , x(k)
n , c1 , . . . , c m

⌘

.

It is important to emphasize that since measurements are never absolutely accurate – there
is always some measurement error – the measurement result y (k) is only approximately
⇣
⌘
(k)
(k)
equal to the quantity f x1 , . . . , xn , c1 , . . . , cm ; see, e.g., [65].
There exist many software packages that minimize the absolute error. The
standard approach to solving the above problem is the Least Squares approach (see, e.g.,
[71]), in which we find the coeﬃcients c1 , . . . , cm for which the mean square value of the
K
P
2
(absolute) approximation error is minimized, i.e., that minimize the expression
y (k) ,
where by

k=1

y , we denoted the (absolute) approximation errors
(k

⇣
⌘
(k)
f x1 , . . . , x(k)
,
c
,
.
.
.
,
c
.
1
m
n

def

y (k) = y (k)

For example, MatLab has such programs – both for the linear and for the nonlinear cases.
In addition, neural network packages – in particular, the MatLab neural network toolbox
– minimize the above sum of squares; see, e.g., [9].
Some of these packages only deal with situations in which the dependence
f (x1 , . . . , xn , c1 , . . . , cm ) is linear in terms of the coeﬃcients. In these cases, the above
problem takes the form
y

(k)

⇡

m
X
j=1

cj · fj x(1) , . . . , x(k)
,
n

and the Least Squares idea means minimizing the sum

m
P

j=1

y

(k)

=y

(k)

m
X
j=1

cj · fj x(1) , . . . , x(k)
.
n
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2

y (k) , where

(k)

(k)

These packages usually assume that we know the values q (k) and p1 , . . . , pm for all k from
1 to K, and they find the coeﬃcients c1 , . . . , cm for which the sum
!2
K
m
X
X
(k)
q (k)
cj · pj
j=1

k=1

attains its smallest possible value. To apply such a package to our problem, it is suﬃcient
⇣
⌘
(k)
(k)
(k)
(k)
(k)
to take q = y and pj = fj x1 , . . . , xn .
Often, we need to minimize relative errors instead. While in many practical situations, minimizing the absolute approximation errors is a reasonable idea, in many other
situations, it is more appropriate to minimize relative approximation errors
y (k)
,
y (k)

def

y (k) =
i.e., to be precise, to minimize the sum

K
P

2

y (k) .

k=1

For example, if the desired dependence covers a wide range of possible values of y, e.g.,
ranging from y = 10 to y = 1000, it makes more sense to want to approximate all these
values with the same relative accuracy – e.g., 5% or 10% – than with the same absolute
accuracy, say, 5 – in the case of absolute accuracy, we have a very crude 50% accurate
approximation for small values y ⇡ 10 and an unnecessarily accurate (0.5% accurate)
approximation of values y ⇡ 1000 (unnecessarily accurate since we usually cannot even
measure y with such a high accuracy).

Problem. The problem is that, in contrast to minimization of absolute error, for which
there are several available software packages, not many packages are available for minimizing the relative error.
In principle, we can write our own code for solving this problem, but it would be much
easier if we could simply use the existing software.
What we do in this chapter. In this chapter, we show how we can use absolute-errorminimizing software to minimize relative errors. In Section 2, we describe how to do it for
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the case when the dependence on the coeﬃcients cj is linear. In Section 3, we consider the
general case, when the dependence on the coeﬃcients cj may be non-linear.

7.2

Case When the Dependence on the Coeﬃcients cj is
Linear

Description of the case: reminder. We assume that
y=

m
X
j=1

cj · fj (x1 , . . . , xn ) ,
(k)

for known functions f1 (x1 , . . . , xn ), . . . , fm (x1 , . . . , xm ). Based on the results y (k) and xi

of measuring the corresponding quantities, we want to find the coeﬃcients c1 , . . . , cm for
which
y (k) ⇡

m
X
j=1

⇣
⌘
(k)
cj · fj x1 , . . . , x(k)
n

for all k from 1 to K. To be more precise, we want to find the values c1 , . . . , cm for which
K
P
y (k)
2
def
the sum
y (k) is the smallest possible, where y (k) = (k) and
y
k=1
y

(k) def

=y

(k)

m
X
j=1

⇣
⌘
(k)
cj · fj x1 , . . . , x(k)
.
n

We would like to use a Least Squares package. To solve our problem, we would like
(k)

(k)

to use a Least Squares package, that, given the values q (k) and p1 , . . . , pm for all k from
1 to K, find the values cj that minimize the sum
K
X
k=1

p(k)

m
X
j=1
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cj ·

(k)
pj

!2

.

Analysis of the problem. Substituting the expression
m
⇣
⌘
X
(k)
(k)
(k)
y =y
cj · fj x1 , . . . , x(k)
m
j=1

into the definition of the relative approximation error y (k) , we conclude that
⇣
⌘
(k)
(k)
m
f
x
,
.
.
.
,
x
X
n
j
1
y (k) = 1
cj ·
.
y (k)
j=1
Thus, the problem of minimizing the sum

K
P

y (k)

2

of the squares of relative errors is

k=1

equivalent to the problem of minimizing the sum
K
X

q (k)

k=1

(k)

with q (k) = 1 and pj =

⇣
⌘
(k)
(k)
f j x1 , . . . , x n
y (k)

m
X
j=1

(k)

cj · pj

!2

,

. So, we arrive at the following recommendation.

Recommendation. Our recommendation is to find the coeﬃcients c1 , . . . , cm by applying
a Least Squares package to the values q (k) = 1 and
⇣
⌘
(k)
(k)
f j x1 , . . . , x n
(k)
pj =
.
y (k)

7.3

General (Possibly Nonlinear) Case

First idea: description. The above approach can be naturally extended to the nonlinear
case. Namely, minimizing the sum of relative errors
⇣
⌘ 12
0
(1)
(k)
(k)
K
K
y
f
x
,
.
.
.
,
x
,
c
,
.
.
.
,
c
X
X
n
1
m
1
2
@
A
y (k) =
(k)
y
k=1
k=1
is equivalent to minimizing the sum of the absolute diﬀerences
K ⇣
X
k=1

z (k)

⇣
⌘⌘2
(1)
(k)
g x1 , . . . , x(k)
,
y
,
c
,
.
.
.
,
c
,
1
m
n
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where z (k) = 1 and
def

g (x1 , . . . , xn , y, c1 , . . . , cm ) =

f (x1 , . . . , xn , c1 , . . . , cm )
.
y

Thus, we arrive at the following recommendation.
First idea: resulting recommendations. To minimize the relative error, apply the
absolute-error-minimizing software to find the coeﬃcients c1 , . . . , cm from the condition
that

⇣
⌘
(1)
(k)
z (k) ⇡ g x1 , . . . , x(k)
,
y
,
c
,
.
.
.
,
c
1
m
n

for k = 1, . . . , K, where we denoted z (k) = 1 and
def

g (x1 , . . . , xn , y, c1 , . . . , cm ) =

f (x1 , . . . , xn , c1 , . . . , cm )
.
y

Second idea: description. Alternatively, we can apply the existing software to approximate ln (y) by the dependence ln (f (x1 , . . . , xn , c1 , . . . , xm )), i.e., find the coeﬃK
P
2
def
cients c1 , . . . , cm for which the sum
Y (k) is the smallest possible, where Y (k) =
⇣
⌘ k=1
def
(k)
(k)
(k)
Y
F x1 , . . . , xn , c1 , . . . , cm , Y (k) = ln y (k) and
def

F (x1 , . . . , xn , c1 , . . . , cm ) = ln (f (x1 , . . . , xn , c1 , . . . , cm )) .

Second idea: justification. Measurement errors are usually relatively small, so we can
safely ignore terms which are quadratic (or of higher order) in terms of the corresponding
error. For example, if we measure with accuracy 10%, then the square of the corresponding
measurement error is about 1%, which is much smaller than 10% and can, therefore, be
safely ignored.
In our case, by definition of the approximation error y (k) , we have
⇣
⌘
(k)
y (k) = f x1 , . . . , x(k)
,
c
,
.
.
.
,
c
y (k) .
1
m +
n
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So,
ln y

(k)

⇣ ⇣
⌘
(k)
(k)
= ln f x1 , . . . , xn , c1 , . . . , cm +

y

(k)

⌘

.

If we expand this expression in Taylor series in terms of y (k) and take into account that
1
the derivative of logarithm ln (x) is , we conclude that
x
⇣ ⇣
⌘⌘
(k)
ln y (k) = ln f x1 , . . . , x(k)
,
c
,
.
.
.
,
c
+
1
m
n
f

⇣

1

(k)
(k)
x 1 , . . . , x n , c1 , . . . , c m

⌘·

y (k) + . . .

As we have mentioned, in this expansion, we can safely ignore terms which are quadratic
(or of higher order) in

y (k) , thus
⇣ ⇣
⌘⌘
(k)
ln y (k) = ln f x1 , . . . , x(k)
,
c
,
.
.
.
,
c
+
1
m
n
f

⇣

1

(k)
(k)
x 1 , . . . , x n , c1 , . . . , c m

The expression in the denominator is equal to y (k)

⌘·

y (k) , thus

⇣ ⇣
⌘⌘
(k)
ln y (k) = ln f x1 , . . . , x(k)
,
c
,
.
.
.
,
c
+
1
m
n
Expanding again in terms of
conclude that

y (k) .

1
y (k)

y (k)

y (k)
,
y (k)

i.e., by definition of the relative error y (k) , that
ln y
Thus,

i.e.,

Y (k) = y (k) .

y (k) .

y (k) and ignoring quadratic and higher order terms, we

⇣ ⇣
⌘⌘
(k)
ln y (k) = ln f x1 , . . . , x(k)
,
c
,
.
.
.
,
c
+
1
m
n
(k)

·

⇣ ⇣
⌘⌘
(k)
(k)
ln f x1 , . . . , xn , c1 , . . . , cm
= y (k) .

⇣
⌘
(1)
Y (k) = Y (k) F x1 , . . . , x(k)
,
c
,
.
.
.
,
c
1
m =
n
⇣ ⇣
⌘⌘
(k)
ln y (k)
ln f x1 , . . . , x(k)
,
c
,
.
.
.
,
c
= y (k) ,
1
m
n
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So, minimizing the sum

K
P

Y (k)

2

is indeed equivalent to the minimization of the mean

k=1

squares value of the relative error, i.e., to the minimization of the sum

recommendation.

2

y (k) . Hence,

k=1

we arrive at the following recommendation.
Second idea:

K
P

To solve the desired relative-error-minimization

problem, we compute the values Y (k)

def

=

ln y (k)

and form a new function

F (x1 , . . . , xn , c1 , . . . , cm ) = ln (f (x1 , . . . , c1 , . . . , cm )).
Then, we apply the absolute-error-minimizing package to find the coeﬃcients c1 , . . . , cm for
which
Y
for all k = 1, . . . , K.

(k)

⇡F

⇣

(k)
x1 , . . . , x(k)
n , c1 , . . . , c m
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⌘

Chapter 8
How to Best Apply Deep Neural
Networks in Geosciences

Tell me and I forget. Teach me and I remember. Involve me and I learn.
Benjamin Franklin
The main objectives of geosciences is to find the current state of the Earth – i.e., solve the
corresponding inverse problems – and to use this knowledge for predicting the future events,
such as earthquakes and volcanic eruptions. In both inverse and prediction problems, often,
machine learning techniques are very eﬃcient, and at present, the most eﬃcient machine
learning technique is deep neural training. To speed up this training, the current deep
learning algorithms use dropout techniques: they train several sub-networks on diﬀerent
portions of data, and then “average” the results. A natural idea is to use arithmetic mean
for this “averaging”, but empirically, geometric mean works much better. In this chapter,
we provide a theoretical explanation for the empirical eﬃciency of selecting geometric mean
as the “averaging” in dropout training.
Comment. The contents of this chapter was published in [25].
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8.1

Introduction

Main objectives of science. The main objectives of science are:
• to determine the state of the world, and
• based on this knowledge, to predict the future state of the world.
For example, in geosciences:
• we want to determine the density at diﬀerent depths and at diﬀerent locations based

on the observed data – seismic, gravitational, etc. (this is known as the inverse
problem) and

• based on this knowledge, we would like to be able to predict catastrophic events such
as earthquake and volcanic eruptions (this is known as the prediction problem).

Machine learning is often needed. In some situations, we know the equations describing
the physical phenomena, and we can use these equations to make necessarily determinations
and predictions. This is how, e.g., weather is predicted.
In many other situations, however, we either do not know the exact equations – or these
equations are too diﬃcult to solve. In such situations, instead of using specific equations,
we can use general machine learning tools. In both problems:
• we start with a tuple of measurement results x, and
• we would like to estimate the tuple y of the desired quantities – e.g., the density
values or the values describing the future volcanic activity.

To make this prediction, we need to have a database of patterns, i.e., pairs x(k) , y (k)
corresponding to past situations in which we know both x and y.
For example, if we are interested in predicting volcanic activity at least a week in advance, we need to use patterns in which y (k) is the observed volcanic activity and x(k) are
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measurement results performed at least a week before the corresponding activity.
Which machine learning techniques should we use: need for deep learning.
Learning is what living creatures have to do in order to survive. To learn, living creatures
use signals processed a network of special cells – neurons. It is reasonable to assume that
as a result of billions of years of improving winner-takes-all evolution, nature has come up
with an optimal – or near-optimal – way of learning. And indeed, artificial neural networks
– that are based on simulating networks of biological neurons – are, at present, the most
eﬃcient machine learning technique; see, e.g., [29].
Specifically, the most eﬃcient technique involves deep learning, where we have a large
number of layers with reasonably few neurons in each layer; the advantages of such an
arrangement are presented in [5, 29].
Deep neural networks has indeed been eﬃcient in geosciences, both in inverse problem (see,
e.g., [22]) and in prediction problem (see, e.g., [20, 61, 62, 63]).
Need to speed up the learning process. To get a good description of the corresponding
phenomenon, it is desirable to have a large number of patterns. As a result, training on all
these patterns takes time. It is thus desirable to speed up computations.
When a person has a task that takes too long to do it by him/herself, a natural idea of
speeding it up is to ask for help and to have several people performing this task in parallel.
Similarly, a natural way to speed up computations is to perform them in parallel, on several
processors.
Need to speed up the learning process naturally leads to dropout training.
For traditional neural networks, when we had a large number of neurons in each layer,
parallelization was reasonably natural: we just divide the neurons into several groups, and
have each processor simulate neurons from the corresponding group.
However, for deep neural networks, there is a relatively small number of neurons in each
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layer, so we cannot apply the above natural parallelization. A natural alternative idea is:
• to use diﬀerent parts of the data for training (in parallel) on diﬀerent sub-networks
of the network, and

• then to “average” the results.
Since for each of these trainings, we drop some of the patterns and some of the neurons,
this idea is known as a dropout; see, e.g., [29, 72, 73].
Which “averaging” works better in deep learning-related dropout training?
What is the best way to “average” the values v1 , . . . , vm obtained from diﬀerent parallel
trainings? The original idea was to use an arithmetic average, i.e., to use the value v for
which
• adding m identical copies of the value v leads to exactly the same result as
• adding m training results v1 , . . . , vm :
v1 + . . . + vm = v + . . . + v.
In this scheme, we get
v=

v1 + . . . + vm
.
m

However, it turned out that better results are attained if, instead of addition, we use
diﬀerent combination rules a ⇤ b. In this case, as the result of such “averaging”, we take the
value v for which

v1 ⇤ . . . ⇤ vm = v ⇤ . . . ⇤ v.
In particular, it turned out the empirically, the best results are attained if, as a combination
a ⇤ b, we use product instead of the sum [29, 79]. In this case, the result of “averaging” is
the geometric mean:

v=

p
m

v1 · . . . · vm .
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Comment. Usually, the values are re-scaled, so that they fit into an interval, e.g., [0, 1]. So,
without losing generality, we can assume that all the averaged values vi are non-negative.
How can we explain this empirical success? The paper [79] has some qualitative
explanations of why geometric mean works better than arithmetic one in deep-learning
related dropout training. However, it does not provide a quantitative explanation of why
namely the “averaging” based on multiplication works best.
What we do in this chapter. In this chapter, we provide an explanation for the empirical
success of geometric mean in deep learning-related dropout training. To be more precise,
we list all “averaging” operations corresponding to optimal combination functions – optimal
under all possible reasonable optimality criteria. As a result, we get a 1-D family of possible
“averaging” operations – and it turns out that this list contains arithmetic and geometric
means as particular cases.
Thus, we provide a quantitative explanation of the empirical success of geometric mean in
deep learning-related dropout training.
Comment. Cannot we do better and explain why only the geometric mean is the best?
Probably this is possible if we explicitly select one optimality criterion. However, in our
general formulation, when we allow all possible optimality criteria, the appearance of the
arithmetic average is inevitable: it corresponds, for example, to using the Least Squares
optimality criterion

m
X
i=1

(vi

v)2 ! min,

a criterion that often makes sense in machine learning; see, e.g., [9, 29].
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8.2

What Is a Combination Operation? What Is a Reasonable Optimality Criterion? Towards Precise Definitions

What is a combination operation? A combination operation (also known as an aggregation operation or an aggregation function) a ⇤ b is a function that maps two non-negative
numbers a and b into a non-negative number a ⇤ b.

There are many diﬀerent combination operations; see, e.g., [7, 10, 12, 13, 30, 74]. What
are the reasonable properties of the combination operations used in deep learning-related
dropout training?
First reasonable property of a combination operation used in deep learningrelated dropout training: commutativity. We have several results vi that were obtained by using the same methodology – the only diﬀerence is that we randomly selected
a diﬀerent set patterns and we randomly selected a diﬀerent sub-network. From this viewpoint, there is no reason to believe that some of these results are more valuable than others.
Thus, it makes sense to require that the result of combining two values should not depend
on the order in which they are presented, i.e., that a ⇤ b = b ⇤ a for all a and b.
In other words, it is reasonable to require that the combination operation be commutative.

Second reasonable property of a combination operation used in deep learningrelated dropout training: associativity. If we have three values a, b, and c, then we
can:
• first combine a and b and get a ⇤ b, and
• add, combine the result a ⇤ b with c, resulting in (a ⇤ b) ⇤ c.
Alternatively, we can:
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• first combine b nd c into a single value b ⇤ c, and
• then combine a with the result b ⇤ c of combining b and c, thus getting
a ⇤ (b ⇤ c).
It is reasonable to require that the result of combining the three values should not depend
on the order in which we combine them, i.e., that we should have
(a ⇤ b) ⇤ c = a ⇤ (b ⇤ c).
In other words, it is reasonable to require that the combination operation be associative.
Third reasonable property of a combination operation used in deep learningrelated dropout training: monotonicity. It is reasonable to require that if one of the
combined values increases, then the result of the combination should also increase (or at
least not decrease). In other words, it is reasonable to require that a ⇤ b is a (non-strictly)
increasing function of each of the variables:
• if a  a0 , then a ⇤ b  a0 ⇤ b, and
• if b  b0 , the a ⇤ b  a ⇤ b0 .
Final reasonable property of a combination operation used in deep learningrelated dropout training: continuity. In practice, all the values are estimated only
approximately. It is therefore reasonable to require that a small diﬀerence between the ideal
value vi and the corresponding approximate computational result should not drastically
aﬀect the result of the combination.
In precise terms, this means that the operation a ⇤ b should be continuous.
Towards the resulting definition of a combination function. So, we define a combination operation as a commutative, associative, monotonic continuous function a ⇤ b of
two real non-negative variables.
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What is optimality criterion: a general discussion. Out of all possible combination
operations ⇤, we should select the one which is, in some reasonable sense, optimal for

deep learning-related dropout training. How can we describe the corresponding optimality
criterion?
In many practical problems, when we talk about optimization, we have an objective function
whose value we want to maximize or minimize. However, this is not the most general case
of optimization.
For example, if we select an algorithm a for solving a certain problem, and we are interested
in achieving the fastest possible average computation time A(a), we may end up with
several diﬀerent algorithms a, a0 , . . . , that have the exact same average computation time
A(a) = A(a0 ) = . . . In this case, it makes sense to use this non-uniqueness to optimize
something else: e.g., the worst-case computation time W (a), or the robustness R(a) relative
to uncertainty of the inputs. Then, the actual optimality criterion that we use to select
the optimal algorithm can no longer be reduced to a single numerical objective function,
this criterion is more complex. Namely, in the resulting criterion, a is better than or of the
same quality as a0 (we will denote it by a

a0 ) if:

• either A(a) < A(a0 ),
• or A(a) = A(a0 ) and W (a)  W (a0 ).
If there are several algorithms which are optimal with respect to this new optimality criterion, then we can use the remaining non-uniqueness to optimize something else, and thus,
get an even more complex optimality criterion.
This can continue until we finally get a criterion for which there is exactly one optimal
alternative.
From this viewpoint, to define an optimality criterion, we should not restrict ourselves to
numerical objective functions, we should have the most general definition.
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No matter how complex the criterion, what we need is to be able to compare two diﬀerent
alternatives:
• either a is better than b (a > b),
• or b is better than a (b > a),
• or these two alternatives are of the same quality (a ⌘ b).
Of course, this selection must be consistent: if a is better than b and b is better than c,
then we should be able to conclude that a is better than c. In other words, the preference
relation should be transitive.
From this viewpoint, it is reasonable to define an optimality criterion as a pre-ordering
relation, i.e., a relation a

b which is transitive and reflexive (i.e., a

a for all a).

Which optimality criteria are reasonable?
First reasonable property of an optimality criterion for comparing diﬀerent
deep learning-related combination operations: the optimality criterion should
be final. As we have mentioned earlier, if the optimality criterion selects several diﬀerent
alternatives as equally good, this means that this optimality criterion is not final: we still
need to come up with an additional criterion for selecting one of these “optimal” alternatives.
Selecting this additional criterion means that we modify the original optimality criterion
.
At the end, we should end up with a final criterion, for which there is only one optimal
alternative.
Comment. It goes without saying that there should be at least one optimal alternative –
otherwise, if no alternative is optimal, what should we choose?
Second reasonable property of an optimality criterion for comparing diﬀerent
deep learning-related combination operations: the optimality criterion should
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be scale-invariant. As we have mentioned earlier, the values vi are usually obtained from
re-scaling. Usually, we re-scale to the interval [0, 1] by dividing all the values by the largest
possible value of the corresponding quantity.
The resulting re-scaling is not unique: e.g., if we add one more quantity which is somewhat
larger than what we have seen so far, then the maximum increases, and we need to re-scale
the original values some more, i.e., replace the original values vi with res-scaled values · vi .
In some cases, the values vi are not values of the physical quantity but probabilities. In
this case, the value are already in the interval [0, 1]. However, re-scaling is possible in this
case as well. Namely, most probabilities that we deal with are conditional probabilities,
and if we slightly change the condition, this leads to a re-scaling of the corresponding
P (A & B)
probabilities. Indeed, in general, P (A | B) =
. So, if B ⇢ B 0 , then for each event
P (B)
P (A)
P (A)
A ✓ B, we have P (A | B) =
and P (A | B 0 ) =
. Thus, if we replace the original
P (B)
P (B 0 )
condition B with the new condition B 0 , then all conditional probabilities are re-scaled:
def P (B)
P (A | B 0 ) = · P (A | B), where =
.
P (B 0 )
If instead of the original values a and b, we consider re-scaled values a0 = · a and b0 = · b,
then, instead of the combined value a ⇤ b, we get a new combined value ( · a) ⇤ ( · b). We
can re-scale it back into the old units, and get a new operation
a⇤ b=

1

· (( · a) ⇤ ( · b)).

This re-scaling should not aﬀect the relative quality of diﬀerent combination operations:
• if a combination operation ⇤ was better than a combination operation ⇤0 , i.e., if we
had ⇤ > ⇤0 ,

• then after re-scaling, we should get the same preference: ⇤ > ⇤0 .
In this sense, the optimality criterion for comparing diﬀerent deep learning-related combination operations should be scale-invariant.
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This, we arrive at the following definitions.

8.3

Definitions and the Main Result

Definition. By a combination operation, we mean a commutative, associative, continuous
operation a ⇤ b that transforms two non-negative real numbers a and b into a non-negative
real number a ⇤ b and which is (non-strictly) monotonic in each of the variables, i.e.:
• if a  a0 , then a ⇤ b  a0 ⇤ b, and
• if b  b0 , then a ⇤ b  a ⇤ b0 .
Definition. By a reasonable optimality criterion, we mean a pre-ordering (i.e., transitive
and reflexive) relation

on the set of all combination operations which is:

• final, in the sense that for this criterion, there exist only one optimal combination
operation ⇤opt for which 8 ⇤ (⇤opt

• scale-invariant: for every

⇤); and

> 0, if ⇤
def

a⇤ b =

⇤0 , then ⇤
1

⇤0 , where

· (( · a) ⇤ ( ⇤ b)).

Proposition. For every reasonable optimality criterion, the optimal combination operation
has one of the following forms: a ⇤ b = 0, a ⇤ b = min(a, b), a ⇤ b = max(a, b), and
a ⇤ b = (a↵ + b↵ )1/↵ for some ↵.

Discussion. What are the “averaging” operations corresponding to these optimal combination operations?
For a ⇤ b = 0, the property v1 ⇤ . . . ⇤ vm = v ⇤ . . . ⇤ v is satisfied for any possible v, so this
combination operation does not lead to any “averaging” at all.

For a ⇤ b = min(a, b), the condition v1 ⇤ . . . ⇤ vm = v ⇤ . . . ⇤ v leads to
v = min(v1 , . . . , vm ).
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For a ⇤ b = max(a, b), the condition v1 ⇤ . . . ⇤ vm = v ⇤ . . . ⇤ v leads to
v = max(v1 , . . . , vm ).
This “averaging” operation is actually sometimes used in deep learning – although not in
dropout training [29].
Finally, for the combination operation a⇤b = (a↵ +b↵ )1/↵ , the condition v1 ⇤. . .⇤vm = v⇤. . .⇤v
leads to

v=

✓

↵
v1↵ + . . . + vm
m

◆1/↵

.

For ↵ = 1, we get arithmetic average, and for ↵ ! 0, we get the geometric mean – the
combination operation which turned out to be empirically the best for deep learning-related
dropout training.
Indeed, in this case, the condition v1 ⇤ . . . ⇤ vm = v ⇤ . . . ⇤ v takes the form
↵ 1/↵
(v1↵ + . . . + vm
) = (v ↵ + . . . + v ↵ )1/↵ ,

which is equivalent to
↵
v1↵ + . . . + vm
= m · v↵.

For every real value a, we have
a↵ = (exp(ln(a))↵ = exp(↵ · ln(a)).
For small x, exp(x) ⇡ 1 + x, so a↵ ⇡ 1 + ↵ · ln(a). Thus, the above condition leads to
(1 + ↵ · ln(v1 )) + . . . + (1 + ↵ · ln(vm )) = m · (1 + ↵ · ln(v)),
i.e., to
m + ↵ · (ln(v1 ) + . . . + ln(vm )) = m + m · ↵ · ln(v),
and thus, to
ln(v) =

ln(v1 ) + . . . + ln(vm )
ln(v1 · . . . · vm )
=
;
m
m
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hence to v =

p
m

v1 · . . . · vm .

So, we indeed have a 1-D family that contains combination operations eﬃciently used in
deep learning:
• the arithmetic average that naturally comes from the use of the Least Squares optimality criterion, and

• the geometric mean, empirically the best combination operation for deep learningrelated dropout training.

8.4

Proof

1 . Let us first prove that the optimal combination operation ⇤opt is scale-invariant, i.e.,
(⇤opt ) = ⇤opt for all .

Indeed, let us take any

and consider the combination operation (⇤opt ) . By definition,

⇤opt is the optimal combination operation, so ⇤opt

⇤ for all combination operations ⇤.

In particular, for every combination operation ⇤, we have ⇤op
invariance, we have (⇤opt )

(⇤

1

⇤

1

. Thus, by scale-

) = ⇤. So, (⇤opt ) is better than or of the same quality

than any other combination operation ⇤. This means that the combination operation (⇤opt )
is optimal.

However, our optimality criterion is reasonable hence final; thus, it has only one optimal
combination operation. Hence, (⇤opt ) = ⇤.
By definition of the re-scaling operation ⇤ , this means that
1

· (( · a) ⇤ ( · b)) = a ⇤ b,

i.e., equivalently, that
( · a) ⇤ ( · b) =
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· (a ⇤ b).

(8.1)

2 . To complete the proof of the Proposition, we can now use our result – proven in [4] –
that every combination operation * that satisfied the condition (3.1) has one of the following
forms: a ⇤ b = 0, a ⇤ b = min(a, b), a ⇤ b = max(a, b), and a ⇤ b = (a↵ + b↵ )1/↵ for some ↵.
The Proposition is thus proven.

8.5

Conclusions to Chapter 8

In many application areas, it is important to make accurate predictions of future events.
At present, among all machine learning techniques, deep learning algorithms leads to the
most accurate predictions. However, this accuracy comes at a price – deep learning algorithms require much more computation time for training than any other machine learning
techniques. To speed up the training, researchers have proposed the “dropout” idea:
• we train diﬀerent patterns on diﬀerent sub-networks on the neural network, and then
• we “average” the results.
Which averaging operation should we use? In many similar situations, a simple arithmetic
average works the best – this can be explained by the fact that in many practical cases,
the errors are normally distributed, and for normal distributions, arithmetic average is
indeed provably the best averaging operation. So, researchers originally expected that
arithmetic average should work the best in dropout training as well. Just in case, they also
tried other statistics-motivated averaging operations. Surprisingly, it turned out that for
deep learning-related dropout training, neither the arithmetic average not other statisticsmotivated arithmetic operations work well. What works the best is the geometric mean, a
mathematical operation that does not seem to have a direct statistical motivation.
In this chapter, we provide a theoretical explanation for this surprising empirical success
of geometric means. Specifically:
• We first analyze what would be reasonable properties for a combination operation
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used in deep learning-related dropout training and what kind of optimality criteria
are appropriate for selecting the best combination operation.
• After that, we prove that for all reasonable optimality criteria, the optimal combination operation belongs to a special 1-parametric family, a family that includes both
the usual arithmetic mean and the empirically eﬃcient geometric mean.
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Chapter 9
What Is the Optimal Bin Size of a
Histogram

It is the child in man that is the source of his uniqueness and creativeness, and the
playground is the optimal milieu for the unfolding of his capacities and talents.
Eric Hoffer
A natural way to estimate the probability density function of an unknown distribution from
the sample of data points is to use histograms. The accuracy of the estimate depends on
the size of the histogram’s bins. There exist heuristic rules for selecting the bin size. In
this chapter, we show that these rules indeed provide the optimal value of the bin size.
Comment. The contents of this chapter was published in [26].

9.1

Formulation of the Problem

Need to estimate pdfs. One of the most frequent ways to describe a probability distribution is by specifying its probability density function (pdf)
def

⇢(x) =

dp
Prob(X 2 [x, x + h])
= lim
.
dx h!0
h
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In many practical situations, all we know about a probability distribution is a sample of
data points corresponding to this distribution. How can we estimate the pdf based on this
sample?
Enter histograms. A natural way to estimate the limit when h tends to 0 is to consider
the value of the ratio corresponding to some small h:
⇢(x) ⇡

Prob(X 2 [x, x + h])
.
h

To use this expression, we need to approximate the corresponding probabilities Prob(X 2

[x, x + h]). By definition, the probability of an event is the limit of this event’s frequency
when the number of data points increases. In particular,
n([x, x + h])
,
n!1
n

Prob(X 2 [x, x + h]) = lim

where n is the overall number of data points and n([x, x + h]) denotes the number of data
points within the interval [x, x + h]. Thus, as an estimate for the corresponding probability,
we can get the frequency f ([x, x + h]) of this event, i.e., the ratio
f ([x, x + h]) ⇡

n([x, x + h])
.
n

This idea leads to the following estimate for ⇢(x);
⇢(x) ⇡

f ([x, x + h])
.
h

This estimate, known as a histogram approximation, was first introduced by Karl Pearson
in [64]; for details, see, e.g., [19, 33, 40].
In a histogram, the range of possible values of the corresponding quantity x is divided into
intervals [xi , xi+1 ] (1  i  k) called bins. In most practical cases, all the bins have the
same width hi = xi+1

xi , i.e., h1 = . . . = hk = h for some h > 0.
def

For each bin i, we then estimate (and plot) the frequency fi =
data points fall into this bin.
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n([xi , xi+1 ])
with which the
n

For values x from the corresponding interval, the probability density
def

⇢(x) =

dp
Prob(X 2 [x, x + h])
= lim
dx h!0
h

is approximated as the ratio
⇢i =

fi
.
hi

Need to select a bin size. To form a histogram, we need to select the bin size h.
How bin sizes are selected now. In situations when we have an additional information
about the corresponding probability distribution, we can formulate the bin selection problem as a precise optimization problem, and get the solution; see, e.g., [18, 70]. In many
such cases, the optimal bin size hopt decreases with the number n of data points as
hopt = const ·

s
n1/3

,

where s is the “width” of the distribution – this can be the range of the interval at which
⇢(x) is positive, or, for distributions like Gaussian for which the pdf is never equal to 0,
the diﬀerence between two quantiles.
In many practical situations, however, we do not have any additional information about
the probability distribution – only the sample itself. In such situations, several heuristic
s
rules have been proposed, most of them using the same dependence h ⇠ 1/3 ; see, e.g.,
n
[19, 33, 40]. These heuristic rules are justified by three things:
• first, as we have mentioned, under certain conditions, these rules do provide provably
optimal bin sizes; so it makes sense to assume that they are optimal in more general
situations as well;
• second, the experience of using these rules shows that they, in general, work better
than several previously proposed heuristic rules,
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• third, under these rules, the two components of the pdf estimation error are ap-

proximately equal to each other, and equality of two error components is often an
indication of optimality.

What we do in this chapter. In this chapter, we provide a somewhat stronger justification for the existing heuristic methods of selecting the bin size. Specifically, we provide
(informal) arguments that the current heuristic rules indeed provide the optimal bin size –
namely, the bin size for which the pdf approximation error is the smallest possible.

9.2

Which Bin Sizes Are Optimal: Analysis of the Problem and the Resulting Recommendation

Two reasons why a histogram is diﬀerent from the pdf. To find the optimal bin
size hopt , we need to describe how the approximation error – i.e., the error with which the
histogram approximates the actual pdf – depends on the bin size h. There are two reasons
why the histogram is diﬀerent from the pdf – and these reasons lead to two components of
the approximation error:
• first, for each bin, for all the values x from this bin, the histogram provides the same
value while the probability density function ⇢(x) has, in general, diﬀerent values at
diﬀerent points x inside this bin;
• second, each estimate ⇢i is based on a finite sample, and it is well known that in
statistics, estimates based on a finite sample are approximate.

Let us therefore estimate both components of the approximation error.
First component of the approximation error: approximation error caused by
the finiteness of the bin size. The first error component is caused by the fact that for
all points x from the i-th bin, we use the same approximating value ⇢i , while the actual
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pdf ⇢(x) is, in general, diﬀerent for diﬀerent points within the bin.
We can describe the corresponding approximation error as follows: instead of using the
values ⇢(x) corresponding to diﬀerent points x from the bin, we select one point x0 from
the bin, and use the value ⇢(x0 ) instead of the actual value ⇢(x).
The larger the distance |x x0 | between the points x and x0 , the more the actual value ⇢(x)
is diﬀerent from our approximation ⇢(x0 ). The worst case is when the diﬀerence |x

x0 | is

the largest possible. Thus, as x0 , we should select the point for which this largest distance
is as small as possible.

One can easily check that this means selecting the midpoint x0 = xmid of the bin. Indeed,
in this case, the worst-case distance is equal to s/2, while if we select the point x0 tilted to
the left or to the right, the worst-case distance will be larger.
So, the first component of the approximation error comes from the diﬀerence |⇢(x) ⇢(xmid )|
between the values of the pdf at the points x and xmid for which |x

xmid | = h/2.

How big is this diﬀerence? Most practical distributions are unimodal: the corresponding
pdf starts from 0, increases until it reaches its maximum value, and then decreases back to
0.
On the interval of the distribution width s, the pdf ⇢(x) goes from 0 to its maximum value
⇢max and back. We do not know which part of the interval of size s corresponds to increasing
and which to decreasing. Since there is no reason to believe that the increasing part is longer
than the decreasing one or vice versa, it make sense to assume, in our estimates, that these
two parts has the same width, i.e., that the pdf increases on the interval of width s/2 and
then decrease on the interval of the same width.
On the interval of size s/2, the value of the pdf ⇢(x) increases from 0 to its maximum value
⇢max . The change of ⇢(x) on the interval of width h/2 should be proportional to this wirth,
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i.e., we should have
def

⇢ = |⇢(x)
Thus, the relative value
mately equal to

⇢(xmid )| ⇡

h/2
· ⇢max .
s/2

⇢
of the first component of the approximation error is approxi⇢
h/2
h
= .
s/2
s

(9.2.1)

Second component of the approximation error: approximation error caused by
the finiteness of the sample. The second component of the approximation error is
cased by the fact that each estimate ⇢i is based on the finite sample. It is known (see, e.g.,
[19, 33, 40]) that when we estimate a parameter based on a sample of size m, we get an
1
estimate with a relative error p .
m
On the range of width s we have several bins of size h. Thus, the overall number of bins
is equal to k = s/h. The overall number of data points is n, so in each of the k bins, we
have, on average,
m=

n
n
n·h
=
=
k
s/h
s

points. Based on these number of points, we get the following formula for the relative value
of the second component of the approximation error:
p
1
s
p =p
.
m
n·h

(9.2.2)

Overall approximation error. By adding the two components (9.2.1) and (9.2.2) of the
approximation error, we get the following expression for the overall relative approximation
error E:

p
h
s
E= +p
.
s
n·h
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(9.2.3)

Let us find the optimal bin size. To find the optimal bin size, we diﬀerentiate the
expression (9.2.3) with respect to h and equate the resulting derivative to 0. As a result,
we get
1
s

1
·
2

r

r

s
·h
n

hence
1
·
2

s
·h
n

3/2

3/2

= 0,

1
= .
s

If we multiply both sides of this equality by h3/2 · s, we conclude that
h

3/2

s3/2
= 2 · 1/2 .
n

By raising both sides by the power 2/3, we get the formula
hopt = const ·

s
n1/3

.

This is exactly the heuristic rule that we wanted to justify.
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Chapter 10
Conclusions

We are afraid of ideas, of experimenting, of change. We shrink from thinking a
problem through to a logical conclusion.
Anne Sullivan
To speed up the quality assessment of the newly built roads, it is desirable to measure
the road’s stiﬀness in real time, as the road is being built. This is the main idea behind
intelligent compaction, when accelerometers and other measuring instruments are attached
to the roller and to other road-building equipment, and the results of the corresponding
measurements are used to gauge the road’s stiﬀness. The main challenge in implementing
this idea is that the relation between the measured quantities (such as acceleration) and
the desired quantities (such as elastic modulus that describes the road’s stiﬀness) is very
complicated, it is described by a complex system of partial diﬀerential equations which are
diﬃcult to solve in real time. It is therefore desirable to come up with easier-to-compute
algorithms for estimating the road’s quality based on the real-time measurement results.
The main task of this dissertation was the design of such algorithms. As a solution to this
task, we propose both most-easy-to-compute analytical expressions and somewhat more
complex (but still easy to compute) neural network models.
We also provide a theoretical explanation for the empirical formulas used to describe the
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road dynamics, and a theoretical explanation for the empirical safety factor that related
the simulation results with actual road measurements.
In the process of solving the main task, we have also solved several auxiliary tasks whose
solutions are of potential interest to more general data processing situations. The solutions
to these auxiliary tasks explain:
• how many simulations are needed,
• what is the best relation between training and testing sets,
• how to take into account that we often need to minimize relative error,
• how to best apply neural networks, and
• what is the optimal bin size in a histogram.
We hope that both our solution of the main tasks and our solutions to the auxiliary tasks
will be useful to practitioners.
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