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Abstract 
During powder production, the pre-alloyed powder composition often deviates from the 
target composition leading to undesirable properties of additive manufacturing (AM) 
components. Therefore, we developed a method to perform high-throughput calculation 
and uncertainty quantification by using a CALPHAD-based ICME framework 
(CALPHAD: calculations of phase diagrams, ICME: integrated computational materials 
engineering) to optimize the composition, and took the high-strength low-alloy steel 
(HSLA) as a case study. We analyzed the process-structure-property relationships for 
450,000 compositions around the nominal composition of HSLA-115. Properties that are 
critical for the performance, such as yield strength, impact transition temperature, and 
weldability, were evaluated to optimize the composition. With the same uncertainty as the 
initial composition, a new targeting average composition has been determined, which 
increased the probability of achieving successful AM builds by 47%. The present strategy 
is general and can be applied to other alloy composition optimization to expand the choices 
of alloy for additive manufacturing. Such a method also calls for high-quality CALPHAD 
database and predictive ICME models.  
Keywords: High-throughput screening, Additive manufacturing, ICME, High-strength 
low-alloy steels, Uncertainty quantification 
1. Introduction 
The ability to produce complex geometries, the capability of processing small batches with 
low cost, and the capacity to perform in-situ repair, makes alloy additive manufacturing 
(AM) a market worth billions of dollars1.  In alloy AM, the feedstock is melted by a heat 
source such as a laser or electron beam to build the parts layer by layer2. Parameters like 
part geometry, scan strategy, build chamber atmosphere, and feedstock properties, are 
factors that directly impact the performance of the AM components3. The inherent 
uncertainties in these parameters lead to an unavoidable variation in quality4. As a result, 
the confidence in the quality of AM products is low due to a lack of uncertainty 
quantification and design sensitivity analysis, which is impeding the commercialization of 
alloy AM5.  
Uncertainty quantification is essential for quality control in manufacturing. Based on the 
given uncertainty of processing parameters, uncertainty quantification can determine the 
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variation in microstructure and mechanical properties for AM builds. Currently, most of 
the uncertainty quantification studies focus on manufacturing processes4,6,7. However, the 
influence of uncertainty in the chemical composition of feedstock is often overlooked. The 
cost of metal materials is the second-highest in AM part8, and the feedstock quality plays 
a vital role in the AM builds performance. Deviation from the desired composition could 
lead to detrimental phase formation during solidification9 and post-heat treatment10. It may 
also introduce cracks, pores, and alter physical properties such as specific heat and melting 
point, which will further influence the choice of processing parameters11. Moreover, the 
composition variation in AM products is unavoidable, which comes from various sources. 
And three common causes can be identified. First, there is a variation in the composition 
of the powders manufactured in different batches12. Second, the composition of the AM 
build will deviate locally from the nominal composition of the feedstock13. Third, to 
improve sustainability, a large amount of unprinted powder needs to be recycled after the 
AM process, which causes degradation with contamination. The above composition related 
issues propagate uncertainty throughout the AM process and should be addressed during 
the composition design of the feedstock material. This implies that the nominal 
composition of an alloy needs to be well designed to avoid the negative impact of the 
uncertainty on the final build. However, the correlation between the composition and 
performance of AM builds is limited. Only a few studies have reported the impact of 
composition variation on the AM builds with experiments14,15. However, a comprehensive 
modeling tool to facilitate decision making on the composition range in feedstock 
manufacturing is yet unavailable. 
The ICME (Integrated Computational Materials Engineering) method can solve this 
problem by determining the allowable variation from the intended composition based on 
the process-structure-property relationships16,17. The ICME method will reduce the 
dependence on experimental trials, and thus accelerate the materials design11. In order to 
address the issue of the composition uncertainty of feedstock, it is critical to establish an 
ICME model framework to simulate the process-structure-property relationships in alloys.  
In this work, high-strength low-alloy (HSLA)-115 (115 corresponds to minimum 
achievable tensile yield strength in ksi, which is equivalent to 793 MPa) steel was chosen 
to demonstrate the effectiveness of this design framework. We expected that with the 
implementation of uncertainty quantification through such an ICME model framework, the 
nominal composition of the cast HSLA-115 steel could be optimized to increase the 
likelihood of successful AM builds, which should meet all the property requirements. 
Initially, we determined the process-structure-property relationship of HSLA steel to 
model the properties as a function of composition. Further, the following models were 
applied for predicting the properties: 1) CALPHAD (Calculation of Phase Diagrams) 
method18 in combination with phenomenological models for predicting the dislocation 
density19, grain size20,21, impact transition temperature (ITT)22, and carbon equivalent23; 2) 
Data-mining decision tree model for martensite start (MS) temperature
24; and 3) Physics-
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based strengthening model17 consisting of the simulation of hardening effect caused by 
dislocations25, grain boundaries26,27, precipitates28,29 and solid solution atoms30,31 to predict 
the yield strength, low-temperature ductility, and weldability for a given composition and 
heat treatment process. Finally, high-throughput calculations were performed for a range 
of compositions to optimize the nominal composition of cast HSLA-115 steel for AM. By 
employing the ICME framework developed in this work to optimize the composition of 
the HSLA-115 steel powders, the probability of achieving the desired properties in the AM 
build increases significantly.    
2. Methodology 
2.1. HSLA-115 steel for AM 
The HSLA steels are widely used in many structural applications, such as bridges, ship 
hulls, and mining equipment32. Due to the excellent mechanical properties and good 
weldability, HSLA steel is an outstanding candidate for AM. The composition and its 
uncertainty for typical HSLA-115 steel are listed in Table 1. The composition range was 
specified by the powder vendor, Praxair, Inc., for the HSLA-115 steel powder 
manufactured for laser powder AM.  
The process-structure-property relationships for high-performance AM HSLA steels are 
summarized in the systems design chart, as shown in Fig. 1. The systems design chart 
exhibits how hierarchical structural features contribute to the mechanical properties and 
how the structure evolves during different processes and compositions17,33. Each line 
connecting the process, structure, and property indicates a relationship/model between 
these attributes. HSLA steel has a combination of high strength and good low-temperature 
impact toughness. This is achieved through hot isostatic pressing (HIP)/austenitization, 
quenching, and tempering that leads to a dense part with a fine martensite/bainite matrix 
and dispersed nano-sized Cu and M2C precipitates. HIP aims to reduce the porosity of as-
built components for improved mechanical properties as well as corrosion resistance34. In 
dense builds, austenitization helps in achieving homogenized austenitic structure with the 
dissolution of undesirable phases and elimination of segregation due to rapid solidification. 
During post-heat treatment, it is expected that enough undissolved MX particles (mainly 
the NbC) exist to pin the grain boundaries and prevent excessive grain growth. Water 
quenching is applied to form a fine lath bainitic/martensitic structure that improves the 
strength. Lastly, the tempered martensite formed after tempering enhances the impact 
toughness with the reduction in dislocation density. More importantly, the coherent Cu (3-
4 nm in radius) and M2C (1.5-3 nm in radius) will precipitate during tempering, causing 
the major hardening effect35,36. The precipitation of M2C will dissolve the cementite and 
avoid the decrease in impact toughness due to the formation of coarse cementite. Other 
precipitates such as M23C6 may also form while they usually have large size and contribute 
negligible strengthening effect37. Finally, the good weldability of this steel originates from 
the low content of carbon and other alloying elements38.  
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2.2. Process-structure-property models used in the ICME framework 
In this work, an ICME framework has been established to evaluate the yield strength, 
weldability, and impact transition temperature of HSLA steels based on the systems design 
chart shown in Fig. 1. As illustrated in Fig. 2, the composition and processing parameters 
were taken as inputs for the decision tree model, CALPHAD-based thermodynamic model, 
and Graville diagram. The outputs from these models, such as the dislocation density, 
matrix composition, and etc. were coupled with the physics-based strengthening, ITT, and 
weldability evaluation models to calculate the yield strength, ITT, and weldability that 
includes the freezing range and Graville diagram index for each composition. Finally, the 
calculated properties for each composition were used to find the optimized composition for 
AM that will give the highest chance of a successful build that meets all property 
requirements. All the models were implemented using the TC-Python toolkit from Thermo-
Calc software39 and Python40. The following section will introduce the model framework 
in detail. 
2.2.1. Strength model 
As illustrated in Fig. 2, the alloy yield strength, σY17, arises from the combined 
strengthening effects of Peierls-Nabarro (P-N) stress σ0, dislocation strengthening σd, solid 
solution strengthening σss, precipitation strengthening σppt, and grain boundary 
strengthening σH-P: 
 𝜎𝑌 =  𝜎0 + 𝜎𝑑 + 𝜎𝐻−𝑃 + 𝜎𝑝𝑝𝑡 + 𝜎𝑠𝑠  (1) 
where σ0 = 50 MPa is the P-N stress of α-Fe21, the details of calculation for other 
strengthening effects are given as below.  
The martensitic/bainitic structure in the HSLA-115 steel, with high dislocation density, 
forms due to rapid cooling. Takahashi and Bhadeshia19 proposed a phenomenological 
equation to describe the relationship between the MS temperature, dislocation density, and 
the strengthening effect from dislocations in the as-quenched steel (σDS0) 19,25: 
 𝜎𝐷𝑆
0 = 𝑀𝜏𝐷𝑆
0 = 0.38𝑀𝐺𝑏√𝜌 (2)  
 log(𝜌) = 9.2848 + 6880.73 𝑇⁄ − 1780360 𝑇2⁄  (3)  
where temperature T is max(570 K, MS), and M is the Taylor orientation factor to convert 
the shear stress to normal stress which ranges from 2.6 to 3.06 in bcc materials, and M is 
2.75 in this study41, G = 80 GPa is the shear modulus42, b = 0.25 nm is the Burgers vector 
in α-Fe43, ρ is the dislocation density. The MS temperature can be either predicted using 
theoretical modeling or determined using experiments such as dilatometry. In this work, 
we apply a data-mining generated decision tree model24 for the prediction of MS 
temperature. The dislocation density will decrease during the tempering heat treatment, 
and it is related to the ratio of the precipitate fraction formed during the heat treatment 
process to the equilibrium value fppt
44: 
 𝜎𝐷𝑆 = 𝑀𝜏𝐷𝑆 = 𝑀(𝜏𝐷𝑆
0 − √0.8𝜏𝐷𝑆
0 𝑓𝑝𝑝𝑡) (4) 
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Since the fraction of precipitates does not increase significantly after a certain aging 
time35,45, it is assumed that the ratio fppt is 1 after tempering.   
The contribution from solid solution strengthening arises from the size and elastic modulus 
misfit between the solvent and the solute atoms. Fleischer’s equation30 is adopted to 
evaluate the strengthening effects in multicomponent solid solutions46: 
 𝜎𝑠𝑠 = [∑ 𝛽𝑠𝑠,𝑖
2
𝑖
𝑐𝑖]
1/2
, i = Ni, Mn, Cr, Al, Mo, Cu (5) 
where kss,Ni=708 MPa/atomic fraction (MPa/at), kss,Mn=540 MPa/at, kss,Cr=622 MPa/at, 
kss,Al=196 MPa/at, kss,Mo=2362 MPa/at, kss,Cu=320 MPa/at are the strengthening 
coefficients31, and ci is the atomic fraction of the strengthening element in the matrix at the 
tempering temperature obtained using the CALPHAD method. 
The most critical strengthening mechanism in HSLA-115 steel is the precipitation 
hardening due to Cu and M2C precipitates at the tempering temperature (550°C). For 
predicting the strengthening effect of Cu precipitates, the Russel-Brown model is valid28,47. 
This model is based on the interaction between the dislocations and Cu precipitates, which 
originates from the difference in elastic modulus between the matrix and precipitates28: 
 𝜎𝐶𝑢 = 0.8𝑀
𝐺𝑏
𝐿𝐶𝑢
[1 − (
𝐸𝑝
𝐸𝑚
)2]
1
2;   sin−1 (
𝐸𝑝
𝐸𝑚
) ≤ 50° (6) 
 
𝜎𝐶𝑢 = 𝑀
𝐺𝑏
𝐿𝐶𝑢
[1 − (
𝐸𝑝
𝐸𝑚
)2]
3
4;   sin−1 (
𝐸𝑝
𝐸𝑚
) ≥ 50° 
(7) 
where Ep and Em are the dislocation line energy in the Cu precipitates and the matrix, 
respectively. LCu is the mean planar spacing of Cu precipitates, and 𝐿𝐶𝑢
−1 = 𝑓𝐶𝑢
1
2 /1.77𝑟𝐶𝑢, fCu 
is the volume fraction of Cu precipitates, and rCu is the mean radius of the Cu precipitates. 
The fCu is calculated using the Thermo-Calc software with the TCFE9 database, while the 
rCu is chosen as the optimized size of the Cu precipitates (4 nm). The Ep/Em ratio can be 
calculated with the following equations: 
 
𝐸𝑝
𝐸𝑚
=
𝐸𝑃
∞ log
𝑟
𝑟𝑜
𝐸𝑚∞ log
𝑅
𝑟𝑜
+
log
𝑅
𝑟
log
𝑅
𝑟𝑜
 (8) 
where Ep
∞ and Em
∞ denote the energy per unit length of dislocation in an infinite medium, 
and their ratio is 0.62, R = 1000r0 is the outer cut-off radius, r0 = 2.5b is the inner cut-off 
radius or dislocation core radius47. 
The strengthening mechanism of M2C precipitates in HSLA steels or similar alloys should 
follow the Orowan-Ashby dislocation strengthening effect, provided the precipitate size is 
larger than 1.1 nm29. For HSLA steel aged at 550°C, the mean radius of M2C precipitate 
rM2C is usually less than 2.5 nm
35,45, and it is assumed that rM2C = 2 nm in this work. The 
Orowan equation can be written in the following format48: 
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 𝜎𝑀2𝐶 = 𝑀𝑌
𝐺
4𝜋(1 − 𝑣)1/2
2𝑏
𝜔𝐿𝑟𝑀2𝐶
ln (
2𝜔𝐷𝑟𝑀2𝐶
𝑏
)√
ln(
2𝜔𝐷𝑟𝑀2𝐶
𝑏 )
ln(
𝜔𝐿𝑟𝑀2𝐶
𝑏 )
 (9) 
 𝜔𝐿 = (
𝜋𝜔𝑞
𝑓𝑀2𝐶
)1/2 − 2𝜔𝑟 (10) 
 
1
𝜔𝐷
=
1
𝜔𝐿
+
1
2𝜔𝑟
 (11) 
where ν = 0.3 is the Poisson’s ratio, Y = 0.85 is the M2C spatial-distribution parameter for 
Orowan dislocation looping, fM2C is the volume fraction of M2C, ωr is the constant to 
convert the mean particle radius of M2C to the effective radius that intersects with the glide 
plane, and ωq establishes the relationship between the mean area of precipitate intersecting 
with the glide plane. The detailed discussion about ωr, ωq, and Y can be found in Ref.35. 
The following equation is used to evaluate the overall strengthening due to precipitation 
with two different sets of precipitates: 
 𝜎𝑝𝑝𝑡 = (𝜎𝐶𝑢
𝑘 + 𝜎𝑀2𝐶
𝑘 )
1
𝑘 (12) 
where k = 1.71 is the superposition exponent to superpose the strengthening effects of two 
different strengthening particles29. 
The strengthening effect due to the grain size refinement can be estimated using the Hall-
Petch equation26,27: 
 𝜎𝐻−𝑃 =
𝑘𝑦
√𝑑𝑝𝑎𝑐𝑘𝑒𝑡
 (13) 
where ky = 600 MPa/μm0.5 is the Hall-Petch coefficient49, dpacket is the size of the martensite 
packet or bainite which is closely related to the size of prior austenite Dg
21. In a lower 
bainite/martensite matrix materials, the martensite block size will be even smaller50,51. As 
a result, we assume the grain size relationship is similar in martensitic steel, which can be 
written in the form of the following equation21: 
 𝑑𝑝𝑎𝑐𝑘𝑒𝑡 = 0.40𝐷𝑔 (14) 
The NbC phase in HSLA steels remains undissolved at the austenitization temperature 
(950°C), which can pin the austenite grain boundary to prevent excessive grain growth. 
The maximum austenite grain size after austenitization is a function of the size and volume 
fraction of pinning particles20: 
 𝐷𝑔 = { 
8𝑟𝑀𝑋 (9𝑓𝑀𝑋
0.93)⁄ , 𝑓𝑀𝑋 < 0.1
3.6𝑟𝑀𝑋 (𝑓𝑀𝑋
0.33)⁄ , 𝑓𝑀𝑋 > 0.1
 (15) 
where rMX is the average radius of the MX (M = Nb, X = C, N) in HSLA steels, and it is 
reported to be around 13 nm in different HSLA steels with various compositions and heat 
treatment parameters52,53, fMX is the volume fraction of MX at austenitization temperature 
(e.g., 950°C) which can be obtained using the Thermo-Calc software with TCFE9 database.  
2.2.2. Impact toughness model 
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As shown in Fig. 2, the ITT is used as an evaluation criterion for the low-temperature 
ductility. The ITT corresponds to the ductile-brittle transition temperature (DBTT) or 
fracture appearance transition temperature (FATT), which are close to each other. At a 
temperature above the ITT, the material is ductile; otherwise, it is brittle.  The 
phenomenological equation to calculate 50% ITT22 for the ferritic-pearlitic steels after the 
calibration with reported HSLA ITT54 is given below: 
 50% 𝐹𝐴𝑇𝑇, °𝐶 = 112𝑡0.5 − 13.7𝑑−0.5 + 0.43∆𝑦 − 54 (16) 
where t is the cementite thickness in μm, d is the grain size in mm, Δy is the strength 
contributed from the precipitation hardening in MPa that can be obtained through the 
precipitation strengthening model and Zener pinning effect as shown in Fig. 2. However,  
this model should be used with low confidence because it was originally designed for 
ferritic-pearlitic steels, and it is reported that the error from this model can be up to 34 K55. 
Thus, the ITT criterion for this design to select composition with good ductility at low 
temperature is set to be 0 °C to avoid over-filtering. 
2.2.3. Weldability model  
The chemical composition determines the weldability by influencing the hardenability and 
phase transformations during the welding process. Carbon plays a crucial role in 
weldability and has two major effects. Firstly, high carbon content leads to carbide 
precipitation during the AM process and increases the freezing range (the difference 
between the liquidus and solidus temperatures), which may initiate cracking through hot 
tearing effects56. Secondly, it causes an increase in hardenability and thus lowers the 
ductility57. The low carbon content of HSLA steel makes it a suitable candidate material 
for additive manufacturing. In this study, the ability to avoid hot and cold cracking for 
different compositions is evaluated by calculating the freezing range and the location in the 
Graville diagram23, as shown in Fig. 2.  
Hot cracking occurs near the solidus temperature where the liquid exists. A reduced 
freezing range is desirable to avoid hot cracking during additive manufacturing 58,59. In this 
study, the freezing range is T80%liquid – T20%liquid (the difference between temperatures with 
80% and 20% liquid), and the equilibrium freezing range is calculated based on the TCFE9 
database of the Thermo-Calc software. The allowable maximum freezing range for 
compositions with good weldability is set to be 13 K.  
Cold cracking occurs when the weld has cooled down to room temperature, which is also 
called hydrogen-induced cracking (HIC). As a phenomenological method, the Graville 
diagram is very useful in determining the ability to avoid HIC23. If the alloy composition 
locates in Zone Ⅰ of the Graville diagram, cold cracking only occurs when the hydrogen 
content is very high, and weldability is good. In contrast, compositions in Zone Ⅱ or Zone 
Ⅲ have a medium or high susceptibility to HIC, respectively60. An alloy with good 
weldability should satisfy the following equation to avoid cold cracking: 
 0 ≤ −0.0515 ∙ CE + 0.127 − C (17) 
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where C is the carbon content of steel in weight percent, CE = C + (Mn+Si)/6 + (Ni+Cu)/15 
+ (Cr+Mo+V)/5 is the carbon equivalent (CE) of the steel in wt.%.  
2.3. Screening, analysis, and verification 
The initial composition range and the screening range listed in Table 1 are employed for 
high-throughput calculations. The screening range spans a broader composition space in 
comparison with the initial composition range provided by the vendor. Since there are nine 
elements whose composition needs to be optimized, it implies that there are nine variables 
with a certain range that needs to be considered in the mathematical space for sampling. 
The sampling space will have an exponential increase associated with a broad composition 
range for each element and thus require a huge sampling size to ensure that the analysis is 
based on a sufficient number of calculations. For example, if we discover the optimized 
composition for all components in the screening range that we defined in one time, it is 
found that such a multi-dimensional composition space is 1.7x106 times larger than the 
initial composition space. Where 1.7x106 is the product of the ratios listed in Table 1. Thus, 
it is challenging to screen a sufficient number of compositions to represent the whole 
screening space. As a mitigation method to reduce the computational load, we optimized 
the composition for each element one by one. For optimizing carbon content, we randomly 
sampled 50,000 compositions from the screening range of carbon and initial composition 
range for the rest of the elements uniformly. The same procedure was repeated for all 
elements, and finally, 450, 000 compositions were sampled. This method requires much 
fewer calculations during the screening process, while still effectively cover the required 
composition space for discovering the optimized composition. The yield strength, ITT, and 
weldability of these samples were calculated with the aforementioned ICME framework to 
identify the influence of each element on the microstructure-property relationship. Further, 
the composition was optimized such that it maximized the possibility of a successful build, 
which could satisfy all the requirements for yield strength, weldability, and low-
temperature ductility.  
Once the optimized composition was fixed, 50,000 compositions were randomly chosen 
within the uncertainty range of the initial nominal composition and the optimized nominal 
composition for comparison. Later, the probability analysis on successful additive 
manufacturing was performed, and the improvement in the optimized composition 
compared with the initial composition was evaluated. 
3. Results and discussion  
3.1. Composition screening analysis 
Figure 3 shows the model predicted yield strength against the experimental measurements 
for several HSLA steels 35,61,62 with different compositions and tempering temperature 
ranges from 450 to 650 °C (For alloys heat treated with the same temperature and different 
time, the closest value to prediction was chosen in Fig. 3). The ICME model prediction and 
experimental results show a good agreement. These results indicate that the strengthening 
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model within the ICME framework is capable of predicting the yield strength of HSLA 
steels. 
Figure 4 shows the variation of all properties as a function of carbon content. The same 
procedure is also applied to other elements. It allows us to assess the influence of each 
element on the strength, low-temperature ductility, and weldability. Each column 
represents the model prediction for one set of compositions with the same range of carbon 
content, i.e., 0.0025 wt.% carbon. The number under each bin corresponds to the smallest 
carbon content in the bin. For example, bin 0.05 contains all compositions that have the 
carbon content between 0.05 and 0.0525, i.e., [0.050, 0.0525) and other elements in their 
initial composition range, which is listed in table 1. Evidently, with the increase in carbon 
content, the yield strength, as shown in Fig. 4(a), initially increases and then decreases,  
which is different from Saha’s 63 work on the high-strength steels that the strength will 
continuously increase with the addition of carbon content. For low-temperature ductility, 
as the carbon content increases, the ITT increases and then decreases (see Fig. 4(b)), 
indicating worsening of low-temperature ductility at first stage and improvement in the 
later stage. Further, as more carbon is added to an alloy, the freezing range increases, as 
shown in Fig. 4(c), which indicates a higher probability of hot cracking. Similarly, the 
location of the composition in the Graville diagram will move out of Zone I when the 
carbon content is around 0.085 wt.%, and the susceptibility to cold cracks increases, as 
shown in Fig. 4(d). These results are consistent with the expected influence of carbon 
content on the weldability of HSLA steels.  
The influence of carbon content on the yield strength and different hardening effects are 
shown in Fig. 5(a). The increase in carbon content leads to an increase in strengthening 
effects from grain boundaries and dislocations since carbon introduces the formation of 
Zener pinning particle NbC, and promotes higher dislocation density after quenching. 
However, the strength achieved from the precipitation hardening increases initially and 
then decreases, which results in a peak hardening with the carbon content between 0.06-
0.065 wt.%. Precipitation hardening is critical, and it depends on the formation of nano-
size M2C and Cu particle in the HSLA-115 steel. According to Fig. 5(b), the addition of 
carbon has no apparent influence on Cu precipitation, while it has a significant impact on 
the precipitation of M2C.  
Figure 6 provides an overview of the qualified composition range with all the considered 
properties as the selection criterion. In such a histogram, the composition sets of every 
single bin are categorized into different groups based on the number and type of criterion 
the composition meets. The percentage of compositions in the group with no pattern and 
in pink (compositions meeting all property requirements) continues to increase with the 
increase in carbon content, displaying a maximum at 0.06 wt.% carbon, which is higher 
than the initial nominal composition 0.053 wt.% carbon that is determined based on the 
cast HSLA steel. However, when the carbon content is higher than 0.085 wt.%, only a few 
compositions can satisfy the weldability requirement. Since the uncertainty in carbon 
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content is ± 0.025 wt.%, it is better to avoid the targeted average carbon content higher 
than 0.0575 wt.%. The insufficient strength in this composition range can be made up by 
tuning the composition of other elements to increase the hardening effects. 
Other elements were screened and analyzed using the same method that was implemented 
for carbon. In total, 450,000 compositions were calculated and analyzed. Table 2 
summarizes the elemental influence on structure and strengthening effects within the 
composition range listed in Table 1. For instance, when molybdenum increases from 0.2 
to 1.2 wt.%, the weldability and low temperature ductility continue to decrease.  While the 
yield strength increases at first due to the improvement in precipitation hardening from 
M2C particles, solid solution strengthening, and dislocation hardening effects, and then 
decreases due to the reduction in the phase fraction of M2C when Mo reaches to a threshold 
value. The influences of other elements can be explained based on Table 2 and following 
the same method. 
Table 3 lists the initial and optimized composition in wt.%. In comparison with the initial 
composition, the contents of C, Cu, and Mo have increased to ensure that the yield strength 
is higher than 115 ksi, while the contents of Cr, Mn, and Si have decreased to balance the 
deterioration of weldability. The Nb content is increased to introduce a higher phase 
fraction of MX during the austenitization process to effectively avoid excessive grain 
growth, improve the low-temperature ductility, and increase the strength. Elements such as 
Mo, Ni, and Al do not change since their initial content is sufficient for the required 
properties, or they do not have a central influence on critical properties. 
3.2. Verification of composition optimization  
In comparison with the calculated properties of the initial and optimized nominal 
composition (Table 4), it is evident that the optimized one has much higher yield strength 
and lower ITT from model prediction. This indicates that by slightly tuning the initial 
composition, HSLA steel could achieve a higher strength while remaining ductile at low 
temperatures. For example, less M23C6 and more M2C precipitates form at the tempering 
temperature with the optimized composition, as shown in Fig. 7. Also, a higher fraction of 
NbC remains stable at the high temperature and hence, retard the grain growth and 
coarsening. Importantly, the optimized alloy has achieved a small freezing range and 
located in Zone I of the Graville diagram. This indicates that the printability for AM of 
alloy with initial composition is similar to the one after composition optimization. 
To further verify the improvement after optimization in terms of the composition 
uncertainty, 50,000 compositions were randomly sampled from the initial and optimized 
composition spaces listed in Table 3. The yield strength, ITT, freezing range, and Graville 
diagram location were calculated for each data point. The same criteria listed in the 
previous sections were used to evaluate whether the composition meets the property 
requirements. According to Fig. 8, the optimized composition exhibits higher strength and 
lower ITT without sacrificing the weldability. Most importantly, the lowest strength and 
highest ITT among the 50,000 samples taken from the optimized composition with 
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uncertainty are still higher than 115 ksi and lower than 0°C, respectively. As a result, the 
optimized composition shows a higher chance of achieving successful builds (100%) 
compared with the initial composition (57%). Figure 9 illustrates how the composition was 
shifted to gain the highest success rate with a fixed composition uncertainty. In the 
composition space, there is a subspace that can meet all the required properties. However, 
all the initial composition with variation may not be present in that subspace, i.e., with the 
deviation from nominal composition, the AM build may not have the required properties. 
After the optimization, the nominal composition is shifted, and as a result, all the possible 
compositions meet the requirements taken into account with composition uncertainty.  
The uncertainty involved in this work includes the aleatory and epistemic uncertainty6.  
The aleatory uncertainty refers to natural variation and is hard to be avoided, while the 
epistemic uncertainty is originated from the lack of knowledge and approximations made 
in the modeling method64. In this work, our primary objectives are to study the influence 
of the aleatory uncertainty, such as composition change in the performance of AM builds 
and optimize the composition to gain higher chances of a successful build. Other aleatory 
uncertainties from the processing parameters also play an important role in the performance 
of AM. It should be coupled with the ICME framework established in this work to perform 
a more robust uncertainty quantification in the future. Due to the lack of experimental 
studies of the influence of composition change on AM build property, the uncertainty 
quantification for epistemic uncertainty is challenging65. We believe that based on the 
widely accepted physical models and the reliable databases developed several decades, 
such as the TCFE steel database released by the Thermo-Calc software company 66,67, the 
ICME model-prediction is effective to guide the composition optimization. However, it is 
noteworthy that the accuracy of ICME model-prediction relies on the quality of the 
CALPHAD database. Therefore, instead of performing a composition design based on the 
model-prediction with absolute values, we would rather aim at composition optimization 
by predicting the alloying effects with the trend analysis.  
4. Conclusions  
The present study establishes an ICME framework for the composition optimization of AM 
HSLA steel powder. The major conclusions are as follows: 
• An ICME framework supported by the CALPHAD model-prediction, 
phenomenological models, and physics-based models has been established for 
predicting the weldability, yield strength, and low-temperature ductility of AM HSLA 
with a given composition and post-treatment process. 
• In total, 450,000 compositions have been calculated using the ICME framework to 
identify the optimum composition, while taking into account the uncertainty, that can 
maximize the rate of a successful AM build. The proportion of alloys that meet the 
requirements for weldability, yield strength, and low-temperature ductility increased 
from 57% to 100% after optimization. This method can help transform the commercial 
alloys manufactured by conventional methods to the AM process. 
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• Such an ICME framework has to be applied with a CALPHAD database with high-
fidelity to ensure an accurate model-prediction for alloying effects on the process-
structure-property relationships. This ICME framework is established for a general-
purpose of composition optimization for additive manufacturing, but it can be further 
customized for a specific manufacturing process by integrating more process-structure-
property models due to different types of processing.  
• Although some of the ICME models adopted in this framework may be further 
improved depending on the alloy systems, the optimization strategy and concepts can 
be readily extended to other case studies. The composition range generated using this 
ICME framework is expected to be more reliable than the arbitrary range proposed by 
the powder vendor based on their experience.  
Acknowledgments 
The authors are grateful for helpful discussions with Dr. Soumya Sridar, Mr. Rafael Tomás 
Rodríguez De Vecchis, and Mr. Noah Sargent. The financial support received from the 
Office of Naval Research, Office of Naval Research (ONR) Additive Manufacturing 
Alloys for Naval Environments (AMANE) program (Contract No.: N00014-17-1-2586) is 
gratefully acknowledged for performing the current research. 
References 
1. Wohler, T. Additive manufacturing and 3D printing—state of the industry annual 
worldwide progress report 2014, Wohler’s associates. Inc., Fort Collins, CO (2013). 
2. Murr, L. E. Metallurgy of additive manufacturing: Examples from electron beam melting. 
Addit. Manuf. 5, 40–53 (2015). 
3. King, W. E. et al. Laser powder bed fusion additive manufacturing of metals; physics, 
computational, and materials challenges. Appl. Phys. Rev. 2, 41304 (2015). 
4. Hu, Z. & Mahadevan, S. Uncertainty quantification and management in additive 
manufacturing: current status, needs, and opportunities. Int. J. Adv. Manuf. Technol. 93, 
2855–2874 (2017). 
5. Yan, F. et al. Data-Driven Prediction of Mechanical Properties in Support of Rapid 
Certification of Additively Manufactured Alloys. Comput. Model. Eng. Sci. 343–366 
(2018). doi:10.31614/cmes.2018.04452 
6. Hu, Z. & Mahadevan, S. Uncertainty quantification in prediction of material properties 
during additive manufacturing. Scr. Mater. 135, 135–140 (2017). 
7. Lopez, F., Witherell, P. & Lane, B. Identifying uncertainty in laser powder bed fusion 
additive manufacturing models. J. Mech. Des. 138, 114502 (2016). 
8. Thomas, D. S. & Gilbert, S. W. Costs and cost effectiveness of additive manufacturing. 
NIST Spec. Publ. 1176, 12 (2014). 
9. Bobbio, L. D. et al. Additive manufacturing of a functionally graded material from Ti-
6Al-4V to Invar: experimental characterization and thermodynamic calculations. Acta 
Mater. 127, 133–142 (2017). 
10. Hope, A. & Mason, P. Applying computational thermodynamics to additive 
manufacturing. MRS Bull. 44, 156–157 (2019). 
11. Sames, W. J., List, F. A., Pannala, S., Dehoff, R. R. & Babu, S. S. The metallurgy and 
processing science of metal additive manufacturing. Int. Mater. Rev. 61, 315–360 (2016). 
12. Dawes, J., Bowerman, R. & Trepleton, R. Introduction to the additive manufacturing 
13 
 
powder metallurgy supply chain. Johnson Matthey Technol. Rev. 59, 243–256 (2015). 
13. Kies, F. et al. Design of high-manganese steels for additive manufacturing applications 
with energy-absorption functionality. Mater. Des. 160, 1250–1264 (2018). 
14. Li, W. et al. Additive manufacturing of a new Fe-Cr-Ni alloy with gradually changing 
compositions with elemental powder mixes and thermodynamic calculation. Int. J. Adv. 
Manuf. Technol. 95, 1013–1023 (2018). 
15. Liang, Y.-J., Tian, X.-J., Zhu, Y.-Y., Li, J. & Wang, H.-M. Compositional variation and 
microstructural evolution in laser additive manufactured Ti/Ti–6Al–2Zr–1Mo–1V graded 
structural material. Mater. Sci. Eng. A 599, 242–246 (2014). 
16. Xiong, W. & Olson, G. B. Integrated computational materials design for high-
performance alloys. MRS Bull. 40, 1035–1044 (2015). 
17. Xiong, W. & Olson, G. B. Cybermaterials: materials by design and accelerated insertion 
of materials. NPJ Comput. Mater. 2, 15009 (2016). 
18. Lukas, H., Fries, S. G. & Sundman, B. Computational thermodynamics: the Calphad 
method. (Cambridge university press, 2007). 
19. Takahashi, M. & Bhadeshia, H. Model for transition from upper to lower bainite. Mater. 
Sci. Technol. 6, 592–603 (1990). 
20. Hillert, M. Inhibition of grain growth by second-phase particles. Acta Metall. 36, 3177–
3181 (1988). 
21. Galindo-Nava, E. I. & Rivera-Díaz-del-Castillo, P. E. J. A model for the microstructure 
behaviour and strength evolution in lath martensite. Acta Mater. 98, 81–93 (2015). 
22. Bhattacharjee, D., Knott, J. F. & Davis, C. L. Charpy-impact-toughness prediction using 
an “Effective” grain size for thermomechanically controlled rolled microalloyed steels. 
Metall. Mater. Trans. A 35, 121–130 (2004). 
23. Graville, B. A. Cold cracking in welds in HSLA steels. Welding of HSLA (microalloyed) 
structural steels. in Proc. Int. Conf 85–101 (1976). 
24. Agrawal, A., Saboo, A., Xiong, W., Olson, G. & Choudhary, A. Martensite Start 
Temperature Predictor for Steels Using Ensemble Data Mining. 2019 IEEE Int. Conf. 
Data Sci. Adv. Anal. 521–530 (2019). doi:https://doi.org/10.1109/DSAA.2019.00067 
25. Zhao, J. & Jin, Z. Isothermal decomposition of supercooled austenite in steels. Mater. Sci. 
Technol. 8, 1004–1010 (1992). 
26. Hall, E. O. The deformation and ageing of mild steel: III discussion of results. Proc. Phys. 
Soc. Sect. B 64, 747 (1951). 
27. Petch, N. J. The cleavage strength of polycrystals. J. Iron Steel Inst. 174, 25–28 (1953). 
28. Russell, K. C. & Brown, L. M. A dispersion strengthening model based on differing 
elastic moduli applied to the iron-copper system. Acta Metall. 20, 969–974 (1972). 
29. Wang, J.-S., Mulholland, M. D., Olson, G. B. & Seidman, D. N. Prediction of the yield 
strength of a secondary-hardening steel. Acta Mater. 61, 4939–4952 (2013). 
30. Fleischer, R. L. Substitutional solution hardening. Acta Metall. 11, 203–209 (1963). 
31. Galindo-Nava, E. I., Rainforth, W. M. & Rivera-Díaz-del-Castillo, P. E. J. Predicting 
microstructure and strength of maraging steels: Elemental optimisation. Acta Mater. 117, 
270–285 (2016). 
32. Wengrenovich, N. J. & Olson, G. B. Optimization of a TRIP steel for adiabatic fragment 
protection. Mater. Today Proc. 2, S639–S642 (2015). 
33. Olson, G. B. Computational design of hierarchically structured materials. Science (80-. ). 
277, 1237–1242 (1997). 
34. Sander, G. et al. Corrosion of additively manufactured alloys: a review. Corrosion 74, 
1318–1350 (2018). 
35. Jain, D., Isheim, D. & Seidman, D. N. Carbon redistribution and carbide precipitation in a 
high-strength low-carbon HSLA-115 steel studied on a nanoscale by atom probe 
tomography. Metall. Mater. Trans. A 48, 3205–3219 (2017). 
14 
 
36. Bhadeshia, H. & Honeycombe, R. Steels: microstructure and properties. (Butterworth-
Heinemann, 2017). 
37. Kim, S. & Lee, C. Behavior of Cu precipitates during thermo-mechanical cycling in the 
weld CGHAZ of Cu-containing HSLA steel. Met. Mater. Int. 18, 857–862 (2012). 
38. Pouranvari, M. On the weldability of grey cast iron using nickel based filler metal. Mater. 
Des. 31, 3253–3258 (2010). 
39. Andersson, J.-O., Helander, T., Höglund, L., Shi, P. & Sundman, B. Thermo-Calc & 
DICTRA, computational tools for materials science. Calphad 26, 273–312 (2002). 
40. Millman, K. J. & Aivazis, M. Python for scientists and engineers. Comput. Sci. Eng. 13, 
9–12 (2011). 
41. Kocks, U. F. The relation between polycrystal deformation and single-crystal deformation. 
Metall. Mater. Trans. B 1, 1121–1143 (1970). 
42. Kim, S. A. & Johnson, W. L. Elastic constants and internal friction of martensitic steel, 
ferritic-pearlitic steel, and α-iron. Mater. Sci. Eng. A 452, 633–639 (2007). 
43. Christien, F., Telling, M. T. F. & Knight, K. S. Neutron diffraction in situ monitoring of 
the dislocation density during martensitic transformation in a stainless steel. Scr. Mater. 
68, 506–509 (2013). 
44. Grujicic, M., Snipes, J. S. & Ramaswami, S. Application of the Materials-by-Design 
Methodology to Redesign a New Grade of the High-Strength Low-Alloy Class of Steels 
with Improved Mechanical Properties and Processability. J. Mater. Eng. Perform. 25, 
165–178 (2016). 
45. Jain, D., Isheim, D., Hunter, A. H. & Seidman, D. N. Multicomponent high-strength low-
alloy steel precipitation-strengthened by sub-nanometric Cu precipitates and M 2 C 
carbides. Metall. Mater. Trans. A 47, 3860–3872 (2016). 
46. Gypen, L. A. & Deruyttere, Ajj. Multi-component solid solution hardening. J. Mater. Sci. 
12, 1028–1033 (1977). 
47. Takahashi, J., Kawakami, K. & Kobayashi, Y. Consideration of particle-strengthening 
mechanism of copper-precipitation-strengthened steels by atom probe tomography 
analysis. Mater. Sci. Eng. A 535, 144–152 (2012). 
48. Mohles, V. Simulations of dislocation glide in overaged precipitation-hardened crystals. 
Philos. Mag. A 81, 971–990 (2001). 
49. Takaki, S., Kawasaki, K. & Kimura, Y. Mechanical properties of ultra fine grained steels. 
J. Mater. Process. Technol. 117, 359–363 (2001). 
50. Tomita, Y. & Okabayashi, K. Mechanical properties of 0.40 pct C-Ni-Cr-Mo high strength 
steel having a mixed structure of martensite and bainite. Metall. Trans. A 16, 73–82 
(1985). 
51. Park, K.-T. & Kwon, H.-J. Interpretation of the strengthening of steel with lower bainite 
and martensite mixed microstructure. Met. Mater. Int. 7, 95–99 (2001). 
52. Varughese, R. & Howell, P. R. The application of metallographic techniques to the study 
of the tempering of HSLA-100 steel. Mater. Charact. 30, 261–267 (1993). 
53. Dhua, S. K. & Sen, S. K. Effect of direct quenching on the microstructure and mechanical 
properties of the lean-chemistry HSLA-100 steel plates. Mater. Sci. Eng. A 528, 6356–
6365 (2011). 
54. Majzoobi, G. H., Mahmoudi, A. H. & Moradi, S. Ductile to brittle failure transition of 
HSLA-100 Steel at high strain rates and subzero temperatures. Eng. Fract. Mech. 158, 
179–193 (2016). 
55. Du, J., Strangwood, M. & Davis, C. L. Effect of TiN particles and grain size on the charpy 
impact transition temperature in steels. J. Mater. Sci. Technol. 28, 878–888 (2012). 
56. Mendez, J., Ghoreshy, M., Mackay, W. B. F., Smith, T. J. N. & Smith, R. W. Weldability 
of austenitic manganese steel. J. Mater. Process. Technol. 153, 596–602 (2004). 
57. Chung, Y. D., Fujii, H., Ueji, R. & Tsuji, N. Friction stir welding of high carbon steel with 
15 
 
excellent toughness and ductility. Scr. Mater. 63, 223–226 (2010). 
58. Piglione, A. et al. Printability and microstructure of the CoCrFeMnNi high-entropy alloy 
fabricated by laser powder bed fusion. Mater. Lett. 224, 22–25 (2018). 
59. Wu, Z., David, S. A., Feng, Z. & Bei, H. Weldability of a high entropy CrMnFeCoNi 
alloy. Scr. Mater. 124, 81–85 (2016). 
60. Caron, J. L. Weldability evaluation of naval steels. (2010). 
61. Das, S. K., Chatterjee, S. & Tarafder, S. Effect of microstructures on deformation 
behaviour of high-strength low-alloy steel. J. Mater. Sci. 44, 1094–1100 (2009). 
62. Kong, H. J. et al. Hardening mechanisms and impact toughening of a high-strength steel 
containing low Ni and Cu additions. Acta Mater. 172, 150–160 (2019). 
63. Saha, A. & Olson, G. B. Computer-aided design of transformation toughened blast 
resistant naval hull steels: Part I. J. Comput. Mater. Des. 14, 177–200 (2007). 
64. Haldar, A. & Mahadevan, S. Probability, reliability, and statistical methods in 
engineering design. (John Wiley, 2000). 
65. Ling, Y., Mullins, J. & Mahadevan, S. Selection of model discrepancy priors in Bayesian 
calibration. J. Comput. Phys. 276, 665–680 (2014). 
66. Shin, D., Yamamoto, Y., Brady, M. P., Lee, S. & Haynes, J. A. Modern data analytics 
approach to predict creep of high-temperature alloys. Acta Mater. 168, 321–330 (2019). 
67. Shen, C. et al. Physical metallurgy-guided machine learning and artificial intelligent 
design of ultrahigh-strength stainless steel. Acta Mater. 179, 201–214 (2019). 
 
 
 
 
 
 
  
16 
 
 
 
Table 1. The initial composition range (wt.%), screening range (wt.%), and their ratio for 
different elements in the manufactured AM powder for HSLA-115 steel. 
 Fe C Cr Cu Mn Nb Mo Ni Si Al 
Initial composition 
range 
Bal. 
0.053 
± 
0.025 
0.66 
± 
0.10 
1.27 
± 
0.15 
0.98 
± 
0.20 
0.03 
± 
0.01 
0.57 
± 
0.10 
3.43 
± 
0.20 
0.225 
± 
0.125 
0.03 
± 
0.01 
Screening composition 
range 
Bal. 
0.06 
± 
0.04 
0.6 
± 
0.5 
1.25 
± 
0.45 
1.15 
± 
0.95 
0.055 
± 
0.045 
0.7 
± 
0.5 
3.5 
± 
1.5 
0.25 
± 
0.25 
0.055 
± 
0.045 
Ratio (Screening range/ 
Initial composition 
range) 
 1.6 5 3 4.75 4.5 5 7.5 2 4.5 
 
 
 
 
Table 2. Summary of the influence of elements in HSLA-115 on the key properties *, **. 
 C Cr Cu Mn Nb Mo Ni Si Al 
Resistance to cold cracking ↓ ↓ O ↓ O ↓ ↓ O O 
Resistance to hot cracking ↓ O O ↓ ↓ ↓ ↑ ↓ ↓ 
Ductility at low temperature ↓↑ ↓↑ ↓ ↑ ↑ ↓↑ O ↑ O 
Yield strength ↑↓ ↑↓ ↑ ↓ ↑ ↑↓ O ↓ O 
Cu hardening O O ↑ ↓ O O ↓ ↑ O 
M2C hardening ↑↓ ↑↓ O O ↓ ↑↓ O ↓ O 
Solid solution hardening ↓ ↑ O ↓ ↑ ↑ ↑ O O 
Dislocation hardening ↑ ↑ O ↑ O ↑ ↑ O O 
Grain boundary hardening ↑ O O O ↑ O O O O 
* Notations in the table are:  
↑: The increase in the component is beneficial to the property; 
↓: The increase in the component is detrimental to the property; 
O: The increase in the component has no obvious effect on the property; 
↑↓: The increase in the component is beneficial to the property first, and then detrimental to the property; 
↓↑: The increase in the component is detrimental to the property first, and then beneficial to the property. 
** Examples of analysis has been illustrated in Fig. 4 and Fig. 5 for carbon 
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Table 3. Comparison of initial composition and optimized composition (wt.%). 
Element Fe C Cr Cu Mn Nb Mo Ni Si Al 
Initial 
composition 
Bal. 
0.053 
± 
0.025 
0.66 
± 
0.1 
1.27 
± 
0.15 
0.98 
± 
0.2 
0.03 
± 
0.01 
0.57 
± 
0.1 
3.43 
± 
0.2 
0.225 
± 
0.125 
0.03 
± 
0.01 
Optimized 
composition 
Bal. 
0.057 
± 
0.025 
0.5 
± 
0.1 
1.55 
± 
0.15 
0.5 
± 
0.2 
0.07 
± 
0.01 
0.57 
± 
0.1 
3.43 
± 
0.2 
0.125 
± 
0.125 
0.03 
± 
0.01 
 
 
 
 
 
 
 
Table 4. Comparison of model-predicted key properties of the initial and optimized 
nominal compositions. 
Calculated properties Yield strength ITT Freezing range Graville diagram 
Initial composition 902 MPa -43°C 10.12 K Zone I 
Optimized composition 1053 MPa -86°C 10.10 K Zone I 
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Figure 1. Systems design chart for AM HSLA-115.
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Figure 2. ICME modeling road map for HSLA-115 steel composition design. The pink box denotes structure models predicting 
features such as phase fraction of different phases, dislocation density based on composition and heat treatment process; the blue box 
denotes the property models which can simulate the strength, freezing range, etc. based on structure and compositions; the green box 
denotes the calculated property or structural information from the models; the yellow box denotes the target properties. 
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Figure 3. Comparison of the yield strength obtained by ICME-model prediction and the experiments. The model-predicted value is 
equal to the experimental value if the symbol located on the dashed diagonal line. 
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Figure 4. Variation in properties due to the difference in carbon content: Trend analysis on (a) yield strength, (b) ITT, (c) freezing 
range, and (d) Graville diagram location. The compositions meeting with requirement are in blue. The compositions that failed are in 
red.
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Figure 5. (a) Average strength from different strengthening effect versus carbon content, precipitation strengthening effect from (b) Cu 
precipitation, (c) M2C precipitation, and (d) sum of Cu and M2C precipitates
23 
 
 
 
Figure 6. Optimization of carbon content by visualizing the percentages of compositions meeting different criteria (Pink color without 
pattern filling: The percentage of compositions with yield strength higher than 115 ksi, good weldability, and ITT lower than 0 K. The 
meaning of other color and pattern-filled bars can be understood in a similar way based on the table in the figure).    
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Figure 7. Calculated equilibrium phase fraction plots as a function of temperature for the nominal (a) initial and (b) optimized 
compositions
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Figure 8. Distribution of (a) yield strength, (b) ITT, (c) freezing range, and (d) location at Graville diagram for the compositions taken 
from the initial composition and optimized composition within the uncertainty range. (e) Percentage of alloys meeting the criteria of 
initial composition and optimized composition. The ones meeting with requirement are in blue with stripe pattern. The ones failed 
matching with requirement are in red with stripe pattern.
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Figure 9. Illustration of the improvement of initial composition with uncertainty after ICME optimization. The color bar indicates the 
satisfactory of the powder composition, i.e., powder quality, with the potential to match the requirements of the design target.  
 
 
 
