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Abstract
Paired data are common in many fields, such as medical diagnosis and longitudi-
nal data analysis, where measurements are taken for the same set of objects under
different conditions. In many of these studies, the number of measurements could be
large. Existing methods either impose strong assumptions or have power decrease
fast as the number of measurements increases. In this work, we propose new non-
parametric tests for paired data. These tests exhibit substantial power improvements
over existing methods under moderate- to high- dimensional data. We also derived
asymptotic distributions of the new tests and the approximate p-values based on
them are reasonably accurate under finite samples through simulation studies, mak-
ing the new tests easy-off-the-shelf tools for real applications. The proposed tests are
illustrated through the analysis of a real data set on the Alzheimer’s disease research.
Keywords: Graph-based test; Nonparametric test; Paired-comparison permutation null
distribution.
1
ar
X
iv
:2
00
7.
01
49
7v
1 
 [s
tat
.M
E]
  3
 Ju
l 2
02
0
1 Introduction
In a paired design study, each subject is measured twice at two different times or under
two different situations. In many applications, multiple variables are measured and it is
of interest to test whether they are significantly different under the two situations. For
example, in studying the Alzheimer’s disease, neuropsychologic evaluation plays a central
role in the clinical characterization of the disease (McKhann et al. (1984); Weintraub et al.
(2009)). It provides confirmatory evidence of the diagnosis of dementia. In a typical study,
cognitive performance of participants is evaluated at approximately annual visits. Multiple
variables are recorded to reflect the performance, and it is of scientific interest to find out
whether there is a significant difference in their neuropsychologic measures after several
years.
For two-sample comparison on paired data, the conventional way is to take the difference
between the corresponding values from the two data sets and convert the problem into a
one-sample problem. If only one variable is measured, there are many choices, including the
paired t-test, sign test, signed-rank test, paired-comparison permutation test, and general
scoring systems (Wilcoxon (1945); Conover (1999)). When more than one variable is mea-
sured, the multivariate paired Hotelling’s T 2 test has been widely applied. However, unless
the dimension of the data is very low, this test highly depends on whether the differences
follow a multivariate Gaussian distribution. Also, the power of the test decreases quickly
as the dimension increases. This is a common issue for parametric testing procedures as
the number of parameters one has to estimate increases quickly as the dimension increases,
such as the covariance matrix, unless strong assumptions are imposed. On the other hand,
non-parametric tests for multivariate/high-dimensional paired data are rarely explored. In
this paper, we propose a new nonparametric framework for paired data that can be applied
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to multivariate data with the dimension possibly higher than the sample size.
This new non-parametric framework for paired data builds upon a graph-based two-
sample testing framework. Graph-based two-sample tests gain attention in the two-sample
regime recently due to their flexibility and mild requirements on the data: The distribution
could be heavy-tailed and/or skewed, the dimension of the data could be much higher
than the number of observations, and the difference between the two distributions could be
global or in a sparse/dense subset of coordinates. These tests also exhibit power higher than
likelihood-based tests when the dimension of data is high (Friedman and Rafsky (1979);
Chen and Friedman (2017)). However, all the existing graph-based tests were under the
two-sample testing framework, i.e., they assume the observations from the two samples are
independent, which fails completely for the paired setting. In this paper, we borrow the
strength of the graph-based two-sample tests by utilizing their testified test statistics, while
we worked out a new permutation null distribution for these statistics under the paired
setting, allowing them to work properly for paired data. We also derive the asymptotic
null distributions of these statistics under the new permutation null distribution, facilitating
their applications to large data sets.
The rest of the paper is as follows, Section 2 gives a brief review of the graph-based two-
sample tests. In Section 3, we explain in details the new permutation null distribution for
the graph-based test statistics under the paired setting and describe how the new tests are
done. We also derive the asymptotic distributions of the new tests here. The performance
of the proposed tests is examined through extensive simulation studies in Section 4. The
tests are illustrated through a real data application on the Alzheimer’s disease research in
Section 5.
3
2 A review of graph-based two-sample tests
Graph-based two-sample tests refer to the test methods that utilize a similarity graph
constructed on pooled observations from both samples. The first test of this kind was
proposed in Friedman and Rafsky (1979), in which they constructed a minimum spanning
tree (MST) on the observations, which is a spanning tree that connects all observations
with the sum of distances of edges in the tree minimized. They defined the test statistic to
be the number of edges that connect nodes (observations) from different samples. If the two
samples are from the same distribution, then the observations from the two samples are well
mixed and this count would not be small. Therefore, they rejected the null hypothesis of
equal distribution when the number of edges connecting observations from different samples
is significantly less than its null expectation. We call this test the (original) edge-count
test for easy reference.
The edge-count test can be defined on graphs other than the MST. Friedman and Rafsky
(1979) also considered k-MSTs1 and showed that the edge-count test usually has higher
power when k is slightly larger than 1. Later, Schilling (1986) and Henze (1988) proposed
to use the k-nearest neighbor graph, and Rosenbaum (2005) proposed to use the minimum
distance nonbipartite pairing graph.
Let R be the number of edges in the similarity graph connecting observations from
different samples. Friedman and Rafsky (1979) proved that, under some mild conditions,
as N →∞,
R− E0(R)√
Var0(R)
D−→ N (0, 1),
1A k-MST is the union of the 1st, · · · , and kth MSTs, where the ith MST is a spanning tree connecting all
observations that minimizes the sum of distances across edges subject to the constraint that this spanning
tree does not contain any edge in the 1st,· · · , (i− 1)th MST(s).
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where E0 and Var0 denote expectation and variance under the two-sample permutation
null distribution. Henze and Penrose (1999) showed that the edge-count test on MST
constructed on the Euclidean distance is consistent against all alternatives for multivariate
distributions.
Recently, Chen and Friedman (2017) noticed that when the dimension is moderate to
high and the difference is not only in the mean, under typical sample sizes, such as from
hundreds to tens of thousands, the edge-count test could have low or even no power. This
does not contradictory to the earlier consistency result as the earlier result is under fixed
dimension; while in many modern applications, the dimension can be of the same order as
or even a higher order than the sample size. When the dimension of the data is high, the
original edge-count suffers from the curse of dimensionality. To solve the problem, Chen
and Friedman (2017) proposed a new statistic making use of R1, the number of edges in
the similarity graph connecting observations from sample 1, and R2, the number of edges
connecting observations from sample 2. The new statistic is defined as
S = (R1 − E0(R1), R2 − E0(R2))Σ−10
R1 − E0(R1)
R2 − E0(R2)
 ,
where Σ0 = Var0((R1, R2)
T ). The null hypothesis is rejected if S is significantly larger
than its null expectation. This statistic makes use of a pattern of high-dimensional data
that was overlooked before and achieves substantial power gain.
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3 New non-parametric tests for paired data based on
a similarity graph
3.1 Paired-comparison permutation null distribution
In two-sample tests, with m observations in sample 1 and n observations in sample 2, the
two-sample permutation framework is to randomly assign m out of the total m+ n pooled
observations to sample 1 and the rest to sample 2. The underlying reason for this permuta-
tion framework is that the observations from the two samples are exchangeable under the
null hypothesis of equal distribution. However, under the paired setting, the observations
from the two samples are no longer exchangeable. On the other hand, the corresponding ob-
servations (paired observations) are exchangeable under the null hypothesis. Let (Xi, Yi),
i = 1, · · · , n, be the paired data. The paired-comparison permutation null distribution
places probability 2−n on each of 2n choices of “assigning Xi to sample 1 and Yi to sample
2” or “assigning Yi to sample 1 and Xi to sample 2” for each i. In the following, when
there is no further specification, we use P, E, Var and Cov to denote probability, expecta-
tion, variance and covariance, respectively, under this paired-comparison permutation null
distribution.
3.2 Paired graph-based tests
In this section, we borrow strengths from the graph-based two-sample test statistics (Fried-
man and Rafsky, 1979; Chen and Friedman, 2017) and design three new statistics for the
paired setting. First, we pool observations from the two paired samples, and construct a
similarity graph, such as the MST, on the pooled observations. The graph is denoted by
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G in the following. R1 and R2 are defined in the same way as in Section 2, i.e. R1 is the
number of edges in the similarity graph connecting observations from sample 1, and R2 is
the number of edges connecting observations from sample 2. Then the new test statistics
are as follows:
• paired mean test
Zm =
R1 +R2 − E(R1 +R2)√
Var(R1 +R2)
. (1)
The test is rejected at level α if Zm > Cm(α).
• paired scale test
Zs =
R1 −R2 − E(R1 −R2)√
Var(R1 −R2)
. (2)
The test is rejected at level α if |Zs| > Cs(α).
• paired generic test
Zg =
R1 − E(R1)
R2 − E(R2)
T Σ−1R
R1 − E(R1)
R2 − E(R2)
 . (3)
where ΣR = Var((R1, R2)
T ). The test is rejected at level α if Zg > Cg(α).
In the following, we first derive exact analytic expressions for E(R1), E(R2), Var(R1),
Var(R2) and Cov(R1, R2), so that the proposed test statistics in Section 3.2 can be com-
puted quickly (Section 3.3), and then discuss how to determine the critical values Cm(α),
Cs(α) and Cg(α) (Section 3.4).
3.3 Analytic expressions for the new paired test statistics
Let N = 2n be the total number of observations and let Zi = I(i ≤ n)Xi + I(i > n)Yi−n,
i = 1, · · · , N , where I(·) is the indicator function. Let gi be the indicator function that
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equals 1 when Zi is assigned to sample 1 under the paired-comparison permutation, and 0
if Zi is assigned to sample 2. It is easy to see that P(gi = 1) = 0.5. Let i and i
∗ be the
two indices belonging to pair i = (i ∧ i∗, i ∨ i∗), i.e., i∗ = i + n if i ≤ n, and i∗ = i − n if
i > n. Then, we always have gi + gi∗ = 1. Let j and j
∗ be the two indices belonging to pair
j = (j ∧ j∗, j ∨ j∗). Since assigning Zi to sample 1 is independent of assigning Zj (j 6= i) to
sample 1, gi and gj are independent.
For an edge in G, we denote it by the indices of the nodes connected by the edge. Then
by definition, we have
R1 =
∑
(i,j)∈G
I(gi = gj = 1),
R2 =
∑
(i,j)∈G
I(gi = gj = 2).
Here, we do not distinguish edge (i, j) from edge (j, i). For graph G, let |G| be the number
of edges in the graph. Let G1 be the subgraph in G that connects observations from different
pairs, i.e., G1 contains edges {(i, j) ∈ G : j 6= i∗}. Let G1,i be the subgraph in G1 that
connects to node i. Then |G1,i| is the degree of node i in G1. Let C1 be the number of pairs
of edges (i, j), (i∗, j∗) ∈ G1, and C2 be the number of pairs of edges (i, j), (i, j∗) ∈ G1.
The analytic expressions are provided in the following theorem.
Theorem 1. The analytic expressions of the expectation and variance under the paired-
comparison permutation null are as follows:
E(R1) = E(R2) =
1
4
|G1|,
Var(R1) = Var(R2) =
1
16
(|G1|+ 2C1 − 2C2) + 1
16
n∑
i=1
(|G1,i| − |G1,i∗|)2,
Cov(R1, R2) =
1
16
(|G1|+ 2C1 − 2C2)− 1
16
n∑
i=1
(|G1,i| − |G1,i∗|)2.
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Proof. First notice that, for j 6= i and j 6= i∗, gi and gj are independent,
P(gi = gj = 1) = P(gi = 1)P(gj = 1) =
1
4
.
Also, notice that, we always have gi 6= gi∗ . So R1 =
∑
(i,j)∈G1 I(gi = gj = 1) and R2 =∑
(i,j)∈G1 I(gi = gj = 2). Then E(R1) =
∑
(i,j)∈G1 P(gi = gj = 1) =
1
4
|G1|. Similarly,
E(R2) =
1
4
|G1|.
For Var(R1), we only need to figure out E(R
2
1). We have
E(R21) =
∑
(i,j)∈G1
P(gi = gj = 1) +
∑
(i,j),(i,u)∈G1
j 6=u
P(gi = gj = gu = 1)
+
∑
(i,j),(u,v)∈G1
i,j,u,v all different
P(gi = gj = gu = gv = 1)
=
1
4
|G1|+
∑
(i,j),(i,u)∈G1
j 6=u
P(gi = gj = gu = 1) +
∑
(i,j),(u,v)∈G1
i,j,u,v all different
P(gi = gj = gu = gv = 1). (4)
We next figure out
∑
(i,j),(i,u)∈G1
j 6=u
P(gi = gj = gu = 1) and
∑
(i,j),(u,v)∈G1
i,j,u,v all different
P(gi = gj = gu =
gv = 1). For (i, j), (i, u) ∈ G1, j 6= u, it is clear that i and j are from different pairs, and i
and u are from different parts. Since j 6= u, if j and u are from the same index pair, then
gj 6= gu. Hence,∑
(i,j),(i,u)∈G1
j 6=u
P(gi = gj = gu = 1) =
∑
(i,j),(i,u)∈G1
j 6=u,j 6=u∗
P(gi = gj = gu = 1) =
1
8
∑
(i,j),(i,u)∈G1
j 6=u
I(j 6= u∗)
=
1
8
N∑
i=1
|G1,i|(|G1,i| − 1)− ∑
j,u∈G1,i
I(j = u∗)
 = 1
8
(
N∑
i=1
|G1,i|2 − 2|G1| − 2C2
)
. (5)
For (i, j), (u, v) ∈ G1, i, j, u, v all different, by similar arguments as above, if some of i, j, u, v
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are from the same index pair, we could not have gi = gj = gu = gv. Hence,∑
(i,j),(u,v)∈G1
i,j,u,v all different
P(gi = gj = gu = gv = 1) =
∑
(i,j),(u,v)∈G1
i,j,u,v all different index pair
P(gi = gj = gu = gv = 1)
=
1
16
( ∑
(i,j),(u,v)∈G1
i,j,u,v all different
1−
∑
(i,j),(u,v)∈G1
i,j,u,v all different
I(u = i∗, v = j∗)−
∑
(i,j),(u,v)∈G1
i,j,u,v all different
I(u 6= i∗, v = j∗)
)
.
Since ∑
(i,j),(u,v)∈G1
i,j,u,v all different
1 = |G1|2 − |G1| −
N∑
i=1
|G1,i|(|G1,i| − 1),
∑
(i,j),(u,v)∈G1
i,j,u,v all different
I(u = i∗, v = j∗) = 2C1,
∑
(i,j),(u,v)∈G1
i,j,u,v all different
I(u 6= i∗, v = j∗)
=
∑
(i,j)∈G1
(|G1,i∗ |+ |G1,j∗| − I(i ∈ G1,j∗)− I(j ∈ G1,i∗)− 2I(i∗ ∈ G1,j∗))
= 2
n∑
i=1
|G1,i||G1,i∗| − 2C2 − 4C1,
We have ∑
(i,j),(u,v)∈G1
i,j,u,v all different
P(gi = gj = gu = gv = 1)
=
1
16
(
|G1|2 + |G1| −
N∑
i=1
|G1,i|2 − 2
n∑
i=1
|G1,i||G1,i∗|+ 2C1 + 2C2
)
. (6)
So plugging (5) and (6) into (4), we obtain
E(R21) =
1
16
(
|G1|2 + |G1|+
N∑
i=1
|G1,i|2 − 2
n∑
i=1
|G1,i||G1,i∗|+ 2C1 − 2C2
)
.
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For Cov(R1, R2), we only need to figure out E(R1R2). We have
E(R1R2) =
∑
(i,j),(u,v)∈G1
i,j,u,v all different
P(gi = gj = 1, gu = gv = 2)
=
∑
(i,j),(u,v)∈G1
i,j,u,v all different index pair
P(gi = gj = 1, gu = gv = 2)
+
∑
(i,j),(u,v)∈G1
i,j,u,v belong to three different index pairs
P(gi = gj = 1, gu = gv = 2)
+
∑
(i,j),(u,v)∈G1
i,j,u,v belong to two different index pairs
P(gi = gj = 1, gu = gv = 2)
=
1
16
(
|G1|2 + |G1| −
N∑
i=1
|G1,i|2 − 2
n∑
i=1
|G1,i||G1,i∗ |+ 2C1 + 2C2
)
+
1
8
(
2
n∑
i=1
|G1,i||G1,i∗ | − 2C2 − 4C1
)
+
1
4
· 2C1
=
1
16
(
|G1|2 + |G1| −
N∑
i=1
|G1,i|2 + 2
n∑
i=1
|G1,i||G1,i∗|+ 2C1 − 2C2
)
.
Corollary 2. The expectation and variance of R1 + R2 and R1 − R2 under the paired-
comparison permutation null are:
E(R1 +R2) =
1
2
|G1|,
Var(R1 +R2) =
1
4
(|G1|+ 2C1 − 2C2),
E(R1 −R2) = 0,
Var(R1 −R2) = 1
4
n∑
i=1
(|G1,i| − |G1,i∗|)2.
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Corollary 2 follows straightforwardly from Theorem 1.
Theorem 3. With the analytic expressions of the expectations and variances, we could
further study the relationship among the three statistics. They are stated in the following
theorem. We have
Zg = Z
2
m + Z
2
s and Cov(Zm, Zs) = 0.
Proof. Let
R =
R1 − E(R1)
R2 − E(R2)
 , Z =
Zm
Zs
 =
 1√Var(R1+R2) 1√Var(R1+R2)
1√
Var(R1−R2)
− 1√
Var(R1−R2)
R , BR.
It is easy to see that B is invertible. From the definition of Zg (Equation (3)), it can be
written as
Zg = R
TΣ−1R R = (B
−1Z)TΣ−1R (B
−1Z) = ZT (BΣRBT )−1Z.
By plugging B and ΣR, we have that BΣRB
T = ( 1 00 1 ). Then, Zg = Z
TZ = Z2m + Z
2
s .
3.4 Asymptotics
For the critical values, Cm(α), Cs(α) and Cg(α), they can be determined by performing the
paired-comparison permutation stated in Section 3.1 directly, which is however time con-
suming. To make the tests more application friendly, we study the asymptotic distributions
of the statistics. We then examine how the critical values obtained from asymptotic results
work for finite samples by comparing them with those obtained through paired-comparison
permutation directly.
Before stating the theorem, we define two additional terms on the similarity graph G1:
for edge e ∈ G1, let e− and e+ be the indices of the nodes connected by the edge e.
Ae = {(i, j) ∈ G1 : i ∈ {e−, e∗−, e+, e∗+} or j ∈ {e−, e∗−, e+, e∗+}},
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Be = ∪e˜∈AeAe˜.
We use a = O(b) to denote that a and b are of the same order, and a = o(b) to denote that
a is of a smaller order than b.
To derive the asymptotic behavior of our statistics, we work under the following condi-
tions for some fixed α > 0:
Condition 1.
∑
e∈G1 |Ae||Be| = o(N1.5α).
Condition 2.
∑n
i=1(|G1,i| − |G1,i∗|)2 = O(Nα).
Condition 3. |G1|+ 2C1 − 2C2 = O(Nα).
Remark 1. Condition 1 sets constraints on the number of edges sharing a pair in the graph
G1 such that it cannot be too large. (A similar condition was proposed for graph-based
statistics for independent observations and was discussed in Chen and Friedman (2017)
and Chen et al. (2018).)
Condition 2 ensures that the difference of degrees of two paired nodes in G1 should not
be too small, which guarantees the invertibility of ΣR asymptotically.
Condition 3 sets constrains on the structure of the graph G1. Let subG
i,j
1 be the subgraph
of G1 that connect any nodes in the pair of i and j, and
T (subGi,j1 ) :=|subGi,j1 |+ 2× pairs of two edges in subGi,j1 not sharing any node
− 2× pairs of two edges in subGij1 sharing a node.
Then summing T (subGi,j1 ) over pairs i and j gives |G1|+ 2C1−2C2. For subGi,j1 containing
an edge, there are eight possibilities (Figure 1). It is not hard to see that
T (c) = T (d) = T (h) = 0, T (a) = T (e) = T (f) = T (g) = 1, T (b) = 4.
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Hence, the graph G1 cannot have too many subgraphs between two pairs like c, d and h by
Condition 3.
j* j
i i* i i*
j* j j* j
i i* i i*
j* j
a b c d
j* j
i i* i i*
j* j j* j
i i* i i*
j* j
e f g h
Figure 1: For (i, j) ∈ G1, eight possible subgraphs of G1 between pairs i and j.
Theorem 4. Under Conditions 1, 2 and 3, as N →∞,
(
R1−E(R1)√
Var(R1)
, R2−E(R2)√
Var(R2)
)T
converges
in distribution to a bivariate Gaussian distribution under the paired-comparison permuta-
tion null.
The proof of Theorem 4 is in Appendix A. Based on Theorem 4, it is easy to obtain
the asymptotic distributions of Zm, Zs and Zg.
Corollary 5. Under Conditions 1, 2 and 3, as N →∞,(
Zm
Zs
) ∼ N (( 00 ) , I2) and Zg D−→ X 22
under the paired-comparison permutation null.
For both Zm and Zg, the larger the statistics are, the more different the two distribu-
tions tend to be. For the paired scale test Zs, the larger the absolute value of Zs is, the
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more different the two distributions tend to be (see Figure 2 for their rejection regions).
Specifically, the permutation p-value is calculated as the proportion of permutations where
the test statistic is greater than the observed test statistic, and the asymptotic p-value is
obtained by Corollary 5.
Zs
Zm Zm
Zs
Zm
Zs
Cm
Cs
-Cs
Cg1/2
Figure 2: Rejection regions (in gray) of Zm, Zs and Zg. Left: {Zm ≥ Cm}; middle:
{|Zs| ≥ Cs}; right: {Zg ≥ Cg}.
To see whether the asymptotic p-value can control Type I error in practice, we check
the empirical size of these tests with the p-value determined by the asymptotic results. We
generate paired data (Xi, Yi)
T from the multivariate normal (i.e., (Xi, Yi)
T iid∼ N2d(ν,Γ)),
multivariate t (i.e., (Xi, Yi)
T iid∼ t3(ν,Γ)) and multivariate log-normal distributions (i.e.,
log(Xi, Yi)
T iid∼ N2d(ν,Γ)), respectively. Let νT = (ν1, ν2)T and Γ =
(
Γ1 Γ12
Γ12 Γ2
)
with ‖ν1 −
ν2‖ = 0, Γ1 = Γ2 = Id and Γ12 = 0.6Id. We choose 5-MST as the similarity graph as
recommended by Chen and Friedman (2017).
Tables 1 and 2 show the empirical sizes of the tests under 0.05 and 0.1 nominal levels,
respectively. The empirical size is computed as the fraction of trials (out of 1000) that the
asymptotic p-value less than the given nominal level. We see that the empirical sizes are
15
Table 1: Empirical size at 0.05 nominal level for data generated from a multivariate nor-
mal distribution (D1), a multivariate t distribution (D2), and a multivariate log-normal
distribution (D3).
d = 10 d = 100
n = 25 n = 50 n = 100 n = 150 n = 25 n = 50 n = 100 n = 150
(D1)
Zm 0.032 0.025 0.042 0.050 0.049 0.046 0.041 0.046
Zs 0.038 0.041 0.050 0.037 0.044 0.048 0.047 0.037
Zg 0.038 0.038 0.046 0.036 0.046 0.042 0.039 0.048
(D2)
Zm 0.040 0.045 0.045 0.049 0.044 0.034 0.043 0.045
Zs 0.044 0.048 0.019 0.049 0.042 0.048 0.036 0.025
Zg 0.040 0.043 0.030 0.045 0.041 0.048 0.042 0.041
(D3)
Zm 0.038 0.026 0.048 0.045 0.040 0.036 0.047 0.047
Zs 0.043 0.026 0.050 0.035 0.042 0.036 0.042 0.036
Zg 0.039 0.025 0.042 0.040 0.034 0.040 0.040 0.037
Table 2: Empirical size at 0.1 nominal level for data generated from a multivariate nor-
mal distribution (D1), a multivariate t distribution (D2), and a multivariate log-normal
distribution (D3).
d = 10 d = 100
n = 25 n = 50 n = 100 n = 150 n = 25 n = 50 n = 100 n = 150
(D1)
Zm 0.090 0.086 0.095 0.098 0.094 0.082 0.088 0.095
Zs 0.090 0.085 0.092 0.084 0.094 0.090 0.091 0.084
Zg 0.081 0.087 0.081 0.088 0.085 0.089 0.094 0.100
(D2)
Zm 0.085 0.098 0.060 0.092 0.087 0.076 0.099 0.099
Zs 0.081 0.100 0.083 0.093 0.084 0.099 0.099 0.097
Zg 0.077 0.100 0.078 0.095 0.084 0.094 0.095 0.096
(D3)
Zm 0.084 0.048 0.099 0.093 0.083 0.086 0.090 0.089
Zs 0.088 0.078 0.092 0.088 0.099 0.099 0.085 0.078
Zg 0.079 0.072 0.085 0.091 0.084 0.092 0.088 0.088
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well controlled for all proposed tests even for very small sample sizes under both low and
high dimensions.
4 Performance
In this section, we evaluate the performance of the paired graph-based tests Zm, Zs and
Zg. We compare them with the multivariate paired Hotelling’s T
2 test (HT). Suppose
Xi, Yi ∈ Rd, Xi, · · · , Xn iid∼ FX , Y1, · · · , Yn iid∼ FY . Let νT = (νT1 , νT2 ) and Γ =
(
Γ1 Γ12
Γ12 Γ2
)
. We
consider the following three distributions:
(i) Multivariate normal distribution: (Xi, Yi)
iid∼ N2d(ν,Γ).
(ii) Multivariate t-distribution: (Xi, Yi)
iid∼ multivariate t3 distribution with mean ν and
variance Γ.
(iii) Multivariate log-normal distribution: log(Xi, Yi)
iid∼ N2d(ν,Γ).
Let the number of pairs n be fixed at the moderate size with n = 60. We assess how our
proposed statistics behave when the dimension is comparable to or larger than the number
of pairs by setting the dimension d = 50, 100 and 1000. Taking the 5-MST as the similarity
graph, we consider two scenarios for each d.
(i) d = 50
• Only ν1 differs from ν2 with ‖ν1 − ν2‖2 = 1.3, Γ1 = Γ2 = Id and Γ12 = 0.6Id.
• Parameter ν1 differs from ν2 and Γ1 differs from Γ2 with ‖ν1−ν2‖2 = 1.2, Γ1 = Id,
Γ2 = 1.15Id and Γ12 = 0.6
√
1.15Id.
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(ii) d = 100
• Only ν1 differs from ν2 with ‖ν1 − ν2‖2 = 1.5, Γ1 = Γ2 = Id and Γ12 = 0.6Id.
• Parameter ν1 differs from ν2 and Γ1 differs from Γ2 with ‖ν1−ν2‖2 = 0.8, Γ1 = Id,
Γ2 = 1.1Id and Γ12 = 0.6
√
1.1Id.
(iii) d = 1000
• Only ν1 differs from ν2 with ‖ν1 − ν2‖2 = 2.9, Γ1 = Γ2 = Id and Γ12 = 0.6Id.
• Parameter ν1 differs from ν2 and Γ1 differs from Γ2 with ‖ν1−ν2‖2 = 0.8, Γ1 = Id,
Γ2 = 1.05Id and Γ12 = 0.6
√
1.05Id.
The results under various scenarios are summarized in Table 3. We first look at the
results under moderate-dimensional settings (d = 50). When only ν1 differs from ν2, Zm
and Zg work well for all three distributions with Zm performing best. The paired Hotelling’s
T 2 test has high power for the multivariate normal and multivariate t distributions, but is
not good for the multivariate log-normal distribution. The statistic Zs cannot reject the
null hypothesis for the multivariate normal and multivariate t distributions as it aims for
scale alternatives. For the multivariate log-normal distribution, since even only ν1 6= ν2,
the variance of Xi also differs from that of Yi, we see that Zs exhibits some power. When
ν1 6= ν2 and Γ1 6= Γ2, Zg performs best; Zm and Zs are very effective too. The performance
of paired Hotelling’s T 2 is at the bottom for all three distributions, especially for the
multivariate log-normal distribution.
For results under dimensions d = 100 and d = 1000, the paired Hotelling’s T 2 cannot
be applied as d > n. For the new tests, we see that when only ν1 differs from ν2, their
performance are similar to that under d = 50: For the multivariate normal and multivariate
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Table 3: Estimated power at 0.05 significance level, n = 60. HT denotes the paired
Hotelling’s T 2 test. The largest estimated power under each setting is in bold.
ν1 6= ν2, Γ1 = Γ2 ν1 6= ν2, Γ1 6= Γ2
d 50 100 1000 50 100 1000
‖ν1 − ν2‖2 1.3 1.5 2.9 1.2 0.8 0.8
multivariate normal HT 0.815 - - 0.629 - -
Zm 0.830 0.827 0.950 0.838 0.405 0.520
Zs 0.051 0.058 0.047 0.892 0.870 0.998
Zg 0.667 0.657 0.863 0.943 0.828 0.995
multivariate t HT 0.725 - - 0.599 - -
Zm 0.915 0.893 0.785 0.857 0.269 0.150
Zs 0.039 0.046 0.029 0.694 0.605 0.798
Zg 0.789 0.753 0.607 0.906 0.556 0.654
multivariate log-normal HT 0.418 - - 0.470 - -
Zm 0.679 0.617 0.511 0.877 0.525 0.275
Zs 0.486 0.493 0.628 0.947 0.769 0.693
Zg 0.676 0.632 0.670 0.952 0.732 0.618
t distributions, Zm exhibits higher power than Zg, and Zs has no power as the difference
is only in the mean. All new tests exhibit pretty good performance for the multivariate
log-normal distribution with Zg exhibiting the highest power. When ν1 differs from ν2 and
Γ1 differs from Γ2, Zs and Zg exhibit power higher than Zm.
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5 A real application on Alzheimer’s disease research
In this section, we illustrate the newly developed tests in a research project studying
the Alzheimer’s disease. The data were collected by multiple Alzheimer’s Disease Cen-
ters between September 2005 and December 2018 (see Beekly et al. (2007) for details).
Participants were evaluated on cognitive performance at their initial visits, and latter
approximate annual follow-up visits. The information is recorded in the Uniform Data
Set (UDS), which is a longitudinal, standardized data set maintained by the National
Alzheimers Coordinating Center (NACC) and more information can be found in https:
//www.alz.washington.edu/. The data set consists of about 725 variables obtained from
approximately annual comprehensive evaluations of 39,412 research volunteers as of the
December 2018 data freeze.
In our study, we requested for data containing participants with at least 4 visits. We
are interested in their neuropsychologic performance over time, so we focused on the Neu-
ropsychological Battery Summary Scores in Form C1, which contains 22 neuropsychology
measurement variables. A description of these 22 variables are provided in Appendix B. We
group the participants into three groups according to their first visit: no dementia (Group
I), very mild dementia (Group II), and mild dementia (Group III). We test whether their
neuropsychologic performances in a later year differ from that in their initial visits. In par-
ticular, we perform the following two tests for each group: (i) neuropsychologic measures
in the initial visit versus that after five years; and (ii) neuropsychologic measures in the
initial visit versus that after six years. After removing missing data, the sample sizes of
three groups are summarized in Table 4. We apply the paired Hotelling’s T 2 test (HT) and
the three proposed tests to the data and the results are presented in Table 5.
We first check the results for Group I in testing whether their neuropsychologic mea-
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Table 4: Sample sizes of Group I, Group II and Group III for two tests.
Group I Group II Group III
(i) after five years 1747 539 41
(ii) after six years 1156 298 27
Table 5: Test results. Those p-values less than 0.05 are in bold.
Group I Group II Group III
statistic p-value statistic p-value statistic p-value
(i) after five years HT 27.09 <1e-4 11.83 <1e-4 1.44 0.2121
Zm 6.31 <1e-4 6.08 <1e-4 2.54 0.0056
Zs 0.04 0.9658 0.96 0.3386 1.07 0.2834
Zg 39.78 <1e-4 37.93 <1e-4 7.60 0.0224
(ii) after six years HT 24.52 <1e-4 7.93 <1e-4 2.52 0.1545
Zm 6.72 <1e-4 4.54 <1e-4 1.32 0.0927
Zs 1.21 0.2272 0.86 0.3921 2.00 0.0459
Zg 46.64 <1e-4 21.32 <1e-4 5.74 0.0567
sures in five years differ from that in their initial visit (test (i)). We see that the paired
Hotelling’s T 2 test, Zm and Zg all reject the null hypothesis with extremely small p-value
while Zs cannot reject the null hypothesis. Thus, it is clear that the main difference in
the neuropsychologic measures between the two visits (the initial visit versus the visit in
five years) are in the mean and the paired Hotelling’s T 2 test, Zm and Zg all can capture
the difference, while Zs cannot due to the design of the test. Similarly, we would reject
the null hypothesis for test (ii) for Group I and for both tests for Group II, and the main
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differences are all in the mean.
For Group III, as the sample sizes for both tests are relatively small, the power of all
tests decreases. For test (i), we see that the paired Hotelling’s T 2 test cannot reject the null
hypothesis while Zm rejects the null hypothesis with a very small p-value. Since both tests
focus on testing the mean difference, we check the data in more details. In particular, we
perform the paired t-test to each of the 22 neuropsychologic measurement variables. It turns
out that the paired t-test has p-value less than 0.05 for 11 out of these 22 variables and the
smallest p-value is 0.001 (details in Appendix B). Then, by Bonferroni correction, the paired
t-test would reject the null hypothesis at 0.05 significance level (0.55/22 = 0.002 > 0.001),
supporting the result from Zm.
For Group III, test (ii), the sample size is even smaller, and Zs barely rejects the null
hypothesis at 0.05 significance level. Hence, there is some evidence that the neuropsycho-
logic measures in six years differ from that in their initial visit for Group III, while more
observations are needed to make a confident conclusion.
6 Conclusion
Paired data arise naturally in a variety of applications. In many contemporary datasets,
the number of measurements is often comparable to or even larger than the number of
pairs. We propose new non-parametric tests for paired data upon a graph-based two-
sample testing framework. Since all existing graph-based tests are inapplicable for paired
data due to the dependent paired observations, we propose to use the paired-comparison
permutation null distribution and develop three statistics Zm, Zs and Zg inspired by the
existing graph-based tests. The statistics Zm and Zs are effective for the location and scale
22
alternatives, respectively. The statistic Zg works for broader situations and it performs well
under location and/or scale alternatives. Under the paired-comparison permutation null,
the asymptotic distributions of the three statistics are also derived. The approximate p-
values based on the asymptotic results are reasonably accurate to the permutation p-values
under finite samples, making these tests fast applicable in practice.
As one advantage inherited from the graph-based tests, the proposed tests can also be
applied to multi-type complex data, such as non-Euclidean data, as long as a reasonable
distance can be defined over the observations.
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A Proof of Theorem 4
Proof. The proof of Theorem 4 relies on Stein’s method. Consider sums of the form W =∑
i∈J ξi, where J is an index set and ξi are random variables with E(ξi) = 0, and E(W 2) =
1. The following assumption restricts the dependence between {ξi : i ∈ J }.
Assumption 1. [Chen and Shao (2005), p. 17] For each i ∈ J there exists Si ⊂ Ti ⊂ J
such that ξi is independent of ξSci and ξSi is independent of ξT ci .
We will use the following theorem.
Theorem 6. [Chen and Shao (2005), Theorem 3.4] Under Assumption 1, we have
sup
h∈Lip(1)
|Eh(W )− Eh(Z0)| ≤ δ
where Lip(1) = {h : R→ R, ‖ h′ ‖≤ 1}, Z0 has N (0, 1) distribution and
δ = 2
∑
i∈J
(E|ξiηiθi|+ |E(ξiηi)|E|θi|) +
∑
i∈J
E|ξiη2i |
with ηi =
∑
j∈Si ξj and θi =
∑
j∈Ti ξj, where Si and Ti are defined in Assumption 1.
Let E(R1) = E(R2) , µ, Var(R1) = Var(R2) , σ2, Cov(R1, R2) , σ12,
W1 =
R1 − µ
σ
and W2 =
R2 − µ
σ
.
Under the conditions of Theorem 4, as N →∞, we can prove the following results:
(1) (W1,W2) follows a bivariate Gaussian distribution,
(2) | limN→∞ corr(W1,W2)| < 1.
To prove (1), by Crame´r-Wold device, we only need to show that W = a1W1 + a2W2 is
asymptotically Gaussian distributed for any combination of a1, a2 such that Var(W ) > 0.
26
We first define more notations. For any edge e = (u, v) of G1, i.e. uv ∈ J = {uv : u <
v, (u, v) ∈ G1}, let
R(1)uv = I(gu = gv = 1), d
(1)
uv = E(R
(1)
uv ) =
1
4
, ξ(1)uv =
R
(1)
uv − d(1)uv
σ
,
R(2)uv = I(gu = gv = 2), d
(2)
uv = E(R
(2)
uv ) =
1
4
, ξ(2)uv =
R
(2)
uv − d(2)uv
σ
.
Thus,
W1 =
∑
uv∈J
ξ(1)uv , W2 =
∑
uv∈J
ξ(2)uv ,
W = a1W1 + a2W2 =
∑
uv∈J
(a1ξ
(1)
uv + a2ξ
(2)
uv ) ,
∑
uv∈J
ξuv,
where ξuv = a1ξ
(1)
uv + a2ξ
(2)
uv .
We introduce following index sets to satisfy Assumption 1. For uv ∈ J , let
Suv
.
= Ae = {(i, j) ∈ G1 : i ∈ {u, u∗, v, v∗} or j ∈ {u, u∗, v, v∗}},
Tuv
.
= Be = ∪e˜∈AeAe˜.
Let a = max{|a1|, |a2|}. Since R(1)uv ∈ {0, 1} and d(1)uv = 14 , we have |ξ(1)uv | ≤ 34σ . Similarly,
|ξ(2)uv | ≤ 34σ and we have |ξuv| ≤ 3a2σ .
Hence, ∑
j∈Suv
|ξj| ≤ 3a
2σ
|Ae| and
∑
j∈Tuv
|ξj| ≤ 3a
2σ
|Be|,
where e = (u, v). For i = uv ∈ J , the terms E|ξiηiθi|, |E(ξiηi)|E|θi| and E|ξiη2i | are all
bounded by
27a3
8σ3
|Ae||Be|.
27
So we have suph∈Lip(1) |Eh(W˜ )− Eh(Z0)| ≤ δ with W˜ = W√Var(W ) , Z0 ∼ N (0, 1), and
δ =
1√
Var3(W )
{
2
∑
i∈J
(E|ξiηiθi|+ |E(ξiηi)|E|θi|) +
∑
i∈J
E|ξiη2i |
}
≤ 27a
3
σ3
√
Var3(W )
∑
e∈G1
|Ae||Be|.
Since 27a3/
√
Var3(W ) is of constant order and σ = O(N0.5α), when
∑
e∈G1 |Ae||Be| =
o(N1.5α), we have δ → 0 as N →∞.
Then we prove (2). We have
lim
N→∞
corr(W1,W2) = lim
N→∞
σ12
σ2
= lim
N→∞
σ12√
σ212 + 4ab
,
where
a =
1
16
∑
(i,j)∈G1
{1 + I(i∗ ∈ G1,j∗)− I(i ∈ G1,j∗)− I(j ∈ G1,i∗)} = 1
16
(|G1|+ 2C1 − 2C2)
and
b =
1
16
n∑
i=1
(|G1,i| − |G1,i∗|)2.
Since a = O(Nα) and b = O(Nα), we obtain | limN→∞ corr(W1,W2)| < 1.
B More details of the real application
Table 6 lists the neuropsychology measure variables in the real application of the Alzheimer’s
disease. Table 7 lists the p-values of applying the paired t-test to each of the variables sep-
arately for Group III, test (i).
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Table 6: A description of neuropsychology measure variables.
Variable Description
MMSEORDA Orientation subscale score — Time
MMSEORLO Orientation subscale score — Place
PENTAGON Intersecting pentagon subscale score
NACCMMSE Total MMSE score
LOGIMEM Total number of story units recalled from this current test administration
MEMUNITS Logical Memory IIA — Delayed — Total number of story units recalled
MEMTIME Logical Memory IIA — Delayed — Time elapsed since Logical Memory
IA — Immediate
DIGIF Digit span forward trials correct
DIGIFLEN Digit span forward length
DIGIB Digit span backward trials correct
DIGIBLEN Digit span backward length
ANIMALS Total number of animals named in 60 seconds
VEG Total number of vegetables named in 60 seconds
TRAILA Trail Making Test Part A — Total number of seconds to complete
TRAILARR Part A — Number of commission errors
TRAILALI Part A — Number of correct lines
TRAILB Trail Making Test Part B — Total number of seconds to complete
TRAILBRR Part B — Number of commission errors
TRAILBLI Part B — Number of correct lines
WAIS WAIS-R Digit Symbol
BOSTON Boston Naming Test (30) — Total score
COGSTAT Per clinician, based on the neuropsychological examination, the subject’s
cognitive status is deemed
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Table 7: The p-values of applying the paired t-test to each of the variables separately for
Group III, test (i).
Variable p-value
MMSEORDA 0.068
MMSEORLO 0.173
PENTAGON 0.534
NACCMMSE 0.022
LOGIMEM 0.303
MEMUNITS 0.315
MEMTIME 0.740
DIGIF 0.024
DIGIFLEN 0.014
DIGIB 0.027
DIGIBLEN 0.031
ANIMALS 0.090
VEG 0.039
TRAILA 0.041
TRAILARR 0.071
TRAILALI 0.418
TRAILB 0.005
TRAILBRR 0.227
TRAILBLI 0.013
WAIS 0.001
BOSTON 0.005
COGSTAT 0.643
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