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Abstract. Let Ω be a homogeneous cone on which a split solvable Lie group H
acts linearly and simply transitively. We describe the closure relation between H -orbits
in the closure Ω of the cone Ω , and discuss related results in connection with the Riesz
distributions on Ω .
1. Introduction
In studying the wave equation, M. Riesz [12] considered a family of tempered distri-
butions Tα ∈ S ′(Rn) (α ∈ C) obtained by the analytic continuation with respect to the
parameter α of the function
21−απ(2−n)/2Γ
(α
2
)−1
Γ
(α − n + 2
2
)−1
(x21 − x22 − · · · − x2n)(α−n)/2
on the Lorentz cone. For a positive integer m, the distribution T2m is a fundamental solution
of the differential operator
(
∂2
∂x21
− ∂2
∂x22
− · · · − ∂2
∂x2n
)m
, and the validity of the Huygens prin-
ciple of the operator depends on the nature of the support of T2m. Gindikin [2] developed
Riesz’s idea in full generality in the theory of homogeneous cones. Let Ω be a homoge-
neous cone on which a split solvable Lie group H acts linearly and simply transitively. The
Riesz distribution Rs on Ω is defined by the analytic continuation with respect to the pa-
rameter s = (s1, . . . , sr ) ∈ Cr of the complex measure ΓΩ(s)−1f s11 f s22 · · ·f srr dμΩ , where
fk (k = 1, . . . , r) is a certain H -relatively invariant rational function, μΩ an H -relatively
invariant measure on Ω , and ΓΩ(s) an appropriate gamma factor. Then Rm with a special
value m ∈ Zr is the fundamental solution of a differential operator F( ∂
∂x
), where F is an
H -relatively invariant polynomial associated to the dual cone of Ω ([2, 4, 9]). The descrip-
tion of the support of the distributions Rs is of fundamental importance, and it is still an
open problem. When Rs is a positive measure, it plays significant roles in representation
theory ([3, 7, 14]) and statistics ([5, 6]). The parameter set Ξ := { s ∈ Cr ; Rs is positive
}
is determined first by Gindikin [3] (see also [1, Theorem VII.3.2] and [13]), while the sup-
port of each Rs (s ∈ Ξ) is given by [8, Theorem B]. Indeed, all positive Rs are described
explicitly in [8], related to the H -orbit structure of the closure Ω .
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In this paper, we discuss geometric structures of the H -orbits in Ω . Our main theorem
is a simple criterion for the closure relation O1 ⊂ O2 between H -orbits O1, O2 ⊂ Ω . The
result is closely related to the study of Riesz distributions Rs . We can deduce a part of the
main theorem from observation of the support of Rs . And we expect to utilize the theorem
in future research on the distributions Rs .
Let us explain the present work in more detail. Let Ω be an open convex cone con-
taining no line in a real vector space V . We assume that the cone Ω is homogeneous, that
is, the linear automorphism group GL(Ω) := { g ∈ GL(V ) ; gΩ = Ω } acts on Ω transi-
tively. Let H be a maximal connected split solvable Lie subgroup of GL(Ω). Such H is
unique up to inner automorphisms of GL(Ω), and H acts on Ω simply transitively ([16]).
Moreover, if a Lie group G ⊂ GL(Ω) acts on Ω transitively and its Lie algebra Lie(G) is
algebraic, then there exists g0 ∈ G for which g0H g−10 ⊂ G. In this case, a G-orbit in V is
a union of g0-images of H -orbits. This observation tells us the significance of investigation
of the H -action in the theory of homogeneous cones.
Let h be the Lie algebra of H . Then the solvable Lie algebra V  h admits a normal
j -algebra structure ([8]), and one can make use of its root space decomposition due to
Piatetskii-Shapiro [11]. As a result, there exist a commutative Cartan subalgebra a of V h
and linear forms αk : a → R (k = 1, . . . , r, r := dim a) for which
h = a ⊕
∑⊕
1≤k<l≤r
h(αl−αk)/2 ,(1.1)
V =
r∑⊕
k=1
Vαk ⊕
∑⊕
1≤k<l≤r
V(αl+αk)/2 ,(1.2)
where
hα := {T ∈ h ; [C, T ] = α(C)T (∀C ∈ a) } ,
Vα := { x ∈ V ; Cx = α(C)x (∀C ∈ a) }
for a linear form α ∈ a∗. We have dim Vαk = 1 for k = 1, . . . r , while some nlk :=
dim V(αl+αk)/2 (1 ≤ k < l ≤ r) may be zero. We can take Ek ∈ Vαk (k = 1, . . . , r) so that∑r
k=1 Ek belongs to Ω . For ε = (ε1, . . . , εr ) ∈ {0, 1}r , let Eε be the element
∑r
k=1 εkEk
of V , and Oε ⊂ V the H -orbit through Eε . In particular, the cone Ω itself equals the
H -orbit O(1,...,1). By [8, Theorem 3.5], the H -orbit decomposition of the closure of Ω is
given by Ω = ⊔ε∈{0,1}r Oε . For ε ∈ {0, 1}r , we define σ(ε) = (σ1(ε), . . . , σr (ε)) ∈ Zr by
σk(ε) := ∑ki=1 εinki (k = 1, . . . , r), where we put nkk := dim Vαk = 1 for k = 1, . . . , r .
Now we state our result.
MAIN THEOREM . For ε1, ε2 ∈ {0, 1}r , one has Oε1 ⊂ Oε2 if and only if σk(ε1) ≤
σk(ε
2) for all k = 1, . . . , r .
In order to study the H -orbits in Ω , we may assume that the cone Ω ⊂ V and the
group H are realized as the set of matrices with specific block decompositions owing to
the results in [10] about the symplectic representation of the normal j -algebra V  h.
In section 2, we explain the detail of the matrix realization of a homogeneous cone, and
present some results about geometry of H -orbits (Propositions 3 and 4). Main Theorem
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is proved in section 3 by rather elementary argument of linear algebra. In section 4, after
brief review of results about Riesz distributions, we obtain a refinement of the ‘if’ part of
Main Theorem (Theorem 9 (ii)) by observing the support of positive Riesz distributions.
We emphasize that the meaning of the integers σk(ε) becomes clearer when it is related to
the theory of Riesz distributions. As a biproduct, we obtain the path-connectedness of the
parameter set Ξ (Theorem 10).
The author would like to thank Professor Simon Gindikin and Professor Piotr Graczyk
for their interests to the present work. He is also grateful to the referee for helpful comments
and suggestions for the improvement of the paper.
2. Matrix realization of a homogeneous cone
In studying a homogeneous cone, we may discuss only the cone ΩV constructed in a
specific way explained below without loss of generality because every homogeneous cone
is shown to be linearly isomorphic to such a cone ([10, Theorem D]). In what follows, we
denote by Mat(p, q;R) the vector space of p × q real matrices, by Mat(p,R) the space
Mat(p, p;R), and by Sym(p,R) the vector space of p × p real symmetric matrices. The
transpose of a matrix A is denoted by tA. Let us take a partition N = ν1+ν2+· · ·+νr (νk >
0, k = 1, . . . , r) of a positive integer N , and V = {Vlk}1≤k≤l≤r a system of vector spaces
Vlk ⊂ Mat(νl, νk;R) satisfying
(V1) A ∈ Vlk, B ∈ Vki ⇒ AB ∈ Vli (1 ≤ i ≤ k ≤ l ≤ r),
(V2) A ∈ Vli, B ∈ Vki ⇒ A tB ∈ Vlk (1 ≤ i ≤ k ≤ l ≤ r),
(V3) A ∈ Vlk ⇒ A tA ∈ RIνl (1 ≤ k ≤ l ≤ r),(V4) Vll = RIνl (l = 1, . . . , r).
Let ZV be the vector space consisting of symmetric matrices X ∈ Sym(N,R) of the form
X =
⎛
⎜⎜⎜⎝
X11 tX21 · · · tXr1
X21 X22 tXr2
...
. . .
Xr1 Xr2 · · · Xrr
⎞
⎟⎟⎟⎠ (Xlk ∈ Vlk, 1 ≤ k ≤ l ≤ r) ,
and ΩV ⊂ ZV the subset {X ∈ ZV ; X is positive definite }. Then ΩV is an open convex
cone in the vector space ZV . Let hV be the vector space of lower triangular matrices
T ∈ Mat(N,R) of the form
T =
⎛
⎜⎜⎜⎝
T11
T21 T22
...
. . .
Tr1 Tr2 · · · Trr
⎞
⎟⎟⎟⎠ (Tlk ∈ Vlk, 1 ≤ k ≤ l ≤ r) .
Then hV is an R-subalgebra of the matrix algebra Mat(N,R) by (V1). Diagonal com-
ponents Tkk (k = 1, . . . , r) of T ∈ hV are scalar matrices by (V4), that is, we have
Tkk = tkkIνk with tkk ∈ R. Regarding hV as a real Lie algebra, we denote by HV the Lie
group exp hV ⊂ GL(N,R). Then we have
HV = { T ∈ hV ; tkk > 0 (k = 1, . . . , r) } ⊂ hV .
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If T ∈ HV and X ∈ ZV , then ρ(T )X:=TX tT belongs to ZV thanks to (V1)–(V4).
Moreover ρ(HV ) acts on the cone ΩV ⊂ ZV simply transitively (see [10, Proposition
3.2]). Namely, ΩV is a homogeneous cone. For instance, if νk = 1 (k = 1, . . . , r) and
Vlk = R (1 ≤ k ≤ l ≤ r), then we have ZV = Sym(r,R), and ΩV is the cone Sym+(r,R)
of positive definite symmetric matrices. See [5, p. 331] for other examples of the homoge-
neous cone ΩV .
Let a be the subspace of h consisting of diagonal matrices, that is,
a :=
⎧
⎪⎪⎪⎨
⎪⎪⎪⎩
C =
⎛
⎜⎜⎜⎝
c1Iν1
c2Iν2
. . .
cr Iνr
⎞
⎟⎟⎟⎠ ; c1, c2, . . . , cr ∈ R
⎫
⎪⎪⎪⎬
⎪⎪⎪⎭
,
and αk ∈ a∗ (k = 1, . . . , r) the linear form given by αk(C) := 2ck (C ∈ a). Then
the root space decompositions (1.1) and (1.2) coincide with the block decompositions of
hV and ZV respectively, where h(αl−αk)/2 and V(αl+αk)/2 naturally correspond to Vlk for
1 ≤ k < l ≤ r .
For ε ∈ {0, 1}r , let Eε be the element of ZV given by
Eε :=
⎛
⎜⎝
ε1Iν1
. . .
εrIνr
⎞
⎟⎠ ,
and Oε the HV -orbit ρ(HV)Eε ⊂ ZV through Eε . In particular, if we write 0 and 1 for
(0, . . . , 0) and (1, . . . , 1) respectively, then O0 is the origin {0}, and O1 = ρ(HV )IN equals
the cone ΩV .
THEOREM 1 ([8, Theorem 3.5]). The HV -orbit decomposition of the closure ΩV of
the homogeneous cone ΩV is given by
ΩV =
⊔
ε∈{0,1}r
Oε .
We denote by Hε the stabilizer subgroup
{
T ∈ HV ; ρ(T )Eε = Eε
}
of HV at Eε .
Then we see easily that Hε equals{
T ∈ HV ; if εk = 1, then Tkk = Iνk and Tlk = 0 (l > k)
}
.
Let H(Oε) be the group H1−ε , that is,
H(Oε) :=
{
T ∈ HV ; if εk = 0, then Tkk = Iνk and Tlk = 0 (l > k)
}
.
Then the Lie algebra of H(Oε) is
(2.1)
h(Oε):= {T ∈ h ; if εk = 0, then Tlk = 0 (l ≥ k) }
= { T ∈ h ; TEε = T
}
.
We set
h+(Oε) :=
{
T ∈ h(Oε) ; if εk = 1, then tkk > 0
} ⊂ h(Oε) ,
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so that we have a bijection
h+(Oε)  T ∼→ E1−ε + T ∈ H(Oε) .
Though the following results are shown in [5] and [8], we give the proofs here for reader’s
convenience.
LEMMA 2. (i) One has a diffeomorphism h+(Oε)  T → T tT ∈ Oε .
(ii) The group H(Oε) acts on Oε simply transitively.
(iii) The closure of the orbit Oε is described as
Oε =
{
T tT ; T ∈ h(Oε)
}
.
Proof. Let X be an element of the HV -orbit of Oε. Then there exists T˜ ∈ HV for
which X = ρ(T˜ )Eε. Put T := T˜ Eε ∈ h+(Oε). We observe
X = T˜ Eε tT˜ = (T˜ Eε) t(T˜ Eε) = T tT
= (E1−ε + T )Eε t(E1−ε + T ) = ρ(E1−ε + T )Eε .
Since E1−ε + T ∈ H(Oε), the orbit map H(Oε)  T 0 → ρ(T 0)Eε ∈ Oε is surjective,
while it is injective because H(Oε) ∩ Hε = {IN }. Therefore (i) and (ii) hold. Let us prove
(iii). We consider the quadratic map
qε : h(Oε)  T → T tT ∈ ZV .
It follows from (i) that the image qε(h(Oε)) is contained in Oε. Thus it is sufficient to
show that qε(h(Oε)) is a closed set in ZV . In general, for a real vector space W , we denote
by P(W) the projective space (W⊕R \ {(0, 0)})/R×, and by ιW the projective imbedding
ιW : W  w → [w, 1] ∈ P(W). We extend the map qε : h(Oε) → ZV to the continuous
map q˜ε : P(h(Oε))  [T , c] → [T tT , c2] ∈ P(ZV ), noting that T tT = 0 if T = 0. The
image q˜ε(P(h(Oε))) is compact, so that the set qε(h(Oε)) = ι−1ZV (q˜ε(P(h(Oε)))) is closed
in ZV . 
We see from Lemma 2 (i) that the HV -orbit Oε is homeomorphic to a vector space.
Furthermore, we deduce the following.
PROPOSITION 3 ([8, Proposition 3.6]). Let ε and ε′ be elements of {0, 1}r for which
ε + ε′ ∈ {0, 1}r . Then one has a bijection
Oε × Oε′  (X,X′) → X + X′ ∈ Oε+ε′ .
Proof. Clearly the map
h+(Oε) × h+(Oε′)  (T , T ′) → T + T ′ ∈ h+(Oε+ε′)
is bijective, and we have (T + T ′) t(T + T ′) = T tT + T ′ tT ′. These observations together
with Lemma 2 (i) imply the statement. 
Let C ⊂ Rn be a closed convex cone. For x ∈ C, we say that the half line R+x =
{λx ; λ > 0 } is an extremal ray of C if x = x ′ + x ′′ with x ′, x ′′ ∈ C implies x ′, x ′′ ∈ R+x.
We denote by Ex(C) the set of x ∈ C for which R+x is an extremal ray of C.
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PROPOSITION 4. Let δ(k) ∈ {0, 1}r be the element of {0, 1}r whose k-th component
is 1 and other components are 0. Then one has
Ex(ΩV ) =
r⊔
k=1
Oδ(k) .
Proof. If X ∈ Oε with ε = δ(k) for k = 1, . . . , r , then R+X is not an extremal
ray because of Proposition 3. Thus it is sufficient to show that R+Eδ(k) is an extremal
ray for k = 1, . . . , r . Suppose Eδ(k) = X′ + X′′ with X′,X′′ ∈ ΩV . By (V4), we have
X′ii = x ′iiIνi and X′′ii = x ′′iiIνi with x ′ii , x ′′ii ∈ R for i = 1, . . . , r . Since X′ and X′′ are
positive semi-definite, we have x ′ii ≥ 0 and x ′′ii ≥ 0. On the other hand, if i = k, we have
x ′ii + x ′′ii = 0. Thus X′ii = X′′ii = 0, which together with the positive semi-definiteness
of X′ and X′′ implies that the off-diagonal (l, i)-components X′li and X′′li equal 0 also for
1 ≤ i < l ≤ r . Therefore X′ and X′′ belong to R+Eδ(k), which completes the proof. 
3. Main result
We put nlk := dim Vlk (1 ≤ k ≤ l ≤ r). For ε ∈ {0, 1}r , define σ(ε) = (σ1(ε), . . . ,
σr (ε)) ∈ Zr by
(3.1) σk(ε) :=
k∑
i=1
εinki (k = 1, . . . , r) .
THEOREM 5. For ε1, ε2 ∈ {0, 1}r , one has Oε1 ⊂ Oε2 if and only if σk(ε1) ≤
σ2(ε2) for all k = 1, . . . , r .
Proof. The key idea of the proof is to introduce the vector space rk(ε) (1 ≤ k ≤ r, ε ∈
{0, 1}r) below whose dimension is equal to σk(ε). For T ∈ h and k = 1, . . . , r , we set
Rk(T ) :=
(
Tk1 Tk2 · · · Tkk
) ∈ Mat(νk, ν1 + ν2 + · · · + νk;R) .
Namely, Rk(T ) is the r-th block raw of the triangular matrix T . Put
rk(ε) :=
{
Rk(T ) ; T ∈ h(Oε)
} ⊂ Mat(νk, ν1 + ν2 + · · · + νk;R) .
Then we have dim rk(ε) = σk(ε). Similarly, we define
Rˇk(T ) :=
(
Tk1 Tk2 · · · Tk,k−1
) ∈ Mat(νk, ν1 + ν2 + · · · + νk−1;R)
for k = 2, . . . , r and T ∈ h, and
rˇk(ε) :=
{
Rˇk(T ) ; T ∈ h(Oε)
}
⊂ Mat(νk, ν1 + ν2 + · · · + νk−1;R) .
Clearly, we have
(3.2) dim rˇk(ε) = σk(ε) − εk .
Let us show the ‘only if’ part of the statement. Assume that Oε1 ⊂ Oε2 . Since
Eε1 ∈ Oε2 , we can find T˜ ∈ h(Oε2) for which Eε1 = T˜ tT˜ because of Lemma 2 (iii).
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Keeping (2.1) in mind, we have a linear map
φ : h(Oε1)  T → T T˜ ∈ h(Oε2) .
We observe that φ is injective. Indeed, if φ(T ) = 0 for some T ∈ h(Oε1), then
0 = (T T˜ ) t(T T˜ ) = TEε1 tT = T tT ,
so that T = 0. Let T˜ [k] (k = 1, . . . , r) be the submatrix of T˜ defined by
T˜ [k] :=
⎛
⎜⎝
T˜11
...
. . .
T˜k1 · · · T˜kk
⎞
⎟⎠ ∈ Mat(ν1 + · · · + νk;R) .
Let us consider a linear map
φk : rk(ε1)  Rk(T ) → Rk(T )T˜ [k] = Rk(T T˜ ) ∈ rk(ε2) (T ∈ h(Oε1)) .
In a similar way to the case for φ, we see that φk is injective. Therefore we obtain
dim rk(ε1) ≤ dim rk(ε2), which means that σk(ε1) ≤ σk(ε2).
Next we show the ‘if’ part. Assume that σk(ε1) ≤ σk(ε2) for k = 1, . . . , r . In order
to show Oε1 ⊂ Oε2 , it is sufficient to find T˜ ∈ h(Oε2) for which Eε1 = T˜ tT˜ thanks
to Lemma 2 (iii). Since Eε1 = (Eε1 T˜ ) t(Eε1 T˜ ) and Eε1 T˜ ∈ h(Oε2) for such T˜ , we can
assume further that the matrix T˜ satisfies T˜ = Eε1 T˜ without loss of generality. We shall
get T˜ by determining T˜ [k] recursively for k = 1, . . . , r so that
T˜ [k] tT˜ [k] =
⎛
⎜⎝
ε11Iν1
. . .
ε1kIνk
⎞
⎟⎠ =: E[k]
ε1
,(3.3)
T˜ [k]E[k]
ε2
= T˜ [k] ,(3.4)
and
(3.5) E[k]
ε1
T˜ [k] = T˜ [k] .
Since ε11 = σ1(ε1) ≤ σ1(ε2) = ε21, we set T˜ [1] := ε11Iν1 which satisfies (3.3), (3.4) and
(3.5) with k = 1. Assume that T˜ [k−1] (2 ≤ k ≤ r) is determined. If ε1k ≤ ε2k , then we set
T˜ [k] :=
(
T˜ [k−1]
0 ε1kIνk
)
for the required properties. Let us consider the case ε1k = 1 and ε2k = 0. By (3.2), we have
dim rˇk(ε1) = σk(ε1) − 1 < σk(ε2) = dim rˇk(ε2). Thus the linear map
ψk : rˇk(ε1)  Rˇk(T ) → Rˇk(T )T˜ [k−1] ∈ rˇk(ε2) (T ∈ h(Oε1)) .
is not surjective. We take a non-zero element Y˜ of the orthogonal complement (Image ψk)⊥
⊂ rˇk(ε2) with respect to the inner product defined by (Y1|Y2) := tr (Y1 tY2) (Y1, Y2 ∈
rˇk(ε
2)). Then we have
(3.6) 0 = (Y˜ |ψk(Y )) = tr (Y˜ tT˜ [k−1] tY )
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for any Y ∈ rˇk(ε1). Since Y˜ tY˜ ∈ RIνk by (V3), we can normalize Y˜ so that
Y˜ tY˜ = Iνk .
On the other hand, we see from (V2) that Y˜ tT˜ [k−1] belongs to the space rˇk = rˇk(1, . . . , 1),
while we obtain Y˜ tT˜ [k−1]E[k−1]ε = Y˜ tT˜ [k−1] by (3.5). Thus Y˜ tT˜ [k−1] ∈ rˇk(ε1). Therefore,
putting Y = Y˜ tT˜ [k−1] in (3.6), we have Y˜ tT˜ [k−1] = 0. We set
T˜ [k] :=
(
T˜ [k−1]
Y˜ 0
)
,
so that (3.3), (3.4) and (3.5) are satisfied. In this way, we obtain T˜ = T˜ [r] ∈ h(Oε2) for
which T˜ tT˜ = Eε1 . 
4. Riesz distribution
In this section, we investigate the HV -orbits in ΩV in connection with the theory of
Riesz distributions, so that a refinement of the ‘if’ part of Theorem 5 is obtained (Theorem 9
(ii)). Let us recall the definition of Riesz distributions on the homogeneous cone ΩV ⊂ ZV
and their basic properties. See [5] and [8] for the details. For s = (s1, . . . , sr ) ∈ Cr ,
let χs : HV → C× be the one-dimensional representation of HV given by χs(T ) :=∏r
k=1 t
2sk
kk (T ∈ HV). Define Δs : ΩV → C by Δs(X) := χs(T ) (X = T tT ∈ ΩV , T ∈
HV ). Then Δs is an HV -relatively invariant function on the cone ΩV . Moreover, Δs
can be expressed as a product of powers of minors as follows. For p = 1, . . . , N and
S ∈ Sym(N,R), we denote by det[p] S the principal minor det(Sαβ)1≤α≤p, 1≤β≤p of degree
p. Put f1 := det[1] and
fk := det
[ν1+···+νk−1+1]
det[ν1+···+νk−1]
(k = 2, . . . , r) .
Then we have Δs = ∏rk=1 f skk .
Keeping (V3) in mind, we define an inner product on each Vlk (1 ≤ k ≤ l ≤ r) by
(A|B) := (tr A tB)/νl (A,B ∈ Vlk), so that
Xlk
tXlk = (Xlk|Xlk)Iνl (Xlk ∈ Vlk) .
We denote by dX the Lebesgue measure
∏
1≤k≤l≤r dXlk on ZV normalized by the in-
ner product. We define also d := (d1, . . . , dr) ∈ Zr/2 by dk := 1 + (∑i<k nki +∑
l>k nlk)/2 for k = 1, . . . , r . Let μV be a measure on the cone ΩV given by dμV (X) :=
Δ−d(X)dX (X ∈ ΩV ). Then μV is invariant under the action of HV . For X ∈ Z , we
denote by xkk (k = 1, . . . , r) the real number for which Xkk = xkkIνk . It is shown in [2,
Theorem 2.1] that the integral
ΓV(s) :=
∫
ΩV
e−
∑r
k=1 xkkΔs(X) dμV (X)
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converges if and only if 2sk > pk := ∑i<k nki for k = 1, . . . , r , and in this case
ΓV (s) = π(n−r)/2
r∏
k=1
Γ
(
sk − pk2
)
,
where n := dimZV =
∑
1≤k≤l≤r nlk . Moreover, Rs := ΓV (s)−1Δs dμV defines a com-
plex Radon measure on ZV when ΓV (s) converges, and admits the analytic continuation to
whole s ∈ Cr as a tempered distribution.
For ε ∈ {0, 1}r , we define pk(ε) := ∑i<k εinki (k = 1, . . . , r),
Ξ(ε) := { s ∈ Rr ; sk = pk(ε)/2 (if εk = 0) , sk > pk(ε)/2 (if εk = 1)
}
,
and Ξ := ⊔ε∈{0,1}r Ξ(ε).
THEOREM 6 ([8, Theorem B]). The Riesz distribution Rs is positive if and only if
s ∈ Ξ . Moreover, if s ∈ Ξ(ε), then Rs is a measure on the HV -orbit Oε .
Using the diffeomorphism qε : h+(Oε)  T → T tT ∈ Oε in Lemma 2 as a coordi-
nate map of Oε, we can describe the measure Rs on Oε for s ∈ Ξ(ε) as follows.
PROPOSITION 7 ([5, Proposition 3.10]). If s ∈ Ξ(ε), one has
dRs(X) =
∏
εk=1
{
2(tkk)2sk−pk(ε)−1 dtkk
Γ (sk − pk(ε)2 )
·
∏
l>k
dTlk
πnlk/2
}
,
where X = T tT ∈ Oε with T ∈ h+(Oε).
We have a concise algorithm to know whether s belongs to Ξ for a given s ∈ Rr .
PROPOSITION 8 ([8, Proposition 6.1]). For s ∈ Rr , define uik ∈ R (1 ≤ i ≤ k ≤
r) by u1k := sk (k = 1, . . . , r) and
uik :=
{
ui−1k − nki/2 (if ui−1i−1 > 0) ,
ui−1k (if ui−1i−1 ≤ 0)
for 2 ≤ i ≤ k ≤ r . Then s ∈ Ξ if and only if ukk ≥ 0 for all k = 1, . . . , r . In this case,
putting
εk :=
{
1 (if ukk > 0) ,
0 (if ukk = 0)
for k = 1, . . . , r , one has s ∈ Ξ(ε).
Let us recall the parameter σ(ε) = (σ1(ε), . . . , σr (ε)) ∈ Zr defined by (3.1). We
note that σ(ε)/2 (ε ∈ {0, 1}r) belongs to Ξ(ε). Indeed, Proposition 7 tells us that Rσ(ε)/2
equals the image of the Lebesgue measure
∏
εk=1
∏
l>k dtkkdTlk on h
+(Oε) via the map
qε : h+(Oε) → Oε up to a positive constant multiple.
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THEOREM 9. Let ε1 and ε2 be elements of {0, 1}r such that σk(ε1) ≤ σk(ε2) for all
k = 1, . . . , r . For j = 1, . . . , r and t ∈ [0, 1], define s(j, t) ∈ Rr by
sk(j, t) :=
⎧
⎪⎨
⎪⎩
σk(ε
1) (k < j) ,
tσk(ε
1) + (1 − t)σk(ε2) (k = j) ,
σk(ε
2) (k > j) .
(i) For j = 1, . . . , r , there exists ε(j) ∈ {0, 1}r such that s(j, t)/2 ∈ Ξ(ε(j)) for all
t ∈ [0, 1).
(ii) One has Oε1 ⊂ Oε(r) ⊂ · · ·Oε(2) ⊂ Oε(1) = Oε2 .
Proof. We show the assertion (i) by induction on j . Let us consider the case j = 1. By
the assumption, we have ε11 = σ1(ε1) ≤ σ1(ε2) = ε21. If ε11 = ε21, then s(1, t) = σ(ε2)
for t ∈ [0, 1], so that the claim holds with ε(1) = ε2. For the case ε11 = 0 and ε21 = 1,
we have s1(1, t) = 1 − t > 0 for t ∈ [0, 1) and sk(1, t) = σk(ε2) (k = 2, . . . , r). Thus
s(1, t)/2 ∈ Ξ(ε(1)) with ε(1) = ε2 again.
Assume that the claim holds for j = i < r . Let ϕ be any non-negative function on
ZV with compact support. Since Rs(i,t )/2 is a positive measure on Oε(i) for t ∈ [0, 1) by
the induction hypothesis and Theorem 6, we have
(4.1) 〈Rs(i,1)/2, ϕ〉 = lim
t→1−0〈Rs(i,t )/2, ϕ〉 ≥ 0 .
Therefore the distribution Rs(i,1)/2 is positive, so that Theorem 6 tells us the existence of
ε(i + 1) ∈ {0, 1}r for which
s(i, 1)/2 ∈ Ξ(ε(i + 1)) .
Furthermore, (4.1) implies that Oε(i+1) = suppRs(i,1)/2 is contained in Oε(i) =
suppRs(i,t )/2 (t ∈ [0, 1)). We note that s(i + 1, 0) = s(i, 1) by definition. Let us
check that pi+1(ε(i + 1)) = ∑ih=1 εh(i + 1)ni+1,h is equal to pi+1(ε1). In view of
Proposition 8, we see that the h-th component εh(i + 1) of ε(i + 1) is determined from
sα(i + 1, 1) (α = 1, . . . , h), which is equal to σα(ε1) if h ≤ i. Thus εh(i + 1) = ε1h for
h = 1, . . . , i, so that
pi+1(ε(i + 1)) = pi+1(ε1) ≤ σi+1(ε1) ≤ σi+1(ε2) .
It follows that
pi+1(ε(i + 1)) ≤ si+1(i + 1, t) ≤ σi+1(ε2) (0 ≤ t ≤ 1) .
Moreover, si+1(i + 1, t) > pi+1(ε(i + 1)) for all t ∈ [0, 1) if and only if σi+1(ε2) >
pi+1(ε(i + 1)). Therefore we see that s(i + 1, t)/2 ∈ Ξ(ε(i + 1)) for all t ∈ [0, 1). The
assertion (i) is verified.
For the assertion (ii), it remains to check that Oε1 ⊂ Oε(r), which follows from
Rσ(ε1)/2 = Rs(r,1)/2 = limt→1−0 Rs(r,t)/2. 
Let Lj be the segment
{
s(j, t)/2 ; t ∈ [0, 1] } ⊂ Rr for j = 1, . . . , r . Theorem 9
(i) tells us that the union ⋃rj=1 Lj gives the path from σ(ε2)/2 to σ(ε1)/2 in the set
Ξ = ⊔ε∈{0,1}r Ξ(ε). In particular, putting ε1 := 0 and ε2 := ε for any ε ∈ {0, 1}r , we see
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that σ(ε)/2 is connected to 0 = σ(0)/2 by the path, while any s ∈ Ξ(ε) is connected to
σ(ε)/2 by a segment because Ξ(ε) is a convex set. As a result, we obtain the final result:
THEOREM 10. The parameter set Ξ ⊂ Rr is path-connected.
We note that Ξ is not a convex set in general. Indeed, if ΩV is an irreducible sym-
metric cone, the set {α ∈ R ; (α, . . . , α) ∈ Ξ } coincides with the so-called Wallach set,
which is of the form
{
0, d2 , . . . ,
(r−1)d
2
} ∪ ( (r−1)d2 ,+∞
)
with some positive integer d ([1,
Theorem VII.3.1]).
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