Scheduling problems involving both earliness and tardiness costs have received significant attention in recent years. This type of problem became important with the advent of the justin-time (JIT) concept, where early or tardy deliveries are highly discouraged. In this work we examine the flowshop scheduling problem with no storage constraints and with blocking inprocess. In this latter environment, there are no buffers between successive machines; therefore intermediate queues of jobs waiting in the system for their next operations are not allowed. Performance is measured by the minimization of the sum of earliness and tardiness of the jobs. Mixed-integer models that represent these scheduling flowshop problems are presented. The models are evaluated and compared in several problems using commercial known software.
Introduction
This paper addresses the flowshop scheduling problem. This environment is characterized by n jobs being processed on m machines always in the same order, that is, the k-th operation of every job must be conducted on machine k. We will consider the case with the same job sequence in all machines, known as permutation schedule. As pointed out in [7] , permutation schedules do not always include the optimal schedule for a given problem, but their importance should not be underestimated, since only permutation schedules are feasible in most real-life situations. A static and deterministic environment is assumed here, where the processing times and due dates are known and all jobs are available for processing since the beginning. Preemptions are not allowed, that is, when a job starts to be processed on a machine, it cannot be interrupted. Among its several applications, one of the most relevant applications of flowshop can be found in the chemical industry [3, 13] . Since specific equipment for chemical processes is expensive, there is a strong motivation to optimize this production environment.
MILP models for flowshop with unlimited buffer
The production environment with unlimited buffer is characterized by the existence of intermediate buffers between all machines with no constraint in terms of their capacity. At first, we introduce three formulations to be analyzed for this environment. According to [11] , the flowshop environment with unlimited buffer minimizing the makespan is better represented by Wagner's [20] , Wilson's [21] , and Manne's [10] formulations. Therefore, these first three introduced models are based on them. Note that, differently from the problem considered in [10, 20, 21] , in the present work, the insertion of idle time in the schedule can be advantageous. See [6] for a literature review about scheduling with inserted idle time.
The problem parameters for all the formulations studied in the rest of this work are (a) n: the number of jobs, (b) m: the number of machines, (c) p ik : the processing time of job i on machine k, and (d) d i : the due date of job i.
The model for the minimization of total earliness and tardiness based on the Wagner's formulation [20] with some modifications suggested in [17] , called MUB1 from now on, is presented below. Variables of the model, with their corresponding bound constraints, are: x ij ∈ {0, 1}, i = 1, . . . , n, j = 1, . . . , n, E j ≥ 0, j = 1, . . . , n, T j ≥ 0, j = 1, . . . , n, W jk ≥ 0, j = 1, . . . , n, k = 1, . . . , m − 1, I jk ≥ 0, j = 1, . . . , n − 1, k = 1, . . . , m, and C jm , j = 1, . . . , n. The meanings of the variables are: x ij is equal to 1 if job i is in j-th position of the sequence, 0 otherwise; T j is the tardiness of the j-th job, E j is the earliness of the j-th job, C jm is the completion time of the j-th job on machine m, I jk is the idle time between the j-th and the (j + 1)-th jobs on machine k, and W jk is the waiting time of the j-th job in the buffer between machines k and k + 1.
n j=1
Constraint (2), in conjunction with the non-negativity constraint T j ≥ 0, correspond to the linearization of T j = max{C jm − n i=1 x ij d i , 0} and provide us with the value of the individual tardiness of each job. Constraint (3), in conjunction with the non-negativity constraint E j ≥ 0, play the analogous role related to the individual earliness of each job. Constraints (4) and (5) are involved in obtaining the completion times of each job on machine m. Constraint (4) applies only to the job ordered in the first position, whose completion time depends on its own processing times and the waiting time between the machines. On the other hand, constraint (5) is general, based on the sum of the completion time of the previous job, the idle time of the last machine between two consecutive jobs and the processing time of the job. Constraints (7) and (8) ensure that a job can only be allocated to a sequence position and that each sequence position can only be related to one job. Constraint (6) expresses the relationship among several times, such as processing, waiting and idle times, among machines and jobs. Figure 1 , based on Gantt chart, illustrates these relationships.
The following formulation, based on Wilson's model [21] and called MUB2 from now on, uses neither variables of idle time nor waiting time, but it introduces the variables of processing start time. Variables of the model, with their corresponding bound constraints, are: x ij ∈ {0, 1}, i = 1, . . . , n, j = 1, . . . , n, E j ≥ 0, j = 1, . . . , n, T j ≥ 0, j = 1, . . . , n, and S jk , j = 1, . . . , n, k = 1, . . . , m. C jm , j = 1, . . . , n, defined in (12) , representing the completion time of each job on the last machine, are not variables but intermediate values used to simplify the earliness and tardiness expressions in (10) and (11) . Variables S jk represent the starting time of the j-th job on machine k. The other variables have the previously defined meaning.
Constraints (13) (14) (15) impose the rules for the starting time of each job on each machine; while, as mentioned above, equality (12) gives the completion time of each job on the last machine as a function of its start time and its processing time. Constraint (13) says that between the starting times of consecutive jobs on a machine, there must be enough time for the first (of the two jobs) to be processed. Constraint (14) indicates that between the starting times of a job on two consecutive machines, there must enough time for the job to be processed on the first machine. Constraint (15) simply says that the starting time of the first job on the first machine must be non-negative, i.e., the insertion of idle time at the beginning of the schedule is allowed. The remaining constraints were already explained before.
The next formulation, based on Manne's model [10] and called MUB3 from now on, uses a different definition of decision binary variables, based on whether a job occurs before others: z ij is equal to 1 if job i precedes job j in the sequence (not necessarily immediately before it), 0 otherwise. In addition, the completion time C jk now refers to job j and not to the j-th job in the sequence as defined earlier. Constant M , used in the formulation, represents a very large positive number. The formulation is presented below. Variables of the model, with their corresponding bound constraints, are:
Constraints (21) and (22) deal with completion times of individual jobs. Constraint (21) indicates that the completion time of a job on the first machine must be greater than or equal to the processing time of the job on the first machine. Constraint (22) says that between the completion time of a job on two consecutive machines there must be enough time to process the job on the first of the two machines. Constraints (23) and (24) ensure that only one operation is processed on each machine at any given time and that some order must exist between different jobs on the same machine. The remaining constraints were already explained before.
Finally, we elaborate on an improvement to Manne's model proposed by Liao [9] . Constraints (23) and (24) can be re-written as
respectively. Defining
inequalities (25) and (26) reduces to
Note that inequalities in (27) are in fact a lower and upper bound constraint for q ijk . Thus, to solve subproblems of the branch and bound tree, the bounded simplex method can be used and achieving an optimal solution may be easier. It is worth noticing that with these new relationships, there is a reduction of one constraint for each pair of jobs in each machine, but it leads to an increase in variables q ijk in the same amount. Model MUB4 below incorporates the Liao's suggestion into model MUB3. Variables of the model, with their corresponding bound constraints, are: z ij ∈ {0, 1}, i = 1, . . . , n−1, j = i+1, . . . , n,
Summing up the characteristics of the four models presented in this section for the flowshop scheduling problem with unlimited buffer and minimizing earliness and tardiness, Table 1 shows the sizes of each model, expressed by their number of constraints, binary and continuous variables. 
MILP models for flowshop with zero buffer
The zero buffer environment is characterized by not having intermediary buffers between machines. Therefore, a situation known as blocking can occur, when a machine interrupts its production cycle (and it can also interrupt the production of previous machines), even though it has completed a job, because the next machine is not free. Moreover, when minimizing tardiness and earliness, it may be convenient for a job to stay on a machine after being completed even if the next machine is ready to process it.
A model, based on MUB1 (for the unlimited buffer environment) and on Ronconi's model [14] for the zero-buffer situation minimizing the total tardiness, is presented below. This model will be called MZB1 from now on. Variables of the model, with their corresponding bound constraints, are: x ij ∈ {0, 1}, i = 1, . . . , n, j = 1, . . . , n, E j ≥ 0, j = 1, . . . , n, T j ≥ 0, j = 1, . . . , n, B jk ≥ 0, j = 1, . . . , n, k = 1, . . . , m, I jk ≥ 0, j = 1, . . . , n, k = 1, . . . , m, and D jm , j = 1, . . . , n. The new variable B jk stands for the blocking time of the j-th job that, after being completed on machine k, stays on the machine. D jm represents the departure time of the j-th job from the last machine.
Constraints (35) and (36), which are used to identify the tardiness and the earliness of each job, are analogous to those of the unlimited buffer models, replacing the completion time of a job on a machine by its departure time. Constraint (37) states that the time when the first job leaves the last machine is equal to the sum of its processing and blocking times in each machine. For the departure time of the other jobs from the last machine, we have constraint (38), which also involves the idle times of the last machine. Constraint (38) says that the departure time of a job from the last machine is equal to the departure time of the previous job, plus the idle time between both jobs, plus the processing time of the job plus the time the job blocks the machine. Constraint (39) establishes the relationships required to keep the consistency between machines idle times and machines blocking times. These relationships are illustrated in Figure 2 . Constraints (40) and (41) are those already presented in previous models, which ensure that each job will only have one position in the sequence and that each position will be taken only by one job.
Model MZB1 presented above uses variables to measure times related to two different states of the machines: empty and busy. When a machine k is empty, its idle time I jk between every pair of consecutive jobs in positions j and j + 1 is used in the formulation. When machine k is being occupied by the j-th job, the time is divided into the time needed to process the j-th job, given by
x ij p i,k , and the time B jk during which the j-th job blocks machine k after having been processed. In fact, it is not hard to see that there is no need to divide the time on this way, as the j-th job can be processed on machine k any time between its arrival time and its departure time. In this way, we eliminate the unnecessary imposition of processing the job as soon as it arrives. Therefore, the job can arrive to the machine, block it for a while, then be processed and finally block the machine again before leaving it. The alternative formulation below, called MZB2 from now on, models the problem by imposing very intuitive relations between the departure times of the jobs from the machines.
Variables of the model, with their corresponding bound constraints, are: x ij ∈ {0, 1}, i = 1, . . . , n, j = 1, . . . , n, E j ≥ 0, j = 1, . . . , n, T j ≥ 0, j = 1, . . . , n, and D jk ≥ 0, i = 1, . . . , n, k = 1, . . . , m. D jk stands for departure of the j-th job from machine k. The other variables have the same meanings defined before.
Constraints (45) and (46) indicate that a job must be processed on a machine before leaving it. Constraint (45) is a special case for the first machine and says that the departure time of a job from the first machine must be greater than or equal to its processing time on the machine. Constraint (46) indicates that the departure time of a job from a machine must be greater than or equal to its arrival time (i.e, departure time from the previous machine) plus its processing time. Constraint (47) says that between the departure times of two consecutive jobs from a given machine, there must be enough time for the second job to be processed. In other words, the departure time of a job from a machine minus its processing time (that is something greater than or equal to its arrival time to the machine) must be greater than or equal to the departure time of the previous job from the machine. Constraint (48), deeply related to the zero-buffer situation, says that a job can departure from a machine, and arrive to the next one, only when the previous job in the sequence leaved the machine. Note that, for most of the combinations of indices j and k, constraints (46-48) are the linearization of
That is, for each
, only one constraint will be active. It is worth noticing that inequality (51) resembles a formulation presented by Leisten [8] for the minimization of the makespan in the flowshop problem with blocking.
Summing up the characteristics of the two models presented in this section for the flowshop scheduling problem with zero buffer and minimizing earliness and tardiness, Table 2 
Numerical experiments
In this section, we aim to compare the presented formulations based on the performance of the commercial solver CPLEX when applied to a set of instances varying the number of jobs n, the number of machines m, and considering different scenarios for the jobs due dates.
In the numerical experiments, we considered instances with (n, m) ∈ {(5, 3), (10, 3), (10, 7), (10, 10), (15, 3) , (15, 7), (15, 10) , (20, 3)}.
Processing times were uniformly distributed between 1 and 99 (as suggested in [19] ). Due dates were uniformly distributed between P (1 − T F − DR/2) and P (1 − T F + DR/2) (as suggested in [12] ), where T F and DR are the tardiness factor of jobs and dispersion range of due dates, respectively, while P is a lower bound of the makespan on the flowshop with unlimited buffer [19] defined as:
The scenarios represent different configurations by varying T F and DR, as follows: For each combination of n, m and scenario, we considered ten different randomly generated instances. Therefore, as a whole, the test set consists of 8 × 4 × 10 = 320 problems. We set the value of the big M parameter in formulations MUB3 and MUB4 as M = 100 n j=1 m k=1 p jk . Formulations were written in AMPL (IBM ILOG AMPL 12.1.0) modelling language and solved using CPLEX 12.1. The experiments were performed in a 2.4GHz Intel Core2 Quad Q6600 with 4.0GB of RAM memory and Linux Operating System. The computer implementation of the models as well as the data sets used in our experiments and the solutions found are publicly available for benchmarking purposes at [23] . Table 3 shows the results of solving formulations MUB1, MUB2, MUB3 and MUB4 for all the instances in the test set. In the table, "CPU Time" means computational CPU time in seconds used by CPLEX to solve the problem, "Simplex It" is the total number of simplex iterations, and "B&B nodes" is the total number of explored nodes in the branch and bound tree. Each cell in the table represents 40 instances (4 scenarios and 10 instances per scenario). The mean was computed excluding 2 instances from the top and 2 instances from the bottom tails of the CPU times. From the table, it can be seen that formulations MUB1 and MUB2 are very similar, when referring to the used CPU time. On the other hand, solving instances of formulations MUB3 and MUB4 is very time consuming. As MUB3 and MUB4 have half the number of integer variables of MUB1 and MUB2, the experiment confirms that, at least for the present set of test instances, it is not true that the computational effort needed to solve a MILP problem is proportional to the number of binary variables of the model, as claimed in [11] . When comparing the effort needed to solve MUB3 and MUB4, it is not possible to confirm either the claim that replacing regular constraints by new variables with lower and upper bounds (as in the modification to the Manne's model suggested by Liao [9] ) makes the subproblems easier to be solved using CPLEX. This result may be related, as pointed out in [18] , to the chosen value for M that greatly affects the solver performance.
A note on solving the large instances using models MUB3 and MUB4 is in order. Table 3 shows that those models need one order of magnitude more computational time to be solved when n = 10 and m = 10. Moreover, in instance with n = 10, m = 10, scenario 2, 8-th seed of both models, CPLEX solver with its default parameters reported as final point a non-integer solution with objective function value 1148.99678 (the optimal value of this instance is 1162). As pointed out in [18] , the performance of the solver when applied to solve those models, is strongly related to the choice of the big M parameter in (23), (24) and (33). In [18] , the authors mention that better performances were achieved for large values of M . However, our numerical experiments suggested that, due to rounding issues and scaling, large values of M prevent the solver from finding optimal integer solutions in many cases. Therefore, for using models MUB3 and MUB4, a user should face the problem of setting an adequate value for parameter M capable of providing optimal solutions in a reasonable computational time. Table 4 : Numerical evaluation of formulations MZB1 and MZB2.
Model

Concluding remarks
In [2] , it is stated that the problem solution time using branch and bound algorithms is unpredictable and that it depends on the numerical values of data. In the tests conducted, it could be noted that several factors interact, in addition to the number of binary variables, so that favorable or adverse conditions can be established to solve the model. That is, the time to solve a branch and bound algorithm does not have a direct relationship with the size of the model, although it is one of the factors involved in this relationship. Observing the numerical results, it can be seen that the number of binary variables by itself does not indicate precisely the level of difficulty in solving mixed integer problems, contradicting the claims in [11] . This can be confirmed by the analysis of Table 3 , which make it clear that formulations with a small number of binary variables (MUB3 and MUB4) took longer to achieve an optimal solution in the various scenarios analyzed.
Our numerical study strongly suggests that models based on n 2 positioning binary variables x ij , named MUB1, MUB2, MZB1 and MZB2, are easier to be solved than models based on n(n−1)/2 precedence binary variables z ij , named MUB3 and MUB4. The experiments also seem to suggest that, for models with the same number of binary variables, the ones with similar or less number of continuous variables and more constraints (MUB2 versus MUB1 in the unlimited buffer case, and MZB2 versus MZB1 in the zero buffer case) are slightly easier to be solved.
