Abstract-Owing to the recent development of sensor resolutions onboard different Earth observation platforms, remote sensing is an important source of information for mapping and monitoring natural and man-made land covers. Of particular importance is the increasing amounts of available hyperspectral data originating from airborne and satellite sensors such as AVIRIS, HyMap, and Hyperion with very high spectral resolution (i.e., high number of spectral channels) containing rich information for a wide range of applications. A relevant example is the separation of different types of land-cover classes using the data in order to understand, e.g., impacts of natural disasters or changing of city buildings over time. More recently, such increases in the data volume, velocity, and variety of data contributed to the term big data that stand for challenges shared with many other scientific disciplines. On one hand, the amount of available data is increasing in a way that raises the demand for automatic data analysis elements since many of the available data collections are massively underutilized lacking experts for manual investigation. On the other hand, proven statistical methods (e.g., dimensionality reduction) driven by manual approaches have a significant impact in reducing the amount of big data toward smaller smart data contributing to the more recently used terms data value and veracity (i.e., less noise, lower dimensions that capture the most important information). This paper aims to take stock of which proven statistical data mining methods in remote sensing are used to contribute to smart data analysis processes in the light of possible automation as well as scalable and parallel processing techniques. We focus on parallel support vector machines (SVMs) as one of the best out-of-the-box classification methods.
I. INTRODUCTION

R
ECENT advances in remote sensor and computer technology are substituting the traditional sources and collection methods of data, by revolutionizing the way remotely sensed data are acquired, managed, and analyzed. The term remote sensing [1] refers to the science of measuring, analyzing, and interpreting information about a scene (or specific object) acquired by sensors mounted on board the different platforms for Earth and planetary observation.
Remote sensing instruments measure electromagnetic radiation energy at different wavelengths reflected or emitted by the Earth and its environment [2] , which can be influenced by the radiation source, interaction of the energy with surface materials, and the passage of the energy through the atmosphere. The interactions of the energy with surface materials can change the direction, intensity, wavelength content, and polarization of electromagnetic radiation. The nature of these changes is dependent on the chemical make-up and physical structure of the material, exposed to the electromagnetic radiation, and can be used to provide major clues to the characteristics of the investigated objects.
The deployment of latest-generation sensor instruments on board both terrestrial and planetary platforms provides a nearly continual stream of high-dimensional and high-resolution data.
More recently, such increases in the data volume, velocity, and variety of data contributed to the term big data that stand for challenges shared with many other scientific disciplines. In the context of remote sensing, sources and instruments currently available for Earth observation [3] generate different types of airborne or satellite images with different resolutions (i.e., spatial resolution, spectral resolution, and temporal resolution). Hyperspectral remote sensors available from latest generation instruments have substantially increased their spectral, spatial, and temporal resolutions. In order to provide one example, the Airborne Visible/Infrared Imaging Spectrometer (AVIRIS) [4] is a 224-channel imaging spectrometer with approximately 10 nm spectral resolution covering the 0.4-2.5 µm spectral range, and it acquires reflected light of an area from 2 to 12 km with a spatial resolution of 20 m.
The availability of the aforementioned pieces of information, which we refer to concretely as big data in this contribution, raises a demand for smart data analytics techniques such as image processing, automatic classification, multitemporal processing, and data fusion. In order to scale with the amount 1939-1404 © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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of available data, parallelization techniques are proposed to significantly accelerate the computations. Parallelization techniques are typically implemented with two basic principles: 1) high-throughput computing (HTC) and 2) high-performance computing (HPC). While low-cost systems such as commodity clusters in HTC or high-end supercomputers with good interconnects in HPC offer good scalability, parallel approaches are often complex to use especially for remote sensing domain scientists that are used to serial environments like MATLAB or R. Also, in several cases, the need for parallel and scalable data processing can be reduced in the sense that big data can often be reduced to so-called smart data with less volume. This is possible by using less number of dimensions after applying statistical data mining such as principle component analysis (PCA) [5] .
Our contribution will therefore critically review available parallelization techniques based on the emerging high number of big data stacks, while not loosing sight of some traditional approaches known in HPC since decades. This will include several technical factors such as free and open technology availability, scalability of the solution, and specific algorithm suitability. This paper addresses those factors while analyzing data from one particular case study using support vector machines (SVMs) [6] as one of the best out-of-the-box methods. In order to overcome the limitations of the wide variety of traditional serial SVM data analysis tools, we survey and apply existing open source SVM tools for big data analytics that take advantage of parallelization techniques. Efficiency benefits for the application domain problem are evaluated such as a lower time to solution or speed-ups obtained while building a data model. Also, various other factors are discussed throughout this paper that influence the effectiveness and usefulness of socalled big data analytics solutions. The amount of time that domain-specific remote sensing scientists have to invest to manually work on datasets (e.g., apply feature-extraction and -selection methods) is important to consider. One of the fundamental goals of big data analytics solutions is to support the manual time-consuming data analysis process with automatic or semiautomatic solutions that are able to scale with the increasing high number of available scientific datasets. This gains momentum since the number of open datasets is increasing, but the number of domain-specific scientists stays rather constant over time. But, in particular, within scientific and engineering application domains, the manual contribution of the scientists remains often necessary, e.g., a multiclass classification problem may require different algorithms to improve the classification accuracy that is one of its major goals. This contribution will thus consider a classic pattern recognition approach based on the combination of feature-extraction/-selection and feature-enhancement (i.e., spatial and neighborhood analysis) methods.
This paper is organized as follows. After the introduction into the problem domain, Section II motivates our study and provides necessary background about the concrete scientific application problem and its required methods. Section III surveys related work in the field, while Section IV offers the reader a thorough technology analysis in the light of the raised demands from the application problem. The findings in terms of technology are then evaluated in the context of a concrete scientific case study in Section V, while this paper ends with some concluding remarks.
II. MOTIVATION
A. Remote Sensing Classification Application Case Study
Our motivation is driven by the needs of a specific remote sensing application that raises the demand for technologies that are scalable with respect to big data. One of the main purposes of satellite remote sensing is to interpret the observed data and classify meaningful features or classes of land-cover types. In hyperspectral remote sensing, images are acquired with hundreds of channels over contiguous wavelength bands, providing measurements that we consider as concrete big data in this paper. The reasoning includes not only large data volume but also a large number of dimensions (i.e., spectral bands).
Supervised classification is the essential technique used for extracting quantitative information from remotely sensed data such as the aforementioned hyperspectral images. It consists of learning from a training set of examples (hyperspectral data with class labels attached) and then generalize to find the class labels of hyperspectral data outside the training set. The high number of spectral bands can be handled by successful classifiers [7] and they can be useful for a wide variety of applications including: land-use and land-cover mapping, crop monitoring, forest applications, urban development, mapping, tracking, and risk management.
The SVM method provides an effective way to perform supervised classification of hyperspectral images [8] . SVMs have often been found to be more effective in terms of classification accuracies, computational time, and stability to parameter settings than other widely used classifiers (i.e., maximum likelihood [9] , K-nn [10] , and the RBF neural networks [11] ). Furthermore, SVMs appear to be especially advantageous in the presence of heterogeneous classes for which only few training samples are available. A key feature of the SVM supervised classification method is its ability to use high-dimensional data without the usual recourse to a feature selection step to reduce the dimensionality of the data. This is possible due to the integration of feature extraction and regularization elements within its learning process that is separately required in other algorithms.
But as a conventional classifier, SVMs use hyperspectral images based on its spectral information alone and do not consider the spatial information (dependencies of adjacent pixels). Additionally, hyperspectral data remain a challenge because of the data volume including hundreds of bands affected by redundancy and noise and the increasing number of labeled samples for training. The latter is problematic as SVMs badly scale with the number of samples [12] . For instance, spatial information can provide additional information related to the shape and size of different structures [13] , which generally leads to better classification accuracies and classification maps.
Hence, problems arise when all of the above-mentioned methods require fast and highly scalable solutions for realistic hyperspectral image analysis applications (e.g., analysis that is able to provide a response in real-or near real-time). Our motivational case study thus requires a fast SVM solution for classification that is able to scale large remote sensing datasets and offers high accuracy with feature-extraction methods.
B. Big Data Tools and Techniques
The term big data and its related term big data analytics are often quoted in public literature such as in Mayer-Schoenberger [14] or in the context of commercial data analysis (e.g., recommender systems using collaborative filtering techniques or association rule mining to understand customer buying habits and product placements). One of our motivational elements is therefore the observed fact that data mining tasks, originating from the scientific and engineering domain, raise the demand for so-called scientific big data analytics. This term aims to express that many techniques and algorithms commonly used in science and engineering problems are different to many of the aforementioned commercial data mining approaches. Evidence for this fact is given in many often quoted success stories like the Google Flu prediction published by Ginsburg et al. [15] , while often little is known about their scientific shortcomings in such cases with respect to causality as published by Lazer et al. [16] .
Given the momentum about big data activities driven by success stories from Google and other commercial cases, a wide variety of so-called big data stacks have been developed. Examples include HTC-driven implementations adopting the map-reduce paradigm [17] such as the open source Apache Hadoop [18] , which in turn lays the foundation for large machine learning frameworks like Apache Mahout [19] or individual algorithm implementations on top of it (e.g., Twister and parallel SVMs [20] ). More recently, the machine learning library MLlib of Apache Spark [21] also gained momentum such as solutions based on Python like scikit-learn [22] .
Our motivation is therefore to investigate those emerging stacks that claim to support parallel and scalable data mining or machine learning, in order to take advantage of big data. Being driven by our concrete scientific case study in remote sensing, we would like to find out which of those big data stacks are suitable for our problem domain while not loosing sight of more traditional feasible approaches known from the field of HPC. Although HPC is driven by demands of the simulation sciences, based on efficient numerical methods and known physical laws, some of those applications raise equally challenging requirements to the processing environments as it is the case for our given remote sensing problem domain.
Despite the many possible characteristics of HPC environments and the more recent big data stacks, one element of motivation in our study is driven by three simple criteria that are as follows. The first criterion is about the 1) open and free availability of technology in order to enable open and reproducable scientific analysis [23] compared to closed source or commercial license-based products of vendors. The second criterion 2) technical feasibility reviews capabilities such as scalability and parallelization approaches, including the maturity, deployments, and usability of tools and techniques. The third criterion 3) suitability of algorithms reflects on our key requirement raised from the application domain-specific problem of using SVMs for classification of remote sensing images that in turn focuses our study on a concrete and specific big data problem to solve.
C. SVMs and Classification
The method we have chosen to perform image classification is the well-known SVM [24] , which is one of the most powerful classification and regression tools today. The general idea of SVMs lies on separating training samples which belong to different classes by tracing maximum margin hyperplanes in the space where the samples are mapped. Hence, SVMs only demand training samples close to the class boundary, it is thus capable of handling high-dimensional data even if a small number of training samples are available. Our problem domain is a multiclass classification problem and SVMs solve this problem with the following given n input data instances (i.e., labelled training data)
SVMs were originally introduced to solve linear classification problems. In order to generalize them to nonlinear decision functions, i.e., more complex classes that are not linearly separable in the original feature space, the so-called kernel trick can be taken into account [25] . A kernel-based SVM method maps input data instances into a high-dimensional feature space with a nonlinear mapping function Φ (i.e., Gaussian radial basis function) and then performs linear classification in this high-dimensional feature space. This mapping in accordance with Cover's theorem [26] guarantees that the transformed data instances are more likely to be linearly seperable. The mapped data instances belonging to different classes (i.e., multiclass) are separated by tracing maximum margin (decision) hyperplanes in this higher dimensional space. Since maximizing the distance of data instances to the optimal decision hyperplane is equivalent to minimizing the norm of the weight w, SVMs solve the following constraint optimization problem:
subject to
Data instances with labeled data have label y i , while the ξ i are positive slack variables allowing to deal with permitted errors. SVMs use the important generalization parameter C, which controls the shape of the solution of the decision boundary. Thus, it affects the generalization capability of the SVMs, e.g., a large value of C might cause an overfitting to the training data. Equation (1) can be transformed in its dual problem that in turn can be solved using quadratic programming (qp) mechanisms. The learning model selection in terms of choosing the right values for C and ξ i is performed using cross-validation techniques. The sensitivity to the choice of the kernel and regularization parameters can be considered as the most important disadvantages of SVM. A complete introduction to SVMs is out of scope and we refer to Cortes and Vapnik [24] for more technical details.
III. RELATED WORK
The use of parallel and scalable techniques within the field of remote sensing is not new and we survey previous approaches as part of this section. In contrast to those previous approaches, our current study focuses much more on three characteristics: 1) big data and statistical techniques to transform big data into smart data; 2) broader view on parallelization methods including not only HPC methods but also HTC such as map-reduce-based implementations; and 3) open data science enabling reproducibility of results.
The major source for using parallel and scalable techniques in remote sensing is a book by Plaza and Chang [27] that particularly focuses more on HPC techniques and mentions less HTC approaches. As the book was written in 2008, several of its elements are rather outdated and as a consequence we started the study reported in this paper to solve remote sensing problems with the power of HPC systems available in 2015. Our three mentioned general characteristics from above 1), 2), and 3) are rarely covered in the book, and SVMs, in particular, are only mentioned in the context of Computer Architectures for Multimedia and Video Analysis [27] .
A more focussed survey of SVM parallelization approaches in the context of remote sensing is as follows. In [12] , MuozMar et al. discuss the use of SVMs for hyperspectral multiclass image classification highlighting also previous attempts for parallelization in this regard. The author evaluates a massively parallel SVM implementation based on the incomplete Cholesky factorization and load balancing, as well as parallelization principles that take advantage of the traditional Master-Worker decomposition quite well known in HPC. The evaluations mentioned in this paper are performed on two supercomputers in Spain and USA, but, in contrast to our case study, used not only a different SVM implementation but also other featureextraction approaches. This paper also discusses not directly classification accuracies after training the model with parallel and scalable SVM methods, while in this paper, we list obtained accuracies in the cases of raw data (w/o applying feature extraction) and processed data (with applying features extraction) to point out their tradeoffs.
More recently, in 2011, Plaza et al. describes in [28] the use of HPC techniques for analyzing hyperspectral remote sensing problems with a focus on commodity architectures and specialized hardware such as field programmable gate arrays (FPGAs) and commodity graphic processing units (GPUs). This paper describes parallel and scalable approaches of the hyperspectral unmixing chain and, in contrast to our given case study, not only thus solves another problem with other techniques (i.e., not SVMs) but also uses different datasets and hardware All aforementioned implementations have been unfortunately not actively maintained and are thus outdated or not openly available to solve our given scientific case study problem today. To the best of our knowledge, there are no major other approaches in the field of remote sensing classification using parallel and scalable methods with SVMs.
IV. TECHNOLOGY REVIEW AND ANALYSIS
There are a high number of technologies that appear to be suitable as solutions in our problem space with a particular focus on SVMs. But closer investigations of the functionality of broadly known tools or often used techniques reveal quite surprising facts in the light of the presented scientific application case study. One goal of the technology review in this section is therefore not only to inform the reader about general availability but also to filter tools and techniques in the light of their suitability for a concrete big data problem.
A. Overview of Serial Technologies
Traditional data analysis has taken advantage of wellestablished and mature tools such as those listed in Table I . The simplicity combined with state-of-the-art performance on many learning problems (classification, regression, and novelty detection) has contributed to the popularity of the SVM.
The survey results show that all of the known technologies, such as open source machine learning toolkits (i.e., scikit-learn) and programming languages (i.e., MATLAB and R), support a multiclass SVM implementation. The majority of them are wrappers of the de-facto standard implementation of LibSVM [29] , the most popular open-source machine learning library [29] , developed at the National Taiwan University and written in C++ though with a C API.
For example, scikit-learn [30] is an open-source machine learning library largely written in Python, with some core algorithms written in Cython to achieve performance. SVMs are implemented by a Cython wrapper around LibSVM. R [31] is an extremely popular open-source statistical software platform, which provides a wide variety of statistical methods. The implementation of SVM in R is included in the e1071 package [32] . MATLAB [33] is a multiparadigm numerical computing environment widely used in academic and research institutions, as well as industrial enterprises. Many enhancements are applied to the C version of the LibSVM library to speed up MATLAB usage. Precompiled MEX functions MATLAB that wrap around the LibSVM C library are widely available. In the remote sensing domain, there are many commercial software tools with GUIs that offer many functions for the analysis and visualization of scientific data and imagery. ERDAS [34] and ENVI [35] are placed in the top of the heap, both of which are specialized software for the analysis of hyperspectral data, and they included the SVM classifier.
The described tools, which we refer to as serial tools when using big data in terms of a very high number of samples or high number of dimensions, can lead to challenging problems during the data analysis. For example, already while loading such datasets into some of the listed tools in Table I , we observed serious waiting times or even memory problems on desktop machines. In some cases, even before processing time, the necessary preprocessing time took quite a substantial time (e.g., applying feature-extraction algorithm on the input data). Despite the fact that the model building process (i.e., training and testing a model) is still possible in several tools, the waiting time became unfeasibly long. This is the case when applying cross validation, which is necessary for model selection but which can take a significant amount of time using tools like MATLAB. Selected drawbacks of so-called serial desktop approaches have been listed above, but one should also mention that modern desktop computers and laptops become increasingly multicore and as such also perform better than, e.g., using just one naturally serial core on a supercomputer. This impact of multicore desktop and laptop systems will be one element of our study that we take into account when performing evaluations. But even those desktop solutions have limitations in memory and available cores and as such parallel and scalable approaches on large-scale HPC-oriented machines or HTCdriven distributed systems bear the chance to overcome those limitations.
B. Overview of Parallel Technology Approaches
Given the momentum of big data at the time of writing, there is a wide variety of technologies that aim to support big data analytics in general and the analysis of large quantities of data in particular. Table II offers a summary overview of the performed analysis listing technologies with a particular focus on investigating parallelization capabilities in order to be able to scale for large datasets. The analysis further takes into account the required SVM methodology details such as the aforementioned multiclass classification capability or support for nonlinear models that are required by the scientific case study.
One of the most known approaches for big data analytics in terms of scalable machine learning is the Apache Mahout software [36] . It is based on parallel map-reduce and the Apache Hadoop 1.0 [37] implementation, but is in the transition of taking advantage of Apache Spark [38] as a underlying platform in order to enable more functionalities such as a more flexible parallel execution model. At the time of writing, Apache Mahout A more recent approach for big data analytics including smart parallelization techniques is the comprehensive platform Apache Spark [38] . Experience from various sources suggests major improvements in performance, e.g., Spark can outperform Hadoop by 10× in iterative machine learning jobs [39] . Besides the support for SQL, streaming, and graph-based problems, the Spark MLlib library offers several implementations for parallel and scalable machine methods. A deeper investigation in light of the scientific case study, however, reveals that version MLlib 1.1 only supports linear SVMs and as such this implementation is not a technology of choice given the specific problem space in this contribution.
Another parallel implementation is open source and described by GZhu et al. in [40] . Our analysis of this implementation based on message passing interface (MPI) reveals that it is an unstable beta release that is also slightly outdated. The pSVM is thus not a candidate tool we can work with in the context of the scientific case study. Our analysis reveals only three different applicable approaches that will be more thoroughly discussed in Section IV-C.
C. Applicable Parallel Technology Approaches
The analysis of parallel technology provides three applicable approaches as shown in Table III , because also scalability of technologies is a concern that is taken into account. Deeper analysis reveals further facts toward the selection of one technology to be used in the problem domain with respect to their usability and stability in practice.
All three applicable techniques in Table III are internally based on the serial libSVM tool that, in turn, ensures a stable functionality of the SVM methodology. Their parallelization approaches, however, vary significantly in terms of stability and usability, both of which are a major concern in parallel and distributed systems. The parallel SVM based on iterative map-reduce with Twister has been used and is the most scalable version for big data being not limited by the size of one particular physical machine. As this approach is based on Hadoop and map-reduce, as least theoretically more and more compute nodes could be added to achieve a speed-up. But there is no official release for the parallel SVM implementation on top of Twister and thus the source can be only obtained by contacting the author of its scientific paper [41] . Besides the fact that this is not inline with the aforementioned open data science thorough investigations in applying this approach in the given problem domain shows that its stability and usability could be improved. One reason is that the Twister version is based on Hadoop 1.0 and that several scheduling tricks need to be applied before using it. Another reason is the dependency on a messaging system (for iterative map-reduce) that further adds to the complexity (and thus stability) of the whole stack.
The analysis of piSVM 1.2 and its more recent version 1.3 revealed a very stable version of the implementation not only because it is based on libSVM but also since it takes advantage of the mature MPI standard. Its use of scheduling (i.e., jobscript) by this technology approach is inline with large computing centers and the source itself is open source and freely available [42] . The only drawbacks have been scalability limits that requires certain tunings to the piSVM code that have been applied thus making this technology at the time of writing the best openly available and scalable solution for our problem domain. We focus here on selected tunings of this technology that, in theory, is only limited with respect to the number of cores available in the corresponding chosen cluster with an MPI environment. One of the tunings for speed-up improvements was the change of loops and single MPI calls to a more wider use of efficient MPI collective operations. Another tuning is the use of a better domain decomposition design in the parallelization to scale with our dataset (e.g., using 52 classes, more than 32 cores, etc.).
In practice, the particular problem domain given by the scientific case study in this paper reveals that large number of cores are typically not needed and thus one can assume that modern clusters with MPI offer the required number of cores as small-to-medium computing clouds. Furthermore, choosing this technology is not necessarily a problem for big data as computing centers often use parallel file systems with massive amount of storage connected to it. One of the reasons of this fact is that the modern community in scientific computing and the inputs and outputs of simulations often require also huge amount of storage and thus this field has dealt traditionally very long with emerging big data including today.
Finally, one of the most interesting emerging implementations that bears a lot of potential is the GPU LibSVM [43] as GPUs gain tremendous momentum on the hardware and software side in the parallelization communities. At the time of writing, our analysis has shown some limitations in practically using this implementation, also because it has dependencies to the proprietary Compute Unified Device Architecture (CUDA) technolgy stack. It is thus not straightforward to use this library to implement our case study, but we mark this technology as a distinct candidate to work with in future work.
V. SCIENTIFIC CASE AND EVALUATION
One of the main challenges that occur with hyperspectral images is related to the design of the classification framework. In this section, we describe the supervised classification chain for a serial processing environment based on spectral-spatial analysis and evaluate in context potential improvements and results when applying parallel and scalable techniques.
A. Applied Statistical Methods in Remote Sensing
The implicit dimensionality of hyperspectral images is responsible for important limitations in the application of supervised classifiers. The huge amount of data often requires a reduction in features to make classification flexible and computationally efficient. Moreover, the limited availability of training samples and the complex data structure imposes further restrictions to the full data exploitation within a hyper-dimensional space (Hughes phenomenon [44] ). In addition, the high correlation between neighboring bands in hyperspectral datasets is responsible for redundancy, which strongly affects the performances of traditionally supervised classification techniques. As a consequence, the application of feature selection and reduction techniques prior to the classification is recognized as critical to the improvement of the classification results. In the literature, several data mining techniques [45] have been developed to address this task. Different techniques can include supervised and unsupervised, parametric and nonparametric, linear and nonlinear methods, which all seek to identify the relevant informative reduced subspace (i.e., without losing significant information), where the separability of the classes is improved.
In this work, we adopt a classification chain which includes one unsupervised and one supervised featureextraction method. Despite the slight differences between the two approaches, since one works directly on the data and the other works with the support of reference samples, both approaches aim to select features that are consistent with the target concept. In unsupervised approaches, the target concept is usually related to the innate structures of the data, and the main objective is usually to represent the data in a lower dimension space. In supervised approaches, the target concept is related to class affiliation, and they are usually considered for overcoming the Hughes phenomena and reducing the redundancy of hyperspectral data to improve classification accuracies.
B. Mathematical Morphology in Remote Sensing
Recent efforts in the literature [46] have demonstrated that hyperspectral image classification can greatly benefit from an integrated framework in which both spatial-spectral information are included into the analysis process. The spatial information provides an essential contribution to the understanding of the remote sensing images, since it characterizes the sensed landscape in a complementary way with respect to the spectral signatures of the land covers. Spatial information can be coded as relations between neighboring pixels, patterns in the spatial domain (e.g., texture), spatial characteristics of regions (e.g., geometrical, morphological, and textural measures), structural relations in objects, or relational links between entities in the scene. From a general survey of techniques modeling the spatial information in remote sensing, one can notice that there are different approaches for extracting the spatial information and correspondent ways (with different levels of abstraction) for including the extracted information in the processing chain aiming at the classification of the image.
An automatic analysis and interpretation of the characteristics of spatial information can be achieved by processing an image with a set of mathematical morphology operators. In this context, recently region-based filtering tools [47] (called connected operators) have received significant attention due to their effectiveness in both extracting spatial information and preserving the geometrical characteristics of the objects in images (i.e., borders of regions are not distorted since only an image is processed by merging its flat zones). Attribute filters [48] are a set of connected operators that are able to simplify a grayscale image according to an arbitrary measure (i.e., attribute), such as scale, shape, and contrast.
Dalla Mura et al. [49] proposed self-dual attribute profiles (SDAPs) as a variant of attribute profiles (APs) [50] for the classification of very high geometrical resolution images. SDAPs are obtained by filtering a given grayscale image with attribute operators using a predicate with increasing threshold values. Cavallaro et al. [51] proposed the extended self-dual attribute profiles (ESDAPs), as the application of SDAPs to hyperspectral data. An ESDAP is obtained by concatenating the SDAPs (i.e., based on one or more attributes) built on several feature components extracted by a reduction technique (i.e., KPCA) computed on the hyperspectral image.
C. Remote Sensing Dataset
The experiment has been carried out on the Indian Pines AVIRIS dataset that is shown in Fig. 1 , which is publicly available [52] and widely used for feature reduction and classification of hyperspectral images. The Indian Pine airborne dataset was acquired in June 1992 over an agricultural site composed of agricultural fields with regular geometry and with a variety of crops. A small portion (145×145 pixels) of the original image has been extensively used as a benchmark image for comparing different classifiers. Here, however, we consider a larger portion, which consists of 1417×617 pixels and 200 spectral bands [20 bands with low signal-to-noise ratio (SNR) were removed], with a spatial resolution of 20 m. From the 58 different land-cover classes available in the original ground truth, six classes were discarded (classes with less than 100 samples). This dataset represents a very challenging land-cover classification problem dominated by similar spectral classes and mixed pixels. Specifically, the discrimination of the major crops of the area (corn and soybeans) is very difficult since they were very early in their growth cycle (with only about 5% canopy cover), meaning that most of the scene pixels are highly mixed.
D. Classification Design
Many different processing configurations have been studied for remotely hyerspectral image classification including data transformation (e.g., for dimensionality reduction), featureextraction/-selection, and spatial information analysis. Our scientific case in this paper considers two different classification scenarios, which are shown in Fig. 2 . 1) Scenario with near real-time processing constraints. The hyperspectral dataset is not manually analyzed, and a straightforward classification is performed. 2) Scenario without time processing constraints. A processing chain spatial-spectral analysis is manually applied in order to improve the effectiveness of a classifier. In both scenarios, we assume that data correction activities such as sensor specification, geometric corrections, radiometric calibrations were already performed [53] . A more detailed description for the different data analysis steps included in the classification chain shown in Fig. 2 is as follows. 1) Dimensionality reduction: The first step consists of reducing the dimensionality of the data to a subspace with the minimum loss of the original information. For such a TABLE IV  SERIAL CASE CPU PROCESSING TIME (IN MINUTES) task, the unsupervised kernel principal component analysis (KPCA) [54] technique is considered here. The KPCA is the nonlinear version of PCA [5] , and it is capable of dealing with the nonlinearities of the data (i.e., it shares the same properties as the PCA but in a different space). The advantages of using KPCA instead of PCA is that more information is provided from the original dataset since higher order statistics is captured (i.e., due to an appropriate projection of the data onto another space).
2) Spatial analysis: In the second step, spatial information analysis is included in the process, since only the spectral information may not be able to accurately model spatial dependencies in the scene. The spatial analysis is performed here by ESDAP built on the features extracted by KPCA by using the area and standard deviation attributes. The area allows the extraction of objects based on their size, while the standard deviation can model the homogeneity of the pixels gray levels belonging to different regions. The thresholds are manually selected by a visual analysis of the scenes. 3) Feature extraction: In the third step, a feature-extraction method is included prior to classifier. In the literature [55] , the nonparametric weighted feature extraction (NWFE) supervised method has been widely used to reduce the number of morphological features extracted by the morphological analysis (ESDAP). The NWFE technique is an efficient algorithm for high-dimensional multiclass pattern recognition problems. Since NWFE is based on a nonparametric extension of scatter matrices (i.e., between-class and within-class), the algorithm is able to extract a desired number of features (higher than the number of classes) and can work well even for data that are not Gaussianly distributed [56] .
E. Experimental Setup and Results
The serial experiments were implemented in MATLAB on a computer having Intel(R) Core (TM) i7-4710HQ CPU 2.50 GHz and 16 GB of memory. The CPU processing time reported in Table IV is related to data analysis and classification (training and testing) steps using this experimental setup. In the data analysis side of the processing chain, the ESDAP is the step which requires most of the time. The ESDAP are computed by using C++ Milena library [57] and an adaptation of the code for the Inclusion tree provided in the MegaWave2 toolbox [58] (more about the algorithm and the processing information can be found in [59] ).
When comparing the two phase feature extractions, the first step (KPCA) requires more time than the second step (NWFE) since the former has to deal with the dimension and the complexity of the hyperspectral dataset. For the KPCA method, the kernel function adopted is Gaussian kernel and the parameter is estimated as the mean value of the distance between each samples. The kernel matrix is computed by randomly selecting 500 samples from the total number of pixels present in the image (i.e., in order to perform the transformation in an acceptable processing time). The hyperspectral dataset is reduced into a subspace of feature components, where the first features with cumulative variance of more than 90% are kept. For the NWFE approach, the leave-one-out covariance (LOOC) estimator is applied to regularize the within-class scatter matrix and the mixing parameter β [60] is fixed at 0.5. The resulting first features with cumulative variance of more than 99% are kept for the subsequent classification step.
For the classification, the number of training and test samples is reported in Table V , where the training set was randomly selected by using 10% of the labeled samples from each class. For the classifier, the Gaussian radial basis function (RBF) kernel is adopted. The values of C and γ, regularization parameter and width of the RBF, respectively, are optimized using a 10-fold cross-validation procedure. The grid search consists of a discrete set of five values for both parameters, i.e., C = [1, 10, 100, 1000, 10 000] and γ = [2, 4, 8, 16, 32] . Looking at the CPU processing times for the cross validation, training, and test, it can be noticed that in the second scenario, the times are drastically reduced. This is due to the application of data analysis preprocessing, which reduces the complexity (dimension and noise) of the big data and enhances its spectral and spatial information by producing a smart data, which is more simple to be processed by the classifier. This is confirmed by the classification results shown in Table VI which shows an improvement of more than 37% in terms of overall accuracy experimented in the second scenario. In the literature [61] and [62] , classification results for the same dataset can be found. Although the data analysis is an important but also critical step in the process of converting the big data into user-required products we refer to as smart data, the process is not straightforward and it requires time (manual work) and enough expert knowledge.
The next step in our evaluation consists of analyzing the same dataset with parallelization techniques to find out whether we are able to achieve a speed-up of cross validation, training, and test periods by keeping the respective accuracies shown in Table VI . The parallel experiments have been implemented using our optimized piSVM tool on the JUDGE supercomputer at the Juelich Supercomputing Centre with a number of 206 compute nodes IBM System x iDataPlex dx360 M3. Each compute node has 2 Intel Xeon X5650 (Westmere) 6-core processors with 2.66 GHz. The main memory is 96 GB and the fast interconnect is an Infiniband system that is used with the Partec MPI implementation in our case study. Used datasets, job scripts, data models, and results are available at [63] - [67] to support reproducible open science.
We first discuss the speed-up achieved in the scenario (1) of satisfying a near real-time processing constraints meaning that The accuracies and the computation times (in brackets) are reported for each combination of the regularization and kernel parameters. The best accuracy is marked in bold and indicates the optimal C and kernel γ used in the training phase. The overall time is 4.47 × 10 3 min (3 days).
the data are in its raw form. As can be seen in Table VII , the cross validation in the serial case is very computationally intensive. The reason is that the training validation is performed 10 times for each of the 25 combinations of the C and γ parameters. The total processing time is 4.47 × 10 3 min, which is more than 3 days. Because each partition set is independent, the cross validation performed in parallel can achieve a significant speed-up, by reducing the overall processing time to 138.72 min using 80 cores as reported in Table VIII . As shown in Fig. 3(a) , the training time in this scenario can also be reduced with the minimal training time of 0.55 min using 80 The accuracies and the computation times (in brackets) are reported for each combination of the regularization and kernel parameters. The best accuracy is marked in bold and indicates the optimal C and kernel γ used in the training phase. The overall time is 138.72 min.
cores. When comparing this result with the serial training time listed in Table IV , we observe that we can thus significantly reduce the computing time from 10.45 to 0.55 min. Finally, by using parallelization techniques, we have been able to also reduce the test time in this scenario to a minimal test time of 4.09 min using 80 cores as shown in Fig. 3(b) . The serial test time obtained by using MATLAB is 71.08 min that in turn indicated a major speed-up when using parallelization techniques, in particular because the test set is also much larger than the training set. The impact of using parallelization techniques for large quantities of samples (aka big data) is thus much higher than in those with less training samples. The question remains that time gains in the manual process of scenario (2) using feature-extraction methods, thus lowering the demand for CPU processing, will outperform the speed-up gained by parallelization techniques. We study this particular question while discussing the speed-up results of the scenario (2) that do not raise any real-time requirements. As in the previous scenario, the most notable speed up is achieved in the cross-validation step. Its overall processing time is reduced to 35.54 min (see Table IX ) using 80 cores, from the 529.55 min of the serial case (see Table X ). As shown in Fig. 4(a) , the training time in scenario (2) can also be reduced to a minimal training time of 0.32 min using only 32 cores (i.e., no improvements are observed when increasing the number of cores). When comparing this result with the serial training time of scenario (2) listed in Table IV , we observe that we can just slightly reduce the 1.37-0.32 min. As it was already the case with scenario (1), by using parallelization techniques, we have also been able to reduce the test time in this scenario to a minimal test time of 1.05 min using 80 cores as shown in Fig. 4(b) . The serial test time by using MATLAB is 23.25 min and as it was already the case for the scenario (1), we also observe for scenario (2) a major speed-up when using parallelization techniques.
Our evaluation can be summarized with respect to speedup of the training and testing process by not loosing sight the important measure of accuracies. For both scenarios (1) and (2), using parallelization techniques, a speed-up is achieved by maintaining accuracy when using only a moderate number of The accuracies and the computation times (in brackets) are reported for each combination of the regularization and kernel parameters. The best accuracy is marked in bold and indicates the optimal C and kernel γ used in the training phase. The overall time is 35.54 min.
TABLE X SERIAL CASE FOR SCENARIO 2: 10-FOLD GRID SEARCH CROSS VALIDATION
The accuracies and the computation times (in brackets) are reported for each combination of the regularization and kernel parameters. The best accuracy is marked in bold and indicates the optimal C and kernel γ used in the training phase. The overall time is 529.55 min.
cores (i.e., compared to those number of cores that are used in the simulation sciences). The majority of the results are also remarkable in the sense that we observe that we can just slightly reduce the 1.37-0.32 min. Nevertheless, the majority of the results are also remarkable in the sense that CPU times below 1.00 min can be still considered as an interactive experience. This means that it is possible to wait for the results when using parallel techniques, while in the serial case, a remote sensing scientists are rather tempted to perform other work, thus interrupting the ordinary work session and thus reducing the productivity of the scientist. We further evaluate the whole process chain of scenarios (1) and (2) that we denote in Table IV as Total time. This time includes the time spent applying different feature-extraction and -selection techniques, but also the time for cross validation, training, and testing, respectively. In scenario (1), the serial approach in MATLAB leads to a total time of 4.55 × 10 3 min (3 days) for the raw dataset not using any feature-extraction technique and by using parallelization, this can be reduced to a Total time of only 143.36 min. In scenario (2), the serial approach requires a Total time of 575.55 min for the processed dataset taking already advantage of feature-extraction techniques including also dimensionality reduction techniques (i.e., after applying KPCA). In the context of scenario (2), the parallelization techniques achieve a remarkable reduction leading to a total time of 58.28 min. The parallelization benefit is mostly shown when performing model selection with n-fold cross validation compared to serial programs like MATLAB. The added value for remote sensing scientists is, thus, that they can perform more easier and faster experiment with different feature-extraction techniques and processing chains (cf. Fig. 2 ) that often bear the potential to increase the accuracy of the classifier. 
VI. CONCLUSION
One of the reasons of this study was to understand whether parallelization techniques can overcome limitations observed in serial tools when working with emerging concrete examples of big data. This is particularly interesting as traditionally serial tools could still work with datasets by applying featureextraction or -selection techniques, as well as subsequent dimensionality reductions or smart resampling (i.e., lower volumes of data). When working with larger quantities of data, we have evaluated parallelization techniques to offer selected findings in the context of one specific challenging scientific case study dataset (i.e., concrete big data).
One conclusion from the technology reviews is that despite the availability of many parallelization techniques, just a very limited set of suitable parallel tools exist in the open source domain for our concrete problem space of using parallel SVMs. Even those we identified as being suitable and being open source, still required tuning (i.e., piSVM) or are not straightforward yet to use with common parallel hardware (i.e., GPU LibSVM for CUDA/Nvidia cards only). But we also observe a momentum in the parallelization community around GPUs that is also affecting other fields (e.g., machine learning, bioinformatics, deep learning, etc.) and therefore we consider the work on GPUs as a major element in directions of future work.
We conclude that, by using our tuned version of the piSVM implementation, in both scenarios (1) and (2), applying our parallelization techniques leads to significant speed-ups for the cross validation and for each training and testing process. More notably, this is achieved by maintaining the same accuracy as achieved when performing the processes with serial tools. In the majority of cases, the minimal training and testing time was around 1 min that still can be considered as an interactive experience thus enabling remote sensing scientists to perform easier and faster experiment with different techniques (e.g., applying quick parameter variations of feature-extraction techniques).
We thus conclude that the Total time of the whole process can be significantly reduced by using parallelization methods making it still feasible to use even when feature-extraction and -selection techniques and spatial analysis methods are applied. We also conclude that the added value of using parallelization techniques for large quantities of samples and multiple crossvalidation runs (aka big data) is higher than in those with less training samples. It is still feasible to apply feature-extraction techniques not only to increase the accuracy of a classifier and thus lower the data volume but also to reduce the number of computing cycles needed since in many cases, HPC processing time is costly. However, the inclusion of the spatial information analysis is essential for a proper exploitation of all the available informative components. ESDAP have proven to be an effective tool for the modeling of the different spatial characteristics and for providing additional informative features. With the achieved speed-ups, it thus becomes feasible to approach other big data challenges in the remote sensing community, such as change over a city over decades that we currently outline as future work.
