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Abstract
This paper describes current work on a cooperative
tele-assistance system for semi-autonomous robots.
This system combines a robot architecture for lim-
ited autonomous perceptual and motor control with
a knowledge-based operator assistant which provides
strategic selection and enhancement of relevant data.
The design of the system is presented, together with a
number of exception-handling scenarios that were con-
structed as a result of experiments with actual sensor
data collected from two mobile robots.
Introduction
Traditional telerobotics research focuses on the sep-
arate contributions of the human, computer and robot
in the performance of a particular task. Historically
a single human at a local system is dedicated to op-
erating..a single remote robot. However, continuous
supervmlon may be impractical for applications where
the communication bandwidth acts as a bottleneck,
and/or transmission time delays make remote high-
dexterity control difficult or impossible. Further, the
operator may not be reliable due to fatigue, while
increased environmental complexity, use of multiple
sensing modalities, or the addition of more robots all
may contribute to the cognitive overload of the oper-
ator.
One approach to these problems is to increase
robotic autonomy through the addition of intelligent
capabilities. Control schemes, such as shared control
and supervisory control, reduce both the amount of
communication between local and remote, and the de-
mands on the operator by increasing the autonomy of
the remote. However, there is still a need for human
problem-solving capabilities, particularly to configure
the remote for new tasks and to respond to unantic-
ipated situations. Thus the teleoperations commu-
nity is becoming increasingly interested in comput-
erized assistance, both for the effective filtering and
display of pertinent information or data, and also for
the decision-making task itself.
Copyright © 1993 American Institute of Aeronautics and
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The purpose of this paper is to describe current
work on a cooperative tele-assistance system which
combines the autonomous perceptual and motor con-
trol abilities of the Sensor Fusion Effects (SFX) ar-
chitecture [4] with the intelligent operator assistance
provided by the Visual Interaction Assistance (VIA)
system [5]. In this approach, the remote system con-
sists of a robot with sufficient computerized intelli-
gence to function autonomously under a particular set
of conditions, while the lnrM _wt.ern i_ _,_..... f;,,,_
decision-making unit that combines both human and
machine intelligence. The computerized aspect of each
system enables communication to take place in a com-
mon mode, and in a common language.
The paper presents an overview of the design of
the system itself, and then discusses a number of ex-
periments and scenarios using data from two mobile
robots. The scenarios demonstrate how the local tele-
VIA system would assist an operator to respond to a
sensing problem which could not be resolved by the
exception handling mechanism of the remote robot.
Background and Related Work
Coiffet and Gravez [2] suggest that "instead of
searching for an overall model including complex con-
cepts as human behavior, it is more profitable to con-
sider the computer role as performing assistance func-
tions to humans". They go on to describe three sit-
uations in which conceivably computer and human
can collaborate, and compare the differences between
telepresence, "a system-oriented assistance centered
on machine transparency", and teleassistance, which
refers to "task-oriented assistance". They state, fur-
ther, that:
Increasing the capabilities, and therefore
the complexity, of a teleoperation system
soon results in a cognitive overload for the
human operator. The design of a cooperative
system should thus introduce strategic assis-
tance forms that facilitate on-line symbolic
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control. Generallyspeaking,the basisfor
suchassistanceis theselectionandprocess-
ingof relevantdata(sensoroutputsandex-
ecutionreports)andthefilteringofoperator
commands.This is reflectedin ahigh-level
structuraldialoguembodyingtask-oriented
diagnosisandproposingpertinentsolutions.
At thesymboliclevel,thecomputercontri-
butionis deducedfromanunderstandingof
theworkat hand,andis intendedtoenhance
thehumanoperator'sdecision-makingpro-
cessandto improveon-linehuman-machine
communication.
Theworkpresentedin theremainderofthispaperisin
keepingwith thephilosophybehindthesecomments,
anddemonstrateshowsuchacooperativesystemmay
bedesignedandimplemented.
Approach
In remote and unexplored environments where
unanticipated events are likely to occur, it is impor-
tant that the robot be able to handle a number of sit-
uations autonomously and in real-time. In the event
of an unresolved problem, however, the remote robot
must have recourse to a local human operator for assis-
tance. However, in order for the operator to perform
diagnosis effectively, the data from the robot must be
appropriately selected and presented. Once the prob-
lem has been determined, the operator should then be
able to re-configure the robot so that the autonomous
processes may once again take over. An important
consequence of this approach is that it is now conceiv-
able for the operator to supervise more than one robot
simultaneously, and furthermore, to request data from
other robots working with the one in trouble.
To achieve this goal of cooperative tele-assistance,
two major software systems have been joined together
and modified appropriately for this application do-
main. The first is the Sensor Fusion Effects (SFX)
architecture [4], which utilizes state-based sensor fu-
sion to support the motor behavior of an autonomous
robot. If a state failure occurs, fusion is suspended
and control is passed to an exception-handling mech-
anism, which attempts to identify the problem and
either repair or replace the sensing plan. The sec-
ond system, called VIA (Visual Interaction Assistant),
is designed to cooperatively assist human perception
and problem-solving in a diagnostic visual reasoning
task. VIA is a blackboard-style system which utilizes
knowledge-based techniques to focus the user's atten-
tion on relevant parts of the image, automatically en-
hancing the image according to the needs of the user's
problem-solving process. It further manages diagnos-
tic hypotheses, maintaining beliefs according to cur-
rent evidence, and assists the user to converge oppor-
tunistically on a solution where possible.
The advantage of linking the SFX system with the
VIA paradigm is that under SFX, the robot has al-
ready attempted a certain amount of trouble-shooting
itself. Thus information about what has been tried,
the robot's own conclusions, and the relevant sensor
images can all contribute to the decision-making pro-
cess of the local operator. In order to achieve this,
the teleSFX system includes an interactive exception
handling component, which allows the robot to call the
operator for help in the event that its own exception
handling capabilities could not resolve the problem.
The central communication mechanism between
the remote and local intelligent systems is the black-
board structure. The advantage of this architecture is
that it allows asynchronous communication between a
number of independent knowledge sources. In the gen-
eral VIA system, the user is considered to be a knowl-
edge source as well, cooperating with the knowledge-
based system in the search for a solution (or partial
solution). In the case of the tele-assistance system
(teleVIA), the remote robotic system is also incorpo-
rated as a knowledge source, thus allowing the three
entities, robot, teleVIA system, and human operator,
to make contributions to the solution of the problem in
a cooperative manner. This is especially important in
cases where the solution set is not initially tractable,
and more information must be acquired in order to
quickly constrain the list of diagnostic hypotheses, so
that a repair plan may be constructed. An overview of
the entire system is shown in Figure 1, and further de-
tails are provided in the following subsections. In this
diagram, it can be seen how the interactive configu-
ration and interactive exception handling components
of the teleSFX architecture are merged with the in-
telligent assistance provided by teleVIA, through the
panels of the blackboard. The emphasis in this paper
is on the interactive exception handling aspects of this
design.
TeleSFX
In [3], the teleSFX control scheme was introduced,
emphasming the intelligent exception handling mech-
anism at the remote. Unlike configuration, exception
handling must be done in real-time (for example, a
robot may be moving when a sensor malfunctions).
As shown in [1], autonomous exception handling is
difficult because it involves domain and hardware spe-
cific information which may not always be available or
correct.
TeleSFX uses a three part strategy for exception
handling: detection, classification, and recovery. The
first step, detection, determines that a "sensing fail-
ure" has occurred. Sensing failures are any anoma-
lous or suspect conditions that have been previously
defined by the knowledge engineer. Sensor malfunc-
tions are one type of failure. Most sensor malfunctions
manifest themselves via explicit hardware errors com-
municated to the controlling process (e.g., bus errors,
frame grabber errors) and tend to be straightforward
to classify and recover from (e.g., reset the system,
request a retry). Another class of sensing failures is
due to unanticipated changes in the sensing environ-
ment which degrade the performance of one or more
sensors (e.g., the lights are turned off). The third and
final class of failures stem from errant expectations,
where the robot is interpreting the observations ac-
cording to a model. If for some reason the robot has
selected the wrong model at the wrong time (e.g., for
mechanical reasons, the robot did not rotate fully to
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Figure 1: Cooperative Tele-Assistance System Design.
the intended viewpoint), the sensor observations are
unlikely to agree.
Failures in the latter two classes are difficult to
detect because the sensors are operating "correctly"
but their data can no longer be interpreted with-
out accounting for the changed context. Therefore
teleSFX is sensitive to inconsistencies in the evidence
contributed by different sensors for a particular task.
The knowledge engineer defines a set of failure con-
ditions representing these inconsistencies for the par-
ticular implementation. Each perceptual process may
have a different set of thresholds for those failure con-
ditions, given the unique interactions between sensors.
The classification step has the remote attempt to
autonomously identify a sensing failure, and adapt the
sensing configuration. This involves hypothesis gener-
ation, testing and response heuristics at the remote
site, and several experiments have been described in
[1] which demonstrate this capability. However, the
success of the classification step depends on the ex-
pert understanding of the domain and the sensors.
This domain-dependence means that classification by
the remote is brittle and will not always be successful.
Therefore, if the remote system cannot resolve the dif-
ficulty, teleSFX must post the request for help to the
blackboard, together with immediately relevant data
such as current sensor data and a log of the remote's
hypothesis analysis. This signals the teleVIA system
to activate its knowledge sources in order to request
and present further data, as well as to perform further
hypothesis analysis.
Figure 2 shows the details of the control system for
the remote site. The local operator is involved pri-
marily in interactive configuration, and general moni-
toring, until the interactive exception handling is trig-
gered by the remote system. At that point, teleVIA
takes over from teleSFX until the repair is communi-
cated.
Blackboard
The Blackboard is where the evolutionary results
of the problem-solving effort are captured. The orig-
inal logical partitioning of the blackboard was based
on components of a cognitive model of visual inter-
action described in [5], and was designed to facilitate
transfer of information between human perception and
problem-solving during a visual reasoning task. In the
domain of tele-assistance, it is seen that, with one ex-
ception, the same logical partitions or panels may be
used. The additional information which is contributed
by the remote robotic system is accommodated in the
subpanels as shown in Figure 3.
Context Panel
In the general VIA design, this area contains informa-
tion that is known about the overall problem context.
In the teleVIA mode, the Context Panel is used to
monitor the robot's (or robots') current activities. It
is divided conceptually into three subpanels:
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Figure 3: Tele-VIA Blackboard.
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1. Interactive Configuration allows the local opera-
tor to select appropriate sensors, and to commu-
nicate sensing and backup plans to the robot.
2. Interactive Exception Handling receives the sig-
nal for help when autonomous exception handling
fails. The remote system immediately posts the
type of failure, currently active sensors, and the
belief table for those sensors. This tells the lo-
cal operator what the perceptual status of the
robot is at the time of failure, and provides ini-
tial information for teleVIA to begin formulating
hypotheses, and requesting further information.
3. Current Context is a panel which is active during
both interactive configuration and interactive ex-
ception handling. It contains information about
the task underway, the known environmental fac-
tors and conditions, which sensors are active and
working, and intermittent video images from the
robot reinforcing the operator's knowledge of the
context within which the robot is currently func-
tioning.
In the initial design of teleVIA, the overall Context
Panel is used simply as an informational tool for mon-
itoring the robot.
Hypothesis Panel
This panel contains the current hypotheses that con-
stitute the partial (or complete) solutions that are
evolving as a result of the problem-solving activity.
It is divided into two subpanels:
1. Robot Hypotheses contains the hypotheses gener-
ated by the teleSFX system at the remote site,
and reflects the diagnostic and problem-solving
activities carried out autonomously by the excep-
tion handling mechanism of the robot.
2. Tele VIA Hypotheses contains the hypotheses gen-
erated by the knowledge sources ofteleVIA, based
on the information posted by the remote system
in combination with more extensive knowledge re-
trieved from the teleVIA knowledge base.
Attention Panel
This panel is the locus of the visual focus-of-attention
mechanism. It is also partitioned into two parts:
Attention Directives are issued by the teleVIA
system in order to assist the local operator's per-
ception of relevant data. To accomplish this, tele-
VIA may request particular images to be trans-
mitted by the robot. In this way, delays due
to transmission of unnecessary and/or extraneous
data may be avoided. Furthermore, since the im-
ages are selected by teleVIA's knowledge sources
according to the current problem, they are more
likely to be pertinent and useful. The directives
issued to the operator are then aimed at guiding
him/her to look at particular aspects of the data
provided by the remote system.
The second area of the Attention Panel consists
of one or more images, obtained from the robot
by the teleVIA system. Depending on the sen-
sory modality of the displayed images and/or data
(e.g., video vs. infra-red vs. ultrasonics), tele-
VIA will also automatically execute appropriate
image enhancements designed to facilitate the op-
erator's perception of the feature(s) in question.
In this manner, the superior perceptual capabil-
ities of the human operator can be exploited in
order to diagnose the problem more quickly.
TeleVIA
In Figure 4 are shown the components of the co-
operative system which assists the human supervisory
activities at the local site. TeleVIA contains four main
control modules: Hypothesis Manager, Strategy Selec-
tor, Attention Director and User Interface, together
with a knowledge base which serves as the repository
of long-term information in the system. The Hypoth-
esis Manager impacts the blackboard through the ac-
tivities of hypothesis-related knowledge sources. The
Strategy Selector is used to pass control from the Hy-
pothesis Manager to the Attention Director, since the
way in which attention is focused may depend on the
strategy used for reducing the list of active hypothe-
ses. The Attention Director is concerned with focusing
attention by presenting and enhancing images as well
as suggestions to the operator of what to look at next.
The User Interface is the component through which
the human operator communicates with the teleVIA
Hypothesis Manager
The purpose of the Hypothesis Manager is to percolate
information through the levels of the blackboard via
the activities of the knowledge sources. Each knowl-
edge source has a set of preconditions that must be
satisfied by information at a particular level of the
blackboard. It then performs a transformation of the
information at one or more levels. Some examples of
knowledge sources which are activated by the type of
sensor involved in the failure are illustrated in the fol-
lowing tables.
K-S 1
Precondition:
The sensor involved is video.
Action(s):
Request latest image from robot.
Post image.
Retrieve and post video hypotheses.
K-S 2
Precondition:
The sensor involved is infra-red.
Action(s):
Request latest image from robot.
Post image.
Retrieve and post infra-red hypotheses.
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Figure 4: Overview of TeleVIA.
K-S 3
Precondition:
The sensor involved is infra-red and image is
posted.
Action(s):
Retrieve model from current context.
if model available then
invoke model-false-color enhancement
else invoke generic-false-color enhancement.
Post image.
Strategy Selector
This module is invoked by the Hypothesis Manager
when a knowledge source needs further informatl_on
before proceeding. It examines the current blackboard
configuration in order to determine an appropriate
strategy for the next step in the problem-solving pro-
cess. A High Level Plan is then generated to carry out
the selected strategy, and is passed to the Attention
Director for refinement and execution.
Attention Director
The Attention Director module takes the High Level
Plan produced by the Strategy Selector, and con-
structs an Attention Plan that contains detailed in-
structions for focusing attention. The steps of the
Attention Plan are based on the particular type of
evidence that is needed to fulfill the mandate of the
Strategy Selector. These steps are expanded with im-
age enhancement procedures where appropriate, and
are executed. Control is then passed to the operator
for feedback. In this way, the system presents infor-
mation, makes suggestions, and enhances the image(s)
in such a way as to influence the direction of the op-
erator's problem-solving.
User Interface
The User Interface is divided into two parts: the
Logical User View, which controls how much of the
blackboard is visible to the user, and the Presentation
Manager, which controls the form of the interface as
it is presented to the user. The Logical User View
component of the user interface allows the system to
be adapted for various purposes without compromis-
ing its basic problem-solving approach. For example,
when the operator is simply monitoring the robot,
and performing interactive configuration, the panels
involved in exception handling should be hidden from
view. There may also be a certain amount of data
posted to the blackboard, which is utilized by teleVIA
in its hypothesis management, but which should not
necessarily be visible to the operator. On the other
hand, the Presentation Manager provides the actual
human-machine interface of the system through a dis-
played representation of the Logical User View. This
may take a number of forms including menus, icons,
graphics, and/or direct manipulation windows, and
may even extend to audio as well as visual mecha-
nisms.
Experiments
The experiments described here use data for scene
recognition which was collected from two sources. Sce-
narios 1, 2, 3 and 5 are based on sensor observa-
tions collected from the Denning DRV mobile robot,
George, at the Georgia Institute of Technology. Sce-
nario 4 is based on sensor data from Clementine, the
Colorado School of Mines' Denning MRV-3 mobile
robot. It should be noted that some of the data has
been used in previous experiments. The exception
handling activities at the remote in the experiments
described in this paper differ from previous work [3]
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becauseeca se theyt e  makea e usese off thet e morere rigorousri r s systems ste  
developedl  ini  [1]. 
Fivei  differentiff r t typest s off sensorss s rs (an(  InframetricsI fr tri s truetr  
l . 
infraredi frare  camera,ca era, aa blacklac  anda  whiteite videoi e  camera,ca era, aa HiBi8 
colorl r camcorder,r r, a UV camerar  and  ultrasonics)ltr s i s) pro-
videdi  observationsr ti  fromfr  George.r . Clementinel ti  suppliedli  
datat  setst  fromfr  threet r  sensorsr  (a blackl  and  whiteit  videoi  
camera,, a colorl  camcorder,, and  ultrasonics).lt i . Botht  
robotsr t  simulatedi l t  securityrit  guards,r , wherer  thet  taskt  was 
r -
tot  determinet r i  whethert r a studentt t desk arear  off a clut-
teredt  room had changed sincei  thet  lastl t visit.i it. In thet  
followingf ll i  scenariosri  thet  focusf  isi  on thet  activitiesti iti  off thet  
teleVIAt l I  systemt  ini  responser  tot  thet  requestr t forf r helpl  
fromfr  thet  remoter t  system.t . 
Scenarioi  1 
In the first experiment,i t, the robot collected data for 
l t-
the desk scene while facing a different part  ofthe room..f  
This resulted in a "high conflict" type of  state failure 
during fusion.. The robot then generated a hypothesis
“  ” 
of  sensor malfunction,ti , and attempted to run diagnos-
tics on the two conflicting sensors.. These diagnostics,
however,, showed that both sensors were working cor-
rectly,, and at this point,, the robot could not proceed 
further,t er, and signalled for assistance.. 
At this point,t, the robot posts a request to the in-
teractive exception handling panel of  the blackboard, 
indicatingi ti  the type of failureil re it has encountered,, and 
including the beliefs which led to this failed fusion. In 
the initiall version of teleVIA, the images leading to 
thisi  conflict are alsol  transmitted.itt . The first knowledge 
source of teleVIA is activated with the precondition  
that a video camera is involved in the failure.re. This 
causes the video image to be displayed first,t, together 
with a list of preliminary hypotheses of what could be 
the problem. Examplesl  of  hypotheses include: wrong 
input,i t, sensor malfunction, sensor occlusion, sensor 
hardware error (missingi si  data,t , self-diagnostic error),r), 
multiplelti le sensor errors interfer-
iI e: 
and electromagnetic 
ence.. as-Sincei e the purpose of the system is to provide 
sistancei t  as quicklyi l  as possible,si le, an assumption is made 
that,t t, ifi  applicable,li l , imagesi  whichi  are most easily per-
ceivedi e  by humanss (e.g.,. ., video images versus thermal 
images)i a es) arer  giveni  priority. Thus,s, if by looking at the 
videoi  image,i age, thet  operatorr t r can immediatelyi i  ascertain 
whatt thet e problem isis and resolvel  it,it, then thisi  most ef-
fectivef ctive solutions l ti  tot  the problem should be supported.rted. 
Oncece thet  operatorrat r selectss l t  the probable diagnosis,i i , a list 
of repairr ir possibilitiesi  may be posted to the interactive 
configurationfi r ti  panel forf r implementation.i l  
Scenariorio 2 
InIn thet e secondsec nd experiment,experi ent, thet  lensl s of the camera 
wasas coveredered ini  opaque plasticl ti  tot  simulatei l  a sensorr 
malfunctionalf  duee toto externalternal factorsf t rs such as dirti  on 
thethe lens,lens, forfor example.exa ple. InI  thist is case,ase, thet e fusionsi n processr ss 
-
a “below minimum”resultedres lt  inin a "belo  i i u " typet  of failure,f ilure, and,d, 
a gener-asas a result,result, thet e exceptione c ti  handlingli  mechanismi  er-
a “inadequate plan”.atedated a firstfirst hypothesist esis of "inadeq at  sensings si  l n".
A backupbackup planla  wasas thent en implemented,i le ented, anda  sensors s r datat  
accordingly,wasas reaquiredrea ir  accordingly. Thehe newe  planl  added a colorl r 
cameraca era toto thethe sensingsensing suite,suite, and subsequentlys se tl  a fusionsion 
“high conflict”failurefailure ofof "high conflict" wasas encounterede c t r  betweent  thet  
blackblac  andand whitehite cameraca era anda  thet e colorc lor camera.ca era. Ass ini  
S06 
Figure  5: Example  Image for Scenario  2.. 
the previous  experiment, teleSFX then  generatedt  thet  
diagnos-hypothesis off sensor malfunction,  performedrf r ed 
tics which denied this hypothesis, and  thent  calledl  for 
assistance. 
In this case, both off the failures are posted  to thet  
blackboard, together  with the beliefs generatedt  for 
sen-each attempt. Once again, the primaryi r  troubledl  
sor isi  the black and white camera,, and the image
generated is shown in Figure 5. how-In this case, 
ever,, since the second attempt introduced  the con-
flicting image from the color camera,, both  the black  
and white, and the color video images are displayed by
teleVIA for the operator to examine first. In this case 
as well,l, the operator should be able to determine  the 
problem fairly quickly by simply comparing the black  
and whiteit  videoi  imagei  withit  thatt t of  thet  colorl  camera.. 
Scenario 3 
InI  thet  thirdt ir  experiment,ri t, thet  lightsli t  werer  turnedt  
offff duringri  datat  collectionll ti  tot  simulatei l t  an unforeseenf r  
change ini  environment.i t. In thist i  case thet  exceptionti
handlingli  mechanismi  off thet  robotr t arrivedrri  att a correctrr t 
“environmental change’’conclusionl i  off " ir t l " by testingt ti  thet  
visiblei i l  lightli t information.i f r ti . However,er, forf r thist i  typet  off 
recov-problem,l , operatort  assistancei t  isi  stilltill needed for 
interac-ery,r , and thereforet r f r  a messagess  isis postedst  tot  thet  i t r -
request-tiveti  configurationfi r ti  portionrti  off thet  blackboardl r  r t-
ingi  intervention.i t r ti . The beliefsli fs leadingl i  tot  thet  originalri i l
statestate failure,fail re, togethert et er withit  thet e hypothesest eses generatede erate
and testedt st  by thet  robot,r t, arer  postedst  tot  thet  blackboard,l r ,
blackwhileil  imagesi s and datat  fromfr  thet  relevantr l t sensorss s rs ( l
camera, and disp ayed.and white ra, UV sensor) are also l .
Thisis enablesl s thet  operatorr t r tot  determinet r i  whatt typet  off 
environmentalir t l change may have occurred.rr . 
InI  each off theset s  experiments,ri ts, thet  primaryri r  sensors s r 
cam-involvedi l e  ini  thet e problemr le  wasas thet e blacklac  anda  whiteite ca -
era. were ori inallyera. Sinceince thesethese experimentsexperi ents ere originally designeddesigned
to hand5ingt  testtest thet e autonomousa t s exceptione ce ti  a li  capabilitiesca a ilities
ofof thethe teleSFXtele  system,syste , thethe results,results, whenhen extendedextended toto 
are How-thethe teleVIAtele I  componentco ponent are somewhatso e hat artificial.artificial. o -
serve toever,ever, theythey serve thethe purposepurpose to establishestablish thethe typetype ofof 
I 
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Figure 6: Polar Plot of  Ultrasonics Data. 
information which must be communicated between the 
remote and the local systems in even such elementary 
scenarios. This allows us to determine the types of  
knowledge sources which may be activated,, the dif-
ferent types of  hypotheses which may be needed,, and 
how to present this information effectivelyl  using the 
blackboard mechanism.i . 
Further experiments are empha-underway which 
size sensor data which is not as easily perceived by 
the human operator,, and which may require enhance-
ment before conclusions may be drawn.. In these cases,, 
-
teleVIA knowledgel e sources are activated accordingr i  to 
the type of  sensor(s) involvedl ed in the state failure.. This 
 
is then combined with knowledge of  the current con-
text to select appropriate enhancements,ts, and display 
the information to the local operator.t r. The followingi  
scenarios were constructed using images acquiredi  by 
the robot forr a drillll press scene.. 
Scenarioi  4 
In this example,le, it is assumed that the ultrasonics 
are contributingtri ti  primarily to the fusioni  failure.il r . In this 
experiment,ri ent, one outt of the 24 ultrasonics transducersrs 
mounted in a ring began to report widely fluctuatingt ti  
 
readings. A sensing failureil re of "highly uncertain" evi- “ i l  ” i
dence wass reported, but the responsiblei l  sensorr couldrtef, 
not be isolated,i lated, therebyt  necessitating aidi  from thet  op-
erator.r t r. The raw ultrasonici  readings thatt  comee from a 
-
Denningi  mobileil  robott arere just numbers,ers, whichi  repre-
sent measurements in feet.t. However,ever, when thist i  datat  
isis representedt  as a polarl  plotl t as ini  Figurei r  6,, itit isis much 
easieri r tot  notice ifi  one or morer  of thet  sensorss rs isis givingi i  
erroneouss readings.i s. Thisi  isi  furtherrt r reinforced ifi  thet  
numericalri al datat  arere examinedi  in thet  lightli  of knowledgel  
aboutt thet  currentrr t context,text, forf r example,a ple, thatt t a roomr  
(or( r minei  shaft)s aft) isis thoughtt  tot  have certainrt i  dimensions.i ensions. 
A furtherrt r enhancementt of thet  datata whichi  can aidi  thet  
locall l operatorr t r isis an occupancya cy grid,rid, whichi  presentsr t  a 
bird's eyee viewi  of whatt thet  robotr t hass senseds s  soso far.far. 
The robotr t buildsil  up thist i  gridri  orr map ass itit processessses 
ultrasonicsltr s ics data.ta. Withit  botht  of theset se typest s of displays,is lays, 
’
Figure 7: Equal Band False Color Enhancement.. 
the operator is more likely to diagnose the failure of  
er-an ultrasonic transducer or board, or to detect an 
roneouss reading. 
Scenarioi  5 
han-When the sensor in question during exception 
dling is the infra-red camera,, enhancements are once 
operator’sagain needed to assist the r'  perception of  the 
information in the image.. In this case,, the untouched 
true infra-red image is typically gray scale,, and there is 
discernable im-often not a great deal of   contrast in the 
age.. It is common practisei  to add false color to such an 
the heatimage to show  distribution.i ti . However,r, certaini  
or” coior stiii im-choicesi s f falsel  l maps ll do not enhance the 
age,, and may obscurere the details even further.r. In the 
drill-press example,l , dividing the grayscale into 6 equall
bands of  color leads to a primarily  yellow image,e, due 
ver-to the extreme heat of the drill press.. A grey scalel  -
sioni  of thisi  image is shown in Figurer  7. However,er, if the 
utiliz-selectionl ti  of falsel  colorl  map is knowledge-based,ledge-based, 
ing model-specificl ifi  informationti  about the drillrill press,,
im-forr example,le, then a morer  appropriatelyri t l  enhanced -
age is produced,, making it easier forr the operator to 
yel-see the heat profileil  represented as blue,, green,, red,, 
low,, and whiteit  bands.s. Thisi  is illustrated in the grey
scalele rendition in Figurei r  8.. 
Future Work 
ex-Currentt work isis concentrating on constructingstr cting -
At-perimentst  ini  real-time where an operatort  att Clarkl  t-
lantal t  willill interacti t t withit  thet  remotet  robott (Clementine)l entine) 
att Coloradol rado Schooll of Mines.i es. An importanti  issuei e 
whichi  has not been addressedr ssed ini  thist i  work so farf r isis 
that of learning.l i . work-The robot willill typicallyt i l  be r -
ingi  ini  hazardousr s and/or remoter t  environmentsir e ts aboutt 
whichi  littlelittle may be known,o n, and thereforet r f r  itit isis difficultiffi lt 
tot  anticipateti i ate thet  typest  of problemsl s whichi  may arise.rise. 
auton-Nott onlyl  wouldl  itit be desirablesir l  tot  increasei rease thet  t -
omy of thet  individuali i  robotr t whereverr r possible,ssi le, butt thet  
knowledgeledge gainedained fromfr  solvings l ing theset s  problemsr l s couldl  
be disseminatedisse inated tot  othert r robotsr ts ini  thet  field.field. Further-rt er-
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Figure 8: Model-Specific False Color Enhancement. 
more, iff the teleVIA system could "remember" cer-
tain interactions, these could immediately be retrieved  
from memory, rather than  having to generate the same 
session over again.. rea-
“ ” 
The  technique of  case-based 
soning is a natural  candidate for this type of  learning. 
Each interactive exception handling session may be 
captured as a case, which would be indexed on features 
such as particular configurations off sensors and failure 
types. Such a case could also include relevant images,, 
or at least  image types and enhancements used, so 
that  teleVIA would simply use a case retrieval  mecha-
nism rather  than a potentially complicated reasoning 
strategy.. Certain aspects of  the exception handling 
and recovery procedures might also then be commu-
nicated to the robot itself, to extend its autonomous 
capabilities,iti s, especially for recurrent  problems. 
Summarvy and Conclusions 
This paper presents a new approach in semi-
autonomous mobile robots,, which reduces the level of  
human supervision and provides intelligent  assistance 
for problem solving.i . The approach partitions problem
solving responsibilities between the remote and the lo-
cal machines.. The remote system monitors its sensing
for anomalies,li s, called sensing failures, using teleSFX.. 
If  a failure occurs, it attempts to classify the source 
of  the problem using a generate and test methodol-
ogy.. If  itit isi  successfulf l ini  identifyingi tif i  thet  source,r , itit 
then attempts to autonomously recover (e.g.,., go to 
back up sensors, change parameters). Otherwise,ise, if  
the source cannot be classified,ified, or if  no recovery strat-
egy is available,le, the local machine must provide the 
exception handling. Exception handling at the local 
is done by the operator,t r, with the help ofteleVIA. Tele-
VIA uses a common blackboard to cooperatively assist 
the operator by posting what has been done by the 
remote,t , displaying and enhancing sensor data needed 
 t l I . 
in ascertainingi i  the problem, and managing diagnostic 
hypotheses and beliefs.fs. Experimental scenarios using 
data collected from mobile robots illustrates the oper-
, 
ation  off thet  system.
The advantages off this  type  off tele-assistancel - sistance fall 
into threet  categories. First, it  is practical. It  reduces 
communi-the  need for direct  human  supervision  and  
cations by having the  remote  monitor  itselflffor failures. 
opera-Second,, it  increases efficiency by freeing the  
tor  to supervise multiple remotes, reducing cognitive
enhance-overload by  controlling the  presentation and  
ment  off sensory data  from the remote, and  aiding the 
manage-problem-solving process through hypothesis 
sup-ment  and  expert guidance. Three, the approach 
ports the incremental addition off artificial  intelligence 
as more progress is made in learning  and  planning. 
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