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Estimates for functionals of solutions to higher-order
heat-type equations with random initial conditions
Yu. Kozachenko1, E. Orsingher2, L. Sakhno3, O. Vasylyk4
Abstract
In the present paper we continue the investigation of solutions to higher-order heat-type
equations with random initial conditions, which play the important role in many applied
areas. We consider the random initial conditions given by harmonizable ϕ-sub-Gaussian
processes. The main results are the bounds for the distributions of the suprema over
bounded and unbounded domains for solutions of such equations. The results obtained
in the paper hold, in particular, for the case of Gaussian initial condition.
Key words: higher-order heat-type equations, random initial conditions, harmonizable
processes, ϕ-sub-Gaussian processes, distribution of sumpremum
1 Introduction
Partial differential equations of the form
∂u
∂t
= Lu, (1.1)
where L is a linear or nonlinear operator containing higher order spatial derivatives, often appear
in the literature, since they can model many interesting phenomena in physics and other applied
areas. Equations of this type represent higher order extensions of the heat equation and also are
called evolution equations. They are used, in particular, to describe the wave propagation in
fluids, plasma and other media. Higher order nonlinear and/or linear terms can play significant
role in adequate and accurate representation of complex physical systems.
The literature devoted to the study of this type of partial differential equations is rather
voluminous, some references relevant to our study will be given below. In recent decades, the
subject has expanded even more intensively due to the discovery of interesting and fruitful
probabilistic connections.
One famous equation is the Burgers equation
∂u
∂t
=
1
2
∂2u
∂x2
+ u
∂u
∂x
(1.2)
which is a second order counterpart of the Korteweg-De Vries (KdV) equation
∂u
∂t
= −∂
3u
∂x3
+ u
∂u
∂x
. (1.3)
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The Burgers equation is mathematically tractable because the Cole-Hopf transformation
reduces it to the heat equation. The KdV equation admits a number of exact analytic solu-
tions, in particular, the so-called soliton solution, and is important in fluid dynamics. We also
mention that numerous recent studies are devoted to the higher-order generalizations of the
KdV equation.
Other non-linear equations of the form (1.1) appear in the description of diffusions with
branching and are called the Kolmogorov-Petrovskii-Piskunov equations (sometimes called also
Fisher equations) and have the form
∂u
∂t
=
1
2
∂2u
∂x2
+ u(1− u). (1.4)
The list of non-linear relevant partial differential equations is huge and includes also the
fractional equations
∂u
∂t
= −(−∆)ν u. (1.5)
with −(−∆)ν being the fractional Laplacian, related to stable processes.
The investigation of partial differential equations (PDE) from the probabilistic point of view
has been performed in several directions. From one hand, it was shown that many models of
stochastic processes possess probability laws linked to various types of PDE’s. On the other
hand, many interesting results have been obtained for PDE subject to random initial conditions,
random boundary conditions or external random forces.
1.1. Pseudoprocesses related to higher-order heat-type equations
Higher-order linear equations of the form
∂u
∂t
= cn
∂nu
∂xn
, n ≥ 2 (1.6)
have been analysed by many authors as possible extensions of the classical heat equation.
The fact that fundamental solutions to the equation (1.6) are sign-varying functions dates
back to works by Bernsˇtein and Le´vy.
Processes constructed as the Wiener processes by means of the fundamental solutions of
(1.6) (called pseudoprocesses because of the sign-varying character of their measure densities)
have been actively investigated starting from the works by Krylov [29], Daletsky, Fomin [12],
[11], Ladohin [33], Miyamoto [37], Hochberg [14].
More recently pseudoprocesses related to higher-order equations have been analysed and
functionals connected with them have been evaluated by Orsingher [42], Hochberg and Ors-
ingher [15], [16], see also [5], and, in more systematic way, by Lachal [30]-[32] among others.
Fractional versions of the equation (1.6) with space derivatives of the Riemann-Liouville type
have been studied by Orsingher and Toaldo [44], Smorodina, Faddeev, Platonova [17], [46], [45].
Many of the papers mentioned above study the distributions of functionals of the pseudo-
process Xt, such as the sojourn time Γt =
∫ t
0
I[0,∞)(Xs)ds, the local times and others.
In some cases functionals like max
0≤s≤t
Xs, X(Ta), X(Ta,b), where Ta = inf{s : Xs ≥ a},
Ta,b = inf{s : (Xs ≥ b) ∪ (Xs ≤ a)}, permit us to go deeper into the sample behavior of the
pseudoprocesses (see, for example, some papers by Lachal [30]-[32], Nishioka [39]-[41]).
Pseudoprocesses constructed as limit of pseudo random walks have been proposed recently
by Nakajima and Sato [38] and before by Lachal [32].
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The general form of solutions of higher-order heat equations has been given by D’Ovidio
and Orsingher in [43], where it was shown that the solutions of the equation (1.6) corresponding
to even and odd orders are substantially different in their structure and behavior. We note also
that in some cases the processes corresponding to the solutions to (1.6) can be represented as
compositions of Brownian motions (see [16]).
1.2. Higher-order heat-type equations with random initial conditions
Origins of the study of PDE with random initial conditions by means of rigorous probabilistic
tools can be traced back to the paper by Kampe´ de Feriet [18]. Since then several approaches
have been developed for investigation of solutions for various classes of PDE subject to random
initial conditions or random external forces.
Particular attention in the literature has been devoted to the study of rescaled solutions of
the heat, fractional heat, Burgers and some other equations with Gaussian and non-Gaussian
initial conditions possessing weak or strong dependence. We refer, for example, to [1], [35], [34],
among many others (see also references in the book [34]), spectral properties of random fields
arising as approximations of the rescaled solutions are presented, e.g., in [2], [3].
Another approach to the investigation of solutions of PDE subject to random initial con-
ditions has been developed in papers [4], [9], [20], [25], [27] and some others. Namely, the
applicability of Fourier methods was studied, conditions were obtained under which the solu-
tions can be represented by uniformly convergent series, and also the methods were developed
for the approximation of solutions by means of partial sums of the corresponding series, along
with the conditions of convergence of the mentioned approximations in different functional
spaces.
Odd-order heat-type equations of the form (1.6) subject to random initial conditions (rep-
resented by stationary processes) were studied in [6], namely, the asymptotic behavior was
analysed for the rescaled solution to the linear KdV equation with weakly dependent random
initial conditions.
More general odd-order equations of the form
∂u
∂t
=
N∑
k=1
ak
∂2k+1u
∂x2k+1
, N = 1, 2, ..., (1.7)
subject to the random initial condition represented by harmonizable processes were considered
in [7]. Rigorous conditions were stated therein for the existence of the solutions in two cases,
where the initial condition is represented: (1) by a strictly ϕ-subGaussian harmonizable process
and (2) by a stochastic integral with respect to a process with independent increments.
We mention that equations of the form (1.7), that is, evolution equations with odd order
spatial derivatives, are also called dispersive equations, we refer to [7] for some discussion on
their importance for different applications (see also references therein). We note that these
equations include, as the simplest case, the Airy equation having in the right hand side only
one term with third order derivative.
Note that real-world applications more often require consideration of equations (1.1), which
are non-linear, however the study of linear equations of the form (1.7) represents many points
of interest by itself and also gives an important key for understanding the related equations
with non-linear terms and for the corresponding numerical computations.
In the present paper we continue the investigation of solutions U(t, x) to the equation (1.7)
subject to random initial condition
u(0, x) = η(x), (1.8)
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where η(x) is a real-valued harmonizable ϕ-sub-Gaussian process.
Note that the results obtained in the paper hold, in particular, for the case of Gaussian
initial condition.
The properties of sub-Gaussianity and, more generally, ϕ-sub-Gaussianity, are important
features of stochastic processes, since they permit us to evaluate different functionals of these
processes, and, in particular, the behavior of their suprema. The theory developed for these
processes provides us with powerful techniques and tools suitable not only for asymptotic
results, but also for deriving many useful bounds for distributions of these processes. The
general theory of ϕ-sub-Gaussian processes and fields is presented in [10, 13, 19, 21, 22, 26, 47,
48], simulation methods are given in [23, 24, 48].
Our main aim in the present paper is to establish upper bounds for the distribution of the
supremum of a solution U(t, x) to the equation (1.7), that is, for P
{
sup
(t,x)∈A
U(t, x) > u
}
, where
A is a bounded domain. We also consider the behavior of sup U(t,x)
c(t)
over an unbounded domain,
where c(t) is some continuous function.
It is well known that the important practical aspect of the evaluation of statistical properties
of physical systems relies on the efficient representation of the relation between solutions of
corresponding PDE and the random initial condition. Under the assumption that the initial
condition is given by a ϕ-sub-Gaussian process, it is possible to state the rigorous conditions
of the existence of a solution. And moreover, as we show in the present paper, it is possible
to evaluate directly the tails of the distribution of supremum of the solution. The bounds
obtained in the paper demonstrate clearly the relation between the ϕ-sub-Gaussian initial
condition (random input) given in terms of a certain Orlicz function ϕ, and the behavior of the
solution (random output), bounds for distribution of which are written in terms of ϕ and its
convex conjugate ϕ∗.
The paper is organized as follows. In Sections 2 and 3 we present all important definitions
and facts on harmonizable ϕ-sub-Gaussian processes, which will be used for derivation of the
main results. In Section 4 we reformulate and specify (as appropriate for the present paper)
some results from [7] on the conditions of existence of solutions to (1.7) with the initial condition
(1.8). The main results are the bounds for the distributions of supremum of the solutions
presented in Sections 5 and 6, accompanied by some examples.
2 Harmonizable processes
In the paper we will consider the random initial conditions given by harmonizable ϕ-sub-
Gaussian processes. We present in this section and in the next one the necessary definitions
and facts on these processes.
Definition 2.1. [36] The second-order random function X = {X(t), t ∈ R}, EX(t) = 0, is
called harmonizable if there exists a second-order random function y = y(t), t ∈ R, Ey(t) = 0
such that the covariance Γy(t, s) = Ey(t)y(s) has finite variation and X(t) =
∫
R
eitu dy(u),
where the integral is defined in the mean-square sense.
Theorem 2.2. [36][Loev theorem] The second-order random function X = {X(t), t ∈ R},
EX(t) = 0, is harmonizable if and only if there exists a covariance function Γy(u, v) with finite
variation such that
Γx(t, s) = EX(t)X(s) =
∫
R
∫
R
ei(tu−sv) dΓy(u, v).
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Remark 2.3. Integral of the type
∫ ∫
A
f(t, s)dg(t, s) is a common Lebesgue-Stieltjes integral,
that is, a limit of the sum
∑∑
f(t, s)∆i∆jg(t, s), and integral of the type
∫ ∫
A
f(t, s)|dg(t, s)|
is a limit of the sum
∑∑
f(t, s)|∆i∆jg(t, s)| [36].
Definition 2.4. Real-valued second order random function X = {X(t), t ∈ R} is called
harmonizable, if there exists a real-valued second order function y(u), Ey(u) = 0, u ∈ R,
such that X(t) =
∫∞
−∞ sin tu dy(u) or X(t) =
∫∞
−∞ cos tu dy(u) and the covariance function
Γy(t, s) = Ey(t)y(s) has finite variation. The integral above is defined in the mean-square
sense.
Remark 2.5. In what follows, it is enough to consider one of the representations X(t) =∫∞
−∞ sin tu dy(u) or X(t) =
∫∞
−∞ cos tu dy(u), because all proofs are similar for both cases, as
well as for the case X(t) =
∫∞
−∞(a sin tu+b cos tu) dy(u), where a and b are some real constants.
From Theorem 2.2 the following theorem follows.
Theorem 2.6. Real-valued second order function X = {X(t), t ∈ R}, EX(t) = 0, is harmo-
nizable if and only if there exists the covariance function Γy(u, v) with finite variation such
that
Γx(t, s) = EX(t)X(s) =
∫
R
∫
R
cos(tu) cos(sv) dΓy(u, v)
or
Γx(t, s) = EX(t)X(s) =
∫
R
∫
R
sin(tu) sin(sv) dΓy(u, v)
Remark 2.7. If in Theorem 2.6 or in Definition 2.4 the process y(u) is a process with uncor-
related increments such that
E(y(a)− y(b))2 = F (a)− F (b)
for a > b, where F (x) is a monotonically increasing left-continuous function such that
F (−∞) = lim
x→−∞
F (x) = 0, F (+∞) = lim
x→+∞
F (x) <∞
(spectral function), then
Γx(t, s) =
∫
R
cos(tu) cos(su) dF (u) or Γx(t, s) =
∫
R
sin(tu) sin(su) dF (u)
Remark 2.8. Real-valued stationary processes X(t), t ∈ R, EX(t) = 0, with continuous co-
variance function
Γ(t, s) =
∫ ∞
−∞
cos((t− s)u) dF (u),
where F (u) is a spectral function, can be considered as a sum of two harmonizable processes
X(t) =
∫ ∞
−∞
cos tu dη1(u) +
∫ ∞
−∞
sin tu dη2(u)
where η1(u) and η2(u) are uncorrelated processes with uncorrelated increments such that
E(ηi(a)− ηi(b))2 = F (a)− F (b) for a > b.
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3 ϕ-sub-Gaussian random variables and processes
We present now a short overview of basic facts from the theory of ϕ-sub-Gaussian random
variables and processes.
Definition 3.1. [10, 28] Let ϕ = {ϕ(x), x ∈ R} be a continuous even convex function. The
function ϕ is an Orlicz N-function if ϕ(0) = 0, ϕ(x) > 0 as x 6= 0 and the following conditions
hold: limx→0
ϕ(x)
x
= 0, limx→∞
ϕ(x)
x
=∞.
Definition 3.2. [10, 28] Let ϕ = {ϕ(x), x ∈ R} be an N-function. The function ϕ∗ defined by
ϕ∗(x) = sup
y∈R
(xy − ϕ(y))
is called the Young-Fenchel transform (or convex conjugate) of the function ϕ.
Remark 3.3. [10, 28] The Young-Fenchel transform of an N-function is again an N-function
and the following inequality holds (Young-Fenchel inequality):
xy ≤ ϕ(x) + ϕ∗(y) as x > 0, y > 0.
Condition Q.[13, 22] Let ϕ be an N-function which satisfies lim infx→0
ϕ(x)
x2
= c > 0, where
the case c =∞ is possible.
Example 3.4. Examples of the N-functions, for which condition Q holds:
ϕ(x) =
|x|α
α
, 1 < α ≤ 2,
ϕ(x) =
{ |x|α
α
, |x| ≥ 1, α > 2;
|x|2
α
, |x| ≤ 1, α > 2. (3.1)
We can also consider the following examples:
ϕ(x) = exp{a|x|α} − 1, α ≤ 2, a > 0
ϕ(x) =
{
exp{a|x|α} − 1, 1 < |x| = 1, α > 2, a > 0,
exp{a|x|2} − 1, |x| < 1, a > 0. (3.2)
Definition 3.5. [13, 22] Let ϕ be an N -function satisfying condition Q and {Ω, L,P} be a
standard probability space. The random variable ζ belongs to the space Subϕ(Ω), if Eζ = 0,
E exp{λζ} exists for all λ ∈ R and there exists a constant a > 0 such that the following
inequality holds for all λ ∈ R
E exp{λζ} ≤ exp{ϕ(λa)}.
The space Subϕ(Ω) is a Banach space with respect to the norm [13, 22]
τϕ(ζ) = sup
λ6=0
ϕ(−1) (lnE exp(λζ))
|λ| ,
which can be written equivalently as
τϕ(ζ) = inf{a > 0 : E exp{λζ} ≤ exp{ϕ(aλ)},
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and it is called the ϕ-sub-Gaussian standard of the random variable ζ .
Examples of ϕ-sub-Gaussian random variables can be found in the paper [23], the books
[36] and [48].
Centered Gaussian random variables ζ = N(0, σ2) are ϕ-sub-Gaussian with ϕ(x) = x
2
2
and
τ 2ϕ(ζ) = Eζ
2 = σ2. In the case, when ϕ(x) = x
2
2
, ϕ-sub-Gaussian random variables are called
sub-Gaussian.
The important property of ϕ-sub-Gaussian random variables is the exponential estimate for
their tail probabilities, namely, if ζ is a ϕ-sub-Gaussian random variable, then for all u > 0 we
have
P{|ζ | > u} ≤ 2 exp
{
−ϕ∗
(
u
τϕ(ζ)
)}
. (3.3)
We will need some further properties of ϕ-sub-Gaussian variables.
Definition 3.6. [20] A family ∆ of random variables ζ ∈ Subϕ(Ω) is called strictly ϕ-sub-
Gaussian if there exists a constant C∆ such that for all countable sets I of random variables
ζi ∈ ∆, i ∈ I, the following inequality holds:
τϕ
(∑
i∈I
λiζi
)
≤ C∆

E
(∑
i∈I
λiζi
)2
1/2
. (3.4)
The constant C∆ is called the determining constant of the family ∆.
Lemma 3.7. [20] The linear closure of a strictly ϕ-sub-Gaussian family ∆ in the space L2(Ω)
is the strictly ϕ-sub-Gaussian with the same determining constant.
Definition 3.8. [20] Random process ζ = {ζ(t), t ∈ T} is called strictly ϕ-sub-Gaussian if
the family of random variables {ζ(t), t ∈ T} is strictly ϕ-sub-Gaussian with a determining
constant Cζ.
Example 3.9. [20] Let a family of random variables {ξk, k = 1,∞} be a strictly ϕ-sub-
Gaussian with determining constant Cξ, and let X(t) =
∞∑
k=1
ξkϕk(t), where the series converges
in mean square. Then the random process X = {X(t), t ∈ T} is strictly ϕ-sub-Gaussian with
determining constant Cξ.
Example 3.10. [20] Let {ξk, k = 1,∞} be a family of independent random variables such that
ξk ∈ Subϕ(Ω) and ϕ(x) be such function that κ(x) = ϕ(
√
x) is concave. If τϕ(ξn) ≤ C(Eξ2k)1/2,
C > 0, and for all t ∈ T the series
∞∑
k=1
ξ2kϕ
2
k(t) converges, then series
∞∑
k=1
ξkϕk(t), t ∈ T, is strictly
ϕ-sub-Gaussian random process with determining constant C.
Example 3.11. [20] Let K be a deterministic kernel and suppose that the process X =
{X(t), t ∈ T} can be represented in the form
X(t) =
∫
T
K(t, s) dξ(s),
where ξ(t), t ∈ T , is a strictly ϕ-sub-Gaussian random process and the integral above is defined
in the mean-square sense. Then the process Xt), t ∈ T , is strictly ϕ-sub-Gaussian random
process with the same determining constant.
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Lemma 3.12. [23], [24] (p. 146) Let Z(u), u ≥ 0 be a continuous, increasing function such
that Z(u) > 0 and the function u
Z(u)
is non-decreasing for u > u0, where u0 ≥ 0 is a constant.
Then for all u, v 6= 0 ∣∣∣sin u
v
∣∣∣ ≤ Z (|u|+ u0)
Z (|v|+ u0) (3.5)
Example 3.13. If Z(u) = uα, 0 < α ≤ 1, then u0 = 0,
∣∣sin u
v
∣∣ ≤ |u|α|v|α .
Example 3.14. If Z(u) = lnα(u+ 1), α > 0, then u0 = e
α − 1 and ∣∣sin u
v
∣∣ ≤ ( ln(|u|+eα)
ln(|v|+eα)
)α
.
Definition 3.15. Function Z(u), u ≥ 0, is called admissible for the space Subϕ(Ω), if for Z(u)
conditions of Lemma 3.12 hold and for some ε > 0 the integral∫ ε
0
Ψ
(
ln
(
Z(−1)
(
1
s
)
− u0
))
ds
converges, where Ψ(v) = v
ϕ(−1)(v)
, v > 0.
It is easy to see that functions Z(u) = uα, 0 < α < 1, and Z(u) = lnα(u+ 1), α > 1
2
, are
admissible for the space Subϕ(Ω) if ϕ(x) are defined in (3.1) and (3.2) respectively.
In order to derive our main results, we will use the estimates of distribution of suprema of
ϕ-sub-Gaussian random processes (see [25]).
We consider a separable ϕ-sub-Gaussian process defined on a separable metric space (T, d),
where T = {ai ≤ t ≤ bi, i = 1, 2} and d(t, s) = max
i=1,2
|ti − si|, t = (t1, t2), s = (s1, s2).
Theorem 3.16. Assume that X = {X(t), t ∈ T} is a separable ϕ-sub-Gaussian process such
that
sup
d(t,s)≤h,
t,s∈T
τϕ(X(t)−X(s)) ≤ σ(h), (3.6)
where {σ(h), 0 < h ≤ max
i=1,2
|bi − ai|} is a monotonically increasing continuous function such
that σ(h)→ 0 as h→ 0 and for some ε > 0∫ ε
0
Ψ
(
ln
1
σ(−1)(u)
)
du <∞, (3.7)
where Ψ(v) = v
ϕ(−1)(v)
. Then
P
{
sup
t∈T
|X(t)| > u} ≤ 2A(u, θ)
for all 0 < θ < 1 and
u >
2Iϕ(min(θε0, γ0))
θ(1− θ) ,
where
A(u, θ) = exp
{
− ϕ∗
( 1
ε0
(
u(1− θ)− 2
θ
Iϕ(min(θε0, γ0))
))}
,
and
ε0 = sup
t∈T
τϕ(X(t)), γ0 = σ(max
i=1,2
|bi − ai|),
ϕ∗(u) is the Young-Fenchel transform of the function ϕ,
Iϕ(δ) =
∫ δ
0
Ψ
(
ln
[( b1 − a1
2σ(−1)(u)
+ 1
)( b2 − a2
2σ(−1)(u)
+ 1
)])
du.
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Proof. The statement of Theorem 3.16 follows from the following general theorem proved in
[10]:
Theorem 4.2 ([10], p.105). Suppose that X = {X(t), t ∈ T} is a ϕ-sub-Gaussian process.
Let ρX be the pseudometric generated by X, that is, ρX(t, s) = τϕ(X(t)−X(s)), t, s ∈ T, and
ε0 = sup τϕ(X(t)) < ∞. Assume that (T, ρX) is a separable space, the process X is separable
on (T, ρX) and
ε0∫
0
Ψ(H(ε)) dε <∞,
with H(ε) being the metric entropy of the set T , that is, H(ε) = ln(N(ε)), where N(ε) denotes
the smallest number of elements in an ε-covering of the set (T, ρX).
Then
P{sup
t∈T
|X(t)| ≥ u} ≤ 2A(u, θ),
for each θ ∈ (0, 1) and
u >
2I˜ϕ(θε0)
θ(1 − θ) ,
where
A(u, θ) = exp
{
− ϕ∗
( 1
ε0
(
u(1− θ)− 2
θ
I˜ϕ(θε0)
))}
, I˜ϕ(θε0) =
∫ θε0
0
Ψ(H(ε)) dε.
Now one can see that the assertion of Theorem 3.16 follows from the fact that the process
X(t) is separable on (T, ρX) and if σ(u) < γ0 (that is, if ε < γ0) then
H(ε) ≤ ln
[( b1 − a1
2σ(−1)(ε)
+ 1
)( b2 − a2
2σ(−1)(ε)
+ 1
)]
and H(ε) = 0 if ε ≥ γ0.
4 Solutions of linear odd-order heat-type equations with
random initial conditions
The next theorem, which is a modification of Theorem 5.1 from the paper [7], gives the condi-
tions of the existence of solution of odd-order heat-type equation with ϕ-sub-Gaussian initial
condition.
Theorem 4.1. Let us consider the linear equation
N∑
k=1
ak
∂2k+1U(t, x)
∂x2k+1
=
∂U(t, x)
∂t
, t > 0, x ∈ R, (4.1)
subject to the random initial condition
U(0, x) = η(x), x ∈ R, (4.2)
and {ak}Nk=1 are some constants.
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Let η = {η(x), x ∈ R} be a real harmonizable (as defined in definition 2.4) and strictly
ϕ-sub-Gaussian random process. Also let Z = {Z(u), u ≥ 0} be a function admissible for the
space Subϕ(Ω). Assume that the following integral converges∫
R
∫
R
|λ|2N+1 |µ|2N+1 Z
(
u0 + |λ|2N+1
)
Z
(
u0 + |µ|2N+1
)
d|Γy(λ, µ)| <∞. (4.3)
Then
U(t, x) =
∫ ∞
−∞
I(t, x, λ) dy(λ) (4.4)
is the classical solution to the problem (4.1)-(4.2), where
I(t, x, λ) = κ
(
λx+ t
N∑
k=1
akλ
2k+1(−1)k
)
, (4.5)
and κ(v) = cos v or κ(v) = sin v for the cases when η(x) =
∫
R
cos(tu) dy(u) or η(x) =∫
R
sin(tu) dy(u) correspondingly.
Remark 4.2. Note that under the condition (4.3) all the integrals∫
R
λsI (t, x, λ) dy (λ) , s = 0, 1, 2, . . . , 2N + 1, (4.6)
converge uniformly in probability for |x| ≤ A, 0 ≤ t ≤ T for all A, T (we refer for more details
to [7]).
Remark 4.3. Let ϕ (x) = |x|
p
p
, p > 1 for sufficiently large x. Then the statement of Theorem
4.1 holds if the following integral converges∫
R
∫
R
|λµ|2N+1 (ln (1 + λ) ln (1 + µ))α d|Γy (λ, µ) |, (4.7)
where α is a constant such that α > 1− 1
p
(see [7]).
Generalized solution for the equation (4.1) with the random initial condition (4.2) of the
form η(x) =
∫
R
cos(tu) dy(u) or η(x) =
∫
R
sin(tu) dy(u) is given by process
U(t, x) =
∫
R
I(t, x, λ) dy(u), (4.8)
where I(t, x, λ) is given by (4.5) (with κ(x) = cosx or κ(x) = sin x), provided that the integral
(4.8) converges uniformly in probability for |x| ≤ A, 0 ≤ t ≤ T for all A, T , and we do not
require the uniform convergence of all the integrals (4.6) as for the case of classical solution.
The next theorem presents the conditions of existence of the generalized solution and follows
from the paper [7] (see Section 7 therein).
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Theorem 4.4. Let us consider the linear equation
N∑
k=1
ak
∂2k+1U(t, x)
∂x2k+1
=
∂U(t, x)
∂t
, t > 0, x ∈ R,
subject to the random initial condition (4.2).
Let Z be a function admissible for the space Subϕ(Ω), and let the following integral converge∫
R
∫
R
Z
(
u0 + |λ|2N+1
)
Z
(
u0 + |µ|2N+1
)
d(|Γy(λ, µ|)). (4.9)
Then U(t, x) defined in (4.4) is the generalized solution to the problem (4.1)-(4.2).
Remark 4.5. If the random initial condition η(x) is a strictly ϕ-sub-Gaussian stationary
process with the spectral function F , then condition (4.9) becomes∫
R
Z2
(
u0 + |λ|2N+1
)
dF (λ) <∞,
and conditions (4.3) and (4.7) can be modified in similar manner.
5 On the distribution of supremum of solution
of the problem (4.1)-(4.2)
We now state the exponential bounds for the distribution of supremum of the field U(t, x)
representing the solution to (4.1)-(4.2).
Theorem 5.1. Let y = {y(u), u ∈ R} be a strictly ϕ-sub-Gaussian random process with a
determining constant Cy and U(t, x) =
∞∫
−∞
I(t, x, λ) dy(λ), where I(t, x, λ) is given in Theo-
rem 4.1, a ≤ t ≤ b, c ≤ x ≤ d. Assume that U(t, x) exists and is continuous with probability
one (this condition holds if Theorem 4.1 holds). Let Ey(t)y(s) = Γy(s, t). Assume that Z(u) is
an admissible function for the space Subϕ(Ω). If the integral
C2Z =
∫ ∞
−∞
∫ ∞
−∞
(
Z
( |λ|
2
+ u0
)
+ Z
(1
2
∣∣∣ N∑
k=1
akλ
2k+1(−1)k
∣∣∣+ u0)
)
×
(
Z
( |µ|
2
+ u0
)
+ Z
(1
2
∣∣∣ N∑
k=1
akµ
2k+1(−1)k
∣∣∣+ u0)
)
d|Γ(λ, µ)| (5.1)
converges, then for 0 < θ < 1 and
u >
2Iˆϕ(min(θΓ, γ0))
θ(1− θ) ,
the following inequality holds true
P
{
sup
a≤t≤b
c≤x≤d
|U(t, x)| > u} ≤ exp{− ϕ∗( 1
Γ
(
u(1− θ)− 2
θ
Iˆϕ(min(θΓ, γ0))
))}
, (5.2)
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where
Γ = Cy
∫ ∞
−∞
∫ ∞
−∞
d|F (u, v)|, (5.3)
Iˆϕ(δ) =
∫ δ
0
Ψ
(
ln
[(b− a
2
(
Z(−1)
(2CZCy
s
)
− u0
)
+ 1
)
×
(c− d
2
(
Z(−1)
(2CZCy
s
)
− u0
)
+ 1
)])
ds, (5.4)
Ψ(u) =
u
ϕ(−1)(u)
, γ0 =
2CyCZ
Z( 1
κ
+ u0)
, κ = max(b− a, d− c).
Proof. The assertion of this theorem follows from Theorem 3.16.
Indeed, the process U(t, x) is separable since U(t, s) is continuous with probability one.
U(t, x) is strictly ϕ-sub-Gaussian with the determining constant Cy, and, therefore, we can
write:
sup
|t−t1|≤h
|x−x1|≤h
τϕ(U(t, x)− U(t1x1)) ≤ Cy
(
E(U(t, x)− U(t1, x1))2
)1/2
.
We also have:
ε0 ≤ Cy supE|U(t, x|2 ≤ Cy
∫ ∞
−∞
∫ ∞
−∞
∣∣I(t, x, λ)I(t, x, µ)∣∣ d|Γy(λ, µ)|
≤ Cy
∫ ∞
−∞
∫ ∞
−∞
d|Γy(λ, µ)| = Cy Γ. (5.5)
Let us estimate now E(U(t, x)− U(t1, x1))2 for κ(u) = cos(u).
E(U(t, x)− U(t1, x1))2 =
(∫ ∞
−∞
(I(t, x, λ)− I(t1, x1, λ)) dy(λ)
)2
=
∫ ∞
−∞
∫ ∞
−∞
(I(t, x, λ)− I(t1, x1, λ))(I(t, x, µ)− I(t1, x1, µ)) dΓy(λ, µ)
≤
∫ ∞
−∞
∫ ∞
−∞
|I(t, x, λ)− I(t1, x1, λ)||I(t, x, µ)− I(t1, x1, µ)| d|Γy(λ, µ)|; (5.6)
|I(t, x, λ)− I(t1, x1, λ)| = | cosA− cosB|, where
A = xλ+ t
N∑
k=1
akλ
2k+1(−1)k, B = x1λ+ t1
N∑
k=1
akλ
2k+1(−1)k.
Thus
|I(t, x, λ)− I(t1, x1, λ) = 2
∣∣∣ sin A+B
2
sin
B −A
2
∣∣∣ ≤ 2∣∣∣ sin B −A
2
∣∣∣ = 2∣∣∣ sin(C +D)∣∣∣,
where
C =
λ(x1 − x)
2
, D =
t1 − t
2
N∑
k=1
akλ
2k+1(−1)k.
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Therefore,
2| sin(C +D)| = 2| sinC cosD + cosC sinD| ≤ 2(| sinC|+ | sinD|)
≤ 2
(∣∣∣ sin λ(x1 − x)
2
∣∣∣+ ∣∣∣ sin (t1 − t)
2
N∑
k=1
akλ
2k+1(−1)k
∣∣∣).
Let now Z(x) be admissible function for the space Subϕ(Ω). From Lemma 3.12 it follows that
|I(t, x, λ)− I(t1, x1, λ| ≤ 2Z−1
( 1
|x− x1| + u0
)
Z
( |λ|
2
+ u0
)
+ 2Z−1
( 1
|t− t1| + u0
)
Z
(1
2
∣∣∣ N∑
k=1
akλ
2k+1(−1)k
∣∣∣+ u0).
Thus, we obtain:
sup
|t−t1|≤h
|x−x1|≤h
τϕ(U(t, x)− U(t1x1)) ≤ Cy
(
E(U(t, x)− U(t1, x1))2
)1/2
≤ Cy 2
Z
(
1
h
+ u0
)
[∫ ∞
−∞
∫ ∞
−∞
(
Z
( |λ|
2
+ u0
)
+ Z
(1
2
∣∣∣ N∑
k=1
akλ
2k+1(−1)k
∣∣∣ + uo)
)
×
(
Z
( |µ|
2
+ u0
)
+ Z
(1
2
∣∣∣ N∑
k=1
akµ
2k+1(−1)k
∣∣∣ + uo)
)
dΓy(λ, µ)
]1/2
= CyCZ
2
Z
(
1
h
+ u0
) . (5.7)
For κ(u) = sin u we have the same inequality. So, in the notations of Theorem 3.16
σ(h) = 2CyCZ
(
Z
(1
h
+ u0
))−1
,
that is,
σ(−1)(v) =
(
Z(−1)
(2CyCZ
v
)
− u0
)−1
, 0 < v <
2CyCZ
Z( 1
κ
+ u0)
= γ0.
We now can conclude that conditions (3.6) and (3.7) of Theorem 3.16 hold true.
Example 5.2. Let y = {y(u), u ∈ R} be a centered Gaussian random process. Then Cy = 1,
ϕ(x) = x
2
2
, ϕ∗(x) = x
2
2
, Ψ(x) = 1√
2
x1/2. Consider the following admissible function
Z(u) = lnα(u+ 1), u ≥ 0, α > 1/2.
In this case
u0 = e
α − 1, Z(−1)(v) = exp
{
v
1
α
}
− 1, Z(v + u0) = lnα(v + eα),
C2Z =
∫ ∞
−∞
∫ ∞
−∞
(
lnα
( |λ|
2
+ eα
)
+ lnα
(1
2
∣∣∣ N∑
k=1
akλ
2k+1(−1)k
∣∣∣ + eα))
×
(
lnα
( |µ|
2
+ eα
)
+ lnα
(1
2
∣∣∣ N∑
k=1
akµ
2k+1(−1)k
∣∣∣ + eα)) d|Γy(λ, µ)|. (5.8)
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The above integral converges if the following integral converges∫ ∞
−∞
∫ ∞
−∞
lnα(|λ|+ eα) lnα(|µ|+ eα) d|Γy(λ, µ)|. (5.9)
That is, if condition (5.9) holds true, then Theorem 5.1 holds. It follows from (5.4) that
Iˆϕ(δ) =
∫ δ
0
1√
2
(
ln
[(b− a
2
(
exp
{(2CZ
s
) 1
α
}
− eα
)
+ 1
)
×
(c− d
2
(
exp
{(2CZ
s
) 1
α
}
− eα
)
+ 1
)]) 12
ds.
Let now c−a
2
eα > 1 and b−a
2
eα > 1, then
Iˆϕ(δ) ≤
∫ δ
0
1√
2
(
ln
(c− d
2
b− a
2
exp
{
2
(2CZ
s
) 1
α
})) 1
2
ds
=
1√
2
∫ δ
0
ln
((c− d)(b− a)
4
) 1
2
ds+
1√
2
∫ δ
0
(2CZ
s
) 1
2α
ds
=
δ√
2
(
ln
((c− d)(b− a)
4
)) 1
2
+
δ√
2
(2CZ
δ
) 1
2α
(
1− 1
2α
)−1
. (5.10)
It follows from (5.2) that in this case for
u >
2Iˆϕ(min(θΓ, γ0))
θ(1− θ) .
P
{
sup
a≤t≤b,
c≤x≤d
|U(t, x)| > u} ≤ exp{− 1
2
( 1
Γ
(
u(1− θ)− 2
θ
Iˆϕ(min(θΓ, γ0))
))2}
. (5.11)
γ0 =
2CZ
lnα
(
1
κ
+ eα
)
If θ is such that θΓ < γ0,
(
θ < γ0
Γ
)
then for
u > sup
0<θ<
γ0
Γ
2Iˆϕ(θΓ)
θ(1− θ)
we get the estimate
P
{
sup
a≤t≤b,
c≤x≤d
|U(t, x)| > u} ≤ inf
0<θ<
γ0
Γ
exp
{
− 1
2
( 1
Γ
(
u(1− θ)− 2
θ
Iˆϕ(θΓ)
))2}
, (5.12)
and if γ0
Γ
> 1 then for
u > sup
0<θ<1
2Iˆϕ(θΓ)
θ(1− θ)
we get
P
{
sup
a≤t≤b,
c≤x≤d
|U(t, x)| > u} ≤ inf
0<θ≤1
exp
{
− 1
2
( 1
Γ
(
u(1− θ)− 2
θ
Iˆϕ(θΓ)
))2}
. (5.13)
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Example 5.3. Let y = {y(u), u ∈ R} be a centered Gaussian random process, as in exam-
ple 5.2. Consider the admissible function Z(u) = |u|α, 0 < α ≤ 1. In this case
u0 = 0, Z
(−1)(u) = u
1
α , u > 0
C2Z =
∫ ∞
−∞
∫ ∞
−∞
(( |λ|
2
)α
+
∣∣∣1
2
N∑
k=1
akλ
2k+1(−1)k
∣∣∣α)
×
(( |µ|
2
)α
+
∣∣∣1
2
N∑
k=1
akµ
2k+1(−1)k
∣∣∣α) d|Γy(λ, µ)|
≤
∫ ∞
−∞
∫ ∞
−∞
1
22α
(
|λ|α +
( N∑
k=1
|ak||λ|2k+1
)α)
×
(
|µ|α +
( N∑
k=1
|ak||µ|2k+1
)α)
d|Γy(λ, µ)|. (5.14)
This integral converges if the next integral converges∫ ∞
−∞
∫ ∞
−∞
|λµ|(2N+1)α d|Γy(λ, µ)| <∞ (5.15)
That is, if condition (5.15) holds, then theorem 5.1 holds. It follows from (5.4) that
Iˆϕ(δ) =
1√
2
∫ δ
0
(
ln
[(b− a
2
(2CZ
s
) 1
α
+ 1
)(c− d
2
(2CZ
s
) 1
α
+ 1
)]) 1
2
ds (5.16)
Since for 0 ≤ β < 1, x > 0, y > 0
ln((1 + x)(1 + y)) =
1
β
ln[(1 + x)(1 + y)]β =
1
β
[
ln(1 + x)β + ln(1 + y)β
]
≤ 1
β
[
ln(1 + xβ) + ln(1 + yβ)
] ≤ 1
β
(
xβ + yβ
)
in case of β < α we obtain
Iˆϕ(δ) ≤ 1√
2
∫ δ
0
( 1
β
(b− a
2
(2CZ
s
) 1
α
)β
+
1
β
(c− d
2
(2CZ
s
) 1
α
)β)1/2
ds
≤ 1√
2β
(∫ δ
0
(b− a
2
(2CZ
s
) 1
α
) β
2
ds+
∫ δ
0
(c− d
2
(2CZ
s
) 1
α
)β
2
ds
)
=
1√
2β
∫ δ
0
((b− a
2
) β
2
(2CZ
s
) β
2α
+
(c− d
2
)β
2
(2CZ
s
) β
2α
)
ds
=
1√
2β
(
2CZ
) β
2α δ(1−
β
2α
) 1
1− β
2α
[(b− a
2
) β
2
+
(c− d
2
) β
2
]
= Iˆϕ(δ, β). (5.17)
It follows from (5.2) that in this case for
u >
2Iˆϕ(min(θΓ, γ0), β)
θ(1− θ) , γ0 = 2CZκ
α
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we get the estimate
P
{
sup
a≤t≤b
c≤x<d
|U(t, x)| > u} ≤ inf
θ,β
exp
{
− 1
2
( 1
Γ
(
u(1− θ)− 2
θ
Iˆϕ(min(θΓ, γ0), β)
))2}
. (5.18)
Example 5.4. Let y = {y(u), u ∈ R} be a ϕ-sub-Gaussian random process with
ϕ(x) =
{
x2
α
, |x| ≤ 1, α > 2,
|x|α
α
, |x| ≥ 1, α > 2.
In this case for p such that 1
p
+ 1
α
= 1
ϕ∗(x) =


αx2/4, 0 ≤ |x| ≤ 2/α,
|x| − 1/α, 2/α < |x| ≤ 1,
xp/p, |x| > 1,
and Ψ(u) =
{
1
α1/2
u1/2, 0 < u < 1
α
,
1
α1/α
u1−
1
α , u > 1
α
.
Let Z(u) be admissible function for this space. Then for
u > max
(
1,
2Iˆϕ(min(θΓ, γ0))
θ(1− θ)
)
,
P
{
sup
a≤t≤b
c≤x≤d
|U(t, x)| > u
}
≤ 2 exp
{
− 1
p
( 1
Γ
(
u(1− θ)− 2
θ
Iˆϕ(min(θΓ, γ0))
))p}
.
6 Rate of growth of the field U(t, x) on an unbounded
domain
To evaluate the rate of growth of the the field U(t, x) on an unbounded domain, we will use
the next theorem, which is a direct corollary of Theorem 3 from the paper [26].
Theorem 6.1. Let {ξ(x, t), (x, t) ∈ V }, V = [−A,A] × [0,+∞], be a separable strictly ϕ-sub-
Gaussian random field with a determining constant Cξ. Assume that the following conditions
are satisfied:
1. {[bk, bk+1], k = 0, 1, . . .} is a family of such segments that b0 = 0, 0 < bk < bk+1 < +∞,
k ≥ 1, Vk = [−A,A]× [bk, bk+1],
⋃
k Vk = V ;
2. There exist the increasing continuous functions σk(h), h > 0, such that σk(h) → 0 as
h→ 0,
sup
|x−x1|≤h
|t−t1|≤h
(x,t),(x1,t1)∈Vk
(
E(ξ(x, t)− ξ(x1, t1))2
)1/2 ≤ σk(h), (6.1)
and for k = 0, 1, . . . , and some δ > 0
∫ δ
0
Ψ
(
ln
(
1
σ
(−1)
k (u)
))
du <∞; (6.2)
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3. c(t), t ∈ R, is a continuous function such that c(t) > 0, t ∈ R, and let ck := min
t∈[bk ,bk+1]
c(t);
4. εk = Cξ sup
x,t∈Vk
(
E|ξ(x, t)|2
)1/2
, k = 0, 1, 2, · · · and sup
k=0,∞
εk
ck
<∞
5. For δ > 0
Iϕ,k(δ) = Cξ
∫ δ
Cξ
0
Ψ
(
ln
(
A
σ
(−1)
k (u)
+ 1
)
+ ln
(
bk+1 − bk
2σ
(−1)
k (u)
+ 1
))
du
and for some θ, 0 < θ < 1, sup
k=0,∞
Iϕ,k(θε)
ck
<∞.
6. The series
∞∑
k=0
exp
{
−ϕ∗
(
sck(1−θ)
2εk
)}
converges for some s such that sup
k=0,∞
4εk
ck(1−θ) < s <
u
2
,
where u satisfies (6.3).
Then the increase rate of the field ξ(x, t) can be estimated as follows:
P
{
sup
|ξ(x, t)|
c(t)
> u
}
≤ 2 exp
{
−ϕ∗
(u
s
)}
×
∞∑
k=0
exp
{
− ϕ∗
(sck(1− θ)
2εk
)}
=: 2A(u)
for
u > sup
k=0,∞
Iϕ,k(θεk)
ck
4
θ(1− θ) . (6.3)
Applying Theorem 6.1, we are able to evaluate the behavior of the field U(t, x).
Theorem 6.2. Let y = {y(u), u ∈ R} be a strictly ϕ-sub-Gaussian random process with a
determining constant Cy and
U(t, x) =
∫ ∞
−∞
I(t, x, λ) dy(u), where (x, t) ∈ V, V = [−A,A]× [0,+∞], A > 0,
I(t, x, λ) is given in theorem 4.1 in (4.5). Assume that U(t, x) exists and is continuous with
probability one ( this condition holds if the conditions of the theorems 4.1 and 5.1 hold).
Let Ey(t)y(s) = Γy(t, s), Z(u) be an admissible function for the space Subϕ(Ω), the integral
C2Z =
∫ ∞
−∞
∫ ∞
−∞
(
Z
( |λ|
2
+ u0
)
+ Z
(1
2
∣∣∣ N∑
k=1
akλ
2k+1(−1)k
∣∣∣ + u0)
)
×
(
Z
( |µ|
2
+ u0
)
+ Z
(1
2
∣∣∣ N∑
k=1
akµ
2k+1(−1)k
∣∣∣+ u0)
)
du|Γ(λ, µ)| (6.4)
converge and the following conditions hold:
1. {[bk, bk+1], k = 0, 1, . . .} is a family of such segments that b0 = 0, 0 < bk < bk+1 < +∞,
k = 1, 2, . . ., bk+1 − bk ≥ 2A, Vk = [−A,A]× [bk, bk+1];
2. c(t), t > 0 is a continuous function such that c(t) > 0, t ≤ 0, and let ck = mint∈[bk ,bk+1] c(t);
17
3.
εk = Cy sup
x,t∈Vk
(
E(|U(t, x)|)2)1/2, k = 0, 1, 2, . . . , and sup
k=0,∞
εk
ck
<∞;
4. Let for δ > 0
Iˆϕ,k(δ) = Cξ
∫ δ
0
Ψ
(
ln
(
A
(
Z(−1)
(2CZCy
s
− u0
)
+ 1
))
+ ln
(
bk+1 − bk
2
(
Z(−1)
(2CZCy
s
)
− u0
)
+ 1
))
ds (6.5)
and for some θ, 0 < θ < 1
sup
k=0,∞
Iˆϕ,k(θεk)
ck
<∞.
5. The series
∞∑
k=0
exp
{
−ϕ∗
(
sck(1−θ)
2εk
)}
converges for some s such that sup
k=0,∞
4εk
ck(1−θ) < s <
u
2
.
Then for
u > sup
k=0,∞
Iϕ(θεk)
ck
4
θ(1− θ) (6.6)
we get that the increase rate of U(t, x) can be estimated as follows
P
{
sup
(x,t)∈V
|U(t, x)|
c(t)
> u
}
≤ 2 exp
{
− ϕ∗
(u
s
)} ∞∑
k=0
exp
{
− ϕ∗
(sck(1− θ)
2εk
)}
= 2AU(u). (6.7)
Corollary 6.3. Let the assumptions of Theorem 6.2 hold true. Then there exists a random
variable ξ such that
P{ξ > u} ≤ 2AU(u)
for
u > sup
k=0,∞
Iϕ(θ, εk)
ck
u
θ(1− θ)
and
|U(x, t)| < ξc(t)
with probability one.
Proof of Theorem 6.2. This theorem follows from Theorem 6.1. Indeed the process U(t, x) is
continuous, that is, this process is separable. From (5.7) it follows that
σk(h) = 2CyCZ
(
Z
( 1
hk
+ u0
))−1
for 0 < hk < bk+1 − bk
and
σ
(−1)
k (t) =
1
Z(−1)
(2CyCZ
t
)− u0 , t < γk0, γk0 = 2CyCZZ
( 1
bk+1 − bk + u0
)
.
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Assumption (6.2) holds, since
∫ δ
0
Ψ
(
ln
( 1
σ
(−1)
k (u)
))
du =
∫ δ
0
Ψ
(
ln
(
Z(−1)
(2CyCZ
u
)
− u0
))
du
and the function Z(x) is admissible for the space Subϕ(Ω).

Example 6.4. Let y = {y(u), u ∈ R} be a centered Gaussian random process, Z(u) = lnα(u+
1), c(t) > 0 be an increasing function and ck = c(bk). In this case the process U(t, s) is centered
Gaussian process as well, Cy = 1 and
εk = sup
(x,t)∈Vk
(
E(U(t, x))2
)1/2
= sup
(x,t)∈Vk
(∫ ∞
−∞
∫ ∞
−∞
I(t, x, λ)I(t, x, µ) dΓ(λ, µ)
)1
2
≤
(∫ ∞
−∞
∫ ∞
−∞
d|Γ(λ, µ)|
)1
2
= Γ
1
2
Therefore, the assumption 3 of Theorem 6.2 holds true.
The series in the assumption 5 has now the following form:
∞∑
k=0
exp
{
− 1
2
(sck(1− θ)
2εk
)2}
≤
∞∑
k=0
exp
{
− 1
2
(sck(1− θ)
2Γ1/2
)2}
(6.8)
and if the above series converges for u > 2s and for
u > sup
k=0,∞
Iϕ(θΓ
1
2 )
ck
4
θ(1− θ) =
Iϕ(θΓ
1
2 )
c0
4
θ(1− θ) (6.9)
we have
P
{
sup
(x,t)∈V
U(t, x)
c(t)
> u
}
≤ 2 exp
{
− u
2
2s2
} ∞∑
k=0
exp
{
− 1
2
(sck(1− θ)
2Γ
1
2
)2}
= 2Aˆ(u). (6.10)
Let now bk = Le
k and 2A < e(e− 1)L, that is, 2A < bk+1 − bk, k = 0,∞. Let
c(t) = Dδ
(
ln
(
ln
t
L
)) 1
2
, L >
2A
e(e− 1) , Dδ =
2Γ
1
2 (2(1 + δ))
1
2
s(1− θ)
δ > 0 is any number, then series in (6.8) converges, that is, the inequality (6.10) holds true.
From Corollary 6.3 it follows that in this case with probability one |U(t, x)| < c(t)ξ, where
ξ is random variable such that P{ξ > u} ≤ 2Aˆ(u) for u > Iϕ
(
θΓ
1
2
)
4
Lθ(1−θ) .
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