Language recognition has been significantly advanced in recent years by means of modern machine learning methods such as deep learning and benchmarks with rich annotations. However, research is still limited in low-resource formal languages. This consists of a significant gap in describing the colloquial language especially for low-resourced ones such as Persian. In order to target this gap for low resource languages, we propose a "Large Scale Colloquial Persian Dataset" (LSCP). LSCP is hierarchically organized in a semantic taxonomy that focuses on multi-task informal Persian language understanding as a comprehensive problem. This encompasses the recognition of multiple semantic aspects in the human-level sentences, which naturally captures from the real-world sentences. We believe that further investigations and processing, as well as the application of novel algorithms and methods, can strengthen enriching computerized understanding and processing of low resource languages. The proposed corpus consists of 120M sentences resulted from 27M tweets annotated with parsing tree, part-of-speech tags, sentiment polarity and translation in five different languages.
Introduction
Language understanding is a comprehensive problem that encompasses the recognition of multiple semantic aspects of relations between different linguistic units and compounds: homonymy, synonymy, antonymy, hypernymy, hyponymy, meronymy, metonymy, holonymy, paronyms. In other hands, large scale corpora are one of the key resources in Natural Language Processing (NLP). In spite of their importance in many lingual applications, no large-scale Persian corpus has been made available so far, given the difficulties in its creation and the intensive labour required due to its low resources, especially in colloquialism. Today, modern machine learning algorithms such as deep neural networks provide improved processing performance for a wide variety of applications, mainly text mining and NLP. But, they need large scale datasets, specially for training and pre-processing of the algorithms. It should also be mentioned that collecting, preparing, pre-processing and annotating large scale datasets from social media and web based materials such as product reviews are not easy task. Because most of them are associated with the mixed multilingual and informal texts that need better understanding. Social networks such as Twitter deliver large volume of disparate data including short and long mixed and informal text consisting symbols, other languages and images. The quality of machine translation depends heavily on availability of various datasets. In this regard, low resourced languages such as Persian lack the quality of machine translation due to missing enriched datasets. It should be stated that releasing enhanced dataset for low resourced languages can also support the use of new methods such as Neural Machine Translation (NMT) in these languages in order to improve their performance and accuracy and also enhance rule-based and statistical methods. 
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Towards the Persian Colloquial Language
The language in oral form is typically much more dynamic than its written. The written variety of a language typically involves a higher level of ritual, whereas the spoken form is characterised by several contractions and abbreviations. In formal written texts, longer and tougher sentences tend to be used, as a result of the reader can re-read the troublesome parts, if they lose track. The spoken form is shorter, additionally thanks to semantic augmentation by visual cues that don't seem to be available in the written forms. The size of vocabulary in use is one of the foremost noticeable variations between oral and written sorts of discourse. The written language uses synonyms rather than continuance an equivalent word over and all over again. This is, however, not the case in oral language, which typically uses a lot of restricted vocabulary. The extent of difficulty in pronunciation may additionally have an effect on the words chosen. Oral languages tend to use words of fewer syllables. In addition to aforesaid general differences between spoken and written varieties of languages, the Persian language introduces range of variations that further expand this gap. Additionally, several informal words are not applicable to be used in formal language, so that there are outstanding variations in pronunciation of words. This alteration is quite common, but has no rule. The speaker is not allowed to interchange various words in the colloquial language. Obviously, Persian tweets involve all of earlier stated features of spoken form of it, which is rare in formal writings.
Related Work
Nowadays, almost all textual data for NLP are based on social media and online sources such as retrieved ones from the web. The social media generated data is, in fact, informal, multilingual and mixed, which needs complex methods to understand them. This problem becomes even more difficult, when it comes to low resource languages such as Persian. In this regard, we review the literature first for informal language understanding and then concentrate on Persian language datasets. Lo et al. (2017) argued that the social media data is typically multilingual and it is mostly difficult to grasp the full sentiment of online user-generated product content specially from social networks. They already used usergenerated product reviews as an informal language datasets and also focused on the mixed linguistic origin of online social media languages and accordingly reviewed existing tools and state-of-the-art research on sentiment analysis works and also provided recommendations in this regard. Zhao and Ji (2018) proposed a large scale informal Chinese Corpus. This dataset consists of 37M book reviews and 50 thousand netizen's comments.
Informal Language Understanding Datasets
Persian Language Understanding Datasets
Part-of-Speech Tagger
Bijankhan corpus (Bijankhan, 2004 ) is a tagged corpus that is suitable for natural language processing research on the Persian language. This collection is gathered form daily news and common texts. In this collection all documents are categorized into different subjects such as political, cultural and so on. Totally, there are 4300 different subjects. The Bijankhan collection contains about 2.6M manually tagged words with a tag set that contains 40 Persian POS tags. FarsNet (Shamsfard et al., 2010 ) is a lexical ontology for the Persian language that is designed to contain a Persian WordNet with about more than 30K entries organized in about 20K synsets and verbs argument structures with their selectional restrictions. MULTEXT-East (Erjavec, 2012 ) is a multilingual dataset for language engineering research and development. This dataset contains word-forms, lemmas and MSDs for about 2M words. Uppsala Persian Dependency Treebank (UPDT) (Seraji, 2015) is a dependency-based syntactically an notated corpus. Persian Morphologically Segmented Lexicon (Ansari et al., 2019) dataset includes 45300 Persian word forms which are manually segmented into sequences of morphemes.
Named Entity Recognition and Dependency
Parsing Persian Syntactic Dependency Treebank (Rasooli et al., 2013) has 29,982 annotated sentences including samples from almost all verbs of the Persian valency lexicon. ArmanPersoNERCorpus (Hafezi and Rezaeian, 2018) includes 250K tokens and 7K Persian sentences in total and is available in 3 folds to be used in turn as training and test sets contains tokens, along with its manually annotated namedentity and Named Entity Recognition tags. Universal Dependencies (Nivre et al., 2017) is a cross-linguistically consistent corpus that holds, with the goal of facilitating multilingual parser development, cross-lingual learning, and parsing research from a language typology perspective.
Text Categorization and Spell Checking
FASpell (Barari and QasemiZadeh, 2005) dataset was developed for the evaluation of spell checking algorithms. It contains a set of pairs of misspelled Persian words and their corresponding corrected forms similar to the ASpell dataset used for English. Hamshahri collection (AleAhmad et al., 2009 ) is a standard reliable Persian text collection that was used at Cross Language Evaluation Forum (CLEF) for evaluation of Persian information retrieval systems.
Machine Translation
OPUS (Tiedemann, 2012) is a growing collection of translated texts from the web. In the OPUS project try to convert and align free online data, to add linguistic annotation, and to provide the community with a publicly available parallel corpus. English-Persian Parallel Corpus (Karimi et al., 2017) consists of about 200K bilingual paired sentences which have been sorted by their degree of similarity. Tehran English-Persian Parallel (TEP) Corpus (Pilevar et al., 2011) is a English-Persian corpus constructed using movie subtitles from 21K files. W2C (Majliš, 2011) corpora is a set of corpora for 120 languages automatically collected from Wikipedia and the web. dotIR (Darrudi et al., 2008) is a standard Persian test collection that is suitable for evaluation of web information retrieval algorithms contains Persian web pages including their text, links and metadata. It is A good test bed for evaluation of link based information retrieval algorithms and also includes enough queries for a valid evaluation.
LSCP Dataset
The Large Scale Colloquial Persian Language Understanding dataset (LSCP) is organized hierarchically in a semantic taxonomy of colloquialism understanding. Almost, all realwold conditioned Persian datasets are targeting semantic analytics of formal language. However, a language is not only formal, which provides a clear, properly framed and well organised. By focusing on formal writing, we ignore the information about abbreviations, unspecified vocabulary, contractions, jargons, slang, cliche, colloquial diction and ordinary sentences. To our knowledge, there is no colloquial large scale corpus publicly available. The LSCP has 120M sentences from 27M casual Persian sentences with its derivation tree, part-of-speech tags, sentiment polarity and translations in English, German, Czech, Italian and Hindi spoken languages. Figure 1 shows a sample of the extracted dataset with its annotation. One of the important research questions which is not addressed well in recent works on language learning, is leveraging the informal language information in sentences. The LSCP dataset makes it possible to assess the effect of learning and knowledge transfer among different tasks, such as enabling transfer learning of language in formal to informal and vice-versa or lowresource cross-lingual transfer. In summary, the LSCP can help the NLP community and bring more interesting solutions to colloquial language.
LSCP Statistics
The LSCP consists of 27M tweets. The number of samples for train, validation, and test splits are reported in Table 1 . The dataset consists of usual sentences. In practice, the length of the sentences are different with a maximum of 40 words length. LSCP contains human language texts into lists of sentences and words, generated base forms of those words, their parts of speech (Table 2) , a syntactic structure dependency parse (Table 3) for each word and translation in five languages as it is shown in Figure 2 . 
Collecting and Annotation
Building a large-scale language understanding dataset is a time-consuming task. In practice, there are two main tasks, which are usually most time consuming for creating a largescale corpus: (a) data collection and (b) annotation. We collected 27M tweets by a crawler (Abdi Khojasteh et al., 2020b) based on the Twitter API. To make sure that the collection is diverse, we first created a list of seed users. Then, the followers of the seed accounts were added to the list. Next, the latest tweets of the users in our list were extracted and saved in the dataset. To make the data appropriate for our task, we removed the same tweets, non-Persian tweets and the ones that had fewer words. This led the dataset to have relatively long sentences with diverse concept. For the annotation of the datasets, we adopt a semiautomatic crowd-sourcing strategy, in which a human manually verifies the crawled sentences, to reduce the cost of data collection and annotation. Manually annotating a large number of sentences with multiple semantic categories (i.e thousands of concepts and tags) has two major shortcom-ings, (a) manual annotations are error-prone because a human cannot be attentive to every detail occurring in the context that leads to mislabeling and are difficult to eradicate; (b) large scale sentence annotation in specific is very time consuming task due to the amount and various sort of tags.
To overcome these issues, we employ a two-stage framework for the LSCP annotation. In the first stage, we utilize the StanfordNLP (Qi et al., 2018) to get rough annotations of the sentences. The model predicts tags per tweet. Annotations consist lists of sentences and words, base forms of those words, their parts of speech, and a syntactic structure dependency.
For translation, we utilized Google Cloud Translation 1 to provide translations. Then, generated sentences are compared to the output of the combination of Moses (Koehn et al., 2007) and Transformer (Vaswani et al., 2017) model implemented with (Klein et al., 2017) and trainned on XNLI (Conneau et al., 2018) with fine-tunning on English-Persian Parallel Corpus (Karimi et al., 2017) .
In the second stage, we apply human verification to remove any possible mislabeled noisy tags and also add possible missing tags by the model from recommended list. They were also able to edit words or phrases in English translation for improving the overall quality of parallel sentences. Figure 2 shows sample of the extracted dataset with its annotation. Final dataset is enriched with 64M labels for words and over 130M translated sentences.
Colloquialism Temporal Network
In this section, we study the Deep Net for colloquial language understanding and then describe our new proposed "Colloquialism Temporal Network" (CATNet) for multitask word classification and prediction. This network is producing the final translation by ensembling decoding output of the translation models. The embedding layer is a matrix of shape (v + 1) where v is the vocabulary size and d is the dimension of each word vector. We set v to 10M, d to 400, and choose weights at random from (0, 0.01). As for the word embedding model, we use GloVe (Pennington et al., 2014) . Therefore, we feed corresponding matching words in v with its high-level annotation labels. CAT-Net enhance temporal convolution with a kernel with zero padding, relu activation function, and global max pooling over time to reduce dimensionality. Furthermore, sigmoid activation function is also used, and dropout layers are utilized to regularize the network and prevent overfitting. mented with the TensorFlow (Abadi et al., 2016) and ran on a machine with GeForce RTX 2080 Ti. In the future work, we plan to encode first n-words in translation results to further improve the quality.
Conclusion
This work presents the "Large Scale Colloquial Persian Dataset" (LSCP), a large-scale multi-purpose language understanding dataset with comprehensive tasks and annotations. It contains 27M tweets in total with 120M sentences, which is richly labeled over 64M labels encompassing universal and treebank-specific POS tags with dependency relation. We believe that the LSCP dataset as an important source to learn informal Persian language representations which will enable many real-world applications. For the future plan, we are going to expand the dataset with similar rich semantic labels and also provide annotations for other important tasks.
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