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Chapitre 1 
Introduction Générale 
 
Notre travail, durant cette thèse, a consisté à étudier les interférences multi utilisateurs dans le 
système Argos et à proposer des techniques pour réduire les effets de ces interférences. 
Le système Argos est un système mondial de localisation et de collecte de données géo- 
positionnées par satellite. Il permet, à l’échelle mondiale, de collecter et de traiter les données 
émises par des émetteurs installés sur la surface terrestre. Ces émetteurs sont connus sous le 
nom de balises. Ces balises sont installées sur des voiliers, des stations météo, des bouées, 
ainsi que sur des animaux (phoques, pingouins, etc). Le système Argos a été créé en 1978 par 
le CNES, l’agence spatiale américaine NASA et l’agence américaine d’étude de l’atmosphère 
et de l’océan NOAA.  
Depuis sa création, le nombre de balises Argos n’a cessé d’augmenter afin de couvrir au 
mieux la couverture mondiale. Aujourd’hui, la bande d’émission arrive à saturation. Les 
interférences multi utilisateurs MUI liées à la réception simultanée de plusieurs signaux émis 
par les balises limitent la capacité du système Argos et dégradent les performances en termes 
de TEB. Actuellement, le système Argos n’est capable de traiter qu’un seul signal reçu à un 
instant donné.  D’où, l’intérêt d’implanter des techniques de réception capables de réduire les 
effets des interférences et de traiter plusieurs signaux simultanément.  
Les techniques permettant de traiter les signaux de plusieurs utilisateurs portent le nom de 
techniques de détection multi utilisateurs MUD. Ces techniques ont principalement été 
implantées dans les systèmes CDMA où des codes d’étalement sont utilisés afin de 
différencier les différents utilisateurs. Le système Argos n’est pas un système CDMA mais il 
se ressemble au système FDMA où chaque utilisateur utilise une bande de fréquence 
particulière. Même si les bandes allouées aux utilisateurs sont disjointes au niveau de 
l’émission, cela n’est plus le cas au niveau du récepteur à cause de l’effet Doppler. Dans ce 
contexte, l’objectif du travail présenté dans cette thèse est d’étudier différentes techniques 
MUD appliquées au système Argos et d’évaluer ces techniques au niveau des performances 
en termes de TEB et de complexité d’implantation. 
Ce travail est divisé en 7 chapitres. Le chapitre 2 introduit le système Argos et présente ses 
différentes composantes ainsi que son mode de fonctionnement. L’évolution du système 
Argos depuis sa création jusqu’à nos jours est aussi présentée. Ensuite, nous allons présenter 
une description complète des messages émis par les balises Argos en détaillant le contenu 
binaire des messages, la modulation utilisée, ainsi que les caractéristiques spectrales des 
signaux. Les applications du système Argos sont présentées à la fin de ce chapitre. 
Le chapitre 3 présente la problématique de la MUI dans le système Argos ainsi que les 
différentes solutions proposées. Parmi ces solutions, nous allons présenter celle basant sur 
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l’implantation des techniques MUD au niveau du récepteur. Ces différentes techniques MUD 
sont présentées dans le cadre des systèmes CDMA. Les avantages et les inconvénients de 
chacune de ces techniques sont aussi présentés. 
Le chapitre 4 traite des structures de techniques MUD adaptées au système Argos. Ce chapitre 
considère une transmission synchrone pour le système Argos. En d’autres termes, nous allons 
supposer que tous les signaux émis arrivent au même instant. Malgré cette hypothèse 
irréaliste, elle permet toutefois de donner une idée sur les performances des techniques MUD. 
Dans ce chapitre, nous allons développer le modèle analytique d’une transmission synchrone 
et nous allons ensuite adapter les techniques MUD au système Argos. Des résultats de 
simulation sont présentés afin d’évaluer les performances en termes de TEB. 
Le chapitre 5 traite le cas réaliste dans le système Argos. Nous allons ici tenir compte du 
retard temporel entre les différents signaux émis. De nouveau, nous allons développer 
analytiquement le modèle d’une transmission asynchrone et puis adapter les techniques MUD 
au système Argos. Nous allons aussi présenter l’effet du filtre de mise en forme sur les 
performances en termes de TEB de ces techniques MUD. À la fin du chapitre, des résultats de 
simulation seront présentés.  
Pour la simplicité, les chapitres précédents ont supposé une estimation parfaite des paramètres 
des différents signaux reçus au niveau du récepteur. Cette hypothèse simplificatrice est 
abandonnée dans le chapitre 6. Ce dernier traite les impacts d’une estimation imparfaite de ces 
paramètres sur les performances des détecteurs MUD. Un critère de démodulation est défini à 
partir duquel nous allons conclure sur les différents cas possibles dans lesquels tous les 
signaux sont parfaitement démodulés. Après l’étude des impacts des erreurs d’estimation, 
nous allons proposer des estimateurs adaptables au système Argos. Les performances de ces 
estimateurs sont obtenues en comparant les variances de leurs erreurs aux bornes de Cramer 
Rao CRB. Ces estimateurs sont présentés dans le chapitre 7. 
Enfin, nous terminons le travail par une conclusion générale des résultats obtenus et nous 
envisageons les perspectives des prochains travaux. Ceci est présenté dans le chapitre 8. 
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Chapitre 2  
Présentation du Système Argos 
 
2.1 Vue d’ensemble 
Argos [CLS, 2008] est un système mondial de localisation et de collecte de données par 
satellite, dédié à l’étude et à la protection de l’environnement de la planète. 
Argos permet de localiser, à l’échelle mondiale, tout mobile équipé d’un émetteur compatible. 
Il offre aussi la possibilité de collecter les données de capteurs de mesure connectés à cet 
émetteur. L’utilisation du système Argos est réservé aux programmes d’étude et de protection 
de l’environnement, de protection de la vie humaine, et aux études présentant un intérêt 
gouvernemental. Avec plusieurs milliers d’émetteurs actifs répartis dans le monde entier, 
Argos est devenu le système de référence pour l’étude et la protection de l’environnement à 
l’échelle mondiale. Opérationnel depuis 1978, le système Argos est né d’une coopération 
franco-américaine entre : 
• le Centre National d’Etudes Spatiales (CNES), 
• l’agence américaine d’étude de l’atmosphère et de l’océan NOAA, 
• l’agence spatiale américaine NASA. 
De nouveaux partenaires ont rejoint le comité des opérations depuis 2006 : 
• l’agence spatiale japonaise JAXA, 
• l’organisation européenne des satellites météorologiques EUMETSAT, 
• l’organisation indienne de recherche spatiale ISRO. 
Le système Argos est exploité, géré, et commercialisé par la société CLS, filiale du CNES. La 
société CLS a été créée en 1986. 
2.2 Composantes du système Argos  
2.2.1 Les plates-formes 
Une balise ou plate-forme (cf. Figure 2.1) est un équipement intégrant un émetteur certifié 
Argos. Chaque plate-forme [CLS, 2008] est caractérisée par un numéro d’identification 
unique qui est propre à son électronique de transmission. Une plate-forme émet un message 
de données caractérisé par les paramètres suivants : 
• la fréquence porteuse d’émission XY qui doit être stable, car le calcul de la localisation 
de la balise est basé sur la mesure de l’effet Doppler.  
• la période de répétition Tr qui représente l’intervalle de temps entre deux envois 
consécutifs de messages. Elle varie entre 60 et 200 secondes selon l’application de la 
plate-forme. Pour des applications de collecte de données uniquement, la période de 
répétition est environ 200 secondes. Par contre, elle est inférieure pour les applications 
avec localisation. 
• le message des données [CNES, 2006] qui comporte :  
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- une séquence préliminaire de synchronisation, 
- une indication de la longueur du message transmis. Cette longueur est exprimée en 
nombre de blocs de 32 symboles, 
- le numéro d’identification de la plate-forme, 
- les données transmises (32 à 256 symboles). 
 
Figure 2.1 : Représentation d’une balise Argos (à gauche) avec un appareil (à droite) 
identifiant son numéro d’identification. 
La durée de transmission de chaque message est comprise, suivant sa longueur, entre 360 et 
920 millisecondes. 
Les points forts du système Argos résident dans les caractéristiques suivantes de ses plates-
formes : la faible consommation moyenne de puissance quotidienne, et les petites tailles des 
plates-formes (jusqu’à la taille d’une boîte d’allumettes, pour un poids de 10 g). Ces 
avantages nous permettent de suivre les animaux de petite taille, tel que les petits oiseaux (cf. 
Figure 2.2). Actuellement, plus de 17 000 balises Argos sont en activité. 
 
Figure 2.2 : Balise Argos permettant le suivi d’un pigeon.   
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Le Tableau 2.1 résume les spécifications d’une balise Argos [Kramer, 2002]. 
 
Poids d’une balise 
 
A partir de 10 g 
 
Longueur du message 
 
32 à 256 symboles 
 
Période de répétition Tr 
 
60 à 200 secondes 
 
Durée de transmission 
 
360 à 920 ms 
 
Alimentation 
 
Batterie, Energie solaire 
 
Tableau 2.1 : Spécifications des balises Argos. 
2.2.2 Les satellites 
L’instrument Argos est embarqué sur des satellites à basse orbite polaire (cf. Figure 2.3) allant 
de 830 km à 870 km d’altitude [CLS, 2008]. Ces satellites passent au dessus des pôles Nord et 
Sud à chaque révolution. Ils sont de type POES de la NOAA, de type MetOp d’EUMETSAT, 
ainsi que de type ADEOS de la JAXA. Les prochains instruments seront embarqués sur deux 
autres satellites MetOp (prévus en 2014). A tout moment, deux satellites au moins sont 
opérationnels, donnant ainsi à Argos une couverture complète de la planète. 
        
Figure 2.3 : Orbite polaire d’un satellite Argos. 
Les messages Argos sont reçus par le satellite. Si le satellite est vu par une station de 
réception terrestre, ces messages sont retransmis vers le sol en temps réel, et peuvent ainsi être 
reçus par ces stations. Au contraire, si le satellite ne voit pas des stations de réception, ces 
messages  sont stockés sur l’enregistreur embarqué, et retransmis vers le sol chaque fois que 
le satellite passe au dessus de l’une des trois stations principales de réception : Wallops Island 
(Virginie, Etats Unis), Fairbanks (Alaska, Etats Unis) et Lannion (France). 
Pour la zone de visibilité, chaque satellite voit à tout moment toutes les plates-formes situées 
à l’intérieur d’un cercle de diamètre 5000 km (cf. Figure 2.4). Concernant la durée de 
visibilité d’une plate-forme par le satellite, elle est de 10 minutes en moyenne. Cette durée 
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correspond au temps pendant lequel le satellite peut recevoir les messages de cette plate-
forme durant son passage. 
 
Figure 2.4 : Zone de visibilité pour un satellite Argos [CLS, 2008].  
Avec le déplacement du satellite sur son orbite, la trace au sol de la zone de visibilité s'enroule 
autour de la Terre en passant par les pôles Nord et Sud. En raison de la rotation de la Terre 
autour d’elle même, cette zone se décale à chaque révolution du satellite de 25° environ vers 
l'Ouest, autour de l'axe des pôles. Ainsi, après deux révolutions successives du satellite, les 
deux zones de visibilités correspondantes se recouvrent partiellement. Cependant, le nombre 
de passages quotidiens au-dessus d'une plate-forme augmente quand la latitude de celle-ci 
augmente. Ainsi, aux pôles, chaque satellite voit les plates-formes 14 fois par jour. Par contre, 
au niveau de l’équateur, chaque satellite voit les plates-formes 7 fois par jour. La période 
d’une orbite, c'est-à-dire le temps nécessaire à chaque satellite pour effectuer une rotation 
complète autour de la terre, est voisine de 100 minutes.  
Le recouvrement des zones de visibilités après deux passages consécutifs du satellite est 
présenté sur la Figure 2.5. 
   
Figure 2.5 : Recouvrement des zones couvertes par deux passages consécutifs [CLS, 2008]. 
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Enfin, Les orbites des satellites sont héliosynchrones, c’est à dire les plans d’orbites des 
satellites tournent autour de l’axe des pôles à la même vitesse que la terre autour du soleil et 
donc l'angle entre le plan d'orbite et la direction du soleil demeure constant (cf. Figure 2.6). 
Ainsi, chaque orbite coupe le plan de l’équateur à des heures locales fixes et donc, chaque 
satellite passe en visibilité d’une plate-forme donnée à la même heure locale pour tous les 
jours. 
 
Figure 2.6 : Orbite héliosynchrone polaire du satellite Argos. 
2.2.3 Les stations de réception 
Les stations de réception [CLS, 2008] reçoivent les informations en provenance des satellites 
en temps réel et les retransmettent vers des centres de traitement. Nous distinguons les 
stations de réception principales et les stations de réception régionales (cf. Figure 2.7). 
Les trois stations de réception principales récupèrent la totalité des messages enregistrés par 
les satellites tout au long d’une orbite et confèrent donc au système sa couverture mondiale. 
Ces trois stations sont Wallops Island et Fairbanks aux Etats Unis, et Lannion en France. Les 
stations de réception principales reçoivent des données en temps réel.  
Les stations régionales reçoivent également les données en temps réel provenant des plates-
formes qui sont reçues par le satellite lorsque celui-ci est en visibilité de la station. Environ 
80% des balises se trouvent en visibilité d'une station régionale. 
Parmi les stations de réception régionales, nous citons : Largo, Hawaii et Monterey aux Etats-
Unis, Halifax et Edmonton au Canada, Toulouse en France, Casey en Antarctique, Cape 
Town en Afrique de Sud, Tokyo au Japon, Darwin, Melbourne et Perth en Australie, 
Wellington en Nouvelle Zélande, l’île de la Réunion et Lima au Pérou. Actuellement, environ 
50 stations de réception sont réparties dans le monde entier. 
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Figure 2.7 : Représentation des stations de réception terrestres [CLS, 2008].  
2.2.4 Les centres de traitement 
Les centres de traitement (cf. Figure 2.8) reçoivent les données Argos extraites de l’ensemble 
des données en provenance des stations de réception. Les calculateurs procèdent alors au 
calcul des localisations et au traitement des données.  
Il y a deux centres globaux de traitement [CLS, 2008] : l’un à Largo Maryland, aux Etats-
Unis, et l’autre à Toulouse en France. Ces deux centres traitent la totalité des données en 
provenance des stations principales. Toutes ces données sont archivées et mises à la 
disposition des utilisateurs. Les traitements réalisés dans un centre de traitement global sont 
les suivants : 
• contrôle de la qualité des messages, du niveau de la réception, de la datation, du numéro 
d’identification de l’émetteur, des longueurs des messages, et de la fréquence reçue 
nécessaire pour le calcul de la localisation, 
• classement des messages par plate-forme et par ordre chronologique, 
• traitement des données. 
D’autre part, des centres de traitement régionaux sont implantés afin de fournir un moyen 
d’accès local à une communauté d’utilisateurs. Par exemple, les utilisateurs japonais peuvent, 
en se connectant au centre de Tokyo, accéder aux données de leurs plates-formes où qu’elles 
se trouvent dans le monde. En plus, certains centres sont connectés à une ou plusieurs stations 
de réception régionales. Enfin, ces centres régionaux sont reliés à un centre principal afin 
d’offrir aux utilisateurs des centres régionaux une accessibilité mondiale. Parmi les centres de 
traitement régionaux, nous citons : Lima au Pérou, Jakarta en Indonésie, Melbourne en 
Australie, et Tokyo au Japon. 
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Figure 2.8 : Représentation des centres de traitement Argos. 
2.3 Fonctionnement du système Argos 
1- Les plates-formes Argos émettent automatiquement des messages qui sont reçus et 
enregistrés par les satellites de la constellation Argos situés en basse orbite polaire. 
Chaque message est émis sous la forme d’une onde à la fréquence d’émission, avec un 
numéro d’identification unique permettant le repérage.  
2- Les satellites de la constellation Argos traitent et transfèrent ensuite les messages vers les 
stations de réception terrestres. 
3- Les stations terrestres transfèrent les messages vers les centres de traitement Argos. Les 
centres de traitement calculent la position des émetteurs et traitent les données mesurées. 
4- Enfin, les centres de traitement mettent automatiquement les résultats à disposition des 
utilisateurs. 
La Figure 2.9 illustre le fonctionnement du système Argos ainsi que ses différentes 
composantes. 
 
Figure 2.9 : Représentation du système Argos [CLS, 2008].  
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2.4 De Argos-1 à Argos-3, optimisation du système 
Depuis le premier lancement du système Argos en 1978, le système n’a cessé d’évoluer afin 
de répondre aux nouvelles demandes des utilisateurs. Les améliorations apportées au système 
Argos pendant toutes ces décennies ont abouti à différentes générations [Kramer, 2002]. 
Parmi ces améliorations, nous citons : un plus grand nombre de satellites en orbite, une plus 
grande capacité de traitement, une possibilité d’envoi de messages vers les balises Argos, 
l’amélioration de la couverture mondiale, l’allocation d’une bande passante supplémentaire, 
l’augmentation du nombre de balises, la diminution de la taille des balises afin de suivre les 
petits objets et l’augmentation de la quantité de données transmissibles.  
La génération Argos-1, lancée en 1978, a constitué la première génération du système de 
collecte de données. Une bande passante de largeur 24 kHz lui était affectée, permettant ainsi 
de traiter 4 messages simultanément (4 unités de traitement à bandes différentes). Le premier 
instrument Argos-1 a été implanté dans le satellite TIROS-N (lancé le 13 octobre, 1978) et 
puis dans une série des satellites NOAA. 
La génération Argos-2, mise en œuvre en 2000, a permis d’accroître la bande passante par 
rapport à la génération Argos-1. Cette bande est passée de 24 kHz pour la génération Argos-1 
à 80 kHz pour la génération Argos-2. Cette augmentation de la bande passante a apporté les 
améliorations suivantes : l’augmentation du nombre de balises, une meilleure répartition 
fréquentielle des balises, et une meilleure séparation fréquentielle des signaux reçus par le 
satellite. Ainsi, Argos-2 pouvait traiter 8 messages simultanément alors qu’Argos-1 ne 
pouvait traiter que 4 messages. Les balises des systèmes Argos-1 et Argos-2 sont connues 
sous le nom de PTT. 
Le premier instrument Argos-2 a été implanté dans le satellite NOAA-15 (lancé le 13 mai 
1998), puis successivement dans le NOAA-16 (lancé le 21 septembre, 2000), le NOAA-17 
(lancé le 24 juin, 2002) et le NOAA-18 (lancé le 20 mai, 2005). 
Plus tard, la génération Argos-Next a permis la mise en œuvre d’une liaison à bord 
descendante. L’équipement Argos a été embarqué sur le satellite ADEOS II (lancé le 4 
décembre, 2002) de la JAXA. ADEOS II était le premier satellite à porter une liaison bord 
descendante. Ainsi, une nouvelle bande passante descendante a été allouée au système Argos 
(bande de 466 MHz). Cette liaison descendante a permis aux utilisateurs Argos de transmettre 
des messages aux balises Argos équipées d’un récepteur certifié. Par exemple, un utilisateur 
Argos peut demander à une balise donnée d’arrêter sa transmission dans une zone bien 
localisée. Ces types de balises capables de recevoir des données sont connus sous le nom de 
PMT. Le satellite ADEOS II a malheureusement été perdu le 25 octobre 2003.  
Le 19 octobre 2006, le satellite MetOp-A a transporté le premier équipement de la génération 
Argos-3, puis cette même génération a été embarquée sur le satellite NOAA-N’ en 2009. En 
plus de sa liaison descendante, Argos-3 propose deux nouvelles modifications par rapport aux 
générations antérieures :  
 1-  la mise en œuvre de deux nouveaux types de balises
NG et les balises Hauts Débits HD
types d’applications nécessitant un grand débit binaire et elles se distinguent 
précédentes balises standards STD par les
transmission, la modulation et la présence ou l’absence d’un codage canal. 
spécifications de ces trois types de balises sont présentées dans le 
2- l’allocation d’une bande passante supplémentaire de 30 kHz. Cette bande est occupée par 
les balises HD pour la transmission de leurs données. 
Actuellement, des projets de lancement de satellites sont prévus jusqu’
projets sont dédiés aux nouvelles générations 
continuité des missions Argos
de transmission du système. A titre d’exemple, 
satellites MetOp-B et MetOp-
C2 de la NOAA (prévus pour 2013).
2.5 Les applications d’Argos
Le système Argos est utilisé pour diverses applications
en premier lieu dédiées à l’étude et à la protection de l’environnement. Parmi ces 
applications : l’océanographie et la météorologie, la gestion des ressources en eau, La 
prévention pour les risques naturels, le suivi d’animaux e
bateaux de pêche, et quelques applications humanitaires. 
2.6 Argos en quelques chiffres
La répartition des applications Argos selon le domaine d’étude est illustrée sur la 
[CNES, 2009]. Cette répartition nous montre l’intérêt du système Argos pour l’étude et la 
protection de l’environnement. L’absence des applications militaires dans le système Argos 
s’explique par le fait que ces dernières sont prises en charge par le système Cospas
[Zurabov, et al., 1998] qui est dérivé du système Argos et créé entre 1978 et 1988.
Figure 2.10 : Répartition des applications Argos à l’échelle
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Paramètres 
 
 
Argos 1 
(1978) 
 
Argos 2 
(2000) 
 
Argos-Next 
(2002) 
 
Argos-3 
(2006) 
 
 
Types de balises 
 
STD (PTT) 
 
STD (PTT) 
 
STD (PMT) 
 
STD, NG, HD 
(PMT) 
 
 
Fréquence centrale de la 
bande allouée à Argos 
 
 
401,65 MHz 
 
 
401,65 MHz 
 
 
401,65 MHz 
 
401,65 MHz (STD, 
NG) 
401,595 MHz (HD) 
 
 
 
Modulation 
 
 
PCM/PM 
 
 
PCM/PM 
 
 
PCM/PM 
 
PCM/PM (STD) 
QPSK (NG) 
GMSK (HD) 
 
 
  Bande Passante 
 
24 kHz 
 
80 kHz 
 
80 kHz 
 
80 kHz (STD, NG) 
30 kHz (HD) 
 
 
 
Débit binaire 
montant 
 
 
400 bit/s 
 
 
400 bit/s 
 
 
400 bit/s 
 
400 bit/s (STD) 
800 bit/s (NG) 
4.8 kbit/s (HD) 
 
 
Liaison descendante 
 
No 
 
No 
 
Oui 
 
Oui 
 
 
Débit binaire descendant 
 
- 
 
- 
 
200 bit/s 
 
400 bit/s 
 
 
Nombre de messages 
traités simultanément 
 
 
4 
 
8 
 
8 
 
9 (STD, NG) 
3 (HD) 
 
Satellites équipés avec 
Argos  
(suivant la date du 
lancement) 
 
TIROS-N  
NOAA-14 
(Déc.1994) 
 
 
NOAA-15 
NOAA-16 
NOAA-17 
NOAA-18 
 
 
 
ADEOS II 
 
 
MetOp-A 
NOAA-N’  
 
Quantité de données 
transmises par balise 
durant chaque passage du 
satellite 
 
 
 
800 bits 
 
 
1200 bits 
 
 
2400 bits 
 
 
15 kbits 
 
Valeur minimale de Tr 
 
90 s 
 
60 s 
 
60 s 
 
60 s 
 
Tableau 2.2 : Evolution historique du système Argos [Kramer, 2002].  
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2.7 Spécifications des messages Argos 
Dans ce paragraphe, nous présentons une description complète des messages émis par les 
balises Argos en précisant le contenu binaire des messages, la modulation utilisée, et les 
caractéristiques spectrales. Dans cette étude, nous nous limitons aux balises standards. Même 
si des balises plus récentes existent, comme les balises NG et HD, ces dernières ne sont 
utilisées que dans le cadre des applications très spécifiques nécessitant un grand débit binaire.  
2.7.1 Contenu binaire des messages standards 
La balise STD transmet au satellite un message binaire avec la période de répétition Tr. Les 
données sont émises à un débit de 400 bit/s avec une tolérance de 1,25%, soit entre 395 bit/s 
et 405 bit/s. Le message standard émis comprend [M.Monnerat, et al., 1999] : 
• une porteuse pure non modulée servant à détecter la fréquence porteuse de base. Cette 
porteuse pure est de durée 160 ms + 2,5 ms. 
• une partie binaire modulée servant à transporter les informations. Ces informations sont de 
deux types : 
- les informations de contrôle : un préambule de synchronisation, un code de longueur, 
et un numéro d’identification  (ID) de la balise. 
- les données des capteurs de la balise liées à l’application. 
Nous détaillons, dans la suite, les différentes parties du contenu binaire du message standard 
présentées dans la Figure 2.11. 
 
Figure 2.11 : Format des messages standards du système Argos. 
Préambule de synchronisation 
Ce préambule sert à la fois pour la synchronisation bit et la synchronisation trame. Les 15 
premiers bits à ‘1’ du servent à la synchronisation bit tandis que la synchronisation trame 
comprend la suite de ‘000101111’. Cette phase du traitement sert à détecter le début du 
message.  
Code de longueur 
Ce code de longueur est codé sur 4 bits. Il nous permet d’avoir le nombre de blocs Nb des 
données capteurs. Dans les instruments actuels d’Argos, chacun de ces blocs est formé de 32 
bits. Le Tableau 2.3 donne le nombre de blocs de données capteurs en fonction de la valeur 
binaire du code de longueur. 
 
Porteuse pure         Préambule   Code de Longueur     Numéro ID       Données capteurs                                                  
(160 ms)          (24 bits)         (4 bits)           (20 bits)          (Nb x 32 bits)   
                                       1 ≤  Nb  ≤ 8 
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Code de longueur Nombre de blocs  Nb de 32 bits 
0 0 0 0 1 
0 0 1 1 2 
0 1 0 1 3 
0 1 1 0 4 
1 0 0 1 5 
1 0 1 0 6 
1 1 0 0  7 
1 1 1 1 8 
 
Tableau 2.3 : Nombre de blocs Nb  en fonction du mot de code. 
Numéro d’identification (ID) 
Un numéro d’identification unique est affecté à chaque nouvelle balise mise en œuvre. Le 
numéro d’identification est une suite binaire destinée à authentifier la balise. Ce numéro 
d’identification est codé sur 20 bits. 
Données capteurs 
Ces données représentent les données physiques émises par les capteurs de la balise (position, 
température, vitesse, profondeur, etc). Ces données sont codées sur des nombres de blocs, 
chacun de longueur de 32 bits. Le nombre de blocs Nb est donné à partir de la valeur du code 
de longueur (cf. Tableau 2.3). 
2.7.2 Modulation des messages standards 
Comme mentionné précédemment au Tableau 2.2, la partie modulée des messages standards 
utilise la modulation PCM/PM [M.Shihabi, et al., 1994]. Le signal émis  J(&) s’écrit sous la 
forme suivante : 
 J(&) = Z23cos [2_& + ` + a (&)] (2.1) 
où  3 représente la puissance du signal J(&),  est la fréquence porteuse d’émission, ` est la 
phase à l’origine, a  est l’indice de modulation exprimé en radian (0 ≤  a ≤ dH)  et (&) 
représente les données du signal à un débit binaire de 400 eK&/J noté par   et codées en 
Biphase-L (Manchester) sous la forme suivante :  
 (&) = g e(M)ℎ(& − M).Bhi  (2.2) 
où M représente le nombre de bits du message,  e(M) ∈  {−1, +1}  représente le symbole 
transmis à l’instant M avec  = 1/ désignant la période bit, et ℎ(&) représente le filtre de 
mise en forme qui s’écrit sous la forme suivante : 
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 ℎ(&) = m +1   JK    0 ≤ & ≤ 2 −1   JK    2 ≤ & ≤ 
n (2.3) 
A noter que le symbole e(M) = +1 correspond à la transmission du bit ‘1’, tandis que le 
symbole e(M) = −1  correspond à la transmission du bit ‘0’. Ainsi, un symbole transmis 
correspond à un bit transmis. 
Dans la Figure 2.12, nous présentons un exemple d’une suite binaire émise, ainsi que les états 
de phases correspondants ∅B(&) du signal J(&) avec : 
  ∅B(&) = ` + a (&) (2.4) 
 
Figure 2.12 : Etats de phase d’un message standard. 
La séquence binaire présentée sur la Figure 2.12 est formée par la suite ‘11100100’. En 
prenant une phase nulle à l’origine (` = 0) et un indice de modulation m de valeur 1,1 rad, 
les états de phase ∅B du message binaire correspondants sont présentés. D’après la Figure 
2.12, pour un bit de valeur ‘1’, les états de phase ∅Bsont de +1,1 rad pendant la première demi 
période du bit et de -1,1 rad pendant la deuxième demie période. De même, pour un bit de 
valeur ‘0’, les états de phase ∅Bsont de -1,1 rad pendant la première demi période du bit et de 
+1,1 rad pendant la deuxième demie période. Cependant, l’état de phase de 0 rad correspond à 
la phase de la porteuse pure non modulée (durée 160 ms). 
Pour développer le signal J(&), l’équation (2.1) peut s’écrire sous la forme suivante : 
 J(&) = Z23 cos[a (&)] cos(2_& + `) − Z23  sin [a (&)] sin(2_& + `) (2.5) 
Sachant que (&) ∈  {−1, +1}, le signal J(&) s’écrit sous la forme suivante : 
 
∅B = 1,1 qN 
∅B = −1,1 qN 
  ∅B = 0 qN  
16 
 
 
J(&) = r(&) + as(&) r(&) = Z23 cos(a) cos(2_& + `) 
as(&) = −Z23  (&) sin (a) sin(2_& + `) 
(2.6) 
Ainsi, le signal J(&) du système Argos s’écrit sous la forme d’une somme de deux termes : le 
premier terme qui représente un résidu de porteuse pure, désigné par r(&), et le deuxième 
terme qui représente le message de données, désigné par as(&).  
La présence d’un résidu de porteuse pure r(&) dans le signal J(&) permet au récepteur de 
détecter la raie de fréquence à laquelle le message est modulé. Ainsi, cette raie détectée 
permet au récepteur la transposition en bande de base du message standard. L’avantage aussi 
se présente essentiellement dans le cas d’accès multiple par plusieurs messages standards. 
Dans ce cas, les différents signaux reçus pourront être séparés dans le domaine fréquentiel.  
Pour calculer les puissances des deux signaux r(&) et as(&) définis précédemment, on définit 
la puissance 3t d’un signal quelconque u(&) de durée T par : 
 3t = 1 vwu(&)w²&
y
 =
1 v u(&) u∗(&) &
y
  (2.7) 
où wzwH désigne le module au carré du nombre complexe z ayant une partie réelle {(z) et 
une partie imaginaire a(z) et l’indice * désigne le complexe conjugué. 
Ainsi, la puissance du résidu de porteuse pure r(&) et celle du message des données  as(&) 
s’écrivent respectivement : 
 
39 = 3  |}JH(a) 3~ = 3  JKMH(a)  (2.8) 
L’indice de modulation m affecte donc une partie de la puissance totale  3 du signal J(&) au 
résidu de porteuse pure r(&) et une autre partie au message de données as(&). Notons que 
pour  a = _/2 , nous avons J(&) = as(&)  ce qui correspond à une modulation BPSK  
(39 = 0). Par contre, pour  a = 0, nous avons J(&) = r(&) ce qui correspond à une porteuse 
pure (3~ = 0). Pour le système Argos, l’indice de modulation m utilisé vaut 1,1 rad + 0,1 rad.  
2.7.3 Caractéristiques spectrales des messages standards 
Les messages STD et NG coexistent dans une bande de 80 kHz, centrée autour de  de valeur 
401,65 MHz. Ceci est illustré sur la Figure 2.13. 
Nous décrivons dans ce paragraphe les caractéristiques fréquentielles du signal émis d’une 
balise standard, en particulier : la densité spectrale de puissance du signal émis et les dérives 
de la fréquence porteuse d’émission . 
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Figure 2.13 : Plan de fréquences pour les messages STD et NG. 
2.7.3.1 Densité Spectrale de Puissance PSD   
En se basant sur l’équation (2.5), la PSD du message standard émis J(&) désignée par () 
s’écrit sous la forme suivante : 
 () = 3[|}JH(a) ( − ) +  JKMH(a)( − )]  (2.9) 
où () représente la PSD du signal de données (&) et donné par l’expression suivante 
[M.Shihabi, et al., 1994] : 
 () = 1 JKM
  _ 2  _ 2 H  (2.10) 
Un exemple de PSD normalisé du signal de données  () est donné sur la Figure 2.14. 
Figure 2.14 : PSD normalisé d’un message binaire codé en Manchester.  
La Figure 2.14 montre que la modulation de phase Manchester produit plusieurs lobes 
secondaires séparés par un décalage de 800 z. Ce décalage représente l’inverse du temps 
durant lequel un changement de phase se produit (1,25 aJ). Ces lobes secondaires produisent 
des interférences à la réception simultanée de plusieurs messages standards. 
2.7.3.2 Les dérives de la fréquence porteuse d’émission 
Les signaux standards sont émis dans une bande de fréquences de largeur 80 kHz centrée 
en  = 401,65 MHz . Cette bande passante est divisée en trois sous bandes fréquentielles : 
401,61 MHz 401,69 MHz 
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une sous bande d’émission et de deux sous bandes de garde (cf. Figure 2.15). Pour la sous- 
bande d’émission, celle-ci s’étale sur une largeur de 60 kHz  et elle est centrée en    de 401,62 MHz  à  401,68 MHz . D’autre part, les deux sous bandes de garde, chacune de 
largeur 10 kHz, sont situées de part et d’autre de la sous bande d’émission. Ces sous bandes 
de garde servent de bandes de protection contre les dérives sur la fréquence porteuse . Ces 
dérives ont notamment pour cause: l’instabilité et l’incertitude sur la fréquence porteuse  à 
l’émission, l’effet Doppler dû au mouvement relatif entre les balises et les satellites, et la 
dérive doppler.  
     10 kHz     60 kHz            10 kHz 
Bande de 
garde 
Bande d’émission Bande de 
garde 
 
Figure 2.15 : Répartition de la bande passante dans le système Argos-3. 
1- Instabilité et incertitude sur la fréquence porteuse d’émission 
En ce qui concerne l’instabilité et l’incertitude sur la fréquence porteuse , ceux-ci sont dus 
aux changements dans les oscillateurs électroniques à l’émission : température du milieu, 
imperfections de l’horloge, etc. Pour le système Argos, nous donnons les spécifications 
suivantes [G.Vrckovnik, et al., 1991] :  
• l’incertitude    de 1 kHz sur la fréquence porteuse   due à l’horloge d’émission. La 
balise Argos émet donc son message à la fréquence porteuse  + 1 kHz. 
• la stabilité à court terme    qui représente la variation de la fréquence porteuse  en 
fonction du temps, durant la durée du message. Elle est de l’ordre de 7 Hz pour un 
message de durée maximale 960 ms. 
• la stabilité à long terme   qui représente la variation de la fréquence porteuse   en 
fonction du temps, durant le passage du satellite. Elle est de l’ordre de 6 Hz durant la 
durée de visibilité du satellite (10 minutes). 
Nous remarquons que les variations de la fréquence porteuse  provenant des stabilités à 
court et à long terme sont négligeables devant la variation provenant de l’incertitude due à 
l’horloge d’émission. Ainsi, la variation totale   à l’émission de la fréquence porteuse  
sera : 
  & =  0 +  | +  O ≃   0 (2.11) 
2- Effet Doppler 
Les satellites implantés dans le système Argos reçoivent les signaux émis par les balises. 
Lorsque le satellite et la balise se déplacent l'un par rapport à l'autre, la fréquence porteuse à la 
réception diffère de celle à l'émission : c'est l'effet Doppler (cf. Figure 2.16). Quand le satellite 
se rapproche de l'émetteur, la fréquence du signal reçu par les instruments Argos est plus 
élevée que celle du signal émis, et moins élevée quand il s'en éloigne. Si les fréquences des 
signaux reçus et émis sont égales, l'émetteur se trouve sur la perpendiculaire à la trace du 
satellite au sol. Sur un tracé de la fréquence reçue par le satellite en fonction du temps, la 
401,62 MHz   401,68 MHz 
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pente de la courbe au point de proximité maximale permet de calculer la distance entre la 
balise émettrice et le satellite. Ceci est illustré sur la Figure 2.16. 
 
Figure 2.16 : Effet Doppler dans le système Argos [CLS, 2008].  
Nous calculons maintenant la fréquence Doppler s  . Sur la Figure 2.17. L’arc ABC définit la 
zone de visibilité du satellite Argos pour la balise positionnée en E, le point D représente le 
centre de la Terre de rayon   , ℎ représente l’altitude décrite par l’orbite du satellite, u 
représente la distance balise-satellite,   représente l’angle que fait la vitesse radiale du 
satellite avec la liaison balise-satellite, et enfin  représente l’angle entre la liaison balise-
satellite et celle de la balise vers le centre de la Terre.  
La valeur de la fréquence Doppler à une position définie est donnée par [G.Vrckovnik, et al., 
1991]: 
 s = ( +  ) | cos (2.12) 
où    désigne la vitesse radiale du satellite en m/s (de l’ordre de 7,5 km/s) et | désigne la 
vitesse de la lumière, de valeur 3.108 m/s. Pour le calcul de l’angle , celui-ci est obtenu en 
appliquant la loi des sinus dans le triangle EAD, celle-ci s’écrit sous la forme : 
 
JKM  = JKM  + ℎ  }ù   = _2 −  (2.13) 
Ce qui nous donne : 
  = _2 − JKMB   JKM  + ℎ  (2.14) 
Enfin, en remplaçant l’équation (2.14) dans l’équation (2.12), la fréquence Doppler sera : 
 s = ( +  ) |   JKM  + ℎ  (2.15) 
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Figure 2.17 : Représentation géométrique pour le calcul Doppler.  
3- Dérive Doppler 
Un dernier paramètre important est donné par la variation de la fréquence Doppler en fonction 
du temps : la dérive doppler notée s(Hz/s). En effet, le satellite parcourt son orbite tout au 
long du chemin défini par l’arc ABC, ce qui entraîne une variation de la distance x balise-
satellite en fonction du temps. D’autre part, cette variation de la distance x fait varier l’angle  
menant ainsi à une variation de la fréquence Doppler suivant l’équation (2.15). Pour Argos, la 
variation maximale de s vaut 85 Hz/s [G.Vrckovnik, et al., 1991]. Ainsi, pour un message 
standard Argos de durée maximale 920 aJ, la dérive maximale de la fréquence porteuse 
reçue sur le message émis est de 78,2 z.  
Enfin, en tenant compte de toutes les dérives de la fréquence porteuse d’émission, la 
fréquence porteuse reçue en fonction du temps t s’écrit sous la forme : 
 (&) = ( +  ) + s + s& (2.16) 
2.8 Conclusion 
Ce chapitre décrit brièvement le système Argos. Créé en 1978, le système Argos est un 
système mondial dédié à l’étude et à la protection de l’environnement. Le système Argos 
repose sur des balises émettrices réparties sur la surface de la terre. Ces balises servent à la 
localisation et à la collecte de données. Actuellement, avec Argos-3, plusieurs types de balises 
existent dans la bande de 401,58 MHz à 401,69 MHz : balises bas débit Standard et Nouvelles 
Générations (PCM/PM et QPSK) et balises Haut Débit (GMSK). Les signaux émis par les 
balises sont reçus par  des satellites défilants. Ces signaux sont prétraités, démodulés pour être 
réémis vers les stations de sol et enfin vers les utilisateurs Argos. Dans le cadre de l’évolution 
du système Argos, des projets de lancement de nouveaux satellites sont programmés jusqu’au 
2014. Ces évolutions tiennent compte de la compatibilité avec les anciennes versions d’Argos, 
de l’augmentation continue du nombre de balises, du besoin des utilisateurs, et des futures 
applications mises en œuvre.  
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Chapitre 3  
Accès Multiple Dans le Système Argos 
 
3.1 Introduction 
Depuis sa création en 1978, le nombre de balises Argos n’a cessé de croître au fil des années 
afin de couvrir au mieux de nouvelles applications indispensables à la protection de 
l’environnement. Pour répondre à cette augmentation, le nombre de satellites en orbite a lui 
aussi augmenté et la bande passante allouée au système a été élargie. Actuellement, environ 
17000 balises sont déployées. 
Cependant, la tendance actuelle étant toujours à l’augmentation du nombre de balises, on 
s’oriente ainsi vers une saturation de la bande d’émission et donc vers une baisse du taux de 
nombre balises traitées par rapport aux nombres de balises vues par le satellite. Dans le cadre 
des évolutions futures du système Argos, augmenter ce taux est le premier enjeu du point de 
vue des utilisateurs du système. Plusieurs axes de recherche peuvent ainsi être évoqués afin de 
répondre à cette problématique, en conservant la nécessaire compatibilité avec les anciens 
standards du système Argos. 
3.2 Problématique et solutions dans le système Argos 
Dans le chapitre précédent, nous avons décrit les spécifications des signaux Argos émis par 
les balises standards. En particulier, la modulation des messages émis, les dérives de la 
fréquence porteuse, ainsi que l’influence de l’effet Doppler ont été présentés. Ces 
spécifications ont été présentées dans le cadre d’une liaison point-à-point, mono utilisateur, 
c’est à dire pour la réception d’un message standard par un satellite de la constellation Argos. 
Cependant, vu l’augmentation actuelle du nombre de balises, plusieurs balises peuvent utiliser 
la même bande de temps et de fréquence et par conséquent, se superposer à la réception au 
niveau du satellite. En effet, les émissions des balises ne sont pas synchronisés en temps et les 
décalages et dérives Doppler font que les fréquences porteuses reçues par le satellite sont très 
différentes de celles qui ont été émises, d’où le recouvrement possible au niveau spectral. Se 
posent alors les questions suivantes : comment caractériser le recouvrement en temps et en 
fréquences de plusieurs signaux ? Quelles sont les cas favorables pour lequel il est 
envisageable de récupérer l’intégralité des signaux reçus ? Quelle est alors l’architecture du 
récepteur ?  
Pour répondre à toutes ces questions, nous présentons tout d’abord dans ce paragraphe les 
caractéristiques de l’accès multiple dans le système Argos. Ces caractéristiques tiennent 
compte des pertes en espace libre dans une chaîne de transmission par satellite, de l’influence 
de l’effet Doppler, ainsi que du temps de propagation. Ensuite, la problématique du système 
Argos liée à la MUI est présentée ainsi que diverses solutions envisageables. 
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3.2.1 Accès multiple dans le système Argos 
Dans ce paragraphe, nous présentons les caractéristiques relatives à la réception des deux 
signaux au niveau du récepteur. En d’autres termes, nous présentons la position d’un signal 
par rapport à un autre en termes d’écart en puissance, d’écart en fréquence, et d’écart en 
temps. Ceci nous permet de caractériser l’accès multiple dans Argos. 
Nous considérons la Figure 3.1 représentant la terre de centre O et de rayon    de 
valeur 6400 km , le satellite S situé à une orbite polaire d’altitude  ℎ  de valeur 
moyenne 850 km et couvrant une zone de visibilité formé par l’arc B2 B3, et deux balises 
Argos situées en B1 et B2. La balise B1 se trouve sur la perpendiculaire à la trace du satellite au 
sol, à une distance ℎ du satellite. Par contre, la balise B2  se trouve à une distance x du 
satellite voyant le satellite avec un angle . La valeur de la distance x en fonction de l’angle  
s’écrit sous la forme suivante : 
 ( + ℎ)H = uH + H − 2 u   |}J  (3.1) 
Considérons maintenant les pertes en espace libre dues à la propagation de l’onde entre une 
balise quelconque B et le satellite S. Le terme des pertes en espace libre, noté par P, , est 
défini de la façon suivante [Hunter, 2002] : 
 P, = 33 =   4_H (3.2) 
où 3q représente la puissance du signal reçu, 3& représente la puissance du signal émis,  
représente le gain de l’antenne d’émission,  représente le gain de l’antenne de réception,  
représente la longueur d’onde en mètres à la fréquence porteuse du travail , et d représente 
la distance de la balise B au satellite S.  
Nous supposons maintenant que les balises Argos représentées sur la Figure 3.1 émettent à la 
même puissance 3, et qu’elles présentent les mêmes gains d’antennes  à l’émission. Ainsi, 
dans la zone de visibilité du satellite S (cf. Figure 3.1), nous allons nous intéresser au 
coefficient η qui représente le rapport entre les pertes en espace libre pour la balise B1 noté P,1et celles de la balise située en B2 noté P,2 . e rapport η est défini par : 
  = P,GP,W =  4_ℎ
H . 4_u H =   uℎH (3.3) 
Ainsi, en exprimant s comme la valeur en décibel (dB) du terme , nous obtenons:    
 s = 10 logB  = 20 logB  uℎ (3.4) 
Sachant que la zone de visibilité est un cercle de diamètre 5000 km (cf. Figure 2.4), nous 
obtenons la valeur maximale de u de 2845 km. Cette valeur de u correspond à une valeur de  de 96o (position B2 sur la Figure 3.1). Ainsi, en se basant sur l’équation (3.4), le rapport 
maximal des pertes en espace libre s  entre les deux balises est de 10,5 dB. Par conséquent, 
nous pouvons en déduire que si nous voulons récupérer un signal émis par une balise en limite 
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de zone de visibilité, nous pouvons être perturbés par un signal émis par une autre balise et 
ayant une puissance de 10,5 dB supérieure à celui là. 
Figure 3.1 : Représentation de la géométrie terre-satellite-balise.  
D’autre part, en plus de la réception de deux signaux à différents niveaux de puissance 
d’après (3.4), chacun de ces signaux est affecté d’un décalage Doppler s différent au niveau 
du récepteur. Ce décalage Doppler est donné par l’équation (2.15). Pour obtenir le décalage 
Doppler maximal noté s~t, il suffit de se mettre à la position B2, ce qui correspond à la 
valeur    de 96o. De même, la valeur du décalage Doppler en B3 vaut  −s~t . Pour le 
système Argos, la valeur  s~t vaut 9 kHz. Ainsi, chaque signal émis présente au niveau du 
récepteur un décalage Doppler −9  z ≤  s ≤ −9  z .  Par conséquent, nous pouvons 
conclure qu’un recouvrement spectral entre les deux balises est fortement probable, en 
particulier dans le cas des deux balises relativement proches. 
Enfin, concernant le retard temporel entre les deux signaux, supposons que les deux balises 
émettent leurs propres signaux au même instant &. Par conséquent, le signal émis par la balise 
B2 arrive en retard par rapport au signal émis par la balise B1 d’une valeur ( égale à : 
 ( = (u − ℎ)|  (3.5) 
Pour la balise B2 située à la distance u de 2845 km , nous obtenons une valeur maximale de ( 
de  6,5 aJ . Ce retard correspond à un retard approximatif de 2,6 bits de la balise B2 par 
rapport à la balise B1 ( =  1  = 2,5 aJ). 
En conclusion, les signaux reçus à bord des satellites Argos sont tous affectés d’une 
puissance, d’une fréquence porteuse, et d’un retard différents. Ainsi, le système Argos peut 
être modélisé comme un système de transmission asynchrone avec accès multiple par 
répartition de fréquence FDMA. Cependant, la différence entre les deux systèmes se situe au 
niveau de la répartition des bandes de fréquences entre les utilisateurs. Pour le FDMA, les 
utilisateurs émettent dans des bandes de fréquences disjointes [Kucar, 2002]. Par contre, ce 
n’est pas le cas pour le système Argos. 
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3.2.2 Interférence par accès multiple dans le système Argos 
La présence de la MUI dans le système Argos est due à la réception de plusieurs signaux au 
niveau du récepteur. Chacun de ces signaux possède une puissance, une fréquence porteuse, 
ainsi un temps de propagation propres. Cette MUI limite la capacité de traitement du système 
Argos et dégrade sa performance en termes de TEB.  
A l’heure actuelle, si deux balises Argos émettent en même temps et dans les conditions telles 
que, vue du bord, les fréquences centrales de réception sont proches, alors la seconde balise 
reçue ne sera pas traitée et la première balise reçue risque de subir des distorsions dues aux 
interférences provoquées par la seconde balise [Guillon, 2007].  
Les effets de la MUI dans un système de communication peuvent parfois être dominants par 
rapport aux effets du bruit provenant du canal. Par exemple, dans les systèmes de 
communication à fort rapport signal à bruit, une source de dégradation du système peut être 
causée par la collision entre les signaux, ce qui génère de la MUI. L’augmentation de la 
capacité de traitement du système passe donc par une réduction de la MUI au niveau du 
récepteur. Cette contrainte est indispensable, surtout dans les applications de sauvetage et de 
protection de l’environnement présentes dans le système Argos.  
Dans le cadre de l’amélioration du système Argos, l’objectif est donc d’étudier et de proposer 
différentes solutions au problème du MUI. Ces solutions seront évaluées du point de vue de 
performances en termes de TEB, de la complexité, ainsi que de la compatibilité avec les 
générations antérieures d’Argos. Les solutions proposées seront implantées dans la génération 
Argos-5, mise en vigueur en 2014. 
3.2.3 Solutions pour la MUI dans le système Argos 
Les problèmes de la MUI ont largement été étudiés dans le cadre des systèmes CDMA où 
plusieurs signaux, correspondants à plusieurs utilisateurs, sont émis sur une même bande de 
fréquence [Li, et al., 2004], [Alrustamani, et al., 2002]. De même, certains protocoles utilisés 
nécessitent à retransmettre les données d’un signal dans le cas d’une collision du celui là avec 
d’autres signaux, ce qui limite la capacité du système.  
Pour notre étude, les solutions existantes doivent être adaptées au contexte du système Argos. 
Ainsi, plusieurs pistes peuvent être évoquées afin de réduire les effets de la MUI. Parmi 
lesquelles, nous citons : l’augmentation de la largeur des bandes allouées, la définition de 
nouvelles formes d’ondes, et l’adaptation des traitements à bord du satellite. Ci-dessous, nous 
détaillons chacune de ces solutions. 
3.2.3.1 Augmentation de la largeur des bandes allouées 
Vu l’augmentation progressif du nombre des balises Argos, on s’oriente vers une saturation 
de la bande passante allouée actuellement au système. Ainsi, une solution envisageable et 
simple consiste à allouer au système Argos une bande passante supplémentaire afin d’utiliser 
cette bande dans la transmission de nouvelles balises. Ceci permet de réduire la probabilité de 
collision entre les signaux. 
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Toutefois, la rareté des fréquences pose aux autorités concernées la difficile question de 
l’optimisation du spectre. Quand plusieurs services nécessitent une bande passante 
supplémentaire, des contraintes économiques et réglementaires du partage doivent être prises 
en compte et peuvent ainsi empêcher l’allocation d’une bande de fréquence supplémentaire. 
D’autre part, cette solution ne permet toujours pas de traiter plusieurs signaux reçus avec des 
fréquences porteuses centrales proches. En d’autres termes, les nouvelles balises partageant la 
bande de fréquence supplémentaire peuvent être soumises au même problème à la réception 
vue la présence de l’effet Doppler.   
3.2.3.2 Définition de nouvelles formes d’ondes 
Dans le chapitre précédent, nous avons présenté la modulation des messages standards. Cette 
modulation utilise le filtre de mise en forme Manchester. Au niveau de l’occupation spectrale 
des messages standards, la Figure 2.14 montre que les premiers lobes principaux du spectre 
s’étalent sur une longueur de +2 . Ainsi, il sera intéressant d’étudier une possibilité de 
définition de nouvelles formes d’ondes qui pourra aboutir à une occupation spectrale plus 
petite [M.Shihabi, et al., 1994], et donc un plus grand nombre de balises émis simultanément. 
Cette piste est présentée dans le chapitre 5. 
3.2.3.3 Adaptation des traitements à bord 
Actuellement, le satellite Argos n’est capable de décoder qu’un seul signal à un instant donné. 
Si un second message est reçu en même temps, il ne sera pas traité et de plus, il contribuera à 
dégrader les performances du premier message en cours de traitement en termes de TEB. Une 
solution peut consister à implanter des techniques au niveau du récepteur capables de réduire 
les effets des interférences et de décoder simultanément tous les signaux reçus. Ceci est connu 
sous le nom de MUD. Auparavant, plusieurs techniques MUD ont été développées afin de 
répondre à la problématique des MUI [Moshavi, 1996]. Ces techniques MUD ont été 
implantées dans plusieurs systèmes de TDMA [S.W.Wales, 1995], [Arslan, et al., 2001], et 
CDMA [Verdu, 1998]. Ces techniques ont permis la conception de récepteurs capables de 
détecter des signaux parmi les interférences et les bruits.  
En outre, il y a peu d’études pour des techniques MUD développées pour les systèmes non-
CDMA comme le système Argos où chaque signal reçu est affecté par une fréquence porteuse 
différente [M.Moretti, et al., 1999]. En effet, les signaux reçus dans le système Argos ne 
présentent pas des séquences d’étalement afin de distinguer les différents signaux entre eux. 
De plus, les bandes de fréquences pour ces différents signaux ne sont pas disjointes à cause de 
l’effet Doppler et donc, un recouvrement spectral au niveau du récepteur est très probable. 
Les signaux reçus sont alors fortement corrélés et difficilement séparables [Guinand, et al., 
1999]. Ainsi, le développement de techniques MUD adaptées au système Argos offre une 
grande opportunité pour l’optimisation du système Argos.  
3.3 Techniques MUD pour les systèmes CDMA 
Cette section décrit les différentes techniques MUD développées à l’origine par Verdu pour 
les systèmes CDMA [Verdu, 1998]. Ces techniques MUD ont été adaptées à d’autres 
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systèmes confrontés également à MUI comme le TDMA. De même, d’autres détecteurs MUD 
ont été développés dans le cadre de systèmes FDMA [M.Moretti, et al., 1999], [J.M.Janssen, 
et al., 2002], [Slimane, et al., 2005], [Janssen, 1997]. Ces détecteurs sont basés sur la 
technique d’annulation d’interférences [Moretti, et al., 1998]. C’est la raison pour laquelle 
nous nous intéressons à l’adaptation de ces techniques dans le cas de notre problématique du 
système Argos. Dans ce qui suit, nous présentons le modèle du système CDMA ainsi que les 
principales techniques MUD développées pour ce système [Moshavi, 1996]. 
3.3.1 Définition du système CDMA 
Le CDMA est un système d’accès multiple fondé sur la technique d’étalement du spectre. Il 
permet à plusieurs communications d'utiliser simultanément la même bande de fréquences. Ce 
principe est appliqué dans les réseaux de téléphonie mobile, dans les systèmes de 
télécommunications spatiales, et dans les systèmes de navigation par satellite. Le système 
CDMA consiste à étaler le spectre au moyen d'un code alloué à chaque communication. 
D’autre part, le récepteur utilise ce même code pour dés-étaler le signal qu'il reçoit et extraire 
l'information utile.  
3.3.2 Représentation mathématique du système CDMA 
Pour représenter mathématiquement le système CDMA, nous allons supposer que K 
utilisateurs se partagent une même ressource et que chacun d’eux émet M symboles à un débit 
binaire  et à la fréquence porteuse . Nous considérons de même que la modulation utilisée 
est une modulation BPSK classique où le bit ‘1’ est codé par le symbole +1 et le bit ‘0’ est 
codé par le symbole -1. Chaque utilisateur k, avec   ∈ [1, ¡], module son symbole par une 
séquence d’étalement |*(&) pour générer son propre signal. Ainsi, la suite des symboles émis 
par un utilisateur   sera représentée par le signal *(&) suivant : 
 *(&) = g e*(M).Bhi |*(& − M) (3.6) 
où  e*(M) ∈  {−1, +1}  représente le symbole émis par l’utilisateur k à l’instant M  avec 
  = 1/  désignant la période bit et |*(&)  représente une fonction nulle en dehors de 
l’intervalle [0, ], définie sous la forme suivante : 
 |*(&) = g ℎ*()¢£B¤i r*(& − ) (3.7) 
où ℎ*() ∈ {−1, +1} et appartient à une séquence de longueur : [ℎ*(1), ℎ*(2), ⋯ , ℎ*()],  =  avec  la période d’un élément de la séquence |*(&) nommé chip,  représente le 
nombre de chips par symbole transmis appelé aussi facteur d’étalement, et r*(&) la forme 
d’onde ayant la forme suivante : 
 r*(&)  = §+1  JK    & ∈  [0, ] 0   JK     & ∉  [0, ]n (3.8) 
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Ainsi, la suite des symboles émise par tous les utilisateurs sera donnée par le signal J(&) 
suivant: 
 J(&) = g *(&)©*iB   (3.9) 
A l’entrée du récepteur, le signal reçu q(&) en bande de base aura la forme suivante : 
 q(&) = g g ª*  e*(M).Bhi |*(& − M − (*)
©
*iB + (&) (3.10) 
où ª*  représente l’amplitude reçue de l’utilisateur k due aux atténuations le long du trajet 
emprunté par le signal  J(&) , (*  représente le retard de l’utilisateur k dû au temps de 
propagation, et (&) représente un bruit aléatoire additif provenant du canal de variance -². 
En supposant qu’il existe une référence de temps fixe et que tous les utilisateurs sont classés 
par ordre croissant de retard, nous aurons : 
 0 = (B ≤ (H ≤ ⋯ ≤ (©B ≤ (© <  (3.11) 
Dans ce paragraphe, nous supposons que les séquences |*(&), les amplitudes ª*  des différents 
signaux ainsi que les instants d’échantillonnage (* sont connus au niveau du récepteur.  
Au niveau du récepteur et afin d’obtenir le symbole émis par l’utilisateur O ∈ [1, ¡]  à 
l’instant   où  ∈ [0, ¬ − 1], nous allons filtrer le signal reçu q(&) à l’aide du filtre adapté  |∗(−&) associé à l’utilisateur l où l’indice * désigne le complexe conjugué. Ensuite, le signal 
reçu est échantillonné à l’instant    + ( . Ainsi, nous obtenons  ­( + () , noté  ­() avec : 
 ­() = v q(&) |∗(& −  − ()&®¯¯  (3.12) 
L’architecture du récepteur CDMA est présentée sur la Figure 3.2. 
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Figure 3.2 : Architecture du récepteur dans le système CDMA 
En remplaçant l’équation (3.10) dans l’équation (3.12), nous obtenons les résultats suivants : 
 
­() = g g ª*  e*(M).Bhi
©
*iB  °,*(, M) + M() 
­() = g ª  e(M).Bhi °,(, M) + g g ª*  e*(M)
.B
hi
©
*iB,*±  °,*(, M) + M() 
(3.13) 
où le terme °,*(, M) désigne le facteur de corrélation entre les deux séquences |(&) et |*(&) 
avec O,   ∈ [1, ¡], et M() désigne un bruit aléatoire additif à la sortie du filtre adapté de 
l’utilisateur l et échantillonné à l’instant  + (. Il est à noter que les facteurs de corrélation °,*(, M) demeurent constants dans le temps. Les termes °,*(, M) et M() sont donnés par : 
 
°,*(, M) = v |*(& − M − (*) |∗(& −  − ()&®¯¯  
M()  = v (&) |∗(& −  − ()&®¯¯  
(3.14) 
Etant donné que |*(&) représente une fonction nulle en dehors de l’intervalle [0, ], °,(, M) 
est nul pour M ≠ . Ainsi, l’équation (3.13) se met sous la forme : 
 ­() = ª  e()°,(, ) + g g ª*  e*(M).Bhi
©
*iB,*±  °,*(, M) + M() (3.15) 
Ainsi, l’échantillon reçu ­() s’écrit sous la forme d’une somme de trois termes : le premier 
terme qui représente le signal utile, le deuxième terme qui représente le terme d’interférences 
­B() 
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MUI provenant des autres utilisateurs, et le troisième terme qui représente un bruit aléatoire 
additif provenant du canal. 
Afin de réduire l’influence de la MUI dans le récepteur CDMA, il faut réduire le plus possible 
les coefficients de corrélation °,*(, M) pour   ≠ O. Dans le cadre du CDMA, cela revient à 
concevoir des séquences d’étalement |*(&) particulières qui sont faiblement corrélées les unes 
par rapport aux autres, et quel que soit le décalage temporel entre elles. Parmi les séquences 
les plus connues, nous pouvons citer les séquences de Gold et Kasami [Garg, 2008].  
3.3.3 Architectures MUD dans les systèmes CDMA 
Nous étudions plusieurs récepteurs MUD pour les systèmes CDMA dans le cadre de la 
transmission d’une modulation BPSK dans un canal AWGN. Pour chaque détecteur MUD, 
nous présentons le critère de décision, ainsi que les avantages et les inconvénients. Parmi les 
détecteurs abordés dans notre littérature, nous présentons [Verdu, 1998] : le détecteur optimal, 
le détecteur conventionnel, le décorrelateur, le détecteur MMSE et les détecteurs à 
annulations d’interférences [Moshavi, 1996].  
3.3.3.1  Détecteur optimal 
Le détecteur optimal est fondé sur un estimateur du maximum de vraisemblance (Figure 3.3). 
Il est implanté pour les systèmes CDMA à transmissions asynchrones ((* ≠ 0) dans un canal 
AWGN. Le principe du détecteur optimal consiste à faire une recherche exhaustive de 
solution [Verdu, 1986]. Ainsi, pour une séquence de M symboles binaires et pour K 
utilisateurs, le récepteur calcule 2©. distances euclidiennes entre la séquence reçue et les 2©. 
séquences possibles et choisit la séquence qui minimise la distance euclidienne. En pratique, 
cette complexité est de l’ordre ³(2©.) et elle est inacceptable en raison de grandes valeurs de 
M. La complexité de l’algorithme est réduite en utilisant l’algorithme de Viterbi dont la 
complexité est de l’ordre ³(2©). L’algorithme de Viterbi est construit avec un treillis où nous 
pourrions sélectionner un chemin correspondant à une suite de symboles émises avec la plus 
grande probabilité [Verdu, 1998].  
Ce détecteur est constitué par des filtres adaptés aux séquences |*(&), suivis par l’algorithme 
de Viterbi inséré en aval des échantillons ­(). Il représente le détecteur optimal en termes 
de TEB. Ce détecteur nécessite la connaissance exacte des amplitudes ª* et des retards (* de 
tous les utilisateurs. Enfin, ce détecteur sert de référence pour la comparaison avec d’autres 
détecteurs MUD sous optimaux. 
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Figure 3.3 : Détecteur MUD optimal dans le système CDMA. 
3.3.3.2 Détecteur conventionnel 
Le détecteur conventionnel est présenté sur la Figure 3.4. Son implantation est réalisée à 
l’aide de détecteurs à seuil mis en aval des échantillonneurs produisant les ­(). Ce détecteur 
suppose que la MUI se comporte comme une source de bruit additif au bruit gaussien 
provenant du canal. L’estimation e´() du symbole e() est obtenue à l’aide d’un détecteur à 
seuil, alors : si ­() > 0, nous aurons  e´() = +1 et si ­() < 0, nous aurons e´() = −1. 
Le détecteur conventionnel représente le détecteur optimal en termes de TEB en absence de la 
MUI. Dans le cas contraire, ses performances en termes de TEB seront perturbées par les 
coefficients d’intercorrélation °,*(, M). C’est une des raisons pour lesquelles il est nécessaire 
d’avoir des séquences d’étalement orthogonales [Garg, 2008]. 
Comme déjà mentionné, le détecteur optimal donne les meilleurs performances en termes de 
TEB mais au prix d’une complexité d’autant plus élevée qu’il y a des utilisateurs. Par contre, 
le détecteur à seuil est un détecteur qui ne tient pas compte de la présence de la MUI et dont 
les performances sont médiocres en présence de cette MUI. Dans la suite, nous présentons des 
techniques MUD sous optimales réalisant un bon compromis entre la complexité de calcul et 
les performances en termes de TEB. 
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Figure 3.4 : Détecteur MUD conventionnel dans le système CDMA. 
3.3.3.3 Décorrelateur 
Le décorrelateur ou détecteur à décorrélation est présenté sur la Figure 3.5 [Verdu]. Le 
principe du décorrelateur consiste à retirer la contribution des autres utilisateurs sur les 
observations de l’utilisateur utile. Ainsi, nous allons chercher à décorréler le signal en 
multipliant le vecteur formé par les échantillons ­() par l’inverse d’une matrice R où R 
représente une matrice formée uniquement par les coefficients d’intercorrélation °,*(, M). Le 
produit par la matrice B permet d’éliminer les interférences provenant des intercorrélations 
entre les séquences |*(&). Par contre, en présence d’un bruit non négligeable, la multiplication 
par la matrice B amplifie le bruit aux entrées des détecteurs à seuil pour des grandes valeurs 
de °,*(, M), d’où la dégradation des performances en termes de TEB. Nous pouvons donc 
constater que ce détecteur sera sûrement très performant en termes de TEB pour des faibles 
valeurs de bruits, et beaucoup moins performant pour des niveaux de bruits élevés. Cette 
approche est équivalente à l’approche ZFE (Zero Forcing Equalizer) dans le domaine de 
l’égalisation. 
Le décorrelateur représente le détecteur optimal pour supprimer la MUI en l’absence de bruit, 
à condition que la matrice R soit inversible. De plus, ce détecteur ne nécessite pas la 
connaissance des amplitudes ª*. 
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Figure 3.5 : Détecteur MUD à décorrélation dans le système CDMA. 
3.3.3.4 Détecteur MMSE 
Le détecteur MMSE est présenté sur la Figure 3.6. Il est obtenu en calculant et minimisant 
une erreur quadratique moyenne [Moshavi, 1996]. Il est considéré comme un compromis 
entre le détecteur à seuil et le décorrelateur. En effet, Le décorrelateur ne prend pas en compte 
les atténuations ª* sur le signal utile et sur les signaux interférents. Ainsi, dans le cas où les 
signaux interférents sont fortement atténués, le décorrelateur ne va pas donner des meilleures 
performances en termes de TEB sur le signal utile par rapport à celles obtenues avec un 
détecteur à seuil. Ainsi, les paramètres d’atténuation ª*  des différents utilisateurs sont 
introduits dans une transformation linéaire notée par la matrice ..µ , afin de prendre en 
considération la contribution du bruit. La matrice  ..µ  contient les termes °,*(, M) et elle 
fait aussi intervenir la variance du bruit AWGN. Cette matrice est donnée par [Verdu] : 
  ..µ =  + -² ªH (3.16) 
où ª représente la matrice carrée formée par les différentes atténuations  ª* . 
Ce détecteur nécessite la connaissance exacte des amplitudes ª* et des retards (* de tous les 
utilisateurs, ainsi que de la variance du bruit AWGN. 
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Figure 3.6 : Détecteur MUD MMSE dans le système CDMA. 
D’autres techniques MUD sont également développées pour les systèmes CDMA et se basent 
sur le principe d’annulations d’interférences [G.J.M.Janssen, 1993]. Parmi ces techniques, 
nous citons la technique par annulation successive des interférences SIC et celle par 
annulation parallèle des interférences PIC. 
3.3.3.5 Détecteur SIC 
Le détecteur SIC (cf. Figure 3.7) repose sur l’idée suivante : les signaux sont démodulés 
successivement suivant l’ordre décroissant de leur puissance [Slimane, et al., 2005]. Le 
détecteur SIC est formé de K étages en série où un signal est démodulé à chaque étage. Ainsi, 
à l’étage l où O ∈ [1, ¡], le signal démodulé est celui ayant la  Oè~  puissance la plus forte dont 
le filtre adapté associé est noté |()∗ (−&), l’amplitude est notée ª() et le retard est noté par (().  
Le signal q(&)  défini dans l’équation (3.10) est filtré par  |(B)∗ (−&) . Les symboles e´(B)() 
avec  ∈ [0, ¬ − 1] sont estimés à l’aide d’un détecteur à seuil. Les symboles estimés sont 
ensuite remodulés et une réplique ·(B)(&) est obtenue, puis soustraite au signal q(&). Le signal 
résultant q(&) − ·(B)(&)  est de nouveau filtré par |(H)∗ (−&)  afin d’obtenir tous les 
symboles e´(H)() du signal ayant la deuxième puissance la  plus forte. Ce même processus est 
répété dans les étages suivants afin de démoduler tous les signaux. Le dernier signal démodulé 
est celui ayant la puissance la plus faible et ainsi, les symboles e´(©)() sont obtenus. 
L’avantage du détecteur SIC réside dans sa capacité à démoduler les signaux ayant de faibles 
puissances avec de bonnes performances en termes de TEB, à l’aide de l’annulation 
successive des interférences. Par contre, une erreur d’estimation à un étage donné se propage 
sur tous les étages suivants, ce qui dégrade les performances des signaux démodulés durant 
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ces étages. Ce détecteur nécessite la connaissance exacte des amplitudes ª* et des retards (* 
de tous les utilisateurs. 
 
Figure 3.7 : Architecture du détecteur SIC dans le système CDMA. 
3.3.3.6 Détecteur PIC 
Une autre technique connue sous le nom de PIC (cf. Figure 3.8) ou détection multi-étages 
[Brugeaud, 2006] a été aussi développée pour les systèmes CDMA.  
Dans le détecteur SIC, la décision prise sur les symboles d’un signal utile donné est obtenue 
en soustrayant toutes les interférences provenant des autres signaux ayant des puissances plus 
fortes que le signal utile. Cependant, nous pouvons tenter d’améliorer cette décision en 
utilisant la décision prise pour tous les autres utilisateurs dans la décision des symboles du 
signal utile. Donc, contrairement à l’élimination successive des interférences, la détection 
multi-étages soustrait à chaque étage l’interférence estimée pour tous les autres utilisateurs de 
l’utilisateur utile. La Figure 3.8 présente l’architecture PIC dans le cas de la démodulation des 
symboles e´() du signal utile où O ∈ [1, ¡]. 
Nous pouvons aussi noter  que dans le cas du détecteur PIC de la Figure 3.8, les détecteurs à 
seuil utilisés dans les décisions des signaux interférents pourront être remplacés par un 
e´(©)() 
Détecteur 
à seuil 
Détecteur 
à seuil 
 + ((©) |(©)∗ (−&) 
·()(&) = g ª()e´()(M).Bhi |()(& − M − (()) 
 q(&) − g ·(*)(&)©B*iB  
 + (() |()∗ (−&) e´()() 
 ·(B)(&) = g ª(B)e´(B)(M).Bhi |(B)(& − M − ((B)) 
 |(B)∗ (−&) Détecteur 
à seuil 
 + ((B) 
  q(&) e´(B)() 
 q(&) − g ·(*)(&)B*iB  
+ - 
- 
+ 
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détecteur MMSE. L’utilisation du MMSE permet de meilleures performances en termes de 
TEB que le détecteur à seuil, menant ainsi à une meilleure annulation des interférences. On 
parle alors d’un détecteur hybride MMSE-PIC [Verdu, 1998]. 
 
Figure 3.8 : Architecture du détecteur PIC dans le système CDMA. 
3.4 Transmission mono utilisateur 
L’objectif des techniques de réception MUD est de supprimer ou du moins d’atténuer la MUI. 
L’objectif consiste donc à retrouver les performances en termes de TEB obtenues dans le cas 
d’absence de MUI, c'est-à-dire dans le cas mono utilisateur. Ainsi, la courbe de TEB en 
fonction du SNR dans le cas mono utilisateur sera pour nous la courbe de référence et 
l’objectif à atteindre. 
Dans cette section, nous considérons des signaux modulés en BPSK en présence d’un canal 
AWGN. Par conséquent, la courbe théorique d’une modulation BPSK avec ajout du bruit 
blanc gaussien sera donc le résultat optimal que nous essaierons d’atteindre. 
Nous considérons donc une chaîne de transmission d’un utilisateur modulé en BPSK 
classique en présence d’un canal AWGN. Le signal reçu q(&) en bande de base à l’entrée du 
récepteur s’écrit sous la forme : 
 q(&) = g ª e(M).Bhi ℎ(& − M) + (&) (3.17) 
q(&) 
Détecteur 
à seuil 
Détecteur 
à seuil 
 + (©  |©∗ (−&) 
 + (B |B∗(−&) eB¸() 
Détecteur 
à seuil 
|∗(−&) e¸ () 
e©¸() 
 
 
 
R
e 
- 
M
od
ul
at
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n 
     ·B(&) 
     ·(&) 
     ·©(&) 
 + ( 
Détecteur 
à seuil 
 + ( |∗(−&) e´() 
+ 
- 
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où M représente le nombre de bits du message, ª représente l’amplitude du signal à l’entrée 
du récepteur,  e(M) ∈  {−1, +1}  représente le symbole transmis à l’instant M  avec 
  = 1   désignant la période bit, ℎ(&) représente le filtre de mise en forme de valeur nulle 
en dehors de l’intervalle [0, ] et d’énergie finie égale à l’unité, et (&) représente un bruit 
blanc additif gaussien de moyenne nulle et de densité spectrale de puissance   2 (¹. zB).  
A noter que le symbole e(M) = +1 correspond à la transmission du bit ‘1’, tandis que le 
symbole e(M) = −1 correspond à la transmission du bit ‘0’. Ainsi, dans ce cas, un symbole 
transmis correspond à un bit transmis. 
Nous définissons maintenant le paramètre    , comme étant le rapport signal à bruit par 
bit où   représente l’énergie reçue par bit et  la densité spectrale de puissance du bruit. Ce 
paramètre est équivalent à un rapport SNR mesuré à l’entrée du récepteur. La probabilité 
d’erreur 3, pour une modulation BPSK, est donnée par [Verdu, 1998] : 
 3 = º »¼2 ½ (3.18) 
où º(u) désigne la fonction de Marcum définie par : 
 º(u) =  1¾2_ v {ur
®¯
t  ¿−
&H2 À & = 1 − º(−u) (3.19) 
3.5 Conclusion 
Dans ce chapitre, nous avons abordé essentiellement la problématique présente dans les 
générations actuelles du système Argos. Le récepteur Argos actuel permet de traiter et de 
décoder un seul signal à un instant donné. Ainsi, à la réception d’un autre signal au même 
instant, ce dernier sera non traité et il risque en plus de perturber les performances de 
traitement du premier signal. Afin de répondre à cette problématique, plusieurs solutions sont 
proposées parmi lesquelles la solution de détection multi utilisateurs. Cette solution repose sur 
l’implantation de techniques MUD au niveau du récepteur capable de réduire les effets des 
interférences et ainsi de décoder simultanément tous les signaux reçus. Dans le contexte des 
systèmes, de nombreuses techniques MUD liées aux systèmes CDMA ont été développées. 
L’enjeu ici consiste à adapter les techniques MUD au cas des signaux Argos. En effet, les 
contraintes sont identiques puisqu’il s’agit de décoder plusieurs signaux corrélés. La difficulté 
introduite dans le système Argos tient au fait que la corrélation n’est plus contrôlable ou 
prédictible comme dans le cas pour les systèmes CDMA. Ainsi, dans notre travail, nous allons 
étudier les différentes techniques multi utilisateurs décrites et développées précédemment et 
nous allons identifier celles utilisables dans le cadre de l’application Argos. Ces techniques 
seront évaluées au niveau de leurs performances en termes de TEB, ainsi qu’au niveau de 
leurs complexités d’implantations. Ce travail fait l’objet des chapitres suivants. 
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Chapitre 4  
Techniques MUD Synchrones Pour le Système 
Argos 
 
4.1 Introduction 
Dans ce chapitre, nous allons présenter les récepteurs multi utilisateurs dans le système Argos. 
Ces récepteurs multi utilisateurs ont pour objectif de réduire les effets de la MUI et donc de 
décoder simultanément tous les signaux reçus. A l’heure actuelle, le système Argos n’est 
capable de traiter et de décoder qu’un seul signal. Ainsi, lorsque le signal en cours de 
traitement est brouillé par d’autres signaux, les performances en termes de TEB se dégradent. 
En outre, nous avons présenté dans le Chapitre 3 les différents détecteurs MUD développés à 
l’origine pour les systèmes CDMA. Ces détecteurs sont adaptés avec succès sur d’autres 
systèmes comme le TDMA. L’adaptation des détecteurs MUD sera la première étape vers 
l’implantation d’un récepteur MUD dans le système Argos. 
Dans ce chapitre, nous allons étudier l’adaptation des détecteurs MUD dans le cas d’une 
transmission synchrone du système Argos. Nous allons supposer que les signaux émis par 
toutes les balises arrivent au même instant au récepteur. Malgré cette hypothèse difficilement 
réalisable dans la pratique, elle va toutefois nous permettre d’avoir une idée sur les 
performances en termes de TEB des détecteurs MUD et d’envisager ceux qui sont réalisables 
dans le système Argos. 
Nous allons tout d’abord présenter le modèle mathématique d’une transmission synchrone 
dans le système Argos. Ensuite, nous allons adapter plusieurs techniques MUD au système 
Argos. Ces techniques MUD seront évaluées du point de vue des performances en termes de 
TEB et de leurs complexités d’implantation. Enfin, nous allons présenter les courbes de 
performances de ces techniques MUD avant de conclure. 
4.2 Présentation mathématique d’une transmission synchrone 
Dans ce paragraphe, nous nous plaçons dans le cas d’une transmission synchrone du système 
Argos et nous décrivons le modèle mathématique correspondant à la réception de plusieurs 
signaux. Une présentation matricielle est aussi introduite et elle permet d’obtenir les 
expressions analytiques de tous les signaux reçus et aux différents instants [Verdu].  
4.2.1 Mise en équations pour le cas synchrone 
Une balise standard émet un signal J(&) défini par l’équation (2.1). Le signal en bande de base qB(&) de cette balise s’écrit sous la forme suivante :  
 q1(&)  = Z23& [|}J(a) +  Á JKM(a)(&)] {ur (Á`0) (4.1) 
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où Á² = −1. Dans la suite, nous allons supposer que K balises standards utilisent le même 
canal et que chacune émet M symboles à un débit binaire . Nous rappelons de même que la 
modulation utilisée pour les messages standards est une modulation PCM/PM [M.Shihabi, et 
al., 1994] avec un indice de modulation m de 1,1 rad (cf. 2.7.2). A la réception et dans le cas 
d’une transmission synchrone, chaque signal possède une puissance et une fréquence porteuse 
différentes. Ainsi, d’une manière similaire à l’équation (4.1), le signal reçu q(&) en bande de 
base s’écrit sous la forme [Courville, 2000] : 
 
q(&) = g q*(&) ©*iB + (&) 
q*(&) = ª* Â|}J(a) + Á JKM(a) g e*(M)ℎ(& − M).Bhi Ã {urÄ Á(2_ ∆Å& + `*)Æ 
(4.2) 
 
où ª* représente l’amplitude reçue de la balise k, e*(M) ∈  {−1, +1} représente le symbole 
émis par la balise k à l’instant M avec  = 1/ désignant la période bit, ℎ(&) représente le 
filtre de mise en forme défini dans l’équation (2.3), `*  représente la phase à l’origine du 
signal k uniformément répartie dans [0, 2_]  et (&)  représente un bruit blanc gaussien 
complexe de moyenne nulle, de variance  -H. Concernant le paramètre  ∆Å , il représente 
l’écart fréquentiel du signal  , défini de la manière suivante : 
 ∆Å = Å − G  (4.3) 
 
où Å  représente la fréquence porteuse reçue du signal k. 
De plus, nous supposons que les caractéristiques des signaux (ª* , ∆Å , `*) sont constantes 
sur la durée du message (hormis les symboles e*). En d’autres termes, l’évolution du Doppler, 
les gigues de fréquence et de phase n’ont pas été simulées. De même, l’indice de modulation 
m est supposé constant de valeur 1,1 qN. Nous considérons uniquement la partie modulée du 
signal et nous ignorons la présence de la porteuse pure au début du message standard. Enfin, 
nous supposons une estimation parfaite des amplitudes ª*, des écarts fréquentiels ∆Å, des 
phases à l’origine `*  , et des instants d’échantillonnage au niveau du récepteur.  
A la réception et afin d’obtenir le symbole émis par la balise O ∈ [1, ¡]  à l’instant    
où   ∈ [0, ¬ − 1],  nous allons démoduler le signal q(&) en le multipliant par {urÄ−Á(2_ ∆1& + `)Æ et puis le filtrer à l’aide du filtre adapté ℎ∗(−&). Ensuite, le signal 
obtenu est échantillonné à l’instant     et nous obtenons ­(), noté par ­(): 
 ­() = v q(&){urÄ−Á(2_ ∆1& + `)Æ ℎ∗(& − )&(Ç®B)yÈÇyÈ  (4.4)  
En remplaçant l’équation (4.2) dans l’équation (4.4), nous obtenons : 
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 ­() = g ª* |}J(a) °,*¸ ()  + Á©*iB g g ª*  JKM(a) e*(M)
.B
hi  °,*(, M) 
©
*iB + M() (4.5)  
où °O, ′ () et °,*(, M) désignent les coefficients de corrélations entre les signaux des balises l 
et k avec O,   ∈ [1, ¡], l’indice u désigne le numéro du symbole de la balise utile l, l’indice n 
désigne le numéro du symbole de la balise interférente k. Physiquement, les °O, ′ () 
représentent les corrélations provenant des résidus de porteuses pures des balises 
interférentes, par contre les °,*(, M) représentent celles provenant des symboles des balises 
interférentes. Les coefficients °O, ′ () et °,*(, M) sont donnés respectivement par : 
 
°,*¸ () = v {urÊ ÁÄ2_ Ë∆Å − ∆1Ì& + `*− `Æ Í ℎ∗(& − )&(Ç®B)yÈÇyÈ  
 °,*(, M) = v {ur Ê ÁÄ2_ Ë∆Å − ∆1Ì& + `*−`Æ Í ℎ(& − M)ℎ∗(& − )&(Ç®B)yÈÇyÈ  
(4.6) 
 
Également, M()  désigne un bruit gaussien complexe à la sortie du filtre adapté, 
échantillonné à l’instant  : 
 M() = v (&) {urÄ−Á(2_ ∆1& + `)Æ ℎ∗(& − )&(Ç®B)yÈÇyÈ  (4.7)  
Etant donné que ℎ(&) représente une fonction nulle en dehors de l’intervalle [0, ], ainsi °,*(, M) est nulle pour M ≠ . Ainsi, l’équation (4.5) se mettra sous la forme : 
 ­() = g ª*Ä|}J(a) °′,*() + Á JKM(a) e*()°,*(, )Æ©*iB + M() (4.8)  
Par conséquent, l’échantillon reçu ­() s’écrit sous la forme d’une somme de trois termes : 
un premier terme utile et désigné par (), un deuxième terme interférent provenant des 
autres balises désigné par  K()  et représentant la MUI, et un troisième terme M() qui 
désigne un bruit gaussien provenant du canal. Ainsi, nous écrivons : 
 
­() =  ()+ K() + M()  () = ª  [|}J(a) °,¸ () + Á JKM(a) e() °,(, )] 
K() = g ª*[|}J(a) °,*¸ () + Á JKM(a) e*()©*iB,*±  °,*(, )] 
(4.9) 
 
Nous remarquons, d’après l’équation (4.9), que seuls les symboles émis au même instant   peuvent interagir entre eux. 
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4.2.2 Calcul analytique des coefficients de corrélation  
Dans ce paragraphe, nous allons calculer analytiquement les coefficients de corrélations afin 
d’avoir une expression exacte des échantillons donnés dans l’équation (4.9). Avec un 
changement de variable, les coefficients de corrélation  °′,*() et °,*(, M)  définis dans 
l’équation (4.6) s’écrivent sous la forme : 
 
°,*¸ () = v {urÊ Á [2_ (∆Å − ∆1)(& + ) + `*− `] Í ℎ∗(&)&yÈ  
 °,*(, ) = v {ur Ê ÁÄ2_ Ë∆Å − ∆1Ì(& + ) + `*−`Æ Í ℎ(&)ℎ∗(&)&yÈ  
(4.10) 
 
D’après l’équation (4.10), nous remarquons que les coefficients °O, ′ ()  et  °,*(, ) 
dépendent du filtre de mise en forme ℎ(&). Donc, différents types de filtres de mise en forme 
peuvent conduire à des coefficients de corrélation plus petits, permettant ainsi de réduire les 
interférences. Cette piste sera détaillée dans le chapitre suivant. 
Afin de calculer les coefficients de corrélation de l’équation (4.10), nous définissons la 
fonction  Î,*(N, e, ) sous la forme [F.Fares, et al., 2009] : 
 ÎO, (N, e, )  = v {ur Ï Á [2_ (∆q  − ∆qO)(& + e) + ` −`O] Ð  &eN  (4.11)  
En intégrant et développant l’équation (4.11), nous obtenons : 
 ÎO, (N, e, ) = (e − N) JKM| Ñ(∆q  − ∆qO)(e − N)Ò  O, (N, e, )  (4.12)  
où : 
JKM|(u) = JKM(_u) _u  ,*(N, e, ) = {u rÊ Á Ä _ Ë∆Å − ∆1Ì(N + e + 2 ) + (` −`O) Æ Í 
Ainsi, en se basant sur l’équation (4.11) et en sachant que le filtre de mise en forme ℎ(&) est 
un filtre réel biphase, les coefficients de corrélation de l’équation (4.10) s’écrivent sous la 
forme : 
 
°,*¸ () =  Î,*(0, 2 , ) − Î,*(2 ,  , )   °,*(, ) = Î,*(0,  , ) (4.13)  
Nous remarquons bien que les coefficients de corrélation calculés dans (4.13) dépendent des 
balises l et k et de l’instant . Ainsi, au contraire du CDMA, les coefficients de corrélations 
dans le système Argos varient en fonction du temps et ne demeurent pas constants. Cette 
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dépendance dans le temps des coefficients de corrélation constitue une des différences entre le 
système CDMA et le système Argos.  
4.2.3 Propriétés des coefficients de corrélation  
Dans l’équation (4.12), nous remarquons que les coefficients de corrélation dépendent d’un 
terme en JKM|[(∆Å − ∆1)(e − N)]. La fonction JKM|(u) étant une fonction paire tendant 
vers zéro lorsque x tend vers l’infini, nous nous apercevons que si nous avons un écart de 
fréquence Ë∆Å − ∆1Ì entre deux balises quelconques k et l d’autant plus grand que 
l’inverse de la période , alors nous pouvons obtenir des facteurs de corrélation plus faibles.  
D’autre part, pour une valeur entière du terme (∆Å − ∆1)(e − N), nous aurons des valeurs 
nulles pour les coefficients de corrélation puisque JKM|(M) est nulle pour M ∈ ℕ. Ceci permet 
d’annuler l’effet des interférences, et nous nous retrouvons alors dans le cas d’une 
transmission mono utilisateur. 
Ainsi, une autre différence entre le système CDMA et le système Argos réside dans les 
caractéristiques des coefficients de corrélation. Dans le système CDMA, les séquences 
d’étalement sont choisies de façon à obtenir des propriétés particulières au niveau des 
coefficients de corrélation. Par contre, pour le système Argos, les propriétés des coefficients 
de corrélation sont obtenues à partir des écarts fréquentiels entre les différentes balises. 
4.2.4 Représentation matricielle des équations 
Dans ce paragraphe, nous allons représenter les sorties des filtres adaptés ­() sous forme 
matricielle comme celles faites dans les études portant sur les systèmes CDMA [Moshavi, 
1996].  
En effet, nous remarquons la forte analogie entre l’équation (4.9) et l’équation (3.15) du 
paragraphe 3.3.1. Nous nous apercevons donc que le problème que nous allons étudier se 
rapproche beaucoup au cas du CDMA. Par rapport au cas classique étudié dans le cadre du 
CDMA, seuls les coefficients de corrélation changent. Dans Argos, ces coefficients de 
corrélation varient au cours du temps.  
Afin d’avoir une forme matricielle des échantillons ­()  de l’équation (4.8), nous 
introduisons la matrice de corrélation des données notée (, ) ∈ ℂ©t© et ayant le terme 
général (,*)(, ) = °,*(, ) où  O,   ∈ [1, ¡] et   ∈ [0, ¬ − 1]. Cette matrice (, ) est 
une matrice carrée ayant la forme suivante [Moshavi, 1996]: 
 (, ) =
Õ
Ö×
 °B,B(, )  °B,H(, ) °H,B(, )  °H,H(, ) ⋯       °B,©B(, )            °B,©(, )      °H,©B(, )            °H,©(, )⋮ ⋱            ⋮ °©B,B(, ) °©B,H(, ) °©,B(, ) °©,H(, ) ⋯      °©B,©B(, )     °©B,©(, ) °©,©B(, )       °©,©(, ) Ú
ÛÜ (4.14) 
 
Étant donné les propriétés hermitiennes des coefficients de corrélation  de l’équation (4.10), 
nous avons : 
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  °,*(, ) = °*,∗ (, ), °,*¸ () = °*,¸∗ () (4.15) 
 
Nous obtenons alors la matrice (, ) à l’instant  sous la forme: 
 (, ) =
Õ
Ö×
 °B,B(, )  °B,H(, )°B,H∗ (, )  °H,H(, ) ⋯       °B,©B(, )            °B,©(, )      °H,©B(, )            °H,©(, )⋮ ⋱        ⋮°B,©B∗ (, ) °H,©B∗ (, )°B,©∗ (, ) °H,©∗ (, ) ⋯      °©B,©B(, )     °©B,©(, )°©B,©∗ (, )       °©,©(, ) Ú
ÛÜ (4.16) 
 
Les termes diagonaux  °,(, ) où O ∈ [1, ¡] de la matrice (, ) représentent l’énergie du 
filtre de mise en forme ℎ(&) de valeur . 
De la même manière, nous définissions la matrice de corrélation des résidus de porteuses 
pures notée ′() et ayant le terme général (,*)¸ () = °,*¸ () où  O,   ∈ [1, ¡] et  ∈ [0, ¬ − 1] . Cette matrice s’écrit sous la forme : 
 ′() =
Õ
Ö×
 °′B,B()  °′B,H()°′B,H∗ ()  °′H,H() ⋯       °′B,©B()            °′B,©()    °′H,©B()            °′H,©()⋮ ⋱          ⋮°′B,©B∗ () °′H,©B∗ ()°′B,©∗ () °′H,©∗ () ⋯      °′©B,©B()           °′©B,©()°′©B,©∗ ()       °′©,©() Ú
ÛÜ (4.17) 
 
De même, nous désignons par ª ∈ ℝ©t© la matrice diagonale telle que ª(*,*) = ª*. Ainsi, la 
matrice ª s’écrit sous la forme : 
 ª =
Õ
Ö×
ªB … 0 … 0⋮ ªH   ⋮0  ⋱  0⋮   ª©B ⋮0 … 0 … ª©Ú
ÛÜ (4.18) 
 
Cette matrice ª permet de tenir compte de la différence de puissance entre les signaux des 
différentes balises. 
Enfin, nous désignons par (), ­(), e(), et M() les vecteurs colonnes de longueur K et 
formés respectivement par Π©tB et par les termes e(),  M() et ­()  où  O ∈ [1, ¡]  et  ∈ [0, ¬ − 1]. Ces vecteurs s’écrivent respectivement sous la forme suivante : 
 Π¡u1 =
Õ
Ö×
11⋮11Ú
ÛÜ , ­() =
Õ
ÖÖ×
­1()­2()⋮­¡−1()­¡() Ú
ÛÛÜ , e() = Õ
Ö×
e1()e2()⋮e¡−1()e¡() Ú
ÛÜ , M() =
Õ
Ö×
M1()M2()⋮M¡−1()M¡() Ú
ÛÜ  (4.19) 
 
Le vecteur  e()  représente l’ensemble des symboles émis par toutes les balises à 
l’instant . De même, le vecteur M() représente un bruit aléatoire gaussien de moyenne 
nulle et de matrice de covariance égale à -H(). A l’aide de toutes les notations matricielles 
précédentes, nous écrivons alors : 
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 ­() =  ¸() |}J(a) ª () + Á (, ) JKM(a) ª e() + M() (4.20) 
 
D’après l’équation ci-dessus, nous remarquons que le vecteur des symboles émis e() se 
trouve dans la partie imaginaire du vecteur ­().  
4.3 Détecteurs MUD dans le cas synchrone 
Comme nous l’avons vu dans le paragraphe 4.2.4, la différence entre notre cas d’étude et le 
CDMA est que dans Argos, les coefficients de corrélation varient au cours du temps, alors 
qu’ils demeurent constants dans le CDMA. Dans ce paragraphe, nous adaptons tous les 
détecteurs MUD développés et conçus pour le système CDMA à la problématique du système 
Argos. 
Nous présentons les différents détecteurs MUD adaptés au système Argos dans le cas d’une 
transmission synchrone [Lupas, et al., 1989]. Parmi ces détecteurs, nous distinguons le 
détecteur optimal basé sur le critère de Maximum de Vraisemblance ainsi que des détecteurs 
sous optimaux (Verdu, 1998). Pour chaque détecteur, nous présentons le critère de décision 
ainsi que les avantages et les inconvénients. 
4.3.1 Détecteur optimal 
Le détecteur présenté dans ce paragraphe est optimal au niveau des performances en termes 
de TEB. Il est fondé sur le critère du maximum de vraisemblance [G.Ungerboek, 1974], 
[Schneider, 1976]. Le principe de ce détecteur consiste à faire une recherche exhaustive, à 
chaque instant, sur toutes les séquences possibles eà() du vecteur e() afin de trouver 
celle qui est la plus probable, notée par e´(). Ainsi, pour & ∈ [ , ( + 1)], le détecteur 
cherche à trouver le vecteur e´() telle que : 
 e´() = NqLaNuà(Ç)Ê 3Ä q(&)| eà()Æ Í (4.21) 
 
où q(&) représente le signal à l’entrée du récepteur défini dans l’équation (4.2). Dans le cas du 
canal gaussien, l’équation (4.21) revient à maximiser la probabilité suivante : 
 3Êq(&), & ∈ [ , ( + 1)] |eà()Í =  1¾2_-H {ur â v − 12-H ãq(&) − J[eà()]ãH&
(Ç®B)yÈ
ÇyÈ
ä   (4.22) 
 
où -H représente la variance du bruit gaussien (&) et JÄeà()Æ représente le signal défini dans & ∈ [ , ( + 1)] sous la forme suivante : 
 JÄeà()Æ = g ª*  [|}J(a) + Á JKM(a) eà*()ℎ(& − ) ©*iB ]{urÄ Á(2_ ∆Å& + `*)Æ (4.23)  
Ainsi, d’après l’équation (4.22), nous cherchons à minimiser la fonction suivante : 
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 v ãq(&) − J[eà()]ãH&(Ç®B)yÈÇyÈ = v Êq(&) − JÄeà()Æ Í Êq(&) − JÄeà()Æ Í
∗&(Ç®B)yÈÇyÈ  (4.24)  
En développant l’équation (4.24) et en ignorant les termes indépendants de eà(), le détecteur 
optimal cherche, à chaque instant , à maximiser la fonction réelle ΩÄeà()Æ suivante : 
 ΩÄeà()Æ = 2 { » v q(&) J∗Äeà()Æ&(Ç®B)yÈÇyÈ ½ − v JÄeà()ÆJ∗Äeà()Æ
(Ç®B)yÈ
ÇyÈ & (4.25)  
En remplaçant JÄeà()Æ par sa valeur définie dans l’équation (4.23), nous allons développer 
les deux termes de l’équation (4.25). Commençons tout d’abord par le premier terme désigné 
par ΩBÄeà()Æ , nous obtenons : 
 
ΩBÄeà()Æ = 2 { æg ª*[|}J(a) q′*() − Á JKM(a) eà*()©*iB ­*()]ç 
q′*() = v q(&){urÄ−Á(2_ ∆Å& + `*)Æ &(Ç®B)yÈÇyÈ  
(4.26) 
 
Nous développons maintenant le second terme réel de l’équation (4.25) désigné par ΩHÄeà()Æ : 
 
ΩHÄeè()Æ = g g ª*ª©iB Ä|}JH(a) Î,*( , ( + 1) , 0) + JKMH(a) eè *() eè() °,*(, )Æ
©
*iB + Ω#Äeè()Æ (4.27)  
où le terme réel Ω#Äeà()Æ est donné par : 
 Ω#Äeà()Æ = g g Á ª*ª |}J(a) JKM(a)©iB [
©
*iB eà*() − eà()] °,*¸ () (4.28)  
En développant l’équation (4.28) et ayant les propriétés hermitiennes des coefficients °,*¸ () 
définies dans l’équation (4.15), le terme Ω#Äeà()Æ s’écrit alors sous la forme : 
 Ω#Äeà()Æ = g g −2 ª*ª |}J(a) JKM(a) eà*() aÄ °,*¸ ()Æ©iB
©
*iB   (4.29)  
où a(z) désigne la partie imaginaire du nombre complexe z. 
Ainsi, après avoir développé les deux termes ΩBÄeà()Æ et ΩHÄeà()Æ de l’équation (4.25) et en 
ignorant de nouveau les termes indépendants de eà(), le récepteur optimal cherche donc à 
trouver le vecteur eà() qui maximise le terme suivant: 
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Ω′Äeà()Æ = 2 a Âg  ª*JKM(a) eà*()©*iB ­*()Ã − g g ª*ª
©
iB
©
*iB JKMH(a)eà*() eà() °,*(, )+ g g 2 ª*ª |}J(a) JKM(a) eà*() aÄ °,*¸ ()Æ©iB
©
*iB  
(4.30) 
 
En écriture matricielle, ceci revient à maximiser le terme suivant : 
 
Ω′Äeà()Æ = 2 aÄeà y() JKM(a) ª ­()Æ − eà y() JKMH(a) ª  (, ) ª eà()+ 2 a Ä y() |}J(a) JKM(a) ª ′() ª eà()Æ (4.31)  
où l’indice T désigne le transposé d’un vecteur. Ainsi, nous choisissons sur toutes les toutes 
les combinaisons possibles de e(), celle qui est la plus probable désignée par e´() . Ainsi, à 
chaque instant   , 2©  séquences possibles sont testées et donc la complexité croît 
exponentiellement avec le nombre de balises K. Ce détecteur nécessite la connaissance exacte 
des amplitudes ª* , des écarts fréquentiels ∆Å , et des phases à l’origine `*  de toutes les 
balises, afin de calculer la métrique de l’équation (4.31). Le schéma du détecteur optimal est 
présenté sur la Figure 4.1. 
 
Figure 4.1 : Détecteur optimal dans le cas une transmission synchrone pour le système Argos. 
4.3.2 Détecteur conventionnel 
Le détecteur conventionnel est présenté sur la Figure 4.2. Il traite le signal reçu comme s’il 
s’agissait d’une transmission mono utilisateur. Il se fonde pour cela sur le fait que la MUI se 
comporte comme une source de bruit additif au bruit gaussien provenant du canal. Ainsi, à 
chaque instant , le détecteur cherche à trouver le symbole estimé e´() parmi les symboles 
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possibles eà() ∈ {−1, +1} afin de maximiser la probabilité 3Ä­()|eà()Æ. Ainsi, à chaque 
instant , le détecteur cherche à trouver le symbole e´() telle que : 
 e´()  = NqLaNuà(Ç)Ê 3Ä ­()| eèO()Æ Í (4.32) 
 
Dans le cas d’un canal gaussien et d’après l’équation (4.9), l’équation (4.32) revient à 
minimiser la distance euclidienne suivante :  
 ã­() − ª  |}J(a)°,¸ () − Áª  JKM(a)eèO() °,(, )ãH (4.33) 
 
En développant l’équation (4.33) et en ignorant les termes indépendants du eà(), le détecteur 
conventionnel cherche à maximiser la fonction suivante : 
 Ω¸¸Äeà()Æ = 2 ª  JKM(a) °,(, ) eà() a[­()] (4.34) 
 
Ainsi, dans notre cas de modulation, nous utilisons le détecteur à seuil suivant:  
si a[­()] > 0 alors nous prendrons simplement e´() = +1, par contre si a[­()] < 0 
alors nous prendrons e´() = −1. 
 
Figure 4.2 : Détecteur conventionnel dans une transmission synchrone pour le système Argos. 
Le détecteur conventionnel est formé tout simplement par des détecteurs à seuil nécessaires 
pour une prise de décision à partir des valeurs de a[­()]. Les matrices de corrélation (, ) et ′() jouent un rôle important au niveau des performances du détecteur, en termes 
de TEB : plus les coefficients de corrélation °,*(, ) et °O, ′ () sont petits, meilleurs sont les 
performances et nous rapprocherons des résultats obtenus dans le cas d’une liaison mono 
utilisateur. Ainsi, le détecteur conventionnel représente le détecteur optimal en absence de 
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MUI. Dans le cas contraire, la MUI vient perturber le système et les performances en termes 
de TEB seront dégradées.  
En particulier, d’après le paragraphe 4.2.3, nous avons vu que les coefficients de corrélation 
dans le système Argos augmentent quand le rapport  (∆Å − ∆1) diminue. Ainsi, le 
détecteur conventionnel présente des mauvaises performances en termes de TEB pour la 
démodulation des signaux Argos ayant des fréquences porteuses reçues proches. Également, 
le détecteur conventionnel présente de très mauvaises performances dans le cas où le signal 
utile a une puissance inférieure aux celles des signaux interférents car dans ce cas, la 
puissance de la MUI est supérieure à celle du signal utile.  
4.3.3 Détecteur à décorrélation 
Comme mentionné plus haut, le détecteur optimal a une complexité qui croît 
exponentiellement avec le nombre de balises K. D’autre part, le détecteur conventionnel 
donne la plus mauvaise performance en termes de TEB vu qu’il ne prend pas en compte de la 
présence de la MUI à son entrée. Par la suite, nous étudions d’autres types de détecteurs qui 
ont été conçus dans le but de réaliser un compromis entre la complexité de calcul d’une part et 
les performances en termes de TEB d’autre part [Lupas, et al., 1989]. 
Tout d’abord, nous rappelons que, dans le cas d’une transmission synchrone, les échantillons 
à un instant  où  ∈ [0, ¬ − 1] sont donnés par l’équation (4.20) :  
 
­() =  r() + Á (, ) JKM(a) ª e() + M() r() = ¸() |}J(a) ª () (4.35)  
où les matrices ­(), ¸(), (), (, ), ª, e(), et M() sont définies dans le paragraphe 
4.2.4. Nous remarquons que dès lors que la matrice (, ) n’est pas diagonale (les termes °,*(, ) sont non nuls pour O ≠  ), le terme MUI apparaît dans ­(). Ainsi, la MUI va 
dégrader les performances du signal utile, en termes de TEB. 
Le principe du décorrelateur (cf. Figure 4.3) consiste donc à retirer la contribution des 
données des autres balises sur les observations de la balise utile. Ainsi, nous allons chercher à 
décorréler le signal reçu en multipliant le vecteur ­() à chaque instant   par l’inverse de la 
matrice (, ). Ainsi, nous obtenons [Verdu, 1998] : 
 B(, ) ­() =   B(, ) r() + Á JKM(a) ª e() + B(, ) M() (4.36) 
 
Nous allons maintenant nous intéresser à la composante l du vecteur colonne B(, ) ­() 
où O ∈ [1, ¡]. Cette composante, notée [B(, ) ­()], s’écrit sous la forme suivante : 
 [B(, ) ­()] =  g (,*)B (, ) r()©*iB + Á JKM(a) ª  e() + g (,*)B (, ) M()
©
*iB  (4.37)  
Ensuite, nous utilisons le détecteur à seuil pour cette composante l afin d’estimer le symbole  e´():  si la partie imaginaire de cette composante est positive alors nous prendrons  e´() = +1, par contre si la partie imaginaire est négative, nous prendrons e´() = −1. 
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Nous remarquons, d’après l’équation (4.37), que chaque composante l où  O ∈ [1, ¡]  est 
indépendante de toutes les interférences provenant des symboles émis par les autres balises et 
que les sources d’interférences proviennent des résidus des porteuses pures des autres balises 
(le premier terme) ainsi que du bruit de canal (le troisième terme). Pour des valeurs élevées 
de  (,*)B (, ), ces sources d’interférences se comportent comme des sources de bruits 
amplifiées aux entrées des détecteurs à seuil et elles dégradent la performance du système en 
termes de TEB. Ainsi, la performance de chaque balise dépend du rapport SNR de cette 
balise, ainsi que des amplitudes ª*  des autres balises. A remarquer que ce détecteur est 
réalisable à condition que la matrice (, ) soit inversible à chaque instant .  
Pour une modulation BPSK classique ( a = _ 2 ) , le vecteur r()  est nul et donc la 
démodulation d’un signal utile ne dépend plus des amplitudes des autres balises.  
Ce détecteur nécessite la connaissance exacte des écarts fréquentiels ∆Å  et des phases à 
l’origine `*  de toutes les balises pour le calcul de B(). Par contre, il ne nécessite pas la 
connaissance des amplitudes ª* .  
 
Figure 4.3 : Détecteur à décorrélation dans une transmission synchrone pour le système Argos. 
En particulier, dans le système Argos, les coefficients de corrélation augmentent avec la 
diminution du rapport  (∆Å − ∆1) . Ainsi, pour des signaux ayant des fréquences 
porteuses reçues proches, les coefficients de la matrice B(, ) seront élevés et donc les 
vecteurs B(, ) r() et  B(, ) M()  de l’équation (4.36) se comportent comme des 
sources de bruits amplifiées aux entrées des détecteurs à seuil. Nous aurons alors une 
dégradation des performances en termes de TEB. 
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4.3.4 Détecteur linéaire MMSE 
Le décorrelateur ne prend pas en compte les amplitudes ª* du signal utile et des signaux 
interférents dans la démodulation de ces signaux. Ainsi, le décorrelateur ne permet pas 
d’exploiter la différence entre les atténuations de ces différents signaux afin de démoduler la 
balise utile. Pour cela, nous allons nous intéresser à la façon dont nous pouvons introduire ces 
amplitudes  ª*  dans un détecteur linéaire. Pour cela, le détecteur linéaire MMSE [Verdu, 
1998] cherche, à chaque instant   et pour chaque balise   ∈ [1, ¡], un vecteur colonne  a*() de longueur K qui minimise l’erreur quadratique moyenne entre le symbole e*() et 
la sortie  a*y() ­() de la transformation linéaire. Donc, il revient à minimiser : 
 Äãe*() − a () ­()ã²Æ (4.38) 
 
Ainsi, pour généraliser sur toutes les balises, l’équation (4.38) revient à trouver une matrice 
carrée ¬() ∈ ℂ©t© qui minimise : 
  [we() − ¬() ­()w²] (4.39) 
 
Nous rappelons que la  è~  ligne de la matrice ¬() est égale à a*y(). D’une manière 
similaire au cas CDMA, cette matrice ¬() s’écrit sous la forme [Moshavi, 1996] : 
 ¬() = [(, ) + -HªH]B (4.40) 
 
où -HªH représente la matrice diagonale de terme général -H ªH  avec O ∈ [1, ¡]. 
Ainsi, le détecteur linéaire MMSE (cf. Figure 4.4.) remplace la transformation B(, ) du 
détecteur à décorrélation par la transformation ¬(). Cette matrice ¬() est celle qui nous 
permet d’atteindre une erreur quadratique minimale avec une transformation linéaire.  
Ce détecteur nécessite la connaissance exacte des amplitudes ª*, des écarts fréquentiels ∆Å, 
des phases à l’origine `* de toutes les balises pour le calcul de ¬(). Ce détecteur nécessite 
aussi la connaissance exacte de la variance -H du bruit de canal . 
Enfin, le détecteur conventionnel et le décorrelateur peuvent être vus comme des cas 
particuliers du détecteur MMSE. Tout d’abord, le détecteur MMSE se comporte comme un 
détecteur conventionnel dans le cas où la puissance du bruit de canal est dominante par 
rapport à celle de la MUI et donc les termes ã °,*(, )ã seront négligeables par rapport aux 
termes de la matrice -HªH . 
Ainsi, la matrice [(, ) + -HªH]B se comporte comme une matrice diagonale positive. 
 [(, ) + -HªH]B → ªH -H  (4.41) 
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Figure 4.4 : Détecteur MMSE dans une transmission synchrone pour le système Argos. 
D’autre part, le détecteur MMSE se comporte comme un décorrelateur dans le cas où la 
puissance de la MUI est dominante par rapport à celle du bruit de canal et donc les termes de 
la matrice -HªH seront négligeables par rapport aux termes ã °,*(, )ã. Alors, nous avons : 
  [(, ) + -HªH]B →  B() (4.42) 
 
Par conséquent, le détecteur MMSE peut être considéré comme un compromis entre le 
détecteur conventionnel et le décorrelateur. Il prend en compte l’importance relative des 
interférences entre les balises ainsi que l’importance du bruit de canal. 
4.3.5 Détecteur SIC 
Hormis le détecteur optimal, les détecteurs précédents présentent des mauvaises performances 
en termes de TEB pour les signaux ayant des faibles puissances. En effet, lors de la 
démodulation d’un signal utile, ce dernier peut être brouillé par des signaux ayant des 
puissances beaucoup plus fortes que celui-ci. Par conséquent, la démodulation du signal utile 
présente des mauvaises performances en termes de TEB. Ainsi, ces détecteurs présentent 
l’inconvénient de ne pas pouvoir récupérer les signaux ayant des faibles puissances parmi les 
signaux les plus puissants. Une méthode de démodulation des signaux à faibles puissances 
repose sur la technique par annulations successives d’interférences connue sous le nom SIC 
[J.M.Holtzman, 1994]. 
Le détecteur SIC (cf. Figure 4.5) est basé donc sur l’idée suivante : les signaux sont 
démodulés successivement par ordre décroissant de leurs puissances, à l’aide des détecteurs 
conventionnels. Le détecteur SIC est ainsi formé de K étages en série où un seul signal est 
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démodulé à chaque étage. Ainsi, à l’étage l où  O ∈ [1, ¡], le signal démodulé est celui ayant la  Oè~  puissance la plus forte dont les symboles émis sont notés par  e()() , l’amplitude 
correspondante notée par  ª() , la fréquence porteuse reçue notée par (1) , et la phase à 
l’origine notée par `() . Le signal q(&) défini dans l’équation (4.2) est démodulé à l’aide d’un 
détecteur conventionnel et les symboles e´(B)() avec  ∈ [0, ¬ − 1] sont estimés. Ensuite, 
une réplique ·(B)(&)  est construite à partir des symboles estimés, puis re-modulée afin 
d’obtenir le signal që(B)(&) sous la forme suivante : 
 që(B)(&)  = ª(B) Â|}J(a) + Á g  JKM(a)e´(B)(M).Bhi ℎ(& − M)Ã {ur Ñ Á(2_ ∆(G)& + `(B))Ò  
 
(4.43) 
 
Le signal që(B)(&) est soustrait ensuite du signal q(&) et le signal résultant q(&) − që(B)(&) est 
démodulé de nouveau afin d’estimer les symboles e´(H)()  du signal ayant la deuxième 
puissance la plus forte. Ce même processus est répété dans les étages suivants afin de 
démoduler tous les signaux. Ainsi, à l’étage l où  O ∈ [1, ¡], nous estimons les symboles e´()() et nous supposons que nous avons déjà estimé les symboles correspondants à toutes 
les (O − 1) balises les plus puissantes. Le signal résultant à l’entrée de l’étage l s’écrit alors : 
 q(&) − g  B*iB që(*)(&) (4.44)  
Ainsi, ce signal est formé du signal d’origine q(&) auquel nous soustrayons les interférences 
provenant de toutes les balises ayant des puissances plus fortes. En développant l’équation 
(4.44), nous aurons le signal à l’entrée de l’étage l sous la forme : 
 
g  q(*)(&)©*i + g  
B
*iB g Á ª(*) JKM(a) {*(M)
.B
hi ℎ(& − M){ur Ñ Á(2_ ∆(Å)& + `(*))Ò + (&)  {*(M) = e(*)(M) − e´(*)(M) 
(4.45) 
 
Ainsi, une erreur d’estimation { J (M) à un étage donné se propage sur tous les étages suivants, 
ce qui dégrade les performances en termes de TEB des signaux démodulés durant ces étages.  
De même, en se basant sur l’équation (4.44), l’échantillon reçu ­¸ () à l’entrée du détecteur à 
seuil de l’étage O (cf. Figure 4.5) s’écrit alors : 
 ­¸ () = ­()() − g ª(*)Ä|}J(a) °(),(*)¸ () + Á JKM(a) e´(*)() °(),(*)(, )ÆB*iB  (4.46)  
L’avantage du détecteur SIC réside dans ses bonnes performances pour la démodulation des 
signaux ayant des faibles puissances, à l’aide des annulations successives des interférences 
[J.Goldman, 1971], [M.Moretti, et al., 1998]. Ce détecteur nécessite la connaissance exacte 
des amplitudes ª* , des écarts fréquentiels ∆Å , et des phases à l’origine `*  de toutes les 
balises, pour remoduler les signaux estimés aux différents étages.  
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Figure 4.5 : Détecteur SIC dans une transmission synchrone pour le système Argos. 
4.3.6 Détecteur PIC 
Le détecteur multi-étages ou PIC [Varanasi, et al., 1990], [Brugeaud, 2006] est basé sur la 
technique d’annulation parallèle des interférences. Contrairement au SIC, la détection multi-
étages soustrait à chaque étage l’interférence estimée pour toutes les autres balises de la balise 
utile. Ainsi, à chaque étage, une meilleure soustraction d’interférences est réalisée. 
Afin de récupérer les symboles estimés  e´() avec   ∈ [0, ¬ − 1]  de la balise utile l où O ∈ [1, ¡], le signal q(&) utilise un détecteur conventionnel afin de pré estimer les symboles e*¸() de toutes les autres balises interférentes avec   ≠ O (cf. Figure 4.6). Les symboles pré 
estimés e*¸() de chaque balise interférente sont reconstruits et remodulés afin d’obtenir le 
signal që*(&) sous la forme suivante : 
 që*(&)  = ª* Â|}J(a) + Á g  JKM(a) e′*(M).Bhi ℎ(& − M)]Ã {urÄ Á(2_ ∆Å& + `*)Æ (4.47)  
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Ainsi, l’interférence estimée provenant de toutes les balises interférentes sera soustraite du 
signal d’origine q(&) et le signal résultant à l’entrée de l’étage l s’écrit sous la forme : 
 q(&) − g që*(&)©*iB,*±  (4.48)  
Le signal obtenu dans l’équation (4.48) est démodulé à l’aide d’un détecteur à seuil et ainsi les 
symboles e´() sont obtenus. Mathématiquement, l’équation (4.48) donne : 
 
q(&) + g  ©*iB,*± g Á ª*  JKM(a) {*9(M)
.B
hi ℎ(& − M){urÄ Á(2_ ∆Å& + `*)Æ + (&) {*9(M) = e*(M) − e′*(M) 
(4.49) 
 
Dans le cas d’annulation parfaite des interférences c'est-à-dire  {*9(M) = 0  ∀   ∈ [1, ¡] 
et  ∀ M ∈ [0, ¬ − 1] , nous aurons des performances optimales en termes de TEB pour la 
démodulation de la balise utile l. Par contre, ceci est pratiquement non réalisable. En effet, 
lors de l’estimation des symboles e′*(M) des signaux interférents, cette estimation présente 
une grande probabilité d’erreur pour la démodulation des signaux ayant des faibles 
puissances. Dans ce cas, des erreurs {*9(M) se présentent à l’étage l et dégradent ainsi la 
performance du signal utile en termes de TEB. Le détecteur PIC nécessite la connaissance 
exacte des amplitudes ª*, des écarts fréquentiels ∆Å, et des phases à l’origine `* de toutes 
les balises, pour remoduler les signaux interférents à chaque étage.  
 
Figure 4.6 : Détecteur PIC dans une transmission synchrone pour le système Argos. 
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Enfin, nous pouvons noter que les symboles pré estimés e*¸() de la Figure 4.6 sont obtenus à 
l’aide de simples détecteurs à seuil. En pratique, nous pouvons remplacer ces détecteurs à 
seuil par un détecteur linéaire de type MMSE. Ceci permet une meilleure annulation des 
interférences et ainsi des meilleures performances en termes de TEB. On parle alors du 
détecteur hybride MMSE-PIC (cf. Figure 4.7).  
 
Figure 4.7 : Détecteur MMSE-PIC dans une transmission synchrone pour le système Argos. 
Mathématiquement, l’échantillon ­¸ ()  de la Figure 4.7 (resp. Figure 4.6) s’écrit sous la 
forme : 
 ­¸ () = ­() − g ª*Ä|}J(a) °,*¸ () + Á JKM(a) e*¸() °,*(, )Æ©*iB,*±  (4.50)  
Au niveau matriciel, l’équation (4.50) s’écrit : 
 ­¸() =  ­() + [í¸ − ′()] |}J(a) ª () +  Á [í − (, )] JKM(a) ª e¸() (4.51) 
 
où les matrices ′  et   représentent des matrices diagonales de termes °,¸ () et °,(, ) 
respectivement. 
4.4 Evaluation des techniques MUD 
Afin de juger la qualité d’un algorithme MUD, nous mesurons ses performances en termes de 
TEB en fonction du SNR. Dans le meilleur des cas, l’algorithme MUD arrive à compenser la 
MUI de façon à ce que la MUI ne perturbe plus la prise de décision. Dans ce cas, nous nous 
retrouvons dans le cas de la performance d’une transmission mono utilisateur. Ainsi, la courbe 
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de TEB en fonction du SNR dans le cas mono utilisateur sera pour nous la courbe de 
référence et l’objectif à atteindre. Dans le système Argos, le TEB en fonction du SNR pour 
une transmission mono utilisateur est donnée par : 
 3 = º »¼2 JKMH(a)½ (4.52)  
où º(u) représente la fonction de Marcum définie dans l’équation (3.19) et    représente 
le SNR par bit dans une modulation BPSK. 
Une façon alternative afin d’évaluer les performances d’un algorithme MUD consiste à 
donner la dégradation du SNR à un TEB de référence noté  . Cette dégradation est 
définie comme étant le rapport entre le SNR requis pour atteindre ce  en présence de la 
MUI et le SNR requis pour atteindre ce même   dans une transmission mono 
utilisateur. Ce dernier est noté par (  ) . Ainsi, la dégradation en décibels  (dB) d’un 
algorithme MUD à  est donnée par : 
  () =  ./ () −   () (4.53)  
Dans la Figure 4.8, nous traçons la dégradation  ()  d’un algorithme MUD à  = 6. 10 . Cette dégradation est calculée par rapport à la transmission mono 
utilisateur modulée en PCM/PM. D’après l’équation (4.53), la dégradation  (dB) vaut 1,6 dB.  
 
Figure 4.8 : Dégradation du SNR à   = 6. 10 pour un algorithme MUD. 
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4.5 Capacité de traitement MUD dans le récepteur Argos 
La capacité de traitement MUD est définie par le nombre maximal de balises décodables 
simultanément dans un récepteur MUD. En d’autres termes, un récepteur MUD conçu pour 
pouvoir décoder deux balises ne permet pas de décoder simultanément toutes les balises en 
cas de réception de trois balises ou plus.  
Les performances des récepteurs MUD dépendent du nombre d’utilisateurs reçus 
simultanément. Pour concevoir au mieux ces récepteurs, il est nécessaire de connaître les 
caractéristiques du trafic des balises. Pour cela, nous présentons dans ce qui suit la loi de 
distribution des émissions des balises ainsi que le taux de traitement dans le système Argos. 
4.5.1 Modélisation des accès dans le système Argos 
Nous considérons que les émissions des messages standards dans le système Argos suivent 
une distribution de poisson d’intensité  et nous nous intéressons au nombre de messages 
reçus simultanément pendant la durée d’émission d’une balise &~. Ainsi, ces messages reçus 
simultanément correspondent aux messages qui vont interférer avec le signal utile. 
Soit île nombre de balises qui émettent simultanément des messages pendant la durée &~. 
La probabilité d’avoir le début d’émission d’exactement   balises est égal à [Guillon, 2007] : 
 3Ëî =  Ì = ( . &~)*  ! {ur(− . &~) (4.54)  
où  correspond à l’intensité du processus en Hz et représente le nombre moyen de balises 
reçus pendant une durée d’une seconde. Elle est définie par : 
  = ð  (4.55)  
où ð correspond au nombre de balises en visibilité du satellite (environ 6% du nombre 
total des balises   ) et   correspond à la période de répétition des balises de valeur 
moyenne 60 secondes. Ainsi, la valeur de  s’écrit : 
 ~ 6 100   (4.56)  
Étant donné que les balises émettent dans une bande  Ç située dans la bande de fréquence & de largeur 80 kHz allouée au système Argos (cf. Figure 2.13), l’intensité  du processus est 
réduite d’un facteur  Ç . La nouvelle valeur de l’intensité, notée , s’écrit alors : 
 { = .  & ~  &}&NO1000 .  &  (4.57)  
où Ç représente la bande utile de traitement dans laquelle il y a présence de collisions. En ne 
tenant compte que des premiers lobes du spectre biphase-L (cf. Figure 2.14), la bande utile Ç 
aura alors une largeur de 1,6 kHz.  
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Ainsi, nous ne considérons que les collisions des signaux situées dans le même créneau 
fréquentiel pendant la durée &~. 
4.5.2 Taux de Traitement 
Le taux de traitement  correspond au pourcentage de balises en visibilité du satellite qui 
pourront être traitées si nous nous limitons à une architecture MUD à ~t balises. 
En disposant d’une architecture MUD conçue pour décoder ~t balises simultanées, nous 
pouvons traiter toutes les configurations telles que le nombre de balises reçues simultanément, î , est inférieur ou égal à ~t . Ainsi, le nombre moyen de balises que nous pourrons 
traiter ð ðé, en se limitant à une architecture MUD pour ~t balises, est donné par 
[Guillon, 2007] : 
 ð ðé = g C . 3Ëî = CÌ  = g C. ( . &~)> C! {urË− . &~Ì ¢îòó>iB
¢îòó
>iB  (4.58)  
Lorsque ~t  tend vers l’infini, le nombre moyen de balises traitées ¯ pendant la durée &~ sera alors : 
 ¯ = g Ë . &~Ì>B (C − 1)! Ë . &~Ì{urË− . &~Ì 
¯
>iB  (4.59)  
Étant donné que : 
 {ur(u) = g uðK!
¯
ði  (4.60)  
Donc, ¯ s’écrit sous la forme : 
 ¯ = {urË . &~Ì Ë . &~Ì {urË− . &~Ì =   . &~ (4.61) 
 
Ainsi, le taux de traitement  s’écrit : 
  = ð ðé¯ = {urË− . &~Ì g Ë . &~Ì
>B (C − 1)!  
¢îòó
>iB  (4.62)  
L’équation (4.62) nécessite alors à connaître la durée du message standard &~ pour calculer le 
taux de traitement  d’une structure MUD à ~t balises, dans un environnement contenant 
un certain nombre de balises  . Dans le but d’avoir la valeur de la durée &~, nous nous 
référons au format des messages standards présenté sur la Figure 2.11. Sachant que le débit 
binaire est de 400 eK&/J, nous obtenons une valeur maximale de &~ de 0,92 secondes qui 
correspond à un nombre de blocs  de 8. L’intérêt de prendre la durée maximale de &~ 
réside dans la forte probabilité d’avoir la collision du maximum de nombre de balises durant 
cette durée. 
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Compte tenu de l’évolution possible du nombre total de balises  (actuellement autour de 
17000), nous avons tracé l’évolution du taux de traitement  en fonction du nombre total de 
balises   , pour différentes valeurs de  ~t . Ceci est illustré sur la Figure 4.9. 
                       
Figure 4.9 : Taux de traitement  en fonction du nombre total de balises   .  
Il apparaît qu’un traitement classique correspondant à une architecture MUD à un seul 
utilisateur ne permet pas de garantir un taux de traitement supérieur à 60% au-delà de 26000 
balises. 
D’autre part, une architecture MUD à deux utilisateurs permet un taux de traitement à au 
moins 82% jusqu’à 39000 balises. Par contre, une architecture MUD à trois utilisateurs 
permet de garantir un taux de traitement supérieur à 92% pour ce même nombre de balises. 
Par conséquent, une architecture MUD à deux utilisateurs permet de garantir un taux de 
traitement acceptable, malgré l’augmentation du nombre de balises à traiter, tout en 
conservant une complexité limitée par rapport à une architecture MUD à trois utilisateurs. 
4.6 Simulations 
Dans cette partie du chapitre, nous allons évaluer les différents détecteurs MUD présentés et 
nous allons tracer leurs courbes de TEB en fonction de différents paramètres, ainsi que les 
courbes de dégradation des SNRs.  
Pour cela, nous considérons une transmission synchrone pour une modulation PCM/PM 
(a = 1,1 qN) avec (¡ = 2) balises séparées par un écart fréquentiel ∆ égal à la différence 
entre leurs deux fréquences porteuses reçues. De même, nous définissons le terme  (Signal 
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to Interference Ratio) comme étant le rapport entre la puissance reçue du signal utile 3Ç et 
celle du signal interférent 3ðh : 
  = 3Ç3ðh = ªÇHªðhH  (4.63)  
Donc, pour une valeur de  > 1, le signal dont la puissance reçue est la plus forte est le 
signal utile, par contre pour une valeur de  < 1 , le signal dont la puissance reçue est la 
plus faible est le signal utile. Pour la simplicité, nous supposons que les phases à l’origine des 
deux signaux sont nulles. 
En particulier, nous allons présenter, dans cette partie, l’influence de l’écart fréquentiel 
relatif ∆  ,  de la valeur    du signal utile, ainsi que de la valeur de   en , sur les 
performances en termes de TEB des différents détecteurs MUD.  
Tout d’abord et afin d’étudier l’influence de SNR du signal interférent sur les performances 
du signal utile, nous allons tracer les TEBs des différents détecteurs MUD en fonction du () pour différentes valeurs de    et de∆    . Sur la partie gauche de la Figure 
4.10, nous illustrons les performances des détecteurs MLD, conventionnel, décorrelateur et 
MMSE. Les performances des détecteurs SIC, PIC et MMSE-PIC sont par contre illustrées 
sur la partie droite de la même figure. Nous obtenons alors :                    su  
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Figure 4.10 : Tracés des TEB en fonction de  (),  pour différentes valeurs de    
et   ∆   .  
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En observant les schémas de la Figure 4.10, nous tirons les propriétés suivantes : 
• Le détecteur optimal est toujours le meilleur détecteur. Il donne des bonnes performances 
quelle que soit la valeur de SIR. À titre d’exemple, pour les valeurs des paramètres 
données dans les schémas (N) et (e), le détecteur optimal permet de récupérer avec des 
performances optimales (cas mono utilisateur) un signal utile interféré par un autre signal 
dont le niveau de puissance se situe à 6  au dessus de la puissance de ce signal utile i.e. () = −6. Par contre, nous observons une perte de ces performances lorsque les 
deux signaux présentent des puissances proches et donc aux alentours de () = 0 . 
D’autre part, en comparant les schémas (N), (|) et ({), nous remarquons que plus l’écart 
fréquentiel est grand, plus le TEB du MLD diminue. Cela est dû au fait que plus le rapport ∆   est grand, plus les coefficients de corrélation °,*¸ () et °,* (, ) sont petits vu 
que ces derniers sont proportionnels au terme JKM|(∆ ) . La MUI diminue alors et le 
TEB du détecteur optimal se rapproche de celui d’une transmission mono utilisateur. 
• Le résultat le plus évident concerne les performances du détecteur conventionnel. Ce 
détecteur donne de bonnes performances en présence d’un faible signal interférent tel que () >  10  comme il est montré dans le schéma ({). Ces performances s’améliorent 
quand l’écart fréquentiel augmente. Par contre, ce détecteur donne de mauvaises 
performances dans le cas de la démodulation d’un signal utile interféré par un signal plus 
fort i.e. () <  0 . Ceci est dû au fait que le détecteur conventionnel se fonde sur un 
simple détecteur à seuil sans tenir compte de la MUI. Le détecteur conventionnel est non 
applicable dans le cas du récepteur Argos car il est impossible de récupérer le signal ayant 
la puissance la plus faible.  
• Le décorrelateur donne des performances qui sont invariantes selon la puissance des 
signaux interférents. Cela est justifié dans l’équation (4.37) où nous remarquons que la 
composante du signal utile est indépendante de toutes les interférences provenant des 
symboles émis par les balises interférentes. En plus, vu les petites valeurs des coefficients °,*¸ () de l’équation (4.13), les interférences provenant des résidus de porteuses pures de 
l’équation (4.37) sont négligeables et par conséquent le signal utile sera aussi indépendant 
des résidus de porteuses pures des signaux interférents. Le décorrelateur ne permet pas 
d’exploiter la différence entre les niveaux des puissances du signal utile et du signal 
interférent .  
• Le détecteur MMSE est toujours meilleur que le décorrelateur. Nous observons aussi ses 
propriétés établies dans les équations (4.41) et (4.42) à savoir que le comportement du 
MMSE est le même que celui du détecteur conventionnel pour des faibles signaux 
interférents tels que  () > 8  comme il est montré dans le schéma (|) et il devient le 
même que celui du décorrelateur pour des signaux interférents forts tels que () < −6 comme il est montré dans le schéma (c). Dans ce dernier cas, ses 
performances sont mauvaises. En comparant les schémas (N), (|) et ({), nous remarquons 
que le MMSE donne des performances moins bonnes quand les écarts fréquentiels 
diminuent. Cela est du au fait que plus l’écart fréquentiel est petit, plus les 
coefficients °,* (, ) sont grands, et par conséquent la matrice ¬() de l’équation (4.40) 
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est une matrice contenant de grands termes et ainsi la matrice ¬() M() se comporte 
comme un bruit amplifié.  
• En observant les détecteurs MUD basés sur les annulations de l’interférence (SIC, PIC, et 
MMSE-PIC), nous remarquons que ces derniers présentent un avantage par rapport aux 
détecteurs classiques précédents (conventionnel, décorrelateur, et MMSE). Cet avantage 
réside dans leurs capacités à démoduler, avec de meilleures performances en termes de 
TEB, le signal utile ayant la puissance la plus faible i.e. ()  <  0 . L’intérêt de ces 
détecteurs est de travailler avec des signaux ayant des niveaux de puissance différents. 
Ceci est illustré dans les schémas (N), (e), (|) {& ({).  
• En particulier, les détecteurs SIC et PIC donnent exactement les mêmes performances en 
termes de TEB pour la démodulation du signal utile ayant la puissance faible i.e. ()  <  0 . Cela s’explique par le fait que ces deux détecteurs prennent une décision 
sur le signal utile avec simplement un détecteur à seuil, après avoir soustrait l’interférence 
estimée provenant du signal ayant la puissance la plus forte. Quant à la modulation du 
signal utile le plus fort i.e. () > 0, le détecteur PIC donne des performances moins 
bonnes par rapport au SIC pour des ∆  < 0,5  comme il est montré dans les schémas (N), (e), {& (|). Cela est dû au fait que la démodulation à l’aide d’un simple détecteur à 
seuil du faible signal interférent génère beaucoup des bits erronés. Ceci est dû à la 
présence d’un signal plus puissant dans la démodulation de ce faible signal interférent. 
Ainsi, Ces bits erronés mènent à une mauvaise estimation de ce faible signal interférent et 
ainsi à sa mauvaise soustraction du signal reçu dans le cas du PIC. Par conséquent, les 
performances du PIC en termes de TEB du signal utile le plus fort seront dégradées. En 
outre, pour des écarts fréquentiels ∆  > 0,5  comme dans le schéma ({),  les 
coefficients de corrélation °,* (, ) diminuent. Dans ce cas, la démodulation du faible 
signal interférent en présence d’un signal plus puissant donne des meilleures 
performances. Ainsi, une meilleure estimation de l’interférence et puis sa soustraction du 
signal reçu sont à l’origine d’une meilleure démodulation de ce dernier. D’où, les 
meilleures performances du détecteur PIC par rapport au SIC pour ces écarts fréquentiels.  
• Le MMSE-PIC offre de meilleures performances en termes de TEB que le PIC à partir des 
écarts fréquentiels ∆  ≥ 0,375 où les performances du MMSE deviennent meilleures 
que celles du conventionnel. Ainsi, nous aurons une meilleure soustraction de 
l’interférence pour la démodulation du signal utile le plus fort. 
• En analysant les schémas (), nous remarquons que lorsque l’écart de fréquence vaut un 
multiple de la moitié du rythme binaire, les performances en termes de TEB de tous les 
détecteurs, sauf le décorrelateur et le MMSE, sont équivalentes aux performances 
optimales (cas du mono utilisateur). Ceci est justifié par la partie réelle de l’équation 
(4.12) qui est nulle pour ces valeurs particulières des écarts fréquentiels. Ainsi en prenant 
les décisions sur les parties imaginaires des échantillons de l’équation (4.20), la MUI sera 
nulle et donc nous obtenons les performances d’une transmission mono utilisateur. Ceci 
n’est pas le cas pour le décorrelateur et le MMSE vu qu’ils introduisent un bruit amplifié B() M() ou ¬() M() dans leurs décisions comme il est montré dans l’équation 
(4.36). Pratiquement, ces valeurs particulières des écarts fréquentiels ne sont jamais 
atteintes. 
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Maintenant, nous allons tracer les TEBs des différents détecteurs MUD en fonction du 
rapport    pour différentes valeurs de ∆    . Nous considérons en plus que les deux 
signaux possèdent des puissances égales. Nous obtenons alors les résultats suivants : 
 
 
 
 
 
 
 
 
 
 
Figure 4.11 : Tracés des TEB en fonction de      ,  pour différentes valeurs de  ∆    avec 
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D’après les schémas de la Figure 4.11, nous remarquons bien l’influence de l’écart fréquentiel 
sur les performances en termes de TEB. Pour des écarts fréquentiels ∆  ≥ 0,375  , le 
détecteur MLD donne des performances proches de celles d’une transmission mono 
utilisateur, avec une dégradation  () inférieure à 2 . Pour les détecteurs MUD basés sur 
les annulations de l’interférence et pour des signaux à puissances égales, le PIC présente des 
meilleurs performances par rapport au SIC. En particulier et pour ∆  ≥ 0,625  , le PIC 
donne des performances proches de celles d’une transmission mono utilisateur. Quant au 
MMSE-PIC, il donne toujours de meilleures performances que le PIC, dans le cas de la 
démodulation des signaux à puissances égales.  
Enfin, pour visualiser l’influence de l’écart fréquentiel sur les performances en termes de 
TEB, nous allons tracer ces performances en fonction du  ∆    pour différentes valeurs de     et de (). Nous obtenons les résultats suivants : 
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Figure 4.12 : Tracés des TEB en fonction de   ∆    ,  pour différentes valeurs de    et  
de  ().  
Nous remarquons d’après les schémas (|) et () de la Figure 4.12 que les détecteurs MUD 
basés sur les annulations d’interférence donnent toujours des meilleures performances que les 
détecteurs classiques (conventionnel, décorrelateur, et MMSE), dans le cas de la 
démodulation d’un signal utile ayant la plus faible puissance i.e. () < 0.  Nous 
observons ainsi une totale inefficacité de ces détecteurs classiques pour les signaux à faibles 
puissances. 
D’autre part, en comparant le SIC et le PIC, nous remarquons que le PIC donne de meilleures 
performances en termes de TEB pour des signaux à puissances égales i.e. () = 0 
comme il est montré dans le schéma (a). En outre, pour un signal utile ayant la puissance la 
plus forte i.e. () > 0, nous remarquons que le PIC donne de meilleures performances 
que le SIC à partir des écarts fréquentiels ∆  > 0,5  comme il est montré dans le schéma 
(b). Enfin et d’après le schéma (),  le détecteur MMSE-PIC présente les meilleures 
performances en termes de TEB par rapport au SIC et au PIC à partir des écarts 
fréquentiels ∆  ≥ 0,275  . 
Dans ce qui suit, nous nous intéressons qu’au détecteur MLD ainsi que les détecteurs basés 
sur les annulations d’interférence. Ces détecteurs présentent l’avantage de pouvoir récupérer 
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un signal utile en présence d’un signal interférent beaucoup plus fort. Ceci n’est pas le cas 
pour les autres détecteurs MUD (conventionnel, décorrelateur et MMSE). 
Un autre facteur important pour évaluer les détecteurs MUD est représenté par la dégradation  () définie dans l’équation (4.53). Le tracé de cette dégradation en fonction des différents 
paramètres nous permet de déduire la valeur de     nécessaire pour atteindre un TEB 
donné noté . Afin de caractériser au mieux le milieu réel dans le système Argos, il est 
utile de s’intéresser à une démodulation sans erreurs d’un signal utile. Sachant le format du 
message standard donné dans la Figure 2.11 et que le nombre maximal du nombre de blocs 
est  = 8, le nombre maximal de bits par message sera de 304 bits. Donc, le plus petit TEB 
mesurable et non nul vaut : 
 ~ðh/~Ç = 1304 = 3,3. 10# (4.64)  
Ainsi, nous allons tracer les dégradations  ()  en fonction de  ()pour différentes 
valeurs de  ∆    , à   = 3,3. 10# . Ce   correspond à un (   ) égal à 6,72  . Dans cette partie, nous allons tracer les  dégradations pour le détecteur MLD, le 
détecteur SIC, le détecteur PIC, et le détecteur MMSE-PIC. Voici quelques résultats obtenus : 
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Figure 4.13 : Tracés des dégradations  () à   = 3,3. 10# en fonction de  (),  pour 
différentes valeurs de  ∆   . 
D’après la Figure 4.13, il est évident que les dégradations  () diminuent quand l’écart 
fréquentiel ∆    augmente. Ceci est dû au fait que les coefficients de corrélation °,*¸ () et °,* (, ) diminuent quand ∆    augmente et ainsi les interférences dues à la présence de la 
MUI diminuent.  
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D’autre part, en comparant les différents détecteurs MUD, nous remarquons que le MLD 
donne la dégradation  () la plus petite par rapport aux autres détecteurs. À partir des écarts 
fréquentiels  ∆    ≥ 0,375  (cf. Figure 4.13), le MLD permet avec une dégradation 
maximale  () inférieure à 2 , de démoduler sans erreurs le signal utile et quel que soit 
le SNR du signal interférent. Donc, d’après l’équation (4.53),  la valeur minimale de     
du signal utile doit être 8,72 .  
Pour les détecteurs MUD fondés sur les annulations d’interférence, nous remarquons que 
leurs dégradations sont très dépendantes du rapport (). Pour une valeur de () 
positive, la dégradation  () diminue quand () augmente. Ceci est dû au fait que la 
démodulation du signal utile ayant la plus forte puissance est plus performante en présence 
d’un signal interférent de plus en plus faible. Également, pour une valeur de () 
négative, la dégradation  () diminue quand () diminue. En effet, pour une valeur 
négative et décroissante de  () , la démodulation du signal interférent (le plus fort) 
génère de moins au moins de bits erronés. Ainsi, une meilleure estimation d’une réplique du 
signal interférent sera construite et donc sa meilleure soustraction du signal reçu. Ceci permet 
une meilleure démodulation du faible signal utile et par la suite son TEB diminue. 
En particulier, en comparant le détecteur SIC et le détecteur PIC, nous remarquons que le 
détecteur SIC donne généralement des dégradations inférieures à celles obtenues dans le PIC, 
pour des écarts fréquentiels  ∆    < 0,5  (cf. Figure 4.13). Ceci est dû à la mauvaise 
soustraction du faible signal interférent dans la démodulation du signal utile le plus fort. À 
titre d’exemple, pour un écart fréquentiel particulier  ∆    = 0,375 , la dégradation 
maximale du SIC pour () ≥ 1 est de 7,2   tandis que pour la même gamme 
de  (), elle est supérieure à 16   pour le PIC. D’où le grand avantage du SIC à 
démoduler des signaux ayant des fréquences porteuses reçues très proches. 
Par contre, pour ∆    > 0,5, le PIC devient meilleur que le SIC vu que ses dégradations 
sont inférieures ou proches de celles du détecteur SIC. À titre d’exemple, pour des écarts 
fréquentiels ∆    ≥ 0,6, le PIC permet, avec une dégradation maximale  () de 1 , de 
démoduler sans erreurs le signal utile et quel que soit le SNR du signal interférent, tandis que 
cette dégradation s’élève à 3,8  pour le SIC. La différence entre les dégradations du SIC et 
celles du PIC est d’environ 2,8 .  
Par conséquent, le choix du SIC représente un bon compromis car il est meilleur que le PIC 
dans le cas de la démodulation des signaux séparés par de petits écarts fréquentiels et qu’il 
n’est que légèrement plus mauvais que le PIC dans le cas de la démodulation de signaux 
séparés par des écarts fréquentiels plus grands. 
Enfin, pour le détecteur MMSE-PIC, ce dernier donne toujours des dégradations inférieures à 
celles obtenues dans le PIC, pour des écarts fréquentiels ∆    ≥ 0,375. Par rapport au SIC, 
le MMSE-PIC restera favorable dans cette gamme d’écarts fréquentiels. D’une part, il permet 
de mieux démoduler les signaux à faibles puissances i.e. ()  < 0 comme il est montré 
dans les différents schémas de la Figure 4.13. D’autre part, pour la gamme de () où les 
dégradations du SIC sont inférieures à celles du MMSE-PIC, la différence maximale entre les 
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deux dégradations ne dépasse pas 1 . D’où l’avantage global du MMSE-PIC par rapport au 
SIC.  
4.7 Conclusion 
Dans ce chapitre,  nous avons présenté la transmission synchrone de plusieurs signaux dans le 
système Argos. En particulier, nous avons présenté le modèle mathématique du signal reçu au 
niveau du récepteur ainsi que le calcul analytique des coefficients de corrélation entre les 
différents signaux. Ces coefficients sont dépendants du temps et tiennent compte des écarts 
fréquentiels entre les différents signaux. Ensuite, nous avons proposé différents détecteurs 
MUD afin de répondre à la problématique MUI du système Argos. Parmi les détecteurs MUD 
proposés, nous avons présenté : le détecteur optimal, le conventionnel, le décorrelateur, le 
MMSE et les détecteurs basés sur les annulations d’interférence (SIC, PIC et MMSE-PIC). 
Les résultats de simulation ont montré que le détecteur optimal ainsi que les détecteurs basés 
sur les annulations d’interférence présentent la capacité à pouvoir récupérer, avec des bonnes 
performances en termes de TEB, un signal utile en présence d’un signal interférent beaucoup 
plus fort. Ceci justifie l’intérêt de ces détecteurs MUD dans le système Argos par rapport aux 
autres détecteurs MUD (conventionnel, décorrelateur et MMSE). D’autre part, les résultats de 
simulation ont montré aussi que le détecteur SIC est favorable par rapport au détecteur PIC. 
En effet, le détecteur SIC donne des meilleures performances que le PIC dans le cas de la 
démodulation des signaux séparés par des petits écarts fréquentiels. Par contre, pour des écarts 
fréquentiels plus grands, le détecteur SIC n’est que légèrement plus mauvais que le PIC. 
Quant au MMSE-PIC, il offre toujours des meilleurs performances que le SIC. Nous 
rappelons ici que les simulations ont été faites en supposant une estimation parfaite des 
amplitudes, des écarts fréquentiels, des phases à l’origine, et des instants d’échantillonnage au 
niveau du récepteur. De même, nous rappelons que le cas synchrone n’est étudié que pour 
nous donner une idée sur les performances des détecteurs MUD. Ainsi, nous allons adapter 
dans le chapitre suivant ces détecteurs MUD dans un cas plus réaliste du système Argos c'est-
à-dire dans le cas d’une transmission asynchrone. 
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Chapitre 5  
Techniques MUD Asynchrones Pour le Système 
Argos 
 
5.1 Introduction 
Dans le chapitre précédent, nous avons proposé différents détecteurs MUD adaptés au 
système Argos dans le cas synchrone. Nous avons, pour cela, supposé que les signaux émis 
par toutes les balises arrivaient au même instant au récepteur. Dans la pratique, les symboles 
des signaux émis sont reçus avec des retards différents dus à la propagation. Ce cas 
correspond à la transmission asynchrone et représente le cas réel dans le système Argos. 
L’adaptation des détecteurs MUD dans le cas asynchrone fait l’objet de ce chapitre.   
Dans ce chapitre, nous présentons le modèle mathématique d’une transmission asynchrone. 
De façon similaire au cas synchrone, les coefficients de corrélation sont calculés 
analytiquement dans le cas asynchrone. L’effet du filtre de mise en forme sur ces coefficients 
est analysé. Cela va permettre la définition d’une nouvelle forme d’onde. La comparaison, au 
niveau des performances en termes de TEB, entre les différentes formes d’ondes est 
présentée. Les techniques MUD sont ensuite adaptées au cas asynchrone du système Argos. 
Ces techniques MUD sont évaluées en termes de TEB et de complexité.  
5.2 Présentation mathématique d’une transmission asynchrone 
Dans ce chapitre, nous considérons une transmission asynchrone et nous décrivons le modèle 
mathématique correspondant à la réception de plusieurs signaux Argos. D’une manière 
similaire au cas synchrone, nous donnons aussi une représentation matricielle du système.  
5.2.1 Mise en équations pour le cas asynchrone 
Dans la suite, nous allons supposer que K balises standards utilisent le même canal et que 
chacune émet M symboles à un débit binaire   . A la réception et dans le cas d’une 
transmission asynchrone, chaque signal possède une puissance, une fréquence porteuse reçue, 
et un retard  différents. Ainsi, le signal reçu q(&) en bande de base s’écrit sous la forme : 
 
q(&) = g q*(& − (*) ©*iB + (&) 
q*(&) = ª* Â|}J(a) + Á JKM(a) g e*(M)ℎ(& − M).Bhi Ã {urÄ Á(2_ ∆Å& + `*)Æ 
(5.1) 
 
où (* représente le retard de la balise k dû au temps de propagation et q*(&) est donné dans 
l’équation (4.2). En supposant que les balises sont classées par ordre croissant de retard, nous 
écrivons : 
71 
 
 0 = (B ≤ (H ≤ ⋯ ≤ (©B ≤ (© <  (5.2) 
 
Nous considérons de plus que les caractéristiques des signaux sont constantes sur la durée du 
message (hormis les symboles e*). La porteuse pure existante du début du message n’est pas 
prise en compte et nous considérons uniquement la partie modulée du signal. Enfin, nous 
supposons une estimation parfaite des amplitudes ª*, des écarts fréquentiels ∆Å, des phases 
à l’origine  `*  , et des retards  (*  au niveau du récepteur. L’impact d’une estimation non 
parfaite des paramètres sur les performances sera étudié par la suite.   
Afin d’obtenir le symbole émis par la balise O ∈ [1, ¡] à l’instant   où ∈ [0, ¬ − 1], nous 
allons démoduler le signal q(&) en le multipliant par {urÄ−Á(2_ ∆1& + `¸ )Æavec `¸ = ` −2_ ∆1( et puis le filtrer à l’aide du filtre adapté  ℎ∗(−&) . Ensuite, le signal obtenu est 
échantillonné à l’instant   + (   et nous obtenons ­( + (), noté par ­(): 
 ­() = v q(&){urÄ−Á(2_ ∆1& + `¸ )Æ ℎ∗(& −  − ()&(Ç®B)yÈ®@1ÇyÈ®@1  (5.3)  
En remplaçant l’expression de q(&) de (5.1) dans l’expression (5.3), nous obtenons : 
 ­() = g ª* |}J(a) °,*¸ () + Á©*iB g g ª*  JKM(a) e*(M)
.B
hi  °,*(, M) 
©
*iB + M() (5.4)  
où °O, ′ () et °,*(, M) désignent les coefficients de corrélation entre les signaux des balises l 
et k avec O,   ∈ [1, ¡], l’indice u désigne le symbole de la balise utile l, et l’indice n désigne le 
symbole de la balise interférente k. Les coefficients °O, ′ () et  °,*(, M) représentent 
respectivement les corrélations provenant des résidus de porteuses pures des balises 
interférentes et celles provenant des symboles des balises interférentes. Ils s’écrivent sous la 
forme suivante : 
 
°,*¸ () = v {urÊ ÁÄ2_ Ë∆Å − ∆1Ì& + `*¸− `¸ Æ Í ℎ∗(& −  − ()&(Ç®B)yÈ®@1ÇyÈ®@1  
°,*(, M) = v {urÊ ÁÄ2_ Ë∆Å − ∆1Ì& + `*¸−`¸ Æ Í ℎ(& − M − (*)ℎ∗(& − −()&
(+1)e+(O
e+(O  
(5.5) 
 
Les coefficients de l’équation (5.5) présentent des propriétés hermitiennes. Nous avons donc : 
  °,*(, M) = °*,∗ (M, ), °,*¸ () = °*,¸∗ () (5.6) 
 
Par ailleurs, M()  désigne un bruit gaussien complexe à la sortie du filtre adapté et 
échantillonné à l’instant  + (  : 
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 M() = v (&) {urÄ−Á(2_ ∆1& + `¸ )Æ ℎ∗(& −  − ()&(Ç®B)yÈ®@1ÇyÈ®@1  (5.7)  
D’après la Figure 5.1, nous observons qu’un symbole e() de la balise l est interféré par les 
symboles e*() de toutes les autres balises où   ∈ [1, ¡] et   ≠ O, par les symboles e*( +1)  des balises précédentes où    ∈ [1, O − 1] , et par les symboles e*( − 1)  des balises 
suivantes où   ∈ [O + 1, ¡]. Sur la Figure 5.1, le symbole encadré en pointillé est interféré 
par tous les symboles encadrés en trait plein.  
 
Figure 5.1 : Représentation temporelle des symboles reçus de toutes les balises dans le cas 
asynchrone. 
Ainsi, l’équation (5.4) s’écrit sous la forme: 
 
­() = g ª* |}J(a) °,*¸ () + Á©*iB g ª*  JKM(a) e*() °,*(, ) 
©
*iB+ Á g  B*iB ª*  JKM(a) e*( + 1) °,*(,  + 1)+ Á g  ©*i®B ª*  JKM(a) e*( − 1) °,*(,  − 1)+ M() 
(5.8) 
 
5.2.2 Calcul analytique des coefficients de corrélation  
Les coefficients °O, ′ () et °,*(, M) définis dans l’équation (5.5) sont écrits sous la forme : 
  ô&KOKJN&{q 1 
ô&KOKJN&{q 2 
ô&KOKJN&{q O − 1 
ô&KOKJN&{q  O 
ô&KOKJN&{q O + 1 
ô&KOKJN&{q ¡ − 1 
   ô&KOKJN&{q ¡ 
eB( − 1)− 1) eB()− 1) eB( + 1)− 1)eH( − 1)− 1) eH()− 1) eH( + 1)− 1)
eB( − 1)− 1) eB()− 1) eB( + 1)− 1)e( − 1)− 1) e()− 1) e( + 1)− 1)e®B( − 1)− 1) e®B()− 1) e®B( + 1)− 1)
e©B( − 1)− 1) e©B()− 1) e©B( + 1)− 1)e©( − 1)− 1) e©()− 1) e©( + 1)− 1)
& 
& 
& 
& 
& 
& 
& 
(B 
( 
(®B 
(©B 
(© 
(B 
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°,*¸ () = v {urÊ ÁÄ2_ Ë∆Å − ∆1Ì(& + ) + `*¸− `¸ Æ Í ℎ∗(& − ()&yÈ®@1@1  
°,*(, M) = v {urÊ ÁÄ2_ Ë∆Å − ∆1Ì(& + ) + `*¸−`¸ Æ Í ℎ(& + ( − M) − (*)ℎ∗(& − ()&yÈ®@1@1   M ∈ { − 1,  + 1, } 
(5.9) 
 
D’après l’équation (5.9), nous remarquons que les coefficients de corrélations °,*¸ () et °,*(, M) dépendent du type de filtre de mise en forme ℎ(&). Donc, différents types de filtre 
de mise en forme peuvent conduire à des coefficients de corrélation plus petits, permettant 
ainsi de réduire la MUI. Parmi tous les filtres existants, nous nous limitons à ceux dont le ℎH(&) = +1. Cette limitation est due aux choix des estimateurs qui seront mis en œuvre dans 
la chapitre 7. D’après l’équation (5.9) et afin de minimiser les coefficients de corrélation, des 
filtres carrés ℎ(&) ayant de bonnes propriétés de corrélation entre eux sont nécessaires. Les 
codes d’étalement utilisés dans les systèmes CDMA, comme les codes de Gold ou de Walsh 
Hadamard, sont des bons candidats pour satisfaire les contraintes énoncées plus haut [Garg, 
2008]. Cependant, l’utilisation de ces codes d’étalement contribue à étaler le spectre du signal 
émis. Le message Argos occupera alors une bande passante plus grande, ce qui limite la 
capacité  du système. Cette solution n’est donc pas envisageable. 
Actuellement, le filtre de mise en forme ℎ(&) utilisé dans le système Argos est un filtre réel 
biphase défini dans l’équation (2.3). Dans ce chapitre, le filtre de mise en forme NRZ (Non 
Return to Zero) est abordé. Ce filtre est caractérisé par la valeur ℎ(&) = +1sur une durée 
d’une période . La raison du choix de ce type de filtre réside dans l’occupation spectrale 
plus petite que celle du  filtre biphase [M.Shihabi, et al., 1994]. Dans ce cas, la corrélation 
entre deux balises ayant des fréquences porteuses reçues proches sera moins faible. 
5.2.2.1 Cas du filtre de mise en forme en biphase 
Afin de calculer les coefficients de corrélation de l’équation (5.9), nous utilisons la fonction Î,*(N, e, ) définie dans l’équation (4.11). Les coefficients °O, ′ () s’écrivent alors: 
 °,*¸ () =  Î,*((  , ( + 2 , ) − Î,*(( + 2 , ( +  , )  (5.10)  
Pour le calcul des coefficients  °,*(, M) , nous commençons tout d’abord par le cas où  M =  − 1. Ainsi, les coefficients de corrélations °,*(,  − 1) s’écrivent sous la forme : 
 °,*(,  − 1) = v {urÊ ÁÄ2_ Ë∆Å − ∆1Ì(& + ) + `*¸−`¸ Æ Í ℎ(& +  − (*)ℎ∗(& − ()&yÈ®@1@1  (5.11)  
Les °,*(,  − 1) correspondent aux coefficients de corrélation entre les signaux des balises l 
dont les symboles sont reçus aux instants  + ( et les signaux des balises suivants k  dont 
les symboles sont reçus aux instants  ( − 1) + (* , avec    ∈ [O + 1, ¡] . Ainsi, d’après 
l’équation (5.2), nous avons  (* > ( . Alors, pour développer l’équation (5.11), il est 
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nécessaire de tracer les fonctions ℎ(& +  − (*) et ℎ∗(& − (). D’après la Figure 5.2, nous 
déduisons la valeur de °,*(,  − 1) en fonction de ((* − ( ): 
• si 0 < ((* − ( ) ≤  2 , alors : 
 °,*(,  − 1) = −Î,*(( , (* , ) (5.12) 
 
• si ((* − ( ) >  2 , alors : 
 
°,*(,  − 1) =  Î,* ( , − 2 + (* ,  − Î,* − 2 + (* , 2 +( , + Î,* 2 +( , (* ,  (5.13)  
 
Figure 5.2  :  Représentation temporelle des cas possibles pour les fonctions  ℎ∗(& − ()  
et  ℎ(& +  − (*) avec  (* > (,  dans le cas d’un filtre  ℎ(&) biphase.  
De la même manière, nous abordons maintenant le calcul des coefficients °,*(, M) dans le 
cas où M =  + 1. Ainsi, les coefficients de corrélations °,*(,  + 1) s’écrivent : 
 °,*(,  + 1) = v {urÊ ÁÄ2_ Ë∆Å − ∆1Ì(& + ) + `*¸−`¸ Æ Í ℎ(& −  − (*)ℎ∗(& − ()&yÈ®@1@1  (5.14)  
Les °,*(,  + 1) correspondent aux coefficients de corrélation entre les signaux des balises l 
dont les symboles sont reçus aux instants  + ( et les signaux des balises précédentes k  
dont les symboles sont reçus aux instants  ( + 1) + (* , avec    ∈ [1, O − 1]  et donc  ( > (* . Alors, pour développer l’équation (5.14), il est nécessaire de tracer les fonctions 
 ℎ(& −  − (*) et  ℎ∗(& − () . D’après la Figure 5.3, nous déduisons la valeur de 
 °,*(,  + 1) en fonction de (( − (* ) : 
− + (* 
(  + ( 
(* 
ℎ(& +  − (*) 
& 
& 
ℎ∗(& − () 
− + (* 
(  + ( 
(* 
ℎ(& +  − (*) 
& 
& 
ℎ∗(& − () 
0 < ((* − () ≤  2  ((* − () >  2  
1 
1 
1 
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• si 0 < (( − (* ) ≤  2 , alors : 
 °,*(,  + 1) = −Î,*( + (* ,  + ( , ) (5.15) 
 
• si (( − (* ) >  2 , alors : 
 
°,*(,  + 1) =  Î,*  + (* , 2 + (  ,  − Î,* 2 + (  , 32 + (* , + Î,* 32 + (* ,  + ( ,  (5.16)  
 
Figure 5.3 : Représentation temporelle des cas possibles pour les fonctions  ℎ∗(& − ()  
et  ℎ(& −  − (*) avec  ( > (*,  dans le cas d’un filtre  ℎ(&) biphase. 
Enfin, nous calculons les coefficients °,*(, M) dans le cas où M = . Ainsi, les coefficients 
de corrélations °,*(, ) s’écrivent : 
 °,*(, ) = v {urÊ ÁÄ2_ Ë∆Å − ∆1Ì(& + ) + `*¸− `¸ Æ Í ℎ(& − (*)ℎ∗(& − ()&yÈ®@1@1  (5.17)  
Les °,*(, ) correspondent aux coefficients de corrélation entre les signaux des balises l 
dont les symboles sont reçus aux instants  + ( et les signaux de toutes les autres balises k  
dont les symboles sont reçus aux instants  + (*, avec   ∈ [1, ¡] et   ≠ O. Sachant que les 
coefficients °,*(, ) présentent des propriétés hermitiennes définies dans l’équation (5.6), 
nous limitons alors le calcul au cas où   ∈ [O, ¡] et donc (* ≥ ( . Alors, pour développer 
l’équation (5.17), il est nécessaire de tracer les fonctions ℎ(& − (*) et ℎ∗(& − (). D’après la 
Figure 5.4, nous déduisons la valeur de °,*(, ) en fonction de ((* − ( )  : 
• si 0 ≤ ((* − ( ) <  2 , alors : 
(  + ( ℎ(& −  − (*) 
& 
ℎ∗(& − () 
0 < (( − (*) ≤  2  
1 
1 
 + (* 
2 + (* 
(  + ( ℎ(& −  − (*) 
& 
ℎ∗(& − () 
1 
1 
 + (* 
2 + (* &  & 
(( − (*) >  2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 °,*(, ) = Î,* (* , 2 + ( ,  − Î,* 2 + ( , 2 + (* ,  + Î,* 2 + (* ,  + ( ,  (5.18)  
• si ((* − ( ) ≥  2 , alors : 
 °,*(, ) =  −Î,*((* ,  + ( , ) (5.19) 
 
 
 
Figure 5.4 : Représentation temporelle des cas possibles pour les fonctions  ℎ∗(& − ()  
et  ℎ(& − (*) avec  (* ≥ (,  dans le cas d’un filtre  ℎ(&) biphase. 
Nous remarquons que dans le cas synchrone où  (* = 0  pour    ∈ [1, ¡] , les coefficients °,*(,  − 1) de l’équation (5.12) et les coefficients °,*(,  + 1) de l’équation (5.15) sont 
nuls. Ainsi, l’équation (5.8) du système asynchrone se réduit à l’équation (4.8).  
5.2.2.2 Cas du filtre de mise en forme en NRZ  
Nous abordons maintenant le calcul des coefficients de corrélation dans le cas où le filtre de 
mise en forme ℎ(&) est un filtre NRZ [F.Fares, et al., 2010]. Ce filtre est défini de la manière 
suivante : 
 ℎ(&) = Ï+1   JK    0 ≤ & ≤ 0            NKOO{qJ n (5.20)  
Les coefficients °O, ′ () de l’équation (5.9) s’écrivent alors : 
 °,*¸ () =  Î,*((  , ( +  , ) (5.21) 
 
Pour le calcul des coefficients  °,*(, M) , nous commençons tout d’abord par les 
coefficients °,*(,  − 1) de l’équation (5.11) où   ∈ [O + 1, ¡] . De la même manière, nous 
(  + ( ℎ(& − (*) 
& 
ℎ∗(& − () 
0 ≤ ((* − () <  2  
1 
1 
 + (* (* 
(  + ( ℎ(& − (*) 
& 
ℎ∗(& − () 
1 
1 
(* 
 + (* &  & 
((* − () ≥  2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traçons les fonctions ℎ(& +  − (*) et ℎ∗(& − (). D’après la Figure 5.5, nous déduisons la 
valeur de °,*(,  − 1) : 
 °,*(,  − 1) =  Î,*(( , (* , ) (5.22) 
 
 
Figure 5.5  :  Représentation temporelle des cas possibles pour les fonctions  ℎ∗(& − ()  
et  ℎ(& +  − (*) avec  (* > ( ,  dans le cas d’un filtre  ℎ(&) NRZ.  
Nous abordons maintenant le calcul des coefficients de corrélations  °,*(,  + 1)  de 
l’équation (5.14) où    ∈ [1, O − 1] . De la même manière, nous traçons les fonctions  ℎ(& − e − (*) et  ℎ∗(& − () . D’après la Figure 5.6, nous déduisons la valeur de  °,*(,  + 1) : 
 °,*(,  + 1) = Î,*( + (* ,  + ( , ) (5.23) 
 
 
Figure 5.6 : Représentation temporelle des cas possibles pour les fonctions  ℎ∗(& − ()  
et  ℎ(& −  − (*) avec  ( > (* ,  dans le cas d’un filtre  ℎ(&) NRZ. 
 + (* 
(  + ( ℎ(& −  − (*) 
& 
& 
ℎ∗(& − () 
1 
1 
2 + (* 
− + (* 
(  + ( 
(* 
ℎ(& +  − (*) 
& 
& 
ℎ∗(& − () 
1 
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Enfin, nous calculons les coefficients de corrélations °,*(, ) de l’équation (5.17). Sachant 
que les coefficients °,*(, ) présentent des propriétés hermitiennes définies dans l’équation 
(5.6), nous limitons alors le calcul au cas où   ∈ [O, ¡]. De la même manière, nous traçons les 
fonctions ℎ(& − (*) et  ℎ∗(& − () . D’après la Figure 5.7, nous déduisons la valeur de °,*(, ) : 
 °,*(, ) = Î,*((*,  + ( , ) (5.24) 
 
 
Figure 5.7 : Représentation temporelle des cas possibles pour les fonctions  ℎ∗(& − ()  
et  ℎ(& − (*) avec  (* ≥ ( ,  dans le cas d’un filtre  ℎ(&) NRZ. 
D’une manière similaire au cas synchrone, nous remarquons que les coefficients de 
corrélation dépendent des balises O  et    et de l’instant   . En outre, ces coefficients de 
corrélation font intervenir aussi les retards (  et (*  dans leurs expressions [F.Fares, et al., 
2010]. Ces expressions dépendent du type de filtre de mise en forme. Alors, pour les mêmes 
valeurs des écarts fréquentiels et des retards, nous obtenons différentes valeurs de la MUI 
pour différents types de filtre ℎ(&). Ainsi, nous obtenons des différentes performances en 
termes de TEB pour le filtre biphase et le filtre NRZ. 
5.2.3 Influence des coefficients de corrélation sur les performances 
Comme nous l’avons souligné dans le paragraphe 5.2.2, les coefficients de corrélation 
dépendent des écarts fréquentiels et des retards des différentes balises. Ainsi, la valeur de la 
MUI de l’équation (5.8) dépend donc de ces paramètres. D’après cette même équation, nous 
remarquons que la partie utile du message se trouve dans la partie imaginaire des échantillons ­(). Ainsi, la MUI à un instant  + (, notée par ¬ôO(), s’écrit sous la forme : 
(* 
(  + ( ℎ(& − (*) 
& 
& 
ℎ∗(& − () 
1 
1 
 + (* 
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¬ô() = a Â g ª* |}J(a) °,*¸ () + Á©*iB,*± g ª*  JKM(a)
©
*iB,*±  e*() °,*(, )
+ Á g  B*iB ª*  JKM(a) e*( + 1) °,*(,  + 1)+ Á g  ©*i®B ª*  JKM(a) e*( − 1) °,*(,  − 1)Ã 
(5.25) 
 
L’équation (5.25) représente la valeur des interférences durant la démodulation du symbole 
émis à l’instant   par la balise utile O. Ainsi, Plus cette valeur croît, plus le TEB augmente.  
Il est donc intéressant d’étudier cette ¬ô()  en fonction des écarts fréquentiels et des 
retards afin de savoir la dépendance de ces derniers sur les performances en termes de TEB. 
D’après l’équation (5.25), nous remarquons que la ¬ôO() représente une variable aléatoire 
(VA) discrète qui prend plusieurs valeurs possibles suivant les valeurs des symboles émis par 
les balises interférentes e*( − 1), e*(), et e*( + 1) où   ≠ O.  Essayons alors de calculer 
sa moyenne et sa variance. 
Étant donné que les symboles e*()  sont indépendants, équiprobables, et de 
valeurs {−1, +1}, la moyenne de la ¬ô(), notée par  ¬ôõõõõõõ() est donnée par : 
  ¬ôõõõõõõ() = a Â g ª* |}J(a) °,*¸ ()©*iB,*± Ã (5.26)  
D’autre part, la variance de la VA  ¬ôO() , notée par -¬ôO()2 , est donnée par : 
 -./01(Ç)H = {w¬ô() −  ¬ôõõõõõõ()w²} (5.27) 
 
où nous notons les définitions suivantes pour une variable aléatoire réelle X  prenant N 
valeurs possibles uð ∈  {uB, uH, … , u¢} : 
 
-öH = (÷H) − ÷õ² 
(÷H) = g uðH 3[÷ = uð]tøitùtøitG  
(5.28) 
 
Enfin, en moyennant sur l’ensemble du signal à démoduler sur ¬ symboles, la moyenne et la 
variance des interférences durant la démodulation du signal émis par la balise  O  seront 
données par : 
 
 ¬ôõõõõõõ = 1¬ g  ¬ôõõõõõõ()
.B
Çi  
-./01H = 1¬ g -./01(Ç)H
.B
Çi  
(5.29) 
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Ainsi, en traçant la variance -¬ôO2  de l’équation (5.29) en fonction des écarts fréquentiels et 
des retards, nous pourrons conclure sur la dépendance de ces paramètres sur les performances 
en termes de TEB. En outre, la variance -¬ôO2  permet aussi de comparer entre les deux filtres 
de mise en forme au niveau des performances, en la traçant en fonction des écarts fréquentiels 
et des retards. Ainsi,  nous pourrons avoir les gammes des écarts fréquentiels et des retards 
dans lesquelles un filtre donnera des meilleures performances en termes de TEB par rapport à 
un autre filtre.   
5.2.4 Représentation matricielle des équations 
Nous allons reprendre la même démarche que celle utilisée dans la représentation des signaux 
dans les systèmes CDMA [Moshavi, 1996]. Afin d’obtenir une forme matricielle des 
échantillons ­()  de l’équation (5.8), nous introduisons la matrice de corrélation (,  − 1) ∈ ℂ©t© et ayant le terme général (,*)(,  − 1) = °,*(,  − 1) où  O ∈ [1, ¡] ,   ∈ [O + 1, ¡]  et  ∈ [0, ¬ − 1] . Cette matrice (,  − 1) est une matrice 
triangulaire supérieure ayant la forme suivante [Verdu, 1998] :  
 (,  − 1) =
Õ
ÖÖ×
0 °B,H(,  − 1)  … °B,©B(,  − 1) °B,©(,  − 1)⋮ 0   °H,©B(,  − 1) °H,©(,  − 1)0      ⋮   ⋱  ⋮    0 °©B,©(,  − 1) 0   …  0 0 Ú
ÛÛÜ (5.30)  
De même, nous introduisons la matrice de corrélation  (,  + 1) ∈ ℂ©t© et ayant le terme 
général (,*)(,  + 1) = °,*(,  + 1) où  O ∈ [1, ¡] ,   ∈ [1, O − 1] , et   ∈ [0, ¬ − 1] . 
Cette matrice (,  + 1) est une matrice triangulaire inférieure ayant la forme suivante :  
 (,  + 1) =
Õ
ÖÖ
× 0   …   0°H,B(,  + 1) 0     ⋮      0⋮   ⋱  ⋮ °©B,B(,  + 1) °©B,H(,  + 1)   0   °©,B(,  + 1)   °©,H(,  + 1) …   °©,©B(,  + 1)  0 Ú
ÛÛ
Ü
 (5.31) 
 
D’après les notations précédentes et celles définies dans le paragraphe 4.2.4, nous aurons 
alors : 
 
­() =  ¸() |}J(a) ª () + Á (, ) JKM(a) ª e()+ Á (,  − 1) JKM(a) ª e( − 1) +  Á (,  + 1) JKM(a) ª e( + 1)+ M() (5.32)  
D’après l’équation (5.32), nous rappelons que le vecteur des symboles émis e() se trouve 
dans la partie imaginaire du vecteur ­(). 
Cette représentation matricielle nous permet d’obtenir les expressions analytiques des signaux 
reçus de toutes les balises O et à n’importe quel instant  + ( où O ∈ [1, ¡]. 
En outre, nous avons représenté précédemment l’échantillon ­*() comme l’échantillon reçu 
par l’utilisateur k à l’instant . Nous allons maintenant représenter par ­, le vecteur colonne 
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de longueur ¡¬ et de terme général ­Ç©® = ­() avec O ∈ [1, ¡] et  ∈ [0, ¬ − 1]. De la 
même manière, nous définissons les vecteurs , e et M formés respectivement par  Π©.tB et 
par les termes eÇ©® = e()  et  MÇ©® = M() . Ces vecteurs s’écrivent sous la forme 
suivante [Verdu, 1998] : 
 
Π©.tB =
Õ
ÖÖ
ÖÖ
ÖÖ
×11⋮11⋮1⋮1⋮1Ú
ÛÛ
ÛÛ
ÛÛ
Ü
, ­ =
Õ
ÖÖÖ
ÖÖÖ
ÖÖ×
­B = ­B(0)­H = ­H(0)⋮­© = ­©(0)­©®B = ­B(1)⋮­H© = ­©(1)⋮­(.B)©®B = ­B(¬ − 1)⋮­©. = ­©(¬ − 1) Ú
ÛÛÛ
ÛÛÛ
ÛÛÜ , e =
Õ
ÖÖ
ÖÖ
ÖÖ
Ö×
eB = eB(0)eH = eH(0)⋮e© = e©(0)e©®B = eB(1)⋮eH© = e©(1)⋮e(.B)©®B = eB(¬ − 1)⋮e©. = e©(¬ − 1) Ú
ÛÛ
ÛÛ
ÛÛ
ÛÜ
,
M =
Õ
ÖÖ
ÖÖ
ÖÖ
Ö×
MB = MB(0)MH = MH(0)⋮M© = M©(0)M©®B = MB(1)⋮MH© = M©(1)⋮M(.B)©®B = MB(¬ − 1)⋮M©. = M©(¬ − 1) Ú
ÛÛ
ÛÛ
ÛÛ
ÛÜ
    
(5.33) 
 
De même, nous définissons les matrices ¸et  ∈  ℂ©. t ©. sous la forme suivante : 
 ′ =
Õ
Ö×
¸(0) … 0 … 0⋮ ¸(1)   ⋮0  ⋱  0⋮   ¸(¬ − 2) ⋮0 … 0 … ¸(¬ − 1)Ú
ÛÜ (5.34) 
 
  =
Õ
ÖÖÖ
Ö×
(0,0) (0,1) 0 0 … 0 0 0(1,0) (1,1) (1,2) 0    ⋮0 (2,1) (2,2) (2,3)    0⋮       ⋮0    ⋱   0⋮       ⋮0 …  0  …  0  (¬ − 1, ¬ − 2) (¬ − 1, ¬ − 1)        Ú
ÛÛÛ
ÛÜ
 (5.35) 
 
où les matrices (, ) et ′() sont définis dans les équations (4.16) et (4.17). Également, 
nous définissons la matrice ª′ ∈ ℝ©.t©. sous la forme suivante [Verdu, 1998] : 
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 ª¸ =
Õ
ÖÖÖ
×ªB … 0 … 0 … 0⋮ ⋱     ⋮0  ª©    0⋮    ⋱   ⋮0    ªB  0⋮      ⋱ ⋮0 … 0 … 0 … ª©Ú
ÛÛÛ
Ü
 (5.36) 
 
Ayant les notations des nouvelles matrices définies dans ce paragraphe, nous obtenons alors 
[Verdu, 1998] : 
 ­ =  ¸|}J(a) ª′  + Á  JKM(a) ª′ e + M (5.37) 
 
En comparant l’équation (4.20) et l’équation (5.37), nous remarquons que cette dernière ne 
concerne plus seulement les signaux émis à un instant donné   mais elle concerne plutôt 
l’ensemble des signaux dans le temps. 
5.3 Détecteurs MUD dans le cas asynchrone 
Dans le chapitre précédent, nous avons présenté les performances en termes de TEB pour les 
détecteurs MUD dans le cas d’une transmission synchrone. Parmi ces détecteurs MUD, nous 
avons remarqué que le détecteur optimal, le détecteur SIC, ainsi que le détecteur MMSE-PIC 
permettent de démoduler avec de bonnes performances en termes de TEB des signaux à 
faibles puissances. Pour le détecteur MMSE-PIC, celui-ci est facilement implantable pour une 
transmission synchrone dans le système Argos. Il suffit simplement de calculer, à chaque 
instant , les matrices de corrélations (, ) et ′() de l’équation (4.20). Par contre, ce 
détecteur est difficilement implantable dans le cas asynchrone où il faudrait théoriquement 
inverser des matrices de taille ¡¬u¡¬ contenant tous les coefficients de corrélation au cours 
du temps. Ceci est pratiquement impossible vu la complexité énorme en fonction du nombre 
des symboles M. De même, le MMSE-PIC nécessite l’estimation du canal. Dans ce 
paragraphe, nous allons adapter le détecteur optimal ainsi que le détecteur SIC dans le cadre 
d’une transmission asynchrone du système Argos [Lupas, et al., 1990]. Pour chacun de ces 
détecteurs, nous présentons le modèle analytique correspondant ainsi que l’architecture 
d’implantation. 
5.3.1 Détecteur optimal  
Les équations (4.20) et (5.37) montrent une similitude entre l’écriture matricielle d’une 
transmission synchrone et celle d’une transmission asynchrone dans le système Argos. Dans 
une transmission synchrone, l’équation (4.20) tient compte de l’ensemble des signaux à un 
instant donné    tandis que, pour une transmission asynchrone, l’équation (5.37) tient 
compte de l’ensemble des signaux à tous les instants. Le principe du détecteur optimal dans le 
cas asynchrone consiste alors à faire une recherche exhaustive sur toutes les séquences 
possibles eà du vecteur e de l’équation (5.33) afin de trouver celle qui est la plus probable, 
notée par  e´ . Ainsi, pour  & ∈ [0, ¬], le détecteur cherche à trouver le vecteur e´ tel que 
[Verdu, 1998] : 
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 e´ = NqLaNuà Ê 3Äq(&)| eàÆ Í (5.38)  
où q(&) représente le signal à l’entrée du récepteur défini dans l’équation (5.1). Dans le cas du 
canal gaussien, l’équation (5.38) revient à maximiser la probabilité suivante : 
 3Êq(&), & ∈ [0, ¬] |eàÍ =  1¾2_-H {ur â v − 12-H ãq(&) − J(eà)ãH&
.yÈ
 ä   (5.39)  
où J(eà) représente le signal défini dans & ∈ [0, ¬] sous la forme suivante : 
 J(eà) = g ª* Â|}J(a) + Á JKM(a) g eà*(M)ℎ(& − M − (*).Bhi Ã {urÄ Á(2_ ∆Å& + `*¸)Æ 
©
*iB  (5.40)  
Ainsi, l’équation (5.39) revient à minimiser la fonction suivante : 
 v ãq(&) − J(eà)ãH&.yÈ = v Äq(&) − J(eà)Æ Äq(&) − J(eà)Æ∗&
.yÈ
  
(5.41) 
 
En développant l’équation ci dessus et en ignorant les termes indépendants de eà, le détecteur 
optimal cherche donc à maximiser la fonction réelle Ω(eà) suivante : 
 ΩËeàÌ = 2 { » v q(&) J∗ËeàÌ&.yÈ ½ − v JËeàÌJ∗ËeàÌ
.yÈ
 & =  ΩBËeàÌ −  ΩH(eà) (5.42)  
Nous commençons tout d’abord à développer le premier terme de l’équation (5.42) désigné 
par ΩB(eà), nous  obtenons alors : 
 
 ΩB(eà) = 2 { æg ª* Â|}J(a) q′*() − g Á JKM(a).Bhi  eà*(M)­*(M)Ã
©
*iB ç 
q′*() = v q(&){urÄ−Á(2_ ∆Å& + `*¸)Æ &.yÈ  
(5.43) 
 
Ensuite, nous développons le second terme réel de l’équation (5.42) désigné par ΩH(eà) : 
 
 ΩH(eà) = g g ª*ª©iB Â|}JH(a) Î,*(0, ¬  , 0) + g g JKMH(a) eà*(M) eà(M′) °,*(M′, M)
.B
h¸i
.B
hi Ã
©
*iB + Ω#(eà) (5.44)  
où le terme réel Ω#ËeàÌ est donné par : 
 Ω#(eà) = g g g Áª*ª |}J(a) JKM(a).Bhi
©
iB [
©
*iB eà*(M) − eà(M)] °,*¸ (M) (5.45)  
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En développant l’équation (5.45) et en utilisant les propriétés hermitiennes des 
coefficients °,*¸ (M) dans l’équation (5.6), le terme Ω#(eà) s’écrit alors sous la forme : 
 Ω#(eà) = g g g −2ª*ª |}J(a) JKM(a) eà*(M) aÄ °,*¸ (M)Æ.Bhi
©
iB
©
*iB  (5.46)  
Ainsi, après avoir développé les deux termes  ΩB(eà) et  ΩH(eà)de l’équation (5.42) et en 
ignorant les termes indépendants de eà, le récepteur optimal cherche donc à trouver le vecteur 
estimé eà qui maximise le paramètre Ω¸ËeàÌ suivant : 
 
Ω¸(eà) = 2 a Â g g ª*  JKM(a)eà*(M)­*(M) .Bhi
©
*iB Ã− g g g g ª*ª  JKMH(a) eà*(M) eà(M′) °,*(M′, M).Bh¸i
.B
hi
©
iB
©
*iB+ 2 a Âg g g  ª*ª |}J(a) JKM(a) eà*(M)  °,*¸ (M).Bhi  
©
iB
©
*iB Ã 
(5.47) 
 
En écriture matricielle, ceci revient à maximiser le paramètre suivant [Verdu , 1998] : 
 Ω¸ËeàÌ = 2 aÄeà y  JKM(a) ª¸ ­Æ − eà yJKMH(a) ª¸ª¸eà + 2 aÄ y |}J(a) JKM(a) ª¸′ª¸eàÆ (5.48) 
 
Nous devons donc choisir la séquence eà qui maximise le paramètre Ω¸ËeàÌ. Ainsi, dans le cas 
de la détection à maximum de vraisemblance, ceci revient à faire une recherche exhaustive sur 
les 2©. séquences possibles de eà afin de trouver celle qui est la plus probable e´, contenant les ¡¬  symboles émis. Etant donné la complexité de ce dernier, une méthode consiste à 
décomposer la séquence de bits reçue en un treillis, la fonction Ω¸(eà)  en une suite de 
métriques de transition, et à appliquer ensuite l’algorithme de Viterbi. 
5.3.2 Algorithme de Viterbi 
L’algorithme de Viterbi consiste à construire un treillis où nous pourrions sélectionner le 
chemin correspondant à la suite de symboles e´ émise avec la plus grande probabilité [Verdu, 
1998], [Courville, 2000]. Pour cela, nous allons décomposer le terme Ω¸ËeàÌ en ¡¬ métriques 
de transition et définir la séquence correspondante au chemin ayant la plus grande métrique 
cumulée. La description de ce treillis, du découpage de la métrique ainsi que le déroulement 
de l’algorithme de Viterbi seront présentés dans l’annexe A du travail. 
5.3.3 Détecteur SIC 
De la même façon que le cas synchrone du paragraphe 4.3.5, le détecteur SIC asynchrone (cf.  
Figure 5.8) est basé sur l’idée suivante : les signaux sont démodulés successivement par ordre 
décroissant de leurs puissances, à l’aide des détecteurs conventionnels [G.Janssen, 1995], 
[P.Patel, et al., 1994], [K.C.Lai, et al.], [Nguyen, 2005].  
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Ainsi, le signal q(&)  défini dans l’équation (5.1) est démodulé à l’aide d’un détecteur 
conventionnel et les symboles e´(B)() du signal le plus fort où  ∈ [0, ¬ − 1] sont estimés. 
Ensuite, une réplique est construite à partir des symboles estimés, puis re-modulée afin 
d’obtenir le signal që(B)Ë& − ((B)Ì avec : 
 që(B)(&)  = ª(B) Â|}J(a) + Á g  JKM(a)e´(B)(M).Bhi ℎ(& − M)Ã {ur Ñ Á(2_ ∆(G)& + `(B))Ò (5.49)  
où (() représente le retard correspondant au signal ayant la  Oè~  puissance la plus forte. Le 
signal që(B)Ë& − ((B)Ì est soustrait ensuite du signal q(&) et le signal résultant est démodulé de 
nouveau afin d’estimer les symboles e´(H)() du signal ayant la deuxième puissance la plus 
forte. Ainsi, à l’entrée de l’étage l où O ∈ [1, ¡], le signal résultant s’écrit alors : 
 q(&) − g  B*iB që(*)Ë& − ((*)Ì (5.50)  
Ainsi, ce signal est formé du signal d’origine q(&) auquel nous soustrayons les interférences 
provenant de toutes les balises ayant des puissances plus fortes. En se basant sur l’équation 
(5.50), l’échantillon reçu ­¸ () à l’entrée du détecteur à seuil de l’étage O  (cf. Figure 5.8) 
s’écrit alors [Courville, 2000] : 
 
­¸ () = ­()() − g ª(*)Ä|}J(a) °(),(*)¸ () + Á JKM(a) e´(*)() °(),(*)(, )ÆB*iB− Á g | ,*| ª(*) JKM(a) e´(*)Ë +  ,*Ì °(),(*)Ë,  +  ,*ÌB*iB  
(5.51) 
 
où : 
  ,* = ú+1     JK ((*) < (()−1     JK ((*) >  (()  0      JK ((*) =  (() n  (5.52)  
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Figure 5.8 : Détecteur SIC dans une transmission asynchrone pour le système Argos. 
Le détecteur SIC nécessite la connaissance exacte des amplitudes  ª* , des écarts 
fréquentiels ∆Å, des phases à l’origine `*, ainsi que des retards (* de toutes les balises afin 
de remoduler les signaux estimés aux différents étages.  
5.4 Simulations 
Nous considérons une transmission asynchrone dans le système Argos avec (¡ = 2) balises 
séparées par un écart fréquentiel ∆ égal à la différence entre leurs deux fréquences porteuses 
reçues et par un retard temporel ∆(. De même, nous définissons le terme  comme étant le 
rapport entre la puissance reçue 3B du signal utile arrivant en premier à (B = 0 et la puissance 3H du signal interférent arrivant à (H = ∆(. 
  = 3B3H = ªBHªHH (5.53)  
En particulier, nous allons présenter dans cette partie l’influence de l’écart fréquentiel 
relatif ∆  ,  du retard relatif ∆(   , de la valeur    du signal utile, ainsi de la valeur de 
e´(©)() 
Détecteur 
à seuil 
Im(.) 
Détecteur 
à seuil 
Im(.) 
 + ((©) ℎ∗(−&) 
 + (() ℎ∗(−&) 
e´(B)() 
  ª(B) Â|}J(a) + Á g  JKM(a)e´(B)(M).Bhi ℎË& − M − ((B)ÌÃ 
 ℎ∗(−&) Détecteur 
à seuil 
Im(.) 
  q(&) 
e´()() q(&) − g që(*)Ë& − ((*)Ì
B
*iB  
+ 
- 
- 
+ 
 {ur Ï−Á[2_ ∆(G)& + `(B)¸ ]Ð 
 {ur Ï−Á[2_ ∆(1)& + `()¸ ]Ð 
{ur Ï−Á[2_ ∆(é)& + `(©)¸ ]Ð 
 {ur ÏÁ[2_ ∆(G)& + `(B)¸ ]Ð 
{ur ÏÁ[2_ ∆(1)& + `()¸ ]Ð 
- 
që(B)Ë& − ((B)Ì 
ª() Â|}J(a) + Á g  JKM(a)e´()(M).Bhi ℎË& − M−(()ÌÃ 
 + ((B) 
që()Ë& − (()Ì 
­B¸() 
­¸ () 
­©¸() 
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  en , sur les performances en termes de TEB du détecteur optimal et du détecteur SIC. 
Pour la simplicité, nous supposons que les phases à l’origine des deux signaux sont nulles.  
Tout d’abord, afin de comparer entre le filtre biphase et le filtre NRZ, nous traçons l’écart 
type -./01  de l’équation (5.29) pour les deux filtres en fonction de  ∆   et pour différentes 
valeurs de retards relatifs ∆(  . Nous obtenons les résultats suivants : 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.9 : Tracé de -./01  en fonction de  ∆  ,  pour différentes valeurs de  ∆(   .  
D’après les schémas de la Figure 5.9, nous remarquons que pour différentes valeurs de 
retards, la variance de la MUI pour un filtre biphase est inférieure à celle d’un filtre NRZ 
pour ∆  < 1. Par contre et pour des écarts fréquentiels ∆  > 1, le filtre NRZ devient 
favorable en général. Ceci est expliqué en regardant les spectres des deux filtres dans la 
Figure 5.10. 
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Figure 5.10 : Comparaison entre les spectres d’un filtre NRZ et d’un filtre biphase.  
En regardant la figure ci-dessus, nous remarquons que les lobes secondaires du filtre NRZ 
sont inférieurs à ceux du filtre biphase. En outre, le lobe principal est de 2 pour le filtre 
NRZ tandis qu’il est de largeur  4 pour le filtre biphase. Ainsi, pour des écarts  ∆  < 1 
entre deux signaux NRZ, le lobe principal d’un signal sera caché dans le lobe principal de 
l’autre signal et donc la corrélation entre les deux signaux est forte. Par contre, pour des 
écarts ∆  > 1, le lobe principal d’un signal sera principalement interféré par les lobes 
secondaires de l’autre signal et donc la corrélation est moins forte.  
L’avantage du filtre biphase réside alors dans sa capacité à démoduler, avec des meilleures 
performances en termes de TEB, des signaux séparés par des fréquences porteuses reçues 
proches telles que ∆  < 1 . Aussi, l’application du filtre biphase est importante dans le 
but de récupérer l’horloge au niveau du récepteur. Ainsi, nous nous limitons dans notre travail 
au filtre biphase comme le filtre de mise en forme dans le système Argos. 
Maintenant, nous étudions l’influence du retard sur les performances du signal utile. Nous 
allons ainsi tracer les TEB des détecteurs MUD en fonction du retard relatif ∆(   pour 
différentes valeurs de    , de ∆    et de (). Nous obtenons les résultats suivants : 
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Figure 5.11 : Tracés des TEB en fonction de   ∆(   ,  pour différentes valeurs de  ∆   et 
de  () avec   = 4 . 
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D’après les différents schémas de la Figure 5.11, nous remarquons que les performances en 
fonction de  ∆(    dépendent de l’écart fréquentiel  ∆    entre les deux signaux. À titre 
d’exemple, pour un écart fréquentiel de ∆    = 0,75, le schéma (L) montre que le TEB est 
minimal pour une valeur de  ∆(    = 0,2 tandis que pour un ∆    = 1, le TEB minimal 
est obtenu pour une transmission synchrone i.e. ∆(    = 0 comme il est montré dans le 
schéma (ℎ). Pour expliquer ces résultats, nous allons tracer l’écart type -./01  de la MUI de 
l’équation (5.29) en fonction de ∆(  , pour différentes valeurs de  ∆  . Nous obtenons 
les résultats suivants :  
 
Figure 5.12 : Tracés de -./01  en fonction de  ∆(  ,  pour différentes valeurs de  ∆  .  
En comparant les schémas de la Figure 5.12 et les schémas de la Figure 5.11, nous 
remarquons que les performances en termes de TEB en fonction de ∆(   dépendent 
directement de l’écart type -./01  de la MUI. À titre d’exemple, pour des écarts  fréquentiels 
de ∆  = 0,75  et de ∆  = 1  respectivement, nous remarquons que les performances 
dans les schémas (L) et (ℎ) de la Figure 5.11 sont exactement dues aux valeurs de -./01  de la 
Figure 5.12. Dans le schéma (L), le TEB est maximal pour un ∆(  = 0,5 vu que l’écart 
type de la MUI -./01  est maximal pour ce retard. De même, pour le schéma (ℎ), le TEB est 
maximal pour un ∆(  = 0,2 par contre il est minimal pour une transmission synchrone ou 
pour un ∆(  = 0,5. Ceci est montré également dans la Figure 5.12.  
D’une façon similaire au cas synchrone, nous traçons les dégradations  () en fonction 
de  ∆(   pour différentes valeurs de  ∆    et de ()  à   = 3,3. 10# . Ces 
dégradations sont tracées pour le détecteur optimal fondé sur l’algorithme de Viterbi et pour 
le détecteur SIC. Voici quelques résultats obtenus : 
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Figure 5.13 : Tracés des dégradations  () à   = 3,3. 10# en fonction de   ∆(   pour 
différentes valeurs de  ∆   et de (). 
Dans les schémas de la Figure 5.13, nous présentons les dégradations des détecteurs MUD 
dans le cas d’une transmission asynchrone. Évidemment, le détecteur optimal est toujours 
plus performant que le détecteur SIC. À titre d’exemple, afin de couvrir tous les retards 
possibles, le schéma (e) montre qu’une marge maximale de 2,3  est nécessaire, en utilisant 
le détecteur SIC. Par contre, en utilisant le détecteur optimal, la marge maximale nécessaire 
est de 1,5 . 
Le détecteur SIC représente alors un compromis entre ses bonnes performances en termes de 
TEB d’une part et sa simplicité d’implantation d’autre part (détecteurs à seuil). Une raison 
supplémentaire du choix du détecteur SIC est due à la simplicité d’implantation des 
estimateurs numériques. Ces estimateurs sont basés sur une estimation disjointe des 
paramètres des différents signaux. Ceci est expliqué dans le chapitre suivant. Par conséquent, 
nous considérons par la suite le détecteur SIC dans le but d’implantation du récepteur MUD 
dans le système Argos. 
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5.5 Conclusion 
Dans ce chapitre,  nous avons présenté la transmission asynchrone de plusieurs signaux dans 
le système Argos. En particulier, nous avons présenté le modèle mathématique du signal reçu 
au niveau du récepteur ainsi que le calcul analytique des coefficients de corrélation entre les 
différents signaux. D’une manière similaire au cas synchrone, les coefficients de corrélation 
sont dépendants du temps et tiennent compte des écarts fréquentiels entre les différents 
signaux. En outre, les coefficients de corrélations dans le cas asynchrone tiennent compte des 
retards entre les différents signaux. Ces coefficients de corrélation sont calculés pour deux 
types de filtre de mise en forme : le filtre biphase et le filtre NRZ. Nous avons remarqué que 
le filtre biphase présente un avantage de pouvoir mieux démoduler des signaux ayant des 
fréquences porteuses reçues proches. Ceci est très probable dans le système Argos où  les 
fréquences porteuses reçues des différentes balises peuvent être proches à cause de l’effet 
Doppler. Ensuite, nous avons adapté le détecteur optimal et le détecteur SIC afin de 
démoduler plusieurs signaux dans le système Argos. Le détecteur optimal est basé sur 
l’algorithme de Viterbi qui présente une complexité réduite par rapport à la recherche 
exhaustive. Cette complexité est exponentielle avec le nombre des signaux reçus 
simultanément. Des schémas de performances en termes de TEB et de dégradations sont 
présentés afin d’évaluer ces détecteurs MUD. Nous avons noté que le détecteur SIC 
représente un bon compromis les performances en termes de TEB d’une part et sa simplicité 
d’implantation d’autre part. Cette simplicité vient du fait que le détecteur SIC est formé tout 
simplement par des détecteurs à seuil. Ainsi, ce détecteur représente un bon choix 
d’implantation dans le système Argos. Les résultats ont été obtenus en supposant une 
estimation parfaite des amplitudes, des écarts fréquentiels et des retards au niveau du 
récepteur. Ceci est pratiquement non réalisable et des erreurs d’estimation sont inévitablement 
commises au niveau du récepteur. L’impact de ces erreurs d’estimations sur les performances 
en termes de TEB du détecteur SIC ainsi que l’implantation des différents estimateurs seront 
étudiés dans les chapitres suivants.  
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Chapitre 6  
Impact de l’Estimation Imparfaite des Paramètres 
dans le système Argos  
 
6.1 Introduction 
Dans les chapitres précédents, nous avons  proposé des détecteurs MUD dans le cas d’une 
transmission synchrone ainsi que le cas asynchrone pour le système Argos. En particulier, 
nous avons montré que le détecteur SIC offre un bon compromis entre la complexité et les 
performances en termes de TEB, par rapport au détecteur optimal fondé sur l’algorithme de 
Viterbi. Dans le détecteur SIC, les signaux émis par les balises sont démodulés 
successivement suivant l’ordre décroissant des puissances. À un étage quelconque donné, les 
bits démodulés du signal correspondant sont reconstruits afin de construire une réplique fiable 
de ce signal. Cette étape nécessite alors une estimation des différents paramètres de ce signal 
pour former cette réplique. Ces paramètres sont l’amplitude, l’écart fréquentiel, la phase à 
l’origine et le retard. Dans les chapitres précédents, nous avons supposé une estimation 
parfaite au niveau du récepteur de ces paramètres. Cette hypothèse simplificatrice va 
maintenant être abandonnée pour tenir compte des erreurs introduites par les estimateurs à 
bord du satellite. Ainsi, nous nous intéressons tout d’abord à l’impact de ces erreurs 
d’estimation  sur les performances en termes de TEB du détecteur SIC. En effet,  les erreurs 
d’estimations mènent à une augmentation du TEB. En d’autres termes, le SNR requis pour 
atteindre un certain   en présence d’erreurs d’estimation est plus grand que le SNR 
requis pour atteindre ce même   en l’absence d’erreurs. Ainsi, la présence d’erreurs 
d’estimation introduit une dégradation supplémentaire à un  donné. La connaissance 
de la dégradation supplémentaire est d’une grande importance pour la conception du récepteur 
Argos. Cette dégradation nous informe sur le SNR supplémentaire qu’il faut ajouter à un 
signal donné afin de compenser une certaine gamme d’erreurs d’estimation d’un paramètre 
donné. D’un autre côté, pour une dégradation supplémentaire donnée, nous pourrons définir la 
gamme d’erreurs d’estimation qu’il est possible de compenser pour obtenir les mêmes 
performances que celles d’une transmission sans erreurs d’estimation. 
De plus, nous allons déterminer les gammes de valeurs dans lesquelles la démodulation de 
plusieurs signaux est possible avec un certain TEB. Ceci dépend de plusieurs paramètres : le 
niveau de puissance des différents signaux, les écarts fréquentiels, les phases à l’origine, et les 
retards des différents signaux. L’étude permet de fournir des schémas montrant les gammes 
des différents paramètres dans lesquelles la démodulation sans erreurs est possible. Ces 
schémas sont présentés dans le cas d’une estimation parfaite et puis dans le cas d’une 
estimation imparfaite. Après avoir étudié les impacts des erreurs d’estimation, nous proposons 
des estimateurs numériques dont les variances sont comparées aux bornes de Cramer Rao 
(CRB). Nous terminons par une conclusion sur ce chapitre. 
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6.2 Définitions et critère de démodulation 
Dans ce chapitre, nous considérons une transmission asynchrone avec (¡ = 2)  balises 
séparées par un écart fréquentiel ∆ et par un retard temporel ∆(. Au contraire des chapitres 
précédents, nous supposons que les deux signaux sont utiles et nous nous intéressons donc à 
la récupération de ces deux signaux. Nous définissons alors le terme 3 (Power Separation 
Ratio) comme étant le rapport entre la puissance reçue 3B du signal arrivant en premier à (B = 0 et la puissance reçue 3H du signal arrivant à (H = ∆(.  
 3 = (3B 3H) = ªBH ªHH  (6.1) 
 
Nous définissons le critère de démodulation suivant : "un signal r est démodulé sans erreurs 
ou parfaitement démodulé si son TEB, noté 9 , est inférieur ou égal à ".   Le   étant défini dans l’équation (4.64) et correspond à (  )  = 6,72  . Ainsi, 
pour deux signaux r ∈ [1, ¡] et C ∈ [1, ¡] avec r ≠ C, nous présentons trois cas possibles : 
• cas 1 : les deux signaux r et C sont parfaitement démodulés. 
• cas 2 : un seul signal r ou C est parfaitement démodulé. 
• cas 3 : aucun signal n’est  parfaitement démodulé. 
Nous allons donc étudier les occurrences de ces trois cas possibles suivant les valeurs des 
paramètres suivants : le rapport 3, le SNR du signal r noté par 8  , l’écart fréquentiel 
relatif ∆  , et le retard relatif ∆(  .  
6.3 Dégradations et indicateur de performance 
Dans ce paragraphe, nous allons définir un certain nombre d’indicateurs pour étudier les 
occurrences de l’un des trois cas possibles définis dans le paragraphe 6.2. Nous supposons 
tout d’abord une estimation parfaite des différents paramètres au niveau du récepteur.  D’une 
manière similaire à l’équation (4.53), nous définissons la dégradation en décibels  9() du 
signal r ∈ [1, ¡] à  par : 
  r() =  (e 0 ) r() −  (e 0 ) q{() (6.2) 
 
où  (  ) 9 désigne le SNR requis sur le signal r pour atteindre un 9 égal à  et  (  )   désigne le SNR de référence pour une transmission mono utilisateur. De la 
même façon, nous définissons (  )>(9) comme étant le SNR requis sur le signal C pour 
que le signal r atteigne un 9 égal à . L’équation (6.2) s’écrit alors : 
  9() = Ñ (  ) 9() − (  )>(9)()Ò + Ñ(  )>(9)() −  (  ) ()Ò (6.3) 
 
L’équation (6.3) se met sous la forme d’une somme des deux termes. Ainsi : 
 
 9() =   9() +  9y() 
 9() =  (  ) 9() − (  )>(9)() (6.4)  
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 9y() = (  )>(9)() −  (  ) () 
Le terme  9() de l’équation (6.4) représente la différence en  entre le SNR requis sur le 
signal r et le SNR requis sur le signal C pour atteindre un 9 égal à . Ainsi, nous 
aurons : 
  9() = §+3 ()   JK r = 1 {& C = 2−3 ()  JK r = 2 {& C = 1 n  (6.5) 
 
Le terme  9y() de l’équation (6.4) désigne la différence en  entre le SNR requis sur le 
signal r pour atteindre un 9 égal à  et le SNR requis dans une transmission mono 
utilisateur pour atteindre  .  Les différents termes de l’équation (6.4) sont illustrés sur 
la Figure 6.1. 
 
 
 
 
 
 
 
 
 
Figure 6.1 : Représentation des différentes définitions de dégradations à   = 3,3. 10#. 
D’une manière similaire à l’équation (6.4), nous écrivons pour le signal C : 
 
 >() =   >() +  >y() 
 >() =  (  ) >() − (  )9(>)() 
 >y() = (  )9(>)() −  (  ) () 
(6.6) 
 
Enfin, nous définissions l’indicateur de performance ∆9 par : 
 ∆r() =  C() −  r() (6.7) 
 
En remplaçant le terme  >y() et le terme  9() par leurs définitions dans les équations 
(6.6) et (6.2) respectivement, l’équation (6.6) s’écrit alors : 
 (  )9(>)() =  (  ) 9() + ∆9() (6.8) 
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D’après l’équation (6.8), quand le signal r  atteint un 9  égal à    avec un SNR 
de (  ) 9, l’indicateur de performance ∆9 représente la valeur supplémentaire du SNR en  qu’il faut ajouter à (  )9 afin d’atteindre un > égal à . Ainsi, nous allons 
étudier les occurrences des trois cas possibles du paragraphe 6.2 suivant le signe de ∆9().  
Pour un SNR sur le signal r de (  )9, le signal r est parfaitement démodulé. Alors, pour 
une valeur positive de ∆9(), l’équation (6.8) montre que le SNR requis sur le signal r doit 
être plus grand afin de démoduler parfaitement le signal C. Dans ce cas, un seul signal est 
parfaitement démodulé (signal r). Inversement, Pour un SNR sur le signal r de (  )9(>), le 
signal C est parfaitement démodulé. En utilisant l’équation (6.8), celle montre que le SNR 
requis sur le signal r doit être plus petit afin de démoduler parfaitement le signal C. Dans ce 
cas, les deux signaux sont parfaitement démodulés. Similairement, nous obtenons les résultats 
pour une valeur négative de ∆9(). Ces résultats sont résumés dans le Tableau 6.1. 
 9 ≤  > ≤  ∆9() > 0 r est parfaitement démodulé r et C sont parfaitement 
démodulés ∆9() < 0 r et C sont parfaitement 
démodulés 
C est parfaitement démodulé 
Tableau 6.1 : Influence de ∆9() sur la démodulation parfaite des différents signaux. 
Enfin, le tracé de ∆9() dépend des courbes de dégradations des signaux r et C. En effet, en 
ayant la courbe de dégradation  >() du signal C, nous pouvons, à partir de l’équation (6.6), 
déduire le terme  >y()  étant donné que  >()  vaut  ± 3(). Le terme ∆9()  de 
l’équation (6.7) est ainsi obtenu. 
Nous illustrons ci-dessous les différentes dégradations à   = 3,3. 10# du détecteur 
SIC en supposant que r =  1 et  C = 2 . Nous allons tracer les trois termes suivants :  9(),  >(), et ∆9(). Ces dégradations sont tracées en fonction du retard relatif ∆(  , 
pour différentes valeurs de 3() et de ∆  . Nous obtenons les résultats suivants : 
 
 
 
 
 
 
 
 
Figure 6.2 : Tracés des dégradations en fonction de ∆(   pour ∆  = 0 et 3() = ±3. 
0 0,1 0,2 0,3 0,4 0,5 0,6 0,7 0,8 0,9 1
-2
0 
2 
4 
6 
8 
10
 
    9
 
   >
 
 
 ∆9 
 
   ∆(   
() 
 (N): ∆  = 0 , 3() = −3,   = 3,3. 10# 
0 0,1 0,2 0,3 0,4 0,5 0,6 0,7 0,8 0,9 1 
-2
0 
2 
4 
6 
8 
10
 
     9
 
 
   >
 
 
 
  ∆9
 
 
   ∆(   
() 
(e):  ∆  = 0 , 3() = 3,   = 3,3. 10# 
97 
 
D’après le schéma (N) de la Figure 6.2, nous remarquons que  ∆9() est négatif pour toutes 
les valeurs de ∆(  . Ainsi, d’après le Tableau 6.1, nous avons que les deux signaux sont 
parfaitement démodulés si et seulement si le signal r est parfaitement démodulé. En se basant 
alors sur  9() du schéma (N) et afin de couvrir tous les retards possibles entre les deux 
signaux, le signal r présente une dégradation maximale de 6,9 . Par conséquent, la valeur 
minimale du  requise sur le signal r afin de le démoduler parfaitement est de 13,62  
(6,9   provenant de la dégradation  9() et 6,72   provenant du SNR de référence). 
Alors, d’après l’équation (6.1), le SNR minimal requis sur le signal C est de 16,62 . Avec 
ces valeurs de SNR, nous pouvons garantir la démodulation parfaite des deux signaux quel 
que soit le retard et l’écart fréquentiel entre eux, étant donné que la valeur ∆  = 0 
représente le pire des cas. Par contre, la condition |3()| ≥ 3 est exigée. De même, en 
fixant une valeur du SNR de 10  sur le signal r, qui est à 3,28  au dessus du SNR de 
référence, le signal r  est alors parfaitement démodulé pour les retards appartenant à [0,0793   , 0,455 ]  et à  [0,5793   , 0,955 ] . Ces intervalles représentent 75%  de 
l’intervalle de temps global.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.3: Dégradations en fonction de ∆(   pour différentes valeurs de ∆   et de 3(). 
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Dans la Figure 6.3, nous avons présenté d’autres résultats obtenus pour différentes valeurs de ∆   et 3(). À titre d’exemple, pour des signaux de puissance égales, nous avons, 
d’après le schéma (N), une valeur négative de ∆9(). Ainsi, la démodulation parfaite du 
signal r garantit la démodulation parfaite des deux signaux (Tableau 6.1). Afin de couvrir 
tous les retards possibles entre les deux signaux, une dégradation maximale  9 = 8  est 
nécessaire. Alors, la valeur minimale de SNR requise sur chaque signal afin de le démoduler 
parfaitement doit être de 14,72 . Ainsi, pour un écart fréquentiel de ∆  = 0,25 entre 
les deux signaux, cette valeur minimale du SNR sur un chaque signal est capable de 
démoduler parfaitement les deux signaux quel que soit le rapport  3 . Ceci est évident 
puisque 3() = 0 représente le pire des cas.  
Pour résumer tous ces résultats, nous allons définir les gammes des paramètres dans lesquelles 
la démodulation parfaite des deux signaux est réalisable. Nous allons ainsi tracer tous les cas 
possibles pour une démodulation parfaite, en fonction des différentes valeurs des retards et  
des écarts fréquentiels. Nous obtenons les résultats suivants :  
 
 
 
 
 
 
 
 
Figure 6.4 : Surfaces de démodulation en fonction de ∆   et de  ∆(  ,  pour des signaux à 
puissance égaux. 
Dans la Figure 6.4, les points ‘.’ représentent les cas où les deux signaux r  et C  sont 
parfaitement démodulés tandis que les cercles ‘o’ représentent les cas où un seul signal est 
parfaitement démodulé. La surface sans points représente les cas où aucun des deux signaux 
n’est parfaitement démodulé. Ces schémas fournissent des informations intéressantes 
puisqu’ils nous informent sur la gamme des paramètres dans laquelle le détecteur SIC est 
opérationnel. En d’autres termes, pour des valeurs connus des SNRs des deux signaux, nous 
pouvons savoir le pourcentage de cas dans lesquels nous démodulons parfaitement les deux 
signaux. À titre d’exemple, pour des signaux à puissance égale, le schéma (e) de la Figure 6.4 
montre que pour un SNR de 11  sur chaque signal, nous démodulons parfaitement les deux 
signaux dans 90% des cas possibles. Ceci suppose que l’écart fréquentiel ainsi que le retard 
entre les deux signaux soient des lois uniformément répartis. Cette hypothèse est réaliste dans 
la mesure où il n’y a pas de raison physique qui pourrait expliquer que le retard ou le décalage 
de fréquence prennent des valeurs particulières. 
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Figure 6.5 : Surfaces de démodulation en fonction de ∆   et de  ∆(  ,  pour des valeurs de 5   et de  3(). 
Afin de démoduler parfaitement les deux signaux avec un écart fréquentiel ∆  > 0,5  , le 
schéma (N) de la Figure 6.5 montre que le SNR minimal requis sur le signal C  doit être 
de 7 . De plus, le SNR requis sur le signal r doit être supérieur ou égal à 11  (7  + 4 ). Ces valeurs de SNR garantissent la démodulation parfaite des deux signaux quel que 
soit le retard entre les deux signaux. De même, d’après le schéma (e), pour des SNRs de 7  
et 12  sur les signaux r et C respectivement, nous garantissons la démodulation parfaite 
des 99% des cas possibles. 
Enfin, le calcul du TEB du système Argos doit tenir compte de la PDF (Power Density 
Function) du SNR. Les SNR des balises suivent approximativement une loi gaussienne de 
moyenne ü9 et d’écart type -h. Pour calculer ü9 et -h , nous nous fondons sur des mesures 
[Guillon, 2007] qui donnent les valeurs à −3-h  et +3-h de 11   et  40  
respectivement. Nous avons alors ü9 = 25,5  et -h = 4,83 .  
Connaissant les PDF des SNRs, nous allons alors procéder à deux tirages de SNR suivant la 
loi gaussienne telle que définie précédemment. Pour chacun de ces tirages, nous considérons 
un écart fréquentiel ∆    aléatoire ainsi qu’un retard aléatoire ∆(   entre les deux signaux. 
À partir des résultats de simulation, nous ne retenons que les démodulations ne présentant 
aucune erreur. Nous obtenons alors des résultats intéressants puisque plus de 98%  des 
messages modulés n’ont présenté aucune erreur. 
Cette étude montre le vif intérêt du détecteur SIC à deux étages dans le cadre des évolutions 
du système Argos pour la démodulation des balises reçues dans le même créneau 
temps/fréquence.  Nous avons montré que, contrairement à la génération actuelle du système 
Argos où on perd les données de la balise secondaire, le détecteur SIC permet de démoduler 
sans erreurs jusqu’à plus de 98%  des balises reçues. Pour poursuivre cette étude, il 
conviendra de considérer de vraies démodulations en supposant une estimation imparfaite au 
niveau des différents paramètres. Ceci est détaillé dans le paragraphe suivant. 
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6.4 Impacts des estimations imparfaites des paramètres 
Dans cette partie, nous considérons une estimation imparfaite des paramètres. Nous 
considérons, dans ce qui suit, que le signal r est le signal ayant la puissance la plus forte. 
Ainsi, pour le détecteur SIC, nous démodulons tout d’abord le signal r à l’aide d’un simple 
détecteur conventionnel. Cette étape nécessite l’estimation des paramètres du signal r. En 
particulier, nous estimons la fréquence, la phase à l’origine, et le retard. Une estimation 
imparfaite de ces paramètres dégrade le TEB du signal r. Ensuite, les bits estimés du signal r 
sont remodulés afin de construire une réplique du signal  r . Cette réplique dépend des 
paramètres estimés du signal r . Une estimation imparfaite de ces paramètres mène à une 
réplique du signal r moins fiable et donc sa soustraction du signal d’origine dégrade les 
performances en termes du TEB du faible signal C. En outre, la démodulation du signal C à 
l’aide d’un détecteur conventionnel nécessite aussi une estimation des paramètres du signal C. 
Ainsi, une estimation imparfaite des paramètres du signal C dégrade en plus les performances 
du signal  C . Nous allons nous intéresser, dans cette partie, aux impacts d’une estimation 
imparfaite des paramètres du signal r et du signal C sur la démodulation de ces deux signaux. 
Une estimation imparfaite des paramètres du signal r augmente le TEB du signal r et celui du 
signal C. Ainsi, le nouveau SNR requis sur le signal r pour atteindre un 9 égal à  
est (  )9: (). De même, le nouveau SNR requis sur le signal C pour atteindre un > 
égal à   est  (  )>(:)() . L’exposant =  désigne la présence d’une estimation 
imparfaite au niveau des paramètres du signal r.  Ainsi, la dégradation du signal r et celle du 
signal C à  tenant compte d’une estimation imparfaite sur le signal r s’écrivent alors : 
 
 9(:)() =  (e 0 )r(=)() −  (e 0 ) q{() 
 >(:)() =  (e 0 )C(=)()  −  (e 0 ) q{() (6.9)  
Ces dégradations prennent en considération les dégradations dues à la MUI et celles dues à 
une estimation imparfaite sur le signal r. Nous écrivons alors : 
 
 9(:)() =  9 () + =9 ()  >(:)() =  > () + => () (6.10)  
où  =9 () et  => ()  représentent les dégradations supplémentaires sur les signaux r  et C dues à une estimation imparfaite des paramètres du signal r. Elles s’écrivent alors : 
 
=9 () =  (e 0 )r(=)() − (e 0 )r () 
=> () =  (e 0 )C(=)() − (e 0 )C () (6.11)  
En outre, une estimation imparfaite des paramètres du signal C  engendre une dégradation 
supplémentaire sur le signal C. Nous faison l’hypothèse simplificatrice que cette dégradation 
est la même que =9 (). Ainsi, la dégradation totale  >ý(:)() sur le signal C s’écrit : 
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  >ý(:)() ≈  > () + Ä=> () + =9 ()Æ    (6.12) 
 
Afin d’étudier les impacts des erreurs d’estimations sur le signal r, nous notons les erreurs de 
l’amplitude noté 678 , de la phase noté 6?8V  et du retard noté 6@8  [Buzzi, et al., 2003] : 
 678 = 7´87878  ,  6?8V = `´9¸ − `9¸ ,  6@8 = @8@8yÈ  (6.13) 
 
où ª·9, `´9¸, (ë9 désignent les estimations de l’amplitude ª9, de la phase `9¸, et du retard (9 du 
signal r. Par contre, nous supposons une estimation parfaite de la fréquence porteuse reçue. 
En traçant ainsi les dégradations  =9 ()  et  => ()  pour différentes valeurs des erreurs 
d’estimation de l’équation (6.13), nous pourrons déduire la gamme d’erreurs qui peuvent être 
compensées, afin d’obtenir de bonnes performances en termes de TEB.   
6.4.1 Bornes de Cramer Rao (CRB) 
Afin de simuler les impacts des erreurs d’estimation, il est nécessaire de se présenter dans un 
cas réel et de regarder l’ordre de grandeur des valeurs atteintes théoriquement par les erreurs 
d’estimation de l’équation (6.13). Ceci est possible grâce aux valeurs des CRB qui 
représentent les variances minimales atteintes par n’importe quel estimateur non biaisé 
(Moeneclaey, 1998). Ainsi, si · représente une estimation d’une variable déterministe , la 
variance minimale de l’erreur (· − ) est donnée par : 
 Nq(· − ) ≥ () ≥ ¬() (6.14) 
 
où () désigne la CRB de la variable . Vue la complexité du calcul des CRBs, des 
valeurs modifiées ont été calculées. Ces valeurs sont connues sous le nom de MCRB et sont 
inférieures aux valeurs de CRB [Gini, et al., 1998].  
Dans le cas d’une transmission d’un seul signal r, les MCRBs de l’amplitude, de la phase et 
du retard sont données par [N.D'Andrea, et al., 1994], [Delmas, 2008] : 
 
¬Ëª9Ì =  ª9H2 P9 (8  ) JKMH(a)  
¬Ë`9¸Ì =  12 P9 (8 ) JKMH(a)  
¬Ë(9Ì =  H8 _HP9  (8  ) JKMH(a)  
(6.15) 
 
où Pr  désigne la longueur du message en nombre de symboles et   désigne la dispersion 
fréquentielle qui dépend du filtre ℎ(&) et donnée par [N.D'Andrea, et al., 1994] : 
  = H  H |()|H®¯¯ |()|H®¯¯  (6.16)  
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où () représente la transformée de fourrier du filtre de mise en forme ℎ(&). 
Dans le cadre de la détection multi utilisateurs, deux types d’estimations sont possibles : une 
estimation conjointe et une estimation disjointe. Pour une estimation conjointe, les paramètres 
des deux signaux sont estimés simultanément. Les CRBs de ces différents estimateurs sont 
citées dans [Zheng, et al., 1997], [G.Strom, et al., 1996], [Zhenghui, et al., 2000]. Pour une 
estimation disjointe, les paramètres de chaque signal sont estimés indépendamment. Dans ce 
cas, les CRB d’une transmission mono utilisateur de l’équation (6.15) représentent toujours 
les bornes des estimateurs à atteindre.  
Dans la littérature de l’estimation conjointe, les estimateurs des différents paramètres sont 
fondés sur une estimation récursive [Member, et al., 1993], [K.Moon, et al., 1994], [Steinberg, 
et al., 1994], [Xie, et al., 1990], [Moon, et al., 1990], [Biradar, et al., 2002], [Lim, et al., 
1997]. En d’autres termes, à chaque instant , nous estimons les différents paramètres pour 
cet instant. Au bout d’un certain nombre de symboles , l’estimation d’un paramètre donné 
converge et ainsi le paramètre est estimé. Mathématiquement, ceci est donné par : 
 limÇ→Ç 3 ã·() − · ãH ≥ =  ∀ = > 0  (6.17)  
où ·() représente l’estimé de  à l’instant  . Malgré les bonnes performances de ces 
estimateurs, toutefois leurs implantations n’est pas une solution possible étant donnée la 
transmission en mode paquet du système Argos. Alors, ces estimateurs ne disposent  pas d’un 
temps suffisant pour converger et donc ils ne sont pas adaptés à notre système.  
Pour cela, nous allons nous intéresser à une estimation disjointe des paramètres. Nous allons 
alors adapter les différents estimateurs utilisés dans une transmission mono utilisateur à notre 
système multi utilisateurs. En ayant les MCRBs des différents paramètres dans l’équation 
(6.15), nous allons tracer les écarts types correspondants des erreurs d’amplitude et de retard 
notés respectivement par -EQ8  .í et - EF8  .í.  
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Pour l’erreur de phase, la MCRB correspondante possède la même valeur que celle de l’erreur 
d’amplitude. Les schémas ci-dessus permettent d’avoir un ordre de grandeur des erreurs 
d’estimation qui se situent dans l’intervalle Ñ−3-E8  , +3-E8  Ò dans 99% des cas pour la loi 
normale. En conséquence, nous allons considérer une erreur maximale d’amplitude de 20% 
tandis qu’une erreur maximale de retard de  6%. 
6.4.2 Résultats de simulation 
Tout d’abord, nous commençons à présenter l’impact d’une estimation imparfaite de 
l’amplitude du signal r sur la démodulation du signal C. Nous supposons aussi que r = 1 
et C = 2. Pour cela, nous allons tracer les dégradations  9(:)() et  >(:)() de l’équation 
(6.9) en fonction de ∆(   pour différentes valeurs de ∆    , de 3 et de 678 . 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.6 : Effet d’une erreur d’amplitude 678  sur les dégradations  9(:)() et  9(:)(). 
D’après la Figure 6.6, nous remarquons que la dégradation  9(:)() ne dépend pas de l’erreur 
d’amplitude 678 . Ceci est évident étant donné qu’une estimation imparfaite sur l’amplitude du 
signal r  aura un effet seulement sur la démodulation du signal  C . D’autre part, nous 
remarquons que la dégradation  >(:)() est robuste vis-à-vis d’une erreur d’amplitude 678 . 
En effet, pour une erreur  de 25% sur l’amplitude du signal r (678 = 0,25), la dégradation   >(:)()  ne présente pas une grande augmentation par rapport au cas d’une estimation 
parfaite(678 = 0). En particulier et pour 678 = 0,25, le schéma () montre que la dégradation 
supplémentaire maximale =>  est de 0,6  par rapport au cas d’une estimation parfaite.  
En outre, dans les schémas (N), (e), (|) et (), la valeur de  ∆9(:)() est positive pour toutes 
les valeurs de ∆(  . Ainsi, la démodulation parfaite du signal C garantit la démodulation 
parfaite des deux signaux (Tableau 6.1). En se fondant alors sur  >(:)() et afin de couvrir 
tous les retards possibles, les SNRs requis sur les signaux C  et r  sont respectivement 
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13,62   et 16,62  (cf. Figure 6.2). Ces valeurs de SNR garantissent la démodulation 
parfaite des deux signaux quel que soit le retard et l’écart fréquentiel entre eux, avec une 
erreur de 25% sur l’amplitude du signal r.  
D’autre part, en fixant une valeur du SNR de 8,72  sur le signal C, qui est à 2  au dessus 
de SNR de référence, le signal C est parfaitement démodulé sur 60% de l’intervalle de temps 
global pour une estimation parfaite de l’amplitude. Pour une erreur d’amplitude de 25% , le 
signal C est parfaitement démodulé sur 56% de l’intervalle de temps global. Ceci prouve la 
robustesse du détecteur SIC suite à une estimation imparfaite de l’amplitude.  
Également, dans les schémas ({), (), (L)  et  (ℎ) , nous avons une valeur négative 
de  ∆9(:)(). Ainsi, la démodulation parfaite des deux signaux nécessite la démodulation 
parfaite du signal r. Etant donné que la dégradation du signal r est indépendante de l’erreur 
d’amplitude, nous déduisons que les conditions de démodulation parfaite des deux signaux est 
indépendante de l’erreur d’amplitude 678 . 
Pour visualiser l’impact d’une erreur d’amplitude  678 , nous allons tracer la dégradation 
supplémentaire => ()  sur le signal C  de l’équation (6.10) en fonction de 678  et pour 
différentes valeurs de ∆    , de 3 et de ∆(  . Nous obtenons les résultats suivants : 
 
Figure 6.7 : Tracés de => () en fonction d’une erreur d’amplitude  678  pour différentes valeurs 
de  ∆   ,  de  3 et de  ∆(  .  
Les schémas (N) et (e) de la Figure 6.8 montrent de nouveau la robustesse du détecteur SIC 
vis-à-vis d’une erreur d’amplitude 678 . Pour une erreur de 25% sur l’amplitude du signal r, la 
dégradation maximale introduite sur le signal C est de 0,7 . 
Maintenant, nous allons présenter l’impact d’une estimation imparfaite de la phase du signal r 
sur la démodulation des deux signaux. Nous allons alors ignorer l’impact de l’erreur 
d’amplitude 678 . 
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Ainsi, nous allons tracer les dégradations supplémentaires =9 () et => () de l’équation 
(6.10) en fonction de 6?8V  et pour différentes valeurs de ∆    , de 3 et de ∆(  . Nous 
obtenons les résultats suivants : 
 
 
 
 
 
 
 
 
Figure 6.8 : Tracés des =9 () et => () en fonction d’une erreur de phase  6?8V  pour des valeurs 
de  ∆   ,  de  3 et de  ∆(  .  
D’après la Figure 6.8, nous remarquons que le détecteur SIC est robuste suite à une erreur de 
phase 6?8V . En effet, Pour couvrir tous les retards possibles, le schéma (N) montre qu’une 
erreur de phase de 6?8V = 0,2 qN  génère des dégradations supplémentaires maximales de =9 = 0,2  et de => = 0,22  sur le signal C. Ces valeurs représentent les SNR qu’il faut 
ajouter aux signaux r et C pour compenser une erreur de phase maximale de 6?8V = 0,2 qN. 
 
 
 
 
 
 
 
 
 
Figure 6.9 : Tracés des =9 () et => () en fonction d’une erreur de phase  6?8V  pour des valeurs 
de  ∆   ,  de  3 et de  ∆(  .  
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D’après les schémas de la Figure 6.9, nous avons que les dégradations supplémentaires 
maximales introduites sur les signaux r  et C  sont de =9 = 0,27   et de => = 0,41  
respectivement. Ces dégradations supplémentaires représentent les valeurs qu’il faut ajouter 
aux SNRs des signaux r et C pour atteindre , en tenant compte d’une erreur de phase 
maximale de 6?8V = 0,2 qN. 
Enfin, après avoir étudié les impacts des erreurs d’amplitude et de phase sur les performances 
du détecteur SIC, nous allons présenter ci-dessous l’impact d’une estimation imparfaite du 
retard du signal r sur la démodulation des deux signaux. Pour cela, nous allons tracer les 
dégradations supplémentaires =9 () et => () en fonction de 6@8 et pour différentes valeurs 
de ∆    , de 3 et de ∆(  . Nous allons alors ignorer les impacts des erreurs d’amplitude 678 et de phase 6?8V . Nous obtenons les résultats suivants : 
 
 
 
 
 
 
 
 
 
Figure 6.10 : Tracés des =9 () et => () en fonction d’une erreur de retard  6@8  pour des valeurs 
de  ∆   ,  de  3 et de  ∆(  .  
Au contraire des impacts des erreurs d’amplitude et de phase, la Figure 6.10 montre que le 
détecteur SIC est plus sensible à une erreur de retard. En particulier, pour couvrir tous les 
retards possibles et pour une erreur de retard de 6%  sur le signal  r ( 6@8 = 0,06) , les 
dégradations supplémentaires maximales introduites sur les signaux r  et C  sont 
respectivement de =9 = 2  et de => = 2,8 . Ces valeurs représentent les valeurs de SNR 
qu’il faut ajouter aux signaux r et C pour compenser une erreur maximale de retard de 6% sur 
le signal r. Inversement, pour une erreur maximale de retard de 4%, les SNR nécessaires à 
ajouter sur les signaux r  et C  sont respectivement de =9 = 1,2   et  => = 1,4 .   En 
comparant ces valeurs à celles dans le cas des erreurs d’amplitude ou de phase, nous 
concluons que le détecteur SIC est beaucoup plus sensible à une erreur de retard qu’à un autre 
type d’erreur (amplitude ou phase). 
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Figure 6.11 : Tracés des =9 () et => () en fonction d’une erreur de retard  6@8  pour des valeurs 
de  ∆   ,  de  3 et de  ∆(  .  
Par conséquent, d’après les résultats obtenus ci-dessus, nous déduisons la robustesse du 
détecteur SIC suite à des erreurs d’amplitude et de phase, et sa sensibilité suite à une erreur de 
retard. Pour visualiser la présence conjointe d’une estimation imparfaite des différents 
paramètres, nous allons tracer les surfaces de démodulation parfaite dans le cas d’une 
estimation parfaite et le cas d’une estimation imparfaite. Nous obtenons les résultats suivants.  
 
 
 
 
 
 
 
 
Figure 6.12 : Impact des erreurs d’estimations sur la surface de démodulation.  
Le schéma (N) de la Figure 6.12 représente le cas d’une estimation parfaite des paramètres. 
Par contre, le schéma (e) représente le cas de présence de différentes erreurs d’estimations. 
Pour les valeurs données de SNR, nous garantissons la démodulation parfaite des signaux 
dans 99% des cas possibles dans le cas d’une estimation parfaite des paramètres du signal r. 
Pour les valeurs des erreurs du schéma (e), nous démodulons parfaitement les deux signaux 
dans 89%  des cas possibles. Ceci est dû à la nécessité d’ajouter les dégradations 
supplémentaires =9  et =>  sur les signaux r et C afin d’obtenir des TEB inférieurs à  sur 
ces signaux. Les cercles rouges ‘o’ du schéma (e) et pour ∆  = 2 (q{Jr. ∆  = 4 ) 
représentent des valeurs particulières dans les simulations. Pratiquement, ces écarts 
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fréquentiels sont dus à l’effet Doppler et donc ces valeurs particulières ne sont jamais 
atteintes.  
Enfin, pour visualiser l’impact conjoint des erreurs d’amplitude, de phase et de retard, nous 
allons tracer les dégradations supplémentaires =9 () et => () pour des valeurs de ∆    , 
de 3 et de ∆(  . Nous obtenons les résultats suivants : 
 
 
 
 
 
 
 
 
 
Figure 6.13 : Tracés des =9 () et => () en fonction d’une erreur de retard  6@8  en présence des 
erreurs d’amplitude et de phase. 
Nous observons tout d’abord l’impact conjoint des erreurs de phase et de retard sur le 
signal r. Nous rappelons qu’une erreur d’amplitude 678 sur le signal r n’aura un impact que 
sur la démodulation du signal C. La dégradation =9 () en présence d’erreurs de phase et de 
retard (Figure 6.13) est égale à la somme de la dégradation =9 () provenant d’une erreur de 
phase seule (Figure 6.8) et de la dégradation =9 () provenant d’une erreur de retard seule 
(Figure 6.10). Par conséquent, les différentes dégradations sur le signal r sont cumulables. 
Ceci est évident étant donné qu’une erreur de phase se traduit par un produit exponentiel avec 
le signal reçu. Ce produit à l’échelle réelle est à l’origine d’une somme à l’échelle des 
décibels.  
D’autre part, en comparant la dégradation => () de la Figure 6.13 à celle obtenue dans les 
Figure 6.7, Figure 6.8 et Figure 6.9, nous remarquons que les dégradations sur le signal C ne 
sont pas cumulables. À titre d’exemple, pour couvrir tous les retards possibles et pour une 
erreur d’amplitude de 25% , une erreur de phase de 0,2 qN et une erreur de retard de 6%, la 
Figure 6.13 montre qu’une dégradation supplémentaire maximale sur le signal C de => = 5,2  est introduite. Pour les mêmes erreurs d’estimation disjointes, les dégradations 
supplémentaires maximales sont de => = 0,6 , => = 0,22  et => = 2,8 . 
Enfin, d’une manière similaire au paragraphe 6.3, nous allons procéder à deux tirages de SNR 
suivant la loi gaussienne telle que définie précédemment. De plus, nous considérons des 
erreurs d’estimation, suivant la loi gaussienne, de moyennes nulles et de variances données 
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par les MCRB de l’équation (6.15). Nous ne retenons que les démodulations ne présentant 
aucune erreur. Contrairement à la génération actuelle du système Argos où on perd les 
données de la balise secondaire, le détecteur SIC permet, en présence des erreurs 
d’estimation, de démoduler sans erreurs jusqu’à plus de 80% (à titre indicatif) des balises 
reçues. Ceci montre l’intérêt du détecteur SIC à deux étages dans le cadre des évolutions du 
système Argos.  
6.5 Conclusion 
Dans ce chapitre, nous avons étudié les impacts d’une estimation imparfaite sur les 
performances du détecteur SIC du système Argos. Nous avons étudié les conditions dans 
lesquelles il est possible de démoduler un ou plusieurs balises en fonction des différents 
paramètres, avec un certain niveau de performances en termes de TEB. Des schémas de 
performances ont été tracés dans ce but là. Ces schémas sont tracés dans le cas d’une 
estimation parfaite et puis une estimation imparfaite est considérée. Une estimation imparfaite 
de l’amplitude, de la phase, ainsi du retard ont été considérées. Par contre, nous avons 
considéré une estimation parfaite de la fréquence porteuse. Nous avons montré que le 
détecteur SIC est robuste vis-à-vis des erreurs d’amplitude et de phase et beaucoup plus 
sensible à une erreur de retard. Enfin, nous avons formulé les performances analytiques, en 
termes de TEB,  du détecteur SIC.  
Contrairement à la génération actuelle du système Argos où nous ne récupérons pas plus que  50% des balises reçues, le détecteur SIC permet, en absence des erreurs d’estimation, de 
récupérer jusqu’à plus de 98%  des balises reçues. Par contre, en présence des erreurs 
d’estimation, le pourcentage de balises parfaitement démodulées est supérieur à  80%. Ceci 
montre l’avantage du détecteur SIC dans les futures générations du système Argos. 
La dernière étape de notre travail consiste à implanter les différents estimateurs à bord des 
satellites dans le système Argos. Ces estimateurs permettent d’extraire les différents 
paramètres des signaux nécessaires au détecteur SIC. Ceci fait l’objet du dernier chapitre. 
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Chapitre 7  
Estimateurs Numériques dans le Système Argos 
 
7.1 Introduction 
La dernière partie de notre travail consiste à extraire du signal reçu les paramètres nécessaires 
au détecteur SIC. Cette étape est essentielle dans le système Argos puisque le signal reçu est 
constitué de signaux de différentes balises émises, chacune d’entre elles étant caractérisée par 
des paramètres propres. L’estimation de ces différents paramètres peut être menée de façon 
théorique par une approche optimale fondée sur le critère du maximum de vraisemblance 
[H.Kobayashi, 1971]. Ceci consiste à estimer conjointement les symboles reçus, les retards, 
les fréquences, les phases à l’origine ainsi que les amplitudes des différents signaux. Bien que 
des performances optimales en termes de TEB soient obtenues à l’aide de ce critère, il est plus 
simple en pratique de séparer ces différents problèmes. 
L’estimation de ces paramètres est d’une grande importance dans le domaine de 
synchronisation pour le récepteur numérique du système Argos. Cette étape est réalisée avant 
l’implantation du détecteur SIC. La précision des estimations conditionne le bon 
fonctionnement du détecteur SIC. 
Les estimateurs classiques des différents paramètres sont fondés généralement sur des 
systèmes bouclés permettant l’extraction d’une information d’erreur, utilisée comme signal de 
rétroaction [F.Gardner, 1976], [D'Andrea, et al., 1983], [J.P.Costas, 1956]. Ces estimateurs 
fonctionnent parfaitement et sont bien adaptés aux transmissions en mode continu pour 
lesquelles le temps d’acquisition de la synchronisation n’est pas critique. Cependant, pour des 
transmissions en mode paquet comme dans le système Argos, l’acquisition de la 
synchronisation doit être réalisée à chaque nouveau paquet, même pour les paquets courts. 
Les systèmes bouclés ne disposant alors pas d’un temps suffisant pour converger, ne sont pas 
adaptés à notre système. Ainsi, des estimateurs non bouclés doivent être envisagés.  
Lorsque la transposition en bande de base ainsi que l’échantillonnage sont réalisés, des 
estimateurs non bouclés des phases à l’origine et d’amplitudes sont utilisés. Ces estimateurs 
non bouclés permettent la synchronisation à partir d’un petit nombre d’échantillons du signal 
reçu. Deux types d’estimateurs non bouclés existent : les estimateurs de type DD qui utilisent 
les décisions prises sur les symboles reçus et ceux de type NDA qui ne demandent aucune 
connaissance a priori des données transmises. 
Dans notre travail, nous envisageons seulement les estimateurs de type NDA. L’avantage de 
ces types d’estimateurs réside de ne pas avoir besoin à aucune connaissance a priori des 
symboles émis. Les performances des différents estimateurs proposés  sont évaluées en 
comparant leurs variances d’erreurs aux bornes de MCRB. Nous supposons dans ce chapitre 
que le signal ayant la puissance reçue 3B arrivant à (B = 0 est le signal le plus fort, tandis que 
le signal ayant la puissance reçue 3H arrivant à (H est celui le plus faible. 
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7.2 Principe du maximum de vraisemblance 
La première étape de la synchronisation consiste à récupérer la fréquence porteuse du signal à 
démoduler et à le transposer ensuite en bande de base. Cette étape de synchronisation génère 
un écart de fréquence résiduel noté  A avec  O ∈ [1,2] . Cet écart de fréquence résiduel 
représente l’erreur sur la fréquence porteuse reçue du signal  O . Dans le système actuel 
d’Argos, cette étape est effectuée à partir d’une analyse spectrale [M.Monnerat, et al., 1999]. 
Numériquement, d’après cette analyse spectrale, l’erreur sur la fréquence porteuse reçue du 
signal O est de  A  ≤ 2,5. 10H  (  A ≤ 10z). 
L’utilisation du critère de maximum de vraisemblance permet d’obtenir l’expression des 
différents estimateurs. Soit le signal q(&) à l’entrée des circuits de synchronisation donné par 
l’expression (5.1). Le signal q(&) en bande de base s’écrit sous la forme : 
 q(&) = JËeB, (B, `B¸,   ABÌ + (&) (7.1) 
 
avec : 
 
JËeB, (B, `B¸,   ABÌ = ªB Â|}J(a) + Á JKM(a) g eB(M)ℎ(& − M − (B).Bhi Ã {urÄ Á(2_  AB& + `B¸)Æ 
+ªH Â|}J(a) + Á JKM(a) g eH(M)ℎ(& − M − (H).Bhi Ã {urÄ Á(2_ (∆ +   AB) & + `H¸)Æ 
(7.2) 
 
Nous somme confrontés à un problème d’estimation d’un vecteur de paramètres : 
 ΦB = ÊeB, (B, `B¸,   ABÍ (7.3) 
 
Un critère optimal en termes de TEB est celui du maximum de vraisemblance. Ceci consiste à 
faire une recherche exhaustive sur toutes les séquences possibles Φè B du vecteur Φ1 de 
l’équation (7.3) afin de trouver celle qui est la plus probable, notée par Φ	B. L’estimée du 
vecteur de paramètres Φ1 est donnée par : 
 Φ	1 = NqLaNuΦè { 3[q(&)| Φè1] } (7.4)  
Dans le cas du canal gaussien, l’équation (7.4) revient à maximiser la probabilité suivante : 
 3Êq(&)|ΦèBÍ =  1¾2_-H {ur â v − 12-H ãq(&) − J(ΦèB)ãH&
 
y ä (7.5)  
où  représente l’intervalle de temps d’observation. En développant l’équation (7.5) et en 
négligeant les termes indépendants des paramètres du vecteur Φè B, Gardner a montré que la 
fonction à maximiser s’écrit sous la forme [F.M.Gardner, 1988] : 
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ΛËΦèBÌ = {ur ú g eàBÇ®8BÇiÇ () aÄ JÇ¸Ë (B, à`B¸,  BÌÆ JÇ¸Ë (B, à`B¸,   BÌ = ­B¸(, (B) {urÊ−Á Ä2_  ( B )  + à`B¸Æ Í 
(7.6) 
 
où Pr  représente le nombre des échantillons dans l’intervalle de temps    et ­1′ (, (1) 
représente la sortie du filtre adapté aux instants  + (B avec 0 ≤ (B <  . 
 Dans notre travail, nous allons nous limiter aux algorithmes de type NDA. Ces algorithmes 
n’utilisent pas les estimés des symboles. Ils sont obtenus en moyennant la fonction de 
vraisemblance ΛËΦè BÌ de l’équation (7.6) sur l’ensemble des symboles eèB().  
7.3 Expression NDA de la fonction de vraisemblance 
Afin de calculer l’expression de la fonction de vraisemblance pour les estimateurs NDA, 
notée  ΛËΦèBÌ , nous moyennons l’équation (7.6) sur l’ensemble des symboles  eèB() ∈ {−1, +1}. Ainsi, nous écrivons : 
 àGÄΛËΦèBÌÆ = 3Ä eàB() = +1Æ ΛËΦèB eàB() = +1nÌ + 3Ä eàB() = −1Æ ΛËΦèB eàB() = −1nÌ (7.7) 
 
Nous obtenons alors : 
 àGÄΛËΦèBÌÆ = 12 â{ur ú g aÄ JÇ¸Ë (B, à`B¸,   BÌÆ
Ç®8B
ÇiÇ  + {ur ú g −aÄ JÇ¸Ë (B, à`B¸,   BÌÆ
Ç®8B
ÇiÇ  ä (7.8)  
En écrivant l’équation (7.8) sous la forme d’un produit, nous aurons : 
 àGÄΛËΦèBÌÆ = 12  {ur §a  J′  (1, è`1′ ,   1 + {ur §−a  J′  (1, è`1′ ,   1 0+Pr−1=0  (7.9)  
Étant donné la fonction cosinus hyperbolique par la définition suivante : 
 |}Jℎ( u) = {urt + {urt2  (7.10)  
L’équation (7.9) s’écrit alors : 
 àGÄΛËΦèBÌÆ =  |}JℎÊaÄ JÇ¸Ë (B, à`B¸,   BÌÆÍÇ®8BÇiÇ  (7.11)  
Pour maximiser le terme de l’équation (7.11), il est possible de maximiser toute fonction 
monotone de la fonction comme la fonction logarithmique. Dans ce cas, cette équation se 
transforme en une somme plus simple. Nous obtenons alors : 
  ΛËΦèBÌ = O}LÊàGÄΛËΦèBÌÆÍ = g O}LË|}JℎÊaÄ JÇ¸Ë (B, à`B¸,   BÌÆÍ Ì
Ç®8B
ÇiÇ  
(7.12) 
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Pour développer la fonction  ΛËΦè BÌ, nous allons nous fonder sur le développement limité 
suivant : 
 O}L[|}Jℎ (u)] = uH2! − u4! + ⋯ + ³(uH*) (7.13)  
En particulier, pour l’estimation du retard et d’après l’équation (7.6), la fonction de 
vraisemblance correspondante Λ((B) à maximiser s’écrit sous la forme : 
  Λ((B) ≈ g  JÇ¸ nË (B, à`B¸,   BÌ nHÇ®8BÇiÇ ≈ g |­B¸ n(, (B)|nH
Ç®8B
ÇiÇ  
(7.14) 
 
L’équation ci-dessus ne dépend que de  (B et donc l’algorithme de récupération du retard est 
indépendant de la récupération de la phase de la porteuse. Ceci justifie l’utilisation des 
algorithmes NDA. Ainsi, dans un récepteur numérique, le circuit de récupération du retard est 
souvent implanté avant les circuits de correction de la porteuse. 
7.4 Estimation du retard : algorithme de recherche 
Afin d’estimer le retard du signal 1, il suffit d’appliquer l’algorithme de recherche sur la 
fonction de vraisemblance de l’équation (7.14) pour différentes valeurs de (B et de choisir la 
valeur qui maximise la fonction de vraisemblance Λ((B). Nous obtenons alors le retard 
estimé (ëB de la façon suivante : 
 (ëB = NqLaNu @G [ Λ((B)] (7.15)  
Ci-dessous, nous illustrons le schéma de récupération du retard du signal 1 le plus fort. 
 
      Figure 7.1 : Circuit de récupération du retard par l’algorithme de recherche suivant le 
critère de maximum de vraisemblance. 
Pour l’estimation du retard (ëH du faible signal, le même algorithme de recherche est appliqué 
au deuxième étage du détecteur SIC et ainsi les échantillons ­H¸(, (ëH) sont obtenus. 
Le principe de l’algorithme de recherche de la Figure 7.1 est le suivant : 
• nous interpolons la sortie du filtre adapté pour obtenir le nombre d’échantillons nécessaire 
à la précision souhaitée. Pour cela, le signal en sortie du filtre de réception ℎ∗(−&) est 
 ℎ∗(−&)   q(&) 
 + (B 
­B¸(, (B) (ëB = NqLaNu @G [ Λ((B)] 
Algorithme de  recherche : ­B¸(, (ëB)    C 
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échantillonné à C fois le débit binaire  avec C ∈ ℕ. Dans ce cas, les valeurs possibles de (B à tester sont (B = Ï= yÈ> , = = 0, 1, . . , C − 1 Ð. 
• nous calculons la fonction de vraisemblance de l’équation (7.21) pour les C valeurs 
possibles de (B. 
• nous choisissons la valeur de (B qui maximise la fonction de vraisemblance. Cette valeur 
représente le retard estimé (ëB.  
La valeur de C choisie donne une précision sur le retard de l’ordre de 1 2C . Ainsi, pour C = 40  échantillons par symbole, la précision sur le retard est de l’ordre de  1,25% . 
Inversement, pour une précision sur le retard de l’ordre de 2,5% , une valeur minimale de C = 20 est nécessaire. Etant donné la complexité croissante de cet algorithme qui croît avec le 
nombre d’échantillons C  par symbole, nous considérons, dans notre travail, une valeur de C = 20. Cette valeur représente un bon compromis entre une faible complexité d’une part et 
des bonnes performances d’autre part (cf. Figure 6.10).  
De plus, en cas de glissement lent du retard (B dû à des fréquences d’horloge d’émission et de 
réception qui ne sont pas rigoureusement égales, il est nécessaire de rafraîchir périodiquement 
l’estimation du retard. L’écart de fréquence  AB résiduel revient à utiliser un filtre de réception 
dont la réponse en fréquence est décalée de celle du filtre d’émission de  AB z . Ceci crée des 
interférences inter symboles IIS (Inter Symbol Interference). Cependant, les résultats de la 
Figure 7.2 ont montré qu’un décalage fréquentiel  AB  ≤ 2,5. 10H  ne modifie que très peu 
les performances de l’estimateur et ainsi l’estimation du retard n’est pas sensible vis à vis 
d’un écart de fréquence résiduel dans cette gamme de fréquences (  A  ≤ 2,5. 10H ). 
 
 
 
 
 
 
 
Figure 7.2 : Effet d’un écart de fréquence   AB   sur la variance de l’estimateur du retard 
pour  C = 20.  
L’estimateur de retard proposé représente un estimateur à valeurs discrètes. En d’autres 
termes, l’estimateur choisit la valeur de (ëB parmi les C valeurs possibles de (Bqui maximise la 
fonction de vraisemblance. L’erreur sur le retard générée par cet estimateur est donnée par : 
  6@G = (ëB − (B  (7.16)  
0 0,05 0,10 1,5 2 2,5 3 3,5
2
10
    AB   
-EFG H  
x10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G 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 = 0,25 
3
 
7
 
6
 5
 
x10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L’erreur 6@G représente une variable continue aléatoire uniformément répartie 
sur [−1 2C , −1 2C ]. 
 
Figure 7.3 : Densité de probabilité de l’erreur de retard. 
D’après les propriétés d’une variable aléatoire uniforme, nous déduisons que l’erreur sur le 
retard suit une loi uniformément répartie de moyenne nulle et de variance -/.H  égale à : 
 -/.H = 112CH (7.17)  
Pour vérifier la loi de distribution de l’erreur 6@G  sur le retard, nous allons tracer la variance -EFG H de l’estimateur du retard en fonction du rapport signal à bruit du signal fort. Nous allons 
comparer le résultat obtenu à la variance définie dans l’équation (7.21). Nous obtenons les 
résultats suivants : 
 
 
 
 
 
 
 
 
Figure 7.4 : Comparaison de la variance -EFG H  à la variance d’une loi uniforme continue. 
D’après la Figure 7.4, nous remarquons que la variance de l’estimateur de retard est une 
fonction en escalier. Ceci est dû au caractère discret de l’estimateur illustré dans la Figure 7.1. 
À titre d’exemple, pour un rapport signal à bruit G   entre 3  et 4 , la valeur estimée (ëB d’une valeur (B ∈ [ (= − 1) yÈ> , = yÈ> ] avec = ∈ { 1, . . , C − 1} est toujours constante. D’où la 
présence des paliers constants illustrés sur la figure. En outre, nous remarquons que pour un 
rapport  G  ≥ 7 dB  , la variance de l’estimateur tend vers l’équation (7.21). D’ou la 
distribution uniforme de l’erreur du retard. 
  −1 2C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7.5 Estimation de l’écart fréquentiel  
Une autre étape de la synchronisation du récepteur Argos est la récupération de la porteuse. 
Lorsque la transposition en bande de base est réalisée et après récupération du retard, la 
récupération de la porteuse consiste à acquérir l’information de phase des échantillons 
restitués. Etant donné l’effet Doppler et l’incertitude des oscillateurs utilisés à l’émission et à 
la réception, les échantillons sont affectés d’un faible écart fréquentiel normalisé, 
noté  A  . L’acquisition de l’information de phase est réalisée en deux étapes d’estimation : 
• une première estimation grossière  I   de l’écart fréquentiel  A  . Cette estimation 
nécessite un échantillon par symbole à son entrée. 
• une estimation des phases `´¸  après compensation de la phase des échantillons par le 
résultat de la première estimation de fréquence. 
Ainsi, la précision de l’estimation de  I   conditionne le fonctionnement de l’estimateur de 
phase. Le choix de l’estimateur de fréquence est alors important. Un estimateur de fréquence 
[F.Classen, 1993] est choisi parmi divers estimateurs [Mengali, et al., 1997], [(A.Tretter, 
1985], [S.Bellini, et al., 1990], [S.Bellini, 1993], [S.Bellini, 1994], [M.Luise, et al., 1992], 
[M.P.Fitz, 1994]. Cet estimateur choisi est dérivé du critère de maximum de vraisemblance. Il 
est a été étudié dans le cadre d’une transmission mono utilisateur et nous allons l’adapter dans 
le cas de détection multi utilisateurs. Cet estimateur est implanté après avoir reçu les 
échantillons ­B¸(, (ëB) de la Figure 7.1. Comme nous l’avons vu dans le paragraphe précédent, 
nous abordons cette étape avec une connaissance de la fréquence reçue porteuse à 10 z près.  
En supposant obtenir de très bonnes performances en termes de variance pour l’estimateur du 
retard, les échantillons ­B¸(, (ëB)  à la sortie de cet estimateur sont élevés au carré. Cette 
opération permet d’enlever l’effet de la modulation sur ces échantillons. Nous obtenons alors : 
 zB(, (ëB) = [­B¸(, (ëB)]H (7.18) 
 
L’estimateur de fréquence proposé dans [F.Classen, 1993] est basé sur le calcul des 
différences de phases entre deux échantillons consécutifs. L’estimateur proposé est basé sur 
l’algorithme NDA et il est donné par : 
 
2_  IB = 12 g NqL[zB(, (ëB). zB∗( − 1, (ëB)]
Ç®8B
ÇiÇ®B  −_ ≤ NqL(u + Á­) ≤ _ 
(7.19) 
 
Pour l’estimation de l’écart  IH du faible signal, le même estimateur est appliqué au deuxième 
étage du détecteur SIC sur les échantillons ­H¸(, (ëH). 
Classen a montré que l’estimateur ci-dessus est non biaisé. Ainsi, pour analyser ses propriétés, 
nous allons comparer sa variance d’erreur à la borne MCRB. La borne MCRB d’un estimateur 
de fréquence non biaisé est donnée par [Delmas, 2008] :   
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 ¬Ë A9Ì = 3 H2_HP9# (8 ) JKMH(a)  (7.20)  
Enfin, nous définissons l’erreur de fréquence sous la forme suivante : 
 6A8 =  I9 −   A9 =  9  (7.21)  
L’estimateur de fréquence défini ci-dessus est illustré sur la Figure 7.5.  
 
 
Figure 7.5 : Estimation de l’écart fréquentiel  I  du signal  O.  
Nous allons tracer maintenant la variance de l’estimateur de fréquence en fonction de la 
longueur  P9 de la fenêtre. Nous obtenons les résultats suivants : 
 
 
 
 
 
 
 
 
 
Figure 7.6 : Tracés de la variance de l’estimateur de fréquence en fonction de  P9.  
D’après la Figure ci-dessus, nous remarquons que la variance de l’estimateur de fréquence 
proposé est décroissante avec la longueur  P9 de la fenêtre. Ceci est dû à la réduction de 
l’influence du bruit gaussien en moyennant sur un nombre d’échantillons plus grand. Ceci 
suppose en outre que l’écart fréquentiel   AB à estimer demeure constant tout le long de la 
fenêtre d’estimation. 
­¸ (, (ëB) ( )H 
 {ur æ−Á2_  I Oe ç 
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D’autre part, nous traçons la variance de l’estimateur en fonction du rapport SNR et nous 
comparons les résultats obtenus à la borne MCRB. Ceci nous permet de déduire sur 
l’efficacité de cet estimateur dans le système Argos. Nous obtenons les résultats suivants : 
 
 
 
 
 
 
 
 
Figure 7.7 : Comparaison de la variance de l’estimateur de fréquence à la borne de Cramer Rao 
modifiée.  
Malgré les performances obtenues en termes de variances, nous remarquons d’après la Figure 
7.7 que l’estimateur de fréquence proposé atteint difficilement la borne de Cramer Rao 
modifiée. Ceci est le cas  même pour des grandes valeurs de 3. Ainsi, d’autres estimateurs 
de fréquence pourront être proposés pour le système Argos. Ceci fait l’objet des prochains 
travaux.  
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7.6 Estimation de phase et d’amplitude : Algorithme de Viterbi-
Viterbi 
Parmi les estimateurs de phases rencontrés dans la littérature [Kaleh, 1993], [F.Daffara, et al., 
1994], l’estimateur de Viterbi-Viterbi [Viterbi, et al., 1983] est celui qui présente le meilleur 
compromis entre la complexité et les performances pour un fonctionnement  dans une liaison 
satellite en mode paquet. Cet estimateur est dérivé du critère de maximum de vraisemblance 
et il a été étudié dans le cadre d’une transmission mono utilisateur. Dans notre travail, nous 
allons adapter cet estimateur pour une transmission MUD dans le système Argos. A chaque 
étage du détecteur SIC, l’estimateur Viterbi-Viterbi permet d’estimer la phase à l’origine du 
signal en cours de démodulation ainsi que son amplitude. L’estimation de la phase et de 
l’amplitude est effectuée après avoir estimé le retard et la fréquence. Cet estimateur nécessite 
un échantillon par symbole à son entrée. 
Nous considérons les échantillons  ­B¸ () avec  ∈ [0, ¬ − 1] à la sortie de l’estimateur de 
fréquence du paragraphe 7.5. D’après l’équation (5.51), ces échantillons s’écrivent sous la 
forme : 
 
­B¸ () = |}J(a) [ªB °B,B¸ () + ªH °B,H¸ ()] + ÁJKM(a) ÊªBeB()°B,B(, ) + ªHeH() °B,H(, )+ ªHeH( − 1) °B,H(,  − 1)}+ MB()  (7.22)  
où les coefficients °1, ′ () et °B,*(, M)  avec   ∈ [1,2] tiennent compte des erreurs 
d’estimations de retard et de fréquence. Pour éliminer l’effet de la modulation, nous élevons 
au carré les échantillons de l’équation (7.22). Ensuite, nous faisons la moyenne des 
échantillons sur une fenêtre de longueur P9 ≤ ¬. Cette moyenne est faite sur la partie réelle et 
la partie imaginaire séparément. Ceci revient à filtrer les échantillons par un moyennage du 
bruit. Nous obtenons alors : 
 ÇÄ­B¸  ()ÆH ≈ |}JH(a)ÊªBH ÇÄ°B,B¸H ()Æ + ªHH ÇÄ°B,H¸H ()ÆÍ − JKMH(a)ÊªBH ÇÄ°B,BH (, )Æ+ ªHH ÇÄ°B,HH (, )Æ + ªHH ÇÄ°B,HH (,  − 1)ÆÍ + Ç[MBH()] (7.23)  
où la moyenne temporelle d’un nombre complexe z() est définie par : 
 Ç[z()] = Ç{{[z()]} + Á Ç{a[z()]} (7.24) 
 
En négligeant les coefficients °,*¸ () de l’équation (5.10) devant les coefficients °,*(, M), 
l’équation (7.23) s’écrit : 
 − ÇÄ­B¸  ()ÆHJKMH(a) ≈ ªBH ÇÄ°B,BH (, )Æ + ªHH ÇÄ°B,HH (, )Æ + ªHH ÇÄ°B,HH (,  − 1)Æ + Ç[MBH()] (7.25)  
D’après le calcul analytique des coefficients °B,H(, M) du paragraphe 5.2.2 où M ∈ {,  − 1}, 
ces coefficients dépendent du terme B,H(N, e, ) avec : 
 1,2(N, e, ) = {urÊÁ Ä_ ËΔ +  1Ì(N + e + 2  e) + `2′ ÆÍ (7.26) 
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où B,H(N, e, ) est définie dans l’équation (4.12) et  1  étant l’écart de fréquence résiduel 
après correction de  AB par sa valeur estimée  IB à l’aide de l’estimateur de fréquence placé 
en amont de l’estimateur de phase. Pour des écarts fréquentiels  Δ > Δ,  les 
moyennes  ÇÄ°B,HH (, )Æ et ÇÄ°B,HH (,  − 1)Æ  de l’équation (7.25) deviennent presque 
négligeables. Ceci est dû à la moyenne des fonctions sinus et cosinus qui est nulle. L’équation 
(7.25) s’écrit alors : 
 − ÇÄ­B¸ ()ÆHJKMH(a) ≈ ªBH ÇÄ°B,BH (, )Æ + Ç[MBH()] (7.27)  
En outre, nous supposons que les estimateurs de retard et de fréquence présentent de très 
bonnes performances en termes de variances. Le coefficient °B,B(, ) s’exprime alors par : 
 °B,B(, ) ≈  {ur Á_  B   (1 + 2 ) {ur[Á`B¸] (7.28)  
D’après l’équation (7.27), nous remarquons la similitude entre l’estimateur Viterbi-Viterbi 
dans le cas MUD du système Argos et celui appliqué en transmission mono utilisateur 
[Viterbi, et al., 1983]. La phase et l’amplitude du signal 1 sont alors estimées par : 
 
`´B¸ = 12 NqL { Ï−ÇÄ­B¸ ()ÆHÐ + Á a Ï−ÇÄ­B¸ ()ÆHÐ −_ ≤ NqL(u + Á­) ≤ _ 
ª·B = 1JKMH(a) {H ÏÇÄ­B¸ ()ÆHÐ + aH ÏÇÄ­B¸ ()ÆHÐ 
(7.29) 
 
Pour l’estimation `´H¸  du signal  2 , l’estimateur de Viterbi-Viterbi est appliqué aux 
échantillons ­H¸ () définis dans l’équation (5.51). Les phases `´B¸  et `´H¸  appartiennent à 
l’intervalle [− _ 2,  _ 2 ]. L’estimateur Viterbi-Viterbi est illustré sur la Figure 7.8. 
 
Figure 7.8 : Estimation de la phase et de l’amplitude du signal O à l’aide de l’algorithme 
Viterbi-Viterbi.   
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7.6.1 Statistiques de l’estimateur d’amplitude 
Nous allons tout d’abord tracer la variance de -EQR H de l’estimateur Viterbi-Viterbi en fonction 
de l’écart fréquentiel Δ   entre les deux signaux. Ceci nous permet de fixer une valeur de Δ pour laquelle l’équation (7.27) est vérifiée. Voici quelques résultats : 
 
 Figure 7.9 : Tracés de la variance -EQR H  de l’estimateur Viterbi-Viterbi en fonction de  Δ  .  
D’après la Figure 7.9, nous remarquons que l’estimateur de Viterbi-Viterbi donne de bons 
résultats pour l’estimation de l’amplitude à partir des écarts fréquentiels Δ  ≥ 0,025.  
Pour des écarts fréquentiels inférieurs à cette valeur, les moyennes  ÇÄ°B,HH (, )Æ et ÇÄ°B,HH (,  − 1)Æ de l’équation (7.25) ne sont plus négligeables et donc l’équation (7.27) 
n’est plus vérifiée. Par la suite, nous travaillons dans cette gamme des écarts fréquentiels. 
D’après l’équation (7.28), nous remarquons que la longueur optimale de la fenêtre 
d’estimation pour un écart de fréquence résiduel  B  ne peut pas être choisie 
arbitrairement grande. En effet, pour de faibles écarts résiduels  B  , l’augmentation du 
nombre d’échantillons  dans la fenêtre de filtrage améliore la variance de l’estimateur. Ceci 
est dû à la réduction de l’influence du bruit gaussien en moyennant sur un nombre 
d’échantillons plus grand. Par contre, pour de forts écarts résiduels  B  , la variance de 
l’estimateur décroît avec la longueur de la fenêtre. Ceci est dû à la réduction de la composante 
utile à la sortie du filtre moyenneur. Par conséquent, pour chaque écart de fréquence résiduel, 
il existe une longueur de fenêtre optimale qui minimise la variance de l’estimateur.  
Nous allons tracer maintenant la variance -EQR H de l’estimateur Viterbi-Viterbi en fonction de la 
longueur  P9 de la fenêtre, pour différentes valeurs des écarts de fréquences résiduels  B  . 
Pour chacun de ces écarts résiduels   B  , nous observons la longueur de la fenêtre 
optimale. Nous obtenons les résultats suivants : 
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 Figure 7.10 : Tracés de la variance -EQR H en fonction de  P9,  pour différentes valeurs des écarts de 
fréquences résiduels   B  .  
D’après les schémas de la  Figure 7.10, nous remarquons l’existence d’une longueur optimale P9 8ý de la fenêtre pour chaque écart de fréquence résiduel  B  . Cette longueur optimale 
correspond à la longueur de la fenêtre qui minimise la variance de l’estimateur. D’après ces 
mêmes schémas, cette longueur P9 8ý vaut approximativement 25 pour  B  = 4. 10#, 33 
pour  B  = 3. 10#, 50 pour  B  = 2. 10# et 85 pour  B  = 1. 10#. En absence 
d’un écart résiduel, la variance de l’amplitude décroît toujours avec la longueur de la fenêtre. 
A l’aide des plusieurs résultats de simulation, nous avons remarqué la relation qui relie la 
longueur optimale P9 8ý à celle de l’écart de fréquence résiduel  B  . Celle-ci s’écrit sous 
la forme : 
 0,08 ≤ P9 8ý .  ( B ) ≤ 0,12 (7.30) 
 
L’équation (7.30) montre que la longueur optimale P9 8ý est inversement proportionnelle à 
l’écart de fréquence résiduel  B  . 
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 Pour finir l’étude de l’estimateur d’amplitude, nous allons tracer la variance -EQR H en fonction 
des différents paramètres. Nous allons comparer les résultats obtenus à la borne MCRB 
définie dans le paragraphe 6.4.1. Les résultats sont tracés pour une longueur de fenêtre de  P9 = 50. Nous obtenons les résultats suivants :  
 
 
 
 
 
 
 
 
 
 Figure 7.11 : Comparaison de la variance -EQR H  à la borne de Cramer Rao modifiée.  
D’après les schémas (e)  et ()  de la Figure 7.11, nous remarquons que l’estimateur 
d’amplitude donne de bonnes performances proches de la borne MCRB pour des valeurs de G   supérieures à  8  . Ceci est vrai pour les valeurs de Δ   données dans ces 
schémas.  Pour l’influence de ces écarts fréquentiels Δ  , ceci est illustrée sur le schéma (|).  Quand l’écart fréquentiel croît, les moyennes  ÇÄ°B,HH (, )Æ et ÇÄ°B,HH (,  − 1)Æ  de 
l’équation (7.25) diminuent. Les performances de l’estimateur Viterbi-Viterbi tendent alors 
vers les performances obtenues dans le cas d’une transmission mono utilisateur.   
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7.6.2 Statistiques de l’estimateur de phase 
Dans le cas de l’estimation de la phase, deux types de fenêtres peuvent être envisagées : 
• une estimation par fenêtre glissante (notée GWA pour Gidding Window Accumulator) qui 
fournit une phase estimée au rythme binaire  . Dans ce cas, la phase estimée représente 
l’estimation de la phase située au milieu de la fenêtre de longueur P9.  
• une estimation par fenêtres disjointes (notée BWA pour Block Window Accumulator) qui 
fournit une phase estimée tous les P9  symboles et oblige à considérer le résultat de 
l’estimation pour l’ensemble des P9  échantillons de la fenêtre. En présence d’un écart 
résiduel de fréquence non nul, un biais est alors introduit.  
En absence d’un écart résiduel de fréquence  B  , les deux types de fenêtres fournissent les 
mêmes résultats de variance. En revanche, lorsque les échantillons reçus sont affectés d’un 
écart résiduel de fréquence non nul, la présence de biais dégrade les performances de 
l’estimateur avec la fenêtre BWA par rapport à celles de l’estimateur avec une fenêtre GWA. 
En conséquence, nous nous limiterons dans la suite du travail à l’étude de l’estimation par 
fenêtre GWA. 
Viterbi [Viterbi, et al., 1983] a montré que l’expression (7.29) est celle d’un estimateur non 
biaisé de la phase de l’échantillon du centre de la fenêtre GWA, même en présence d’un écart 
résiduel de fréquence.  
Un autre point important dans l’estimateur de phase réside dans l’estimation fournie `´¸  qui 
appartient à l’intervalle [− _ 2,  _ 2 ]. Cependant, la valeur `¸  à l’entrée de l’estimateur de 
Viterbi-Viterbi appartient à l’intervalle Ä–_, _Æ. Ainsi, la phase estimée est affectée d’une 
ambiguïté de phase de ±_.  
Afin de comparer les phases `¸  à l’entrée de l’estimateur aux phases estimées  `´¸ , ces 
dernières doivent être restituées entre –_ et +_. Ainsi, un post traitement de la phase estimée 
est nécessaire. Pour cela, nous avons recours au déroulement de la phase  `´¸ . La phase 
déroulée de `´¸  est notée par "`¸ . Le déroulement de la phase est présenté sous la forme 
suivante [Bergogne, 1996] : 
Soit `´¸ () la phase estimée du signal O à l’instant  avec O ∈ [1,2] ,  ∈ [0, ¬ − 1] et "`¸ () 
la phase déroulée correspondante. Nous notons par ∆`´¸ () le terme suivant : 
 ∆`´¸ () = `´¸ () − "`¸ ( − 1) (7.31) 
 
La phase déroulée s’obtient alors sous la forme suivante : 
 ú JK ∆`´¸ () > _ 2 ∶   "`¸ () = "`¸ ( − 1) + ∆`´¸ () − _ JK ∆`´¸ () < −_ 2 ∶  "`¸ () = "`¸ ( − 1) + ∆`´¸ () + _  "`¸ (0) = `´¸ (0) n (7.32)  
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Ce type de déroulement fournit une phase estimée "`¸ ∈ Ä–_, _Æ  qui est comparée à  `¸ ∈ Ä–_, _Æ afin de calculer la variance de l’estimateur. Nous illustrons ci-dessous la phase 
estimée ainsi que son déroulement : 
 
Figure 7.12 : Illustration de la phase initiale et de la phase estimée ainsi que de son 
déroulement pour   B  = 3. 10# .  
D’après la Figure 7.12, nous illustrons l’effet de déroulement de la phase `´B¸. Le déroulement 
permet le passage à l’intervalle Ä–_, _Æ comme cela est montré au schéma (|). En comparant 
la phase initiale B¸` du signal 1 à la phase déroulée "`B¸, le schéma () montre une ambigüité de 
phase de ±2_. Cette ambigüité n’est pas gênante puisque la correction par la phase déroulée 
affectée de cette ambigüité n’influe pas sur la décision des symboles. Mathématiquement et 
en absence de bruit, nous obtenons : 
 {urÄ Á "`¸ ()Æ = {ur[ Á`¸ ()] {ur [ ±Á2_]$%%%&%%%'®B  (7.33)  
Toutefois, cette technique de post traitement pour la suppression des sauts de l’estimation 
peut engendrer le phénomène des sauts de cycle. En effet, le post traitement a pour but de 
supprimer les fluctuations intempestives de l’estimation de la phase par comparaison des 
estimations successives. Il arrive que ce déroulement soit réalisé à tort en détectant un saut 
d’estimation qui n’existe pas en réalité, ou bien en omettant d’en détecter un. Nous 
supposerons, dans notre travail, la robustesse de l’estimateur vis-à-vis des sauts de cycle. En 
pratique, ces sauts de cycle n’apparaissent qu’à très faible rapport signal à bruit (  < 2 )  [Bergogne, 1996]. 
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Conformément à la Figure 7.9, nous allons considérer des écarts fréquentiels Δ  ≥ 0,025.  
Pour des écarts fréquentiels inférieurs à cette valeur, l’équation (7.27) n’est plus vérifiée. 
Nous allons tracer la variance -EUGV H de l’estimateur Viterbi-Viterbi en fonction des différents 
paramètres. Nous allons comparer les résultats obtenus à la borne MCRB définie dans le 
paragraphe 6.4.1. Les résultats sont tracés pour une longueur de fenêtre de  P9 = 51. Nous obtenons les résultats suivants : 
 
Figure 7.13 : Comparaison de la variance -EUGV H  à la borne de Cramer Rao modifiée.  
D’après les résultats obtenus, nous remarquons que l’estimateur de phase proposé donne de 
bonnes performances proches de la borne MCRB. Ceci nous montre l’efficacité de cet 
estimateur de phase dans le cas du système Argos.  
Nous allons maintenant tracer la variance -EUGV H  de l’estimateur Viterbi-Viterbi en fonction de 
la longueur P9  de la fenêtre glissante et pour différentes valeurs des écarts de fréquences 
résiduels  B  . Dans la suite du travail, nous nous limitons au cas des écarts de fréquences 
résiduels  B  ≤ 3. 10#. L’estimateur de fréquence en amont de l’estimateur de Viterbi-
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Viterbi permet de ramener l’écart de fréquence   AB   à un écart  B   de cet ordre de 
grandeur. Nous obtenons ainsi les résultats suivants : 
 
 
 
 
 
 
 
 
Figure 7.14 : Tracés de la variance -EUGV H en fonction de  P9,  pour différentes valeurs des écarts de 
fréquences résiduels   B  .  
D’une façon similaire à la Figure 7.10, la Figure 7.14 montre l’existence d’une longueur 
optimale P9 8ý de la fenêtre pour chaque écart de fréquence résiduel  B  . Cette longueur P9 8ý vaut approximativement 61 pour  B  = 3. 10# et 101 pour  B  = 2. 10#. Ces 
valeurs de la longueur optimale permettent de minimiser la variance de la phase -EUGV H .  
Nous remarquons, d’après les  Figure 7.10 et Figure 7.14, que la longueur optimale pour 
minimiser la variance de la phase est approximativement deux fois celle pour minimiser la 
variance d’amplitude. À titre d’exemple, pour un écart fréquentiel résiduel de   B  = 2. 10#, la longueur optimale pour minimiser la variance de l’amplitude est de 50 
tandis qu’elle est de 101 pour minimiser la variance de la phase.  
L’interprétation de ce résultat s’explique par le fait que l’amplitude, supposée constante sur la 
durée du message, est estimée pour toute la fenêtre de longueur P9 . La présence d’un écart de 
fréquence résiduel affecte chaque échantillon   de la fenêtre où  ≤ P9 d’une 
valeur ( B. )  . Ainsi, les échantillons aux extrémités de la fenêtre sont affectés d’une 
valeur maximale de ( B. P9)  .  
Par contre, pour l’estimation de la phase sur la fenêtre de longueur P9 , la phase estimée 
représente l’estimation de l’échantillon situé au centre de la fenêtre (GWA). Cet échantillon 
central est affecté d’une valeur maximale de ( B. P9) (2. ) . Ceci permet d’expliquer les 
résultats obtenus dans les simulations. 
Pour finir avec l’estimateur de phase, nous allons tracer la variance -EUWV H  en fonction des 
différents paramètres. La phase estimée `´H¸ est obtenue après avoir soustraite l’interférence 
provenant du signal le plus fort. Nous allons comparer ainsi les résultats obtenus à la valeur de 
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MCRB. Les résultats sont tracés pour une longueur de fenêtre de  P9 = 51. Nous obtenons les 
résultats suivants : 
 
 
 
 
 
 
 
 
Figure 7.15 : Comparaison de la variance -EUWV H  à la borne de Cramer Rao modifiée.  
Dans la Figure 7.15, nous montrons la variance du faible signal 2 après la démodulation du 
signal le plus fort et puis son annulation. Nous remarquons que l’estimateur de Viterbi-Viterbi 
fournit des bonnes performances dans le cas MUD du système Argos. Ceci est dû toujours 
aux moyennes ÇÄ°B,HH (, )Æ et ÇÄ°B,HH (,  − 1)Æ de l’équation (7.25) qui diminuent quand 
l’écart fréquentiel  ∆   entre les deux utilisateurs augmente. Dans ce cas, l’estimateur de 
Viterbi-Viterbi est bien performant dans une transmission mono utilisateur que dans une 
transmission multi utilisateurs.  
7.7 Conclusion 
Nous avons proposé, dans ce chapitre, différents estimateurs numériques pour le système 
Argos. Les estimateurs choisis sont de type NDA car ces derniers présentent l’avantage de ne 
pas besoin à aucune connaissance a priori des données transmises. Les estimateurs proposés 
sont dérivés du critère du maximum de vraisemblance et sont conçus à la base pour une 
transmission mono utilisateur. Nous les avons adaptés avec succès dans le cadre d’une 
transmission multi utilisateurs du système Argos.  
Contrairement au récepteur analogique, le circuit de récupération du retard vient en premier 
lieu dans un récepteur numérique. Ceci est dû à sa fonction de vraisemblance qui est 
indépendante des paramètres de la phase. L’estimation du retard est fondée sur un algorithme 
de recherche qui permet de trouver la valeur du retard qui maximise la fonction de 
vraisemblance. Les performances de cet estimateur dépendent du facteur de sur-
échantillonnage du signal en bande de base à son entrée. Le choix de ce facteur représente un 
compromis entre les bonnes performances d’une part et la complexité d’implantation d’autre 
part. Après avoir estimé le retard,  l’étape de récupération de la porteuse débute. Ceci consiste 
à acquérir l’information de phase des échantillons restitués à la sortie de l’estimateur du 
retard. L’acquisition de l’information de phase est réalisée en deux étapes d’estimation. Tout 
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d’abord, un estimateur de fréquence est implanté qui permet d’estimer l’écart de fréquence 
résiduel du signal transposé en bande de base. L’estimateur proposé est fondé sur un calcul de 
différence des phases entre deux échantillons consécutifs. Cet estimateur est adapté dans notre 
travail pour un détecteur SIC à deux étages. Les performances de cet estimateur sont 
présentées en comparant sa variance d’erreur à la valeur MCRB. Les résultats obtenus ont 
montré un fonctionnement modeste de cet estimateur dans le cas du système Argos. D’autres 
estimateurs pourront être proposés dans les prochains travaux. La deuxième étape de la 
récupération de la porteuse permet d’estimer les phases à l’origine après compensation de la 
phase des échantillons par le résultat de la première estimation de fréquence. L’estimateur 
proposé est l’estimateur Viterbi-Viterbi. Ce dernier présente un bon compromis entre les 
bonnes performances en termes de variances des erreurs d’une part et sa complexité 
d’implantation d’autre part. Cet estimateur utilise une fenêtre glissante qui permet de 
poursuivre la phase estimée. L’influence de la longueur de la fenêtre sur les performances de 
l’estimateur est aussi présentée. Nous avons montré la présence d’une longueur optimale pour 
chaque écart de fréquence résiduel. Cette longueur optimale permet de diminuer la variance 
de l’erreur de phase de cet estimateur. En outre, cet estimateur permet aussi d’estimer 
l’amplitude des différents signaux. Les performances de cet estimateur sont présentées en 
comparant les variances des erreurs d’amplitude et de phase aux bornes MCRB 
correspondantes. Les résultats obtenus ont monté que cet estimateur  donne des performances 
proches de la valeur MCRB. Ainsi, cet estimateur représente un bon choix pour l’estimation 
de l’amplitude et de la phase dans le système Argos. 
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Chapitre 8  
Conclusion Générale et Perspectives 
 
8.1 Conclusion générale 
Cette étude aborde les enjeux liés à la réception multi utilisateurs dans les générations 
actuelles du système Argos. En effet, le système Argos actuel permet de décoder un seul 
signal à un instant donné. Le pourcentage des balises traitées est faible par rapport au nombre 
de balises vues par le satellite. La solution proposée dans notre travail consiste à implanter des 
techniques MUD, au niveau du récepteur, capables de décoder simultanément tous les signaux 
reçus.  
Parmi les différentes techniques MUD présentées, les détecteurs fondés sur les annulations 
d’interférences (SIC, PIC, MMSE-PIC) présentent un bon compromis entre la complexité 
d’une part et les performances en termes de TEB d’autre part. Ces détecteurs  présentent 
l’avantage de démoduler, avec de bonnes performances en termes de TEB, des signaux à 
faibles puissances ainsi que des signaux à puissances fortes. Ces détecteurs ont été développés 
dans le cadre d’une transmission synchrone ainsi qu’une transmission asynchrone. En 
particulier, nous avons focalisé notre travail sur le détecteur SIC. Celui-ci présente une 
moindre complexité d’implantation par rapport au MMSE-PIC et une meilleure performance 
en termes de TEB par rapport au PIC pour décoder des signaux avec des fréquences porteuses 
reçues proches. Des schémas de performances et de dégradations sont présentés afin de 
valider l’efficacité du choix du détecteur SIC. 
Les performances du détecteur SIC sont étudiées dans le cas d’une estimation parfaite des 
paramètres au niveau du récepteur, ainsi dans le cas d’une estimation imparfaite des 
paramètres. Les résultats obtenus ont montré la robustesse du détecteur SIC vis-à-vis des 
erreurs d’amplitude et de phase, par contre une sensibilité plus grande vis-à-vis d’une erreur 
de retard. De plus, les résultats obtenus ont montré que le détecteur SIC pourra traiter 
maintenant plus que 80%  des cas possibles. Ceci tient compte des différentes erreurs 
d’estimation. Ainsi, le détecteur SIC a permis l’augmentation du taux de balises traités. 
La dernière étape de notre travail est consacrée à la synchronisation du récepteur numérique 
du système Argos. Différents estimateurs sont proposés dans ce chapitre. Les estimateurs 
envisagés sont des estimateurs non bouclés qui permettent la synchronisation à partir d’un 
petit nombre d’échantillons du signal reçu. Ces estimateurs non bouclés ne nécessitent aucun 
temps d’accrochage et donc ils sont adaptables pour les transmissions en mode paquet comme 
dans le système Argos.  
Pour l’estimateur de retard, nous avons proposé l’estimateur basé sur le critère de maximum 
de vraisemblance. Cet estimateur utilise un algorithme de recherche qui cherche à trouver la 
valeur estimée parmi plusieurs valeurs possibles en maximisant une fonction de 
vraisemblance. La raison de notre choix réside dans les bonnes performances obtenues par  
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cet estimateur d’une part et de la sensibilité du détecteur SIC vis-à-vis d’une erreur de retard 
d’autre part. Pour l’estimateur de l’écart fréquentiel résiduel, nous avons proposé l’estimateur 
fondé sur la différence des phases entre deux échantillons consécutifs. Malgré ses bonnes 
performances dans une transmission mono utilisateur, cet estimateur présente des 
performances modestes dans le cas de multi utilisateur du système Argos. Ces performances 
sont évaluées en leur comparant à la valeur de MCRB. Pour la phase et l’amplitude, nous 
avons proposé l’algorithme de Viterbi-Viterbi. Ce dernier représente un bon compromis entre 
la complexité d’une part et les performances obtenues d’autre part. Les résultats ont montré 
des performances proches de la valeur de MCRB. L’estimateur Viterbi-Viterbi utilise une 
fenêtre glissante capable de poursuivre la phase. 
8.2 Perspectives 
Dans le paragraphe ci-joint, nous envisageons les perspectives des prochains travaux : 
• dans notre travail, nous avons supposé a priori la réception de deux balises et nous avons 
évalué les performances du détecteur SIC dans ce cas d’étude. De prochains travaux 
doivent étendre cette étude pour détecter le nombre ¡ des balises reçues et puis évaluer les 
performances des estimateurs proposés et celles du détecteur SIC pour ce nombre ¡ de 
balises.  
• nous avons ignoré, dans notre travail, l’évolution de la fréquence Doppler (la dérive 
Doppler) ainsi que la présence de la porteuse pure existante au début du message réel. De 
prochains travaux doivent étudier l’influence de cette dérive sur les estimations des 
différents paramètres. De même, les prochains travaux doivent considérer la possibilité de 
la superposition de la fréquence porteuse pure d’une balise donnée avec les données 
d’autres balises. 
• les prochains travaux peuvent proposer d’autres estimateurs de fréquence. Ces nouveaux 
estimateurs doivent donner des performances en termes de variance proches de la valeur 
de MCRB. Ceci est important pour assurer le bon fonctionnement de l’estimateur de 
Viterbi-Viterbi. 
• l’étude faite dans notre travail peut être adaptée aux balises Nouvelles Générations (NG). 
Dans ce cas d’étude, les différents estimateurs proposés doivent subir des modifications 
pour les adapter à une modulation QPSK.  
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Annexe A  
Algorithme de Viterbi 
Nous présentons dans cette annexe la description du treillis, du découpage de la métrique ainsi 
que le développement de l’algorithme de Viterbi. 
1- Expression de la métrique de transition 
Nous allons nous intéresser, dans ce paragraphe, au paramètre Ω¸ËeàÌ de l’équation (5.47). 
Pour décomposer ce paramètre de manière exploitable dans la construction du treillis et des 
métriques de transition, nous allons tout d’abord changer la double somme ( (  .Bhi©*iB de 
l’équation (5.47) en une somme simple (  ©.>iB grâce au changement d’indice C = M¡ +   
avec C ∈ [1, ¡¬]. Ainsi, le premier terme du paramètre Ω¸ËeàÌ s’écrit : 
 
ΩB¸ËeàÌ = 2 a Â g g ª*  JKM(a)eà*(M)­*(M) .Bhi
©
*iB Ã 
ΩB¸ËeàÌ = 2 a âg ª> ~s © JKM(a) eè> ­>©.>iB ä 
(A.1) 
 
où les vecteurs e et ­ sont définis dans l’équation (5.33) et l’opérateur a} est défini par: 
 C a} ¡ =  §C a}O} ¡   JK (C a}O} ¡) ≠ 0      ¡               JK (C a}O} ¡) = 0 n (A.2)  
De même, nous considérons le deuxième terme du paramètre Ω¸ËeàÌ désigné par ΩH¸ËeàÌ et 
nous remplaçons la double somme ( (  .Bh¸i©iB par une somme simple  (  ©.>¸iB  grâce au 
changement d’indice C′ = M′¡ + O avec C′ ∈ [1, ¡¬]. Ainsi, nous écrivons : 
 
ΩH¸ËeàÌ = g g g g ª*ª  JKMH(a) eà*(M) eà(M′) °,*(M′, M).Bh¸i
.B
hi
©
iB
©
*iB= g g ª> ~s © ª>¸ ~s ©  JKM²(a) eà>©.>ViB
©.
>iB  eà>¸ °>V~s ©,> ~s ©(C¸ C}& ¡, C C}& ¡) 
(A.3) 
 
où u C}& ­ désigne le quotient entier de la division de u par ­. 
En développant l’équation (A.3) , le terme ΩH¸ËeàÌ s’écrit sous la forme suivante : 
 
g â(ª> ~s ©)H °*,*(M, M)JKM²(a)©.>iB
+ g ª> ~s © ª>¸ ~s ©  JKM²(a) eà> eà>¸ °>V~s ©,> ~s ©(C¸ C}& ¡, C C}& ¡)©.>ViB, >V±> ä 
(A.4) 
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où le coefficient °*,*(M, M) représente l’énergie du filtre de mise en forme ℎ(&). Sachant que 
les coefficients °,*(M′, M) sont nuls pour |M¸ − nM| > 1n (cf. Figure 5.1) et les °,*(M − 1, M),  °,*(M + 1, M)  sont nuls pour O >    et O <    respectivement et présentent des propriétés 
hermitiennes définies par l’équation (5.6),  le terme ΩH¸ËeàÌ de l’équation (A.4) s’écrit alors : 
 
g â(ª> ~s ©)H °*,*(M, M)JKM²(a)©.>iB
+ g ª> ~s © ª>¸ ~s ©  JKM²(a) eà> eà>¸ °>V~s ©,> ~s ©(C¸ C}& ¡, C C}& ¡)>B>Vi>(©B) ä 
(A.5) 
 
Enfin, nous considérons le troisième terme du paramètre Ω¸ËeàÌ de l’équation (5.47), désigné 
par Ω#¸ËeàÌ : 
 
 Ω#¸ËeàÌ = 2¬  a Âg g g g  ª*ª |}J(a) JKM(a) eà*(M)  °,*¸ (M)
.B
hVi
.B
hi  
©
iB
©
*iB Ã 
= 2¬  a âg g ª> ~s © ª>¸ ~s ©  |}J (a)JKM(a) eà>
©.
>ViB
©.
>iB °>V~s ©,> ~s ©¸  (C C}& ¡)ä 
(A.6) 
 
Ayant les trois termes du paramètre Ω¸ËeàÌ dans les équations (A.1), (A.5) et (A.6), le 
paramètre Ω¸ËeàÌ à maximiser se met sous la forme d’une somme de ¡¬  métriques de 
transition a&ËeèC, JC−1Ì ∶ 
 )¸ËeàÌ = g aËeà>, JC−1Ì©.>iB  (A.7)  
où : 
 
aËeà>, J>BÌ = 2 a Ä ª> ~s © JKM(a) eè> ­>Æ 
−JKM²(a) â(ª> ~s ©)H °*,*(M, M) + 2 { » g ª> ~s ©  ª>V~s © eà> >B>Vi>(©B) eà>V   °"(C′, C)½ä 
+2  a â g ª> ~s © ª>¸ |}J(a) JKM(a) eà> °>V,> ~s ©¸  (C C}& ¡)©>ViB ä 
(A.8) 
 
où le vecteur eà  représente une combinaison possible du vecteur e  défini dans l’équation 
(5.33) et  °"(C¸, C) est le coefficient défini par :  
   °"(C¸, C) = °>V~s ©,> ~s ©(C¸ C}& ¡, C C}& ¡) (A.9) 
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 Nous nous apercevons que pour connaître la métrique  a&ËeèC, JC−1Ì  correspondante au 
symbole eà> , nous devons connaître les (¡ − 1) symboles précédents. Nous avons donc un 
effet mémoire d’ordre ¡ − 1.  
La notation  aËeà> , J>BÌ représente la métrique de transition d’un état J>B représentant l’état 
contenant les valeurs des (¡ − 1)  symboles précédents, donc défini par  
 J>B = [eà>©®B, eà>©®H, … , eà>B] à un état J> représentant l’état contenant les valeurs des (¡ − 2)  symboles précédents et la valeur du symbole  eà> , donc défini par  J> = [eà>©®H, eà>©®#, … , eà>B, eà>]. 
2- Définition et propriétés du treillis 
Nous remarquons que l’équation (A.7) peut être assimilée à un treillis qui comporte ¡¬ + 1 
étapes. Une étape C est caractérisée par un calcul des métriques de transition  aËeà> , J>BÌ du 
symbole eà> ∈ {−1, +1} où C = M¡ +   avec   ∈ [1,  ] qui représente le numéro de la balise 
et M ∈ [0, ¬ − 1] qui représente le numéro du symbole émis par la balise  . La première étape 
est une étape fictive pour d’initialisation.  
À chaque calcul d’une métrique de transition a&ËeèC, JC−1Ì, nous passons d’un état J>B à un 
état J>. Un état quelconque  J>  du treillis est composé du symbole eà> et des (¡ − 2) symboles 
précédents. Il y a donc 2©B états différents J>  à chaque étape C. Un état quelconque  J> est 
donné par J> = [eà>©®H, eà>©®#, … , eà>B, eà>]. 
De chaque état J>B partent deux et seulement deux chemins vers deux états différents. Ces 
deux chemins correspondent aux deux valeurs possibles de eà> ∈ {−1, +1}. À chaque état J> 
convergent deux et seulement deux chemins venant des deux états différents J>B (cf. Figure 
A.1). Ainsi, les deux états J>B = [+è,-®R = −R, eà>©®H, … , eà>B] et J>B = [+è,-®R =+R, eà>©®H, … , eà>B] convergent vers un même état J> = [eà>©®H, eà>©®#, … , eà>B, eà>]. 
La métrique cumulée d’un état quelconque J>  à une étape C  est calculée en additionnant 
toutes les métriques de transition du chemin qui arrivent à cet état et qui maximise cette 
somme (car il existe deux chemins possibles sur chaque état  J> ). Elle est représentée 
par a|ËJCÌ.  
Au niveau de complexité du calcul et à chaque étape C du treillis, le nombre de métriques de 
transition est égal au produit du nombre d’états 2©B  à cette étape C  et du nombre de 
métriques de transitions par chaque état. Ainsi, à chaque étape, nous calculons  2.2©B 
métriques de transition. Pour les ¡¬  étapes du treillis, nous avons donc ¡¬. 2. 2©B 
métriques de transitions à calculer pour démoduler les ¡¬ symboles. Par contre, dans le cas 
d’une recherche exhaustive, nous prenons en compte les 2©. chemins possibles et l’équation 
(A.7) montre que nous calculons ¡¬. 2©.  métriques de transition. Ainsi, l’algorithme de 
Viterbi apporte un gain en complexité de calcul de 2©(.B) [Verdu, 1998]. 
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La Figure A.1 représente le treillis construit dans le cas de la démodulation des signaux de 
trois balises (¡ = 3). Ce treillis est formé de quatre états. Une flèche pleine correspond à la 
métrique de transition pour un symbole de valeur  +1 , par contre une flèche pointillée 
correspond à la métrique de transition pour un symbole de valeur −1. Pour les symboles non 
existants (eàB,  eà) des premières étapes, nous leurs affectons une valeur fictive de 0.  
 
 
 
 
 
 
 
 
 
 
 
Figure A.1 : Treillis construit dans le cas de trois balises.  
3- Déroulement de l’algorithme de Viterbi 
Après la définition du treillis et de la métrique de transition, nous allons appliquer ensuite  
l’algorithme de Viterbi pour choisir le chemin qui maximise la valeur du paramètre )¸ËeàÌ de 
l’équation (A.7).  
Pour cela, nous partons de l’état initial J et nous calculons les métriques cumulées de tous les 
états, aux différentes étapes du treillis. À l’étape C, dès que deux chemins convergent à un état 
quelconque J> , nous gardons le chemin qui correspond à la métrique cumulée la plus grande 
et nous supprimons l’autre chemin. À la fin du treillis, nous conservons le chemin ayant la 
métrique cumulée la plus grande parmi tous les 2©B états et nous décidons que la séquence 
émise est la séquence correspondant à ce chemin.  
Dans la suite, nous décrivons en détail le fonctionnement de l’algorithme de Viterbi à une 
étape donnée  C . Soit  a|ËJCÌ  la métrique cumulée d’un état quelconque J>  avec C = M¡ +   et C ∈ [1, ¡¬]. Nous rappelons que le symbole  eà>  correspond au symbole M 
émis par la balise   avec M ∈ [0, ¬ − 1] et   ∈ [1, ¡]. 
• Pour chaque état J>, deux métriques cumulées possibles sont calculées pour chacun des 
deux chemins possibles entre un état  J>B et l’état J>  : 
    0  0 
    0  +1 
0  -1 
    +1  +1 
    +1  -1 
eàB = +1 
eàB = −1 
eàH = +1 
eàH = −1 
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    +1  +1 
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    -1  +1 
    -1  -1 
    +1  +1 
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eàH = +1 
eàH = −1 
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Valeur possible pour 
le symbole eà>B.  Valeur possible pour le symbole eà>H.  
Métrique de transition aËeàB, JÌ pour le symbole eàB 
0 = valeur fictive pour 
les symboles n’existant 
pas (dans ce cas eà).   
+1 
+1 
+1 
+1 
−1 
−1 
−1 
−1 
eà> 
J 
136 
 
 
a,BË J>Ì = aË J>BÌ + aËeà> , J>BÌ a,HË J>Ì = aË J>BÌ + aËeà> , J>BÌ (A.10)  
où a&ËeèC, JC−1Ì représente la métrique de transition d’un état  J>B à l’état J>, pour tous les 
chemins possibles entre ces deux états. 
• Ensuite, nous regardons pour chaque état  J> quel est l’état  J>B qui maximise l’une des 
métriques cumulées calculées dans l’équation (A.10).  Nous définissons alors la métrique 
cumulée de l’état J> par : 
 aË J>Ì = aNuÄa,BË J>Ì, a,HË J>ÌÆ (A.11) 
 
• Pour chaque état  J> , nous ne conservons que le chemin correspondant à l’état J>B 
maximisant la métrique cumulée suivant l’équation (5.49) et nous faisons disparaitre 
l’autre chemin. Le chemin conservé s’appelle le chemin survivant.  
• Enfin, ayant toutes les métriques cumulées pour tous les états J>, nous parcourons le long 
du treillis jusqu’à arriver à l’étape ¡¬  du treillis. À cette étape, nous comparons les 
métriques cumulées des 2©B états différents et nous ne gardons que la métrique cumulée 
ayant la valeur maximale. La décision des symboles émis correspond alors au chemin 
survivant de cette métrique cumulée maximale. 
4- Profondeur de décodage  
En principe, comme déjà mentionné précédemment, il faut chercher le chemin maximisant le 
paramètre )¸ËeàÌ sur toute la séquence e de symboles émis. Cependant, nous pouvons prendre 
une décision sur une certaine partie des symboles avant d’avoir reçu toute la séquence de 
symboles. Ceci conduit à ce que nous appelons la profondeur de décodage [Verdu, 1998]. 
En pratique, nous n’allons pas essayer de chercher un chemin sur toute la séquence e de 
symboles émis. En d’autres termes, s’il existe toujours plusieurs chemins possibles au bout 
d’un certain nombre d’étapes rs telles que rs ≤ ¡¬, nous allons choisir le chemin ayant la 
métrique cumulée maximale parmi tous ces chemins possibles. Sur le chemin choisi, nous 
prenons une décision sur le symbole correspondant au début du chemin. Nous allons ensuite 
conserver les métriques cumulées et étudier les nouveaux chemins en supprimant de la 
recherche le symbole sur lequel nous venons juste de prendre une décision, et en ajoutant le  
symbole suivant le dernier symbole du chemin précédent. Le nombre rs  est appelé la 
profondeur de décodage du treillis. En pratique, nous nous limitons à une profondeur de 
décodage rs égale à (¡ − 1) avec 3 ≤  ≤ 5 [Verdu, 1998]. 
5- Application de Viterbi dans le cas de deux balises 
Afin de bien comprendre l’application de l’algorithme de Viterbi, il est intéressant de l’étudier 
dans le cas le plus simple avec ¡ = 2 balises. Dans ce cas, la métrique de transition s’écrit 
sous la forme simplifiée suivante : 
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aËeà> , J>BÌ = 2 a Ä ª> ~s H JKM(a) eè> ­>Æ 
−JKM²(a)Ê(ª> ~s H)H °*,*(M, M) + 2 { Äª> ~s H  ª(>B)~s H eà> eà(>B)  °"(C − 1, C)ÆÍ 
+2  a â g ª> ~s H ª>¸ ~s H |}J(a) JKM(a) eà> °>V~s H,> ~s H¸  (C C}& 2)H>ViB ä 
(A.12) 
 
Suivant la valeur de C = 2M +   avec M ∈ [0, ¬ − 1] et   ∈ [1, ¡], nous avons le suivant : 
• pour C pair (   = 2), nous aurons : 
 
aËeà>, J>BÌ = 2 a Ä ªH JKM(a) eè> ­>Æ −JKM²(a)ÊªHH °*,*(M, M) + 2 { ÄªH ªB eà> eà(>B) °B,H(M, M)Æ Í 
+2  a â g ªH ª>¸ ~s H |}J(a) JKM(a) eà> °>V~s H,H¸  (M)H>ViB ä 
(A.13) 
 
• pour C impair (  = 1), nous aurons : 
 
aËeà>, J>BÌ = 2 a Ä ªB JKM(a) eè> ­>Æ −JKM²(a)ÊªBH °*,*(M, M) + 2 { ÄªH ªB eà> eà(>B) °H,B(M − 1, M)Æ Í 
+2  a â g ªB ª>¸ ~s H |}J(a) JKM(a) eà> °>V~s H,B¸  (M)H>ViB ä 
(A.14) 
 
Nous supposons maintenant que chacun des deux balises va émettre successivement trois 
symboles. Le treillis correspondant est représenté sur la Figure A.2, où des valeurs de 
métriques (valeurs en rouge) de transition sont données de manière aléatoire. 
Figure A.2 : Exemple d’un treillis pour deux balises avec des valeurs de métriques de 
transition. 
Ayant les métriques de transition à chaque étape du treillis, nous calculons les métriques 
cumulées (valeurs en bleu) de chaque état et nous ne gardons que celle ayant la valeur la plus 
grande. Ceci est défini par l’équation (A.11). Nous obtenons alors : 
     +1 
    -1 
     +1 
    -1 
     +1 
    -1 
     +1 
    -1 
     +1 
    -1 
     +1 
    -1 
      0 
0,5 
0,25 
0,25 
0,15 1,1 
1,2 −0,3 
0,2 
0,15 
−1.2 
0,1 
0,75 
0,2 
0,1 0,3 
−1,2 0,1 
0,25 0,75 
0.25 
0,25 
0,25 
138 
 
 
Figure A.3 : Calcul des métriques cumulées de chaque état, à toutes les étapes.  
Ainsi, d’après la Figure A.3, nous allons garder le chemin survivant (en rouge) qui correspond 
au chemin ayant une métrique cumulée maximale de valeur 3,3. Ce chemin correspond à la 
séquence estimée la plus probable e´ = Ëe´B, e´H, e´#, e´, e´0, e´1Ìy égale à (+1, −1, −1, −1, −1, −1)y ce qui signifie que la balise 1 a émis les symboles (+1, −1, −1) 
et la balise 2 a émis les symboles (−1, −1, −1). 
6- Application de la profondeur de décodage dans la démodulation 
Afin de comprendre la notion de la profondeur de décodage, nous reprenons le treillis de la 
Figure A.3 et nous considérons une profondeur de décodage rs égale à 3 (cf. Figure A.4). 
Dans ce cas, lorsque nous arrivons à la troisième étape du treillis, nous avons deux chemins 
différents. Le premier chemin (en rouge) qui arrive à l’état +1 et ayant une métrique cumulée 
de valeur 1,95, et le deuxième chemin (en vert) qui arrive à l’état −1 et ayant une métrique 
cumulée de valeur 1,7. Ainsi, nous allons dans ce cas prendre une décision sur le premier 
symbole e´B. Le symbole estimé e´B sera le symbole appartenant au chemin ayant la métrique 
cumulée la plus grande (chemin rouge) et nous décidons alors e´B = +1.  
Figure A.4 : I llustration du treillis pour deux balises avec une  rs = 3.  
Ensuite, nous supprimons l’étape 1 de la recherche en gardant les valeurs métriques cumulées, 
et puis nous ajoutons l’étape suivante de notre treillis à la nouvelle recherche (cf. Figure A.5).  
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Ainsi, nous estimons le second symbole e´H  qui appartient au début du chemin ayant la 
nouvelle métrique cumulée la plus grande (chemin rouge) et alors e´H = +1. 
 
Figure A.5 : Parcours du treillis pour deux balises avec une rs = 3. 
Au fur et à mesure que nous parcourons le treillis, nous commençons alors à estimer les 
symboles e´:  l’un après l’autre et nous aurons enfin  e´ = (+1, +R, −1, −1, −1, −1)y . En 
comparant cette  séquence estimée e´ avec celle estimée sans prendre en compte la profondeur 
de décodage (cf. Figure A.3), nous remarquons que les deux séquences estimées pourront être 
différentes. D’où, le treillis à une valeur petite de rs  aura un effet d’une dégradation 
supplémentaire par rapport au treillis de la Figure A.3. 
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Annexe B  
Performances analytiques du détecteur SIC 
Afin de mieux décrire le détecteur SIC, nous formulons, dans cette partie, les performances 
analytiques en termes de TEB du détecteur SIC. Nous décrivons tout d’abord les 
performances du signal le plus fort et ensuite celles du faible signal. Nous supposons aussi 
que la valeur de 3 de l’équation (6.1) est supérieure à 1. Ainsi, le signal ayant la puissance 
reçue 3B arrivant à (B = 0 est le signal le plus fort tandis que le signal ayant la puissance 
reçue 3H arrivant à (H = ∆( est celui le plus faible. 
1- Performances du signal fort 
D’après l’équation (5.51), nous remarquons que les symboles utiles se trouvent dans la partie 
imaginaire des échantillons reçus. Ainsi, le signal le plus fort à l’entrée du détecteur à seuil, 
en ne tenant compte que de cette partie imaginaire, s’écrit sous la forme suivante : 
 
­B¸() = ü;B() + JKM(a) ÊªBeB(){Ä °B,B(, )Æ + ªHeH(){Ä °B,H(, )Æ+ ªHeH( − 1){Ä °B,H(,  − 1)ÆÍ+ a[MB()] (B.1)  
où  ü<1()  représente le terme indépendant des symboles et les coefficients °B,B (, ) et °B,H (, M) avec M ∈ {,  − 1} représentent les coefficients de corrélation tenant compte de 
l’erreur de phase 6?GV  et celle du retard 6@G .Le terme ü;B() s’écrit sous la forme : 
 ü;B() = |}J(a) a [ªB °B,B¸ () + ªH °B,H¸ ()] (B.2) 
 
La probabilité d’erreur 3B() sur le symbole émis par le fort signal 1  à l’instant   est 
définie par : 
 
3B() = 12 Ê3Ä e´B() = +1|eB() = −1Æ +  3Ä e´B() = −1|eB() = +1Æ Í 
3B() = 12 Ê3Ä­B¸ () > 0|eB() = −1Æ +  3Ä­B¸ () < 0|eB() = +1Æ Í 
(B.3) 
 
Vue la répartition symétrique de la loi statistique du bruit gaussien, l’équation (B.3) s’écrit : 
 3B() = 3Ä­B¸ () > 0|eB() = −1Æ (B.4) 
 
En utilisant l’équation (B.1), la probabilité d’erreur 3B() s’écrit alors : 
 3B() = 3{ a[ MB()] > −ü;B() + ªBJKM(a) () } (B.5) 
 
où () est donné par : 
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() = {Ä °B,B(, )Æ −  Ê eH(){Ä °B,H(, )Æ + eH( − 1){Ä °B,H(,  − 1)Æ Í 
 = ªHªB = 1¾3 
(B.6) 
 
Sachant que nous avons quatre choix possibles du couple { e2(), e2( − 1)}, nous aurons 
alors quatre valeurs possibles équiprobables ð() de () avec K ∈ {1,2,3,4}. La probabilité 
d’erreur 3B() s’écrit alors : 
 3B() = 14 g º »¼2G ÏJKMH(a) ð() − |}JH(a) Ña °B,B¸ () + a °B,H¸ ()ÒÐ½

ðiB  (B.7)  
où la fonction º(u)  représente la fonction de Marcum définie dans l’équation (3.19). 
Analytiquement, en se fondant sur le terme de l’équation (4.12), les coefficients °,*¸ () de 
l’équation (5.10) sont négligeables par rapport aux coefficients de °,* (, ) et donc nous 
simplifions l’équation (B.7) : 
 3B() ≈ 14 g º »¼2G JKMH(a) ð()½

ðiB  (B.8)  
Enfin, la probabilité d’erreur sur le signal le plus fort est obtenue en moyennant sur tous les 
symboles et nous obtenons : 
  = 1¬ g 3B()
.B
Çi  (B.9)  
Remarque : 
• dans le cas où 3 < 1, la probabilité d’erreur 3H() sur le symbole émis par le fort 
signal 2 émis à l’instant   s’écrit par analogie : 
 3H() ≈ 14 g º »¼2W JKMH(a) ð¸ ()½

ðiB  (B.10)  
où : 
 ′() = {Ä °H,H(, )Æ − 1 Ê eB(){Ä °H,B(, )Æ + eB( + 1){Ä °H,B(,  + 1)Æ Í (B.11)  
• pour tenir compte de l’erreur de phase 6?GV , il suffit tout simplement de remplacer la phase `B¸  par  `´B¸ = `B¸ + 2_6?GV  dans le terme ð() de l’équation (B.8) Ainsi, les coefficients °B,* (, M)  de l’équation (B.6) seront égaux à  °B,* (, M). {ur=EUGV  . Pour  3 < 1 , les 
coefficients °H,* (, M) de l’équation (B.11) seront égaux à  °H,* (, M). {ur= EUWV . 
• pour tenir compte de l’erreur de retard  6@G , il suffit de remplacer le retard (B 
par
  ( B = (B +  6@G   dans les coefficients °B,* (, M)  calculés dans le paragraphe 5.2.2. 
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Pour  3 < 1 , le retard (H  est remplacé par  (ëH = (H + 6@W   dans les 
coefficients °H,* (, M). 
2- Performances du signal faible 
Après démodulation du signal fort et sa soustraction du signal d’origine, le signal faible à 
l’entrée du détecteur à seuil, en ne tenant compte que de la partie imaginaire, s’écrit sous la 
forme suivante : 
 
­H¸ () = ü;H() + JKM(a) ÊªHeH(){Ä °H,H(, )Æ + ªBeB(){Ä °H,B(, )Æ+ ªBeB( + 1){Ä °H,B(,  + 1)Æ − ª·Be´B(){Ä °H,B(, )Æ− ª·Be´B( + 1){Ä °H,B(,  + 1)Æ Í + a[MH()] (B.12)  
où ü;H() est similaire à l’équation (B.2) en permutant les indices 1 et 2 et les coefficients °H,B (, M) représentent les coefficients de corrélation qui tiennent comptent de l’erreur de 
phase 6?GV  et celle du retard 6@G . 
D’une façon similaire à l’équation (B.4), la probabilité d’erreur 3H() sur le symbole émis par 
le faible signal 2 à l’instant  est définie par : 
 3H() = 3Ä­H¸ () > 0|eH() = −1Æ (B.13) 
 
En se basant sur les équations (B.12) et (B.13), nous écrivons : 
 3H() = 3[eB()] 3[ eB( + 1)] B() H() #() =  14 B() H() #() (B.14)  
où  nous notons les définitions suivantes : 
 
 B() =  3Ä e´B()| eH() = −1, eB(), eB( + 1)Æ  H() =  3Ä e´B( + 1)| eH() = −1,  e´B(), eB(), eB( + 1)Æ  #() =  3Ä­H¸ () > 0| eH() = −1,  e´B( + 1),  e´B(), eB(), eB( + 1)Æ 
(B.15) 
 
Nous commençons tout d’abord à développer le terme #() de l’équation (B.15). D’une 
façon similaire à l’équation (B.5), le terme #() s’écrit : 
  #() = 3[ a[MH()] > −ü;H() + ªHJKM(a) #() ] (B.16) 
 
où 3() est donné par : 
 
#() = {Ä °H,H(, )Æ− 1  Ê eB() {Ä °H,B(, )Æ + eB( + 1) {Ä °H,B(,  + 1)Æ−  Ë1 + 67G Ì e´B() {Ä °H,B(, )Æ − Ë1 + 67G Ì e´B( + 1) {Ä °H,B(,  + 1)Æ Í 
(B.17) 
 
où  est défini dans l’équation (B.6). Nous présentons maintenant les 16 combinaisons 
possibles  ð() d { Êe´B( + 1),  e´B(), eB(), eB( + 1)Í  avec  K ∈ {1,2, … ,16} . Nous avons 
alors : 
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ð() =
>?@
?Ae´B(ð)( + 1)e´B(ð)()eB(ð)()eB(ð)( + 1)B?C
?D = m+1+1+1+1E , m
+1+1+1−1E , m
+1+1−1+1E , m
+1+1−1−1E , m
+1−1+1+1E , m
+1−1+1−1E , m
+1−1−1+1E , m
+1−1−1−1E, 
                                               m−1+1+1+1E , m
−1+1+1−1E , m
−1+1−1+1E , m
−1+1−1−1E , m
−1−1+1+1E , m
−1−1+1−1E , m
−1−1−1+1E , m
−1−1−1−1E 
Pour chaque combinaison possible de ð() avec K ∈ {1,2, … ,16} et en négligeant le terme −ü;H() de l’équation (B.16),  nous aurons le terme #() pour chaque ð() tels que : 
 #()|ð() ≈  º »¼2W JKMH(a) Ä3()|ð()Æ½ (B.18)  
Ensuite, nous allons développer le terme B() de l’équation (B.15) pour chaque combinaison  ð(). Sachant que la décision de e´B() ne dépend pas de eB( + 1) comme il est montré 
dans l’équation (B.1), le terme  B() devient alors : 
 
 B() =  12 Ê3Ä e´B()| eH() = −1, eB(), eH( − 1) = +1Æ+  3Ä e´B()| eH() = −1, eB(), eH( − 1) = −1Æ Í (B.19)  
Pour calculer B(), nous allons définir deux groupes B()et H() sous la forme suivante : 
 
1() = ÏK()| e´1(K)() ≠ e1(K)()Ð 
2() = ÏK()| e´1(K)() = e1(K)()Ð (B.20)  
Le groupe B()  est l’ensemble de toutes les combinaisons possibles de ð()  avec K ∈ {1,2, … ,16} telles que e´B(ð)() ≠ eB(ð)(). D’autre part, Le groupe H() est l’ensemble de 
toutes les combinaisons possibles de ð() telles que e´B(ð)() = eB(ð)(). Pour chacun de ces 
deux groupes de l’équation (B.20), nous distinguons deux cas possibles suivant les valeurs 
de eB(ð)().  
Pour eB(ð)() = −1 d’une combinaison ð() de B(), nous avons d’après l’équation (B.19) : 
 
B() F [ð() ∈ B(), eB(ð)() = −1Ò=  12 Ï3 Ñ e´B(ð)() = +1| eH() = −1, eB(ð)() = −1, eH( − 1) = +1Ò+  3 Ñ e´B(ð)() = +1| eH() = −1, eB(ð)() = −1, eH( − 1) = −1Ò Ð 
(B.21) 
 
En se basant sur les équations (B.5) et (B.6), nous écrivons : 
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B() F [ð() ∈ B(), eB(ð)() = −1Ò
= 12 âº »¼2G JKMH(a) B()½ + º »¼2G JKMH(a) H()½ä (B.22)  
où les termes B() et  H() sont obtenus en remplaçant dans l’équation (B.6) le couple { e2(), e2( − 1)} par {−1, +1} et {−1, −1} respectivement.  
Pour eB(ð)() = −1 d’une combinaison ð() de H(), nous avons d’après l’équation (B.19) : 
 
B() F [ð() ∈ H(), eB(ð)() = −1Ò=  12 Ï3 Ñ e´B(ð)() = −1| eH() = −1, eB(ð)() = −1, eH( − 1) = +1Ò+  3 Ñ e´B(ð)() = −1| eH() = −1, eB(ð)() = −1, eH( − 1) = −1Ò Ð 
(B.23) 
 
Nous obtenons alors : 
 B() F [ð() ∈ H(), eB(ð)() = −1Ò = 1 − B() F [ð() ∈ B(), eB(ð)() = −1Ò (B.24) 
 
Pour eB(ð)() = +1 d’une combinaison ð() de B(), nous avons d’après l’équation (B.19) : 
 
B() F [ð() ∈ B(), eB(ð)() = +1Ò=  12 Ï3 Ñ e´B(ð)() = −1| eH() = −1, eB(ð)() = +1, eH( − 1) = +1Ò+  3 Ñ e´B(ð)() = −1| eH() = −1, eB(ð)() = +1, eH( − 1) = −1Ò Ð 
(B.25) 
 
En utilisant la propriété  º(u) = 1 − º(−u), nous obtenons alors : 
 
B() F [ð() ∈ B(), eB(ð)() = +1Ò
= 12 âº »¼2G JKMH(a) #()½ + º »¼2G JKMH(a) ()½ä (B.26)  
où les termes #()  et  () sont obtenus en remplaçant dans l’équation (B.6) le couple { e2(), e2( − 1)} par {+1, −1} et {+1, +1} respectivement.  
Pour eB(ð)() = +1 d’une combinaison ð() de H(), nous obtenons : 
 B() F [ð() ∈ H(), eB(ð)() = +1Ò = 1 − B() F [ð() ∈ B(), eB(ð)() = +1Ò (B.27) 
 
La dernière étape consiste à calculer le terme H()  de l’équation (B.15) pour chaque 
combinaison ð(). Sachant que la décision de e´B( + 1) ne dépend pas de eB() et de e´B() 
comme il est montré dans l’équation (B.1), le terme  H() devient alors : 
 
 H() =  12 ÊÄ e´B( + 1)| eH() = −1, eB( + 1), eH( + 1) = +1 Æ+ Ä e´B( + 1)| eH() = −1, eB( + 1), eH( + 1) = −1 ÆÍ (B.28)  
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Nous distinguons deux cas possibles suivant les valeurs de  eB(ð)( + 1) . Pour  eB(ð)( + 1) = −1 d’une combinaison ð() du groupe B(), nous avons d’après l’équation 
(B.28) : 
 
H() [ð() ∈ B(),  eB(ð)( + 1) = −1Æ=  12 Ï3Ä e´B(ð)( + 1) = +1| eH() = −1,  eB(ð)( + 1) = −1, eH( + 1) = +1Æ+  3Ä e´B(ð)( + 1) = +1| eH() = −1,  eB(ð)( + 1) = −1, eH( + 1) = −1Æ Í 
(B.29) 
 
D’une façon similaire à l’équation (B.22), nous obtenons : 
 
H() [ð() ∈ B(),  eB(ð)( + 1) = −1Æ
= 12 âº »¼2G JKMH(a) #( + 1)½ + º »¼2G JKMH(a) H( + 1)½ä (B.30)  
où les termes #() et H() sont obtenus dans les équations (B.26) et (B.22).  
Pour  eB(ð)( + 1) = −1  d’une combinaison ð()  du  H() , nous avons d’après l’équation 
(B.28) : 
 
H() [ð() ∈ H(),  eB(ð)( + 1) = −1Æ=  12 Ï3Ä e´B(ð)( + 1) = −1| eH() = −1,  eB(ð)( + 1) = −1, eH( + 1) = +1Æ+  3Ä e´B(ð)( + 1) = −1| eH() = −1,  eB(ð)( + 1) = −1, eH( + 1) = −1Æ Í 
(B.31) 
 
Nous obtenons alors : 
 H() [ð() ∈ H(),  eB(ð)( + 1) = −1Æ = 1 − H() [ð() ∈ B(),  eB(ð)( + 1) = −1Æ (B.32) 
 
Pour  eB(ð)( + 1) = +1 d’une combinaison ð()  du B(),  nous avons d’après l’équation 
(B.28) : 
 
H() [ð() ∈ B(),  eB(ð)( + 1) = +1Æ=  12 Ï3Ä eB(ð)( + 1) = −1| eH() = −1,  eB(ð)( + 1) = +1, eH( + 1) = +1Æ+  3Ä eB(ð)( + 1) = −1| eH() = −1,  eB(ð)( + 1) = +1, eH( + 1) = −1Æ Í 
(B.33) 
 
En utilisant la propriété  º(u) = 1 − º(−u), nous obtenons alors : 
 
H() [ð() ∈ B(),  eB(ð)( + 1) = +1Æ
= 12 âº »¼2G JKMH(a) B( + 1)½ + º »¼2G JKMH(a) ( + 1)½ä (B.34)  
D’une façon similaire à l’équation (B.32), Pour eB(ð)( + 1) = +1 d’une combinaison ð() 
du H(), nous obtenons : 
 H() [ð() ∈ H(),  eB(ð)( + 1) = +1Æ = 1 − H() [ð() ∈ B(),  eB(ð)( + 1) = +1Æ (B.35) 
 
Ayant les différents termes de l’équation (B.14), la probabilité 3H() s’écrit alors : 
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 3H() = 14 g[B()|ð()]
B1
ðiB  [H()|ð()] [#()|ð()] (B.36)  
Enfin, la probabilité d’erreur sur le faible signal est obtenue en moyennant sur tous les 
symboles et nous obtenons : 
 ð = 1¬ g 3H()
.B
Çi  (B.37)  
Les équations (B.8) et (B.36) permettent de calculer analytiquement les performances en 
termes de TEB du détecteur SIC. Ces performances tiennent compte du rapport    du 
signal r, du rapport 3 , de l’écart fréquentiel relatif ∆  , du retard relatif ∆(  , de 
l’erreur d’amplitude 678 , de l’erreur de phase 6?8V et de l’erreur du retard  6@8 . L’exactitude de 
ces formules a été vérifiée en le comparant aux performances obtenues par simulation. 
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