Prestack depth migration is the most glamorous step of seismic processing because it transforms mere data into an image, and that image is considered to be an accurate structural description of the earth. Thus, our expectations of its accuracy, robustness, and reliability are high. Amazingly, seismic migration usually delivers. The past few decades have seen migration move from its heuristic roots to mathematically sound techniques that, using relatively few assumptions, render accurate pictures of the interior of the earth. Interestingly, the earth and the subjects we want to image inside it are varied enough that, so far, no single migration technique has dominated practical application. All techniques continually improve and borrow from each other, so one technique may never dominate. Despite the progress in structural imaging, we have not reached the point where seismic images provide quantitatively accurate descriptions of rocks and fluids. Nor have we attained the goal of using migration as part of a purely computational process to determine subsurface velocity. In areas where images have the highest quality, we might be nearing those goals, collectively called inversion. Where data are more challenging, the goals seem elusive. We describe the progress made in depth migration to the present and the most significant barriers to attaining its inversion goals in the future. We also conjecture on progress likely to be made in the years ahead and on challenges that migration might not be able to meet.
INTRODUCTION
The ultimate and perhaps unattainable goal of seismic imaging is to replace the art of interpretation with a computational process that renders quantitatively accurate models of the subsurface. Migration started out with a much more humble goal -to position reflectors laterally, accurately enough for exploration with a drill bit. Over time, migration became more ambitious; with the advent of depth migration, we began to think of seismic imaging as a process to provide a picture of the interior of the earth, not just a drill location on the surface. Even if we neglect some of the obvious difficulties such as anisotropy, substantial progress has been made in this direction. For this to happen, migration needed velocity information to a greater extent than other seismic processing steps. So, a love-hate affair between migration and velocity estimation was born, one that continues to this day.
If migration were capable of producing only a structural image, it would of course be more limited than it is; but migration amplitude analysis can, in principle, exceed structural imaging. Many years ago, people began exploring for bright spots, or amplitude anomalies on seismic images. Shortly after, it was realized that migrated images contain amplitudes that are in some way related to the reflectivity strength of the reflectors being imaged. Although in good data areas a migrated image can be interpreted for structure ͑and possibly even for velocity͒ with ease, turning the qualitative amplitude effects observed in the image into quantitative properties of the subsurface has always been more problematic.
There are many reasons for this. One of the most obvious is that, from a seismic processing perspective, most of the imaging operators are not inversion operators but technically are adjoint operators. Roughly speaking, migration/inversion operators invert the seismic experiment to produce earth-related properties such as angle-dependent reflection coefficients. Migration/adjoint operators, on the other hand, only undo the kinematics of the seismic experiment to produce the earth properties with an unspecified spatially varying filter applied. Various reasons justify the claim that the imaging operators are not really inversions: incomplete coverage of sources and receivers, incomplete subsurface illumination caused by velocity complexities in the overburden, and mathematical requirements that require downward-continued wavefields with evanescent decay happening in the wrong direction.
Of course, this limitation was recognized early on, and many workers describe techniques to improve the amplitude treatment of migration, upgrading to the status of inversion. In some areas of very high-quality seismic reflection signals, the upgraded migration methods have some track record of success. In many other areas, however, we still fall far short of the goal of rendering a quantitative subsurface image directly. Although it is routine to analyze migrated images for amplitude effects ͑versus offset or angle͒, we usually are far less confident in this than we are in estimating long-wavelength velocity. There is almost always an interpretive facet to migrated amplitude analysis, and relationships usually are empirical, not deterministic. So, where do we head in the future with migrated kinematics and dynamics? Obviously, when the overburden above our target is complex, we need wavefield-continuation methods that provide accurate kinematic imaging. This has led to the popularity of wave-equation methods, including reverse-time migration ͑RTM͒. Meanwhile, the need to derive an accurate velocity model has led to ray-theoretic and, more recently, wave-theoretic techniques for velocity estimation. We also need to be more careful with amplitude preservation during the entire imaging process to have any hope of obtaining quantitative images. This means we need to apply amplitude-preserving migration to data whose unmigrated amplitudes are consistent with the wave-propagation theory underlying the migration and the actual seismic experiment.
In the next sections, we add a certain amount of detail to this summary and speculate whether some of our proposed solutions to the problems can work. Our subject is broad and deep, with many layers of detail in almost all of the topics. In this overview, we can attempt to hit only the high points of the theory, practice, and goals of mainstream depth imaging and inversion for seismic velocity and rock properties.
WHERE WE ARE AND HOW WE GOT HERE
The current state of the art in depth imaging is the routine production use of 3D prestack depth migration for marine and land data, using one or more imaging methods. The migration process has three purposes: to estimate migration velocity, to produce a structural image, and to render an image whose amplitudes or other attributes give an interpreter clues about rock and fluid properties. Depth migration needs a nearly correct velocity model to produce a correct structural image and to focus stratigraphic details, so using migration to estimate velocity ͑which is needed for migration͒ presents a nonlinear problem. Seismic tomography, the current popular solution to this nonlinear velocity/imaging problem, is iterative, using a succession of migration iterations in combination with an optimization routine to build and refine the velocity model. Not yet routine is the incorporation of migration into waveform inversion schemes that estimate earth parameters such as velocity, density, and anisotropy. We first concentrate on the migration methods; later, we discuss the nonlinear imaging/velocity estimation problem.
There are two major classes of migration methods: ray-based methods and wave-equation-based methods. In fact, even ray-based migrations are based on the wave equation, but we follow convention by saving the term wave-equation migration for nonray-based migration methods. Within the major classes are many individual methods. Ray-based methods are Kirchhoff migration and beam migrations. Wave-equation methods fall into major classes, one way and two way, with many different one-way wave-equation methods developed over more than three decades. Although all of the methods can be described in terms of wavefield continuation followed by imaging, we describe ray methods in terms of migrating individual ͑groups of͒ traces separately and ͑with some abuse of terminology͒ wave-equation methods as downward-continuing entire wavefields, followed by imaging.
Because rays represent an asymptotic solution to the wave equation, we are tempted to expect wave-equation methods to be more accurate than ray methods and to produce better images of the earth's subsurface. However, neither of these expectations is necessarily correct. Generally, wave-equation methods are more accurate than most ray-based methods within their range of applicability, which might be quite limited. Only when the structural-imaging situation is modeled well by a particular wave-equation method can we confidently expect the wave-equation image to be better than the best raybased image. For example, overturned events can be imaged by many ray-based migrations. But such events are not modeled properly by upward-continuation ͑one-way wave-equation͒ modeling, so we cannot expect that downward-continuation migration will migrate them properly.
Ray-based migration methods
Kirchhoff migration is the most familiar of the ray-based methods. Publications by French ͑1975͒ and Schneider ͑1978͒ elevate the kinematic operation of diffraction stack to the status of an asymptotically correct solution to the problem of imaging by downward-continuing a seismic wavefield. Further work ͑e.g., Beylkin, 1985; Bleistein, 1987; Bleistein et al., 2001͒ develops and summarizes true-amplitude Kirchhoff migration, and several other workers investigated various schemes for ray-based traveltimes.
From the late 1980s to the late 1990s, Kirchhoff migration was the dominant depth-imaging method. Its formulation as an integral approximate solution to the wave equation explicitly shows how each input trace contributes to the complete image. The common-shot Kirchhoff migration expression, for example, is given by
where x is the image location, x s is the source location, x r are the receiver locations, t s and t r are traveltimes from the source and receiver locations to the image location, W is a weight function, p U is the recorded wavefield, and ␦ is the Dirac delta function. Approximating the integral over receiver locations by a summation shows how to accumulate a data sample from a particular receiver location into the image at location x. Equation 1 demonstrates the great flexibility of Kirchhoff migration in several ways. First, the image needs to be calculated only at locations x chosen by the user. That set of locations can be an entire seismic volume or it can be any desired subset of the volume. The spatial sampling of the image can differ from the spatial sampling of the recorded traces. Second, input traces from any subvolume of the receiver spread can be selected to contribute to the image. The choice of input data and output volume for each input trace defines a migration aperture, and this aperture can be arbitrarily large or small. Third, data samples from any subset of the entire recording time can be selected to contribute to the image. If traveltimes are calculated by ray tracing, the ray tracing can be restricted to include a desired range of incidence angles at the recording surface or propagation angles in the subsurface. If the range of propagation angles is wide enough, then Kirchhoff migration can image very steep dips; conversely, limiting the range of angles in moderate-dip areas often al-
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lows Kirchhoff migration to produce clean images very economically. Fourth, if ray angles are tracked through the subsurface, they can be used to compute quantities such as subsurface opening angles or the geologic dip imaged by a particular trace ͑Figure 1͒. On closer inspection, equation 1 also shows the limitations of Kirchhoff migration. Most fundamentally, using ray tracing to compute traveltimes can limit the contribution of an input trace to the image. The wavefield at an image location from a source or a receiver location, which is approximated by an arrival along a single raypath, might not be represented well by the single amplitude arriving at a particular time implied by equation 1. Alternatively, one might choose to accumulate contributions from several raypaths from a source or receiver location at an image location; however, this is far more complicated than accumulating a single arrival. For convenience, most production Kirchhoff migration programs use single arrivals -often the earliest arrival or the most energetic arrival based on ray-tube spreading. ͑Notable exceptions show improvement over single-arrival Kirchhoff migration, e.g., Operto et al. ͓2000͔ and Koren et al. ͓2008͔ .͒ Single-valued traveltime functions suffer from the problem of frequent discontinuities, which contribute noise to the final image. Finally, in extremely complex areas, even several ray arrivals might not describe the complete wavefield adequately.
Do the limitations of Kirchhoff migration outweigh its advantages? Yes and no. Most current marine depth migration projects culminate with a final image produced by some method other than Kirchhoff. Wave-equation methods and beam methods tend to produce cleaner, more interpretable images than Kirchhoff migration. On the other hand, Kirchhoff migration is commonly used to build velocity models. One might ask, "If Kirchhoff migration is unsuitable for imaging in complex areas, can it be adequate for building models?" Whatever the answer to that question, the industry has not replaced the standard depth-migration flow of iterations of migration followed by ray-based tomography with Kirchhoff as the migration engine because of its efficiency and its ability to output migrated common-image gathers ͑CIGs͒ that seismic tomography can use easily. However, these are not compelling reasons to use Kirchhoff migration, and seismic wavefield tomography and waveform inversion methods are emerging. These methods are based on wavefield extrapolation, not ray tracing. If they replace ray-based tomography in the flow, we can state confidently that Kirchhoff migration will be unsuitable for most marine projects with complicated geologic structure.
Recently, wide-azimuth marine acquisition has extended greatly the recording aperture of the data in one direction ͑which, for convenience, we call the crossline direction͒. This has affected migration algorithms in ways that change the relative efficiency of migration methods, with the result that Kirchhoff migration can be inefficient relative to wave-equation methods. This happens for two reasons.
The first reason concerns aperture. For narrow-azimuth acquisition, the input ͑recording͒ aperture in the crossline direction is the extent of the recorded data. When the output ͑imaging͒ crossline aperture is much wider than the crossline extent of the recorded data, Kirchhoff migration swings the recorded traces into the image volume. Wave-equation migration, on the other hand, must downwardcontinue a wavefield within the entire imaging aperture, even where no traces have been recorded. It does this by padding the input aperture with zero traces before beginning the downward continuation. This extra size added to the wavefield contributes significantly to the number of operations in the downward continuation. For wide-azimuth acquisition, the input crossline aperture is a much greater percentage of the imaging crossline aperture, and wave-equation migration spends far less of its effort downward-continuing zero traces, thus gaining efficiency relative to Kirchhoff migration ͑Figure 2͒.
The second reason concerns data sampling within the input aperture. For wide-azimuth marine data, the spatial sampling of acquired data typically is coarser than the spatial sample rate of the migrated image, with spacings often exceeding 120 m. We prefer migration into an image whose spacing is smaller than that distance. To accomplish this with wave-equation migration, the source and receiver wavefields that will be downward-continued must be sampled spatially with the same spacing as the traces in the image. We can do this by operating on a grid into which zero traces have been inserted as placeholders; but instead of using zero traces, we usually perform a data regularization that places nonzero ͑interpolated͒ traces into the recorded wavefield ͑Figure 3͒. Migrating this regularized, bettersampled wavefield imposes no efficiency penalty on wave-equation migration, which needs well-sampled data to satisfy sampling theory for wavefield continuation. However, it does impose an efficiency penalty on Kirchhoff migration, which ordinarily would not migrate the extra placeholder traces.
The fact that Kirchhoff migration ordinarily would not migrate the extra traces illustrates another flexibility, which actually constitutes a violation of migration theory. Antialiasing operators tailored for particular nonuniform acquisition grids have allowed Kirchhoff migration to sidestep some of the wavefield sampling requirements for migration while producing an unaliased image ͑Biondi, 2001͒. The consequence of this is an incomplete image that treats high frequencies differently in different azimuthal directions.
Most land seismic surveys over structural areas are also acquired sparsely and with a wide range of azimuths. Although it is tempting to draw the same conclusion regarding Kirchhoff migration as in the marine situation, that conclusion is not automatically valid because land surveys have a nontrivial near surface that needs to be imaged. However, sparsely recorded traces contain very limited information from the near surface compared with the amount of information from deeper reflectors. The small amount of near-offset, early-time information on a particular gather of input traces might bear little relationship with corresponding information from nearby gathers, especially when near-surface conditions vary rapidly. This situation Beam migrations are, at their core, directional Kirchhoff migrations performed on spatial windows of the recorded data. Most current beam migrations are not limited to single-valued traveltime functions, with their potential to contribute noise from discontinuities to the migrated image, and they have potential efficiency advantages over Kirchhoff migration. Sun et al. ͑2000͒ describe the technique in elementary terms: "The migration of a supergather consists of two major steps: stacking the traces into a -p beam volume, and mapping the beams into the image volume." Hill ͑2001͒ formalizes the method as a wave-equation migration that uses ray-based Gaussian beams as a wavefield extrapolator. He provides rules, all within the framework of wavefield continuation, for ͑1͒ distributing the input traces into supergathers, or overlapping tapered spatial windows; ͑2͒ decomposing the spatial windows into individual beams, or directional components; and ͑3͒ mapping the beams.
Beam migrations map the directional components of the recorded wavefield into the image volume independently of one another. The images of the components can overlap each other in space. That way, they overcome a major limitation of standard Kirchhoff migration -namely, its restriction to single-valued traveltimes. For Gaussian beam migration, the complex-valued paraxial wavefields near central raypaths give a smooth decay to the individual beam images as well as smoother amplitudes ͑more consistent with the wave equation͒ than standard Kirchhoff migration. Therefore, beam migration, carefully implemented, is usually superior to standard Kirchhoff migration for well-sampled data. In addition, beam migrations are not dip limited, giving them an advantage over migrations based on the one-way wave equation. However, the reliance of most beam migrations on rays can limit their accuracy in structurally complex areas.
Wave-equation migration methods -The one-way wave equation
Wave-equation migrations are one way or two way. One-way methods apply Green's identity, which expresses a wavefield at a particular depth in terms of the same wavefield existing at a shallower or greater depth, to the recorded wavefield and the wavefield coming from the source locations. Figure 4 illustrates the downward continuation from the recording surface into the subsurface, applied to the individual frequency components of the source wavefield or the recorded wavefield. Green's identity requires a Green's function, or wavefield extrapolator, which is a one-way approximation to the full two-way wave equation that allows for downward or upward propagation ͑but not both at the same time͒.
The first step of one-way wave-equation migration ͑OWEM͒ is to downward-propagate the source wavefield D and the recorded wavefield U from the surface into the subsurface by solving the oneway wave equations:
Figure 2. Narrow-azimuth acquisition versus wide-azimuth acquisition. ͑a͒ For wave-equation migration whose crossline imaging aperture ͑in gray͒ exceeds the narrow-azimuth recording aperture ͑in blue͒, the migration must insert zero traces as placeholders outside the recording aperture, adding to the cost of the migration. This is unnecessary for Kirchhoff migration. ͑b͒ Wide-azimuth acquisition significantly reduces this efficiency disadvantage for wave-equation migration. Figure 3 . Recording aperture and data regularization for migrating wide-azimuth marine data. Original receiver locations for a given shot are in dark blue, and interpolated receiver locations are in green. Reducing the spatial sample rate of the wavefield down to the spacing needed for unaliased downward continuation imposes no efficiency penalty for wave-equation migration ͑because wavefield sampling theory imposes this spacing anyway͒, but it adds to the number of input traces used by Kirchhoff migration, with a loss of efficiency.
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Then we apply an imaging condition, which combines the wavefields at subsurface locations to produce the image at those locations. Claerbout ͑1971͒ proposes two types of imaging condition: the deconvolution imaging condition
and the crosscorrelation imaging condition
R͑x͒ ‫ס‬ ͵ U͑x;͒D * ͑x;͒d .
͑5͒
Both imaging conditions satisfy the goal of imaging the subsurface structures, although they provide different migrated amplitudes. In practice, the crosscorrelation imaging condition 5 is often preferable for stability reasons. OWEM began with a paraxial ͑low-dip͒ approximation to the wave equation ͑Claerbout, 1971͒. This approximation, used for many years in seismic imaging, had its origins in the study of radio waves in the atmosphere. It works well for waves propagating in a small directional range about a dominant direction but does not do a good job of representing wavefields that contain a wide range of angular information, such as seismic data simultaneously containing reflections from horizontal and steeply dipping reflectors. The steep dip performance of one-way extrapolators has improved over the years, using approaches that fall into four main categories. Note that methods 2-4 below have difficulty with extreme lateral velocity variations such as around salt flanks. In such circumstances, they suffer from numerical instability ͑Etgen, 1994͒, or they generate propagation errors.
Method 1: Implicit finite-difference algorithms. -These algorithms ͑Claerbout, 1970; Berkhout, 1979; Ma, 1982; Lee and Suh, 1985; Zhang et al., 1988͒ achieve accuracy on high-angle propagation using high-order fractional expansions to approximate the square-root operator in equations 2 and 3. However, current 3D implementations are only approximately three-dimensional. To reduce computing cost, the 3D operator is expressed as a succession of split 2D operators: Two-way splitting performs a downward continuation first in one direction ͑say, x͒ and then in the orthogonal ͑y͒ direction. The result of this is splitting error, which can distort the location of imaged reflectors that are not dip to one of the ͑x,y͒ axes. Li's ͑1991͒ correction is designed to reduce the splitting error and evanescent noise. However, the correction is based on only a few reference velocities, so it reduces rather than solves the underlying problems. Four-way and multiway splitting ͑Ristow and Ruhl, 1997͒ have been proposed to reduce the azimuthally dependent numerical splitting errors.
Method 2: Stabilized explicit extrapolation methods. -These methods ͑Holberg, 1988; Hale, 1991a Hale, , 1991b Soubaras, 1996͒ numerically design Green's functions to downward-propagate the oneway wavefields. To achieve 90°wave propagation, the operator must be infinitely long. Therefore, any finite truncation of the numerical Green's function sacrifices steeply dipping reflectors in the image. Also, stability considerations tend to result in further degradation of steep-dip performance. Although many different OWEM algorithms have been proposed, a clear winner has not emerged. It is not easy to find an ideal numerical solution ͑that is fast and accurate͒ for the one-way wave equation because the equation itself has fundamental difficulties. Equations 2 and 3 are unconventional partial differential equations. What do we mean by taking a square root of a partial differential operator? From a mathematical perspective, we interpret the square-root operator as a pseudodifferential operator, which can be approximated by an infinite series of partial differential operators and their inverses. Moreover, the square-root operator has singularities that occur at 90°p ropagation, i.e., when
The nature of the singularity is not one of "blowing up" the wavefield but is a singularity nonetheless; the square-root operator changes character at this point from real to imaginary, and the wavefield changes from oscillatory to evanescent. Because of the singularity, standard numerical approximations to the square-root operator cannot converge quickly.
All one-way extrapolators share a problem: Unless they are adjusted, they cannot propagate waves beyond 90°. In the conventional downward-depth-extrapolation process, the wavefield at any depth level depends only on the wavefield at shallower depths; it is impossible to allow waves to turn upward because the wavefield z Figure 4 . The downward-continuation operation of one-way waveequation migration. For each frequency component, the recorded wavefield is downward-continued recursively from one depth to the next greater depth using the one-way wave equation.
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would need knowledge of its state at greater depth levels. Two "tweaks" allow one-way extrapolators to propagate waves beyond 90°. First, Claerbout ͑1985͒ modifies poststack phase-shift migration, performing it in two passes: down and then back up. The downward pass preserves the energy that would be evanescent in the next depth layer, saving nearly horizontally propagating energy at each depth step. The second pass uses this saved wavefield and introduces it into an upward-continued wavefield extrapolated from the bottom of the model to the top. Combining the two images produces a composite image containing dips exceeding 90°. Hale et al. ͑1992͒ apply this technique to image very steep dips on poststack data, and Zhang et al. ͑2006͒ extend it to prestack migration in a laterally varying earth.
Second, others apply tilted coordinate systems to extrapolation operators to change the preferred direction of propagation away from vertical ͑Higginbotham et al., 1985͒. The tilted-coordinate approach has been modified to produce prestack migration methods that can capitalize on a preferred direction of propagation other than vertical ͑e.g., the plane-wave migration method of Whitmore ͓1995͔ or Rietveld and Berkhout ͓1994͔; without tilting the coordinate system, however, OWEM versions of plane-wave migration are still dip limited͒. Etgen and Brandsberg-Dahl ͑2002͒ and Shan and Biondi ͑2008͒ introduce this approach, coining the phrase tilted plane-wave migration. To image all possible dips, their method requires several different tilted grids, each oriented to some preferred propagation direction, usually corresponding to a compromise between the source take-off angle and the expected geologic dip. Indeed, this tilted propagation approach has been applied successfully to shot-record migration, when there are steep or overturned dips in the image in only a few orientations, removing the requirement of tilting the propagation direction in every possible direction ͑Nolte et al., 2008͒.
Before 2000, OWEM was applied widely ͑but not universally͒ as an intuitive and rough way of performance seismic inversion, unlike Kirchhoff migration, which is supported by modern amplitude inversion theory ͑Bleistein et al., 2001͒, keeping in mind our earlier comments on the practical limitations on this theory. Zhang et al. ͑2005͒ show that by calibrating the one-way equations and the surface conditions, OWEM can produce true-amplitude migration common-shot common image gathers ͑CIGs͒ under the deconvolution imaging condition 4. The result should be as good as or better than that from a Kirchhoff true-amplitude migration.
A key issue in true-amplitude OWEM work is to interpret the square-root operator properly and to ensure that the equation preserves propagation energy. For example, equation 2 needs to be modified as
ͪU‫.0ס‬ ͑6͒
The lateral derivatives appearing under the radical are important for designing a stable one-way propagator. This explains why methods 2-4 above cannot handle sharp velocity boundaries correctly; the lateral velocity gradient is absent in those algorithms. Zhang et al. ͑2007͒ prove that imaging condition 5, proposed by Claerbout in 1971, also provides a true-amplitude migration result if the output CIGs are in the reflection-angle domain. Therefore, the imaging intuitions of pioneer geophysicists are well explained and settled on a solid theoretical base.
Wave-equation migration methods -The two-way wave equation
The full two-way wave equation first was used for depth migration of 2D poststack data in the late 1970s ͑Baysal et al. McMechan, 1983; Whitmore, 1983͒ . This method is called reverse-time migration ͑RTM͒ because it propagates the recorded wavefield from its boundary ͑the recording surface͒ into the earth using the full wave equation with time running backward ͑Figure 5͒. Its use of the full wave equation, not Green's identity, requires that it compute snapshots of the entire wavefield everywhere inside the earth at all times from the latest time to time zero. ͑For prestack migration, the recorded wavefield is still propagated backward in time. However, the source wavefield is created by propagating forward in time, so the prestack migration algorithm should be called forward and reverse time migration.͒ If we consider seismic waves to be acoustic, then the propagation engine in acoustic RTM is the most accurate we can get. Here, we directly solve the two-way acoustic wave equation:
Unlike Kirchhoff migration and beam migration, there is no highfrequency assumption in equation 7. And unlike OWEM, there are no approximations to the wave equation that limit propagation angle or the ability to handle strong lateral velocity variations. So RTM can easily handle any spatial velocity variation to produce all kinds of waves ͑reflections, refractions, diffractions, multiples, evanescent waves͒. Also, RTM propagates waves in all possible directions, and its ability to image dips up to 180°gives it an advantage over other methods.
From an implementation perspective, it is easier and more straightforward to solve the well-behaved partial differential equation 7 than expressions such as equation 6 with its pseudodifferential operators. A high-order difference method or a pseudospectral method ͑Kosloff and Baysal, 1982; Etgen, 1986͒ can achieve high accurat t t t Figure 5 . The operation of reverse-time migration on the recorded wavefield, illustrated schematically in two space dimensions. Beginning with the maximum recorded time t max , the wavefield is injected from the recording surface into the subsurface, then propagated backward in time until time zero. The full acoustic wave equation propagates energy downward and upward within the computational volume. At each time step, a vertical slice through the cube shows a snapshot of the wavefield. This wavefield is then crosscorrelated with the source wavefield, which has propagated forward in time.
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cy and avoid numerical dispersion. However, since its introduction about three decades ago, RTM has fallen in and out of use several times. Each time it went out, the reasons usually involved memory requirements and efficiency compared to other methods. The memory requirements for Kirchhoff and beam migration can be minimal ͑small set of input traces, output aperture, traveltimes and amplitudes͒, and OWEM asks only for several 2D arrays ͑frequency slices͒ to extrapolate the wavefields in the frequency domain from one depth step to another. However, 3D RTM works only when several 3D arrays ͑wavefield snapshots at several time steps plus velocity model͓s͔͒ are allocated for it, which was a luxury requirement for computers in the past and remains a challenge. Therefore, the industry settled for improvements in OWEM, which produced images of accuracy similar to RTM for moderate dips, and ray-based migration, which produced useful steep-dip images. These functioned as necessary substitutes for the complete images that only RTM can provide. Efficiency remains an issue for RTM, but computational advances have mitigated this problem to some degree. For many imaging projects whose purpose is to delineate subtle hydrocarbon traps beneath complex overburden, RTM is now considered indispensible. The use of the correct wave equation, not an approximation, gives RTM greater amplitude fidelity than OWEM or ray-based migration. A straightforward modification of the boundary conditions used in the wave equation, combined with a proper imaging condition, allow RTM to output true-amplitude angle-domain CIGs ͑Zhang and Sun, 2009 ͒.
The isotropic acoustic assumption for seismic waves may not always be appropriate. This fact has been recognized in areas such as the North Sea and the Canadian Foothills. In addition, the recent surge in wide-azimuth data acquisition provides more azimuthal information, which aids significantly in determining anisotropy parameters for imaging under steeply dipping anisotropic overburdens. This requires that a migration method handle general anisotropic media to obtain a significant improvement in image quality, clarity, and positioning. For example, shale masses overlying dipping salt flanks can be anisotropic, which we currently describe with tilted transverse isotropy ͑TTI͒. Five model cubes are required in the case of TTI: one velocity model V to describe the wave propagation along the symmetry axis, two dimensionless parameters and ␦ ͑Thomsen, 1986͒ to characterize the anisotropy, and two angles and to define the symmetry direction.
Following Tsvankin ͑2001͒ and Alkhalifah ͑2000͒, an approximate acoustic TTI wave equation has been derived by setting the shear-wave velocity along the symmetry axis to be zero; this wave equation can be used in a TTI RTM ͑Zhou et al., 2006͒. In practice, not only does TTI RTM require significantly more computer resources than isotropic RTM, but also nonvertical symmetry axes can cause severe numerical dispersion and instability ͑Zhang and Zhang, 2008͒. To develop a stable TTI RTM, we need to investigate the underlying elastic wave-equation system for ways to allow the TTI acoustic equations to include more accurate physics ͑Fletcher et al., 2008͒. For the present, TTI RTM is a practical transition step from an acoustic RTM toward an elastic RTM.
Again, anisotropy is an elastic phenomenon that is approximated by the acoustic TTI wave equation. In principle, we should be thinking of elastic imaging, but this raises problems of its own. The layered fabric implied by TTI is easier to conceive as a solid ͑elastic͒ than as a fluid ͑acoustic͒; nevertheless, acoustic TTI has been a useful model for seismic imaging. However, by honoring anisotropy more rigorously with the elastic wave equation, we introduce ͑or have imposed on us͒ wavefields of far greater complexity than we expect to be capable of imaging completely ͑including velocity estimation͒. To avoid dealing with wavefields that contain the effects of continuous energy conversion between compressional and shear modes, we need to modify the elastic wave equation in a manner analogous to the two-way nonreflecting wave equation of Baysal et al. ͑1984͒ . This will simplify the wavefields to be imaged, but we do not know whether the simplifications will be more valid than the acoustic TTI model used today.
Imaging with generalized sources
We have mentioned plane-wave migration ͑Rietveld and Berkhout, 1994; Whitmore, 1995͒. Plane-wave migration is but one type of migration that uses data from many physical sources to synthesize data that might have been acquired from sources that are not easily realizable in the field. Generally, we refer to combining data from actual sources into data from other sources as encoding ͑e.g., Romero et al., 2000͒. In the case of plane-wave migration, some controversy surrounds its validity ͑Stork and Kapoor, 2006͒; but in general, the practice of encoding physical shot records into generalized source records to gain efficiency in acquisition or accuracy in imaging is gaining popularity.
One such approach relies on combining records from physical sources that are excited with considerable time overlap ͑Berkhout, 2008͒. An alternative to encoding many physical records into many generalized-source records is to allow multiple energy within a particular shot record to become part of a generalized source for that record ͑Muijs et al., 2007͒. Especially suitable for seabed recording, where the downgoing multiple energy can add significant spatial aperture to the source wavefield, it can be applied whenever up/down separation of recorded wavefields is possible. In principle, imaging with generalized sources requires the use of the deconvolution imaging condition 4 to ensure that the image contains only reflectivity properties of the earth, with all effects of the source suppressed.
CIGs, migration velocity analysis, and migrated amplitudes
The concept of wave-equation migration ͑Claerbout, 1971͒ is older than Kirchhoff migration ͑though not as old as its underlying diffraction-stack procedures͒. The flexibility of Kirchhoff migration means that it often leads the way in practical application, but waveequation methods surely follow shortly after, usually in the name of addressing the deficiencies in Kirchhoff methods. Should we view wave-equation migration as truly distinct from Kirchhoff migration or as a different method for computing Green's functions? It is certainly possible, if not computationally reasonable, to use waveequation methods in many of the same ways Kirchhoff migration is used. If we view wave-equation migration as just a better version of Kirchhoff migration, though, we will be less likely to use its possibilities that differ from those of Kirchhoff migration. Chief among those possibilities is availability of a full wavefield in the subsurface, not just sample times on input traces.
It is standard practice to sort data for Kirchhoff migration to common ͑vector͒ offset and migrate each sorted data volume separately. This way, the data can be gathered after migration and sorted by original surface offset ͑vector͒. In many ways, this is parallel to common-midpoint ͑CMP͒ processing, which is well understood and has many advantages, such as symmetry of moveout, apex at zero offset, and simple moveout for simple velocity. This usually is not done
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with wave-equation migration. Migrating individual shot records ͑or generalized shot records͒ is usually the most efficient, general way of migrating data with wave-equation methods. When this is done, however, the original offset of the data is lost, rendering CMPlike postprocessing impossible.
As an alternative approach to preserving prestack information that is not obvious from the point of view of ray-based migrations, wave-equation migration can use an extended imaging condition to recover the angular information contained in the back-propagated wavefields. As described, ray-based methods typically preserve the surface offset of the data, which for well-behaved overburden is linked reasonably to scattering angle in the subsurface. However, we ultimately want to recover reflectivity versus scattering angle because that is what tells us about the properties of the reflector. Waveequation migration methods have a potential advantage here.
In two dimensions, there is a very simple transformation from downward-continued ͑or subsurface͒ offset to angle ͑deBruin et al Prucha et al., 1999; Sava and Fomel, 2003͒ . In three dimensions, the transformation is more complicated and requires knowledge of subsurface dip, which at face value might lead one to conclude that the 3D transformation is less robust than the 2D transformation. Theoretically, it is unclear whether the 3D case should be less robust than the 2D case because any 2D or 3D transformation of subsurface offset to scattering angle must depend on velocity, at least implicitly. However, to our knowledge, the 3D transformation is not in routine use. We would prefer to have robust, reliable estimates of reflectivity versus scattering angle with minimal dependence on the velocity model and the content of the image itself. An advantage of surface offset, even though it is not directly proportional to scattering angle and might have a complex and even multivalued relation to scattering angle in a complex medium, is its invariance: Surface offset is an attribute of the data, not of the earth or the velocity model.
For wave-equation migration, an alternative to extending the imaging condition to produce an angle-dependent reflectivity operator is to separate the angular components of the downward-continued source and recorded wavefields in the subsurface. This can be done by using local transform methods ͑Wu et al., 2004͒. Knowing the amplitudes of the incident and scattered wavefields in all directions at an image location allows one, in principle, to determine the full reflectivity operator, i.e., the reflection strength for all combinations of incidence angle and reflection angle. Presently, we do not know what to do with all of this information; we only know how to use the reflection coefficient at the specular angle, where incidence angle equals reflection angle. But the specular reflection coefficient is a subset of all information supplied by this procedure. As we move toward using the wave equation for velocity estimation, the nonspecular information might become useful.
Ray methods have their own possibilities for estimating reflectivity versus scattering angle, but these are also problematic. They depend on the ability to retain angle information from source and receiver locations at image locations in the subsurface, as in Figure 1 . This is possible in areas of simple geology where Kirchhoff migration traveltimes are continuous spatially, but it becomes impossible for standard Kirchhoff migration when traveltimes are discontinuous. Nonstandard ͑multiarrival͒ Kirchhoff migration ͑Brandsberg-Dahl, 2001; Koren et al., 2008͒ can retain subsurface directional information, but this is a bookkeeping challenge. Beam migrations also can retain this information, usually as a matter of course. Beam migrations typically use well-behaved paraxial traveltimes in the vicinity of central raypaths, and it is reasonably easy to produce the desired ray directions from these traveltimes and local velocity.
Once again, however, we are not far enough along to say definitively that the theoretical advantage of subsurface-angle gathers translates into a compelling case for their use in practice ͑Xu and Huang, 2007͒. Only when we gain enough experience with subsurface-angle gathers to put them to the test of velocity estimation using wave, not ray, propagators will we be able to judge the value of these subsurface-angle CIGs.
IMAGING COMPARISONS
In this section, we compare images using popular migration methods: Kirchhoff, Gaussian beam, OWEM, and RTM. These comparisons illustrate the relative imaging strengths and weaknesses of the methods. We also compare images of marine data using narrow-and wide-azimuth acquisitions.
Our first comparison is of the migration operators used by the various methods in a complex structural setting, the Sigsbee2a salt model ͑Paffenholz, 2001͒. Figure 6 illustrates the migration operators on a single event at 6 s on a zero-offset input trace. The Kirchhoff migration response ͑Figure 6a͒ shows discontinuities characteristic of single-arrival Kirchhoff migration. These discontinuities contribute considerable noise to the final image, which is the superposition of migration responses from all events on all input traces.
The Gaussian beam migration ͑Figure 6b͒ shows a much more complete response than the Kirchhoff migration, with a minimum of discontinuities. The multipathing capabilities of Gaussian beam migration ensures that most, if not all, geometric ͑ray͒ arrivals will contribute to the image and that these contributions will tend to have smooth decay. However, a few of the migrated events show incorrect kinematic behavior as they pass from sediments to salt. This is a consequence of the fact that the central rays associated with the individual events ͑the beams͒ have limited ability to sense the velocity structure that is near, but not actually on, the raypaths.
The OWEM and RTM images ͑Figure 6c and d͒ show much richer wavefields than the ray-based images. The wave-equation methods are not restricted to geometric events, and comparing the beam migration response with the wave-equation migration responses on this model shows how much wave energy can be carried by nongeometric arrivals when the top of salt has typical complexity. In fact, the RTM image is far more complex than the OWEM image, indicating the amount of wavefield information not captured by the one-way wave equation. In addition to steep dips and turning waves, the RTM image contains significant amounts of interbed multiple energy and upward-scattered energy that are considered as noise in current processing. So far, efforts to use RTM to take advantage of the extra wavefield information have had limited success, but the information provides an opportunity for future RTM applications.
Our second example compares the same migration methods on the BP 2004 model data set ͑Brandsberg-Dahl and Billette, 2005͒. This complicated data set poses challenges for all imaging methods. It contains two salt bodies, one with very rough top of salt and the other with extremely steep dips. Because the rough top of salt on the left salt body can cause chaotic ray behavior, subsalt imaging is problematic for ray-based migrations. Likewise, the steep dips cause problems for dip-limited OWEM. Of the four images in Figure 7 , the Kirchhoff ͑Figure 7a͒ is clearly the worst and the RTM ͑Figure 7d͒ is clearly the best. The quality of the Gaussian beam ͑Figure 7b͒ and the OWEM ͑Figure 7c͒ images lies between the two extremes. The
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subsalt portion of the beam-migrated image has somewhat poorer signal-to-noise ratio than the subsalt portion of the OWEM image, which compares well with the subsalt portion of the RTM image. On the other hand, the beam migration has preserved most of the steep dips visible on the RTM image ͑with a certain amount of swinging noise͒, whereas the major evidence of steep dips on the OWEM image is the sharp terminations of sediment reflectors.
As an industry, from the mid-1980s until recently, we concentrated our efforts on creating improved images below complex overburden using ever-improved computational techniques. Eventually we concluded that applying ever-better processing methods to limited data might not lead to sufficient image improvements, and we began to experiment with removing the narrow recording azimuth limitation. Figure 8a shows the result of a state-of-the-art processing sequence ͑as of 2004͒ applied to subsalt imaging in the Gulf of Mexico. Very little is interpretable in the image below the salt body ͑the bright reflectors at the top of the section are parts of the top and base of salt͒. Figure 8b shows the result of very similar processing methods applied to a wide-azimuth survey acquired in the same area. Although the image is not perfect, it is substantially improved, and the structural elements of the subsalt section can be interpreted with much more confidence. All of the improvement from Figure 8a and b can be attributed to a change in data-acquisition method.
WHERE ARE WE GOING?
It is reasonable to expect that we will see continued refinement in computational techniques related to wavefield continuation/propagation of all of the methods mentioned, with less effort devoted to standard Kirchhoff methods than to the others. Some effort will be directed toward solving for more complex wave phenomena, such as low-symmetry anisotropy, elasticity, and viscoelasticity. Some will go to efficiency improvements, which are no less important because they allow us to handle phenomena we now partly understand on larger ͑industrial͒ scales and with more detail. Because of the effort we spend on algorithmic and efficiency improvements on wavefield continuation, lower-tech methods such as standard Kirchhoff migration will see less use; more complete methods such as RTM will see greater use.
Are one-way methods obsolete? Viewed from the perspective of classical downward continuation, maybe the answer is "Yes, we should begin using RTM exclusively." Although RTM claims to handle everything, does it really? Viewed from the perspective of acoustic waveform inversion ͑for which RTM can be seen as the first iteration͒, again maybe the answer is "Yes." But what if we only do one iteration, i.e., classical RTM? Then the answer has to be "No" because RTM images noise in a coherent fashion in addition to primary reflection signal. That leaves some room for improvement in 
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one-way thinking. Perhaps if we think of one-way methods in terms of one-way-outward ͑not downward͒ from the source and one-wayinward ͑not upward͒ toward the receivers ͑or the opposite depending on which way we want the time axis to run͒, there are still unharnessed possibilities. Nichols ͑1994͒ shows in two dimensions how to create one-way-outward Green's functions with a wave-equation method, and he applies it to computing sophisticated traveltimes ͑and amplitudes and phase factors͒ for migration. Expanding on the titled-coordinate system ideas, Sava and Fomel ͑2005͒, Shragge ͑2008͒, and Shragge and Shan ͑2008͒ propose more sophisticated coordinate systems for one-way extrapolation, called Riemannian extrapolation. In principle, their approaches correspond well with a single backscattering model for the seismic reflection experiment ͑upon which most of our understanding of imaging is built͒. They create steep dip images as RTM does, avoiding most problems of internal scattering that face RTM and avoiding the question of how to apportion energy in the image among multiple potential reflection events when one abandons single scattering. So, viewed from the perspective of outward and inward wavefield continuation, one-way methods have useful advantages, and are not obsolete. Therefore, modifying OWEM into outward-continuation methods might ensure usefulness of those methods for some time to come.
The preceding assertions are relatively obvious, and progress is being made in those directions. Next, we probe more speculative areas.
Beyond structural imaging
The demand from the interpretation side of our business is to move beyond structural images and provide more stratigraphic detail, and to move toward qualitative and eventually quantitative properties of rocks and pore fluids in a static imaging sense as well as in a dynamic, 4D sense. From the preceding section, we have most of the theoretical framework to do this, at least in the acoustic case. The glaring omission might then seem to be the elastic ͑even viscoelastic?͒ case. Certainly, we see evidence of a solid, rather than fluid, earth in our data all of the time. Computationally, the elastic ͑aniso-tropic, viscoelastic, etc.͒ wave equations are much more demanding than their acoustic counterparts, primarily because of the finer grids required to sample slow-moving shear waves. Is the correct path forward to implement our conventional acoustic ideas with an elastic propagator, e.g., elastic RTM? We discussed this issue earlier in the context of TTI RTM for structural imaging; we revisit it here in the context of elastic imaging. 
WCA14 Etgen et al.
Acoustic waves are convenient because even though we allow some complexity in the outgoing wavefield from a source, we still have the notion of a relatively temporally compact outgoing wave. For an elastic RTM method, this is not nearly as practical or reasonable. Outgoing P-waves continually convert to outgoing S-waves and back again at all interfaces and discontinuities in the model ͑and likewise on the way back in͒. Kirchhoff migration for elastic waves has existed for some time, but it tends to assume no interaction of the two wave types except at the reflector. Given the ͑limited but nonzero͒ success of this approach, there might be some physics to support the concept of minimal mode conversion. Only time and further experimentation will tell if this concept has practical value.
Another benefit of the acoustic approach is the empirical result that, for well-sampled and well-illuminated data, the adjoint of the seismic experiment is often a reasonable pseudoinverse. Solid evidence for this observation is the simple fact that Kirchhoff migration of common-offset volumes, OWEM images, or simple RTM images are often quite good. In the elastic case, we suspect this "adjoint is approximately equal to pseudoinverse" argument will garner less empirical support. In the acoustic case, back-propagating the data reconstructs the scattered wavefield at every point in the subsurface if the receiver aperture is sufficiently large and well sampled ͑think OBS receivers and dense areal shooting͒. In the elastic case, the unwanted mode conversion that would take place in a detailed model of P-and S-wave velocities would create many spurious ͑nonexistent͒ components in the reconstructed scattered field, even if the receiver array had a large aperture and was well sampled. Then a simple crosscorrelation imaging condition would never be sufficient. Without an elastic analog of a two-way nonreflecting acoustic wave equation ͑Baysal et al., 1984͒, the elastic wave equation will provide too many events for us to image clearly and unambiguously.
Illumination compensation
Illumination compensation remains a substantial problem. Variable ͑or lack of͒ illumination is often the biggest impediment to achieving the goals mentioned in the previous paragraph when imaging below complex overburden. Although we understand in principle how to normalize for this effect, we speculate that there will be continued difficulty doing this. Iterative least-squares migration claims to handle variations in illumination and has shown evidence of doing so successfully ͑Nemeth et Clapp, 2005; Valenciano, 2008͒ . Of course, the compensation applied in a least-squares migration depends strongly on the velocity model used to compute the migration and modeling operators. Waveform inversion ͑in the fully nonlinear data-fitting sense͒, which depends only on the data and a starting model, theoretically might be able to attack both problems at once. Proponents of full-waveform inversion sometimes go so far as to think it will supplant the conventional imaging workflow of migrations and human-guided velocity model-building activities.
Recent progress on seismic acquisition has certainly helped us put more illumination on our targets. Is it enough? In some cases, the answer may be a qualified "Yes." However, we speculate opportunity remains for additional advances in attacking the problem of illumination with acquisition techniques.
Better velocities and other parameters
Obviously, more effort needs to go into determining accurate velocity models if we are to use accurate Green's functions ͑the wavefield extrapolators͒ and more complicated wave equations to their full potential. Will waveform inversion come to the rescue here? It does seem that this technology is maturing to the point where we will soon see fairly widespread application for certain problems. Will it go anisotropic? Elastic? That is more difficult to predict. Will it be of real value if it is limited to acoustic isotropic? Going further, will waveform inversion supplant more conventional notions of seismic migration?
When it was restricted to 2D applications for cost reasons, waveform inversion had limited impact on seismic processing. Over the last few years, progress has been rapid, and there now are viable approaches to 3D waveform inversion in the time domain ͑Vigh and Starr, 2007, 2008͒ and the frequency domain ͑Sirgue et al., 2007, 2008͒ . Certainly, there is some hope that waveform inversion will bring more accurate and detailed models than methods based on moveout. In some sense, waveform inversion is the latest and greatest hope for those who believe they can derive all velocity information necessary to image data ͑or even explain the recorded data͒ deterministically. Indeed, many of the difficulties we face in more conventional velocity-estimation schemes are because we approximate ͑maybe a lot͒ the wave-propagation and scattering process. So, the added rigor that waveform inversion brings should be helpful.
a) b)
Figure 8. Comparison of images from ͑a͒ narrow-azimuth data versus ͑b͒ wide-azimuth data below a complex salt body. Wide-azimuth data leads to a significant uplift in image quality in this difficult-toimage area. ͑Images courtesy of BP.͒
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Admittedly, though, we still are unsure how to describe waveform inversion in terms familiar to standard seismic processing. Does it focus primarily on diving waves? Does it also make long-wavelength updates based on reflected data? Presumably, it does both; but how much of each, and how do we control it? Should we even try?
What about a marriage of wave propagation with more conventional velocity estimation techniques? Strictly kinematic gather flatness is a concept that has served us well over the years and has earned its keep even in relatively complex situations. Going beyond gather flatness, wave-equation migration velocity analysis methods that rely on image focusing ͑Sava and Biondi, 2004͒ seem to combine the necessary components: kinematics handled by wave propagation and data attributes such as image focusing that are familiar from migration. Intermediate approaches. i.e., differential semblance ͑Symes and Carazzone, 1991͒, also bridge the gap between gather flatness and waveform inversion. As outgrowths of conventional processing, these last two approaches should improve velocity estimation beyond what we can accomplish with purely kinematic, raybased approaches.
However, problems such as velocity determination below salt, limited as they are by experimental geometry and critical angle issues for surface data, may not be amenable to waveform inversion or any other method that tries to match the data or match some attribute derived from the kinematics of the data such as gather flatness. What do we do then? Certain technologies claim the ability to make images at least partly independent of knowledge of the velocity. Will they come to our rescue? There is also good old-fashioned geologic knowledge: Will basin modeling and computational geology come to our rescue?
Will we ever get there?
Will the computer replace the interpreter? In our opinion, this is unlikely. Full ͑whatever that means͒ waveform inversion certainly has that as an implicit goal. However, too many obstacles stand in the way. Despite all of the advances in data acquisition, we will never collect enough data. Even if we could populate the earth's surface with sources and receivers, Green's Second Theorem, which requires surrounding a target with sources and receivers, says that is still not enough data. This is related, but not entirely equivalent, to the fact we do not sample the subsurface uniformly or regularly ͑in the mathematical sense͒ to deal with illumination variability and deficiency.
CONCLUSIONS
We have attempted to summarize the current state of the art in seismic depth imaging and, to a lesser degree, various forms of seismic inversion, and we have speculated on directions our subject might take in the future. Comparing our initial statement, "The ultimate and perhaps unattainable goal of seismic imaging is to replace the art of interpretation with a computational process that renders quantitatively accurate models of the subsurface," with our speculations, we must conclude with cautious pessimism. Our imaging methods are fairly successful in the narrow, familiar sense that we can often produce drillable images of the earth's subsurface with acoustic techniques applied to reflection data from an elastic or anelastic earth. Far less often do the methods contribute to velocity estimation that ensures the drill bit will hit its target. Less often still do they produce useful amplitudes for detailed stratigraphic or amplitude analysis. We have pointed out why, in some settings, the velocity and amplitude problems might elude solution for the foreseeable future.
On the other hand, we have made a certain amount of progress in combining seismic imaging with techniques such as waveform inversion, to the point of reducing the structural uncertainty of targets below most complex overburden. We also have improved the amplitude behavior of our imaging algorithms in general. So it is certain that we are moving toward automated, quantitative imaging, but it is far from certain how rapidly we are moving in that direction. Between the alternative outcomes of ͑1͒ continuing incremental improvements in reducing structural uncertainty and estimating rock properties and ͑2͒ dramatic improvements in quantitative imaging and velocity estimation with minimal human intervention, we conjecture a middle path of incremental improvements punctuated by occasional, isolated, spectacular success.
