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Abstract
The aim of the research is to devise an automatic way to view and segment a scene of discrete 3D objects
with or without ambient illumination and then to fully illuminate each object in turn without illuminating
other objects or the background. The structured illumination must be controlled in time and space to have
the same shape, size and position as the object. There is a need for such a system in the entertainment
and visual arts industries for sound and light shows at night outdoors for selectively illuminating buildings,
in caves or caverns for illuminating rock formations, or for illuminating mannequins, statues or waxwork
figures in theatres sequentially in synchrony with a voiceover narration discussing each in turn. In these
applications, such a technique has an advantage over the use of spotlights as only the object of interest is
illuminated and not nearby objects or the background so helping the viewer to concentrate on just the object
of interest. In this paper a video camera and projector system is reported with real time image processing
feedback via a computer. The way in which the image processing algorithms in the feedback loop were
developed to overcome various issues is explained.
Keywords: Object-Background segmentation, Structured illumination, Spotlight, Signal processing, Image
alignment
1 Introduction
Figure 1: Experimental Arrangement and Bird view of
the arrangement
The research aims to design and demonstrate a cam-
era and projector intelligent system to illuminate 3D
Objects within a 3D scene while minimizing illumi-
nation of other nearby objects and the background of
the scene. The system should be capable of illumi-
nating each individual object alone and alternatively
illuminating each individual object in a sequence in
turn. The system can be used to illuminate all of the
objects in the scene at the same time or a single ob-
ject can be illuminated while the rest of the objects
and the background are under background are kept
dark. The research has various applications in the
entertainment industry such as in outdoor sound and
light shows [1] in which individual buildings [3] or
statues are illuminated in turn either in time to music or synchronised with explanations about the objects
given by a speaker [2], in underground cave tours where individual rock formations are illuminated in turn as
a speaker explains them [4], recently it has also been popular to project images onto mannequins and statues
Proceedings of the 17th Irish Machine Vision and Image Processing conference IMVIP 2015
August 26th-28th, 2015, Dublin, Ireland 97 ISBN 978-0-9934207-0-2
to make them appear to be talking. In such situations, the events usually take place at night or in dark rooms
and the difficulty is how to arrange the projector to mainly illuminate just one object without illuminating other
nearby objects. The alignment and calibration of the projector can be very time consuming. In this paper we
describe the development of a camera and projector system with image processing software to carry out this
automatic alignment of the projected image and the 3D objects. In this paper only uniform illumination is
projected although in future it could be projected moving images.
The arrangement used for the paper is as shown in figure 1. A video camera is placed on top of the projector,
ans is secured to it, and the output of the camera and input of the projector are connected to a HP Pavilion
DV6 3107ax laptop computer which requires 90 W AC power and has 500 GB memory. The video camera was
chosen to be Microsoft Lifecam Cinema which has a USB 2.0 connection, a speed of 30 fps (frames per second)
and is powered by the computer through the USB 2.0 link. The resolution of the camera was 960 × 544. Thw
projector chosen for the project was an Infocus X9 DLP project with a brightness of 1800 ANSI lumen and
1400 × 1050 resolution. The camera is rotated so that its horizontal axis matches that of the projector so that
the captured images do not need to be rotated. The camera is placed on the top of the projector to minimise
the distance between the two. In the experiments reported in this paper the distance between the center of the
lenses of the camera and projector is 8 cm. This distance is measured vertically as the camera lens was placed
directly above the projector lens. A dark background is used to simulate the typical environments used in sound
a light shows. This also helps to achieve proper object background segmentation due to the intensity difference
between the background and the objects to be illuminated. A light background and dark foreground can be used
alternatively, in which case the picture needs to be inverted before further processing.
The paper focuses on three main issues which need to be solved. Firstly, the system should be able to auto-
matically detect and separate the objects from their background. Secondly, the projector must project image
such that it matches the objects detected by the camera exactly. Finally, only the specified objects should be
illuminated at a particular time keeping all of the other objects and the background in the dark. This whole
process should be carried out automatically in realtime and should be robust to changes in the ambient light.
In order to achieve this the camera-projector system is used in conjunction with image processing algorithms
written in LabVIEW is used.
The surroundings contain 3D objects, therefore, the detection technique should be such that the appropriate in-
formation of the surroundings is retrieved when the 3D environment is converted into a 2D image. Laboratory
Virtual Instrument Engineering Workbench (LabVIEW) is graphical programming language used for computer
vision and image processing and was chosen over MatLab due to its speed and graphical user interface which
enables various functions such as different filters to be used without changing the code or need to recompile
the code and due to LabVIEW’s better hardware-software interface. LabVIEW image acquisition was used to
capture the surroundings and the image was then processed as presented in section 2. The next step is to deter-
mine the best match between the projected illumination and the object such that the projected light is exactly
on top of the object. Normalised cross correlation between the transformed captured image with and without
projection was used for this purpose. The disadvantages of cross correlation includes sensitivity to illumination,
rotation and scale changes. However, in this research they prove to be advantageous as due to the difference in
normalised cross correlation value for different scale, illumination or rotation, the best match can be found. The
objects were then selected and lit sequentially using Magic Wand Processing, a function provided by National
Instruments as part of NI Vision, as presented in section 3.
The whole process takes about 35 seconds to one minute 15 seconds with a 4 GB AMD Phenom Quad-core
processor and is independent of the number of objects used. However, the speed of processing is highly depen-
dent on the processor used. Onboard FPGA image processing can give much higher processing speed than the
laptop computer. The speed of the program also depends on the RAM available with higher RAM increasing
the speed of processing significantly. The processing time is independent of number of objects detected, and,
hence, any number of objects can be detected by this method.
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2 Object-Background Segmentation and Image Processing
Each object needs to be segmented and separated from the background and other objects. Also the noise
(unwanted particles and bright spots due to details of the scene and light sources and unwanted reflections)
needs to be minimised [5–8]. LabVIEW 14.0 student edition together with IMAQ 2014, IMAQdx 2014, NI
VISA 2014 and NI Vision acquisition 2014 and NI Vision assistant 2014 [9, 10], all provided by National
Instruments, were used for this purpose as they conveniently have a variety of pre-written functions relating to
image processing and computer vision and they provide various drivers for hardware integration.
2.1 Spatial Image Filtering
The captured RGB image is converted to greyscale and is segmentation filtered to separate the object from the
background and from other objects. Different filters were tried to find the most appropriate filter. A Gaussian
filter [11–14] was first applied to separate the objects from their background. It has the effect of keeping
the important patterns while removing finer details, however, it also increases the noise present (figure 3). If
the light is equally distributed across the image and bright, the Gaussian filter saturates and the whole image
becomes white. In this case, the alternative is to use a low pass filter. The effect of the low pass filter is minimal,
except that it smooths the boundaries of objects. If lowpass filter is used for figure 2, which is not uniformly lit,
the object to background intensity difference will be low and the objects would not be detected, this is evident
in later stages of image processing, that is after thresholding as shown in figure 4. Even when the kernel’s
(Convolution matrix determining the weight of the pixels under consideration and their neighbouring pixels)
size is increased, the result is still the same as shown in figure 4. The final result after image transformations as
described is section 2.2 results in a black image if a low pass filter is applied for non-uniformly lit environment.
If no filter is applied, the result is the same as shown in figure 4. Hence, a Gaussian filter is suitable for non-
uniformly lit enviorment such as that of figure 2, whereas lowpass filter is ideal for uniformly lit enviorment.
Therefore, either a Gaussian or low pass filter is selected for object background segmentation depending on the
ambient illumination conditions. A Gaussian kernel of size 3×3 with the following dimensions were used as
they were found to give the best results.
G =
∣∣∣∣∣∣
1 2 1
2 4 2
1 2 1
∣∣∣∣∣∣
Figure 2: Captured image of the
arrangement of 3D objects within the
scene from the CCD camera
Figure 3: Image after
application of a Gaussian
Filter
Figure 4: Image after
application of a Low Pass
filter
2.2 Image Transformation and Morphology
The greyscale image is eroded [15] for four iterations to remove the finer details and bright spots, so that they
do not connect two adjacent objects and make them appear as one, and also so that they are not mistaken as
objects themselves. The number of iterations was varied and four was found to yield the best results. If a pixel
under consideration has the binary value 1 and if all of its cardinal neighbouring (pixels to the immediate left
and right, and top and bottom of the pixel under consideration) pixel values are 1 then the new pixel value is
set to 1, otherwise it is set to 0. The erode operation is defined by:
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Xnew =
{
0 i f xold = 0
1 i f xold & (Cardinal = 1)
Next, the image is dilated for four iterations, to bring it back to its original size. The number of iterations
was varied and four was found to yield the best results. The dilation operation sets the new value of the pixel
to be 1 if the original pixel is 1 or if its cardinal neighbours are 1, otherwise the value is set to 0. The dilate
operation is defined by:
Xnew =
{
1 i f xold O R(Cardinal = 1)
0 i f otherwi se
Figure 5: Exponential operation
A non linear exponential operation is applied to the pixel grey level intensities next using a look up ta-
ble [16] to improve the contrast ratio and to remove noise due to intensity variation. This operation decreases
the contrast and brightness in dark regions, whereas it increases the contrast in bright regions as can be seen
from the non-linear curve in figure 5.
Next, the image is thresholded to separate the bright object from the dark background. A high and low threshold
value is chosen, the pixels within this range is detected as the object whereas all the other pixels are darkened.
As a black background is used and objects nearer to the camera are brighter than those further from the video
camera, this essentially separates the object from its background. This step however, is greatly affected by the
brightness of the room and the camera used, and needs to be varied in different ambient illumination. If the
room is bright, the objects and background will reflect more light, and, hence, a high lower threshold value
needs to be set. Whereas, if the room is dark, the reflected light from the objects and the background will
be weaker, and, hence, a low lower threshold value needs to be set. Therefore, to avoid setting up a manual
threshold every time the program runs, the maximum intensity of the greyscale image is found and a percentage
of this (20 and 35 % were tried for the experiment) is taken as the lower threshold, the upper threshold is set
to a constant, which is its highest value (255 for 8-bit image). Bright spots on the border of the image can be
mistaken as objects and, hence, all the objects connected to the border are removed next. This step is optional,
as in many cases the object can be near the border. The image is then equalised by distributing the pixels in in-
tensity evenly and converting it to an 8−bit image from a binary image. These image transformation operations
are as shown in figure 6. These transformation were applied on images taken in a room with ceiling light and
windows opposite to the scene. If the room is completely dark in the detection stage, the program would not
be able to segment the objects from its background. However, the sequential illumination of the objects can be
done in a dark room using the information obtained in the previous stages. The thresholding operation is given
by:
i =
{
0 i f p < tlow ,p > thigh
1 i f tlow ≤ p ≤ thigh
3 Calibration and Projection
The video camera has a greater field of view than that of the projector. To detect the area of projection in the
captured image, a white image with the same pixel area as the projector is projected to illuminate the field of
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Figure 6: Image transformation: a) Erode b) Dilate c) Exponential d) Threshold e) Remove border objects f)
Equalise
view of the projector. This area also called, region of interest (ROI), is then extracted from the captured image
and image processing is subsequently only carried out within this area. This area selection can be carried out
automatically by setting a high value for the lower threshold (around 230) to detect the area of projection, as it
will very bright due to projection of a white image onto the scene. This area is then selected by using the magic
wand function, which compares the intensity of the pixel under consideration with its neighbours and their
neighbours, and selects all connected pixels which have a similar intensity within the set tolerance limit (20%).
The coordinates for a particle under consideration are found using the particle analyser function in LabVIEW
and correspond to the centroid of the bright particle with the maximum area. The maximum area is selected
because there might be some other regions with high intensity which can be taken as the ROI resulting in the
wrong selection. However, depending on the surface of the background, some regions in the projected area
might not fall into the threshold range and are ignored, resulting in an error; this error, however, does not affect
the final result significantly as the ROI selected is defined to be a rectangle.
After the ROI is extracted, one object is selected to be illuminated. Next, the processed image of the object is
projected back through the projector onto the object. Automatic thresholding on the image can now be used
(entropy [17–19] in this case), as the brightness of projected structured light is much greater than the other
ambient illumination, hence, the ambient illumination can be ignored.
There may still be some difference between the edge of the area of the projected light and that of the real
object due to the skew of the projector lens, the distance between the projector lens and the camera lens and
error in locating and extracting the ROI. This error is corrected using a feedback loop. The scene onto which
processed images are projected is continuously monitored using the video camera, and the latest captured and
processed image (which is dominated by the illumination area shape) is correlated with the initial captured and
processed image (Template). The dimensions and position of the projected image are altered until a maximum
correlation is achieved. The use of one object instead of all, decreases the processing time and reduces errors.
The projected structured light is rescaled, moved up and down and left and right, and the normalised cross
correlation is calculated for each position and size. The final algorithm which moves the image up, down, left,
right and varies the scale works well but it would be useful to incorporate additional transformations such as
keystone to correct for the skew due to the 8 cm offset between the camera and the projector lens. Once the
maximum correlation is reached when the projected image is exactly aligned with the real object, the calibration
process ends. The dimensions and coordinates of the projected image are then recorded for further use.
The acquired illuminated image is then analysed using NI Vision particle analyser. Particle analyser can detect
continuous regions or grouping of pixels with similar intensity, known as particles. The particle analyser then
makes measurements of these regions or particles and also determine their coordinates. This is often referred to
as BLOB (Binary Large Object) analysis. The particle analyser detects each particle and returns the coordinates
of each object detected. The program then takes these pixel coordinates and uses magic wand processing which
uses the intensity of neighbouring pixels, to select only one object and mask all the others, so that only one
object can be illuminated at one time. The projected individual object images can then be projected sequentially
to illuminate each object one after the other as required.
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4 Experimental Results Discussion
The research investigated different algorithms, to select the best possible method. It was also conducted at
different times of day to check the performance under different ambient background lighting conditions and
at different locations with different 3D scenes to verify its robustness. The results obtained are discussed in
this section. The area of interest is as shown in figure 7. The arrangement consist of a pen case, an orange,
a bottle, a sphere, a mug, an apple and a cucumber, from left to right, the camera-projector system is 1.26 m
from the objects. The sphere is illuminated for calibration purposes in figure 8 and 9, however, any object can
be selected for this purpose. When the projection is of a different size than the object it is resized using a scale
transformation as shown in figure 8. Next, the projection is moved in the x and the y directions to meet the
edges of the object as shown in figure 9.
The objects were lit sequentially and all at once as shown in figures 10, 11, 12 and 13. The algorithm was
Figure 7: Projected
image to detect ROI
Figure 8: Resizing of the projection to
match the sphere
Figure 9: Shifting the projected light
to the left
also applied to different types of object as can be seen in the figures. The objects had various shapes, colours,
textures and reflectivities. All of the objects were placed side by side at different positions on the table and
could all be lit at the same time. To check the validity of the algorithm objects were detected and illuminated
from different positions. It was found that the closest position the camera can detect the object and area of
interest without becoming saturated is 14 cm. The longest distance, however, is only limited by the power of
the projected light and in this case is about 15-16 m. There is no limit on the area of the largest detectable
object, as long as the camera can detect it and it comes within the projector’s field of view. The smallest object
which can be detected without being eliminated as background noise is about 5 pixels or 0.14 pixels per degree
according to camera’s resolution, and, hence, very small objects can be detected if they are close to the camera-
projector system but the same object is neglected as noise when it is far from the camera-projector system.
Objects were placed close and far from the system simultaneously and illuminated as shown in figure 14 and
the system was shown to illuminate them all correctly. Complicated and large shapes such as human beings can
also be detected by the system as can be seen in figure 15.
Figure 10: Light
projected onto a
Pen Case
Figure 11: Light
projected onto the
Sphere
Figure 12: Light
projected onto a
mug
Figure 13: Light
Projected on all the
objects
Figure 14: Arrangement (left) of and
light projection (right) onto Pen case
(closer to projector), post-it, bottle,
sphere and cup
Figure 15: Detecting a complex subject: a) Scene with
no projection on the person b) Light projected onto the
person c) The detected person projected onto the
background
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The camera has a divergence of 35 degrees or horizontal divergence of 27 pixels/degree and vertical diver-
gence of 16 pixels/degree, whereas, the projector has a horizontal divergence of 14 degrees or 100 pixels/degree
and vertical divergence of 12 degrees or 87 pixels/degree. As the field of view of the camera is larger and the
resolution is lower than the projector which decreases even more when part of the image is extracted, there is
a difference between the processed image and the image which is projected the and this sometimes results in
spillage of light into the background of about 1 pixel or more, even after the calibration is done. This is evident
from the background illumination in figure 12 around the mug. This spillage cannot be seen by the camera due
to the difference in divergence and point of view of the camera and can be solved by using another camera,
which can view this spillage from another angle and counter it by manipulating the light to match the object.
5 Conclusions
The project’s aim to make a robust system to illuminate discrete objects individually was achieved. The shifting
and resizing process can be calibrated to enable the illumination to automatically illuminate an individual
object to one pixel accuracy. The illumination became distorted when it is passes into the camera due to the
magnification factor between the scene and the camera’s detector array which affects the result of the filters and
the result of correlation. This in turn affects the output shift and size of the projected image as due to distortion
the position and size of the projection is deemed to be correct by the program, when in reality it may not be.
These effects can be minimised by using a high resolution, anti-glare camera.
The camera used for this project has a resolution of 960 × 544 whereas the projector has a resolution of 1400 ×
1050. In addition the angular divergence of the camera, 35 degrees, was much larger than that of the projector,
14 degrees, which aggravated the difference between their resolutions resulting in an angular resolution of 27
pixels per degree for the camera and 100 pixels per degree for the projector. Ideally the resolution of the camera
in pixels per degree should be higher than that of the projector in pixels per degree. This can be achieved by a
combination of selecting the number of pixels in the camera sensor plane and controlling the angular divergence
by narrowing the cameras field of view using a zoom lens. Another limitation of this method is that some light
was projected onto the background, which cannot be seen by the camera but is seen by the viewer at a different
angle from the camera. The program’s speed is processor dependent and takes about 35 seconds to 1 minute 15
seconds to complete with the current system. Therefore, the research was successfully able to achieve object-
background segmentation, calibration and sequential projection. However, the aforementioned limitations such
as projection on the backdrop of the object and effects due to environment; limit the application of this research
and makes it viable for further investigation.
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