The fundamental challenge after an arbitrary initial distribution of sensor nodes in wireless sensor network (WSN), is the problems of the coverage and the connectivity. Where we can find that the some portions of area of interest (AI) are not covered; and some sensor nodes are isolated. To solve this problem, several protocols were proposed which are generally based on geometrical approaches. In this paper, we suggest a distributed and localized protocol, called Efficient Self-deployment Algorithm (ESA) to improve the coverage and to maintain the connectivity in mobile WSN. Where mobile sensors can move and self-organize in the best positions. The suggested protocol runs at periods of equal time. In each period, the nodes move toward new destinations in order to increase the coverage and the connectivity gradually although the existing obstacles in AI. Our simulations show the robustness of our solution and that it provides better results than Centroid, Dual-Centroid, VOR and Minmax algorithms in terms of coverage ratio and moving distance.
Introduction
Wireless sensor network (WSN) is a collection of sensor nodes able to sense their environment, collect and process various data, and communicate among each other 1 . With the recent developments in micro-electronics technologies and wireless communication, a new type of networks has emerged: Mobile Wireless Sensor Networks. Where the sensor nodes may move by self-driving or by being attached to transporting devices 2 . The applications of WSNs include battlefield surveillance, healthcare, environmental and home monitoring, industrial diagnosis and so on 1 .
Since the environment of sensor networks is often unknown or hostile. The deterministic deployment method is not possible. So, the random deployment method is used in these cases 3 . The fundamental questions in WSNs after the random deployment are the problems of the coverage and the connectivity 4, 5 . Because some unlucky places are not covered and some sensor nodes are isolated, they cannot communicate with the base station. Therefore, it is necessary to use the mobile sensors which can move to the correct places to improve the coverage while satisfying connectivity constraints. This type of problem is called self-deployment problem 2 . In this paper, we suggest a localized and distributed protocol for the self-deployment in mobile WSN. It is based on the geometric approach in order to determine the new destinations of mobile sensors. The suggested protocol works by periods. In each period, the mobile nodes autonomously move toward the best positions which is calculated to provide the required coverage. The main contributions of our approach are: (1) the connectivity is assured 100%, (2) the coverage ratio is improved, and (3) the average moving distance is very low.
The rest of the paper is organized as follows. Section 2 describes some of existing self-deployment schemes. The models and assumptions used for our scheme are described in Section 3 followed by the detail description of our protocol in Section 4. In Section 5, simulation results will be presented and finally Section 6 concludes this paper.
Related Works
Most protocols which treated the self-deployment problem are based on the geometric approaches. So we cite some of these protocols.
Howard et al. 6 proposed a scheme which is based on potential field method to optimize the coverage of sensor networks. All sensors and obstacles create a virtual potential field i.e. There is a potential field that exerts a force of repulsion on each mobile sensor from obstacles and other adjacent mobile sensors. These repulsive forces make the sensor node to move further away from its neighbors and obstacles; where the direction of movement of sensor is the sum of all the vector forces exerted on it.
The authors 7 presented a method called virtual force based algorithm (VFA) which is executed by the clusters heads (CH). The CH calculates the desired destination for each sensor through the sum of four types of forces: the repulsive forces due to the obstacles, the attractive forces from the areas with low density, the repulsive forces from to the closer neighbor nodes which are less than threshold distance and the attractive forces from to the far neighbor nodes.
Wang et al. 8 proposed three self-deployment schemes based on Voronoi diagram to maximize the sensing coverage. The first scheme is called Vector-based algorithm (VEC). Its aim is to push the sensor nodes from densely to sparsely covered areas. Initially, an average distance d av is computed between all neighbors nodes. After that, a repulsive force is applied between each two adjacent sensors, where they will move a distance away from each other until that the distance between them will be equal to the average distance. And there is also a repulsive force that should be executed to move the sensor node away from the boundary area and make the distance between them equal to the half of the average distance if it's less than it. The second scheme is called the Voronoi -based algorithm (VOR). Its aim is to pull the sensors toward a local maximum coverage hole in their Voronoi's polygon. So each sensor moves toward its farthest Voronoi vertex and stops where the distance between them is equal to its sensing range. The third scheme is called Minmax-based algorithm. It is very similar to the second scheme, but a sensor moves toward the point (the circumventer of the sensor's local Voronoi polygon) whose distance to the farthest Voronoi vertex is minimized. Authors 9 presented two protocols to enhance the coverage more than the schemes which are presented in 8 . The first is called the Centroid algorithm; the sensor nodes move periodically toward center points of their own Voronoi polygons. The second is called Dual-Centroid algorithm where each sensor node moves periodically toward the center of the line formed between the centroid of its own Voronoi polygon and the centroid of the polygon formed by their Voronoi neighbor nodes.
Authors 10 proposed a distributed deployment scheme (DDS) for distribution of mobile sensor nodes within the area of interest (AI). DDS employs base station (BS) to logically divide the entire AI into several concentric layers centered at it, and each layer is separated by half of the communication range Cr. BS then, computes all the desired locations (DLs) for randomly mobile nodes placement. DLs are computed by dividing the AI into regular hexagons, where their sides equal to the sensing range Sr. The centers of these hexagons constitute desired locations. BS invites the mobile sensors randomly within layer after another to occupy the desired locations. If a layer doesn't contain any mobile nodes, then BS will wait for a certain time t (t is longer than the maximum time taken by mobile node in current layer to move up to the last occupied layer), and invites the mobile nodes in the next layer to move toward connected nodes to get connected. The process is repeated until all the nodes are placed on desired locations.
Authors 11 proposed a protocol to self-deployment mobile nodes in homogeneous WSN; it is called Scalable Energy Efficient Deployment Scheme (SEEDS). Initially, BS determines all the desired locations (DLs) by using the same method of DDS. After that, BS broadcasts the complete list of DLs to all mobile nodes, which is sorted by them based on their Euclidean distance from each DL. Mobile nodes then start moving toward to the first unoccupied DL existing in their sorted list. Placed mobile nodes broadcast Stop message after regular intervals in order to stop the arriving nodes to that DL. Thus, the stopped nodes sort their remaining list and start moving again by the same process.
Preliminaries

Sensing and Communication Models
In our algorithm; we assume that the sensing range of the sensor node s is a circular area with radius Sr, and centered at it; where Sr is called the sensing radius of node. The sensor s can detect the target with a probability of 1, if the distance between the target area and the sensor is less than the sensing radius Sr. Otherwise, the sensor will have zero probability of detecting it.
All sensors have a circular communication area. The radius of communication range is Cr. This means, if the distance between a pair of sensor is shorter than Cr, they can directly communicate with each other, otherwise, these two sensors cannot communicate directly. In this model, all sensors within the Cr of node s are called the one hop neighbor nodes that denoted by N 1 (s).
Moving and energy Model
All Sensors move for same periods. In each period p, a sensor s moves in a straight line for a variable distance noted d s p at a constant speed noted v s p . The moving distance varies between zero and the maximum distance of movement, noted dist max which equals to Cr/2 in our algorithm. The speed of sensor s is also varied between zero and the maximum speed, noted v max .
During each period p, a sensor s consumes an energy to move noted E s p which is related by its speed at period p; and since the durations of periods are constant. Thus, the energy consumed by a sensor s at period p is a function of its moving distance as following: Where m is the weight of sensor and T is the duration of moving at one period. Therefore; in our scheme, the total energy consumed by a sensor is the sum of energies consumed in each period.
Obstacle Model
Our algorithm will also consider the existence of obstacles which will have an impact on wireless sensor networks in three different ways: communication, sensing, and mobility. In this subsection, we assume that:
A sensor can detect the existence of an obstacle. It can also tell the location and the shape of the obstacle if and only if the obstacle falls into the covered area of the sensor The sensor communicates with each other even when they are in opposing sides of the obstacle. Sensors do not have the ability to cover the areas that are blocked by obstacles.
Obstacle can block the movement of the sensor. So it must go around the obstacle to reach its desired destination according to BUG2 algorithm 12 .
Protocol Assumptions
In this work, we assume that:
The mobile sensor nodes are homogenous and they are randomly deployed on the sensing field (2d). All sensors can move according to the direction and distance to which they are instructed. Also, each sensor has a compass so it can tell its direction and turn to the destination directions.
Problem Definition
The random deployment of sensors is the most used in a broad range of applications in inaccessible environments. But this type of deployment may show coverage holes and sets of isolated nodes which decrease drastically the reliability of the network. In order to overcome this shortcoming, we can deploy mobile sensors which can exploit their mobility to self-organize in better positions. Thus, it is crucial to have a solution that makes to find the optimal positions with low moving distance in order to assure a good ratio of coverage and connectivity.
ESA Protocol
Network Setup
Since the environment of sensor networks is often unknown and hostile, however, sensor deployment cannot be done by hand. So the sensor nodes are randomly deployed in the deployment area to be monitored by some flying object like aero plane, helicopter etc. But in pre-deployment phase the following operations are performed:
We choose a point p(x, y) from the AI as a reference point (e.g. the point which we'll start the deployment). We deploy logically a virtual static node at the reference point as central node s c . We store the position information of central node in the memory of the mobile nodes; so all sensors know the position of the virtual central node s c . In post deployment phase; each mobile node runs our protocol ESA in distributed manner to improve the coverage and connectivity.
ESA Overview
Our algorithm is a solution for the self-redeployment problem. More precisely, a distributed protocol that optimizes the area coverage with connectivity constraint in mobile WSNs. It is based on a geometric computation.
The suggested protocol operates at rounds of the same length. Each round consists of two phases: the decision phase and the movement phase. The first phase performs the decision making which requires two steps: the neighbors' discovery step and the next destination discovery step. During the second phase; the sensors move to their new destinations. So in this algorithm, sensors move more than one time and it increases gradually the coverage and connectivity at every time; see Figure 1 . The length of each round is equal to the sum of the duration of two phases T 1 and T 2 which are constant in each round where T 1 is a sufficient time to run the first phase and T 2 is a necessary time to move a node for the maximum distance d max at the maximum moving speed v max . The two first cases are related to connectivity problem and the third case is related to coverage problem. Figure 2a shows an example of an initial random deployment of 8 mobile nodes. After running the first step, each node determines which case belongs to its situation. 
ESA Description
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The blue node is in the first case because there is no neighbor in its communication range. The green nodes are in the second case because they are the closest to central node s c (black node) than their neighbors. The red nodes are in the third case because they have at least a one neighbor (green nodes) closest to the central node s c than them.
According to these cases; each sensor s i located at ( And if a sensor s i is in the third case at round p; then it can communicate directly with at least a one neighbor s j which is near to the central node s c . But its sensing area is not optimized if it is very close to its neighbors. In order to optimize the sensing area of node s i, , it must move further away from its near neighbors. So in this case, the next destination (x' i ,y' i ) of node s i is obtained as following:
The node s i selects from its neighboring table a list of the near nodes to it L i p according to the formula (4): (5) So if the node s i hasn't near nodes i.e. L i P =Ø, then it decides not to move at the round p. Otherwise it goes to the second point.
The node s i computes a virtual position (x' j ,y' j ) for each node s j in the list L i p according to the formula (6):
sin ; cos (6) Where θ v is the direction of virtual movement; it is equal to the gradient of the straight line (s j s i ). And d v is the travel distance of virtual movement which equals to a half of the difference between the threshold distance d th and the distance d ij .
After that, the node s i will obtain one of the two forms: a polygon if the cardinal of L i p is more than two; otherwise it obtains a segment.
The node s i calculates the centroid of the form obtained in the second point. This centroid will be its next destination. Figure 2c shows the new locations of the nodes in case 3. For example the node s 3 decides to move toward the white node s' 3 which is the center of black triangle where the vertices of this triangle are gray nodes (virtual nodes) which are calculated according to the formula (6) . The same process is repeated for the other red nodes. Figure 2d shows the new destinations of all nodes after one round.
In the second phase; each node s i moves toward the new location calculated in the first phase. In order to prevent sensors from moving back and forth, we also introduce a control mechanism. Specifically, sensors record their locations they moved toward last time and compared it to the new location; if they are almost the same, the sensor will not move until the next round.
Simulation
We simulated ESA by Matlab language to measure its performance and compared it with the existing schemes, VOR, Minimax, Centroid and dual Centroid Algorithms. In the measurement, we run the simulation 100 times per parameter set (table1) and got the average value. ESA is still better; it covers more area than other algorithms in two scenarios 1 and 2. So our solution gives a better coverage ratio whatever the number of sensors deployed and the field size.
To study the impact of the ratio Cr/Sr on the coverage and moving distance; we fix the sensing range and change Cr from 7 m to 21 m as shown in scenario 3. So if the radius of communication increases then the coverage ratio of all algorithms increases; but our scheme is still better than others, See Figure 4a . This is because when Cr increases; then the threshold distance d th in formula 5 increases again. And if d th increases, the nodes can move further away from their near neighbors without losing the connectivity (formula 6); which makes the nodes more widespread in the area of interest. We can observe that when Cr increases; the moving distance of our algorithm decreases as shown in the Figure 4b . This is because when the Cr is low, there are many isolated nodes which need to move toward the central node to improve the connectivity. We can also observe that the proposed scheme is better than Minimax, Centroid and Dual-centroid algorithms and a slightly less than VOR algorithm in terms of the moving distance but our scheme achieves a high coverage ratio.
Conclusion
In this paper we have presented a distributed and localized protocol to treat the problem of self-deployment after an arbitrary initial distribution of mobile nodes. This scheme is based on geometrical approach to make the mobile sensors move toward best positions in order to improve the coverage with maintaining the connectivity. Simulation has been done to validate the effectiveness of the suggested solution. The results show that, ESA is better than other protocols in terms of coverage ratio and moving distance.
As future work, we plan to study the coverage and connectivity in asynchronous mobile WSN.
