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We elaborate a simple classification scheme of all rank-5 SU(2)-spin rotational symmetric ten-
sors according to i) the on-site physical spin-S, (ii) the local Hilbert space V ⊗4 of the four virtual
(composite) spins attached to each site and (iii) the irreducible representations of the C4v point
group of the square lattice. We apply our scheme to draw a complete list of all SU(2)-symmetric
translationally and rotationally-invariant Projected Entangled Pair States (PEPS) with bond di-
mension D 6 6. All known SU(2)-symmetric PEPS on the square lattice are recovered and simple
generalizations are provided in some cases. More generally, to each of our symmetry class can be
associated a (D−1)-dimensional manifold of spin liquids (potentially) preserving lattice symmetries
and defined in terms of D independent tensors of a given bond dimension D. In addition, generic
(low-dimensional) families of PEPS explicitly breaking either (i) particular point-group lattice sym-
metries (lattice nematics) or (ii) time reversal symmetry (chiral spin liquids) or (iii) SU(2)-spin
rotation symmetry down to U(1) (spin nematics or Ne´el antiferromagnets) can also be constructed.
We apply this framework to search for new topological chiral spin liquids characterized by well-
defined chiral edge modes, as revealed by their entanglement spectrum. In particular, we show how
the symmetrization of a double-layer PEPS leads to a chiral topological state with a gapless edge
described by a SU(2)2 Wess-Zumino-Witten model.
PACS numbers: 75.10.Kt,75.10.Jm
I. INTRODUCTION
The study of quantum many-body entanglement has
provided many key insights into the structure of quan-
tum states of matter. Low-energy states of quantum lat-
tice systems obey typically the so-called “area law” of
the entanglement entropy1–3. As such, the area-law is a
huge constraint on the classes of states that capture the
relevant properties of matter at low energies. A more
refined study has shown that, in fact, those states are
captured by the so-called tensor network states, or sim-
ply “tensor networks”4,5. Such states obey naturally the
area-law, and are at the basis of many theoretical and
numerical developments in the study of quantum many-
body systems and beyond6. Examples of such states are,
e.g., Matrix Product States (MPS)7, Projected Entan-
gled Pair States (PEPS)8,9, and the Multiscale Entangle-
ment Renormalization Ansatz (MERA)10. These struc-
tures are, respectively, behind the so-called Density Ma-
trix Renormalization Group algorithm (DMRG) for 1d
systems11, PEPS-algorithms for 2d systems12, and En-
tanglement Renormalization13.
The description of quantum many-body states in terms
of tensor networks has several advantages. Apart from
naturally obeying the area-law (and therefore capturing
the correct expected entanglement behavior), TN states
can also be manipulated efficiently (either exactly or ap-
proximately). Another advantage is the fact that both
lattice and internal symmetries can be naturally incor-
porated. For instance, a description in terms of symmet-
ric tensors14,15 can lead to important computational ad-
vantages16–20, and helps in the theoretical classification
of phases of matter21. Moreover, gauge symmetries can
also be naturally incorporated22, hence offering a natural
framework to describe lattice gauge theories23,24.
In a seminal paper25, S. Jiang and Y. Ran made the
first attempt to organize PEPS into crude classes distin-
guished by short-range physics, related to the fractional-
ization of both on-site symmetries and space-group sym-
metries. In their work, the authors introduced (quite gen-
erally) the notion of projective symmetry group (PSG)
for PEPS, enabling to deal a priori with gauge equiv-
alence between tensors. Using lattice quantum num-
bers, the authors predicted a number of district classes
for spin- 12 spin liquids on the Kagome lattice. More re-
cently, a similar framework was applied to classify (triv-
ial) spin-1 PEPS on the square lattice26.
Our goal in this paper is to produce a simple classi-
fication scheme of all rank-5 SU(2)-spin rotational sym-
metric tensors. We characterize the tensors according
to three criteria: i) the on-site physical spin-S, (ii) the
local Hilbert space V ⊗4 of the four virtual (composite)
spins attached to each site and (iii) the irreducible rep-
resentations of the C4v point group of the square lat-
tice. Using this scheme, we produce explicit expressions
for all SU(2)-symmetric translationally and rotationally-
invariant PEPS with bond dimension D 6 6. As we shall
see, one can recover all known SU(2)-symmetric PEPS on
the square lattice as particular cases in our classification.
Generically, to each of our symmetry class can be as-
sociated a (D − 1)-dimensional manifold of spin liquids
(potentially) preserving lattice symmetries and defined
in terms of D independent tensors of a given bond di-
mension D. In addition, generic (low-dimensional) fam-
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2ilies of PEPS explicitly breaking particular point-group
lattice symmetries (lattice nematics) and/or time rever-
sal symmetry (chiral spin liquids27,28) can also be con-
structed. Finally, we apply this framework to search for
new topological chiral spin liquids characterized by well-
defined chiral edge modes, as revealed by their entan-
glement spectrum, and show how the symmetrization of
a given double-layer PEPS leads to a chiral topological
state with a gapless edge described by a SU(2)2 Wess-
Zumino-Witten (WZW) model29.
The paper is organized as follows: in Sec. II we elab-
orate on the specifics of our classification30, show how
many remarkable states of matter fit into it, explain the
procedure to construct spin liquids, and point out the
connection to previous work. In Sec. III we explain sev-
eral attempts to obtain PEPS corresponding to higher-
spin chiral topological quantum spin liquids. In partic-
ular, we show how a double-layer PEPS leads to a chi-
ral topological state with a gapless edge described by
a SU(2)2 WZW model, which we characterize through
its entanglement spectrum (ES). We also discuss how
the PEPS tensor of such double-layer wavefunction can
be expanded as a sum of “fundamental” SU(2)-invariant
PEPS tensors, which we also characterize. In Sec. IV we
wrap up our conclusions and outline several directions for
future work. Finally, in Appendix A we review the cal-
culation of entanglement spectrum (ES) from 2d PEPS,
and in Appendices B and C we provide the coefficients
for the PEPS tensors of several remarkable and simple
states, and of all tensors entering the decomposition of
the double-layer CSL, respectively.
II. CLASSIFICATION OF SU(2)-SYMMETRIC
PEPS ON THE SQUARE LATTICE
A. Construction
We consider here a square lattice (as shown in
Fig. 1(a)) with physical spin-S site degrees of freedom.
Hence, d = 2S + 1 basis states are assigned on each site.
Here, we explicitly consider transitionally invariant states
described by a PEPS built from a single tensor A, as the
one shown in Fig. 1(b). Each physical site has four vir-
tual spins attached labelled on the figure by u, l, d and
r along the up, left, down and right directions, respec-
tively. The virtual states |vα
〉
belong to some representa-
tion V of SU(2) of total dimension D which, generically,
is a direct sum V = ⊕Vi of N irreducible representations
(IRREP) Vi of SU(2), each of partial dimension 2Vi + 1
and D =
∑N
i=1(2Vi + 1).
The corresponding translationally invariant PEPS3 is
obtained by assigning the same tensor A on every phys-
ical site. Physically, the site tensor A simply encodes a
projector that maps the virtual space V ⊗4 onto all 2S+1
components of the physical spin-S. From the bond point
of view, every pair of the nearest-neighbor (NN) virtual
spins is projected to a block diagonal virtual spin sin-
FIG. 1. [Color online] (a) Square lattice invariant under C4v
point group symmetries (reflection axis are shown). The gen-
erators of the point group are, e.g., the 90-degree rotation R,
the reflection Rx and the inversion I = RxRy. (b) A generic
rank-5 PEPS tensor with one physical index s and four virtual
indices u, l, d and r.
glet state. By construction the obtained wave function
is a global spin singlet, i.e. invariant under SU(2) rota-
tions. For a bi-partite lattice as the square lattice one
can perform a simple spin rotation (by pi around the Y -
spin axis) on all sites of a given sublattice that transforms
the virtual bond singlets into diagonal maximally entan-
gled NN pair states |S〉 = ∑Dα=1 |vαvα〉. In this way the
SU(2)-invariant PEPS becomes a simple contraction of
the tensor network of the A’s.
Our construction can also be easily generalized to
states that are not SU(2)-singlets, i.e., have a total (av-
erage) spin component. For this, one could eventually
build up tensors that transform under S 6= 0 IRREPS
of SU(2) (sometimes dubbed ”covariant” states). In this
paper, however, we consider only ”invariant” states un-
der SU(2) -i.e. singlets-, which for simplicity we also call
”symmetric”.
The 2S + 1 components As of a tensor A encode the
projectors Ps : V
⊗4 → |s〉 onto the |s〉 ≡ |S, Sz = s〉
physical state. Hence, the problem of enumerating all
SU(2)-invariant PEPS reduces to the finding of all (or-
thogonal) projectors that map any virtual space V ⊗4
onto any spin-S Hilbert space. Reversely, it amounts to
enumerate all D4 orthogonal spin-S wave functions that
can be constructed out of the (⊕Vi)⊗4 basis states. In
other words, we shall use the one-to-one correspondence
between projectors and wave functions and extract the
tensor components from the wave functions. One can
write the physical state |s〉 as
|s〉 = ∑
α1,α2,α3,α4
As(α1, α2, α3, α4)|α1, α2, α3, α4
〉
, (1)
in terms of the D4 virtual basis states |α1, α2, α3, α4
〉
and
of the tensor elements As(α1, α2, α3, α4). Since we can
always find a set of D4 orthogonal wave functions, the
corresponding basic tensors fulfill the “orthonormalisa-
tion” property∑
α1,α2,α3,α4
[As(α1, α2, α3, α4)]
∗Bs′(α1, α2, α3, α4)
= δss′δAB , (2)
3where the left-hand side defines some tensor inner prod-
uct As ·Bs′ . We have performed such a program analyt-
ically using Mathematica for all possible virtual spaces
with D 6 6. To reduce the cost of the computation,
it is advantageous to use spin and (lattice) point group
symmetries. First, it is convenient to decompose the vir-
tual space V ⊗4 into all disconnected subspaces given by
the occupations nocc. = {n1, · · · , nN } of the N spins
Vi (
∑N
i=1 ni = 4), each subspace providing a different
class of tensors. Secondly, we use the Sz quantum num-
ber of the (physical) wave function. In fact, we start by
computing all Sz = S wave functions (or equivalently
all projectors onto the maximum Sz = S subspace) and
then apply the spin-lowering operator S− written in the
virtual basis states. Simultaneously, we classify the vari-
ous spin-S wave functions according to their point sym-
metry, i.e., according to the representations of the C4v
point group: A1 (s-wave), B1 (dx2−y2 -wave), E (doubly-
degenerate p-wave), A2 (g-wave) and B2 (dxy-wave). To
accomplish such a purpose, we simply need to diagonal-
ize, in the space spanned by the (⊕Vi)⊗4 virtual basis
attached to a given site, simultaneously i) the total spin
operator, ii) the 90-degree rotation operator R, iii) the
reflection symmetry Rx operator, and iv) the inversion
I = RxRy operator (see Fig. 1(a)). In practice, to per-
form this task efficiently, we have constructed in the V ⊗4
basis, the combined (non-Hermitian) operator
Oσ,σz,ρ,δ,ν = σS2 + σzSz + ρR+ δRx + νD (3)
where the diagonal operator D has specific diagonal ele-
ments characterizing each nocc. sector. The (real) coef-
ficients σ, σz, ρ, δ, ν are all chosen of very different mag-
nitudes – e.g. 108, 106, 104, 102, 1 – in order to sort out
the various eigenvalues (of order 1). Note that tensors
belonging to the A1, B1, A2 and B2 symmetry classes
are purely real while the E-symmetric tensors are intrin-
sically complex and come in complex conjugated pairs.
As a simple example, let us consider the case V = 12
which contains 24 = 16 basis states, all in the unique
nocc. = {4} sector (V here is a simple IRREP). Diago-
nalizing Oσ,σz,ρ,δ,ν (omitting the D part) gives 16 states
(or tensor components) which can be grouped into two
singlets (S = 0), three triplet (S = 1) and one quin-
tuplet (S = 2), in agreement with the decomposition
( 12 )
⊗4 = (0 ⊕ 1)⊗2 = 2(0) ⊕ 3(1) ⊕ (2). The S = 0
outcomes correspond to “classical” TN, not considered
afterwards. Inspection of the eigenvalues associated to R
and Rx reveals that one of the triplet states (or tensors)
has B1 symmetry, while the other two form a complex
conjugate pair of E symmetry. On the other hand, the
unique S = 2 tensor is fully symmetric (A1 IRREP) and
corresponds to the spin-2 AKLT state (see below).
Using the method described above, we have generated
all SU(2)-invariant tensors up to D = 6. A subset of the
list of tensors with D 6 5 and 12 6 S 6 2 is displayed
in Table I, while the complete list for D 6 6 is given
as Supplemental Material. The columns correspond to
different physical spins (limited to S 6 2). Vertically,
the tensors are classified according to the representation
V = ⊕Vi of the virtual spins. Each line corresponds to
a sub-class given by a disconnected set of (virtual) basis
states characterized by the occupation numbers nocc. of
the N spins Vi.
It should be mentioned that all the tensors produced in
our systematic procedure do not lead necessarily to dif-
ferent PEPS due to remaining gauge degrees of freedom.
Indeed, imposing SU(2) and point group symmetries does
not completely fix the gauge and some freedom remains.
Typically, tensors which have identical non-zero tensor
elements up to a sign are gauge equivalent as can be
checked case by case. Table I shows explicitly all gauge-
equivalent tensors.
B. Remarkable PEPS in this scheme
Some of the low-D PEPS obtained using our system-
atic construction and listed in Table I have already been
introduced in recent literature and/or correspond to well-
known states of matter. Let us briefly list a few of them
below, together with some simple generalizations (see
tensor expressions in Appendix B).
1. The spin-S, S even integer, AKLT states
The simplest 2d Affleck-Kennedy-Lieb-Tasaki
(AKLT)31 state is obtained by decomposing a physical
spin-2 on each site into four virtual spin- 12 spins, pairing
every NN virtual spins into singlet and, finally, applying
the projector P : 12
⊗4 → 2 onto the fully symmetric
S = 2 subspace on every site. This state is known to
have short-range correlations, and is given by the A1
tensor of the V = 12 line / S = 2 column of Table I. This
construction can be straightforwardly extended to higher
physical spins by projecting four virtual spin-k2 , k ∈ N∗,
onto the fully symmetric spin-S, S = 2k, physical
subspace. This is realized by the unique V = k2 , S = 2k,
A1 tensor of dimension D = k + 1 (see Appendix B for
k = 1 and Supplemental Material for k = 1, . . . , 5). The
2d spin-S AKLT states can serve as useful examples
of trivial (featureless) states or states with symmetry
protected topological order32 for k even integer (S = 4p)
or k odd integer (S = 4p+ 2), respectively.
2. The spin-S, S odd integer, featureless paramagnets
Starting with four V = 12 virtual spins attached to
each site and paired up into NN singlets, as in the AKLT
construction, but projecting them onto S = 1 on-site
physical spins gives rise to a spin-1 featureless paramag-
net33, also with short-range correlations. This is given
by the V = 12 , S = 1, B1 tensor of Table I. This con-
struction can be straightforwardly generalized to higher
physical spins by simply projecting four virtual spin-k2 ,
4V \ S 1/2 1 3/2 2
1
2
B1 E A1
1
2
⊕ 0
nocc. = {1, 3} A1[B1] E
nocc. = {2, 2} A(a)1 A(b)1 [B1] E B2
nocc. = {3, 1} A1[B1] E(a,b) A2[B2] A1[B1] E
1 B1 E
(a,b) A2 A
(a)
1 [B1] A
(b)
1 E B2
1
2
⊕ 0⊕ 0
nocc. = {1, 1, 2} A(a,b)1 [B(a,b)1 ] E(a−c) A2[B2]
nocc. = {2, 1, 1} A(a,b)1 [B(a,b)1 ] E(a−c) A2[B2]
1
2
⊕ 1
2
nocc. = {1, 3} A(a,b)1 [B(a,b)1 ] E(a−c) A2[B2] A1[B1] E
nocc. = {2, 2} A(a,b)1 [B(a,b)1 ] B(c)1 E(a−e) A(a)2 A(b)2 [B2] A(a)1 A(b)1 [B1] E B2
1⊕ 0
nocc. = {1, 3} A1[B1] E
nocc. = {2, 2} B1[A2] E(a,b) A(a)1 [B2] A(b)1 [B1] E
nocc. = {3, 1} A(a,b)1 [B(a,b)1 ] E(a−c) A2[B2] A1[B1] E
3
2
B
(a)
1 B
(b)
1 E
(a−c) A2 A
(a−c)
1 B1 E
(a) E(b) A2[B
(a)
2 ] B
(b)
2
1
2
⊕ 0⊕ 0⊕ 0
nocc. = {1, 1, 1, 1} A(a−c)1 [B(a−c)1 ] E(a−f) A(a,b)2 [B(a,b)2 ]
1
2
⊕ 1
2
⊕ 0
nocc. = {1, 2, 1} A(a−c)1 [B(a−c)1 ] E(a−f) A(a−c)2 [B(a−c)2 ] A(a,b)1 [B(a,b)1 ] E(a−c) A2[B2]
nocc. = {1, 1, 2} A(a,b)1 [B(a,b)1 ] E(a−c) A2[B2]
1⊕ 0⊕ 0
nocc. = {1, 1, 2} A(a,b)1 [B(a,b)1 ] E(a−c) A2[B2]
nocc. = {2, 1, 1} A1[B1] E(a−c) A(a,b)2 [B(a,b)2 ] A(a,b)1 [B(a,b)1 ] E(a−c) A2[B2]
1⊕ 1
2
nocc. = {1, 3} A(a,b)1 [B(a,b)1 ] E(a−c) A2[B2] A(a,b)1 [B(a,b)1 ] E(a−c) A2[B2]
nocc. = {2, 2} A(a−c)1 [B(a−c)1 ] A(d,e)1 E(a−e) A(a,b)2 [B(a,b)2 ] B(c,d)2 A(a,b)1 [B(a,b)1 ] B(c)1 E(a−e) A2[B2] B2
nocc. = {3, 1} A(a,b)1 [B(a,b)1 ] E(a−d) A(a,b)2 [B(a,b)2 ] A(a−c)1 [B(a−c)1 ] E(a−e) A(a,b)2 [B(a,b)2 ]
3
2
⊕ 0
nocc. = {1, 3} A1[B1] E
nocc. = {2, 2} A(a)1 A(b)1 [B1] E B2 B1[A2] E(a,b)
nocc. = {3, 1} A1[B1] E(a,b) A2[B2] A(a,b)1 [B(a,b)1 ] E(a−d) A(a,b)2 [B(a,b)2 ]
2 B
(a,b)
1 [A
(a,b)
2 ] E
(a−d) A(a,b)1 [B
(a,b)
1 ] A
(c,d)
1 E
(a−c) A2[B
(a)
2 ] B
(b,c)
2
TABLE I. List of all SU(2)-symmetric basic rank-5 tensors for physical spin 1
2
6 S 6 2 and bond dimension D 6 5. The
virtual (physical) spin degrees of freedom V (S) is displayed vertically (horizontally). Whenever the virtual spin is a direct sum
V = ⊕Vi, we decompose the virtual space V ⊗4 into all subspaces given by the occupations nocc. of the spins Vi. Note that, when
two tensor classes are related by “color exchange”, we keep only one of them in the list (e.g. for V = 1
2
⊕ 0⊕ 0 nocc. = {1, 2, 1}
is omitted since it is the “color conjugate” of nocc. = {1, 1, 2}). Tensors are labelled according to their C4v point symmetry, A1
(s-wave), B1 (dx2−y2 -wave), E (doubly-degenerate p-wave), A2 (g-wave), B2 (dxy-wave). Subscripts (a), (b), etc... are used to
differentiate non-equivalent tensors of the same class. Gauge-equivalent tensors (i.e. giving rise to the same PEPS) are listed
between brackets, next to their gauge-related partners. Tensors giving rise to simple known wave functions are highlighted in
boldface (see text for a description and Supplemental Material for expressions).
k ∈ N∗, onto spin-S, S = 2k−1, physical subspace. This
is always realized by the unique V = k2 , S = 2k − 1, B1
tensor of dimension D = k+1 (see Appendix B for k = 1
and Supplemental Material for k = 1, . . . , 5). We believe
such states with S > 1 are also featureless paramagnets.
Note that, for all k, the B1 tensor comes always in pair
with a (complex) E tensor which leads to a real wave
function and might also have interesting properties.
3. The spin- 1
2
Resonating Valence Bond (RVB) state
The RVB state is a spin-1/2 spin liquid defined by an
equal-weight superposition of all nearest-neighbor (NN)
singlet configurations34. It is exactly given by the V =
1
2 ⊕ 0, nocc. = {1, 3}, A1 (named A(1)1 from now on)
or B1 tensors (named B(1)1 from now on) of the S = 12
column of Table I. The NN RVB state was shown to be
a Z2 topological spin liquid on the Kagome lattice35–37.
On the square lattice it exhibits an extended U(1) gauge
symmetry and is critical36,38 (see below for the discussion
of gauge symmetry).
4. The long-range spin- 1
2
RVB state (LR RVB)
The LR RVB state is obtained by assuming a dis-
tribution of longer-range singlet bonds beyond NN (yet
still connecting two different sublattices). It is obtained
within the PEPS formalism by linearly combining the
V = 12 ⊕ 0, nocc. = {3, 1}, A1 (named A(2)1 from now on)
tensor with the previous A(1)1 NN RVB tensor.
ALRRVB = λ1A(1)1 + λ2A(2)1 , (4)
with λ1, λ2 ∈ R. Alternatively, one can use the gauge-
equivalent B1 tensors, named B(1)1 and B(2)1 . The sin-
glet bond distribution is controlled by the relative (real)
weight between the two tensors. Such a spin liquid ansatz
turned out to be an excellent variational state for the
frustrated J1–J2 antiferromagnetic Heisenberg model on
the square lattice39. It is interesting to notice that this
5V \ S 1/2 1 3/2 2
1
2
0/0/0/0/0 0/1/0/0/1 0/0/0/0/0 1/0/0/0/0
1
2
⊕ 0 2/2/1/1/3 2/2/0/1/2 1/1/0/0/1 1/0/0/0/0
1 0/0/0/0/0 0/1/1/0/2 0/0/0/0/0 2/1/0/1/1
1
2
⊕ 0⊕ 0 8/8/4/4/12 6/5/1/3/6 2/2/0/0/2 1/0/0/0/0
1
2
⊕ 1
2
0/0/0/0/0 6/9/4/3/13 0/0/0/0/0 6/3/0/1/3
1⊕ 0 0/0/0/0/0 3/5/3/1/8 0/0/0/0/0 5/3/1/3/4
3
2
0/0/0/0/0 0/2/1/0/3 0/0/0/0/0 3/1/1/2/2
1
2
⊕ 0⊕ 0⊕ 0 21/21/12/12/33 12/10/3/6/13 3/3/0/0/3 1/0/0/0/0
1
2
⊕ 1
2
⊕ 0 10/10/8/8/18 12/13/5/6/18 6/6/2/2/8 6/3/0/1/3
1⊕ 0⊕ 0 0/0/0/0/0 11/14/9/6/23 0/0/0/0/0 10/7/3/6/10
1⊕ 1
2
4/4/3/3/7 5/5/3/4/8 5/5/3/3/8 5/4/2/2/6
3
2
⊕ 0 1/1/1/1/2 2/3/1/1/4 3/3/2/2/5 3/2/2/2/4
2 0/0/0/0/0 0/2/2/0/4 0/0/0/0/0 4/2/1/3/3
1
2
⊕ 0⊕ 0⊕ 0⊕ 0 44/44/28/28/72 20/17/6/10/23 4/4/0/0/4 1/0/0/0/0
1
2
⊕ 1
2
⊕ 0⊕ 0 28/28/20/20/48 25/24/11/14/35 12/12/4/4/16 6/3/0/1/3
1
2
⊕ 1
2
⊕ 1
2
0/0/0/0/0 33/39/24/21/63 0/0/0/0/0 21/15/3/6/18
1⊕ 0⊕ 0⊕ 0 0/0/0/0/0 27/31/22/18/53 0/0/0/0/0 17/13/6/10/19
1⊕ 1
2
⊕ 0 11/11/8/8/19 13/13/8/9/21 11/11/7/7/18 10/8/4/5/12
1⊕ 1 0/0/0/0/0 9/13/13/9/26 0/0/0/0/0 19/15/7/11/22
3
2
⊕ 0⊕ 0 2/2/2/2/4 6/6/2/3/8 10/10/6/6/16 4/4/5/4/9
3
2
⊕ 1
2
0/0/0/0/0 7/12/8/5/20 0/0/0/0/0 15/10/7/10/17
2⊕ 0 0/0/0/0/0 1/4/5/2/9 0/0/0/0/0 10/7/3/6/10
5
2
0/0/0/0/0 0/3/2/0/5 0/0/0/0/0 5/2/2/4/4
TABLE II. Sets of the numbers D1/D2/D3/D4/D5 of basic
tensors belonging to the five A1, B1, A2, B2 and (doubly de-
generate) E IRREP of C4v, respectively, which can be com-
bined in each SU(2) (V, S) symmetry class to give rise to
fully-symmetric spin-S spin liquids, for D 6 6 and 1
2
6 S 6 2.
Note each class defined by a direct sum V = ⊕Vi of N SU(2)
IRREP includes all basic tensors of all sub-classes defined by
nocc. = (n1, n2, · · ·nN ) with 0 6 ni 6 4 and ∑i ni = 4. For
instance, the V = 1
2
⊕ 1
2
⊕ 0 (D = 5) class includes the V = 1
2
(D = 2), V = 1
2
⊕ 0 (D = 3) and V = 1
2
⊕ 1
2
(D = 4) classes.
ansatz is in fact the most general D = 3 SU(2)-invariant
PEPS.
5. The NN fermionic spin- 1
2
RVB (NN fRVB)
The NN fermionic-RVB (fRVB) is defined as an equal-
weight superposition of dimer coverings where each
(centro-symmetric) dimer is written in the fermionic rep-
resentation. It can be re-written as a spin-12 NN RVB
state where, e.g., vertical dimers are assigned a complex
factor i providing a completely different sign structure40
than the above NN RVB state. This (real) wave function
is given by the unique S = 12 , V =
1
2 ⊕ 0, nocc. = {1, 3},
complex E tensor41.
6. The generalized spin-S NN RVB
The spin-1 RVB state can be obtained by attaching
a single S = 1 virtual spin on every site (accompanied
by 3 spin-0). All NN virtual spins 1/2 are again paired
up into singlets which resonate. The S = 1, V = 1 ⊕
0, nocc. = {1, 3} A1 (or B1) tensor corresponds exactly
to such a spin liquid. This scheme can be generalized
to any spin-S NN RVB and is always described by a
single V = S ⊕ 0, nocc. = {1, 3} A1 (or B1) tensor. The
cases corresponding to S = 1 and S = 32 are highlighted
in Table I and the corresponding tensors are given in
Appendix B (see Supplemental Material for all physical
spin S up to S = 2).
7. The spin-S Resonating AKLT Loop (RAL) state
As shown by Li et al.42, the spin-1 RAL state in-
volves two virtual spin- 12 and two virtual spin-0 attached
to every site, i.e., the virtual subspace is V = 12 ⊕ 0,
nocc. = {2, 2}. Physically, NN virtual spin-1/2 are paired
up into singlets (as in the RVB state) and all virtual
spins are then projected locally onto physical spins 1
to produce AKLT loops. The two S = 1, V = 12 ⊕ 0,
nocc. = {2, 2}, A(a)1 and A(b)1 tensors encode the two pos-
sible site configurations of the loops with 180-degree or
90-degree angles. The RAL state on the square lattice
is critical since the dimer-dimer correlations decay as a
power law42. Since the 1d AKLT chain can be extended
to higher physical spin (see above for the 2d case), it is
easy to generalize the RAL to a gas of resonating spin-S
AKLT chains, for all S integer. It is given by the only
two V = S2 ⊕0 (D = S+ 2), nocc. = {2, 2}, A(a)1 and A(b)1
tensors. The cases corresponding to S = 1 and S = 2 are
highlighted in Table I and the corresponding S = 1 ten-
sors are given in Appendix B (see Supplemental Material
for all integer physical spin S up to S = 4).
8. The spin-1/2 chiral spin liquid (CSL)
The CSL is obtained by linearly combining the two
previous A(1)1 and A(2)1 (with real coefficients) and the
V = 12⊕0, nocc. = {3, 1}, A2 tensor (named A2 from now
on) with a pure-imaginary coefficient43,44. The PEPS
obtained from the resulting tensor (see Fig. 2(a)),
Achiral = λ1A(1)1 + λ2A(2)1 + iλcA2, (5)
6with λ1, λ2, λc ∈ R, breaks time-reversal symmetry (pro-
vided λ2λc 6= 0) and transforms into its complex con-
jugate state under any of the reflection symmetries of
Fig. 1(a). It exhibits clear SU(2)1 edge modes although
there are some evidence for critical (singlet) bulk corre-
lations.
FIG. 2. (a) The three tensors of the spin-1/2 CSL involving
the three virtual states of the 1
2
⊕0 (spin) representation, | ↑ 〉
and | ↓ 〉 on the full lines, and |0〉 on the dotted lines. (b) The
natural basis of virtual states of the double layer tensor | ↑↑ 〉,
| ↑↓ 〉, | ↓↑ 〉 and | ↓↓ 〉 (∈ 1
2
⊗ 1
2
, spin- 1
2
on top and bottom
layers), | ↑ 0〉, | ↓ 0〉, |0 ↑ 〉 and |0 ↓ 〉 (∈ 1
2
⊕ 1
2
, spin- 1
2
on top
or bottom layer), and |00〉 (∈ 0) is transformed (by a simple
unitary transformation) into symmetric/antisymmetric states
w.r.t to the exchange of layers.
C. Constructing spin liquids and beyond
1. Generic spin liquids
From a few of the previous examples, we see that
tensors can be linearly combined to give new interest-
ing states. In fact, adding D (real) tensors T (a) as∑D
a=1 λaT
(a) (involving D real coefficients λa) belong-
ing to the same “class”, i.e., characterized by the same
physical (S) and virtual (V ) degrees of freedom and by
the same IRREP of the point group C4v, will lead to a
(D−1)-dimensional family of completely symmetric spin
liquids which (potentially) do not break any symmetry,
neither SU(2) nor point group symmetries. The numbers
D of tensors which can be combined in each SU(2) (V, S)
symmetry class to give rise to fully-symmetric spin-S spin
liquids are given in Table II for D 6 6 and S 6 2. Note
that the counting of tensors of a given bond dimension
includes all those of smaller bond dimensions which can
be combined in each class. Note also that, for a given lin-
ear combination of tensors, there is a priori no guarantee
that all correlations, remain short range in such a sym-
metric state and the absence of spontaneous symmetry
breaking in the thermodynamic limit should, in principle,
always be verified. We observe that the typical dimen-
sions of the PEPS families do not grow too fast, from
D ∼ 3−10 for D = 4 up to D ∼ 10−40 for D = 6. Also,
it is interesting to notice that a subset of the symmetry
classes does not provide a variational representation of
half-integer spin-S.
2. Lattice nematics
If the D T (a) tensors belong to (at least) two different
IRREP of the point group (while still involving the same
virtual and physical degrees of freedom), the resulting
PEPS will explicitly break the point group symmetry.
For example, combining A1 and B1 tensors, or A2 and
B2 tensors, will produce a nematic state where vertical
and horizontal directions will become non-equivalent (e.g.
observables will acquire different mean values). As a con-
crete example, let us consider the V = 1, S = 2, gauge-
equivalent A
(a)
1 and B1 tensors of Table I. It is likely that
these tensors produce a paramagnet similar to the S = 2
AKLT state, although with gapped edge states. The lin-
ear combination A
(a)
1 +B1 (A
(a)
1 −B1) of the two tensors
gives a product of decoupled vertical (horizontal) spin-2
AKLT chains times a collection of independent horizon-
tal (vertical) NN dimers (constructed from pairs of all the
remaining virtual spin-1 not involved in the chains). Any
partial superposition like cos θ A
(a)
1 +sin θ B1, θ ∈]0, pi/2[,
will give a lattice nematic state interpolating between the
isotropic paramagnet and the array of AKLT chains.
3. Breaking SU(2)-symmetry down to U(1): spin nematics
and Ne´el antiferromagnets
By breaking the global SU(2)-spin rotation invariance
down to U(1) one can construct, within our framework,
two enlarged families of anisotropic quantum magnets. If
TR-symmetry and space group symmetry are indepen-
dently conserved, one obtains anisotropic spin nemat-
ics45 for which the spin Z-axis becomes non-equivalent
from the two equivalent X and Y spin axis. If the com-
bination of TR with a unit translation is conserved, one
gets Ne´el-like quantum magnets with a finite staggered
magnetization. In order to achieve this goal, one should
remember that our PEPS are defined in a physical basis
where all spins on the B-sublattice have been rotated by
pi. Each Sz-component (over the d = 2S+1 components)
of a given tensor hence contributes to a finite amplitude
of the (physical) staggered magnetization S˜stagz = Sz in
the original un-rotated basis.
The procedure to construct anisotropic magnets is
7therefore simple ; (i) One sorts out all tensors accord-
ing to the virtual space V (as before) and to some max-
imum value Smax of |Sz|, defining the physical Hilbert
space Sz ∈ [−Smax, Smax], by merging classes of different
SU(2)-spin S with the same orbital symmetry (i.e. IR-
REP of C4v); (ii) One groups all tensors into Sz = ±|Sz|
pairs of tensors T
(a)
± (where a labels the pairs) related
by the Sz ↔ −Sz symmetry (for Sz 6= 0); (iii) On then
constructs the linear superposition of the (normalized)
on-site tensors for each local Sz = s|Sz| physical index
as
∑
a,s λa,sT
(a)
s . Generically, such a family of PEPS ex-
hibits a finite staggered magnetization (in the original
un-rotated basis) as in a Ne´el state unless we further
impose λa,s = λa,−s to construct nematic states. Note
that Long Range Order (LRO) in the XY (spin) plane
may still spontaneously appear in some domains of the
parameter space, despite the local U(1) symmetry.
4. Complex E tensors, TR-symmetry breaking and chiral
spin liquids
It is important to notice that, if the D tensors belong
to the A1, B1, A2 or B2 IRREP, the resulting tensor
is real and, hence, invariant under time-reversal (TR)
symmetry. For complex coefficients, or when E tensors
are combined, the resulting state generically breaks TR,
except at fine-tuned parameter subsets. Although chi-
ral spin liquids with protected chiral edge modes have
to be searched in these classes of PEPS, we believe they
probably span a tiny fraction of the TR-symmetry break-
ing PEPS manifold. Note also that not all E tensors
give complex PEPS. For example, combining the three
S = 1/2, V = 12 ⊕ 0, complex E tensors (one tensor with
nocc. = {1, 3} and two tensors with nocc. = {3, 1}) sur-
prisingly gives a real (SU(2)-symmetric) wave function.
We believe this PEPS family can be viewed physically
as an extension of the NN fRVB (see above) in terms of
fRVB states with longer-range (fermionic) dimers. Simi-
larly, the two PEPS given by the unique S = 1, V = 12⊕0,
E tensor and by the unique S = 3/2, V = 12⊕0, E tensor
are also real. Hence, we believe that the spin- 12 , spin-1
and spin- 32 PEPS originated from the V =
1
2 ⊕ 0, E ten-
sors can probably all be mapped to real fermionic PEPS
(fPEPS).
5. Gauge symmetry and topological order
Whether or not a PEPS of a given family exhibits topo-
logical order is a rather subtle issue. The existence of a
gauge symmetry, i.e., an Invariant Gauge Group (IGG),
plays a crucial role and is often a necessary condition.
The AKLT states and the featureless paramagnets above
have simple N = 1 virtual spaces with a single spin
species in the four directions, nocc. = 4. This is con-
nected to IGG = I, characteristic of topologically trivial
states.
Gauge symmetry (like Z2 or U(1)) can also be present,
depending of the different nocc. sectors involved in the
construction of the variational manifold. For instance,
the NN RVB state is defined by a unit tensor with
V = 12 ⊕ 0 and nocc. = {1, 3} which, in practice, implies
that one and only one singlet dimer is attached to every
site35. This local constraint implies that the number of
dimers cut by a line winding around an infinite cylinder is
conserved, hence providing an infinite number of topolog-
ical sectors associated to a U(1) gauge symmetry36. On
the other hand, the LR RVB state mixes nocc. = {1, 3}
and nocc. = {3, 1} tensors so that, then, only the parity
of the number of dimers cut by a circumference is con-
served, hence reducing the number of sectors to two and
the gauge symmetry to Z2. More generally, the gauge
symmetry can usually be inferred from the set of num-
bers of occupation [n1occ., n
2
occ., · · · , nDocc.] of the D super-
posed tensors. In general, one can always use a minimal
global virtual basis V = ⊕Vi, direct sum of N IRREP Vi
of SU(2), for which all the occupation numbers njocc. are
given by sets of N numbers, i.e. njocc. = {nj1, · · · , njN }
and
∑
i n
j
i = 4,∀j. Subsequently, topological order can
be characterized from the symmetry15. However, (i) an
extended gauge symmetry can emerge in the thermody-
namic limit, as e.g. the U(1) symmetry in the case of the
Z2 LR RVB state; (ii) Reversely, a mechanism of “con-
finement” can suppress the topological order associated
to the underlying gauge symmetry46. In any case, topo-
logical order can always be inferred from a thorough in-
vestigation of the transfer operator46, and not only from
the local symmetry of the tensor.
D. Connection with previous work
Based on the original framework introduced by
S. Jiang and Y. Ran25 and the notion of projective sym-
metry group, Lee and Han provided a classification of
(trivial) spin-1 PEPS on the square lattice26, in terms of
lattice quantum numbers. In our classification scheme,
we have recovered their results which correspond to a
subset of our S = 1 tensors : the V = 12 (D = 2), B1
tensor, the V = 1 (D = 3), B1 and A2 tensors, the
V = 1 ⊕ 0 (D = 4), B1, nocc. = {1, 3} (RVB state) and
nocc. = {2, 2} (RAL state) tensors. While each tensor
has (emergent) U(1) IGG symmetry, a linear combina-
tion of them eliminates this gauge symmetry and pro-
duces a trivial state. Note that these authors did not
report about neither the S = 1, E tensors nor the S = 1,
V = 1⊕ 0 (D = 4), nocc. = {3, 1} tensors enumerated in
Table I. Combining, e.g., the S = 1, V = 1⊕ 0 (D = 4),
nocc. = {1, 3} and nocc. = {3, 1} tensors preserves a Z2
IGG and may lead to a topological spin liquid.
8III. APPLICATION: SEARCH FOR
HIGHER-SPIN (S > 1
2
) CSL
One of the applications of our classification is the sys-
tematic construction of CSL beyond the physical S = 12
and virtual V = 12⊕0 IRREPs, already realized. Our goal
is to construct a family of TR symmetry-breaking PEPS
with linear dispersing chiral edge modes described by a
CFT beyond SU(2)1. To characterize the edge modes,
we analyze the entanglement spectrum (ES) of the corre-
sponding PEPS when wrapped around an infinite cylin-
der and splitted in two parts (left and right), as explained
in Appendix A. We describe below several natural routes
to find such CSL.
A. The complex E tensors
One of the first natural candidates would be the above
E tensors which are intrinsically complex. Therefore,
their corresponding PEPS can potentially break TR sym-
metry and, hence, be relevant topological CSL. However,
we have found that some of the simplest, small D, E
PEPS wave functions are purely real as seen above (hence
showing a perfectly momentum-symmetric entanglement
spectrum), probably due to the fact that they can be re-
casted in the form of real fPEPS wave functions, as it is
the case for the fRVB state. In this respect, we found that
the ES of the NN fRVB state is completely degenerate,
hence saturating the upper bound of the entanglement
measures (e.g., the entanglement entropy per unit length
−Tr(ρ ln ρ)/Nv).
In addition, all complex E PEPS we have tested turned
out to show no well-defined chiral edge modes, although
breaking TR symmetry. For example, this is the case of
the PEPS associated to the S = 1, V = 1, E(a) ten-
sor (see Table I and Supplemental Material) whose ES is
shown in Fig. 3. In fact, it is not clear however whether
any E tensor could give rise to a topological CSL when-
ever S > 1/2.
B. The A1 + i A2 PEPS
Inspired by previous studies, another promising route
to construct CSL is to consider tensors of mixed A1+iA2
(point group) symmetry, where both the real and imag-
inary components can be a sum of tensors belonging to
any given A1 and A2 classes involving identical virtual
and physical degrees of freedom. This is a direct gen-
eralization of Eq. (5). This procedure guaranties that
the PEPS – if complex – transforms into its (orthog-
onal) complex conjugate state under any of the reflec-
tion symmetries of Fig. 1(a), a necessary condition for
a CSL. However, this construction does not necessarily
imply that the PEPS breaks TR symmetry and the wave
function can, in some cases, be purely real (up to a global
(0)
(0)
(1)
(0)
(1)+(2)
(1)
(1)
(1)
(1)
(1)
(1)
FIG. 3. [Color online] Entanglement spectrum computed on
a Nv = 10 (infinite) cylinder (with χ = 20) of the PEPS
constructed from the S = 1, V = 1, E(a) tensor. Data is plot-
ted vs momentum (modulus pi) along cylinder circumference.
Note the spectrum is not symmetric w.r.t. k = pi/2, reflecting
TR symmetry-breaking of the PEPS. States can be grouped
into SU(2)-multiplets, and (s) labels 2s+1 degenerate states.
Note, the spectrum does not seem to fit a simple (chiral) CFT
like SU(2)2.
phase). In addition, even if the PEPS breaks TR sym-
metry, there is no guarantee that it exhibits linear dis-
persing edge modes described by a CFT characteristic
of a topological CSL. Before describing a successful case
(the double-layer CSL and PEPS connected to it), we
will show below an example of some failure.
C. Naive spin-S generalizations of the spin- 1
2
CSL
It is known that some families of critical (non-chiral)
spin-S chains47,48 bears a low-energy description in terms
of the SU(2)k Wess–Zumino–Witten models with levels
k = 2S. It is therefore tempting to speculate that (chi-
ral) SU(2)k edge modes can originate from Vi =
k
2 vir-
tual spins effectively interacting on the edge. Indeed, the
S = 12 CSL discussed above, which bears SU(2)1 edge
modes, involves V = 12⊕0 virtual states. In fact, inspect-
ing Table I, one sees that the construction for S = 12 can
be easily extended for any spin-S assuming V = S ⊕ 0 :
one can always combine the unique nocc = {1, 3} spin-
S RVB tensor (in bold case in Table I) with both the
nocc = {3, 1} A1 tensors (with a real coefficient) and the
nocc = {3, 1} A2 tensor(s) (with a pure-imaginary coef-
ficients). We have computed the ES at a few points of
the 3-dimensional (4-dimensional) family of PEPS corre-
9(0)+(1)+(2)
(0)
(1/2)
(1/2)
(1/2)+(3/2)
(1/2)+(3/2)
2(1/2)+2(3/2)
(1)
3(1)
?
FIG. 4. Same as Fig. 3 for the PEPS obtained from the
double-layer tensor of Eq. 6, Nv = 6 and χ = 14. Whenever
possible, the multiplet content of the levels is shown, following
notations of Table III. The dashed lines are guides to the eye
emphasizing the linear dispersion of the modes.
sponding to the case S = 1 (S = 32 ) which turned out to
be always gapped, ruling out chiral topological order.
n\j 0 1
2
1
0 (0) [1] ( 1
2
) [2] (1) [3]
1 (1) [3] ( 1
2
)+( 3
2
) [6] (0)+(1) [4]
2 (0)+(1)+(2) [9] 2( 1
2
)+2( 3
2
) [12] (0)+2(1)+(2) [12]
3 (0)+3(1)+(2) [15] 4( 1
2
)+3( 3
2
)+( 5
2
) [26] 2(0)+3(1)+2(2) [21]
TABLE III. [Color online] Towers of states of the SU(2)2
WZW model, in each of the three sectors characterized by
the primary fields j = 0, 1
2
, 1 (listed in each column) and con-
formal weights 1
4
j(j+1). Each line corresponds to a Virasoro
level indexed by n. For each sector and each level, the (quasi-
) degenerate states can be grouped in terms of exact SU(2)
multiplets like n0(0) + n1(1) + · · · (meaning n0 singlets, n1
triplets, etc...). The (red) numbers in brackets correspond to
the total number of states in each group of levels.
D. Double-layer CSL and SU(2)2 edge states
To go beyond the above naive construction, we shall
follow here a strategy borrowed from the field of the Frac-
tional Quantum Hall States (FQHS)49,50. Recently, using
interpretation of FQHS as conformal blocks in certain ra-
tional conformal field theories50, MPS representations of
FQHS were exploited51,52, providing unprecedented nu-
FIG. 5. [Color online] Diagram corresponding to Eq. 6 : the
two layers of tensors Achiral are symmetrized by the isom-
metry S, which projects the physical dimensions in the 3-
dimensional spin-1 subspace of 1
2
⊗ 1
2
, giving rise to the tensor
Adouble
merical accuracy53. While the (Abelian) Laughlin state
can be written as a simple MPS, the non-Abelian states
can be constructed as multilayer fractional quantum Hall
wave functions upon symmetrization over the layer in-
dex54,55. Very recently, symmetrization of topologically
ordered PEPS was shown to be a powerful method for
constructing new topological models56. Here, we will ap-
ply this procedure by considering two layers of the CSL
defined by Eq. (5). The double-layer tensor [Achiral]⊗2 is
symmetrized w.r.t the 12 ⊗ 12 physical variables,
Adouble = S[Achiral ⊗Achiral] , (6)
hence projecting onto the S = 1 physical state (see
Fig. 5). More precisely, its Sz = +1, 0,−1 (physical)
components are given by,
Adouble|1 = Achiral| 1
2
⊗Achiral| 1
2
,
Adouble|0 = 1√2{Achiral| 12 ⊗Achiral|− 12
+Achiral|− 12 ⊗Achiral|+ 12 }, (7)
Adouble|−1 = Achiral|− 12 ⊗Achiral|− 12 ,
where the virtual variables of the double-layer tensor on
the left hand side are given by the tensor product of
the virtual variables of the two single layer CSL tensors
on the right hand side. For convenience, we then real-
ize a (unitary) change of the D = 9 virtual basis, from
the [12 ⊕ 0]top ⊗ [ 12 ⊕ 0]bottom natural basis to the “sym-
metric” basis 1 ⊕ 12 ⊕ 12 ⊕ 0s ⊕ 0 described in Fig. 2(b),
where the two spin- 12 -representations correspond now to
spin- 12 states symmetric and antisymmetric w.r.t. layer
exchange, respectively, and the spin-0s and spin-0 repre-
sentations contain the 1√
2
(↑↓ − ↓↑) and 00 singlets, re-
spectively. It can be seen easily (see later for details) that
Adouble inherits from Achiral SU(2)-spin rotation symme-
try and lattice A1 + iA2 (orbital) symmetry. It is there-
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fore expected to break TR symmetry while preserving all
lattice symmetries, a key property of chiral spin liquids.
We have computed the ES of the double-layer tensor
for λ1 = λ2 = λc(= 1/
√
3) on an infinite Nv = 6 cylin-
der and results are shown in Fig. 4. Linearly dispersing
branches are clearly seen. Lot of resemblance with the
chiral SU(2)2 CFT spectrum is seen. The later shown in
Table III contains three sectors labeled by the primary
fields j = 0, 12 , 1. The lowest branch of the ES agrees
perfectly with the content of the j = 0 sector. We also
observe two almost degenerate branches with some en-
ergy offset, but with the same slope, each compatible
with the theoretical expectation for the j = 1/2 sector.
It should be noted that, although an energy offset of 3/16
of the (average) level spacing is expected for the j = 1/2
branch, a larger offset (by a factor ∼ 4) is observed which
could be plausibly attributed to finite perimeter (Nv) and
finite-χ effects in the ES calculation (see Appendix A).
E. Decomposition in terms of elementary tensors
The double-layer tensor involves D = 9 virtual states,
making hard the computation of the ES on larger cylin-
ders and with larger MPS dimension χ to permit a more
definite assignment of the edge theory. In addition, it is
not clear whether the observation of exact SU(2)2 edge
modes requires some degree of “fine tuning”. For these
two reasons, it is a good idea to try to construct simpler
(i.e., with lower bond dimension D) PEPS which, poten-
tially, could exhibit chiral edge modes. Our strategy is
here to “break up” the double-layer tensor Adouble into
independent parts defined by smaller virtual spaces V but
still exhibiting SU(2)-spin rotation and A1 + iA2-lattice
symmetries. To do so, we expend the Achiral tensors ac-
cording to Eq. (5) simultaneously in the top and bottom
layers. Fig. 6 shows all possible combinations depending
on the relative orientation of the various contributions in
the two layers. In fact, it can be shown that each part
leads to the sum of a few orthonormal SU(2)-spin sym-
metric real S and G tensors, whose virtual states belong
to a smaller representation, subset of the overall Hilbert
space V = [ 12⊕0]⊗2. The S-tensors and G-tensors belong
to the A1 (s-wave) and A2 (g-wave) IRREP and appear
with real and pure-imaginary coefficients, respectively,
so that each part of the decomposition bears an overall
A1 + iA2 symmetry. More precisely, we can write
Adouble =
∑
α
sαSα +
∑
β
gβGβ (8)
with
s1 =
λ1λ2√
2
s2 =
1
2
√
3λ21
s3 =
λ21
2
s
(a)
4 =
7λ22 − 3λ2c
12
√
2
s
(b)
4 =
1
12
√
5
2
(
λ22 + 3λ
2
c
)
s
(a)
5 =
λ22
3
√
2
FIG. 6. All combinations (up to global ±pi/2 or pi-
rotations) obtained by expending the Achiral tensors (accord-
ing to Eq. (5)) simultaneously in the top and bottom layers
of the (symmetrized) double-layer CSL (left-most column),
leading to orthonormal tensors (right-most column) belong-
ing to different representations of the virtual states (middle
column).
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s
(b)
5 =
1
12
(−λ22 − 3λ2c) s(a)6 = 5λ22 + 3λ2c
12
√
2
s
(b)
6 =
1
12
(
λ22 − 3λ2c
)
s
(a)
7 = −
λ22 + 9λ
2
c
12
√
3
s
(b)
7 =
1
3
√
5
3
λ22 s
(c)
7 =
17λ22 + 15λ
2
c
36
√
2
s
(d)
7 = −
25λ22 + 3λ
2
c
18
√
13
s
(e)
7 = −
1
3
√
5
26
(
λ22 − 3λ2c
)
s
(a)
8 =
9λ22 − 5λ2c
12
√
3
s
(b)
8 =
1
3
√
7
6
λ2cS
(b)
8
s9 =
λ1λ2
2
s10 =
1
2
√
5λ1λ2
g1 = − iλ1λc√
2
g4 = − iλ2λc√
3
g5 = − iλ2λc√
6
g7 = −i
√
5
6
λ2λc
g8 = i
√
2
3
λ2λc g9 = −1
2
iλ1λc
g10 =
1
2
i
√
5λ1λc
where the subscripts of the S (s) and G (g) tensors (co-
efficients) label the different virtual spin representations
according to Fig. 6. The exact expressions of all S and
G spin-1 tensors are providing in Appendix B, written in
the same D = 9 overall basis so that any linear combina-
tion of tensors can easily be performed.
We have applied the above decomposition (8) for the
same choice of the parameters λ1 = λ2 = λc(= 1/
√
3)
and computed the ES of a few ad-hoc linear combinations
of S and G tensors (to keep the A1 + iA2 symmetry) of
larger and larger bond dimension D. Keeping only the
S1 and G1 tensors, on one hand, or the S3, S4 and G4
tensors on the other hand, enables to restrict the bond
dimension to the same D = 4 small value, although the
two PEPS involve completely different virtual degrees of
freedom, 12 ⊕ 12 in the first case and 1 ⊕ 0 in the second
case. We have found that their corresponding ES shown
in Fig. 7 (a) and Fig. 7(b), respectively, seem to be both
gapped.
By adding, gradually, more virtual degrees of freedom
to the previous cases, it is interesting to see whether the
gap in the ES closes. For instance, adding the S6 tensors
to the S1 and G1 tensors enlarge the virtual space to
1
2 ⊕ 12 ⊕ 0s and D = 5. However, as seen in Fig. 7(c), the
gap seems to persist. Similarly, adding the S5 and G5
tensors to the S3, S4 and G4 tensors enlarge the virtual
space to 1⊕0⊕0s and D = 5, but does not close the gap
either (see Fig. 7(d)).
Next, we have considered the virtual representations
V = 12 ⊕ 12 ⊕ 0 ⊕ 0s (D = 6) involving the S1, G1, S2,
S6, S9 and G9 tensors, V = 1 ⊕ 12 ⊕ 12 (D = 7) involv-
ing the S1, G1, S7 and G7 tensors, V = 1 ⊕ 12 ⊕ 12 ⊕ 0s
(D = 8) involving the S1, S6, S7, G1, and G7 tensors
and V = 1⊕ 12 ⊕ 12 ⊕ 0 (D = 8) involving the S1, S2, S3,
S4, S7, G1, G4, and G7 tensors. Results are compared
in Fig. 8(a-d). As the number of tensors and the bond
dimension increase, one does not observe any systematic
trend, rather the ES changes in some erratic fashion. The
later seems nevertheless to remain gapped, although in
Fig. 8(b) the (pseudo-)energy scale becomes very small.
In any case, the ES remains very different from the chi-
ral ES of the D = 9 double-layer CSL shown in Fig. 4.
This is a clear indication that there is a large degree of
fine tuning in the latter wave function. In other words,
just imposing SU(2)-spin rotation and A1 + iA2 orbital
symmetries, as it was done for the single layer CSL, is
not sufficient to obtain a CSL. One reason might be that
for SU(2)2 CFT, (i) spin-1 degrees of freedom would be
needed on the boundary but (ii) spin-1 chains are gener-
ically in the gapped Haldane phase. A gapless spectrum
in a spin-1 chain requires fine tuning47,48.
IV. CONCLUSIONS AND OUTLOOK
In this paper we have elaborated a classification scheme
of all rank-5 SU(2)-symmetric tensors according to the
on-site physical spin S, the local Hilbert space of the
bond degrees of freedom, and the irreducible represen-
tations of the C4v point group of the square lattice.
We have shown how many remarkable (Mott insulat-
ing) states of matter fall naturally into this classification.
More generally, we have explained how our scheme can
be used to systematically construct families of transla-
tionally invariant many-body singlet states, preserving
or breaking discrete (point group) lattice symmetries,
spin liquids and (lattice) nematics, respectively. How-
ever, we bring here a few words of caution : first, we
should mention that LRO (associated e.g. to sponta-
neous translation and/or SU(2) symmetry breaking) may
still appear in the thermodynamic limit in some param-
eter regions, the PEPS being in that case a fully sym-
metric “Shro¨dinger cat state”. Note that the existence
of LRO in our symmetric PEPS can only be diagnosed
by a thorough numerical investigation, e.g. inspecting
the low-energy spectrum of the transfer operator46. Sec-
ondly, it is likely that not all translationally invariant and
spin-rotationally symmetric spin liquids (on the square
lattice) can be expressed in terms of a PEPS based on a
single on-site SU(2)-symmetric tensor. However, we be-
lieve our classification encompasses a very large manifold
of symmetric spin liquids. Spin liquids not generated by
our classification may include e.g. those requiring a two-
site (gauge) unit cell such as the (translationally invari-
ant) pi-flux PEPS of the PSG classification25 or those re-
quiring a different type of virtual particles like fermions,
Majoranas, anyons, etc...
We have also used our construction to systematically
search for higher-spin (S > 1/2) topological chiral spin
liquids. One of our constructions uses a symmetrization
over a double-layer PEPS, showing gapless chiral edge
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FIG. 7. [Color online] ES for the PEPS obtained from various subsets of Eq. (8), and Nv = 8, χ = 20 : (a) S1 and G1 tensors
( 1
2
⊕ 1
2
, D = 4); (b) S3, S4 and G4 tensors (1⊕ 0, D = 4); (c) S1, S6 and G1 tensors ( 12 ⊕ 12 ⊕ 0s, D = 5); (d) S3, S4, S5, G4
and G5 tensors (1⊕ 0⊕ 0s, D = 5).
modes corresponding to a non-Abelian SU(2)2 Wess-
Zumino-Witten model, which we have determined via
the analysis of its entanglement spectrum. This family of
CSL can be seen as a 2-dimensional manifold (spanned
by the parameters λ2/λ1 and λc/λ1) imbedded in a much
larger PEPS family (characterized by arbitrary superpo-
sitions of the S and G tensors). This suggests that, more
generally, non-Abelian CSL live on (relatively small) fine-
tuned manifolds of large PEPS families. Also, we believe
that our construction can be extended to k-layers, then
showing SU(2)k gapless chiral edge modes.
We envisage these results as the first step of a broader
research program, concerning the search of quantum spin
liquids with tensor networks. Further work will involve,
for instance, using the tensors produced in our classifica-
tion in order to produce ansa¨tze for the numerical simu-
lation of the frustrated Heisenberg model on the square
lattice (improving the results of Ref.39), extending the
classification scheme to the Kagome lattice, and using it
to propose variational wave functions to search for new
spin liquids for the Kagome Heisenberg Antiferromagnet.
Another straightforward extension of our classification
is to enlarge the physical space to more degrees of free-
dom e.g. to include extra U(1)-charge degrees of free-
dom41 to describe hole doping a Mott (spin liquid or
antiferromagnetic) insulator, or more orbital degrees of
freedom (N > 2 with SU(N) symmetry). To build wave-
functions with specified U(1)-charge, covariant tensors
can be constructed. Lastly, we note that our PEPS are,
by construction, translationally invariant. However, it is
also straightforward to describe states breaking transla-
tion invariance by considering different tensors at every
site of a given supercell. All these problems, and more,
will be addressed in future work along these lines.
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FIG. 8. Same as Fig. 7 for other subsets of Eq. (8), and χ = 10 : (a) Nv = 8, for S1, G1, S2, S6, S9 and G9 tensors (
1
2
⊕ 1
2
⊕0⊕0s,
D = 6); (b) Nv = 6, for S1, G1, S7 and G7 tensors (1⊕ 12 ⊕ 12 , D = 7); (c) Nv = 6, for S1, S6, S7, G1, and G7 (1⊕ 12 ⊕ 12 ⊕ 0s,
D = 8); (d) Nv = 6, for S1, S2, S3, S4, S7, S10, G1, G4, and G7 (1⊕ 12 ⊕ 12 ⊕ 0, D = 8).
ACKNOWLEDGMENTS
R.O. acknowledges the Laboratoire de Physique
The´orique, C.N.R.S. and Universite´ de Toulouse, for
hosting him during the period in which this work was
initiated, as well as the MOGON computer cluster of the
University of Mainz for computational resources. D.P. is
supported by the TNSTRONG ANR (French Research
Council) grant (2016-2020). D.P. thanks Nicolas Reg-
nault and German Sierra for help in completing Table III.
1 Pasquale Calabrese, John Cardy, and Benjamin Doyon,
“Entanglement entropy in extended quantum systems,”
Journal of Physics A: Mathematical and Theoretical 42,
500301 (2009).
2 J. Eisert, M. Cramer, and M. B. Plenio, “Colloquium :
Area laws for the entanglement entropy,” Rev. Mod. Phys.
82, 277–306 (2010).
3 J. I. Cirac, “Entanglement in many-body quantum sys-
tems,” in Many-Body Physics with ultracold atoms (Les
Houches school, 2010).
4 Norbert Schuch, “Condensed matter applications of entan-
glement theory,” in Quantum Information Processing: Lec-
ture Notes, Schriften des Forschungszentrums Ju¨lich. Reihe
Schlu¨sseltechnologien / Key Technologies, 44th IFF Spring
School (David P. DiVincenzo, Forschungszentrum Ju¨lich,
2013) p. 29.
5 Roma´n Oru´s, “A practical introduction to tensor net-
works: Matrix product states and projected entangled pair
states,” Annals of Physics 349, 117–158 (2014).
6 Roma´n Oru´s, “Advances on tensor network theory: sym-
metries, fermions, entanglement, and holography,” The
European Physical Journal B 87, 1–18 (2014).
14
7 G. Vidal, “Efficient Simulation of One-Dimensional Quan-
tum Many-Body Systems,” Physical Review Letters 93, 4
(2004).
8 F. Verstraete and J. I. Cirac, “Renormalization algorithms
for Quantum-Many Body Systems in two and higher di-
mensions,” (2004), arXiv:0407066 [cond-mat].
9 F. Verstraete and J. I. Cirac, “Matrix product states rep-
resent ground states faithfully,” Physical Review B 73,
094423 (2006).
10 G. Vidal, “Entanglement renormalization,” Phys. Rev.
Lett. 99, 220405 (2007).
11 S. R. White, “Density matrix formulation for quantum
renormalization groups,” Physical Review Letters 69,
2863–2866 (1992).
12 F. Verstraete, V. Murg, and J. Ignacio Cirac, “Matrix
product states, projected entangled pair states, and vari-
ational renormalization group methods for quantum spin
systems,” Advances in Physics 57, 143–224 (2008).
13 G. Vidal, “Entanglement renormalization: an introduc-
tion,” in Understanding Quantum Phase Transitions,
edited by Lincoln D. Carr (Taylor & Francis, Boca Raton,
2010) p. 24.
14 Sukhwinder Singh, Robert N. C. Pfeifer, and Guifre´ Vidal,
“Tensor network decompositions in the presence of a global
symmetry,” Phys. Rev. A 82, 050301 (2010).
15 Norbert Schuch, J. Ignacio Cirac, and David Pe´rez-Garc´ıa,
“PEPS as ground states: Degeneracy and topology,” An-
nals of Physics 325, 2153–2192 (2010).
16 Sukhwinder Singh, Huan-Qiang Zhou, and Guifre Vi-
dal, “Simulation of one-dimensional quantum systems with
a global su(2) symmetry,” New Journal of Physics 12,
033029 (2010).
17 Sukhwinder Singh, Robert N. C. Pfeifer, and Guifre Vidal,
“Tensor network states and algorithms in the presence of
a global u(1) symmetry,” Phys. Rev. B 83, 115125 (2011).
18 Sukhwinder Singh and Guifre Vidal, “Tensor network
states and algorithms in the presence of a global su(2) sym-
metry,” Phys. Rev. B 86, 195114 (2012).
19 Andreas Weichselbaum, “Non-abelian symmetries in ten-
sor networks: A quantum symmetry space approach,” An-
nals of Physics 327, 2972 – 3047 (2012).
20 Sukhwinder Singh and Guifre Vidal, “Global symmetries in
tensor network states: Symmetric tensors versus minimal
bond dimension,” Phys. Rev. B 88, 115147 (2013).
21 Manuel Rispler, Kasper Duivenvoorden, and Norbert
Schuch, “Long-range order and symmetry breaking in pro-
jected entangled-pair state models,” Phys. Rev. B 92,
155133 (2015).
22 Jutho Haegeman, Karel Van Acoleyen, Norbert Schuch,
J. Ignacio Cirac, and Frank Verstraete, “Gauging quan-
tum states: From global to local symmetries in many-body
systems,” Phys. Rev. X 5, 011024 (2015).
23 Erez Zohar and Michele Burrello, “Building projected en-
tangled pair states with a local gauge symmetry,” New
Journal of Physics 18, 043008 (2016).
24 Erez Zohar, Thorsten B. Wahl, Michele Burrello, and
J. Ignacio Cirac, “Projected entangled pair states with
non-abelian gauge symmetries: an su(2) study,” (2016),
1607.08115.
25 Shenghan Jiang and Ying Ran, “Symmetric tensor net-
works and practical simulation algorithms to sharply iden-
tify classes of quantum phases distinguishable by short-
range physics,” Phys. Rev. B 92, 104414 (2015).
26 Hyunyong Lee and Jung Hoon Han, “Classification of triv-
ial spin-1 tensor network states on a square lattice,”
(2016), arXiv:1605.03274.
27 V. Kalmeyer and R. B. Laughlin, “Equivalence of
the resonating-valence-bond and fractional quantum hall
states,” Phys. Rev. Lett. 59, 2095–2098 (1987).
28 Darrell F. Schroeter, Eliot Kapit, Ronny Thomale, and
Martin Greiter, “Spin hamiltonian for which the chiral
spin liquid is the exact ground state,” Phys. Rev. Lett.
99, 097202 (2007).
29 Edward Witten, “Global aspects of current algebra,” Nu-
clear Physics B 223, 422 – 432 (1983).
30 The complete list of SU(2)-spin rotationally invariant
PEPS with bond dimension D 6 6 as well as the expres-
sions of all the corresponding site tensors are provided in
the Supplemental Material.
31 Ian Affleck, Tom Kennedy, Elliott H. Lieb, and Hal Tasaki,
“Rigorous results on valence-bond ground states in antifer-
romagnets,” Phys. Rev. Lett. 59, 799–802 (1987).
32 Xie Chen, Zheng-Xin Liu, and Xiao-Gang Wen, “Two-
dimensional symmetry-protected topological orders and
their protected gapless edge excitations,” Phys. Rev. B 84,
235141 (2011).
33 Chao-Ming Jian and Michael Zaletel, “Existence of fea-
tureless paramagnets on the square and the honeycomb lat-
tices in 2+1 dimensions,” Phys. Rev. B 93, 035114 (2016).
34 P.W. Anderson, “Resonating valence bonds: A new kind
of insulator?” Materials Research Bulletin 8, 153 – 160
(1973).
35 Norbert Schuch, Didier Poilblanc, J. Ignacio Cirac, and
David Pe´rez-Garc´ıa, “Resonating valence bond states in
the PEPS formalism,” Physical Review B 86, 115108
(2012).
36 Didier Poilblanc, Norbert Schuch, David Pe´rez-Garc´ıa,
and J. Ignacio Cirac, “Topological and entanglement prop-
erties of resonating valence bond wave functions,” Phys.
Rev. B 86, 014404 (2012).
37 Didier Poilblanc and Norbert Schuch, “Simplex Z2 spin
liquids on the kagome lattice with projected entangled pair
states: Spinon and vison coherence lengths, topological
entropy, and gapless edge modes,” Physical Review B 87,
140407 (2013).
38 A. Fabricio Albuquerque and Fabien Alet, “Critical corre-
lations for short-range valence-bond wave functions on the
square lattice,” Phys. Rev. B 82, 180408 (2010).
39 Ling Wang, Didier Poilblanc, Zheng-Cheng Gu, Xiao-Gang
Wen, and Frank Verstraete, “Constructing a Gapless Spin-
Liquid State for the Spin-1/2 J1−J2 Heisenberg Model on
a Square Lattice,” Physical Review Letters 111, 037202
(2013).
40 G. Kotliar, “Resonating valence bonds and d-wave super-
conductivity,” Phys. Rev. B 37, 3664–3666 (1988).
41 Didier Poilblanc, Philippe Corboz, Norbert Schuch, and
J. Ignacio Cirac, “Resonating-valence-bond superconduc-
tors with fermionic projected entangled pair states,” Phys-
ical Review B 89, 241106 (2014).
42 Wei Li, Shuo Yang, Meng Cheng, Zheng-Xin Liu, and
Hong-Hao Tu, “Topology and criticality in the resonating
affleck-kennedy-lieb-tasaki loop spin liquid states,” Phys.
Rev. B 89, 174411 (2014).
43 Didier Poilblanc, J. Ignacio Cirac, and Norbert Schuch,
“Chiral topological spin liquids with projected entangled
pair states,” Phys. Rev. B 91, 224431 (2015).
44 Didier Poilblanc, Norbert Schuch, and Ian Affleck,
“SU(2)1 chiral edge modes of a critical spin liquid,” Phys.
15
Rev. B 93, 174414 (2016).
45 A.F. Andreev and I.A. Grishchuk, “Spin nematics,” Jour-
nal of Experimental and Theoretical Physics 60, 267
(1984).
46 Norbert Schuch, Didier Poilblanc, J. Ignacio Cirac, and
David Pe´rez-Garc´ıa, “Topological order in the projected
entangled-pair states formalism: Transfer operator and
boundary hamiltonians,” Phys. Rev. Lett. 111, 090501
(2013).
47 L.A. Takhtajan, “The picture of low-lying excitations in
the isotropic heisenberg chain of arbitrary spins,” Physics
Letters A 87, 479 – 482 (1982).
48 H.M. Babujian, “Exact solution of the one-dimensional
isotropic heisenberg chain with arbitrary spins s,” Physics
Letters A 90, 479 – 482 (1982).
49 R. B. Laughlin, “Anomalous quantum hall effect: An in-
compressible quantum fluid with fractionally charged ex-
citations,” Phys. Rev. Lett. 50, 1395–1398 (1983).
50 Gregory Moore and Nicholas Read, “Nonabelions in the
fractional quantum hall effect,” Nuclear Physics B 360,
362 – 396 (1991).
51 B. Estienne, Z. Papic´, N. Regnault, and B. A. Bernevig,
“Matrix product states for trial quantum hall states,”
Phys. Rev. B 87, 161112 (2013).
52 B. Estienne, N. Regnault, and A. Bernevig, “Fractional
quantum hall matrix product states for interacting confor-
mal field theories,” (2013), arXiv:1311.2936.
53 B. Estienne, N. Regnault, and B. A. Bernevig, “Corre-
lation lengths and topological entanglement entropies of
unitary and nonunitary fractional quantum hall wave func-
tions,” Phys. Rev. Lett. 114, 186801 (2015).
54 Martin Greiter and Ronny Thomale, “Non-abelian statis-
tics in a quantum antiferromagnet,” Phys. Rev. Lett. 102,
207203 (2009).
55 Ce´cile Repellin, Titus Neupert, B. Andrei Bernevig, and
Nicolas Regnault, “Projective construction of the Zk read-
rezayi fractional quantum hall states and their excitations
on the torus geometry,” Phys. Rev. B 92, 115128 (2015).
56 Carlos Ferna´ndez-Gonza´lez, Roger S. K. Mong, Olivier
Landon-Cardinal, David Pe´rez-Garc´ıa, and Norbert
Schuch, “Constructing topological models by symmetriza-
tion: A peps study,” (2016), arXiv:1608.00594.
57 Hui Li and F. D. M. Haldane, “Entanglement spectrum as
a generalization of entanglement entropy: Identification of
topological order in non-abelian fractional quantum hall
effect states,” Phys. Rev. Lett. 101, 010504 (2008).
58 J. Ignacio Cirac, Didier Poilblanc, Norbert Schuch, and
Frank Verstraete, “Entanglement spectrum and boundary
theories with projected entangled-pair states,” Physical
Review B 83, 245134 (2011).
59 S. Yang, L. Lehman, D. Poilblanc, K. Van Acoleyen,
F. Verstraete, J. I. Cirac, and N. Schuch, “Edge theo-
ries in projected entangled pair state models,” Phys. Rev.
Lett. 112, 036402 (2014).
60 Roma´n Oru´s, Tzu-Chieh Wei, Oliver Buerschaper, and
Artur Garc´ıa-Saez, “Topological transitions from multipar-
tite entanglement with tensor networks: A procedure for
sharper and faster characterization,” Phys. Rev. Lett. 113,
257202 (2014).
61 G. Vidal, “Classical simulation of infinite-size quantum lat-
tice systems in one spatial dimension,” Phys. Rev. Lett. 98,
070201 (2007).
62 R. Oru´s and G. Vidal, “Infinite time-evolving block dec-
imation algorithm beyond unitary evolution,” Phys. Rev.
B 78, 155117 (2008).
16
Appendix A: Entanglement Spectrum from 2d PEPS
2d PEPS are a natural arena to study the so-called En-
tanglement Spectrum (ES)57, see for instance Refs.58,59.
In this appendix we review briefly what are the main in-
gredients of the calculations of ES in the context of 2d
PEPS with tensor network methods, which we have used
in several sections of this paper to characterize the edge
modes.
Consider a 2d PEPS |Ψ〉 wrapped around a cylinder
of circumference Nv, as in Fig. 9(a). For the sake of
this calculation, we consider the cylinder to be infinitely-
long58. We now split the cylinder in two parts, say, left
(L) and right (R). As explained in Ref.58, the reduced
density matrix of half an infinite cylinder, e.g., for L is
given by
ρ = U
√
σTLσR
√
σTLU
†, (A1)
with σL/R the reduced density operators in L/R for the
virtual spaces across the bipartition, and U an isom-
etry obtained from the contraction of the PEPS ten-
sors. Technically, σL/R are computed as the dominant
left/right eigenvectors of the PEPS transfer matrix T ,
see Fig.9(b). From this equation, it is clear that ρ has
the same eigenvalues than
√
σTLσR
√
σTL , since both op-
erators are related only by an isometry (which leaves the
spectrum invariant). Moreover,
√
σTLσR
√
σTL shares the
spectrum with σTLσR, and shares the same quantum num-
bers for the eigenvectors44. This is particularly conve-
nient, since square-roots are difficult to implement in the
context of tensor network methods.
The calculation of σL/R on an infinite cylinder for a 2d
PEPS is a well-posed tensor network problem that can
be solved using many different strategies. Here we use
a similar approach to the one used in Refs.44,60. Long
story short: we compute this dominant eigenvector us-
ing the iTEBD method for non-unitary evolutions61,62.
More specifically, for a given set of tensors in the trans-
fer matrix T , we compute the tensors for σL/R assuming
Nv → ∞ using iTEBD. The resulting dominant eigen-
vector can be written as an MPO of bond dimension χ,
which is then wrapped around a circle of length Nv, and
constitutes our approximated σL/R. This approach is re-
markably efficient, and in practice provides very accurate
results, including the ones in this paper. The compu-
tational cost of this calculation is O(χ3D6 + χ2D8)60.
Moreover, in this calculation it is usually possible to fix
topological and/or parity sectors if needed, by feeding
this as an input in the initial vector of iTEBD.
The diagonalization of σTLσR then proceeds by using
Krylov-subspace methods (e.g., Lanczos). Such meth-
ods rely on matrix-vector multiplications which, in our
case, can be done very efficiently since the matrix σTLσR
has a explicit tensor network structure in terms of the
MPOs for σL and σR. At this point it is also possible
to fix the total z-component of the spin, which is a good
FIG. 9. [Color online] (a) 2d PEPS wrapped around a cylinder
of width Nv, and splitted into two parts L and R. (b) Transfer
matrix T of the PEPS.
quantum number in our SU(2)-invariant setting, just by
fixing it in the initial vector used in Krylov methods.
Finally, momentum in the transverse direction is also a
good quantum number, which can be extracted a pos-
teriori by checking how the corresponding eigenvectors
transform under the action of the translation operator.
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Appendix B: PEPS tensors of simple states
1. Conventions for labeling virtual states
We list below the tensors of the states described in
the text. We first provide the conventions used to label
the virtual states |α〉. Considering a virtual subspace
V = S1⊕. . .⊕Sp the labels run from 0 to 2(S1+. . .+Sp)+
(p − 1) by decreasing order of Sz as explicitly described
in Table IV.
Virtual state Tensor index
(Sz)
S1 0
S1 − 1 1
. . . . . .
−S1 2S1
S2 2S1 + 1
S2 − 1 2S1 + 2
. . . . . .
−Sp 2 (S1 + . . . Sp) + (p− 1)
TABLE IV. Conventions for labeling virtual states for V =
S1 ⊕ . . .⊕ Sp.
2. The S = 2 AKLT state
Sz = +2 Sz = +1
T2(0, 0, 0, 0) = 1 T1(0, 0, 0, 1) =
1
2
T1(0, 0, 1, 0) =
1
2
T1(0, 1, 0, 0) =
1
2
T1(1, 0, 0, 0) =
1
2
Sz = 0
T0(0, 0, 1, 1) =
1√
6
T0(0, 1, 0, 1) =
1√
6
T0(0, 1, 1, 0) =
1√
6
T0(1, 0, 0, 1) =
1√
6
T0(1, 0, 1, 0) =
1√
6
T0(1, 1, 0, 0) =
1√
6
Sz = −1 Sz = −2
T−1(0, 1, 1, 1) = 12 T−2(1, 1, 1, 1) = 1
T−1(1, 0, 1, 1) = 12
T−1(1, 1, 0, 1) = 12
T−1(1, 1, 1, 0) = 12
TABLE V: The S = 2 AKLT state. V = 1/2, nocc. = {4},
S = 2, Pg = A1.
3. The spin-1 featureless paramagnet
Sz = +1 Sz = 0 Sz = −1
T1(0, 0, 0, 1) =
1
2 T0(0, 1, 0, 1) =
1√
2
T−1(0, 1, 1, 1) = 12
T1(0, 0, 1, 0) = − 12 T0(1, 0, 1, 0) = − 1√2 T−1(1, 0, 1, 1) = −
1
2
T1(0, 1, 0, 0) =
1
2 T−1(1, 1, 0, 1) =
1
2
T1(1, 0, 0, 0) = − 12 T−1(1, 1, 1, 0) = − 12
Table VI (continued)
TABLE VI: The tensor of the spin-1 featureless paramagnet.
V = 1/2, nocc. = {4}, S = 1, Pg = B1.
4. The spin- 1
2
Resonating Valence Bond state : the
gauge-equivalent A(1)1 and B(1)1 tensors
Sz = +1/2 Sz = −1/2
T 1
2
(0, 2, 2, 2) = 12 T− 1
2
(1, 2, 2, 2) = 12
T 1
2
(2, 0, 2, 2) = 12 T− 1
2
(2, 1, 2, 2) = 12
T 1
2
(2, 2, 0, 2) = 12 T− 1
2
(2, 2, 1, 2) = 12
T 1
2
(2, 2, 2, 0) = 12 T− 1
2
(2, 2, 2, 1) = 12
TABLE VII: The A(1)1 tensor of the NN Resonating Valence
Bond (NN RVB) state. V = 1/2⊕0, nocc. = {1, 3}, S = 1/2,
Pg = A1.
Sz = +1/2 Sz = +− 1/2
T 1
2
(0, 2, 2, 2) = 12 T− 1
2
(1, 2, 2, 2) = 12
T 1
2
(2, 0, 2, 2) = − 12 T− 1
2
(2, 1, 2, 2) = − 12
T 1
2
(2, 2, 0, 2) = 12 T− 1
2
(2, 2, 1, 2) = 12
T 1
2
(2, 2, 2, 0) = − 12 T− 1
2
(2, 2, 2, 1) = − 12
TABLE VIII: The B(1)1 tensor of the NN Resonating Valence
Bond (NN RVB) state. V = 1/2⊕0, nocc. = {1, 3}, S = 1/2,
Pg = B1.
5. The gauge-equivalent A(2)1 and B(2)1 RVB tensors
Sz = +1/2 Sz = −1/2
T 1
2
(0, 0, 1, 2) = − 1
2
√
6
T− 1
2
(0, 1, 1, 2) = 1
2
√
6
T 1
2
(0, 0, 2, 1) = − 1
2
√
6
T− 1
2
(0, 1, 2, 1) = − 1√
6
T 1
2
(0, 1, 0, 2) = 1√
6
T− 1
2
(0, 2, 1, 1) = 1
2
√
6
T 1
2
(0, 1, 2, 0) = − 1
2
√
6
T− 1
2
(1, 0, 1, 2) = − 1√
6
T 1
2
(0, 2, 0, 1) = 1√
6
T− 1
2
(1, 0, 2, 1) = 1
2
√
6
T 1
2
(0, 2, 1, 0) = − 1
2
√
6
T− 1
2
(1, 1, 0, 2) = 1
2
√
6
T 1
2
(1, 0, 0, 2) = − 1
2
√
6
T− 1
2
(1, 1, 2, 0) = 1
2
√
6
T 1
2
(1, 0, 2, 0) = 1√
6
T− 1
2
(1, 2, 0, 1) = 1
2
√
6
T 1
2
(1, 2, 0, 0) = − 1
2
√
6
T− 1
2
(1, 2, 1, 0) = − 1√
6
T 1
2
(2, 0, 0, 1) = − 1
2
√
6
T− 1
2
(2, 0, 1, 1) = 1
2
√
6
T 1
2
(2, 0, 1, 0) = 1√
6
T− 1
2
(2, 1, 0, 1) = − 1√
6
T 1
2
(2, 1, 0, 0) = − 1
2
√
6
T− 1
2
(2, 1, 1, 0) = 1
2
√
6
TABLE IX: The A(2)1 RVB tensor. V = 1/2 ⊕ 0, nocc. =
{3, 1}, S = 1/2, Pg = A1.
Sz = +1/2 Sz = −1/2
T 1
2
(0, 0, 1, 2) = − 1
2
√
6
T− 1
2
(0, 1, 1, 2) = 1
2
√
6
T 1
2
(0, 0, 2, 1) = 1
2
√
6
T− 1
2
(0, 1, 2, 1) = 1√
6
T 1
2
(0, 1, 0, 2) = 1√
6
T− 1
2
(0, 2, 1, 1) = 1
2
√
6
T 1
2
(0, 1, 2, 0) = 1
2
√
6
T− 1
2
(1, 0, 1, 2) = − 1√
6
T 1
2
(0, 2, 0, 1) = 1√
6
T− 1
2
(1, 0, 2, 1) = − 1
2
√
6
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Table X (continued)
T 1
2
(0, 2, 1, 0) = − 1
2
√
6
T− 1
2
(1, 1, 0, 2) = 1
2
√
6
T 1
2
(1, 0, 0, 2) = − 1
2
√
6
T− 1
2
(1, 1, 2, 0) = − 1
2
√
6
T 1
2
(1, 0, 2, 0) = − 1√
6
T− 1
2
(1, 2, 0, 1) = 1
2
√
6
T 1
2
(1, 2, 0, 0) = − 1
2
√
6
T− 1
2
(1, 2, 1, 0) = − 1√
6
T 1
2
(2, 0, 0, 1) = 1
2
√
6
T− 1
2
(2, 0, 1, 1) = − 1
2
√
6
T 1
2
(2, 0, 1, 0) = − 1√
6
T− 1
2
(2, 1, 0, 1) = 1√
6
T 1
2
(2, 1, 0, 0) = 1
2
√
6
T− 1
2
(2, 1, 1, 0) = − 1
2
√
6
TABLE X: The B(2)1 RVB tensor. V = 1/2 ⊕ 0, nocc. =
{3, 1}, S = 1/2, Pg = B1.
6. The spin- 1
2
NN fermionic RVB state (NN fRVB)
Sz = +1/2 Sz = −1/2
T 1
2
(0, 2, 2, 2) = 12 T− 1
2
(1, 2, 2, 2) = 12
T 1
2
(2, 0, 2, 2) = ± i2 T− 1
2
(2, 1, 2, 2) = ± i2
T 1
2
(2, 2, 0, 2) = − 12 T− 1
2
(2, 2, 1, 2) = − 12
T 1
2
(2, 2, 2, 0) = ∓ i2 T− 1
2
(2, 2, 2, 1) = ∓ i2
TABLE XI: The spin- 1
2
NN fermionic RVB (NN fRVB) ten-
sor. V = 1/2⊕ 0, nocc. = {1, 3}, S = 1/2, Pg = E.
7. The gauge-equivalent A2 and B2 RVB tensors
Sz = +1/2 Sz = −1/2
T 1
2
(0, 0, 1, 2) = 1
2
√
2
T− 1
2
(0, 1, 1, 2) = 1
2
√
2
T 1
2
(0, 0, 2, 1) = − 1
2
√
2
T− 1
2
(0, 2, 1, 1) = − 1
2
√
2
T 1
2
(0, 1, 2, 0) = 1
2
√
2
T− 1
2
(1, 0, 2, 1) = − 1
2
√
2
T 1
2
(0, 2, 1, 0) = − 1
2
√
2
T− 1
2
(1, 1, 0, 2) = − 1
2
√
2
T 1
2
(1, 0, 0, 2) = − 1
2
√
2
T− 1
2
(1, 1, 2, 0) = 1
2
√
2
T 1
2
(1, 2, 0, 0) = 1
2
√
2
T− 1
2
(1, 2, 0, 1) = 1
2
√
2
T 1
2
(2, 0, 0, 1) = 1
2
√
2
T− 1
2
(2, 0, 1, 1) = 1
2
√
2
T 1
2
(2, 1, 0, 0) = − 1
2
√
2
T− 1
2
(2, 1, 1, 0) = − 1
2
√
2
TABLE XII: The A2 RVB tensor. V = 1/2 ⊕ 0, nocc. =
{3, 1}, S = 1/2, Pg = A2.
Sz = +1/2 Sz = −1/2
T 1
2
(0, 0, 1, 2) = 1
2
√
2
T− 1
2
(0, 1, 1, 2) = 1
2
√
2
T 1
2
(0, 0, 2, 1) = 1
2
√
2
T− 1
2
(0, 2, 1, 1) = − 1
2
√
2
T 1
2
(0, 1, 2, 0) = − 1
2
√
2
T− 1
2
(1, 0, 2, 1) = 1
2
√
2
T 1
2
(0, 2, 1, 0) = − 1
2
√
2
T− 1
2
(1, 1, 0, 2) = − 1
2
√
2
T 1
2
(1, 0, 0, 2) = − 1
2
√
2
T− 1
2
(1, 1, 2, 0) = − 1
2
√
2
T 1
2
(1, 2, 0, 0) = 1
2
√
2
T− 1
2
(1, 2, 0, 1) = 1
2
√
2
T 1
2
(2, 0, 0, 1) = − 1
2
√
2
T− 1
2
(2, 0, 1, 1) = − 1
2
√
2
T 1
2
(2, 1, 0, 0) = 1
2
√
2
T− 1
2
(2, 1, 1, 0) = 1
2
√
2
TABLE XIII: The A2 RVB tensor. V = 1/2 ⊕ 0, nocc. =
{3, 1}, S = 1/2, Pg = B2.
8. The spin-1 Resonating Loop (RAL) State
Sz = +1 Sz = 0 Sz = −1
T
(a)
1 (0, 0, 2, 2) =
1
2 T
(a)
0 (0, 1, 2, 2) =
1
2
√
2
T
(a)
−1 (1, 1, 2, 2) =
1
2
T
(a)
1 (0, 2, 2, 0) =
1
2 T
(a)
0 (0, 2, 2, 1) =
1
2
√
2
T
(a)
−1 (1, 2, 2, 1) =
1
2
T
(a)
1 (2, 0, 0, 2) =
1
2 T
(a)
0 (1, 0, 2, 2) =
1
2
√
2
T
(a)
−1 (2, 1, 1, 2) =
1
2
T
(a)
1 (2, 2, 0, 0) =
1
2 T
(a)
0 (1, 2, 2, 0) =
1
2
√
2
T
(a)
−1 (2, 2, 1, 1) =
1
2
T
(a)
0 (2, 0, 1, 2) =
1
2
√
2
T
(a)
0 (2, 1, 0, 2) =
1
2
√
2
T
(a)
0 (2, 2, 0, 1) =
1
2
√
2
T
(a)
0 (2, 2, 1, 0) =
1
2
√
2
Sz = +1 Sz = 0 Sz = −1
T
(b)
1 (0, 2, 0, 2) =
1√
2
T
(b)
0 (0, 2, 1, 2) =
1
2 T
(b)
−1 (1, 2, 1, 2) =
1√
2
T
(b)
1 (2, 0, 2, 0) =
1√
2
T
(b)
0 (1, 2, 0, 2) =
1
2 T
(b)
−1 (2, 1, 2, 1) =
1√
2
T
(b)
0 (2, 0, 2, 1) =
1
2
T
(b)
0 (2, 1, 2, 0) =
1
2
TABLE XIV: The tensors of the spin-1 Resonating Loop
(RAL) State. V = 1/2⊕ 0, nocc. = {2, 2}, S = 1, Pg = A1.
9. The generalized spin-S NN RVB state
Sz = +1 Sz = 0 Sz = −1
T1(0, 3, 3, 3) =
1
2 T0(1, 3, 3, 3) =
1
2 T−1(2, 3, 3, 3) =
1
2
T1(3, 0, 3, 3) =
1
2 T0(3, 1, 3, 3) =
1
2 T−1(3, 2, 3, 3) =
1
2
T1(3, 3, 0, 3) =
1
2 T0(3, 3, 1, 3) =
1
2 T−1(3, 3, 2, 3) =
1
2
T1(3, 3, 3, 0) =
1
2 T0(3, 3, 3, 1) =
1
2 T−1(3, 3, 3, 2) =
1
2
TABLE XV: The tensor of the generalized spin-1 NN RVB
state. V = 1⊕ 0, nocc. = {1, 3}, S = 1, Pg = A1.
Sz = +1 Sz = 0 Sz = −1
T1(0, 3, 3, 3) =
1
2 T0(1, 3, 3, 3) =
1
2 T−1(2, 3, 3, 3) =
1
2
T1(3, 0, 3, 3) = − 12 T0(3, 1, 3, 3) = − 12 T−1(3, 2, 3, 3) = − 12
T1(3, 3, 0, 3) =
1
2 T0(3, 3, 1, 3) =
1
2 T−1(3, 3, 2, 3) =
1
2
T1(3, 3, 3, 0) = − 12 T0(3, 3, 3, 1) = − 12 T−1(3, 3, 3, 2) = − 12
TABLE XVI: The tensor of the generalized spin-1 NN RVB
state. V = 1⊕ 0, nocc. = {1, 3}, S = 1, Pg = B1.
Sz = +3/2 Sz = +1/2
T 3
2
(0, 4, 4, 4) = 12 T 1
2
(1, 4, 4, 4) = 12
T 3
2
(4, 0, 4, 4) = 12 T 1
2
(4, 1, 4, 4) = 12
T 3
2
(4, 4, 0, 4) = 12 T 1
2
(4, 4, 1, 4) = 12
T 3
2
(4, 4, 4, 0) = 12 T 1
2
(4, 4, 4, 1) = 12
Sz = −1/2 Sz = −3/2
T− 1
2
(2, 4, 4, 4) = 12 T− 3
2
(3, 4, 4, 4) = 12
T− 1
2
(4, 2, 4, 4) = 12 T− 3
2
(4, 3, 4, 4) = 12
T− 1
2
(4, 4, 2, 4) = 12 T− 3
2
(4, 4, 3, 4) = 12
T− 1
2
(4, 4, 4, 2) = 12 T− 3
2
(4, 4, 4, 3) = 12
TABLE XVII: The tensor of the generalized spin- 3
2
NN RVB
state. V = 3/2⊕ 0, nocc. = {1, 3}, S = 3/2, Pg = A1.
Sz = +3/2 Sz = +1/2
T 3
2
(0, 4, 4, 4) = 12 T 1
2
(1, 4, 4, 4) = 12
T 3
2
(4, 0, 4, 4) = − 12 T 1
2
(4, 1, 4, 4) = − 12
T 3
2
(4, 4, 0, 4) = 12 T 1
2
(4, 4, 1, 4) = 12
T 3
2
(4, 4, 4, 0) = − 12 T 1
2
(4, 4, 4, 1) = − 12
19
Table XVIII (continued)
Sz = −1/2 Sz = −3/2
T− 1
2
(2, 4, 4, 4) = 12 T− 3
2
(3, 4, 4, 4) = 12
T− 1
2
(4, 2, 4, 4) = − 12 T− 3
2
(4, 3, 4, 4) = − 12
T− 1
2
(4, 4, 2, 4) = 12 T− 3
2
(4, 4, 3, 4) = 12
T− 1
2
(4, 4, 4, 2) = − 12 T− 3
2
(4, 4, 4, 3) = − 12
TABLE XVIII: The tensor of the generalized spin- 3
2
NN
RVB state. V = 3/2⊕ 0, nocc. = {1, 3}, S = 3/2, Pg = B1.
Appendix C: S and G tensors obtained from the
decomposition of the double-layer CSL
Here one uses the same set of indices for all tensors,
according to Fig. 2(b).
Sz = +1 Sz = 0 Sz = −1
T1(2, 2, 6, 7) =
1
4
√
3
T0(2, 2, 7, 7) =
1
2
√
6
T−1(2, 5, 7, 7) = 14√3
T1(2, 2, 7, 6) =
1
4
√
3
T0(2, 7, 2, 7) = − 1√6 T−1(2, 7, 5, 7) = −
1
2
√
3
T1(2, 5, 6, 6) = − 14√3 T0(2, 7, 7, 2) =
1
2
√
6
T−1(2, 7, 7, 5) = 14√3
T1(2, 6, 2, 7) = − 12√3 T0(5, 5, 6, 6) = −
1
2
√
6
T−1(5, 2, 7, 7) = 14√3
T1(2, 6, 5, 6) =
1
2
√
3
T0(5, 6, 5, 6) =
1√
6
T−1(5, 5, 6, 7) = − 14√3
T1(2, 6, 6, 5) = − 14√3 T0(5, 6, 6, 5) = −
1
2
√
6
T−1(5, 5, 7, 6) = − 14√3
T1(2, 6, 7, 2) =
1
4
√
3
T0(6, 5, 5, 6) = − 12√6 T−1(5, 6, 5, 7) =
1
2
√
3
T1(2, 7, 2, 6) = − 12√3 T0(6, 5, 6, 5) =
1√
6
T−1(5, 6, 7, 5) = − 14√3
T1(2, 7, 6, 2) =
1
4
√
3
T0(6, 6, 5, 5) = − 12√6 T−1(5, 7, 2, 7) = −
1
2
√
3
T1(5, 2, 6, 6) = − 14√3 T0(7, 2, 2, 7) =
1
2
√
6
T−1(5, 7, 5, 6) = 12√3
T1(5, 6, 2, 6) =
1
2
√
3
T0(7, 2, 7, 2) = − 1√6 T−1(5, 7, 6, 5) = −
1
4
√
3
T1(5, 6, 6, 2) = − 14√3 T0(7, 7, 2, 2) =
1
2
√
6
T−1(5, 7, 7, 2) = 14√3
T1(6, 2, 2, 7) =
1
4
√
3
T−1(6, 5, 5, 7) = − 14√3
T1(6, 2, 5, 6) = − 14√3 T−1(6, 5, 7, 5) =
1
2
√
3
T1(6, 2, 6, 5) =
1
2
√
3
T−1(6, 7, 5, 5) = − 14√3
T1(6, 2, 7, 2) = − 12√3 T−1(7, 2, 5, 7) =
1
4
√
3
T1(6, 5, 2, 6) = − 14√3 T−1(7, 2, 7, 5) = −
1
2
√
3
T1(6, 5, 6, 2) =
1
2
√
3
T−1(7, 5, 2, 7) = 14√3
T1(6, 6, 2, 5) = − 14√3 T−1(7, 5, 5, 6) = −
1
4
√
3
T1(6, 6, 5, 2) = − 14√3 T−1(7, 5, 6, 5) =
1
2
√
3
T1(6, 7, 2, 2) =
1
4
√
3
T−1(7, 5, 7, 2) = − 12√3
T1(7, 2, 2, 6) =
1
4
√
3
T−1(7, 6, 5, 5) = − 14√3
T1(7, 2, 6, 2) = − 12√3 T−1(7, 7, 2, 5) =
1
4
√
3
T1(7, 6, 2, 2) =
1
4
√
3
T−1(7, 7, 5, 2) = 14√3
TABLE XIX: S1.
Sz = +1 Sz = 0 Sz = −1
T1(2, 2, 6, 7) = − 14 T0(2, 5, 7, 6) =
1
2
√
2
T−1(2, 5, 7, 7) = 14
T1(2, 2, 7, 6) =
1
4
T0(2, 6, 7, 5) = − 12√2 T−1(2, 7, 7, 5) = −
1
4
T1(2, 5, 6, 6) =
1
4
T0(5, 2, 6, 7) = − 12√2 T−1(5, 2, 7, 7) = −
1
4
T1(2, 6, 6, 5) = − 14 T0(5, 7, 6, 2) =
1
2
√
2
T−1(5, 5, 6, 7) = − 14
T1(2, 6, 7, 2) = − 14 T0(6, 2, 5, 7) =
1
2
√
2
T−1(5, 5, 7, 6) = 14
T1(2, 7, 6, 2) =
1
4
T0(6, 7, 5, 2) = − 12√2 T−1(5, 6, 7, 5) = −
1
4
T1(5, 2, 6, 6) = − 14 T0(7, 5, 2, 6) = −
1
2
√
2
T−1(5, 7, 6, 5) = 14
T1(5, 6, 6, 2) =
1
4
T0(7, 6, 2, 5) =
1
2
√
2
T−1(5, 7, 7, 2) = 14
T1(6, 2, 2, 7) =
1
4
T−1(6, 5, 5, 7) = 14
T1(6, 2, 5, 6) =
1
4
T−1(6, 7, 5, 5) = − 14
T1(6, 5, 2, 6) = − 14 T−1(7, 2, 5, 7) =
1
4
T1(6, 6, 2, 5) =
1
4
T−1(7, 5, 2, 7) = − 14
T1(6, 6, 5, 2) = − 14 T−1(7, 5, 5, 6) = −
1
4
Sz = +1 (cont.) Sz = 0 (cont.) Sz = −1 (cont.)
T1(6, 7, 2, 2) = − 14 T−1(7, 6, 5, 5) =
1
4
T1(7, 2, 2, 6) = − 14 T−1(7, 7, 2, 5) =
1
4
T1(7, 6, 2, 2) =
1
4
T−1(7, 7, 5, 2) = − 14
TABLE XX: G1.
Sz = +1 Sz = 0 Sz = −1
T1(2, 2, 8, 8) =
1
2
√
3
T0(2, 5, 8, 8) =
1
2
√
6
T−1(5, 5, 8, 8) = 12√3
T1(2, 8, 2, 8) =
1
2
√
3
T0(2, 8, 5, 8) =
1
2
√
6
T−1(5, 8, 5, 8) = 12√3
T1(2, 8, 8, 2) =
1
2
√
3
T0(2, 8, 8, 5) =
1
2
√
6
T−1(5, 8, 8, 5) = 12√3
T1(6, 6, 8, 8) = − 12√3 T0(5, 2, 8, 8) =
1
2
√
6
T−1(7, 7, 8, 8) = − 12√3
T1(6, 8, 6, 8) = − 12√3 T0(5, 8, 2, 8) =
1
2
√
6
T−1(7, 8, 7, 8) = − 12√3
T1(6, 8, 8, 6) = − 12√3 T0(5, 8, 8, 2) =
1
2
√
6
T−1(7, 8, 8, 7) = − 12√3
T1(8, 2, 2, 8) =
1
2
√
3
T0(6, 7, 8, 8) = − 12√6 T−1(8, 5, 5, 8) =
1
2
√
3
T1(8, 2, 8, 2) =
1
2
√
3
T0(6, 8, 7, 8) = − 12√6 T−1(8, 5, 8, 5) =
1
2
√
3
T1(8, 6, 6, 8) = − 12√3 T0(6, 8, 8, 7) = −
1
2
√
6
T−1(8, 7, 7, 8) = − 12√3
T1(8, 6, 8, 6) = − 12√3 T0(7, 6, 8, 8) = −
1
2
√
6
T−1(8, 7, 8, 7) = − 12√3
T1(8, 8, 2, 2) =
1
2
√
3
T0(7, 8, 6, 8) = − 12√6 T−1(8, 8, 5, 5) =
1
2
√
3
T1(8, 8, 6, 6) = − 12√3 T0(7, 8, 8, 6) = −
1
2
√
6
T−1(8, 8, 7, 7) = − 12√3
T0(8, 2, 5, 8) =
1
2
√
6
T0(8, 2, 8, 5) =
1
2
√
6
T0(8, 5, 2, 8) =
1
2
√
6
T0(8, 5, 8, 2) =
1
2
√
6
T0(8, 6, 7, 8) = − 12√6
T0(8, 6, 8, 7) = − 12√6
T0(8, 7, 6, 8) = − 12√6
T0(8, 7, 8, 6) = − 12√6
T0(8, 8, 2, 5) =
1
2
√
6
T0(8, 8, 5, 2) =
1
2
√
6
T0(8, 8, 6, 7) = − 12√6
T0(8, 8, 7, 6) = − 12√6
TABLE XXI: S2.
Sz = +1 Sz = 0 Sz = −1
T1(0, 8, 8, 8) =
1
2
T0(1, 8, 8, 8) =
1
2
T−1(4, 8, 8, 8) = 12
T1(8, 0, 8, 8) =
1
2
T0(8, 1, 8, 8) =
1
2
T−1(8, 4, 8, 8) = 12
T1(8, 8, 0, 8) =
1
2
T0(8, 8, 1, 8) =
1
2
T−1(8, 8, 4, 8) = 12
T1(8, 8, 8, 0) =
1
2
T0(8, 8, 8, 1) =
1
2
T−1(8, 8, 8, 4) = 12
TABLE XXII: S3.
Sz = +1 Sz = 0 Sz = −1
T1(0, 0, 4, 8) =
1
4
√
2
T0(0, 1, 8, 4) =
1
4
√
2
T−1(0, 4, 4, 8) = 14√2
T1(0, 0, 8, 4) =
1
4
√
2
T0(0, 4, 1, 8) =
1
4
√
2
T−1(0, 4, 8, 4) = 12√2
T1(0, 1, 1, 8) = − 14√2 T0(0, 4, 8, 1) =
1
4
√
2
T−1(0, 8, 4, 4) = 14√2
T1(0, 4, 0, 8) =
1
2
√
2
T0(0, 8, 1, 4) =
1
4
√
2
T−1(1, 1, 4, 8) = − 14√2
T1(0, 4, 8, 0) =
1
4
√
2
T0(1, 0, 4, 8) =
1
4
√
2
T−1(1, 1, 8, 4) = − 14√2
T1(0, 8, 0, 4) =
1
2
√
2
T0(1, 1, 1, 8) = − 12√2 T−1(1, 4, 8, 1) = −
1
4
√
2
T1(0, 8, 1, 1) = − 14√2 T0(1, 1, 8, 1) = −
1
2
√
2
T−1(1, 8, 4, 1) = − 14√2
T1(0, 8, 4, 0) =
1
4
√
2
T0(1, 4, 0, 8) =
1
4
√
2
T−1(4, 0, 4, 8) = 12√2
T1(1, 0, 8, 1) = − 14√2 T0(1, 8, 0, 4) =
1
4
√
2
T−1(4, 0, 8, 4) = 14√2
T1(1, 1, 0, 8) = − 14√2 T0(1, 8, 1, 1) = −
1
2
√
2
T−1(4, 1, 1, 8) = − 14√2
T1(1, 1, 8, 0) = − 14√2 T0(1, 8, 4, 0) =
1
4
√
2
T−1(4, 4, 0, 8) = 14√2
T1(1, 8, 0, 1) = − 14√2 T0(4, 0, 1, 8) =
1
4
√
2
T−1(4, 4, 8, 0) = 14√2
T1(4, 0, 0, 8) =
1
4
√
2
T0(4, 0, 8, 1) =
1
4
√
2
T−1(4, 8, 0, 4) = 14√2
20
Sz = +1 (cont.) Sz = 0 (cont.) Sz = −1 (cont.)
T1(4, 0, 8, 0) =
1
2
√
2
T0(4, 1, 8, 0) =
1
4
√
2
T−1(4, 8, 1, 1) = − 14√2
T1(4, 8, 0, 0) =
1
4
√
2
T0(4, 8, 1, 0) =
1
4
√
2
T−1(4, 8, 4, 0) = 12√2
T1(8, 0, 0, 4) =
1
4
√
2
T0(8, 0, 4, 1) =
1
4
√
2
T−1(8, 0, 4, 4) = 14√2
T1(8, 0, 1, 1) = − 14√2 T0(8, 1, 0, 4) =
1
4
√
2
T−1(8, 1, 1, 4) = − 14√2
T1(8, 0, 4, 0) =
1
2
√
2
T0(8, 1, 1, 1) = − 12√2 T−1(8, 4, 0, 4) =
1
2
√
2
T1(8, 1, 1, 0) = − 14√2 T0(8, 1, 4, 0) =
1
4
√
2
T−1(8, 4, 1, 1) = − 14√2
T1(8, 4, 0, 0) =
1
4
√
2
T0(8, 4, 0, 1) =
1
4
√
2
T−1(8, 4, 4, 0) = 14√2
TABLE XXIII: S
(a)
4 .
Sz = +1 Sz = 0 Sz = −1
T1(0, 0, 4, 8) = − 34√10 T0(0, 1, 4, 8) = −
1√
10
T−1(0, 4, 4, 8) = − 34√10
T1(0, 0, 8, 4) = − 34√10 T0(0, 1, 8, 4) =
1
4
√
10
T−1(0, 4, 8, 4) = 12√10
T1(0, 1, 1, 8) = − 14√10 T0(0, 4, 1, 8) =
1
4
√
10
T−1(0, 8, 4, 4) = − 34√10
T1(0, 1, 8, 1) =
1√
10
T0(0, 4, 8, 1) =
1
4
√
10
T−1(1, 1, 4, 8) = − 14√10
T1(0, 4, 0, 8) =
1
2
√
10
T0(0, 8, 1, 4) =
1
4
√
10
T−1(1, 1, 8, 4) = − 14√10
T1(0, 4, 8, 0) = − 34√10 T0(0, 8, 4, 1) = −
1√
10
T−1(1, 4, 1, 8) = 1√10
T1(0, 8, 0, 4) =
1
2
√
10
T0(1, 0, 4, 8) =
1
4
√
10
T−1(1, 4, 8, 1) = − 14√10
T1(0, 8, 1, 1) = − 14√10 T0(1, 0, 8, 4) = −
1√
10
T−1(1, 8, 1, 4) = 1√10
T1(0, 8, 4, 0) = − 34√10 T0(1, 1, 1, 8) =
1
2
√
10
T−1(1, 8, 4, 1) = − 14√10
T1(1, 0, 1, 8) =
1√
10
T0(1, 1, 8, 1) =
1
2
√
10
T−1(4, 0, 4, 8) = 12√10
T1(1, 0, 8, 1) = − 14√10 T0(1, 4, 0, 8) =
1
4
√
10
T−1(4, 0, 8, 4) = − 34√10
T1(1, 1, 0, 8) = − 14√10 T0(1, 4, 8, 0) = −
1√
10
T−1(4, 1, 1, 8) = − 14√10
T1(1, 1, 8, 0) = − 14√10 T0(1, 8, 0, 4) =
1
4
√
10
T−1(4, 1, 8, 1) = 1√10
T1(1, 8, 0, 1) = − 14√10 T0(1, 8, 1, 1) =
1
2
√
10
T−1(4, 4, 0, 8) = − 34√10
T1(1, 8, 1, 0) =
1√
10
T0(1, 8, 4, 0) =
1
4
√
10
T−1(4, 4, 8, 0) = − 34√10
T1(4, 0, 0, 8) = − 34√10 T0(4, 0, 1, 8) =
1
4
√
10
T−1(4, 8, 0, 4) = − 34√10
T1(4, 0, 8, 0) =
1
2
√
10
T0(4, 0, 8, 1) =
1
4
√
10
T−1(4, 8, 1, 1) = − 14√10
T1(4, 8, 0, 0) = − 34√10 T0(4, 1, 0, 8) = −
1√
10
T−1(4, 8, 4, 0) = 12√10
T1(8, 0, 0, 4) = − 34√10 T0(4, 1, 8, 0) =
1
4
√
10
T−1(8, 0, 4, 4) = − 34√10
T1(8, 0, 1, 1) = − 14√10 T0(4, 8, 0, 1) = −
1√
10
T−1(8, 1, 1, 4) = − 14√10
T1(8, 0, 4, 0) =
1
2
√
10
T0(4, 8, 1, 0) =
1
4
√
10
T−1(8, 1, 4, 1) = 1√10
T1(8, 1, 0, 1) =
1√
10
T0(8, 0, 1, 4) = − 1√10 T−1(8, 4, 0, 4) =
1
2
√
10
T1(8, 1, 1, 0) = − 14√10 T0(8, 0, 4, 1) =
1
4
√
10
T−1(8, 4, 1, 1) = − 14√10
T1(8, 4, 0, 0) = − 34√10 T0(8, 1, 0, 4) =
1
4
√
10
T−1(8, 4, 4, 0) = − 34√10
T0(8, 1, 1, 1) =
1
2
√
10
T0(8, 1, 4, 0) =
1
4
√
10
T0(8, 4, 0, 1) =
1
4
√
10
T0(8, 4, 1, 0) = − 1√10
TABLE XXIV: S
(b)
4 .
Sz = +1 Sz = 0 Sz = −1
T1(0, 0, 4, 8) =
1
4
T0(0, 1, 8, 4) = − 14 T−1(0, 4, 4, 8) = −
1
4
T1(0, 0, 8, 4) = − 14 T0(0, 4, 1, 8) = −
1
4
T−1(0, 8, 4, 4) = 14
T1(0, 1, 1, 8) = − 14 T0(0, 4, 8, 1) =
1
4
T−1(1, 1, 4, 8) = 14
T1(0, 4, 8, 0) =
1
4
T0(0, 8, 1, 4) =
1
4
T−1(1, 1, 8, 4) = − 14
T1(0, 8, 1, 1) =
1
4
T0(1, 0, 4, 8) =
1
4
T−1(1, 4, 8, 1) = 14
T1(0, 8, 4, 0) = − 14 T0(1, 4, 0, 8) =
1
4
T−1(1, 8, 4, 1) = − 14
T1(1, 0, 8, 1) =
1
4
T0(1, 8, 0, 4) = − 14 T−1(4, 0, 8, 4) =
1
4
T1(1, 1, 0, 8) =
1
4
T0(1, 8, 4, 0) = − 14 T−1(4, 1, 1, 8) = −
1
4
T1(1, 1, 8, 0) = − 14 T0(4, 0, 1, 8) = −
1
4
T−1(4, 4, 0, 8) = 14
T1(1, 8, 0, 1) = − 14 T0(4, 0, 8, 1) =
1
4
T−1(4, 4, 8, 0) = − 14
T1(4, 0, 0, 8) = − 14 T0(4, 1, 8, 0) = −
1
4
T−1(4, 8, 0, 4) = − 14
T1(4, 8, 0, 0) =
1
4
T0(4, 8, 1, 0) =
1
4
T−1(4, 8, 1, 1) = 14
T1(8, 0, 0, 4) =
1
4
T0(8, 0, 4, 1) = − 14 T−1(8, 0, 4, 4) = −
1
4
T1(8, 0, 1, 1) = − 14 T0(8, 1, 0, 4) =
1
4
T−1(8, 1, 1, 4) = 14
Sz = +1 (cont.) Sz = 0 (cont.) Sz = −1 (cont.)
T1(8, 1, 1, 0) =
1
4
T0(8, 1, 4, 0) =
1
4
T−1(8, 4, 1, 1) = − 14
T1(8, 4, 0, 0) = − 14 T0(8, 4, 0, 1) = −
1
4
T−1(8, 4, 4, 0) = 14
TABLE XXV: G4.
Sz = +1 Sz = 0 Sz = −1
T1(0, 3, 3, 8) =
1
2
√
2
T0(1, 3, 3, 8) =
1
2
√
2
T−1(3, 3, 4, 8) = 12√2
T1(0, 8, 3, 3) =
1
2
√
2
T0(1, 8, 3, 3) =
1
2
√
2
T−1(3, 3, 8, 4) = 12√2
T1(3, 0, 8, 3) =
1
2
√
2
T0(3, 1, 8, 3) =
1
2
√
2
T−1(3, 4, 8, 3) = 12√2
T1(3, 3, 0, 8) =
1
2
√
2
T0(3, 3, 1, 8) =
1
2
√
2
T−1(3, 8, 4, 3) = 12√2
T1(3, 3, 8, 0) =
1
2
√
2
T0(3, 3, 8, 1) =
1
2
√
2
T−1(4, 3, 3, 8) = 12√2
T1(3, 8, 0, 3) =
1
2
√
2
T0(3, 8, 1, 3) =
1
2
√
2
T−1(4, 8, 3, 3) = 12√2
T1(8, 0, 3, 3) =
1
2
√
2
T0(8, 1, 3, 3) =
1
2
√
2
T−1(8, 3, 3, 4) = 12√2
T1(8, 3, 3, 0) =
1
2
√
2
T0(8, 3, 3, 1) =
1
2
√
2
T−1(8, 4, 3, 3) = 12√2
TABLE XXVI: S
(a)
5 .
Sz = +1 Sz = 0 Sz = −1
T1(0, 3, 8, 3) =
1
2
T0(1, 3, 8, 3) =
1
2
T−1(3, 4, 3, 8) = 12
T1(3, 0, 3, 8) =
1
2
T0(3, 1, 3, 8) =
1
2
T−1(3, 8, 3, 4) = 12
T1(3, 8, 3, 0) =
1
2
T0(3, 8, 3, 1) =
1
2
T−1(4, 3, 8, 3) = 12
T1(8, 3, 0, 3) =
1
2
T0(8, 3, 1, 3) =
1
2
T−1(8, 3, 4, 3) = 12
TABLE XXVII: S
(b)
5 .
Sz = +1 Sz = 0 Sz = −1
T1(0, 3, 3, 8) =
1
2
√
2
T0(1, 3, 3, 8) =
1
2
√
2
T−1(3, 3, 4, 8) = − 12√2
T1(0, 8, 3, 3) = − 12√2 T0(1, 8, 3, 3) = −
1
2
√
2
T−1(3, 3, 8, 4) = 12√2
T1(3, 0, 8, 3) = − 12√2 T0(3, 1, 8, 3) = −
1
2
√
2
T−1(3, 4, 8, 3) = − 12√2
T1(3, 3, 0, 8) = − 12√2 T0(3, 3, 1, 8) = −
1
2
√
2
T−1(3, 8, 4, 3) = 12√2
T1(3, 3, 8, 0) =
1
2
√
2
T0(3, 3, 8, 1) =
1
2
√
2
T−1(4, 3, 3, 8) = 12√2
T1(3, 8, 0, 3) =
1
2
√
2
T0(3, 8, 1, 3) =
1
2
√
2
T−1(4, 8, 3, 3) = − 12√2
T1(8, 0, 3, 3) =
1
2
√
2
T0(8, 1, 3, 3) =
1
2
√
2
T−1(8, 3, 3, 4) = − 12√2
T1(8, 3, 3, 0) = − 12√2 T0(8, 3, 3, 1) = −
1
2
√
2
T−1(8, 4, 3, 3) = 12√2
TABLE XXVIII: G5.
Sz = +1 Sz = 0 Sz = −1
T1(2, 2, 3, 3) = − 12√2 T0(2, 3, 3, 5) = −
1
4
T−1(3, 3, 5, 5) = − 12√2
T1(2, 3, 3, 2) = − 12√2 T0(2, 5, 3, 3) = −
1
4
T−1(3, 3, 7, 7) = 12√2
T1(3, 2, 2, 3) = − 12√2 T0(3, 2, 5, 3) = −
1
4
T−1(3, 5, 5, 3) = − 12√2
T1(3, 3, 2, 2) = − 12√2 T0(3, 3, 2, 5) = −
1
4
T−1(3, 7, 7, 3) = 12√2
T1(3, 3, 6, 6) =
1
2
√
2
T0(3, 3, 5, 2) = − 14 T−1(5, 3, 3, 5) = −
1
2
√
2
T1(3, 6, 6, 3) =
1
2
√
2
T0(3, 3, 6, 7) =
1
4
T−1(5, 5, 3, 3) = − 12√2
T1(6, 3, 3, 6) =
1
2
√
2
T0(3, 3, 7, 6) =
1
4
T−1(7, 3, 3, 7) = 12√2
T1(6, 6, 3, 3) =
1
2
√
2
T0(3, 5, 2, 3) = − 14 T−1(7, 7, 3, 3) =
1
2
√
2
T0(3, 6, 7, 3) =
1
4
T0(3, 7, 6, 3) =
1
4
T0(5, 2, 3, 3) = − 14
T0(5, 3, 3, 2) = − 14
T0(6, 3, 3, 7) =
1
4
T0(6, 7, 3, 3) =
1
4
T0(7, 3, 3, 6) =
1
4
T0(7, 6, 3, 3) =
1
4
21
Sz = +1 (cont.) Sz = 0 (cont.) Sz = −1 (cont.)
TABLE XXIX: S
(a)
6 .
Sz = +1 Sz = 0 Sz = −1
T1(2, 3, 2, 3) = − 12 T0(2, 3, 5, 3) = −
1
2
√
2
T−1(3, 5, 3, 5) = − 12
T1(3, 2, 3, 2) = − 12 T0(3, 2, 3, 5) = −
1
2
√
2
T−1(3, 7, 3, 7) = 12
T1(3, 6, 3, 6) =
1
2
T0(3, 5, 3, 2) = − 12√2 T−1(5, 3, 5, 3) = −
1
2
T1(6, 3, 6, 3) =
1
2
T0(3, 6, 3, 7) =
1
2
√
2
T−1(7, 3, 7, 3) = 12
T0(3, 7, 3, 6) =
1
2
√
2
T0(5, 3, 2, 3) = − 12√2
T0(6, 3, 7, 3) =
1
2
√
2
T0(7, 3, 6, 3) =
1
2
√
2
TABLE XXX: S
(b)
6 .
Sz = +1 Sz = 0 Sz = −1
T1(0, 2, 4, 2) = − 12√3 T0(0, 2, 4, 5) = −
1
2
√
6
T−1(0, 5, 4, 5) = − 12√3
T1(0, 6, 4, 6) =
1
2
√
3
T0(0, 5, 4, 2) = − 12√6 T−1(0, 7, 4, 7) =
1
2
√
3
T1(1, 2, 1, 2) =
1
2
√
3
T0(0, 6, 4, 7) =
1
2
√
6
T−1(1, 5, 1, 5) = 12√3
T1(1, 6, 1, 6) = − 12√3 T0(0, 7, 4, 6) =
1
2
√
6
T−1(1, 7, 1, 7) = − 12√3
T1(2, 0, 2, 4) = − 12√3 T0(1, 2, 1, 5) =
1
2
√
6
T−1(4, 5, 0, 5) = − 12√3
T1(2, 1, 2, 1) =
1
2
√
3
T0(1, 5, 1, 2) =
1
2
√
6
T−1(4, 7, 0, 7) = 12√3
T1(2, 4, 2, 0) = − 12√3 T0(1, 6, 1, 7) = −
1
2
√
6
T−1(5, 0, 5, 4) = − 12√3
T1(4, 2, 0, 2) = − 12√3 T0(1, 7, 1, 6) = −
1
2
√
6
T−1(5, 1, 5, 1) = 12√3
T1(4, 6, 0, 6) =
1
2
√
3
T0(2, 0, 5, 4) = − 12√6 T−1(5, 4, 5, 0) = −
1
2
√
3
T1(6, 0, 6, 4) =
1
2
√
3
T0(2, 1, 5, 1) =
1
2
√
6
T−1(7, 0, 7, 4) = 12√3
T1(6, 1, 6, 1) = − 12√3 T0(2, 4, 5, 0) = −
1
2
√
6
T−1(7, 1, 7, 1) = − 12√3
T1(6, 4, 6, 0) =
1
2
√
3
T0(4, 2, 0, 5) = − 12√6 T−1(7, 4, 7, 0) =
1
2
√
3
T0(4, 5, 0, 2) = − 12√6
T0(4, 6, 0, 7) =
1
2
√
6
T0(4, 7, 0, 6) =
1
2
√
6
T0(5, 0, 2, 4) = − 12√6
T0(5, 1, 2, 1) =
1
2
√
6
T0(5, 4, 2, 0) = − 12√6
T0(6, 0, 7, 4) =
1
2
√
6
T0(6, 1, 7, 1) = − 12√6
T0(6, 4, 7, 0) =
1
2
√
6
T0(7, 0, 6, 4) =
1
2
√
6
T0(7, 1, 6, 1) = − 12√6
T0(7, 4, 6, 0) =
1
2
√
6
TABLE XXXI: S
(a)
7 .
Sz = +1 Sz = 0 Sz = −1
T1(0, 2, 1, 5) = −
√
3
10
4
T0(0, 2, 4, 5) = − 12√30 T−1(0, 5, 4, 5) =
1
4
√
15
T1(0, 2, 4, 2) =
1
4
√
15
T0(0, 5, 1, 5) =
√
3
5
4
T−1(0, 7, 4, 7) = − 14√15
T1(0, 5, 0, 5) =
√
3
5
2
T0(0, 5, 4, 2) = − 12√30 T−1(1, 2, 4, 5) = −
√
3
10
4
T1(0, 5, 1, 2) = −
√
3
10
4
T0(0, 6, 4, 7) =
1
2
√
30
T−1(1, 5, 1, 5) = 12√15
T1(0, 6, 1, 7) =
√
3
10
4
T0(0, 7, 1, 7) = −
√
3
5
4
T−1(1, 5, 4, 2) = −
√
3
10
4
T1(0, 6, 4, 6) = − 14√15 T0(0, 7, 4, 6) =
1
2
√
30
T−1(1, 6, 4, 7) =
√
3
10
4
T1(0, 7, 0, 7) = −
√
3
5
2
T0(1, 2, 1, 5) = − 1√30 T−1(1, 7, 1, 7) = −
1
2
√
15
T1(0, 7, 1, 6) =
√
3
10
4
T0(1, 2, 4, 2) =
√
3
5
4
T−1(1, 7, 4, 6) =
√
3
10
4
Sz = +1 (cont.) Sz = 0 (cont.) Sz = −1 (cont.)
T1(1, 2, 0, 5) = −
√
3
10
4
T0(1, 5, 0, 5) =
√
3
5
4
T−1(2, 1, 5, 4) = −
√
3
10
4
T1(1, 2, 1, 2) =
1
2
√
15
T0(1, 5, 1, 2) = − 1√30 T−1(2, 4, 2, 4) =
√
3
5
2
T1(1, 5, 0, 2) = −
√
3
10
4
T0(1, 6, 1, 7) =
1√
30
T−1(2, 4, 5, 1) = −
√
3
10
4
T1(1, 6, 0, 7) =
√
3
10
4
T0(1, 6, 4, 6) = −
√
3
5
4
T−1(4, 2, 1, 5) = −
√
3
10
4
T1(1, 6, 1, 6) = − 12√15 T0(1, 7, 0, 7) = −
√
3
5
4
T−1(4, 2, 4, 2) =
√
3
5
2
T1(1, 7, 0, 6) =
√
3
10
4
T0(1, 7, 1, 6) =
1√
30
T−1(4, 5, 0, 5) = 14√15
T1(2, 0, 2, 4) =
1
4
√
15
T0(2, 0, 5, 4) = − 12√30 T−1(4, 5, 1, 2) = −
√
3
10
4
T1(2, 0, 5, 1) = −
√
3
10
4
T0(2, 1, 2, 4) =
√
3
5
4
T−1(4, 6, 1, 7) =
√
3
10
4
T1(2, 1, 2, 1) =
1
2
√
15
T0(2, 1, 5, 1) = − 1√30 T−1(4, 6, 4, 6) = −
√
3
5
2
T1(2, 1, 5, 0) = −
√
3
10
4
T0(2, 4, 2, 1) =
√
3
5
4
T−1(4, 7, 0, 7) = − 14√15
T1(2, 4, 2, 0) =
1
4
√
15
T0(2, 4, 5, 0) = − 12√30 T−1(4, 7, 1, 6) =
√
3
10
4
T1(4, 2, 0, 2) =
1
4
√
15
T0(4, 2, 0, 5) = − 12√30 T−1(5, 0, 5, 4) =
1
4
√
15
T1(4, 6, 0, 6) = − 14√15 T0(4, 2, 1, 2) =
√
3
5
4
T−1(5, 1, 2, 4) = −
√
3
10
4
T1(5, 0, 2, 1) = −
√
3
10
4
T0(4, 5, 0, 2) = − 12√30 T−1(5, 1, 5, 1) =
1
2
√
15
T1(5, 0, 5, 0) =
√
3
5
2
T0(4, 6, 0, 7) =
1
2
√
30
T−1(5, 4, 2, 1) = −
√
3
10
4
T1(5, 1, 2, 0) = −
√
3
10
4
T0(4, 6, 1, 6) = −
√
3
5
4
T−1(5, 4, 5, 0) = 14√15
T1(6, 0, 6, 4) = − 14√15 T0(4, 7, 0, 6) =
1
2
√
30
T−1(6, 1, 7, 4) =
√
3
10
4
T1(6, 0, 7, 1) =
√
3
10
4
T0(5, 0, 2, 4) = − 12√30 T−1(6, 4, 6, 4) = −
√
3
5
2
T1(6, 1, 6, 1) = − 12√15 T0(5, 0, 5, 1) =
√
3
5
4
T−1(6, 4, 7, 1) =
√
3
10
4
T1(6, 1, 7, 0) =
√
3
10
4
T0(5, 1, 2, 1) = − 1√30 T−1(7, 0, 7, 4) = −
1
4
√
15
T1(6, 4, 6, 0) = − 14√15 T0(5, 1, 5, 0) =
√
3
5
4
T−1(7, 1, 6, 4) =
√
3
10
4
T1(7, 0, 6, 1) =
√
3
10
4
T0(5, 4, 2, 0) = − 12√30 T−1(7, 1, 7, 1) = −
1
2
√
15
T1(7, 0, 7, 0) = −
√
3
5
2
T0(6, 0, 7, 4) =
1
2
√
30
T−1(7, 4, 6, 1) =
√
3
10
4
T1(7, 1, 6, 0) =
√
3
10
4
T0(6, 1, 6, 4) = −
√
3
5
4
T−1(7, 4, 7, 0) = − 14√15
T0(6, 1, 7, 1) =
1√
30
T0(6, 4, 6, 1) = −
√
3
5
4
T0(6, 4, 7, 0) =
1
2
√
30
T0(7, 0, 6, 4) =
1
2
√
30
T0(7, 0, 7, 1) = −
√
3
5
4
T0(7, 1, 6, 1) =
1√
30
T0(7, 1, 7, 0) = −
√
3
5
4
T0(7, 4, 6, 0) =
1
2
√
30
TABLE XXXII: S
(b)
7 .
Sz = +1 Sz = 0 Sz = −1
T1(0, 0, 5, 5) =
1
3
√
2
T0(0, 1, 5, 5) =
1
6
√
2
T−1(1, 1, 5, 5) = 16√2
T1(0, 0, 7, 7) = − 13√2 T0(0, 1, 7, 7) = −
1
6
√
2
T−1(1, 1, 7, 7) = − 16√2
T1(0, 1, 2, 5) = − 16 T0(0, 4, 2, 5) = −
1
6
T−1(1, 4, 2, 5) = − 16
T1(0, 1, 6, 7) =
1
6
T0(0, 4, 6, 7) =
1
6
T−1(1, 4, 6, 7) = 16
T1(0, 5, 2, 1) = − 16 T0(0, 5, 2, 4) = −
1
6
T−1(1, 5, 2, 4) = − 16
T1(0, 5, 5, 0) =
1
3
√
2
T0(0, 5, 5, 1) =
1
6
√
2
T−1(1, 5, 5, 1) = 16√2
T1(0, 7, 6, 1) =
1
6
T0(0, 7, 6, 4) =
1
6
T−1(1, 7, 6, 4) = 16
T1(0, 7, 7, 0) = − 13√2 T0(0, 7, 7, 1) = −
1
6
√
2
T−1(1, 7, 7, 1) = − 16√2
T1(1, 0, 5, 2) = − 16 T0(1, 0, 5, 5) =
1
6
√
2
T−1(2, 2, 4, 4) = 13√2
T1(1, 0, 7, 6) =
1
6
T0(1, 0, 7, 7) = − 16√2 T−1(2, 4, 1, 5) = −
1
6
T1(1, 1, 2, 2) =
1
6
√
2
T0(1, 1, 2, 5) = − 112 T−1(2, 4, 4, 2) =
1
3
√
2
T1(1, 1, 6, 6) = − 16√2 T0(1, 1, 5, 2) = −
1
12
T−1(2, 5, 1, 4) = − 16
T1(1, 2, 2, 1) =
1
6
√
2
T0(1, 1, 6, 7) =
1
12
T−1(4, 1, 5, 2) = − 16
22
Sz = +1 (cont.) Sz = 0 (cont.) Sz = −1 (cont.)
T1(1, 2, 5, 0) = − 16 T0(1, 1, 7, 6) =
1
12
T−1(4, 1, 7, 6) = 16
T1(1, 6, 6, 1) = − 16√2 T0(1, 2, 2, 4) =
1
6
√
2
T−1(4, 2, 2, 4) = 13√2
T1(1, 6, 7, 0) =
1
6
T0(1, 2, 5, 1) = − 112 T−1(4, 2, 5, 1) = −
1
6
T1(2, 1, 0, 5) = − 16 T0(1, 4, 2, 2) =
1
6
√
2
T−1(4, 4, 2, 2) = 13√2
T1(2, 1, 1, 2) =
1
6
√
2
T0(1, 4, 6, 6) = − 16√2 T−1(4, 4, 6, 6) = −
1
3
√
2
T1(2, 2, 1, 1) =
1
6
√
2
T0(1, 5, 2, 1) = − 112 T−1(4, 6, 6, 4) = −
1
3
√
2
T1(2, 5, 0, 1) = − 16 T0(1, 5, 5, 0) =
1
6
√
2
T−1(4, 6, 7, 1) = 16
T1(5, 0, 0, 5) =
1
3
√
2
T0(1, 6, 6, 4) = − 16√2 T−1(5, 1, 1, 5) =
1
6
√
2
T1(5, 0, 1, 2) = − 16 T0(1, 6, 7, 1) =
1
12
T−1(5, 1, 4, 2) = − 16
T1(5, 2, 1, 0) = − 16 T0(1, 7, 6, 1) =
1
12
T−1(5, 2, 4, 1) = − 16
T1(5, 5, 0, 0) =
1
3
√
2
T0(1, 7, 7, 0) = − 16√2 T−1(5, 5, 1, 1) =
1
6
√
2
T1(6, 1, 0, 7) =
1
6
T0(2, 1, 1, 5) = − 112 T−1(6, 4, 1, 7) =
1
6
T1(6, 1, 1, 6) = − 16√2 T0(2, 1, 4, 2) =
1
6
√
2
T−1(6, 4, 4, 6) = − 13√2
T1(6, 6, 1, 1) = − 16√2 T0(2, 2, 1, 4) =
1
6
√
2
T−1(6, 6, 4, 4) = − 13√2
T1(6, 7, 0, 1) =
1
6
T0(2, 2, 4, 1) =
1
6
√
2
T−1(6, 7, 1, 4) = 16
T1(7, 0, 0, 7) = − 13√2 T0(2, 4, 0, 5) = −
1
6
T−1(7, 1, 1, 7) = − 16√2
T1(7, 0, 1, 6) =
1
6
T0(2, 4, 1, 2) =
1
6
√
2
T−1(7, 1, 4, 6) = 16
T1(7, 6, 1, 0) =
1
6
T0(2, 5, 0, 4) = − 16 T−1(7, 6, 4, 1) =
1
6
T1(7, 7, 0, 0) = − 13√2 T0(2, 5, 1, 1) = −
1
12
T−1(7, 7, 1, 1) = − 16√2
T0(4, 0, 5, 2) = − 16
T0(4, 0, 7, 6) =
1
6
T0(4, 1, 2, 2) =
1
6
√
2
T0(4, 1, 6, 6) = − 16√2
T0(4, 2, 2, 1) =
1
6
√
2
T0(4, 2, 5, 0) = − 16
T0(4, 6, 6, 1) = − 16√2
T0(4, 6, 7, 0) =
1
6
T0(5, 0, 1, 5) =
1
6
√
2
T0(5, 0, 4, 2) = − 16
T0(5, 1, 0, 5) =
1
6
√
2
T0(5, 1, 1, 2) = − 112
T0(5, 2, 1, 1) = − 112
T0(5, 2, 4, 0) = − 16
T0(5, 5, 0, 1) =
1
6
√
2
T0(5, 5, 1, 0) =
1
6
√
2
T0(6, 1, 1, 7) =
1
12
T0(6, 1, 4, 6) = − 16√2
T0(6, 4, 0, 7) =
1
6
T0(6, 4, 1, 6) = − 16√2
T0(6, 6, 1, 4) = − 16√2
T0(6, 6, 4, 1) = − 16√2
T0(6, 7, 0, 4) =
1
6
T0(6, 7, 1, 1) =
1
12
T0(7, 0, 1, 7) = − 16√2
T0(7, 0, 4, 6) =
1
6
T0(7, 1, 0, 7) = − 16√2
T0(7, 1, 1, 6) =
1
12
T0(7, 6, 1, 1) =
1
12
T0(7, 6, 4, 0) =
1
6
T0(7, 7, 0, 1) = − 16√2
T0(7, 7, 1, 0) = − 16√2
TABLE XXXIII: S
(c)
7 .
Sz = +1 Sz = 0 Sz = −1
T1(0, 0, 5, 5) =
1
6
√
13
T0(0, 1, 5, 5) =
1
12
√
13
T−1(0, 4, 5, 5) = 34√13
T1(0, 0, 7, 7) = − 16√13 T0(0, 1, 7, 7) = −
1
12
√
13
T−1(0, 4, 7, 7) = − 34√13
T1(0, 1, 2, 5) = − 16√26 T0(0, 2, 5, 4) =
3
4
√
26
T−1(0, 5, 5, 4) = 34√13
Sz = +1 (cont.) Sz = 0 (cont.) Sz = −1 (cont.)
T1(0, 1, 6, 7) =
1
6
√
26
T0(0, 4, 2, 5) =
7
12
√
26
T−1(0, 7, 7, 4) = − 34√13
T1(0, 2, 2, 4) =
3
4
√
13
T0(0, 4, 5, 2) =
3
4
√
26
T−1(1, 1, 5, 5) = − 23√13
T1(0, 4, 2, 2) =
3
4
√
13
T0(0, 4, 6, 7) = − 712√26 T−1(1, 1, 7, 7) =
2
3
√
13
T1(0, 4, 6, 6) = − 34√13 T0(0, 4, 7, 6) = −
3
4
√
26
T−1(1, 4, 2, 5) = − 16√26
T1(0, 5, 2, 1) = − 16√26 T0(0, 5, 2, 4) =
7
12
√
26
T−1(1, 4, 6, 7) = 16√26
T1(0, 5, 5, 0) =
1
6
√
13
T0(0, 5, 5, 1) =
1
12
√
13
T−1(1, 5, 2, 4) = − 16√26
T1(0, 6, 6, 4) = − 34√13 T0(0, 6, 7, 4) = −
3
4
√
26
T−1(1, 5, 5, 1) = − 23√13
T1(0, 7, 6, 1) =
1
6
√
26
T0(0, 7, 6, 4) = − 712√26 T−1(1, 7, 6, 4) =
1
6
√
26
T1(0, 7, 7, 0) = − 16√13 T0(0, 7, 7, 1) = −
1
12
√
13
T−1(1, 7, 7, 1) = 23√13
T1(1, 0, 5, 2) = − 16√26 T0(1, 0, 5, 5) =
1
12
√
13
T−1(2, 2, 4, 4) = 16√13
T1(1, 0, 7, 6) =
1
6
√
26
T0(1, 0, 7, 7) = − 112√13 T−1(2, 4, 1, 5) = −
1
6
√
26
T1(1, 1, 2, 2) = − 23√13 T0(1, 1, 2, 5) = −
5
6
√
26
T−1(2, 4, 4, 2) = 16√13
T1(1, 1, 6, 6) =
2
3
√
13
T0(1, 1, 5, 2) = − 56√26 T−1(2, 5, 1, 4) = −
1
6
√
26
T1(1, 2, 2, 1) = − 23√13 T0(1, 1, 6, 7) =
5
6
√
26
T−1(4, 0, 5, 5) = 34√13
T1(1, 2, 5, 0) = − 16√26 T0(1, 1, 7, 6) =
5
6
√
26
T−1(4, 0, 7, 7) = − 34√13
T1(1, 6, 6, 1) =
2
3
√
13
T0(1, 2, 2, 4) =
1
12
√
13
T−1(4, 1, 5, 2) = − 16√26
T1(1, 6, 7, 0) =
1
6
√
26
T0(1, 2, 5, 1) = − 56√26 T−1(4, 1, 7, 6) =
1
6
√
26
T1(2, 0, 4, 2) =
3
4
√
13
T0(1, 4, 2, 2) =
1
12
√
13
T−1(4, 2, 2, 4) = 16√13
T1(2, 1, 0, 5) = − 16√26 T0(1, 4, 6, 6) = −
1
12
√
13
T−1(4, 2, 5, 1) = − 16√26
T1(2, 1, 1, 2) = − 23√13 T0(1, 5, 2, 1) = −
5
6
√
26
T−1(4, 4, 2, 2) = 16√13
T1(2, 2, 0, 4) =
3
4
√
13
T0(1, 5, 5, 0) =
1
12
√
13
T−1(4, 4, 6, 6) = − 16√13
T1(2, 2, 1, 1) = − 23√13 T0(1, 6, 6, 4) = −
1
12
√
13
T−1(4, 5, 5, 0) = 34√13
T1(2, 2, 4, 0) =
3
4
√
13
T0(1, 6, 7, 1) =
5
6
√
26
T−1(4, 6, 6, 4) = − 16√13
T1(2, 4, 0, 2) =
3
4
√
13
T0(1, 7, 6, 1) =
5
6
√
26
T−1(4, 6, 7, 1) = 16√26
T1(2, 5, 0, 1) = − 16√26 T0(1, 7, 7, 0) = −
1
12
√
13
T−1(4, 7, 7, 0) = − 34√13
T1(4, 0, 2, 2) =
3
4
√
13
T0(2, 0, 4, 5) =
3
4
√
26
T−1(5, 0, 4, 5) = 34√13
T1(4, 0, 6, 6) = − 34√13 T0(2, 1, 1, 5) = −
5
6
√
26
T−1(5, 1, 1, 5) = − 23√13
T1(4, 2, 2, 0) =
3
4
√
13
T0(2, 1, 4, 2) =
1
12
√
13
T−1(5, 1, 4, 2) = − 16√26
T1(4, 6, 6, 0) = − 34√13 T0(2, 2, 1, 4) =
1
12
√
13
T−1(5, 2, 4, 1) = − 16√26
T1(5, 0, 0, 5) =
1
6
√
13
T0(2, 2, 4, 1) =
1
12
√
13
T−1(5, 4, 0, 5) = 34√13
T1(5, 0, 1, 2) = − 16√26 T0(2, 4, 0, 5) =
7
12
√
26
T−1(5, 5, 0, 4) = 34√13
T1(5, 2, 1, 0) = − 16√26 T0(2, 4, 1, 2) =
1
12
√
13
T−1(5, 5, 1, 1) = − 23√13
T1(5, 5, 0, 0) =
1
6
√
13
T0(2, 5, 0, 4) =
7
12
√
26
T−1(5, 5, 4, 0) = 34√13
T1(6, 0, 4, 6) = − 34√13 T0(2, 5, 1, 1) = −
5
6
√
26
T−1(6, 4, 1, 7) = 16√26
T1(6, 1, 0, 7) =
1
6
√
26
T0(2, 5, 4, 0) =
3
4
√
26
T−1(6, 4, 4, 6) = − 16√13
T1(6, 1, 1, 6) =
2
3
√
13
T0(4, 0, 2, 5) =
3
4
√
26
T−1(6, 6, 4, 4) = − 16√13
T1(6, 4, 0, 6) = − 34√13 T0(4, 0, 5, 2) =
7
12
√
26
T−1(6, 7, 1, 4) = 16√26
T1(6, 6, 0, 4) = − 34√13 T0(4, 0, 6, 7) = −
3
4
√
26
T−1(7, 0, 4, 7) = − 34√13
T1(6, 6, 1, 1) =
2
3
√
13
T0(4, 0, 7, 6) = − 712√26 T−1(7, 1, 1, 7) =
2
3
√
13
T1(6, 6, 4, 0) = − 34√13 T0(4, 1, 2, 2) =
1
12
√
13
T−1(7, 1, 4, 6) = 16√26
T1(6, 7, 0, 1) =
1
6
√
26
T0(4, 1, 6, 6) = − 112√13 T−1(7, 4, 0, 7) = −
3
4
√
13
T1(7, 0, 0, 7) = − 16√13 T0(4, 2, 2, 1) =
1
12
√
13
T−1(7, 6, 4, 1) = 16√26
T1(7, 0, 1, 6) =
1
6
√
26
T0(4, 2, 5, 0) =
7
12
√
26
T−1(7, 7, 0, 4) = − 34√13
T1(7, 6, 1, 0) =
1
6
√
26
T0(4, 5, 2, 0) =
3
4
√
26
T−1(7, 7, 1, 1) = 23√13
T1(7, 7, 0, 0) = − 16√13 T0(4, 6, 6, 1) = −
1
12
√
13
T−1(7, 7, 4, 0) = − 34√13
T0(4, 6, 7, 0) = − 712√26
T0(4, 7, 6, 0) = − 34√26
T0(5, 0, 1, 5) =
1
12
√
13
T0(5, 0, 4, 2) =
7
12
√
26
T0(5, 1, 0, 5) =
1
12
√
13
T0(5, 1, 1, 2) = − 56√26
T0(5, 2, 0, 4) =
3
4
√
26
T0(5, 2, 1, 1) = − 56√26
T0(5, 2, 4, 0) =
7
12
√
26
T0(5, 4, 0, 2) =
3
4
√
26
T0(5, 5, 0, 1) =
1
12
√
13
23
Sz = +1 (cont.) Sz = 0 (cont.) Sz = −1 (cont.)
T0(5, 5, 1, 0) =
1
12
√
13
T0(6, 0, 4, 7) = − 34√26
T0(6, 1, 1, 7) =
5
6
√
26
T0(6, 1, 4, 6) = − 112√13
T0(6, 4, 0, 7) = − 712√26
T0(6, 4, 1, 6) = − 112√13
T0(6, 6, 1, 4) = − 112√13
T0(6, 6, 4, 1) = − 112√13
T0(6, 7, 0, 4) = − 712√26
T0(6, 7, 1, 1) =
5
6
√
26
T0(6, 7, 4, 0) = − 34√26
T0(7, 0, 1, 7) = − 112√13
T0(7, 0, 4, 6) = − 712√26
T0(7, 1, 0, 7) = − 112√13
T0(7, 1, 1, 6) =
5
6
√
26
T0(7, 4, 0, 6) = − 34√26
T0(7, 6, 0, 4) = − 34√26
T0(7, 6, 1, 1) =
5
6
√
26
T0(7, 6, 4, 0) = − 712√26
T0(7, 7, 0, 1) = − 112√13
T0(7, 7, 1, 0) = − 112√13
TABLE XXXIV: S
(d)
7 .
Sz = +1 Sz = 0 Sz = −1
T1(0, 0, 5, 5) =
3
2
√
130
T0(0, 1, 5, 5) =
3
4
√
130
T−1(0, 4, 5, 5) = 14√130
T1(0, 0, 7, 7) = − 32√130 T0(0, 1, 7, 7) = −
3
4
√
130
T−1(0, 4, 7, 7) = − 14√130
T1(0, 1, 2, 5) =
7
8
√
65
T0(0, 2, 5, 4) = − 32√65 T−1(0, 5, 5, 4) =
1
4
√
130
T1(0, 1, 5, 2) = −
√
13
5
8
T0(0, 4, 2, 5) =
1√
65
T−1(0, 7, 7, 4) = − 14√130
T1(0, 1, 6, 7) = − 78√65 T0(0, 4, 5, 2) = −
3
2
√
65
T−1(1, 1, 5, 5) = 12√130
T1(0, 1, 7, 6) =
√
13
5
8
T0(0, 4, 6, 7) = − 1√65 T−1(1, 1, 7, 7) = −
1
2
√
130
T1(0, 2, 2, 4) =
1
4
√
130
T0(0, 4, 7, 6) =
3
2
√
65
T−1(1, 2, 5, 4) = −
√
13
5
8
T1(0, 2, 5, 1) = −
√
13
5
8
T0(0, 5, 2, 4) =
1√
65
T−1(1, 4, 2, 5) = 78√65
T1(0, 4, 2, 2) =
1
4
√
130
T0(0, 5, 5, 1) =
3
4
√
130
T−1(1, 4, 5, 2) = −
√
13
5
8
T1(0, 4, 6, 6) = − 14√130 T0(0, 6, 7, 4) =
3
2
√
65
T−1(1, 4, 6, 7) = − 78√65
T1(0, 5, 2, 1) =
7
8
√
65
T0(0, 7, 6, 4) = − 1√65 T−1(1, 4, 7, 6) =
√
13
5
8
T1(0, 5, 5, 0) =
3
2
√
130
T0(0, 7, 7, 1) = − 34√130 T−1(1, 5, 2, 4) =
7
8
√
65
T1(0, 6, 6, 4) = − 14√130 T0(1, 0, 5, 5) =
3
4
√
130
T−1(1, 5, 5, 1) = 12√130
T1(0, 6, 7, 1) =
√
13
5
8
T0(1, 0, 7, 7) = − 34√130 T−1(1, 6, 7, 4) =
√
13
5
8
T1(0, 7, 6, 1) = − 78√65 T0(1, 1, 2, 5) = −
1
2
√
65
T−1(1, 7, 6, 4) = − 78√65
T1(0, 7, 7, 0) = − 32√130 T0(1, 1, 5, 2) = −
1
2
√
65
T−1(1, 7, 7, 1) = − 12√130
T1(1, 0, 2, 5) = −
√
13
5
8
T0(1, 1, 6, 7) =
1
2
√
65
T−1(2, 1, 4, 5) = −
√
13
5
8
T1(1, 0, 5, 2) =
7
8
√
65
T0(1, 1, 7, 6) =
1
2
√
65
T−1(2, 2, 4, 4) = 32√130
T1(1, 0, 6, 7) =
√
13
5
8
T0(1, 2, 2, 4) =
3
4
√
130
T−1(2, 4, 1, 5) = 78√65
T1(1, 0, 7, 6) = − 78√65 T0(1, 2, 5, 1) = −
1
2
√
65
T−1(2, 4, 4, 2) = 32√130
T1(1, 1, 2, 2) =
1
2
√
130
T0(1, 4, 2, 2) =
3
4
√
130
T−1(2, 5, 1, 4) = 78√65
T1(1, 1, 6, 6) = − 12√130 T0(1, 4, 6, 6) = −
3
4
√
130
T−1(2, 5, 4, 1) = −
√
13
5
8
T1(1, 2, 2, 1) =
1
2
√
130
T0(1, 5, 2, 1) = − 12√65 T−1(4, 0, 5, 5) =
1
4
√
130
T1(1, 2, 5, 0) =
7
8
√
65
T0(1, 5, 5, 0) =
3
4
√
130
T−1(4, 0, 7, 7) = − 14√130
T1(1, 5, 2, 0) = −
√
13
5
8
T0(1, 6, 6, 4) = − 34√130 T−1(4, 1, 2, 5) = −
√
13
5
8
T1(1, 6, 6, 1) = − 12√130 T0(1, 6, 7, 1) =
1
2
√
65
T−1(4, 1, 5, 2) = 78√65
T1(1, 6, 7, 0) = − 78√65 T0(1, 7, 6, 1) =
1
2
√
65
T−1(4, 1, 6, 7) =
√
13
5
8
Sz = +1 (cont.) Sz = 0 (cont.) Sz = −1 (cont.)
T1(1, 7, 6, 0) =
√
13
5
8
T0(1, 7, 7, 0) = − 34√130 T−1(4, 1, 7, 6) = −
7
8
√
65
T1(2, 0, 1, 5) = −
√
13
5
8
T0(2, 0, 4, 5) = − 32√65 T−1(4, 2, 2, 4) =
3
2
√
130
T1(2, 0, 4, 2) =
1
4
√
130
T0(2, 1, 1, 5) = − 12√65 T−1(4, 2, 5, 1) =
7
8
√
65
T1(2, 1, 0, 5) =
7
8
√
65
T0(2, 1, 4, 2) =
3
4
√
130
T−1(4, 4, 2, 2) = 32√130
T1(2, 1, 1, 2) =
1
2
√
130
T0(2, 2, 1, 4) =
3
4
√
130
T−1(4, 4, 6, 6) = − 32√130
T1(2, 2, 0, 4) =
1
4
√
130
T0(2, 2, 4, 1) =
3
4
√
130
T−1(4, 5, 2, 1) = −
√
13
5
8
T1(2, 2, 1, 1) =
1
2
√
130
T0(2, 4, 0, 5) =
1√
65
T−1(4, 5, 5, 0) = 14√130
T1(2, 2, 4, 0) =
1
4
√
130
T0(2, 4, 1, 2) =
3
4
√
130
T−1(4, 6, 6, 4) = − 32√130
T1(2, 4, 0, 2) =
1
4
√
130
T0(2, 5, 0, 4) =
1√
65
T−1(4, 6, 7, 1) = − 78√65
T1(2, 5, 0, 1) =
7
8
√
65
T0(2, 5, 1, 1) = − 12√65 T−1(4, 7, 6, 1) =
√
13
5
8
T1(2, 5, 1, 0) = −
√
13
5
8
T0(2, 5, 4, 0) = − 32√65 T−1(4, 7, 7, 0) = −
1
4
√
130
T1(4, 0, 2, 2) =
1
4
√
130
T0(4, 0, 2, 5) = − 32√65 T−1(5, 0, 4, 5) =
1
4
√
130
T1(4, 0, 6, 6) = − 14√130 T0(4, 0, 5, 2) =
1√
65
T−1(5, 1, 1, 5) = 12√130
T1(4, 2, 2, 0) =
1
4
√
130
T0(4, 0, 6, 7) =
3
2
√
65
T−1(5, 1, 4, 2) = 78√65
T1(4, 6, 6, 0) = − 14√130 T0(4, 0, 7, 6) = −
1√
65
T−1(5, 2, 1, 4) = −
√
13
5
8
T1(5, 0, 0, 5) =
3
2
√
130
T0(4, 1, 2, 2) =
3
4
√
130
T−1(5, 2, 4, 1) = 78√65
T1(5, 0, 1, 2) =
7
8
√
65
T0(4, 1, 6, 6) = − 34√130 T−1(5, 4, 0, 5) =
1
4
√
130
T1(5, 1, 0, 2) = −
√
13
5
8
T0(4, 2, 2, 1) =
3
4
√
130
T−1(5, 4, 1, 2) = −
√
13
5
8
T1(5, 2, 0, 1) = −
√
13
5
8
T0(4, 2, 5, 0) =
1√
65
T−1(5, 5, 0, 4) = 14√130
T1(5, 2, 1, 0) =
7
8
√
65
T0(4, 5, 2, 0) = − 32√65 T−1(5, 5, 1, 1) =
1
2
√
130
T1(5, 5, 0, 0) =
3
2
√
130
T0(4, 6, 6, 1) = − 34√130 T−1(5, 5, 4, 0) =
1
4
√
130
T1(6, 0, 1, 7) =
√
13
5
8
T0(4, 6, 7, 0) = − 1√65 T−1(6, 1, 4, 7) =
√
13
5
8
T1(6, 0, 4, 6) = − 14√130 T0(4, 7, 6, 0) =
3
2
√
65
T−1(6, 4, 1, 7) = − 78√65
T1(6, 1, 0, 7) = − 78√65 T0(5, 0, 1, 5) =
3
4
√
130
T−1(6, 4, 4, 6) = − 32√130
T1(6, 1, 1, 6) = − 12√130 T0(5, 0, 4, 2) =
1√
65
T−1(6, 6, 4, 4) = − 32√130
T1(6, 4, 0, 6) = − 14√130 T0(5, 1, 0, 5) =
3
4
√
130
T−1(6, 7, 1, 4) = − 78√65
T1(6, 6, 0, 4) = − 14√130 T0(5, 1, 1, 2) = −
1
2
√
65
T−1(6, 7, 4, 1) =
√
13
5
8
T1(6, 6, 1, 1) = − 12√130 T0(5, 2, 0, 4) = −
3
2
√
65
T−1(7, 0, 4, 7) = − 14√130
T1(6, 6, 4, 0) = − 14√130 T0(5, 2, 1, 1) = −
1
2
√
65
T−1(7, 1, 1, 7) = − 12√130
T1(6, 7, 0, 1) = − 78√65 T0(5, 2, 4, 0) =
1√
65
T−1(7, 1, 4, 6) = − 78√65
T1(6, 7, 1, 0) =
√
13
5
8
T0(5, 4, 0, 2) = − 32√65 T−1(7, 4, 0, 7) = −
1
4
√
130
T1(7, 0, 0, 7) = − 32√130 T0(5, 5, 0, 1) =
3
4
√
130
T−1(7, 4, 1, 6) =
√
13
5
8
T1(7, 0, 1, 6) = − 78√65 T0(5, 5, 1, 0) =
3
4
√
130
T−1(7, 6, 1, 4) =
√
13
5
8
T1(7, 1, 0, 6) =
√
13
5
8
T0(6, 0, 4, 7) =
3
2
√
65
T−1(7, 6, 4, 1) = − 78√65
T1(7, 6, 0, 1) =
√
13
5
8
T0(6, 1, 1, 7) =
1
2
√
65
T−1(7, 7, 0, 4) = − 14√130
T1(7, 6, 1, 0) = − 78√65 T0(6, 1, 4, 6) = −
3
4
√
130
T−1(7, 7, 1, 1) = − 12√130
T1(7, 7, 0, 0) = − 32√130 T0(6, 4, 0, 7) = −
1√
65
T−1(7, 7, 4, 0) = − 14√130
T0(6, 4, 1, 6) = − 34√130
T0(6, 6, 1, 4) = − 34√130
T0(6, 6, 4, 1) = − 34√130
T0(6, 7, 0, 4) = − 1√65
T0(6, 7, 1, 1) =
1
2
√
65
T0(6, 7, 4, 0) =
3
2
√
65
T0(7, 0, 1, 7) = − 34√130
T0(7, 0, 4, 6) = − 1√65
T0(7, 1, 0, 7) = − 34√130
T0(7, 1, 1, 6) =
1
2
√
65
T0(7, 4, 0, 6) =
3
2
√
65
T0(7, 6, 0, 4) =
3
2
√
65
T0(7, 6, 1, 1) =
1
2
√
65
T0(7, 6, 4, 0) = − 1√65
T0(7, 7, 0, 1) = − 34√130
24
Sz = +1 (cont.) Sz = 0 (cont.) Sz = −1 (cont.)
T0(7, 7, 1, 0) = − 34√130
TABLE XXXV: S
(e)
7 .
Sz = +1 Sz = 0 Sz = −1
T1(0, 1, 2, 5) =
1
4
√
5
T0(0, 1, 5, 5) =
1
2
√
10
T−1(0, 4, 5, 5) = 12√10
T1(0, 1, 5, 2) =
1
4
√
5
T0(0, 1, 7, 7) = − 12√10 T−1(0, 4, 7, 7) = −
1
2
√
10
T1(0, 1, 6, 7) = − 14√5 T0(0, 2, 4, 5) = −
1
4
√
5
T−1(0, 5, 5, 4) = − 12√10
T1(0, 1, 7, 6) = − 14√5 T0(0, 5, 4, 2) =
1
4
√
5
T−1(0, 7, 7, 4) = 12√10
T1(0, 2, 1, 5) = − 14√5 T0(0, 5, 5, 1) = −
1
2
√
10
T−1(1, 2, 4, 5) = − 14√5
T1(0, 2, 2, 4) =
1
2
√
10
T0(0, 6, 4, 7) =
1
4
√
5
T−1(1, 2, 5, 4) = 14√5
T1(0, 2, 5, 1) = − 14√5 T0(0, 7, 4, 6) = −
1
4
√
5
T−1(1, 4, 2, 5) = − 14√5
T1(0, 4, 2, 2) = − 12√10 T0(0, 7, 7, 1) =
1
2
√
10
T−1(1, 4, 5, 2) = − 14√5
T1(0, 4, 6, 6) =
1
2
√
10
T0(1, 0, 5, 5) = − 12√10 T−1(1, 4, 6, 7) =
1
4
√
5
T1(0, 5, 1, 2) =
1
4
√
5
T0(1, 0, 7, 7) =
1
2
√
10
T−1(1, 4, 7, 6) = 14√5
T1(0, 5, 2, 1) = − 14√5 T0(1, 2, 2, 4) =
1
2
√
10
T−1(1, 5, 2, 4) = 14√5
T1(0, 6, 1, 7) =
1
4
√
5
T0(1, 4, 2, 2) = − 12√10 T−1(1, 5, 4, 2) =
1
4
√
5
T1(0, 6, 6, 4) = − 12√10 T0(1, 4, 6, 6) =
1
2
√
10
T−1(1, 6, 4, 7) = 14√5
T1(0, 6, 7, 1) =
1
4
√
5
T0(1, 5, 5, 0) =
1
2
√
10
T−1(1, 6, 7, 4) = − 14√5
T1(0, 7, 1, 6) = − 14√5 T0(1, 6, 6, 4) = −
1
2
√
10
T−1(1, 7, 4, 6) = − 14√5
T1(0, 7, 6, 1) =
1
4
√
5
T0(1, 7, 7, 0) = − 12√10 T−1(1, 7, 6, 4) = −
1
4
√
5
T1(1, 0, 2, 5) = − 14√5 T0(2, 0, 5, 4) =
1
4
√
5
T−1(2, 1, 4, 5) = − 14√5
T1(1, 0, 5, 2) = − 14√5 T0(2, 1, 4, 2) = −
1
2
√
10
T−1(2, 1, 5, 4) = 14√5
T1(1, 0, 6, 7) =
1
4
√
5
T0(2, 2, 1, 4) = − 12√10 T−1(2, 4, 1, 5) =
1
4
√
5
T1(1, 0, 7, 6) =
1
4
√
5
T0(2, 2, 4, 1) =
1
2
√
10
T−1(2, 4, 5, 1) = − 14√5
T1(1, 2, 0, 5) =
1
4
√
5
T0(2, 4, 1, 2) =
1
2
√
10
T−1(2, 5, 1, 4) = − 14√5
T1(1, 2, 5, 0) =
1
4
√
5
T0(2, 4, 5, 0) = − 14√5 T−1(2, 5, 4, 1) =
1
4
√
5
T1(1, 5, 0, 2) = − 14√5 T0(4, 1, 2, 2) =
1
2
√
10
T−1(4, 0, 5, 5) = − 12√10
T1(1, 5, 2, 0) =
1
4
√
5
T0(4, 1, 6, 6) = − 12√10 T−1(4, 0, 7, 7) =
1
2
√
10
T1(1, 6, 0, 7) = − 14√5 T0(4, 2, 0, 5) =
1
4
√
5
T−1(4, 1, 2, 5) = 14√5
T1(1, 6, 7, 0) = − 14√5 T0(4, 2, 2, 1) = −
1
2
√
10
T−1(4, 1, 5, 2) = 14√5
T1(1, 7, 0, 6) =
1
4
√
5
T0(4, 5, 0, 2) = − 14√5 T−1(4, 1, 6, 7) = −
1
4
√
5
T1(1, 7, 6, 0) = − 14√5 T0(4, 6, 0, 7) = −
1
4
√
5
T−1(4, 1, 7, 6) = − 14√5
T1(2, 0, 1, 5) =
1
4
√
5
T0(4, 6, 6, 1) =
1
2
√
10
T−1(4, 2, 1, 5) = 14√5
T1(2, 0, 4, 2) = − 12√10 T0(4, 7, 0, 6) =
1
4
√
5
T−1(4, 2, 5, 1) = − 14√5
T1(2, 0, 5, 1) =
1
4
√
5
T0(5, 0, 1, 5) =
1
2
√
10
T−1(4, 5, 1, 2) = − 14√5
T1(2, 1, 0, 5) = − 14√5 T0(5, 0, 2, 4) = −
1
4
√
5
T−1(4, 5, 2, 1) = − 14√5
T1(2, 1, 5, 0) = − 14√5 T0(5, 1, 0, 5) = −
1
2
√
10
T−1(4, 5, 5, 0) = 12√10
T1(2, 2, 0, 4) = − 12√10 T0(5, 4, 2, 0) =
1
4
√
5
T−1(4, 6, 1, 7) = − 14√5
T1(2, 2, 4, 0) =
1
2
√
10
T0(5, 5, 0, 1) =
1
2
√
10
T−1(4, 6, 7, 1) = 14√5
T1(2, 4, 0, 2) =
1
2
√
10
T0(5, 5, 1, 0) = − 12√10 T−1(4, 7, 1, 6) =
1
4
√
5
T1(2, 5, 0, 1) =
1
4
√
5
T0(6, 0, 7, 4) = − 14√5 T−1(4, 7, 6, 1) =
1
4
√
5
T1(2, 5, 1, 0) = − 14√5 T0(6, 1, 4, 6) =
1
2
√
10
T−1(4, 7, 7, 0) = − 12√10
T1(4, 0, 2, 2) =
1
2
√
10
T0(6, 4, 1, 6) = − 12√10 T−1(5, 0, 4, 5) =
1
2
√
10
T1(4, 0, 6, 6) = − 12√10 T0(6, 4, 7, 0) =
1
4
√
5
T−1(5, 1, 2, 4) = − 14√5
T1(4, 2, 2, 0) = − 12√10 T0(6, 6, 1, 4) =
1
2
√
10
T−1(5, 1, 4, 2) = − 14√5
T1(4, 6, 6, 0) =
1
2
√
10
T0(6, 6, 4, 1) = − 12√10 T−1(5, 2, 1, 4) = −
1
4
√
5
T1(5, 0, 1, 2) =
1
4
√
5
T0(7, 0, 1, 7) = − 12√10 T−1(5, 2, 4, 1) =
1
4
√
5
T1(5, 0, 2, 1) = − 14√5 T0(7, 0, 6, 4) =
1
4
√
5
T−1(5, 4, 0, 5) = − 12√10
T1(5, 1, 0, 2) = − 14√5 T0(7, 1, 0, 7) =
1
2
√
10
T−1(5, 4, 1, 2) = 14√5
T1(5, 1, 2, 0) =
1
4
√
5
T0(7, 4, 6, 0) = − 14√5 T−1(5, 4, 2, 1) =
1
4
√
5
T1(5, 2, 0, 1) =
1
4
√
5
T0(7, 7, 0, 1) = − 12√10 T−1(5, 5, 0, 4) =
1
2
√
10
T1(5, 2, 1, 0) = − 14√5 T0(7, 7, 1, 0) =
1
2
√
10
T−1(5, 5, 4, 0) = − 12√10
T1(6, 0, 1, 7) = − 14√5 T−1(6, 1, 4, 7) =
1
4
√
5
T1(6, 0, 4, 6) =
1
2
√
10
T−1(6, 1, 7, 4) = − 14√5
T1(6, 0, 7, 1) = − 14√5 T−1(6, 4, 1, 7) = −
1
4
√
5
Sz = +1 (cont.) Sz = 0 (cont.) Sz = −1 (cont.)
T1(6, 1, 0, 7) =
1
4
√
5
T−1(6, 4, 7, 1) = 14√5
T1(6, 1, 7, 0) =
1
4
√
5
T−1(6, 7, 1, 4) = 14√5
T1(6, 4, 0, 6) = − 12√10 T−1(6, 7, 4, 1) = −
1
4
√
5
T1(6, 6, 0, 4) =
1
2
√
10
T−1(7, 0, 4, 7) = − 12√10
T1(6, 6, 4, 0) = − 12√10 T−1(7, 1, 4, 6) =
1
4
√
5
T1(6, 7, 0, 1) = − 14√5 T−1(7, 1, 6, 4) =
1
4
√
5
T1(6, 7, 1, 0) =
1
4
√
5
T−1(7, 4, 0, 7) = 12√10
T1(7, 0, 1, 6) = − 14√5 T−1(7, 4, 1, 6) = −
1
4
√
5
T1(7, 0, 6, 1) =
1
4
√
5
T−1(7, 4, 6, 1) = − 14√5
T1(7, 1, 0, 6) =
1
4
√
5
T−1(7, 6, 1, 4) = 14√5
T1(7, 1, 6, 0) = − 14√5 T−1(7, 6, 4, 1) = −
1
4
√
5
T1(7, 6, 0, 1) = − 14√5 T−1(7, 7, 0, 4) = −
1
2
√
10
T1(7, 6, 1, 0) =
1
4
√
5
T−1(7, 7, 4, 0) = 12√10
TABLE XXXVI: G7.
Sz = +1 Sz = 0 Sz = −1
T1(0, 2, 3, 7) = − 13√6 T0(0, 3, 5, 7) = −
1
4
√
3
T−1(1, 3, 5, 7) = − 14√3
T1(0, 2, 7, 3) =
1
6
√
6
T0(0, 3, 7, 5) =
1
4
√
3
T−1(1, 3, 7, 5) = 14√3
T1(0, 3, 2, 7) = − 13√6 T0(0, 5, 7, 3) =
1
4
√
3
T−1(1, 5, 7, 3) = 14√3
T1(0, 3, 5, 6) = − 16√6 T0(0, 7, 5, 3) = −
1
4
√
3
T−1(1, 7, 5, 3) = − 14√3
T1(0, 3, 6, 5) =
1
3
√
6
T0(1, 2, 3, 7) = − 13√6 T−1(2, 3, 4, 7) =
1
6
√
6
T1(0, 3, 7, 2) =
1
6
√
6
T0(1, 2, 7, 3) = − 112√6 T−1(2, 3, 7, 4) = −
1
3
√
6
T1(0, 5, 3, 6) =
1
3
√
6
T0(1, 3, 2, 7) = − 112√6 T−1(2, 4, 3, 7) = −
1
3
√
6
T1(0, 5, 6, 3) =
1
3
√
6
T0(1, 3, 5, 6) =
1
12
√
6
T−1(2, 4, 7, 3) = − 13√6
T1(0, 6, 3, 5) =
1
3
√
6
T0(1, 3, 6, 5) =
1
12
√
6
T−1(2, 7, 3, 4) = − 13√6
T1(0, 6, 5, 3) = − 16√6 T0(1, 3, 7, 2) = −
1
12
√
6
T−1(2, 7, 4, 3) = 16√6
T1(0, 7, 2, 3) = − 13√6 T0(1, 5, 3, 6) =
1
3
√
6
T−1(3, 1, 5, 7) = 14√3
T1(0, 7, 3, 2) = − 13√6 T0(1, 5, 6, 3) =
1
12
√
6
T−1(3, 1, 7, 5) = − 14√3
T1(1, 2, 6, 3) = − 14√3 T0(1, 6, 3, 5) =
1
3
√
6
T−1(3, 2, 4, 7) = − 13√6
T1(1, 3, 2, 6) =
1
4
√
3
T0(1, 6, 5, 3) =
1
12
√
6
T−1(3, 2, 7, 4) = 16√6
T1(1, 3, 6, 2) = − 14√3 T0(1, 7, 2, 3) = −
1
12
√
6
T−1(3, 4, 2, 7) = − 13√6
T1(1, 6, 2, 3) =
1
4
√
3
T0(1, 7, 3, 2) = − 13√6 T−1(3, 4, 5, 6) = −
1
6
√
6
T1(2, 0, 3, 7) =
1
6
√
6
T0(2, 1, 3, 7) = − 112√6 T−1(3, 4, 6, 5) =
1
3
√
6
T1(2, 0, 7, 3) = − 13√6 T0(2, 1, 7, 3) = −
1
3
√
6
T−1(3, 4, 7, 2) = 16√6
T1(2, 1, 3, 6) = − 14√3 T0(2, 3, 1, 7) = −
1
12
√
6
T−1(3, 5, 4, 6) = 13√6
T1(2, 3, 0, 7) = − 13√6 T0(2, 3, 4, 6) =
1
4
√
3
T−1(3, 5, 6, 4) = 13√6
T1(2, 3, 1, 6) =
1
4
√
3
T0(2, 3, 7, 1) = − 13√6 T−1(3, 5, 7, 1) = −
1
4
√
3
T1(2, 3, 7, 0) = − 13√6 T0(2, 4, 3, 6) = −
1
4
√
3
T−1(3, 6, 4, 5) = 13√6
T1(2, 6, 1, 3) =
1
4
√
3
T0(2, 6, 3, 4) = − 14√3 T−1(3, 6, 5, 4) = −
1
6
√
6
T1(2, 6, 3, 1) = − 14√3 T0(2, 6, 4, 3) =
1
4
√
3
T−1(3, 7, 2, 4) = − 13√6
T1(2, 7, 0, 3) = − 13√6 T0(2, 7, 1, 3) = −
1
12
√
6
T−1(3, 7, 4, 2) = − 13√6
T1(2, 7, 3, 0) =
1
6
√
6
T0(2, 7, 3, 1) = − 112√6 T−1(3, 7, 5, 1) =
1
4
√
3
T1(3, 0, 2, 7) =
1
6
√
6
T0(3, 0, 5, 7) =
1
4
√
3
T−1(4, 2, 3, 7) = − 13√6
T1(3, 0, 5, 6) =
1
3
√
6
T0(3, 0, 7, 5) = − 14√3 T−1(4, 2, 7, 3) = −
1
3
√
6
T1(3, 0, 6, 5) = − 16√6 T0(3, 1, 2, 7) = −
1
12
√
6
T−1(4, 3, 2, 7) = 16√6
T1(3, 0, 7, 2) = − 13√6 T0(3, 1, 5, 6) =
1
12
√
6
T−1(4, 3, 5, 6) = 13√6
T1(3, 1, 2, 6) = − 14√3 T0(3, 1, 6, 5) =
1
12
√
6
T−1(4, 3, 6, 5) = − 16√6
T1(3, 1, 6, 2) =
1
4
√
3
T0(3, 1, 7, 2) = − 112√6 T−1(4, 3, 7, 2) = −
1
3
√
6
T1(3, 2, 0, 7) = − 13√6 T0(3, 2, 1, 7) = −
1
3
√
6
T−1(4, 5, 3, 6) = 13√6
T1(3, 2, 6, 1) =
1
4
√
3
T0(3, 2, 6, 4) =
1
4
√
3
T−1(4, 5, 6, 3) = − 16√6
T1(3, 2, 7, 0) = − 13√6 T0(3, 2, 7, 1) = −
1
12
√
6
T−1(4, 6, 3, 5) = 13√6
T1(3, 5, 0, 6) =
1
3
√
6
T0(3, 4, 2, 6) = − 14√3 T−1(4, 6, 5, 3) =
1
3
√
6
T1(3, 5, 6, 0) = − 16√6 T0(3, 4, 6, 2) =
1
4
√
3
T−1(4, 7, 2, 3) = 16√6
T1(3, 6, 0, 5) =
1
3
√
6
T0(3, 5, 1, 6) =
1
3
√
6
T−1(4, 7, 3, 2) = − 13√6
T1(3, 6, 2, 1) = − 14√3 T0(3, 5, 6, 1) =
1
12
√
6
T−1(5, 1, 3, 7) = 14√3
25
Sz = +1 (cont.) Sz = 0 (cont.) Sz = −1 (cont.)
T1(3, 6, 5, 0) =
1
3
√
6
T0(3, 5, 7, 0) = − 14√3 T−1(5, 3, 1, 7) = −
1
4
√
3
T1(3, 7, 0, 2) = − 13√6 T0(3, 6, 1, 5) =
1
3
√
6
T−1(5, 3, 4, 6) = 13√6
T1(3, 7, 2, 0) =
1
6
√
6
T0(3, 6, 2, 4) = − 14√3 T−1(5, 3, 6, 4) =
1
3
√
6
T1(5, 0, 3, 6) =
1
3
√
6
T0(3, 6, 5, 1) =
1
12
√
6
T−1(5, 4, 3, 6) = − 16√6
T1(5, 0, 6, 3) =
1
3
√
6
T0(3, 7, 1, 2) = − 13√6 T−1(5, 4, 6, 3) =
1
3
√
6
T1(5, 3, 0, 6) = − 16√6 T0(3, 7, 2, 1) = −
1
12
√
6
T−1(5, 6, 3, 4) = − 16√6
T1(5, 3, 6, 0) =
1
3
√
6
T0(3, 7, 5, 0) =
1
4
√
3
T−1(5, 6, 4, 3) = 13√6
T1(5, 6, 0, 3) = − 16√6 T0(4, 2, 6, 3) = −
1
4
√
3
T−1(5, 7, 1, 3) = − 14√3
T1(5, 6, 3, 0) =
1
3
√
6
T0(4, 3, 2, 6) =
1
4
√
3
T−1(5, 7, 3, 1) = 14√3
T1(6, 0, 3, 5) = − 16√6 T0(4, 3, 6, 2) = −
1
4
√
3
T−1(6, 3, 4, 5) = − 16√6
T1(6, 0, 5, 3) =
1
3
√
6
T0(4, 6, 2, 3) =
1
4
√
3
T−1(6, 3, 5, 4) = 13√6
T1(6, 1, 3, 2) =
1
4
√
3
T0(5, 0, 3, 7) =
1
4
√
3
T−1(6, 4, 3, 5) = 13√6
T1(6, 2, 1, 3) = − 14√3 T0(5, 1, 3, 6) =
1
12
√
6
T−1(6, 4, 5, 3) = 13√6
T1(6, 2, 3, 1) =
1
4
√
3
T0(5, 1, 6, 3) =
1
3
√
6
T−1(6, 5, 3, 4) = 13√6
T1(6, 3, 0, 5) =
1
3
√
6
T0(5, 3, 0, 7) = − 14√3 T−1(6, 5, 4, 3) = −
1
6
√
6
T1(6, 3, 1, 2) = − 14√3 T0(5, 3, 1, 6) =
1
12
√
6
T−1(7, 1, 3, 5) = − 14√3
T1(6, 3, 5, 0) =
1
3
√
6
T0(5, 3, 6, 1) =
1
3
√
6
T−1(7, 2, 3, 4) = 16√6
T1(6, 5, 0, 3) =
1
3
√
6
T0(5, 6, 1, 3) =
1
12
√
6
T−1(7, 2, 4, 3) = − 13√6
T1(6, 5, 3, 0) = − 16√6 T0(5, 6, 3, 1) =
1
12
√
6
T−1(7, 3, 1, 5) = 14√3
T1(7, 0, 2, 3) = − 13√6 T0(5, 7, 0, 3) = −
1
4
√
3
T−1(7, 3, 2, 4) = − 13√6
T1(7, 0, 3, 2) = − 13√6 T0(5, 7, 3, 0) =
1
4
√
3
T−1(7, 3, 4, 2) = − 13√6
T1(7, 2, 0, 3) =
1
6
√
6
T0(6, 1, 3, 5) =
1
12
√
6
T−1(7, 4, 2, 3) = − 13√6
T1(7, 2, 3, 0) = − 13√6 T0(6, 1, 5, 3) =
1
3
√
6
T−1(7, 4, 3, 2) = 16√6
T1(7, 3, 0, 2) =
1
6
√
6
T0(6, 2, 3, 4) =
1
4
√
3
T−1(7, 5, 1, 3) = 14√3
T1(7, 3, 2, 0) = − 13√6 T0(6, 2, 4, 3) = −
1
4
√
3
T−1(7, 5, 3, 1) = − 14√3
T0(6, 3, 1, 5) =
1
12
√
6
T0(6, 3, 4, 2) = − 14√3
T0(6, 3, 5, 1) =
1
3
√
6
T0(6, 4, 3, 2) =
1
4
√
3
T0(6, 5, 1, 3) =
1
12
√
6
T0(6, 5, 3, 1) =
1
12
√
6
T0(7, 0, 3, 5) = − 14√3
T0(7, 1, 2, 3) = − 13√6
T0(7, 1, 3, 2) = − 112√6
T0(7, 2, 1, 3) = − 112√6
T0(7, 2, 3, 1) = − 112√6
T0(7, 3, 0, 5) =
1
4
√
3
T0(7, 3, 1, 2) = − 112√6
T0(7, 3, 2, 1) = − 13√6
T0(7, 5, 0, 3) =
1
4
√
3
T0(7, 5, 3, 0) = − 14√3
TABLE XXXVII: S
(a)
8 .
Sz = +1 Sz = 0 Sz = −1
T1(0, 2, 3, 7) = − 512√21 T0(0, 3, 5, 7) = −
1
4
√
3
T−1(1, 3, 5, 7) = 12√42
T1(0, 2, 7, 3) = − 1112√21 T0(0, 3, 7, 5) =
1
4
√
3
T−1(1, 3, 7, 5) = − 12√42
T1(0, 3, 2, 7) = − 512√21 T0(0, 5, 7, 3) =
1
4
√
3
T−1(1, 5, 7, 3) = − 12√42
T1(0, 3, 5, 6) =
11
12
√
21
T0(0, 7, 5, 3) = − 14√3 T−1(1, 7, 5, 3) =
1
2
√
42
T1(0, 3, 6, 5) =
5
12
√
21
T0(1, 2, 3, 7) = − 13√6 T−1(2, 3, 4, 7) = −
11
12
√
21
T1(0, 3, 7, 2) = − 1112√21 T0(1, 2, 7, 3) = −
1
12
√
6
T−1(2, 3, 7, 4) = − 512√21
T1(0, 5, 3, 6) =
5
12
√
21
T0(1, 3, 2, 7) = − 112√6 T−1(2, 4, 3, 7) = −
5
12
√
21
T1(0, 5, 6, 3) =
5
12
√
21
T0(1, 3, 5, 6) =
1
12
√
6
T−1(2, 4, 7, 3) = − 512√21
T1(0, 6, 3, 5) =
5
12
√
21
T0(1, 3, 6, 5) =
1
12
√
6
T−1(2, 7, 3, 4) = − 512√21
T1(0, 6, 5, 3) =
11
12
√
21
T0(1, 3, 7, 2) = − 112√6 T−1(2, 7, 4, 3) = −
11
12
√
21
T1(0, 7, 2, 3) = − 512√21 T0(1, 5, 3, 6) =
1
3
√
6
T−1(3, 1, 5, 7) = − 12√42
Sz = +1 (cont.) Sz = 0 (cont.) Sz = −1 (cont.)
T1(0, 7, 3, 2) = − 512√21 T0(1, 5, 6, 3) =
1
12
√
6
T−1(3, 1, 7, 5) = 12√42
T1(1, 2, 6, 3) =
1
2
√
42
T0(1, 6, 3, 5) =
1
3
√
6
T−1(3, 2, 4, 7) = − 512√21
T1(1, 3, 2, 6) = − 12√42 T0(1, 6, 5, 3) =
1
12
√
6
T−1(3, 2, 7, 4) = − 1112√21
T1(1, 3, 6, 2) =
1
2
√
42
T0(1, 7, 2, 3) = − 112√6 T−1(3, 4, 2, 7) = −
5
12
√
21
T1(1, 6, 2, 3) = − 12√42 T0(1, 7, 3, 2) = −
1
3
√
6
T−1(3, 4, 5, 6) = 1112√21
T1(2, 0, 3, 7) = − 1112√21 T0(2, 1, 3, 7) = −
1
12
√
6
T−1(3, 4, 6, 5) = 512√21
T1(2, 0, 7, 3) = − 512√21 T0(2, 1, 7, 3) = −
1
3
√
6
T−1(3, 4, 7, 2) = − 1112√21
T1(2, 1, 3, 6) =
1
2
√
42
T0(2, 3, 1, 7) = − 112√6 T−1(3, 5, 4, 6) =
5
12
√
21
T1(2, 3, 0, 7) = − 512√21 T0(2, 3, 4, 6) =
1
4
√
3
T−1(3, 5, 6, 4) = 512√21
T1(2, 3, 1, 6) = − 12√42 T0(2, 3, 7, 1) = −
1
3
√
6
T−1(3, 5, 7, 1) = 12√42
T1(2, 3, 7, 0) = − 512√21 T0(2, 4, 3, 6) = −
1
4
√
3
T−1(3, 6, 4, 5) = 512√21
T1(2, 6, 1, 3) = − 12√42 T0(2, 6, 3, 4) = −
1
4
√
3
T−1(3, 6, 5, 4) = 1112√21
T1(2, 6, 3, 1) =
1
2
√
42
T0(2, 6, 4, 3) =
1
4
√
3
T−1(3, 7, 2, 4) = − 512√21
T1(2, 7, 0, 3) = − 512√21 T0(2, 7, 1, 3) = −
1
12
√
6
T−1(3, 7, 4, 2) = − 512√21
T1(2, 7, 3, 0) = − 1112√21 T0(2, 7, 3, 1) = −
1
12
√
6
T−1(3, 7, 5, 1) = − 12√42
T1(3, 0, 2, 7) = − 1112√21 T0(3, 0, 5, 7) =
1
4
√
3
T−1(4, 2, 3, 7) = − 512√21
T1(3, 0, 5, 6) =
5
12
√
21
T0(3, 0, 7, 5) = − 14√3 T−1(4, 2, 7, 3) = −
5
12
√
21
T1(3, 0, 6, 5) =
11
12
√
21
T0(3, 1, 2, 7) = − 112√6 T−1(4, 3, 2, 7) = −
11
12
√
21
T1(3, 0, 7, 2) = − 512√21 T0(3, 1, 5, 6) =
1
12
√
6
T−1(4, 3, 5, 6) = 512√21
T1(3, 1, 2, 6) =
1
2
√
42
T0(3, 1, 6, 5) =
1
12
√
6
T−1(4, 3, 6, 5) = 1112√21
T1(3, 1, 6, 2) = − 12√42 T0(3, 1, 7, 2) = −
1
12
√
6
T−1(4, 3, 7, 2) = − 512√21
T1(3, 2, 0, 7) = − 512√21 T0(3, 2, 1, 7) = −
1
3
√
6
T−1(4, 5, 3, 6) = 512√21
T1(3, 2, 6, 1) = − 12√42 T0(3, 2, 6, 4) =
1
4
√
3
T−1(4, 5, 6, 3) = 1112√21
T1(3, 2, 7, 0) = − 512√21 T0(3, 2, 7, 1) = −
1
12
√
6
T−1(4, 6, 3, 5) = 512√21
T1(3, 5, 0, 6) =
5
12
√
21
T0(3, 4, 2, 6) = − 14√3 T−1(4, 6, 5, 3) =
5
12
√
21
T1(3, 5, 6, 0) =
11
12
√
21
T0(3, 4, 6, 2) =
1
4
√
3
T−1(4, 7, 2, 3) = − 1112√21
T1(3, 6, 0, 5) =
5
12
√
21
T0(3, 5, 1, 6) =
1
3
√
6
T−1(4, 7, 3, 2) = − 512√21
T1(3, 6, 2, 1) =
1
2
√
42
T0(3, 5, 6, 1) =
1
12
√
6
T−1(5, 1, 3, 7) = − 12√42
T1(3, 6, 5, 0) =
5
12
√
21
T0(3, 5, 7, 0) = − 14√3 T−1(5, 3, 1, 7) =
1
2
√
42
T1(3, 7, 0, 2) = − 512√21 T0(3, 6, 1, 5) =
1
3
√
6
T−1(5, 3, 4, 6) = 512√21
T1(3, 7, 2, 0) = − 1112√21 T0(3, 6, 2, 4) = −
1
4
√
3
T−1(5, 3, 6, 4) = 512√21
T1(5, 0, 3, 6) =
5
12
√
21
T0(3, 6, 5, 1) =
1
12
√
6
T−1(5, 4, 3, 6) = 1112√21
T1(5, 0, 6, 3) =
5
12
√
21
T0(3, 7, 1, 2) = − 13√6 T−1(5, 4, 6, 3) =
5
12
√
21
T1(5, 3, 0, 6) =
11
12
√
21
T0(3, 7, 2, 1) = − 112√6 T−1(5, 6, 3, 4) =
11
12
√
21
T1(5, 3, 6, 0) =
5
12
√
21
T0(3, 7, 5, 0) =
1
4
√
3
T−1(5, 6, 4, 3) = 512√21
T1(5, 6, 0, 3) =
11
12
√
21
T0(4, 2, 6, 3) = − 14√3 T−1(5, 7, 1, 3) =
1
2
√
42
T1(5, 6, 3, 0) =
5
12
√
21
T0(4, 3, 2, 6) =
1
4
√
3
T−1(5, 7, 3, 1) = − 12√42
T1(6, 0, 3, 5) =
11
12
√
21
T0(4, 3, 6, 2) = − 14√3 T−1(6, 3, 4, 5) =
11
12
√
21
T1(6, 0, 5, 3) =
5
12
√
21
T0(4, 6, 2, 3) =
1
4
√
3
T−1(6, 3, 5, 4) = 512√21
T1(6, 1, 3, 2) = − 12√42 T0(5, 0, 3, 7) =
1
4
√
3
T−1(6, 4, 3, 5) = 512√21
T1(6, 2, 1, 3) =
1
2
√
42
T0(5, 1, 3, 6) =
1
12
√
6
T−1(6, 4, 5, 3) = 512√21
T1(6, 2, 3, 1) = − 12√42 T0(5, 1, 6, 3) =
1
3
√
6
T−1(6, 5, 3, 4) = 512√21
T1(6, 3, 0, 5) =
5
12
√
21
T0(5, 3, 0, 7) = − 14√3 T−1(6, 5, 4, 3) =
11
12
√
21
T1(6, 3, 1, 2) =
1
2
√
42
T0(5, 3, 1, 6) =
1
12
√
6
T−1(7, 1, 3, 5) = 12√42
T1(6, 3, 5, 0) =
5
12
√
21
T0(5, 3, 6, 1) =
1
3
√
6
T−1(7, 2, 3, 4) = − 1112√21
T1(6, 5, 0, 3) =
5
12
√
21
T0(5, 6, 1, 3) =
1
12
√
6
T−1(7, 2, 4, 3) = − 512√21
T1(6, 5, 3, 0) =
11
12
√
21
T0(5, 6, 3, 1) =
1
12
√
6
T−1(7, 3, 1, 5) = − 12√42
T1(7, 0, 2, 3) = − 512√21 T0(5, 7, 0, 3) = −
1
4
√
3
T−1(7, 3, 2, 4) = − 512√21
T1(7, 0, 3, 2) = − 512√21 T0(5, 7, 3, 0) =
1
4
√
3
T−1(7, 3, 4, 2) = − 512√21
T1(7, 2, 0, 3) = − 1112√21 T0(6, 1, 3, 5) =
1
12
√
6
T−1(7, 4, 2, 3) = − 512√21
T1(7, 2, 3, 0) = − 512√21 T0(6, 1, 5, 3) =
1
3
√
6
T−1(7, 4, 3, 2) = − 1112√21
T1(7, 3, 0, 2) = − 1112√21 T0(6, 2, 3, 4) =
1
4
√
3
T−1(7, 5, 1, 3) = − 12√42
T1(7, 3, 2, 0) = − 512√21 T0(6, 2, 4, 3) = −
1
4
√
3
T−1(7, 5, 3, 1) = 12√42
T0(6, 3, 1, 5) =
1
12
√
6
T0(6, 3, 4, 2) = − 14√3
T0(6, 3, 5, 1) =
1
3
√
6
26
Sz = +1 (cont.) Sz = 0 (cont.) Sz = −1 (cont.)
T0(6, 4, 3, 2) =
1
4
√
3
T0(6, 5, 1, 3) =
1
12
√
6
T0(6, 5, 3, 1) =
1
12
√
6
T0(7, 0, 3, 5) = − 14√3
T0(7, 1, 2, 3) = − 13√6
T0(7, 1, 3, 2) = − 112√6
T0(7, 2, 1, 3) = − 112√6
T0(7, 2, 3, 1) = − 112√6
T0(7, 3, 0, 5) =
1
4
√
3
T0(7, 3, 1, 2) = − 112√6
T0(7, 3, 2, 1) = − 13√6
T0(7, 5, 0, 3) =
1
4
√
3
T0(7, 5, 3, 0) = − 14√3
TABLE XXXVIII: S
(b)
8 .
Sz = +1 Sz = 0 Sz = −1
T1(0, 2, 3, 7) =
1
8
T0(0, 5, 3, 7) =
1
4
√
2
T−1(1, 5, 3, 7) = 14√2
T1(0, 2, 7, 3) =
1
8
T0(0, 7, 3, 5) = − 14√2 T−1(1, 7, 3, 5) = −
1
4
√
2
T1(0, 3, 2, 7) = − 18 T0(1, 2, 7, 3) =
1
8
T−1(2, 3, 4, 7) = 18
T1(0, 3, 5, 6) =
1
8
T0(1, 3, 2, 7) = − 18 T−1(2, 3, 7, 4) = −
1
8
T1(0, 3, 6, 5) =
1
8
T0(1, 3, 5, 6) =
1
8
T−1(2, 4, 3, 7) = − 18
T1(0, 3, 7, 2) = − 18 T0(1, 3, 6, 5) =
1
8
T−1(2, 4, 7, 3) = 18
T1(0, 5, 3, 6) =
1
8
T0(1, 3, 7, 2) = − 18 T−1(2, 7, 3, 4) =
1
8
T1(0, 5, 6, 3) = − 18 T0(1, 5, 6, 3) = −
1
8
T−1(2, 7, 4, 3) = − 18
T1(0, 6, 3, 5) = − 18 T0(1, 6, 5, 3) = −
1
8
T−1(3, 2, 4, 7) = 18
T1(0, 6, 5, 3) = − 18 T0(1, 7, 2, 3) =
1
8
T−1(3, 2, 7, 4) = − 18
T1(0, 7, 2, 3) =
1
8
T0(2, 1, 3, 7) = − 18 T−1(3, 4, 2, 7) =
1
8
T1(0, 7, 3, 2) = − 18 T0(2, 3, 1, 7) =
1
8
T−1(3, 4, 5, 6) = − 18
T1(1, 2, 3, 6) = − 14√2 T0(2, 3, 6, 4) = −
1
4
√
2
T−1(3, 4, 6, 5) = − 18
T1(1, 6, 3, 2) =
1
4
√
2
T0(2, 4, 6, 3) =
1
4
√
2
T−1(3, 4, 7, 2) = 18
T1(2, 0, 3, 7) = − 18 T0(2, 7, 1, 3) = −
1
8
T−1(3, 5, 1, 7) = − 14√2
T1(2, 0, 7, 3) = − 18 T0(2, 7, 3, 1) =
1
8
T−1(3, 5, 4, 6) = 18
T1(2, 1, 6, 3) =
1
4
√
2
T0(3, 1, 2, 7) =
1
8
T−1(3, 5, 6, 4) = 18
T1(2, 3, 0, 7) =
1
8
T0(3, 1, 5, 6) = − 18 T−1(3, 6, 4, 5) = −
1
8
T1(2, 3, 6, 1) = − 14√2 T0(3, 1, 6, 5) = −
1
8
T−1(3, 6, 5, 4) = 18
T1(2, 3, 7, 0) =
1
8
T0(3, 1, 7, 2) =
1
8
T−1(3, 7, 1, 5) = 14√2
T1(2, 7, 0, 3) = − 18 T0(3, 2, 4, 6) =
1
4
√
2
T−1(3, 7, 2, 4) = − 18
T1(2, 7, 3, 0) =
1
8
T0(3, 2, 7, 1) = − 18 T−1(3, 7, 4, 2) = −
1
8
T1(3, 0, 2, 7) =
1
8
T0(3, 5, 0, 7) = − 14√2 T−1(4, 2, 3, 7) = −
1
8
T1(3, 0, 5, 6) = − 18 T0(3, 5, 6, 1) =
1
8
T−1(4, 2, 7, 3) = 18
T1(3, 0, 6, 5) = − 18 T0(3, 6, 4, 2) = −
1
4
√
2
T−1(4, 3, 2, 7) = − 18
T1(3, 0, 7, 2) =
1
8
T0(3, 6, 5, 1) =
1
8
T−1(4, 3, 5, 6) = 18
T1(3, 2, 0, 7) = − 18 T0(3, 7, 0, 5) =
1
4
√
2
T−1(4, 3, 6, 5) = 18
T1(3, 2, 1, 6) =
1
4
√
2
T0(3, 7, 2, 1) = − 18 T−1(4, 3, 7, 2) = −
1
8
T1(3, 2, 7, 0) = − 18 T0(4, 2, 3, 6) = −
1
4
√
2
T−1(4, 5, 3, 6) = − 18
T1(3, 5, 0, 6) = − 18 T0(4, 6, 3, 2) =
1
4
√
2
T−1(4, 5, 6, 3) = − 18
T1(3, 5, 6, 0) =
1
8
T0(5, 0, 7, 3) = − 14√2 T−1(4, 6, 3, 5) =
1
8
T1(3, 6, 0, 5) =
1
8
T0(5, 1, 3, 6) =
1
8
T−1(4, 6, 5, 3) = − 18
T1(3, 6, 1, 2) = − 14√2 T0(5, 3, 1, 6) = −
1
8
T−1(4, 7, 2, 3) = 18
T1(3, 6, 5, 0) =
1
8
T0(5, 3, 7, 0) =
1
4
√
2
T−1(4, 7, 3, 2) = 18
T1(3, 7, 0, 2) =
1
8
T0(5, 6, 1, 3) =
1
8
T−1(5, 1, 7, 3) = − 14√2
T1(3, 7, 2, 0) = − 18 T0(5, 6, 3, 1) = −
1
8
T−1(5, 3, 4, 6) = − 18
T1(5, 0, 3, 6) =
1
8
T0(6, 1, 3, 5) =
1
8
T−1(5, 3, 6, 4) = − 18
T1(5, 0, 6, 3) = − 18 T0(6, 3, 1, 5) = −
1
8
T−1(5, 3, 7, 1) = 14√2
T1(5, 3, 0, 6) = − 18 T0(6, 3, 2, 4) =
1
4
√
2
T−1(5, 4, 3, 6) = 18
T1(5, 3, 6, 0) =
1
8
T0(6, 4, 2, 3) = − 14√2 T−1(5, 4, 6, 3) =
1
8
T1(5, 6, 0, 3) =
1
8
T0(6, 5, 1, 3) =
1
8
T−1(5, 6, 3, 4) = − 18
Sz = +1 (cont.) Sz = 0 (cont.) Sz = −1 (cont.)
T1(5, 6, 3, 0) = − 18 T0(6, 5, 3, 1) = −
1
8
T−1(5, 6, 4, 3) = 18
T1(6, 0, 3, 5) =
1
8
T0(7, 0, 5, 3) =
1
4
√
2
T−1(6, 3, 4, 5) = − 18
T1(6, 0, 5, 3) =
1
8
T0(7, 1, 3, 2) = − 18 T−1(6, 3, 5, 4) =
1
8
T1(6, 1, 2, 3) = − 14√2 T0(7, 2, 1, 3) = −
1
8
T−1(6, 4, 3, 5) = 18
T1(6, 3, 0, 5) = − 18 T0(7, 2, 3, 1) =
1
8
T−1(6, 4, 5, 3) = − 18
T1(6, 3, 2, 1) =
1
4
√
2
T0(7, 3, 1, 2) =
1
8
T−1(6, 5, 3, 4) = − 18
T1(6, 3, 5, 0) = − 18 T0(7, 3, 5, 0) = −
1
4
√
2
T−1(6, 5, 4, 3) = 18
T1(6, 5, 0, 3) =
1
8
T−1(7, 1, 5, 3) = 14√2
T1(6, 5, 3, 0) = − 18 T−1(7, 2, 3, 4) =
1
8
T1(7, 0, 2, 3) =
1
8
T−1(7, 2, 4, 3) = − 18
T1(7, 0, 3, 2) = − 18 T−1(7, 3, 2, 4) =
1
8
T1(7, 2, 0, 3) = − 18 T−1(7, 3, 4, 2) =
1
8
T1(7, 2, 3, 0) =
1
8
T−1(7, 3, 5, 1) = − 14√2
T1(7, 3, 0, 2) =
1
8
T−1(7, 4, 2, 3) = − 18
T1(7, 3, 2, 0) = − 18 T−1(7, 4, 3, 2) = −
1
8
TABLE XXXIX: G8.
Sz = +1 Sz = 0 Sz = −1
T1(2, 3, 6, 8) = − 12√3 T0(2, 3, 7, 8) = −
1
2
√
6
T−1(3, 5, 7, 8) = 14√3
T1(2, 3, 8, 6) =
1
4
√
3
T0(2, 3, 8, 7) =
1
4
√
6
T−1(3, 5, 8, 7) = − 12√3
T1(2, 6, 3, 8) =
1
4
√
3
T0(2, 7, 3, 8) =
1
4
√
6
T−1(3, 7, 5, 8) = 14√3
T1(2, 6, 8, 3) =
1
4
√
3
T0(2, 7, 8, 3) =
1
4
√
6
T−1(3, 7, 8, 5) = − 12√3
T1(2, 8, 3, 6) =
1
4
√
3
T0(2, 8, 3, 7) =
1
4
√
6
T−1(3, 8, 5, 7) = 14√3
T1(2, 8, 6, 3) = − 12√3 T0(2, 8, 7, 3) = −
1
2
√
6
T−1(3, 8, 7, 5) = 14√3
T1(3, 2, 6, 8) =
1
4
√
3
T0(3, 2, 7, 8) =
1
4
√
6
T−1(5, 3, 7, 8) = − 12√3
T1(3, 2, 8, 6) = − 12√3 T0(3, 2, 8, 7) = −
1
2
√
6
T−1(5, 3, 8, 7) = 14√3
T1(3, 6, 2, 8) =
1
4
√
3
T0(3, 5, 6, 8) =
1
4
√
6
T−1(5, 7, 3, 8) = 14√3
T1(3, 6, 8, 2) = − 12√3 T0(3, 5, 8, 6) = −
1
2
√
6
T−1(5, 7, 8, 3) = 14√3
T1(3, 8, 2, 6) =
1
4
√
3
T0(3, 6, 5, 8) =
1
4
√
6
T−1(5, 8, 3, 7) = 14√3
T1(3, 8, 6, 2) =
1
4
√
3
T0(3, 6, 8, 5) = − 12√6 T−1(5, 8, 7, 3) = −
1
2
√
3
T1(6, 2, 3, 8) =
1
4
√
3
T0(3, 7, 2, 8) =
1
4
√
6
T−1(7, 3, 5, 8) = − 12√3
T1(6, 2, 8, 3) =
1
4
√
3
T0(3, 7, 8, 2) = − 12√6 T−1(7, 3, 8, 5) =
1
4
√
3
T1(6, 3, 2, 8) = − 12√3 T0(3, 8, 2, 7) =
1
4
√
6
T−1(7, 5, 3, 8) = 14√3
T1(6, 3, 8, 2) =
1
4
√
3
T0(3, 8, 5, 6) =
1
4
√
6
T−1(7, 5, 8, 3) = 14√3
T1(6, 8, 2, 3) = − 12√3 T0(3, 8, 6, 5) =
1
4
√
6
T−1(7, 8, 3, 5) = 14√3
T1(6, 8, 3, 2) =
1
4
√
3
T0(3, 8, 7, 2) =
1
4
√
6
T−1(7, 8, 5, 3) = − 12√3
T1(8, 2, 3, 6) = − 12√3 T0(5, 3, 6, 8) = −
1
2
√
6
T−1(8, 3, 5, 7) = 14√3
T1(8, 2, 6, 3) =
1
4
√
3
T0(5, 3, 8, 6) =
1
4
√
6
T−1(8, 3, 7, 5) = 14√3
T1(8, 3, 2, 6) =
1
4
√
3
T0(5, 6, 3, 8) =
1
4
√
6
T−1(8, 5, 3, 7) = − 12√3
T1(8, 3, 6, 2) =
1
4
√
3
T0(5, 6, 8, 3) =
1
4
√
6
T−1(8, 5, 7, 3) = 14√3
T1(8, 6, 2, 3) =
1
4
√
3
T0(5, 8, 3, 6) =
1
4
√
6
T−1(8, 7, 3, 5) = − 12√3
T1(8, 6, 3, 2) = − 12√3 T0(5, 8, 6, 3) = −
1
2
√
6
T−1(8, 7, 5, 3) = 14√3
T0(6, 3, 5, 8) = − 12√6
T0(6, 3, 8, 5) =
1
4
√
6
T0(6, 5, 3, 8) =
1
4
√
6
T0(6, 5, 8, 3) =
1
4
√
6
T0(6, 8, 3, 5) =
1
4
√
6
T0(6, 8, 5, 3) = − 12√6
T0(7, 2, 3, 8) =
1
4
√
6
T0(7, 2, 8, 3) =
1
4
√
6
T0(7, 3, 2, 8) = − 12√6
T0(7, 3, 8, 2) =
1
4
√
6
T0(7, 8, 2, 3) = − 12√6
T0(7, 8, 3, 2) =
1
4
√
6
T0(8, 2, 3, 7) = − 12√6
T0(8, 2, 7, 3) =
1
4
√
6
27
Sz = +1 (cont.) Sz = 0 (cont.) Sz = −1 (cont.)
T0(8, 3, 2, 7) =
1
4
√
6
T0(8, 3, 5, 6) =
1
4
√
6
T0(8, 3, 6, 5) =
1
4
√
6
T0(8, 3, 7, 2) =
1
4
√
6
T0(8, 5, 3, 6) = − 12√6
T0(8, 5, 6, 3) =
1
4
√
6
T0(8, 6, 3, 5) = − 12√6
T0(8, 6, 5, 3) =
1
4
√
6
T0(8, 7, 2, 3) =
1
4
√
6
T0(8, 7, 3, 2) = − 12√6
TABLE XL: S9.
Sz = +1 Sz = 0 Sz = −1
T1(2, 3, 8, 6) =
1
4
T0(2, 3, 8, 7) =
1
4
√
2
T−1(3, 5, 7, 8) = − 14
T1(2, 6, 3, 8) =
1
4
T0(2, 7, 3, 8) =
1
4
√
2
T−1(3, 7, 5, 8) = − 14
T1(2, 6, 8, 3) = − 14 T0(2, 7, 8, 3) = −
1
4
√
2
T−1(3, 8, 5, 7) = 14
T1(2, 8, 3, 6) = − 14 T0(2, 8, 3, 7) = −
1
4
√
2
T−1(3, 8, 7, 5) = 14
T1(3, 2, 6, 8) = − 14 T0(3, 2, 7, 8) = −
1
4
√
2
T−1(5, 3, 8, 7) = 14
T1(3, 6, 2, 8) = − 14 T0(3, 5, 6, 8) = −
1
4
√
2
T−1(5, 7, 3, 8) = 14
T1(3, 8, 2, 6) =
1
4
T0(3, 6, 5, 8) = − 14√2 T−1(5, 7, 8, 3) = −
1
4
T1(3, 8, 6, 2) =
1
4
T0(3, 7, 2, 8) = − 14√2 T−1(5, 8, 3, 7) = −
1
4
T1(6, 2, 3, 8) =
1
4
T0(3, 8, 2, 7) =
1
4
√
2
T−1(7, 3, 8, 5) = 14
T1(6, 2, 8, 3) = − 14 T0(3, 8, 5, 6) =
1
4
√
2
T−1(7, 5, 3, 8) = 14
T1(6, 3, 8, 2) =
1
4
T0(3, 8, 6, 5) =
1
4
√
2
T−1(7, 5, 8, 3) = − 14
T1(6, 8, 3, 2) = − 14 T0(3, 8, 7, 2) =
1
4
√
2
T−1(7, 8, 3, 5) = − 14
T1(8, 2, 6, 3) =
1
4
T0(5, 3, 8, 6) =
1
4
√
2
T−1(8, 3, 5, 7) = − 14
T1(8, 3, 2, 6) = − 14 T0(5, 6, 3, 8) =
1
4
√
2
T−1(8, 3, 7, 5) = − 14
T1(8, 3, 6, 2) = − 14 T0(5, 6, 8, 3) = −
1
4
√
2
T−1(8, 5, 7, 3) = 14
T1(8, 6, 2, 3) =
1
4
T0(5, 8, 3, 6) = − 14√2 T−1(8, 7, 5, 3) =
1
4
T0(6, 3, 8, 5) =
1
4
√
2
T0(6, 5, 3, 8) =
1
4
√
2
T0(6, 5, 8, 3) = − 14√2
T0(6, 8, 3, 5) = − 14√2
T0(7, 2, 3, 8) =
1
4
√
2
T0(7, 2, 8, 3) = − 14√2
T0(7, 3, 8, 2) =
1
4
√
2
T0(7, 8, 3, 2) = − 14√2
T0(8, 2, 7, 3) =
1
4
√
2
T0(8, 3, 2, 7) = − 14√2
T0(8, 3, 5, 6) = − 14√2
T0(8, 3, 6, 5) = − 14√2
T0(8, 3, 7, 2) = − 14√2
T0(8, 5, 6, 3) =
1
4
√
2
T0(8, 6, 5, 3) =
1
4
√
2
T0(8, 7, 2, 3) =
1
4
√
2
TABLE XLI: G9.
Sz = +1 Sz = 0 Sz = −1
T1(0, 2, 5, 8) = − 12√30 T0(0, 5, 5, 8) =
1
4
√
15
T−1(1, 5, 5, 8) = 14√15
T1(0, 2, 8, 5) = − 12√30 T0(0, 5, 8, 5) = −
1
2
√
15
T−1(1, 5, 8, 5) = − 12√15
T1(0, 5, 2, 8) =
1√
30
T0(0, 7, 7, 8) =
1
4
√
15
T−1(1, 7, 7, 8) = 14√15
T1(0, 5, 8, 2) = − 12√30 T0(0, 7, 8, 7) = −
1
2
√
15
T−1(1, 7, 8, 7) = − 12√15
T1(0, 6, 7, 8) = − 12√30 T0(0, 8, 5, 5) =
1
4
√
15
T−1(1, 8, 5, 5) = 14√15
T1(0, 6, 8, 7) = − 12√30 T0(0, 8, 7, 7) =
1
4
√
15
T−1(1, 8, 7, 7) = 14√15
Sz = +1 (cont.) Sz = 0 (cont.) Sz = −1 (cont.)
T1(0, 7, 6, 8) =
1√
30
T0(1, 2, 5, 8) = −
√
3
10
4
T−1(2, 4, 5, 8) = 12√30
T1(0, 7, 8, 6) = − 12√30 T0(1, 5, 2, 8) =
√
3
10
4
T−1(2, 4, 8, 5) = − 1√30
T1(0, 8, 2, 5) =
1√
30
T0(1, 6, 7, 8) = −
√
3
10
4
T−1(2, 5, 4, 8) = 12√30
T1(0, 8, 5, 2) = − 12√30 T0(1, 7, 6, 8) =
√
3
10
4
T−1(2, 5, 8, 4) = − 1√30
T1(0, 8, 6, 7) =
1√
30
T0(1, 8, 2, 5) =
√
3
10
4
T−1(2, 8, 4, 5) = 12√30
T1(0, 8, 7, 6) = − 12√30 T0(1, 8, 5, 2) = −
√
3
10
4
T−1(2, 8, 5, 4) = 12√30
T1(1, 2, 2, 8) = − 14√15 T0(1, 8, 6, 7) =
√
3
10
4
T−1(4, 2, 5, 8) = − 1√30
T1(1, 2, 8, 2) =
1
2
√
15
T0(1, 8, 7, 6) = −
√
3
10
4
T−1(4, 2, 8, 5) = 12√30
T1(1, 6, 6, 8) = − 14√15 T0(2, 1, 8, 5) = −
√
3
10
4
T−1(4, 5, 2, 8) = 12√30
T1(1, 6, 8, 6) =
1
2
√
15
T0(2, 2, 4, 8) = − 14√15 T−1(4, 5, 8, 2) =
1
2
√
30
T1(1, 8, 2, 2) = − 14√15 T0(2, 2, 8, 4) = −
1
4
√
15
T−1(4, 6, 7, 8) = − 1√30
T1(1, 8, 6, 6) = − 14√15 T0(2, 4, 2, 8) =
1
2
√
15
T−1(4, 6, 8, 7) = 12√30
T1(2, 0, 5, 8) = − 12√30 T0(2, 4, 8, 2) = −
1
4
√
15
T−1(4, 7, 6, 8) = 12√30
T1(2, 0, 8, 5) = − 12√30 T0(2, 5, 1, 8) =
√
3
10
4
T−1(4, 7, 8, 6) = 12√30
T1(2, 1, 2, 8) =
1
2
√
15
T0(2, 5, 8, 1) = −
√
3
10
4
T−1(4, 8, 2, 5) = 12√30
T1(2, 1, 8, 2) = − 14√15 T0(2, 8, 1, 5) =
√
3
10
4
T−1(4, 8, 5, 2) = − 1√30
T1(2, 2, 1, 8) = − 14√15 T0(2, 8, 2, 4) =
1
2
√
15
T−1(4, 8, 6, 7) = 12√30
T1(2, 2, 8, 1) = − 14√15 T0(2, 8, 4, 2) = −
1
4
√
15
T−1(4, 8, 7, 6) = − 1√30
T1(2, 5, 0, 8) =
1√
30
T0(4, 2, 2, 8) = − 14√15 T−1(5, 1, 5, 8) = −
1
2
√
15
T1(2, 5, 8, 0) = − 12√30 T0(4, 2, 8, 2) =
1
2
√
15
T−1(5, 1, 8, 5) = 14√15
T1(2, 8, 0, 5) =
1√
30
T0(4, 6, 6, 8) = − 14√15 T−1(5, 2, 4, 8) = −
1√
30
T1(2, 8, 1, 2) = − 14√15 T0(4, 6, 8, 6) =
1
2
√
15
T−1(5, 2, 8, 4) = 12√30
T1(2, 8, 2, 1) =
1
2
√
15
T0(4, 8, 2, 2) = − 14√15 T−1(5, 4, 2, 8) =
1
2
√
30
T1(2, 8, 5, 0) = − 12√30 T0(4, 8, 6, 6) = −
1
4
√
15
T−1(5, 4, 8, 2) = 12√30
T1(5, 0, 2, 8) = − 12√30 T0(5, 0, 5, 8) = −
1
2
√
15
T−1(5, 5, 1, 8) = 14√15
T1(5, 0, 8, 2) =
1√
30
T0(5, 0, 8, 5) =
1
4
√
15
T−1(5, 5, 8, 1) = 14√15
T1(5, 2, 0, 8) = − 12√30 T0(5, 1, 8, 2) =
√
3
10
4
T−1(5, 8, 1, 5) = 14√15
T1(5, 2, 8, 0) =
1√
30
T0(5, 2, 1, 8) = −
√
3
10
4
T−1(5, 8, 2, 4) = 12√30
T1(5, 8, 0, 2) = − 12√30 T0(5, 2, 8, 1) =
√
3
10
4
T−1(5, 8, 4, 2) = − 1√30
T1(5, 8, 2, 0) = − 12√30 T0(5, 5, 0, 8) =
1
4
√
15
T−1(5, 8, 5, 1) = − 12√15
T1(6, 0, 7, 8) = − 12√30 T0(5, 5, 8, 0) =
1
4
√
15
T−1(6, 4, 7, 8) = 12√30
T1(6, 0, 8, 7) = − 12√30 T0(5, 8, 0, 5) =
1
4
√
15
T−1(6, 4, 8, 7) = − 1√30
T1(6, 1, 6, 8) =
1
2
√
15
T0(5, 8, 1, 2) = −
√
3
10
4
T−1(6, 7, 4, 8) = 12√30
T1(6, 1, 8, 6) = − 14√15 T0(5, 8, 5, 0) = −
1
2
√
15
T−1(6, 7, 8, 4) = − 1√30
T1(6, 6, 1, 8) = − 14√15 T0(6, 1, 8, 7) = −
√
3
10
4
T−1(6, 8, 4, 7) = 12√30
T1(6, 6, 8, 1) = − 14√15 T0(6, 4, 6, 8) =
1
2
√
15
T−1(6, 8, 7, 4) = 12√30
T1(6, 7, 0, 8) =
1√
30
T0(6, 4, 8, 6) = − 14√15 T−1(7, 1, 7, 8) = −
1
2
√
15
T1(6, 7, 8, 0) = − 12√30 T0(6, 6, 4, 8) = −
1
4
√
15
T−1(7, 1, 8, 7) = 14√15
T1(6, 8, 0, 7) =
1√
30
T0(6, 6, 8, 4) = − 14√15 T−1(7, 4, 6, 8) =
1
2
√
30
T1(6, 8, 1, 6) = − 14√15 T0(6, 7, 1, 8) =
√
3
10
4
T−1(7, 4, 8, 6) = 12√30
T1(6, 8, 6, 1) =
1
2
√
15
T0(6, 7, 8, 1) = −
√
3
10
4
T−1(7, 6, 4, 8) = − 1√30
T1(6, 8, 7, 0) = − 12√30 T0(6, 8, 1, 7) =
√
3
10
4
T−1(7, 6, 8, 4) = 12√30
T1(7, 0, 6, 8) = − 12√30 T0(6, 8, 4, 6) = −
1
4
√
15
T−1(7, 7, 1, 8) = 14√15
T1(7, 0, 8, 6) =
1√
30
T0(6, 8, 6, 4) =
1
2
√
15
T−1(7, 7, 8, 1) = 14√15
T1(7, 6, 0, 8) = − 12√30 T0(7, 0, 7, 8) = −
1
2
√
15
T−1(7, 8, 1, 7) = 14√15
T1(7, 6, 8, 0) =
1√
30
T0(7, 0, 8, 7) =
1
4
√
15
T−1(7, 8, 4, 6) = − 1√30
T1(7, 8, 0, 6) = − 12√30 T0(7, 1, 8, 6) =
√
3
10
4
T−1(7, 8, 6, 4) = 12√30
T1(7, 8, 6, 0) = − 12√30 T0(7, 6, 1, 8) = −
√
3
10
4
T−1(7, 8, 7, 1) = − 12√15
T1(8, 0, 2, 5) = − 12√30 T0(7, 6, 8, 1) =
√
3
10
4
T−1(8, 1, 5, 5) = 14√15
28
Sz = +1 (cont.) Sz = 0 (cont.) Sz = −1 (cont.)
T1(8, 0, 5, 2) =
1√
30
T0(7, 7, 0, 8) =
1
4
√
15
T−1(8, 1, 7, 7) = 14√15
T1(8, 0, 6, 7) = − 12√30 T0(7, 7, 8, 0) =
1
4
√
15
T−1(8, 2, 4, 5) = 12√30
T1(8, 0, 7, 6) =
1√
30
T0(7, 8, 0, 7) =
1
4
√
15
T−1(8, 2, 5, 4) = 12√30
T1(8, 1, 2, 2) = − 14√15 T0(7, 8, 1, 6) = −
√
3
10
4
T−1(8, 4, 2, 5) = − 1√30
T1(8, 1, 6, 6) = − 14√15 T0(7, 8, 7, 0) = −
1
2
√
15
T−1(8, 4, 5, 2) = 12√30
T1(8, 2, 0, 5) = − 12√30 T0(8, 0, 5, 5) =
1
4
√
15
T−1(8, 4, 6, 7) = − 1√30
T1(8, 2, 1, 2) =
1
2
√
15
T0(8, 0, 7, 7) =
1
4
√
15
T−1(8, 4, 7, 6) = 12√30
T1(8, 2, 2, 1) = − 14√15 T0(8, 1, 2, 5) = −
√
3
10
4
T−1(8, 5, 1, 5) = − 12√15
T1(8, 2, 5, 0) =
1√
30
T0(8, 1, 5, 2) =
√
3
10
4
T−1(8, 5, 2, 4) = − 1√30
T1(8, 5, 0, 2) = − 12√30 T0(8, 1, 6, 7) = −
√
3
10
4
T−1(8, 5, 4, 2) = 12√30
T1(8, 5, 2, 0) = − 12√30 T0(8, 1, 7, 6) =
√
3
10
4
T−1(8, 5, 5, 1) = 14√15
T1(8, 6, 0, 7) = − 12√30 T0(8, 2, 2, 4) = −
1
4
√
15
T−1(8, 6, 4, 7) = 12√30
T1(8, 6, 1, 6) =
1
2
√
15
T0(8, 2, 4, 2) =
1
2
√
15
T−1(8, 6, 7, 4) = 12√30
T1(8, 6, 6, 1) = − 14√15 T0(8, 2, 5, 1) =
√
3
10
4
T−1(8, 7, 1, 7) = − 12√15
T1(8, 6, 7, 0) =
1√
30
T0(8, 4, 2, 2) = − 14√15 T−1(8, 7, 4, 6) =
1
2
√
30
T1(8, 7, 0, 6) = − 12√30 T0(8, 4, 6, 6) = −
1
4
√
15
T−1(8, 7, 6, 4) = − 1√30
T1(8, 7, 6, 0) = − 12√30 T0(8, 5, 0, 5) = −
1
2
√
15
T−1(8, 7, 7, 1) = 14√15
T0(8, 5, 2, 1) = −
√
3
10
4
T0(8, 5, 5, 0) =
1
4
√
15
T0(8, 6, 4, 6) =
1
2
√
15
T0(8, 6, 6, 4) = − 14√15
T0(8, 6, 7, 1) =
√
3
10
4
T0(8, 7, 0, 7) = − 12√15
T0(8, 7, 6, 1) = −
√
3
10
4
T0(8, 7, 7, 0) =
1
4
√
15
TABLE XLII: S10.
Sz = +1 Sz = 0 Sz = −1
T1(0, 2, 5, 8) =
1
2
√
10
T0(0, 5, 5, 8) =
1
4
√
5
T−1(1, 5, 5, 8) = 14√5
T1(0, 2, 8, 5) = − 12√10 T0(0, 7, 7, 8) =
1
4
√
5
T−1(1, 7, 7, 8) = 14√5
T1(0, 5, 8, 2) =
1
2
√
10
T0(0, 8, 5, 5) = − 14√5 T−1(1, 8, 5, 5) = −
1
4
√
5
T1(0, 6, 7, 8) =
1
2
√
10
T0(0, 8, 7, 7) = − 14√5 T−1(1, 8, 7, 7) = −
1
4
√
5
T1(0, 6, 8, 7) = − 12√10 T0(1, 2, 5, 8) =
1
4
√
10
T−1(2, 4, 5, 8) = 12√10
T1(0, 7, 8, 6) =
1
2
√
10
T0(1, 2, 8, 5) = − 12√10 T−1(2, 5, 4, 8) =
1
2
√
10
T1(0, 8, 5, 2) = − 12√10 T0(1, 5, 2, 8) = −
1
4
√
10
T−1(2, 8, 4, 5) = − 12√10
T1(0, 8, 7, 6) = − 12√10 T0(1, 5, 8, 2) =
1
2
√
10
T−1(2, 8, 5, 4) = − 12√10
T1(1, 2, 2, 8) = − 14√5 T0(1, 6, 7, 8) =
1
4
√
10
T−1(4, 2, 8, 5) = − 12√10
T1(1, 6, 6, 8) = − 14√5 T0(1, 6, 8, 7) = −
1
2
√
10
T−1(4, 5, 2, 8) = − 12√10
T1(1, 8, 2, 2) =
1
4
√
5
T0(1, 7, 6, 8) = − 14√10 T−1(4, 5, 8, 2) =
1
2
√
10
T1(1, 8, 6, 6) =
1
4
√
5
T0(1, 7, 8, 6) =
1
2
√
10
T−1(4, 6, 8, 7) = − 12√10
T1(2, 0, 5, 8) =
1
2
√
10
T0(1, 8, 2, 5) =
1
4
√
10
T−1(4, 7, 6, 8) = − 12√10
T1(2, 0, 8, 5) = − 12√10 T0(1, 8, 5, 2) = −
1
4
√
10
T−1(4, 7, 8, 6) = 12√10
T1(2, 1, 8, 2) =
1
4
√
5
T0(1, 8, 6, 7) =
1
4
√
10
T−1(4, 8, 2, 5) = 12√10
T1(2, 2, 1, 8) =
1
4
√
5
T0(1, 8, 7, 6) = − 14√10 T−1(4, 8, 6, 7) =
1
2
√
10
T1(2, 2, 8, 1) = − 14√5 T0(2, 1, 5, 8) =
1
2
√
10
T−1(5, 1, 8, 5) = − 14√5
T1(2, 5, 8, 0) =
1
2
√
10
T0(2, 1, 8, 5) = − 14√10 T−1(5, 2, 8, 4) = −
1
2
√
10
T1(2, 8, 1, 2) = − 14√5 T0(2, 2, 4, 8) =
1
4
√
5
T−1(5, 4, 2, 8) = − 12√10
T1(2, 8, 5, 0) = − 12√10 T0(2, 2, 8, 4) = −
1
4
√
5
T−1(5, 4, 8, 2) = 12√10
T1(5, 0, 2, 8) = − 12√10 T0(2, 4, 8, 2) =
1
4
√
5
T−1(5, 5, 1, 8) = − 14√5
T1(5, 2, 0, 8) = − 12√10 T0(2, 5, 1, 8) =
1
4
√
10
T−1(5, 5, 8, 1) = 14√5
T1(5, 8, 0, 2) =
1
2
√
10
T0(2, 5, 8, 1) =
1
4
√
10
T−1(5, 8, 1, 5) = 14√5
T1(5, 8, 2, 0) =
1
2
√
10
T0(2, 8, 1, 5) = − 14√10 T−1(5, 8, 2, 4) =
1
2
√
10
T1(6, 0, 7, 8) =
1
2
√
10
T0(2, 8, 4, 2) = − 14√5 T−1(6, 4, 7, 8) =
1
2
√
10
Sz = +1 (cont.) Sz = 0 (cont.) Sz = −1 (cont.)
T1(6, 0, 8, 7) = − 12√10 T0(2, 8, 5, 1) = −
1
2
√
10
T−1(6, 7, 4, 8) = 12√10
T1(6, 1, 8, 6) =
1
4
√
5
T0(4, 2, 2, 8) = − 14√5 T−1(6, 8, 4, 7) = −
1
2
√
10
T1(6, 6, 1, 8) =
1
4
√
5
T0(4, 6, 6, 8) = − 14√5 T−1(6, 8, 7, 4) = −
1
2
√
10
T1(6, 6, 8, 1) = − 14√5 T0(4, 8, 2, 2) =
1
4
√
5
T−1(7, 1, 8, 7) = − 14√5
T1(6, 7, 8, 0) =
1
2
√
10
T0(4, 8, 6, 6) =
1
4
√
5
T−1(7, 4, 6, 8) = − 12√10
T1(6, 8, 1, 6) = − 14√5 T0(5, 0, 8, 5) = −
1
4
√
5
T−1(7, 4, 8, 6) = 12√10
T1(6, 8, 7, 0) = − 12√10 T0(5, 1, 2, 8) = −
1
2
√
10
T−1(7, 6, 8, 4) = − 12√10
T1(7, 0, 6, 8) = − 12√10 T0(5, 1, 8, 2) =
1
4
√
10
T−1(7, 7, 1, 8) = − 14√5
T1(7, 6, 0, 8) = − 12√10 T0(5, 2, 1, 8) = −
1
4
√
10
T−1(7, 7, 8, 1) = 14√5
T1(7, 8, 0, 6) =
1
2
√
10
T0(5, 2, 8, 1) = − 14√10 T−1(7, 8, 1, 7) =
1
4
√
5
T1(7, 8, 6, 0) =
1
2
√
10
T0(5, 5, 0, 8) = − 14√5 T−1(7, 8, 6, 4) =
1
2
√
10
T1(8, 0, 2, 5) =
1
2
√
10
T0(5, 5, 8, 0) =
1
4
√
5
T−1(8, 1, 5, 5) = 14√5
T1(8, 0, 6, 7) =
1
2
√
10
T0(5, 8, 0, 5) =
1
4
√
5
T−1(8, 1, 7, 7) = 14√5
T1(8, 1, 2, 2) = − 14√5 T0(5, 8, 1, 2) =
1
4
√
10
T−1(8, 2, 4, 5) = 12√10
T1(8, 1, 6, 6) = − 14√5 T0(5, 8, 2, 1) =
1
2
√
10
T−1(8, 2, 5, 4) = 12√10
T1(8, 2, 0, 5) =
1
2
√
10
T0(6, 1, 7, 8) =
1
2
√
10
T−1(8, 4, 5, 2) = − 12√10
T1(8, 2, 2, 1) =
1
4
√
5
T0(6, 1, 8, 7) = − 14√10 T−1(8, 4, 7, 6) = −
1
2
√
10
T1(8, 5, 0, 2) = − 12√10 T0(6, 4, 8, 6) =
1
4
√
5
T−1(8, 5, 4, 2) = − 12√10
T1(8, 5, 2, 0) = − 12√10 T0(6, 6, 4, 8) =
1
4
√
5
T−1(8, 5, 5, 1) = − 14√5
T1(8, 6, 0, 7) =
1
2
√
10
T0(6, 6, 8, 4) = − 14√5 T−1(8, 6, 4, 7) =
1
2
√
10
T1(8, 6, 6, 1) =
1
4
√
5
T0(6, 7, 1, 8) =
1
4
√
10
T−1(8, 6, 7, 4) = 12√10
T1(8, 7, 0, 6) = − 12√10 T0(6, 7, 8, 1) =
1
4
√
10
T−1(8, 7, 4, 6) = − 12√10
T1(8, 7, 6, 0) = − 12√10 T0(6, 8, 1, 7) = −
1
4
√
10
T−1(8, 7, 7, 1) = − 14√5
T0(6, 8, 4, 6) = − 14√5
T0(6, 8, 7, 1) = − 12√10
T0(7, 0, 8, 7) = − 14√5
T0(7, 1, 6, 8) = − 12√10
T0(7, 1, 8, 6) =
1
4
√
10
T0(7, 6, 1, 8) = − 14√10
T0(7, 6, 8, 1) = − 14√10
T0(7, 7, 0, 8) = − 14√5
T0(7, 7, 8, 0) =
1
4
√
5
T0(7, 8, 0, 7) =
1
4
√
5
T0(7, 8, 1, 6) =
1
4
√
10
T0(7, 8, 6, 1) =
1
2
√
10
T0(8, 0, 5, 5) =
1
4
√
5
T0(8, 0, 7, 7) =
1
4
√
5
T0(8, 1, 2, 5) =
1
4
√
10
T0(8, 1, 5, 2) = − 14√10
T0(8, 1, 6, 7) =
1
4
√
10
T0(8, 1, 7, 6) = − 14√10
T0(8, 2, 1, 5) =
1
2
√
10
T0(8, 2, 2, 4) =
1
4
√
5
T0(8, 2, 5, 1) =
1
4
√
10
T0(8, 4, 2, 2) = − 14√5
T0(8, 4, 6, 6) = − 14√5
T0(8, 5, 1, 2) = − 12√10
T0(8, 5, 2, 1) = − 14√10
T0(8, 5, 5, 0) = − 14√5
T0(8, 6, 1, 7) =
1
2
√
10
T0(8, 6, 6, 4) =
1
4
√
5
T0(8, 6, 7, 1) =
1
4
√
10
T0(8, 7, 1, 6) = − 12√10
T0(8, 7, 6, 1) = − 14√10
T0(8, 7, 7, 0) = − 14√5
TABLE XLIII: G10.
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