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Abstract
A suitable transformation on the classical Gegenbauer orthogonal polynomials leads to polynomials with nonnegative
coe$cients. Asymptotic normality of those coe$cients is established and rate of convergence and asymptotic formulas
are provided. As examples the number of matching sets of paths and polygons, respectively, are approximated. c© 2001
Elsevier Science B.V. All rights reserved.
Keywords: Gegenbauer orthogonal polynomials; Central and local limit theorems; Matching sets and polynomials of
paths and polygons
1. Introduction
With a sequence of nonnegative numbers A(m; n), n = 0; 1; : : : ; m, m = 0; 1; : : : ; we associate the
distribution
pm(n) = A(m; n)
/
m∑
j=0
A(m; j); n= 0; 1; : : : ; m: (1.1)
We say that A(m; n) is asymptotically normal by a central limit theorem (CLT), if
lim
m→∞ supx
∣∣∣∣∣
∑
n6x	m+
m
pm(n)− 1√
2
∫ x
−∞
exp(−t2=2) dt
∣∣∣∣∣= 0; (1.2)
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where 
m and 	2m are the mean and variance of (1.1), respectively. Moreover, if for some set S of
real numbers
lim
m→∞ supx∈S
∣∣∣∣	mpm(x	m + 
m)− 1√2e−x
2=2
∣∣∣∣= 0; (1.3)
we say that A(m; n) is asymptotically normal by a local limit theorem (LLT) on S.
Note that the validity of an LLT on S = (−∞;∞), implies the asymptotic formula
A(m; n) ∼ e−x2=2

 m∑
j=0
A(m; j)


/
[	m(2)1=2] as m→∞; (1.4)
where n= 
m + x	m and x =O(1).
Also, note that the validity of (1.3) implies the validity of (1.2).
Several authors have studied the asymptotic normality (CLT and=or LLT) of certain numbers
A(m; n), n=0; 1; : : : ; m, m=0; 1; : : : the classiEcation of which has been usually based on the schema
and the properties of their generating function
G(t; u) =
∞∑
m=0
m∑
n=0
A(m; n)untm=m!:
SpeciEcally, Bender [1] has established a CLT for G(t; u) such that the function
G(t; u)− A(u)(1− t=r(u))+1 where A(u) is continuous and nonzero near 0; r(u) with bounded third
derivative near 0 and  a nonnegative integer, is analytic and bounded. CanEeld [2] considered the
problem for G(t; u) = exp[uC(t)], where C(t) is a t-polynomial. Flajolet and Soria [4,5] proved
Gaussian limiting distributions for G(t; u) = exp[uG(t)] with G(t) = a log(1− t=)−1 +R(t), where a
is a positive real number,  is a singularity point and R(t) is a suitable bounded, analytic function.
In another classiEcation vein, Kyriakoussis [11] has considered the asymptotic normality of numbers
A(m; n), n= 0; 1; : : : ; m, m= 0; 1; : : : satisfying a class of triangular recurrence relation. He obtained
his results using the schema and the properties of the generating function Pm(u) =
∑m
n=0 A(m; n)u
n.
Kyriakoussis and Vamvakari [12] reviewed the above-mentioned results and indicated the rate of
convergence of the asymptotic normality for two kinds of number A(m; n) with combinatorial inter-
pretation by demonstrating Egures and tables.
In a recent paper, Kyriakoussis and Vamvakari [13] deEned the associated polynomials with the
classical system orthogonal ones and proved LLTs for their coe$cients.
In the sequel, Kyriakoussis and Vamvakari [14] considered a more general transformation on the
classical Laguere polynomial leading to polynomial with nonnegative coe$cients and proved LLTs
for these coe$cients. They also gave an asymptotic formula for A(m; n) as m → ∞ by estimating
the mean 
m and the variance 	2m. Moreover, the rate of convergence of the above approximations
has been provided.
Godsil [6,7] presented a duality relation between Hermite orthogonal polynomials and matching
polynomials and proved that matching behaviour is asymptotically normal.
Also, Godsil and Gutman [8] considered relations between orthogonal polynomials (Hermite, La-
guerre and Tchebychef of the Erst and second kind) and matching polynomials of suitable families
of graphs.
In this work, we consider a general transformation on the classical Gegenbauer polynomial leading
to a polynomial with nonnegative coe$cients and we prove LLTs for these coe$cients. We also
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give an asymptotic formula for A(m; n) as m→∞ by estimating the mean 
m and the variance 	2m.
Moreover, the rate of convergence of the above approximations is provided.
As special cases of the considered polynomials, we refer to the Tchebychef polynomials of the Erst
and second kind and, respectively, we conclude asymptotic normality for the number of n-matching
sets of polygons Pm and paths Lm with m vertices.
2. The main results
2.1. The asymptotic normality
Let RGm;(x) be the classical orthogonal Gegenbauer polynomial of degree m deEned on the interval
[−1; 1] with weight function w(x) = (1− x2)−1=2, ¿− 12 .
We consider the following transformation of the Gegenbauer polynomial:
PGm;(u) = b(m)[
√
g(u)=i]m RGm;(i=
√
g(u)); u ∈ R; b(m)¿ 0; m= 0; 1; : : : (2.1)
which under a suitable function g(u) leads to a u-polynomial with nonnegative coe$cients and
negative simple roots. We call such polynomials as Associated with the Gegenbauer ones and we
denote their nonnegative coe$cients by AG(m; n), n= 0; 1; : : : ; [m=2], m= 0; 1; : : : :
Kyriakoussis and Vamvakari [13] proved the following lemma concerning the roots of PGm;(u).
Lemma 2.1. The u-polynomial PGm;(u) which is implied from (2:1) for suitable function g; has
[m==2] simple; negative roots if g(u) is an invertible; real function such that g−1 is odd; increasing;
g(u)¿ 0 and g−1(u)¿ 0 for every u¿ 0.
Note that the proof of the above lemma is based on the existence of m real, simple zeros of
RGm;(x), m¿1 all interior to [− 1; 1] (see [16, p. 310]).
Setting
j;k(m); j = 1; : : : ; [m=2]; k =
{
1; m odd
2; m even
the positive zeros of RGm;(x), then the [m=2] roots of P
G
m;(u) are of the form
uj;k(m) = g−1(−1=2j; k(m)); j = 1; 2; : : : ;
[
m
2
]
; k =
{
1; m odd
2; m even:
Theorem 2.2. Under the assumptions of Lemma 2:1 the coe7cient AG(m; n) satis8es an LLT on
the set S ≡ R with mean value 
Gm and variance (	Gm)2 given; respectively; by

Gm =
g′(1)
2g(1)
[
1−
√
g(1) + 1
g(1) + 1
(1− cmm−1)−1
]
m
(

Gm ∼
g′(1)
2g(1)
[
1−
√
g(1) + 1
g(1) + 1
]
m
)
(2.2)
and
(	Gm)
2 =
1
2
[
g′′(1)
g(1)
−
(
g′(1)
g(1)
)2
+
g′(1)
g(1)
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−
√
g(1) + 1
g(1) + 1
(
g′′(1)
g′(1)
− 3
2
(
g′(1)
g(1)
)2
+
g′(1)
g(1)
)
(1− cm;2m−1)−1
−1
2
(
g′(1)
g(1)
)2 1
g(1) + 1
(1− cmm−1 + O(m−2))−1
]
m; (2.3)
(
(	Gm)
2 =
1
2
[
g′′(1)
g(1)
−
(
g′(1)
g(1)
)2
+
g′(1)
g(1)
−
√
g(1) + 1
g(1) + 1
(
g′′(1)
g′(1)
− 3
2
(
g′(1)
g(1)
)2
+
g′(1)
g(1)
)
−1
2
(
g′(1)
g(1)
)2 1
g(1) + 1
]
m
)
;
where
1
2
g′′(1)
g(1)
−
(
g′(1)
g(1)
)2
+
g′(1)
g(1)
−
√
g(1) + 1
g(1) + 1
(
g′′(1)
g(1)
− 3
2
(
g′(1)
g(1)
)2
+
g′(1)
g(1)
)
− 1
2
(
g′(1)
g(1)
)2 1
g(1) + 1
= 0
and
cm =
√
g(1) + 1
g(1)m
∑p−1
=0 (d=dx)(z)|x=i=√g(1)m− +O(m−p)∑p−1
−0 (z) + O(m−p)
with z= x+
√
x2 + 1 and (z)=(; z); =0; 1; 2; : : : sequence of analytic functions independent
of m; real for z ∈ R or z ∈ I(C) and regular for z ∈ C with |z|¿ 1 or |z|= 1 and z = ±1. Also;
the coe7cient AG(m; n) satis8es the asymptotic formula
AG(m; n) ∼ b(m)m
−12−
	Gm!()(2)1=2
(1 +
√
1 + g(1))m+(g(1) + 1)−=2e−x
2=2; (2.4)
where x = (n− 
Gm)=	Gm and x =O(1).
Proof. The mean value 
Gm satisEes the relation

Gm =
(d=du)PGm;(u)|u=1
PGm;(1)
:
Using the diLerentiation formula of the Gegenbaeur polynomials
dk
dxk
RGm;(x) = 2
k[]kR
G
m−k; +k(x);
where []k = (+ 1)(+ 2) · · · (+ k − 1); k = 1; 2; : : : ; m (see [3, p. 176]), we get

Gm =
b(m)
b(m− 2)g
′(1)
PGm−2; (1)
PGm;(1)
:
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From the recurrence formula of the Gegenbaeur polynomials
2RGm;+1(x) = 2xR
G
m−1; +1(x)− mRGm;(x)
(see [3, p. 176]), we have
mPGm;(1) = 2
b(m)
b(m− 1)P
G
m−1; +1(u) + 2g(u)
b(m)
b(m− 2)P
G
m−2; +1(1): (2.5)
By applying (2.5) on the relation of 
Gm, we get

Gm =
g′(1)
2g(1)
[
m− 2 b(m)
b(m− 1)
PGm−1; +1(1)
PGm;(1)
]
: (2.6)
We need to End an asymptotic formula (m→∞) for the ratio b(m)PGm−1; +1(1)=(b(m− 1)PGm;(1)).
By (2.1), we have
b(m− 1)
b(m)
PGm;(1)
PGm−1; +1(1)
=
√
g(1)
i
RGm;(i=
√
g(1))
RGm−1; +1(i=
√
g(1))
or
b(m− 1)
b(m)
PGm;(1)
PGm−1; +1(1)
=−g(1)fGm
(
i√
g(1)
)
;
where
fGm(x) = x
RGm;(x)
RGm−1; +1(x)
:
Using a diLerentiation formula of the Gegenbaeur polynomials the function fGm(x) becomes
fGm(x) = 2x
RGm;(x)
(d=dx)RGm;(x)
=
2x
(d=dx)[logRLm;a(x)]
:
Also, by an asymptotic formula of the Gegenbaeur polynomials we have
logRGm;(x) = log
!(+ 1=2)!(2+ m)
!(2)!(+ m+ 1=2)
+ m log z + log
(p−1∑
=0
(z) + O(m−p)
)
;
where z= x+
√
x2 + 1 and (z)=(; z); =0; 1; 2; : : : sequence of analytic functions independent
of m, real for z ∈ R or z ∈ I(C) and regular for z ∈ C with |z|¿ 1 or |z| = 1 and z = ±1 (see
[18, p. 194]).
In the last relation the diLerentiation over x is justiEed. So
d
dx
logRGm;(x) =

m(x2−1)1=2 + (d=dx)0(z) + (d=dx)1(z)m
−1 + O(m−p)
0(z) + 1(z)m−1 + O(m−p)
if |x+
√
x2−1|¿ 1;
−m(x2−1)1=2 + (d=dx)0(z) + (d=dx)1(z)m
−1 + O(m−p)
0(z) + 1(z)m−1 + O(m−p)
if |x−
√
x2−1|¿ 1:
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Setting x = i=
√
g(1) and combining the previous three relations, we get
fGm
(
i√
g(1)
)
=−2
√
g(1) + 1
g(1)m
(1− cmm−1)−1;
where
cm =
√
g(1) + 1
g(1)m
∑p−1
=0 (d=dx)(z)|x=i=√g(1)m− +O(m−p)∑p−1
=0 (z) + O(m−p)
with z = x +
√
x2 + 1.
Consequently,
b(m)
b(m− 1)
PGm−1; +1(1)
PGm;(1)
=
√
g(1) + 1
2(g(1) + 1)
m(1− cmm−1)−1: (2.7)
Substituting (2.7) into (2.6) we get (2.2).
The variance (	Gm)
2 is given by
(	Gm)
2 =
(d2=du2)PGm;(u)|u=1
PGm;(1)
− (
Gm)2 + 
Gm:
By suitably using the diLerentiation formula and the recurrence relation of the Gegenbauer polyno-
mials mentioned before (see [3, p. 176]) and the relations (2.1) and (2.5) we obtain
(d2=du2)PGm;(u)|u=1
PGm;(1)
=
(
g′(1)
2g(1)
)2
m2 +
[
g′′(1)
g(1)
−
(
g′(1)
g(1)
)2]
m
− 
(
g′(1)
g(1)
)2 b(m)
b(m− 1)
PGm−1; +1(1)
PGm;(1)
− 
[
g′′(1)
g(1)
− 3
2
(
g′(1)
g(1)
)2] b(m)
b(m− 1)
PGm−1; +1(1)
PGm;(1)
+ []2
(
g′(1)
g(1)
)2 b(m)
b(m− 1)
PGm−2; +2(1)
PGm;(1)
:
Substituting the last expression and (2.6) into (	Gm)
2 we get
(	Gm)
2 =
1
2
[
g′′(1)
g(1)
−
(
g′(1)
g(1)
)2
+
g′(1)
g(1)
]
m
− 
[
g′′(1)
g(1)
− 3
2
(
g′(1)
g(1)
)2
+
g′(1)
g(1)
]
b(m)
b(m− 1)
PGm−1; +1(1)
PGm;(1)
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+ 
(
g′(1)
g(1)
)2 [
(+ 1)
b(m)
b(m− 2)
PGm−2; +2(1)
PGm;(1)
−
− 
(
b(m)
b(m− 1)
PGm−1; +1(1)
PGm;(1)
)2 :
So by (2.7), we obtain (2.3).
By Harper’s result (see [9]) or from Bender [1], we have the validity of (1.3). Also, by substituting
the asymptotic expression of the Gegenbauer polynomials (see [18, p. 194]) to the resulted formula
(1.4), we obtain (2.4).
2.2. The rate of convergence
Theorem 2.3. The rate of convergence of the LLT for AG(m; n) and that of (2:4) is O[(	Gm)
−1=2].
Proof. By Steele’s result [17], on using the existence of [m=2] negative roots of PGm;(u) we have
sup
x
∣∣∣∣∣∣
∑
n6x	Gm+
Gm
pGm(n)−
1√
2
∫ x
−∞
e−t
2=2 dt
∣∣∣∣∣∣6
33
4	Gm
; (2.8)
where pGm(n) = A
G(m; n)=
∑[m=2]
j=0 A
G(m; j); n= 0; 1; : : : ; [m=2]:
Since the roots of PGm;(u) imply the strong logconcavity of A
G(m; n) (see Lieb [15]), we have by
(2.8)
|	GmpGm(n)− e−x
2=2=(2)1=2|¡ 14:5(33=4) + 4:87
(	Gm)1=2
;
where 	Gm ¿ (2)1=233(8:75)−1108 for every m and
AG(m; n) =
PGm;(1)
	Gm
e−x
2=2(2)−1=2(1 + $);
with
|$|¡ (14:5)(33=4) + 4:87
(	Gm)1=2
exp[(0:01)1=2=2](2)1=2;
|x|¡ 0:01 and x = (n− 
Gm)=	Gm:
Consequently, the rate of convergence of (1.3) and (1.4) is O[(	Gm)
−1=2].
Remark 2.4. From inequality (2.8), we have that the rate of convergence of the CLT for AG(m; n)
is O[(	Gm)
−1].
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2.3. Applications
2.3.1. The number of matching sets of simple paths
Let Lm be a path with m vertices, with vertex weight xi=x; i=1; 2; : : : ; m. The matching polynomial
Q(Lm; x) of Lm is deEned by
Q(Lm; x) =
[m=2]∑
n=0
(−1)nZnxm−2n;
where Zn is the number of n-matching sets Mn, of the path Lm (see Heilmann and Lieb [10]).
From [10], we have that the matching polynomial Q(Lm; x) satisEes the recurrence relation
Q(Lm; x) = xQ(Lm; x)− Q(Lm−1; x); m= 1; 2; : : : ;
with initial conditions Q(L−1; x) = 0 and Q(L0; x) = 1.
Consequently, we get
Zn =
(
m− n
n
)
:
Setting Zn = L(m; n); we have from Godsil [6]
[m=2]∑
n=0
L(m; n)un =
(√
u
i
)m
RT2m
(
i
2
√
u
)
;
where RT2m (x) = R
G
m;1(x) the Tchebychef polynomial of the second kind, that is we have the transfor-
mation (2.1) with =1, g(u)= 4u and b(m)= (12)
m. By Lemma 2.1 and Theorem 2.2, we conclude
that the numbers L(m; n); n=0; 1; : : : ; [m=2], m=0; 1; : : : satisfy an LLT with 
m ∼ 12 (1− (
√
5=5))m,
	2m ∼ [(
√
5− 2)=20]m and
L(m; n) ∼
(
2
(
√
5− 1)
)1=2(
1 +
√
5
2
)m+1
m−1=2e−x
2=2;
where n= 
m + x	m and x =O(1).
Also, by Theorem 2.3 the rate of convergence of the above approximations is O(m−1=2).
2.3.2. The number of matching sets of polygons
Let Pm be a polygon with m vertices, with vertex weight xi = x; i = 1; 2; : : : ; m. The matching
polynomial Q(Pm; x) of Pm is deEned by
Q(Pm; x) =
[m=2]∑
n=0
(−1)nZnxm−2n;
where Zn is the number of n-matching sets Mn, of the polygon Pm (see Heilmann and Lieb [10]).
From [10], we have that the matching polynomial Q(Pm; x) satisEes the recurrence relation
Q(Pm; x) = xQ(Pm; x)− 2Q(Pm−1; x); m= 1; 2; : : : ;
with initial conditions Q(P−1; x) = 0 and Q(P0; x) = 1.
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Setting Zn =P(m; n); we have from Godsil [6]
[m=2]∑
n=0
P(m; n)un = 2
(√
u
i
)m
RT1m
(
i
2
√
u
)
;
where RT1m (x) = mR
G
m;0(x) the Tchebychef polynomial of the Erst kind, that is we have the transfor-
mation (2.1) with g(u)= 4u and b(m)= (12)
m−1. By Lemma 2.1 and Theorem 2.2, we conclude that
the numbers P(m; n); n = 0; 1; : : : ; [m=2], m = 0; 1; : : : satisfy an LLT with 
m ∼ 12 (1 − (
√
5=5))m,
	2m ∼ [(
√
5− 1)=20]m and
P(m; n) ∼
(
10
(
√
5− 1)
)1=2(
1 +
√
5
2
)m+1
m−1=2e−x
2=2;
where n= 
m + x	m and x =O(1).
Also, by Theorem 2.3 the rate of convergence of the above approximations is O(m−1=2).
References
[1] E.A. Bender, Central and local limit theorems applied to asymptotic enumerations, J. Combin. Theory Ser. A 15
(1973) 91–111.
[2] E.R. CanEeld, Central and local limit theorems for the coe$cients of polynomials of binomial type, J. Combin.
Theory Ser. A 23 (1977) 275–290.
[3] A. ErdNelyi, W. Magnus, F. Oberhettinger, F.G. Tricomi, Higher Transcendental Functions, Vol. II, McGraw-Hill,
New York, 1953.
[4] P. Flajolet, M. Soria, Gaussian limiting distributions for the number of components in combinatorial structures,
J. Combin. Theory Ser. A 53 (1990) 165–182.
[5] P. Flajolet, M. Soria, General combinatorial schemas: Gaussian limit distributions and exponential tails, Discrete
Math. 114 (1993) 159–180.
[6] C.D. Godsil, Hermite polynomials and a duality relation for matching polynomials, Combinatorica 1 (3) (1981)
257–262.
[7] C.D. Godsil, Matching behaviour is asymptotically normal, Combinatorica 1 (4) (1981) 369–376.
[8] C.D. Godsil, J. Gutman, On the theory of the matching polynomial, J. Graph. Theory 5 (1981) 137–144.
[9] L.H. Harper, Stirling behavior is asymptotically normal, Ann. Math. Statist. 38 (1967) 410–414.
[10] O.J. Heilmann, E.H. Lieb, Theory of monomer–dimer systems, Commun. Math. Phys. 25 (1972) 190–232.
[11] A. Kyriakoussis, A central limit theorem for numbers satisfying a class of triangular arrays, Discrete Math. 51 (1984)
41–46.
[12] A. Kyriakoussis, M.G. Vamvakari, Asymptotic normality of a class of discrete distributions. Proceedings of the
Second World Congress of Nonlinear Analysis, Nonlinear Anal. Theor. Appl. 30(6) (1997) 3359–3370.
[13] A. Kyriakoussis, M.G. Vamvakari, Asymptotic normality of the coe$cients of polynomials related to the classical
system orthogonal ones, Discrete Math. 205 (1999) 145–169.
[14] A. Kyriakoussis, M.G. Vamvakari, Central and local limit theorems of the coe$cients of polynomials associated
with the Laguerre ones, Proceedings of the Fourth International Conference of Lattice Paths and Combinatorics,
J. Statist. Plan. Inferences, to appear.
[15] E.H. Lieb, Concavity properties and a generating function, J. Combin. Theory Ser. A 5 (1968) 203–206.
[16] G. Sansone, Orthogonal Functions, Interscience, New York, 1959.
[17] J.M. Steele, Gibb’s Measure on combinatorial objects and the central limit theorem for an exponential family of
random trees, Probab. Eng. Inform. Sci. 1 (1987) 47–59.
[18] G. SzegQo, Orthogonal Polynomials, American Mathematical Society, Colloquium Publications, Vol. XXII, New York,
1959.
