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ABSTRACT 
The relationships between generalized inverses of the product of two matrices A, 
B and the product of generalized inverses of A, B have been studied in the literature, 
and equivalent conditions for B{l)A{l} G ( ABXl} have been reported. By applying 
the product singular value decomposition, we derive more equivalent conditions for 
B{l)A(l} G (AB){l}, and derive equivalent conditions for B{l)A{l) = (AB){l]. 
0 1997 Elsevier Science Inc. 
1. INTRODUCTION 
In this paper we use the following notation. Cm x n denotes the set of m 
by n matrices of complex entries, C” = C mX ‘, Z = I, denotes the identity 
matrix of order n, and 0, x n is the m by n matrix with all zero entries (if no 
confusion occurs, we will omit the subscript). For a matrix A E CmX “, 
rank A is the rank of A; AH is the conjugate transpose of A, and @A), 
JV( A), sc( A), and .J( A) are respectively the range space of A, the null 
space of A, the set of all direct complements of S’(A), and the set of all 
direct complements of H( A). Let _& and JV be two subspaces in C “’ such 
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that J% CIJV= (O}; then _.H @.N denotes the direct sum of J and JK If 
A OJtr = {O} and /Z @H = C”‘, then PA K denotes the projection on J% 
along JK Finally, dim _H denotes the dimension of A. 
Study of generalized inverses of matrices is an important topic in matrix 
analysis, statistics, and numerical linear algebra [l, 2, 5-71. 
Let A E C”‘Xn, J EJ$( A), and 9’ E sc( A), and consider the following 
equations for X E C” ’ ‘I’: 
(Gl) AXA =A, (GA) XA = Q,K(A)’ 
(G2) XAX = X, (GP) AX = P59(A),YJi”. 
(1.1) 
Let 0 # 77 & {l, 2, J%, 9}. Th en AT denotes the set of all matrices X which 
satisfy (Gi) for all i E 7. Any X E Arl is called an v-inverse of A, and is 
denoted by A” [7]. 0 ne usually denotes any {l}-inverse of A as A(‘) or A-; it 
is also called a g-inverse of A. When J?’ = R( AH) and 9 =JY( AH), then 
the {2, J&‘, 9}-inverse of A coincides with the Moore-Penrose inverse A+ of 
A, which is also the unique matrix X satisfying the following four equations: 
(Gl) AXA = A, (G3) AX = ( AX)H, 
(G2) XAX=X, (G4) XA = (XA)H. 
(1.2) 
For a survey of properties of generalized inverses, we refer to [l, 2, 51. 
One interesting problem in the theory of generalized inverses is: for given 
77 and two matrices A, B with AB meaningful, when is BvAv c (ABIn? A 
related problem is: when is BnAn = ( AB)v? 
When 77 = (1,2,3,4}, then it is well known that BnAn = ( AB)q if and 
only if 9’(AHAB) c.%%B) and 9’(BBHAH) cS’(AH); see, e.g., [l, 21. On 
the other hand, in [7] Werner derived equivalent conditions for B{l}A{l} c 
( AB){~). Th e q uestion when B(l}A{l} = ( AB){l) is a more difficult problem 
and still remains open; only some sufficient conditions for B{l]A(l} = 
( AB ){ l} are known [7]. 
In this paper, we will derive more equivalent conditions for B{l)A(l) c 
( AB){l) and derive equivalent conditions for B{l)A{l) = ( AB){l} by apply- 
ing the product singular value decomposition (P-SVD) of two matrices. 
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LEMMA 1.1 (The P-SVD [3,4]). Suppose that A E Cm’” and B E C”‘P. 
Then there exist two unitary matrices U E CmXm, V E CP’P, and a nonsin- 
gular matrix W E C”‘” such that 
A = UD,W-‘, B = WD,VH, (1.3) 
in which 
DA 
DL3 = 
with r, = rank A, r2 = ri + rt = rank B, in which Si (i = 1,2) is a square 
positive diagonal matrix (when rd > O), or is nought (when rk = 0). 
The paper is organized as follows. Section 2 will 
B{ l}A{ 1) G ( AB){ 1); Section 3 will discuss the problem 
Section 4 will conclude the paper with some remarks. 
discuss the problem 
B{~)A{I) = (ABX~); 
2. EQUIVALENT CONDITIONS FOR B(l)A{l) G CAB)(l) 
In [6, 71 Werner had already discussed the equivalent conditions for 
B{l)A(l) c ( AB)(l). In this section we will discuss the equivalent conditions 
for B(l)A(I) G (AB){I) by appylng 1 the P-SVD of the matrices A, B, and 
compare our results with those of Werner in [7]. First of all, we need the 
following results. 
LEMMA 2.1. Suppose that A E Cmx”, B E Cnxp, and the P-SVD is 
given in (1.3)-(1.4). Then any A-E A(l), B-E B(l), and CAB)-E CAB)(l) 
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respectively have the following fom: 
A-= WYUH with Y = 
I 
0 
Y 31 
Y 41 
r: 
h,l 
B-z Vm-’ with Z = 
0 
\Z 31 
(AB)- = VGUH with G = 
s;l 
G21 
G31 
r: 
0 y13 
1 y23 
Y 32 Y 33 
Y 42 Y 43 
- r; - m rl 
Z 12 0 Z 14 
Z 24 
Z 34 
n - rl - r-2’ 
(2.2) 
U12 -13 r: 
G,, G,, r; 
G32 G33 I ' (2.3) P - rz 
in which Yij, Z,,, and Gij are arbitrary submatrices with the noted dimm- 
sions. 
Proof. Let A-E C”“” be any (I}-inverse of A. Then from AA-A = A 
and the decomposition of A in (1.3)-(1.41, UD,W-‘A- UD,W- ’ = UD*W- ‘, 
or equivalently, DAYDA = DA with Y = W-‘A- U. Let Y be partitioned as 
Y,, Y,, y,, \ r: 
\' 41 y42 '43 j n - F, - r: 
r:. r, -r: "1 - 7, 
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then from (1.4) and the equality DAYD, = DA, we have 
proving (2.1). Equations (2.2) and (2.3) can be proved in a similar manner. W 
Now we have the following result. 
THEOREM 2.1. Suppose that A E CmXn and B E Cnxp, and let the 
P-SVD of A and B be as in (1.3)-(1.4). Then the following statements are 
equivalent: 
B{l}A{l} G (AB){l}, (2.4i) 
f-2 ’ = 0 or n - r1 - t-i = 0. (2.4ii) 
Proof. Let A- and B- b e any (l)-inverses of A, B respectively, and 
suppose that B(l}A{l} 5 ( ABXl). Then from (2.1)-(2.3), 
VZYUH = VGUH, or equivalently, ZY = G 
for some VGUH E ( AB){l}. Comparing the (1, 1) submatrices of ZY and G, 
we have SC’ + Z,,Y,r = SC’. Notice that Z,, E C’~x’“-‘l-‘:’ and Y,, E 
Cc”- rl-‘z)Xrk. Then SC’ + Z,,Y,, = S,-’ for any Z,, and Ydl only if ri = 0 
or n - rl - r: = 0 such that both Z,, and Y,, are nought. 
On the other hand, if ri = 0, then it is obvious that B-A- E ( AB){l}; if 
n - rl - t-l = 0, then in (2.1)-(2.3) both Z,, and Ydl are nought, and so for 
any A- and BP we have 
UH E (AB)(l}, 
x x x 
proving the assertion of the theorem. 
We are now in the position to derive the main result of this section. 
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THEOREM 2.2. Suppose that A E CTnx * and B E C” ‘P. Let the P-SVD 
ofA and B be as in (1.3)-(1.4). Then th e 0 f II owing statements are equivalent: 
B{l}A{l} 5 (AB){l); (2.5i) 
r2 1=0 or n - rl - ri = 0; (2.5ii) 
rankAB=O or rankA+rankB-rankAB=n; (2.5iii) 
S(B) GN( A) or “Y(A) Go’; (2.5iv) 
foreach YE~J B), N(A) ~9@ [N(A) n.%(B)]; (2.5~) 
foreach ME.I$( A), 9(B) CL@ [N(A) nz(B)]; (2.5~) 
for each Yi ~d( B), 9(AH) ~9~ @[.N(BH) “9(AH)]; 
(2.5vii) 
foreach AL g9FG( A), J(BH) LX’ “[N(BH) “9(AH)]. 
(2.5viii) 
Proof. In the P-SVD of A and B in (1.3)-(1.41, let the nonsingular 
matrix W be partitioned as 
w= (Wl w2 w3 
r: r, - r: rz 
Then for any vector x E Wy EN( A), 
/ 
YI 
0 = Ax = UD,W-‘( Wy) = UD, ye 
Y3 
\ Y4 
so Yl = 0, yz = 0, and so 
(2.6) 
for any y3 E CT; and y4 E C1l--Tl~T~, 
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that is, _N( A) = 9’(W,, W,). So we have 
Jv( A) =s(W,,w,)> S(B) =9(W,,W,), 
N(A) nB(B) =g(W,>, 
and for any J EJ$ A) and 9 E sC( B), 
“J%=9(W, + wsc, + w,c,,w, + wac, + W,C,), 
Y=g(W, + W,D, + W,D,,W, + W,D, + W,D,) 
for some matrices 
c, E cr22xr:, c, E c’“-‘*-‘:‘x’:, 
c 
3 
E C’zX”,-‘k, , c4 E C(n-v,2)x(v:), 
D 
1 
E C’:x(‘,-‘:) D, 
2 
E C’;x(V:) 
D, E C’:x(“p’~-‘:), D 
4 
E &x(“-T,-7;) 
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(2.7) 
(2.8) 
(2.9) 
which are determined by the choices of J ~4( A) and 9 E L%‘~( B). 
(2.5i) = (2.5ii): The equivalence is proved in Theorem 2.1. 
(2.5ii) w (2.5iii): From the P-SVD of A, B in (1.3)-(1.4), 
rank AB = rank( LJO, D,V H ) = rank DAD, = rank I,; = ri, 
and 
rank A + rank B - rank AB = rr + rg - ri = rr + (rd + ri) - ri 
=rl +r,2. 
From the above identities the equivalence of (2.5ii) and (2.5iii) follows. 
(2.5ii) e (2.5iv): LX(B) GN(A) @.%!(Wr, W,) ~g(Wa, W,) e W, is 
nought w ri = 0. On the other hand, N(A) CL%‘(B) -9(W,, W,> c 
9(W,, W,> w W, is nought * n - r1 - t-2” = 0. 
(2.5ii) = (2.5~): From (2.6)-(2.9) we have that for each 9 E L%‘~(Z?), 
JY(A) C 
Y CB [.&“(A) n 9( I?)] if and only if 
.%‘(W3,W4) c~(W, + W,D, + W,D,,W, + WlD, + W3D4) @9(W3) 
=.%‘(Wa + W,D,, W, + W,D,) @9(W,) 
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for any matrices Dj, j = 1,2,3,4, with th e noted dimensions in (2.91, that is 
S(W,> =S?(W, + W, Da) for any choice of D,, that is, W, D, = 0 with any 
choice of D, E C’~x(“-‘~p’~), that is, rg = 0 or n - r1 - r-2” = 0. 
(2.5ii) e (2.5vi): From (2.6)-(2.91, for each J% ??4( A), we have S’(B) 
c.L @ [J(A) n L%?( B)] if and only if 
W(W,, W,) sq w, + w,c, + w,c,, w, + w,c, + W,C,) fEJ 9( W,) 
=sqw, + w,c,, w, + W,C,) CBsqW,) 
for any choices of Cj, j = 1,2,3,4 with the noted dimensions in (2.9), that is, 
S’(W,) = S(W, + W,C,) for any choice of C,, that is, W,C, = 0 for any 
choice of C, E C’“-‘l-‘~‘x’~, that is, n - r1 - ri = 0 or rf = 0. 
(2.5i) w (2.5%) and (2.5i) w (2.5viii): Notice that for any matrix C and 
any g-inverse C- of C, (C-jH = (CH)- is a g-inverse of CH, and vice versa. 
So we have 
WA{ w c ( AfwJ CJ AH{l}BH{l) c (BHAH){l}. 
So in (2.5v), (2.5vi), replacing A, I3 by BH, AH respectively, we obtain the 
equivalent relations in (2.5viii1, (2.5vii). ??
REMARKS. 
(1) In th e e uiv en re a ions (2.5i)-(2.5viii) of Theorem 2.2, usually the q al t 1 t’ 
conditions (2.5ii) and (2.5iii) are easy to check, while the others are relatively 
complicated. 
(2) In the main result [7, Theorem 2.31, Werner provided the following 
equivalent conditions: 
B{l)A{l} c W)(l); (2.1Oi) 
for each _M E.M$ A) and each Y E .s%‘~( B ), 
9(B) QTCB [N(A) r-19’] @ [J"(A) fM’(B)]; (2.1Oii) 
for each L E L%‘~( A) andeach PEZG( B), 
,yP( A*) ~9’ @[“v< BH) ndL] @ [fl( BH) n.S’( AH)]; (2.lOiii) 
W(B) O’-(A) and/or .Y( A) cS’( B) . (2.1Oiv) 
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Because [9nN(A)]n9(B) ~YnS?(l3) = IO], we can remove[&A) n 
P] from (2.1Oii) to reach (2.5vi). The same argument also applies to (2.lOiii) 
and (2.5vii). 
3. EQUIVALENT CONDITIONS FOR B{l)A{l) = (AB){l) 
The question when B{l)A{l) = ( ABMl) holds is more difficult, and still 
remains open. Werner in [7, Theorem 2.61 gave some sufficient conditions 
that are not necessary conditions. In this section we will apply the P-SVD of 
A, B and the results obtained in the previous section to derive equivalent 
conditions for B(l)A{l) = (ABXl). Because B(l)A(l) = (AB)(l) is equiva- 
lent to B{l)A{l) c (ABXl) and (AB){l) c B{l)A{l), we only need to con- 
sider the cases ri = 0 or n - rl - r-2” = 0. 
easel. r-i=0 
In this case we have 
THEOREM 3.1. Suppose that A E Cmx” and B E CnXp. Let the P-SVD 
of A and 23 be as in (1.3)-(1.4). If r-2’ = 0 then the following statements are , 
equivalent: 
(AB)(l} O{l)A{B}; (3.li) 
n > min{m + r2, p + rl}. (3.lii) 
Proof. When ri = 0, then rs = r-2’ + r-2” = 7.22, and the P-SVD of A and 
B in (1.3)-(1.4) becomes 
in which 
A = UD*W-‘, B = WD,V H 
0 
S, 
0 
rz 
0 
0 
0 
P - r2 
(3.2) 
I 
rl 
r2 
n - r, - rz 
(3.3) 
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Furthermore, any g-inverses A -, B -, and ( AB)- in (2.1)-(2.3) have the 
forms 
A-= WYU” with Y = 
B-z Vm-’ with Z = 
CAB)-=VGU" with G = 
1 ye3 
y y33 32 
Y 42 y43 
r, ,,,~T, 
(222 s,’ 
, z32 z33 
(3.4) 
Z 24 r2 
Z 34 I p - r2 ) (3.5) 
in which Yij, Zij, and Gij are arbitrary submatrices with the noted dimen- 
sions. Notice that ( AB){l} z B{ l)A{l} is equivalent to the statement that for 
any given G partitioned in (3.61, tl lere always exist matrices Y, Z in the forms 
in (3.4) and (3.5) such that ZY = G is solvable, or equivalently, the following 
matrix equations are solvable for any given G: 
Z,, + S,‘Y,, + Z24Y42 = G,, > (3.7al) 
Z:p, + z33y32 f z:34k;2 = G32, (3.7a2) 
Z,,Y,, + S, ’ 2’3, + Z,,& = G,, > (3.7a3) 
Z,,Y,, + Z:nY33 + z34y43 = G33. (3.7a4) 
Notice that (3.7a) is equivalent to 
Z,, = G,, - S, ’ Y32 - Z,,Y,, > (3.7bl) 
Z32 = G32 - z,,y:,* - Z,‘lY42) (3.7b2) 
Y,, = S,(G,:, - Z,,Y,:, - Z,,Y,,) 
= S,[G,, - (G,, - s,‘y,, - z,,y&, - z,,y,,] > (3.7133) 
G32Y23 + Z33S2G23 - z33w22y23 + (Z:,, - Z33S2Z24)(Y43 - Y42Y23) 
= G33 (3.7b4) 
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by successive substitutions. It is obvious that the solvability of (3.7b) depends 
upon the solvability of (3.7b4). 
Now suppose that n < min{m + r2, p + ri}, or equivalently, n - ri - 
r2 < min{m - rl, p - rz}. Then if we choose 
G,, = 0, G,, = 0, G,, = 0, 
G,, of full rank min{ m - rl, p - r,} , (3.8) 
Then (3.7b4) becomes 
(Z, - Z,,S,Z,,)(Ya - LY,,) = G,,. (3.9) 
Now from (3.4)-(3.5) Z, - Z,,S,Z,, E C(pPr2)x(“PrlPr2), Yd3 - Y,,Y,, E 
C(n-rlPr~)x(m-rl). So for any choices of Zij and Yij in (3.9) we have 
rank [ ( Z, - Zss.%Z24)(Y43 - wk>l =G n - r1 - f-2 
< rank G,, = min{ m - rl, p - r,} , 
so (3.9) is inconsistent. Then with the choices of Gij in (3.8) the resulting 
g-inverse CAB)-@ B{l}A{l}. 
Now suppose that n > min(m + r2, p + rl), or equivalently, n - r1 - 
r2 2 minim - rI, p - r&. Then for any choices of Gij in (3.6) let 
y,, = 0, y,, = 0, y,, = 0, z,, = 0, z,, = 0. (3.10) 
Then the equations in (3.7b) become 
Z,, = G,, > 
z32 = G,* > 
Y,, = f%G,,, 
Z,Y,, = G,,. 
(3.11.1) 
(3.11.2) 
(3.11.3) 
(3.11.4) 
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If p - r2 < m - rl, then we can take 
Y4G = G33 
i 1 0 ’ z,, = (‘p-raJ); 
and we have 2&Y,, = G,,. If m - rl < p - r2, then we can take 
y43 = 234 = (G,,>O); 
and we also have Z,Y,, = G,,. So in both cases, for given Gij we can always 
choose Yij and Zij such that G has the form G = ZY. So for any choice of 
( AB)), we have ( AB)- E B{l)A(l}. Thus we complete the proof of the 
theorem. ??
of 
Case 2. n - r, - r-2” = 0 
In this case we have 
THEOREM 3.2. Suppose that A E CmX n and B E Cnx p. Let the P-SVD 
A and B be as in (1.3)-(1.4). If n - rl - rl = 0, then the following 
statements are equivalent: 
(AB){l} c B{l}A{l}; (3.12i) 
m = rl or p=r,. (3.12ii) 
Proof. When n - rl - r-2” = 0, then the P-SVD of A and B in 
(1.3)-(1.4) becomes 
A = UD,W’, B = WD,VH, (3.13) 
in which 
0 
(3.14) 
GENERALIZED INVERSES OF PRODUCTS 359 
Furthermore, any g-inverses A-, B- and (AB)- in (2.1)-(2.3) have the 
forms 
A-= WYUH with Y = 
r; r, - r: m ~ ?-, 
B-z Vm-’ with 2 = (3.16) 
(AB)-=vGU~ with G = . (3.17) 
r:. rl - r: m - r, 
Notice that ( AB)(l) z B(l}A{l} if and only if for any choice of G of the form 
(3.17), we can find Y and Z of the forms in (3.15) and (3.16) such that 
ZY = G, that is, 
S,’ Z 12 spy,, + z Y 12 23 
&i 931 z22 + % 932 z22y23 + ‘, “33 
z31 + z33y31 z32 + z33y32 Z,,Yl, + z32y23 + z33y33 
(3.18) 
After successive substitutions, (3.18) is equivalent to 
62 = Gl2 7 Y31 = S2G21, Yl3 = Sl(Gl3 - G12Y23>, 
Z, = G,, - S,‘Y,,, 
z31 = G31 - Z33S2G21~ z33 = G,, - z33y32, 
Y33 = S,(G23 - (G22 - s,‘y32)y23), 
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Z, S, ( GA, - G,,W,,) + (G,, - G,,W,,)Ym (3.19) 
+ Z33S2(G2lW12 - G22lY23 
= G33 - G3lWl3. 
Obviously the solvability of (3.19) only depends upon the solvability of the last 
equation of (3.19). 
Now suppose that m > r1 and p > r2. Then by choosing 
G,, = 0 if (q) # (3,3), and G,, # 0, 
we obtain an inconsistent matrix equation 0 = G,, # 0 for the last equation 
of (3.19). So in this case, B{l}A{ 1) p ( AB){l}. 
Now suppose that m = rl. Then from (3.15)-(3.17), 
(s,-’ z,, 0 \ 
z= 0 z,, s,’ , 
\ z3, z32 z33 ) 
(3.20) 
and the matrix equation ZY = G becomes 
( S,l 
si'y3, (3.21) 
,z3, + z33y3, 
We can easily solve (3.21) by simply choosing Z,, = 0 and Y,, = 0. So in this 
case, (ABXl) c B{l}A{l). 
Now suppose that p = r2. Then from (3.15)-(3.17), 
(3.22) 
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and the matrix equation ZY = G becomes 
361 
(3.23) 
We can easily solve (3.23) by simply choosing Z,, = 0 and Y,, = 0. So in this 
case, (ABM11 c B{l)A(l). We then complete the proof of the theorem. ??
Main Result 
By combining Theorems 2.2, 3.1, and 3.2, we finally obtain our main 
result of this section. 
THEOREM 3.3. Suppose that A E C WI’ n and B E Cnx p. Let the P-SVD 
of A and B be as in (1.3)-(1.4). Th en the following statements are equivalent: 
(i> (AB)W = B{lJA{l~; 
(ii)(a) ri = 0 and n > min{m + r2, p + rlJ, or 
(b) rl + ri = n, and m = rl or p = r2; 
(iii)(a) rank AB = 0 and n > min{m + rank B, p + rank A}, or 
(b)rankA+rankB-rankAB=nandm=rankAorp=rankB; 
(iv)(a) S’(B) cJy( A) and n > min{ m + rank B, p + rank A}; or 
(b)Jlr(A) c&F(B), and m = rank A orp = rank B. 
Proof. We only need to combine the results of Theorems 2.2, 3.1, and 
3.2, and use the facts that rl = rank A, rp = rank B, ri = rank AB. ??
In [7, Theorem 2.61, Werner provided some conditions under which 
(AR)(~) = B{i)~(i): 
(i) A and B are both of full column rank; 
(ii) A and B are both of full row rank; 
(iii) A is nonsingular and/or B is nonsingular. 
In fact, the conditions of all these three cases satisfy (iii)(b) of Theorem 3.3. 
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Case (i): A and B are both of full column rank. So in this case, 
rank A = n, rank B = p, and A-A = I,. Then 
rank AB > rank( A-AB) = rank B > rank AB, 
i.e., rank AB = rank B. So we have 
rank A + rank B - rank AB = n + rank B - rank B = n, 
and rank B = p. 
Case (ii): Use a similar argument to that in the proof of case (i); the 
conditions in this case also satisfy (iii)(b) of Theorem 3.3. 
Case (iii): When A is nonsingular, then m = n = rank A, rank AB = 
rank B. So 
rankA+rankB-rankAB=n. and rankA=n=m. 
The same argument also applies to the case that B is nonsingular. 
4. CONCLUDING REMARKS 
For given matrices A E C”” ” and B E Crrxp, in this paper we have 
derived more equivalent conditions for B{l}A{l} & ( AB){l}, and equivalent 
conditions for B{l}A{l} = ( AB){l}, by applying the product singular value 
decomposition of A and B. It is proved that B(l)A(l} c (AB)(l) if and only 
if rank AB = 0 or rank A + rank B - rank AB = n, and it is proved that 
B{l)A{l) = (AB){l} if and only if 
(a) rank AB = 0 and n > min{m + rank B, p + rank A}, or 
(b) rank A + rank B - rank AB = n, and m = rank A or p = rank B. 
Other equivalent conditions are also derived for these two problems. 
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