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Abstract
Spin foam models, an approach to defining the dynamics of loop quantum gravity, make
use of the Plebanski formulation of gravity, in which gravity is recovered from a topological
field theory via certain constraints called simplicity constraints. However, the simplicity
constraints in their usual form select more than just one gravitational sector as well as a
degenerate sector. This was shown, in previous work, to be the reason for the “extra” terms
appearing in the semiclassical limit of the Euclidean EPRL amplitude. In this previous
work, a way to eliminate the extra sectors, and hence terms, was developed, leading to the
what was called the Euclidean proper vertex amplitude. In the present work, these results
are extended to the Lorentzian signature, establishing what is called the Lorentzian proper
vertex amplitude. This extension is non-trivial and involves a number of new elements
since, for Lorentzian bivectors, the split into self-dual and anti-self-dual parts, on which
the Euclidean derivation was based, is no longer available. In fact, the classical parts of
the present derivation provide not only an extension to the Lorentzian case, but also, with
minor modifications, provide a new, more four dimensionally covariant derivation for the
Euclidean case. The new elements in the quantum part of the derivation are due to the
different structure of unitary representations of the Lorentz group.
I. INTRODUCTION
Spin foams [1–4] arise from a path integral approach to loop quantum gravity (LQG) [5–8]
and are based on the observation that general relativity in Plebanski’s formulation [9] resembles
SL(2,C)-BF-theory in four dimensions. BF-theories are named after the general form of their
action, SBF = ∫M B ∧ F where B is a Lie-algebra valued 2-form on a 4-manifold M and F is the
curvature of a connection A. Since these theories are well understood and under good technical
control, the general strategy in spin foams is first to discretize then quantize the BF action and
afterwards implement the so-called simplicity constraints which reduce BF theory to gravity. If we
define the Plebanski 2-form B by 2κB =∶ B+ 1
γ
∗B, with γ the Barbero-Immirzi parameter [10, 11],
κ = 8πG, and ∗ the hodge dual on the algebra, the solutions to this constraint fall into the five
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2sectors:
(I±) B = ±e ∧ e for some e
(II±) B = ± ∗ e ∧ e for some e
(deg) B is degenerate (tr(∗B ∧B) = 0)
Of these, only the sectors (II±) correspond to gravity with co-tetrad e and the usual Newton
constant G. In modern models [12–15] the original constraints are replaced by a reformulation that
is linear in the B-field, and which excludes solutions of type (I±). Nevertheless, the question which
of the remaining Plebanski sectors are still present and how they affect the resulting amplitudes
is seldom addressed in the literature. For the Euclidean EPRL-model [12, 16, 17] this issue was
examined for the first time in [18, 19] where it was found that the sectors (deg) and (II±) are
still present in their entirety. It was further argued that a certain mixing of these sectors is
responsible for the appearance of multiple undesired terms in the asymptotic limit of the model.
More specifically, in their important work [20] Barrett, Dowdall, Fairbrain, Gomes and Hellmann
discovered that in the large spin-limit the EPRL-amplitude is governed by multiple terms, each
consisting in an exponential of the Regge action, that is, the discrete action of gravity, rescaled by
different coefficients and different signs, rather then by the one exponential term one would expect.
This leads to unphysical equations of motion dominating in this limit when multiple 4-simplices
are considered [21, 22] and may even be the source of bubble divergences [22]. Also, the authors of
[23] argued that the appearance of these multiple sectors might be responsible for the difficulties
arising when trying to construct a Rigging-map for the canonical theory from the KKL-model
[14, 24, 25], a generalized version of the EPRL-model. All these problems might therefore be
solved by imposing an additional quantum constraint involving orientation and Plebanski sectors
of the B-fields and eliminating the undesired sectors and hence terms. Such a quantum constraint
has already been used to modify the Euclidean model [18, 19, 21, 26] leading to what was called
the proper vertex amplitude.
Of course, the Euclidean model is just a testing ground for methods to be used in the Lorentzian
theory. The aim of this paper is to extend the analysis of [18, 19] to the Lorentzian case, and to
derive a Lorentzian proper vertex amplitude. The outcomes are similar but not identical to those
in the Euclidean case: In the Lorentzian EPRL model, all three sectors (II±) and (deg) are present
and generate the various terms in the asymptotics. The undesired sectors and hence terms can
be excluded by imposing an analoguous quantum constraint yielding a Lorentzian proper vertex
amplitude that is both SU(2)- and SL(2,C)-covariant. The most obvious differences from the
Euclidean case arise from the fact that the SL(2,C) algebra does not decompose into self-dual
and anti-self-dual parts, and has very different unitary representations, forcing the presentation
of the classical analysis, and the details of the quantum analysis, to be quite different from that
used in the Euclidean paper. In particular, in the classical analysis, one is forced to use structures
3which make the four dimensional geometry more manifest throughout presentation. The resulting
structure of the classical analysis, in addition to providing an extension to the Lorentzian case,
provides, with minor modification, a new derivation for the Euclidean signature, so that this part
of the presentation is more general than that in [18, 19, 21, 26].
The paper is organized as follows. Section II presents the classical analysis part of the paper.
Specifically, in section IIA the Lorentzian bivector geometries will be reviewed based on [27]. In
section II B these discrete geometries will be related to continuous 2-forms, and a characterization
of the different Plebanski sectors in terms of the discrete data is derived. Finally, in section IIC,
we analyze the classical constraint restricting to the Einstein-Hilbert sector closely following the
ideas of [18, 19, 21, 26]. In the third section we will recall the construction of the Lorentzian
EPRL-model [28, 29] and its asymptotic limit, and interpret each term in this limit as arising
from a corresponding Plebanski sector. Finally, in section IV we will propose a new proper vertex
amplitude and analyze its symmetry properties. The semiclassical properties of this new amplitude
will be studied in the companion paper [30], and its graviton propagator is studied in the upcoming
paper [31].
II. CLASSICAL ANALYSIS
The spin foam approach is based on a discretized classical theory and for this reason the path
integral should be peaked on discrete geometries in the semiclassical limit. Even though for a
complete semiclassical picture one should take arbitrarily fine triangulations into account involving
an arbitrary number of simplices (see e.g. [32]), we will only consider the amplitude associated to a
single 4-simplex here, as this is simplest and is sufficient to identify the different Plebanski sectors
in the asymptotic limit.
The spin foam path integral defines transition amplitudes for states of quantum geometry on its
boundary. In the case of a single 4-simplex σ this means that the associated amplitude describes
quantum evolution from one part of its boundary ∂σ to the other, each triangulated by tetrahedra.
Hence, we will assume that all tetrahedra are space-like1.
A. Discrete Lorentzian geometry
1. Discrete simplicial geometry
For the purpose of discussing the data, geometry, and fields associated to a single 4-simplex,
we use an oriented manifold M isomorphic to R3,1 equipped with the Minkowski metric η =
diag(−,+,+,+).
1 For an extension of the EPRL-model to incorporate also time-like tetrahedra see [33, 34].
4Definition 1 (Geometric 4-simplex). A geometric 4-simplex σ is the convex hull of 5 points in
M, called vertices, not all of which lie in the same 3d affine hyperplane.
Definition 2 (Numbered 4-simplex). A numbered 4-simplex is a geometric simplex together with
an (arbitrary) assignment of labels 0,⋯,4 to its five vertices. Each tetrahedron τa is then labeled
by the vertex a it does not contain and the common triangle ∆ab of tetrahedron τa and τb is labeled
by the pair (ab).
Note, the numbering of the vertices induces an orientation, which we call ‘discrete’, on the
simplex σ independent of the orientation of M: By fixing the vertex 0 the ordered quadruplet
(0⃗1, 0⃗2, 0⃗3, 0⃗4) of vectors at 0 tangent to the edges joining 0 and a = 1,2,3,4 defines an orientation.
Of course there are also other ways to associate an orientation to each numbering. In the subsequent
discussion the concrete convention how to relate numberings and orientation is not of interest;
however, once it is established, the so-defined discrete orientation either agrees or disagrees with
the orientation of the manifold. At certain points we will restrict to numberings which agree with
the orientation of the manifold; when we do this we thereby endow the numbering with information
about orientation which is not given elsewhere in the discrete data.
Definition 3 (Ordered 4-simplex). An ordered 4-simplex is a numbered 4-simplex in an oriented
manifold M whose discrete orientation coincides with the orientation of M.
2. Bivector geometry
Simple bivectors, elements in Λ2(R3,1) of the form Σ = v ∧ w, are naturally associated to flat
triangles because they are fixed uniquely by two edge vectors v,w ∈ R3,1. If the plane spanned by
v,w is space-like, time-like, or null, Σ is respectively called space-like, time-like, or null. The norm
of Σ,
Σ2 ∶=
1
2
ΣIJΣIJ
in these three cases is respectively positive, negative, or zero. Here and throughout this paper,
Minkowski space indices I, J,K . . . are raised and lowered with the Minkowski metric η.
Alternatively, the information in a triangle can be encoded in the bivector ∗v ∧ w. It is not
hard to see that this gives again a simple bivector, N ∧N ′ ∝ ∗v ∧ w, where now N and N ′ are
appropriately choosen normals to the triangle. Specifically, to a triangle ∆ab in a 4-simplex σ with
area A(∆ab), we associate the time-like bivector
B
geom
ab
(σ) = −A(∆ab)
Na ∧Nb
∣Na ∧Nb∣
(2.1)
5where Na is the outward pointing normal to the a
th tetrahedron, ∣B∣ ∶= ∣B2∣1/2, and the sign is
chosen for later convenience2. In the following such bivectors are called geometric3. As a 4-simplex
has 10 triangles this gives a set of 20 bivectors such that Bgeom
ab
= −Bgeom
ba
.
Definition 4 (Discrete Plebanski field). A set of time-like simple bivectors {Bab}, a, b = 1, . . . ,5 is
called a discrete Plebanski field if
1. BIJab = −B
IJ
ba (orientation)
2. ∑
b∶b≠a
BIJab = 0 (closure)
Definition 5 (Bivector geometry). A discrete Plebanski field is a weak bivector geometry if
1. ∀a ∃N Ia ∈ R3,1 such that NaI(∗Bab)IJ = 0, ∀b ≠ a (linear simplicity)
2. tr(Bab[Bac,Bad]) ≠ 0 (tetrahedron non-degeneracy)
If additionally {Bbc}b,c≠a spans Λ2(R3,1) for any a (full non-degeneracy) then it is called a bivector
geometry.
As Barrett and Crane showed in their seminal work [36], any 4-simplex in R4 determines an
Euclidean bivector geometry in Λ2(R4) and any Euclidean bivector geometry defines a 4-simplex
unique up to translation and inversion. At no point in their proof is the Euclidean metric used, so
that the same proof applies to the case of a Lorentzian signature metric. Furthermore, the proof
does not make use of any predefined orientation so that the resulting simplices are numbered but
not necessarily ordered. We thus have:
Theorem 1 (Bivector geometry theorem). The bivectors {Bgeom
ab
} ⊂ Λ2(R3,1) associated to a num-
bered 4-simplex with space-like boundary form a bivector geometry. Vice versa, any bivector geom-
etry determines a 4-simplex σ of the above type, unique up to translation and inversion, such that
Bab = µB
geom
ab
(σ) for some unique µ = ±1.
One can separate the information in a bivector geometry into boundary data describing each
tetrahedron separately, and parallel transports describing how the tetrahedra fit together. Keeping
in mind the later use in quantum theory, it will be convenient to describe the parallel trans-
ports using SL(2,C) elements. Each SL(2,C) element is associated to an element of the proper
orthochronous Lorentz group SO+(3,1), using the isomorphism
ρ ∶ R3,1 → H v ↦ v0 Id + viσi , (2.2)
2 Specifically so that the sign in (2.27) is positive.
3 In [20, 27] a geometric bivector B˜geom
ab
is defined as the bivector spanning the plane of ∆ab, i.e. ∗B˜
geom
ab
= Bgeom
ab
.
Here, we have chosen instead to be consistent with the convention used in [35] and [28, 29].
6where H is the space of 2x2 Hermitian matrices and σi are the Pauli matrices. A given Λ ∈ SL(2,C)
then corresponds to the unique Λ̂ ∈ SO+(3,1) for which
ρ(Λ̂v) = Λρ(v)Λ†. (2.3)
Given any weak bivector geometry {BIJab }, one then has that there exist areas {Aab = Aba}, 3-vectors
{nab}, and SL(2,C) elements {Xa} such that4
Bab = −AabX̂a▷ T ∧ (0,nab) (2.4)
where T ∶= (1,0,0,0) and ▷ denotes the action of SO(3,1) on Λ2(R3,1), that is, (X̂ ▷ b)IJ ∶=
X̂IKX̂
J
Lb
KL. The ‘boundary data’ {Aab,nab} determines the geometry of each tetrahedron indi-
vidually, with the group elements X̂a telling how to rotate these tetrahedra so they ‘glue’ together
to form a 4-simplex. Specifically, the closure condition on {Bab} becomes
∑
b∶b≠a
Aabnab = 0, (2.5)
and the tetrahedron non-degeneracy condition becomes
{nab}b∶b≠a span R3, (2.6)
which are the necessary and sufficient conditions for there to exist a tetrahedron ta in R
3 with
areas {Aab}b∶b≠a and outward pointing normals {nab}b∶b≠a to each face [37]. If we identify R3 with
the hypersurface in R3,1 orthogonal to T , the simple time-like bivectors associated to each face of
ta are
bab ∶= −AabT ∧ (0,nab). (2.7)
The bivectors Bab are then obtained by rotating these by X̂a. Let τa denote the rotated tetrahedron
X̂ata. Each tetrahedron ta lies in R
3 and hence has ±T as its normal. Consequently, the rotated
tetrahedron τa associated to the bivectors {Bab}b∶b≠a – that is, the ath tetrahedron of the 4-simplex
σ reconstructed in theorem 1 – has
Na = ±Fa ∶= ±X̂T (2.8)
as its normal, where we let the sign ± be chosen separately for each a such that Na is outward
pointing. This is consistent with the fact that the simple time-like bivectors bab satisfy linear
simplicity using ±T as normal,
TI(∗bab)IJ = 0, (2.9)
4 This equation fixes the meaning of Xa, Aab, and nab. In particular the minus sign is a choice of convention in the
meaning of nab, chosen so that the coefficient relating nab and Lab in equation (3.2) is positive.
7while the bivectors {Bab}b∶b≠a satisfy linear simplicity using Na = ±X̂aT :
NaI ∗BIJab = (X̂aT )I ∗BIJab = 0. (2.10)
In terms of {Aab,nab,Xa}, the orientation constraint on {Bab} becomes
X̂a▷ bab = −X̂b▷ bba (2.11)
Finally, the full non-degeneracy condition is equivalent to a condition only on the group elements
{Xa}. In preparation for stating this condition, note that, given a solution {Xa} to (2.11), for any
set of signs ǫa and any Y ∈ SL(2,C), {X ′a ∶= ǫaY Xa} is also a solution. We call any such pair of
solutions ‘equivalent’ because (1.) the signs ǫa do not affect X̂a and hence do not affect the final
reconstructed Bab, and (2.) the rotation Y just effects an overall global SO(3,1) rotation, and we
write {Xa} ∼ {X ′a}.
Lemma 1. The bivectors {Bab = X̂a▷ bab}, constructed from a given set of closed, non-degenerate
boundary data and Xa satisfying orientation, are degenerate iff {Xa} ∼ {Ua} ⊂ SU(2).
Proof. Assume that {Xa} is equivalent to a subset in SU(2). Then X̂a = Ŷ X̂ ′a for some Ŷ ∈
SO+(3,1) and {X̂ ′a} ⊂ SU(2), so that X̂aT = Ŷ T . But by (2.10) this means that
0 = (X̂aT )I(∗Bab)IJ = (Y T )I(∗Bab)IJ
for all a and b, whence {Bab} is degenerate.
Suppose conversely that {Bab} is degenerate. By lemma 3 of [20] (which applies unaltered to
the Lorentzian case [27]) it follows that all future pointing normals Fa = X̂aT are proportional
and hence equal to some 4-vector F . Let Y be any SL(2,C) element such that Ŷ T = F , and let
X ′a ∶= Y −1Xa, so that Xa = Y X ′a. Then X̂ ′aT = Y −1F = T , which from (2.3) implies {X ′a} ⊂ SU(2),
so that Xa is equivalent to a subgroup of SU(2). ∎
Due to this lemma, if a set of group elements {Xa} is equivalent to a subset of SU(2), we shall call
it degenerate.
To summarize, any weak bivector geometry {Bab} can be written in the form (2.4) for some
{Aab,nab,Xa}. Conversely, given any set of data {Aab,nab,Xa}, the reconstructed bivectors (2.4)
will form a weak bivector geometry iff (2.5), (2.11), and (2.6) are satisfied, and will form a bivector
geometry iff {Xa} is non-degenerate.
Given boundary data {Aab,nab}, one can also ask whether there exist group elements {Xa} so
that (2.4) form a weak bivector geometry, how many inequivalent such choices of group elements
{Xa} exist and whether they are degenerate. This question has been analyzed in [27] and leads to
the following classification. Suppose {Aab,nab} satisfy closure and tetrahedron non-degeneracy.
1. If the boundary data correspond to the boundary of a non-degenerate Lorentzian 4-simplex,
there will exist two inequivalent solutions Xa to the orientation constraint, neither of which
is degenerate.
82. If the boundary data correspond to the boundary of a non-degenerate Euclidean 4-simplex,
there will exist two inequivalent solutions Xa to the orientation constraint, both of which are
degenerate5.
3. If the boundary data neither correspond to the boundary of a non-degenerate Lorentzian
4-simplex, nor to the boundary of a non-degenerate Euclidean 4-simplex, then it forms what
is called a vector geometry [20, 27], and, up to equivalence, there exists only one solution
Xa, which is degenerate.
Note that both of the last two cases correspond to degenerate weak bivector geometries from the
Lorentzian point of view.
The first two cases furthermore share a notable property which will be important later on when
defining coherent states corresponding to given boundary data. Namely, in the first two cases, not
only are the bivectors Bab and Bba equal and opposite, but the corresponding triangles also have
the same shape so that the reconstructed tetrahedra glue together to provide a consistent Regge
geometry of the boundary of the 4-simplex. This is a property which can be coded in the boundary
data alone, and such boundary data is called Regge-like.
Definition 6 (Regge-like boundary data). A set of closed non-degenerate boundary data {nab,Aab}
is called Regge-like if the tetrahedra ta defined by {nab,Aab}b∶b≠a glue together to form a consistent
Regge geometry on the boundary of a 4-simplex.
For such boundary data there exists a unique set of SO(3) elements ĝab, called gluing maps,
such that
ĝabnab = −nba and ĝabta = tb. (2.12)
So far we have not discussed degenerate boundary data — that is, for which tetrahedron non-
degeneracy fails. For this kind of data the geometric picture is fundamentally different since the
normals nab can no longer be interpreted as normals of the triangles but are edges of a quadrilateral.
Such configurations are analyzed in greater detail in [38] but will be excluded here since the methods
of [27] can not be applied to determine the phase in the asymptotic formula.
B. Plebanski Sectors
1. From the continuum to the discrete
In the Plebanski-Holst formulation of gravity [9, 12, 13, 17, 39, 40] the usual Einstein-Hilbert
action is replaced by a BF-type action with an additional constraint:
S = − 1
2κ
∫
M
tr[(B + 1
γ
∗B) ∧F [A] + λIJKLBIJ ∧BKL] (2.13)
5 In this case, the two solutions are equivalent to two solutions {U+a } and {U
−
a } in SOT (3). These can be used to
reconstruct the four dimensional bivectors of the relevant Euclidean 4-simplex via BEuclab ∶= [(U
+
a ,U
−
a )]▷ bab where
▷ denotes the adjoint action of SO(3) × SO(3)/Z2 ≅ SO(4) on so(4).
9where B is a sl(2,C)-valued 2-form on an oriented space-time M and F [A] is the curvature of a
sl(2,C)-valued connection A. Furthermore, κ denotes the gravitational constant 8πG, γ ∈ R the
Barbero-Immirzi parameter and λIJKL a tensor satisfying λIJKLǫ
IJKL = 0. Extremization of the
above action with respect to the Lagrange multiplier λ leads to the simplicity constraint
BIJ ∧BKL = 1
4!
ǫIJKLǫMNPQB
MN ∧BPQ (2.14)
whose solutions fall into the five Plebanski sectors:
(I±) B = ±e ∧ e for some eIµ
(II±) B = ± ∗ e ∧ e for some eIµ
(deg) B is degenerate (tr(∗B ∧B) = 0)
However, only if B is in sector (II±) do the equations of motions of (2.13) describe gravity with the
usual Newton constant and the action reduce to the Holst action [39] of Loop Quantum Gravity
up to a sign. Before quantizing the model the action is discretized and the continuous fields are
replaced by
B∆ ∶= ∫
∆
B (2.15)
where {∆} are arbitrarily oriented triangles of a simplicial triangulation of M. In order to demon-
strate how this discrete data are related to the discrete Plebanski fields of the last subsection, we
focus on a single 4-simplex σ in the triangulation. Number the vertices of σ from 0 to 4 such that
σ becomes an ordered 4-simplex, i.e. in such a way that the numbering codes the orientation. As
in the last subsection, let τa denote the tetrahedron labeled by the number a of the vertex opposite
it, oriented as part of the boundary of σ, and let ∆ab denote the triangle shared by τa and τb, with
orientation as part of the boundary of τa. We then define
Bab ∶= ∫
∆ab
B. (2.16)
These are the data which will be identified with a (weak) bivector geometry. However, this iden-
tification is exactly possible only once the infinite number of degrees of freedom in the choice of
continuum 2-form is restricted in some way. The restriction we choose is that the continuum 2-form
should be constant within σ. Specifically, we fix a flat connection ∂ on σ which is adapted to σ in
the sense that, relative to the affine structure defined by ∂, σ is the convex hull of its vertices. We
then restrict to continuum form fields B which are constant with respect to ∂ in σ.
The connection ∂ not only induces an isomorphism among all the tangent spaces of σ, but also
provides a natural isomorphism between each tangent space and the space of constant vector fields
on σ. Using this, one can give a more explicit expression for the orientation of ∆ab via the following
definition.
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Definition 7 (Oriented triangle). Let ǫαβγδ be any inverse volume form6 in the equivalence class
defining the orientation of M and let Na and Nb be any outward pointing covariant normals to the
tetrahedra τa and τb containing ∆ab. The inverse 2-form
ǫ
αβ
[ab]
∶= ǫαβγδ(Na)γ(Nb)δ (2.17)
is non-zero, tangent to ∆ab and unique up to rescaling by a positive function, thereby fixing the
orientation of the triangle.
Note that, in this definition, the 4-simplex need not be ordered, so that ǫαβ
[ab]
can be defined for
any numbered simplex. Furthermore, the orientation of the triangle is anti-symmetric under the
exchange of the normals i.e. ǫαβ
[ab]
= −ǫαβ
[ba]
. For this reason, the data (2.16) obey orientation.
2. From the discrete to the continuum
To interpret a given weak bivector geometry in terms of Plebanski sectors, the continuum 2-form
has to be reconstructed. Lemma 1 in [18] tells us that for any discrete Plebanski field {Bab} and
any choice of a numbered 4-simplex σ in M there exist a unique constant 2-form Bµν({Bab}, σ)
such that
BIJab = ∫
∆ab(σ)
BIJ({Ba′b′}, σ) (2.18)
where the orientation of triangle ∆ab(σ) is defined as in definition 7. In general, the resulting
continuum 2-form depends on the numbered 4-simplex chosen, though, as we shall see, certain
properties are independent of this choice. It will be important to consider how the resulting
continuum 2-form changes if we replace σ by its parity reversal Pσ. The orientation ǫαβ
[ab]
(Pσ) of
∆ab(Pσ) is related to that of ∆ab(σ) by
ǫ
αβ
[ab]
(Pσ) = ǫαβγδ(P ∗Na)γ(P ∗Nb)δ = −P∗ǫαβ[ab](σ) (2.19)
where we used that the pushforward P∗ on ǫ
αβγδ yields P∗ǫ = −ǫ. Applying this to the form integral
yields
∫
∆ab(Pσ)
[−P ∗B({Ba′b′}, σ)] = ∫
P∆ab(σ)
P ∗B({Ba′b′}, σ) = ∫
∆ab(σ)
B({Ba′b′}, σ) = Bab
where (2.19), the diffeomorphism covariance of the form integral, and equation (2.18) respectively
have been used. Comparing the final result with equation (2.18), proves7:
Lemma 2. Given any discrete Plebanski field {Bab} and any numbered 4-simplex σ,
Bµν({Bab}, Pσ) = −P ∗Bµν({Bab}, σ) . (2.20)
6 In this subsection, greek indices refer to space-time while I,J,K, . . . are internal (algebra) indices. Furthermore, it
is here most convenient to define the orientation of a manifold by an equivalence class of inverse volume forms
[26].
7 For an alternative proof see Lemma 3 in [19]
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The continuum 2-form determined by equation (2.18) defines a dynamical orientation which
may or may not agree with ǫ and can be measured by
ω(Bµν) ∶= sgn (ǫαβγδ ǫIJKLBIJαβ BKLγδ ) . (2.21)
Similarly we can define a function ν(Bµν) measuring the Plebanski sector, such that ν(Bµν) equals
±1 if Bµν is in Plebanski sector (II±) and vanishes if Bµν is degenerate.
Note that both ω and ν are invariant under the action of all orientation preserving diffeomor-
phisms but change sign when replacing σ by Pσ. This follows from Lemma 2, together with the
fact that multiplication by a minus flips the Plebanski sectors while P changes the orientation.
That is,
ω (Bµν({Bab}, Pσ)) = −ω (Bµν({Bab}, σ)) and ν (Bµν({Bab}, Pσ)) = −ν (Bµν({Bab}, σ)) .
(2.22)
It follows that the Plebanski sector and orientation are ill-defined as functions of the discrete
variables unless a restriction is placed on the class of 4-simplices. 8 The most natural convention
is to define ω and ν with respect to an ordered 4-simplex, that is,
ν({Bab}) ∶= ν (Bµν({Bab}, σ˜)) and ω({Bab}) ∶= ω (Bµν({Bab}, σ˜)) (2.23)
for any ordered 4-simplex σ˜. This convention endows the ordering of the tetrahedra with the
information about the background orientation necessary to extract ω and ν.
Once one makes this restriction to ordered 4-simplices σ˜, as in the Euclidean case (see lemma 2
in [18]), ω(Bµν({Bab}, σ˜)) and ν(Bµν({Bab}, σ˜)) are in fact independent of the choice of ordered
4-simplex σ˜ used. This can be seen from the fact that the only background structures on M used
in the construction of the 2-form Bµν({Bab}, σ˜) are ∂, which is equivalent to an affine structure,
and an orientation. The symmetry group of these background structures is the group of proper,
i.e. orientation preserving, affine transformations. It follows that Bµν({Bab}, σ˜) is covariant under
this group, so that for any proper affine transformation φ ∶M →M
Bµν({Bab}, φ ⋅ σ˜) = φ ⋅Bµν({Bab}, σ˜) ∶= (φ−1)∗Bµν({Bab}, σ˜)
where φ ⋅Bµν ∶= (φ−1)∗Bµν is the natural left action of φ on a 2-form. But given any two ordered
4-simplices σ˜ and σ˜′ there exist a proper affine transformation φ mapping the vertices of σ˜ to those
of σ˜′ and therefore
Bµν({Bab}, σ˜′) = Bµν({Bab}, φ ⋅ σ˜) = (φ−1)∗Bµν({Bab}, σ˜) .
Since φ defines a particular orientation preserving diffeomorphism, it follows that ω(Bµν({Bab}, σ˜′)) =
ω(Bµν({Bab}, σ˜)) and ν(Bµν({Bab}, σ˜′)) = ν(Bµν({Bab}, σ˜)), so that ω and ν are independent of
the ordered 4-simplex used, proving the claim.
8 However, the product of ω and ν is well-defined, which already hints that orientation and Plebanski sector can not
be treated separately.
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One can go further: The resulting functions ω({Bab}) and ν({Bab}) are also independent of
the two background structures chosen on M, namely the choice of flat connection ∂ and the choice
of a fixed orientation ǫ. To prove independence of ∂, let us begin by including ∂ explicitly as an
argument, so that we write ω({Bab}, ∂), ν({Bab}, ∂). For the intermediate steps of the proof, we will
also need to add ∂ as an additional argument for the reconstructed 2-form, Bµν({Bab}, σ˜, ∂). Note
that, with ǫ now the only remaining background structure, Bµν({Bab}, σ˜, ∂) is now covariant with
respect to all orientation-preserving diffeomorphisms. Let ∂ and ∂′ be any two flat connections.
Any two such connections are related by an orientation-preserving diffeomorphism ϕ.9 Because ϕ
is orientation-preserving and maps ∂ to ∂′, if σ˜ is an ordered 4-simplex with respect to (∂, ǫ), ϕ ⋅ σ˜
is an ordered 4-simplex with respect to (∂′, ǫ). We therefore have
ω({Bab}, ∂′) ∶= ω(Bµν({Bab}, ϕ ⋅ σ˜, ∂′)) = ω(Bµν({Bab}, ϕ ⋅ σ˜, ϕ ⋅ ∂))
= ω(ϕ ⋅Bµν({Bab}, σ˜, ∂)) = ω(Bµν({Bab}, σ˜, ∂))
= ω({Bab}, ∂)
where the invariance of ω(Bµν) under all orientation-preserving diffeomorphisms has been used.
This proves that ω({Bab}, ∂) is independent of the choice of ∂, and ∂ will be dropped as an
argument from now on. Similarly, because ν(Bµν) is also invariant under orientation preserving
diffeomorphisms, the exact same argument applies to ν: ν({Bab}, ∂) is independent of ∂, and this
argument will be dropped from now on.
To see the independence of ω({Bab}) and ν({Bab}) from the choice of fixed orientation of M,
let us now include the orientation ǫ explicitly as an argument, ω({Bab}, ǫ), ν({Bab}, ǫ). Because
the definition of ω in terms of Bµν also depends on ǫ, we furthermore write ω(Bµν , ǫ). We then have
the following three facts: (1.) For a given numbered 4-simplex σ, flipping ǫ flips the orientation
of the triangles ∆ab, and hence, via equation (2.18) flips the sign of the reconstructed Bµν , so
that Bµν({Bab}, σ,−ǫ) = −Bµν({Bab}, σ, ǫ). (2.) When we flip ǫ, the notion of which numbered 4-
simplices are ‘ordered’, and hence allowed in calculating ω and ν, is reversed. Thus, if σ˜ is ordered
with respect to ǫ, and P denotes parity, then Pσ˜ is ordered with respect to −ǫ. (3.) From equation
(2.21), ω(Bµν ,−ǫ) = −ω(Bµν , ǫ). Using these three facts, we have
ω({Bab},−ǫ) ∶= ω(Bµν({Bab}, P σ˜,−ǫ),−ǫ) = −ω(Bµν({Bab}, P σ˜,−ǫ), ǫ)
= −ω(−Bµν({Bab}, P σ˜, ǫ), ǫ) = −ω(P ∗Bµν({Bab}, σ˜, ǫ), ǫ)
= ω(Bµν({Bab}, σ˜, ǫ), ǫ) = ω({Bab}, ǫ)
9 This can be proven as follows. Because they are flat and M ≅ R3,1, there exists coordinate systems xa and xa
′
such that ∂ and ∂′ are the respective coordinate derivatives. Furthermore, because negating one coordinate in a
coordinate system does not change the associated coordinate derivative, these coordinate systems may be chosen
without loss of generality to have the same orientation. The unique diffeomorphism mapping xa to xa
′
is then an
orientation-preserving diffeomorphism mapping ∂ to ∂′.
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and
ν({Bab},−ǫ) ∶= ν(Bµν({Bab}, P σ˜,−ǫ)) = ν(−Bµν({Bab}, P σ˜, ǫ)) = ν(P ∗Bµν({Bab}, σ˜, ǫ))
= ν(Bµν({Bab}, σ˜, ǫ)) = ν({Bab}, ǫ)
where σ˜ is any 4-simplex ordered with respect to ǫ. Thus ω and ν for the reconstructed 2-form
Bµν do not even depend on the background choice ǫ, but depend on the algebra elements {Bab}
alone, so that one can truly write ω({Bab}) and ν({Bab}).
For the following theorem we now fix an arbitrary isomorphism e˚ ∶ M → R3,1 preserving ori-
entation and affine structure. Let e˚Iα denote the associated push-forward map; this then forms a
tetrad on M which is constant with respect to ∂. Let g˚αβ = e˚Iαe˚βI denote the associated metric,
and ǫ˚αβγδ = e˚0α ∧ e˚1β ∧ e˚2γ ∧ e˚3δ the associated oriented volume form. Using this metric structure, we
let Nαa denote the outward unit normal to tetrahedron τa of σ, and for each triangle ∆ab we let
ǫ˚
αβ
[ab]
denote the associated (inverse) area form oriented as in definition 7. It follows that
ǫ˚
αβ
[ab]
= λǫαβ
[ab]
= λ ǫ˚αβγδ(Na)γ(Nb)δ ,
where the positive function λ is fixed by the equation 2 = g˚αγ g˚βδ ǫ˚
αβ
[ab]˚
ǫ
γδ
[ab]
. One obtains, as in the
Euclidean case
λ = ∣Na ∧Nb∣−1 .
Furthermore, define N Ia ∶= e˚IαNαa and Bgeomab (σ) ∶= Bgeomab (˚e(σ)). We then have
Theorem 2. For any numbered 4-simplex σ,
BIJµν ({Bgeomab (σ)}, σ) = (∗˚e ∧ e˚)IJµν (2.24)
from which follows
ν(Bµν({Bgeomab (σ)}, σ)) = 1 (2.25)
and
ω(Bµν({Bgeomab (σ)}, σ)) = 1 (2.26)
Proof. The first assertion was already proven in [18]. In Particular one computes
∫
∆ab
e˚I ∧ e˚J = ∫
∆ab
ǫ˚[ab] ǫ˚
µν
[ab]
e˚Iµ e˚
J
ν =
1
2
ǫIJKL A(∆ab) (Na ∧Nb)
KL
∣Na ∧Nb∣ = A(∆ab)
(∗Na ∧Nb)IJ
∣Na ∧Nb∣ .
where ∫∆ab ǫ˚[ab] = A(∆ab) has been used. Since ∗2 = −1, using (2.1) it follows that
B
geom
ab
(σ)IJ = ∫
∆ab(σ)
(∗˚e ∧ e˚)IJ (2.27)
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implying equation (2.24)10, which immediately implies equation (2.25). Equation (2.26) then fol-
lows by ω(Bµν({Bab}, σ)) ∶= sgn(ǫαβγδ ǫ˚αβγδ) = 1. ∎
Note this theorem applies independent of whether σ is ordered. If the numbered 4-simplex σ is
ordered then by definition
ω({Bgeom
ab
(σ)}) ⋅ ν({Bgeom
ab
(σ)}) ∶= ω(Bµν({Bgeomab (σ)}, σ)) ⋅ ν(Bµν({Bgeomab (σ)}, σ)) = 1
where the last equality follows from the above theorem. If on the other hand σ is not ordered then
Pσ must be ordered, so that, using relations (2.22)
ω({Bgeom
ab
(σ)}) ⋅ ν({Bgeom
ab
(σ)}) ∶= ω(Bµν({Bgeomab (Pσ)}, σ)) ⋅ ν(Bµν({Bgeomab (Pσ)}, σ))
= ω(Bµν({Bgeomab (σ)}, σ)) ⋅ ν(Bµν({Bgeomab (σ)}, σ)) = 1.
Thus we have
Lemma 3. For any numbered 4-simplex σ, ω({Bgeom
ab
(σ)})ν({Bgeom
ab
(σ)}) = 1.
This lemma is the last piece needed to prove an extended version of the reconstruction theorem:
Theorem 3. Suppose {Aab,nab} is a set of non-degenerate boundary data and {Xa} a solution of
the orientation constraint Bab = −Bba for Bab ∶= −Aab X̂a▷ [T ∧ (0,nab)].
(i) If {Xa} is not equivalent to a subset in SU(2), then {Bab} is either in Plebanski sector (II+)
or (II-). Furthermore, there exists a numbered 4-simplex σ such that Bab = ωνB
geom
ab
(σ).
(ii) If {Xa} is equivalent to a subset in SU(2), then {Bab} is in the degenerate Plebanski sector.
Proof.
Proof of (i): From lemma 1 and theorem 1 follows the existence of a numbered 4-simplex σ such
that Bab = µ B
geom
ab
(σ). By lemma 3:
ω({Bab}) ν({Bab}) = ω({µBgeomab (σ)}) ν({µBgeomab (σ)}) = ω(Bgeomab (σ)) ν(Bgeomab (σ)) µ = µ
which in addition implies ν({Bab}) ≠ 0, so that {Bab} is either in Plebanski sector (II+) or (II−).
Proof of (ii): If {Xa} is equivalent to a subset in SU(2) then lemma 1 implies that the bivectors
{Bab} span a 3-dimensional hypersurface orthogonal to some fixed N I . Therefore BIJµν ({Bab}, σ)
associated to an arbitrary numbered 4-simplex σ must obey
0 = (∫
∆ab
(∗B)IJ)NJ = ∫
∆ab
((∗B)IJNJ)
for all a, b. Because (∗B)IJNJ is constant, it follows that (∗B)IJNJ ≡ 0, from which one can show
ηµνρσǫIJKLB
IJ
µνB
KL
ρσ = η
µνρσǫIJKL(∗B)IJµν(∗B)KLρσ = 0
so that BIJµν ({Bab}, σ) is in the degenerate sector for any σ. ∎
10 Note the importance of the sign convention in (2.1) for reaching this conclusion.
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C. Restriction to the Einstein-Hilbert sector
In order to permit a correct classical limit and have a clean relation between the spin foam
model and the canonical theory, it is necessary to restrict the solutions of the boundary value
problem for 4-simplexes to the sector µ = 1. It is precisely in this sector that the BF action reduces
to the Einstein-Hilbert action, and therefore it will be called Einstein-Hilbert sector. To later turn
µ = 1 into an operator constraint it is vital to rephrase it in terms of the boundary data and the
variables Xa.
Here and throughout the remaining part of the paper, ≙ denotes equality modulo multiplication
by a positive real number.
Lemma 4. Suppose {Aab,nab} is a set of Regge-like boundary data and {Xa} ⊂ SL(2,C) a solution
of the orientation constraint giving rise to a non-degenerate bivector geometry {Bab}. Then there
exist a numbered 4-simplex σ such that
B
geom
ab
(σ) ≙ βab({X̂a′b′}) (X̂aT ) ∧ (X̂bT )
with Xab =X−1a Xb and
βab({X̂a′b′}) ∶= sgn [ǫijk(X̂acT )i(X̂adT )j(X̂aeT )k ǫlmn(X̂bcT )l(X̂bdT )m(X̂beT )n]
where {c, d, e} = {0, . . . ,4} ∖ {a, b} in any order.
Proof.
Recall from (2.8) that the outward normal Na of the tetrahedron τa equals X̂aT up to a sign ǫa,
so that from (2.1) one has Bgeom
ab
(σ) ≙ −ǫa ǫb (X̂aT ) ∧ (X̂bT ). As in the Euclidean case, the Gauss
law imposes four-dimensional closure, ∑a VaNa = 0 (see Appendix B of [26]), implying
Na = −V −1a ∑
b∶b≠a
VbNb
if Va ≠ 0. For space-like non-degenerate tetrahedra the metric volume Va is strictly positive so that
we can repeat the calculation in [26] to show
0 < ǫ(Na,Nc,Nd,Ne)2 = −Vb
Va
ǫ(Nb,Nc,Nd,Ne) ǫ(Na,Nc,Nd,Ne)
≙ −ǫaǫbǫ(X̂bT , X̂cT , X̂dT , X̂eT ) ǫ(X̂aT , X̂cT , X̂dT , X̂eT ) ≙ −ǫa ǫb βab({X̂a′b′})
Thus βab = −ǫaǫb, which proves the lemma. ∎
An explicit expression for µ in terms of {Xa} and {nab} is then
µ ≙ Bgeom
ab
(σ)IJBIJab ≙ βab({X̂a′b′}) [(X̂aT ) ∧ (X̂bT )]IJ [−X̂a▷ T ∧ (0,nab)]
IJ
= −βab({X̂a′b′}) [T ∧ X̂abT ]IJ [T ∧ (0,nab)]IJ = 2βab({X̂a′b′})(X̂abT )i niab .
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The minus in the last equality is canceled due to T ITI = −1. By using the isomorphism ρ, one has
the more explicit expression
(X̂abT )i = 1
2
tr(σiXabX†ab) , (2.28)
so that µ ≙ βab({X̂a′b′}) tr (σiXabX†ab) niab. If on the other hand {Xa} is equivalent to a subset in
SU(2) then clearly Xab ⊂ SU(2) and thus tr(σiXabX†ab) = trσi = 0. This shows the validity of
Theorem 4. For a given set of non-degenerate boundary data {Aab,nab} and a set {Xa} solving
orientation, the resulting bivectors Bab ∶= −AabX̂a ▷ T ∧ (0,nab) are in the Einstein-Hilbert sector
iff
βab({X̂a′b′}) tr (σiXabX†ab) niab > 0 (2.29)
for any given pair (a, b).
III. QUANTIZATION AND ASYMPTOTICS OF THE EPRL-VERTEX
To recall how the above classical variables relate to the structure of the quantum theory and to
clarify the notation, this section gives a brief review of the quantization and asymptotic expansion
of the Lorentzian EPRL-model based on [20] and [27].
A. Phase space and kinematical quantization
The first step in the quantization of the model is to replace the BF-part of the action (2.13) by its
discrete counter part (see [28, 29]). Let a triangulation T of M be given, with triangles denoted by
∆ and tetrahedra denoted by τ . The discrete variables then consist in an element b∆(τ) ∈ sl(2,C)
for each tetrahedron τ and triangle ∆ therein, and an element Xστ ≡ X−1τσ ∈ SL(2,C) for each
4-simplex σ and tetradhedron τ therein. The discrete action is then [12]:
Sdisc ∶= − 1
2κ
∑
∆∈Int(T)
tr [{b∆(τ) + 1γ ∗b∆(τ)}X∆(τ)] − 12κ ∑∆∈∂Ttr [{b∆(t∆) + 1γ ∗b∆(τ∆)}X∆] . (3.1)
Here, for ∆ in the interior Int(T), X∆(τ) ∶=Xτσ1Xσ1τ1Xτ1σ2⋯Xσnτ with the product going around
the ‘link’ of ∆, starting at τ and going in the direction determined by the orientation of ∆. For ∆
in the boundary ∂T, X∆(τ) ∶= Xτσ1Xσ1τ1Xτ1σ2⋯Xσnτ ′ with the product going around the ‘link’ of
∆, starting and ending within the boundary of T, in the direction determined by the orientation
of ∆. Furthermore, for ∆ ∈ ∂T, τ∆ denotes the tetrahedron ‘above’ ∆ within the boundary. Each
tetrahedron τ and each 4-simplex σ has its own ‘frame’. The algebra element b∆(τ) is in the frame
of τ , and the group element Xστ plays the role of the ‘parallel transport’ from the frame of τ to
the frame of σ. On a single numbered 4-simplex σ the action reduces to the boundary term only.
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If we additionally impose the time gauge in each tetrahedron frame so that the normal to each τ
in its own frame equals T then the variables b∆(τ) and Xστ become exactly the previously defined
variables bab and Xa, with identification Xa ≡ Xστa , bab ≡ b∆ab(τa). The boundary phase space is
then parameterized by bab and Xab ∶=X−1a Xb.
Due to the extra term 1
γ
∗bX in the action, it is however not the b-field that is canonically
conjugate to X but J ∶= 1
κ
(b + 1
γ
∗b) (see [12, 41]). In other words, the Hamiltonian vector fields of
J are the right invariant vector fields on the group and the Poisson-algebra of the matrix elements
JIJ is isomorphic to sl(2,C). With the usual definition of rotation and boost generators,
Li =
1
2
ǫijkJ
jk and Ki = J0i,
the linear simplicity constraint (2.9) becomes
J
0j
ab
+ γ ∗ J0j
ab
=Kj
ab
+ γLj
ab
≈ 0
so that on the constraint surface we have
Aabn
i
ab = −(bab)0i = κγγ2 + 1(Liab − γKiab) ≈ γκLiab, (3.2)
where (2.7) was used in the first equality.
With Xab as configuration variables, the kinematical Hilbert space H∂σ is the L2 space over
the ten copies of SL(2,C) associated to the ten triangles in the boundary. This space is spanned
by generalized SL(2,C) spin network functions based on the graph whose nodes va are dual to
the tetrahedra τa and whose links ℓab are dual to the triangle ∆ab. Each generalized spin network
is specified by choosing, for each triangle ∆ab, an irreducible representation of SL(2,C) in the
principal series – specified by a real number pab and an half integer kab – together with two states
Ψab,Ψba in the carrying space H(pab,kab) of the chosen representation. Explicitly it is given by
Ψ{kab,pab,Ψab}({Xab}) ∶=∏
a<b
⟨Ψab,XabΨba⟩ (3.3)
The generators, Kab and Lab, are quantized to act on the state Ψab via the generators on H(pab,kab)
associated to iσ and σ respectively.
Each irrep of SL(2,C) decomposes into a direct sum of SU(2)-irreducibles:
H(k,p) ≃⊕
j≥k
Hj .
In the EPRL models [12–15], the simplicity constraints are imposed weakly by a master constraint
which restricts the irreps (pab, kab) to those obeying pab = γkab and the states Ψab in H(kab,pab) to
the lowest SU(2) irreducible Hkab. The resulting reduced boundary Hilbert space HEPRL∂σ is then
isomorphic to the SU(2) boundary Hilbert space of LQG. To see this, we recall that the latter space
is spanned by generalized SU(2) spin networks ψ{kab,ψab}, each of which is labelled by a choice of
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SU(2) irrep kab and two states ψab, ψba ∈ Hkab for each triangle ∆ab. Let I ∶ Hk → H(k,γk) denote
the embedding of Hk into the lowest SU(2) irreducible in the decomposition of H(k,γk) above11.
The SL(2,C) constrained boundary state corresponding to a generalized SU(2) spin network is
then given by
Ψ{kab,ψab}({Xab}) ∶=∏
a<b
⟨Iψab,XabIψba⟩
and the EPRL amplitude for the SU(2) boundary state ψ{kab,ψab} is simply the evaluation of the
BF vertex amplitude on the associated constrained SL(2,C) boundary state. That is,
AEPRLσ (ψ{kab,ψab}) ∶= ABFσ (Ψ{kab,ψab}) = ∫
SL(2,C)5
4
∏
a=0
dXaδ(X0)∏
a<b
⟨Iψab,XabIψba⟩ (3.4)
where dX denotes the Haar measure, and the δ(X0) is inserted in order to gauge-fix the fifth group
element, to ensure finiteness (see [29]). In the next section we will give an explicit expression for
the amplitude for coherent boundary states.
B. Coherent states and the EPRL-amplitude
1. Representation theory and coherent states
The unitary irreducible representations of SL(2,C) can be realized on the space of homogeneous
polynomials over C2 which scale as
f(λz0, λz1) = λ−1+ip+kλ¯−1+ip−kf(z0, z1)
and on which the group acts by its transpose,
(Xf)(z) = f(XT z) ,
so that rotation and boost generators act by respectively Lˆ
i
f ∶= −i ( d
dt
)
t=0
(e it2 σi f) and Kˆif ∶=
−i ( d
dt
)
t=0
(e t2σi f). The Hilbert space H(k,p) is then the subspace of square integrable functions
with respect to the standard invariant 2-form Ωz on C
2/0, Ωz = i2(z0dz1 − z1dz0)∧ (z0dz1 − z1dz0).
Due to the scaling behavior of f¯ gΩz one can define the scalar product as an integral over CP
1:
(f, g) ∶= ∫
CP
1
f¯gΩ . (3.5)
Furthermore, we can construct an invariant bilinear form α ∶H(p,k) ×H(p,k) → C using the unitary
isomorphism A ∶ H(k,p) → H(−k,−p) with A2 = (−)2k and the anti-unitary isomorphism H(k,p) →
H(−k,−p) given by complex conjugation (see [27] for details). More precisely, we set α(f, g) ∶= (J f, g)
11 If, instead of setting p = γk, one leaves p free then the EPRL amplitude is suppressed anyway in the semiclassical
limit unless p = γ˜k for some universal k˜, see [27].
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where J f ∶= Af . The bilinear form α is SL(2,C)-invariant, since J commutes with the group action
[27], and (anti-)symmetric, i.e. α(f, g) = (−)2kα(g, f).
The SU(2) irreducibles can be realized in a similar manner on the space of homogeneous func-
tions of degree 2k, which scale as
φ(λz0, λz1) = λ2kφ(z0, z1)
and on which the group acts again by its transpose. In terms of this realization, the embedding
I ∶ Hk →Hk,γk introduced in the last subsection can be chosen to be of the form
φ ↦ Iφ(z) = ⟨z, z⟩−1+iγk−kφ(z)
where ⟨z,w⟩ denotes the usual scalar product on C2. Note that I commutes with the action of
SU(2) but not with the action of SL(2,C). Moreover, if the inner product (⋅, ⋅)k in Hk is defined
by
(φ,φ)k = π
2k + 1φ
a1...a2k
φa1...a2k , (3.6)
where the coefficients φa1...a2k are extracted from the expansion φ(z) = φa1...a2kza1⋯za2k , then I is
isometric [20].
Coherent states provide a useful tool to relate states in Hk to the classical geometry of a sphere
(see appendix A for more details). In the fundamental representation, every spinor z is a coherent
state associated to the unit 3-vector nz determined by the map
Γ ∶ C2 → H
z ↦ z ⊗ z† =∶ ∥z∥2
2
(Id + nz ⋅σ). (3.7)
In other words, z satisfies the eigenvalue equation
(nz ⋅σ)z = z.
In the following we will restrict ourself to unit spinors ξ. If ξ is associated to nξ then Jξ, where
J ∶ ⎛⎝ξ0ξ1⎞⎠ ↦ ⎛⎝−ξ¯1ξ¯0 ⎞⎠
is the anti-linear structure map of SU(2) for which J2 = −1 and ⟨Jz,Jw⟩ = ⟨w,z⟩, is associated to
the norm −nξ pointing in opposite direction.
Since all irreducible representations k of SU(2) can be obtained by taking the 2k-fold sym-
metrized tensor product of the fundamental representations these geometric spinors can be easily
lifted to any irrep. More precisely, we define the coherent states in Hk corresponding to ξ ∈ C2 by
Ckξ (z) ∶=√dkπ ⟨ξ, z⟩2k, (3.8)
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where dk ∶= 2k + 1. The corresponding states in Hp,k are then
ICkξ (z) =√dkπ ⟨z, z⟩−1+ip−k⟨ξ, z⟩2k . (3.9)
These states correspond to the normals nξ in the sense that
niξ LˆiC
k
ξ = kC
k
ξ and (Ckξ ∣ Lˆi∣Ckξ ) = kniξ .
Other valuable characteristics of coherent states (3.9) are their over completeness and the relation
(Ckξ′ ,Ckξ )k = ⟨ξ′, ξ⟩2k (3.10)
which follows directly from equation (3.6) — see appendix A for a proof.
2. EPRL-Amplitude for coherent boundary states
Recall that the reduced boundary Hilbert space can be parametrized by SU(2) spin network
functions, each labeled by a choice, for each triangle, of spin kab, and two vectors, ψab and ψba,
in the corresponding irrep of SU(2). We now choose each of these vectors ψab to be a coherent
state Ckab
ξab
determined by some spinor ξab as above. This gives rise to a (Livine-Speziale [42])
coherent boundary state. Obviously it is labeled by the choice of spins kab and spinors ξab, which
we correspondingly call quantum boundary data, and is peaked on the classical boundary data{Aab,nab} defined by
Aab = γκkab, nab = nξab . (3.11)
Because of the predominant use of the spins kab throughout the rest of this paper, the set {kab,nab}
will also be called the classical reduced boundary data from now on. Furthermore a set of quantum
boundary data {kab, ξab} will be said to satisfy closure, satisfy tetrahedron non-degeneracy, or be
Regge-like if the corresponding classical boundary data {kab,nab} satisfies the same condition.
Specializing the expression (3.4) for the EPRL vertex amplitude to such a boundary state gives
Av = (−1)Ξ ∫
SL(2,C)5
δ(X4)∏
a
dXa∏
a<b
Pab (3.12)
where (−1)Ξ depends on the order of the tetrahedra and can be evaluated by a graphical calculus
(see [27]), and where12
Pab ∶= α(XaICab,XbICba)
is called the propagator for the triangle (ab), with Cab ∶= Cξab .
12 The expression used here for Pab is different from that used in [27]. See appendix C regarding this change in
convention.
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Using (3.9), the amplitude can be re-expressed (see appendix C) as
Av = (−1)Ξ c∫
SL(2,C)5
δ(X0)∏
a
dXa∫
(CP1)10
eS∏
a<b
dkab Ωab (3.13)
where c ∶= (1+γ2)5
[pi(1−iγ)]10
, Ωab ∶= Ωzab⟨Zab,Zab⟩⟨Zba,Zba⟩ ,
S[{kab, ξab};{Xa, zab}] =∑
a<b
kab log
⟨Zab, ξab⟩2⟨Jξba,Zba⟩2⟨Zab,Zab⟩⟨Zba,Zba⟩ + iγkab log ⟨Zba,Zba⟩⟨Zab,Zab⟩ , (3.14)
and where we used the abbreviation Zab ∶= X−1a zab and Zba ∶= X−1b zab. The integration over the
z-variables is due to the evaluation of α in each propagator. Here we have written the argument
of S so that the boundary data is given first, followed by the integration variables.
C. Asymptotic analysis
The behavior of the amplitude (3.13) for large spins can be studied by stationary phase methods,
that is, the amplitude for boundary data {λkab, ξab} in the regime λ →∞ is dominated by the critical
points for which ReS is maximal and δS = 0 (stationarity). As stated in [27] (and translated
according to appendix C by X ↦ (X†)−1), the maximality of the real part of the action imposes
Xaξab =
∥Zba∥∥Zab∥ eiθab XbJξba , (3.15)
while stationarity of the z-variables implies
(X†a)−1ξab = ∥Zab∥∥Zba∥ eiθab(X†b )−1Jξba (3.16)
for some set of phases θab ∈ [0,2π] and where ∥Z∥2 = ⟨Z,Z⟩. From the variation of the group
elements one obtains the closure conditions,
∑
b∶b≠a
kabnab = 0 , (3.17)
and from equations (2.7), (2.4) and (3.11) one reconstructs the physical bivectors as
1
γκ
Bab ∶= −kabX̂a▷ T ∧ (0,nab) = 2kabX̂a▷ ι(ξab) ∧ ι(Jξab). (3.18)
If the quantum boundary data {ξab, kab} satisfy linear simplicity, closure, and tetrahedron non-
degeneracy, then so do the above bivectors. The critical point equations (3.15) and (3.16) then
imply that furthermore orientation (2.11) is satisfied, so that the bivectors Bab satisfy all weak
bivector geometry conditions. As we saw, these conditions in turn are sufficient to ensure the
existence of a corresponding constant, Plebanski 2-form which turns out to be simple — and when
4-simplex non-degeneracy is additionally satisfied, one knows that this 2-form is non-degenerate,
and hence determines a space-time geometry.
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All that remains is to evaluate the action at the critical points. For this purpose it is convenient
to fix a phase convention in the family of coherent boundary states considered. Given classical
boundary data {kab,nab}, the spinors ξab are, a priori, determined only up to a phase. However, if
the boundary data is Regge-like there exist a preferred geometrical choice such that
gabξab = Jξba .
where {gab} ⊂ SU(2) are the quantum analogues of the gluing maps (2.12). States obeying this
convention are called Regge-states. For all other types of boundary data there is no similarly
natural convention so that the phase is left arbitrary.
The amplitude of a Regge-state at a critical point depends only on kab and the dihedral angle Θab
for which coshΘab = ∣Na ⋅Nb∣ if the boundary glues to a Lorentzian 4-simplex or cosΘEab = ∣NEa ⋅NEb ∣
if it glues to a Euclidean 4-simplex with normals NEa . We quote the result from [27]:
Theorem 5 (EPRL asymptotics). Let D = {λkab,nab} be a set of non-degenerate boundary data
satisfying closure.
1. If D is Regge-like and determines the boundary geometry of a Lorentzian 4-simplex, then in
the limit λ →∞,
Av ∼ ( 1
λ
)12 [N+ exp(iλγ∑
a<b
kabΘab) +N− exp(−iλγ∑
a<b
kabΘab)] . (3.19)
2. If D is Regge-like and determines the boundary geometry of an Euclidean 4-simplex, then in
the limit λ →∞,
Av ∼ ( 1
λ
)12 [NE+ exp(iλ∑
a<b
kabΘ
E
ab) +NE− exp(−iλ∑
a<b
kabΘ
E
ab)] . (3.20)
3. If D forms a vector geometry not in the above cases, then
Av ∼ (2π
λ
)12N (3.21)
in the limit λ→∞.
4. If D is not a vector geometry, then Av falls off faster than any inverse power of λ.
The factors N+, N−, N
E
+ , N
E
− and N are independent of λ and given in [27]
From the discussion at the end of section IIA, only in the case of (3.19) do the reconstructed
bivectors, and hence the reconstructed continuum Plebanksi 2-form correspond to a non-degenerate
Lorentzian geometry. Moreover, since the sign in the two terms is dictated by µ (see [27]) the only
part of the amplitude which corresponds to the Einstein-Hilbert sector is the first summand of
(3.19) (see section IIC).
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IV. A PROPOSED PROPER VERTEX AMPLITUDE
A. Definition
One would like the semiclassical limit of a spin foam to be dominated by the exponential of i
times the Regge action SR = 1κ ∑a<bAabΘab = γ∑a<b kabΘab and not by the ‘cosine’ (3.19) since,
heuristically, the amplitude is a discretized version of the path integral ∫ DeDAeiS[e,A] where
S[e,A] is the Plebanski action. More decisively, when multiple 4-simplices are considered, the
presence of two terms as in (3.19) for each 4-simplex leads to unphysical equations of motion
dominating in the semiclassical limit [21], and thus are possibly the root cause of the unphysical
curvature constraints found in [32], and may even be the root cause of certain divergences in spin
foam sums [22]. The previous analysis suggests that the reason for the appearance of the undesired
terms lies in summing over all Plebanski sectors instead of only taking the Einstein-Hilbert sector
into account.
As derived in section IIC, the data {kab,nab,Xa} determine a Plebanski 2-form in the Einstein-
Hilbert sector iff βab({X̂a′b′}) tr (σiXabX†ab) niab > 0. Hence one would like to insert the quantity
Θ [βab({X̂a′b′}) tr (σiXabX†ab) niab]
into the path integral, where Θ[x] ∶= 1 if x > 0and 0 otherwise. Since, from (3.2), on the reduced
boundary phase space niab ≙ L
i
ab, the above quantity can be replaced by the quantum operator
Πab({Xa′b′}) ∶= Π(0,∞) (βab({X̂a′b′}) tr(σiXabX†ab) Lˆi) (4.1)
where ΠS(Oˆ) denotes the spectral projector onto the part S ⊂ R of the spectrum of the operator
Oˆ. This yields a new amplitude
A(+)v ({kab, ψab}) ∶= (−1)Ξ ∫
SL(2,C)5
δ(X4)∏
a
dXa∏
a<b
α(XaIψab,XbI Πba ({Xab}) ψba) (4.2)
which we call the proper vertex amplitude.
To ensure that the amplitude is well-defined one has to check that it is independent of the
gauge fixing δ(X4). This will be proven below. Furthermore, as we shall see, the integrand is
SU(2)-invariant.
It appears at the first sight that the positioning of Π inside the edge propagators in (4.2) is
somewhat arbitrary causing quantization ambiguities. However, as in the case of the Euclidean
proper vertex, it is possible to move the projector anywhere inside Pab if properly transformed (see
theorem 6 in appendix B).
B. Symmetries
As with the EPRL vertex, the proper vertex makes use of extra structure in its definition
which is not SL(2,C)-invariant, and so seems to break SL(2,C)-invariance of the vertex: The
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choice of a particular normal T used to impose linear simplicity in each tetrahedron frame, as
well as (implicitly) the choice of a particular embedding h of SU(2) into the subgroup of SL(2,C)
preserving T , which determines the embedding I ∶ Vk → Vp,k via the covariance relation h(g) ○ I =
I ○g for all g ∈ SU(2). However, these extra structures in fact do not break the SL(2,C)-invariance
of the proper vertex amplitude for reasons we now show.
For each tetrahedon a, let an SL(2,C)-element Λa be specified, and use this group element to
transform the extra structure at the given tetrahedron. One then obtains the following manifestly
SL(2,C)-covariant, transformed amplitude:
{Λa′}A(+)v ({kab, ψab}) ∶= ∫
SL(2,C)5
∏
a
dXa∏
a<b
α(ΛaIψab,Xab{Λa′}Πba({Xa′b′})ΛbIψba)
where ΛaI ∶= Λa ○ I and
{Λa′}Πba({Xa′b′}) ∶= Π(0,∞)({Λa′}βba({Xa′b′})ǫIJKL(Λ̂bT )I(X̂baΛ̂aT )J ĴKL) (4.3)
with
{Λa′}βba({Xa′b′}) ∶= sgn [ǫIJKL(Λ̂aT )I(X̂acΛ̂cT )J(X̂adΛ̂dT )K(X̂aeΛ̂eT )L ⋅
⋅ǫMNPQ(Λ̂bT )M(ĜbcΛ̂cT )N(X̂bdΛ̂dT )P (X̂beΛ̂eT )Q]
Using (2.28) and (3.1) it is easy to show that, for the case Λa ≡ 1, this expression reduces
to the earlier expression (4.2) for the proper vertex. The non-trivial result is that the above
transformed vertex amplitude is in fact independent of the elements Λa. The proof of this fact is
formally identical to the corresponding proof given for the Euclidean proper vertex [26] with the
replacements Spin(4) ↦ SL(2,C), SO(4) ↦ SO(1,3), Vj−,j+ ↦ Vp,k, ǫ(⋅, ⋅) ↦ α(⋅, ⋅), ιs+s−k ↦ I, and
with h replaced with the inclusion map SU(2) ↪ SL(2,C). We thus do not repeat the proof here.
The above result implies, as an important corollary, the SU(2) gauge-invariance of the proper
vertex. Explicitly, given any choice of SU(2) gauge rotation ga at each tetrahedron, we have
A(+)v ({kab, gaψab}) = ∫
SL(2,C)5
∏
a
dXa∏
a<b
α(Igaψab,XabΠba({Xa′b′})Igbψba)
= ∫
SL(2,C)5
∏
a
dXa∏
a<b
α(gaIψab,XabΠba({Xa′b′})gbIψba)
= {ga′}A(+)v ({kab, ψab}) = A(+)v ({kab, ψab})
where Iga = gaI = gaI as well as the fact that (4.3) reduces to {Λa′}Πab = Πab for {Λa} ⊂ SU(2)
were used.
V. CONCLUSION
We have shown in this paper that the Lorentzian EPRL model [28, 29], like the Euclidean
model, mixes three of the Plebanski sectors and two dynamically determined orientations. This
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is not completely surprising, since it is based, as the Euclidean model, on the linear simplicity
constraint. We have furthermore shown why this mixing can be identified as the cause for the
appearance of more than one term in the asymptotic limit [27]. In order to cure this we here
derived an additional constraint that isolates the sector in which the Plebanski action is equivalent
to the Einstein-Hilbert action. The principal ideas within this derivation and also the final form
of the constraint closely resemble those of the Euclidean theory [18, 19, 21, 26]. However, since
the splitting of bivectors into self- and anti-self-dual part is no longer available, we here had to
rephrase everything in a language which more four dimensionally covariant. Because of this, the
above derivation can be seen as a more fundamental one as it applies to both Euclidean and
Lorentzian signatures. In the second part of this paper we derived a proper vertex amplitude for
the Lorentzian model, confirming the guess of [26]. The new amplitude is well-defined, linear in
its boundary states, independent of the choice of background structure and SL(2,C)-invariant.
Of course, in order to finally justify this modification, it is necessary to prove that the asymp-
totics is governed by only a single Regge term, which is technically involved because (a) the
projector in the amplitude does not scale exponentially in the spins and (b) is discontinuous at
points where X†
ab
=X−1ab for some a < b. In order to deal with these problems we will have to develop
new tools going beyond the usual extended stationary phase method. This will be discussed in
[30]. It would also be interesting to investigate whether the proper vertex can solve some of the
issues in the asymptotic expansion on many simplices such as the appearance of non-gravitational
terms [43–45] and the appearance of an unphysical curvature constraint [32].
In addition, it is important to check whether the above modification affects the predictions of
the model, for example the graviton propagator calculation [46, 47] or spin foam cosmology [48–50].
The graviton propagator for the present proper vertex amplitude is calculated in [31] where, to
lowest order in the vertex expansion, the same answer as for the usual EPRL amplitude is found.
If, however, more vertices are considered, we expect a deviation between the predictions of the
standard EPRL model and the proper vertex, and suspect that only the proper vertex will deliver
results consistent with linearized gravity. At present this is just an expectation.
A last, promising future research direction would be to pass over to the “dual picture” based
on the coloring of the 2-complex dual to the triangulation by spins and intertwiners, and finally
to extend the above derivation to arbitrary complexes and the KKL-model. This is a highly non-
trivial task since the above derivation relies heavily on the combinatorics of four simplices in a
number ways.
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Appendix A: Spinors and coherent states
The coherent states used in this paper go back to Perelomov [51] and were first applied to spin
foam models in [13, 42, 52]. For the sake of self-containedness some of the main properties of these
states are reviewed. For further reading see e.g. [53].
In the following the SO(3) element associated to a given SU(2) element g will be denoted
ĝ. Furthermore, we will denote the scalar product in R3 by a dot, the generators of rotation
by Li ∶= 1
2
σ
i and its corresponding generator in the irreducible representation (Hk, ρk) by Lˆik ∶=
−i ( d
dt
)
t=0
ρk(eitLi).
Definition 8. Given n ∈ S2, we define the normalized state ∣n;k,m⟩ ∈ Hk, m ∈ {−k,−k + 1, . . . , k}
by
n ⋅ Lˆk ∣n;k,m⟩ =m ∣n;k,m⟩ and ( Lˆk)2∣n; j,m⟩ = k(k + 1)∣n;k,m⟩, (A1)
the phase of ∣n;k,m⟩ being fixed arbitrarily.
From (A1) one proves that these states satisfy ⟨n;k,m∣ Lˆik ∣n;k,m⟩ =mni.
Lemma 5. Let g ∈ SU(2) then ρk(g) ∣n;k,m⟩ = eiφg ∣g n;k,m⟩ for some φg ∈ [0,2π].
Proof. The operator Lˆ transforms covariantly under SU(2) so that g▷n ⋅ Lˆ = gn ⋅ Lˆg−1 = (g n) ⋅ Lˆ.
Thus both states, ρk(g)∣n;k,m⟩ and ∣gn;k,m⟩ are eigenstates of
((g n) ⋅ Lˆ)
k
= ρk(g) (n ⋅ Lˆ)k ρk(g−1) .
∎
Thus, any state ∣n;k,m⟩ can be obtained from some reference state ∣no;k,m⟩ by the action of an
appropriate group element g ∈ SU(2) mapping no to n.13 When constructed in this way, normally
one fixes n0 along the z-axis.
When one chooses m = k, the resulting states ∣n;k⟩ ∶= ∣n;k, k⟩ are coherent states. These are
‘coherent’ in the sense that they minimize the uncertainty of the generators of the group (see [53])
and therefore are best suited for semiclassical analysis. Furthermore, they have the advantage that∣n;k⟩ = ∣n; 1/2⟩⊗2k . This is because Hk is isomorphic to the 2k-fold symmetric tensor product of
H 1
2
and
Lˆk =
2k
∑
n=1
1⊗ 1⊗⋯´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
(i−1) times
⊗ Lˆ1/2 ⊗1⋯⊗ 1´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
(n−i) times
. (A2)
13 This is the original definition of a coherent state by Perelomov.
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In the following we will mostly use the states ∣n;k⟩.
As already mentioned in the main text, each unit spinor ξ ∈ C2, ∣∣ξ∣∣ = 1, corresponds naturally
to a normal with components niξ = tr (ξ ⊗ ξ†σi) = 2⟨ξ∣ Lˆi∣ξ⟩. From (nξ ⋅ Lˆ)1/2 = 12nξ ⋅σ = ξ⊗ ξ† − 121,
it then directly follows that ξ satisfies the conditions in definition 8 for nξ, k = m = 1/2, so that
ξ = eiθ ∣n; 1
2
⟩ for some phase θ. In other words, every spinor ξ is a coherent state in the fundamental
representation. The contraction of two spinors yields the following geometrical expression:
∣⟨ξ′, ξ⟩∣2 = tr [Γ(ξ′)Γ(ξ)] = 1 + nξ′ ⋅ nξ
2
,
where Γ is the map (3.7).
To generalize the above to arbitrary irreducible representations let us briefly review the realiza-
tion of Hk on the space Vk of homogeneous polynomials of degree 2k over C
2 on which the group
acts by its transpose:
(gf)(z) = f(gT z) . (A3)
The action of the generators can be computed as
i Lˆ
i
k f(z) = (ddt)t=0 f((et i2σi)T z) = (∂z0(t)∂t ∂∂z0 + ∂z1(t)∂t ∂∂z1)t=0 f(z) (A4)
with z(t) = (et i2σi)T z. For example, the z-component is equal to
Lˆ
3
k =
1
2
(z0 ∂
∂z0
− z1 ∂
∂z1
) (A5)
for all k.
Functions f ∈ Vk can be expanded either in terms of monomials, i.e.
f(z) = 2k∑
µ=0
f
µ
k
z
µ
0 z
2k−µ
1 ,
or in terms of completely symmetric components fa1...a2k with ai = 0,1, i.e.
f(z) = ∑
a1,...,a2k
fa1...a2k za1 ⋯za2k .
A comparison of both methods reveals fµ
k
= (2k
µ
)fa1...a2k where ∑2ki=1 ai = 2k − µ. Moreover, the
relation (A3) implies that the coefficients fa1...a2k transform as elements of Sym[C21 ⊗ ⋯ ⊗ C22k].
Explicitly,
(g ⋅ f)a1...a2k = ga1 b1 ⋯ga2k b2k f b1...b2k . (A6)
Lemma 6. The inner product on Vk can be chosen such that
(f,h)k ∶= ∫
C2
dµ(z, k)f(z)h(z) = π
2k + 1 f¯
a1...a2k ha1...a2k (A7)
where dµ(z, k) = 1
pi(2k+1)! e
−∣z∣2 dz0dz1.
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Proof. The integral can be easily computed using the polar coordinates zi = ri eiθi and the integral
equalities
∫
2pi
0
dθ eiθn = 2π δn,0 and ∫
∞
0
dt tn e−t = n! .
We find:
(f,h)k = 1
π(2k + 1)! ∫ ∞0 dr0 dr1∫ 2pi0 dθ0 dθ1 er20+r21 ∑µ,ν f¯µk hνk rµ+ν+10 r4k−µ−ν+11 eiθ0(ν−µ) eiθ1(µ−ν)
=
4π2
π(2k + 1)!∑µ f¯µk hµk ∫ ∞0 dr0 dr1 r2µ+10 r4k−2µ+11
=
π(2k + 1)!∑µ f¯µk hµk µ! (2k − µ)! = π2k + 1 f¯a1...akha1...ak .
The last equality follows from fµ
k
= (2k
µ
)fa1...a2k and the fact that there are exactly (2k
µ
) combinations(a1 . . . a2k) summing up to 2k − µ. From this final expression for (f,h)k, it is clear that this inner
product makes the action (A6) of SU(2) unitary, and so is an allowable choice. ∎
With respect to the measure of (A7) the normalized eigenstates of (A5) with eigenvalue m ∶= k −µ
can be chosen to be
fkm(z) ∶= [π (k −m)!(k +m)!(2k + 1)! ]−1/2 zk+m0 zk−m1 .
A coherent state in Vk can be obtained by acting with the group element
gξ =
⎛⎝ξ0 −ξ¯1ξ1 ξ¯0 ⎞⎠
on the canonical state fkk (z). This leads to the normalized state
Ckξ (z) ∶=√2k + 1π ⟨ξ¯, z⟩2k =
√
2k + 1
π
[ξ⊗2k]a1...ak za1 ⋯za2k . (A8)
That this state meets the requirements of definition 8 for the normal nξ, and hence is equal to ∣nξ;k⟩
up to a phase, can be tested by either applying the derivative operators (A4) to the functions Ckξ (z)
or by acting with the algebraic counterpart (A2) on the components. ξ ↦ Ckξ (z) is furthermore
covariant under the action of any g ∈ SU(2):
Ckgξ(z) =√2k + 1π ⟨gξ, z⟩2k =
√
2k + 1
π
⟨ξ¯, g¯†z⟩2k =√2k + 1
π
⟨ξ¯, gT z⟩2k = Ckξ (gT z) = (gCkξ ) (z).
From (A7), one furthermore has
(Ckξ′ ,Ckξ ) = π2k + 1[Ckξ′]a1...ak [Ckξ ]a1...ak = ⟨ξ′, ξ⟩2k . (A9)
Another very important aspect of coherent states we have not mentioned so far is the over-
completeness of the system {∣n;k⟩}n∈S2 , in the sense that
B ∶= ∫
S2
dn ∣n;k⟩⟨n;k∣ = bk1k
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where dn denotes the measure on the metric sphere with unit radius. Note this is a direct conse-
quence of lemma 5 and the irreducibility of Hk. Namely, lemma 5 and the invariance of the measure
dn imply ρ(g)Bρ(g−1) = B but since there are no invariant subspaces B must be proportional to
1. To determine bk we compute ⟨n∣B∣n⟩:
bk = ⟨n∣B∣n⟩ = ∫
S2
dm ∣⟨m,n⟩∣2 = ∫
S2
dm(1 +m ⋅ n
2
)2k = 4π
2k + 1 . (A10)
Using the isomorphism
ι ∶ CP1 → S2, [ξ] ↦ nξ (A11)
the above resolution of the identity can be written in terms of the states {Ckξ }, yielding a repro-
ducing kernel
K(z, z′) ∶= 2k + 1
π
∫
CP
1
Ω
ξˆ
Ck
ξˆ
(z) Ck
ξˆ
(z′) (A12)
in the space Vk with measure dµ(z′, k), so that
∫
C2
dµ(z′, k) K(z, z′)f(z′) = 2k + 1
π
∫
CP
1
Ω
ξˆ
Ck
ξˆ
(z) (Ck
ξˆ
, f)k = f(z) . (A13)
Here ξˆ ∶= ξ/∣∣ξ∣∣, so that Ω
ξˆ
= Ωξ/∣∣ξ∣∣4. To see that the isomorphism ι indeed maps Ωξˆ to dn/4, one
can use the following inverse
ι−1 ∶ n(θ,φ) ∶= (sin θ cosφ, sin θ sinφ, cos θ)↦ [ξ = (1, eiφ tan θ
2
)] .
One then has
(ι−1)∗Ω
ξˆ
=
i
2∣∣ξ∣∣4 (ξ0dξ1 − ξ1dξ0) ∧ (ξ0dξ1 − ξ1dξ0) = 14 sin θdθ ∧ dφ.
Appendix B: Expression for the Lorentzian vertex with projectors on the left
Most of the properties discussed in appendix E and D of [26] can be directly generalized to
Lorentzian signature with minor modification. However, since these features are crucial for the anal-
ysis of the new vertex amplitude we will briefly review these results and adapt them to Lorentzian
signature.
Lemma 7. For any two irreducible unitary representations (V,ρV ) and (W,ρW ) of SU(2) and any
SU(2)-covariant, isometric map H ∶ V →W , one has:
(a.) Lˆ
i
H = H Lˆ
i
(b.) H ∣n;k,m⟩ = eiθ ∣n;k,m⟩ for some θ.
(c.) ΠS(n ⋅ Lˆ)H = H ΠS(n ⋅ Lˆ)
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Proof.
Proof of (a.): As before, Lˆ
i ∶= −i ( d
dt
)
t=0
ρ(e i2σi) are the generators in a given representation ρ.
The result then follows from the fact that H commutes with the group action.
Proof of (b.): By definition 8 ∣n;k,m⟩ is an eigenstate of n ⋅ Lˆ and Lˆ2 with eigenvalues m and
k(k + 1). By (a.), so is H ∣n;k,m⟩.
Proof of (c.): This is immediate from (a).
∎
Lemma 8. For any vI ,T I ∈ R3,1 and any Λ ∈ SL(2,C):
ρ(Λ)ΠS(ǫIJKLT InJ JˆKL) = ΠS (ǫIJKL(ΛT )I(Λn)J JˆKL)ρ(Λ)
Proof.
Suppose ∣λ⟩ ∈Hk,p is an eigenstate of ǫIJKLT InJ JˆKL with eigenvalue λ. Then
ǫIJKL(ΛT )I(Λn)J JˆKLρ(Λ)∣λ⟩ = ρ(Λ)ǫIJKL(ΛT )I(Λn)JΛKMΛLN JˆMN ∣λ⟩
= ρ(Λ)ǫIJKLT InJ JˆKL∣λ⟩ = λρ(Λ)∣λ⟩
so that ρ(Λ)∣λ⟩ is an eigenstate of ǫIJKL(ΛT )I(Λn)J JˆKL with eigenvalue λ, and in the first equality
the covariance of JˆKL was used. We then have
ρ(Λ)ΠS(ǫIJKLT InJ JˆKL)∣λ⟩ = χS(λ)ρ(Λ)∣λ⟩ = ΠS (ǫIJKL(ΛT )I(Λn)J JˆKL)ρ(Λ)∣λ⟩.
Because such states ∣λ⟩ span Hk,p, the result follows. ∎
Like for the Euclidean proper amplitude, the projector can be positioned anywhere inside the
edge propagators Pab with appropriate transformation. To show this we still need to determine
the effect of the anti-linear structure map J on the projectors.
Lemma 9. For any S ⊂ R and any n ∈ R3,
ΠS(n ⋅ Lˆ)J = J ΠS(−n ⋅ Lˆ).
Proof. As J commutes with the action of SL(2,C), it anti-commutes with the generators. In
particular it anti-commutes with n ⋅ Lˆ. Suppose ∣m⟩ is any eigenstate of n ⋅ Lˆ with eigenvalue m.
Then
(n ⋅ Lˆ)J ∣m⟩ = −J (n ⋅ Lˆ)∣m⟩ = −mJ ∣m⟩
so that J ∣m⟩ is an eigenstate of n ⋅ Lˆ with eigenvalue −m. Thus
ΠS(n ⋅ Lˆ)J I ∣m⟩ = χS(−k) JI ∣m⟩ = J ΠS(−n ⋅ Lˆ) ∣m⟩.
Because the states ∣λ⟩ span Hk,p, the result follows. ∎
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Theorem 6. The proper vertex amplitude (4.2) is equal to
A+v =(−1)Ξ ∫
SL(2,C)5
δ(X4)∏
a
dXa∏
a<b
α(Iψab,XabΠba({Xa′b′})I ψba)
=(−1)Ξ ∫
SL(2,C)5
δ(X4)∏
a
dXa∏
a<b
α(Πab({Xa′b′})Iψab,Xab I ψba)
=(−1)Ξ ∫
SL(2,C)5
δ(X4)∏
a
dXa∏
a<b
α(I Πab({Xa′b′})ψab,Xab I ψba)
Proof. This is proven by successively applying lemma 7, lemma 8 and lemma 9 to (4.2), and using
the relation between α(⋅, ⋅) and (⋅, ⋅) and the fact that
tr(σiXabX†ab) Lˆi = ǫIJKLT I(X̂abT )J JˆKL.
∎
Appendix C: Relation of the expression for EPRL used here to that of Barrett et al.
1. Summary
In [27], the expression for the vertex amplitude is given as
A˜v(k, ξ) ∶= (−1)Ξ ∫
SL(2,C)5
δ(X0) 4∏
a=0
dXa∏
a<b
P˜ab(ξ,X) (C1)
with propagators
P˜ab(ξ,X) ∶= α(XaIφkabξab ,XbIφkabξba ) (C2)
where
φkξ(z) ∶=√dkπ [z, ξ]2k ∶=
√
dk
π
(z0ξ1 − z1ξ0)2k =√dk
π
(−1)2k⟨Jξ, z⟩2k . (C3)
The expression (C1), (C2) has the following two disadvantages: (1.) The complex conjugation
of X in the expression leads to an unusual relationship between the bivector conjugate to X and
the generators of the the Lorentz group acting in the irreducible representations14, and (2.) The
operator equation satisfied by each of the coherent states φkξ(z) seems to be in conflict with the
geometrical interpretation of its label, in that φkξ(z) is a maximum-eigenvalue eigenstate of n ⋅ L
for n = n
Jξ
rather than n = nξ (see theorem 7).
14 If one understands the expression for the vertex amplitude as the evaluation of the BF amplitude for a ‘simple’
SL(2,C) boundary state as in (3.4), one can derive the relationship between the quantization of the bivectors
conjugate to X and the Lorentz generators on the irreps. Due to X being complex conjugated in the expression,
one finds that they are not equal, but are related by the adjoint action of reflection about y = 0.
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As the interpretation of these structures are central to the correct quantization of the Einstein-
Hilbert condition as well as the analysis of the resulting asymptotics, we have opted to use the
following more straight-forward expression for the vertex amplitude:
Av(k, ξ) ∶= (−1)Ξ ∫
SL(2,C)5
δ(X0)( 4∏
a=0
dXa)∏
a<b
Pab(ξ,X) (C4)
with different propagators
Pab(ξ,X) ∶= α(XaICkabξab ,XbICkabξba ).
It is easy to check (see theorem 8) that
Pab(ξ,X) = P˜ab(ξ, (X†)−1) (C5)
so that the two expressions (C1) and (C4) for the vertex amplitude are simply related by a change
of the integration variables X which preserves the Haar measure, so that in fact
A˜(k, ξ) = A(k, ξ).
Thus, the vertex amplitude here is not different from that in [27], but only the expression differs.
Because of this, it is immediate that the asymptotics of the vertex amplitude are the same for the
two different conventions. Nevertheless, intermediate equations will change. To assist in translating
the intermediate equations, let X˜ denote the group variables in the framework of [27], distinguishing
them from the group variables X used in the present paper. By requiring equality of the vertex
amplitude integrands,
∏
a<b
Pab(ξ,X) =∏
a<b
P˜ab(ξ, X˜),
one is lead to
X˜ ≡ (X†)−1. (C6)
The physical bivectors as defined in our conventions (2.1, 2.27) (to ensure we are talking about the
same quantity), but reconstructed from X˜ as in [27] are given by
B˜ab ∶= ̂˜Xa▷ bab ≡ −γκkab̂˜Xa▷ T ∧ (0,nξab) (C7)
that is, the same expression (3.18) that Bab takes in terms ofXa, ξab in the present paper. Equations
(C6),(C7), and (3.18) then imply (see theorem 9)
B˜ab = −P ▷Bab (C8)
where P denotes the spatial parity operator negating all spatial components. To set up the asymp-
totic problem in section IIIB 2, one must expand the propagator Pab as an integral over CP
1. It
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is easiest to do this by using equation (C5) and the expression for P˜ab given in section 3.3 of [27],
which yields
Pab = cabdkab ∫
CP
1
⟨X−1a zab,X−1a zab⟩−1−ipab−kab ⟨X−1a zab, ξab⟩2kab⟨X−1b zab,X−1b zab⟩−1+ipab−kab ⟨Jξba,X−1b zab⟩2kab Ωzab
This expression then defines for us zab. If we express the vertex amplitude (3.12) as an integral
(3.13) over the X’s and the z’s, then the integrand in (3.13) and the integrand in [27] will again be
related simply by the replacement X˜ ↦ X = (X˜†)−1, without changing z or ξ. From this equality
of the vertex integrands via the translation (C6), it follows that the critical points in the two
frameworks will again be equal via (C6). The consequences of the critical point equations for B˜ab
are simply the weak bivector geometry constraints; as these constraints are invariant under the
transformation (C8), the critical point equations for Bab again will be simply the weak bivector
geometry constraints. Furthermore, the relation (C8) implies that, at the critical points, both Bab
and B˜ab are in the same µ sector and determine the same Regge geometry, so that the identification
of the different terms in the asymptotics with different values of µ is the same in the two frameworks.
In summary, the two frameworks are fully equivalent, and to translate the equations in [27] to
the conventions used here (besides the change in the definition of the bivectors (2.1, 2.27)), only
one rule is necessary:
X is everywhere replaced by (X†)−1 except in the expression for reconstruct-
ing Bab.
In the following section we prove some of the statements claimed above.
2. Proofs
Theorem 7. The coherent states φkξ(z) satisfy (nJξ ⋅ Lˆ)φkξ = kφkξ .
Proof. From equations (A8) and (C3), one has
φkξ(z) = (−)2kCkJξ¯(z). (C9)
The result then follows from the properties of Ck
Jξ¯
. ∎
As an aside which will be used below, note that
Jξ¯ = ry(−π)ξ, (C10)
where
ry(−π) ∶= e− ipi2 σ2 = −iσ2 = ⎛⎝ 0 −11 0 ⎞⎠
is the SU(2) element corresponding to a rotation about the y-axis by −π.
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Theorem 8.
Pab(ξ,X) = P˜ab(ξ, (X†)−1)
Proof.
P˜ab(ξ, (X†)−1) = α((XTa )−1Iφkabξab , (XTb )−1Iφkabξba ) = α((XTa )−1ICkabry(−pi)ξab , (XTb )−1ICkabry(−pi)ξba)
= α((XTa )−1ry(−π)ICkabξab , (XTb )−1ry(−π)ICkabξba )
= α(ry(−π)XaICkabξab , ry(−π)XbICkabξba )
= α(XaICkabξab ,XbICkabξba ) = Pab(ξ,X)
where (C9) and (C10) were used in the first line, the SU(2) covariance of ξ ↦ Ckξ and I were used
in the second line, the expression for the inverse of an SL(2,C) matrix, X−1 = ry(−π)XT ry(π) was
used in the third line, and the SL(2,C)-invariance of α in the last line. ∎
Lemma 10. For any X ∈ SL(2,C),
X̂ = PyX̂Py
where Py is the parity operator flipping the sign of the y component.
Proof. For any Y ∈ SL(2,C) and V I ∈ R4, by definition
ρ(Ŷ V ) = Y ρ(V )Y †(Ŷ V )0 +σi(Ŷ V )i = Y (V 0 +σiV i)Y †,
so that
(Ŷ V )0 = 1
2
tr [Y (V 0 +σiV i)Y †] and (Ŷ V )i = 1
2
tr [σiY (V 0 +σjV j)Y †] .
Thus
(X̂V )0 = 1
2
tr [X(V 0 +σiV i)XT ] = 1
2
tr [X(V 0 + (σi)TV i)X†] = 1
2
tr [X(V 0 + (Py)j iσjV i)X†]
=
1
2
tr [X(V 0 +σj(PyV )j)X†] = (X̂PyV )0 = (PyX̂PyV )0
where the invariance of the trace under transpose was used in the second equality, and the explicit
expression for the Pauli matrices in the third equality. Furthermore,
(X̂V )i = 1
2
tr [σiX(V 0 +σjV j)XT ] = 1
2
tr [X(V 0 + (σj)TV j)X†(σi)T ]
= (Py)ik 1
2
tr [σkX(V 0 +σj(PyV )j)X†] = (Py)ik(X̂PyV )k = (PyX̂PyV )i.
∎
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Theorem 9.
B˜ab = −P ▷Bab
Proof.
B˜ab ∶= ̂˜Xa▷ bab ∶= (̂X†a)−1▷ bab = ̂ry(π)Xary(−π)▷ bab = (Ry(π)X̂aRy(−π))▷ bab
= (Ry(π)PyX̂aPyRy(−π))▷ bab = (PX̂aP)▷ bab = − (PX̂a)▷ bab = −PBab
where Ry(θ) denotes rotation about the y-axis by angle θ. Here X−1 = ry(π)XT ry(−π) was used in
the third equality, lemma 10 in the fifth equality, and the fact that P▷bab = −bab in the penultimate
equality. ∎
[1] J. C. Baez, Lect.Notes Phys. 543, 25 (2000), arXiv:gr-qc/9905087.
[2] A. Perez, “Introduction to loop quantum gravity and spin foams,” (2004), arXiv:gr-qc/0409061.
[3] A. Perez, Living Rev.Rel. 16, 3 (2013), arXiv:1205.2019 [gr-qc].
[4] C. Rovelli, PoS QGQGS2011, 003 (2011), arXiv:1102.3660 [gr-qc].
[5] T. Thiemann, Modern Canonical Quantum General Relavity (Cambridge Univ. Press, Cambridge, UK,
2007).
[6] A. Ashtekar and J. Lewandowski, Class. Quant. Grav. 21, R53 (2004), arXiv:gr-qc/0404018.
[7] C. Rovelli, Quantum Gravity (Cambridge Univ. Press, Cambridge, UK, 2004) iSBN-10: 0521837332.
[8] H. Sahlmann, “Loop Quantum Gravity - A Short Review,” (2010), arXiv:1001.4188 [gr-qc].
[9] J. F. Plebanski, J.Math.Phys. 18, 2511 (1977).
[10] J. F. Barbero G., Phys. Rev. D51, 5507 (1995), arXiv:gr-qc/9410014.
[11] G. Immirzi, Class. Quant. Grav. 14, L177 (1995), arXiv:gr-qc/9612030.
[12] J. Engle, E. Livine, R. Pereira, and C. Rovelli, Nucl.Phys. B799, 136 (2008), arXiv:0711.0146 [gr-qc].
[13] L. Freidel and K. Krasnov, Class.Quant.Grav. 25, 125018 (2008), arXiv:0708.1595 [gr-qc].
[14] W. Kaminski, M. Kisielowski, and J. Lewandowski, Class.Quant.Grav. 27, 095006 (2010),
arXiv:0909.0939 [gr-qc].
[15] B. Bahr, F. Hellmann, W. Kaminski, M. Kisielowski, and J. Lewandowski,
Class.Quant.Grav. 28, 105003 (2011), arXiv:1010.4787 [gr-qc].
[16] J. Engle, R. Pereira, and C. Rovelli, Phys.Rev.Lett. 99, 161301 (2007), arXiv:0705.2388 [gr-qc].
[17] J. Engle, R. Pereira, and C. Rovelli, Nucl.Phys. B798, 251 (2008), arXiv:0708.1236 [gr-qc].
[18] J. Engle, Class.Quant.Grav. 28, 225003 (2011), arXiv:1107.0709 [gr-qc].
[19] J. Engle, (2013), arXiv:1301.2214 [gr-qc].
[20] J. W. Barrett, R. Dowdall, W. J. Fairbairn, H. Gomes, and F. Hellmann,
J.Math.Phys. 50, 112504 (2009), arXiv:0902.1170 [gr-qc].
[21] J. Engle, Phys.Lett. B724, 333 (2013), arXiv:1201.2187 [gr-qc].
[22] M. Christodoulou, M. Langvik, A. Riello, C. Roken, and C. Rovelli, Class. Quant. Grav. 30, 055009
(2013), arXiv:1207.5156 [gr-qc].
36
[23] T. Thiemann and A. Zipfel, (2013), arXiv:1307.5885 [gr-qc].
[24] W. Kaminski, M. Kisielowski, and J. Lewandowski, Class.Quant.Grav. 29, 085001 (2012),
arXiv:1109.5023 [gr-qc].
[25] W. Kaminski, M. Kisielowski, and J. Lewandowski, Class.Quant.Grav. 27, 165020 (2010),
arXiv:0912.0540 [gr-qc].
[26] J. Engle, Phys.Rev. D87, 084048 (2013), arXiv:1111.2865 [gr-qc].
[27] J. W. Barrett, R. Dowdall, W. J. Fairbairn, F. Hellmann, and R. Pereira,
Class.Quant.Grav. 27, 165009 (2010), arXiv:0907.2440 [gr-qc].
[28] R. Pereira, Class.Quant.Grav. 25, 085013 (2008), arXiv:0710.5043 [gr-qc].
[29] J. Engle and R. Pereira, Phys.Rev. D79, 084034 (2009), arXiv:0805.4696 [gr-qc].
[30] J. Engle, I. Vilensky, and A. Zipfel, arXiv:1505.06683 (2015).
[31] A. Chaharsough Shirazi, J. Engle, and I. Vilensky, (2015), arXiv:1511.03644 [gr-qc].
[32] F. Hellmann and W. Kaminski, (2012), arXiv:1210.5276 [gr-qc].
[33] F. Conrady and J. Hnybida, Class.Quant.Grav. 27, 185011 (2010), arXiv:1002.1959 [gr-qc].
[34] F. Conrady, Class.Quant.Grav. 27, 155014 (2010), arXiv:1003.5652 [gr-qc].
[35] E. Buffenoir, M. Henneaux, K. Noui, and P. Roche, Class. Quant. Grav. 21, 5203 (2004),
arXiv:gr-qc/0404041.
[36] J. W. Barrett and L. Crane, J.Math.Phys. 39, 3296 (1998), arXiv:gr-qc/9709028 [gr-qc].
[37] H. Minkowski, Nachr.Ges.Wiss.Go¨ttingen , 198 (1897).
[38] J. W. Barrett and C. M. Steele, Class.Quant.Grav. 20, 1341 (2003), arXiv:gr-qc/0209023 [gr-qc].
[39] S. Holst, Phys. Rev. D 53, 5966 (1996), arXiv:gr-qc/9511026.
[40] R. Capovilla, M. Montesinos, V. Prieto, and E. Rojas, Class.Quant.Grav. 18, L49 (2001),
arXiv:gr-qc/0102073 [gr-qc].
[41] J. Engle and R. Pereira, Class.Quant.Grav. 25, 105010 (2008), arXiv:0710.5017 [gr-qc].
[42] E. R. Livine and S. Speziale, Phys.Rev. D76, 084028 (2007), arXiv:0705.0674 [gr-qc].
[43] E. Magliaro and C. Perini, Int. J. Mod. Phys. D22, 1 (2013), arXiv:1105.0216 [gr-qc].
[44] M. Han and M. Zhang, Class. Quant. Grav. 30, 165012 (2013), arXiv:1109.0499 [gr-qc].
[45] M.-X. Han and M. Zhang, Class. Quant. Grav. 29, 165004 (2012), arXiv:1109.0500 [gr-qc].
[46] E. Bianchi, E. Magliaro, and C. Perini, Nucl.Phys. B822, 245 (2009), arXiv:0905.4082 [gr-qc].
[47] E. Alesci, E. Bianchi, and C. Rovelli, Class.Quant.Grav. 26, 215001 (2009), arXiv:0812.5018 [gr-qc].
[48] A. Ashtekar, M. Campiglia, and A. Henderson, Phys.Lett. B681, 347 (2009), arXiv:0909.4221 [gr-qc].
[49] A. Ashtekar, M. Campiglia, and A. Henderson, Phys.Rev. D82, 124043 (2010),
arXiv:1011.1024 [gr-qc].
[50] A. Ashtekar, M. Campiglia, and A. Henderson, Class.Quant.Grav. 27, 135020 (2010),
arXiv:1001.5147 [gr-qc].
[51] A. Perelomov, Commun. math. Phys. 26, 222 (1972).
[52] E. R. Livine and S. Speziale, Europhys.Lett. 81, 50004 (2008), arXiv:0708.1915 [gr-qc].
[53] A. Perelomov, Generalized Coherent States and Their Applications (Springer, Berlin, 1986).
