ABSTRACT As a useful classification method, generalized eigenvalue proximal support vector machine (GEPSVM) is recently studied extensively. However, it may suffer from the sensitivity to outliers, since the L2-norm is used as a measure distance. In this paper, based on the robustness of the L1-norm, we propose an improved robust L1-norm nonparallel proximal SVM with an arbitrary Lp-norm regularization (LpNPSVM), where p > 0. Compared with GEPSVM, the LpNPSVM is more robust to outliers and noise. A simple but effective iterative technique is introduced to solve the LpNPSVM, and its convergence guarantee is also given when 0 < p ≤ 2. Experimental results on different types of contaminated data sets show the effectiveness of LpNPSVM. At last, we investigate our LpNPSVM on a real spare parts inspection problem. Computational results demonstrate the effectiveness of the proposed method over the GEPSVM on all the noise data.
I. INTRODUCTION
Support vector machines (SVMs) [1] , [2] are known as powerful tools for data classification. The standard support vector machine achieves classification by searching parallel hyperplanes with maximal margin between them. By dropping the parallelism condition, some nonparallel hyperplane classifiers were proposed. Comparing to the parallel SVMs, the nonparallel SVMs can cope with the XOR problem well, such as GEPSVM [3] , [4] , the twin support vector machine (TWSVM) [5] , the multi-weight vector projection support vector machine (MVSVM) [9] , the recursive projection twin support vector machine via within-class variance minimization (PTSVM) [10] , the recursive least squares recursive projection twin support vector machine for classification (LSPTSVM) [11] , [12] , and the nonparallel hyperplane support vector machine (NHSVM) [6] - [8] , etc.
Among them, GEPSVM is a successful representation, who aims to find two nonparallel hyperplanes such that each hyperplane is closest to one of the two classes and as far as possible from the other data set. In fact, GEPSVM is still one of the ongoing topics and is studied extensively from different aspects [13] - [22] . For example, Jayadeva et al. [24] extended binary GEPSVM to multiple category classification and further modified the MGEPSVM classifier to the fuzzy problem. Shao et al. [25] improved GEPSVM by replacing its generalized eigenvalue decomposition with a standard eigenvalue decomposition that resulted in simpler optimization problems with less computation cost and stronger generalization ability. Ye and Ye [26] raised a new algorithm via singular value decomposition to overcome the ill-conditioned problem that may happen in GEPSVM. By using the differential search algorithm, Marghny et al. [27] proposed an improved GEPSVM of fuzzy values named DSA-GEPSVM, and was further proposed a mixed kernel GEPSVM [28] . Manifold regularized proximal support vector machine via generalized eigenvalue (MRGEPSVM) was proposed in [29] by incorporating local geometry information within each class into GEPSVM through the regularization technique. GEPSVM was also recently extended to the the multi-view area [30] .
However, all the above GEPSVMs are constructed based on the L2-norm. It is known that L2-norm is sensitive to outliers, since it will exaggerate the effect of the data point with large norm. As an effective way, L1-norm is usually used as a replacement of L2-norm to achieve robustness [31] - [36] . In particular, L1-norm proximal support vector machine (L1-NPSVM) was proposed in [37] by replacing the L2-norm terms with the corresponding L1-terms, as a robust improvement of GEPSVM. Further, Yan et al. [38] considered a regularized L1-norm based GEPSVM (L1-GEPSVM). L1-GEPSVM is demonstrated effective in binary classification, especially when noise problems are encountered. However, the regularization term is the L2-norm one, which many restrict the effectiveness of L1-GEPSVM.
In this paper, we propose an L1-norm based GEPSVM with arbitrary Lp-norm regularization (LpNPSVM), where p > 0, with the purpose to choose an appropriate model and improve the robustness of L1-GEPSVM further. In specific, LpNPSVM finds two nonparallel separating hyperplane such that each hyperplane is closest to the data points of its own class and meanwhile the furthest from the data points of other classes. Due to the employment of the Lp-norm for arbitrary p and its ratio formulation, LpNPSVM is not easily to be solved by traditional method. Here we construct a simple iterative algorithm to solve it. Moreover, we know when p = 2, LpNPSVM is L1-GEPSVM, and the convergence of L1-GEPSVM was proved. We will also investigate the convergence results when p lies in a certain range. In summary, the proposed LpNPSVM has the following characteristics:
(i) An Lp-norm regularization is considered in LpNPSVM instead of an L2-norm regularization term used in L1-GEPSVM, which makes LpNPSVM be more robust and can achieve better performance.
(ii) Though LpNPSVM contains an Lp-norm regularization and is of the ratio form, it can be solved through an effective iteration method, with each each iteration solving a strongly convex programming problem.
(iii) The theoretical convergence of the proposed algorithm is guaranteed when 0 < p ≤ 2.
(iv) The effectiveness and robustness of LpNPSVM are demonstrated by experiments on two artificial data sets, some UCI data sets and a real world problem.
The paper is organized as follows. Section II gives a brief review of the related work. Section III proposes our L1-norm based GEPSVM with arbitrary Lp-norm regularization (LpNPSVM) in the primal space and gives the corresponding theoretical analysis. Section IV makes experimental comparisons of our LpNPSVM with the related methods. Concluding remarks are given in Section V.
Notations are given as follows. We consider a binary classification problem in the n-dimensional real space R n . Given a training set T = {(x 1 , y 1 ), . . . , (x m , y m )}, where x i ∈ R n is the input and y i ∈ {−1, 1} is the output, i = 1, . . . , m. We further organize the m 1 inputs of Class 1 by matrix X 1 ∈ R n×m 1 and the m 2 inputs of Class 2 by matrix X 2 ∈ R n×m 2 , where m 1 + m 2 = m. Our goal is to find a mapping from
− −→ {−1, 1} so that for each x, we can deduce its output by d(x).
II. RELATED WORK A. GEPSVM
The goal of GEPSVM [3] is to find two nonparallel hyperplanes
to approximate data points of different classes, respectively. Each of the hyperplanes is generated such that it is close to the data points in one class while is far away from the data points in the other class. The optimization problems of GEPSVM are formulated as
and
The above two problems can be solved as generalized eigenvalue problems. However, they may encounter the singularity problem when the involved matrices are semi-definite. Therefore, the Tikhonov regularization terms δ||(w 1 , b 1 )|| 2 2 and δ||(w 2 , b 2 )|| 2 2 are usually introduced, where δ > 0 is a trade-off parameter.
Therefore, by defining
and min
Then their solutions are the smallest eigenvalues of the generalized eigenvalue problems respectively:
where I is the identity matrix of appropriate dimension.
B. L1-NORM PROXIMAL SUPPORT VECTOR MACHINE
Since the construction of GEPSVM is based on the L2-norm, it is sensitive to outliers. In order to alleviate the sensitivity, an L1-norm based proximal support vector machine was proposed in [37] :
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Since problems (7) and (8) involve the divisions of L1-norms, they are difficult to solve by traditional optimization technique. To solve the problems, [37] used a gradient ascending (GA) algorithm to a non-convex surrogate function, which is easy to be implemented, and is of the ability to decrease the objective of L1-NPSVM via each iteration. However, the non-convexity of the surrogate function may cause the miss of optimal solution. Besides, an appropriate step size is also needed.
C. L1-NORM GEPSVM
To give a more effective algorithm for problems (7) and (8), Yan et al. [38] proposed an L1-norm based GEPSVM by adding an L2-norm regularization term. The formulation is given as follows:
where δ > 0 is a tuning parameter. Rather than using GA on the surrogate function as in L1-NPSVM, the above two problems are converted to strongly convex programming problems, and are solved through a simple iterative algorithm. The algorithm avoids the selection of appropriate step size, and is theoretically proved to be convergent to a local optimum.
III. L1-NORM NONPARALLEL PROXIMAL SUPPORT VECTOR MACHINE WITH LP-NORM REGULARIZATION A. PROBLEM FORMULATION
For problems (4) , (5) and (9), (10) , the regularization terms in fact improve the stability and performance of GEPSVM and L1-NPSVM, respectively. However, regularization terms with different norms may affect the behaviors of GEPSVM and L1-GEPSVM. To make L1-GEPSVM can choose a more appropriate model with the purpose to improve the effectiveness, we here consider an L1-norm nonparallel proximal support vector machine with arbitrary Lp-norm regularization (LpNPSVM), p > 0, which is formulated as min
By varying p, LpNPSVM is adaptive to different data. After obtaining w 1 and w 2 , a new data point x ∈ R n is assigned to class i, i = 1, 2, according to which of the hyperplanes it is closer to, i.e.,
B. THE SOLVING ALGORITHM OF LPNPSVM
We now give the solving algorithm of LpNPSVM (11) and (12) . In the following, we will solve problem (11) . Problem (12) can be solved similarly. We first write problem (11) as
which can be rewritten as
where X 1j is the j-th column of X 1 , j = 1, 2, . . . , m 1 , and X 2l is the l-th column of X 2 , l = 1, 2, . . . , m 2 . Denote
Then we solve the following problem to get w
In specific, let the Lagrangian of (18) be
Then the KKT condition is
From (20), we get
C. THE CONVERGENCE OF ALGORITHM 1
In this subsection, we discuss the convergence of Algorithm 1 when p takes certain values. Define
Then the following results hold. 
) T according to (22) , and compute w
. IV. Predict: Assign x according to (13) .
By adding the term 1 2
to both sides of (25), and from the definition of f (w 1 ), we get (24). Lemma 2: For 0 < p ≤ 2,
We first need the following equality in [39] : for
The minimum is uniquely achieved at u j = |v j | for
Therefore, we have
We also note that when 0 < p ≤ 2, for arbitrary vectors α and β = 0,
where |β| p−2 is the element-wise power of the absolute value of β [40] . By taking α = w 1 (t+1) and β = w 1 (t) , we have
By combining (29) and (31), and considering the definition of f (w 1 (t+1) ), we get
From Lemma 1, we know
Since
it follows (27) holds. Now we have the convergence of Algorithm 1 when 0 < p ≤ 2.
Proposition 3: When 0 < p ≤ 2, Algorithm 1 monotonically decreases the objective of problem (11) in each iteration, and hence converges.
Proof: We need only to prove
Since w (t+1) satisfies the condition of problem (15), we have
Since w (t) is in the feasible region, it follows
(37) VOLUME 6, 2018 Therefore,
by (37) .
Consequently, can be established by combining Lemma 2 and (35), and Algorithm 1 monotonically decreases the objective of problem (11) in each iteration when 0 < p ≤ 2. Since problem (11) is obviously lower bounded, Algorithm 1 converges when 0 < p ≤ 2.
IV. EXPERIMENTAL RESULTS
In this section, we experimentally compare LpNPSVM with GEPSVM [3] , L1-NPSVM [37] and L1GEPSVM [38] .
For our LpNPSVM, p is taken as 0.5, 1, 1.5, 2 and 5. Note that when p = 2, our LpNPSVM is just L1GEPSVM. Experiments are conducted on two artificial data sets with outliers, 8 UCI benchmark data sets [41] and a real world problem. All these methods are implemented in MATLAB R2017b environment on a PC with Intel i5 processor (3.30 GHz) with 4 GB RAM, and the involved generalized eigenvalue problems are implemented by using a simple MATLAB function like ''eig''. The parameter in GEPSVM and the parameter in our LpNPSVM are selected from the set {10 −6 , . . . , 10 3 }, and the learning rate in L1-NPSVM is chosen from the set {0.0005, 0.001, 0.005, 0.01, 0.05}.
A. ARTIFICIAL DATA SETS 1) ARTIFICIAL DATA SET 1 In order to see the effectiveness of our proposed LpNPSVM, we first apply it to a simple two-dimensional artificial ''Cross Planes'' data set, which was usually used in nonparallel SVMs to indicate their classification abilities [3] , [42] . The ''Cross Planes'' data set contains 2 classes, with Class 1 and Class 2 having 30 data points, respectively. Class 1 is generated from the line y = 0.5x with variance 0.2, and Class 2 is generated from the line y = −2x with variance 0.2. To investigate the robustness of the proposed method, 6 and 5 outliers are added in these two-classes, respectively. Class 1 is represented by the red ''*'', and Class 2 is represented by the blue solid ''o''. Figure 1 (a)-(d) show the above data set and the proximal lines generated by GEPSVM, L1-NPSVM, L1GEPSVM and our LpNPSVM, respectively.
Obviously, when no outliers are added, the slopes of the ideal proximal lines for Class 1 and Class 2 should be 0.5 and -2, respectively. When outliers are considered, a robust method should have little influence to the above directions. Therefore, we apply each method to this artificial data with outliers, and compute the difference between their proximal hyperplanes and the ideal one. In specific, for GEPSVM, we get the slope difference between the hyperplane of Class 1 and the ideal hyperlane is GEPSVM + = 0.6987, and the one between the hyperplane of Class 2 and the ideal hyperlane is GEPSVM − = −0.5392. From the above results, and by observing Figure 1 , we see GEPSVM drifts away the most from the ideal directions for both two classes. L1-NPSVM fits well for Class 2, but does not work well for Class 1. L1GEPSVM and LpNPSVM have the similar performance and both are better than GEPSVM and L1-NPSVM, but comparing to LpNPSVM, L1GEPSVM deviates a little for the negative class. To see the comparison more clearly, we also list the classification results in Table 1 . The obtained proximal hyperplanes directions and the classification results suggest that LpNPSVM is more robust to outliers comparing to other methods.
To see the convergence of our LpNPSVM, we also give the two objectives value of our LpNPSVM for each iteration. The maximum iteration number is set to 100, and the tolerance is set to 10 −5 . The corresponding results for different p are depicted in Figure 2 . By observing the figure, we see though we only prove the convergent results for 0 < p ≤ 2, the experimental results show LpNPSVM is convergent for all these p on this data set. 
2) ARTIFICIAL DATA SET 2
We now apply LpNPSVM on the second artificial data set. The data set contains 480 data sets from 2 classes. Class 1 is generated by an ellipse of 376 data points, with its center, major axis and minor axis being (1.5, 1.3), 2 and 0.5, respectively. The direction between its major axis direction and the x-axis is π/4. Class 2 is generated by two ellipses of 104 data points, with major axis and minor axis being 1 and 0.5, and centers being (2, -2) and (-1, 1) , respectively. The direction between its major axis direction and the x-axis is 3π/4. The above two classes both contain outliers, as shown in Figure 3 . Figure 3 also shows the proximal hyperplane directions obtained on this data set by each method. As in artificial data set 1, we also compute the direction differences between their proximal hyperplanes and the ideal one, and get the following results: GEPSVM + = −0.3135, GEPSVM − = −0.2942, Here p = 0.5 is taken for our LpNPSVM. We also give the classification result for each method in Table 2 . The above results clearly reveal that L1-NPSVM, L1GEPSVM and our LpNPSVM all possess robustness, while our LpNPSVM performs better than L1GEPSVM. Note the fact that when p = 2, LpNPSVM is just L1GEPSVM. This shows that the Lp-norm is necessary for our LpNPSVM.
Similar to the artificial data set 1, we also study the convergence of LpNPSVM on this artificial data set 2, and the corresponding results for different p are given in Figure 4 . The results reveal that LpNPSVM is also convergent for all these p on the data set.
B. UCI BENCHMARK DATA SETS
We further investigate the behavior of our LpNPSVM on 8 benchmark data sets by conducting 10-fold cross validation. The data sets information is listed in Table 3 . To test the robustness of various methods, we randomly choose 20% training data and add noise on it. In specific, random 20% features of the selected data are added with Gaussian noise of mean 0 and 0.05.
Firstly, we study the influence of parameter δ > 0 to the performance and computation time of our LpNPSVM for different p. For each p, we first draw the accuracy variation along different δ, and the corresponding results are depicted in Figure 6 . From the figure, we see as δ getting larger, p = 5 fluctuates the most. The highest accuracy is possessed by p = 1 on four data sets, while p = 5 has the best performance on three data sets. For different p, their optimal δ are normally different. The result shows that selecting optimal δ is necessary to achieve good accuracy.
We also investigate the influence of δ to the computation time of our LpNPSVM for different p, as shown in Figure 7 . By observing the figure, we see for different data sets, their patterns may be different. For example, for the Ionosphere data set, the computation time first descends and then ascends, and for the Sonar data set, its computation time is basically descending. This may be because for some data sets, too small or too large δ may result in slow convergence speed, and hence increase computation time.
Now we compare the behavior of our LpNPSVM with GEPSVM and L1-NPSVM, and the corresponding classification results are listed in Table 4 . In Table 4 , the 10-fold mean accuracy and its standard derivation for each method are listed, and the best accuracy of each method is shown by bold figure. It is obvious that on all the data sets, our LpNPSVM under optimal p always owns the highest accuracy, and on almost all the data sets, LpNPSVM for all the p performs better than GEPSVM and L1-NPSVM. Moreover, on different data sets, their optimal p are different. For example, on the CMC data set, our LpNPSVM (p = 5) performs the best, while on the Haberman data set, LpNPSVM (p = 1) performs the best. The phenomenon shows the necessity of selecting proper p, and also demonstrates the improvement of our method to L1GEPSVM. Moreover, when p is small, for example, when p = 0.5, the standard derivation of LpNPSVM is larger than the ones when p is greater. This may be caused by the fact that problem (14) is nonconvex when p < 1. We also depict the time expense for all the methods. Since for the data sets Spanbas and TIC, their computation times are relatively higher comparing to other data sets, we draw their time expense separately as in Figure 5 (a) and (b) . From the figures, we see as p getting larger, the time expense becomes lower for our LpNPSVM. Generally, L1-NPSVM has more computation time than our LpNPSVM, and GEPSVM runs the fast.
C. SPARE PARTS INSPECTION DATA SET
In this subsection, we consider a real world problem. In engineering area, the directions of placement of the spare parts are usually important. Figure 8(a) shows such a situation. The figure gives the images of a kind of spare parts. The first row of Figure 8(a) shows the upside direction of the spare parts, and Figure 8(a) shows the downside direction of the spare parts. Therefore, in this case, it is a binary classification problem. This real data set contains 220 data images, including 120 upside direction ones and 100 downside direction ones. Each image is of the size 32×32. We randomly choose 50% data images from each class to form the training set, while the rest form the test data set. In order to test the robustness of LpNPSVM, we artificially pollute the training images with random black rectangular at random position. The rectangular takes 50% of each image, as shown in Figure 8(b) .
We now apply our LpNPSVM and other methods to the above data set, and list their corresponding accuracies in Table 5 . From the table, we see GEPSVM is obviously affected seriously by the noise, and our LpNPSVM performs the best when p = 0.5, 1, 1.5. For our LpNPSVM. p = 2 behaves inferior to the other p. Note that when p = 2, our LpNPSVM is just L1GEPSVM. Therefore, we see LpNPSVM performs better than GEPSVM, L1NPSVM and L1GEPSVM. Moreover, the result also supports the fact that for our LpNPSVM, the selection of p is necessary.
V. CONCLUSION
In this paper, we have proposed an improved robust L1-norm nonparallel proximal support vector machine with Lp-norm regularization (LpNPSVM), which aims at giving a more robust performance to outliers for binary classification in contrast to L1-GEPSVM. LpNPSVM considered an arbitrary Lp-norm regularization term rather than an L1-norm term in L1-GEPSVM. The convergence of LpNPSVM when 0 < p ≤ 2 is also ensured. The robustness and effectiveness of the proposed method are supported by a series of numerical experiments on two artificial data sets, 8 UCI data sets and a real world data set. Our Matlab code and slide can be downloaded from http://www.optimalgroup.org/Resources/Code/LpNPSVM.html. Since when 0 < q < 1, the Lq-norm is more robust than the L1-norm, in the future, we will consider the Lq-norm GEPSVM with regularization term. Also, study the convergence of LpNPSVM for p > 2 is also interesting. 
