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Abstract—The increase in spatial and spectral resolution of the
satellite sensors, along with the shortening of the time-revisiting
periods, has provided high-quality data for remote sensing im-
age classification. However, the high-dimensional feature space
induced by using many heterogeneous information sources pre-
cludes the use of simple classifiers: thus, a proper feature selection
is required for discarding irrelevant features and adapting the
model to the specific problem. This paper proposes to classify
the images and simultaneously to learn the relevant features in
such high-dimensional scenarios. The proposed method is based
on the automatic optimization of a linear combination of kernels
dedicated to different meaningful sets of features. Such sets can
be groups of bands, contextual or textural features, or bands
acquired by different sensors. The combination of kernels is op-
timized through gradient descent on the support vector machine
objective function. Even though the combination is linear, the
ranked relevance takes into account the intrinsic nonlinearity
of the data through kernels. Since a naive selection of the free
parameters of the multiple-kernel method is computationally de-
manding, we propose an efficient model selection procedure based
on the kernel alignment. The result is a weight (learned from
the data) for each kernel where both relevant and meaningless
image features automatically emerge after training the model.
Experiments carried out in multi- and hyperspectral, contextual,
and multisource remote sensing data classification confirm the
capability of the method in ranking the relevant features and show
the computational efficience of the proposed strategy.
Index Terms—Feature selection, image classification, kernel
alignment, multiple-kernel learning (MKL), ranking, recursive
feature elimination (RFE), support vector machine (SVM).
I. INTRODUCTION
IN RECENT years, satellite sensors design has known anunprecedented development in terms of both radiometric
and spatial resolution. Thus, the amount of information sensed
has increased constantly, opening a wide area of interesting
and challenging applications for remote sensing. However, in
light of the mass of information sensed, the need for efficient
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data processing tools capable of treating the acquired images
efficiently is even stronger than before.
Statistical models [1] have been proposed as tools to treat
remote sensing data efficiently: neural networks and more
recently, support vector machines (SVMs), [2]–[5] have been
proven to be robust and efficient methods to solve remote sens-
ing image classification problems. Nonetheless, these methods
show two main problems. First, they depend on the size of the
data set. Even if it is less prone to the curse of dimensional-
ity [6], the number of the parameters of SVM still depends
on the number of observations and features. When the ratio
between the number of observations and the number of bands
is low, SVM may fail to find the correct solution. In remote
sensing, this situation happens in several typical settings, for in-
stance: 1) when several sensors’ bands are used simultaneously
[7]–[9]; 2) when multitemporal images are needed [9]–[11];
and/or 3) when contextual information is included [12]–[14];
in these cases, the size of the feature space strongly increases
and the risk of overfitting becomes real.
Secondly, SVMs work as a black box model and no insight
about the importance of the distinct features can be obtained
directly from the model’s solution. Aside from the model’s
accuracy, insight about the relative importance of the single
features/sensors can prove to be a valuable information for the
end-user. Such knowledge can help the user understand some
physical properties of the problem at hand, and focus the data
acquisition/processing on specific sensors or types of features.
For instance, hyperspectral features are strongly correlated, and
valuable and independent information can often be summarized
in a well-chosen subset. Such set represents physical properties
of the objects of interest. As for contextual features, which can
be generated at different scales, the selection of good scales and
types of features is useful and crucial information for the user.
For instance, in [15], authors identified a set of very informative
textural features for urban land-cover classification. The results
obtained for an independent test case indicated the value of
reducing the input set down to only ten features and their ability
to generalize to new scenes.
Both problems can be addressed by using feature selection
[16] algorithms, which allow to select informative and relevant
input features by analyzing their relevancy for a certain classi-
fication problem. Feature selection algorithms can be divided
into three classes: 1) filters; 2) wrappers; and 3) embedded
methods [16], [17]. Filters rank features according to either a
similarity measure such as the correlation, or a measure of dis-
tance between distributions (for instance, the Kullback–Leibler
divergence). Filters may be considered as a preprocessing
step and are generally independent from the selection phase.
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Fig. 1. Illustrative example of the multiple-kernel approach to information fusion for image classification. A set of different features (optical [xw], radar [xr],
contextual [xc], and textural [xs]) are usually considered for image classification. MKL builds a multiple kernel by a linear weighted combination of dedicated
RBF kernels with respective weights dm and kernel parameters σm. Using MKL, both parameters are optimized simultaneously.
Remote sensing applications of filters can be found in
[18]–[23]. Wrappers use the model’s accuracy to rank subsets
of features according to their predictive power, but they imply
a high computational cost. Embedded methods differ from
wrappers because they allow interaction between the feature
selection procedure and the model.
A well-known embedded backward selection algorithm is the
recursive feature elimination (RFE), which uses the changes
in the decision function of the SVM as a criterion for the
selection [24], [25]. In [26], SVM-RFE is used to select subsets
of contextual features. In [27], an embedded feature selection
is proposed. The algorithm, based on boosting, finds an optimal
weighting and eliminates the bands linked to small weights. In
[28], a genetic algorithm is used to select an optimal subset
of features for a successive SVM classification. Other genetic
algorithm-based wrappers have recently been proposed in [29]
for rapid disaster image retrieval and, in [30] and [31], for hy-
perspectral image classification, where sparsity of the selection
must be enforced. A typical drawback of the SVM-RFE is the
high computational load: at each stage of the selection and for ζ
active variables, ζ + 1 SVM models need to be evaluated, one
for the model with the complete feature set and one for each
subset composed by all the features minus the one considered.
Moreover, no efficient stopping criterion has been proposed and
the model should be run for all the features before the selection
of the optimal set. Finally, the ranking of the features does not
provide a feature weighting since all the features are given the
same weight in the kernel function.
A possible answer to the needs of the SVM-based feature
selection can be found in the framework of multiple kernel
learning (MKL) [32]. In MKL, the SVM kernel function is
defined as a weighted linear combination of M base kernels
built using subsets of features. When using RBF kernels, each
subkernel Km owns a kernel parameter σm and a weight dm
(see Fig. 1). MKL works iteratively, optimizing both the dm and
the σm[33]. This way, the SVM model is optimized at the same
time as the combination of base kernels. When constructing
the base kernels with single features (or physically inspired
groups of features), the optimization of the SVM kernel works
as a feature selector providing a weighted ranking of the
importance of its components. Since zero-weight kernels does
not contribute to the final function, the features used to build
the zero-weight kernels are automatically ignored in the final
model.
The so-called composite kernels framework was developed
to combine spectral with contextual [34]–[37] multitemporal
and multisource [9] information for image classification. The
models permits the study of the importance of the different
sources of information. Besides, by optimizing a weight per
kernel, useful information about the associated features is ob-
tained. However, in these works, the tuning of the parameters
in this framework is done through cross-validation strategies,
which dramatically increase the computational cost when sev-
eral kernels are combined. So far, the only application in
remote sensing of strict MKL can be found in [38] and, taking
advantage of a similar idea, spectrally weighted kernels are
proposed in [39].
The main problem of MKL is that, even though it is a convex
problem, the minimization is not smooth [40]. Very recently,
other algorithmical approaches have reformulated the original
version of the MKL algorithm [33], [41]. In [42], the different
optimization problems are summarized and compared. The
computational cost involved and the nonsmoothness issue are
critical constraints of the different methods that are, actually,
not applicable for remote sensing data. In this paper, the appli-
cation of MKL to remote sensing data is studied by applying
a recently proposed method called SimpleMKL [43]. This
method solves the MKL problem by gradient descent over the
SVM decision function and converges to the same solution
as the other MKL formulations mentioned above. Computa-
tional issues are considered, addressing the problems related
to the model selection strategy of [43], which is performed by
stacking several kernels sharing the same features, but using
different kernel parameters. To solve this problem, a model
selection strategy based on kernel alignment [44] is proposed,
similarly to [45], and analyzed in detail. The strategy proposed
in this paper decreases the computational cost of MKL and
the memory requirements in a straightforward yet very effec-
tive way.
This paper also considers challenging experimental settings
with strongly unbalanced pixels/features ratios. Three typi-
cal remote sensing image classification scenarios are studied:
1) mixed spectral/contextual very high-resolution classification;
2) hyperspectral data classification; and 3) multisource image
classification. Results are discussed both in terms of the model
accuracy and of the image properties discovered, showing that
the MKL provides nondegenerated SVM solutions, and bring-
ing additional information about the image properties. Even
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though a marginal decrease in performance can sometimes
be observed when using MKL with respect to the standard
SVM [46], the loss is compensated both by the benefits of
the weighted feature ranking (which is consistent with the
result obtained with other feature selection methods) and by the
compactness of the resulting solution.
For all these reasons, the novelty of the paper can be found
in the following: 1) the evolution from composite to multiple
kernels, which has never been studied intensively in the remote
sensing literature; 2) the kernel alignment-based model selec-
tion, which addresses one of the main issues of SimpleMKL;
and 3) the study of the image properties obtained from MKL
results, that allow to understand the role of the different features
in the classification process.
The remainder of the paper is organized as follows. Section II
reviews both the framework of kernel methods, paying special
attention to their general properties, and the formulation of the
standard SVM classifier. Section III revises the MKL frame-
work. Since the definition of the family of “kernels on features”
is critical, a detailed discussion of model selection and design
is given in Section III-C. Section IV describes the data and the
experimental setup of the experiments presented in Section V.
Finally, Section VI concludes the paper.
II. KERNEL METHODS AND DATA CLASSIFICATION
Kernel methods offer a general framework for machine
learning problems (classification, clustering, regression, density
estimation, and visualization) with heterogeneous types of data,
such as the following: 1) time series; 2) images; 3) strings; or
4) objects [47], [48]. In this section, we briefly review the main
properties of Mercer’s kernels, and the standard formulation for
the binary SVM [49] used in this paper.
A. Background on Kernel Methods
When using linear algorithms, a well-established theory and
efficient methods are available. Kernel methods exploit this fact
by embedding a data set S = {xi}ni=1 defined over the input
or attribute space X (S ⊆ X ) into a higher (possibly infinite)
dimensional Hilbert space H, or feature space, and then they
build a linear algorithm therein, resulting in an algorithm which
is nonlinear with respect to the input data space. The mapping
function is denoted as Φ : X → H. Though linear algorithms
will benefit from this mapping because of the higher dimension-
ality of the feature space (see Cover’s theorem, which guaran-
tees that the transformed samples are more likely to be linearly
separable [50]), the computational load would dramatically
increase because we should compute sample coordinates in that
high-dimensional space. Such a computation is avoided through
the use of the kernel trick: if an algorithm can be expressed with
dot products in the input space, its (nonlinear) kernel version
only needs the dot products among mapped samples. Kernel
methods compute the similarity between the training examples
using pairwise inner products between mapped samples, and
therefore the so-called kernel matrices contain all the necessary
information to perform many classical linear algorithms in the
feature space.
B. Support Vector Machine (SVM)
Given a labeled training data set {(xi, yi)}ni=1, and yi ∈
{−1,+1}, and given a nonlinear mapping φ(·), the SVM
method solves [49]
min
w,ξi,b
{
1
2
‖w‖2 + C
n∑
i=1
ξi
}
(1)
constrained to
yi (〈φ(w),xi〉+ b) ≥ 1− ξi ∀i = 1, . . . , n (2)
ξi ≥ 0 ∀i = 1, . . . , n (3)
where w is the vector of parameters defining the optimal
decision hyperplane 〈w,φ(x)〉+ b = 0, and b represents the
bias. These parameters define a linear classifier in the Hilbert
space H
yˆ∗ = f(x∗) = sgn (〈w,φ(x∗)〉+ b) . (4)
The regularization parameter C controls the generalization ca-
pabilities of the classifier and must be selected by the user. Po-
sitive slack variables ξi allow to deal with the permitted errors.
The primal problem (1) is solved by maximizing its dual
counterpart [47]
max
α
⎧⎨
⎩
n∑
i=1
αi − 12
n∑
i,j=1
αiαjyiyj 〈φ(xi),φ(xj)〉
⎫⎬
⎭ (5)
constrained to 0 ≤ αi ≤ C and
∑
i αiyi = 0, ∀i = 1, . . . , n,
where auxiliary variables αi are Lagrange multipliers corre-
sponding to restrictions (2) and (3). This way, the explicit
estimation of the very high-dimensional vector w is avoided
by estimating a 1-D parameter vector α. Finally, the decision
function for any test vector x∗ is given by
f(x∗) = sgn
(
n∑
i=1
yiαi 〈φ(xi),φ(x∗)〉+ b
)
(6)
where b can be easily computed from a few support vectors
(SVs), which are those training samples xi with αi = 0 [47].
It is worth noting that all φ mappings used in the SVM
learning [(5)] and prediction [(6)] occur in the form of inner
products. As mentioned above, this allows to replace such
products with a kernel function K
K(xi,xj) = 〈φ(xi),φ(xj)〉 (7)
and then, without considering the mapping φ explicitly, a
nonlinear SVM can be defined.
C. Kernel Functions and Basic Properties
The bottleneck for any kernel method is the definition of a
kernel K that accurately reflects the similarity among samples.
However, not all metric distances are permitted. In fact, valid
kernels are only those fulfilling the Mercer’s Theorem [51]
and the most common ones are the following: 1) the linear
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K(xi,xj) = 〈xi,xj〉; 2) the polynomial K(xi,xj) =
(〈xi,xj〉+ 1)d, d ∈ N; and 3) the radial basis function (RBF),
K(xi,xj) = exp(−‖xi − xj‖2/2σ2), σ ∈ R+.
In this paper, we will take advantage of the properties of
Mercer’s kernels stated below.
Property 1: Be K1 and K2, two Mercer’s kernels on S × S
and μ ≥ 0. Then, the following kernels:
K(xi,xj) =K1(xi,xj) + K2(xi,xj) (8)
K(xi,xj) =μK1(xi,xj) (9)
are valid Mercer’s kernels.
Therefore, one can design kernels by summing up (weighted)
valid kernels. This intuitive idea is formally extended for
optimizing linearly weighted combinations of kernels in the
following sections.
III. EFFICIENT MULTIPLE-KERNEL LEARNING
This section reviews the main formulation of MKL [32].
Then, a recently proposed method for solving the MKL prob-
lem, named SimpleMKL [43], is described in detail. Finally,
we present a straightforward yet efficient way to reduce the
computational cost when using this method for joint feature
selection and classification.
A. Multiple-Kernel Learning: Formulation and Problems
As mentioned above, the success of kernel methods depends
strongly on the data representation encoded into the kernel
function. In the case of SVM, by plugging (7) into (6), the
decision function takes the form
f(x∗) = sgn
(
n∑
i=1
yiαiK(xi,x∗) + b
)
. (10)
Common kernel functions, like the polynomial or RBF, are
rigid representations of the data, that may be replaced by more
flexible and data-adapted kernels. In the multiple-kernel frame-
work, the optimal kernel is learned from data by building a
weighted linear combination of M base kernels. Each kernel in
the mixture may account for different features or set of features.
The use of multiple kernels can enhance the performance
of the model and, more importantly, the interpretability of the
results. Let d = [d1, . . . , dm, . . . , dM ] be a vector of weights
for the mixture of kernels. A mutiple kernel is the combination
of the M basis kernels Km
K(xi,xj) =
M∑
m=1
dmKm(xi,xj)
s.t. dm ≥ 0
M∑
m=1
dm = 1. (11)
Multiple-kernel learning aims at simultaneously optimizing
αi in (10) and dm in (11), subject to positivity and sum-to-
one constraints. In our case, the learned (optimized) weights
dm will directly give a ranked relevance of each set of features,
e.g., groups of bands or contextual and spectral features.
Even being a very attractive formulation, solving the MKL
problem becomes rapidly intractable with the increase of train-
ing examples and number of kernels. For example, in binary
classification, the MKL results in a quadratically constrained
quadratic programming problem, which is computationally un-
affordable when a high number of samples or kernels is used
[32]. The main problem is that, even being convex, the mini-
mization is not smooth [40]. Very recently, other algorithmical
approaches have reformulated the original version of the MKL
[33], [41]. Again, the computational cost involved and the non-
smoothness issue are the critical constraints of the methods. In
the next section, we summarize a simple MKL formulation [43]
that solves the aforementioned problems and converges to the
same solution of the MKL formulations in [33], [40], and [41].
B. Simple Multiple-Kernel Learning
SimpleMKL is an efficient algorithm to solve the MKL prob-
lem [43]. Similarly to [33], SimpleMKL wraps a SVM solver
with a single kernel, which is already the linear combination in
(11). Essentially, the algorithm is based on a gradient descent
on the SVM objective value. Note that by using (11) in (7),
and then plugging it into (5), the following multiple-kernel dual
problem is obtained:
max
α
⎧⎨
⎩
n∑
i=1
αi − 12
n∑
i,j=1
αiαjyiyj
M∑
m=1
dmKm(xi,xj)
⎫⎬
⎭ (12)
constrained to 0 ≤ αi ≤ C,
∑
i αiyi = 0, ∀i = 1, . . . , n,∑
m dm = 1 and dm ≥ 0.
At this point, one can show (see [43]) that maximizing the
dual problem in (12) is equivalent to solving the problem
min
d
J(d) such that
M∑
m=1
dm = 1, dm ≥ 0 (13)
where
J(d)=
⎧⎪⎨
⎪⎩
minw,b,ξ, 12
∑M
m=1
1
dm
‖wm‖2+C
∑n
i=1 ξi
s.t., yi
(∑M
m=1 〈wm,φm(xi)〉+b
)
≥1−ξi
ξi ≥ 0 (14)
and wm represents the weights of the partial decision function
of the subproblem m with associated kernel mapping φm(xi).
Algorithm 1 SimpleMKL (adapted from [43])
1: initialize the weights dm = (1/M), m = {1, · · · ,M}
2: compute the objective value J(d) according to Eq. (14).
3: repeat
4: compute the reduced gradient and find the descent direc-
tion D. Set μ = argmax{dm}
5: repeat {Descent direction update}
6: find the component ν = argmin{−dm/Dm}
7: find maximum admissible step size γmax = −dν/Dν
8: update d = d+ γmaxD, set Dμ = Dμ −Dν , Dν = 0
and normalize D
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9: compute the new J(d)
10: untilJ(d) stops decreasing or when it reaches a stop-
ping criterion
11: line search along D to find the optimal γ
12: until a stopping criterion is met.
C. Efficient Model Selection via Kernel Alignment
In the original implementation of SimpleMKL [43], model
selection was performed by building several kernels with dif-
ferent kernel parameters. Rather than optimizing the σ values
for each kernel, several kernels sharing the features, but with
different parameters, were built. This way, the optimization of
d allowed to find automatically the best combination of kernels
by finding the non-zero weights. Strictly speaking, no model
selection is performed this way. This strategy is clearly heavy
in terms of the computational cost, but has the advantage of
building multiscale solutions, i.e., solutions where more than a
single kernel is selected for a single feature. In this case, two
(or more) kernels in the final combination of (11) encode signal
similarities for the feature at different ranges (or scales).
When dedicating separate kernels to each variable, MKL can
be used for direct feature ranking. Moreover, since the MKL
result is sparse, i.e., most of the kernel weights in d are zero
(see [43]), the variables associated to kernels with zero weights
are not accounted into the final mixture of kernels. In this
sense, MKL can be used as an algorithm of feature selection.
Nonetheless, a model selection strategy as the one proposed
in [43] is not efficient for this purpose: when confronted to
data sets carrying more than 100 bands, such a strategy would
imply the creation (and storage in memory) of a kernel of size
(n× n× (M · l)), where n is the number of training pixels, M
the number of kernels (using single or groups of features) and l
is the number of kernel parameters to search upon. In particular,
when n increases, the storage needs become intractable for
current computers. Therefore, these facts preclude the use of
the original formulation of SimpleMKL for problems including
thousands of training pixels or hundreds of features.
To overcome these problems, we propose a technique to
estimate reasonable values of kernel-free parameters before
training the model. To do this, we use the training labels y to
build an ideal kernel, Kideal = yy, and the training samples
xi to build a set of kernels by varying the free parameter. If the
RBF is adopted, Kσ = K(xi,xj |σ) for a given σ value. The
idea is to evaluate the distance of the different parametrizations
of Kσ to the ideal one encoded in the data. For such purpose,
we take advantage of the concept of kernel alignment [44], a
measure of similarity between matrices. Given a kernel matrix
Kσ , and a vector of labels y ∈ {−1, 1}, the alignment between
them can be written as
A(Kideal,Kσ) =
〈Kσ,yy〉F√〈Kσ,Kσ〉F 〈yy,yy〉F (15)
where 〈·, ·〉F stands for the Frobenius distance between ma-
trices, that is 〈U,V〉F =
∑
i,j uijvij . Since the kernel shows
high values for similar points, the alignment can be seen as a
correlation coefficient between the kernel values and the correct
label assignments, and it can take values in the range [−1, 1].
In the case of the multiclass classification, the ideal kernel
yy must be replaced by a kernel returning the value 1 if the
considered pixels belong to the same class and 0 otherwise. The
algorithmical advantage of this solution is clear: the size of
the kernel to store is reduced to (n× n×M).
In [44], kernel alignment was used to evaluate combinations
of kernels. If two kernels are aligned with the labels vector and
not aligned with each other, their combination will be valuable
to solve the problem because both kernels contain independent
information. In our setting, we select the best candidates for
SimpleMKL by maximizing the alignment of each feature’s
kernels Km with the output vector. Then, SimpleMKL selects
the best combination to solve the problem. Algorithm 2 sum-
marizes the procedure.
Algorithm 2 Parameter optimization with kernel alignment
M = number of kernels;
σ = vector of σ to search upon.
1: Compute the ideal kernel Kideal = yy
2: for m in 1: M do
3: for σj in σ do
4: Compute kernel alignment A(Kideal,Km,σj ) using
Eq. (15).
5: end for
6: Select σm = argmaxσj{A(Kideal,Km,σj )}
7: end for
IV. DATA SETS CONSIDERED AND
EXPERIMENTAL SETTING
This section specifies the data sets studied and the setting of
the experiments.
A. Data
Multiple-kernel learning is applied to three challenging re-
mote sensing image classification tasks, accounting for both
very high-resolution and multisource problems:
1) The first image considered is a 0.6-m-resolution multi-
spectral scene taken in 2006 by the QuickBird sensor over
a part of the city of Zurich, Switzerland. Five classes
of interest are considered: 1) “Buildings;” 2) “Roads;”
3) “Forest;” 4) “Shadows;” and 5) “Water.” Four multi-
spectral bands, accounting for RGB and near-infrared
(NIR) channels along with 18 spatial features extracted
using opening and closing by reconstruction morpholog-
ical filters are used as features for classification. The
goal here is not only to obtain good classification maps
but also, and more importantly, to discern the relative
relevance of the different spatial and spectral features.
Note that, since we use morphological operators on some
bands, ranking features provides some insight on the
spatial scale of objects in the scene.
2) The second case study is an image acquired in 1999
by the HyMap airborne spectrometer over Barrax
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TABLE I
REPRESENTATIVE BANDS FOR CLASSIFICATION OBTAINED IN [52]
(Spain) during the DAISEX99 campaign. The image has
128 bands in the region 0.4 μm–2.5 μm and a spatial res-
olution of 5 m. The six classes of interest are: 1) “Corn;”
2) “Sugar beets;” 3) “Barley;” 4) “Wheat;” 5) “Alfalfa;”
and 6) “Soil” [52]. The main goal in this application is
concerned with evaluating the relevance of the different
spectral bands for classification. Important gains in ac-
curacy are not expected, since the classification problem
is easy due to the high quality of the image acquisition
along with the atmospheric and geometric corrections
applied, as shown by the good results reported in [52].
In this previous work, the most important features were
also highlighted under physical criteria (cf. Table I). The
aim is to assess if MKL will end up finding the same (or
a similar) set of features.
3) The third and last case study considers multisource infor-
mation. The scene is a set of images of the city of Naples,
Italy, used to detect urban areas. It is a binary detection
problem with classes “Urban” and “Not urban.” Images
from ERS2 SAR and Landsat TM sensors were acquired.
In the case of the optical images, the seven Landsat
TM spectral bands (containing three RGB, one NIR, two
short-wave IR, and one thermal IR bands) were directly
used. For the SAR image, two backscattering intensities
were available. Using them, the interferometric coherence
was extracted and added as a third variable [53]. However,
since speckle disturbs image interpretation, a multistage
spatial filtering approach over coherence images was
followed to increase the urban areas discrimination [54],
which yielded the fourth radar input feature, that should
be the most useful to solve the problem.
B. Experimental Setting
For each image classification problem, two types of experi-
ments have been done:
– First, MKL setups using a single feature in each kernel
have been considered. These experiments, represented
by the abbreviation “S,” result in single features ranking,
and can be used for feature selection to interpret different
properties of the images, either signal properties (spec-
tral) or objects scales (contextual features).
– Secondly, MKL setups employing kernels built using
groups of features have been studied. These experiments,
represented by the abbreviation “G,” allow us to esti-
mate the relative importance of parts of the signal or
types of contextual features. Since they do not give
insight on single features importance, the “G” setting
cannot be considered for stricto sensu feature selection.
For the three images studied, the groups considered are
the following:
1) QuickBird (Zürich): types of information, divided
in multispectral (four bands), opening by recon-
struction (nine features), closing by reconstruction
(nine features);
2) DAISEX (Barrax): main physical properties of the
spectrum [52]. Leaf pigments (bands 1–23), cell
structure (24–59), leaf water content (60–128);
3) Multisource (Naples): type of sensors, considering
Landsat TM (7 bands) and ERS2 SAR (4 features).
Regarding model selection, the two strategies described in
Section III-C have been considered in the experiments. In the
following, the strategy stacking multiple kernels with different
parameters is abbreviated by “M”) and the one using kernel
alignment by “A.”
The combination of the two types of experiments with the
two strategies of model selection described in Section III-C
provides the four experiments detailed in Table II. All the
models have been run using the MKL toolbox of [43] under
MATLAB 7. As a comparison, a standard SVM model using a
single kernel for all the features has been run using the same
toolbox.
Regarding the single experiments, each one has been run ten
times with different starting training points and using increasing
number of labeled pixels per class, randomly picked from the
ground survey pixels. The results reported are mean values for
the experiments and their standard deviation provides an insight
about the dependence of the model to the initial conditions. The
scenario using 5 pixels per class is very challenging, and is here
studied to assess the stability of MKL in settings with a small
ratio between the number of labeled pixels and the number of
parameters. Testing is performed using separate data sets of
size 97 000 (QuickBird Zürich), 5000 (DAISEX Barrax), and
140 806 (multisource Naples) pixels.
All the kernels used are RBF with associated width σ. For the
“M” experiments, four RBF kernels per (group of) feature(s)
using different σ have been used. The number of σ parameters
is kept small to limit the computational complexity and mem-
ory requirements; as mentioned, this model selection strategy
builds (and stores) a matrix of size (n× n× s · l), where n is
the number of training pixels, s is the number of sources (single
or groups of features), and l is the number of parameters to test.
In the settings considered, the values σ = [0.1, 0.25, 0.35, 0.5]
have been used. These values have been highlighted as reason-
able after the study of different combinations of parameters.
The need for such a previous study is a drawback for the
“M” strategy; however, the study of larger number of σ values
heavily impacts the computational efficiency of the algorithm.
For the standard SVM and the “A” strategy, a grid search has
been run for the kernel(s) parameters, with σ ∈ [0.01, . . . , 3].
In this case, only a (n× n× s) matrix is stored. For all the
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TABLE II
SUMMARY OF THE SETUP FOR EACH EXPERIMENT CONSIDERED IN SECTION V
experiments, SVM regularization parameter has been optimized
by cross-validation in the interval C ∈ [100, . . . , 10000].
V. EXPERIMENTAL RESULTS
This section describes the results for the three classification
scenarios: 1) spectral/contextual image classification; 2) hyper-
spectral pixel-based image classification; and 3) multisource
remote sensing data classification. In all cases, the goal is
twofold: 1) improve (or at least conserve) classification per-
formance in a supervised way; and 2) to extract knowledge
from the built classifier with regard to the rank of the features.
For the experiments, images from four different sensors have
been considered: 1) QuickBird; 2) HyMap; 3) Landsat TM; and
4) ERS2 SAR. We compare the presented method to the stan-
dard SVM in terms of the accuracy and robustness to the num-
ber of training samples. Moreover, the analysis of the weights
dm of the obtained model is carried out. Finally, in
Section V-D, the proposed method is compared with the stan-
dard feature selection methods.
A. Experiment 1: Contextual-Based Multispectral
Image Classification
The first experiment deals with a common problem in remote
sensing of classification of very high- resolution images com-
bining spectral bands and contextual features extracted from the
panchromatic image.
Numerical results illustrating the kappa statistic (κ) curves
in test for this experiment are reported in Fig. 2. All the
experiments with the SimpleMKL method clearly outperform
SVM using the same number of training pixels; an excellent
gain between 0.1 and 0.15 is achieved across for all the exper-
iments. These results demonstrate that, by properly weighting
the importance of the features, we can construct efficient kernel
machines encoding the relationships in the observed data. Also
note that the differences are consistent for different realizations;
when using more than ten samples/class bars of MKL and SVM
do not overlap. This goes in line with the fact that a higher
number of kernels needs a larger number of samples for proper
estimation of the sample similarity, and when this is achieved,
MKL boosts its results. We also performed a statistical analysis
of the differences between the SVM and the MKL results for the
GM case. The McNemar’s test [55] was used for assessing the
statistical differences between MKL and SVM. The difference
in accuracy between the two classifiers is said to be statistically
significant if |z| > 1.96, and the sign of z indicates which is
the most accurate classifier. In this experiment, we obtained
Fig. 2. Kappa statistic for the QuickBird image over Zurich (Switzerland).
z = 70.13 when using 20 pixels per class, and z = 53.61 when
using 100 pixels per class. Therefore, in both situations, MKL is
significantly different (and better) than SVM, but as the number
of samples increases, the difference is lower, which matches
the quantitative results. Both SVM and MKL saturate the
performance for training sets using more than 50 samples/class
(see Fig. 2).
In terms of kappa statistics, the GM experiment shows the
best results. The simplicity of this solution confirms the intu-
ition that each type of information may be related to different
model parameters. On average, the optimal weights d are
{KMS = 0.7,KOr = 0.1,KCr = 0.2}, matching the results
found in [37]. The SA experiment shows good performances,
yet inferior to those in the GM; the precomputation of the
alignment avoids optimizing an 88-dimensional vector and the
benefits of using such methods can be observed when sufficient
examples are available. Nonetheless, the SM and SA experi-
ment allow to visualize the chosen features (see Fig. 3 for an
illustration of the iterative optimization of the weights using
SM), starting by a uniform configuration of weights (dm =
1/M = 0.011,∀m ∈ M), the NIR band is given a strong
weight after five iterations. The blue and green bands are also
selected in the following steps. This way of selecting features
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Fig. 3. Optimization of the weight vector d: each line corresponds to an
iteration of MKL for the QuickBird image (SM experiment, run #4, 88 kernels).
Dark values indicate higher relevance. Since at the beginning dm = 1/M, ∀m,
first line shows equal light tones.
matches the classification results, while NIR bands serve to
discriminate man-made from natural classes, the proper assign-
ment to the green band (suited for forests) and blue band (water
class) largely improves results. Regarding the morphological
features, closing features related to the large structuring ele-
ments are retained and all the openings are concentrated into a
single kernel, the #49, corresponding to a feature extracted with
a large structuring element and a kernel built with a small σ;
such kernel encodes local neighboring information and smooths
the spatial details of the scene. Note that the solution shown
in Fig. 3 has a multiscale nature in the sense that two kernels
using different σ values are retained into the final solution for
the blue or NIR bands. These kernels encode short- and middle-
signal relationship between training data, which matches the
wide range of object sizes in the image.
B. Experiment 2: Hyperspectral Image Classification
This experiment deals with the pixel-based hyperspectral im-
age analysis. Here, the interest is to evaluate the relevance of the
different spectral bands for image classification. Because of the
relative simplicity of the classification problem, improvements
of the standard SVM accuracy are not expected. Nevertheless,
since a list of useful features for the classification is available
(cf. Table I), the aim of this study is to evaluate if MKL
automatically builds a kernel using these useful features.
Overall, estimated kappa statistic curves for the HyMap
experiment are reported in Fig. 4; as expected in this case,
MKL models may perform as well as SVM, but no clear
improvement is observed. Considering the model comparison
shown in Fig. 4, one can remark that no relevant numerical
differences exist in the average accuracies of the GM, GA, SA,
and standard SVM experiments for training sets using more
than ten pixels per class. Additionally, in all cases, standard
deviation overlaps, thus suggesting no statistically significant
differences among methods. Nevertheless, an important issue
is that an insight on the relevant features (see Fig. 5) can be
automatically obtained using the MKL approach (SA experi-
ment) without loss in the quality of the final result. It should be
mentioned that the SM experiment shows a deterioration of the
performance with respect to the standard SVM (between 0.05
and 0.1 in kappa) because, when dealing with hyperspectral
images, such a model selection strategy the model overfits the
Fig. 4. Kappa statistic for the HyMap image over Barrax (Spain).
data (512 kernels and few training samples are used). Fig. 5(a)
illustrates how the gradient algorithm iteratively optimizes the
dedicated kernel weights assigning the proper relevance to the
128 spectral channels of the image. It is worth noting that, in
this problem, the selected features by the method [Fig. 5(b)]
are essentially the six most important spectral bands identified
in [52] through careful heuristic analysis of the main nodes
and surrogates of a classification tree. Along them, some other
bands representing other discriminant regions of the spectrum
are selected (bands 49 and 64). This fact not only confirms the
correctness of the proposed model selection, but also offers a
way to obtain trustable insight on the model (see Section V-D
for a comparison with standard feature selection methods).
C. Experiment 3: Multisource Image Classification
Numerical results for the multisource image are reported in
Fig. 6. First, the Landsat image is used alone to detect the urban
areas [Fig. 6(a)]. The problem is complex and the standard
SVM cannot treat the problem effectively; its performances
saturate around a kappa index of about 0.55. On the contrary,
SimpleMKL results in better performances, reaching values of
kappa of 0.6–0.65. As observed earlier, MKL overfits when
only few training samples are available (five in this case),
but starting from ten training examples per class, the model
converges to an optimal solution and outperforms the stan-
dard SVM.
Fig. 6(b) illustrates the second experiment, exploiting multi-
source information. The problem being easier, the standard
SVM provides a correct and stable solution saturating around
0.8. Again, MKL cannot model properly the patterns where too
few training examples are available, but from 20 examples per
class on, SimpleMKL converges into an equivalent (GM) or
better (SA, SM, GA) solution saturating around kappa values
of 0.85.
Regarding the ranking of (groups of) features, Fig. 7 shows
the results for the two experimental settings considered. First,
the SA experiment using the Landsat bands only [Fig. 7(a)]
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Fig. 5. HyMap image of Barrax, Spain. (a) Optimization of the weight vector
d for the run #9 of the SA experiment (128 kernels) using 70 samples per class:
each line corresponds to an iteration of SimpleMKL. Since at the beginning
dm = 1/M, ∀m, first line shows equal light tones. Boxes correspond to the
features highlighted in Table I. With the exception of the feature #6, all
the relevant features receive a non-zero weight. Dashed boxes correspond to
additional features selected by SimpleMKL. (b) Average values of the weight
vector d using 70 samples per class (on the ten runs of the SA experiment). The
six most relevant bands are highlighted in green.
selects principally the blue and NIR bands, that are valuable for
the discrimination of water and built environment. The other
bands are the most often ignored in the final solution. In the
multisource experiments, the importance of the radar features
comes out clearly either in the SA setting [Fig. 7(b)] or when
considering a dedicated kernel to each source of information
[Fig. 7(c) and (d)]. The radar features take a greater importance
than the optical ones, showing the stronger impact they do have
on the final solution. In the SA experiment [Fig. 7(b)], we can
observe the importance of the third and fourth radar features,
which are the original and contextually filtered coherence,
while in the GM experiment, we can appreciate the role of a
multiscale solution, retaining the radar kernel with small- and
medium-scale σ.
Fig. 6. Kappa statistics for the images image of Naples (Italy). (a) Using only
Landsat bands (“L” series). (b) Using both Landsat and radar features (“LR”
series).
D. On Computational and Selection Efficiency
Throughout the experiments, the capability of SimpleMKL
to rank features (or meaningful groups of features) was studied
and the features selected were interpreted in terms of image
properties (see Figs. 3, 5 and 7 and respective discussion for
details). However, it is also important to compare the features
obtaining maximal rank with the features selected by other
feature selection methods. In this section, we first compare
SimpleMKL with a filter based on the correlation between the
single features and the output class label, and then we compare
it with the more advanced SVM-RFE [24] method. The issues
of both the selection of useful features and the computational
cost are reported below.
Fig. 8 shows the feature ranking for the three methods in the
HyMap image. The correlation filter [Fig. 8(a)] correctly selects
the regions of the spectral around features 99 and 118, but
generally misses the relevant features around feature channel 20
(cf. Table I); moreover, the filter has the tendency to select
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Fig. 7. Box plots of the feature weights dm for some of the experiments
considered in the multisource setting: (a) SA-L; (b) SA-LR; (c) GA-LR;
(d) GM-LR. Each box represents distribution of values for ten experiments
using 20 pixels per class.
features strongly correlated with the output, but also with each
other. SVM-RFE [Fig. 8(b)] results in a more desirable solution,
where all the features of Table I are selected by most of
the runs of the model. Similarly, SimpleMKL selects sets of
features corresponding to the meaningful features for solving
the problem [Fig. 8(c)]. The difference of representation be-
tween the two previous methods and MKL is explained by the
different rankings provided. Correlation-based filter and SVM-
RFE provide a full ranking, where a single feature is excluded
at each iteration; on the contrary, MKL optimizes a vector of
weights and the selection is done implicitly by the exclusion of
the kernels receiving a zero weight (in white in the figure).
Above, we have proven that MKL selects the relevant fea-
tures of the image. However, to prove the competitiveness of
the method with respect to SVM-RFE, the study of the compu-
tational load is compulsory, since the optimization of the com-
bination of (s · l) kernels is needed, the cost of the (efficient)
SimpleMKL becomes a crucial issue. The Hymap image, which
is the largest one studied in this paper, is considered in the
experiments reported in Fig. 9. Compared to the standard SVM
(and thus to the correlation filter), both methods require a larger
computational effort, but MKL is more efficient than SVM-
RFE: particularly for mid-sized data sets (20 pixels per class),
and the difference in speed is significant. When using 50 pixels
per class, the SM experiment (that optimizes 512 kernel
weights) results into the highest computational load, showing
that such a strategy of model selection is not desirable for
high-dimensional problems and supports even further the kernel
alignment model selection strategy proposed in this paper.
VI. CONCLUSION
In this paper, we presented a kernel framework for combining
and assessing the relevance of different sources of information
in multiple-kernel SVM image classification. The methodology
Fig. 8. Comparison of feature selection/ranking methods for ten experiments
using 50 pixels per class (HyMap image): (a) correlation filter; (b) SVM-RFE;
(c) the proposed MKL. In subfigures (a) and (b) position in the ranking is
reported for each feature, going from blue (least important) to red (most impor-
tant). In (c), the features receiving a non-zero weight after MKL optimization
are reported in black.
Fig. 9. Computational load of SVM, MKL, and RFE for data sets of varying
size (HyMap image).
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yields two main advantages: 1) it allows to automatically op-
timize different kernel parameters and weights per dedicated
kernel; and 2) particularly when using kernel alignment for
free parameters estimation, the computational cost is affordable
for large-scale remote sensing applications. Besides, and more
importantly, it is the fact that a single SVM is obtained for
testing and a direct feature ranking along it. We have illustrated
the good performance of the method in image classification,
when multispectral, hyperspectral, contextual or multisensor
information is used. The obtained models are competitive with
respect to the standard SVM in terms of classification accu-
racy. Furthermore, we validated the correctness of the resulting
feature ranking by comparing it to the outcome of classical
feature selection algorithms. Also, we have highlighted the
interest of the SimpleMKL technique for the remote sensing
community by demonstrating that the opportunity to analyze
the obtained feature weights and scales under physical criteria
provides understandable and interpretable models for image
classification.
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