ノンパラメトリック統計モデルにおける予測密度推定 by 矢野 恵佑 & Yano Keisuke
???? (??)
Predictive Density Estimation
in Nonparametric Statistical Models
(??????????????????
??????)
Keisuke Yano (?? ??)
Copyright c 2017, Keisuke Yano.
Abstract
Prediction in nonparametric statistical models has garnered much attention regarding
both theory and application. In the present thesis, we present four new contributions
related to prediction in nonparametric statistical models.
First, we study asymptotically minimax predictive distributions in a function model.
By attributing prediction in a function model to prediction in an innite sequence model,
we construct an asymptotically minimax predictive distribution for the case in which the
parameter space is a known ellipsoid. We show that a Bayesian predictive distribution
based on the Gaussian prior distribution is asymptotically minimax in the ellipsoid. We
construct an asymptotically minimax predictive distribution for any Sobolev ellipsoid.
We show that the Bayesian predictive distribution based on the product of Stein's priors
is asymptotically minimax for any Sobolev ellipsoid. We present an ecient sampling
method from the proposed Bayesian predicitve distribution.
Second, we consider renements of estimators in nonparametric statistical models by
focusing on the scale ratio of the parameter and noise. The renements avoid a large risk
for a xed noise variance. Focusing on the scale ratio of the parameter and noise, we
investigate the asymptotic risk in the case in which the ratio is large. The asymptotics as
the ratio becomes large includes the asymptotics as the noise variance becomes small. We
propose a prior distribution whose the Bayes estimator is minimax up to a logarithmic
factor when the ratio is large and that satises a weak form of admissibility.
Third, we study weak admissibility and minimaxity under an estimative Kullback{
Leibler risk in a Poisson sequence model. This study is motivated by estimation of an
intensity function by using an estimative Kullback{Leibler risk in a Poisson point process
model. We derive a minimax estimator and the corresponding exact minimax risk in a
one-dimensional setting. We derive upper and lower bounds of the quantity related to
weak admissibility.
Fourth, we study prediction when distributions of current and future observations might
dier. We derive the asymptotic Kullback{Leibler risks of Bayesian predictive distribu-
tions for the case in which the numbers of current and future observations both grow
to innity. Based on these results, we construct model selection criteria for the case in
which the true distributions of current and future observations might dier. Through
numerical experiments, we show that Bayesian predictive distributions based on the pro-
posed model selection criteria work well and that this study is extensible to prediction in
a high-dimensional parametric model.
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1Chapter 1
Introduction
In this thesis, we discuss prediction in nonparametric statistical models. The thesis is
based on Yano and Komaki (2016a,b,c).
Statistical prediction is important. In applications, the purpose of statistical analysis
is often to forecast how future observations will behave based on current observations.
Information regarding future observations is useful in decision-making. For example,
from a weather forecast we obtain information regarding how the weather will change and
then decide on a today's schedule based on the information. There is a vast literature
on and application of prediction; see for example, Geisser (1993), Parzen et al. (1998),
Cesa-Bianchi and Lugosi (2006), and Grunwald (2007) for details.
We discuss batch predictive density estimation. There are many kinds of prediction,
including batch prediction, sequential prediction, point prediction, and predictive density
estimation. Batch prediction is the prediction of the behavior of future observations one
time and sequential prediction is the prediction of the behavior of future observations
sequentially. Point prediction is the estimation of realized values of future observations
based on current observations. Predictive density estimation is the estimation of a distri-
bution of future observations based on current observations. Theoretical properties are
dependent on the predictive setting; for sequential prediction, see Cesa-Bianchi and Lu-
gosi (2006) and Grunwald (2007). For batch prediction, see Geisser (1993) and Parzen
et al. (1998).
Predictive density estimation is more important than point prediction because a dis-
tribution of future observations contains full information. If we obtain an estimate of a
distribution of future observations, we produce anything concerning future observations
from the estimate. For example, predictive density estimation enables us to construct
a predictive interval of future observations. Construction of a predictive interval is im-
portant in application. Consider horse racing as an example. In a horse race, we are
interested in knowing not only which horse will win the race, but also knowing the win-
ning percentages of all the horses.
Predictive density estimation in parametric models has been widely investigated. Akaike
(1973) discussed model selection from the viewpoint of predictive density estimation.
Dawid (1984) investigated a sequential version of predictive density estimation. Komaki
(1996) and Hartigan (1998) compared Bayesian predictive densities with plugin predictive
densities using the Kullback{Leibler divergence. Details of Bayesian predictive densities
and plugin predictive densities are described in Chapter 2. Komaki (2001), George et al.
(2006), and Brown et al. (2008) discussed the performance of Bayesian predictive densities
based on shrinkage priors in nite dimensional Gaussian settings. Liang and Barron
(2004), Aslan (2006), Komaki (2011), and Yano and Komaki (2014) investigated minimax
predictive densities. Geisser also discussed minimax Bayesian predictive densities in a
rejoinder to Bernardo (1979).
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However, assumptions regarding parametric models are sometimes stringent. Consider-
ing model misspecication can relax such restrictions to some extent. Predictive density
estimation using parametric models under misspecication has been discussed for exam-
ple, by Takeuchi (1976), Sin and White (1996), Fushiki (2005), and Lv and Liu (2014).
Recently, a further weak model misspecication assumption called local misspecication
has been widely used, for example, by Shimodaira (1997), Claeskens and Hjort (2003),
and Hjort and Claeskens (2003), because of its usability. Details of local misspecica-
tion are described in Chapter 5. However, considering only model misspecication is
not sucient to take the approximation capability of parametric models into account:
in predictive density estimation, model misspecication takes only terms that relate to
the (quasi-)distance from the distribution closest to the true distribution of future ob-
servations in the prepared model to a predictive density into consideration. There still
remain terms that relate to the (quasi-)distance from the distribution closest to the true
distribution of future observations among the prepared model to the true distribution of
future observations.
Shifting our attention from parametric models to nonparametric models provides more
exible modeling and introduces new consideration into the approximation capability;
Gaussian process regression, kernel density estimation, and estimation by using an or-
thogonal sequence are well known for providing exibility to modeling. For details, see
Wasserman (2007), Tsybakov (2009), Gine and Nickl (2016), and reference therein. Some
reviews on nonparametric estimation are presented in Chapter 2. For new considerations
regarding approximation capability, Shibata (1980, 1981) and Baraud (2000) derived the
optimality of point prediction using parametric models from a nonparametric viewpoint.
Such validation of parametric method from a nonparametric viewpoint is widely used; for
example, see Grenander (1981) and Massart (2007).
A theory of predictive density estimation in nonparametric statistical models has been
under construction, notwithstanding the importance of constructing the theory and of
making its implementation practical. There are many studies on point prediction in
nonparametric models; for example, see Steinwart and Christmann (2008), Hastie et al.
(2009), Shibata (1980, 1981), Goldenshluger and Tsybakov (2003), Chapelle et al. (1999),
and Cortes and Mohri (2007). However, little investigation has been conducted regard-
ing predictive density estimation in nonparametric models because of its diculty. Xu
and Liang (2010), Xu and Zhou (2011), and Mukherjee and Johnstone (2015) discussed
predictive density estimation in high-dimensional parametric models. High-dimensional
parametric models are related to nonparametric models. In fact, Xu and Liang (2010)
consider predictive density estimation in nonparametric regression models with equispaced
designs by the approximation by high-dimensional parametric models.
In existing studies of predictive density estimation in nonparametric models, there are
three problematic issues. First, there are no results that do not depend on the approxi-
mation of nonparametric models by high-dimensional parametric models. Approximation
using high-dimensional parametric models aects the precision of predictive density. Us-
ing a nonparametric framework quanties such an eect. Second, there are no results
for the case in which a noise distribution is not Gaussian. There are many settings in
which observations take discrete values instead of continuous values. Third, there are
no results concerning predictive settings in which the distributions of current and future
observations are dierent. Such settings are sometimes called extrapolation and appear
frequently, as discussed in detail in Chapter 6.
In this thesis, we present four new contributions that advance the application of predic-
tive density estimation in nonparametric models. The results involve studies concerning
the above three issues. In Chapter 3, we construct an asymptotically optimal predictive
density in a nonparametric model. In Chapter 4, we improve the estimators in nonpara-
3metric models by focusing on the scale ratio of the parameter and the noise. The results
in Chapters 3 and 4 concern the rst issue. The results in Chapter 4 tell us that an es-
timator with approximation using high-dimensional parametric models sometimes shows
poor precision, as discussed in the introduction to Chapter 4. In Chapter 5, we discuss
estimators in non-homogeneous Poisson process models. The results in Chapter 5 concern
the second issue. In Chapter 6, we consider predictive density estimation when the distri-
butions of current and future observations are dierent. The results in Chapter 6 concern
the third issue. In the remainder of the introduction, we present brief introductions to
the results. A brief summary of the setting in each Chapter is provided in Table 1.1.
Table 1.1. Comparison of the setting in each chapter.
Chapter number Prediction or estimation Parametric or nonparametric Noise
3 Prediction Nonparametric Gaussian
4 Estimation Nonparametric Gaussian
5 Estimation Parametric Poisson
6 Prediction Parametric General
In Chapter 3, we provide a theory of predictive density estimation in nonparametric
models. We consider asymptotically optimal Bayesian predictive distributions in function
models. We provide the statistical equivalence between prediction in function models and
prediction in innite sequence models. Using our results, we construct an asymptotically
optimal Bayesian predictive distribution for the case in which the parameter space is a
known ellipsoid. Further, using the product of Stein's priors based on the division of
the parameter into blocks, we construct a more practical asymptotically optimal Bayesian
predictive distribution for the case in which the parameter space is in the family of Sobolev
ellipsoids. The construction is based on the parallelism between estimation and prediction.
Finally, we provide some numerical experiments using ecient computational methods.
In Chapter 4, we investigate renements of nonparametric methods focusing on the
scale ratio of the parameter and the noise. Though the renement is discussed through
estimation in a Gaussian innite sequence model because of its simplicity, the renement
is useful for predictive density estimation in nonparametric models because it is Bayesian
and because prediction includes estimation, as discussed in Chapter 2. We present large
scale-ratio asymptotics for nonparametric estimation in a Gaussian innite sequence model
for the case in which the parameter space is a Sobolev ellipsoid. We point out that typical
Bayes estimators that are asymptotically optimal as the variance of the noise diminishes
to zero suer from excessive risk when the scale of the parameter is large. To resolve
this issue, we dene scale-ratio minimaxity and then construct the prior distribution
of which the Bayes estimator is scale-ratio minimax up to a logarithmic factor without
using knowledge of the scale of the parameter space. Further, we investigate the mass
of the proposed prior on the parameter space and show that the Bayes estimator based
on the proposed prior satises a weak form of admissibility on the parameter space. We
consider an extension of the proposed prior to settings in which the smoothness of the
true parameter is unknown. We also provide some numerical experiments related to our
proposed prior distribution and its extension.
In Chapter 5, we investigate properties of estimation using the estimative Kullback{
Leibler risk in a Poisson sequence model. Estimation in a Poisson sequence model is
motivated by estimation of an intensity function in a non-homogeneous Poisson point
process model. The estimative Kullback{Leibler risk is the expected Kullback{Leibler
divergence from a true distribution to a plugin predictive distribution and has connections
to the Kullback{Leibler risk for prediction. We derive an exact minimax estimator and
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the corresponding risk and derive several bounds related to weak admissibility.
In Chapter 6, we provide predictive density estimation theory for extrapolation in para-
metric models. We consider prediction in the case in which the distributions of current and
future observations might dier with an identical unknown nite-dimensional parameter.
We show that Bayesian predictive distributions have lower risks than plugin predictive
distributions, when both sample sizes of current and future observations simultaneously
grow to innity. The asymptotic form of the risk is dierent from that when the sample
size of current distributions grows to innity but the sample size of future observations is
one. Based on the results, we propose a model selection criterion for predictive settings
in which the true distributions of current and future observations might dier. Though
the content focuses on prediction in parametric models, we show through numerical ex-
periments that it is useful for prediction in a high-dimensional model, such as a sieve
regression model. Through numerical experiments, we also show that our proposed model
selection criterion works eectively.
The remainder of the thesis is organized as follows. In Chapter 2, we present some
reviews on predictive density estimation in parametric models and on nonparametric es-
timation. In Chapter 7, we conclude the thesis. Each chapter has an introduction and a
conclusion.
5Chapter 2
Preliminaries
In this chapter, we present the backgrounds for this thesis. We present brief surveys of
predictive density estimation in parametric models and of nonparametric models.
2.1 Predictive density estimation
Let X(n) = (X1; : : : ; Xn) be n current observations distributed according to a probabil-
ity distribution P on a measurable space X and let Y (m) = (Y 1; : : : ; Y m) be m future
observations distributed according to a probability distribution Q on Y, where  is in-
cluded in . When  is a subset of a d-dimensional Euclidean space with some d 2 N, we
refer to this framework as prediction in parametric models. When  is not a subset of a
d-dimensional Euclidean space with any d 2 N, we refer to this framework as prediction
in nonparametric models. In this paper, we assume that X(n) and Y (m) are independent.
We use the term \predictive model" for M := fP 
 Q :  2 g. Let p and q be the
densities of P and Q with respect to some reference measure , respectively. The choice
of the reference measure is provided in the individual chapters.
Remark 2.1. We assume independence only for theoretical simplicity. Relaxing this
assumption is discussed by e.g., Ing and Wei (2005) and Tanaka and Komaki (2011).
Plugin and Bayesian predictive densities are introduced.
Denition 2.2. A plugin predictive density (distribution) q^ (Q^) base on an estimator
^ for  is an estimator of q (Q) obtained by substituting ^ into  of q (Q, respectively):
q^(y
(m);x(n)) = q^(x(N))(y
(M)) for almost all x(N); y(M):
Denition 2.3. A Bayesian predictive density (distribution) q (Q) based on a prior
, a -nite measure on , is an estimator of q (Q) obtained by averaging q (Q,
respectively) by the posterior distribution (jX(n)) based on :
q(y
(m)jx(n)) =
Z
q(y
(m))d(jx(n)) for almost all y(m)
and
Q(A) =
Z
Q(A)d(jx(n)) for all measurable A  Y
for almost all x(n) 2 X .
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2.1.1 Decision theory for predictive density estimation
We discuss the properties of these predictive densities from the viewpoint of statistical
decision theory. Let A be a set of all probability distributions on Y. Let L(; ) : A !
R+ [ f1g be the Kullback{Leibler loss: for all Q 2 A and all  2 , if Q is absolutely
continuous with respect to Q, then
L(;Q) :=
Z
log
dQ
dQ
(y(M))dQ(y
(M))
and otherwise L(;Q) =1. Let D be fQ^ : X ! Ag. Let R(; ) : D ! R+ [ f1g beR
L(; Q^(;x(n)))dP.
We use the Kullback{Leibler loss as a loss function because it has invariance with
respect to a measurable one-to-one map: if  is a measurable one-to-one map from X to
some measurable space X 0, then
L(;Q) =
Z
log
dQ   1
dQ   1 dQ  
 1;
where Q   1 and Q   1 are induced probability distributions of Q and Q by ,
respectively. It is also because it has connections to information theory: in fact, the loss
function is the Kullback{Leibler divergence from Q to Q.
Remark 2.4. We could use other (quasi-)distances satisfying the above requirements as
loss functions; for such choices, see Corcuera and Giummole (1999), Suzuki and Komaki
(2010), Maruyama and Strawderman (2012), and Chang and Strawderman (2014). In
particular, we could use the Hellinger distance
H(Q;Q) =
1
2
Z
(
p
dQ=d 
p
dQ=d)2d
between the true distributionQ and a predictive distributionQ, where  is some reference
measure. Though analysis of Hellinger distance is easy in a product type structure, it is
dicult in general.
Remark 2.5. If we are interested in constructing predictive intervals, then the upper
bound of the Kullback{Leibler loss is helpful. In fact, the Pinsker inequality yields
kQ   Q^(;X(n))kTV  1p
2
q
L(; Q^(;X(n)));
where kQ   eQkTV is the total variation between two probability distributions Q and eQ
on Y:
kQ  eQkTV := sup
AY:measurable
jQ(A)  eQ(A)j:
Thus, for any measurable set A,
  1p
2
q
L(; Q^(;X(n)))  Q(A)  Q^(A;X(n))  1p
2
q
L(; Q^(;X(n))):
If the Kullback{Leibler loss diminishes with respect to n in some sense, then a predictive
interval based on the predictive distribution is consistent with a predictive interval based
on the true distribution.
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Optimality criteria in decision theory are introduced.
Denition 2.6 (Admissibility; e.g.,Lehmann and Casella (2003)). A predictive distri-
bution Q^ is said to be admissible if there exists no predictive distribution eQ such that
R(; eQ)  R(; Q^) for all  2  and R(; eQ) < R(; Q^) for some  2 .
Denition 2.7 (Minimaxity; e.g.,Lehmann and Casella (2003)). A predictive distribution
Q^ is said to be minimax if
sup
2
R(; Q^) = inf
Q2D
sup
2
R(;Q):
In nonparametric models, it is essentially dicult to attain exact admissibility and
exact minimaxity. In such a setting, weak concepts of admissibility and minimaxity are
useful.
Denition 2.8 (Weak admissibility; e.g., Ferguson (1967)). A predictive distribution
Q^ is said to be  > 0-admissible, if there exists no predictive distribution eQ such that
R(; eQ) < R(; Q^)   for all  2 .
Denition 2.9 (Asymptotic minimaxity; e.g., Tsybakov (2009)). A predictive distribu-
tion Q^ is said to be asymptotically minimax, if the asymptotic equality
lim
n!1

sup
2
R(; Q^)

inf
Q2D
sup
2
R(;Q)

= 1
holds.
Remark 2.10. There are many asymptotics in prediction concerning the relationship
between the numbers n and m. For example, one-step ahead prediction is a setting in
which n grows to innity and m is xed to one. Multi-step ahead prediction is a setting
in which both n and m simultaneously grow to innity.
There is a useful criterion for ensuring admissibility.
Theorem 2.11 (e.g.,Lehmann and Casella (2003)). A unique Bayes solution Q^(;X(n)),
a unique minimizer with respect to Q^ of the Bayes risk
R
R(; Q^)d() based on a proper
prior distribution  up to a null set of the true distribution P, is admissible
In our setting, a Bayesian predictive distribution is a Bayes solution, and then the
Bayesian predictive distribution based on a proper prior distribution is admissible when
it is unique.
Theorem 2.12 (Aitchison (1975)). If  is a proper distribution on , then Q is a
Bayes solution with respect to the Kullback{Leibler risk:Z
R(;Q)d() = inf
Q^2D
Z
R(; Q^)d():
2.1.2 Prediction includes estimation
To restrict a predictive distribution to a narrow class, prediction contains estimation. Note
that fQ :  2 g  A. Then, letting Le :    ! R+ [ f1g be Le(; ~) = L(;Q~)
implies that prediction contains estimation. We call the risk Re the estimative Kullback{
Leibler risk. In Gaussian settings, the loss function Le is a constant multiple of the mean
squared loss and the corresponding risk Re is a constant multiple of the mean squared
risk.
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2.1.3 Existing results in predictive density estimation
The following fundamental asymptotic results in parametric models were obtained by
Komaki (1996) and Hartigan (1998).
Theorem 2.13 (Komaki (1996) and Hartigan (1998)). Assume that X1; : : : ; Xn; Y 1; : : : ; Y m
are independent and identically distributed. Then, for any  2 , the Kullback{Leibler
risk of any Bayesian predictive distribution based on a prior  satisfying some regularity
condition is smaller than that of any plugin predictive distribution based on ^ in the
second-order term with respect to n:
lim
n!1n
2

R(;Q)  d
n

 lim
n!1n
2

R(;Q^) 
d
n

:
For details of the regularity condition, see Hartigan (1998).
2.2 Estimation in nonparametric models
Estimation in nonparametric models has been widely investigated. Some basic existing
results are provided in this section.
2.2.1 Basic nonparametric models
Four basic nonparametric models are introduced.
Example 2.14 (White noise model). Let X() = (X(t))t2[0;1] be an observation from
dX(t) = f(t)dt+ "dW (t) for t 2 [0; 1];
where f : [0; 1] ! R is an unknown L2-function and W () = (W (t))t2[0;1] is a standard
Brownian motion.
Example 2.15 (Innite sequence model). Let X = (Xi)i2N be an observation from
Xi = i + "Wi for i 2 N;
where  = (i)i2N is an unknown l2-sequence and W = (Wi)i2N is a random sequence
from 
1i=1N (0; 1).
Example 2.16 (Nonparametric regression model using an equispaced design). Let X(n)
be an observation from
X(n) =
0@f(t1)  
f(tn)
1A+W (n);
where ti := i=n for i 2 f1; : : : ; ng, f : [0; 1] ! R is an unknown L2-function and W (n) is
a random variable from 
ni=1N (0; 1).
Example 2.17 (Nonparametric regression model using a random design). Let
(X(n); T (n)) be an observation from
T (n) = (T1; : : : ; Tn)  
ni=1Unif:[0; 1] for i = 1; : : : ; n
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and from
X(n) =
0@f(T1)  
f(Tn)
1A+W(n);
where f : [0; 1] ! R is an unknown L2-function and W(n) is a random variable from

ni=1N (0; 1).
Remark 2.18. In a nonparametric regression model using a random design, the assump-
tion that the distribution of T (n) is the product of the uniform distributions is relaxed
to the assumption that the distribution of T (n) has a known density with respect to a
Lebesgue measure that is bounded below and above regardless of n.
Remark 2.19 (Sieve regression model). In place of a nonparametric regression model, the
following model, called a sieve regression model, is often used. Let X(n) be an observation
from
X(n) =
0BB@
1(t1)    dn(t1)
1(t2)    dn(t2)
        
1(tn)    dn(tn)
1CCA
0@ 1  
dn
1A+W (n);
where figi2N is a system and dn is a cut-o dimension. See e.g., Bontemps (2011).
The fundamental results of equivalence between these nonparametric models were ob-
tained by, e.g., Brown and Low (1996) and Nussbaum (1996). In the following lemma, "
in the white noise and innite-sequence models is chosen to be 1=
p
n.
Theorem 2.20 (e.g., Brown and Low (1996) and Nussbaum (1996)). Under some regular-
ity condition on the parameter space, the above four statistical models are asymptotically
statistically equivalent in the sense of Le Cam as n!1.
The statement of statistical equivalence in the sense of Le Cam and its proof are very
complicated and are omitted. The important point is that these statistical models are
strongly related in the sense that statistical solutions in some model can have correspond-
ing solutions in any of the above models.
If we use the mean integrated squared loss as the loss function, then the equivalence
result is simply derived from the L2-isometry. We provide a sketch for the equivalence of
the white noise and innite sequence models.
Set " in the white noise model and innite sequence models to 1=
p
n. Let fi()gi2N be
any orthonormal basis in L2. By the Parseval identity, the correspondence between the
true function f() and the true sequence  is
f() =
1X
i=1
ii()
and the correspondence between the estimator f^() of f() and the estimator ^ of the
sequence  is
f^() =
1X
i=1
^ii():
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SinceW (f) :=
R
fdW (t) is an isonormal process on L2, the correspondence betweenW ()
and W is given by
Wi =
Z
i(t)dW (t) for i 2 N
and
W (t) =
1X
i=1
Wi
Z t
0
i(t
0)dt0:
2.3 Function space
In this section, we discuss function space. An orthogonal basis in L2[0; 1] provides a clear
description of a function space. A typical example is a periodic Sobolev space.
A periodic Sobolev space is dened as follows.
Denition 2.21. A periodic Sobolev space of order  2 N is dened by
FSobolev(B;) :=

f 2 L2[0; 1] : f ()(0) = f ()(1) and
Z
ff ()(t)g2dt  2B

;
where f () is the weak derivative of order  of f recursively dened byZ
[0;1]
f(t)(1)(t)dt =  
Z
[0;1]
f (1)(t)(t)dt for all  2 C1[0; 1] with (0) = (1);
andZ
[0;1]
f ( 1)(t)(1)(t)dt =  
Z
[0;1]
f ()(t)(t)dt for all  2 C1[0; 1] with (0) = (1):
The trigonometric series yields a simple description of a periodic Sobolev space. The
trigonometric series f tri;kgk2N is dened by
 tri;k(t) =
8<:
1; (k = 1);p
2 cos
 
2 k2 t

; (k:even);p
2 sin
 
2 k 12 t

; (k:odd):
For f 2 L2[0; 1], let f = (f;1; ;f2;    ) be the coecients of f with respect to f tri;kgk2N:
f;i =
R
[0;1]
f(t) tri;i(t)dt.
Theorem 2.22 (e.g.,pp. 196{198 in Tsybakov (2009)). A function f 2 L2[0; 1] is included
in FSobolev(B;) if and only if the corresponding coecients f with respect to f tri;kgk2N
are included in an ellipsoid(
 2 l2 :
X
i:even
i22i +
X
i:odd
(i  1)22i  B
)
:
2.4 List of notations
In this section, we provide a list of notations and symbols.
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 X and Y are current and future observations, respectively.
 n and m are numbers of current and future observations, respectively.
 " and ~" are deviations of current and future observations, respectively.
 R(; ) is the Kullback{Leibler risk for predictive density estimation.
 Re(; ) is the estimative Kullback{Leibler risk for parameter estimation.
 P and Q are distributions of current and future observations, respectively.
  and  are unknown parameters.
 ^ and ^ are estimators.
 Q^ is a predictive distribution.
  is a predictive distribution (an estimator) other than Q^ (^, respectively).
  and c are constants.
 d is the dimension of a parameter.
 t is a time index.
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Asymptotically minimax predictive
density estimation in nonparametric
statistical models
This part is scheduled to be published as part of a journal.
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Chapter 4
Nonparametric estimation using scale
ratio asymptotics
This part is scheduled to be published as part of a journal.
14
Chapter 5
On minimaxity and weak admissibility
in Poisson sequence models
This part is scheduled to be published as part of a journal.
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Chapter 6
Prediction when distributions of current
and future observations dier
This part is scheduled to be published as part of a journal.
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Chapter 7
Conclusion
In this thesis, we provided four results related to prediction in nonparametric models.
In Chapter 3, we provided a construction method for an asymptotically minimax pre-
dictive distribution in a nonparametric model. First, we showed the statistical equiva-
lence between predictive density estimation in the function model and that in the innite
sequence model. Second, focusing on the above equivalence, we constructed an asymptot-
ically minimax Bayesian predictive distribution for the case in which the parameter space
is a known ellipsoid. Third, using the product of Stein's priors based on the division of
the parameter into blocks, we constructed an asymptotically minimax Bayesian predic-
tive distribution for any Sobolev ellipsoid. Finally, we provided ecient computational
methods for the construction of the above Bayesian predictive distribution.
In Chapter 4, we investigated renements of nonparametric estimation focusing on the
scale ratio of the parameter and the noise. We presented large scale-ratio asymptotics
for nonparametric estimation in a Gaussian sequence model for the case in which the
parameter space is a Sobolev ellipsoid. First, we pointed out that typical Bayes estimators
that are asymptotically minimax as the variance of the noise diminishes to zero do not
work well when the scale of the parameter is large. Second, to resolving this issue, we
dened scale-ratio minimaxity and then constructed the prior distribution of which the
Bayes estimator is scale-ratio minimax up to a logarithmic factor without using knowledge
of the scale of the parameter space. Third, we investigated the mass of the proposed prior
on the parameter space and investigated weak admissibility of the Bayes estimator based
on the proposed prior. Finally, we considered an extension of the proposed prior to settings
in which the smoothness of the true parameter is unknown and provided some numerical
experiments related to our proposed prior distribution and its extension.
In Chapter 5, we investigated the estimative Kullback{Leibler risk for estimation in
a Poisson sequence model motivated by estimation of an intensity function in a non-
homogeneous Poisson point process. We derived an exact minimax estimator and the
corresponding risk and derived several bounds related to weak admissibility.
In Chapter 6, we investigated the performance of predictive densities in parametric
models when there is an extrapolation. For extrapolation, we considered prediction when
the distributions of current and future observations might dier with an identical unknown
nite-dimensional parameter. First, we derived asymptotic forms of Kullback{Leibler risks
and showed that Bayesian predictive distributions have smaller risks than plugin predictive
distributions when the sample sizes of both current and future observations simultaneously
grow to innity. The asymptotic form of the risk is dierent from that when the sample
size of the current distribution grows to innity but the sample size of future observations
is one. We presented the interpretation of the asymptotic form. Second, we proposed a
model selection criterion for predictive settings in which the true distributions of current
and future observations might dier. Through numerical experiments we showed that our
17
proposed model selection criterion works eectively. The numerical experiments indicated
that our work on prediction in parametric models is extensible to prediction in high-
dimensional models.
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