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Abstract. In bounded smooth domains Ω ⊂ RN , N ∈ {2, 3}, we consider the
Keller–Segel–Stokes system
nt + u · ∇n = ∆n− χ∇ · (n
c
∇c),
ct + u · ∇c = ∆c− c+ n,
ut = ∆u+∇P + n∇φ, ∇ · u = 0,
and prove global existence of generalized solutions if
χ <
{
∞, N = 2,
5
3 , N = 3.
These solutions are such that blow-up into a persistent Dirac-type singularity is
excluded.
MSC (2010): 35K55 (primary); 35D99; 92C17; 35Q92; 76D07; 35A01 (sec-
ondary)
Key words: chemotaxis-fluid; singular sensitivity; global existence; Keller–Segel
system; Stokes equation
1
1 Introduction
If chemotaxis takes place in a fluid environment, it seems reasonable to include interaction with
the sourrounding fluid into the model; in particular, since experiments indicate that in the
regime of a high number of chemotactic agents this interaction ceases to be negligible (cf. [6]).
The mathematical question that immediately arises is the query to which extent the presence of
this coupling affects properties of the solution or the proofs thereof. In some sense, this can be
understood as question about indirect regularity effects of a fluid flow.
In this article we are going to consider this question in the setting of a chemotaxis system with
singular sensitivity:
nt + u · ∇n = ∆n− χ∇ ·
(n
c
∇c
)
,
ct + u · ∇c = ∆c− c+ n, (1.1)
ut = ∆u+∇P + n∇φ, ∇ · u = 0,
where n, c, u respectively denote the density of chemotactically active bacteria, the concentration
of a signal substance and the velocity field of the fluid, whose motion is driven by density
differences according to presence or absence of bacteria.
In the presence of fluid coupling, we have been able to obtain global existence of classical solutions
for χ <
√
2
N
in [4]. (We also refer to the introduction of said article for additional motivation
and more references to works dealing with chemotaxis–fluid systems or chemotaxis systems with
logarithmic sensitivity.)
This parameter range for χ is (almost) as large as known for the fluid-free system (cf. [2, 11, 16, 7])
– there it is only known to be slightly larger in N = 2, cf. [8]. Beyond this range, weaker solution
concepts have been explored, excluding at least the possibility of blow-up into a persistent Dirac-
type singularity, [16, 13, 9], whereas blow-up can be expected for large values of χ, according to
the result of [10] on the corresponding parabolic–elliptic system.
While for small χ, the proofs of global existence of classical solutions (see [16]) and even bound-
edness, [7], rely on an ODI for
∫
Ω n
pc−r for some p > 1 and suitable r, the decisive estimates
for the construction of generalized solutions for larger χ in [9] are based on a similar observation
concerning
∫
Ω n
pc−r for p below 1.
It turned out that corresponding estimates allow for a proof of a supersolution property involving
the compound quantity npc−r with p,−r ∈ (0, 1), which if combined with a more common
notion of weak solubility for the second equation and with the condition that the mass
∫
Ω n be
nonincreasing (as a faint subsolution requirement) serves to yield a solution concept which is
compatible with the usual concept, but can cope with much less regularity information, and has
successfully been employed in systems where the existence of global solutions of any kind had
been unknown ([9] and, in a parabolic-elliptic setting, [3]). Up to now, however, the treatments
of this approach do not extend to any fluid-coupled systems. It is, therefore, aim of the present
article to expand said technique to the fluid context.
In order to see how, in the latter setting, reliance on estimates for
∫
Ω n
pc−r presents us with a
problem, let us recall the main difficulty stemming from presence of the fluid coupling in [4]:
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If we consider the second equation in (1.1) as inhomogeneous heat equation ct = ∆c − c + f ,
due to the transport term we not only lose positivity information on the source (we knew the
sign of n but have no information on that of n − u∇c), important for the global boundedness
proof, but, more crucially, also bounds enabling us to employ heat semigroup estimates directly:
Where the usual mass conservation of the first equation readily yielded an L1-bound if u ≡ 0
and hence f ≡ n, at the beginning we are lacking comparable estimates for f ≡ n− u∇c.
In [4, Lemma 2.5], we mitigated this problem by replacing the use of semigroup estimates by an
argument based on the differential inequality ([4, Lemma 2.4])
1
q
d
dt
∫
Ω
cq = −(q − 1)
∫
Ω
cq−2|∇c|2 −
∫
Ω
cq +
∫
Ω
ncq−1
for arbitrary q > 1, where we were able to control the source term mainly due to the bound on∫
Ω n
pc−r previously obtained, [4, Lemma 2.3]. This will no longer be possible if p < 1.
We work around this restriction in different ways for N = 2 and N = 3. In the two-dimensional
setting, we firstly procure bounds for the fluid velocity field and then rely on the well-known
smoothing estimates for the heat semigroup; however, we need more than a straightforward
application and have to partially absorb the additional source term by the term to be controlled.
Unfortunately, this reasoning fails for N = 3 (cf. Remark 3.8). Here we instead employ a
differential inequality for d
dt
∫
Ω c
q – for q < 1, in contrast to [4]. One of its consequences is a
bound on the space-time integral of |∇c q2 |2 (Lemma 3.9), which we then use to secure bounds
for
∫ T
0
∫
Ω c
r in Lemma 3.10 for r ∈ (1, 53). (This reasoning, in turn, would work for N = 2, but
entail some restrictions on χ.)
If we want to control
∫ T
0
∫
Ω n
ρ for some ρ > 1 (which is crucial not only for some of the con-
vergence results in Lemma 7.1, but also for obtaining the minimal regularity we desire for our
solutions if they are meant to exclude blow-up into a persistent Dirac-type singularity), as in
Lemma 5.2, the restriction r < 53 will force us (cf. (5.2)) to pose a stronger condition on χ in the
3-dimensional case than was needed in the fluid-free setting in [9].
Aside from these complications, however, it is possible to adapt the solution concept of [9] to
the present system. We introduce generalized solutions in Section 2 and then, roughly following
the reasoning of [9] with the changes indicated above – and, of course, additional modifications
whenever the presence of fluid terms demands them –, show the global existence of generalized
solutions to (1.1).
More precisely, we will assume that the initial data and parameter in
nt + u · ∇n = ∆n− χ∇ ·
(n
c
∇c
)
in Ω× (0, T ), (1.2a)
ct + u · ∇c = ∆c− c+ n in Ω× (0, T ), (1.2b)
ut = ∆u+∇P + n∇Φ, ∇ · u = 0 in Ω× (0, T ) (1.2c)
∂νn = ∂νc = 0, u = 0 in ∂Ω× (0, T ), (1.2d)
n(·, 0) = n0, c(·, 0) = c0, u(·, 0) = u0 in Ω, (1.2e)
satisfy χ > 0 and
Φ ∈ C2(Ω). (1.3)
3
as well as
0 ≤ n0 ∈ C0(Ω), n0 6≡ 0, (1.4)
c0 ∈W 1,∞(Ω), inf
x∈Ω
c0(x) > 0, (1.5)
u0 ∈ D(Aα), (1.6)
for some α ∈ (N4 , 1), where A := −P∆ denotes the Stokes operator, with Helmholtz projection
P onto the subspace L2σ(Ω) :=
{
ϕ ∈ L2(Ω;RN) |∇ · ϕ = 0 in Ω} and homogeneous Dirichlet
boundary conditions.
The main result of this article will then be given by:
Theorem 1.1. For N ∈ {2, 3} let Ω ⊂ RN be a bounded domain with smooth boundary. Suppose
that Φ, n0, c0, u0 fulfil (1.3)–(1.6) and χ > 0 satisfies
χ <
{
∞ if N = 2,
5
3 if N = 3.
(1.7)
Then there exist at least one global generalized solution (n, c, u) in the sense of Definition 2.4.
In particular, this solution satisfies n ∈ Lsloc(Ω × [0,∞)) for some s > 1, and moreover we have∫
Ω
n(·, t) =
∫
Ω
n0 for a.e. t > 0.
2 Generalized solutions
In this section we adapt the definition of generalized solvability from [9] to also incorporate fluid
interaction. As a first step let us introduce the notion of global weak (p, q)-supersolutions to
(1.2a) and (1.2d)–(1.2e).
Definition 2.1. Let p ∈ (0, 1) and q ∈ (0, 1), and suppose that n, c : Ω × (0,∞) → R and
u : Ω× (0,∞) → RN are measurable functions on Ω× (0,∞) such that n > 0 and c > 0 a.e. in
Ω× (0,∞), that
npcq ∈ L
3
2
+η
loc (Ω× [0,∞)), np+1cq−1 ∈ L1loc(Ω × [0,∞)) and u ∈ L
3+2η
1+2η
loc ([0,∞);L
3+2η
1+2η
σ (Ω))
(2.1)
with some η > 0 and that ∇n p2 and ∇c q2 belong to L1loc(Ω× (0,∞);RN ) and are such that
c
q
2∇n p2 ∈ L2loc(Ω× [0,∞);RN ) and n
p
2∇c q2 ∈ L2loc(Ω × [0,∞);RN ). (2.2)
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Then (n, c, u) will be called a global weak (p, q)-supersolution of (1.2a) and (1.2d)–(1.2e) if
−
∫
∞
0
∫
Ω
npcqϕt −
∫
Ω
n
p
0c
q
0ϕ(·, 0) ≥
4(1 − p)q − 4q2 − p(1− p)2χ2
pq(pχ+ 1− q)
∫
∞
0
∫
Ω
cq|∇n p2 |2ϕ
+
4(pχ+ 1− q)
q
∫
∞
0
∫
Ω
∣∣∣∣n p2∇c q2 − (1− p)χ+ 2q2(pχ+ 1− q)c q2∇n p2
∣∣∣∣
2
ϕ
− 2pχ
q
∫
∞
0
∫
Ω
n
p
2 cq∇n p2 · ∇ϕ+
(
1− pχ
q
)∫
∞
0
∫
Ω
npcq∆ϕ
− q
∫
∞
0
∫
Ω
npcqϕ+ q
∫
∞
0
∫
Ω
np+1cq−1ϕ
+
∫
∞
0
∫
Ω
npcqu · ∇ϕ (2.3)
holds for all nonnegative ϕ ∈ C∞0 (Ω× [0,∞)) such that ∂ϕ∂ν = 0 on ∂Ω× (0,∞) and if moreover
npcq > 0 a.e. on ∂Ω × (0,∞).
Remark 2.2. The regularity requirements ensure that actually all of the integrals appearing
in (2.3) exist; and since u
p
2 c
q
2 ∈ L2loc([0,∞);W 1,2(Ω)) →֒ L2loc(∂Ω × [0,∞)), also the positivity
condition at the boundary makes sense.
We now provide a definition of weak solutions to (1.2b)–(1.2e).
Definition 2.3. A triplet (n, c, u) of functions satisfying

n ∈ L1loc(Ω× [0,∞)),
c ∈ L
3
2
+η
loc (Ω × [0,∞)) ∩ L1loc([0,∞);W 1,1(Ω)),
u ∈ L
3+2η
1+2η
loc ([0,∞);L
3+2η
1+2η
σ (Ω))
for some η > 0 will be named a global weak solution of (1.2b)–(1.2e) if
−
∫
∞
0
∫
Ω
cϕt −
∫
Ω
c0ϕ(·, 0) = −
∫
∞
0
∫
Ω
∇c · ∇ϕ−
∫
∞
0
∫
Ω
cϕ+
∫
∞
0
∫
Ω
nϕ−
∫
∞
0
∫
Ω
cu · ∇ϕ
is valid for all ϕ ∈ C∞0 (Ω× (0,∞)), and
−
∫
∞
0
∫
Ω
u · ψt −
∫
Ω
u0 · ψ(·, 0) =
∫
∞
0
∫
Ω
∇u · ∇ψ −
∫
∞
0
∫
Ω
n∇Φ · ψ
is satisfied for all ψ ∈ C∞0,σ(Ω× [0,∞)) := {ψ ∈ C∞0 (Ω× [0,∞);RN ) | ∇ · ψ = 0}.
Finally we introduce a definition of global generalized solutions to (1.2) as follows.
Definition 2.4. A triplet of measurable functions n, c and u defined on Ω × (0,∞) will be
said to be a global generalized solution of (1.2) if (n, c, u) is a global weak solution of (1.2b)–
(1.2e) according to Definition 2.3, if there exist p ∈ (0, 1) and q ∈ (0, 1) such that (n, c, u) is a
global weak (p, q)-supersolution of (1.2a) and (1.2d)–(1.2e) in the sense of Definition 2.1, and if
moreover ∫
Ω
n(·, t) ≤
∫
Ω
n0 for a.e. t > 0.
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Remark 2.5. If (n, c, u) ∈ (C0(Ω× [0,∞)) ∩ C2,1(Ω× (0,∞)))2+N is a global generalized so-
lution to (1.2), then (n, c, u) solves (1.2) classically. For a proof in the fluid-free setting, see [9,
Lemma 2.5]. In this proof it can also be seen why Definition 2.1 includes positivity requirements
on n and c, both in the domain and on the boundary.
3 Properties and global existence of classical solutions to a family
of approximate problems
In this section we investigate a family of approximate problems and derive basic solution prop-
erties, which on one hand act as starting point for further a priori bounds and on the other hand
allow us to conclude that, in fact, these solutions are global-in-time. For ε ∈ (0, 1) we will make
use of a convenient regularization of (1.2a)–(1.2e), by considering
nεt + uε · ∇nε = ∆nε − χ∇ ·
( nε
(1 + εnε)cε
∇cε
)
in Ω× (0, T ), (3.1a)
cεt + uε · ∇cε = ∆cε − cε + nε in Ω× (0, T ), (3.1b)
uεt = ∆uε +∇Pε + nε∇Φ, ∇ · uε = 0 in Ω× (0, T ), (3.1c)
∂νnε = ∂νcε = 0, uε = 0 in ∂Ω× (0, T ), (3.1d)
nε(·, 0) = n0, cε(·, 0) = c0, uε(·, 0) = u0 in Ω. (3.1e)
We first recall a local existence result. We also give some lower estimate for cε, which will
alleviate the difficulties linked to the presence of the singular sensitivity function.
Lemma 3.1. Let N ∈ {2, 3}, χ > 0, α ∈ (N4 , 1) and ε ∈ (0, 1) and let Ω ⊂ RN be a bounded
domain with smooth boundary. Assume that n0, c0, u0,Φ satisfy (1.3)–(1.4). Then there exist
Tmax,ε ∈ (0,∞] and a classical solution (nε, cε, uε, Pε) of (3.1a)–(3.1e) in Ω × (0, Tmax,ε) such
that
nε ∈ C0(Ω× [0, Tmax,ε)) ∩ C2,1(Ω× (0, Tmax,ε)),
cε ∈ C0(Ω× [0, Tmax,ε)) ∩ C2,1(Ω × (0, Tmax,ε)) ∩ L∞loc([0, Tmax,ε);W 1,∞(Ω)),
uε ∈ C0(Ω× [0, Tmax,ε);RN ) ∩ C2,1(Ω × (0, Tmax,ε);RN ),
Pε ∈ C1,0(Ω× (0, Tmax,ε))
and
Tmax,ε =∞ or lim
t→Tmax,ε
(‖nε(·, t)‖L∞(Ω) + ‖cε(·, t)‖W 1,∞(Ω) + ‖Aαuε(·, t)‖L2(Ω)) =∞.
The solution is unique, up to addition of a spatially constant function to Pε and, moreover, has
the properties
nε(x, t) ≥ 0 and
cε(x, t) ≥
(
inf
y∈Ω
c0(y)
)
e−t for all x ∈ Ω and t ∈ (0, Tmax,ε). (3.2)
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Proof. Well-known fixed point arguments, often used in chemotaxis systems (see e.g. [1, Lemma
3.1] and [17, Lemma 2.1]), can be adapted in a similar way as in [8, Theorem 2.3 (i)] so as to
compensate for the singular sensitivity present in our setting. With these necessary adjustments,
the local existence and uniqueness result can be obtained in a straightforward manner. The
estimates in (3.2) are direct consequences of the comparison principle.
In the following, we will always assume that N , Ω, χ, n0, c0, u0, Φ and α obey the conditions of
Lemma 3.1 and are fixed. For given ε ∈ (0, 1), by (nε, cε, uε, Pε) we will denote the corresponding
solution to (3.1a)–(3.1e) given by Lemma 3.1 and by Tmax,ε its maximal existence time. Let us
continue with some elementary inequalities for nε and cε.
Lemma 3.2. For all ε ∈ (0, 1),∫
Ω
nε(·, t) =
∫
Ω
n0 for all t ∈ (0, Tmax,ε);
and there is C > 0 such that for any q ∈ (0, 1]∫
Ω
cqε(·, t) ≤ C for all t ∈ (0, Tmax,ε) and ε ∈ (0, 1).
Proof. The first part of the lemma and existence of C1 > 0 such that
∫
Ω cε(·, t) ≤ C1 for all
t ∈ (0, Tmax,ε) and ε ∈ (0, 1) result from integration of (3.1a) and (3.1b) due to ∇ · uε = 0 in
Ω × (0, Tmax,ε) and (3.1d)-(3.1e). The second part is an immediate consequence, since for any
q ∈ (0, 1] and any ε ∈ (0, 1)∫
Ω
cqε ≤ |Ω|1−q
(∫
Ω
cε
)q
≤ |Ω|1−qCq1 ≤ (1 + |Ω|)(1 + C1) in (0, Tmax,ε).
The following well-known result links the regularity of uε to the known regularity of nε.
Lemma 3.3. For all p ≥ 1,{
r ∈ [1, Np
N−p
) if p ≤ N,
r ∈ [1,∞] if p > N, and
{
q ∈ [1, Np
N−2p) if p ≤ N2 ,
q ∈ [1,∞] if p > N2 ,
there exist Cr > 0 and Cq > 0 such that for all M > 0 and all ε ∈ (0, 1) the following holds: If
‖nε(·, t)‖Lp(Ω) ≤M for all t ∈ (0, Tmax,ε),
then
‖uε(·, t)‖W 1,r(Ω) ≤ Cr(1 +M) and ‖uε(·, t)‖Lq(Ω) ≤ Cq(1 +M) for all t ∈ (0, Tmax,ε).
Proof. The outcome of this lemma can be achieved by utilizing regularity estimates for the Stokes
semigroup and embedding properties for domains of fractional powers of the Stokes operator (cf.
e.g. [5, Lemma 2.3]). Detailed proofs can be found in [14, Lemmata 2.4 and 2.5] (N = 2) and
[18, Corollary 3.4] (N = 3).
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Then Lemma 3.3 together with the L1-estimate for nε tells us the following estimates.
Corollary 3.4. For all r ∈ [1, 32 ) and q ∈ [1, 3), there are Cr > 0 and Cq > 0 such that
‖uε(·, t)‖W 1,r(Ω) ≤ Cr and ‖uε(·, t)‖Lq(Ω) ≤ Cq
hold for all t ∈ (0, Tmax,ε) and ε ∈ (0, 1).
Proof. Combination of Lemmata 3.2 and 3.3 implies this lemma.
As last preparatory step for the proof of global-in-time solutions to the approximate system, we
shall show the following lemma.
Lemma 3.5. For each ε ∈ (0, 1) and all T ∈ (0,∞) there is Cε(T ) > 0 such that
‖nε(·, t)‖L2(Ω) + ‖cε(·, t)‖L2(Ω) ≤ Cε(T )
holds for all t ∈ (0,min{T, Tmax,ε}).
Proof. Given ε ∈ (0, 1), we test (3.1a) by 12nε and make use of the lower bound for cε established
in (3.2) of Lemma 3.1 to estimate χ nε(1+εnε)cε ≤
χeT
ε inf c0
=: C1 > 0 and derive that
1
2
d
dt
∫
Ω
n2ε = −
∫
Ω
|∇nε|2 + χ
∫
Ω
nε
(1 + εnε)cε
∇nε · ∇cε ≤ −1
2
∫
Ω
|∇nε|2 + C
2
1
2
∫
Ω
|∇cε|2 (3.3)
in (0,min{T, Tmax,ε}). Similarly, (3.1b) implies
1
2
d
dt
∫
Ω
c2ε = −
∫
Ω
|∇cε|2 +
∫
Ω
nεcε −
∫
Ω
c2ε ≤ −
∫
Ω
|∇cε|2 + 1
2
∫
Ω
n2ε −
1
2
∫
Ω
c2ε (3.4)
in (0,min{T, Tmax,ε}). Thus fixing κ > C
2
1
2 , we can see from (3.3) and (3.4) that
1
2
d
dt
(∫
Ω
n2ε + κ
∫
Ω
c2ε
)
≤ κ
2
∫
Ω
n2ε −
κ
2
∫
Ω
c2ε −
1
2
∫
Ω
|∇nε|2 −
(
κ− C
2
1
2
)∫
Ω
|∇cε|2
≤ κ
2
(∫
Ω
n2ε +
∫
Ω
c2ε
)
holds in (0,min{T, Tmax,ε}),
which implies the existence of C2(T ) > 0 such that ‖nε(·, t)‖L2(Ω) + ‖cε(·, t)‖L2(Ω) ≤ C2(T ) for
all t ∈ (0,min{T, Tmax,ε}).
Thanks to these bounds, we can attain the global existence of approximate solutions.
Lemma 3.6. For any ε ∈ (0, 1), we have Tmax,ε =∞.
Proof. Let us assume that for some ε ∈ (0, 1) we had Tmax,ε < ∞. Then in light of Lemma
3.5 and Lemma 3.3, ‖uε‖L∞(Ω×(0,Tmax,ε)) were finite. Testing (3.1b) by −∆cε and combining
this bound with, once again, the bound for ‖nε‖L∞((0,Tmax,ε);L2(Ω)) from Lemma 3.5 would yield
boundedness of ‖∇cε‖L∞((0,Tmax,ε);L2(Ω)), which, with Lp-Lq estimates for the Neumann heat
semigroup (see [15, Lemma 1.3]) could be turned into a bound for ‖∇cε‖L∞((0,Tmax,ε);L4(Ω)).
Another application of the Lp-Lq estimates, this time in (3.1a), would establish the boundedness
of ‖nε‖L∞(Ω×(0,Tmax,ε)), by the extensibility criterion contradicting Tmax,ε <∞.
8
Having achieved global-in-time solutions to the regularized problems, we will next focus on
obtaining ε-independent information on our approximate solutions. For small values of χ a
bound on
∫
Ω n
p
εc
−r
ε for p > 1 and some suitable r was a key point in obtaining information on
cε. This, however, does not work for p < 1. Nevertheless, in the case of N = 2 the link between
the regularity of uε and nε (Lemma 3.4) provides sufficient information on uε to combine an
interpolation inequality with standard semigroup estimates in order to obtain a useful estimate
for cε.
Lemma 3.7. Let N = 2 and let r ∈ (1,∞). Then there is Cr > 0 such that
‖cε(·, t)‖Lr(Ω) ≤ Cr for all t > 0 and all ε ∈ (0, 1).
Proof. Let r ∈ (1,∞) and let θ ∈ (max{1, Nr
N+r}, r). Then well-known semigroup estimates imply
that with some constants C1, C2, C3 > 0 and λ being the first positive eigenvalue of −∆
‖cε(·, t)‖Lr(Ω) ≤ C1‖c0‖Lr(Ω) + C2
∫ t
0
(
1 + (t− s)−N2 (1− 1r )
)
e−λ(t−s)‖nε(·, s)‖L1(Ω) ds
+ C3
∫ t
0
(
1 + (t− s)− 12−N2 ( 1θ− 1r )
)
e−λ(t−s)‖(cεuε)(·, s)‖Lθ(Ω) ds (3.5)
for all t > 0 and all ε ∈ (0, 1). Here, noting that, in light of multiple applications of the Hölder
inequality, for all δ ∈ (0, r − θ),
‖cεuε‖Lθ(Ω) ≤ ‖uε‖
L
θ(θ+δ)
δ (Ω)
‖cε‖Lθ+δ(Ω) ≤ ‖uε‖
L
θ(θ+δ)
δ (Ω)
‖cε‖aL1(Ω)‖cε‖1−aLr(Ω)
for all t > 0 and all ε ∈ (0, 1), with a =
1
θ+δ
−
1
r
1− 1
r
∈ (0, 1), we conclude from (3.5) and the bounds
on ‖nε‖L∞((0,∞);L1(Ω)), ‖cε‖L∞((0,∞);L1(Ω)) and ‖uε‖L∞((0,∞);Lq(Ω)) with q ∈ (1,∞), contained in
Lemma 3.2 and Lemma 3.4, that there is C4 > 0 such that for all T > 0
‖cε(·, t)‖Lr(Ω) ≤ C4 + C4 sup
s∈(0,T )
‖cε(·, s)‖1−aLr(Ω)
holds for all t ∈ (0, T ) and all ε ∈ (0, 1), which completes the proof of the lemma with Cr :=
sup{x ∈ R | x ≤ C4(1 + x1−a)} <∞ due to 1− a < 1.
Remark 3.8. Since θ(θ+δ)
δ
is decreasing with respect to δ and increasing with respect to θ,
inserting max{1, Nr
N+r} in place of θ and r − θ instead of δ, we see that we need control on
‖uε‖L̺(Ω) for some ̺ > N for the reasoning of Lemma 3.7 to work. In consequence, this approach
is not applicable in the setting of N = 3, compare Lemma 3.4.
In the case N = 3 obtaining a bound similar to the one provided by Lemma 3.7 seems to be
rather difficult because if we consider d
dt
∫
Ω c
q
ε with q > 1 we have to treat
∫
Ω nεc
q−1
ε , which we
lack information on. However, considering d
dt
∫
Ω c
q
ε with q < 1 enables us to obtain a space-time
bound on |∇c
q
2
ε |2, which in a second step can at least be transformed into space-time information
on cε in the case N = 3, and in a third step helps to derive a bound on
∫ T
0
∫
Ω |∇cε|r for some
r ∈ [1, 54) for both of the cases N = 2 and N = 3.
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Lemma 3.9. For all q ∈ (0, 1) and any T > 0 there exists C(T ) > 0 such that∫ T
0
∫
Ω
|∇c
q
2
ε |2 ≤ C(T )
holds for all ε ∈ (0, 1).
Proof. We let q ∈ (0, 1) and T > 0. Multiplying (3.1b) by 1
q
c
q−1
ε and integrating over Ω, we
derive from integration by parts and ∇ · uε = 0 in Ω× (0,∞) that for any ε ∈ (0, 1)
1
q
d
dt
∫
Ω
cqε =
4(1− q)
q2
∫
Ω
|∇c
q
2
ε |2 +
∫
Ω
nεc
q−1
ε −
∫
Ω
cqε ≥
4(1− q)
q2
∫
Ω
|∇c
q
2
ε |2 −
∫
Ω
cqε (3.6)
is valid on (0, T ). Upon integration of (3.6) over (0, T ) we infer from Lemma 3.2 and the positivity
of cε, that there exists C > 0 such that
4(1 − q)
q2
∫ T
0
∫
Ω
|∇c
q
2
ε |2 ≤ C
(
T +
1
q
)
holds for all ε ∈ (0, 1).
We refine the bound of Lemma 3.9 to a space-time bound on cε in the case of N = 3, the case
of N = 2 already being covered by Lemma 3.7.
Lemma 3.10. Let N = 3 and let r ∈ [1, 53 ). Then for all T > 0 there is Cr(T ) > 0 such that∫ T
0
∫
Ω
crε ≤ Cr(T )
holds for all ε ∈ (0, 1).
Proof. Let T > 0 and r ∈ [1, 53). We fix q ∈ (13 , 1) such that r < q + 23 , which in turn implies
6(r − 1)
3q − 1 < 2. (3.7)
Making use of the Gagliardo–Nirenberg inequality we find C1 > 0 such that∫ T
0
∫
Ω
crε =
∫ T
0
∥∥c q2ε ∥∥ 2rq
L
2r
q (Ω)
≤ C1
∫ T
0
∥∥∇c q2ε ∥∥ 2rq aL2(Ω)∥∥c q2ε ∥∥ 2rq (1−a)
L
2
q (Ω)
+ C1
∫ T
0
∥∥c q2ε ∥∥ 2rq
L
2
q (Ω)
is satisfied with a =
q
2
−
q
2r
q
2
+ 1
3
−
1
2
= 3q(r−1)
r(3q−1) . In light of Lemma 3.2 we hence obtain C2 > 0 such that∫ T
0
∫
Ω
crε ≤ C2
∫ T
0
∥∥∇c q2ε ∥∥ 6(r−1)3q−1L2(Ω) + C2T.
Drawing on (3.7) and Lemma 3.9, a final application of Young’s inequality entails the existence
of C3 > 0 satisfying ∫ T
0
∫
Ω
crε ≤ (C3 + C2)T,
which concludes the proof.
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For both cases N = 2 and N = 3 the information on cε contained in Lemma 3.7 and Lemma
3.10, respectively, suffice to ensure an additional spatio-temporal bound on ∇cε.
Lemma 3.11. For all T > 0 and all r ∈ [1, 54 ) there is C(T ) > 0 such that∫ T
0
∫
Ω
|∇cε|r ≤ C(T ).
holds for all ε ∈ (0, 1).
Proof. Let T > 0 and let r ∈ [1, 54). Since the relation r2−r < 53 holds because of the inequality
r < 54 , we can find q ∈ (0, 1) such that
r(2− q)
2− r <
5
3
.
Then Lemmata 3.7, 3.9 and 3.10 show that there is C1(T ) > 0 such that∫ T
0
∫
Ω
c
r(2−q)
2−r
ε ≤ C1(T ) and
∫ T
0
∫
Ω
cq−2ε |∇cε|2 =
4
q2
∫ T
0
∫
Ω
|∇c
q
2
ε |2 ≤ C1(T ) (3.8)
is valid for all ε ∈ (0, 1). Now, by virtue of the Young inequality with exponents 2
r
and 22−r , we
obtain that for any ε ∈ (0, 1),∫ T
0
∫
Ω
|∇cε|r =
∫ T
0
∫
Ω
c
r(q−2)
2
ε |∇cε|r · c
r(2−q)
2
ε ≤
∫ T
0
∫
Ω
cq−2ε |∇cε|2 +
∫ T
0
∫
Ω
c
r(2−q)
2−r
ε . (3.9)
Thus, combination of (3.8) and (3.9) ensures that this lemma holds.
4 Key relation for existence of generalized solutions
The supersolution property of Definition 2.1 is based on the inequality (2.3). Here we show that
the approximate solutions satisfy a similar relation, on which we will base the proof of (2.3) for
the solution we are constructing, but also, prior to that and with ϕ ≡ 1, some further a priori
estimates. This section closely follows [9, Section 4].
Lemma 4.1. Let T > 0 and p, q ∈ (0, 1). Then
−
∫ T
0
∫
Ω
npεc
q
εϕt +
∫
Ω
npε(·, T )cqε(·, T )ϕ(·, T ) −
∫
Ω
n
p
0c
q
0ϕ(·, 0)
=
∫ T
0
∫
Ω
4(1 − p)q − 4q2 − p (1−p)2χ2(1+εnε)2
pq( pχ1+εnε + 1− q)
cqε|∇n
p
2
ε |2ϕ
+
∫ T
0
∫
Ω
4
q
( pχ
1 + εnε
+ 1− q
)∣∣∣n p2ε∇c q2ε − (1−p)χ1+εnε + 2q
2( pχ1+εnε + 1− q)
c
q
2
ε∇n
p
2
ε
∣∣∣2ϕ
+
∫ T
0
∫
Ω
2((1− p)εnε − p)
q(1 + εnε)2
n
p
2
ε c
q
ε∇n
p
2
ε · ∇ϕ+
∫ T
0
∫
Ω
(
1− pχ
q(1 + εnε)
)
npεc
q
ε∆ϕ
− q
∫ T
0
∫
Ω
npεc
q
εϕ+ q
∫ T
0
∫
Ω
np+1ε c
q−1
ε ϕ+
∫ T
0
∫
Ω
npεc
q
εuε · ∇ϕ
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holds for all ε ∈ (0, 1) and all ϕ ∈ C∞(Ω× [0, T ]) with ∂ϕ
∂ν
= 0 on ∂Ω × (0, T ).
Proof. Let p ∈ (0, 1) and q ∈ (0, 1). We then have to compute d
dt
∫
Ω n
p
εc
q
εϕ. These calculations
are based on integration by parts and re-ordering of the terms and are straightforward, but rather
long. We refer to [9, Lemma 4.1] for a detailled proof. The only difference to the fluid-free case
treated there is given by the terms
p
∫
Ω
np−1ε c
q
εϕ∇nε · uε + q
∫
Ω
npεc
q−1
ε ϕ∇cε · uε =
∫
Ω
ϕ∇(npεcqε) · uε =
∫ T
0
∫
Ω
npεc
q
εuε · ∇ϕ,
where we have used that ∇ · uε = 0.
The following lemma, which tells us that one of the coefficients in Lemma 4.1 becomes positive,
helps to turn the latter into some ε-independent estimates.
Lemma 4.2. Let χ > 0, p ∈ (0, 1) be such that p < 1
χ2
and let
q±(p) :=
1− p
2
(1±
√
1− pχ2) ∈ (0, 1). (4.1)
Then for any choice of q ∈ (q−(p), q+(p)) there is C > 0 such that
4(1 − p)q − 4q2 − p (1−p)2χ2
(1+εnε)2
pq( pχ1+εnε + 1− q)
≥ C
holds for all ε ∈ (0, 1).
Proof. The elementary proof can be found in [9, Lemma 4.2].
Lemma 4.3. Let χ > 0, p ∈ (0, 1) be such that p < 1
χ2
, and let q ∈ (q−(p), q+(p)), with q±(p)
as defined in (4.1). Then for each T > 0 there exists C(p, q, T ) > 0 fulfiling∫ T
0
∫
Ω
cqε|∇n
p
2
ε |2 ≤ C(p, q, T ), (4.2)
and ∫ T
0
∫
Ω
|∇n
p
2
ε |2 ≤ C(p, q, T )
as well as
∫ T
0
∫
Ω
4
q
(
pχ
1 + εnε
+ 1− q
) ∣∣∣∣∣n
p
2
ε ∇c
q
2
ε −
(1−p)χ
1+εnε
+ 2q
2( pχ1+εnε + 1− q)
c
q
2
ε∇n
p
2
ε
∣∣∣∣∣
2
≤ C(p, q, T )
and ∫ T
0
∫
Ω
np+1ε c
q−1
ε ≤ C(p, q, T ) (4.3)
for all ε ∈ (0, 1).
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Proof. We assume that T > 0, let p ∈ (0, 1) satisfy p < 1
χ2
, and let q ∈ (q−(p), q+(p)). Then
Lemma 4.1 with ϕ ≡ 1 together with Lemma 4.2 provides C1 > 0 such that
C1
∫ T
0
∫
Ω
cqε|∇n
p
2
ε |2 +
∫ T
0
∫
Ω
4
q
( pχ
1 + εnε
+ 1− q
) ∣∣∣∣∣n
p
2
ε∇c
q
2
ε −
(1−p)χ
1+εnε
+ 2q
2( pχ1+εnε + 1− q)
c
q
2
ε∇n
p
2
ε
∣∣∣∣∣
2
+ q
∫ T
0
∫
Ω
np+1ε c
q−1
ε +
∫
Ω
n
p
0c
q
0
≤
∫
Ω
npε(·, T )cqε(·, T ) + q
∫ T
0
∫
Ω
npεc
q
ε (4.4)
holds for all ε ∈ (0, 1). Noting that q1−p < q+(p)1−p < 1, from Young’s inequality we obtain that∫
Ω
npεc
q
ε ≤ p
∫
Ω
nε + (1− p)
∫
Ω
c
q
1−p
ε ≤ p
∫
Ω
nε + q
∫
Ω
cε +
1− p− q
1− p on (0, T ) (4.5)
for all ε ∈ (0, 1). Thus, a combination of (4.4) and (4.5) with Lemma 3.2 provides C2(p, q, T ) > 0
satisfying ∫ T
0
∫
Ω
cqε|∇n
p
2
ε |2 ≤ C2(p, q, T ), (4.6)
and
∫ T
0
∫
Ω
4
q
( pχ
1 + εnε
+ 1− q
) ∣∣∣∣∣n
p
2
ε∇c
q
2
ε −
(1−p)χ
1+εnε
+ 2q
2( pχ1+εnε + 1− q)
c
q
2
ε∇n
p
2
ε
∣∣∣∣∣
2
≤ C2(p, q, T ),
as well as ∫ T
0
∫
Ω
np+1ε c
q−1
ε ≤ C2(p, q, T )
for all ε ∈ (0, 1). Moreover, aided by the lower bound for cε contained in (3.2), we infer that∫ T
0
∫
Ω
|∇n
p
2
ε |2 ≤ C2(p, q, T )e
qT
(inf c0)q
is valid for all ε ∈ (0, 1).
5 Further uniform-in-ε estimates
In this section we consider additional uniform-in-ε estimates, which are required to obtain some
of the convergence properties listed in Lemma 7.1. In particular, the first of these estimates will
be responsible for the regularity of the first solution component and exclusion of persistent Dirac
type singularities. We first recall the following lemma which enables us to pick suitable constants
p ∈ (0, 1) and q ∈ (0, 1) in the proof of Lemma 5.2.
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Lemma 5.1. Let χ > 0 and q±(p) be as defined in (4.1). Then
inf
{1− q
p
∣∣∣ 0 < p < min{1, 1χ2} and q ∈ (q−(p), q+(p))} =


1 if χ ≤ 1,
χ if χ ∈ (1, 2),
1 + χ
2
4 if χ ≥ 2.
Proof. A proof is given in [9, Lemma 5.1].
The following proof for Lr-regularity of nε for some r > 1 resembles the proof of [9, Lemma 5.2];
however, for the 3-dimensional case, we have to use a quite different source for estimates for cε.
Lemma 5.2. Assume that χ > 0 satisfies (1.7). Then there exists r > 1 such that for each
T > 0 one can find C(T ) > 0 such that∫ T
0
∫
Ω
nrε ≤ C(T )
holds for all ε ∈ (0, 1).
Proof. In the case N = 2 we pick arbitrary p ∈ (0,min{1, 1
χ2
}) and q ∈ (q−(p), q+(p)), with
q±(p) as defined in (4.1), and can see from Young’s inequality that for all r ∈ [1, p + 1) and all
ε ∈ (0, 1) the inequality∫ T
0
∫
Ω
nrε =
∫ T
0
∫
Ω
nrc
q−1
p+1
r
c
1−q
p+1
r ≤
∫ T
0
∫
Ω
np+1ε c
q−1
ε +
∫ T
0
∫
Ω
c
(1−q)r
p+1−r
ε (5.1)
holds. Then, we make use of Lemmata 4.3 and 3.7 to derive from (5.1) that there exists C1(T ) > 0
such that ∫ T
0
∫
Ω
nrε ≤ C1(T )
holds for all r ∈ [1, p + 1) and all ε ∈ (0, 1).
On the other hand, in the case N = 3 we need to choose p ∈ (1,min{1, 1
χ2
}), q ∈ (q−(p), q+(p))
such that for each T > 0 there is C2(T ) > 0 satisfying∫ T
0
∫
Ω
c
(1−q)r
p+1−r
ε ≤ C2(T ), (5.2)
for all ε ∈ (0, 1) with some r > 1. Due to χ < 53 , we can rely on Lemma 5.1 to find p ∈
(1,min{1, 1
χ2
}) and q ∈ (q−(p), q+(p)) such that 1−qp = max{1, χ} < 53 . Hence, choosing r > 1
sufficiently close to 1 we can ensure that
(1− q)r
p+ 1− r <
5
3
.
Plugging this into Lemma 3.10 yields (5.2), showing that this lemma also holds in the case
N = 3.
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We next prepare a spatio-temporal bound on the mixed quantitiy (npεc
q
ε)γ for some γ >
3
2 , which
will be a key ingredient in verifying the supersolution property for the limit functions to be
obtained in Section 7.
Lemma 5.3. Assume χ > 0 to satisfy (1.7) and let p ∈ (0,min{1, 1
χ2
}) and q ∈ (q−(p), q+(p)),
with q±(p) as defined in (4.1), fulfil
p+
3q
5
<
2
3
. (5.3)
Then there is γ > 32 such that for all T > 0 there is C(T ) > 0 such that∫ T
0
∫
Ω
(npεc
q
ε)
γ ≤ C(T )
holds for all ε ∈ (0, 1).
Proof. Let p ∈ (0,min{1, 1
χ2
}) and q ∈ (q−(p), q+(p)) be numbers satisfying (5.3), and let r > 1
be a constant as obtained in Lemma 5.2. Then, since the relation
p
r
+
3q
5
< p+
3q
5
<
2
3
(5.4)
holds, we can find constants γ1, γ2 > 1 such that
γ1 <
r
p
and γ2 <
5
3q
(5.5)
as well as
1
γ1
+
1
γ2
<
2
3
(5.6)
are valid. Now, we put γ := γ1γ2
γ1+γ2
and obtain from (5.6) that γ > 32 . Moreover, combination of
(5.5) and Lemmata 5.2, 3.7 and 3.10 with Young’s inequality provides C1(T ) > 0 such that∫ T
0
∫
Ω
(npεc
q
ε)
γ ≤
∫ T
0
∫
Ω
npγ1ε +
∫ T
0
∫
Ω
cqγ2ε ≤ C1(T )
holds for all ε ∈ (0, 1).
Remark 5.4. By continuity we can find some small p ∈ (0,min{1, 1
χ2
}) and q ∈ (q−(p), q+(p))
such that (5.3) holds, because (5.3) is satisfied for p = 0 and q = 0 = q−(0).
6 Time regularity
This section provides regularity information on the time derivatives of the approximate solutions,
or suitable transformations thereof, which is required for the application of an Aubin–Lions type
lemma. The proofs of the following three lemmata are based on duality arguments.
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Lemma 6.1. Assume that χ > 0 satisfies (1.7) and p ∈ (0,min{1, 1
χ2
}). Then for all T > 0
there exists C(T ) > 0 such that∫ T
0
‖∂t(nε + 1)
p
2 ‖(W 1,∞0 (Ω))∗ ≤ C(T )
for all ε ∈ (0, 1).
Proof. Let ψ ∈ C∞0 (Ω) be such that ‖ψ‖W 1,∞(Ω) ≤ 1. Noting from the Young inequality that∣∣∣∣p2
∫
Ω
(nε + 1)
p−2
2 ∇nε · uεψ
∣∣∣∣ ≤ p4‖ψ‖L∞(Ω)
(∫
Ω
(nε + 1)
p−2|∇nε|2 +
∫
Ω
|uε|2
)
,
from arguments similar to those in [9, Lemma 7.1] we obtain that∣∣∣∣
∫
Ω
∂t(nε + 1)
p
2ψ
∣∣∣∣ ≤ C1
{∫
Ω
|∇n
p
2
ε |2 +
∫
Ω
|∇c
1
3
ε |+
∫
Ω
|uε|2 + 1
}
on (0, T ) for all ε ∈ (0, 1) with some C1 > 0. Thus, the inequality
‖∂t(nε + 1)
p
2 ‖
(W 1,∞0 (Ω))
∗
= sup
{∣∣∣ ∫
Ω
∂t(nε + 1)
p
2ψ
∣∣∣
∣∣∣∣∣ψ ∈ C∞0 (Ω), ‖ψ‖W 1,∞(Ω) ≤ 1
}
≤ C1
{∫
Ω
|∇n
p
2
ε |2 +
∫
Ω
|∇c
1
3
ε |+
∫
Ω
|uε|2 + 1
}
,
together with Lemmata 4.3 and 3.9 and Corollary 3.4 implies that there is some C2(T ) > 0 such
that ∫ T
0
‖∂t(nε + 1)
p
2 ‖(W 1,∞0 (Ω))∗ ≤ C2(T )
holds for all ε ∈ (0, 1).
Lemma 6.2. Let χ > 0 and T > 0. Then there exists C(T ) > 0 such that∫ T
0
‖cεt‖(W 1,∞0 (Ω))∗ ≤ C(T )
for all ε ∈ (0, 1).
Proof. Let ψ ∈ C∞0 (Ω) be such that ‖ψ‖W 1,∞(Ω) ≤ 1. Since the Young inequality and arguments
similar to those in the proof of [9, Lemma 7.2] imply
‖cεt‖(W 1,∞0 (Ω))∗ ≤
∫
Ω
|∇cε|+
∫
Ω
cε +
∫
Ω
nε +
∫
Ω
c
30
19
ε +
∫
Ω
|uε|
30
11 ,
from Corollary 3.4, and Lemmata 3.2, 3.7 and 3.10 we deduce that there exists some C1(T ) > 0
such that ∫ T
0
‖cεt‖(W 1,∞0 (Ω))∗ ≤ C1(T )
holds for all ε ∈ (0, 1).
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Lemma 6.3. Let χ > 0. Then there exists C > 0 such that
‖uεt(·, t)‖(W 1,40,σ (Ω))∗ ≤ C
holds for all t ∈ (0,∞) and ε ∈ (0, 1).
Proof. Let ψ ∈W 1,40,σ (Ω;RN ) be such that ‖ψ‖W 1,4(Ω) ≤ 1. An application of the Young inequality
entails that ∣∣∣∣
∫
Ω
uεtψ
∣∣∣∣ =
∣∣∣∣−
∫
Ω
∇uε · ∇ψ +
∫
Ω
nε∇Φ · ψ
∣∣∣∣
≤ ‖∇uε‖
L
4
3 (Ω)
‖∇ψ‖L4(Ω) + ‖nε‖L1(Ω)‖∇Φ‖L∞(Ω)‖ψ‖L∞(Ω)
holds for all ε ∈ (0, 1). Thus, from Lemmata 3.2 and 3.4 we establish that with some C1 > 0,
‖uεt(·, t)‖(W 1,40,σ (Ω))∗ ≤ C1
for all t ∈ (0,∞) and all ε ∈ (0, 1), completing the proof of this lemma.
7 Convergence: Proof of Theorem 1.1
In this section we complete the proof of Theorem 1.1. The following lemma is a consequence of
the estimates prepared in Sections 4–6.
Lemma 7.1. Suppose that χ > 0 satisfies (1.7) and let p ∈ (0, 1) and q ∈ (0, 1) be such that
p < 1
χ2
and q ∈ (q−(p), q+(p)), where q±(p) are defined as in (4.1), and assume they satisfy (5.3)
as well. Then there exist (εj)j∈N ⊂ (0, 1) and functions n, c, u such that εj ց 0 as j →∞ and
nε → n in L1loc(Ω× [0,∞)) and a.e. in Ω× (0,∞), (7.1)
nε → n in Lsloc(Ω× [0,∞)) for some s > 1, (7.2)
∇n
p
2
ε ⇀ ∇n
p
2 in L2loc(Ω× [0,∞);RN ), (7.3)
cε → c in Lrloc(Ω× [0,∞)) and a.e. in Ω× (0,∞) (for all r ∈ [1, 53)), (7.4)
∇cε ⇀ ∇c in L1loc(Ω× [0,∞);RN ), (7.5)
∇c
q
2
ε ⇀ ∇c
q
2 in L2loc(Ω× [0,∞);RN ), (7.6)
uε → u in Lsloc([0,∞);Lsσ(Ω)) and a.e. in Ω× (0,∞) (for all s ∈ [1, 3)), (7.7)
∇uε ⇀ ∇u in L1loc(Ω× [0,∞);RN×N ) (7.8)
as ε = εj ց 0, and ∫
Ω
n(·, t) =
∫
Ω
n0 for a.e. t > 0. (7.9)
Moreover,
n ≥ 0, c ≥ 0 a.e. in Ω× (0,∞).
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Proof. Let p, q ∈ (0, 1) be such that p < 1
χ2
and q ∈ (q−(p), q+(p)). Then Lemmata 3.2, 4.3 and
6.1 enable us to see that(
(nε + 1)
p
2
)
ε∈(0,1)
is bounded in L2loc([0,∞);W 1,2(Ω))
and (
∂t(nε + 1)
p
2
)
ε∈(0,1)
is bounded in L2loc([0,∞); (W 1,∞0 (Ω))∗),
which together with the Aubin–Lions lemma [12, Corollary 8.4] provides (εj)j∈N satisfying εj ց 0
as j → ∞ and a function (n + 1) p2 := v ∈ L2loc(Ω × [0,∞)) such that (nε + 1)
p
2 → v in
L2loc(Ω× [0,∞)) and a.e. in Ω× (0,∞) as ε = εj ց 0. Furthermore, we deduce from Lemma 4.3
that (7.3) holds. Moreover, aided by Lemma 5.2 we invoke the Vitali convergence theorem to
verify that (7.1), even (7.2), and, due to Lemma 3.2, (7.9) hold. We next note that for a ∈ (1, 54)
from Lemmata 3.11 and 6.2 we can infer that
(cε)ε∈(0,1) is bounded in L
a
loc([0,∞);W 1,a(Ω))
and
(cεt)ε∈(0,1) is bounded in L
1
loc([0,∞); (W 1,∞0 (Ω))∗),
so that another application of the Aubin–Lions lemma demonstrates the existence of a further
subsequence (again denoted by (εj)j∈N) and a function c ∈ Laloc(Ω× [0,∞)) such that cε → c in
Laloc(Ω× [0,∞)) and a.e. in Ω× (0,∞) as ε = εj ց 0. According to Lemma 3.10 (or Lemma 3.7)
and, again, Vitali’s convergence theorem, this can be improved to (7.4). Lemmata 3.11 and 3.9
yield (7.5) and (7.6), respectively. For b ∈ (1, 32), we obtain from Corollary 3.4 and Lemma 6.3
that
(uε)ε∈(0,1) is bounded in L
b
loc([0,∞);W 1,b0,σ(Ω))
and
(uεt)ε∈(0,1) is bounded in L
1
loc([0,∞); (W 1,40,σ (Ω))∗)
and similarly invoking the Aubin–Lions lemma and Vitali’s theorem together with the second
part of Corollary 3.4, we obtain (7.7), whereas (7.8) again is immediate from the first part of
Corollary 3.4. Nonnegativity of n and c follows directly from (7.1) and (7.4) and nonnegativity
of nε and cε.
Now we can verify that (n, c, u) is a global weak solution of (1.2b)–(1.2e).
Lemma 7.2. If χ > 0 satisfies (1.7), then the triplet (n, c, u) obtained in Lemma 7.1 is a global
weak solution of (1.2b)–(1.2e).
Proof. We first note from Lemma 7.1 that the required regularity conditions of the solution
(n, c, u) are satisfied with η ∈ (0, 16). Now, we let ϕ ∈ C∞0 (Ω× [0,∞)) and ψ ∈ C∞0,σ(Ω× [0,∞)).
Testing (3.1b) and (3.1c) by ϕ and ψ, respectively, and using integration by parts, we derive that
−
∫
∞
0
∫
Ω
cεϕt−
∫
Ω
c0ϕ(·, 0) = −
∫
∞
0
∫
Ω
∇cε ·∇ϕ−
∫
∞
0
∫
Ω
cεϕ+
∫
∞
0
∫
Ω
nεϕ+
∫
∞
0
∫
Ω
cεuε ·∇ϕ
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and
−
∫
∞
0
∫
Ω
uε · ψt −
∫
Ω
u0 · ψ(·, 0) = −
∫
∞
0
∫
Ω
∇uε · ∇ψ −
∫
∞
0
∫
Ω
nε∇Φ · ψ
hold for all ε ∈ (0, 1). Then passing to the limit in the above identities as ε = εj ց 0 on the
basis of (7.4), (7.5), (7.1), (7.7) and (7.8) leads to this lemma.
In order to verify that (n, c, u) is also a global weak (p, q)-supersolution we also have to obtain
the positivity properties present in Definition 2.1. As a preparatory step we state the following
two lemmata, which have already been shown in [9].
Lemma 7.3. Let a, b, T > 0 and let y : (0, T ) → R be a continuously differentiable function
satisfying
y′(t) ≤ −ay2(t) + b for all t ∈ (0, T ) at which y(t) > 0.
Then
y(t) ≤
√
b
a
coth(
√
abt) t ∈ (0, T ).
Proof. This lemma can be found in [9, Lemma 8.3].
Lemma 7.4. Let η > 0. Then there exists C > 0 such that every function ϕ ∈ C1(Ω) fulfiling∣∣{x ∈ Ω |ϕ(x) > δ}∣∣ > η
for some δ > 0 satisfies
∫
Ω
|∇ϕ|2
ϕ
≥ C
{∫
Ω
ln
δ
ϕ
}2
or
∫
Ω
ln
δ
ϕ
< 0.
Proof. This lemma can be found in [9, Lemma 8.4].
Thanks to these lemmata, we can establish the following cornerstone for the proof of the positivity
of the functions n and c obtained in Lemma 7.1. Because of the additional presence of the
convection term uε · ∇cε, modification of the proof of [9, Lemma 8.5] is necessary.
Lemma 7.5. There exists T > 0 such that for all t ∈ (0, T ),
inf
ε∈(0,1)
∫
Ω
lnnε(·, t) > −∞.
Proof. We let θ > N and put
Mε(t) := sup
τ∈[0,t]
(‖nε(·, τ)‖L∞(Ω) + ‖∇cε(·, τ)‖Lθ(Ω))
for t ∈ (0,∞) and ε ∈ (0, 1). Then ‖nε‖L∞(Ω×(0,t)) ≤ Mε(t) for any t > 0 and ε ∈ (0, 1), and
thanks to Lemma 3.3, we thereby have established that
‖uε(·, t)‖L∞(Ω) ≤ C1(1 +Mε(t)) (7.10)
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for all t ∈ (0,∞) and all ε ∈ (0, 1). From the Lp-Lq estimates for the Neumann heat semigroup
we obtain C2 ≥ 1 such that with some C3 > 0,
‖∇cε(·, t)‖Lθ(Ω) ≤ ‖∇et(∆−1)c0‖Lθ(Ω) +
∫ t
0
‖∇e(t−s)(∆−1)(nε(·, s)− (uε · ∇cε)(·, s))‖Lθ(Ω) ds
≤ C2‖∇c0‖Lθ(Ω) + C2
(
|Ω| 1θMε(t) + C1Mε(t)(1 +Mε(t))
) ∫ t
0
(1 + (t− s)− 12 ) ds
≤ C2‖∇c0‖Lθ(Ω) + C3
(
Mε(t) +M
2
ε (t)
) (
t+ t
1
2
)
(7.11)
holds for all t ∈ (0,∞). Apart from ‖nε(·, t)‖L∞(Ω) ≤Mε(t), the definition of Mε(t) also ensures
that ‖∇cε(·, t)‖Lθ(Ω) ≤ Mε(t) for all t > 0, ε ∈ (0, 1), which we also have just used in (7.11), so
that (3.2) implies the existence of C4 > 0 such that∥∥∥∥
(
nε
(1 + εnε)cε
∇cε
)
(·, t)
∥∥∥∥
Lθ(Ω)
≤ C4M2ε (t)et for t > 0, ε ∈ (0, 1),
and (7.10) guarantees
‖(nεuε)(·, t)‖Lθ(Ω) ≤ C1|Ω|
1
θ (Mε(t) +M
2
ε (t)) for t > 0, ε ∈ (0, 1).
Hence from a similar application of Lp-Lq estimates in
‖nε(·, t)‖L∞(Ω) ≤ ‖et∆n0‖L∞(Ω) +
∫ t
0
∥∥∥∥e(t−s)∆∇ ·
(
nε
(1 + εnε)cε
∇cε − nεuε
)
(·, s)
∥∥∥∥
L∞(Ω)
for t > 0 and ε ∈ (0, 1), we can see that with some C5 > 0
‖nε(·, t)‖L∞(Ω) ≤ ‖n0‖L∞(Ω) + C5(Mε(t) +M2ε (t))et(t+ t
1
2
−
N
2θ ). (7.12)
Adding (7.11) and (7.12), we conclude that with some C6 > 0, the estimate
Mε(t) ≤ ‖n0‖L∞(Ω) + C2‖∇c0‖Lθ(Ω) + C6et
(
t+ t
1
2
−
N
2θ
)
(Mε(t) +M
2
ε (t))
holds true for all t > 0 and ε ∈ (0, 1). Now, letting
Tε := sup{t > 0 |Mε(t) ≤M := ‖n0‖L∞(Ω) + C2‖∇c0‖Lθ(Ω) + 1}
and
T˜ := min
{
1, 4eC6(M +M
2)−
2θ
θ−N , Tε
} ≤ Tε,
we find that for all t ∈ (0, T˜ ) we have
C6e
t
(
t+ t
1
2
−
N
2θ
)
(Mε(t) +M
2
ε (t)) ≤ C6e
(
2T˜
1
2
−
N
2θ
)
(M +M2) ≤ 1
2
.
Thus, we can see that
Mε(t) ≤ ‖n0‖L∞(Ω) + C2‖∇c0‖Lθ(Ω) +
1
2
< M for all t ∈ (0, T˜ ),
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which means that
Tε > T˜ = min{1, 4eC6(M +M2)−
2θ
θ−N } =: T.
In conclusion, we infer that for all t ∈ (0, T ) and all ε ∈ (0, 1),
‖nε(·, t)‖L∞(Ω) ≤M and ‖∇cε(·, t)‖Lθ(Ω) ≤M (7.13)
hold. Now we can follow the proof of [9, Lemma 8.5]: The first part of (7.13) together with mass
conservation of nε ensures applicability of Lemma 7.4 with some positive δ and η; and Lemma
7.4 and the second part of (7.13) hence show that with some C7, C8 > 0,
d
dt
∫
Ω
ln
δ
nε(·, t) ≤ −C7
(∫
Ω
ln
δ
nε(·, t)
)2
+ C8
for every t ∈ (0, T ) satisfying ∫Ω ln δnε(·,t) > 0, so that Lemma 7.3 proves the claim.
Now we can attain the positivity of n and c which is required in the definition of global weak
solutions.
Lemma 7.6. The functions n and c from Lemma 7.1 satisfy n > 0 and c > 0 a.e. in Ω× (0,∞),
as well as npcq > 0 a.e. in ∂Ω × (0,∞).
Proof. The positivity requirement on c is obviously satisfied due to (3.2) and (7.4). As in [9,
proof of Lemma 8.6], we can derive a differential inequality of the form
d
dt
[
−
∫
Ω
lnnε − χ2
∫
Ω
ln cε
]
+
1
2
∫
Ω
|∇ lnnε|2 ≤ C.
If we use (3.2) and Lemma 7.5, upon integration with respect to time the dissipative term yields
an ε-independent bound on
∫ t
τ0
∫
Ω |∇ lnnε|2 for arbitrary t > τ0 ∈ (0, T ) with T as in Lemma
7.5, so that finally – following the reasoning of [9, proof of Lemma 8.6] – we can conclude that
lnn belongs to L2loc((0,∞);W 1,2(Ω)) and to L2loc(∂Ω× (0,∞)) and hence has to be finite almost
everywhere.
Several terms in the relation obtained in Lemma 4.1 contain coefficients that should become
constants in the limit, but for positive ε seem much more involved, due to their dependence on
nε. In order to verify their convergence, we recall the following lemma.
Lemma 7.7. Let (fε)ε∈(0,1) ⊂ C0([0,∞)) ∩ L∞((0,∞)) be such that
sup
ε∈(0,1)
‖fε‖L∞((0,∞)) <∞
and that there exists f ∈ C0([0,∞)) such that
fε → f in L∞loc([0,∞)) as εց 0.
Then given χ > 0 satisfying (1.7) and taking n, c, u and (εj)j∈N from Lemma 7.1, for all p ∈ (0, 1)
and q ∈ (0, 1) such that p < 1
χ2
and q ∈ (q−(p), q+(p)), with q±(p) as defined in (4.1), and each
T > 0 we have
fε(nε)c
q
2
ε ∇n
p
2
ε ⇀ f(n)c
q
2∇n p2 in L2(Ω × (0, T )) as ε = εj ց 0.
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Proof. A proof, which for obtaining a convergent sequence essentially relies on (4.2), and, inter
alia, on (7.1), (7.3), (7.4) for identification of its limit, can be found in [9, Lemma 8.7].
Now all tools for the proof of Theorem 1.1 are provided. Finally, we give the following lemma
which shows that the remaining requirements of the definition of global generalized solutions are
satisfied.
Lemma 7.8. Suppose that χ > 0 satisfies (1.7), and let p ∈ (0, 1) and q ∈ (0, 1) be such that
p < 1
χ2
and q ∈ (q−(p), q+(p)), with q±(p) as defined in (4.1), and assume they satisfy (5.3) as
well. Then the functions n, c, u constructed in Lemma 7.1 form a global weak (p, q)-supersolution
of (1.2a) and (1.2d)–(1.2e) in the framework of Definition 2.1.
Proof. In light of Lemma 5.3, we can find a further subsequence (εj)j∈N of the sequence obtained
in Lemma 7.1 and w ∈ L
3
2
+η
loc (Ω × [0,∞)) such that npεcqε ⇀ w in L
3
2
+η(Ω × [0,∞)) with some
η > 0, as ε = εj ց 0 and then, relying on (7.1) and (7.4), make sure that w coincides with npcq,
so that
npεc
q
ε ⇀ n
pcq in L
3
2
+η(Ω× [0,∞)). (7.14)
This, together with the fact that 3+2η1+2η < 3 and (7.7), and with a combination of pointwise con-
vergence in (7.1) and (7.4) with (4.3) asserts the regularity requirements of (2.1). The remainder
of the proof follows that of [9, Lemma 8.8] closely and we hence restrict ourselves to a rough
outline: In order to verify (2.3), we pick a nonnegative function ϕ ∈ C∞0 (Ω× [0,∞)) with ∂ϕ∂ν = 0
on ∂Ω× (0,∞) and let T > 0 be such that ϕ ≡ 0 on Ω× [T,∞). With this function, Lemma 4.1
turns into
−
∫ T
0
∫
Ω
npεc
q
εϕt −
∫
Ω
n
p
0c
q
0ϕ(·, 0) =
∫ T
0
∫
Ω
4(1− p)q − 4q2 − p (1−p)2χ2
(1+εnε)2
pq( pχ1+εnε + 1− q)
cqε|∇n
p
2
ε |2ϕ
+
∫ T
0
∫
Ω
4
q
( pχ
1 + εnε
+ 1− q
)∣∣∣n p2ε ∇c q2ε − (1−p)χ1+εnε + 2q
2( pχ1+εnε + 1− q)
c
q
2
ε∇n
p
2
ε
∣∣∣2ϕ
+
∫ T
0
∫
Ω
2((1 − p)εnε − p)
q(1 + εnε)2
n
p
2
ε c
q
ε∇n
p
2
ε · ∇ϕ+
∫ T
0
∫
Ω
(
1− pχ
q(1 + εnε)
)
npεc
q
ε∆ϕ
− q
∫ T
0
∫
Ω
npεc
q
εϕ+ q
∫ T
0
∫
Ω
np+1ε c
q−1
ε ϕ+
∫ T
0
∫
Ω
npεc
q
εuε · ∇ϕ.
As ε = εj ց 0, the first term on the left side converges due to (7.14), as do the fifth and (after
application of Lebesgue’s dominated convergence theorem) the fourth integral on the right. Also
convergence of the rightmost term is covered by (7.14) in combination with (7.7). The third
integral on the right converges due to Lemma 7.7 and c
q
2
ε → c
q
2 in L2(Ω × (0, T )) due to (7.4).
Fatou’s lemma and (7.1) and (7.4) ensure
q
∫ T
0
∫
Ω
np+1cq−1ϕ ≤ lim inf
j→∞
q
∫ T
0
∫
Ω
np+1ε c
q−1
ε ϕ.
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Lemma 7.7 and weak lower-semicontinuity of the norm in L2(Ω × (0, T )) show that c q2∇n p2 ∈
L2loc(Ω× [0,∞);RN ) and
4(1 − p)q − 4q2 − p(1− p)2χ2
pq(pχ+ 1− q)
∫ T
0
∫
Ω
cq|∇n p2 |2ϕ
≤ lim inf
ε=εj→0
∫ T
0
∫
Ω
4(1− p)q − 4q2 − p (1−p)2χ2
(1+εnε)2
pq( pχ1+εnε + 1− q)
cqε|∇n
p
2
ε |2ϕ.
The remaining term can be treated by an essentially similar idea (for details see [9, Lemma 8.8]),
so that both the second part of (2.2) and the validity of (2.3) are ensured.
Proof of Theorem 1.1. By now, Theorem 1.1 is nothing more than the combination of Lem-
mata 7.2 and 7.8 with (7.2) and (7.9).
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