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Abstract
This thesis describes novel contributions in the field of physical layer aware
optical networks. IP traffic increase and revenue compression in the Telecom
industry is putting a lot of pressure on the optical community to develop
novel solutions that must both increase total capacity while being cost effec-
tive. This requirement is pushing operators towards network disaggregation,
where optical network infrastructure is built by mix and match different
physical layer technologies from different vendors. In such a novel context,
every equipment and transmission technique at the physical layer impacts
the overall network behavior. Hence, methods giving quantitative evalua-
tions of individual merit of physical layer equipment at network level are a
firm request during network design phases as well as during network life-
time. Therefore, physical layer awareness in network design and operation
is fundamental to fairly assess the potentialities, and exploit the capabilities
of different technologies.
From this perspective, propagation impairments modeling is essential. In
this work propagation impairments in transparent optical networks are sum-
marized, with a special focus on nonlinear effects. The Gaussian Noise model
is reviewed, then extended for wideband scenarios. To do so, the impact of
polarization mode dispersion on nonlinear interference (NLI) generation is
assessed for the first time through simulation, showing its negligible impact
on NLI generation. Thanks to this result, the Gaussian Noise model is gener-
alized to assess the impact of space and frequency amplitude variations along
the fiber, mainly due to stimulated Raman scattering, on NLI generation.
The proposed Generalized GN (GGN) model is experimentally validated on
a setup with commercial linecards, compared with other modeling options,
and an example of application is shown.
vThen, network-level power optimization strategies are discussed, and
the Locally Optimization Global Optimization (LOGO) approach reviewed.
After that, a novel framework of analysis for optical networks that leverages
detailed propagation impairment modeling called the Statistical Network
Assessment Process (SNAP) is presented. SNAP is motivated by the need
of having a general framework to assess the impact of different physical
layer technologies on network performance, without relying on rigid opti-
mization approaches, that are not well-suited for technology comparison.
Several examples of applications of SNAP are given, including comparisons
of transceivers, amplifiers and node technologies. SNAP is also used to
highlight topological bottlenecks in progressively loaded network scenarios
and to derive possible solutions for them.
The final work presented in this thesis is related to the implementation of
a vendor agnostic quality of transmission estimator for multi-vendor optical
networks developed in the context of the Physical Simulation Environment
group of the Telecom Infra Project. The implementation of a module based
on the GN model is briefly described, then results of a multi-vendor experi-
mental validation performed in collaboration with Microsoft are shown.
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Chapter 1
Introduction
In the last 50 years, the improvements made in terms of capacity, reliability,
and flexibility of optical communication systems and networks have been
extraordinary. Performances of optical communications systems have always
been tightly related to the evolution of optical fiber cables and photonic tech-
nologies used to manipulate light. Based on this, in this thesis we consider
how the awareness about photonic technologies capabilities and their impact
on signal quality can be exploited in the process of designing, update and
intelligently manage optical networks. In Chapter 1, an introduction about
optical communication technologies and trends in communication networks
will be given. Then in Chapter 2, different physical layer models will be
presented and their effectiveness in network performance prediction will be
discussed. Later in Chapter 3, a framework on physical layer aware network
design will be presented, and several examples of application will be shown.
Then, in Chapter 4, studies on physical layer aware management of networks
will be presented. Finally, in Chapter 5 conclusions will be given and next
steps will be discussed.
1.1 Optical Networks: an introduction
Optical networks are communication networks made of interconnected op-
tical fiber cables and constitute the enabling backbone technology of the
Internet as we know it today. In optical networks, information is transmitted
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through light channels sent over optical fiber cables. Thanks to their unique
properties such as low loss and ultra-wide bandwidth, optical fibers enable
reliable, high capacity and long-distance communication.
One of the greatest leaps in optical communications has been represented
by the evolution from point-to-point communication, where data are trans-
mitted between only two nodes, to fully meshed networking, where optical
channels1 can be added, dropped, and routed at any node. Nowadays, mod-
ern optical network architectures provide both high-capacity backhauling
to upper network layers, such as the Internet Protocol (IP) layer and the
intelligence required for more complex network operations such as efficient
routing, protection, and fast circuit restoration. All these capabilities have
been enabled by the development of optical network elements and photonic
technologies with the potentialities to handle such challenges in an efficient
manner. In general, performances of optical networks are tightly related
to the evolution of optical fiber cables and photonic technologies used to
manipulate the light channels. In the last 50 years, the improvements made
in terms of capacity, reliability, and flexibility are extraordinary.
The first deployments of optical communication technologies date back to
1977 when the first point-to-point optical links were installed in Turin (Italy)
and Long Beach (US, California) to carry live telephone traffic [1]–[3]. In the
1980s, the steady reduction of fiber losses, and the development of Erbium
Doped Fiber Amplifiers (EDFAs) [4] enabled an unprecedented increase in
optical reach of point-to-point systems. As far as transceivers are concerned,
data rates per channel have consistently grown with a Compound Annual
Growth Rate (CAGR) of 20%[5], moving from few Mbps of Intensity Modula-
tion with Direct Detection (IMDD) based transceivers, to 400 Gbps channels
based on polarization multiplexed (PM) high order quadrature amplitude
modulation (QAM) formats received using a polarization diversity coher-
ent receiver. Thanks to digital signal processing (DSP) capabilities, modern
transceivers allowed a relevant simplification of optical line systems thanks
to the removal of in-line dispersion compensating units (DCUs) , allowing
1In this thesis, we will refer to optical channels, or wavelenghts, or lightpaths. In general,
a channel is a portion of the optical spectrum carrying data between a transmitter and a
receiver.
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a relevant complexity reduction in link design and optical infrastructure
management.
A further increase in capacity of optical systems has been enabled by
the introduction of Wavelength Division Multiplexing (WDM) techniques.
By centering optical channels around different optical frequencies, the fiber
bandwidth is efficiently used by carrying multiple optical channels, thus
increasing the total amount of carried data. In the 1990s, commercial WDM
systems experienced an aggregate per-fiber capacity growth at a 100% CAGR,
i.e. doubling capacity year by year. After the year 2000 and the infamous
Telecom or Dot-Com bubble[6], [7], such growth has rapidly decreased to a
20% CAGR[5], following the same trend of single channel data rates. This
means that practically, the number of WDM channels in commercial systems
has been constant for almost two decades, being close to 100 channels. How-
ever, today such trend is changing, as C+L band systems that exploit close to
200 WDM channels are gaining traction [8], and commercial systems with
these characteristics are nowadays available [9].
One of the most relevant advance in optical networking architectures has
been represented by the introduction of add, drop and routing capabilities
of optical channels at individual network nodes. This allowed to greatly
simplify channels deployment, automating the time consuming and error
prone practice of manually rearranging optical channels through optical
demultiplexers and patch panels [10]–[13]. Furthermore, this empowered
an unprecedented network agility that has been exploited to enable reliable
and intelligent networks [14]. The network elements that enabled such
progress, are optical add drop multiplexers (OADMs) . OADMs were first
constructed from optical filters, allowing for independent wavelengths to
be terminated at network nodes, or to bypass them. OADMs are based
on prearranged and fixed optical configurations, thus one of their main
disadvantages is their limited adaptability with respect to traffic and channels
configuration variations. To solve this issue, reconfigurable optical add drop
multiplexers (ROADM) have been proposed, and nowadays ROADMs are
heavily deployed in the majority of existing optical networks, enabling fully
agile, highly connected and dynamically reconfigurable photonic mesh.
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1.2 Capacity Crunch and Revenue Compression
in the Telecom Industry
Although the capability of photonic technology to carry more and more data
has consistently grown in the last decades, the growth of global IP traffic has
been even more impressive. Depending on sources, traffic and geographical
taxonomies, network traffic growth is envisioned to grow at a CAGR that
varies from 25% to 80% [5], [15]–[17]. High definition video applications
and Machine-to-Machine (M2M) communications will represent the main
drivers of such impressive growth [15], [18]. The Cisco Visual Networking
Index (VNI)[15] is one of the most reputable sources for IP traffic volume
forecasting. In its latest VNI report, Cisco states that the worldwide IP traffic
will grow with a CAGR of 24% up to 2021, reaching a total of 232.7 Exabytes
(EB)2 per month in 2021. Breaking down the total traffic prediction by type,
forecasts show that mobile traffic will increase by a 43% CAGR, whereas
fixed Internet and managed IP services will grow by a 23% and 13% CAGR
respectively [15]. As shown in Fig. 1.1a, fixed Internet traffic will represent
the majority (68%) of the overall IP traffic across the considered 5 years.
Managed IP services will instead decrease from 24% to 15% of the overall
traffic. Mobile traffic will progressively increase from 7% to 17% of the overall
traffic, overcoming managed IP services during 2020.
As forecasting results heavily depend on the underlying assumptions
used to extrapolate data, it is interesting to analyze historical traffic data
from Internet Service Providers (ISPs) and Internet Exchange (IX) consortia.
Fig. 1.1b depicts the total (ingress+egress) average monthly traffic passing
through the Amsterdam Internet Exchange (AMS-IX) over a 16 years time
span, from July 2001 up to September 2017. Data depicted in Fig. 1.1b
have been elaborated from the one publicly available in [17]. In 2001, the
average monthly traffic flow was around 6 Gbps, corresponding to a total of
1950 Terabyte (TB) exchanged on average each month. In 2017, the average
monthly traffic flow went up to 6.839 Tbps, corresponding to an average
of 2216 Petabyte (PB) exchanged each month. This growth corresponds
to a CAGR of 55%, that can be further split in a 120% growth from 2001
2An Exabyte corresponds to 1018 bytes, i.e. one billion gigabytes
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Fig. 1.1 Predictions and statistics for IP traffic from different sources. Data elabora-
tion have been performed starting from the data reported by Cisco VNI [15], the
Amsterdam Internet Exchange [17], the European Internet Exchange consortium
[16], and the Seattle Internet Exchange [19].
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to 2007 and a 30% growth in the next 10 years. A similar trend can be
observed in the monthly averaged peak traffic aggregated over all IXs of the
European Internet Exchange (EURO-IX) consortium depicted in Fig. 1.1c,
with a 46% CAGR from 2007 to 2016, moving from 955 Gbps in 2007 to 23.2
Tbps in 2016. This trend can be further divided into a 60% growth from
2007 to 2011 and a 30% growth from 2011 to 2016. These double regimes in
traffic growth can be attributed to the fact that several over-the-top (OOT)
content providers such as Google, Netflix, Facebook started to perform
private peering, thus not relying on public IX providers [20], [21] and use
private content delivery networks (CDNs) and caches to serve their users
directly from their private networks [22]–[25]. This entails that certain traffic
types such as video streaming applications are bypassing public IXs, thus
they are not taken into account into data volume statistics. This behavior is
not present in the data of the Seattle Internet exchange (SIX) that are depicted
in Fig. 1.1d, where the average aggregate traffic has been steadily growing
in the last 10 years from 7 Gbps in 2007 to the current 707 Gbps with a 58%
CAGR [19].
Optical communication technologies have been the key enablers of this
impressive growth rate, but as of today, they are getting closer to approach-
ing fundamental limits of optical system information capacity. Specifically,
performances of optical systems are close to the nonlinear Shannon limit [26],
that represents the ultimate limit for a point-to-point fiber optics commu-
nication system. Therefore maximum data rates of optical communication
systems are starting not to keep up with the pace of growth of IP traffic [5].
This is putting a lot of pressure on the telecom industry to find economically
sustainable solutions to accommodate such a high bandwidth demand. This
requirement is even more stringent if one considers that revenues for telecom
operators have been steadily decreasing in the last decade, and it has been
predicted that cost per bit will exceed operator revenues [27] even though the
cost per bit is decreased by 26% in the period between 2006 and 2013 [28]. As
an example, Fig. 1.2 depicts the global operator revenues that are obtained
from fixed voice and broadband services reported in [29]: a -2% CAGR is
predicted up to 2019. Although operators are recovering from this losses
by providing new services such as cloud computing and CDN services [28],
they need to optimize their returns over investment (ROI) for optical net-
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Fig. 1.2 Global Fixed Voice and Broadband revenues. Data taken from [29].
working equipment and installed fibers [30]. In particular, operators want to
exploit as much as possible the existing fiber infrastructure that was mainly
installed before the dotcom bubble in the 2000s, as replacing deployed fiber
is extremely expensive [30].
Operators are therefore acting under two opposite forces: they need to
be able to provide the infrastructure to sustain the growth in traffic while
balancing costs and revenues. In this context, a clear assessment of the im-
pact of photonic communication technologies in terms of network capacity
improvement, improved network management opportunities and the re-
lated costs/benefits trade-offs is a firm requirement for both operators and
vendors. The formers need to understand which technologies should be
used in designing and upgrading new and existing topologies, the others
need to understand which technology should they focus on for their future
developments. Traditionally, the impact of transmission layer technologies is
analyzed in the context of fully-loaded point-to-point links, but this consti-
tutes an upper limit for network performances as wavelength and spectrum
contention prevents a full usage of the spectrum in fiber links. One of the
aims of this thesis is to provide a framework of analysis to fairly assess
photonic layer technologies in the context of transparent, reconfigurable and
flexible optical networks, starting from a detailed modeling of the physical
layer impairments. Before digging into the main topics of this thesis, an
overview of state of the art optical networking infrastructure will be given.
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cal networks
One of the main leaps in optical communications technologies has been
represented by the introduction of DSP-based transceivers operating with
multilevel modulation formats with coherent receivers and channel equaliza-
tion [31], [32]. Thanks to them, backbone optical networks have changed in
nature over the last decade. Due to the deployed transmission techniques
based on direct-detection (DD) transceivers, optical links in legacy networks
behaved like sealed data pipelines, not allowing much flexibility in reach or
bitrate adaptation. This was due to the fact that DD transceivers required
optimized dispersion compensation along optical links to achieve sufficient
reach performances [33], [34]. However, such optimization was only effec-
tive for a given modulation format, bit rate, and WDM channel spacing. In
this scenario, transparent wavelength routing was limited and forced to be
established in the network design phase, and optical-electro-optical (OEO)
traffic regeneration in nodes was heavily adopted due these inherent tech-
nological limitations. Thus, in general, transparency and flexibility at the
logical network level were not met at the optical transmission level. Capacity
and connectivity matrices in legacy networks were sparse and static [35], as
optical capacity was immutably established during the network design phase
due to the tight operative constraints imposed by dispersion management
schemes.
During the last decade, the development of fast digital-to-analog (DAC)
and analog-to-digital (ADC) converters , together with fast DSP units, has
enabled an unprecedented flexibility in optical transmission [36]. The in-
troduction of electronic dispersion compensation (EDC) [37], [38] and DSP-
enabled equalization [39] allowed to easily compensate all linear propagation
effects such as chromatic dispersion (CD) , and polarization mode dispersion
(PMD) at the receiver stage. The introduction of DSP based transceivers
enabled the development of adaptable optical transmitter and receivers that
operate using different signal constellations that dynamically trade-off rate
and sensitivity at a given spectral occupancy [40], [41]. More importantly,
DSP-enabled transceivers allowed to remove DCUs from optical links with-
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out performance penalties [42], making possible a decoupling of optical
line systems and line terminals. A first direct consequence of this has been
represented by an improved flexibility in transparent wavelength routing,
as optical channels can be routed over different optical links as precisely
tuned dispersion management is not necessary anymore, provided that their
quality-of-transmission (QoT) is maintained above an in-service threshold
that depends on the transceiver implementation. This capability drove the
development of improved ROADM architectures that enabled reconfigurable
and transparent optical networking [11].
Furthermore, DSP-enabled transceivers opened new disaggregation op-
portunities in the optical communications industry enabling the optimization
of infrastructure’s total cost of ownership (TCO) : open-line systems [43]
and optical white boxes [44] have been introduced to resolve vendor lock-in
decoupling of common optical line pieces of equipment such as fiber, ampli-
fiers, optical switches, gain equalizers, etc., from line terminals, i.e. optical
transceivers. Such practice has been taken from data center deployments.
Data centers are built upon interchangeable, highly standardized node and
network architectures rather than a sum of isolated solutions. This leads to a
better utilization of line systems and faster innovation due to the decoupling
of deployment cycles for line systems and transceivers, thus, in general,
lower TCOs.
Fig. 1.3 and Fig. 1.4 represent the evolution of optical line systems enabled
by disaggregation and decoupling of line terminals and line optics. Fig. 1.3
depicts a single-vendor legacy line system in which a vendor-provided con-
troller was responsible for the management of both line and terminal equip-
ment. In such scenario with vendor lock-in, operators had not much room
for the development of custom controllers, as they had to rely completely
on the vendor provided control software yielding an overall rigidity in the
design and management of optical networks. This approach to line design
was strictly related to the limitations imposed by legacy transceivers, but
also the first generations of coherent transceivers have been marketed with
the same approach with respect to line system integration. The following
generation of coherent transponders and line systems have been proposed
to leverage line disaggregation and multi-vendor interoperability. Fig. 1.4
represents one of such novel systems, where both line (such as Optical line
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Fig. 1.3 Legacy line systems in optical networks with single vendor integration.
amplifiers (OLAs) and ROADMs) and terminal components can be managed
and monitored through open Application Programming Interfaces (APIs) .
Thanks to these software interfaces, optical equipment can be controlled and
orchestrated by a centralized software intelligence that each operator and
network manager can program based on its own personal use cases. If inter-
faces are kept equal among different vendors, multi-vendor interoperability
is made possible. This is one of the motivations behind the different public
initiatives and multi-source agreements (MSAs) that several operators have
launched in the last 3 years to promote the development of common APIs
and data models. Among these initiatives it is worth to mention OpenConfig
(lead by Google) [45], the Telecom Infra Project (TIP) (lead by Facebook)
[46], and OpenROADM (led by AT&T) [47]. Besides network disaggregation
and software defined operations, network architectures evolved towards
elasticity and flexibility especially in the spectral dimension. As early as 2008
[48], spectrally elastic optical network (EON) technology was advocated as
a possible solution to Internet traffic growth, enabling a superior flexibility
and scalability in spectrum allocation [49].
In this modern network scenario, capacity and connectivity matrices of
optical networks are now full and elastic, i.e. modifiable over a short time
scale [35]. Hence, state-of-the-art optical networks are indeed transparent at
every level, and the orchestration [50] of logical and physical layer permits
to adapt traffic allocation in order to properly respond to variations in traffic
requests over a short time-scale enabling fast service provisioning. State-of-
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Fig. 1.4 Open line system approach with multi-vendor interoperability and central-
ized orchestration.
the-art modern optical networks are therefore truly flexible, reconfigurable
and transparent as it is possible to: assign capacity dynamically, react to un-
expected traffic variations or failures while routing transparently channels in
the optical domain without relying on upper electrical layers. In such a novel
context, every equipment and transmission technique at the physical layer
impacts the overall network behavior. Hence, methods giving quantitative
evaluations of individual merit of physical layer equipment at network level
are a firm request during network design phases as well as during network
lifetime, when it is essential for the orchestration of logical and transmission
layers and for addressing selected upgrades to properly react to growth and
modifications of traffic requests. Therefore physical layer awareness in network
design and operation is fundamental to fairly assess the potentialities, and
exploit the capabilities of different physical layer technologies in modern
flexible, transparent and reconfigurable optical networks. Furthermore, such
physical layer awareness has to be vendor agnostic, to be fully adaptable to
disaggregated multi-vendor scenarios such as the ones of modern optical
telecommunications infrastructure.
1.4 Outline of the remainder of this thesis
In this thesis, a design framework and example of applications of physical
layer awareness in optical orchestration are proposed and discussed. All
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of them are built upon detailed modeling of propagation impairments af-
fecting optical signals transmitted over the previously described network
architecture, as it represents a fundamental requirement to estimate capacity,
and assess routing feasibility both at the design and operational phase of
the network. Thus as a first step, in the chapter 2 the dominant propagation
impairments in optical fibers are discussed. Then, several nonlinear mod-
eling options to estimate nonlinear propagation impairments are reviewed
and extended. Based on them, a simple power optimization approach is
presented.
In chapter 3 a design framework called the Statistical Network Assess-
ment Process (SNAP) will be presented and several examples of applications
will be given.
Finally in chapter 4, an example of applications of the physical layer
models discussed in chapter 2 for the implementation of a vendor-agnostic
quality of transmission estimator will be given.
The main novelties reported in this thesis include:
• An assessment of the impact of Polarization Mode Dispersion on non-
linear interference generation
• A generalization of the Gaussian Noise (GN) for wideband scenario
including spatial and frequency loss/gain profile variations, and its
experimental validation
• The integration of the SNAP framework and examples of its application
• The integration of the GN model in orchestration platforms and for
the unified design of multivendor network solutions within the TIP
organization
Chapter 2
Physical Layer Modeling for
Physical Layer Aware Networking
In this chapter, the linear and nonlinear impairments of fiber propagation
are briefly discussed. Then different nonlinear modeling options for physical
layer aware optical networking are presented. A review of the most common
nonlinear models of fiber propagation is presented, and their pros and cons
in terms of applicability to a networking scenario are discussed. Finally, a
wideband extension of the Gaussian Noise (GN) model, the so-called Gener-
alized Gaussian Noise (GGN) model , and its simulative and experimental
validation are presented.
2.1 An introduction to optical propagation impair-
ments
Light signals that propagate along multi-span amplified optical fiber links
undergo several physical modifications that impair their capability of car-
rying information. Putting aside stochastic noise generated by transceivers
such as - to mention a few - electrical, thermal, quantization, shot and laser
phase noise, the root causes of signal degradation are Amplified Spontaneous
Emission (ASE) noise generated by optical amplifiers, linear and nonlinear
effects causing signal distortion [51]. Fig. 2.1 qualitatively highlights the
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Fig. 2.1 Sources of propagation impairments in an optical communication system
.
sources of these different propagation impairments, i.e. fibers, amplifiers
and ROADMs.
All propagation effects that depends linearly with the electric field are
classified as linear ones. Linear effects include for example: chromatic dis-
persion (CD) i.e. a dependence of the group velocity of the signal and its
optical frequency [51], polarization mode dispersion (PMD), i.e. a depen-
dence of the group velocity of the signal and its polarization state [52]–[54],
polarization dependent loss (PDL), i.e. a random dependence between signal
attenuation and polarization [55], signal attenuation due to fiber attenuation,
filtering and crosstalk effects at ROADM nodes [56]–[58]. All dispersion and
filtering effects cause signal pulses to spread in time, yielding inter-symbol
interference (ISI) that impairs the signal. However, the majority of them
can be compensated using digital equalization through DSP at the receiver
[31], [32], [37], [39], whereas fiber losses are easily recovered through optical
amplification.
On the other hand, nonlinear effects are not in linear proportion to the
electric field of the signal [51]. Among nonlinear effects is worth citing the
Kerr effect, Stimulated Raman Scattering (SRS), and the Stimulated Brillouin
Scattering (SBS). The Kerr effect, that causes signal phase distortion due to
the dependence of the refractive index of the glass with the power of the
optical signal traveling through it [51]. Due to fiber dispersion, such phase
distortion is converted into amplitude distortion causing severe penalties.
Furthermore, the Kerr effect imposes a limitation on the signal power that
needs to be transmitted into an optical fiber link. To this purpose, optical
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power optimization strategies are required to maximize the signal Quality-of-
Transmission (QoT). As the Kerr effect is one of the most limiting propagation
impairments in optical fiber communications, the prediction of its impact on
signal quality and the derivation of optimal launch power strategies have
been active fields of research over the last couple of decades. During this
timespan, several nonlinear models have been developed to achieve this
goal so as to facilitate planning, design, and management of coherent optical
communication systems and networks. In section 2.5 we will review the
broad family of the so-called Gaussian noise models, and highlight the most
relevant ones to be used in the context of physical layer aware networking.
SRS [51], [59], [60] and SBS [51], [61] are related to a transfer of energy
from the optical field to vibrational modes of silica. In case of SRS, optical
phonons are excited, whereas for SBS acoustic ones. SBS is a narrow-band
effect (few MHz) affecting, in general, a single channel [51] causing power
depletion through the generation of a counter-propagating wave inside
the fiber. Nevertheless, SBS is a weak effect for modern communications
optical systems where optical signals have in general a spectral occupation
much larger than the one for which SBS has peak efficiency. Furthermore,
modern multilevel modulation formats have no carrier tones, which helps in
further suppressing SBS. On the other hand, SRS is a wideband effect, as the
scattering process is significant over spectral occupations of the order of few
THz. In modern optical communication systems, SRS causes a power transfer
between higher frequency channels to lower frequency one, thus producing a
tilt in the power spectrum of the WDM channel comb [62]. As SRS efficiency
in silica core fiber is maximum for signals with a frequency separation of
approximately 13 THz [51], [60], it is a relevant effect for WDM systems
operating over the full C-band and for future C+L band WDM systems
[62], [63]. In such future wideband scenario, the interplay between different
nonlinear effects like the Kerr effect and SRS needs to be understood. To this
purpose, in this thesis, a novel nonlinear model to take this into account is
proposed and validated via experiments and simulations.
In the next sections, first different metrics for QoT will be discussed, then
a detailed description of different propagation impairments and how to
model them will be given.
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2.2 The Signal-to-Noise Ratio as a QoT metric
In optical communications, the QoT of a signal has been measured using
several different metrics. In legacy scenarios with IMDD transceivers with
dispersion compensation, the most widely used metric was the so-called
Q-factor [64]–[66]. The Q-factor is directly linked to the BER of the channel
under test by the following:
BER =
1
2
erfc
(
Q√
2
)
(2.1)
For IMDD, on-off keyed (OOK) signals, the Q-factor can be directly related
to the mean levels of the 0 and 1 bit symbols and their standard deviation
that can be directly measured from an eye diagram [65], [66]. BER and the
Q-factor have been used in physical layer aware networking studies and
been object of optimization in the last decade [67]–[69].
With the advent of transceivers with coherent detection, the reference
metric for assessing the QoT of a signal has changed to the signal-to-noise
ratio (SNR) . It should be noted that for QPSK and PM-QPSK signals, the
SNR corresponds to the squared Q-factor. For higher order modulation
format such relationship does not hold anymore. In digital transmission,
for channels impaired by additive white Gaussian noise (AWGN) , SNR is
defined as the ratio between the average power of the useful signal Pch, and
the average noise power Pnoise impairing it [70], i.e.
SNR =
Pch
Pnoise
(2.2)
We usually consider both Pch and Pnoise as the signal and noise powers
evaluated in the digital domain at the receiver, i.e. in a discrete time domain,
after demodulation, equalization, match filtering and sampling. However,
assuming ideal coherent transceivers, the transformation from analog to
digital domain can be mapped as a linear transformation, therefore a one-to-
one mapping between the power computation over these two domains exist.
More specifically, with a coherent receiver, there is a one-to-one mapping
between the analog optical domain and the electrical digital domain. For this
reason, SNR is often related to the so-called Optical SNR (OSNR) , that is the
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ratio between the power of the optical signal and the power of the optical
noise. The main difference between the two, is due to the fact that in general
OSNR is expressed with respect to a specific noise bandwidth Bnoise, whereas
the SNR always refers to the bandwidth of the matched filter used for the
detection, i.e. the symbol rate of the signal Rs. The relationship between SNR
and OSNR is the following:
SNR = OSNR
Bnoise
Rs
(2.3)
From Eq. 2.3, it is obvious that the SNR and the OSNR are equal when
Bnoise = Rs. Such difference between SNR and OSNR has historical reasons,
as OSNR has been defined as a metric to express the ratio between signal
power and ASE noise, i.e. AWGN. In this context, OSNR measurements are
performed by means of an Optical Spectrum Analyzer (OSA) by evaluating
the difference between the integral of signal level and the integral of the
noise floor over a certain bandwidth, i.e. the noise bandwidth over which
the OSNR is defined. A typical reference noise bandwidth is the 0.1 nm
bandwidth, that in the C-band roughly correspond to 12.5 GHz.
Throughout this thesis, SNR will be assumed as the reference QoT metric,
as it assumed that all noise-related propagation impairments can be mod-
eled as AWGN. As detailed described in the next section such hypothesis
holds well for both ASE noise and nonlinear disturbances generated by the
Kerr effect, therefore SNR is a safe metric to use. Specifically, the so-called
generalized or effective SNR [71] will be proposed.
Furthermore, SNR is also directly related to BER, and, more generally,
to the quantity of information that can be transmitted over a link, i.e. its
capacity. In the following section, we will describe how to model different
propagation impairments in order to derive the SNR as QoT metric.
2.3 Modeling ASE noise
ASE noise is one of the main source of impairments in optical communication
systems. As its name suggests, ASE noise arises from spontaneous emission
of the gain medium in an optical amplifier. Considering Erbium Doped Fiber
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Amplifiers, it is possible to model the ASE noise as additive White Gaussian
Noise with bilateral PSD including both polarization [65], [72] given by
GASE = 2hf0nsp(G− 1) (2.4)
where h = 6.626×10−34 J · s is the Planck’s constant, f0 is the carrier frequency
of the signal being amplified, G is the amplifier gain in linear units and
nsp > 1 is the spontaneous emission factor or inversion factor. nsp is directed
related to the atomic populations in the ground and excited states of the
Erbium atoms [65] and specifies the noise performance of an amplifier. From
a system perspective, such quantity is often expressed using the noise figure
parameter F, that is given by
F = 2nsp (2.5)
therefore Eq. 2.4 can be expressed as
GASE = hf0F(G− 1) (2.6)
Besides EDFAs, in long-haul optical communications, Raman amplifiers
(RAs) , and Hybrid Erbium-Doped and Raman Amplifiers (HFAs) are widely
used, as they enable improved noise performance with respect to standard
EDFAs. For both of them, it is possible to derive equivalent noise figures to
describe the accumulation of ASE noise [51], [65], [73], [74], using Eq. 2.6 to
assess noise PSD.
2.4 Modeling filtering penalties and SRS crosstalk
Filtering penalties and SRS-induced crosstalk represents two additional
limiting factors to the capacity of transparent and reconfigurable optical
networks such as the ones considered in this thesis. Filtering penalties
can be relevant as optical channels may traverse multiple ROADMs along
their path and thus undergoing bandwidth narrowing causing ISI at the
receiver. Modeling such ISI-induced penalty is nontrivial as it depends
on many parameters including channel spectral shape, modulation format,
DSP receiver structure. For these reasons, in literature, filtering penalties
and related compensation strategies are often measured experimentally [56],
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[58], [75] on a fixed setup. Among possible compensation strategies for
avoid penalties it is worth to mention channel spectral shaping [58], [75],
and improved receiver DSP structures [76]. As a general model for filtering
penalties is nontrivial to get, in optical networking studies filtering penalties
have often been neglected or taken into account in a simplified way, such
as imposing a maximum tolerable number of cascaded ROADMs that a
signal can traverse [77], or by considering a fixed SNR penalty term for
each traversed ROADM. In the networking analysis described in this thesis,
filtering penalties will be neglected, unless otherwise explicitly stated.
On the other hand, SRS-induced crosstalk in coherent optical communi-
cation systems simply causes an inter-channel power transfer from higher
frequency WDM channels to lower ones during propagation along the fiber,
leading to a tilt of the overall WDM comb. For standard single mode fibers
(SMF), the efficiency of this phenomenon is maximized for optical signals
that are placed approximately 13 THz apart [51], but it is already visible for
total spectral occupations of the order of few THz, corresponding to WDM
comb made of at least 40 channels within the standard 50-GHz DWDM grid.
Such power distortion effect can be easily modeled by considering an optical
fiber as a filtering block, whose transfer function takes into account both
losses and distributed gain/losses due to SRS. This means that given an
input WDM comb with a PSD GTX(f), the PSD of the signal at the end of the
fiber is given by
G(f, z) = GTX(f)|ρ(z, f)|2 = GTX(f)ρ(z, f)2 (2.7)
where ρ(z, f) represents the field gain/loss profile of the fiber taking into
account losses and SRS-induced tilt. The term ρ(z, f) can be estimated exper-
imentally or numerically by solving a set of coupled differential equations in
z. Notice that Eq. 2.7 can be used also for systems using Raman amplification
[51], [65], [73], [74], in which a distributed gain amplifies the optical channels
as they travel through the fiber due the power transfer induced by one or
more high frequency and high power pumps approximately 13 THz away
from the WDM channel comb. However, in general Raman amplifiers have
optimized pump profiles to deliver flat gain [73], such that ρ(z, f) = ρ(z). It
should be highlighted that SRS crosstalk is causing frequency-dependent
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SNR variations by tilting the signal PSD. For Raman amplifiers, noise addi-
tion should also be considered as described in Sec.2.3. However, since SRS
is a distributed effect along the fiber longitudinal coordinate z, it must be
understood how it affects other distributed effects, such as the nonlinear
Kerr effect. Such novel analysis will be described in Sec. 2.7. Before doing so,
an overview of the nonlinear Kerr effect will be given.
2.5 Modeling the nonlinear Kerr effect in coher-
ent optical systems
In this thesis we consider wavelength routed optical networks operated
with DSP-enabled transceivers and dispersion uncompensated amplified
optical links. In this transmission scenario, it has been extensively shown
that impairments of fiber propagation due to loss, chromatic dispersion,
and Kerr nonlinearity can be approximated as a small perturbative additive
Gaussian disturbance on any single frequency [71], [78]–[91]. This effect
has been called non-linear interference (NLI) . While NLI has, in general,
a phase-noise component [87], it was found that, under normal operating
conditions, such phase noise has a long correlation [92] so that it can be almost
completely compensated by standard receiver phase recovery circuits. This
justifies the assumption of modeling NLI as an AWGN. This fundamental
results enabled the development of the so-called Gaussian noise models, that
are analytical perturbation models for NLI estimation. These models obtain
approximate solutions of the nonlinear Manakov Schroedinger equation
[51], [52] leveraging on the key simplifying assumption that each WDM
channel can be treated as a Gaussian noise spectrally shaped as the signal
[71], [86]. This approach to nonlinear modeling was firstly proposed back in
1993 [93] and adapted up to early 2000s [94], [95] to model nonlinear Kerr
effect in IMDD systems. Then it was used to achieve the same goal in optical
orthogonal frequency division multiplexing (OFDM) systems [96]. At the
beginning of 2010s, the same idea was used for coherent optical systems [71],
[79], [82], [84], [88]–[91], and the name GN-model was first used in [71].
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The GN-model gives a formula to compute the power spectral density
of the NLI – the so-called GN-Reference formula [71], [86] – that is a double
integral derived from the Manakov Schroedinger equation [97]. Specifically
the GN-reference formula is given by
GNLI(f) =
16
27
γ2
∫+∞
−∞
∫+∞
−∞ GTX(f1)GTX(f2)GTX(f1 + f2 − f)·
ρFWM(f1, f2, f)df1df2 (2.8)
where GNLI(f) is the nonlinear interference noise PSD in W/Hz at frequency
f, evaluated at the end of a transparent1 fiber span. GTX(f) represents the PSD
of the transmitted WDM signal in W/Hz, γ the nonlinear fiber coefficient
measured in 1/W/km. ρFWM(f1, f2, f) represents the so-called Four-Wave
Mixing (FWM) efficiency [98], i.e.
ρFWM(f1, f2, f) =
∣∣∣∣∣ 1− e−2αLs+j4π
2β2Ls(f1−f)(f2−f)
2α− j4π2β2Ls(f1 − f)(f2 − f)
∣∣∣∣∣
2
(2.9)
where α is the fiber field attenuation coefficient in 1/km, Ls is the span
length in km, β2 is the fiber dispersion coefficient in ps/THz/km. Eq. 2.9 is
obtained assuming constant fiber loss coefficient vs. frequency, and lumped
amplification at the end of the fiber. Later in Sec. 2.7 a generalization of
Eq. 2.8 will be proposed, specifically varying the FWM efficiency given by
Eq. 2.9 in order to include space and frequency variations of the gain/loss
profile of the optical fiber.
Eq. 2.8, for uniform WDM combs – i.e. equal channels shaping and power
levels – can be further simplified by normalizing GTX(f) with a power per
channel term Pch, yielding a NLI power on the channel at frequency f that
can be written as
PNLI(f) = ηNLI(f)P
3
ch (2.10)
where ηNLI is the so-called NLI efficiency.
1We call transparent a span in which all fiber and lumped losses (e.g. connector insertion
losses) are recovered by amplification at the end of the span.
2.5 Modeling the nonlinear Kerr effect in coherent optical systems 22
It should be noted that Eq. 2.8 does not make any assumption relatively
to the channel modulation format but states that the NLI noise at any given
frequency depends only on the spectral shape of the channels themselves
and power levels, i.e. their PSD. Even though it has been highlighted that
modulation format slightly affects the generation of NLI [99], [100], this
characteristic of Eq. 2.8 allows to decouple QoT estimation and modulation
format assignment. Furthermore, it has been widely demonstrated that
Eq. 2.8 constitutes an upper bound for the PSD of NLI noise [71], [86], [99],
therefore it yields moderately conservative QoT estimations. The root cause
for NLI overestimation is due to the fact that the Gaussian signal assumption
is valid after few kilometers of propagation. The fact that such assumption is
not verified at the beginning of the fiber leads to an overestimation error of
GNLI, i.e. in a slight underestimation in QoT.
Eq. 2.8 does not describe how the nonlinear noise accumulates along a set
of concatenated fiber spans. To this regard, the GN-model has been proposed
into two different forms, i.e. a coherent and an incoherent form respectively.
In the coherent GN-model, the GN-reference formula is extended to periodic
multi-span link as follows:
GcohNLI(f) =
16
27
γ2
∫+∞
−∞
∫+∞
−∞ GTX(f1)GTX(f2)GTX(f1 + f2 − f)·
ρFWM(f1, f2, f)χ(f1, f2, f)df1df2 (2.11)
where χ(f1, f2, f) is the so-called phased array factor as it formally looks like
a phased-array antenna radiation diagram [101], specifically
χ(f1, f2, f) =
sin2(2Nsπ2(f1 − f)(f2 − f)β2Ls)
sin2(2π2(f1 − f)(f2 − f)β2Ls)
(2.12)
where Ns is the number of spans of the multi-span link, assuming all spans to
be equal. Eq. 2.12 takes into account the coherent interference occurring at the
receivers among the NLI generated in each single span. On the other hand,
in the incoherent GN-model the coherent accumulation of NLI is completely
neglected, and the NLI generated in each span is independent from the NLI
generated in the previous ones. With such simplifying assumption, the PSD
of the NLI generated at the end of a multi-span link made of Ns span is
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simply given by:
GincNLI(f) =
Ns∑
i=1
GNLI,i(f) (2.13)
If the multi-span link is periodic and uniform, i.e. all span being equal,
Eq. 2.13 simply becomes:
GincNLI(f) = NsGNLI,i(f) (2.14)
As widely shown in literature [86], both Eq. 2.11 and Eq. 2.13 are upper-
bound to NLI. The difference between GNLI(f) evaluated with Eq. 2.11 and
Eq. 2.13 is increasing as Ns increase, as the NLI accumulation dictated by
Eq. 2.11 is super-linear. Therefore, QoT predictions based on the coherent GN-
model are more conservative than incoherent GN-model ones. However, the
gap between the two predictions decreases with the increase of the number
of channels. These trends are shown in Fig. 2.2 and Fig. 2.3. Consider for
example Fig. 2.2 that shows GNLI(f) evaluated at f = 0 for a 21 channel
system made of 32 GBaud channels with root raised cosine pulse shaping
with 15% roll-off propagating over a multi-span system made of 40 spans of
100km SMF fiber with typical parameters as listed in Tab. A.1 with Eq. 2.11
and Eq. 2.13, and normalized with respect to the NLI evaluated generated
in the first span. The two curves progressively separate, being up to 1.4
dB apart after 40 spans, i.e. 4000 km. The same gap however reduces to
approximately 1 dB when considering full C-band systems. Fig. 2.3 shows
the difference between Eq. 2.11 and Eq. 2.13 in dB displayed as a contour
plot as function of the number of spans and number of channels. Fixing the
span number, increasing the number of channel produces a reduction of the
delta between the two versions of the model. For example, considering a
1000km – 10 spans – system, increasing the number of channels from 5 to a
100 produces a 0.6 dB reduction in gap between Eq. 2.11 and Eq. 2.13, moving
from 1.3 dB to 0.7 dB.
Eq. 2.8 can also be expressed in many closed forms [86], [97], the most
commonly used one is the following:
GNLI(0) =
8
27
γ2G3TXL
2
eff
π|β2|Leff,a
asinh
(
π2
2
|β2|Leff,aB
2
chN
2
Bch
∆f
ch
)
(2.15)
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that represent the amount the PSD of the NLI noise generated at the end of
fiber span, at the center frequency of the WDM comb made of equal root-
raised cosine channels with 3-dB bandwidth Bch, and maximum (frequency-
flat) PSD value given by GTX. Leff represents the fiber effective length, that is
given by
Leff =
∫Ls
0
ρ(z, f)2dz (2.16)
where ρ(z, f) represents the field loss/gain profile at frequency f. Assuming
a frequency-flat field loss coefficient α, the effective length can be written as:
Leff =
∫Ls
0
exp(−2αz)dz =
1− exp(−2αLs)
2α
(2.17)
Leff,a is the asymptotic effective length that is given by:
Leff,a =
1
2α
. (2.18)
Closed form expressions for GNLI(f) with f ̸= 0 are available, specifically
Eq. 120 – Eq. 124 in [97].
Several more sophisticated variations to the GN-model have been pro-
posed over the last years. Among this it is worth to mention the Enhanced
Gaussian Noise (EGN) model, that improves GN-model predictions by ap-
plying a factor to Eq. 2.8 to take into account the non-Gaussianity of the
signal at the beginning of the propagation [92], [99], [102]. Specifically, the
EGN-model relies on the following equation
GEGNNLI (f) = GNLI(f) −Gcorr(f) (2.19)
where GNLI(f) is computed through Eq. 2.8. The correction term Gcorr(f) de-
pends on the modulation format of the considered channel and its neighbors,
and it is – in general – quite elaborated to compute.
Given all the different modeling options based on the signal Gaussianity
assumption, it is natural to ask which modeling framework is more suited for
physical layer aware networking. This will be addressed in the next section,
Sec. 2.8. However, before doing that the bandwidth limitations of these
models will be discussed, and the generalized GN-model will be proposed.
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2.6 The generalized SNR and related power opti-
mization strategies
As described in Sec. 2.3 and Sec. 2.5, the two most relevant propagation
impairments for coherent optical communication systems are ASE noise
and NLI, and can be both represented as additive Gaussian disturbances to
the transmitted signals. This property led to the definition of the so-called
generalized or effective SNR, that is a QoT-metric that includes both ASE
and NLI noise. The effective SNR can be written as
SNR =
Pch
PASE + PNLI
(2.20)
that can be further written as
SNR =
(
PASE
Pch
+
PNLI
Pch
)−1
(2.21)
or
SNR =
(
SNR−1LIN + SNR
−1
NLI
)−1
(2.22)
that is a scaled version of the harmonic mean of the linear and nonlinear
SNR. Considering multi-span link, assuming incoherent accumulation of NLI,
thanks to Eq. 2.22, the SNR of an optical channel afterNs spans can be written
as
SNR =
(
Ns∑
i=0
SNR−1LIN,i +
Ns∑
i=0
SNR−1NLI,i
)−1
(2.23)
Notice that, as PNLI is a function of Pch, Eq. 2.20 is a non monotonic function
of Pch, i.e. a bell-shaped function vs Pch [103]–[105]. One of such bell-
shaped curves is depicted in Fig. 2.4 for 20x100 km SMF spans, followed
by EDFA with a 5 dB noise figure carrying 41 PM-QPSK 32 GBaud system
over a 50 GHz DWDM grid. These results are obtained from a full split step
simulation. From this figure one can derive the optimal power per channel
for the considered system, i.e. approximately 0 dBm.
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Fig. 2.4 Generalized SNR vs power per channel for a 41 PM-QPSK 32 GBaud system
over a 50 GHz DWDM grid. Results are obtained from full split step simulations.
Assuming to model NLI with the GN-model, i.e. plugging Eq. 2.10 into
Eq. 2.20, we can write:
SNR =
(
PASE
Pch
+ ηNLIP
2
ch
)−1
(2.24)
from which it is easy to derive the optimal power value Poptch at the input of a
single transparent span that is given by [71], [86], [97], [106]
P
opt
ch =
3
√
PASE
2ηNLI
(2.25)
where PASE is the ASE noise power generated at the end of the link, and ηNLI
is the NLI efficiency of the fiber span itself. Due to the dependence on ηNLI,
P
opt
ch is – in general – load dependent. Plugging Eq. 2.25 into 2.20 it can be
derived that, according to the GN-model, at optimal power, the linear SNR
should be twice as large as the nonlinear SNR [104], [107], [108]. Thus, at
optimal QoT conditions, the major contributor to generalized SNR is the
linear one. A fundamental consequence of this is that at optimal power, the
gap between the generalized SNR and the linear SNR is 1.76 dB, i.e. the
generalized SNR is 2/3 of the linear SNR at optimal power.
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Considering a multispan link, and assuming incoherent accumulation of
NLI and ideal amplifiers, i.e. amplifiers whose noise figure is independent of
their gain, Eq. 2.25 holds for any span of the link. In particular, the optimal
power at the input of every single span can be derived independently from
the characteristics of all the other spans of the link, as the optimal power of
the span depends only on the NLI and ASE noise generated in that span.
This major consideration leaded to the formulation of the so-called Locally-
Optimized Globally-Optimized (LOGO) [106], [109] approach. The LOGO
principle states that it is possible to globally optimize the QoT of a multi-span
link by locally optimize each span of the link. The same approach can be
used in an optical networking context, as it is done in this thesis. This will be
thoroughly explained in more details in Sec. 2.9.
It should be noted that such simplified approach does not hold if the
amplifier noise figure depends on its gain, as a coupling among all the spans
building up an optical link will occur, thus increasing the complexity of the
optimal power derivation. Even if it is possible to have optical amplifiers
that approximate this gain-noise figure independence assumption fairly well,
this is not the case for most commercially available EDFAs, as typically the
noise figure quickly increases when reducing the gain. When a variable NF is
considered, Eq. 2.25 does not hold anymore, and more complex expressions
for the optimal launch power can be derived [110]. In this thesis, for sake
of simplicity, ideal amplifiers will be always assumed, however, it is worth
to mention that the LOGO principle can be extended to more commercially
relevant conditions, by applying local optimization at a multi-span link
level (ROADM-to-ROADM), and not on a span level (amplifier-to-amplifier)
[110]. Therefore the methods proposed in this thesis can be extended to such
realistic scenarios, without loss of generality. This being said, in Sec. 2.9
the implications of using a LOGO-based approach for networking studies
will be better highlighted, stressing out the strengths and weaknesses of this
approach.
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2.7 The Generalized GN-model for NLI modeling
in wideband systems
As highlighted in Sec. 2.4, SRS-induced power crosstalk is a distributed
effect that whose impact on system performance gets worse as the total
bandwidth occupation increases. As C+L systems are gaining traction [8],
[9], it is important to estimate the interplay between SRS and NLI generation
and extend the GN-model to take this into account to further optimize
performance. However, before doing that, it is important to understand if the
assumptions on which this model is based are valid for wide-band scenarios
where NLI and SRS could interact. In Sec. 2.5, nonlinear model based on
the Gaussian assumption of NLI have been presented. As stated there, such
models rely on the use of the Manakov equation for their derivation. The
Manakov equation (ME) [51], [52] is obtained by averaging out random
birefringence, neglecting rapidly varying birifringence thus PMD, from the
coupled, dual polarization, nonlinear Schroedinger equations (DP-NLSE).
This averaging procedure is justified by assuming that the local orientation
of birefringence axes is a weak function of frequency. So, formally, results
derived from the ME hold only on its limited bandwidth determined by
the strength of the PMD itself according to the so-called PMD coherence
bandwidth [52], [111], [112] that is given by:
Bcoh =
√
3
4π2δ2PMDLeff
(2.26)
where δPMD is the fiber PMD coefficient [65] in ps/
√
km, and Leff is the fiber
effective length. On the other hand, recent experimental investigations [113],
[114] on transmission over bandwidths exceeding the C-band presented
measurements of NLI generation scaling logarithmically with the exploited
bandwidth as predicted by ME-based models [71], [79], [87], i.e. far beyond
the ME validity. However, these experiments used Gaussian-distributed
channels, and so such a behavior is theoretically predictable as a 4-dimension
Gaussian random process does not modify its statistical properties with rigid
rotations of its basis [70]. The impact of PMD over NLI generation when prop-
agating fully modulated non-Gaussian distributed multilevel modulation
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formats has been studied in [115] for both dispersion managed and disper-
sion unmanaged systems. The authors showed that for dispersion managed
systems, PMD helped reducing the effect of interchannel nonlinearity genera-
tion, while worsening self-channel one. The studies performed in [115] were
carried out relying on numerical integration of the Manakov-PMD equation,
that is a simplified version of the DP-NLSE for faster numerical simulation
of optical systems [52]. However, the studies in [115] did not consider large
spectral occupation, considering only up to 9, 28-GBaud channels. Therefore
a general assessment of NLI generation in presence of PMD when prop-
agating fully modulated non-Gaussian distributed multilevel modulation
formats over wideband systems, and a comparison with ME-based simula-
tions and models is still lacking. In the next subsection, simulative results
aimed at giving an assessment of these open problems will be presented.
2.7.1 Assessing the impact of PMD on NLI generation
In order to understand the impact of PMD on NLI generation, we study the
scaling of the generalized SNR as a function of the exploited optical band-
width and different PMD values. To do so, we exploit a MATLAB® based
library that we have developed in the OptCom group for solving the ME and
DP-NLSE with a Split Step Fourier Method (SSFM) [51] exploiting Graphic
Processing Units (GPUs): the fast fiber simulation software (FFSS) library
[116]. We do not rely on the Manakov-PMD equation [52] to study the impact
of PMD on NLI generation but rather we rely on the DP-NLSE, i.e. the most
general mathematical formulation of signal propagation in optical fibers.
FFSS library integrates the well-known coarse step method (CSM) [52] to
emulate the random birefringence causing PMD into the SSFM for solv-
ing the DP-NLSE. Such method approximates the continuous birefringence
variations of a realistic fiber by a concatenation of fixed length birefringent
sections, each of them characterized by a random orientation of its principal
state of polarization (PSP) axis and a given differential group delay (DGD)
[52]. In order to avoid resonance effects, we randomized the section length
as suggested in [117], [118]. Such polarization variation is integrated into
the linear step of SSFM calculation when applying chromatic dispersion and
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loss to the signal. This is legit, as the DP-NLSE is given by:
∂E(z,ω)
∂z
= −j ¯¯β(ω)E(z,ω) −α(ω)E(z,ω)+
− j
γ
3
F
{[
3|Ex(z, t)|2 + 2|Ey(z, t)|2 E∗x(z, t)Ey(z, t)
E∗y(z, t)Ex(z, t) 3|Ey(z, t)|2 + 2|Ex(z, t)|2
]
E(z, t)
}
(2.27)
where E(z,ω) represents the two components in the angular frequency ω
of the optical signal in the chosen orthogonal polarization basis – x and y –,
traveling along the fiber longitudinal direction z. E(z, t) is the optical field
in time, and it is given by the inverse Fourier transform F−1 {E(z,ω)}. ¯¯β(ω)
represents the dispersion matrix that includes chromatic dispersion and
random birefringence inducing PMD. α is the fiber attenuation coefficient,
and γ is the non-linear coefficient for the Kerr effect. The right-hand side
of Eq. 2.27 can be rewritten as a summation of a two operators applied to
the optical field. A linear operator D accounting for dispersion, polarization
effects and loss, and a nonlinear one N accounting for the Kerr effect.
∂E(z,ω)
∂z
= D(E(z,ω)) + F {N(E(z, t))} (2.28)
N can be applied in the time domain to avoid computing a double convo-
lution in frequency. In the SSFM, Eq. 2.27, is solved by assuming that, over
a small distance ∆z, the linear and non-linear operators act independently.
Thus, at every step ∆z the fiber is first assumed completely linear and then
nonlinear, hence the D and N operators are applied one after the other. For
∆z→ 0, the solution of SSFM tends to the exact solution of Eq. 2.27.
To properly assess the impact of PMD on NLI generation, the choice
of the step size ∆z in the SSFM is essential: the step size must be set to
the smallest value between the CSM step size needed to correctly emulate
PMD [52], and the nonlinear step size that is computed to have a maximum
tolerable nonlinear phase shift that was set to 4 · 10−4 rad. Thanks to signal
attenuation during propagation, the nonlinear step size can be adapted vs z.
On the other hand, the CSM step size is not adaptive, therefore DP-NLSE-
based simulations are much longer than ME-based ones. Furthermore, in
order to properly emulate the effect of PMD, Monte Carlo simulations for
2.7 The Generalized GN-model for NLI modeling in wideband systems 32
different PMD realizations must be considered, making the overall process
even more time consuming and challenging. Finally, to properly simulate
wideband optical systems in presence of dispersion, the propagated signal
is truncated in time to remove all transient effects due to filtering effects
including chromatic dispersion. The same effect can be achieved by properly
tuning the step size in order to limit the maximum walk-off between two
channels at the edge of the simulated spectrum [119].
The setup of the simulated link is depicted in Fig. 2.5. We simulated a
20x100km SMF link, with in-line EDFA amplifiers with 5 dB noise figure
fully recovering the fiber loss. The fiber parameters for SMF are reported
in Tab. A.1. The system carries up to Nch = 61 PM-QPSK or PM-16QAM
channels over the standard 50 GHz grid, for a total spectral occupation
BWDM close to 3 THz. We consider transmitters generating signals at 32
GBaud, shaped with a root-raised-cosine (RRC) filter with 15% roll-off. At the
receiver, we consider the center channel of the WDM comb as channel-under-
test (CUT), and apply a polarization and phase diversity coherent receiver.
After photodetection and digital conversion, signals are equalized by a fully
data-aided LMS adaptive equalizer with 17 taps, and the generalized SNR
is evaluated on the equalized constellation. Since lasers are assumed ideal,
and we are solely interested on NLI generation assessment [87], no carrier
phase estimation (CPE) is performed. Then, the generalized SNR is directly
inferred from the signal constellation [66]. The DSP receiver parameters were
carefully tuned to properly compensate for linear PMD effects. To do so,
we simulated the system of Fig. 2.5 in linear condition, i.e. γ = 0, for all
the analyzed scenarios to match the measured SNR after propagation with
the back-to-back one for both ME and DP-NLSE implementations. With the
aforementioned parameters, the gap from back-to-back values was found
to be smaller than 0.01 dB, proving the considered DSP structure to be
sufficiently accurate for linear PMD compensation. This being said, any
performance variation in terms of SNR between the ME and DP-NLSE will
be solely caused by nonlinear effects and their interaction with PMD.
We simulated propagation relying on the ME or DP-NLSE. For DP-NLSE,
we considered two different PMD values: state-of-the-art value of 0.05
ps/
√
km and a very large value of 1 ps/
√
km. While the first value rep-
resents a typical value of modern SMF fibers, the latter is an overly high
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Fig. 2.5 System setup considered for the assessment of PMD impact on NLI genera-
tion.
value that we set to have a polarization coherence bandwidth (cf. Eq. 2.26)
over the fiber effective length as small as 65 GHz. This was chosen to trigger
any possible interaction between PMD and NLI generation out of the ME
validity bandwidth, i.e. beyond the limits of NLI generation modeling. For
each value of PMD, up to 20 Monte Carlo simulations with different statis-
tical realizations of random birefringence were used. This was enough to
estimate a stable standard deviation on the generalized SNR, that resulted to
be smaller than 0.03 dB for all the analyzed cases, and so negligible.
We first consider a scenario with Nch = 41 corresponding to BWDM ≈
2 THz, performing simulations at different power per channel Pch for both
PM-QPSK and PM-16QAM scenario. The corresponding generalized SNR
vs Pch, comparing results obtained from the ME, DP-NLSE with the two
different PMD values, and GN-model predictions are displayed in Fig. 2.6.
As expected, GN-model predictions are conservative with an SNR underesti-
mation slightly higher for PM-QPSK with respect to PM-16QAM: 0.6 dB vs.
0.5 dB. The most interesting aspects of novelties in Fig. 2.6 lie in comparing
ME results with DP-NLSE ones. While at low Pch, where performance is ASE-
limited, all three cases give the same SNR, increasing Pch, DP-NLSE results
shows a slight decrease in SNR with respect to ME-results. This suggests
that PMD slightly increase the power of generated NLI noise. At optimal
power, Poptch ≈ 0 dBm, the SNR difference between ME and DP-NLSE with
δPMD = 0.1 ps/
√
km is 0.21 dB for PM-QPSK and 0.13 dB for PM-16QAM.
From a practical point of view, we observe that NLI generation happens
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Fig. 2.6 Generalized SNR for PM-QPSK and PM-16QAM for different values of PMD
in a system with 41 32-GBaud WDM channels in a 50 GHz grid, and comparison
with GN-model predictions
also far beyond the ME validity bandwidth, and that presence of PMD only
slightly closes the gap between actual performances and GN-model predic-
tions. A possible explanation is that the PMD adds signal distortion on top of
the one induced by chromatic dispersion, thus enabling GN-model-predicted
results at shorter distances. To verify this possible explanation, we run a
numerical simulation over a PMD-only fiber, i.e. an optical fiber without
attenuation, dispersion and Kerr effect. The simulation was run over 23 km
of fiber, which corresponds approximately to the effective length of SMF.
We then measured the signal histograms before and after propagation. As a
modulated signal is a cyclo-stationary random process [120], with periodicity
equal to the symbol rate, one needs to create several histograms of the signal
at different time instants inside a symbol, obtaining a result very similar to
an eye diagram. Results obtained considering 20,000 symbols are shown in
Fig. 2.7. For this simulation, PMD has been further increased to a very large
value of 5 ps/
√
km to exacerbate the PMD-induced signal distortion, and al-
low a qualitative inspection of the eye-diagram. As seen in the figure, after 23
2.7 The Generalized GN-model for NLI modeling in wideband systems 35
(a) (c)(b)
Fig. 2.7 Eye-diagram of a 32-GBaud PM-QPSK signal before (a) and after 23 km
propagation on a PMD-only fiber (b) and a CD-only fiber (c).
km PMD “scrambles” the signal making it closer to be Gaussian-distributed.
Thus PMD assists CD in “Gaussianizing” the signal, enabling the generation
of slightly additional NLI.
To understand the scaling of this effect with the total optical bandwidth of
the system BWDM, we performed simulations at constant power Pch = 0 dBm
varying the number of channels Nch from 11 to 61. Results are depicted in
Fig. 2.8, and shows that NLI generation is slightly affected by PMD even
at larger bandwidth occupation, but no relevant variations vs BWDM can
be observed. It should also be noticed that the generalized SNR scales
logarithmically with bandwidth as predicted by many NLI prediction models
[71], [87].
From a practical perspective, these results show that PMD has negligible
effects over NLI generation independently from optical bandwidth occupation.
Thus this allows to (i) simulate propagation effects in optical systems carrying
polarization-multiplexed multi-level modulation formats through the ME,
(ii) scale ME-based models for NLI estimation well-beyond ME bandwidth
validity. Therefore this latter result allows us to generalize an ME-based
model such as the GN-model, to take into account propagation impairments
that are triggered by large bandwidth occupation, such as SRS-induced
power crosstalk.
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Fig. 2.8 Generalized SNR for PM-QPSK and PM-16QAM vs. number of channels,
and comparison with GN-model predictions.
2.7.2 Introducing the Generalized Gaussian Noise Model
The Generalized GN-model (GGN) model was firstly proposed in [121] and
later in [122] to include in the GN-model spatial and frequency power vari-
ations along the fiber. The impact of such generic spatially and frequency
distributed loss/gain profiles along the fiber on NLI generation is of special
interest when considering full C-band and beyond systems, as SRS-induced
inter-channel power crosstalk is not negligible in such transmission sce-
narios. Specifically, as the optical signal travels through the fiber, a power
transfer from higher to lower-frequency spectral components takes place,
yielding the well known SRS-induced tilt. For silica-core single-mode fibers,
the efficiency of this phenomenon is maximized for optical signals that are
placed approximately 13 THz apart, but it is already visible for total spectral
occupations of the order of few THz, corresponding to WDM comb made
of at least 40 channels within the standard 50-GHz DWDM grid. Similar
spectral distortion effects can be caused by poorly optimized Raman am-
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plified links, where different frequencies undergo different Raman gains,
yielding a distortion of the transmitted optical spectrum during propagation.
As described in Sec. 2.4, these phenomena can be well described by a field
loss/field amplitude profile, function of both space and frequency, ρ(z, f).
To study the interplay between these power-variation phenomena and
NLI generation we extend the GN-model as follows. Starting from the GN-
model derivation [97], we generalize its formulation considering a generic
gain/loss profile ρ(z, f) for the optical field, that is a function of both the fiber
spatial coordinate z and frequency f. A similar problem has been addressed
in [63], where the authors proxies the impact of ρ(z, f) on NLI by introducing
a frequency-dependent effective length used to scale the amount of NLI
generated by a fiber having a frequency-flat loss profile. This strategy repre-
sents a relatively simple engineering approach to propagation impairment
modeling, but it ultimately lacks in precision as it will be described later
in Sec. 2.7.4 since the impact of ρ(z, f) over the Four-Wave Mixing (FWM)
efficiency is neglected. The full derivation of the GGN-model is presented
in App. B. The main result of this, is what we define as the GGN reference
formula, describing the power spectral density of the NLI at frequency f at
the end of a fiber of length Ls, before amplification, i.e.
GNLI(Ls, f) =
16
27
γ2ρ(z, f)2
∫∫+∞
−∞ GTX(f1)GTX(f2)GTX(f1 + f2 − f)∣∣∣∣∣
∫Ls
0
exp(+j4π2(f1 − f)(f2 − f)[β2 + πβ3(f1 + f2)]ζ)·
ρ(ζ, f1)ρ(ζ, f1 + f2 − f)ρ(ζ, f2)
ρ(ζ, f)
dζ
∣∣∣∣2 df1df2 (2.29)
where GTX(f) is the PSD of the transmitted signal at frequency f, β2 and β3
are the dispersion parameters of the fiber. The key differentiating element
in the GGN-model equation with respect to the GN-model is the expres-
sion of the FWM efficiency, that in Eq. 2.29 is expressed by the absolute
square of the inner spatial integral made by the product of a phase matching
condition with a term expressing the amplitude profile at the different fre-
quencies (f, f1, f2, f1 + f2 − f) referenced in the outer integrals. Eq. 2.29 can
be integrated numerically in few minutes over a standard CPU.
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Fig. 2.9 Equivalent block scheme of a fiber span for generalized SNR calculations
using Gaussian-noise models.
Similarly to the incoherent GN-model described in Sec. 2.5, Eq. 2.29 can be
used to estimate the total amount of NLI of multi-span links by incoherently
adding every single contribution of each span in the link. To this purpose,
it is useful to describe a fiber span made of an optical fiber followed by an
amplifier and eventually a filter for power equalization, using the equivalent
block scheme of Fig. 2.9. The optical fiber is represented by a filtering block
accounting for both SRS-induced tilt and fiber loss, followed by an NLI addi-
tion block. Thus, each fiber is modeled as a block attenuating the input signal
PSD GTX(f) by a factor ρ(Ls, f)2, followed by NLI addition. The PSD of this
NLI source GNLI(f) is given by Eq. 2.29. The amplification stage is modeled
by a gain block with gain G followed by ASE noise addition. We define the
PSD of ASE noise as GASE. If span transparency is assumed, the amplifier
has a gain equal to the fiber nominal loss, i.e. in dB GdB = αdBLs, where
αdB is the fiber attenuation coefficient in dB/km. All frequency-dependent
characteristics of the amplifier such as gain ripple and tilt are not considered
for sake of simplicity, but they can be easily integrated into this block model.
Finally, the optional power equalization stage is modeled as a filter with
transfer function H(f). If such filter recovers the ratio between the fiber trans-
fer function ρ(Ls, f)2 and its nominal loss, then |H(f)|2 = (10−αdB
Ls
10 )ρ(Ls, f)−2.
In the next paragraphs, the experimental validation of the GGN-model using
commercial transceivers will be discussed.
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Fig. 2.10 Orange Lab testbed and setup used for experimental validation of the
GGN-model.
2.7.3 Experimental Validation of the GGN-model
The validation of the GGN-model was performed over the Orange laboratory
testbed, depicted in Fig. 2.10. The testbed consists of 20 spans of 80-km
Corning SMF-28e+® optical fiber and is typically used for the performance
evaluation of the transponders deployed in Orange networks. A total of 58
channels were configured, 3 of them being current 32-Gbaud 100-Gb/s PM-
QPSK commercial transponders. The remaining 55 channels are generated
from a comb of lasers modulated by two 28 GBaud 100-Gb/s PM-QPSK
laboratory transmitters to modulate the odd and even interfering channels.
A Wavelength-Selective Switch (WSS) is used to combine the channel comb
with the commercial transponders over the standard 50 GHz Dense WDM
(DWDM) grid and 2 additional equalizers are used during transmission
every 6 span to equalize the propagating spectrum. No amplifier pre-tilt or
WSS pre-emphasis is applied for the measurements reported in this section.
Real-time measurements of pre-Forward Error Correction (FEC) Q-factor
were performed with the commercial 32-GBaud transponders. The Q factor
was measured by tuning the transponder over the 6 following frequencies
[192.95; 193.35; 193.65; 194.00; 194.35; 194.75] THz so that the effect of SRS-
induced tilting on system performance is characterized across the C band. In
order to map the measured Q-values to the generalized SNR, the transponder
back-to-back response was characterized for each of the 6 frequencies under
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Fig. 2.11 Back to back (B2B) Q vs OSNR response of the transponder for all measured
frequencies. Actual OSNR values not disclosed.
test (Fig. 2.11) at a constant received power of −17 dBm. Back-to-Back re-
sponses are shown in Fig. 2.11, where the Q-factor is plotted vs OSNR. OSNR
data are not disclosed due to nondisclosure agreements with the manufac-
turer of the commercial transponders. Even though the same transponder
was used by tuning its frequency, a significant difference (up to 0.5 dB in
OSNR) in back-to-back response across the C-band was recorded. Such un-
expected difference is probably caused by inaccuracies in the manufacturing
process causing a physical response vs frequency of the components of the
commercial cards. This emphasizes the need for a well-calibrated exper-
imental setup when assessing performance variation due to propagation
impairments over different frequencies.
The full, 58 channels WDM comb was propagated over the 20× 80 km
link, and the channel power excursions were recorded before each span at
the amplifier monitoring port using an Optical Spectrum Analyzer (OSA).
Variations in power levels are reported in Fig. 2.12. The nominal channel
launch power was 0.4 dBm, corresponding to a total 18 dBm at the output of
the amplifiers. The power per channels of the 58 channels along the first 6
spans is reported in Fig. 2.12a. SRS-induced tilt is clearly visible as a linear
tilt (in dB) from higher to lower frequencies. Accumulation of amplifiers’
ripple is also clearly visible at low and high frequencies, superimposed to
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Fig. 2.12 Power evolution due to SRS and amplifier ripple along the testbed.
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SRS-induced tilt. The power variations for 3 of the 6 channels under test
along the whole link are displayed in Fig 2.12b: SRS-induced power transfer
from higher to lower frequencies is evident.
The measured Q values after propagation were mapped to generalized
SNR, exploiting the back-to-back characterization of transceivers, assuming
no nonlinear and dispersion penalties in the DSP implementations of the
linecards. In order to extract nonlinear SNR measurements from the gener-
alized SNR ones, the inverse linear SNR that considers ASE noise only was
subtracted from the inverse generalized SNR. The linear SNR was directly
measured with an OSA at the receivers. The resulting generalized SNR, non-
linear and linear SNR are reported in Fig. 2.13a. All values are scaled over
the symbol rate of the channels under test. Values of nonlinear SNR show
that higher frequency channels benefit from SRS-induced power depletion,
which reduces the amount of generated NLI. The opposite happens with
lower-frequency channels. The central channels are the best performing ones,
even though they do not respect the optimality conditions derived in Sec. 2.6
as the linear SNR is not 3 dB higher than nonlinear SNR. This highlights
the need for modeling frameworks as the GGN-model, taking into account
distributed power distortion along the fiber in the nonlinear SNR calculation,
to derive new and more general power optimization strategies to be applied
across the full optical bandwidth.
The experimental measurements for nonlinear SNR were then compared
to the ones obtained using the GGN-model. The comparison is shown in
Fig. 2.13b. For this comparison we used datasheet fiber parameters for
Corning SMF-28e+®, as reported in Tab. A.1. In order to take into account
the strong ripple effects exhibited by the line amplifiers, we plugged into
Eq. 2.29 the exact PSD levels launched at the beginning of each span derived
from OSA measurements. The measured power profiles were also used to
numerically estimate SRS crosstalk, deriving ρ(Ls, f)2 for each span starting
from the well-known pump-and-probe equations describing SRS [51]. The
estimated SRS tilt is well matched with the experimental data. A major
unknown for the experimental validation is represented by the connector
loss of the fiber connectors. As an experimental characterization is not
feasible, we used typical connector loss values in the range 0.5 to 1 dB, and
we selected the value giving the best results. Such value was found to be
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Fig. 2.13 Experimental results for the GGN-model validation. Fig. 2.13a shows
the linear, nonlinear and generalized SNR values obtained from experimental data.
Fig. 2.13b depicts the comparison of the GGN-model with the experimental nonlinear
SNR values.
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0.75-dB. Results obtained with Eq. 2.29 are represented in the blue curve
of Fig. 2.13b. For all channels, estimation errors are smaller than 0.5 dB,
and, more importantly, the slope of the nonlinear SNR is well matched to
the experimental results. The average error across the different channels is
smaller than 0.3 dB. Therefore the GGN-model is correct in predicting how
NLI generation is influenced by SRS and can be used to estimate system
performance of wide and ultra-wide-band optical systems.
2.7.4 Comparing the GGN-model with the GN-model
In this section we compare different simplified engineering approaches to
model NLI in presence of SRS, showing how the GGN-model represents the
best option among these approaches in terms of accuracy across the WDM
band. We consider four different modeling approaches and compare their
outcome with the nonlinear SNR experimental measurements described in
the previous section. For this comparison, we do not exploit the exactly
measured power profiles, but we just consider the nominal launch power
value i.e. 0.4 dBm plus a 0.75 dB connector loss. We purposely apply this
assumption to test the validity of these models in the context of network
operations, where only nominal channel power values are often accessible.
To relax a little bit such limitation, we consider a ±0.5 dB region around the
experimental results as a region of goodness for the modeling estimations: if
estimations fall inside this region, they should be considered good.
The following modeling options are tested:
(i) The Incoherent Gaussian Noise Model, i.e. Eq. 2.13 without considering
the SRS-induced power crosstalk. This is equivalent to use the block
scheme of Fig. 2.9 with ρ(z, f)2 = ρ(z)2 = exp(−2αz);
(ii) The Incoherent Gaussian Noise Model with SRS tilting, i.e. assuming
at the beginning of each span a power profile that has been tilted due
to SRS. This is equivalent to applying the block scheme of Fig. 2.9
estimating GNLI(f) via Eq. 2.13;
(iii) Analytical Incoherent Gaussian Noise model with frequency-dependent
effective length. Similarly to what is done in [63], we consider closed-
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Fig. 2.14 Comparison of different approaches to NLI and SRS interplay modeling.
form expression for the GN-model (Eq. 120 – Eq. 124 in [97]) using
a frequency-dependent effective length obtained by numerical inte-
gration of ρ(z, f) to couple NLI generation and SRS. Effective lengths
associated with the lowest and highest frequency channels have been
found to vary from 22.6 km and 21.9 km respectively.
(iv) The GGN-model, i.e. Eq. 2.29.
Results are reported in Fig. 2.14. Considering Fig. 2.14, it can be seen
that all different modeling options besides the analytical approximation (iii)
well match the experimental nonlinear SNR of the center channel. However,
across the WDM spectrum, the slope of the nonlinear SNR is well-matched
only by the GGN-model (iv). Focusing on the first approach, i.e. the incoher-
ent GN-model (i) depicted with the orange curve, the small estimation error
over the center channel (<0.2 dB) is not replicated over the side channels,
where large (>1.4 dB) under/overestimations are obtained for high/low-
frequency channels respectively. This approach delivers results falling in the
± 0.5 dB region only at the center channel. The second approach depicted
with the yellow curve, slightly improve the estimation errors: 0.6 dB for high
frequency channels, and 0.9 dB for lower frequency ones, but, yet again, the
overlap with the shaded region is limited to the central portion of the spec-
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trum. The third method that includes effective length variations vs channel
frequency is represented by the purple curve in Fig. 2.14. This approach
yields very good agreement for lower frequency channels with errors smaller
than 0.4 dB, as estimations fall inside the green-shaded ±0.5 dB validity
region. These accuracy levels are however not met at higher frequencies
were the error grows up to 0.95 dB, and the overlap is lost. On the other
hand, the GGN-model (blue curve) yields good approximation of the nonlin-
ear SNR across the full WDM spectrum, with prediction inaccuracies that
are smaller than 0.3 dB for all channels but channel at 193.35 THz, where
amplifier ripple is clearly visible yielding a 0.6 dB error, corresponding to a
small spectral interval of non overlap between the ±0.5 dB region and the
estimation curve. Better accuracy can be obtained by considering accurate
power level estimations across the full channel comb. However, for this
aspect to be feasible, monitoring interfaces of commercial devices should
be improved to allow more precise measurements and easier gathering of
useful system parameters. These aspects will be further elaborated in Ch. 4,
where further comparisons of nonlinear models with commercial equipment
will be described.
These results show how common engineering approaches fail to reliable
estimate NLI generated on side channels due to the interplay between SRS
and NLI generation. The GGN-model, on the other hand, overcomes such
limitation, achieving good NLI estimation across the full WDM band, even
by operating it only with the knowledge of the nominal power levels of
the channels. In the next section, an example of application of the GGN-
model will be described, testing different power tilt profiles to equalize the
generalized SNR of a WDM comb of a full C-band system.
2.7.5 An example of application of the GGN-model.
In this section, an example of application of the GGN-model is presented.
Specifically, we show how the GGN-model can be used to assess the impact
of power pre-emphasis through amplifier tilting on channel performance
in wide-band optical communication systems. This effort is motivated by
the fact that experimental measurements performed over the Orange testbed
described in Sec. 2.7.3 showed an improvement in channel SNR when ap-
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Fig. 2.15 System setup for the GGN-model example of application.
plying power pre-emphasis via amplifier tilting. Specifically, a −1.2 dB tilt
showed up to 0.3 dB gain in SNR, even though amplifiers ripple gets worse
as the gain is non-flat anymore. Starting from this preliminary qualitative
results, we used the model to test the effectiveness of pre-tilt with respect
to generalized SNR improvement. For this task, we do not aim at achieving
global optimality across the full WDM comb as done for example in [123],
but we aim at showing that the GGN model can be a starting point to achieve
this.
We modeled a system made of 81 WDM channels, each modulated with a
PM-16QAM signal at 32 GBaud with raised cosine spectra with 15% roll-off,
and transmitted over 16 100-km spans of standard SMF, with typical fiber
parameters as reported in Tab. A.1. The channels are spaced on the standard
DWDM grid (50 GHz), obtaining a total modulated optical bandwidth of
BWDM ≈ 4 THz (full C-band). The nominal launch power per channel is −0.8
dBm. At the end of each span, an EDFA with noise factor F = 5 dB fully
recovers span loss and applies a tilt to counteract the effect of SRS. EDFAs
are assumed to have flat gain, thus no gain ripple is considered. Every 4
span a WSS equalizes the power of each WDM channel.
At first, we calculated the power profile spatial evolution before each
WSS caused by SRS crosstalk of the full WDM spectrum without any EDFA
gain tilting. To do so, we solved numerically the pump-and-probe coupled
equations [51] for SRS. After 4 spans, the SRS-induced tilting was of the
order of 2 dB. We considered this measurement as the baseline reference
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Fig. 2.16 SNR vs pre-compensation percentage. Results obtained with the GGN-
model.
to compute tilt profiles for compensation. Then, we considered different
percentages of the inverse of this tilt deriving different profiles to test. Each
profile was equally distributed across every EDFA in between two WSS. For
instance, 0% pre-compensation means that the EDFA gain profile is flat and
the SRS-induced tilting is compensated only at each WSS. On the other end,
100% pre-compensation means that each EDFAs pre-compensate 25% of the
overall SRS tilting, obtaining an almost flat power profile at the beginning of
each WSS.
On Fig. 2.16 we show the generalized SNR of 17 WDM channels equally
spaced across the total WDM comb, with different levels of pre-compensation,
estimated with the GGN-model. It can be noted that with no compensa-
tion, the generalized SNR shows approximately a 1 dB tilt in SNR. As pre-
compensation is applied, the SNR tilt reduces: lower frequency channels
undergo a decrease in generalized SNR, whereas higher frequency ones an
improvement. At 90% compensation, a 0.3 dB improvement in the worst
SNR channel is achieved. At 150% pre-compensation, i.e. with a 50% over-
compensation, overall SNR flatness is reached, but there is a slight decrease
in minimum SNR with respect to the 130% case.
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In order to better isolate the effect of SRS on NLI generation, we com-
pared GGN-model based estimations against simulative results obtained
through FFSS [116]. In order to simulate SRS, we modified the SSFM of
FFSS by introducing, in each linear step a non-flat gain/loss profile to be
applied to the optical field. Such profile is obtained by solving the pump and
probe equations for SRS [51]. This approach represents a simplified way of
taking into account SRS into an SSFM based simulator, as it neglects all time-
dependent related SRS effects such as cross-gain modulation and relative
intensity noise transfer. Such assumption is however reasonable, considering
that time-dependent SRS effects can be well-modeled with an equivalent
noise transfer from high frequencies to lower ones. The characteristics of
such transfer are governed by a low-pass transfer function with corner fre-
quency much smaller than 500 MHz, as chromatic dispersion averages out
higher frequencies. Thus, for channels with optical bandwidths much larger
than such frequency value, as modern coherent raised cosine shaped optical
systems, the additional impairment is irrelevant [124], [125].
As validating the full set of results of Fig. 2.16 would have been ex-
cessively time-consuming, we focused on simulating through FFSS a 90%
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pre-compensation equally distributed across every EDFA. The 17 WDM
channels-under-test (CUT) were generated with 12 repetitions of different
214 PRBS sequences, while the other channels were generated with random
PM-16QAM symbols. At the receiver, each CUT has been independently
filtered with a fully-data-aided 17-tap LMS adaptive equalizer, then the gen-
eralized SNR is evaluated directly on the received constellation. No phase
recovery is applied since lasers are assumed ideal.
Simulation results, compared with predictions of the GGN-model, are
shown in Fig. 2.17. The GGN-model once again is in a good agreement with
simulation results, correctly estimating the slope of the SNR across all chan-
nels. It should be noted that the model shows a conservative 0.2 dB gap from
simulation results. This is due to the well-known conservative assumption
made by the GN-models family. This is not shown in the experimental valida-
tion campaign, as in this case, it is not possible to isolate SRS-induced effects
as it can be done via SSFM based simulations, as experimental uncertainties
erode such margin.
2.8 Nonlinear models for Physical Layer Aware
Networking
The selection of a nonlinear modeling framework for physical layer aware
networking needs to be addressed based on the type of the considered ap-
plications. Focusing on physical layer aware optical networking we can
highlight two main application domains: network design, and network or-
chestration. During network design, operators and vendors need to assess
the capability of their infrastructure to carry information, therefore they are
asked to assess the capability of different physical layer hardware solutions
performing trade-off analyses between cost and performance both in green-
field and brown-field scenarios. For network orchestration, physical layer
modeling can be used for quick performance estimation for optical feasibility
calculations both for circuit deployment and restoration.
During the network design phase, several key assumptions are often
made in order to evaluate network performance. These are mainly related
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to traffic patterns agnosticism, and worst-case or End-of-Life (EOL) design.
As long-term reliable traffic predictions are extremely difficult to obtain
[126], [127], network architects do not usually rely too much on them for
physical layer aware network design, and traffic agnostic network analyses
are usually performed, even though they could imply a certain degree of
hardware over provisioning [127]. At the same time, as deploying optical in-
frastructure on a vast geographical scale requires a very high level of capital
expenditure (CAPEX) , designs need to be resilient and able to absorb unpre-
dictable traffic variations that are often not intercepted by traffic forecasting.
For the same reason, physical layer performance in networking context is
often evaluated considering full bandwidth occupation, in order to avoid
performance degradation due to increased nonlinear interference among
channels, or variation of working points or replacement of hardware compo-
nents such as amplifiers. Even though recent theoretical studies [128] have
shown that computing optical performance based on the exact spectral occu-
pation may yield some cost savings, however, realistic hardware limitations
are imposing to develop worst-case reliable designs. As detailed explained
in Sec. 2.9, in this thesis, realistic worst-case bandwidth allocation will be
always considered. Moreover, high CAPEX forces operators to exploit the
optical infrastructure for many years (often more than 10) to yield a decent
return on the investment (ROI). Such a requirement imposes strong con-
straints on network architects that needs to design optical networks whose
performance, both in terms of capacity and reliability, do not vary over time.
To satisfy this constraint, performance metrics of different network design
are evaluated both for beginning-of-life (BOL) condition, and end-of-life ones
i.e. degraded components parameters due to aging.
2.9 The LOGO Strategy for Optimal Power Set-
tings in Network scenarios
In this thesis we will mainly use the Gaussian noise model to compute degra-
dation caused by nonlinear propagation impairments, assuming incoherent
accumulation of NLI. This key assumption allows to greatly simplify the
way propagation impairments can be computed in the context of optical
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networking. Namely, each fiber span is introducing noise (NLI and ASE)
whose characteristics are independent with respect to the previous spans
crossed by the signal comb. This assumption is fundamental, also consid-
ering that in a transparent networking context, channels might share the
same ROADM-to-ROADM link only once, as they can be re-routed to other
fibers, and different channels could be added/dropped at each ROADM. In
such a scenario, assuming coherent noise accumulation would entail a strong
coupling between QoT estimations and routing, and wavelength/spectrum
assignment, as a complete knowledge of the routes of each channel would be
needed to compute the generalized SNR. For similar reasons, more complex,
yet accurate, models that include second order effects such as modulation
format dependency cannot be used for QoT estimation in transparent and
reconfigurable optical networks as full spectral details (channel frequency,
channel routes, modulation formats, etc.) of propagating channels would be
needed to obtain SNR estimations. As the SNR itself is needed to assign mod-
ulation formats and select routes, adopting more complex nonlinear models
would entail a recursiveness in the problem’s definition that would be diffi-
cult to solve without generating network design extremely specific and tied
to a specific traffic profile. For these reasons, in this thesis the incoherent
GN-model is adopted, as it represents a conservative, yet accurate, modeling
tool for transparent and reconfigurable optical networks. Furthermore, we
use the GN-model assuming full-spectral load, in order to obtain worst-case
NLI values. As widely discussed in [86], [106], [109], [129], the full-load
assumption entails a performance underestimation for sparsely populated
link or networks, however such underestimation can be at maximum equal to
33% in reach. This limited penalty is compensated by the lower operational
complexity of the control plane, and a complete independence of physical
layer working point (e.g. amplifiers’ configuration) from traffic profiles and
network loading.
As an incoherent noise accumulation assumption is made, it is possible
to characterize every span of an optical network by a noise-related quantity
that expresses the amount of QoT degradation introduced by the span itself.
Referring to Eq. 2.23, and considering ASE and NLI as main sources of
impairments, we can adopt as such metric the inverse generalized SNR, that
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we define as
ISNR = SNR−1LIN + SNR
−1
NLI =
1
SNR
(2.30)
where SNRLIN and SNRNLI are the linear and nonlinear SNRs respectively.
ISNR can be simply defined as an SNR degradation term that expresses how
much the SNR is degraded due to ASE and NLI generated in the considered
fiber span. In this way, the generalized SNR of a channel traveling across a
multi-span route going from a node A to node B on a transparent network is
simply given by the inverse of the summation of all SNR degradation terms
of all the spans making up the path, i.e.
SNRAB =
(
Ns∑
i=1
ISNRi
)−1
(2.31)
where Ns is the number of spans making up the path from node A to node B,
each of which is characterized by an SNR degradation term ISNRi. Notice
that Eq. 2.31 can be generalized to include additional sources of degrada-
tion (e.g. filtering penalties) provided that their net impact on QoT can be
modeled by means of an additive SNR degradation. As an example, filtering
penalties could be roughly modeled this way [130]. Eq. 2.31 can also be
rewritten by aggregating span contribution at the link level, i.e. at each
ROADM-to-ROADM fiber connection, that can be made of several amplified
spans. Starting from this consideration, an optical network can be naturally
represented as a graph, i.e. a set of vertices or nodes pairwise related by
an edge. Vertices represent ROADMs, and edges represent fiber links in
between them. From a QoT perspective, each edge can be weighted by an
SNR degradation coefficient and used accordingly to easily derive the QoT of
a path traversing multiple nodes. This is a powerful yet elegant abstraction
as it allows to use existing graph theory and algorithms for QoT evaluation
in an optical networking context. To the best of our knowledge, this abstrac-
tion was firstly proposed in [131]. In the next chapter, SNR degradation
will be used as a routing metric to rank paths in terms of QoT when when
performing RWA. This abstracted network graph representation is pictorially
described in Fig. 2.18, where each node-to-node edge is weighted by a SNR
degradation term ISNR. Supposing to compute the QoT of a transmission
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Fig. 2.18 Network representation for QoT calculations
from node A to B, along the path A-C-D-B, one can simply compute it as:
SNRAB = [ISNRAC + ISNRCD + ISNRBD]
−1 (2.32)
The same network representation can be used to re-interpret the well-
known LOGO power optimization strategy [106], [109]. This strategy states
that global optimization of SNR over a generic network can be reached by
locally maximize the SNR – i.e. minimize its degradation – at the span [106],
[109] or ROADM-to-ROADM [110] level. This implies minimizing the weight
of each edge in the equivalent graph representation. As QoTs of all possible
network routes are made by linear combinations of such weights, to minimize
the total SNR degradation and therefore maximize the SNR itself, one needs
to minimize each weight. To do so, the launch power at the beginning of each
span is set to its optimal value, given by Eq. 2.25, assuming full spectral load,
and using as common reference for all channels, the NLI generated on the
central channel of the WDM comb, i.e. the channel that suffer the majority
of NLI [86] when SRS is not taken into account. In this way, a single optimal
power value for all the WDM comb is obtained. Recently more complex
power optimization strategies have been proposed considering a per-channel
power optimization and taking into account exact traffic matrices [123],
[128], [132]–[135]. However, these solutions, although enabling moderate
capacity gains with respect to a LOGO-like worst-case approach, are in
general very rigid as they are obtained starting from a fully defined traffic
pattern. Furthermore, a per-channel power optimization entails a much
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larger management complexity in RWA policies with respect to the LOGO
approach, and much tighter amplifier requirements with respect to gain
flatness, ripple, and stability to unequal spectrum loading and add/drop
adaptation. This being said, a worst-case, frequency independent, optimal
SNR degradation metric assigned to each graph edge allows a good trade-off
between complexity and capacity optimization, and for this reason it will
be always used in this thesis. It should be noticed that the LOGO approach
can be generalized to wideband scenarios including SRS-induced power
crosstalk exploiting the GGN-model. Such effort is still an open research
problem that is not addressed in this thesis, but we envision to use the GGN-
model to define optimal power profile yielding optimal flat QoT-levels across
the full spectrum.
In the next chapter, a framework of analyses to assess the impact of
different physical layer technologies on network performance that leverages
on the detailed physical layer modeling tools discussed in this section will
be introduced.
Chapter 3
Assessing the Impact of Physical
Layer Technologies on Network
Performance
In this chapter, a framework of analyses called the Statistical Network Assess-
ment Process (SNAP) will be presented. SNAP is a software tool developed
to assess the impact of physical layer technologies on network performance,
enabling, therefore, their comparisons in a networking context. Performance
enhancement merit and ultimate limit [26] of physical layer technologies
can be easily determined in the context of point to point communications,
however, it is unclear how to achieve the same in a networking context. To
try to fill this gap, we propose the SNAP framework, that can be used to
compare potentialities and critical aspects of different technologies, enabling
network-level informed decisions about them both in the design and upgrade
phase of optical networks.
3.1 A novel perspective on analyses frameworks
for optical networks
Research activities related to the design of optical networks have mainly
focused on the design of optimal design solutions and to the definition
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of RWSA heuristic method to optimize precise networking design aspects.
These works include capacity, cost, energy, or multi-objective optimizations
[132], [133], [136]–[138]. Such optimization procedures are often extremely
specific as they target precise objective, exactly fixing the boundary conditions
of the analysis, including traffic matrices, and RWA strategies. Such speci-
ficities allow to obtain tightly optimized solutions, but – on the other hand –
they prevent a general assessment and comparison of different physical layer
technologies, as these optimization strategies that are mainly related to how
traffic is allocated are often adapted to the transmission layer technologies
themselves. On the other hand, more general frameworks of analysis are
required by operators and vendors to first assess the potentialities and critical
aspects of physical layer technologies and network architectures to drive
technology selection, design iterations, and finally specific optimization. This
is clearly tackled in the context of point-to-point optical links, but not in a
networking one. Such an aspect is often overlooked in literature, but we
believe it to be fundamental for an effective complexity abstraction of the net-
work design process. For these reasons, in this chapter, we aim at describing
a novel method to achieve this, called the Statistical Network Assessment
Process.
SNAP performs optical network architecture load tests: these sort of
"stress tests" allow to explore the potentialities of the physical layer inde-
pendently of specific traffic allocation patterns. To do so, SNAP analyzes
a progressive loading of networks according to a defined model for traffic
requests and an established routing, wavelength or spectrum assignment
(RWSA). SNAP performs a Monte Carlo analysis (MCA) by generating sev-
eral realizations of progressive random traffic requests coming from the
logical to the optical transmission layer. Requests are allocated up to network
saturation according to the given RSWA algorithm, and network status is
progressively stored for each generated realization of traffic requests, en-
abling the derivation of the statistics of several network metrics. Contrary to
typical analyses aimed at deriving optimal solutions, given the traffic matrix
to be allocated and the knowledge of a strategy to do so, SNAP does not
assume such a knowledge a priori, so enabling to probe strengths and weak-
nesses of physical layer solutions independently of specific traffic allocation
strategies. SNAP outcomes are both static for a given traffic and dynamic
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versus loading, so allowing a quantitative comparison of the effectiveness of
physical layer solutions both in improving fundamental capacity limits and in
enhancing performances up to a maximum acceptable blocking. SNAP also
drives out weaknesses of networks, as, for instance, links’ congestion, con-
sequently addressing specific physical layer and/or RSWA updates. In the
next section, the SNAP flowchart will be presented in details, then different
examples of applications will be shown.
3.2 Introducing the Statistical Network Assessment
Process
In this section, we introduce the Statistical Network Assessment Process
(SNAP). SNAP framework has been introduced in [131], [139], [140], to statis-
tically characterize the strengths and weaknesses of different physical layer
technologies in reconfigurable optical networks. The flowchart of Fig. 3.1
describes the SNAP algorithm. SNAP is a Monte Carlo based algorithm
that can be described as a nesting of two main loops: an inner network
loading loop in which the network is progressively loaded, and an outer
loop for different Monte Carlo iterations. SNAP requires the following input
information:
1. Traffic model description.
Depending on the selected traffic model, SNAP can be used to per-
form given-traffic or progressive-traffic analyses as described in the
following.
• Given-traffic analysis
A traffic matrix D is defined, in which each element Dl,m may
represent either a connections’ request or a bidirectional data-rate
request between nodes l and m. In the former case, the element
Dl,m serves as the number of circuits or lightpaths (LPs) to be
allocated between nodes l and m. In the latter, it is a request
for transport between node l and m of groomed traffic of size RG
expressed in Gbps that the physical layer is expected to satisfy
according to the assumed transceiver technology and spectral grid
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use. For the given-traffic analysis the randomness – Monte Carlo
loop in Fig. 3.1 – is in the order the elements Dl,m are considered
for allocation. The network loading loop ends when all Dl,m’s are
considered by the RSWA algorithm. This analysis is more suitable
for derivation of static metrics from network status at the end of
every loading loop.
• Progressive-traffic analysis
In this case, the traffic model generates requests evolving indef-
initely with the progressive loading loop on j of Fig. 3.1. So, the
model is indeed a traffic distribution, namely a bivariate probabil-
ity mass function in the source/destination node space, expressing
the probability that a request for connection between two nodes
might occur at j. As for the given-traffic analysis, the type of
request can be either a LP-connectivity without rate-size or a data-
rate request. For the latter, the request size can be either fixed and
defined by the traffic grooming at the logical level or randomly
generated according to a specific probability density function. For
this analysis, the loop on network loading terminates at network
saturation, i.e., when several subsequent requests for connection
are blocked. This kind of traffic model is suitable for the estima-
tion of both static and dynamic metrics, as at the end of the Monte
Carlo loop we can either derive statistics for each loading level or
at saturation.
2. A full description of network topology and physical layer.
For topology definition, we consider number of nodes, connectivity
and preexisting network loading due to possible legacy traffic. While,
as physical layer characteristics we take into account fiber type, am-
plification method, power optimization strategies, available optical
bandwidth (C-band or L-band, etc.), fix- or flex-grid spectral use, grid
size, and transceiver characteristics and placement. Physical layer pa-
rameters are needed to compute the figure of merit for the QoT, i.e., the
generalized SNR via the GN-model as described in Chapter 2.
3. Characteristics of the Routing and Spectrum/Wavelength Assignment
(RSWA) algorithm, i.e., the routing policy. Namely, the way in which
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fiber paths between nodes’ pairs are computed and ranked and spectral
slots assigned to connection requests. For example, a shortest path or
smallest number of hops routing could be adopted.
During each Monte Carlo iteration, the network is loaded according to the
traffic model of choice as in the following. In case of given-traffic analyses,
the order of requests for traffic allocation is shuffled and each of them is
tentatively allocated according to the selected RSWA, exploiting the analyzed
transceiver technology and spectral use defined by the network description.
For each Monte Carlo loop, the allocation ends when the full list of demands
has been considered. For progressive-traffic analyses, traffic between random
source-destination pairs is generated according to the input traffic model
and tentatively allocated according to the input RWSA policy. In such case,
the allocation process ends either when the network is fully saturated, or a
maximum number of consecutively missed allocations is reached. For both
types of analyses several networks metrics can be computed and stored at
each j-th tentative allocation during each i-th Monte Carlo run. Among
others, the set of metrics may include the ones listed and described in the
following.
• The average bitrate per lightpath Rib,λ that is given by
Rib,λ =
1
NL,i,j
NL,i,j∑
n=1
Rb,n [Gbps] (3.1)
where NL,i,j is the number of allocated lightpaths during the i-th Monte
Carlo run up to the j-th demand and Rb,n is the bit-rate of the n-th
allocated LP.
• The spectral saturation of each fiber link, i.e., details about spectral
occupation of each node-to-node fiber connection.
• Blocking information such as the number of blocked demands for each
node or link, and the causes of such missed allocations.
• Acceptance information such as the number of demands accepted in
each node.
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The set of metrics to be considered can be modified in order to target specific
alternative network aspects. In this sense, SNAP can be easily extended
providing a relevant flexibility in the characterization process. Due to the
traffic randomization, the allocation process of each Monte Carlo run may
differ from previous runs, thus the output results of each run will be – in
general – stochastic.
After the maximum number of Monte Carlo iterations NMC has been
reached, each metric can be statistically characterized with respect to the
random traffic generation or scrambling. This means that the probability
density functions (PDF) of each analyzed metric can be derived, thus obtain-
ing a statistical insight on network capabilities and critical aspects. Statistics
of network metrics can be used to derive probabilistic information on network
performances, such as the probability that the spectrum of a given link will
be saturated over a certain percentage, independently on how traffic will be
allocated on the network. Although Monte Carlo based algorithms [141]–
[143] and network load tests [142], [144], [145] have already been used in
network analyses, to the best of our knowledge, the approach proposed here
is original and innovative, as it represents a whole unique framework of
analyses for optical network for the assessment of the merit of physical layer
technologies on network performance. In addition to this, exploiting SNAP
one can focus on the statistics of results either at the end of the allocation
processes, thus obtaining static metrics representing the network status, or
versus the loading evolution in order to obtain a dynamic representations of
network conditions. Both analyses can be performed independently from
the traffic type, but in general, the dynamic one is more relevant in case of
progressive-traffic due to the larger number of demands that are generated
in that case. Similarly, the given-traffic case is more likely to be analyzed
considering static metrics. Both kinds of metrics representations will be con-
sidered, applying the static ones to given-traffic analyses and the dynamic
ones to progressive-traffic scenarios. In the next sections, several examples
of applications of the SNAP framework will be given, showing how SNAP
can be used to compare different physical layer technologies and derive
qualitative and quantitative results highlighting potentialities and critical
aspects of different network designs and topologies.
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3.3 Given Traffic Analyses on Sparkle Pan-European
Topology.
In this section, a SNAP given-traffic analysis is considered to test the merit
of different physical layer technologies on network capacity. We analyze a
Pan-European Telecom Italia Sparkle topology whose data have been taken
from the EU-funded project Idealist [146]. The full description of the topol-
ogy is reported in App. A. We apply SNAP using a given traffic analysis, and
we assess the average bitrate per LP – Rb,λ – as a static metric, i.e. at the
end of the allocation process. As traffic model we consider an any-to-any
connectivity matrix D, i.e. Dl,m = 1 ∀ l,m and Dl,m = 0 for l = m. As RWA
policy we consider a QoT-based kMAX-shortest-path routing policy with first
fit wavelength assignment, exploiting for SNR calculations the network ab-
straction under a full-load assumption over the C-band (80 channels at 32
GBaud over the standard 50 GHz grid) described in Sec. 2.9. EDFA trans-
parent amplification with 5 dB noise figure is assumed. ROADM nodes are
assumed to introduce a 10 dB loss that is recovered by an additional booster
EDFA, while filtering penalties and add/drop limitations are neglected. As
a baseline scenario, SSMF fiber spans are assumed. Using the proposed
QoT-based routing policy, paths are ranked based on their generalized SNR,
and the best kMAX (highest SNR) are selected. Such policy is simply aimed
at greedily optimizing capacity during lightpath allocation, by choosing
paths having the largest possible QoT, and therefore Shannon capacity [26].
Such routing policy has been implemented by using the well-known Yen’s
algorithm [147], using it over the network graph described in Sec. 2.9, i.e. a
graph whose edges are weighted by an additive SNR degradation term that
includes both linear and nonlinear effects. When a connection demand is
successfully allocated, a modulation format, and thus a bitrate, is assigned to
it based on a given sensitivity curve (spectral efficiency vs SNR) describing a
target transceiver. After the completion of the allocation process of a single
Monte Carlo run, i.e. when all elements of matrix D have been tentatively
allocated, the average bitrate per LP is calculated by means of Eq. 3.1, and
stored to be statistically characterized independently from the way LPs are
allocated on the network.
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We consider two different implementations of flexible-rate transceivers
as reference for bitrate assignment: time division hybrid modulation format
(TDHMF) based transceivers, and flexible pure format transceivers. Both
transceivers families implement elastic bitrate adaptation, allowing for trade-
off spectral efficiency (SE) vs required SNR at constant bandwidth occupation.
In pure format based elastic transceivers, bit rate adaptation is achieved by
switching PM-M-QAM formats, delivering quantized SE values. On the other
hand, TDHMFs permit to tune with continuity SE vs SNR, by time switching
different PM-M-QAM modulation formats. A more detailed description of
TDHMF is out of the scope of this thesis, but can be found in [41], [143], [148].
The sensitivity curves of SE vs SNR for these two transmission technologies
at a pre-Forward Error Correction (pre-FEC) bit-error rate (BER) target of
4 · 10−3 are reported in Fig. 3.2. This pre-FEC BER level is not referred to any
specific standard or commercial product, as it has been selected to derive
reasonable quantitative results. Considering specific FEC implementations,
larger values of pre-FEC BER could be considered. A 32 GBaud gross symbol
rate corresponding to a net symbol rate Rs = 25 GBaud per channel due
to protocol and coding overhead is assumed. It should be noted that only
PM-M-QAM squared formats (QPSK, 16-QAM, 64-QAM) are considered in
Fig. 3.2, i.e. the ones that are able to be used with threshold-based receivers.
Although flexible transceivers including non-squared formats such as 8-
QAM and 32-QAM can be implemented increasing the DSP complexity, they
have not been considered in this study. Moreover, non-squared constellations
are not uniquely defined – e.g. star-8- QAM vs. rectangle-8-QAM [149] –
thus introducing additional degrees of freedom to the considered analysis.
We focus our analyses on two main aspects: (i) the importance of NLI
estimation for performance estimation and correct tuning of the network
control plane (Sec. 3.3.1) , (ii) the assessment of different network upgrades
performed at a node level, specifically optical amplifiers (Sec. 3.3.2), and
ROADMs (Sec. 3.3.3). Throughout these sections, we will consider the two
aforementioned implementations of bitrate flexible transceivers. Over the
recent years several authors have performed similar analyses [143], [150]–
[154], however a comprehensive study based on a single framework such as
SNAP is still missing. As described in the introduction of this chapter, many
optimization procedures have been proposed to optimize the deployment
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Fig. 3.2 Sensitivity curve for bitrate elastic transceivers.
of a given technology, but no general assessment are given. This aspect
represents the main purpose and novelty of SNAP.
3.3.1 Merit of NLI on network performance and flexible rate
transceivers.
In this example of application of SNAP we assess the impact of NLI penalty
on network capacity, and the capacity penalties deriving from drift from
LOGO power settings.
As a first step of the analysis, we verified the convergence of the Monte
Carlo analysis, i.e., the number of Monte Carlo iterations NMC needed to
obtain statistically stable results. To this purpose, we consider the PDF of
the average bit-rate per LP given by Eq. (3.1) obtained with NMC = 103
and NMC = 5 · 104. Results reported in Fig. 3.3a are obtained considering
TDHMF and selecting as feasible paths between two nodes only the path
having largest SNR, i.e., kMAX = 1. In Fig. 3.3a, a Gaussian fit for the two
PDFs is also reported, showing good agreement with the simulative results.
We can notice that Rb,λ is Gaussian-distributed with respect to the lightpaths’
allocation process. The PDF of Rb,λ converges towards a truncated Gaussian
due to the central limit theorem. Rb,λ is in fact computed by summing a
large set of random bit-rates, that – for TDHMF – are distributed almost
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uniformly in the interval [50 Gbps, 300 Gbps]. We will consider Rb,λ average
value as figure of merit (FOM) to compare the two different implementations
of flexible bitrate transceivers. From Fig. 3.3a it is intuitive to understand
that independently of the order in which LP demands are allocated, the
considered network topology is able to deliver on average 211 Gbps per
LP. This means, 4.4 bpS per polarization, that is a value larger than the one
delivered by a PM-16-QAM modulation format. We also remark that the
variance of Rb,λ is strictly related to the network blocking. In particular, since
the complete set of LP demands cannot be allocated, the set of blocked LP
demand will differ in each Monte Carlo run, so the quantity Rb,λ will be
stochastic. Under the same test conditions, in particular, kMAX = 1, if the
physical layer was able to allocate all requests, the variance of Rb,λ would be
zero. This happens because all possible LP requests would be allocated on the
best SNR path, thus giving a deterministic Rb,λ. Increasing the set of feasible
paths – i.e., increasing kMAX – expands the variability of the overall allocation
process, thus increasing the variance of Rb,λ. Thus, in general, the stochastic
behavior of Rb,λ is caused by two factors: network blocking and routing
strategy (kMAX > 1). In addition to the PDF of Rb,λ, we report in Fig. 3.3b its
mean and standard deviation – indicated as < Rb,λ > and σRb,λ , respectively
– versus NMC. It can be noted that the mean value of the average bit-rate
per LP already converges for NMC ⩾ 100, whereas the standard deviation
converges for NMC ⩾ 1000. Hence, we safely set NMC = 2500 to perform the
following analyses.
We start evaluating the impact of NLI on the considered network level
FOM, i.e. the average Rb,λ. With such a purpose, we set the transmitted
power per channel on each network span Pch to
Pch = P
opt
ch +∆P [dBm] (3.2)
with ∆P ∈ [−4,+4] dB, and Poptch being the optimal LOGO power given by
Eq. 2.25. Each Monte Carlo analysis was performed either considering or
neglecting the effect of NLI, i.e. by neglecting the nonlinear contribution
in the SNR degradation formula given by Eq. 2.30, thus operating over a
network graph whose edges are weighted an SNR degradation term that
does not include nonlinear terms. As far as the routing policy is concerned,
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Fig. 3.3 Convergence analyses of the average bitrate per LP vs number of Monte
Carlo runs assuming TDHMF and kMAX = 1.
kMAX was set to 1. Fig. 3.4 reports the mean value of the average bitrate per
LP< Rb,λ > versus∆P for each of the two transceivers implementations, both
considering (solid curves) and neglecting NLI (dashed curves). Focusing
on results that include NLI, the pure format transceivers curve displays
an < Rb,λ >= 172 Gbps at optimal launch power, while TDHMF based
transceivers enables reaching < Rb,λ >= 211 Gbps as already shown in
Fig. 3.3a, showing a 23% advantage at the selected pre-FEC BER. Using
a more powerful FEC would probably increase the mean average bitrate
per LP for both TDHMF and pure formats, but the general result, i.e. that
TDHMF outperforms flex PM-M-QAM would still hold. Such noteworthy
improvement is enabled by TDHMFs allowing a better exploitation of SNR
available on LPs, that is however traded off by an increased complexity of
the DSP electronics of the transceivers, thus an increased CAPEX for node
equipment. Although being elastic, the pure format approach allows a poor
granularity in SNR vs. SE, since, for instance, approximately 6 dB SNR
increase is required to move from, say, PM-QPSK to PM-16-QAM. TDHMFs
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NLI.
allow to overcome such limitation, thus supporting a relevant performance
improvement at a network level. Moving away from the optimal power
by ±1.5 dB, < Rb,λ > decreases of approximately 5% for both transceivers
technologies. This gap increases to approximately 36% at ∆P = 3 dB. The
penalty is smaller (≈12%) in the linear regime, i.e. ∆P = −3 dB. Focusing
now on the curves for which NLI is neglected, i.e. the dashed plots in
Fig. 3.4, it can be observed that neglecting NLI, < Rb,λ > is overestimated of
13% and 16% at optimal power when considering TDHMF or pure formats
transceivers, respectively. In both cases the error grows up if we move
away from the optimal power: 27% overestimation for TDHMF and 38% for
PM-M-QAM at Pch = P
opt
ch + 1 dB.
The relevance of these results is threefold: Fig. 3.4 shows the penalties on
network capacity independently from how traffic is allocated on a network
due to (i) optimal power selection errors, (ii) NLI estimation errors, and (iii)
their joint effect. Neglecting NLI yields to a large capacity overestimation,
that gets exacerbated for power values larger than the optimal one. These
results, obtained with a novel approach, therefore highlight the importance
of correctly estimating propagation impairments to optimize power levels in
optical networks to obtain reliable network designs.
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transceivers.
In addition to this type of analysis, to further compare the considered
transceiver implementations we have estimated how varying the routing
policy characteristics affects the considered network FOM. With such an
objective, we have varied the parameter kMAX, thus the number of ranked
routes between two nodes that can be considered as suitable during the
routing and allocation process of the SNAP algorithm, from 1 up to 30. As
depicted in Fig. 3.5, a decrease in the average Rb,λ at optimal launch power
and an increase in its variance take place for increasing kMAX. This behavior
can be explained by considering that as kMAX increases, several paths with
non-maximum QoT will be considered as suitable during the RWA process,
thus reducing the average SNR per LP and the corresponding average bit-rate
per LP as well. Moreover, increasing kMAX enlarges the set of possible paths
between nodes’ pairs. This provides more candidate paths for demands’
allocation thus reducing the blocking ratio and expands the variability of the
RWA’s outcome between different Monte Carlo runs. Hence, the variance of
Rb,λ increases with kMAX. Finally, referring to Fig. 3.5, it can be remarked that
the performance advantage of TDHMF with respect PM-M-QAM formats is
independent of kMAX, remaining constant around to 23%.
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3.3.2 Merit of amplifier noise figure on network performance.
In this section, we consider the effects of different amplifier technologies
on the considered network level capacity FOM. In particular, we consider
the variation in Rb,λ due to the reduction of the noise figure in optical line
amplifiers moving from the 5 dB reference value, down to 0 dB. We perform
such upgrade in all spans with loss larger than 15 dB, simulating an upgrade
of amplification systems moving from EDFA solutions towards Hybrid Fiber
Amplifiers, i.e. amplifiers exploiting Raman amplification in conjunction
with EDFAs. We do not consider spans whose loss is smaller than 15 dB as
HFA amplifiers do not deliver consistently better noise performance than
EDFAs in this condition [74]. We assume to use HFAs with counter propa-
gating pumping scheme in the so-called moderate pumping regime, in which
Raman amplification is used to recover approximately the 60% of the span
loss. Under these assumptions, gain frequency dependence and pump de-
pletion are negligible. Furthermore, the NLI coefficient and equivalent noise
figure (ENF) are independent of the power per-channel [74], thus the ENF
can be safely changed independently from it. Thanks to this power stabil-
ity, the moderate pumping regime is indicated for reconfigurable optical
network scenarios where channels are continuously added and dropped.
Furthermore, as we consider such moderate pumping regime scenario, the
incoherent GN model can be safely used to derive the LOGO power settings,
without resorting to the more complex GGN model. Fig. 3.6a shows the
average bitrate per LP for both transceiver technologies vs ENF. The data for
ENF < 4 dB corresponds to HFA systems. Fig. 3.6b depicts the percentage
of variation in average Rb,λ vs the reduction of ENF. It can be noted that
the relation between these two quantities is linear: for each dB reduction of
ENF, there is a 3% increase in average Rb,λ for TDHMF and a 4% increase for
PM-M-QAM based transceivers. Halving the ENF, moving from 5 dB to 2
dB, the capacity improvement in terms of average bitrate per LP is 12% for
TDHMFs and 10% for PM-M-QAM. Such gains are compatible with the one
recently obtained in [155]. The performance gap between the two transceiver
implementations decreases with decreasing ENF, from 23% at ENF = 5 dB to
17% at ENF=0 dB. The reason for such behavior is due to the fact that with
low ENF, there is a smaller number of LPs with poor QoT that can experience
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a greater benefit from the continuity in bitrate vs SNR tuning granted by
TDHMF, so the gap between the two formats wears thinner.
These results highlight that uniform upgrades of amplification technolo-
gies can yield relevant capacity improvement – 15% at least with relatively
rigid transceivers such as PM-M-QAM based ones – but at a high CAPEX.
Later in Sec. 3.5, we will discuss how to use SNAP to selectively identifying
locations over which deploy upgraded OLEs, in order to trade-off capacity
increase and CAPEX.
3.3.3 Merit of ROADM node insertion loss
In this section, we evaluate the impact of different ROADM insertion loss
on network performance. To this purpose we varied the ROADM loss from
the reference value of 10 dB in an interval from 7 dB up to 20 dB. The results
are shown in Fig. 3.7a, where an improvement of average Rb,λ is obtained by
decreasing the ROADM loss for both TDHMF and PM-M-QAM implementa-
tions. Fig. 3.7b represents the percentage of average bitrate per LP variation
vs the variation of the ROADM loss. In such case the relation between these
quantities is not linear. The pure formats display a larger gain vs the de-
crease of the ROADM loss from the reference 10 dB value than TDHMFs.
Such gain is around 1.5%/dB. When the ROADM loss is instead increased,
pure formats undergo a larger average Rb,λ worsening than TDHMF (around
−3%/dB vs −1%/dB) due to their poor SE vs granularity. This result shows
how the network capacity improvement enabled by ROADM insertion loss
upgrade is not so relevant, thus operators and vendors should not focus their
effort on this technological aspect.
3.4 Progressive traffic analyses: a topology stress
test
In this section, progressive traffic analyses are introduced. They differ with
respect to given traffic analyses as they consider a progressive loading of the
network topology, thus not imposing any hard limitations on the number
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Fig. 3.6 Impact of amplifier noise figure on network capacity.
3.4 Progressive traffic analyses: a topology stress test 73
100
120
140
160
180
200
220
7 8 9 10 11 12 13 14 15 16 17 18 19 20A
ve
ra
ge
 B
itr
at
e 
pe
r L
P 
[G
bp
s]
ROADM Loss [dB]
TDHMF PM-M-QAM
(a) Average Rb,λ vs ROADM insertion loss.
-25%
-20%
-15%
-10%
-5%
0%
5%
-4 -3 -2 -1 0 1 2 3 4 5 6 7 8 9 10 11
Av
er
ag
e 
Bi
tr
at
e 
pe
r L
P 
va
ri
at
io
n 
[%
]
ROADM Loss Variation [dB]
TDHMF
PM-M-QAM
(b) Average Rb,λ improvement vs ROADM insertion loss reduction.
Fig. 3.7 Impact of ROADM insertion loss on network capacity.
3.4 Progressive traffic analyses: a topology stress test 74
of lightpaths that can be loaded on the network. Network allocations are
blocked at network saturation, i.e. when no more connections can be allo-
cated in the network. Such kind of analysis represents a sort of stress test for
network infrastructure, aimed at identifying ultimate topological bottlenecks,
design critical aspects, and suggest possible upgrade solutions. These in-
sights are useful to network operators and vendors both for green and brown
field scenarios, as they yield a general assessment of network infrastructure
potentialities. SNAP results being statistical, the outcomes of the analyses
are independent of specific traffic realization, therefore absorbing up to a
certain degree, the uncertainties that are inherent in assuming to operate
with precisely defined traffic matrices. This approach is feasible as SNAP is
not aimed at delivering optimized solutions to specific problems, but rather
at yielding general technological comparisons. In the next paragraphs, dy-
namic metrics estimation will be targeted by focusing on quantities such as
blocking probability and links’ saturation vs the total progressively allocated
traffic.
In this section we apply SNAP-based progressive traffic analyses to two
different network topologies: a 17 nodes, 26 links network topology and
a Pan-European 28-nodes, 41 links network. In both scenarios we assume
the amplified node-to-node fiber links to be in pairs, providing bidirectional
connectivity between nodes such that networks are considered as undirected
graphs. We assume uniform, uncompensated and amplified fiber links with
lumped EDFAs fully recovering fiber losses and characterized by a noise
figure of 5 dB. We assume fiber spans to be made of SSMF with parameters
reported in Tab. A.1. We suppose all nodes to be equipped with ROADMs
introducing a routing loss of 18 dB, fully recovered by an additional EDFA
at the output of nodes. We do not consider any further impairment on
channel spectra caused by filtering effects of ROADMs. We assume that the
physical layer operates WDM transmission on the C-band set to Bopt = 4 THz
exploiting the 50 GHz ITU-T fix-grid, consequently enabling a maximum of
Nch = 80 lightpaths – channels at given wavelengths – per fiber. Additional
details about these network topologies are reported in App. A.
As RWA algorithm we assume the same QoT-based kMAX-shortest-path
routing policy with first fit wavelength assignment described in Sec. 3.3.
For the following, kMAX = 50 has been assumed, thus operating on a wide
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portion of the routing space, i.e. limiting as much as possible wavelength
contention introduced by limited path options.
As traffic model, we assume that requests generated at every j-th iteration
of the SNAP network loading loop are random and uniformly distributed
among nodes. It means that the probability of getting a request for a data
connection between two nodes is constant and equal to 1/[Nn(Nn − 1)] for
each nodes’ pair, for each j. Nn is the number of network nodes generating
and receiving traffic. We assume that all nodes are generating traffic. We
assume requests to be defined by their traffic-grooming size RG, being either
100 Gbps or 200 Gbps for each connection requested between each nodes pair.
To accommodate these traffic request we consider two different transceiver
families: fixed-rate rigid transceivers and bitrate and bandwidth flexible
transceivers. We assume rigid transceivers to operate using either PM-QPSK
or 16-QAM, delivering 100 Gbps or 200 Gbps respectively. On the other hand,
bitrate and bandwidth flexible transceivers are equivalent to the pure-format
flexible transceivers discussed in Sec. 3.3, with the additional feature of
switching the signal symbol rate between 32 and 64 Gbaud, addition of being
able to able to change switch both modulation format using either PM-BPSK,
PM-QPSK, PM-16QAM or PM-64QAM and symbol rate, allowing for better
SNR sensitivity at the cost of spectral efficiency. As an example, with this
family of transceivers, a 200 Gbps request can be accommodated either using
a single 32 GBaud PM-16QAM signal or a 64 GBaud PM-QPSK signal, if the
path QoT does not allow to accommodate for a PM-QPSK signal. No high
baudrate implementation penalties have been considered, thus, 32 GBaud
and 64 GBaud signals have equal SNR sensitivity. A pre-FEC BER level of
4 · 10−3 was chosen for reference sensitivity calculations. For both transceiver
families, a 25% overhead including both FEC and protocol overhead has
been assumed.
For the following analyses, the observation of network performances
down to a blocking probability of 0.1% has been targeted. To this regard, we
set the number of Monte Carlo iterations NMC = 10000, to perform a proper
statistical evaluation of dynamic metrics. Moreover, as the number of traffic
request is not limited, we established exit conditions for the network loading
loop of SNAP. To this purpose, we defined to perform random progressive
allocations up to the network status for which more than 5000 requests
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have been generated and more than 50of them is blocked. We consider the
following dynamic metrics:
• Blocking Probability (BP), that is the probability of demand j+ 1 being
blocked after demand j. BP expresses the Grade-of-Service (GoS) of the
network under progressive loading, as it is expressed as a function of j
• Total allocated network traffic computed by summing the number of
allocated requests up to the j-th demand. Selecting a target GoS, one
can evaluate the average maximum traffic that the network can sustain
at that target GoS.
• Links’ saturation or utilization, i.e., the number of the occupied LPs
over the total available bandwidth in each network link.
Fig. 3.8a represents the growth of average BP vs. average total allocated
network traffic for two different grooming values and the fixed- or flexible
transceivers for the German topology. As it can be expected, BP progressively
grows as the network is progressively loaded by allocating random traffic
requests. The smaller-size German topology, when operated with a traffic
grooming of 200 Gbps achieves better performances than the RG = 100
Gbps case, independently of the transceiver configuration. This is due to
physical layer characteristics and to the network size enabling an average
QoT of LPs that is well matched to the SNR sensitivity required to fulfill 200
Gbps requests: operating with smaller grooming entails a waste of network
achievable throughput close to 50%. Moreover, it can be noted that the
flexible transceivers do not enable benefits with respect to the fixed-rate
ones since a very small number of requests have to be split into multiple
channels due to QoT constraints. This is represented by the overlap of the
solid (fixed rate) and dashed curves (multi rate) in Fig. 3.8a. The vast majority
of requests can be transparently carried using PM-16QAM, delivering 200
Gbps per LP, thus no symbol rate flexibility is exploited. Always referring
to Fig. 3.8a, setting a GoS-BP level equal to 1%, the average maximum
achievable network throughput up to that BP value can be evaluated. In case
of 100 Gbps grooming this value is around 80.5 Tbps, whereas for RG = 200
Gbps it is 160.3, quantitatively confirming that in this case, a grooming of
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Fig. 3.8 Progressive-traffic analyses for a German topology.
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100 Gbps implies a wasting of almost 50% of the total achievable network
throughput.
Fig. 3.8b depicts the average link saturation obtained at GoS-BP of 1% for
200 Gbps grooming and flexible transceivers. Note that this is a static result,
but from SNAP outcomes, one could observe the animated representation
showing how links progressively saturate on average as the network gets
increasingly loaded. An example video of this can be found in Ref.[156].
Referring to Fig. 3.8b one can immediately identify some of the network
striking features and critical aspects. Notice for example the high average
saturation of the eastern links (from Cologne to Stuttgart) and the low satu-
ration of the northern ones (from Neumunster to Hamburg). These pieces of
information can convey advice to network designers and operators: eastern
links are more critical in terms of reliability since they carry a large percent-
age of total network traffic; the northern ones are scarcely used since they
are penalized in routing ranks due to their higher SNR degradation, thus
they should be improved at the physical layer. Notice that this happens
independently of traffic realizations, as these results are averaged over the
full set of 10000 Monte Carlo iterations. Such kind of analyses and con-
siderations allow therefore to shed light on the merit of physical layer on
networking performances and crucial facets, creating a strong support for
physical layer-driven network upgrades and design strategies. An example
of this will be described in Sec. 3.5. Fig. 3.9a shows average BP vs. average
total allocated network traffic for the Pan-European topology. Notice that the
curve for the case of RG = 200 Gbps and fixed-rate transceivers is not shown
since a very small portion of LPs has QoT large enough to be operated by
PM-16QAM yielding for this case a high average BP larger than 50% already
for limited traffic. In general, for this topology, 200 Gbps, and 100 Gbps
grooming sizes cannot be ranked in a unique way. For BPs smaller than
1%, 100 Gbps grooming with fixed and flexible transceivers can guarantee
better performances than 200 Gbps grooming. As BP increases, this ranking
is reversed: for higher blocking, requests groomed at 200 Gbps operated
via flexible transceivers permit to achieve a higher throughput, on average.
The explanation for such a behavior is that for very low BP, QoT of LPs is
dominant with respect to wavelength availability contention: in the low BP
regime, LPs are blocked only when they cannot be allocated due to QoT con-
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Fig. 3.9 Progressive-traffic results for a PAN-European topology.
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Table 3.1 Average Network Throughput at BP=1% for different transceiver families
and grooming sizes.
Transceiver Type German Topology Pan-EU Topology
100G 200G 100G 200G
Fixed Rate 80.5 160.3 98.3 N/A
Flexible Rate 80.5 160.3 98.3 98.0
straints because the average network saturation is still very low and plenty
of wavelengths are available. In such a scarcely-loaded network status, 200
Gbps requests are more likely to be blocked due to QoT constraints rather
than 100 Gbps requests, that are less SNR demanding. In the high BP regime,
we are facing an heavily-loaded network, so wavelength blocking becomes
dominant with respect to QoT blocking, and both 100 and 200 Gbps requests
will have similar blocking probabilities. However, since 200 Gbps requests
carry a traffic that is double with respect to 100 Gbps, 200 Gbps will enable a
higher allocated network traffic in such high BP regime, thus reversing the
low-BP ranking. The crossing point between the two regimes is close to BP =
1%, for which the average total allocated network traffic is around 98.3 Tbps.
Fig. 3.9b represents the average link saturation of the Pan-EU topology
obtained at GoS-BP of 1% for 200 Gbps grooming and multi-rate transceivers.
Once again, network most critical links can be identified: in such case links of
the northern-EU area connecting Hamburg, Amsterdam, Berlin, and Copen-
hagen are more saturated than the others. At the same time, the most
peripheral ones are less used, once again due to the large SNR degrada-
tion they introduce. In Sec. 3.5, some possible upgrades derived from these
progressive-traffic analyses are presented.
3.5 SNAP Driven Upgrades
In this section, starting from the quantitative and qualitative evidence of
Fig. 3.8b and Fig. 3.9b we evaluate the impact of selective upgrades on
network throughput. We consider two different upgrade strategies: HFA
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introduction for QoT enhancing, and spatial division multiplexing (SDM)
introduction via fiber doubling or overlaying.
3.5.1 Selective HFA Introduction
As first selective upgrade strategy, we consider the introduction of ampli-
fication equipment to enhancing QoT of underutilized links. In particular,
we upgrade links whose saturation is lower than 20% from EDFA to HFA
solutions, enhancing the QoT of the links. The same assumptions of Sec. 3.3.2
are used to compute the benefit of HFA solutions. In particular, we assume
HFAs having a 5 dB noise figure. Such selective QoT enhancing strategy is
aimed at enabling larger capacity by improving low QoT-ranked paths, thus
enabling increasing network throughput. The number of links upgraded
in the German topology is 5, whereas it is 9 for the Pan-European topology
After applying the selected upgrades, we re-run SNAP to verify variations in
BP vs total allocated network traffic curves. Results are reported in Fig. 3.10
and Fig. 3.11, for the German and Pan-EU topology, respectively. Whereas
the red and white striped histograms of Fig. 3.12-3.13 show the average
saturation per link at BP=1%, compared to results before the upgrade (filled
histogram).
Referring to results for the German topology of Fig. 3.10a and Fig. 3.10b,
it can be noted that selectively upgrading to HFA 5 links out of 26 (19%),
enables an improvement in average total allocated network traffic at BP
= 1% of 4%, moving from 160.1 Tbps to 166.3 Tbps. This relatively mod-
est increase is mainly due to the high spectral saturation of links between
Cologne and Karlsruhe. The lack of available wavelengths in these links
creates a bottleneck for new requests, that are blocked because of the absence
of alternative routes with adequate QoT. In the next section, fiber overlays
will be used to unlock such bottlenecks. Referring to Fig. 3.10b, it can be
observed that the HFA upgrade is useful in increasing the saturation of the
northwest links of the German network, but the effectiveness drops for the
southern links due to the aforementioned bottleneck. Fig. 3.11 refers to the
upgraded Pan-European network scenario, where 9 links out of 41 have been
selected for HFA upgrade. Observing Fig. 3.11a, it can be noted how selective
upgrades in the amplification technology enable an increase in average total
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Fig. 3.10 Progressive-traffic results for the German topology post HFA upgrade.
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Fig. 3.11 Progressive-traffic results for the Pan-Eu topology post-HFA upgrade.
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Fig. 3.12 Average link spectral saturation at BP=1% pre and post-HFA upgrades for
the German topology
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Fig. 3.13 Average link spectral saturation at BP=1% pre and post-HFA upgrades for
the Pan-European topology
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allocated network traffic of 5% and 9% for fixed and flexible transceivers
with RG = 100 Gbps and for multi-rate transceivers with RG = 200 Gbps,
respectively. It can be noticed that the crossing point between the two groom-
ing sizes moves down close to 0.01% thanks to HFA upgrading. This is
enabled by increased QoT in several network LPs, allowing to transmit more
200 Gbps requests using single PM-16QAM-operated LP allocations, thus
increasing the overall spectral efficiency and the network capacity. As far
as link saturation is concerned, it can be noted that some of the previously
under-utilized links are now more heavily used, thanks to an improved
traffic distribution among links enabled by the increase in availability of
high-QoT paths. Similarly to German topology, to further improve network
capacity one could also consider SDM-based solutions to remove bottlenecks,
or further upgrades to physical layer equipment to guarantee an increased
QoT in low-SNR links. The first strategy will be analyzed in the next section.
3.5.2 Unlocking Capacity through SDM Upgrades
In this section, we consider SDM solutions as a possible upgrade for unlock-
ing capacity bottlenecks identified through SNAP-based saturation maps.
In particular, all links with utilization larger than 80% have been selected
and an additional parallel fiber pair is assumed to be lighted up, locally
doubling the wavelength availability there. Such solution represents the
easiest implementation for the SDM paradigm and is often referred to as
fiber overlay. For the German topology, we upgraded the links between
Cologne and Frankfurt, Frankfurt and Mannheim, Mannheim to Karlsruhe.
Results are reported in Fig. 3.14. From Fig. 3.14a, we can observe that the
total average allocated network traffic at BP=1% increased from 155 Tbps
to around 255 Tbps, a 64% increase at the expense of a 12% increase in link
number. At the same time, a larger average utilization in optical links is
experienced as depicted in Fig. 3.14b. For example, breaking the bottlenecks
in the western area of the topology, allowed a better utilization of eastern
links as well.
For the Pan-European topology (Fig. 3.15), we doubled the link in between
Berlin and Hamburg and Berlin and Copenhagen, yielding a 12% increase
in capacity, from 98 Tbps to 110 Tbps at BP=1%. In such case, the number
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of fibers increased by 7%. The increase of total network traffic is smaller
than the previous case due to the average better utilization of links in the
northern Europe region: using 80% as threshold for fiber doubling might
be too conservative. For both topologies, it is interesting to notice that BP-
vs-traffic rankings for different grooming and transceivers implementations
are not changed after the upgrade: the considered SDM solution does not
change average network QoT, thus low-QoT blocking is not affected by
SDM, but wavelength contention induced blocking is. In conclusion, in this
section we show how SNAP can be innovatively used to highlight topological
bottlenecks and test possible fixes for them, highlighting the versatility of
the tool.
3.6 Flex vs Fixed Grid Upgrade benefits.
In this section, SNAP is applied to understand the capacity advantage that is
enabled by moving from fixed grid technology, to a fully flex grid one with
bitrate and symbol rate elastic transceivers, implementing the elastic optical
network paradigm [48], [157]. Several authors have already performed such
a comparison [77], [142], [158]–[160], however their effort has focused mainly
on estimating the benefit of flex grid technologies due to better spectrum
utilization in optical network scenarios, without focusing specifically on mix
scenarios where flex grid technologies are introduced in a reserved portion of
the spectrum, free from legacy traffic. Furthermore, the capacity comparison
in [142], [158]–[160] did not consider the impact of nonlinear interference on
network capacity, referring to reach tables for different modulation formats
obtained in fixed grid conditions. In this section, we propose a SNAP-based
progressive traffic analysis that mainly covers these two aspects, focusing on
the Telecom Italia network topology with 44 nodes, and different fiber types
obtained from the Idealist project [146].
We focus on a transparent reconfigurable optical network scenario in
which legacy, fixed-grid traffic, has been properly defragmented in a continu-
ous region of the C-band, making available a continuous spectral bandwidth
for future allocations. We refer to such residual free bandwidth as a percent-
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Fig. 3.14 Progressive-traffic results for the German topology after selective SDM
upgrade.
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Table 3.2 Achievable net bitrate with bitrate flexbile transceivers over a 37.5 WDM
grid.
Modulation Format Net bitrate [Gbps]
PM-BPSK 50
PM-QPSK 100
PM-16QAM 200
PM-64QAM 300
age of the overall 4 THz C-band. We consider different values of residual
bandwidth percentage (RBP) from 75% down to 25%.
As traffic model, we consider uniformly distributed random requests with
grooming sizes RG from 20 to 100 Gbps that are progressively allocated on
the network. We suppose to exploit residual optical bandwidths using fixed
grid with 37.5 GHz slots, or flex grid based on ITU-T standard [161] with
12.5 GHz spectral slots. For both fixed and flex grid we assume to use bitrate
elastic transceivers able to vary the modulation format from PM-BPSK up to
PM-64QAM using square PM-M-QAM formats via DSP. When considering
flex grid upgrades, we assume transceivers to be also elastic in symbol rate,
being able to use a number of 12.5 GHz slots NS up to 5, corresponding to a
total symbol rate of 62.5 GBaud. We assume fix grid transceivers to operate
using a 31.25 GBaud gross symbol rate, allowing for a 6.25 GHz guardband
over the 37.5 grid. We assume a typical 25% coding and protocol overhead,
yielding a net symbol rate of 25 GBaud, corresponding to bitrates varying
from 50 Gbps to 300 Gbps per channel when using PM-BPSK up to PM-QPSK
as shown in Tab. 3.2. For the flex grid case, we assume transceivers to be able
to deliver Nyquist shaped channels from 12.5 Gbaud for NS = 1. Supposing
the same 25% overhead as for the fixed grid case, each slot is delivering a net
symbol rate of 10 GBaud. The full set of combination for NS and modulation
format and the consequent net bitrate values are reported in Tab. 3.3. For
flex-grid transceivers we assume to allocate a 6.25 GHz guardband, thus
being able to tune transceivers with a 6.25 GHz frequency granularity.
In order to compare these two different implementations, we use a SNAP-
based progressive traffic analysis to obtain the average blocking probability
vs allocated traffic per spectral unit T . T represents a spectral efficiency as it
is measured in Tbps/THz. T is obtained by dividing the total allocated traffic
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Table 3.3 Achievable net bitrate with bitrate ans symbol rate flexbile transceivers
over a 12.5 WDM grid.
Modulation Format Net bitrate [Gbps]
NS = 1 NS = 2 NS = 3 NS = 4 NS = 5
PM-BPSK 20 40 60 80 100
PM-QPSK 40 80 120 140 280
PM-16QAM 80 160 240 320 600
PM-64QAM 120 246 360 480 600
by the available residual bandwidths. Relying on T as target network metric,
we can compare how the considered different solutions are able to exploit
the available spectrum, consequently giving a fair ranking for their use in the
considered scenario. Notice that T can be larger than the maximum spectral
efficiency of the highest cardinality modulation format of the considered
transceivers, i.e. PM-64QAM, as it is an aggregated metric computed by
summing all allocated requests on the whole network, i.e. all network links.
Metrics are averaged over 5000 Monte Carlo realizations.
As RWSA policy we assume a QoT-based kMAX routing with first fit
wavelength/spectrum slot assignment. We assume kMAX = 50 to exploit a
relevant portion of the full routing space. As QoT parameter we refer to the
generalized SNR computed according to the LOGO principle. To have a fair
and relatively conservative QoT estimation for fixed and flex grid case, we
compute the generalized SNR assuming full spectral load at Nyquist spacing,
i.e. continuously filling the full C-band. This assumption entails a slight
overestimation of NLI, but it allows to safely model nonlinear propagation
impairments for the flex grid scenario, in which spectrum is filled in a
highly irregular way due to symbol rate variability of LPs. Transparent
amplification via EDFAs with 5 dB noise figure is assumed. ROADM nodes
are assumed to have no add/drop or wavelength contention limitation.
Nodes are introducing an 18 dB loss that is recovered by an additional
booster amplifier. We assume that the considered 6.25 GHz guardband to be
large enough to avoid any penalty with respect to cascaded filtering.
In order to exploit as much as possible QoT potentialities of the network
under test, we assume to use bitrate overprovisioning in LP allocation. This
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means that when allocating a LP, the highest possible modulation format
that can be allocated over it based on its QoT is used. If the net bitrate
corresponding to that modulation format is bigger than the grooming size
of the request being allocated, the remaining bitrate will be used to allocate
future requests on the same traffic directory, i.e. between the same nodes’
pair. We assume this aggregation procedure to be nondisruptive for existing
traffic. If the request cannot fit in the available bitrate of an existing LP, a new
LP will be turned on. In case of symbol rate elastic transceivers, NS is kept
as small as possible to allocate a request, to optimize spectral efficiency. NS
is increased if the QoT of the considered path does not allow to use a single
spectral slot.
Results in BP vs T are reported in Fig. 3.16. Fig. 3.16a and Fig. 3.16b
show the results for the fixed grid and flex grid implementations respectively.
Fig. 3.17 shows a comparison between the two implementations at a target
BP of 1%, for different grooming sizes RG and different residual bandwidth
percentages. At first glance, it is clear – as from intuition – that the flex grid
solution always outperforms the fixed grid one. However, it is interesting to
observe that its performance advantage decreases with the increase of traffic
grooming size. This is due to the fact that for the flex grid solution, request
with larger grooming sizes are forced to be allocated over large spectral areas,
e so the advantage with respect to fixed grid is marginal and it is enabled
only by the higher SNR LPs for which a high cardinality modulation format –
PM-64QAM or PM-16QAM – can carry the groomed traffic on one or two
slots as clearly visible from Tab. 3.3.
Each curve of Fig. 3.16 displays a similar two-regime behavior vs. T :
first, a steep BP increase with T due to traffic allocation through new LP
activations saturating the available bandwidth, then, an evident slope reduc-
tion due to the exploitation of over-provisioned LPs. We observe that the
regime-changing BP threshold decreases with RBP enlargement because of
the larger spectrum portion available for LP allocation, and grows with RG
because of shrinking, on average, of the room left to allocate requests via
overprovisioning. Moreover, it is smaller for flex-grid than for fixed grid,
given the other parameters, because with flex-grid the number of activated
LPs is in general larger. We observe also that curves for flex-grid are much
more clustered, proving how this spectral-use performs more independently
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Fig. 3.16 Blocking probability against the overall network traffic per available spec-
tral unit for. Blue, red and yellow lines refer to 20, 40 and 100 Gbps of traffic
grooming, respectively. Solid, dash-dotted and dashed lines refer to 25% 50% and
75% of residual bandwidth, respectively. Legend is reported only in Fig. 3.16a for
space constraints.
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of RBP and RG than the fixed grid solution, for which the advantage of larger
RG is evident. Finally, we observe a saturation effect for flex-grid operated
with RG = 100 Gbps, that behaves only slightly better than RG = 40 Gbps.
This is due to the limited overall network capacity, that flex-grid enables to
better approach.
To summarize results, we set a maximum tolerable blocking probability
BP=1% and present the corresponding normalized traffic for all scenarios.
Results are shown in Fig. 3.17, where each sub-figure refers to a different
grooming size and includes results for RBP of 25%, 50%, and 75%. For all
cases, performance hierarchy against RBP follows the intuitive behavior: the
allocated traffic per spectral unit at a given BP increases with RBP because
of the larger spectral range over which the RWSA algorithm may effectively
operate. The growth of T with RBP is larger for flex-grid and decreases with
larger RG because of previously mentioned reasons with respect to better
spectral efficiency that can be achieved by the flex grid solution.
Fig. 3.17a displays results for the smallest RG of 20 Gbps and shows
qualitative tendencies taking place also for other cases. The intuitive behavior
of larger traffic per residual spectral unit with larger RBP is confirmed for
both fixed and flex grid techniques, but flex grid better takes advantage of
larger RBP, with a relative gap that grows with the available bandwidth.
Analyzing numbers, we observe that with 20 Gbps grooming and RBP =
25%, the fixed grid solution enables an average 3.6 Tbps/THz with respect to
an average of 8.8 Tbps/THz of the flex grid with a relative gap of 2.5 times.
Moving to RBP = 50%, T grows to 4.4 and 11.6 Tbps/THz for fixed and
flex-grid, respectively, corresponding to a relative increase still close to 2.5
times. For RBP = 75%, for which fix-grid enables T=5 Tbps/THz while using
flex grid T=16.5 Tbps/THz with a relative gap that goes up to 3.3 times, that
is the largest improvement enabled by flex-grid in all the analyzed scenarios.
Moving to RG = 40 Gbps (Fig. 3.17b we observe performances that are close
to be double the ones for RG = 20 Gbps, except for the case of RBP=75% and
flex-grid for which network saturation limits the advantages. So, the flex grid
advantage with respect to the fixed grid is steady around 2.5 times for all
RBPs. Looking at numbers, for RBP = 25% we read 7.1 and 17.3 Tbps/THz;
for RBP = 50%, T = 8.7 and 126.6 Tbps/THz; and for RBP = 75%, T = 9.7
and 4.2 Tbps/THz. Finally, for RG = 100 Gbps (Fig. 3.17c) we can clearly
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Fig. 3.17 Network traffic per residual spectra unit at BP=1% for fixed and flex grid
implementation vs different residual bandwidths and grooming sizes.
observe the saturation effect already qualitatively remarked in commenting
Fig. 3.16b. With respect to the case of RG = 40 Gbps, for fix-grid, the increase
is still similar the ratio between grooming, i.e., 100/40=2.5. While the flex-
grid spectral use is quite limited by saturation with an overall traffic per
spectral unit that still grows with respect to the RG = 40 Gbps scenarios, but
the flex to fixed grid advantage is limited to a steady value around 1.3 times,
independently of the RBP.
3.7 Merit of 2MxN WSSs on network blocking.
In this last example of application, SNAP is used to assess the impact of a
recently proposed ROADM architecture for cost-efficient high degree nodes
on network performances. Once again, this example is aimed at showing the
flexibility of the proposed framework to assess the impact of physical layer
solutions on network performances. Furthermore, this example represents a
novelty per se, as the performance of this device is assessed for the first time
to the best of the author’s knowledge. The considered ROADM architecture
is based on the so-called 2MxN wavelength selective switches (WSSs). These
novel devices represent attractive solutions for cost reduction in networks
with high average node degree such as metro topologies, at the price of
partial wavelength contention in the device. In the next paragraphs we will
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first describe the working principles of this novel family of device, and then
assess the impact of their partial wavelength contention on network blocking
probability using SNAP on a metro topology.
3.7.1 Working principle of 2MxN WSS family.
The requirements for next-generation colorless, contentionless and direction-
less (CDC) ROADMs include improved cost per add/drop port, increased
number add/drop ports (>16), support for more degree ports (>16), channel
filtering to improve performances and relax transceiver requirements, and
support for high symbol rate transceivers [162], [163]. Current generation of
CDC ROADMs leverages on MxN multicast switches (MCS) at add/drop
side of the ROADM to achieve CDC capabilities [164], [165]. M represents
the degree ports of the ROADM node, and N the number of add/drop ports.
However, MCS based solutions do not scale well with the add/drop port
count as EDFA arrays are required to overcome MCS splitting losses causing
a degradation in linear SNR performance. Furthermore, EDFA arrays can
leverage uncooled operations up to 16 add/drop ports, making the imple-
mentation for higher port count not practical [162], [163]. MCSs are also
not attractive for high port count devices as they are filterless, thus causing
performance degradation as noise generated by different transceivers is com-
bined in the MCS causing linear SNR degradation across the WDM comb. A
CDC ROADM based on MCS technology is depicted in Fig. 3.18. Each of the
M degree ports is connected to a 1xN power splitter, so no wavelength filter-
ing is present. Each of the N add/drop ports can be coupled to any degree
port of the device by N Mx1 selector switches. Up to M instances of a given
wavelength can be routed through the device without contention. EDFA
arrays recover power splitters losses introducing additional impairments.
A possible alternative with respect to MCS-based ROADM is represented
by MxN WSS based ROADMs [163], [165]–[167] in which the edge CDC func-
tionality is implemented by an MxN WSS rather than a MxN MCS. Thanks
to inherent filtering capabilities of WSSs, and lower splitting losses, this
solution enables better performance by reducing noise accumulation and
eliminating the need for EDFA arrays. A MxN WSS based ROADM is shown
in Fig. 3.19. The functionality of this device is similar to the MCS-based one,
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for sake of clarity.
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but the M 1xN power splitters are replaced by M 1xN WSS. Thus individual
wavelengths can be routed independently to any of the N add/drop ports
and EDFA arrays are removed as losses are smaller. Unfortunately, the cost
and complexity of an MxN WSS increase in proportion to the degree count,
making the cost per add/drop port increase as the system grows in com-
plexity with higher degree nodes [163]. This is mainly due to technological
constraints imposed by the WSS switching engine that is implemented with
Liquid Crystal on Silicon (LCOS) technology that has limited beam steering
capabilities and thus requires cost, size, and complexity increase to achieve
high degree counts [163], [167]. A possible solution to overcome such lim-
itation is depicted in Fig. 3.20 where two MxN WSSs are connected by an
external bank of 2x1 switches. However, this approach more than doubles
the cost per add/drop port and can lead to excessive operational burden also
due to the large footprint of this solution due to the additional switches.
A recent proposal to overcome such limitations is depicted in Fig. 3.21.
In such architecture, a doubling in degree count is achieved by sharing a
2xN WSS over two-degree ports forming a 2MxN switching configuration.
In such case, the complexity and cost increase are minimal with respect to a
MxN WSS-based configuration, but the cost per add/drop port supporting
2M degrees is less than half of that of the architecture of Fig. 3.20. Similar
considerations can be made with respect to the density of this solution,
that has a footprint that is half with respect to Fig. 3.20. All these positive
aspects are traded off with partial wavelength contention in the degrees M+1
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Fig. 3.21 2MxN WSS for high degree count nodes. Degrees sharing a 2xN WSS are
affected by wavelength contention.
to 2M, as the same wavelength cannot be routed over the two directions
that share a 2xN WSS. In the next paragraph, the impact of such limited
contention on network blocking probability will be assessed through SNAP-
based progressive traffic analysis.
3.7.2 SNAP-based blocking probability analyses
We use SNAP to assess the impact of the 2MxN WSS solution on network
blocking probability up to saturation on a high nodal degree, highly meshed
metro network topology. The considered topology is made of 40 nodes and
107 links, with an average node degree 5.35, with minimum and maximum
node degree equal to 2 and 14, respectively. More details are reported
in App. A. As the average node-to-node distance is 12.6 km, we do not
consider fiber propagation or noise accumulations as limiting effects to LP
allocation. Furthermore, as we are focusing only on the limits imposed by the
wavelength contention constraints of the architecture of Fig. 3.21, we consider
as the capacity metric the number of LPs that are successfully allocated
during the SNAP progressive load. For the same reason, progressive random
traffic requests are assumed to be generic LP connection requests, so as to
decouple the obtained network results from line terminals and propagation
impairments. As RWA policy, a hop-count based kMAX-shortest path policy
with first fit wavelength assignment has been used. kMAX has been set to 200,
to exploit the high average node degree of the topology under test, and to
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Fig. 3.22 Blocking probability vs number of allocated ligthpaths for different WSS
architectures with 100 GHz and 50 GHz grid.
provide a routing space large enough to avoid wavelength contention at fiber
level as much as possible. Links are assumed to carry a number of channels
NW = 96 over the 50 GHz fixed grid, or NW = 48 wavelengths over the 100
GHz grid. Network metrics have been averaged over 5000 traffic realizations
up to network saturation.
We compare 5 different ROADM architecture: using as reference full
CDC ROADM, we study the impact of wavelength contention of 2MxN WSS
devices assuming the number of add/drop ports N ∈ {24, 32, 48, 96} for the
50-GHz grid, NW = 96 channels links, and N ∈ {12, 24, 48} for the 100-GHz
grid, NW = 48 channels links. As a first analysis, in order to perform a
fair comparison between different scenarios, we suppose that the add/drop
capability of each node is 100%, meaning that each node can add/drop
NW channels in each direction. This entails that in each node has NW/N
devices for each direction. Such an assumption will be verified a posteriori by
counting the number of ROADMs actually needed in each node to sustain
the traffic load, at different blocking probability. Later, the analysis will be
repeated by assuming different levels of add/drop capability, to verify if
such a posteriori evaluation is valid.
Fig. 3.22 shows the network blocking probability vs the number of allo-
cated LPs for different ROADM architectures and WDM grids. Apparently,
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only four curves are visible. his is because for both grid spacings, all results
for N up to 12NW display the same performances as blocking probability vs
LP count. Only when the most restrictive architecture N = NW is deployed,
a contention penalty can be observed and estimated to be in the range [6%;
16%] for the 100 GHz grid and in [6%; 13%] for the 50 GHz one. Considering,
for example, a target blocking probability of 1%, the penalties for both grid
spacings and N = NW are equal to approximately 12%. This behavior shows
that the proposed node architecture is not inducing wavelength contention
blocking if the number of add/drop ports is kept below 12 the number of total
wavelengths. Keeping the attention on Fig. 3.22, for every displayed curve,
we can notice three different regimes that will be discussed later commenting
the effect of the proposed node architecture. For BP roughly lower than
10%, BP’s growth with the number of LPs is steep and constant, meaning
that in such low-BP regime, each failed connection allocation has a relatively
large impact on the overall network. Then, after a transient, for BP roughly
higher than 30%, the curve flattens: in such regime, the value of BP is large,
therefore each failed connection allocation has a much smaller impact on
the overall BP. In this regime, the network topology is able to absorb traffic
without enlarging the ratio of blocked requests. Finally, BP starts to grow
rapidly again as the network is close to saturation. The results of Fig. 3.22
may suggest that deploying the proposed architecture is always convenient,
as it allows a 50% cost saving with respect to a full CDC architecture, but ad-
ditional analysis with limited add/drop capabilities – i.e. a limited number
of devices – are needed. To this purpose we first count the average number of
WSS devices that are actually needed, on average, to allocate the progressive
traffic requests that have been allocated up to a certain target probability,
and normalize this number over the degree of each node. We do this, to
understand if full add/drop capability in each direction is actually needed,
at a target blocking probability. We consider this metric both globally – i.e
averaged over the full set of nodes – and locally – i.e. individually on each
node. Fig. 3.23 represents the average number of WSS per node per direction
averaged over the full topology. We notice that up to blocking probability of
20%, this metric slowly grows around 1 for the 100 GHz grid and around 1.2
average WSSs/node/direction for the 50 GHz grid. This phenomenon takes
place independently of the number of the actual number of WSS ports, mean-
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Fig. 3.23 Average number of required WSS per node per direction for two different
grid spacings and WSSs architectures.
ing that few selected nodes need WSS-replication at target BP<20%, thus,
port utilization count is -– on average -– smaller or equal than the smallest
considered N. As the target BP becomes larger than 20%, architectures with
small N values requires a larger number of average WSSs/node/direction
(up to 1.6 average WSSs/node/direction for N=24 in the 50GHz-grid case).
Note that this analysis is not significant for N = NW as such utilization
metrics will be equal to 1. Node-level results are qualitatively reported in
Fig. 3.24, where we visually report the average number of WSS devices per
direction by means of the node size, using the scale reported in Fig. 3.24a.
We consider the network topology under test deploying 2Mx24 (Fig. 3.24a
and Fig. 3.24b) and 2Mx48 (Fig. 3.24c and Fig. 3.24d) WSSs with 50 GHz grid
spacing for two different levels of blocking probability, i.e. 1% (Fig. 3.24a
and Fig. 3.24c) and 40% (Fig. 3.24b and Fig. 3.24d). It can be observed that
Fig. 3.24a and Fig. 3.24c – both obtained at 1% blocking probability – are
similar, even though the node architecture is different. This means, that on
average each node requires the around 1 WSS per direction, as the number
of wavelengths added/dropped per direction is – on average – smaller or
equal than 24. A small difference can be seen in the peripheral nodes of the
topology, that in the N = 24 case are slightly bigger than the N = 48 sce-
nario. Fixing the node architecture and comparing these results at different
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Fig. 3.24 Qualitative description of required number of WSSs per direction in each
network node, for two different node configurations (2Mx24 and 2Mx48) and two
different target blocking probabilities (1% and 40%). All 4 cases refer to the 50-GHz
grid scenario. Node sizes varies from 0.75 to 2.5 WSS/direction.
blocking probability, it is clearly evident how for the 2Mx24 architecture, the
average number of WSS per direction in each node increases substantially
with respect to the BP=1% case, being for the majority of the nodes larger
than 2. For the 2Mx48 architecture instead, a small increase of required WSS
in each node is visible when moving from BP=1% (Fig 3.24c) to BP=40%
(Fig. 3.24d). In such case, however, the majority of nodes require around 1.5
WSSs per direction.
As a final analysis, we verify if the average requirements in terms of WSS
devices per node per direction derived from the previous analysis entail an
allocation penalty during node allocation. To do so, we limit the add/drop
capability per direction in each node. The results of these analyses are shown
in Fig. 3.25, where the 2Mx24 and 2Mx48 WSS architectures are compared
against a full-CDC implementation over the 50 GHz grid imposing limitation
of the add/drop capability in each node. Namely, we focus on two different
levels of add/drop capability: 25% and 50%, meaning that the total number
of channels that can be added or dropped in each direction of the node is
either 25% or 50% of the total. These limitations are directly correlated to the
number of devices deployed in each node: assuming a node of degree M,
imposing a 50% add/drop capability per direction means to deploy either 2
2Mx24 WSSs or 1 2Mx48 WSSs. Obviously, 2Mx48 devices can only be used
to achieve 50% add/drop capability. The curves of Fig. 3.25 corresponding
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to limited add/drop capabilities (solid curves) show a penalty with respect
to the full-CDC penalty. We do not report 2Mx48 and 2Mx24 curves with full
add/drop capability as they are practically indistinguishable from the full-
CDC curve as shown in Fig. 3.22. As it can be reasonably expected, different
solutions are ranked in terms of increasing penalty, as follow: 2Mx24 with
50% add/drop capability, 2Mx24 with 24% add/drop capability, and 2Mx48
with 50% add/drop capability. These different configurations do actually
rank in terms of node architectural flexibility: the least-penalty solution has
the smallest level of contention while having a number of ports large enough
to accommodate the add/drop requests. The second-best one, faces some
extra penalty due to the limited number of add/drop ports, although the
WSS-level contention probability is the same as the previous case. Finally, the
worst performing solution, although having a large of ports, have a higher
contention probability at the WSS-level hence larger network level blocking.
These penalties are however quite limited with respect to the full-CDC case.
Referring to a target blocking probability of 1%, the maximum penalty is
3.4%, while the minimum one is smaller than 1%. With increasing BP, hence
increasing network saturation, these penalties get larger. At BP=40%, the
maximum penalty is around 7%, while the minimum is 2.6%. These results
show that wavelength contention at a fiber level still remains the main
limiting cause for network blocking.
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The results discussed in this section prove that the proposed 2MxN WSS
architecture does not yield relevant additional network blocking penalties
in the highly meshed, high node count metro network topology under test.
The considered node architecture can be a promising solution for cost, space,
and power effective deployment in metro networks.
3.8 Conclusions and next steps.
In this chapter, the Statistical Network Assessment Process has been in-
troduced and several examples of application of this method have been
given. As highlighted throughout this chapter, SNAP aims at delivering an
unbiased general assessment of the merit of different physical layer tech-
nologies on network performances, to assess technologies during the design
phase, and to identify topological bottlenecks and test possible solutions.
The examples of application proposed in this chapter represent a portion of
the results that have been published in literature during my PhD program.
Other examples of applications of SNAP include assessment of digital back
propagation impact on OEO savings [168] impact, DSP [169], HFAs on OEO
regenerators savings [170], comparison of different physical layer models for
network capacity assessment [139]. The full list of publication is reported at
the beginning of this thesis.
Chapter 4
QoT Estimations for Network
Design of Multi-Vendor Networks
In this chapter, the activities that have been performed in the context of the
development of a vendor-agnostic QoT estimation tool for the design of multi-
vendor networks will be described. Specifically, the activities performed
within the Physical Simulation Environment (PSE) group of the Telecom
Infra Project (TIP) [46] will be discussed. The topics described in this chapter
represent open research problems, therefore only a limited set of results is
presented.
4.1 QoT Estimation for Vendor-Agnostic Network
Design.
In this section the activities carried out in the PSE group of the TIP consortium
will be shortly discussed.
As discussed in the introductory chapter, the dramatic increase in data
traffic is forcing operators to disaggregate optical network architectures in
order to achieve TCO reduction. This practice leads to a push in explor-
ing multi-vendor optical networks disaggregating hardware and software
focusing on interoperability. In this paradigm, operators are responsible
for ensuring the performance of such disaggregated architectures. Thus,
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operators and vendors are collaborating in defining control and data models
that can be promptly used by off-the-shelf controllers [45]–[47]. However,
node and network models are only part of the answer. To take reasonable
decisions, controllers need to incorporate logic to simulate and assess optical
performance. Hence, vendor-independent QoT estimators are needed. Given
their vendor-agnostic nature, operators and vendors must work together to
jointly define them. These activities have the potential to change the way
optical networks are designed and controlled. Firstly, an agreed QoT module
enables operators to simplify deployment by planning for vendor-neutral
implementations rather than relying on closed source vendor planning tools.
Secondly, system integrators are empowered to pick & choose optical com-
ponents from various vendors thereby designing networks fulfilling high
standards while keeping costs down, built in a manner that can be simulated
and confirmed by a neutral performance estimation. Thirdly, system vendors
will be equipped with the necessary performance benchmark for their prod-
uct offering by providing a stable base for cost/performance decisions in the
design. The PSE group of the TIP consortium aims at developing one of such
vendor agnostic QoT estimators, and during my PhD we took part in some
key development efforts to create the GNpy library [171]. GNpy is a Python
library aiming at QoT estimation for transparent optical network scenarios.
One of the modules of GNpy is the so-called Optical Link Emulator (OLE)
that is a Gaussian noise model-based tool to estimate the generalized SNR
of multispan optical links. OLE has been fully developed in Politecnico di
Torino, and part of my PhD activities over the last months related to its
development. The OLE requirements have been defined by PSE as follows:
• the tool must output generalized SNR information for a comb of chan-
nels that is given as input;
• the tool must include both linear and nonlinear SNR estimations;
• the tool must deliver local information, making use of local models, i.e.
related individually to each network element (e.g. a fiber span);
• the tool must process data with computational times that are compati-
ble with realtime operations so that the tool could be integrated into
realtime network controller and orchestrator;
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Fig. 4.1 The Optical Link Emulator architecture.
• SNR estimations should fall ±0.75 dB from measured data.
Based on these requirements, that OLE architecture has been defined as
described in Fig. 4.1. OLE uses as input a description of the physical layer,
i.e. the architecture of the link under test, and a set of spectral information
describing the optical spectrum that propagates through the link. The archi-
tectural information is mapped to a component library for instantiating each
network element. The component library includes three different classes:
fiber, optical amplifier, and passive component. Each of these objects makes
use of the set of spectral information to compute linear, nonlinear and gener-
alized SNR variations introduced by each element. To do so, the three library
elements make use of a linear and nonlinear engine to compute linear and
nonlinear noise contributions and the related signal degradations. The linear
engine simply starts from the noise characterization of the components – i.e.
their noise figures – to compute the generated ASE noise as described in 2.3.
Provided that optical components that are part of the considered route are
4.2 OLE Validation against Commercial Testbeds. 109
well-characterized, including details about their insertion losses, gain and
frequency variations of their noise figures, the evaluation of the linear SNR
is a trivial aspect with respect to modeling. However, correctly estimating
linear noise is fundamental in generalized SNR evaluations as the ASE noise
power is – at optimum power – twice as large than NLI noise, thus twice
more relevant for accurate QoT estimation.
Due to the requirements imposed by PSE in terms of model locality of
the estimation for each network element and due to the computational time
constraint of the modeling solution, the incoherent Gaussian GN model was
selected as modeling option of choice for nonlinearity estimation. Two ver-
sions of the GN model were implemented, the GN model reference formula,
i.e. the double integral described by Eq. 2.8 in Sec. 2, and the closed form
formulae given by Eq. 120 – Eq. 124 in [88]. These two implementations
have been tested against SSFM simulations, and both have been shown to be
equally precise in nonlinearity estimation. Results of this comparison are not
shown in this chapter as they do not present any scientifically relevant infor-
mation, but rather they represent a common testing procedure for software
development.
The OLE source code, together with the full PSE GNpy module is avail-
able at [171], where it is constantly updated and improved by the TIP com-
munity.
4.2 OLE Validation against Commercial Testbeds.
A key requirement for the successful development of a vendor-agnostic QoT
estimation tool is the validation against commercial equipment. Between Au-
gust and October 2017, OLE has been validated in three different testbed by
three different operators, namely Orange [172], Facebook [173] and Microsoft
[174]. During my PhD activities, I was involved in the validation tests per-
formed at Microsoft, that represented the most comprehensive experimental
testing of the OLE. The full set of results has been published in [174]. The
Microsoft testbed, as depicted in Fig. 4.2, is made of approximately 2000 km
of mixed optical fiber operated with a commercial open line system (OLS)
mixing both SMF and NZDSF fibers. Spans are amplified by either EDFA or
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Fig. 4.2 Microsoft testbed for OLE validation.
HFA solutions. The OLS features a colorless, directional architecture with
full SDN-enabled support for alien wavelengths. The mostly NZDSF fiber
plant spans 1945 km bidirectionally and is roughly made up of 85 percent
Corning LEAF and 15 percent Corning SMF-28e LL.
OLE was tested by comparing its generalized SNR estimations with
real-time measurements performed over a set of 32 channels generated by
commercial linecards by eight different vendors (Acacia, Arista, Ciena, Cisco,
Coriant, Infinera, Juniper, and Nokia). All linecards feature variable modu-
lation and Nyquist pulse shaping with symbol rates ranging from 33 to 45
GBaud depending on supplier. In the experiment, PM-8QAM was employed,
and with sources featuring conventional star-8QAM constellations, multi-
dimensional 8QAM implementations, and/or digital subcarrier modulation.
Electro-optics employed include both silicon photonic (SiP) and indium phos-
phide (InP) processing technologies. All channels were carrying PM-8QAM
modulation formats These channels were co-propagated with shaped ASE
noise and PM-8QAM bulk modulated channels to achieve a total spectral
occupancy of 94 channels over a standard 50 GHz grid, i.e. approximately
4.7 THz of spectral occupation. Fig. 4.3 represents the power spectral density
of the transmitted WDM comb.
The measurement methodology was as follows. The optical sources from
the eight suppliers were each characterized in a B2B noise-loading setup, with
BER vs linear SNR curve measured for each device. These characterizations
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Fig. 4.3 Normalized power spectral density of the transmitted multi-vendor channel
comb for OLE testing.
were then used to map measured BER values after propagation to generalized
SNR values for comparison with OLE output. This mapping is assumed
to be valid assuming no chromatic dispersion and nonlinear penalties for
the different DSP implementations. The full 94 channels WDM comb was
propagated over the fiber test bed, and BER was captured at five different
distances, i.e. 1945, 1540, 1165, 800, and 410 km.
We compared the experimentally derived generalized SNR values with
OLE estimations. OLE has been used to derive nonlinear SNR estimations
using as input the channel power levels at the input of each span that have
been obtained from the processing of monitoring data obtained from the
OLS interfaces of the line amplifiers. The line system reported the power
level of the channel with the largest PSD computed over 12.5 GHz, thus
we used this information together with spectral measurement obtained by
tapping out the signal of each line amplifier and analyzing it with an Optical
Spectrum Analyzer (OSA), to obtain exact power levels of each channel,
taking into account ripple and tilting effects. Furthermore, we exploited
the same spectral measurements to compute linear SNR values after each
amplifier by integrating the measured PSD over each channel bandwidth
to obtain the channel power. Even though PSD measurements include in
bandwidth NLI noise, as NLI power is much smaller than channel power
levels, the integration of the measured PSD yields a sufficiently accurate
estimation of the channel power levels without overestimating it due to
in-band NLI. Similarly, we integrated the noise levels at the side of each
channel over a 12.5 GHz bandwidth, and then scale the obtained value
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over the channel bandwidth, assuming flat ASE noise and no relevant NLI
contributions outside of the channel bandwidth. To obtain the linear SNR,
we computed the ratio of these two quantities. We did not directly use
noise figure values provided by the OLS supplier in OLE as they yielded
too conservative linear SNR results, as they noise figure values referred
to end of life (EOL). This process proved to be quite cumbersome, thus in
the future will be fundamental to streamline such a workflow, either by
using characterization data of noise figure vs gain of the amplifiers directly
provided by vendors, or by improving the output of the OLS monitoring
interfaces both in terms of comprehensiveness (e.g. full set of power per
channel) and accuracy. As these efforts need to be shared among vendors,
system integrators and operators, consortia like TIP represent the ideal
working groups to target these goals.
Fig. 4.4 includes summary results of the validation for the five considered
distances. Fig. 4.4a-4.4e show the SNR measurements (red diamond-marked
curves) and OLE estimations (blue dot-marked curves) vs frequency for
the 27 central frequency values of the commercial line cards used for the
comparison. OLE estimations are surrounded by a ±0.75 dB region to show
the target accuracy boundaries dictated by PSE. Fig. 4.4f shows the box plot
for the absolute value of the relative estimation error (in dB) vs distance.
It is worth to mention that these results represent also the first validation
of the GN-model in a mixed-fiber scenario with commercial linecards. For
all distances, a good agreement can be found between measurements and
OLE-based estimations within the target ±0.75 dB range.
In Fig. 4.4a, the low-frequency points are omitted as too large an extrap-
olation from B2B measurement was needed to estimate their generalized
SNR values. In Fig. 4.4e, the results at 193.55 THz and at 193.6 THz are
not present since the signal degradation was too high, then the line cards
were in out of service state and thus the pre-FEC BER was not available.
For all distances, a good agreement can be found between measurements
and OLE-based estimations with ±0.75 dB accuracy. The oscillations in the
generalized SNR values are mainly due to the ripple of the amplifier gain.
We overcame this problem in the prediction feeding the fiber module with
the actual power profile but for effective improvement of QoT estimation
procedures, it will be important to automate this process as well as to have an
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(a) SNR comparison after 410 km.
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(b) SNR comparison after 800 km.
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(c) SNR comparison after 1165 km.
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(d) SNR comparison after 1540 km.
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(e) SNR comparison after 1945 km.
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(f) Boxplot of SNR estimation error in ab-
solute value vs distance.
Fig. 4.4 SNR values measured from commercial linecards (red diamond-marked
curves) and estimated through the OLE software (blue circle-marked curves) at
different distances. A ±0.75 dB area around OLE estimation is shown in light blue.
The box plots for the absolute value of the SNR estimation error are also reported.
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accurate characterization of the amplifiers’ gain and noise figure frequency
profiles. Channels at the edges of WSSs media channels and high symbol
rate channels show larger estimation errors due to filtering effects that do not
allow a reliable estimation of linear SNR with the previously described PSD-
based procedure. Some of these points are represented by the outliers in the
box plots of Fig. 4.4f. Furthermore, as the OLE version used for this valida-
tion campaign does not include Hybrid Raman amplification and Stimulated
Raman Scattering modeling for both linear and nonlinear SNR estimation
[121], some inconsistency across the estimations can be expected. Addition-
ally, the OLS used in the testbed automatically applied channel tilting of each
amplifier to compensate for Raman tilting during propagation. This effect is
yet again not modeled in OLE, but it has been shown to be relevant for both
linear and nonlinear SNR estimations as it can be predicted from the GGN
model. These effects explain why the OLE estimations, for the majority of
the channels, are not conservative with respect to SNR measurements as it is
usually shown in literature and by simulations [86], [116]. Lastly, the current
OLE version does not include filtering penalty estimation. Nevertheless, it is
worth highlighting that the error distributions are consistent with OOPT-PSE
goals with respect to estimation precision, even though there is much room
for improvement for the adopted algorithms. The median of the absolute
value of the SNR estimation error ∆SNR varies from 0.27 dB to 0.57 dB from
410 km to 1945 km. The mean interquartile range (IQR) across all distances is
0.36 dB. This growth in ∆SNR median vs distance is due to the many effects
that OLE is currently neglecting, causing an accumulation of errors with
increasing distance.
4.3 Conclusion
Developing and helping to validate the OLE within the PSE group of TIP
represented a great opportunity for steering future research in an industrially
relevant context both from a physical layer modeling standpoint and an
information integration one. Industry requires more consistent and com-
putationally efficient modeling across the full WDM comb for integrating
models in orchestrator and vendor agnostic design tools. However, such a
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requirement cannot be achieved without a consistent information gathering
from devices that need to be designed keeping into account both ease of
access and accuracy of the measurements. With respect to this, multi-vendor
common APIs need to be developed, to make multi-vendor disaggregated
networks a commercial reality.
Leveraging the TIP-PSE experience, we started, together with the Optical
Networking Advanced Research (OpNeAR) lab in the University of Texas
at Dallas, the integration of a QoT estimation module within a multilayer
orchestrator called ProNET [175]. Among the goals of this integration, there
is the demonstration of advanced proactive techniques for automated elastic
circuit deployment, with real-time computation of optical feasibility exploit-
ing the QoT estimation module. As these aspects represent active research
topics, preliminary results are not included in this thesis as they will be fully
developed in the near future.
Chapter 5
Conclusions and Future Work
In this thesis, physical layer awareness for the design and orchestration of
optical networks has been discussed. Novel aspects in terms of nonlinear
physical layer modeling and network design have been proposed.
5.1 Summary
This thesis began with a general introduction to optical communications
and network, with a review of the main trends in optical communications.
It was shown how the IP traffic increase and revenue compression in the
Telecom industry are putting a lot of pressure on the optical community
to develop novel solutions that must both increase total capacity while
being cost effective. This requirement is pushing operators towards network
disaggregation, where optical network infrastructure in built by mix and
match different physical layer technology solutions from different vendors.
In such a novel context, every equipment and transmission technique
at the physical layer impacts the overall network behavior. Hence, meth-
ods giving quantitative evaluations of individual merit of physical layer
equipment at network level are a firm request during network design phases
as well as during network lifetime, when it is essential for the orchestration
of logical and transmission layers and for addressing selected upgrades to
properly react to growth and modifications of traffic requests. Therefore
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physical layer awareness in network design and operation is fundamental to
fairly assess the potentialities, and exploit the capabilities of different phys-
ical layer technologies in modern flexible, transparent and reconfigurable
optical networks.
Starting from these requirements, a review of propagation impairments
in transparent optical networks were given, mainly focusing on nonlinear
modeling. The well-known Gaussian Noise model was described, then a
set of simulative and experimental studies for its generalization for C-band
and beyond optical systems was presented. Specifically, the impact of polar-
ization mode dispersion on nonlinear interference generation was studied,
showing how the PMD impact is negligible for polarization multiplexed sig-
nals, thus making valid the usage of the well-known Manakov equation
beyond its bandwidth of validity. Based on this result, the GN-model have
been extended to take into account space and frequency amplitude variations,
mainly due to Stimulated Raman Scattering, on NLI generation. The General-
ized GN model has been derived, experimentally validated, and an example
of application was given. Then, network-level power optimization strategies
were discussed reviewing the LOGO approach for power optimization in
optical networks.
Later in Ch. 3, a novel framework of analysis for optical networks lever-
aging detailed modeling of propagation impairments, have been proposed.
The Statistical Network Assessment Process (SNAP) have been introduced,
motivated by the need of having a general framework to assess the impact of
different physical layer technologies on network performance, without rely-
ing on rigid and complex optimization approaches that are not well-suited
for technology comparison. Several examples of applications of SNAP have
been given, including bitrate flexible transceivers, amplifiers, ROADMs and
flexible grid technology comparison. SNAP has been also used to highlight
topological bottlenecks in progressively loaded network scenario, and its
output adapted to derive possible solutions for such bottlenecks. The SNAP
results proposed in this thesis are also covered in journal and conference
peer-reviewed works, and at the time of writing, two different vendors of
optical communications equipment demonstrated interest in SNAP as a
framework to test their goodness of their technologies at a network level.
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In the final chapter, the work performed within the Physical Simulation
Environment (PSE) of the Telecom Infra Project consortium for the devel-
opment of a vendor agnostic quality of transmission estimator have been
described, and the related validation over multi-vendor commercial equip-
ment in collaboration with Microsoft have been shown.
5.2 Next steps
There are several possible future evolutions for the topics tackled in this
thesis. Starting from the GGN model, it will be interesting to derive closed-
form formulae to make the model much more computationally efficient. A
possible approach to make this feasible would be to consider closed form
solutions for the SRS-induced tilt, as for example the one described in [176].
Starting from that, a natural step for evolving this would be the derivation
of optimal power profile for SNR maximization across the full optical band,
C+L systems.
With respect to SNAP, an interesting research opportunity is represented
by the matching of SNAP obtained results with theoretical investigations of
network blocking phenomena, especially under QoT constraints. Another
interesting set of studies with respect to SNAP would be a simplified deriva-
tion of network bottlenecks, in order to steer the topological design without
the need for SNAP-based traffic allocations, in a purely offline way.
Another relevant topic that could be of interest for future studies is
related to the assessment of filtering penalties due to cascaded filtering
for enhancement of QoT-E predictions, as well as SNAP based analyses.
Finally, the more interesting field of study is related to the extension of
the OLE with more accurate modeling options such as the GGN-model, and
the integration of it in network orchestrator. Such effort is ongoing, as a
collaboration with the OpNear lab in UTD is currently active to achieve this
goal. While the software integration is now getting finalized, we are working,
as of today, towards the development of a real demonstration of a QoT aware
orchestrator, showing how QoT awareness can bring advantage in network
5.2 Next steps 119
flexibility with respect to failure and disaster recovery and automation of
network operations.
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Appendix A
Physical Layer Parameters and
Topology References
In this appendix, the typical parameters for physical layer components and
the network topologies used throughout the thesis will be listed.
A.1 Fiber types
In this section, the propagation parameters for different fiber types are re-
ported. Typical fiber parameters are reported in Tab.A.1 for Standard Single
Mode Fiber (SSMF), Non-Zero Dispersion Shifted Fiber (NZDSF), and Pure
Silica Core Fiber (PSCF). , and Corning SMF-28e+ commercial SMF.
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A.2 Network Topologies
The different network topologies considered in this thesis are depicted in
the following figures. Their main topological characteristics are reported in
Tab. A.2. The considered topologies are depicted in Fig. A.1-Fig. A.5. Fiber
types, unless reported on the figure, are detailed in the body of the thesis.
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Fig. A.4 Telecom Italia topology. Fig. A.5 Metro Network topology.
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A.3 BER vs SNR for different modulation format
In this section, BER vs SNR performance curves for different PM-M-QAM
modulation formats are reported. The curves are based on the well-known
formulae for AWGN channel performance estimation [70]. The curves are
reported in Fig. A.6 and they are used in this thesis to derive SNR sensitivity
requirements for different modulation format at a given pre-FEC BER level.
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Fig. A.6 BER vs SNR for different modulation formats on AWGN channel.
Appendix B
Analytical derivation of the
GGN-model.
The derivation of the GGN-model follows the method already exploited in
deriving the GN-model detailed described in [88], so assuming to analyze
the propagation of Gaussian distributed spectral components. Then, in
addition to [88] hypotheses, we suppose frequency/space variation of power
profile in fiber spans. As in [88], we develop the model exploiting the single-
polarization wave equation in fibers – the nonlinear Schrödinger equation
(NLSE) – then, we generalize the results including polarization relying on the
Manakov equation (ME), i.e., on the dual-polarization NLSE with random
birefringence – and consequent PMD effect – averaged out. It has been
shown that the ME can be reliably used far beyond its validity bandwidth in
case of propagation of Gaussian distributed and depolarized signals [114],
[178], so this will be the validity scenario for the GGN-model.
The nonlinear Schrödinger equation (NLSE), in the frequency domain,
has the following form:
∂zE(z, f) = [g(z, f) − jβ(f)]E(z, f) +QNLI(z, f) (B.1)
where z is the propagation direction, E(z, f) is the Fourier transform of the
propagating modal amplitude, ∂z is the partial derivative of E(z, f) with
respect to z, β(f) is the dispersion coefficient, g(z, f) is the profile of amplitude
evolution of modal amplitude that may vary with respect to both z and f,
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QNLI(z, f) is the nonlinear term determined by the Kerr effect that is given
by:
QNLI(z, f) = −jγE(z, f) ∗ E∗(z,−f) ∗ E(z, f) . (B.2)
where "∗" is the convolution operator. according to the theory of differential
equation, the formal solution of Eq. B.1, i.e., of the evolution of the Fourier
transform of the modal amplitude vs. z, has the following form:
E(z, f) = eΓ(z,f)
∫ z
0
e−Γ(ζ,f)QNLI(ζ, f)dζ + eΓ(z,f)E(0, f) (B.3)
where Γ(z, f) is given by:
Γ(z, f) =
∫ z
0
−jβ(f) + g(ζ, f)dζ = −jβ(f)z+
∫ z
0
g(ζ, f)dζ (B.4)
We can subdivide E(z, f) solution of Eq. B.3 as the sum of two components:
ELIN(z, f) considering linear propagation effects only (g(z, f) − jβ(f)), and
ENLI(z, f) considering the impairment of Kerr effect and its interaction with
linear propagation. Therefore,
E(z, f) = ENLI(z, f) + ELIN(z, f) , (B.5)
where the linear component ELIN(z, f) is:
ELIN(z, f) = eΓ(z,f)E(0, f) , (B.6)
and the nonlinear component ENLI(z, f) is:
ENLI(z, f) = eΓ(z,f)
∫ z
0
e−Γ(ζ,f)QNLI(ζ, f)dζ (B.7)
In general, the formal solution of Eq. B.3 for the modal amplitude evo-
lution is useful to observe the two contributes – linear and nonlinear – to
propagation impairments, but cannot be practically exploited, because the
unknown function E(z, f) is also in the right side term of Eq. B.3 being the
cause of QNLI(z, f) as clearly displayed by Eq. B.2.
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Perturbative Approach on the nonlinear Impairment
In silica fibers, the strength of Kerr effect is much less intense of impairments
of linear propagation, mainly given by chromatic dispersion. So, we are
legitimate to exploit a perturbative approach for which ENLI(z, f) is indeed a
perturbation of ELIN(z, f). Consequently, we may assume that the nonlinear
term defined in Eq. B.2 is induced only by the linear component ELIN(z, f) of
the modal amplitude E(z, f). Such an approximation yields to not considering
the second-order effects, i.e., the nonlinear effects induced by ENLI(z, f). So,
practically, the perturbative approach implies to use the following form for
QNLI(z, f) in place of the exact one of Eq. B.2:
QNLI(z, f) = −jγELIN(z, f) ∗ E∗LIN(z,−f) ∗ ELIN(z, f) . (B.8)
As the convolution operator is defined as:
x(t) ∗ h(t) =
∫∞
−∞ x(τ)h(t− τ)dτ , (B.9)
we can expand Eq. B.8 in the following form:
QNLI(z, f) =
= −jγ
[∫+∞
−∞ eΓ(z,f1)eΓ
∗(z,f1−f)E(0, f1)E∗(0, f1 − f)df1
]
∗
∗
[
eΓ(z,f)E(0, f)
]
(B.10)
= −jγ
∫∫+∞
−∞ eΓ(z,f1)eΓ
∗(z,f1−f2)eΓ(z,f−f2)·
· E(0, f1)E∗(0, f1 − f2)E(0, f− f2)df1df2 (B.11)
= −jγ
∫∫+∞
−∞ eΓ(z,f1)+Γ
∗(z,f1−f2)+Γ(z,f−f2)·
· E(0, f1)E∗(0, f1 − f2)E(0, f− f2)df1df2 (B.12)
= −jγ
∫∫+∞
−∞ A(z, f)·
· E(0, f1)E∗(0, f1 − f2)E(0, f− f2)df1df2 (B.13)
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where A(z, f) is:
A(z, f) =
= exp
(∫ z
0
−j[β(f1) −β(f1 − f2) +β(f− f2)]+
+ [g(ζ, f1) + g(ζ, f1 − f2) + g(ζ, f− f2)]dζ
)
. (B.14)
Then, inserting Eq. B.4 in Eq. B.7 we get the following expression for the
perturbation ENLI(z, f):
ENLI(z, f) =
= e−jβ(f)ze
∫z
0 g(ζ,f)dζ·
·
∫ z
0
ejβ(f)e−
∫ζ
0 g(z1,f)dz1QNLI(ζ, f)dζ
= e−jβ(f)ze
∫z
0 g(ζ,f)dζI(z, f) (B.15)
where I(z, f) is:
I(z, f) =
= −jγ
∫∫+∞
−∞ E(0, f1)E∗(0, f1 − f2)E(0, f− f2)∫ z
0
exp(+jβ(f)ζ)
A(ζ, f) exp
(
−
∫ζ
0
g(z1, f)dz1
)
dζdf1df2 (B.16)
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Substituting in Eq. B.15 the expression of I(z, f) we obtain the following
expression for the nonlinear perturbation introduced by the Kerr effect:
ENLI(z, f) =
= e−jβ(f)ze
∫z
0 g(ζ,f)dζI(z, f)
− jγ
∫∫+∞
−∞ E(0, f1)E∗(0, f1 − f2)E(0, f− f2)∫ z
0
exp(+jβ(f)ζ)
A(ζ, f) exp
(
−
∫ζ
0
g(z1, f)dz1
)
dζdf1df2 . (B.17)
Note that Eq. B.17 relies on the only approximation of Kerr effect being
a perturbation of linear propagation and does include frequency/space
variations of loss and gain as g(ζ, f) in addition to frequency variations of
the propagation constant β(f).
NLI Power Spectral Density
In this section, we rely on the same signal form – depolarized and Gaussian
signals – and follow the same procedure of [88] to derive the power spectral
density GNLI(z, f) of ENLI(z, f), that is assumed to be a Gaussian random
process. Specifically, using Eq. 16 of [88], one can write the NLI field as
ENLI(z, f) = −jγf
3
2
0 e
−jβ(f)ze
∫z
0 g(ζ,f)dζ·
+∞∑
i=−∞ δ(f− if0)
∑
m,n,k∈A˜i
√
GTX(mf0)GTX(nf0)GTX(kf0)·
ξmξ
∗
nξk
∫ z
0
exp[−Γ(ζ, (m−n+ k)f0) + Γ(ζ,mf0)+
+ Γ∗(ζ,nf0) + Γ(ζ,kf0)]dζ (B.18)
where f0 is a divider of the symbol rate, ξ is a complex Gaussian random
variable and δ(f) is the Dirac delta function. A˜i represents the set of all
triples (m,n,k) such that m − n + k = i and m ̸= n or k ̸= n. This set
identifies all non degenerate fourwave mixing components, as detailed in
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[88]. Following the same averaging procedure of Sec. IV (D) of [88], one
obtains the following expression for the single polarization expression of the
power spectral density of the NLI noise, i.e.
G
sp
NLI(z, f) = 2γ
2f30
∣∣∣∣exp [∫ z
0
g(ζ, f)dζ
]∣∣∣∣2 ·
+∞∑
i=−∞ δ(f− if0)
∑
m
∑
k
GTX(mf0)GTX(kf0)·
GTX((m− i+ k)f0)
∫ z
0
exp[−Γ(ζ, if0)+
+ Γ(ζ,mf0) + Γ∗(ζ, (m− i+ k)f0) + Γ(ζ,kf0)]dζ (B.19)
Similarly, considering a dual polarization signal, following the exact
derivation of the previous section and the averaging procedure of Sec.IV (E)
in [88] one can write the PSD of the NLI noise generated by dual-polarization
signals as
GNLI(z, f) =
16
27
γ2f30
∣∣∣∣exp [∫ z
0
g(ζ, f)dζ
]∣∣∣∣2 ·
+∞∑
i=−∞ δ(f− if0)
∑
m
∑
k
GTX(mf0)GTX(kf0)·
GTX((m− i+ k)f0)
∫ z
0
exp[−Γ(ζ, if0)+
+ Γ(ζ,mf0) + Γ∗(ζ, (m− i+ k)f0) + Γ(ζ,kf0)]dζ (B.20)
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Then, taking the limit of Eq. B.20 for f0 → 0, such expression can be written
as:
GNLI(z, f) =
=
16
27
γ2
∣∣∣e∫z0 g(ζ,f)dζ∣∣∣2 ·
·
∫∫+∞
−∞ GTX(f1)GTX(f2)GTX(f1 + f2 − f)·
·
∣∣∣∣∫ z
0
e+j[β(f1+f2−f)−β(f1)+β(f)−β(f2)]ζ ·
· e+
∫ζ
0 g(z1,f1)−g(z1,f)+g(z1,f2)+g(z1,f1+f2−f)dz1dζ
∣∣∣2 ·
· df1df2 . (B.21)
To compact the expression, we introduce the following function ρ(z, f) that
considers the evolution of the modal amplitude vs. z for each spectral
component f:
ρ(z, f) = e
∫z
0 g(ζ,f)dζ . (B.22)
This expression may include the effect of frequency variation of loss coeffi-
cient, of SRS-induced crosstalk and of distributed amplification.
Exploiting the linearity of the integral operator and the properties of the
exponential function, we can rewrite the Eq. B.21 as:
GNLI(z, f) =
=
16
27
γ2ρ(z, f)2·
·
∫∫+∞
−∞ GTX(f1)GTX(f2)GTX(f1 + f2 − f)·
·
∣∣∣∣∫ z
0
e+j[β(f1+f2−f)−β(f1)+β(f)−β(f2)]ζ ·
· ρ(ζ, f1)ρ(ζ, f1 + f2 − f)ρ(ζ, f2)
ρ(ζ, f)
dζ
∣∣∣∣2 df1df2 . (B.23)
Finally obtaining the following expression for the NLI PSD that is the
also the final expression of the generalized Gaussian noise model for NLI
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generated by a single fiber span.
GNLI(z, f) =
=
16
27
γ2ρ(z, f)2
∫∫+∞
−∞ GTX(f1)GTX(f2)GTX(f1 + f2 − f)·
·
∣∣∣∣∫ z
0
e+j∆β(f1,f2,f)ζ∆ρ(z, f, f1, f2)dζ
∣∣∣∣2 df1df2 (B.24)
where ∆ρ is given by
∆ρ(z, f, f1, f2) =
ρ(ζ, f1)ρ(ζ, f1 + f2 − f)ρ(ζ, f2)
ρ(ζ, f)
(B.25)
The use of Eq. B.24 in multi-span links is straightforward as for the GN-model.
and ∆β
∆β(z, f, f1, f2) = [β(f1 + f2 − f) −β(f1) +β(f) −β(f2)]z (B.26)
that can be further expanded as
∆β(z, f, f1, f2) = 4π2(f1 − f)(f2 − f)[β2 + πβ3(f1 + f2)]z (B.27)
as detailed described in Eq. G.2 of [88]. Eq. B.24 can be also expanded
to be used with coherent accumulation with spans inserting the "phased-
array" factor, or relying on the incoherent accumulation simply adding up
independently NLI generated by each fiber span.
