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Mantle convection is the principal control on the thermal and geologi-
cal evolution of the earth, including the motion of the tectonic plates, which
in turn influences earthquakes, tsunamis, and volcanic eruptions. This system
is governed by the equations for balance of mass, momentum, and energy for
a viscous incompressible non-Newtonian fluid. Taking present-day tempera-
tures as given, the time dependence can be neglected, eliminating the energy
equation. In this case, the physics of the mantle are modeled by the Stokes
equation with nonlinear rheology (the so-called forward problem). This dis-
sertation focuses on solving the mantle convection inverse problem governed
by the nonlinear Stokes forward problem with full nonlinear rheology, with
an infinite-dimensional adjoint-based inversion method. The need for inverse
methods in the study of mantle convection stems from the fact that the con-
stitutive parameters are subject to uncertainty.
Inversion for nonlinear rheology parameters presents considerable dif-
ficulties, which are explored in this dissertation. A spectral analysis of the
vi
Hessian operator is performed to investigate the ill-posedness of the inverse
problem. The general form of the numerical eigenvalues is found to agree with
that of the theoretically-derived ones (based on a model 1D Stokes problem),
both of which collapse rapidly to zero, suggesting a high degree of ill-posedness.
This motivates the use in this thesis of regularizations that are of Tikhonov
type (favoring smooth viscosity) and total variation type (favoring piecewise-
smooth viscosity). In addition, the eigenfunctions of the Hessian indicate that
increasingly smaller length scales of viscosity are increasingly less observable,
and that resolution decays with depth.
The wide range of spatial scales of interest (varying from 1 km scale
associated with plate boundaries to 104 km global scales) prompts the use of
adaptive mesh refinement in a parallel framework. The results show that both
higher levels of nonlinearity and larger orders of magnitude of variation in the
viscosity cause the inverse problem to be more ill-conditioned, increasing the
difficulty of solving the inverse problem. Despite the severe ill-posedness of the
inverse problem, stemming from the small number of observations compared to
large number of degrees of freedom of the viscosity parameters, with the correct
regularization weight and the right type of regularization, it is possible to
reasonably infer information about the viscosity of the mantle, particularly in
shallow regions. A number of 2D and 3D inversions are shown to demonstrate
these capabilities.
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Chapter 1
Introduction
Mantle convection is the principle control on the thermal and geological
evolution of the earth, including the motion of the tectonic plates [24], which
in turn influences earthquakes, tsunamis, and volcanic eruptions. The study
of mantle convection is relatively young and much is yet to be discovered. A
recent National Academies report declared mantle convection as one of the
top ten challenges in earth sciences, stating that
“... despite continuing advances, we still cannot uniquely describe
Earth’s mantle structure or explain in any detail how the core and
mantle work, why Earth differs from other planets, or how it may
change in the future” [26].
1.1 Basics of mantle convection
The interior of the earth is divided into layers, one of which is the
mantle, the highly viscous layer between the crust and the outer core. The
temperature of the mantle ranges from 300◦ C to 1700◦ C within the upper
boundary with the crust to over 4000◦ C at the core-mantle boundary. This
temperature difference drives the convective circulation of the mostly solid
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mantle. Warm material ascends from the core-mantle boundary, cools by
the conduction of heat into the oceans and atmosphere at a rate of about
1012 Joules per second, and then descends from the boundary with the crust.
Typical material velocities are about 5 cm/yr, with the “round-trip” journey
taking about 300 million years [26]. There have been attempts to study the
mantle directly (Project Mohole (1961) [10], The Integrated Ocean Drilling
Program (2005), and the Center for Deep Earth Research (2007)), but for the
most part, the interior is inaccessible to direct study and must be understood
with indirect observations, experimental studies, and theoretical models.
There are many unanswered questions regarding basic concepts of how
the mantle convects. It is currently unknown if mantle convection occurs
through the entire mantle or in layers. Most geophysical evidence and numer-
ical models point towards whole-mantle convection, while chemical differences
between hot spots and mid-ocean ridges suggest the lower mantle convects
separately from the upper mantle [26]. Accepted models today are hybrid
which have slabs (convective downwellings) penetrating 660 km in depth (e.g.
[31]) but with chemical heterogeneity in the lowermost mantle (e.g. [60]). The
exact relationship of the viscosity of the mantle with depth and temperature
is debated, though viscosity tends to be higher at greater depths [49], and
different viscosity models have been studied for their accuracy in predicting
plate movement [34].
Mantle convection models can be validated by a wide variety of data.
Measurements of tectonic plate motions yield surface velocity observables; this
2
along with a present-day interior temperature field (inferred from seismic imag-
ing [55]) will be the data used in this study. Other data that have been used
in previous studies include glacial isostatic adjustment [49], free-air gravity
anomalies, topography on the core-mantle boundary, and topography at the
surface [29].
1.2 Scope of research
Descending plates, volcanism, and earthquakes are all phenomena that
can be more deeply comprehended if mantle convection is better understood
[61]. We have models of mantle convection in the form of balance of mass,
momentum, and energy, but there are uncertainties in these models. Both
the initial temperature condition and the constitutive law parameters are not
well known under the low strain rates of mantle convection. However, the
introduction of data from measurements of tectonic plate motions and seismic
velocity images leads to the use of inversion to better estimate the models’ un-
certainties. Current inversion methods have been used only for simple viscosity
models (linear viscosities that are radially stratified); I address inversion of a
more complex, more realistic, nonlinear rheology, with the goal of determining
constitutive parameter fields that are consistent with observations.
1.3 Background work
In this section I review background work on inverse problems in man-
tle convection. Since mantle heterogeneity at any moment in time is highly
3
sensitive to the earlier (initial) condition [15], the full time-dependent man-
tle convection model is most often used and the temperature initial condition
is sought by inversion of final temperature “observations” and possibly sur-
face velocities. Liu, Spasojevic, and Gurnis [48] concluded that current data
have a stronger dependence on past tectonic events than previously believed.
While studying inversion for the initial temperature field, they found that the
initial guess of the initial condition greatly affected the final solution. They
concluded that solutions based on a simple backward integration of the en-
ergy equation from the present “observed” temperature assuming no diffusion
had smaller residuals than solutions based on arbitrary guesses. It has been
found that the adjoint approach (i.e. solving the full inverse problem) to re-
constructing the initial temperature field is preferred over neglecting diffusion
and time-stepping the convection equation backwards ([16], [43]).
Ismail-Zadeh, Korotkii, Schubert, and Tsepelev have studied the use of
variational data assimilation (VAR) [43], and the quasi-reversibility method
(QRV; addition of a product of a higher-order temperature derivative and
a regularization parameter to the backwards advection-diffusion equation for
stabilization purposes) [41] and compared the two to backwards advection
(BAD; neglect of diffusion in the backwards advection-diffusion equation) [42].
They performed synthetic case studies by choosing an initial condition, using
the forward problem to solve for the “present” time, and then inverting this
“data” to estimate the initial condition. They found that the VAR method
was the most accurate, while the BAD method gave a poor reconstruction of
4
the initial temperature. It was noted that the QRV method did not require
additional smoothing of the input data or filtering of the temperature noise as
did the VAR method. They concluded that the BAD method can be employed
only in advection-dominated mantle flow, while the VAR and QRV methods
can be used for either advection- or diffusion-dominated flow. Their evaluation
concluded that the VAR method was the most accurate but has problems with
noise if the data and numerical solutions are not properly smoothed; the QRV
method can be applied to both smooth and non-smooth data.
Furthermore, first results are now being reported for inversion for vis-
cosity parameters, but these studies are limited to linear rheologies and sev-
eral constant parameters (as opposed to spatially-varying fields). Forte and
Mitrovica [29] used Occam-style inversion [25] to invert for a depth-dependent
viscosity using gravity anomalies, plate divergence, and core-mantle boundary
ellipticity as data. They not only found a higher viscosity in the lower man-
tle, but found two local maxima, one near a depth of 1000km and one near
a depth of 2000km. They followed these findings by comparing the outputs
of their mantle convection model with their computed viscosity and with a
two-layer constant viscosity; they found the two-layer representation of the
viscosity provided a poor fit to the convection data. Liu and Gurnis [47] used
inverse theory to invert for the temperature initial condition, two viscosities
(upper and lower), and the temperature scaling (the rate of increase in tem-
perature with depth due to the compression of weight from rock above) from
dynamic topography (deformation of the Earth’s surface due to upwellings
5
and downwellings from mantle flow) and present temperatures (from seismic
tomography) and achieved accurate results in synthetic experiments. Inver-
sion for rheology parameters has been carried out in related fields such as
ice sheet modeling [46, 53], which is composed of equations similar to mantle
convection.
This dissertation solves the mantle convection inverse problem with full
nonlinear rheology, which is important for a realistic representation of the be-
havior of the lithosphere. Taking present-day temperatures (as revealed by
seismic tomography) as given, I can neglect the time-dependence and focus
on present day behavior, and invert for nonlinear constitutive parameters. In
future extensions I will consider the time-dependent inverse problem, which
incorporates additional data (historical plate motions) and add the initial con-
dition as an inversion field.
Inversion for nonlinear rheological parameters presents considerable dif-
ficulties. The forward problem alone is a “petascale” computational problem
([1, 2, 17–19]) due to the highly nonlinear rheology, the ill-conditioning due to
heterogeneous (in particular, orders of magnitude of variation) viscosity, the
large scale of the problem, and the wide range of spatial scales of interest (vary-
ing from 1 km scale associated with plate boundaries to 104 km global scales).
The heterogeneity and wide range of spatial scales motivate adaptive mesh
refinement methods, which can produce several orders of magnitude reduction
in the number of degrees of freedom, yet introduce complexity into the forward
solver. The forward problem is an “inner iteration” for the inverse problem, to
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be solved repeatedly until convergence. Inversion adds the challenge of invert-
ing for rheological parameters in a highly nonlinear constitutive equation. Not
only are the state equations large-scale (describing convection cells potentially
on the order of the depth of the mantle), but possibly the inversion param-
eters are as well. In addition to these difficulties, inverse problems typically
are ill-posed and require careful regularization that seeks to annihilate the null
space of the inverse operator (which contains the unrecoverable components)
while preserving the range space (which contains the information provided by
the data).
For discretization I use continuous Galerkin finite elements in space for
the nonlinear Stokes equation. In the future extension of the time-dependent
inverse problem, I plan to employ discontinuous Galerkin finite elements on
the energy equation (an advection-diffusion equation), in conjunction with a
Crank-Nicolson scheme in time. I have studied gradient consistency for an
advection inverse problem [30]; gradient consistency is discussed for the in-
verse problem with present-day observations, and will be applied in the future
extension to the time-dependent inverse problem. One major algorithmic is-
sue for the inversion is the use of adaptivity in the inverse problem, which
is essential for capturing the wide range of length scales associated with the
nonlinear rheology.
My inverse mantle convection code is built on the finite element library
deal.II [8], linked to Trilinos [38] (for the use of GMRES and AMG), PETSc
[5] and TAO [50] (for the BFGS solver), and p4est [20] (for the parallel mesh
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handling). My work includes the following. I begin in Chapter 2 by setting up
the mantle convection inverse problem. In Chapter 3, the spectrum of the Hes-
sian is analyzed theoretically and numerically for a simplified stream function
formulation of the inverse problem. In Chapter 4, I describe the discretization
chosen for the inverse problem and discuss gradient consistency, both for the
advection inverse problem and inverse mantle convection. Methodology for the
forward problem, including verification experiments and parallel performance
are given in Chapter 5. Chapter 6 details the methodology for the inverse
problem, parallel performance, a discussion on choosing regularization param-
eters, and visualization of the objective functional. Chapters 7 and 8 show
inversion results in 2D and 3D for many test examples. Finally, conclusions
on the work performed are drawn, and possible extensions are discussed in
Chapter 9.
My contributions to the three CSEM areas are as follows.
Applicable Mathematics (Area A): I analyze the spectrum of the
mantle convection inverse operator (i.e. the Hessian) in order to understand
the nature of the ill-posedness of the inverse problem. This will also help
in the design of future regularization operators, and in the design of future
preconditioners for the Hessian. Gradient consistency associated with writing
optimality conditions first and then discretizing versus discretizing the problem
first and then writing optimality conditions for an advection inverse problem
is also studied.
Numerical Analysis and Scientific Computation (Area B): A
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number of topics that are crucial to successful numerical solution of mantle
convection inverse problems are addressed. I dealt with ill-conditioning due
to high orders of magnitude of variation in the viscosity and the wide range
of spatial scales of interest through the use of a Schur compement precondi-
tioner and careful regularization. Upfront adaptive mesh refinement was used
to reduce the cost of the solution of the problem. I also excuted a parallel
implementation of the inversion framework and performed an analysis of its
scalability.
Mathematical Modeling and Applications (Area C): Descending
plates, volcanic action, and earthquakes are all phenomena that can be more
deeply comprehended if mantle convection is better understood. Current in-
version methods have been used only for simple constitutive models; I address
inversion of a more complex, more realistic, nonlinear rheology, with the goal
of determining constitutive parameter fields that are consistent with observa-
tions. This leads to the creation of rheological models for mantle convection
that better assimilate observational data, and ultimately this will result in
more faithful predictions.
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Chapter 2
Inverse problem of mantle convection
Mantle convection is governed by the equations for balance of mass,
momentum, and energy for a viscous incompressible non-Newtonian fluid. In
this chapter, I first state the inverse problem and then use calculus of varia-
tions to find the corresponding optimality conditions for the continuous inverse
problem. I then reduce the inverse problem to a form that uses knowledge of
present-day temperatures and inverts velocity observations for constitutive pa-
rameters within the Stokes model.
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2.1 Forward problem
The nondimensional time-dependent equations for balance of mass, mo-
mentum, and energy for a mantle [63] are
∇ · u = 0, x ∈ Ω, t ∈ [0, tF ], (2.1.1a)
−∇ · S = ξRaTer, x ∈ Ω, t ∈ [0, tF ], (2.1.1b)
∂T
∂t
+∇ · (uT )−∇2T = γ, x ∈ Ω, t ∈ [0, tF ], (2.1.1c)
T (x, 0) = T0, x ∈ Ω, (2.1.1d)
u · n = 0, x ∈ Γ, t ∈ [0, tF ], (2.1.1e)
T = Tc, x ∈ Γc, t ∈ [0, tF ], (2.1.1f)
T = Tf , x ∈ Γf , t ∈ [0, tF ], (2.1.1g)
n× n× Sn = 0, x ∈ Γ, t ∈ [0, tF ], (2.1.1h)
where Ω denotes the spatial domain occupied by the mantle; Γ is the boundary
of Ω which contains both the free outer surface boundary Γf and the core-
mantle boundary Γc; u is the velocity; p is the pressure; η is the temperature-
and strain-rate-dependent effective viscosity; T is the temperature;
S = −pI + η(T,u) (∇u+∇uT) is the Cauchy stress tensor; γ is the internal
heat generation; er is the unit vector in the radial direction; ξ =
R30
D3
; Ra is
the Rayleigh number that controls the vigor of convection and is defined as
Ra = αρ0g∆TD
3/(κη0), where α, ρ0, η0, and κ are the reference coefficient
of thermal expansion, density, viscosity, and thermal diffusivity, respectively;
∆T is the temperature difference across the mantle with thickness D; R0 is
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the radius of the Earth; g is the gravitational acceleration; T0 is the initial
temperature field; tF is the final (present) time; and Tf and Tc are constants.
We neglect any possible chemical interaction at the core-mantle boundary [26].
I assume the viscosity takes the form
η(T,u) = c(x) exp(VE(0.5− T ))e˙
1−n(x)
2n(x) ,
where VE =
Ea
R∆T
is the nondimensional activation energy, where Ea is the
activation energy and R is the universal gas constant; e˙ is the second invariant
of the deviatoric strain rate tensor (e˙ = 1
2
ε˙′ : ε˙′); and ε˙′ = 1
2
(∇u+∇uT) for
incompressible media [14]. The dependence of the viscosity on temperature
and the second invariant of the deviatoric strain rate tensor [54] is found by
laboratory olivine deformation experiments (see, e.g. [40]). These experiments
show that viscosity depends on strain rate. Since strain rate is a tensor and
viscosity is a scalar, viscosity must depend on an invariant of the strain rate
tensor. Since the first invariant is identically zero, and the third invariant is
difficult to study in the lab, so the dependence of (effective) viscosity on strain
rate is posited to be on the second invariant.
2.2 Inverse problem
The focus of this dissertation is on the inverse problem, which stems
from the uncertainty in the constitutive parameters and initial temperature.
(In fact, the form of the viscosity itself is debated; this question is left for future
research.) This leads to an inverse problem in which I will use observed present-
day surface velocities as data and invert for the constitutive parameters and
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initial temperature. The inverse problem is to minimize an objective functional
F with respect to u, c(x), n(x), and T0 subject to the forward problem 2.1.1,
where
F =
1
2
∫ tF
0
∫
Γf
|n× n× u− uobs|2 dxdt+ 1
2
∫
Ω
(T (tF )− Tobs)2dx
+
βc
2
∫
Ω
(∇c ·∇c+ 2(1− ζc)c)ζc dx+
βn
2
∫
Ω
(∇n ·∇n+ 2(1− ζn)n)ζn dx
+
βT
2
∫
Ω
(∇T0 ·∇T0) dx.
The first term represents the misfit between the observed and predicted tan-
gential velocity fields integrated over the free surface. The second term min-
imizes the difference between the observed and computed final temperature
throughout space. Inverse problems governed by elliptic PDEs are typically
ill-posed, i.e. the first two terms in F are insufficient to uniquely determine
the inversion parameters (see [9]). Therefore, in the remaining three terms
of F, I impose regularization on the constitutive parameter functions and the
initial temperature condition, where βc, βn, βT , c, and n are regularization
parameters. I use a variational regularization method [62] for all three terms,
and the regularization for the constitutive parameters allows a choice between
Tikhonov regularization (ζc,n = 1) and total variation (ζc,n =
1
2
) depending on
the desired smoothness of the parameter field. Total variation regularization
allows estimated parameter field to be piecewise smooth; this is important
for the mantle convection problem because these constitutive parameters may
vary spatially and are known to have jumps at interfaces. The regularization
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term for T0 is Tikhonov regularization; I do not expect jumps in the initial
temperature.
2.3 Inverse mantle convection with present-day obser-
vations
The time-dependent inverse mantle convection problem derived in Sec-
tion 2.2; I reduce the problem by considering the inverse mantle convection
problem with present-day observations. In the forward problem, I assume
that present-day temperature T is given. This eliminates the energy equa-
tion and leaves the steady Stokes problem, resulting in the following inverse
problem: Minimize F with respect to u, c(x) and n(x) subject to the following
constraints,
∇ · u = 0, x ∈ Ω, (2.3.1a)
−∇ · (−pI + η(T,u) (∇u+∇uT)) = ξRaTer, x ∈ Ω, (2.3.1b)
u · n = 0, x ∈ Γ, (2.3.1c)
n× n× Sn = 0, x ∈ Γ, (2.3.1d)
where
F =
1
2
∫
Γf
|n× n× u− uobs|2 dx+ βc
2
∫
Ω
(∇c ·∇c+ 2(1− ζc)c)ζc dx
+
βn
2
∫
Ω
(∇n ·∇n+ 2(1− ζn)n)ζn dx
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and η(T,u) = c(x) exp(VE(0.5− T ))e˙
1−n(x)
2n(x) . For simpler notation, define
|∇c|ζc = ∇c ·∇c+ 2(1− ζc)c,
|∇n|ζn = ∇n ·∇n+ 2(1− ζn)n.
2.4 Optimality conditions
In this section I construct the Lagrangian function L for the inverse
problem with present-day observations using the Lagrange multipliers v and
q to weakly enforce the constraints:
L = L(u, p, q,v, c, n)
= F +
∫
Ω
[−p∇ · v + 2η (D(v) : D(u))− v · ξRaTer] dx
−
∫
Ω
q∇ · udx,
where D(u) = 1
2
(∇u + ∇uT). The Lagrange multipliers v and q are also
interpreted as the adjoint velocity and adjoint pressure, respectively. The
optimality conditions are found by setting the variation of L with respect to
the adjoint variables v and q, the state variables u and p, and the control
variables c and n equal to zero and finding a solution (u, p, q,v, c, n) that
satisfies all three of these systems at once. Define the space H∗ := {u ∈
[H1(Ω)]
d
: u · n = 0 ∀ x ∈ Γ}, where d is the dimension of the domain Ω. We
require u,v ∈ H∗, q, p ∈ L2(Ω), where L2(Ω) is the space of functions that are
square integrable over Ω, and c, n ∈ H1(Ω). Requiring stationarity of L with
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respect to q and v yields the state equations:
∇ · u = 0, x ∈ Ω, (2.4.1a)
−∇ · (−pI + η(T,u) (∇u+∇uT)) = ξRaTer, x ∈ Ω, (2.4.1b)
u · n = 0, x ∈ Γ, (2.4.1c)
n× n× Sn = 0, x ∈ Γ. (2.4.1d)
Define the adjoint Cauchy stress tensor Sˆ = −qI + η(T,u)(∇v + ∇vT).
Requiring stationarity of L with respect to u and p yields the adjoint equations:
∇ · v = 0, x ∈ Ω, (2.4.2a)
−∇ · Sˆ −∇ ·
((
1− n
n
)
η(u)
e˙(u)
D(v) [D(u)⊗D(u)]
)
= 0, x ∈ Ω, (2.4.2b)
v · n = 0, x ∈ Γ, (2.4.2c)
n× n× Sˆn = 0, x ∈ Γ\Γf ,
(2.4.2d)
n× n× Sˆn+ (n× n× u− uobs) = 0, x ∈ Γf .
(2.4.2e)
Requiring stationarity of L with respect to c and n yields the control equations:
βnζn∇ ·
(
|∇n|ζn−1ζn ∇n
)
=
η ln(e˙)
n2
(D(v) : D(u)) , x ∈ Ω, (2.4.3a)
βcζc∇ ·
(
|∇c|ζc−1ζc ∇c
)
= 2
η
c
(D(v) : D(u)) , x ∈ Ω, (2.4.3b)
|∇c|ζc−1ζc ∇c · n = 0, x ∈ Γ, (2.4.3c)
|∇n|ζn−1ζn ∇n · n = 0, x ∈ Γ. (2.4.3d)
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The state equations (2.4.1) are simply the original forward problem for
mantle convection. The adjoint problem (2.4.2) resembles the forward prob-
lem but has some significant differences. The adjoint stress on the boundary
is driven by the negative misfit between the observed and predicted tangen-
tial surface velocity fields, which in turn drives the adjoint flow through the
domain. Finally, the control equations (2.4.3) consist of a diffusion operator
acting on the constitutive parameters along with added terms from dependen-
cies on η. The solution of the state, adjoint, and control optimality system
characterizes at least a stationary point of the constrained optimization prob-
lem. The simultaneous solution of these three systems is a formidable problem;
instead, we eliminate the state (Stokes) equation and adjoint (Stokes) equa-
tion along with the state and adjoint variables to yield the so-called reduced
gradient of F with respect to (c, n). The first-order optimality condition now
requires that this reduced gradient, denoted here g(c, n), which I will refer to
as simply the gradient, vanish, yielding effectively an unconstrained optimiza-
tion problem. In Chapter 6, I will discuss numerical methods for solving this
unconstrained optimization problem.
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Chapter 3
Analysis of the ill-posedness of the inverse
problem
Despite the fact that I solve the inverse problem with a Hessian-free
method, analysis of the reduced Hessian (which I will refer to as simply the
Hessian) is extremely important for better understanding of the behavior of the
inverse problem. In particular, the spectrum of the Hessian ditates the nature
of the ill-posedness of the inverse problem. An important use of the spec-
trum of the Hessian is to tailor preconditioners for the inverse operator based
upon the spectrum of the Hessian. In a future extension where I implement a
Hessian-free Newton-CG solver for the inverse problem, preconditioning will
be vital to improving its efficiency. In this section I derive analytic eigenvalues
and eigenfunctions for the Hessian for a 1D model problem by reformulating
the Stokes problem using the stream function formulation. I verify the ana-
lytic eigenvalues numerically by constructing the Hessian for the Stokes inverse
mantle problem and computing its spectrum.
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3.1 Derivation of the stream function inverse problem
To simplify the problem, I begin with the Stokes inverse problem on
the unit box, inverting for a single parameter η(x), the viscosity. I assume the
viscosity varies only in x, i.e. η(x) = η(x) ∈ H2(Ω). The inverse problem is:
Minimize
F =
1
2
∫
Γt
|n× n× u− uobs|2 dx+ β
2
∫
Ω
∇η ·∇ηdx (3.1.1)
with respect to u and η subject to
∇ · u = 0, x ∈ Ω, (3.1.2a)
−∇ · (−pI + η (∇u+∇uT )) = Tez, x ∈ Ω, (3.1.2b)
u · n = 0, x ∈ Γ, (3.1.2c)
n× n× Sn = 0, x ∈ Γ, (3.1.2d)
where Ω = [0, 1]2 and Γt,Γb,Γr, and Γl are the top, bottom, right, and left
boundaries, respectively. Define the stream function φ(x, z) such that
u =
[−∂φ
∂z
∂φ
∂x
]
.
Note that φ automatically satisfies the continuity equation (3.1.2a).
Objective function
After inserting the stream function definition, the objective function
(3.1.1) becomes
F =
1
2
∫
Γt
(
−∂φ
∂z
− uobs
)2
ds+
β
2
∫
Ω
∇η ·∇ηdx.
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Momentum equation
Substituting the definition of φ in the 2D version of (3.1.2b) gives
∂p
∂x
+ 2η′
∂2φ
∂x∂z
+ η
∂3φ
∂x2∂z
+ η
∂3φ
∂z3
= 0,
∂p
∂z
+ η′
∂2φ
∂z2
− η ∂
3φ
∂x∂z2
− η′∂
2φ
∂x2
− η∂
3φ
∂x3
= T,
where the prime notation indicates a derivative in x. Taking partial derivatives
of each equation (the first with respect to z, the second with respect to x) yields
∂2p
∂x∂z
+ 2η′
∂3φ
∂x∂z2
+ η
∂4φ
∂x2∂z2
+ η
∂4φ
∂z4
= 0,
∂2p
∂x∂z
+ η′′
∂2φ
∂z2
− η ∂
4φ
∂x2∂z2
− η′′∂
2φ
∂x2
− η′∂
3φ
∂x3
− η′∂
3φ
∂x3
− η∂
4φ
∂x4
=
∂T
∂x
.
Subtracting the second equation from the first yields the stream function mo-
mentum equation
−∂T
∂x
= 2η′
∂3φ
∂x∂z2
+ 2η
∂4φ
∂x2∂z2
+ η
∂4φ
∂z4
− η′′∂
2φ
∂z2
+ η′′
∂2φ
∂x2
+ 2η′
∂3φ
∂x3
+ η
∂4φ
∂x4
= η∇4φ+ 2η′∇2∂φ
∂x
+ η′′
(
∂2φ
∂x2
− ∂
2φ
∂z2
)
.
Boundary conditions
Substituting the definition of the stream function in (3.1.2c) gives
∂φ
∂x
= 0, x ∈ Γt,Γb,
∂φ
∂z
= 0, x ∈ Γr,Γl.
Integrating each equation yields
φ = c1(z), x ∈ Γt,Γb,
φ = c2(x), x ∈ Γr,Γl.
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where ci(·) is a function of only that variable, i.e. constant with respect to the
other variable. But the boundary must be a streamline, i.e. φ is constant on
the entire boundary, so we must have φ = c on Γ. Since φ is unique up to a
constant, for simplicity I choose
φ = 0, x ∈ Γ.
Since the leading term in the stream function momentum equation is
fourth order, a second boundary condition is required in order to have a well-
defined problem. As before, substituting the definition of the stream function
in (3.1.2c) gives
∂φ
∂x
= 0, x ∈ Γt,Γb,
∂φ
∂z
= 0, x ∈ Γr,Γl.
The tangential derivatives on each boundary are then zero:
∂2φ
∂x2
= 0, x ∈ Γt,Γb, (3.1.6a)
∂2φ
∂z2
= 0, x ∈ Γr,Γl. (3.1.6b)
This can be written as ∂
2φ
∂n2
= 0 on Γ. Now we also have n× n× Sn = 0 on
Γ, which gives
∂u1
∂z
= 0, x ∈ Γt,Γb,
∂u2
∂x
= 0, x ∈ Γr,Γl.
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Substituting φ gives
∂2φ
∂z2
= 0, x ∈ Γt,Γb, (3.1.8a)
∂2φ
∂x2
= 0, x ∈ Γr,Γl. (3.1.8b)
Adding (3.1.6) and (3.1.8) gives
∇2φ = 0, x ∈ Γ.
Summary of stream function formulation of Stokes inverse problem
Now the inverse problem is: Minimize
F =
1
2
∫
Γt
(
∂φ
∂z
+ uobs
)2
ds+
β
2
∫
Ω
∇η ·∇ηdx
with respect to φ and η subject to
η∇4φ+ 2η′∇2∂φ
∂x
+ η′′
(
∂2φ
∂x2
− ∂
2φ
∂z2
)
= −∂T
∂x
, x ∈ Ω,
φ = 0, x ∈ Γ,
∇2φ = 0, x ∈ Γ.
1D simplification
While the derivation of the Hessian for the above system is not difficult,
finding analytic eigenvalues for said Hessian is a formidable problem. In order
to make infinite-dimensional analysis possible, I reduce the above problem to
a two-point boundary value problem. While the higher dimensionality of the
Stokes flow problem is lost, we shall see that the basic character of the inverse
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problem is preserved. Also, I am interested in analyzing the spectrum of the
Hessian of the data misfit term, so I ignore the regularization term in the
objective. I modify the observations in the 2D problem to be observations at
x = 1 for the 1D problem, uobs(x, 1) = uobs(x). This yields, after re-writing
the momentum equation, the following inverse problem: Minimize
F =
1
2
(φ′(1) + uobs)
2
with respect to φ and η subject to
(ηφ′′)′′ = −T ′, 0 < x < 1,
φ(0) = φ(1) = 0,
φ′′(0) = φ′′(1) = 0,
where the prime notation indicates a derivative in x.
3.2 Optimality conditions
In this section I construct the Lagrangian function L for the inverse
problem using the Lagrange multiplier ψ to weakly enforce the constraints:
L =
1
2
(φ′(1) + uobs)
2
+
∫
Ω
ηψ′′φ′′dx+
∫
Ω
T ′ψdx.
The Lagrange multiplier ψ is also interpreted as the adjoint stream function.
The optimality conditions are found by setting the variation of L with respect
to the adjoint variable ψ, the state variable φ, and the control variable η equal
to zero and finding a solution (φ, ψ, η) that satisfies all three of these systems
at once. I require φ, ψ ∈ H20 (Ω), η ∈ L2(Ω).
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State equation
Requiring stationarity of L with respect to ψ yields the state equation:
Lψ =
∫
Ω
ηψˆ′′φ′′dx+
∫
Ω
T ′ψˆdx,
where ψˆ ∈ H20 (Ω) is the variation of ψ. In strong form, the state equation is
(ηφ′′)′′ = −T ′, 0 < x < 1,
φ(0) = φ(1) = 0,
φ′′(0) = φ′′(1) = 0.
Adjoint equation
Requiring stationarity of L with respect to φ yields the adjoint equa-
tion:
Lφ = (φ
′(1) + uobs) φˆ′(1) +
∫
Ω
ηψ′′φˆ′′dx,
where φˆ ∈ H20 (Ω) is the variation of φ. In strong form, the adjoint equation
is
(ηψ′′)′′ = 0, 0 < x < 1,
ψ(0) = ψ(1) = 0,
ψ′′(0) = 0,
ψ′′(1) = φ′(1) + uobs.
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Control equation
Requiring stationarity of L with respect to η yields the control equation:
Lη =
∫
Ω
ηˆψ′′φ′′dx,
where ηˆ ∈ L2(Ω).
Incremental state equation
The incremental state equation is found by taking variations of Lψ with
respect to φ, ψ, and η:
Lψψ = 0,
Lψφ =
∫
Ω
ηψˆ′′φ˜′′dx,
Lψη =
∫
Ω
η˜ψˆ′′φ′′dx,
where φ˜ ∈ H20 (Ω) and η˜ ∈ L2(Ω) are perturbations of φ and η, respectively.
In strong form, the incremental state equation is(
ηφ˜′′
)′′
= − (η˜φ′′)′′ , 0 < x < 1,
φ˜(0) = φ˜(1) = 0,
φ˜′′(0) = φ˜′′(1) = 0.
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Incremental adjoint equation
The incremental adjoint equation is found by taking variations of Lφ
with respect to φ, ψ, and η:
Lφφ = φ˜
′(1)φˆ′(1),
Lφψ =
∫
Ω
ηψ˜′′φˆ′′dx+
∫
Γ
ηψ˜′′φˆ′ds,
Lφη =
∫
Ω
η˜ψ′′φˆ′′dx,
where ψ˜ ∈ H20 (Ω) is the perturbation of ψ. In strong form, the incremental
adjoint equation is (
ηψ˜′′
)′′
= (η˜ψ′′)′′ , 0 < x < 1,
ψ˜(0) = ψ˜(1) = 0,
ψ˜′′(0) = 0,
η(1)ψ˜′′(1) = φ˜′(1).
Hessian
The Hessian is found by taking variations of Lη with respect to φ, ψ,
and η:
Lηη = 0,
Lηφ =
∫
Ω
ηˆψ′′φ˜′′dx,
Lηψ =
∫
Ω
ηˆψ˜′′φ′′dx.
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The strong form of the action of the Hessian on η˜ is
H [η˜] = ψ′′φ˜′′ + ψ˜′′φ′′.
Further assumptions
In order to simplify the solution of these equations, I construct the
Hessian in the noise-free case (this is equivalent to the Gauss-Newton approx-
imation to the Hessian), i.e. u = uobs, which means that the adjoint stream
function ψ = 0. Since the Hessian is a nonlinear operator (it depends on η),
in order to analyze its spectrum, I choose to do so at η = constant. This gives
the following system of equations in strong form:
State:
ηφ′′′′ = −T ′, 0 < x < 1,
φ(0) = φ(1) = 0,
φ′′(0) = φ′′(1) = 0.
Incremental state:
ηφ˜′′′′ = − (η˜φ′′)′′ , 0 < x < 1,
φ˜(0) = φ˜(1) = 0,
φ˜′′(0) = φ˜′′(1) = 0.
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Incremental adjoint:
ηψ˜′′′′ = 0, 0 < x < 1,
ψ˜(0) = ψ˜(1) = 0,
ψ˜′′(0) = 0,
ηψ˜′′(1) = −φ˜′(1).
Hessian:
H [η˜] = ψ˜′′φ′′.
3.3 Spectrum of the Hessian
Now that I have the explicit form for the action of the Hessian on η˜, I
can find analytic eigenvalues and eigenfunction for the Hessian.
Assume that the temperature field that drives the state equation takes
the form T (x) = cos(kpix), where k = 1, 2, . . . . Then the right hand side of
the state equation is kpi sin(kpix). One can verify that the eigenfunctions of
the Hessian are given by
η˜k(x) = x sin(kpix) (3.3.1)
with eigenvalues
λk =
(−3 + 2k2pi2)
12η4k4pi4
, (3.3.2)
where η is constant throughout the domain. The eigenvalues of the Hessian are
seen to decay rapidly to zero; initially the decay is with the 4th power of the
eigenvalue index, and asymptotically the decay tends to the second power of
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Figure 3.1: Analytic eigenvalues of the Hessian.
the eigenvalue index. Figure 3.1 shows a plot of the eigenvalues of the Hessian,
showing the rapid decay with the index. Thus, the Hessian is a compact
operator, and the inverse problem is strongly ill-posed. The physical argument
behind this spectral behavior is that the data are informative about a handful
of modes of the viscosity (which are given by small values of k). Beyond these
modes that are well-resolved by the data, the remaining modes are associated
with small eigenvalues tending (rapidly) to zero, and thus are not well-resolved
by the data. The implication is that any noise in the observations (which will
be present in any real observation) will lead to unstable inversions in which
modes of the viscosity associated with small eigenvalues amplify the noise in
the data.
Of course, eigenvalues that are small analytically lead to numerical ill-
conditioning, so that the inverse problem is unsolvable without some form of
regularization. Figure 3.2 shows a plot of select analytic eigenfunctions (1st,
2nd, 5th, 20th, and 50th) of the Hessian. Note the the smooth eigenfunctions
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Figure 3.2: Select analytic eigenfunctions of the Hessian.
are associated with large eigenvalues, and the smaller eigenvalues are associ-
ated with more oscillatory eigenvalues. Thus, large length scales (of viscosity)
are well resolved by the data, but smaller length scales are poorly resolved.
This provides justification for Tikhonov regularization, in which more oscil-
latory modes are damped more strongly (for the H1 type of regularization
employed, the damping increases with the square of the k). Similarly, total
variation regularization leads to piecewise penalization of oscillatory modes,
where the damping increases with with square of k within each piece, but
allows jumps in the viscosity at interfaces.
Beyond the dependence of the eigenfunction on the mode number k,
there is also a decay in the eigenfunction with depth. The decay is just linear
in x, whereas the numerical results in the next section indicate a stronger
decay for a 2D problem (so the linear decay is probably an artifact of the 1D
approximation). Nevertheless, the spectral analysis indicates that the ability
to reconstruct the viscosity deteriorates in depth, which is certainly borne out
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by the numerical results in later chapters.
3.4 Numerical spectrum of the Hessian
The eigenpairs derived in Section 3.3 were computed for a 1D model
problem defined by a stream function formulation of the Stokes inverse prob-
lem. In this section I examine the numerical spectrum of the Hessian H from
my inverse code, and I find a decay similar to the eigenvalues derived in Sec-
tion 3.3.
Numerical eigenvalues
I calculated the numerical eigenvalues of the Hessian by explicitly as-
sembling the misfit term of the Hessian by finding its action on the unit vectors.
I inverted for the viscosity as a field throughout the domain where the target
value was η = 1 on a 16 × 16 grid on the domain Ω = [−0.5, 0.5] × [0.5, 1.0],
and a direct solver was used for the linear Stokes solves. Eigenvalues were
calculated for the symmetrized Hessian Hs = 1
2
(H + HT ) due to rounding
errors that cause the H to be slightly non-symmetric. Without regularization,
most of the eigenvalues of H will be close to zero; rounding errors may also
cause some of these to become negative, so only positive eigenvalues of Hs are
examined.
Figure 3.3 shows the numerical eigenvalues for the Hs for this setup.
On a 16 × 16 grid, there are 31 velocity observables on the top surface (due
to the use of quadratic velocity elements where only the tangential compo-
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Figure 3.3: Numerical eigenvalues of the symmetrized Hessian (left) and
zoomed in to the recoverable modes (right).
nent is observed, and the endpoints are constrained in both directions); these
31 recoverable modes are easily distinguishable visually from the remaining
non-recoverable modes. I am interested in how quickly these 31 recoverable
modes decay; a plot of log(λk) versus log(k) is also shown in Figure 3.3. The
first half of these eigenvalues decay at a different rate than the second half. In
particular, the first 15 eigenvalues decay at approximately the third power of
the eigenvalue index, which compares well to the analytic eigenvalues (3.3.2)
at k−4 for small index values and k−2 for large index values, while eigenvalues
16 through 31 decay like the 17th power of the eigenvalue index, much faster
than the analytic k−4. Of the 31 velocity (quadratic) observables, 15 of those
occur at grid nodes, which are in the same location as a control (linear) node,
while the remaining occur in between control nodes. The largest eigenval-
ues correspond to the “more observable” grid node modes, while the smallest
eigenvalues correspond to the “less observable” modes.
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Figure 3.4: Numerical eigenvectors (1st, 2nd, 3rd, 16th, 17th, and 18th) of the
symmetrized Hessian.
Numerical eigenvectors
Using the same setup as for the calculation of the numerical eigen-
values, numerical eigenvectors for Hs are calculated and shown in Figure 3.4
for the 1st, 2nd, 3rd, 16th, 17th, and 18th modes. The first three eigen-
vectors correspond to the “more observable” grid node modes, while the last
three eigenvectors correspond to the “less observable” modes. The eigenvec-
tors become more oscillatory as the index n increases, and they also decay
strongly with depth. This implies that the ability to infer information about
the system decreases with depth. Figure 3.3 shows four eigenvectors that
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correspond to “zero eigenvalues” (34th, 35th, 200th, and 201st). These eigen-
vectors demonstrate the unrecoverable modes, starting with information just
below the boundary to information in the lower mantle.
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Chapter 4
Discretization
In Chapter 2 I formulated the inverse mantle convection problem in
continuous form. In this chapter I present the discrete form of the optimality
conditions. I discretize using continuous Galerkin finite elements (CG-FEM)
on the nonlinear Stokes equation. In a future extension on the time-dependent
inverse problem, I plan to employ discontinuous Galerkin finite elements (DG-
FEM) on the advection-diffusion equation. I have studied gradient consistency
for DG on an advection inverse problem; gradient consistency is discussed for
the inverse problem with present-day observations, and will be applied in the
future to the time-dependent inverse problem.
4.1 Forward problem
Let Ω be represented by a set ofK geometry-conforming non-overlapping
elements Dk. I will use Taylor-Hood elements for the velocity and pressure,
as well as the adjoint velocity and adjoint pressure; the control will use lin-
ear elements. Gridpoints for each spatial element are denoted by ξj ∈ Dk,
j = 0, . . . , N , and I use use the Lagrange polynomials `j(x) for both the trial
and test functions.
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Stokes equation
I begin with the following weak form of Stokes equation, using the test
function u˜ ∈ H∗: Find u ∈ H∗, p ∈ L2(Ω) such that∫
Ω
[
−p∇ · u˜+ 1
2
η
(∇u˜+∇u˜T) : (∇u+∇uT)] dx = ∫
Ω
u˜ · ξRaTerdx
for all u˜ ∈ H∗, where η = η(u, T, c, n). Note that the boundary term created
by integrating by parts has dropped out since u · n = u˜ · n = 0 on Γ. Define
the discrete approximations of u and p:
u(x) ' uh(x) =
Nu∑
j=1
ujφj(x) =
Nu∑
j=1
uh(ξj)φj(x)
p(x) ' ph(x) =
Np∑
j=1
pjψj(x) =
Np∑
j=1
ph(ξj)ψj(x).
Functions with h subscripts are approximate functions with a mesh parameter
h. Discretize u˜ in the same manner as u. Replace u, u˜, and p with their
discrete approximations:
Nu∑
i=1
u˜i
(
Np∑
j=1
−pj
∫
Ω
ψj∇ · φidx
)
+
1
2
Nu∑
i=1
u˜i
(
Nu∑
j=1
uj
∫
Ω
ηh
(∇φi +∇φTi ) : (∇φj +∇φTj ) dx
)
=
Nu∑
i=1
u˜i
(∫
Ω
φi · ξRaTerdx
)
.
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Define the matrices
fi(T ) =
∫
Ω
φi · ξRaTerdx,
Aij(ηh) =
1
2
∫
Ω
ηh
(∇φi +∇φTi ) : (∇φj +∇φTj ) dx,
Bij = −
∫
Ω
(∇ · φi)ψjdx.
I combine the discrete equation into one sum over i. Since u˜i is arbitrary, the
discrete Stokes equation becomes
Bph + A(ηh)uh = f(T ),
where ηh = η(uh, T, ch, nh),p =
[
p1 . . . pNp
]T
, and u =
[
u1 . . . uNu
]T
.
Conservation of mass
I begin with the following weak form of the conservation of mass equa-
tion, using the test function p˜ ∈ L2(Ω): Find u ∈ H∗ such that
−
∫
Ω
p˜∇ · udx = 0
for all p˜ ∈ L2(Ω). Discretize p˜ in the same manner as p. Replace u and p˜ with
their discrete approximations:
Np∑
i=1
p˜i
(
Nu∑
j=1
−uj
∫
Ω
ψi∇ · φjdx
)
= 0.
This yields the discrete equation
BTu = 0.
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Putting it all together
Putting these two equations together yields the system of equations[
A(ηh) B
BT 0
] [
u
p
]
=
[
f(T )
0
]
.
4.2 Inverse problem
The adjoint problem
I begin with the following weak form of the adjoint Stokes equation,
using the test function v˜ ∈ H∗: Find v ∈ H∗, q ∈ L2(Ω) such that
−
∫
Ω
q∇ · v˜dx+
∫
Ω
2ηD(v) : D(v˜)dx
+
∫
Ω
1− n
2n
e˙−1η [D(v˜) : D(u)] [D(u) : D(v)] dx = 0.
for all v˜ ∈ H∗(Ω), where η = η(u, T, c, n). Define the discrete approximations
of v and q:
v(x) ' vh(x) =
Nu∑
j=1
vjφj(x) =
Nu∑
j=1
vh(ξj)φj(x)
q(x) ' qh(x) =
Np∑
j=1
qjψj(x) =
Np∑
j=1
qh(ξj)ψj(x).
Discretize v˜ in the same manner as v. Replace v, v˜, and q with their discrete
approximations:
−
Nu∑
i=1
v˜i
(
Np∑
j=1
qj
∫
Ω
ψj∇ · φidx
)
+
Nu∑
i=1
v˜i
(
Nu∑
j=1
vj
∫
Ω
2ηh
[
D(φj) : D(φi)
]
dx
)
+
Nu∑
i=1
v˜i
(
Nu∑
j=1
vj
∫
Ω
1− n
2n
e˙−1ηh [D(φi) : D(u)]
[
D(u) : D(φj)
]
dx
)
= 0.
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Define the matrix
Gij(u, ηh, n) =
∫
Ω
1− n
2n
e˙−1ηh [D(φi) : D(u)]
[
D(u) : D(φj)
]
dx.
I combine the discrete equation into one sum over i. Since v˜i is arbitrary, the
discrete adjoint Stokes equation becomes
Bq + A(ηh)v + G(u, ηh, n)v = 0,
where ηh = η(uh, T, ch, nh),q =
[
q1 . . . qNp
]T
, and v =
[
v1 . . . vNu
]T
.
The adjoint conservation of mass is discretized in the same manner as
the forward conservation of mass, resulting in the discrete equation
BTv = 0.
Putting these two equations together yields the system of equations[
A(ηh) + G(u, ηh, n) B
BT 0
] [
v
q
]
=
[
0
0
]
.
The control problem
I begin with the following weak form of the first control equation, using
the piecewise constant test function n˜: Find piecewise constant n such that∫
Ω
βnζn
(
|∇n|ζn−1ζn ∇n
)
·∇n˜dx =
∫
Ω
η ln(e˙)
n2
(D(v) : D(u)) n˜dx
for all piecewise constant n˜, where η = η(u, T, c, n). Define the discrete ap-
proximation of n:
n(x) ' nh(x) =
Nn∑
j=1
njχj(x) =
Nn∑
j=1
nh(ξj)χj(x).
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Discretize n˜ in the same manner as n. Replace n˜ and n with their discrete
approximations:
Nn∑
i=1
n˜i
(
Nn∑
j=1
nj
∫
Ω
βnζn
(
|∇(njχj)|ζn−1ζn ∇χj
)
·∇χidx
)
=
Nn∑
i=1
n˜i
(∫
Ω
ηh ln(e˙)
n2
(D(v) : D(u))χidx
)
.
Define the matrix
(Kn)ij (nj) =
∫
Ω
ζn
(
|∇(njχj)|ζn−1ζn ∇χj
)
·∇χidx
and the vector
Ni(ηh,u,v) =
∫
Ω
ηh ln(e˙)
n2
(D(v) : D(u))χidx.
I combine the discrete equation into one sum over i. Since n˜ is arbitrary, the
first discrete control equation becomes
βnKn(n)n = N(ηh,u,v),
where ηh = η(uh, T, ch, nh) and n =
[
n1 . . . nNn
]T
.
I begin with the following weak form of the second control equation,
using the piecewise constant test function c˜: Find piecewise constant c such
that ∫
Ω
βcζc
(
|∇c|ζc−1ζc ∇c
)
·∇c˜dx =
∫
Ω
2η
c
(D(v) : D(u)) c˜dx
for all piecewise constant c˜, where η = η(u, T, c, n). Define the discrete ap-
proximations of c:
c(x) ' ch(x) =
Nc∑
j=1
cjχj(x) =
Nc∑
j=1
ch(ξj)χj(x).
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Discretize c˜ in the same manner as c. Replace c˜ and c with their discrete
approximations:
Nc∑
i=1
c˜i
(
N2∑
j=1
cj
∫
Ω
βcζc
(
|∇(cjχj)|ζc−1ζc ∇χj
)
·∇χidx
)
=
Nc∑
i=1
c˜i
(∫
Ω
2ηh
cjχj
(D(v) : D(u))χidx
)
.
Define the matrices
(Kc)ij (cj) =
∫
Ω
ζc
(
|∇(cjχj)|ζc−1ζc ∇χj
)
·∇χidx,
Rij(ηh, cj,u,v) =
∫
Ω
2ηh
cjχj
(D(v) : D(u))χidx.
I combine the discrete equation into one sum over i. Since c˜ is arbitrary, the
second discrete control equation becomes
βcKc(c)c = R(ηh, c,u,v),
where ηh = η(uh, T, ch, nh) and c =
[
c1 . . . cNc
]T
.
Putting together the state, adjoint, and control equations gives us the
following so called KKT system.
Bp + A(ηh)u = f(T ), (4.2.1a)
BTu = 0, (4.2.1b)
Bq + (A(ηh) + G(u, ηh, n)) v = 0, (4.2.1c)
BTv = 0, (4.2.1d)
βnKn(n)n = N(ηh,u,v), (4.2.1e)
βcKc(c)c = R(ηh, c,u,v). (4.2.1f)
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The simultaneous solution of these three discrete systems is, as in the con-
tinuous case, a formidable problem: instead, we eliminate the discrete state
(Stokes) equation and discrete adjoint (Stokes) equation along with the dis-
crete state and adjoint variables to yield the so-called discrete (reduced) gra-
dient of F with respect to (c,n). The first-order optimality condition now
requires that the discrete gradient, denoted
g(c,n), (4.2.2)
vanish, yielding effectively an unconstrained optimization problem. In Chap-
ter 6, I will discuss numerical methods for solving this unconstrained optimiza-
tion problem.
4.3 Adaptivity
It is not common to use adaptivity in an inverse problem. Discretiza-
tions used typically depend upon the mesh and cannot be changed between
iterations. The use of different meshes for the state equations and the adjoint
equations will result in a discretization that is not gradient-consistent. Some
work has been done on adaptivity in inverse problems [6]; however, there are
a number of outstanding issues, and thus I choose to adapt the mesh only at
the initial setup based on the temperature gradient. Since the temperature
drives the forward Stokes system, high velocities tend to occur where there is a
large temperature gradient, so this is a good substitute for refining adaptively
based upon the velocity gradient. I also adapt once along the top surface to
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be sure I am capturing the surface velocities well. The error indicator by Kelly
et. al. [45] is used to estimate the error at each cell, which in turn indicates
which cells need to be refined. A fraction of cells with the highest error are
chosen for refinement; this process is repeated a number of times to achieve
a well-refined mesh. All of this is performed before the inverse problem has
begun, to avoid any possible gradient consistency issues that could occur if I
adapted the mesh during the inverse solve.
4.4 Gradient consistency
Finding the correct gradient is a critical part of solving an inverse prob-
lem. The gradient I seek is the gradient of the discretized inverse problem;
driving this gradient to zero will solve the discretized problem exactly. The dis-
crete gradient of the continuous inverse problem is not necessarily the gradient
of the discrete inverse problem and may not even provide a descent direction
in an optimization algorithm. With the correct gradient, one may solve the
problem in a few steps; without it, I will show the solution may diverge to in-
finity. It is widely known that when solving a PDE-constrained optimization
problem, the order of discretization and taking variations has an impact on
the resulting gradient [33]. One may first discretize the problem and then take
derivatives to get the gradient; we refer to this as discretize-then-optimize, or
DTO. On the other hand, one may first “optimize” the problem using calculus
of variations and then discretize the problem. i.e. optimize-then-discretize, or
OTD. The gradient from DTO is the gradient I seek; the gradient from OTD,
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however, is a little less straightforward. It is an infinite-dimensional “gradient”
(i.e. a Frechet derivative), but once it is discretized, its relationship to the dis-
crete objective function is often unclear. OTD, however, is the more popular
choice, since it is easier to derive, is independent of numerical artifacts of the
forward problems, provides insight into the character of the adjoint problem,
and allows for an appropriate discretization of the adjoint problem, including
the mesh. With DTO, the discretization and mesh are inherited from the for-
ward problem, with no possibility of choosing them separately. Ideally, one
would like to know when one has gradient consistency, i.e. when the gradi-
ent is the same no matter the order used. When a discretization for a given
problem is gradient-consistent, either method may be used and the gradient
calculated will be the gradient of the discretized inverse problem.
Given the correct choices for the test and trial functions, Galerkin FEM
results in gradient consistency [12]. For the time-dependent inverse problem
where I will use DG on the convection-diffusion equation, more care will need
to be taken to ensure gradient consistency. For example, when the KKT system
is linear, one may eliminate variables using block matrix elimination to derive
the gradient expression in terms of the control variable. DTO always produces
a symmetric KKT matrix due to the method of deriving the adjoint problem.
Because of this, if OTD results in a KKT matrix that is not symmetric, I can
conclude without further work that the discretization for the given problem
is not gradient-consistent. The state equations will yield a discrete forward
operator A, while the adjoint equations will yield a discrete adjoint operator
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A∗. Because of their placement in the KKT system, I must have A∗ = AT
for symmetry of the KKT matrix. Because of the difficulty in achieving this,
having A∗ = AT is the first test for adjoint consistency, although matching the
entire KKT matrix is still required to achieve the same gradient and Hessian
for OTD and DTO.
The debate between OTD and DTO has been gaining attention re-
cently, bringing more studies to the forefront. OTD versus DTO was discussed
by Gunzberger [33] for flow control. Collis and Heinkenschloss [23] compared
the OTD and DTO solutions of the steady convection-diffusion equation with
SUPG (Streamline Upwind/Petrov Galerkin Method). I have studied gradient
consistency on an advection inverse problem [30]; the theory for this work is
contained in Appendix B.
Gradient consistency for the convection equation using DG
In this section I illustrate the importance of ensuring gradient consis-
tency. When the discretization is not gradient-consistent, the solution to the
inverse problem is shown to be unstable, and the differences between OTD and
DTO are drastic. I solve the constant velocity pure advection inverse problem:
Find u = u(x, t) ∈ L2([0, L])× L2([0, T ]) such that
min
u0
F =
1
2
∫ L
0
[u(T )− uobs]2 dx+ β
2
∫ L
0
u20dx (4.4.1a)
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subject to
∂u
∂t
+ 2pi
∂u
∂x
= 0, x ∈ [0, 2pi], t ∈ [0, T ], (4.4.1b)
u(0, t) = − sin(2pit), t ∈ [0, T ], (4.4.1c)
u(x, 0) = u0, x ∈ [0, 2pi], (4.4.1d)
where uobs = uobs(x) ∈ L2([0, L]) are the observations at the final time. The
corresponding adjoint problem is
−∂p
∂t
− 2pi ∂p
∂x
= 0,
p(L) = 0,
p(T ) = −(u(T )− uobs).
I discretize in time using a low-storage 4th-order, 5-stage Runge-Kutta (RK)
method (LSERK) [22] and in space with a DG spectral-element method.
(LSERK was verified numerically to be gradient consistent.) See Appendix
C for details regarding the space discretization. This inverse problem, after
forming the Lagrangian, taking variations with respect to the state, adjoint,
and control variables, and discretizing, leads to the following KKT optimality
system: CCT 0 A∗0 βM BT
A B 0
 uu0
p
 =
CCT u˜obs + u˜in0
0
 ;
please see Appendix B for details regarding the DG discretization for both
OTD and DTO. Since this is a linear problem, I use block elimination to
reduce the system to[
βM + BT (A∗)−1CCTA−1B
]
u0 = −BT (A∗)−1
(
CCT u˜obs + u˜in
)
. (4.4.2)
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This coefficient matrix, the (reduced) Hessian, will not be formed; it is both
dense and of size (N + 1)KM × 3(N + 1)KM , where N is the order of the
polynomials used to approximate u, K is the number of spatial elements, and
M is the number of time steps taken. Instead, the solution can be found
by a matrix-free conjugate gradient (CG) solver, which requires just matrix-
vector products. The action of the coefficient matrix on u0 can be formed by
carrying out a pair of forward (A−1) and adjoint ((A∗)−1) solves. I used the
mass matrix M for the preconditioner. I used a general form for the flux term
[39],
(vu)∗ = {{vu}}+ |v · n|1− α
2
[[u]],
0 ≤ α ≤ 1, where the average and jump terms are
{{u}} = u
− + u+
2
, [[u]] = n−u− + n+u+,
respectively, and a superscript ’-’ refers to interior information while a super-
script ’+’ refers to exterior information. Note that α = 0 corresponds to an
upwinding flux while α = 1 corresponds to a central (averaging) flux.
I solved the inverse problem following the OTD method. I used the
Matlab DG code from Hesthaven and Warburton [39], which provides dis-
cretization and meshing building blocks, from which I constructed forward
and adjoint advection solvers and a matrix-free preconditioned conjugate gra-
dient (PCG) solver for the solution of the Hessian system (4.4.2). To study
the spectral structure of the Hessian and analyze the effect of OTD vs. DTO,
the Hessian was explicitly formed. To implement the DTO method of solving
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the inverse problem, I used INTLAB’s automatic differentiation (AD) code
[56] on the forward code to find both the gradient and the Hessian, and
then I solved the inverse problem by solving the resulting system of the form
(4.4.2) with the same matrix-free PCG solver. I chose the initial condition
u0 = sin(x); the exact solution to the forward problem with this initial condi-
tion is u = sin(x − 2pit). Synthetic data was created by observing this exact
solution at the final time t = T .
Upwinding flux
In this section I present results found with the use of the upwinding
flux on the entire domain on the inverse problem (4.4.1). I found the solution
of (4.4.1) using α = 0, N = 6, K = 30, β = 0.001, and final time T = 0.15;
the calculated solution to the inverse problem is shown in Figure 4.1(a). Pure
advection results in no loss of information provided a snapshot of the entire
field can be taken as data. Here, however, a portion of the initial field has
flowed out the right boundary; therefore, the right portion of the initial con-
dition u0 cannot be reconstructed from the data, leaving it to be determined
by the regularization. Since I employ L2 regularization on the initial condi-
tion, this favors a zero solution. Hence, a discontinuity (which is not aligned
with an element boundary) forms in the reconstructed initial condition, lead-
ing to the observed mild oscillations near the discontinuity. When the same
problem is solved with T = 0.5, the regularization happens to be consistent
with the reconstructed solution at x = pi, and thus the oscillations disappear
48
(a) T = 0.15. (b) T = 0.5.
Figure 4.1: Solution of inverse problem with pure advection (4.4.1) with α =
0, N = 6, K = 30, β = 0.001 for two different vales of T .
(Figure 4.1(b)). The norm of the difference between the Hessian generated
by DTO (H) and the Hessian generated by OTD (H∗) are on the order of
10−13, supporting the theory presented in Appendix B, which shows that the
upwinding flux in this problem gives a gradient-consistent discretization.
Central flux
In this section I present results found with the use of the central flux
on the inverse problem (4.4.1). As shown by the theory in Appendix B,
the use of the central flux results in a discretization that is not gradient-
consistent at the boundary. Figure 4.2 shows the solution of (4.4.1) with
α = 1, N = 3, K = 15, β = 0.001, and T = 0.15, using not only PCG to
solve the system, but also using Gaussian elimination (‘\’) and the generalized
minimal residual method (GMRES) on the explicit Hessian for verification
purposes. The last two methods found the numerically correct solution while
PCG could not continue past one iteration due to a singular (and therefore
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(a) PCG (b) Gaussian Elimination (\)
(c) GMRES
Figure 4.2: Solution of inverse problem with pure advection (4.4.1) with α =
1, N = 3, K = 15, β = 0.001, T = 0.15.
incorrect) Hessian. It is quite clear that the central flux results in a computed
solution that is nowhere near the correct initial condition due to the use of a
gradient-inconsistent discretization with OTD.
However, the theory in Appendix B shows that use of the central flux
is only gradient-inconsistent at the boundaries. To illustrate this theory, I
changed the discretization to central flux on the interior and upwinding flux
on the boundary. As suggested by Figure 4.3, not only is the discretiza-
tion gradient-consistent, but the oscillations created by the upwinding flux in
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(a) PCG (b) Gaussian Elimination (\)
(c) GMRES
Figure 4.3: Solution of inverse problem with pure advection (4.4.1) with α = 1
on interior, α = 0 on boundary, N = 3, K = 15, β = 0.001, T = 0.15.
the reconstructed discontinuous initial condition seen in Figure 4.1(a) have
disappeared. The central flux used in the interior has smoothed out the dis-
continuity that caused the upwinding flux to create unnecessary noise in the
computed initial condition.
Using the central flux on the entire domain can verify theories about
gradient consistency. Figure 4.4 shows the relationship between h and the
norm of H−H∗ when using the central flux on the entire domain. It is easy to
see that as h approaches zero, the norm of H−H∗ approaches zero, even if a
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Figure 4.4: h versus ‖H∗−H‖/NK in the inverse problem with pure advection
with α = 1, β = 0.001, T = 0.15 for different values of N .
gradient-inconsistent discretization is being used. Similarly, as N is increased,
the norm of H−H∗ also approaches zero. All norms were calculated with the
matrix 2-norm.
Convergence data
In this section I discuss convergence data and how convergence rates
vary with respect to the degrees of freedom, the final time, and the size of
the regularization parameter β. I also explore how the preconditioner affects
these convergence rates. I first examine the relationship between the degrees
of freedom and the number of iterations to convergence by PCG. The results
of this study can be seen in Table 4.1. The convergence data were computed
with the upwinding flux, no noise in the synthetic observed data, β = 0.001,
and final time T = 0.15. PCG iterated to 10−8 residual norm with an initial
guess of u = 0. We observe a mild improvement (factor of 2) in the number
of iterations with mass matrix preconditioning. The iterations are not mesh-
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N K degrees of freedom iterations iterations with preconditioner M
3 15 60 85 40
4 15 75 97 38
5 15 90 124 44
3 30 120 136 63
4 30 150 153 63
5 30 180 179 71
Table 4.1: Convergence data on the inverse problem with pure advection for
varying N with α = 0, β = 0.001, T = 0.15,  = 10−8.
independent because more degrees of freedom in the recoverable part of the
initial condition require more CG iterations to resolve.
It is interesting to look at the eigenvalue spectrum of the Hessian of the
same problems (Figure 4.5). There are a large number of eigenvalues clustered
near 1 (the recoverable modes) and another large number of eigenvalues clus-
tered around 10−4 = 0.1β (those determined by regularization). In between,
there are some moderately non-recoverable modes, likely due to numerical dif-
fusion. Calculations with different values of β also find the lower cluster to be
near 0.1β. This cluster decreases slightly when N increases but does not seem
to change with the mesh (K).
The eigenvalues of the Hessian calculated using the gradient-inconsistent
central flux on the entire domain (Figure 4.6) are not only complex but also
have nonpositive values. Clearly the use of the central flux on the entire
domain will create difficulties for any optimization method due to the non-
positive definite Hessian.
Lastly, I examine the relationship between the final time T and the
number of iterations to convergence. The results in Table 4.2 were computed
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(a) N = 3,K = 15 (b) N = 3,K = 30
(c) N = 4,K = 15 (d) N = 4,K = 30
(e) N = 5,K = 15 (f) N = 5,K = 30
Figure 4.5: Eigenvalues of the Hessian for the inverse problem with pure ad-
vection for varying N,K, with α = 0, β = 0.001, T = 0.15.
54
Figure 4.6: Eigenvalues of the Hessian for the inverse problem with pure ad-
vection for α = 1.
T iterations iterations with preconditioner M
0.15 85 40
0.325 71 29
0.5 48 19
0.675 40 16
0.85 28 12
Table 4.2: Convergence data on the inverse problem with pure advection for
varying T with α = 0, N = 3, K = 15, β = 0.001,  = 10−8.
using the upwinding flux, no noise in the synthetic observed data, N = 3, K =
15, and β = 0.001. PCG iterated to 10−8 residual with an initial guess of
u = 0. As expected, a longer final time corresponds to fewer iterations to
convergence since the amount of recoverable data is reduced.
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Chapter 5
Methodology for the forward problem
This chapter discusses numerical algorithms and issues for solving the
forward problem defined by 2.4.1, including discussions on the Newton solver,
preconditioning, and a line search. Verification experiments for the solution
of the Stokes system will be given for different values of the control param-
eter n(x) for a benchmark test problem, including convergence rates, mesh
independence, and parallel strong and weak scaling.
5.1 Methodology
To restate, the forward Stokes problem is given by
∇ · u = 0, x ∈ Ω, (5.1.1a)
−∇ · (−pI + η(T,u) (∇u+∇uT)) = ξRaTer, x ∈ Ω, (5.1.1b)
u · n = 0, x ∈ Γ, (5.1.1c)
n× n× Sn = 0, x ∈ Γ, (5.1.1d)
where η(T,u) = c(x) exp(VE(0.5− T ))e˙
1−n(x)
2n(x) . In Chapter 4, discretization of
the velocity and pressure led to the discrete system[
A(u) B
BT 0
] [
u
p
]
=
[
f
0
]
,
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which I will solve with Newton’s method.
Newton step
I derived the expressions for a Newton step for an implicit time dis-
cretization (shown in Appendix B) for the forward problem; modified for the
Stokes problem without time, this Newton step is[
A(uk) + G(uk) B
BT 0
] [
∆uk
∆pk
]
= −
[
A(uk)uk + Bpk − f
BTuk
]
. (5.1.2)
The advantage in using Newton’s method for the forward problem
comes in the solution of the adjoint. The adjoint operator is simply the trans-
pose of the Jacobian of the forward problem; thus, if I am able to compute
this Jacobian, there is little additional work in solving the adjoint problem.
Each inner (linear) Newton iteration is solved with the generalized
minimal residual method (GMRES). The deal.II library provides many op-
tions for this solver, including the biconjugate gradient stabilized method
(BiCGStab), the minimal residual method (MinRes), and the quasi-minimal
residual method (QMRS). With the boundary conditions we have chosen, the
pressure p is only unique up to a constant; therefore, it must be pinned down
at a point. This extra constraint causes the system to be nonsymmetric, which
eliminates the use of MinRes and QMRS. For the problems in this disserta-
tion, BiCGStab performed worse than GMRES. Since the application of the
inverse of the pressure mass matrix is not done exactly (it is approximated),
causing the Krylov vectors to not be orthogonal. BiCGStab is quite sensitive
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to this change, and while single forward solves seem to be unaffected, a full
inverse problem may not converge because the calculated gradient is no longer
correct. GMRES is less sensitive to orthogonality and performs significantly
better in full inversions [7]. For these reasons, GMRES was used as the inner
linear Krylov solver for all forward solves in this dissertation. An initial strain
rate of e˙ = 10−6 is used for the first nonlinear iteration, and with the exception
of the initial solve, the previous state solution is used as an initial guess.
Preconditioning
To precondition this system, let us look at the operator matrix[
A′ B
BT 0
]
,
where A′ = A + G. A good preconditioner for this system is
P =
[
A′ 0
BT −S
]
,
or equivalently,
P−1 =
[
A′−1 0
S−1BTA′−1 −S−1
]
,
where S is the Schur complement of the Stokes operator S = BTA′−1B. With
this preconditioner, the operator would then be
P−1
[
A′ B
BT 0
]
=
[
I A′−1B
0 I
]
,
which, in exact arithmetic, would be solved in one iteration by any Krolov
method since it only has a single eigenvalue of 1. This preconditioner has
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been developed for the block Stokes system by Silvester and Wathen [58].
Unfortunately, one cannot easily find A′−1 nor S−1, so I approximate them by
A˜′−1 and S˜−1.
To find an approximation to S−1, let us examine the Schur complement
S = BTA−1B, which corresponds to the operator −∇(−∇(η(x)∇s))−1∇,
where ∇s is the symmetric gradient. If the viscosity η is constant, and
I use the regular gradient instead of the symmetric gradient, this becomes
1
η
∇(∇(∇))−1∇ = 1
η
∇(∇2)−1∇ ' 1
η
I, which is trivial to invert and spectrally
equivalent to S [28]. In order to avoid mesh dependence, I change this to
1
η
M, where M is the pressure mass matrix; this update still leaves S˜ easy
to invert using an incomplete LU solve. The assumption that η is constant,
unfortunately, ends up being too simplistic for my problem; we will see that
this preconditioner does not scale well and, in future extensions, will be re-
placed with a more efficient preconditioner. To approximate A′−1, I simply
perform a single Algebraic Multigrid method (AMG) v-cycle on A′. With
these approximations, the preconditioner for the forward Stokes solve is
P˜−1 =
[
A˜′−1 0
S˜−1BT A˜′−1 −S˜−1
]
. (5.1.3)
Line search
Once the search direction
[
∆uk(x) ∆pk(x)
]T
is found (using index k
to denote the Newton iteration), a backtracking line search is used to find an
appropriate step length. In order to accomplish this, the solution to the Stokes
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system is re-written as the minimization of the cost functional
min
u(x)
∇·u=0
F =
∫
Ω
(
4n(x)
n(x) + 1
)
c(x) exp(VE(0.5− T ))e˙
1+n(x)
2n(x) dx
−
∫
Ω
ξRaTer · u(x)dx.
The step length αk is backtracked from 1.0 by the formula αknew = 0.5α
k
old until
the cost at the new step F(uk+1(x)) = F(uk(x) + αk∆uk(x)) is less than the
cost at the old step F(uk+1(x)).
Review
To review, the steps for solving the Stokes equations (5.1.1) by Newton’s
method (using index k to denote the Newton iteration) are:
1. Solve the discrete block Stokes system (5.1.2) with GMRES using the
preconditioner P˜ described in 5.1.3.
2. Update uk+1,pk+1 by
[
uk+1
pk+1
]
=
[
uk
pk
]
+ αk
[
∆uk
∆pk
]
, where αk is the step
length found by a backtracking line search.
5.2 Verification experiments
The following verification experiments were performed on a unit square
with constant parameters c(x) and n(x), solving the system of equations
∇ · u = 0, x ∈ Ω, (5.2.1a)
−∇ · (−pI + η(u) (∇u+∇uT)) = f , x ∈ Ω, (5.2.1b)
u = u∗, x ∈ Γ, (5.2.1c)
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(a) Magnitude of velocity ‖u‖ (b) Magnitude of velocity error ‖eu‖
(c) Pressure p (d) Pressure error ep
Figure 5.1: Magnitude of velocity, magnitude of velocity error, pressure, and
pressure error plots for the benchmark problem with n = 2.0, N = 10
−8,
K = 10
−10.
where η(u) = c(x)e˙
1−n(x)
2n(x) . I solve for the exact solution given by Dohrmann
and Bochev [27]:
u∗1 = x+ x
2 − 2xy + x3 − 3xy2 + x2y,
u∗2 = −y − 2xy + y2 − 3x2y + y3 − xy2,
p∗ = xy + x+ y + x3y2 − 4/3.
The forcing term f is found by substituting the exact solution into the Stokes
operator (5.2.1b), the expression to which can be found in Appendix 1. I
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enforce a Dirichlet boundary condition on the velocity where u∗ is given by
the exact solution above. Since the pressure is unique only up to a constant,
I also impose ∫
Ω
p(x)dx = 0
by subtracting the mean value of the pressure after each Newton step. The
Krylov tolerance K was taken to be 10
−10 and the Newton tolerance N was
taken to be 10−8. The solution to the benchmark problem and the error at
the converged solution is shown in Figure 5.1.
Convergence
In this section I detail the various convergence rate tests that were
performed on the given benchmark test.
To begin, since the exact solution u∗ ∈ C∞, and I use Taylor-Hood
elements for u and p, we can expect the approximation error to satisfy the
following error estimates:
‖u− u∗‖2 ≤ C1h3, ‖p− p∗‖2 ≤ C2h2,
where the mesh is uniform with length h, and C1, C2 are constants independent
of the mesh [11]. These convergence rates are realized by my forward mantle
code, seen in Table 5.1 for various values of n(x).
Newton’s method for a nonlinear system has a quadratic convergence
rate when the Jacobian matrix is nonsingular [52]:
‖en+1‖ ≤ C‖en‖2,
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mesh # dofs ‖eu‖L2/‖u∗‖L2 ‖ep‖L2/‖p∗‖L2
n = 1
4× 4 187 3.600e-04 - 5.470e-03 -
8× 8 659 4.499e-05 3.00 1.354e-03 2.01
16× 16 2467 5.624e-06 3.00 3.376e-04 2.00
32× 32 9539 7.045e-07 3.00 8.435e-05 2.00
n = 2
4× 4 187 3.654e-04 - 5.551e-03 -
8× 8 659 4.517e-05 3.02 1.360e-03 2.03
16× 16 2467 5.629e-06 3.00 3.377e-04 2.01
32× 32 9539 7.033e-07 3.00 8.435e-05 2.00
n = 3.5
4× 4 187 3.791e-04 - 5.580e-03 -
8× 8 659 4.570e-05 3.05 1.364e-03 2.03
16× 16 2467 5.646e-06 3.02 3.379e-04 2.01
32× 32 9539 7.137e-07 2.98 8.439e-05 2.00
Table 5.1: Velocity and pressure approximation error convergence rates for
2D forward benchmark problem with Taylor-Hood elements, N = 10
−8, K =
10−10.
where C is a constant independent of the mesh. This rate of convergence can
be easily seen in Table 5.2 for two different values of n(x).
Mesh independence
Newton’s method and the inner linear Krylov solver should both con-
verge independent of the mesh, i.e. the number of iterations to convergence
should stay nearly the same as the mesh is refined. Table 5.3 shows the result
of a mesh independence test. It is quite clear that this code achieves mesh
independence for Newton’s method. The Krylov solver (GMRES), is nearly
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Newton iter.
‖e‖L2/‖u∗‖L2
n = 2 n = 3.5
1 5.226e-03 5.319e-03
2 5.982e-07 2.220e-07
3 4.775e-10 5.848e-10
Table 5.2: Newton convergence rates for 2D forward benchmark problem on
an 8× 8 mesh with 659 dofs, N = 10−8 K = 10−10.
mesh # dofs
# Newton # Krylov # Newton # Krylov
n = 2 n = 3.5
4× 4 187 3 104 3 123
8× 8 659 3 124 3 152
16× 16 2467 3 154 3 182
32× 32 9539 3 182 3 218
Table 5.3: Newton and Krylov (GMRES) mesh independence results for 2D
forward benchmark problem with N = 10
−8, K = 10−10.
mesh-independent, with the small variations seen are likely due to the poor
mass-matrix preconditioner being used. We can also see here that a higher
nonlinearity (n = 3.5 versus n = 2.0) causes the Krylov solver to work harder,
even when n is constant.
Parallel scaling
In order to solve large, realistic problems, I need this code to scale
appropriately in parallel. I investigated two types of scaling for the forward
problem: strong scaling and weak scaling.
For strong scaling, doubling the number of processors would ideally cut
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Figure 5.2: Strong scaling results for 2D forward benchmark problem with
N = 10
−8, K = 10−10.
the runtime in half. Strong scaling results can be seen in Figure 5.2 for various
values of n(x). Even for the small benchmark test being run, it is clear the
forward problem exhibits good strong scaling. Strong scaling results were also
computed for the setup in Test 1 (see Section 7.1 for details) in in 2D and 3D.
Results are shown in Figure 5.3.
For weak scaling, refining the mesh once in each direction (quadrupling
the number of elements in 2D) and, at the same time, using four times as
many processors would ideally cost no additional time. Figure 5.4 shows weak
scaling results for the benchmark test. My code exhibits good weak scaling
for both Newton’s method and the Krylov solver (GMRES). Additionally, we
see again that with more nonlinearity, the Krylov solver takes more iterations
to converge, even when n is constant.
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Figure 5.3: Strong scaling results for Test 1 in 2D (left) and 3D (right) with
N = 10
−6, K = 10−8.
mesh # dof # processors # Newton # Krylov time (s)
n = 1
32× 32 9539 1 1 44 3.016
64× 64 37507 4 1 49 5.835
128× 128 148739 16 1 56 10.239
n = 2
32× 32 9539 1 3 182 3.834
64× 64 37507 4 3 206 2.692
128× 128 148739 16 3 234 7.243
n = 3.5
32× 32 9539 1 3 220 4.109
64× 64 37507 4 3 255 5.818
128× 128 148739 16 2 180 17.035
Table 5.4: Weak scaling results for 2D forward benchmark problem, N = 10
−8,
K = 10
−10.
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Chapter 6
Methodology for the inverse problem
This chapter discusses numerical algorithms and issues for solving the
inverse problem defined by the optimality conditions (4.2.1). Verification ex-
periments are shown for the methodology chosen, including gradient verifica-
tion and mesh independence. An investigation on convergence rates for various
levels of nonlinearity is discussed, followed by a discussion on the choice of reg-
ularization parameters, and lastly, objective functionals for single constant and
joint constant inversions are shown.
6.1 Methodology
In section 2.4 I derived the infinite-dimensional optimality conditions
for the inverse problem (2.3.1). These optimality conditions were then dis-
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cretized in Section 4.2, giving us the KKT system
Bp + A(ηh)u = f(T ), (6.1.1a)
BTu = 0, (6.1.1b)
Bq + (A(ηh) + G(u, ηh, n)) v = 0, (6.1.1c)
BTv = 0, (6.1.1d)
βnK(n)n = N(ηh,u,v), (6.1.1e)
βcK(c)c = R(ηh, c,u,v) (6.1.1f)
and the (reduced) gradient of F with respect to (c,n),
g(c,n), (6.1.2)
obtained by eliminating the discrete state (Stokes) equation and discrete ad-
joint (Stokes) equation along with the discrete state and adjoint variables from
the KKT system. The “observations” are generated synthetically by choosing
a target c(x) and/or n(x) and running the forward problem to generate an
observable velocity along the surface boundary. Random noise is added to the
surface velocity observations in order to not commit what is commonly known
as the “inverse crime,” i.e. constructing observations from the same forward
code that is used in the solution of the inverse problem (e.g., [44]).
BFGS Solver
I first discuss a BFGS framework that I have adapted for solving the
inverse problem. I begin with the nonlinear optimality condition derived in
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Chapter 3,
g(ch,nh) = 0.
I will solve this system using a bound-constrained limited-memory, variable-
metric method (LMVM) within the Toolkit for Advanced Optimization (TAO).
Define the vector c =
[
ch nh
]T
, Hk as the Hessian of F in the subspace of c
evaluated at ck, i.e. H = ∂g
∂c
, and dk as the k-th search direction. The steps
for this method are:
1. Solve Hkdk = −gk by the bound limited memory Broyden-Fletcher-
Goldfarb-Shanno (L-BFGS-B) method [13, 21].
2. Update ck+1 by ck+1 = ck + αkdk, where αk is the step length.
For the remainder of this dissertation I will refer to the L-BFGS-B
method as simply BFGS. The advantage of BFGS comes from the fact that
we do not require the full Hessian H but rather gradient evaluations. BFGS
uses a number (specified by the user) of previous iterates and gradient eval-
uations create a positive definite approximation of the inverse of the Hessian
matrix. In this dissertation, the number of vectors stored for the inverse Hes-
sian approximation was 20. This value proved to hold a good balance between
computational cost and the accuracy of the inverse Hessian approximation in
my tests.
In limited-memory BFGS, the updates are stored instead of the entire
inverse Hessian approximation [13], making it ideal for high-dimensional prob-
lems. Moreover, the BFGS method has strong self-correcting properties when
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an adequate line search is used (in particular, a method that utilizes the Wolfe
line search conditions) [51]. In TAO, BFGS is paired with a More´-Thuente
line search, which does in fact satisfy the Wolfe line search conditions, thereby
ensuring BFGS will tend to self-correct.
The bounds used in this method are simple box constraints on the vari-
ables, which BFGS handles by first using a gradient projection to choose free
and fixed variables, and then applying BFGS to the remaining free variables,
truncating the path as necessary to satisfy the constraints on the free vari-
ables [21]. Lastly, since BFGS approximates the inverse of the Hessian, and
will simply apply it to the right hand side, there is no need for preconditioning.
6.2 Verification experiments
The following verification experiments will demonstrate gradient veri-
fication and mesh independence of the inverse problem. The forward problem
has been verified in Section 5.2. Since Newton’s method was used to solve the
forward problem, the adjoint operator is the adjoint of the forward Newton
operator, and therefore has been verified as well. The only remaining com-
ponent of the inverse problem that is necessary to test is the gradient. The
test problems used for the remainder of this chapter are detailed further in
Chapter 7.
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Gradient verification
I will verify correctness of the gradient by comparing with a finite-
difference gradient of the objective function. For an inversion for c, the discrete
gradient in the direction of r is
rTg(c∗,n∗) ' 1
h
(F(c∗ + hr,n∗)− F(c∗,n∗)) ,
and for an inversion for n, the discrete gradient in the direction of r is
rTg(c∗,n∗) ' 1
h
(F(c∗,n∗ + hr)− F(c∗,n∗)) ,
where h  1 and F is the discrete objective functional. Equality is found in
the limit h→ 0. The results of one of these finite differencing verification test
can be found in Table 6.1. In this example, a 32× 26 uniform mesh was used.
For the first test I inverted for the control parameter c(x) as a field (Test 3,
see Section 7.1); for the second test I inverted for the control parameter n(x)
as a field (Test 6, see Section 7.2). In both inversions, 5% noise were added to
the observations. It is easy to see that as h→ 0, the finite difference gradient
approaches the discrete gradient as expected.
Mesh independence
This section explores the mesh independence of BFGS for my particular
setup. It is known that when the difference between initial Hessian approx-
imation and the exact Hessian is a compact operator, BFGS will converge
independent of the mesh [32]. Unfortunately, TAO does not allow for a cus-
tom initial guess for the Hessian approximation, so the identity matrix is used.
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Inversion for c(x) Inversion for n(x)
rTg -2.943488e+01 -1.741436e+03
h 1
h
(F(c∗ + hr,n∗)− F(c∗,n∗)) 1
h
(F(c∗,n∗ + hr)− F(c∗,n∗))
10−1 -2.633144e+01 -1.885264e+03
10−2 -2.909255e+01 -1.757157e+03
10−3 -2.939199e+01 -1.744943e+03
10−4 -2.942218e+01 -1.743735e+03
10−5 -2.942521e+01 -1.743613e+03
Table 6.1: Gradient verification for reconstructions of c(x) and n(x) by finite
differences on the objective functional.
mesh # dof # par # BFGS # Newton # Krylov avg Kry.
New.
16× 8 1275 153 25 27 1067 40
32× 16 4851 561 26 28 1347 48
64× 32 18915 2145 26 29 1845 64
128× 64 74691 8385 25 29 2269 78
256× 128 296835 33153 34 37 3935 106
Table 6.2: BFGS mesh independence results for 2D inversion of c(x) with
n = 1.0, I = 10
−5, N = 10−6, K = 10−8.
In my case, since I am not using preconditioning, the difference between the
identity matrix and the exact Hessian is not a compact operator, and I am
not guaranteed mesh independence. Tables 6.2 and 6.3 show results of a mesh
independence study of BFGS for an inversion of c(x) for two different con-
stant values of n(x) (Test 3, see Section 7.1). For our setup, BFGS appears to
be nearly mesh-independent. What is likely happening here is that, like CG,
BFGS is insensitive to directions not present in the initial error, and since the
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mesh # dof # par # BFGS # Newton # Krylov avg Kry.
New.
16× 8 1275 153 25 166 7015 42
32× 16 4851 561 20 158 8305 53
64× 32 18915 2145 20 162 11476 71
128× 64 74691 8385 28 222 20132 91
256× 128 296835 33153 33 310 39266 127
Table 6.3: BFGS mesh independence results for 2D inversion of c(x) with
n = 2.0, I = 10
−5, N = 10−6, K = 10−8.
target and the initial guess were both constants, we see mesh-independent-like
behavior for this one example. We also see, as we saw in Section 5.2, that
the Krylov solver is almost mesh-independent, likely due to the poor precon-
ditioner being used for the forward problem.
6.3 Convergence rates
This section will demonstrate how convergence rates vary with the non-
linearity of the inverse problem. Given a BFGS tolerance I = 10
−5 for a
constant inversion of n, how many BFGS iterations are required to reach con-
vergence for different target values of n? The results of this study are shown
in Table 6.4 (Test 4, see Section 7.2). An initial guess of n = 1.0 was taken for
each of these inversions on a 32 × 16 mesh. Clearly, for a constant inversion,
the degree of nonlinearity does not affect the convergence of BFGS.
Of course, the entire mantle is not likely to be able to be described by
a single value of n, so what happens when we invert for a field n(x), the target
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target n # BFGS
1.5 5
2.0 6
2.5 5
3.0 5
Table 6.4: Convergence of BFGS
for constant inversion for n from
initial guess n = 1.
target n(x) # BFGS
1.5 27
2.0 25
2.5 20
3.0 16
Table 6.5: Convergence of BFGS
for field inversion for n(x) with
initial guesses 0.5 less than target
with I = 10
−3.
of which happens to be constant everywhere? The results of this study are
shown in Table 6.5 (Test 6, see Section 7.2). The initial guess for each test
was 0.5 less than the target, e.g. for target n(x) = 2.5, the initial guess was
n(x) = 2.0, taken on a 32×16 mesh. The number of iterations to convergence
actually decreases with higher nonlinearity. In this case, even when inverting
for a field n(x), BFGS converges independent of the degree of nonlinearity.
It is also interesting to look at a breakdown of the time spent in the
various sections of the mantle inverse code during a solve. Table 6.6 shows
this time breakdown for an inversion for the nonlinear exponent n(x) as a
field throughout the domain on a 32× 16 mesh (Test 6, see Section 7.2) with
Tikhonov regularization. It is clear that the bulk of the time (51.6%) is spent
in solving the state problem. The remaining time not accounted for (12.17%)
is spent in the line search for the BFGS steps.
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Section # calls Wall time (s) % of total
Assemble adjoint 44 0.3839 0.592
Assemble control 44 0.4364 0.673
Assemble gradient 44 0.000168 0.000259
Assemble objective 44 0.04232 0.0653
Assemble state 361 11.27 17.4
Build Stokes preconditioner 316 5.41 8.35
Solve adjoint 44 4.804 7.41
Solve state 316 33.47 51.6
Postprocessing 4 0.3292 0.508
Setup dof systems 1 0.7945 1.23
Table 6.6: Breakdown of time spent in various sections of code for inversion
for nonlinear exponent n(x) as a field throughout the domain (Test 6) with
Tikhonov regularization.
6.4 Regularization parameters
The choice of regularization parameters βc and βn is extremely impor-
tant as the regularization term dictates how confident one is with the a priori
information being introduced. In my inverse mantle convection problem, I use
Tikhonov regularization when I believe the field I am inverting for is smooth,
and TV regularization when I believe the target field has sharp jumps; the
regularization parameter gives a weight to that belief. Noise will introduce os-
cillatory effects to the reconstructions; these effects must be properly balanced
by the regularization parameter as well.
There are many methods currently in use for determining the best
regularization parameter, including Morozov’s discrepancy principle, the L-
Curve method, and the unbiased predictive risk estimator (UPRE) method
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Figure 6.1: Illustration of Morozov’s discrepancy principle for choosing regu-
larization parameter β for Test 3 in 2D.
[62]. In this dissertation I have chosen to use the discrepancy principle.
Morozov’s discrepancy principle
The discrepancy principle is based on the observation that if uβ = utrue,
then the misfit term ‖u − uobs‖2 ' ‖δ‖2, where δ is the noise level [62].
To this end, I want to find a regularization parameter β so that the misfit
term approximately equals the noise level. Figure 6.1 shows the results of
one regularization parameter study using the discrepancy principle. In this
example, a 32×16 uniform mesh was used in Test 6 (see Section 7.2). I inverted
for the control parameter n(x) as a field using Tikhonov regularization, and 5%
noise were added to the observations. According to the discrepancy principle,
for this problem I would want to choose βn to be around 300. In fact, the
choice of regularization parameter for this test yields a good reconstruction,
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(a) Target n(x) (b) βn = 10
0
(c) βn = 10
1 (d) βn = 10
2
(e) βn = 3× 102 (f) βn = 104
Figure 6.2: Reconstructions of nonlinear exponent n(x) throughout the do-
main (Test 6) for various regularization parameters βn.
and this method for choosing regularization parameters leads to very good
reconstructions in general.
The reconstructions for this test, along with the target control field, are
shown in Figure 6.2. It is easy to see that when the regularization parameter
is too small (b-c), the reconstruction is noisy. A regularization parameter that
is too big (f) ends up smoothing the control field too much. With Tikhonov
regularization, Figure (e) matches the choice from the discrepancy principle,
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though by only a visual check, (d) is a good reconstruction as well. Since
the reconstructed solution usually changes little with small changes in the
regularization parameter, it is not necessary to precisely match the solution in
the discrepancy principle [62], so either solution would be acceptable.
6.5 Objective functionals
The inverse problem I am solving is to minimize an objective functional
F with respect to u, c, n subject to the Stokes system. Recall the objective
functional
F =
1
2
∫
Γf
|n× n× u− uobs|2 dx+ βc
2
∫
Ω
(∇c ·∇c+ 2(1− ζc)c)ζc dx
+
βn
2
∫
Ω
(∇n ·∇n+ 2(1− ζn)n)ζn dx.
Instead of inverting for a control field, I can enforce constraints so that c(x) or
n(x) are constant everywhere in space. Now that the inversion is 1D, we can
look at the objective functionals associated with each control variable. This
can give us intuition into the behavior of the full field inverse problem. Note
that if the control variables are constant, the regularization terms in F drop
out, leaving only the misfit term.
Single constant parameter inversions
Figure 6.3 shows two objective functionals; the first (left) is the ob-
jective functional for an inversion of constant c only (ran with Test 1, see
Section 7.1), and the second (right) is the objective functional for an inversion
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Figure 6.3: Objective functional for inversion of constant c at c = 10 (left)
and for inversion of constant n at n = 1.5 (right).
of constant n only (ran with Test 4, see Section 7.2). For the first figure, the
“observations” were calculated at c = 10, and for the second, the “observa-
tions” were calculated at n = 1.5. Both global minimums occur where the
“observations” were calculated, and there are no other local minimums occur-
ring in these objectives. Both objective functionals are smooth, and they have
good convexity with no flat valleys that could cause problems for the inverse
solver. While the shape of the objective functionals may change with higher-
dimensional inversions, the nice behavior of these 1D objectives give hope for
a well-behaved higher-dimensional objective functional.
Joint inversion for c and n
Even more interesting is the objective functional for a joint inversion
for constants c and n, shown in Figure 6.4 (ran with Test 7, see Section 7.3).
The “observations” were calculated at c = 2.0 and n = 1.5, which corresponds
to the minimum in the objective functional. This 2D objective functional is
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Figure 6.4: Objective functional for joint inversion of constants c and n at
c = 2.0, n = 1.5.
smooth, but the long valley means that it will be much harder to invert for
both c(x) and n(x) at the same time; in fact, the two control variables have
a trade-off relationship with each other. Increasing n(x) in a region weakens
that region, decreasing the viscosity. In turn, increasing c(x) in that same
region increases the viscosity, effectively canceling out the change that n(x)
made. This suggests that the joint inverse problem may not be well-posed
without more regularization.
80
Chapter 7
2D inversion results
In this chapter I will discuss the 2D results obtained by my inverse
mantle convection code. I begin with the inverse problem with present-day
observations of the tangential velocity across the top surface of the domain,
inverting initially for constitutive parameters that are not spatially varying.
Next I consider the inverse problem with spatially-variable constitutive pa-
rameters in only the upper mantle. Finally I consider the inverse problem
with spatially-variable constitutive parameters throughout the entire domain.
These problems are considered for inversions of the prefactor c(x) and the
nonlinear exponent n(x) separately, and then for joint inversions. Lastly, I
consider a more realistic subducting plate setup where I reconstruct both c(x)
and n(x) jointly.
The domain for the following problems is a 2D 60◦ spherical shell with a
128×64 uniform mesh. The given temperature field (shown in Figure 7.1) was
chosen to be an upper mantle cold cylinder, which represents a falling piece
of cold material, e.g. a piece of slab that has broken off a tectonic plate that
is subducting below a second plate. A uniform mesh of 128× 64 elements was
used for the 2D tests unless otherwise stated. This mesh uses 74691 degrees
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of freedom (velocity and pressure) and 8385 parameters for c or n each. My
inverse mantle convection code is built on the finite element library deal.II [8],
linked to Trilinos [38] (for the use of GMRES and AMG), PETSc [5] and TAO
[50] (for the BFGS solver), and p4est [20] (for the parallel mesh handling). The
parameters used in my inverse mantle convection code are given in Table 7.1.
Each test is iterated to a relative gradient reduction less than a convergence
tolerance I , which is stated for each setup. The bounds used for the control
parameters were c(x) ∈ [10−4, 102] ∀ x ∈ Ω, n(x) ∈ [1, 3.5] ∀ x ∈ Ω.
All of the following tests were completed on Lonestar, the Texas Ad-
vanced Computing Center (TACC) at the University of Texas at Austin’s 302
teraflops system. Lonestar utilizes 22,656 cores (each compute node has two
Xeon 5680 series 3.33GHx hex-core processors, hence in total 12 processors
per node, with 24GB of memory per node) with a point-to-point bandwidth
of 40GB per second. For all runs in this thesis I used all 12 processors of one
node, with the exception of the scaling tests in Section 5.2, where either 1, 2,
4, or 8 processors were used on each node, dependent upon the test run.
7.1 Inversion for prefactor c(x)
I begin the chapter with inversions for the prefactor c(x). I will begin
with an inversion for c as a constant throughout the domain, followed by an
inversion for c(x) in the upper mantle only, and then an inversion for c(x)
varying throughout the domain.
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Parameter Symbol Value
radius R0 6.371× 106 m
depth D 2.89× 106 m
thermal expansivity α 2× 10−5 K−1
reference density ρ0 3300 kg m
−3
gravity g 9.81 m s−2
thermal diffusivity κ 10−6 m2/s
reference viscosity ηr 10
25 Pa s
temperature scaling ∆T 4000 K
surface temperature T0 273 K
activation energy Ea 335× 103 J/mol
gas constant R 8.314 J/(mol K)
Rayleigh number Ra 6.25× 103
Table 7.1: Parameters used in inverse mantle convection code.
Figure 7.1: Domain and cold cylinder temperature field for 2D inverse prob-
lems.
Inversion for prefactor c as a constant (Test 1)
This section details results from an inversion for c as a constant through-
out the mantle with n = 1.0, cinit = 1.0, i = 10
−5, and 1% noise. The target
value for c is 2.0, and the value reconstructed is c = 1.999375. The regulariza-
tion term drops out since c is constant. Convergence occurred in only 8 BFGS
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Figure 7.2: Observed, recovered tangential velocities on boundary for inversion
for prefactor c as a constant (Test 1).
iterations in 2.15 minutes on 24 processors. The observed and recovered tan-
gential velocities on the top boundary are shown in Figure 7.2, which shows a
very good surface velocity match.
Inversion for prefactor c(x) as a field in the upper mantle (Test 2)
For this test I inverted for c(x) as a field in the upper mantle, with
Tikhonov regularization, n = 1.0, cinit = 1.0, I = 10
−5, βc = 10−3, and a noise
level of 1%. Here the c(x) is only allowed to vary within the upper mantle,
and is set to c(x) = 1 in the lower mantle throughout the inversion. The
target field for c is 2.0 in the upper mantle and 1.0 in the lower mantle, and
the reconstructed field is shown in Figure 7.3, along with the observed and
recovered tangential velocities on the top boundary, which shows a very good
surface velocity match. (The jumps in the boundary between the upper and
lower mantle occur because a cutoff based on r was used, and elements inside
the domain do not have curved boundaries. This slight numerical error ends
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Figure 7.3: Reconstructed prefactor c(x) (left) and observed, recovered tan-
gential velocities on boundary (right) for inversion for c(x) as a field in the
upper mantle with target c = 2.0 in the upper mantle and c = 1.0 in the lower
mantle (Test 2).
up with some elements above the cutoff when they should be below, and vice
versa.) Convergence occurred in 82 BFGS iterations in 25.3 minutes on 24
processors on Lonestar. Taking into account the scale of range of values in the
reconstructed field, the reconstruction is very close to the target value.
Inversion for prefactor c(x) as a field throughout the mantle (Test 3)
For this test I inverted for c(x) as a field throughout the domain, with
Tikhonov regularization, n = 1.0, cinit = 1.0, I = 10
−3, βc = 10−2, and a
noise level of 1%. The target field for c is 2.0 throughout the mantle, and
the reconstructed field is shown in Figure 7.4, along with the observed and
recovered tangential velocities on the top boundary, which shows a very good
surface velocity match. Convergence occurred in 128 BFGS iterations in 29.07
minutes on 24 processors on Lonestar. Taking into account the scale, the
reconstruction is very close to the target value.
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Figure 7.4: Reconstructed prefactor c(x) (left) and observed, recovered tan-
gential velocities on boundary (right) for inversion for c(x) as a field through-
out the mantle with target c = 2.0 (Test 3).
7.2 Inversion for nonlinear exponent n(x)
In this section I show results for inversions for the nonlinear exponent
n(x). I will begin with an inversion for n as a constant throughout the man-
tle, followed by an inversion for n(x) in the upper mantle only, and then an
inversion for n(x) varying throughout the mantle.
Inversion for nonlinear exponent n as a constant (Test 4)
This section details results from an inversion for n as a constant through-
out the mantle with c = 2.0, ninit = 1.0, I = 10
−4, and 1% noise. The target
value for n is 1.5, and the value reconstructed is n = 1.500159. The regular-
ization term drops out since n is constant. Convergence occurred in only 4
BFGS iterations in 6.14 minutes on 24 processors. The observed and recov-
ered tangential velocities on the top boundary are shown in Figure 7.5, which
shows a very good surface velocity match.
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Figure 7.5: Observed, recovered tangential velocities on boundary for inversion
for nonlinear exponent n as a constant (Test 4).
Inversion for nonlinear exponent n(x) as a field in the upper mantle
(Test 5)
For this test I inverted for n(x) as a field in the upper mantle, with
Tikhonov regularization, c = 1.0, ninit = 1.0, I = 10
−5, βn = 10−1, and a
noise level of 1%. Here the n(x) is only allowed to vary within the upper
mantle, and is set to n(x) = 1 in the lower mantle throughout the inversion.
Note that the regularization parameter βn is different from the regularization
parameter βc for the comparable upper mantle inversion; since I am inverting
for a different parameter, there is no reason to believe the weight on the
regularization should be the same, and Morozov’s principle leads to a different
weight for this inversion. The target field for this test contains a block in
the right top corner to simulate a plate. The target and reconstructed fields
for n(x) along with the effective viscosity and the observed and recovered
tangential velocities on the top boundary are shown in Figure 7.6, which shows
a very good surface velocity match. (See Test 2 for an explanation on the jumps
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Figure 7.6: Results for inversion for nonlinear exponent n(x) as a field in
the upper mantle (Test 5) with Tikhonov regularization. Top: Target n(x)
(left), reconstructed n(x) (right). Bottom: Effective viscosity (left), observed,
recovered tangential velocities on boundary (right).
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Figure 7.7: Left: Reconstructed nonlinear exponent n(x) for inversion for n(x)
as a field in the upper mantle (Test 5) with TV regularization. Right: Radial
plot of Tikhonov and TV reconstructions of target n(x) (Test 5) along line
from origin to (0.3, 1, 1).
in the boundary between the upper and lower mantle.) Convergence occurred
in 104 BFGS iterations in 35.78 minutes on 24 processors. The reconstruction
of the nonlinear exponent is quite good, but the Tikhonov regularization has
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smoothed out the sharp edges of the target field.
Since I expect the target field to have sharp jumps, total variation
(TV) regularization would be a much better choice. The target and recon-
structed fields for n(x) using TV regularization are shown in Figure 7.7. Here,
c = 1.0, ninit = 1.0, I = 10
−5, βn = 1, n = 10−3, and a noise level of 1%
were used. Convergence occurred in 664 BFGS iterations in 2.97 hours on 24
processors. TV regularization clearly captures the sharp edges in the target
field much better than Tikhonov regularization, as expected, but at a larger
computational cost. Also shown in Figure 7.7 is a radial plot of n(x) along a
line from the origin to the point (0.3, 1, 1). In the upper mantle, where n(x)
is allowed to vary, we can see a stark contrast between the Tikhonov and TV
regularizations. Tikhonov regularization does an excellent job of reconstruct-
ing a smooth version of the target field, while TV regularization recreates the
sharp jumps seen in the target field.
Inversion for nonlinear exponent n(x) as a field throughout the man-
tle (Test 6)
For this test I inverted for n(x) as a field throughout the domain, with
Tikhonov regularization, c = 1.0, ninit = 1.8, I = 10
−4, βn = 10−1, and a noise
level of 1%. The target field for this test contains a block in the right top
corner to simulate a plate. The target and reconstructed fields for n(x), the
observed and recovered velocities, and the observed and recovered tangential
velocities on the top boundary are shown in Figure 7.8, which shows a very
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Figure 7.8: Results for inversion for nonlinear exponent n(x) as a field through-
out the mantle (Test 6) with Tikhonov regularization. Top: Target n(x) (left),
reconstructed n(x) (right). Center: Observed velocity u with 1% noise (left),
recovered velocity uobs (right). Bottom: Observed, recovered tangential veloc-
ities on boundary.
good surface velocity match. Convergence occurred in 223 BFGS iterations in
4.44 hours on 24 processors. The reconstruction of the nonlinear exponent is
quite good, but the Tikhonov regularization has once again smoothed out the
sharp edges of the target field.
Since I expect the target field to have sharp jumps, total variation
(TV) regularization would be a much better choice of regularization. The
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Figure 7.9: Left: Reconstructed nonlinear exponent n(x) for inversion for
n(x) as a field throughout the mantle (Test 6) with TV regularization. Right:
Radial plot of Tikhonov and TV reconstructions of target n(x) (Test 6) along
line from origin to (0.3, 1, 1).
target and reconstructed fields for n(x) using TV regularization are shown
in Figure 7.9. Here, c = 1.0, ninit = 1.8, I = 10
−4, βn = 101, n = 10−3,
and a noise level of 1% were used. A slightly larger regularization parameter
was chosen by Morozov’s principle than in the Tikhonov regularization case.
Convergence occurred in 775 BFGS iterations in 9.5 hours on 24 processors.
TV regularization clearly captures the sharp edges in the target field much
better than Tikhonov regularization, as expected. Figure 7.9 also shows a
radial plot of the Tikhonov and TV reconstructions along a line from the
origin to (0.3, 1, 1). Once again, we can see that the Tikhonov reconstruction
has smoothed out the jump in the target field while TV maintains the sharp
jump in the target field.
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Figure 7.10: Observed, recovered tangential velocities on boundary for joint
inversion for for prefactor c as a constant and nonlinear exponent n as a
constant (Test 7).
7.3 Joint inversions for c(x), n(x)
In this section I show results for joint inversions for the prefactor c(x)
and the nonlinear exponent n(x). I will begin with an inversion for c and n
as constants throughout the domain. Then I show a joint inversion for the
prefactor c(x) as a field throughout the mantle and the nonlinear exponent
n(x) as a field throughout the mantle, which yields interesting results.
Joint inversion for prefactor c as a constant and nonlinear exponent
n as a constant (Test 7)
This section details results from a joint inversion for the prefactor c as
a constant and n as a constant throughout the mantle with cinit = ninit = 1.0.
The target value for n is 1.5, and the value reconstructed is n = 1.501385.
The target value for c is 2.0, and the value reconstructed is c = 2.005993.
Convergence to a tolerance of I = 10
−5 occurred in 27 BFGS iterations in
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12.17 minutes with 1% noise added to the observations. The observed and
recovered tangential velocities on the top boundary are shown in Figure 7.10,
which shows a very good surface velocity match.
Joint inversion for prefactor c(x) as a field and nonlinear exponent
n(x) as a field throughout the mantle
For this test I inverted jointly for c(x) as a field throughout the man-
tle and n(x) as a field throughout the domain, with Tikhonov regularization,
cinit = 1.0, ninit = 1.8, I = 10
−4, βc = 1.0, βn = 1.0, and a noise level of 1%.
The target field for c(x) was a constant value of 2.0, and the target field for
this test contains a block in the right top corner to simulate a plate. The
target and reconstructed fields for both c(x) and n(x), the effective viscosity
produced by the observed velocity and the target parameter fields, the recov-
ered effective viscosity, and the observed and recovered tangential velocities on
the top boundary are shown in Figure 7.11, which shows a very good surface
velocity match. Convergence occurred in 76 BFGS iterations in 41.6 minutes
on 24 processors. There are two interesting things to note in this inversion.
First, the prefactor c(x) has attempted to pick up some of the increase in
viscosity caused by the low value of n(x) in the corner block simulating a
plate. Secondly, the overall value in the remaining part of the domain for both
c and n is lower than it should be. This corresponds with what was seen in
Section 6.5, where a relationship was found in the objective functional for a
joint constant inversion. We saw that a joint reduction or increase in both pa-
rameters yielded the same objective value, and the same behavior is seen here,
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Figure 7.11: Results for joint inversion for prefactor c(x) as a field and non-
linear exponent n(x) as a field. Top: Target n(x) (left), reconstructed n(x)
(right). Row 2: Target c(x) (left), reconstructed c(x) (right). Row 3: Effec-
tive viscosity produced by observed velocity and target parameter fields (left),
recovered effective viscosity (right). Bottom: Observed, recovered tangential
velocities on boundary.
where the minimal objective value was found at a place where both functions
c(x) and n(x) are lower than the target value overall. Since both c(x) and
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Figure 7.12: Mesh (left) and temperature field (right) for descending plate
setup.
n(x) were not constructed as well as we saw in previous examples, I looked at
the viscous dissipation throughout the mantle, i.e. the value of
∫
Ω
η(u, T )e˙dx,
where e˙ is the second invariant of the deviatoric strain rate tensor. I found
that despite the less accurate reconstructions of the prefactor and nonlinear
exponent, the viscous dissipation is recovered well, where the true value is
1.48× 104, and the recovered value is 1.52× 104 (2.74% relative error).
7.4 Descending plate setup
In this section I solve the inverse problem with a more realistic setup.
The temperature field involves a moving plate (left) subducting under a sta-
tionary plate (right), seen in Figure 7.12. Between the two plates a “weak
zone” is created (see e.g. [59]), which I capture in my viscosity prefactor c(x).
The prefactor also includes a strengthening in the lower mantle that is widely
known to exist [14]. The functions for both of these fields can be found in
Appendix A. I use an adaptive mesh based upon the temperature gradient
and the location of the weak zone.
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Figure 7.13: Tangential surface velocities for various values of c(x) in the weak
zone with n = 1.5 (left) and different values of n(x) for c = 10−2 in the weak
zone (right).
The velocity field can vary dramatically with different values of c(x) in
the weak zone and different values of n(x) in this setup. Figure 7.13 shows the
tangential surface velocities for some choices of c(x) in the weak zone and n(x).
As c(x) decreases in the weak zone, the change in surface velocity becomes
smaller, which implies that smaller values of c(x) will become more difficult
to invert for as the viscous resistance vanishes. As n(x) varies, however, the
change in surface velocity is quite significant, implying that small changes in
n might easier to detect and invert for.
Inversion for prefactor c(x) as a field throughout the mantle
For this test I inverted for c(x) as a field throughout the domain, with
TV regularization, n = 1.5, I = 10
−2, βc = 1.0, c = 10−3, an initial value of
cinit = 2.0×10−2 in the weak zone, and a noise level of 1%. The nondimensional
activation energy VE was divided by two to reduce the large degree of variation
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Figure 7.14: Results for inversion for prefactor c(x) as a field throughout the
mantle (Test 3) with TV regularization. Top: Target c(x) (left), reconstructed
c(x) (right). Center: Observed velocity u with 1% noise (left), recovered
velocity uobs (right). Bottom: Observed, recovered tangential velocities on
boundary (left), effective viscosity (right).
in the viscosity for this setup. The target field for c is 10.0 in the lower
mantle, 10−2 in the weak zone, and 1.0 everywhere else, and the reconstructed
field is shown in Figure 7.14, along with the observed and recovered velocities
throughout the mantle, observed and recovered tangential velocities on the
top boundary, which shows a very good surface velocity match, and a plot
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Figure 7.15: Zoomed in results for inversion for prefactor c(x) as a field
throughout the mantle (Test 3) with TV regularization. Target c(x) (left),
reconstructed c(x) (right).
of the effective viscosity. Convergence occurred in 8 BFGS iterations in 2.24
minutes on 12 processors on Lonestar. Figure 7.15 shows a closer look at the
reconstruction in the weak zone. The target field is matched well, the main
difference being some underestimation in the magnitude of c within the weak
zone, with values around 3× 10−3 versus the target value of 10−2.
Inversion for nonlinear exponent n(x) as a field throughout the man-
tle
For this test I inverted for n(x) as a field throughout the domain, with
Tikhonov regularization, ninit = 1.0, I = 10
−4, βn = 10, and a noise level of
1%. The nondimensional activation energy VE was divided by two again to
reduce the large degree of variation in the viscosity for this setup, and the
bounds for n were reduced to [1.0, 2.0] for the same reason. The field for c is
10.0 in the lower mantle, 10−2 in the weak zone, and 1.0 everywhere else. The
target field for n(x) is 1.5 everywhere, and the reconstructed field is shown in
Figure 7.16, along with the observed and recovered tangential velocities on the
top boundary, which shows a very good surface velocity match. Convergence
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Figure 7.16: Results for inversion for nonlinear exponent n(x) as a field
throughout the mantle (Test 3) with Tikhonov regularization. Top: Recon-
structed n(x) (left), prefactor c(x) with weak zone. Bottom: Observed, re-
covered tangential velocities on boundary.
occurred in 371 BFGS iterations in 11.71 hours on 12 processors on Lonestar.
The target field is matched extremely well, with the overall value being near
1.5 and a small amount of noise on the top boundary. In fact, the normalized
L2 norm of n equals ||n||2/||1||2 = 1.49403, so the reconstructed field is nearly
the same as the target field.
Looking at the viscosity plot in 7.14, we can see the large degree of
variation in the viscosity, even for the low nonlinearity with n = 1.5. If I set
up either of these two test problems with a greater nonlinearity, e.g. a value
of n > 1.5, or allow n to become larger than 2.0 during an inversion for n, the
degree of variation in the viscosity becomes even larger. Recall from Section 5.1
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that I assumed the viscosity was constant to approximate the inverse of the
Schur complement by a pressure mass matrix in the preconditioner for the
forward problem (5.1.3). Unfortunately, a consequence of a large degree of
variation in the viscosity is that this approximation becomes less and less
accurate. In turn, a less accurate preconditioner means the forward problem
will require more work to solve. Since the forward problem is merely an “inner
iteration” for the inverse problem, this means the inverse problem will take
even longer to solve, which is exactly what I found when I try to invert for c
with a higher nonlinear exponent n, or when I invert for the nonlinear exponent
n (whose inversion typically leads to large values of n during the inversion
process). For this setup with a more nonlinear viscosity, the preconditioner is
so poor that the inner forward (GMRES) solves typically do not converge in
a timely manner (i.e. in fewer iterations than the size of the matrix operator).
This leads to a forward solution that is not converged, which yields a gradient
that is not accurate enough, causing the inverse solver to ultimately fail to find
a descent direction. The obvious solution to this problem is a more accurate
preconditioner to the forward problem, which is discussed as a future extension
in Section 9.2.
7.5 Summary and discussion for various inversion fields
In this section I review and discuss convergence information about the
tests shown in Sections 7.1 and 7.2, which is presented in Table 7.2. Note that
the requested convergence tolerance is not the same for each test; while these
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Inversion field # iter time (h) β tol
c(x), Tikhonov reg.
constant 8 0.04 - 10−5
upper mantle field 82 0.42 10−3 10−5
full mantle field 128 0.49 10−2 10−3
n(x), Tikhonov reg.
constant 4 0.10 - 10−4
upper mantle field 104 0.60 10−1 10−5
full mantle field 223 4.44 10−1 10−4
n(x), TV reg.
upper mantle field 664 2.97 100 10−5
full mantle field 775 9.50 101 10−4
Table 7.2: Summary of convergence data for inversions in Sections 7.1 and 7.2.
The number of BFGS iterations to convergence is denoted by # iter, followed
by the time taken to converge, the regularization parameter βc or βn, and the
BFGS tolerance, denoted “tol.”
tests are not directly comparable for convergence data, general conclusions
may still be found. Each test was converged to an acceptable reconstruction,
so we may compare them in a general sense. There are a few unsurprising
patterns that emerge from this data. First, when moving from an inversion
for a constant, to an inversion of a field in the upper mantle, to an inversion of a
field in the entire mantle, the number of BFGS iterations required to meet the
requested convergence tolerance increases. This is merely due to the fact that
I am inverting for more parameters in each of these inversions. However, note
that the numbers of iterations grow more slowly than the problem size, which
is of the order of thousands for the upper and full mantle, whereas the number
of iterations is in the hundreds. We can also see that, with the exception of the
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constant inversion, inverting for n(x) requires more iterations to converge than
when inverting for c(x), due to the fact that n is a nonlinear parameter while
c is linear. Lastly, we can observe that an inversion using TV regularization
is more costly than an inversion using Tikhonov regularization. This is due to
the fact that the TV term in the objective functional is nonlinear, while the
Tikhonov term is linear.
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Chapter 8
3D inversion results
In this chapter I will discuss the 3D results obtained by my inverse
mantle convection code. I begin with the inverse problem with present-day
observations described earlier, inverting initially for constitutive parameters
that are not spatially varying. Then I consider the inverse problem with
spatially-variable constitutive parameters throughout the entire domain. The
constant inversion problem is considered for inversions of the prefactor c(x)
and the nonlinear exponent n(x) separately, and then for joint inversions; the
full domain problem is considered for an inversion of the nonlinear exponent
n(x).
The domain for the following problems is a 3D 60◦ spherical shell with
an adaptive mesh (shown in Figure 8.1). The given temperature field (also
shown in Figure 8.1) was chosen to be an upper mantle cold sphere, which
represents a falling piece of cold material, e.g. a piece of slab that has broken
off a tectonic plate that is subducting below a second plate. This mesh uses
147048 degrees of freedom (velocity and pressure) and 6621 parameters for c or
n each. The parameters used in these tests are the same as given in Table 7.1
in Chapter 7.
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Figure 8.1: Mesh and cold sphere temperature field for 3D inverse problems
(clip at x = 0).
8.1 Inversion for prefactor c as a constant
I begin the chapter with an inversion for the prefactor c as a constant
(Test 1) throughout the mantle with n = 1.0, cinit = 1.0, I = 10
−4, and 1%
noise. The target value for c is 2.0, and the value reconstructed is c = 1.999968.
The regularization term drops out since c is constant. Convergence occurred
in 9 BFGS iterations in 53.5 minutes on 48 processors. The observed and
recovered velocities on the top boundary are shown in Figure 8.2, which shows
a very good surface velocity match. Compared with the 2D version of this
test, the number of BFGS iterations are nearly the same, but despite having
twice the number of processors, takes significantly longer to converge, due in
part to the increase in degrees of freedom (velocity and pressure).
8.2 Inversion for nonlinear exponent n(x)
In this section I show results for inversions for the nonlinear exponent
n(x). I will begin with an inversion for n as a constant throughout the mantle,
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Figure 8.2: Observed surface velocity magnitude (left) and recovered velocity
magnitude (right) for inversion for prefactor c as a constant (Test 1).
Figure 8.3: Observed surface velocity magnitude (left) and recovered velocity
magnitude (right) for inversion for nonlinear exponent n as a constant (Test 4).
and then an inversion for n(x) varying throughout the mantle.
Inversion for nonlinear exponent n as a constant (Test 4)
In this section I give results from an inversion for n as a constant
throughout the mantle with c = 2.0, ninit = 1.0, I = 10
−5, and 1% noise. The
target value for n is 1.5, and the value reconstructed is n = 1.500027. The
regularization term drops out since n is constant. Convergence occurred in 4
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BFGS iterations in 57.1 minutes on 48 processors. The observed and recovered
velocities on the top boundary are shown in Figure 8.3, which shows a very
good surface velocity match. Again, compared with the 2D version of this
test, the number of BFGS iterations are nearly the same, but despite having
twice the number of processors, takes significantly longer to converge, due in
part to the increase in degrees of freedom (velocity and pressure).
Inversion for nonlinear exponent n(x) as a field throughout the man-
tle (Test 6)
For this test I inverted for n(x) as a field throughout the domain, with
Tikhonov regularization, c = 2.0, ninit = 1.8, I = 10
−4, βn = 10−1, and a noise
level of 1%. The target field for this test contains a block in the right top
corner to simulate a plate. A top view of the target and reconstructed fields
for n(x) along with the observed and recovered velocities on the top boundary
are shown in Figure 8.4, which shows a very good surface velocity match. (The
majority of the variation in the reconstructed n(x) is along the top boundary,
so other views are omitted.) Convergence occurred in 130 BFGS iterations in
12.92 hours on 48 processors. The reconstruction of the nonlinear exponent
shows a good reconstruction of the corner block, but there is some blurring
occurring, especially in the top right corner. I know there are sharp jumps in
the target field, so I can try a reconstruction with TV regularization.
The target and reconstructed fields for n(x) using TV regularization
are shown in Figure 8.5, along with a rescaled plot of the Tikhonov regular-
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Figure 8.4: Results for inversion for nonlinear exponent n(x) as a field through-
out the mantle (Test 6) with Tikhonov regularization. Top: Observed surface
velocity magnitude (left), recovered velocity magnitude (right). Bottom: Tar-
get n(x) (left), reconstructed n(x) (right).
ization reconstruction for comparison purposes. Here, c = 2.0, ninit = 1.8, I =
10−4, βn = 10−1, n = 10−3, and a noise level of 1% was used. Convergence
occurred in 195 BFGS iterations in 19.53 hours on 48 processors. TV regular-
ization clearly captures the sharp edges in the target field much better than
Tikhonov regularization, as expected.
Figure 8.6 shows isosurface plots for the reconstructions just described,
with contours at n = 1.0, 1.1, 1.2, 1.3, 1.4, and 1.5. In this figure we are able
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Figure 8.5: Target n(x) (left), reconstructed n(x) with Tikhonov regulariza-
tion (rescaled, center), and reconstructed n(x) with TV regularization (right)
for inversion for nonlinear exponent n(x) as a field throughout the mantle
(Test 6).
Figure 8.6: Isosurfaces with contours at n = 1.0, 1.1, 1.2, 1.3, 1.4, and 1.5 for
reconstructed nonlinear exponent n(x) for inversion with Tikhonov regular-
ization (top left), TV regularization (top right), and target n(x) (bottom).
108
−0.5 0 0.51
1.2
1.4
1.6
1.8
2
y
n
 
 
target
Tikhonov
TV
Figure 8.7: Cross-sections at r = 0.95 and x = 0.25 for target n(x), recon-
structed n(x) with Tikhonov regularization, and reconstructed n(x) with TV
regularization for inversion for nonlinear exponent n(x) as a field throughout
the mantle (Test 6).
to see how well the parameter is reconstructed in depth. Both Tikhonov
regularization and TV regularization are less accurate as depth increases, as
seen when compared to the target field shown in the same figure. Also, we
can see that the space between contours in the Tikhonov reconstruction is
much larger than the space between contours in the TV reconstruction, which
more accurately matches the space between contours in the target field. This
is another visualization of the fact that TV regularization handles the sharp
jump in the parameter field much better than Tikhonov regularization. A plot
of the target and reconstructions at cross-sections at r = 0.95 and x = 0.25
is shown in Figure 8.7. It is clear again that Tikhonov regularization does
a good job at reconstructing a smooth version of the target field, while TV
regularization maintains the sharp jumps in the target field.
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Figure 8.8: Observed surface velocity magnitude (left) and recovered surface
velocity magnitude (right) for joint inversion for for prefactor c as a constant
and nonlinear exponent n as a constant (Test 7).
8.3 Joint inversion for prefactor c as a constant and
nonlinear exponent n as a constant
In this section I show results for a joint inversion for the prefactor
c as a constant and n as a constant throughout the mantle (Test 7) with
cinit = ninit = 1.0. The target value for n is 1.5, and the value reconstructed
is n = 1.495367. The target value for c is 2.0, and the value reconstructed
is c = 1.981493. Convergence to a tolerance of I = 2 × 10−4 occurred in 18
BFGS iterations in 4.3 hours with 1% noise added to the observations. The
observed and recovered tangential velocities on the top boundary are shown
in Figure 8.8, which shows a very good surface velocity match.
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Chapter 9
Conclusion and possible extensions
9.1 Overview of results
In this dissertation I addressed the instantaneous mantle convection in-
verse problem with full nonlinear rheology. The mantle convection governing
equations are formulated under the assumption that the present day mantle
temperature field is available, which reduces the equations of balance of mo-
mentum, mass, and energy to a Stokes system (the so-called “instantaneous
flow” system) with nonlinear rheology, in which the viscosity depends on the
second invariant of the strain rate tensor. The inverse problem I consider is
to invert for unknown parameters in the constitutive law—the strain rate ex-
ponent n and the prefactor c—from synthetic observations of tangential flow
velocity on earth’s surface. Because of heterogeneities in the mantle, these
parameters can be regarded as spatially-varying fields. Thus, we can expect
the inverse problem to be ill-posed, since we are inverting for volumetric pa-
rameters from boundary data.
Motivation for the inverse problem and previous work done in the field
were presented in Chapter 1. In Chapter 2 I set up the inverse problem and
derived the infinite-dimensional optimality conditions that provide necessary
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conditions for its solution. In Chapter 3, I performed a spectral analysis of
the Hessian operator, which is a linearized operator for the necessary optimal-
ity conditions. While the analysis is carried out for a model inverse problem
governed by a one-dimensional linear Stokes forward problem, the analyti-
cal eigenvalue decay of the operator is seen to be similar to the numerically
observed decay for a two-dimensional inverse problem governed by the same
Stokes system. The Hessian is shown to be a compact operator with a spectrum
that decays rapidly to zero—initially with the fourth power of the eigenvalue
index, and asymptotically with the second power. Thus, we can expect that
the inverse problem will be severely ill-posed, with few of the viscosity “modes”
being observable from surface data. Moreover, the shapes of the eigenvectors
indicate that increasingly smaller length scales of viscosity are increasingly
less observable, and that resolution decays with depth, so that only shallow
features are well reconstructed. This motivates the use in this thesis of reg-
ularizations that are of Tikhonov type (favoring smooth viscosity) and total
variation type (favoring piecewise-smooth viscosity).
Galerkin discretization of the coupled optimality system—the forward
(nonlinear) Stokes, adjoint Stokes, and control boundary value problems—was
presented in Chapter 4, and some analysis of gradient consistency for a dis-
continuous Galerkin method for the advection equation (as a prototype of the
advection-dominated energy equation) was discussed. In Chapter 5 I provided
details for the Newton method I used to solve the nonlinear forward Stokes
problem, and presented results of verification experiments and parallel perfor-
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mance studies for my forward mantle convection code. Chapter 6 presented
the optimization methodology for solving the inverse problem, along with a
discussion of parallel performance, how to choose regularization parameters
and visualization of some 1D objective functionals.
Results of a number of 2D and 3D inversions where given in Chap-
ters 7 and 8, where we saw that with the correct regularization weight and
the right type of regularization, it is possible to reconstruct shallow viscosity
parameter features when the parameter field is regarded as either a constant,
as a field in the upper mantle, or as a field throughout the domain. A more
realistic problem that modeled a tectonic plate subducting beneath another
was solved in 2D, where a viscosity “weak zone” was enforced in the viscosity
prefactor and was reconstructed. The overall conclusion is that despite the se-
vere ill-posedness of the inverse problem, stemming from the small number of
observations compared to large number of degrees of freedom of the viscosity
parameters, it is possible to reasonably infer information about the viscosity
of the mantle, particularly in shallow regions.
9.2 Possible extensions
With any body of work, there is always room for improvement. There
are at least five important extensions to the work presented in this dissertation
that could be subsequently pursued. First, the mass matrix approximation of
the pressure Schur complement in the nonlinear forward Stokes preconditioner
detailed in Section 5.1 is guaranteed to be optimal only for constant viscosity.
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Designing a better approximation to the Schur complement would allow the
forward problem to be solved more efficiently and more accurately.
Second, the forward problem could be solved with an inexact Newton
method to help speed up the forward solves. The idea behind inexactness is
that while Newton iterates are far from the solution, the inner (linear) Krylov
solves can be terminated prematurely. I worked on employing inexactness for
the forward solver, but ran into problems with the divergence-free condition.
If this condition was not met accurately enough, the line search would not be
able to find a descent direction and the forward solve would stall. I was able to
solve this problem by scaling the divergence-free condition (and the pressure
in order to keep the operator symmetric), but I was unable to find a method
of scaling that was meaningful and worked universally for different orders of
viscosity.
A third possible extension for this work is replacing the BFGS opti-
mization method with a Newton-CG method. Not only would this result in
faster convergence of inverse solves due to Newton’s asymptotic quadratic (and
often mesh-independent) convergence, but it would allow custom precondition-
ing based upon the spectrum of the Hessian found in Chapter 3.
Fourth, one could pursue the formulation of the inverse problem as one
in Bayesian inference, which would permit the quantification of uncertainty in
the reconstructions of viscosity parameters. However, this raises the computa-
tional stakes enormously, and one would need to develop specialized methods
to solve the resulting statistical inverse problems.
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Finally, an important extension is to consider the time-dependent in-
verse problem by augmenting the Stokes system with the energy equation, and
regarding the present-day temperature field as an observation to be fit, along
with plate motion data, both from present observations as well as from his-
torical reconstructions. The temperature initial condition would then join the
list of fields to be reconstructed through inversion. Despite the enlargement of
the space of inversion fields, the greater amount of observational data relative
to inversion fields provides hope that improved resolution can be obtained at
depth.
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Appendix A
Detailed expressions for test problems
A.1 Forcing term for the 2D Dohrmann Bochev bench-
mark problem
Define the two functions (g(x, y) and h(x, y) as follows:
g(x, y) = 2 + 4x− 4y + 6x2 − 6y2 + 4xy,
h(x, y) = −2x− 12xy + x2 − 2y − y2.
Then the forcing term for the 2D Dohrmann Bochev benchmark problem with
nonlinear viscosity is
[
f 0
]T
, where f =
[
f1 f2
]T
, and
f1 = −
(
1− n
4n
)(
1
4
(
g2 + h2
)) 1−3n2n
(ggx + hhx) g
−
(
1− n
4n
)(
1
4
(
g2 + h2
)) 1−3n2n
(ggy + hhy)h
−(2 + 2y)
(
1
4
(
g2 + h2
)) 1−n2n
+ y + 1 + 3x2y2,
f2 =
(
1− n
4n
)(
1
4
(
g2 + h2
)) 1−3n2n
(ggy + hhy) g
−
(
1− n
4n
)(
1
4
(
g2 + h2
)) 1−3n2n
(ggx + hhx)h
−(2− 2x)
(
1
4
(
g2 + h2
)) 1−n2n
+ x+ 1 + 2x3y.
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A.2 Functions involved in the descending plate temper-
ature field test problem
Define the following variables using the half-space cooling model for the
temperature of the plates:
l = 0.5pi − arctan(y/x),
r0 =
√
x2 + y2,
r =
{
min(1, r0 + 0.02((l/379) + 1)), l < 0,
min(1, r0 + 0.02), l ≥ 0,
d = (1− r) ∗R0,
sdip = pi/10 + pi/3 ∗ d/960000,
sc = 0.12 + (1− r)/ tan(sdip),
df =

(
800000
R0
− (1.0− r0) + 0.001)
)1.5
, 1.0− r0 < 800000R0 ,
0, otherwise,
fv =

l − sc, l > sc,
0, sc − df < l ≤ sc,
sc − df − l, otherwise,
sd = sin (sdip) ∗ fv ∗R0,
pt =
{ |l+0.55|R0
.04/(365.25∗24∗3600) , l < sc,
40× 106 ∗ 365.25 ∗ 24 ∗ 3600, otherwise,
Tplate = erf
(
d
2
√
pt ∗ 10−6
)
,
Tslab = 1− 0.99 ∗ exp
( −s2d
2 ∗ (50× 103)2
)
,
dc =
{
d+ sd cos(sdip), l > sc,
d− sd cos(sdip), otherwise,
Tsmooth =
1− exp
(
− (dc−600×103)2
2.0∗(50×103)2 −
s2d
2∗(50×103)2
)
, dc > 600000 and d > 550000,
1− 0.99 exp
( −s2d
2∗(50×103)2
)
, otherwise.
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The the temperature field seen in Section 7.4 can be written as
T = .96(.035 + max(Tsmooth,min(Tslab, Tplate))).
Also define the variables
sc2 = 0.12 + (1− r0 − .02)/ tan(pi/10 + pi/3 ∗ (1− r0)R0/960000),
w = exp(−(l − (sc2 + .03))2/.003).
Then the prefactor c(x) for the weak zone setup can be written as
cw =
{
1 + (−1 + .02) ∗ w ∗ (1− Tplate), r0 > .80,
−4.5 erf
(
r0−.83
.45/16
)
+ 5.5, otherwise.
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Appendix B
Time-dependent Inverse Mantle Convection
This appendix contains the derivation of the expressions for a Newton
step for an implicit time discretization for the forward problem, to be used
in place of a explicit time discretization and the Picard approximation, which
are commonly used to solve this system. The full Newton Jacobian is essential
for obtaining the correct gradient of F. In addition, implicit time-stepping
is attractive for mantle convection problems where large velocity gradients
induce a very fine mesh.
B.1 Discretization of the forward problem
In this section I discretize the forward problem for time-dependent man-
tle convection, i.e. the equations for the conservation of mass, momentum, and
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energy for mantle convection:
∇ · u = 0, x ∈ Ω, t ∈ [0, tf ],
−∇ · S = ξRaTer, x ∈ Ω, t ∈ [0, tf ],
−pI + η(T,u) (∇u+∇uT) = S, x ∈ Ω, t ∈ [0, tf ],
∂T
∂t
+∇ · (uT )−∇2T = γ, x ∈ Ω, t ∈ [0, tf ],
T (x, 0) = T0, x ∈ Ω,
u · n = 0, x ∈ Γ, t ∈ [0, tf ],
T = Tc, x ∈ Γc, t ∈ [0, tf ],
T = Tf , x ∈ Γf , t ∈ [0, tf ],
n× n× Sn = 0, x ∈ Γ, t ∈ [0, tf ].
Convection-Diffusion Equation
Let Ω be represented by a collection of non-overlapping elements Dk,
k = 1, ..., K, such that
⋃
kDk = Ω. Define
Wh = {w ∈ L2(Ω) : w|Dk ∈ P (Dk) ∀ k = 1, . . . , K},
Yh = {y ∈
[
L2(Ω)
]2
: y|Dk ∈ Σ(Dk) ∀ k = 1, . . . , K},
where P (Dk) = Pp(Dk), the space of polynomial functions of degree at most
p ≥ 1 on Dk, and Σ(Dk) = [Pp(Dk)]2. I discretize the convection-diffusion
equation using the DG method by Hesthaven and Warburton [39]. I choose
Legendre-Gauss-Lobatto (LGL) gridpoints ξj ∈ Dk, j = 0, . . . , N , for each
spatial element, and use the Lagrange polynomials `i(x) for both the trial and
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test functions. I begin with the following weak form, called the strong-weak
form (integrated by parts twice), using the test function T˜ (x): Find T ∈ Wh
such that∫
Dk
∂T k
∂t
T˜ kdx+
∫
Dk
∇ · (uT k) T˜ kdx− ∫
Dk
(∇2T k) T˜ kdx
−
∮
∂Dk
n · (uT k − (uT k)∗)T˜ kdx =
∫
Dk
γT˜ kdx.
for all T˜ ∈ Wh and k. To discretize the diffusive term, a local discontinuous
Galerkin (LDG) method is employed; this method is consistent, stable, and
adjoint consistent [4]. Define w = ∇T , which implies ∇2T = ∇ · w. This
results in the new weak form: Find T ∈ Wh,w ∈ Yh such that∫
Dk
∂T k
∂t
T˜ kdx+
∫
Dk
∇ · (uT k) T˜ kdx− ∫
Dk
(∇ ·w) T˜ kdx
−
∮
∂Dk
n · (uT k− (uT k)∗)T˜ kdx+
∮
∂Dk
n · (wk− (wk)∗)T˜ kdx =
∫
Dk
γT˜ kdx.
for all T˜ ∈ Wh and k. Define the DG discrete approximations of T and w:
T (x, t) ' Th(x, t) =
∑
Dk
NT∑
j=1
T kj (t)ψ
k
j (x),
w(x, t) ' wh(x, t) =
∑
Dk
Nw∑
j=1
wkj (t)φ
k
j (x).
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Discretize T˜ similarly as T . Replacing T,w, and T˜ with their discrete approx-
imations, the convection-diffusion equation becomes
NT∑
i=1
T˜ ki
(
NT∑
j=1
∂T kj
∂t
∫
Dk
ψkjψ
k
i dx
)
+
NT∑
i=1
T˜ ki
(
NT∑
j=1
T kj
∫
Dk
∇ · (uψkj ) dx
)
−
NT∑
i=1
T˜ ki
(
Nw∑
j=1
wkj
∫
Dk
(∇ · φkj )ψki dx
)
−
NT∑
i=1
T˜ ki
(∮
∂Dk
n · (uT kh − (uT kh )∗)ψki dx
)
+
NT∑
i=1
T˜ ki
(∮
∂Dk
n · (wkh − (wkh)∗)ψki dx
)
=
NT∑
i=1
T˜ ki
(∫
Dk
γψki dx
)
for all T˜ k and k.
I discretize the equation that defines w in the following weak form:
Find T ∈ Wh, w˜ ∈ Yh, and w ∈ Yh such that∫
Dk
wk · w˜kdx =
∫
Dk
T k∇ · w˜kdx+
∮
∂Dk
n(T k)∗ · w˜kdx
for all w˜ ∈ Yh and k. Discretize w˜ similarly as w. Replace T,w, and w˜ with
their discrete approximations:
Nw∑
i=1
w˜ki
(
Nw∑
j=1
wkj
∫
Dk
φkj · φki dx
)
=
Nw∑
i=1
w˜ki
(
NT∑
j=1
T kj
∫
Dk
ψkj∇ · φki dx
)
+
Nw∑
i=1
w˜ki
(∮
∂Dk
n(T k)∗ · φki dx
)
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for all w˜ki and k. Define the element matrices
Mkij =
∫
Dk
ψkjψ
k
i dx, B
k
ij =
∫
Dk
ψkj∇ · φki dx,
Skij(u) =
∫
Dk
∇ · (uψkj )ψki dx, Γki = ∫
Dk
γ(t)ψki dx,
Ckij =
∫
Dk
φkj · φki dx.
Define flux matrices V,W such that
Vki (u)T
k
h (t) =
∮
∂Dk
n · (uT k − (uT k)∗)ψki dx
Wki T
k
h (t) =
∮
∂Dk
n(T k − (T k)∗)ψki dx.
Note that since I will not explicitly form the Hessian, no method for the
calculation of the flux matrices is necessary. Using the element matrices, the
convection-diffusion equation becomes
Γk(t) = MkT˙k(t) + Sk(u)Tk(t)− (Bk)T qk(t)
−Vk(u)Tk(t) + Wkqk(t)
Ckqk(t) = BkTk(t)−WkTk(t).
Stokes equation
I use continuous Galerkin FEM to discretize Stokes equation and the
conservation of mass. I begin with the following weak form of Stokes equation,
using the test function u˜ ∈ H10 (Ω): Find u ∈ H10 (Ω), p ∈ L2(Ω) such that∫
Ω
[
−p∇ · u˜+ 1
4
η
(∇u˜+∇u˜T) : (∇u+∇uT)] dx = ∫
Ω
u˜ · ξRaTerdx
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for all u˜ ∈ H20 (Ω), where η = η(u, T, c1, c2, c3). Note that the boundary term
created by integrating by parts has dropped out since u, u˜ ∈ H10 (Ω)×C([0, tf ]).
Define the discrete approximations of u and p:
u(x) ' uh(x) =
Nu∑
j=1
ujφj(x), p(x) ' ph(x) =
Np∑
j=1
pjψj(x).
Discretize u˜ similarly as u. Replace u, u˜, and p with their discretized approx-
imations:
Nu∑
i=1
u˜i
(
Np∑
j=1
−pj
∫
Ω
ψj∇ · φidx
)
+
Nu∑
i=1
u˜i
(
Nu∑
j=1
uj
∫
Ω
1
4
ηh
(∇φi +∇φTi ) : (∇φj +∇φTj ) dx
)
=
Nu∑
i=1
u˜i
(∫
Ω
φi · ξRaTerdx
)
.
Define the matrices
fi(T ) =
∫
Ω
φi · ξRaTerdx,
Aij(ηh) =
∫
Ω
1
4
ηh
(∇φi +∇φTi ) : (∇φj +∇φTj ) dx,
Bij = −
∫
Ω
(∇ · φi)ψjdx.
I combine the discrete equation into one sum. Since u˜i is arbitrary, the discrete
Stokes equation becomes
Bp + A(ηh)u = f(T ),
where ηh = η(uh, T, ch, nh),p =
[
p1 . . . pNp
]T
, and u =
[
u1 . . . uNu
]T
.
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Conservation of mass
To discretize the conservation of mass, I begin with the following weak
form of the equation, using the test function p˜ ∈ L2(Ω): Find u ∈ H10 (Ω) such
that
−
∫
Ω
p˜∇ · udx = 0
for all p˜ ∈ L2(Ω). Discretize p˜ similarly as p. Replace u and p˜ with their
discretized approximations:
Np∑
i=1
p˜i
(
Nu∑
j=1
−uj
∫
Ω
ψi∇ · φjdx
)
= 0.
This yields
BTu = 0.
Putting it all together
Putting these three equations together, and writing convection-diffusion
for all space, yields[
A(ηh) B
BT 0
] [
u
p
]
=
[
f(T )
0
]
Γ(t) = MT˙(t) + ST(t)−BTq(t)−VT(t) + Wq(t)
Cq(t) = BT(t)−WT(t).
Discretization in time
I begin with the Crank-Nicolson method for the time discretization.
Rearranging the convection-diffusion equation, and using the second equation
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to remove qh from the system,
MT˙(t) = (V − S)T(t)− (BT −W)q(t) + Γ(t)
= (V − S)T(t)− (BT −W)C−1(BT(t)−WT(t)) + Γ(t)
= (V − S− (BT −W)C−1(B−W))T(t) + Γ(t)
T˙(t) = M−1(V − S− (BT −W)C−1(B−W))T(t) + M−1Γ(t).
Define K = V−S−(B+W)C−1(B−W) so that T˙(t) = M−1(KT(t)+Γ(t)).
The Crank-Nicolson method, for y˙ = f(y), is
yn − yn−1 = ∆t
2
(f(yn) + f(yn−1)).
Then the time-stepping method is
(2M−∆tKn)Tn = (2M−∆tKn−1)Tn−1 + ∆tΓn + ∆tΓn−1.
This yields the following system of nonlinear equations:An B 0BT 0 0
0 0 2M−∆tKn
unpn
Tn
 =
 fn0
(2M + ∆tKn−1)Tn−1 + ∆t (Γn + Γn−1)
 ,
which can be written as h(dn,dn−1) = 0, where dn =
[
un pn Tn
]T
, fn =
f(T n),An = A(T n,un), and Kn = K(un).
B.2 Newton Step
Many mantle convection codes stagger the solution of the system into
a convection-diffusion time step to update temperature, followed by a Stokes
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solve to update the flow variables [17]. This kind of staggering, however,
typically does not give optimal convergence. Ideally I would solve the system
in one step; one option for accomplishing this is to use Newton’s method.
I have formulated this discrete Newton step in order to get an idea of the
operators involved. The advantage in using Newton’s method for the forward
problem comes in the solution of the adjoint. The adjoint operator is simply
the transpose of the Jacobian of the forward problem; thus, if we are able to
compute this Jacobian, there is little additional work in solving the adjoint
problem.
The forward system for the time-dependent variable viscosity problem,
discretized in both space and time, isAn B 0BT 0 0
0 0 2M−∆tKn
unpn
Tn
 =
 fn0
(2M + ∆tKn−1)Tn−1 + ∆t (Γn + Γn−1)
 ,
where dn =
[
un pn Tn
]T
, fn = f(T n),An = A(T n,un), and Kn = K(un).
First I find the Jacobian of the the objective functional F.
J =
 Anun + BpnBTun
(2M−∆tKn)Tn
 .
Next I find the Hessian of the objective functional F.
H =
 An + Gn B ∂∂Tn (An − fn)BT 0 0
∂
∂un
(−∆tKn + ∆tKnTn+1) 0 2M−∆tKn
 ,
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where(
∂
∂T n
An
)
i,j
= −1
4
∫
Ω
[
c3η(∇φj + (∇φj)T)(∇φj + (∇φj)T)
]
dx,(
∂
∂T n
fn
)
i
=
∫
Ω
ξRaerψidx,(
∂
∂un
Kn
)
i,j
= −
(
∂
∂un
Sn
)
i,j
+
(
∂
∂un
Vn
)
i,j
= −
∑
k
∫
Dk
∂
∂un
·∇(uψkj )ψki dx+
(
∂
∂un
Vn
)
i,j
.
Then the Newton step is simply
H(dni ,d
n
i−1)∆d
n
i+1 = −J(dni ,dn−1i ).
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Appendix C
Gradient consistency of non-steady convection
I apply the idea of OTD versus DTO to the non-steady convection
equation using DG-FEM. This problem is more complicated than a simple
FEM problem and more care has to be taken in order to achieve gradient
consistency. I used the DG framework from Hesthaven and Warburton [39]
which provides discretization and meshing building blocks.
C.1 Statement of problem
I examine the nonsteady convection equation, minimizing the L2 norm
of the difference between a velocity u = u(x, t) and observed values uobs =
uobs(x) at a final time t = T with respect to the unknown initial condition
u0 = u0(x) ∈ L2([0, L]). This simple problem is the first step towards compre-
hending more difficult ones, such as multiple time observations or the equations
for mantle convection. Define
∂Ωin = {x ∈ ∂Ω : v · n < 0},
∂Ωout = {x ∈ ∂Ω : v · n ≥ 0},
the inflow and outflow boundaries for the state equations, respectively. I in-
clude a Tikhonov regularization term on the initial condition u0 to ensure
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well-posedness. The inverse problem is to find u0 ∈ L2(Ω) such that
min
u0
F =
1
2
∫
Ω
[u(T )− uobs]2 dx+ β
2
∫
Ω
u20dx
subject to
∂u
∂t
+∇ · (uv) = 0, x ∈ Ω, t ∈ [0, T ],
u = 0, x ∈ ∂Ωin, t ∈ [0, T ],
u(0) = u0, x ∈ Ω,
where u ∈ L2(Ω)×L2([0, T ]),v ∈ C(Ω), and uobs ∈ L2(Ω) are the observations
at the final time. The first term represents the misfit between the observed
and predicted velocity fields. Inverse problems governed by elliptic PDEs are
typically ill-posed, i.e. the first term in F is insufficient to uniquely determine
the inversion parameters (see [9]). Therefore, in the next term of F, I impose
L2 variational regularization [62] on the initial condition.
C.2 Discretize then optimize (DTO)
To solve the optimization problem using DTO, I will discretize the
continuous optimization problem and then differentiate the resulting discrete
optimization problem by finding the stationary point of the corresponding
discrete Lagrangian function.
Discretization of the problem
Let Ω be represented by a set of geometry-conforming non-overlapping
elements Dk, 1 ≤ k ≤ K. I choose Legendre-Gauss-Lobatto (LGL) gridpoints
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ξj ∈ Dk, j = 0, . . . , N and use the associated Lagrange polynomials lj(x) for
both the trial and test spaces. Define the discrete approximations of u and u0:
x ∈ Dk : u = u(x, t) ' ukh(x, t) =
∑N
j=0 u
k
j (ξj, t)l
k
j (x),
u0 = u0(x) ' uk0,h(x) =
∑N
j=0 u
k
0,j(ξj)l
k
j (x).
I use the following vector notation for u, u0, and the Lagrange polynomials,
ukh =
[
uk0 . . . u
k
N
]T
, lk =
[
l0 . . . lN
]T
,
u0
k
h =
[
uk0,0 . . . u
k
0,N
]T
,
as well as the full discrete spatial vectors for u and u0,
uh =
[
u1h . . . u
K
h
]T
, u0h =
[
u0
1
h . . . u0
K
h
]T
.
Define the element matrices
Mkij =
∫
Dk
lki l
k
j dx, S
k
ij =
∫
Dk
lki∇ · (vlkj )dx,
and the block diagonal full space mass and stiffness matrices
M =
M
1 . . . 0
...
. . .
...
0 . . . MK
 , S =
S
1 . . . 0
...
. . .
...
0 . . . SK
 .
I use a general form for the flux term ([39]),
(vu)∗ = {{vu}}+ |v · n|1− α
2
[[u]],
0 ≤ α ≤ 1, where the average and jump terms are
{{u}} = u
− + u+
2
, [[u]] = n−u− + n+u+,
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and a superscript ’-’ refers to interior information while a superscript ’+’ refers
to exterior information. (Since n is the outward pointing normal, n− is out-
ward and n+ is inward.) Note that α = 0 corresponds to an upwinding flux
while α = 1 corresponds to a central (averaging) flux. For pure advection, I
will show that the upwinding flux is the only flux that will result in gradient
consistency at the boundary (see §C.3). I assume here that v is continuous at
all element boundaries in Ω.
Replacing u and u0 with their discrete approximations and uobs with
its finite element interpolant in F results in
1
2
N∑
i=1
N∑
j=1
∫
Ω
[ui(T )− uobsi ]
[
uj(T )− uobsj
]
`i`jdx+
β
2
N∑
i=1
N∑
j=1
∫
Ω
u0i`iu0j`jdx.
In matrix form, this becomes
min
u0h
F =
1
2
[uh(T)− uobs]T M [uh(T)− uobs] + β
2
(u0h)
T Mu0h.
I begin with the following weak form of the convection equation, called
the “strong-weak” form, using the test function p˜ ∈ L2(Ω) × L2([0, T ]): Find
u ∈ L2(Ω)× L2([0, T ]) such that∫
Dk
∂uk
∂t
p˜kdx+
∫
Dk
∇ · (vuk)p˜kdx =
∮
∂Dk
n · (vuk − (vu)∗)p˜kdx
for all p˜ ∈ L2(Ω) × L2([0, T ]), k = 0, . . . , K. Let p˜ be discretized in the same
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manner as u. Replacing u, p˜ with their discrete approximations yields
N∑
i=1
p˜ki
(
N∑
j=1
dukj
dt
∫
Dk
`kj `
k
i dx
)
+
N∑
i=1
p˜ki
(
N∑
j=1
ukj
∫
Dk
∇ · (v`kj )`ki dx
)
=
N∑
i=1
p˜ki
(
N∑
j=1
∮
∂Dk
n · (vukj `kj − (vu)∗)`ki dx
)
for k = 0, . . . , K. The right-hand side flux term can be written in matrix form
as
N∑
j=1
∮
∂Dk
n · (vukj `kj − (vu)∗)`ki dx = Vkuh,
for k = 1, . . . , K, where Vk is the kth row of the flux matrix V. The construc-
tion of this matrix is tedious but possible; I choose not to include this work
as it is unnecessary and in practice usually not constructed. The definition of
V requires the entire space vector uh since DG fluxes depend on values from
bordering elements. In matrix form, the convection equation becomes
M
d
dt
uh + Suh = Vuh.
The weak form of the initial condition is: Find u ∈ L2(Ω)× L2([0, T ])
and u0 ∈ L2(Ω) such that ∫
Dk
(uk(0)− u0)p˜kdx = 0
for all p˜ ∈ L2(Ω)× L2([0, T ]), k = 0, . . . , K. Replacing u, u0, and p˜ with their
discrete approximations gives
N∑
i=1
p˜ki
(
N∑
j=1
(ukj (0)− uk0j)
∫
Dk
`kj `
k
i dx
)
= 0
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for k = 0, . . . , K. In matrix form, the initial condition becomes
Muh(0) = Mu0h.
Putting these three discrete equations together, the inverse problem discretized
in space is: Find uh ∈ RNKJ ,u0h ∈ RNK such that
min
u0h
F =
1
2
[uh(T )− uobs]T M [uh(T )− uobs] + β
2
(u0h)
T Mu0h
subject to
M
d
dt
uh + Suh = Vuh, (C.2.1a)
Muh(0) = Mu0h. (C.2.1b)
Note that I have no explicit boundary conditions since they are already built
into the flux matrix V.
To discretize in time, I use a uniform grid tj = j∆t, j = 0, 1, . . . ,M
for some constant time step ∆t. Denote uh(tj) = uh,j. I will use the forward
Euler scheme for illustrative purposes. (Forward Euler will not be stable for all
choices of fluxes; I use it here to demonstrate the idea of gradient consistency.
Please refer to section C.5 for a generalization of the time-stepping scheme.)
The ODE constraint discretized in time, after applications of M−1, forward
Euler, and M to equation C.2.1, is
Muh,j+1 = Muh,j + ∆t (−Suh,j + Vuh,j) . (C.2.2)
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Define the full space-time forward operator
A =

M 0 0 . . . 0
−M + ∆tS−∆tV M 0 . . . 0
...
...
. . . . . .
...
0 . . . 0 −M + ∆tS−∆tV M
 ,
along with the right-hand-side matrix and full space-time u vector
B =
[−M 0 · · · 0]T , u = [uh,1 . . . uh,M]T .
Writing equation C.2.2 in matrix form results in the following discrete opti-
mization problem: Find uh ∈ RNKJ ,u0h ∈ RNK such that
min
u0
F =
1
2
[u− u˜obs]T CCT [u− u˜obs] + β
2
(u0)
T Mu0
subject to
Au + Bu0 = 0.
Optimization of the problem
Now that the inverse problem has been discretized in both space and
time, I form a discrete Lagrangian and take derivatives with respect to the
state, adjoint, and control variables to find its stationary point. Using a La-
grange multiplier p to enforce the constraint, the Lagrangian function is
L(u,u0,p) =
1
2
[u− u˜obs]T CCT [u− u˜obs]
+
β
2
(u0)
T Mu0 + 〈p,Au + Bu0〉 .
The inverse problem then is to find u ∈ RNKJ ,u0 ∈ RNK , and p ∈ RNKJ such
that L is stationary for all derivatives. Taking the derivative with respect to
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p,u, and u0 results in the discrete state, adjoint, and control equations, respec-
tively. These equations collected together give the following KKT optimality
system: CCT 0 AT0 βM BT
A B 0
 uu0
p
 =
CCT u˜obs0
0
 .
The coefficient matrix, called the KKT matrix, is clearly symmetric; this char-
acteristic is always held by the KKT matrix for DTO. We seek to match the
KKT matrix from DTO with the KKT matrix derived by OTD. When these
two matrices coincide, gradient consistency is guaranteed.
C.3 Optimize then discretize (OTD)
To solve the inverse problem using OTD, I will first optimize the prob-
lem by finding stationary points of the corresponding Lagrangian function and
then discretizing and solving the resulting discrete system of equations.
Optimization of the problem
I construct the continuous Lagrangian function L using the Lagrange
multipliers p and q to enforce the constraints.
L(u, u0, p, q) =
1
2
∫
Ω
[u(T )− uobs]2 dx+ β
2
∫
Ω
u20dx
+
∫
Ω
∫ T
0
p
[
∂u
∂t
+∇ · (uv)
]
dtdx+
∫
Ω
q [u(0)− u0] dx.
We require p = p(x, t) ∈ L2(Ω) × L2([0, T ]) and q = q(x) ∈ L2(Ω). The
Lagrange multiplier p is interpreted as the adjoint velocity, while the Lagrange
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multiplier q will be eliminated after taking variations of L. The inverse problem
is to find u ∈ L2(Ω) × L2([0, T ]), u0 ∈ L2(Ω), p ∈ L2(Ω) × L2([0, T ]), and
q ∈ L2(Ω) such that L is stationary for all first variations with respect to
u, u0, p, and q. Taking these variations will result in three systems of equations
(after the elimination of the adjoint variable q) that must be solved numerically.
The simultaneous solution of these three systems is a formidable problem:
instead, we eliminate the state equation and adjoint equation along with the
state and adjoint variables to yield the (reduced) gradient of F with respect to
u0. The solution of this system will be the “optimal” solution of the problem,
i.e. the u0 that minimizes F subject to the constraint. Setting the variations
of L with respect to p and q equal to zero gives back the PDE and the initial
condition, a system which we call the state equations. Setting the variation
with respect to u equal to zero and integrating by parts results in, for all
permissible variations u˜ such that u˜ = 0 on Ωin,
0 =
∫
∂Ωout
∫ T
0
u˜pv · ndtdx+
∫
Ω
∫ T
0
u˜
[
−∂p
∂t
− v · ∇p
]
dtdx
+
∫
Ω
(p(T ) + (u(T )− uobs)) u˜(T ) +
∫
Ω
u˜(0) [q − p(0)] dx.
Using the fact that u˜ is arbitrary in Ω results in a system of equations in strong
form which we call the adjoint equations. Setting the variation with respect
to u0 equal to zero results in, for all variations u˜0,∫
Ω
qu˜0dx+ β
∫
Ω
u0u˜0dx = 0.
Using the fact that u˜0 is arbitrary results in an equation in strong form called
the control equation. After the elimination of the variable q, those systems
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are:
State Equations:
∂u
∂t
+∇ · (uv) = 0, x ∈ Ω, t ∈ [0, T ],
u = 0, x ∈ ∂Ωin, t ∈ [0, T ],
u(0) = u0, x ∈ Ω.
Adjoint Equations:
−∂p
∂t
− v · ∇p = 0, x ∈ Ω, t ∈ [0, T ],
p(T ) = −(u(T )− uobs), x ∈ Ω,
p = 0, x ∈ ∂Ωout, t ∈ [0, T ].
Control Equation:
p(0) = βu0, x ∈ Ω.
The adjoint system is backwards convection with a final time condition and a
boundary condition at what used to be the outflow boundary for the state.
Discretization of the state equations
Define the piecewise polynomial space ([3])
V :=
{
v ∈ L2(Ω) : v|Dk×[0,T ] ∈ P (Dk)× L2([0, T ]) ∀ 1 ≤ k ≤ K
}
,
where P (Ω) = Pp(Ω) for any chosen p ≥ 1. The boundary conditions will be
weakly enforced through the flux terms. I discretize as in §C.2. For the PDE, I
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use the “strong-weak” form of the equation over each element for k = 1, . . . , K,
with test function p˜: Find u ∈ L2(Ω)× L2([0, T ]) such that∫
Dk
∂uk
∂t
p˜kdx+
∫
Dk
∇ · (vuk)p˜kdx =
∮
∂Dk
n · (vuk − (vu)∗)p˜kdx
for all p˜ ∈ L2(Ω) × L2([0, T ]), k = 0, . . . , K. Discretize p˜ similarly as u. Re-
placing u, p˜ with their discrete approximations, we get the equation
N∑
i=1
p˜ki
(
N∑
j=1
∂ukj
∂t
∫
Dk
`kj `
k
i dx+
N∑
i=1
p˜ki
N∑
j=1
ukj
∫
Dk
∇ · (v`kj )`ki dx
)
=
N∑
i=1
p˜ki
(
N∑
j=1
∮
∂Dk
n · (vukj `kj − (vu)∗)`ki dx
)
for k = 1, . . . , L. Combine the discrete equation on one side into one sum.
Using the fact that p˜ki is arbitrary results in the following equation over each
element,
Mk
d
dt
ukh + S
kukh = Vkuh,
using the same flux matrix as in DTO. The boundary condition is weakly
enforced in the flux term. Using the full-space matrices gives us
M
d
dt
uh + Suh = Vuh,
The weak form of the initial condition is: Find u ∈ L2(Ω)× L2([0, T ])
and u0 ∈ L2(Ω) such that ∫
Dk
(uk(0)− u0)p˜kdx = 0
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for all p˜ ∈ L2(Ω)× L2([0, T ]), k = 0, . . . , K. Replacing u, u0, and p˜ with their
discrete approximations gives
N∑
i=1
p˜ki
(
N∑
j=1
(ukj (0)− uk0j)
∫
Dk
`kj `
k
i dx
)
= 0
for k = 0, . . . , K. In matrix form, the initial condition becomes
Muh(0) = Mu0h.
I discretize in time as in DTO. Since the form of the state equation is
exactly the same as in DTO, we end up with the same state equation as in
the KKT system,
Au + Bu0 = 0.
Discretization of the adjoint equations
Define the discrete approximation of p,
x ∈ Dk : p = p(x, t) ' pkh(x, t) =
N∑
j=0
pkj (ξj, t)l
k
j (x).
I use the same mesh for the adjoint as the state, LGL gridpoints ξi ∈ Dk, i =
0, . . . , N , and the usual Lagrange polynomials for the test and trial functions.
For the adjoint equation, I use the “weak-weak” form of the equation over
each element with test function u˜(x): Find p ∈ L2(Ω)× L2([0, T ]) such that
−
∫
Dk
∂pk
∂t
u˜kdx−
∫
Dk
pk∇ · (−vu˜k)dx = −
∮
∂Dk
n · (−vp)∗u˜kdx
for all u˜ ∈ L2(Ω)×L2([0, T ]), k = 0, . . . , K. The use of the “weak-weak” form
here is not required for gradient consistency. I use it here to show more clearly
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how the KKT matrix is symmetric. I use the same general form for the flux
term as in the state equations. Discretize u˜ similarly as u. Replacing p, u˜ with
their discrete approximations, we get the equation
N∑
i=1
u˜i
(
N∑
j=1
dpj
dt
∫
Dk
`kj `
k
i dx
)
+
N∑
i=1
u˜i
(
N∑
j=1
pj
∫
Dk
`kj∇ · (−v`ki )dx
)
=
N∑
i=1
u˜i
(∮
∂Dk
n · (−vp)∗`ki dx
)
.
The adjoint flux term can be written using the transpose of the state flux
matrix. To illustrate this, I go back to the weak forms of both the state and
the adjoint equations summed over the interior elements. Define the interior
flux terms
B(uh, φ) =
∑
Dk
∫
∂Dk\∂Ω
n · (vuh − (vuh)∗)φdx,
B∗(ph, φ) = −
∑
Dk
∫
∂Dk\∂Ω
n · ((−vph)∗)φdx.
I make use of the two following identities [37]
∑
Dk
∫
∂κ\∂Ω
v · n−u−h φ+ds = −
∑
Dk
∫
∂κ\∂Ω
v · n−u+h φ−ds,∑
Dk
∫
∂κ\∂Ω
vu+φ− =
∑
Dk
∫
∂κ\∂Ω
vu−φ+.
These can be easily verified by definition, since a− on the boundary of one
element is a+ on the boundary of its neighbor. Without the continuity of v
at element boundaries, these identities would be false. The following is true
about the sums of the flux terms on the interior of Ω for the trial function ψ
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and the test function φ.
B(ψ, φ) =
∑
Dk
∫
∂Dk\∂Ω
n · (vψ − (vψ)∗)φds
=
∑
Dk
∫
∂Dk\∂Ω
n ·
(
vψ − {vψ} − 1− α
2
|v · n|[[ψ]]
)
φds
=
∑
Dk
∫
∂Dk\∂Ω
n− ·
(
vψ−φ− − 1
2
v(ψ−φ− + ψ+φ−)
−1− α
2
|v · n|(n−ψ−φ− + n+ψ+φ−)
)
ds
=
1
2
∑
Dk
∫
∂Dk\∂Ω
(
v · (n−ψ−φ− − n−ψ+φ−) (C.3.1a)
−(1− α)|v · n|n− · (n−ψ−φ− + n+ψ+φ−)) ds
= −1
2
∑
Dk
∫
∂Dk\∂Ω
n− · (−v(φ− + φ+) (C.3.1b)
+(1− α)|v · n|(n−φ− + n+φ+))ψ−ds
= −
∑
Dk
∫
∂Dk\∂Ω
n · ({(−v)φ}
+
1− α
2
|(−v) · n|(n−φ− + n+φ+)
)
ψ−ds
= −
∑
Dk
∫
∂Dk\∂Ω
n ·
(
{(−v)φ}+ 1− α
2
|(−v) · n|[[φ]]
)
ψ−ds
= −
∑
Dk
∫
∂Dk\∂Ω
n · ((−vφ)∗)ψds
= B∗(φ, ψ).
Since we have shown that Vji = B(`j, `i) = B
∗(`i, `j) = Vij, where V∗ is
the matrix associated with the adjoint flux term, the interior adjoint flux
matrix is the transpose of the interior state flux matrix. Now the only terms
left to consider are the (1, 1) and the (NK,NK) entries associated with the
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boundary conditions, since the boundary nodes do not depend on any other
nodes. I use equation C.3.1a without the sum over the elements as the state
flux and equation C.3.1b without the sum over the elements as the adjoint flux.
(At those points, going in their respective directions (top-down for state and
bottom-up for the adjoint), none of the identities that only held for the interior
have been used.) For V∗ to equal VT , the (1,1) entries have to coincide. At
the inflow boundary for the state (outflow for the adjoint), ψ+ = 0 for the
state and φ+ = φ− for the adjoint. This results in, from equations C.3.1a and
C.3.1b,
v · (n−ψ−φ− − 0)− (1− α)|v · n−|n−(n−ψ−φ− + 0) = 2v · n−ψ−φ− + 0
⇐⇒ −(1− α)|v · n−|ψ−φ− = v · n−ψ−φ−
⇐⇒ (1− α)ψ−φ− = ψ−φ−
⇐⇒ α = 0,
since v · n− < 0 for the state on the inflow. Also, for V∗ to equal VT , the
(NK,NK) entries have to coincide. At the outflow boundary for the state
(inflow for the adjoint), ψ+ = ψ− for the state and φ+ = 0 for the adjoint.
This results in, from equations C.3.1a and C.3.1b, using the fact that v > 0,
0 = v · (n−ψ−φ− + 0)− (1− α)|v · n−|n− · (n−ψ−φ− + 0)
⇐⇒ 0 = (v · n−)ψ−φ− − (1− α)(v · n−)ψ−φ−
⇐⇒ α = 0,
since v ·n− ≥ 0 for the adjoint on the inflow. Thus the upwinding flux on the
boundary is required in this problem for gradient consistency. Note that using
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the upwinding flux is equivalent to setting boundary conditions only on the
incoming characteristics of the problem. Any other flux would set boundary
conditions on outgoing characteristics at the same time, which explains why
the problem would not have been gradient-consistent.
Now, the adjoint flux term can be written in matrix form as, for k =
1, . . . , K,
−
∮
∂Dk
n · (−vph)∗`ki dx = ((V)T )kph,
where ((V)T )k is the kth row of V
T . Again, I use the entire space vector ph
since the DG fluxes depend on values from bordering elements. The choice
of weak forms for the state and adjoint equations were useful in this proof,
but not crucial. I have shown S∗ = ST and V∗ = VT with the current weak
forms used in the discretization. If I had used the “strong-strong” or the
“weak-weak” forms for both the state and adjoint equations, I would instead
have S∗ + V∗ = ST + VT with S,S∗,V, and V∗ redefined appropriately; this
is sufficient for gradient consistency for this problem. This form yields, for
k = 1, . . . , K,
−Mk d
dt
pkh + (S
k)Tpkh = ((V)
T )kph.
Using the full space matrices, the adjoint equation becomes
−M d
dt
ph + S
Tph = V
Tph.
The boundary condition is weakly enforced in the flux term.
The weak form of the final condition is: Find p ∈ L2(Ω) × L2([0, T ])
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such that ∫
Dk
(pk(T )− (uk(T )− uobs))u˜kdx = 0
for all u˜ ∈ L2(Ω) × L2([0, T ]), k = 0, . . . , K. Replacing p, u, and u˜ with their
discrete approximations and uobs with its finite element interpolant gives
N∑
i=1
u˜ki
(
N∑
j=1
(pkj (T )− (ukj (T )− uobsj))
∫
Dk
`kj `
k
i dx
)
= 0
for k = 0, . . . , K. The final condition becomes, for k = 1, . . . , K,
Mkpkh(T ) = −Mk
(
ukh(T )− uobsk
)
.
Using the full space matrices, the final condition is
Mph(T ) = −M (uh(T )− uobs) .
To discretize in time, I must use backwards Euler since the adjoint
problem is a final time problem. After applications of M−1, backwards Euler,
and M to equation C.3, we find, for j = 1, ...,M ,
Mph,j−1 = Mph,j −∆t
(
STph,j −VTph,j
)
.
The final condition becomes
Mph,M = −M(uh,M − uobs).
Define
A∗ =

M −M + ∆tST −∆tVT 0 · · · 0
...
. . . . . . · · · ...
0 · · · 0 M −M + ∆tST −∆tVT
0 · · · 0 0 M
 ,
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CTC =

0 · · · 0 0
...
. . .
...
...
0 · · · 0 0
0 · · · 0 M
 , u˜obs =

0
...
0
uobs
 ,
where C is of size K(N + 1)(M + 1) ×K(N + 1)(M + 1) and u˜obs is of size
K(N + 1)(M + 1)× 1. Since M is symmetric positive definite, it has a unique
Cholesky factorization (M = CTC), and then simple proof can show that C
is also unique. Note that A∗ = AT . This gives the first equation of the KKT
system for OTD,
CCTu + ATp = CCT u˜obs.
Discretization of the control equation
The weak form of the control equation is: Find u˜0 ∈ L2(Ω) such that∫
Dk
(pk(0)− βuk0)u˜k0dx = 0
for all u˜0 ∈ L2(Ω) × L2([0, T ]), k = 0, . . . , K. Discretize u˜0 similarly as u0.
Replacing p, u0, and u˜0 with their discrete approximations gives
N∑
i=1
u˜k0i
(
N∑
j=1
(pkj (0)− βuk0j)
∫
Dk
`kj `
k
i dx
)
= 0.
Using the fact that u˜0 is arbitrary gives us the discrete form of the control
equation,
Mkpkh,0 = βM
ku0
k.
Using the full space matrices, the control equation becomes
βMu0 + B
Tp = 0,
147
resulting in the same KKT system as in DTO,CCT 0 AT0 βM BT
A B 0
 uu0
p
 =
CCT u˜obs0
0
 .
Since KKT system is the same as in DTO, the gradient and Hessian will also
be the same for each method, so the problem is gradient-consistent.
C.4 Summary of theory
I have shown that when using the DG method in space on the convec-
tion equation, the following properties result in gradient consistency.
1. Upwinding flux (α = 0) on the boundary ∂Ω,
2. velocity v continuous at all element boundaries on the domain,
3. solve the “strong-weak” form for the forward problem and the “weak-
weak” form for the adjoint problem (or vice versa), and
4. discretizing in time with forward Euler.
I have shown that the first and second properties are required for gradient
consistency of the discretization of this problem. The third property is not re-
quired but makes for simpler calculations. The fourth property is sufficient but
not required. I generalize the time-stepping scheme in the following section.
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C.5 Generalization of the time-stepping scheme
In the previous theory, I relied on the ease of using the forward Euler
method for the time-stepping scheme. In practice, a higher order RK method
is generally used. In lieu of working out the lengthy and complicated algebra,
I decouple space and time and appeal to results found by Sandu [57] with a
few adjustments. In [57], the stated problem is
min
y0
Ψ(y0) = h(y(tF ))
subject to
d
dt
y = f(t,y), y(t0) = y0.
with the corresponding adjoint problem
d
dt
λ = −JT (t,y(t))λ, λ(tF ) = ∂h
∂y
(y(tF )).
Our convection problem has a slightly different form for its system of ODEs.
In §C.2 the discretized in space, continuous in time forward problem was
M
d
dt
uh = (−S + V)uh.
In order to get this in the same form, I perform a change of variables with
y = Muh to get
d
dt
yh = (−S + V)M−1yh.
This ODE results in the adjoint problem
M
d
dt
λh = − (−S + V)T λh,
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which is the same adjoint problem found in §C.3. With this manipulation, I
am able to use the results in [35] and [57] that state if an order p RK scheme
is chosen for discretization in time, and the corresponding discrete adjoint RK
scheme found by Hager [35] is used, the result is of order p and differentiation
and discretization in time commute. Thus, if the requirements for gradient
consistency in space are followed, and if an order p RK scheme for time with
the correct adjoint time scheme are used, gradient consistency is guaranteed.
The formula for the adjoint RK scheme is as follows. Given an s-stage RK
scheme [36]
yn+1 =yn + ∆t
s∑
i=1
biki, ∆t = t
n+1 − tn,
ki = f(t
n + ci∆t, Yi), Yi = y
n + ∆t
s∑
j=1
ai,jkj,
then Hager [35] states that the discrete adjoint of the RK method is
λn = λn+1 +
s∑
j=1
θj,
θi = ∆tJ
T (tn + cih, Yi)
(
biλ
n+1 +
s∑
j=1
aj,iθj
)
, i = 1, . . . , s.
For forward Euler, this formula gives back forward Euler for the discrete ad-
joint, and the adjoint of the 4-stage RK method is a backwards 4-stage RK
method, replacing h with −h and working from k4 to k1.
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