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I. INTRODUCTION
Obtaining a discrete representation of a function is an unavoidable step if one wishes to develop numerical methods for solving problems that are formulated in the continuous domain. A general approach is to project the input function f( x) ʰ L 2 onto an appropriate
, where T is a scale (or bandwidth) parameter that determines the quality of the approximation. One of the simplest forms of projection is interpolation where the function and its approximation are in perfect agreement at some specified grid points.
In digital signal processing (DSP), this discretization is obtained by sampling, using Shannon's sampling theorem [41] , which allows one to represent a bandlimited function by a countable set of uniform samples. Usually, the considered functions do not satisfy the conditions of the sampling theorem exactly but this discrepancy is not detrimental: the important point is that the quality of the representation improves as the sampling frequency increases. Most of the research done in this field is thus made with data already discretized. However, the sampling theorem, which is at the basis of the theory, is still used regularly when continuous operations (such as a 2D rotation, or a noninteger time delay) have to be implemented in a discrete manner. In these cases, it is highly desirable to have a good handle on the approximation error, especially if one uses alternative signal representations such as splines and wavelets [48] . A precise characterization of the approximation power of wavelet bases may also be very valuable for coding applications [5, 38] .
Interpolation methods have been studied extensively in approximation theory and areas of applied mathematics where the goal is to discretize continuous equations that cannot be solved easily without the help of a computer. These problems often involve several dimensions, which explains why most results in approximation theory are published for multivariate functions. The underlying process is otherwise very similar to the sampling scheme, with the important difference that here the approximation error is a parameter that has to be estimated, since in that case, the adequacy of fit between continuous and discrete data has to be controlled. The philosophy here is rather different from the one which prevails in DSP: emphasis is placed on the regularity of the function instead of on its bandlimited character.
In this paper, which we have divided into three parts, we present a detailed and quantitative characterization (Section III) of the L 2 error introduced by such linear approximation schemes under very general conditions on the functions to be approximated and on the analysis and synthesis functions which define the approximation algorithm (Section II). An application (Section IV) to the special case of refinable generators shows the potential of our general results. An aspect of our paper is the consideration of representation spaces generated from equidistant translates of several functions ("multi-wavelets"), instead of only one ("wavelets"). In order to preserve the sampling density, we use a shift increment that is a multiple of the number of generating functions q, so that our basic representation spaces are q-integer shift-invariant. We use a vector formalism well adapted to the study of multiwavelets, which have attracted much attention recently [1, 15, 27, 28, 51] .
For our analysis, we have purposely chosen to consider a very broad class of linear approximation operators. An interesting subset of them includes the cases usually designated by quasi-interpolants [11, 20, 24, 42] , the various types of projectors encountered in the context of the wavelet transform [14, 45] , but also more general polynomial preserving operators that have been studied recently [9, 29, 33] . A general account of quasiinterpolation can be found in [21] . Here, we will see that the order constraint is translated into a simple moment condition for the analysis functions-a very weak form of biorthonormality, which we call "quasi-biorthonormality."
Our key result is a formula for the approximation error (Theorem 1) and its "phase average" (Theorem 2) which should be relevant for both DSP and approximation theory. Alternatively, Theorem 1 can be seen as a sampling theorem for which the sampling frequency, 1 T , is the most important parameter or as an approximation theorem for which the regularity of the function is of greater concern. Using this result, we are also able to identify new conditions on the synthesis functions under which the Strang-Fix equivalence [42] is true. We finally show how to obtain asymptotic expansions and upper bounds for the expansion error: this constitutes a wide extension of what is already known in the literature [44 -46, 48] . When there is an underlying multiresolution structure the computation of asymptotic constants is made much more tractable. Thus, our formulation applies directly to the various multiresolution spaces of the wavelet transform [19, 35, 36] , which corresponds to the simpler case q ϭ 1. The case is well known for wavelets, but is also of interest for multi-wavelets, which are a more recent construction [1, 15, 27, 51] . One advantage of multi-wavelets is that one can construct orthonormal, symmetric, and compactly supported basis functions, which is not possible otherwise. The multi-wavelet framework also allows for richer classes of piecewise polynomial functions including splines and Hermite polynomials [27] . Our present contribution is an exact computation of the asymptotic form of the approximation error as a function of the generating filters. This result is also an improvement for the wavelet case since it adds higher order terms to the asymptotic result in [45] . All these results, to our knowledge, are new.
Note that the unconstrained character of our hypotheses may also have some practical advantages: it may suggest alternative approximation procedures that are essentially as adequate as the least squares solution, but much easier to implement because the analysis functions can be much shorter (e.g., [46] ).
To keep the presentation simple and understandable, we have chosen to concentrate on the case of univariate functions. There is no fundamental difficulty in extending our results to multiple dimensions: this can be checked theorem after theorem, at least for our theoretical results.
A. Notation
Our analysis relies heavily on Fourier techniques. We define the Fourier transform f of a function f by f() ϭ ͐ f( x)e 2ix dx. Also, we consider distributions [40] and, in particular, the Dirac mass ␦( x) and its derivatives ␦ (s) ( x). With a similar notation, the Kronecker symbol ␦ n is defined as the sequence which takes the value 1 for n ϭ 0, and 0 for n 0. We recall the well-known Poisson summation formula which holds in the sense of distributions for every
This means that, for any test (i.e., compactly supported and indefinitely differentiable) function ( x), the scalar product between the lhs of (1) and ( x) vanishes. The usual operations acting on a complex number z, i.e., conjugation and real part, are denoted by, respectively, z and ᑬ{ z}. 
In line with this definition of regularity, we extend f (r) L 2 to noninteger values of r by equating it to the square root of
For some estimates we need the Riemann zeta function defined as ͑s͒ ϭ nՆ1 n Ϫs for all real s Ͼ 1. Filters are described either by polynomials (transfer function) or by their impulse response, i.e., the coefficients of these polynomials. To make the distinction clear, our convention is to use a lower-case letter for the coefficients, and upper-case for the corresponding polynomial. Knowing that scalar functions are italic, vector functions are roman, and matrix functions are boldface roman, we thus follow the notation described below:
The square root of a positive Hermitian matrix A can be uniquely defined as the positive Hermitian matrix B such that B 2 ϭ A: this square root is denoted by ͌ A, as if A were a scalar.
Most asymptotic expansions are presented with "o( ⅐ )" and "O( ⅐ )" terms, which allows us to give a more compact and understandable form to the results: writing f( x) ϭ o( x n ) is equivalent to writing lim sup
II. APPROXIMATION BY MULTI-WAVELETS
The theories developed for digital signal processing would never have been possible without the tool of sampling and its dual, interpolation. The problem of the description of a continuous signal by a discrete sequence of numbers was first solved for the bandlimited case [41, 50] . In the classical result, a bandlimited function f(t) can be written as a linear interpolation Ᏽ T f(t) of its equally spaced samples f(nT), provided that the sampling frequency, T Ϫ1 , is at least twice the signal's bandwidth. This interpolation is written as
where sinc( x) ϭ sin(x)/(x).
A. Invariances
The Shannon-Nyquist interpolation exhibits many "good" properties, in particular so far as scale changes and time shifts are concerned. For instance, if we denote by V T the interpolation space generated by the sinc basis (i.e., V T ϭ span
2 functions) then for each f in V T we have the following properties:
On the other hand, there are "bad" features, such as the infinite support of any nontrivial function of V T , and more precisely the fact that the interpolation formula (2) is slowly convergent. This prevents us from giving the Nyquist function a local meaning. These remarks led to a first generalization of the notion of interpolation through the loss of a certain amount of shift invariance [4, 42] . More specifically, it was recognized that defining an approximation space V T ϭ span
where is a function with acceptable frequency and time localization, can be more robust and useful in practical applications than the space of bandlimited functions. In that case, shift invariance is now satisfied only for integer increments; thus, the generalization operates by replacing (3) with the much weaker property
for all f ʰ V T : this property is satisfied by wavelet-like approximation spaces. It can be further generalized by considering q generating functions instead of one: in order to keep the space density constant, we define V T ϭ span nʰ‫,ޚ‬iϭ0 . . . qϪ1
is replaced with
for all f ʰ V T : this property is satisfied by multi-wavelet-like approximation spaces. Similarly, the weaker forms of scale invariance led to the concept of multiresolution analysis [35, 36] . In the usual case of interest where is compactly supported and where V T is a wavelet-like space, it has been shown [13] that (4) must be replaced by
where a 0 Ն 2 is a positive integer (scale factor). Yet, noninteger scale factors (of particular interest is the case 1 Ͻ a 0 Ͻ 2) are allowed, if we give up the shift invariance property [7] . Among the integer scale-invariant functions such as Daubechies "father" wavelets [18] (where a 0 ϭ 2), B-splines have the noteworthy feature of being integer scale-invariant for any positive integer scale factor a 0 .
B. Multi-wavelets and Their Vector Formalism
In this paper, we concentrate on q-integer shift-invariant approximation spaces, which are generated by a finite number, q, of shifted functions k . We shall refer to the k ( x)'s as the generating functions or generators of the representation, or also as synthesis functions. Note that some authors also use the term "finitely generated shift-invariant" (FSI) space [22] . In order to simplify some further expressions, we shall denote these generating functions (also qualified as multi-wavelets here, though they are of the "father" kind [36] ) by n where n spans ‫,ޚ‬ instead of emphasizing the shift dependence of the n , i.e., n 0 ϩn 1 q ( x) ϭ n 0 ( x Ϫ n 1 q), where n 0 ϭ 0, . . . , q Ϫ 1 and n 1 ʰ ‫. ޚ‬ We do not distinguish between the cases of single and multiple generators, because the mathematics are exactly the same. As a matter of fact, it can be shown [51] that multi-wavelets behave like vector wavelets, and this is why it will also prove efficient to use the following equivalent vector notation: to the n 's, we associate a q-vector (i.e., a vector of length q) ( x) ϭ ( 0 , 1 , . . . , qϪ1 ) t . As in the wavelet case, it is possible to orthonormalize the q-shifted vector functions through matrix filtering. Indeed, if we let
then A() is Hermitian, positive and 1-periodic so that we can define G(e 2i ) ϭ ͌ A(). Assuming that A() is invertible (which will ensue from our hypotheses), we can define the orthonormalized generating functions through their vector formulation [26] ͑͒ ϭ G͑e 2iq ͒ Ϫ1 ͑͒ (9)
Expressed using this orthonormalized basis n , our results take a particularly simple form.
C. Approximation Method
The error induced by the approximation process will be evaluated using the L 2 norm: as will be seen later (Section III), this choice makes it possible to obtain an explicit computation of the approximation error.
We now need to define a linear functional operator T , providing the coefficients of the linear decomposition (12) of the approximated function, on the n 's. The form of this operator is
where we assume that n are q-integer shift invariant distributions, i.e., once again nϩq ( x ϩ q) ϭ n ( x) for all n ʰ ‫.ޚ‬ In analogy with Shannon's sampling theorem (2), we interpret T as a sampling operator, and we have the approximation operator
Using the vector formalism for the sampling and synthesis sides, this fundamental approximation formula can be rewritten as
where ( x) ϭ ( 0 , 1 , . . . , qϪ1 ) t . Of course, in order for these definitions to have a meaning (e.g., convergence of the summation in (12) , existence of the scalar product in (11)) we must restrict somewhat the choice of f, n , and n . Our hypotheses will be given in subsection II-D. Now, following the de Boor and others [20, 24, 45] , we define the notion of "order." DEFINITION 1. The set of synthesis functions is of order L iff there exist L real sequences { n (s) } nʰ‫ޚ‬ such that, in the sense of distributions
In general, (14) is assumed to hold pointwise, a property which is necessary when one considers L ϱ error measure; this is not our case, the L 2 norm being global, so that we can use a weaker 1 condition: for additional hypotheses on the functions n , so that the Poisson's summation formula hold pointwise, see [32] .
In the approximation scheme considered here, unlike the minimal approximation 1 It is not true that the pointwise version of (14) is stronger than its distribution version, but this becomes true once the pointwise convergence is uniform over any closed interval. scheme, the sampling distributions and the synthesis functions are independent parameters: this is why we need to define another notion of order, based on both of them. DEFINITION 2. We say that a set of sampling distributions { n } nʰ‫ޚ‬ and synthesis functions { n } nʰ‫ޚ‬ constitute a quasi-biorthonormal set of order L if and only if the following two conditions are met:
• the functions n are of order L;
• the distributions n satisfy the moment conditions
where the n (s) are assumed to satisfy (14) .
It is easy to understand why this property is called "quasi-biorthonormality of order L": if the sampling and the interpolating functions were exactly biorthonormal then, under technical convergence hypotheses, it would be possible to use the approximation formula (12) to recover any function-including the monomials (14)-that lies in the span of the n 's. Here, we are primarily interested in the polynomials which can be reconstructed exactly under the much weaker condition (15) .
Note that the Lth-order quasi-biorthonormality property puts a rather strong constraint on the synthesis functions, i.e., the reproduction of the polynomials of degree L Ϫ 1 (cf. (14)). The moment condition (15) on the sampling distributions is much less constraining and leaves room for many design alternatives.
D. Hypotheses
We shall have to make substantial assumptions on the approximation scheme, which in turn will provide us with very sharp estimates together with the theoretical equivalence between quasi-biorthonormality of order L and approximation error of order L (see Theorem 3 below).
Hypotheses on the synthesis functions. We shall assume that the synthesis functions n are in L 2 and satisfy the Riesz condition
͉c n ͉ 2 for any l 2 sequence {c n } nʰ‫ޚ‬ , and where 0 Ͻ A Յ B Ͻ ϱ. Following the proof of [2, 4] , one finds that this requirement is equivalent to the condition
for almost every ʰ ‫.ޒ‬ In this paper, we require slightly more, specifically that this inequality hold pointwise, i.e., for all ʰ ‫:ޒ‬ actually, this subtlety is largely theoretical since in practical cases A() is always continuous. The important Riesz hypothesis means that the functions are linearly independent whenever l 2 coefficients sequences are considered. However, this does not rule out the possibility that non-l 2 sequences make the linear combination cancel for every value of x. Besides, a close examination of our proofs indicates that it might be sufficient to restrict the lower Riesz inequality to the invertibility of A(0), at least for our theoretical results (Section III).
In order to be able to derive some valuable equivalences in our theorems, we add another, more exotic assumption, which limits the amount of linear dependence of the basis functions. Let ᏹ be the vector space of all possible coefficients n such that n n n ϭ 0 in the sense of distributions. Then our hypothesis is that the dimension of ᏹ is finite. In practice, this encompasses most interesting situations, such as strict linear independence (i.e., dim ᏹ ϭ 0) or compactly supported generating functions which satisfy the Riesz condition (proof in Appendix A).
Finally, we assume that when the n are of order L then the integrals ͐ ͉x Ϫ n͉ k ͉ n ( x)͉dx are finite for every n ϭ 0, . . . , q Ϫ 1 and for k ϭ 0, . . . , L. This guarantees that the Fourier transforms of the synthesis functions are L times continuously differentiable with bounded derivatives.
Hypothesis on the sampling distributions.
On the sampling side, we only assume that the n 's have a bounded Fourier transform: this in particular allows us to consider distributions such as the Dirac mass.
Hypothesis on the functions to approximate. For (12) to generate a function that belongs to L 2 , we need to restrict the choice of f so that the sequence
We reduce the set of admissible functions to those which are in W 2 r with r Ͼ 1 2 , for it can be shown (see Appendix C) that this constraint ensures the convergence of
Note that this requirement is slightly stronger than continuity, since it implies that f is Hölder continuous with exponent r Ϫ 1 2 .
III. L 2 APPROXIMATION ERROR
Independently of the properties of the sampling/synthesis functions, we are interested in evaluating the quantity
(17)
As in the wavelet case, it is possible to express the Lth-order property of the synthesis functions equivalently in the Fourier domain of the vector functions. (ii) There exists a unique polynomial q-vector P (i.e., with vectors of size q as coefficients) of degree less than or equal to L Ϫ 1 such that
for all integers n.
(iii) There exists a unique coefficient sequence {b k } where k ϭ 0, . . . , qL Ϫ 1 such that the function defined by
The proof is given in Appendix B. This result can be compared to what is known in the approximation theory literature [23, 32, 42] , where a form of this lemma is given; our form is slightly more general in that it does not assume that the coefficients n (s) of (14) have a polynomial character (one speaks of "polynomial preservation" [32, 39] , not of polynomial reconstruction): however, the finite dimension hypothesis on ᏹ implies (see Appendix B) that the n (s) are actually polynomial; other hypotheses [37] also lead to the same conclusion. Our lemma goes even a little further: it provides the length of the minimum linear combination (see also [37] ) of synthesis functions for building the function and also shows the uniqueness of this minimal linear combination. Finally, note that the generating functions considered here are not necessarily compactly supported: their Fourier transforms must be L times differentiable.
Using the minimal polynomial P() of Lemma 1, we can construct many equivalent quasi-biorthonormal sets of order L such that () ϭ P() ϩ O( L ) (cf. proof of Lemma 1). As a consequence of the uniqueness of this minimal polynomial, a more precise result, namely the equivalence between Lth-order quasi-biorthonormality and this equation can be stated.
LEMMA 2. The two following properties are equivalent:
(i) The multi-wavelets n and n constitute a quasi-biorthonormal set of order L.
(ii) The Fourier transform of the vector functions satisfy
A. Approximation Results
In the following, we state that the approximation error ⑀ f can be written as a main term plus a perturbation. The dominating component can be computed exactly by integration of ͉ f()͉ 2 against the kernel
The additional correction, e( f, T), can take positive or negative values and its magnitude depends on the (Sobolev-)regularity exponent of the function to be approximated. It becomes negligible when the sampling step T is small relative to the intrinsic smoothness scale of f. Note that condition (ii) of Lemma 2 appears in a canonical way in (21) , which suggests that the kernel E() is thus intimately related to the quasi-biorthonormality of the sampling/synthesis scheme. In the orthonormalized basis (provided A() is invertible), this kernel takes the much simpler form
The following theorem relates E() to the approximation error ⑀ f and is the most important result of our paper.
, the approximation error is given by
where the correction term e( f, T) ϭ o(T r ) is bounded as
In addition, the term e( f, T) in (24) exhibits a double aliasing character (in f and in ) and cancels whenever one of the conditions
holds for all frequency and all non-zero integers n.
The proof is given in Appendix C.
There is one related result in the literature in [22, Eq. (4.2) ] that applies to the orthogonal projection onto a principal (i.e., q ϭ 1) shift-invariant space. In this special case, n ϭ n , which implies that E() ϭ 1 Ϫ ͉ ()͉ 2 ; this is precisely the form of the kernel appearing in [22, Thm. 2.20] , which gives the minimum error for the approx-imation of a bandlimited function. However, these authors did not push their error analysis further because their motivation was different from ours. They were interested primarily in finding an accurate link between the order of the expansion error and the Fourier transform of the generating function. Our present error formula is sharper and also more complete. Not only does it apply to multiple generators, but it also covers a much wider class of approximation operators for which the sampling and synthesis functions need not be the dual of each other; such approximation schemes find numerous applications in finite element analysis and digital signal processing.
Our result can also be interpreted as a sampling theorem. For the particular case ( x) ϭ sinc( x) and ( x) ϭ ␦( x), we recover Shannon's sampling theorem [41] . However, Theorem 1 is more elaborate for it provides an estimate of the error when the functions are not bandlimited. Another extension is to consider the approximation problem in the case of multiple analysis or generating functions: from the second part of the theorem, we can deduce that one possible condition for the minimal expansion error to cancel is that f be bandlimited with frequency support ͫ Ϫ 1 2T , 1
2T ͬ , and that the synthesis functions k be bandlimited with frequency support (respectively) ͫ Ϫ
Also note that the latter condition is sufficient for the second error term to vanish if k and k have the same frequency support. These observations are especially relevant for digital signal processing, where the bandlimited hypothesis plays a central role in the theory. From now on, however, we will leave these sampling issues aside and use Theorem 1 in connection with the Lth-order biorthonormality property. Instead, we will exploit the fact that for f sufficiently regular, the leading term of the error when the sampling step T is small, is given by the order of E() in the neighborhood of ϭ 0, providing the asymptotic development of f near T ϭ 0 (see Theorem 4). We believe that such an asymptotic Fourier analysis is new; the first order of the development is known for some projection operators but it is typically obtained via a pointwise analysis in the signal domain [45] .
In addition to asymptotics and other valuable upper bounds on the error, (24) also offers a deeper insight into the theoretical relation between Lth-order quasi-biorthonormality and Lth power of the approximation error (through the formulation (21) of E()). This double character should make Theorem 1 appealing to approximation theorists as well as to researchers working in more applied fields.
Averaged approximation error. Let us now examine the problem caused by the lack of shift invariance in our approximation space. For this purpose, we choose to approximate the shifted version f u (t) ϭ f(t Ϫ u) of the function f. The resulting error is a qT-periodic function of the shift increment u, i.e., ⑀ f uϩqT ϭ ⑀ f u . Moreover, since the first term in (24) is shift-invariant, the influence of the phase factor u can only appear in the second error component, which is therefore a direct reflection of the shift variance of the approximation space.
As the initial phase of the sampler is somewhat arbitrary, we choose to evaluate an averaged form of the error
which takes the periodicity into account. A remarkable fact is that this quantity can be computed exactly and reduces to the first term in (24) (the second error term cancels on the average). Thus if we assume that the phase of the sampler is random and uniformly distributed, the term ͐ ͉ f()͉ 2 E(T)d provides us with the expected value of the approximation error. THEOREM 2. The average approximation error of the sampling/synthesis scheme is given by
provided the Sobolev exponent of the function f is strictly greater than 1 2 .
Proof. In the Fourier domain, the shift change f 3 f u is equivalent to the multiplication of f by the phase term e Ϫ2iu , which explains why the first term of (24) does not depend on u. If we consider the form of the term ⑀ 2 2 given in Appendix C by (62), its integrand is multiplied by a phase term e Ϫ2i(nu/qT) which does not depend on . Due to the absolute convergence of both the summations and the integrals, we can interchange the order of these operations. Finally, we note that the average of e Ϫ2i(nu/qT) over [0, qT] cancels for n 0. s This is a rather powerful result given that we started with an error formula in Theorem 1 that had the flavor of an upper bound. Thanks to Theorem 2, we now have an interpretable measure f that is easy to compute exactly and gives a correct estimate of the error for many practical applications.
B. The Strang-Fix Equivalence for Multiple Generators
We will now use Theorem 1 to make the connection with the Strang-Fix theory of approximation [42] . In the case of a single generator, there is a very direct equivalence between the ability of to reproduce polynomials of degree n ϭ L Ϫ 1 (or the so-called Strang-Fix conditions in the Fourier domain) and the rate of decay of the minimum expansion error [10, 42] (initially least squares solution, later extended to the other L 2 measures [31] ). In [42] , Strang and Fix conjectured that such an equivalence would also hold for multiple generators but their initial claim was put into question by the construction of a (rather involved) counterexample by Jia [30] , discussed below. Several authors worked around the problem for q Ͼ 1 by adding constraints and introducing sophisticated notions of controlled approximation [16, 25, 32] .
In our case, the situation appears to be more favorable and there is no major difficulty in extending the Strang-Fix equivalence for q Ն 1 without adding to our initial assumptions. THEOREM 3. We assume the boundedness of n and of n ͉x Ϫ n͉ 2L ͉ n ͑x͉͒, and also require that ͐ ͉ n ͉ Ͻ ϱ and ͐ ͉x Ϫ n͉ 2L ͉ n ͉ Ͻ ϱ. With these hypotheses we have the equivalence
The proof of this theorem is given in Appendix D. Note that the method is rather straightforward due to the particular form (21) of E(): the difficulty is essentially technical (one cannot bluntly differentiate an infinite sum of functions).
There are three points that distinguish this result from what has been reported before. First, Theorem 3 is a constructive result (for a related construction, see also [33] ) that specifies a whole class of linear q-integer shift-invariant approximation procedures (not only the minimal one) in V T that provide an O(T L ) error decay rate. Second (minimal error case), though our hypotheses are weaker in other aspects, the use of the Riesz basis hypothesis is more restrictive than the condition of a controlled approximation initially proposed by Strang and Fix [42] , and implies it. Finally, Theorem 3 clarifies the discussion around the Strang-Fix equivalence. Because of Lemma 1, Theorem 3 shows the existence of a special function ( x)-a finite linear combination of basis functions-such that the error between the function to be approximated and the optimal expansion using q-integer shifts of is of the same order as the global minimal expansion error (using the full basis set). It is the existence of such a function that has been a major point of contention in the literature [30, 32] . Note that de Boor et al. have shown recently that this problem disappears if one drops the restriction of finite linear combinations [22] .
In a counterexample to Strang-Fix conjecture, Jia [30] considers functions (smoothed box splines) of two variables and builds a set of q ϭ 4 generating functions such that the expansion error is of order two, while no finite l 2 linear combination of the synthesis functions satisfies the Strang-Fix conditions. In fact, such a linear combination exists, but is infinite as is explicitly written in [30] . As can be checked readily, Jia's multi-wavelets satisfy neither the Riesz condition nor dim ᏹ Ͻ ϱ, and thus they contradict the hypotheses of our equivalence theorem. This suggests that these conditions are essential for the equivalence (30) to hold.
In [23] , it appears that a more general characterization (for compactly supported functions only) has been worked out: however, from the reading of the paper it is not clear what kind of hypotheses are implied by a "compactly supported generating set" [23] , in particular in terms of linear independence of the basis functions.
C. Asymptotic Equivalents
We will now exploit the simple form of Theorem 1 to derive the asymptotic form of the error as the sampling step T becomes sufficiently small with reference to a "natural" time scale of f.
THEOREM 4. If f ʰ W 2
r and E() is 2r Ϫ 1 times differentiable with bounded 2rth derivative, then we have the following development:
In particular, the first nonvanishing order for multi-wavelets satisfying the Lth-order quasi-biorthonormality condition is given by
Proof. We develop E in Taylor series around 0 and bound its 2rth term: since E() is symmetric, all the odd powers cancel; the expansion (31) is therefore a straightforward consequence of (24) . From Lemma 2, we know that Lth-order quasi-biorthonormal multi-wavelets must satisfy (20) . Thus, all terms in (21) including the first one are O( 2L ), which implies all derivatives up to order 2L in (31) to vanish. The final form for r ϭ L ϩ 1 is then equivalent to (32) . s
Note that for the case of a single generator, we recover formula (17) In the general (multi-wavelet) case, we can constrain () ϭ () ϩ O( Lϩ1 ): this is equivalent to fixing the first L ϩ 1 moments of to appropriate values provided by ; then the first order of the asymptotic error equals the first order of the asymptotic minimum error (least squares solution) that would be obtained with a dual set of basis functions. In fact, the form (23) of E() implies that this condition is necessary and sufficient for the approximation to be asymptotically optimal. In particular, it is now possible to consider compactly supported sampling functions associated with any kind of synthesis function. This new freedom in the choice of n takes its full sense when we remember that, in general, the dual functions of a set of synthesis functions are not compactly supported, and often not so well behaved in the frequency domain. This fundamental remark has also been stated in [46] with slightly stronger hypotheses (namely ‫ء‬ has to be a quasiinterpolant of order at least L ϩ 1, which implies additional constraints on (n) for n 0). Thus, our present contribution is to weaken the requirements on the analysis functions and to extend the result to multiple generators.
Of course if we fix a greater number of moments of n through () ϭ () ϩ O( LϩN ) then we can force ⑀ f 2 to agree with the minimum expansion error up to order 2L ϩ 2N Ϫ 1.
D. Upper Bounds
Theorem 1 is also useful for deriving upper bounds for the approximation error.
THEOREM 5. If the multi-wavelets are quasi-biorthonormal of order L, then the approximation error for f
where K is given by (26) , and
Proof. We use Theorem 1 and estimate E() by its Taylor series expansion. Using the Lth-order quasi-biorthonormality property, we deduce that E() is bounded by ( 2L / (2L)!)E (2L) ϱ , which allows us to isolate f (L) L 2. From the proof of Theorem 3, we also know that E (2L) () is bounded so that the constant C is finite. s This type of result has to be compared with the more traditional error bounds of the simpler form:
In the case of an extended formula, the bound can be sharper because the leading constant C tends to be smaller. However, the result in Theorem 5 is just an example of what can be obtained as upper bound. For example, using the same type of argument as in the proof of Theorem 5, we can find a bound similar to the one given in [46, Thm. 1] . In this particular setting with q ϭ 1, the sampling and synthesis functions both satisfy the Riesz condition, plus an additional "quasi-projection" requirement:
; then the application of Theorem 1 yields
where r Ն 2L is the Sobolev exponent of f. Inspection of the leading constant a 0 reveals that it is slightly smaller than the constant C 2 in [46] . The second constant a 1 is exactly C 1 in [46] . The third term is not present in [46] , but can be easily absorbed into the second by setting r ϭ 2L. To conclude the discussion on upper bounds, we consider the case of the least squares approximation with q ϭ 1. We have E͑͒ ϭ
is bounded by the Riesz constants. Thus, we can obtain the following estimate of the constant C in Theorem 5:
The corresponding bound (33) is then quite comparable to the inequality
which is given in [48] and uses the same definition of the constant C. These examples are only meant to show that it is rather straightforward to find sharp upper bounds with the help of our theorem. Of course when the basis functions are known a priori, it is probably better to compare E() exactly and obtain the most accurate computation of the approximation error.
IV. APPLICATION TO REFINABLE GENERATORS
The concept of a multiresolution analysis (MRA) [35, 36] has proven to be the key for the construction of a whole variety of wavelet bases. These include orthogonal [6, 18, 34, 35] , semi-orthogonal [3, 12, 47] , and biorthonormal wavelets [14, 49] , as well as the more recent multi-wavelets [1, 15, 27] . MRA provides a simple geometrical interpretation of the decomposition process in terms of projections onto a sequence of nested subspaces and their complements.
In this part, we will consider the case of a dyadic multiresolution analysis with T ϭ 2 j , where j ʰ ‫ޚ‬ represents the scale index. Consequently, we define a MRA as follows:
(
(iii) There exists an integer q such that nϩq ( x ϩ q) ϭ n ( x) for all x real, and n integer.
(iv) lim
The only addition to our previous assumptions is the nestedness property (i). Other than that the functions spaces V T are the same as in Section II-B, except that the generators are now called scaling functions. Also note that the completeness condition (iv) is automatically satisfied as long as the generating functions have at least a first order of approximation.
The signal approximations that we consider do not involve wavelets explicitly but rather scaling functions at a given scale T (this is an important methodological difference from [44] , where the opposite is done). However, it is clear that a signal approximation at scale T ϭ 2 j can also be expressed as a truncated wavelet expansion in which all finer scale coefficients have been set to zero. Thus, a detailed characterization of the approximation error as a function of scale is important for the comparison of wavelet bases and the prediction of their coding performance.
The important point for this paper is that the multiresolution property (i) implies that the generating functions follow a two-scale linear relation
where H is a q ϫ q matrix filter. In fact, (35) provides the vector definition of the scaling multi-wavelet. In order to compute the asymptotic approximation constants, we shall examine the case of wavelets and multi-wavelets separately: they do not exhibit the same degree of complexity. In the present section, we are interested only in the minimum L 2 value of ⑀ f , which corresponds to the orthogonal projection of f into V T , which we denote ᏼ T f: this least squares approximation can be obtained from (12) with n ϭ n . If, instead, we were to use functions that are not exact duals of each other, we know from the results of the preceding section that we need to include the additional term 1 q Ϫ 2 to the kernel E(). However, we also know that the order of this correction can be made as high as we want by choosing n appropriately. This type of consideration may be quite relevant for the design of initialization algorithms, especially in the multi-wavelet case.
A. Wavelet Constants
For q ϭ 1, the refinement filter is H͑e Ϫ2i ͒ ϭ n h n e Ϫ2in with H(1) ϭ 2, and it is not difficult to derive the following two-scale relation for A͑͒ ϭ n ͉ ͑ ϩ n͉͒ 2 :
This equation can be put in matrix form and solved exactly if H has a finite impulse response [43] . We shall thus assume that we have access to the values of A(). In addition, we know that the function is of order L iff ( z ϩ 1) L divides H( z) (the analog of this property will be shown in the multi-wavelet subsection: see Lemma 3).
For refinable functions, we can obtain not only the first asymptotic error equivalent as a function of the generating filter coefficients, but also the following 2L Ϫ 1 coefficients of the development in powers of T. This is stated in the next theorem: THEOREM 6. If is of order L then for all f ʰ W 2 2L the least squares approximation error in V T has the asymptotic development
where the constants a k are the first 4L coefficients of the MacLaurin development
Proof. We apply Theorem 4. Since we consider the minimum L 2 error, we have E() ϭ 1 Ϫ ͉ ()͉ 2 /A(). Using (36) and the two-scale relation in the Fourier domain () ϭ (1/ 2) H(e Ϫi ) (/ 2), we find, after some manipulations,
Here, we have taken into account the fact that
. Substituting (38), we can then solve for the first 4L coefficients of the asymptotic development of E() and, hence, of ⑀ f 2 . s This result adds higher order terms to the asymptotic form of the error given in [45] .
Moreover, if we let H͑ z͒
Q͑z͒ with Q(1) ϭ 2, we obtain a closed form formula for the first-order constant C Ϫ of [45] :
The right-hand side improves upon the infinite sum formula that has been reported previously. In [45] , the calculation of the infinite sum formula was made possible through the use of an induction formula for the derivatives in the center of (39), which were shown to be proportional to (n/ 2).
B. Multi-wavelet Constants
In this case, the situation is more intricate, even if E() remains rather simple. We start by writing the two-scale relation (35) in the Fourier domain: ͑͒ ϭ 1 2 H͑e
follows that 2 is an eigenvalue of H(1). As in the wavelet case, it is then not difficult to show that A() is the solution of the equation
Here again when H is FIR, this relation can be solved in the time domain to yield the expression of the polynomial matrix A. We shall from now on assume that this matrix is known.
As a first step, we must find out how the Lth-order property manifests itself on the generating filter H. 
and
Proof. The main ingredients are the lower Riesz condition and the two-scale difference equation.
Let us first prove that (i) f (ii). From Lemma 1 we know that there exists a unique
Applying the vector two-scale relation with 2 instead of , we find
Due to a uniqueness of ⌳, (42) ͒ , this implies that P(0) ϭ 0. We then take the equation again for n odd with P͑͒ instead of P(), and L Ϫ 1 instead of L, which yields PЈ(0) ϭ 0. Iteration of this argument L times leads to the result P() ϭ O( L ), which is (41).
For the converse implication (ii) f (i), we simply observe that (ii) implies ⌳͑͒ See also [37] for relaxed hypotheses on the synthesis functions.
Condition (ii) of Lemma 3 is equivalent to the Lth divisibility of H( z) at z ϭ Ϫ1 in the usual case of wavelets where H(1) ϭ 2. In the vector (or multi-wavelet) case, however, the condition cannot be restricted to the values (or here the kernel) of H at half the sampling frequency (41) and must be completed by (42) .
From now on, we also assume that the minimum expansion error is of order L, which implies that the scaling functions are of order L; hence the existence of such a ⌳: by solving the linear system of Eqs. (41) and (42) we have access to its value. Consequently we can compute the two constants ⌬ 0 and ⌬ 1 which are implicit in (41) and (42): 
where
Proof. In fact, since the expansion error is of order L, E() ϭ O( 2L ) and this, in particular, means that if the n are dual to the n , then by inspection of (21) we have
the dual function of , so that we need only to find the missing order L.
We thus define ⍀ by (45) . This is, of course, equivalent to (
We can now use the Fourier two-scale relation on the left side of this equation, and with the use of (40), (43) , and (44), and finally after some (tedious) rearrangements, we obtain the value of ⍀; this validates (46) .
Note that, as proven in [17] , H 0 has spectral radius 2 so that I q Ϫ (1/ 2 Lϩ1 )H 0 is never singular. s
With these constants, we can now derive the asymptotic value of the approximation error in the multi-wavelet case. 
where the vectors Q 0 and Q 1 have been defined by
Proof. Once again, we use Theorem 4. The result will first be proven for orthonormal multi-wavelets. We start from E͑͒ ϭ 1 Ϫ 1 q 2 , which can be rewritten using the (50) We then compute the asymptotic equivalent of each element of this equation:
where a is the positive constant providing the first asymptotic order: it is the goal of this theorem to formulate it explicitly.
• Using Lemma 4 and the definition (44) of
• Using Lemma 4 and the definition (43) of ⌬ 0 we find
Replacing the values of these asymptotic equivalents in (50), we find the result for orthonormal multi-wavelets mentioned earlier.
For nonorthonormal scaling functions, where A may be different from I q , we remark that in (50) , H(e Ϫi ) has to be replaced by G(e 2i ) Ϫ1 H(e Ϫi )G(e Ϫi ), and by
G(e 2iq )
Ϫ1 , where G(e 2i ) ϭ ͌ A(). Equation (50) is thus replaced with
where () ϭ A(q) Ϫ1 () is the dual function of (), whose asymptotic development, up to the order L near zero, is given by Lemma 4. The generalized result of Theorem 7 is thus a consequence of the introduction of this square root into the scalar product. s This result is in fact the exact extension of (39) to the multi-wavelet case, as can be readily checked when replacing matrices and vectors by the corresponding scalars. Specifically, we see that in the wavelet case, the vector/scalar Q 0 cancels, while Q 1 reduces to ⌬ 1 , the equivalent of H(Ϫe i ) in the neighborhood of ϭ 0. In contrast with the wavelet case, we have no easy access to higher order asymptotic terms. This is because the multi-wavelet order property (41) and (42) is much weaker than the corresponding divisibility constraint by (1 ϩ z) L in the wavelet case. However, if one wishes to find higher order terms for the asymptotic error, it is always possible to determine the development of the dual function of recursively, similar to what has been done in Lemma 4. One can verify that this leads to a triangular system of vector equations, whose diagonal matrix coefficients are all invertible, and which can thus be solved by induction; ⍀ is then the first input to the induction. Finally, this development can be substituted in Eq. (51) in order to obtain the desired asymptotic equivalents.
V. CONCLUSION
We have stated a powerful quantitative result concerning the approximation of L 2 functions by the linear decomposition scheme given in Section II. We expect this formula to be of interest both for applied researchers (e.g., as a basic error estimation tool in geometric image processing), and for approximation theorists. In particular, our result has been used successfully to prove in a very natural way the Strang-Fix equivalence for multiple generators [42] , while requiring very weak constraints. In addition, we could derive asymptotic formulae in the case where the approximation spaces belong to a multiresolution analysis: this application is of great interest to digital signal processing. We are also currently working on the explicit computation of asymptotic expansions for some representations of wide interest such as splines and Daubechies' wavelets [8] .
APPENDIX A: ON THE FINITE DIMENSION OF ᏹ
We prove here that, if the n are compactly supported and satisfy the Riesz condition, then dim ᏹ Ͻ ϱ. By definition, ͕ n ͖ nʰ‫ޚ‬ ʰ ᏹ iff n n n ϭ 0 in the sense of distributions.
In vector notation, this is equivalent to n ⌳ n t ͑x Ϫ nq͒ ϭ 0, where
Right multiplying by (x Ϫ kq) t and integrating over x ʰ ‫ޒ‬ the resulting finite sum, we obtain
where The most difficult part is to prove the implication (i) f (ii). For this purpose, we shall first study ᏹ and show that the coefficients of the polynomial expansions can be written in a simple form, involving a set of quasi-biorthonormal analysis functions. Finally, we will write the quasi-biorthonormality condition in the Fourier domain.
Characteristics of ᏹ. We first prove that any coefficient sequence ϭ { n } nʰ‫ޚ‬ belonging to ᏹ, i.e., satisfying n n n ϭ 0, is such that there exists another coefficient sequence Ј belonging to ᏹ such that n ϭ Ј nϩq Ϫ Ј n for all n. The finite dimension of ᏹ and the invertibility of A(0) both play a crucial role. Consider the linear operator ⌬ acting on elements of ᏹ through ⌬ n ϭ nϩq Ϫ n . Clearly, due to the q-integer shift invariance, ⌬ is in ᏹ. The kernel of the endomorphism ⌬ is reduced to the coefficient sequences that are q-periodic. In vector notation, this means that, for the kernel to be nontrivial, it is necessary that there exist a constant vector ⌳ such that
This is equivalent to ⌳ t ͩ n q ͪ ϭ 0 for all n ϭ ‫ޚ‬ (using Poisson's formula). If we right multiply by ͩ n q ͪ t and sum over n, this yields ⌳ t A(0) ϭ 0, so that ⌳ ϭ 0, due to the lower Riesz condition. Hence, the kernel of ⌬ reduces to 0. As a consequence, the endomorphism ⌬ is one-to-one, and ᏹ ϭ ⌬ᏹ, thus proving our first claim.
Determination of ⌳ (s)
. Consider now the L equalities (14) , which can also be expressed in vector notation: there exist L sets of vectors {⌳ n (s) } nʰ‫ޚ‬ for s ϭ 0, . . . , L Ϫ 1 such that
in the sense of distributions. If we define ⌬Ј as the linear operator acting on polynomials 
On the other hand, we have ⌬ sϩ1 K n ϭ 0. Since ⌬ is invertible on ᏹ, we find K n ϭ 0. Explicitly writing the value of K n , we thus find the following recursion for ⌳ n (s) :
Let us now choose a compactly supported vector function ͪ ϭ 0 for all n: as shown earlier, this implies Q(0) ϭ 0. In that case, we can divide Q by and use the same argument, making the degree of Q decrease. Finally, the only possible Q is trivial, which proves P ϭ PЈ and thus the uniqueness.
The equivalence between (ii) and (iii) is straightforward and results from the fact that it is always possible to find a polynomial vector B such that B(e 2iq ) ϭ P() ϩ O( L ):
the wavelet defined through its Fourier transform () ϭ B(e 2iq ) t () thus satisfies the Strang-Fix conditions. where A has been defined by (8) . In the same spirit, we obtain ͗ f, ᏽ T f ͘ ϭ qT From these formulae, we identify two terms worthwhile to separate and write ⑀ f 2 ϭ ⑀ 1 2 ϩ ⑀ 2 2 , where
E( ⅐ ) being defined by (21) . Rewriting (62) using the orthonormalized basis functions further simplifies the formula. The second term exhibits a double form of aliasing; it vanishes whenever f ͑͒f ͩ ϩ n qT ͪˆͩTϩ n q ͪ t ͑ ͑T͒ Ϫ 2 ͑T͒͒ cancels independently of and of n 0.
C. Evaluation of ⑀ f
Due to the aliasing character of ⑀ 2 , we can benefit from decomposing f into its bandpass components f k defined by (60): we necessarily have ⑀ f k 2 ϭ ͐ ͉ f k ͉ 2 E(T)d. Using Minkowski's inequality we find
Our first task is thus to estimate the sum of ⑀ f k . As noticed earlier, due to (60), the frequency ͉͉ is lower bounded by k 2qT when k Ͼ 0, on the support of f k . In particular, this implies that
where the constant M is defined as ͌ E ϱ . Thus, the Cauchy-Schwartz inequality on the discrete sums yields
The second task is to bound ⑀ f 0 in order to replace it with ⑀ 1 in (63). Using the integral value for ⑀ f 0 and the definition (61) of ⑀ 1 , then using Minkowski's inequality once again, we find
Finally, we combine these estimates,
where we have bounded 1 ϩ (2r) Ϫ1/ 2 by 2 to get the result of Theorem 1. Note that the middle inequality with
gives a sharper result because ␣( f, T) Յ 1 vanishes as T goes to zero. Unfortunately, it is dependent on f; however, this proves that ⑀ f Ϫ ⑀ 1 ϭ o(T r ). Also, it is possible to show that sharper bounds of ⑀ f can be obtained directly from (63) (i.e., using ⑀ f 0 instead of ⑀ 1 ); in that respect, Theorem 1 is essentially useful for studying the asymptotic behavior of ⑀ f .
APPENDIX D: PROOF OF THEOREM 3
Implication lhs f rhs. ⑀ f ϭ O(T L ) implies that the first term of (24) is O(T L ). Due to the positivity of the integrand, and more precisely due to (21) ; moreover this constant does not depend on N because of (65). Taking into account the quasibiorthonormality hypothesis of the right-hand side of (30) (which provides a N (s) (0) ϭ 0 for all s ϭ 0, . . . , 2L Ϫ 1), Taylor's theorem yields the inequality ͐ ͉ f()͉ 2 a N (T)d Յ CЈT 2L where CЈ is a finite constant, independent of N. If we let N tend to infinity, this term remains O(T 2L ) and on another side, its kernel tends to the second term of (21), the first term of (21) 
