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Abstract
Permanent spatial decomposition (PSD) is the (hypothesized) property of the wave
function of a macroscopic system of decomposing into localized permanently non-overlap-
ping parts when it spreads over a macroscopic region. The typical example of this
phenomenon is the measurement process, in which the wave function of the laboratory
(quantum system + apparatus + environment) decomposes into n parts, correspond-
ing to the n outcomes of the measurement: the parts are non-overlapping, because
they represent a macroscopic pointer in different positions, and they are permanently
non-overlapping due to the irreversible interaction with the environment. PSD is often
mentioned in the literature, but until now no formal definition or systematic study of
this phenomenon has been undertaken. The aim of this paper is to partially fill this gap
by giving a formal definition of PSD and studying its possible connection with scattering
theory. The predictive and explanatory powers of this phenomenon are also discussed
and compared with those of Bohmian mechanics.
1 Introduction
Here, permanent spatial decomposition (PSD) of the wave function refers to the (hypothesized)
property of the wave function of a macroscopic system of decomposing into localized perma-
nently non-overlapping parts when it spreads over a macroscopic region. The typical example
of this phenomenon is the measurement process, in which the wave function of the laboratory
(quantum system + apparatus + environment) decomposes into n parts, corresponding to
the n outcomes of the measurement: the parts are non-overlapping, because they represent a
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macroscopic pointer in different positions, and they are permanently non-overlapping due to
the irreversible interaction with the environment. After decomposition, every part undergoes
further spreading and consequent decomposition, and so on, thus determining the emergence
of a tree structure for the wave function. The structure of the branches is hypothesized to
correspond to the observed quasi-classical macroscopic evolution.
The phenomenon of PSD is an important element in various formulations of quantum
mechanics:
(a) In Bohmian mechanics (see [12] and reference therein) it is a commonly accepted
fact that the trajectories defined by the guidance equation remain inside the supports of
the various non-overlapping parts of the wave function. This fact determines the so-called
effective collapse of the wave function: At the end of a measurement the actual trajectory of
the laboratory enters into only one of the non-overlapping parts in which the wave function
of the laboratory is decomposed; the fact that the “empty” parts do not overlap the “active”
part implies that the evolution of the actual trajectory is not affected by the empty parts in
the future, and these can therefore be considered as collapsed. The effective collapse of the
wave function guarantees that the predictions of Bohmian mechanics relative to the quantum
experiments correspond to those of standard quantum measurement theory, in which the
“empty” parts are assumed to actually collapse. Most of the studies concerning PSD have
been performed in the context of Bohmian mechanics (see [7], chapters 5 and 6).
(b) According to a formulation of quantum mechanics recently proposed by the author
[15], the particles follow definite trajectories, even though not necessarily continuous, and a
new quantum rule, the Quantum Cournot Principle, constrains them to remain inside the
supports of the non-overlapping parts of the wave function. The phenomenon of PSD is
therefore fundamental in this formulation for determining the structure of the trajectories.
(c) According to the Many Worlds Interpretation [13, 9], the wave function of the universe
splits into branches or worlds, but the explicit definition of the branches is usually considered
a matter of interpretation, and is not included in the mathematical formalism of this formu-
lation. An exception to this approach has been recently proposed in [2], where the branches
are defined by the criterion of PSD.
In spite of the fact that PSD is often mentioned, no systematic study and not even a
formal definition or an explicit name can be found in the literature for this phenomenon.
The aim of this paper is to partially fill this gap by proposing the name permanent spatial
decomposition and a formal definition for this phenomenon. A connection between PSD and
scattering theory is also argued. More precisely, it is argued that different elements of a PSD
belong to different (sets of) scattering channels of the wave function of the universe.
The paper is structured as follows: in section 2 the basic formalism relative to PSD is
developed and a formal definition of PSD is given; in section 3 the notion of localized state
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vector is defined in a general way; in section 4 an example relative to the previously developed
formalism is presented; in section 5 the hypothesis that the wave function of the universe is
subjected to PSD is explicitly and precisely formulated; in section 6 a theorem is proved
which shows a possible link between PSD and scattering theory; in section 7 the predictive
and explanatory powers of PSD are discussed and compared with those of Bohmian mechanics;
section 8 is the summary.
2 Basic formalism and lemmas
A very rudimentary version of the formalism presented in this section has already been pro-
posed in my previous papers [14, 15]. Even though the basic idea is the same, the formalism
developed here is new, simpler and more rigorous compared with those presented in the papers
cited above. Most of the lemmas are straightforward and their proof is omitted.
The basic mathematical elements are a Hilbert space H, a self-adjoint Hamiltonian H ,
which defines the group of unitary time evolution operators U(t) = exp[−iHt/~], and a generic
spectral measure G defined on a metric space G. The evolution will always be considered
along the positive time axis [0,+∞). For a formal definition and various properties of spectral
measures, see the appendix. The symbol E instead of G will be used to denote the spatial
spectral measure on configuration space, and configuration space will be denoted by X.
Definition 1. A decomposition of a vector Ψ ∈ H is a finite unordered set of linearly inde-
pendent vectors {Ψ1, . . . ,Ψn} such that
∑
iΨi = Ψ; if the vectors are pairwise orthogonal, the
decomposition is said to be orthogonal.
Let us introduce the following notations: D denotes the decomposition {Ψ1, . . . ,Ψn},
#D is the cardinality of D, ∑D is the vector ∑iΨi, and U(t)D is the decomposition
{U(t)Ψ1, . . . , U(t)Ψn}. An orthogonal decomposition is naturally endowed with a proba-
bility measure P defined as follows: P (Ψi) := ||Ψi||2/||
∑D||2. This definition corresponds
to the Born rule.
Definition 2. A decomposition D is said to be finer than a decomposition D′ (or equivalently,
D′ is said to be coarser than D) if there exists a map h : D → D′ such that Ψ′i =
∑
h−1[Ψ′i]
for any Ψ′i ∈ D′.
If D if finer than D′, we write D  D′. In words, D  D′ if every element of D′ is the sum
of a different subset of elements of D.
Lemma 1. (a) if the map h exists, it is univocally defined and surjective; (b)  is a partial
order (c) D  D′ implies that ∑D =∑D′ and U(t)D  U(t)D′.
3
If D  D′, Ψi ∈ D, Ψ′j ∈ D′ and Ψi ∈ h−1[Ψ′j ], we write Ψi ⊆ Ψ′j .
The following notion of tree formalizes the situation in which every element of decompo-
sition undergoes subsequent decompositions.
Definition 3. A (forward) tree T for the vector Ψ0 is a finite sequence {(t1,D1), . . . , (tr,Dr)},
where:
(a) {t1, . . . , tr} is a sequence of times with 0 ≤ t1 < t2 < . . . < tr;
(b) {D1, . . . ,Dr} is a sequence of decompositions such that
∑D1 = U(t1)Ψ0 and
Di+1  U(ti+1 − ti)Di for i = 1, . . . , r − 1. (1)
Note that from these properties it follows that
∑Di = U(ti)Ψ0 for 1 ≤ i ≤ r.
Lemma 2. If the last decomposition of a tree is orthogonal then all the decompositions of the
tree are orthogonal.
A tree naturally defines a time-dependent decomposition:
Definition 4. Let T = {(t1,D1), . . . , (tr,Dr)} be a tree for the vector Ψ0. The map Tˆ from
the time interval [0,∞) with values in the set of the decompositions is defined as follows:
Tˆ (t) :=


U(t){Ψ0} for t ∈ [0, t1);
U(t− ti)Di for t ∈ [ti, ti+1), i = 1, . . . , r − 1;
U(t− tr)Dr for t ≥ tr.
(2)
Lemma 3. (a) Tˆ (t2)  U(t2 − t1)Tˆ (t1) for t2 ≥ t1; (b) limǫ→0+ #Tˆ (t+ ǫ) = #Tˆ (t).
Definition 5. A branch of a tree T is a map Φ : [0,∞) → H satisfying the following
properties: (a) Φ(t) ∈ Tˆ (t) for any t ≥ 0; (b) Φ(t2) ⊆ U(t2 − t1)Φ(t1) for t2 ≥ t1.
Lemma 4. (a) If Φ1(t) = Φ2(t) for a given t and two branches Φ1 and Φ2 of a tree, then
Φ1(s) = Φ2(s) for s ≤ t; (b) for every Ψi belonging to the last decomposition Dr of a tree,
there is exactly one branch Φi such that Φi(tr) = Ψi.
From point (b) of the previous lemma, it follows that there is a one-to-one correspondence
between the branches of the tree and the elements of the last decomposition.
The above formalism defines in a general way the notions of decomposition, tree and
branches of a wave function, and arguably it is valid whatsoever criterion is utilized for
decomposing the wave function. Let us now develop a formalism that will be useful for
defining spatial decompositions.
Let G := {∆1, . . . ,∆n} be a finite partition of G, and let G(G)Ψ denote the decomposition
{G(∆1)Ψ, . . . , G(∆n)Ψ}.
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Definition 6. A decomposition D is said to be an exact G-decomposition if there exists a
partition G of G such that D = G(G)Ψ, where Ψ =∑D.
Of course an exact G-decomposition is an orthogonal decomposition. Hereafter, when G
is the spatial spectral measure E, the prefix E- will be replaced by the word “spatial”; thus
an exact E-decomposition will be referred to as an exact spatial decomposition.
We now want to find a function which measures the “distance” of a generic decomposition
from an exact G-decomposition. Let us consider the following tentative definition:
wG(D) tentative:= inf
G
max
1≤i≤n
{ ||Ψi −G(∆i)Ψ||
||Ψi||
}
, (3)
where n = #D, Ψ =∑D, and G ranges over the partitions of G with n elements. We could
therefore say that a decomposition D is approximately a G-decomposition if wG(D) ≈ 0. A
natural property to require for the function wG is that if wG(D) ≈ 0 and D′ is coarser than
D, then wG(D′) ≈ 0 also holds true. This requirement suggests that we modify the above
definition as follows: if I is a subset of {1, . . . , n}, define ΨI :=
∑
i∈I Ψi and ∆I := ∪i∈I∆i.
The definition (3) is modified as follows:
Definition 7. The function wG is defined as:
wG(D) := inf
G
max
I
{ ||ΨI −G(∆I)Ψ||
||ΨI ||
}
. (4)
If wG(D) ≈ 0 the decomposition D is said to be a (approximate) G-decomposition.
Hereafter, the attribute approximate will be omitted. The following lemma guarantees
that the function wG has the required property:
Lemma 5. D  D′ implies that wG(D′) ≤ wG(D).
Example. Let us study the function wG for a two-state decomposition {Ψ1,Ψ2}. Since
||Ψ1 −G(∆)Ψ|| = ||Ψ2 −G(∆c)Ψ||
=
(||G(∆c)Ψ1||2 + ||G(∆)Ψ2||2)1/2 ,
we obtain
wG({Ψ1,Ψ2}) = inf
∆
(||G(∆c)Ψ1||2 + ||G(∆)Ψ2||2)1/2
min{||Ψ1||, ||Ψ2||} . (5)
Consider the measures µ1 := ||G(·)Ψ1||2, µ2 := ||G(·)Ψ2||2, and the signed measure µ :=
µ1−µ2. According to the Hahn decomposition theorem, there exists a measurable set ∆˜ such
that µ1(∆) ≥ µ2(∆) for ∆ ⊆ ∆˜ and µ1(∆) ≤ µ2(∆) for ∆ ⊆ ∆˜c. As a consequence, equation
(5) becomes:
wG({Ψ1,Ψ2}) =
(
||G(∆˜c)Ψ1||2 + ||G(∆˜)Ψ2||2
)1/2
min{||Ψ1||, ||Ψ2||} . (6)
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From this equation one easily obtains the results: 0 ≤ wG({Ψ1,Ψ2}) ≤ 1; wG({Ψ1,Ψ2}) = 0 iff
µ1 and µ2 have disjoint supports, and wG({Ψ1,Ψ2}) = 1 iff µ1(∆) ≤ µ2(∆) or µ1(∆) ≥ µ2(∆)
for any measurable ∆. For G = E we can write
wE({Ψ1,Ψ2}) =
(∫
min{|Ψ1(x)|2, |Ψ2(x)|2}dx
)1/2
min{||Ψ1||, ||Ψ2||} , (7)
where Ψi(x), for i = 1, 2, is the state vector in the coordinate representation. An analogous
expression can be obtained for the momentum spectral measure. The above expressions was
already presented in [14].
The following lemma ensures that, to a very good approximation, a G-decomposition is
an orthogonal decomposition.
Lemma 6. For I, J ⊆ {1, . . . , n}, with J ∩K = ∅, we have
|〈ΨI |ΨJ〉|
||ΨI ||||ΨJ || ≤ 2wG(D) + w
2
G(D). (8)
Proof. For any ǫ > 0 there exists a partition {∆1, . . . ,∆n} of G such that, for any I ⊆
{1, . . . , n} we have
||ΨI −G(∆I)Ψ||
||ΨI || ≤ wG(D) + ǫ,
where. as usual, Ψ =
∑D. Then
|〈ΨI |ΨJ〉|
||ΨI ||||ΨJ || =
|〈ΨI −G(∆I)Ψ +G(∆I)Ψ|ΨJ〉|
||ΨI ||||ΨJ ||
≤ ||ΨI −G(∆I)Ψ||||ΨJ ||+ |〈G(∆I)Ψ|ΨJ −G(∆J)Ψ +G(∆J)Ψ〉|||ΨI ||||ΨJ ||
≤ wG(D) + ǫ+ ||G(∆I)Ψ||||ΨJ −G(∆J)Ψ||||ΨI ||||ΨJ ||
≤ wG(D) + ǫ+ [wG(D) + ǫ] ||ΨI ||+ ||ΨI −G(∆I)Ψ||||ΨI ||
≤ wG(D) + ǫ+ [wG(D) + ǫ][1 + wG(D) + ǫ].
Theorem 1. wG(D) = 0 iff D is an exact G-decomposition.
Proof. The implication “D is an exact G-decomposition” ⇒ wG(D) = 0 is obvious. If
wG(D) = 0 then inf∆ ||Ψi −G(∆)Ψ|| = 0 for i = 1, . . . , n. From the previous example we de-
duce that for every i there exists a set ∆i such that Ψi = G(∆i)Ψ. We define Σi := ∆i∩j 6=i∆cj
for i = 1, . . . , n, and Σ0 := X \ (∪iΣi). Then G := {Σ0 ∪ Σ1,Σ2, . . . ,Σn} is a partition of G.
From lemma 6 we have 0 = 〈Ψi|Ψj〉 = 〈Ψi|G(∆j)|Ψi〉 for i 6= j, from which G(∆cj)Ψi = Ψi.
Thus G(Σi)Ψ = Ψi for i = 1, . . . , n, G(Σ0)Ψ = Ψ−
∑
iΨi = 0, and therefore D = G(G)Ψ.
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A G-decomposition can be naturally endowed with a probability measure which very pre-
cisely approximates the Born rule. In fact, if wG(D) ≈ 0, there exists a partition {∆1, . . . ,∆n}
of G such that ||Ψi −G(∆i)Ψ||
||Ψi|| ≈ 0 for i = 1, . . . , n.
We can therefore define P (Ψi) = ||G(∆i)Ψ||2/||Ψ||2 ≈ ||Ψi||2/||Ψ||2.
In order to express the fact that a decomposition is a G-decomposition in a permanent
way let us introduce the function w+G:
Definition 8. The function w+G is defined as follows:
w+G(D) := sup
t≥0
wG[U(t)D]. (9)
If w+G(D) ≈ 0, the decomposition D is said to be a permanent G-decomposition.
According to the previously introduced convention, a permanent E-decomposition will be
referred to as a permanent spatial decomposition (PSD). The notion of PSD formally defines
of the phenomenon of decomposition of the wave function into permanent non-overlapping
parts which has been described in the introduction.
Example. Let us explicitly write down the condition for which the decomposition U(t)E(X )Ψ,
where X is a partition of the configuration space, is still a spatial decomposition:
wE[U(t)E(X )Ψ] = inf
X ′
max
I
||E(∆′I)U(t)Ψ− U(t)E(∆I)Ψ||
||E(∆I)Ψ|| ≈ 0. (10)
The above expression relates the formalism developed here to that presented in [15]. In
fact, the condition (10) is a generalization of the condition defining the branches of the tree
structure in [15]; see equations (8), (9), (10), (17), and (38) in that paper.
Lemma 7. If G commutes with the Hamiltonian, then wG(D) = wG[U(t)D] = w+G(D).
It is natural to extend the function w+G to trees:
Definition 9. The function w+G for a tree T is defined as follows:
w+G(T ) := sup
t≥0
wG[Tˆ (t)]. (11)
If w+G(T ) ≈ 0, the tree T is said to be a (approximate) G-tree.
Lemma 8. Let T be the tree {(t1,D1), . . . , (tr,Dr)}; then: (a) w+G(T ) = max{w+G(D1), . . . , w+G(Dr)};
(b) if G commutes with the Hamiltonian then w+G(T ) = wG(Dr).
The last decomposition of a G-tree is a G-decomposition and can therefore be naturally
endowed with a probability measure. Since there is a one-to-one correspondence between the
last decomposition and the set of the branches of a tree, such a set can also be naturally
endowed with a probability measure.
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3 Localization of state vectors
The decomposition of a wave function into permanently non-overlapping branches is mean-
ingful from the physical point of view if the branches are localized on a macroscopic scale. In
this section, the notion of localized wave function will be defined in a general way.
Let us consider first the case of a single particle. In this case, the configuration space is
R
3. We define the centroid xΨ ∈ R3 of a vector Ψ as follows:
xΨ :=
∫
y〈Ψ|dE(y)|Ψ〉
〈Ψ|Ψ〉 . (12)
The spread σΨ ∈ R of Ψ is defined in the usual way:
σ2Ψ :=
∫
(y − xΨ)2〈Ψ|dE(y)|Ψ〉
〈Ψ|Ψ〉 . (13)
We therefore say that Ψ is localized if σΨ is small on a macroscopic scale.
The definitions of centroid and spread can be generalized to a generic metric configuration
space X.
For any x ∈ X define:
τ 2Ψ(x) :=
∫
d2(x, y)〈Ψ|dE(y)|Ψ〉
〈Ψ|Ψ〉 , (14)
where d is the distance on X. Then we define:
σΨ := inf
x∈X
τΨ(x). (15)
We will assume that in all cases of physical interest the lower bound is a minimum, and that
a single configuration xΨ exists such that τΨ(xΨ) = σΨ. In this case xΨ is the centroid. It
is easy to see that we obtain the centroid (12) and the spread (13) if the distance on R3 is
defined as ||x− y||.
For a system of N particles of mass m1, . . . , mN the configuration space R
3N is naturally
endowed with the scalar product
〈x|y〉 :=
∑
imixi · yi
M
, (16)
where M =
∑
mi. The scalar product (16) defines the distance
d(x, y) =
√∑
imi||xi − yi||2
M
. (17)
This definition satisfies the natural requirement that two particles of mass mi and mj in the
same position x can be considered as a single particle of mass mi +mj . With this definition
we obtain
xΨ :=
∫
y〈Ψ|dE(y)|Ψ〉
〈Ψ|Ψ〉 (18)
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and
σ2Ψ :=
∫ ∑
imi(yi − xΨi)2〈Ψ|dE(y)|Ψ〉
M〈Ψ|Ψ〉 . (19)
The definition of centroid allows us to associate a trajectory γΦ : [0,∞) → X with every
branch Φ of a tree:
γΦ(t) := xΦ(t). (20)
Since the set of branches of a spatial tree is naturally endowed with a probability measure, a
set of trajectories endowed with a probability measure can be associated with a spatial tree.
This fact will be utilized in section 7, where the predictive power of PSD will be discussed.
4 Example
Let us consider a one-dimensional free particle of mass m, whose wave function is the sum of
two Gaussian wave packets traveling in opposite directions. Initially, the two wave packets
are located at the origin; after a suitable time they cease to overlap and the wave function
can be spatially decomposed in a permanent way.
Let Ψ0 = Ψ− +Ψ+, where, in the momentum representation,
Ψ±(p) =
(
1√
πσp
)1/2
exp
(
−(p∓ p0)
2
2σ2p
)
, (21)
with p0 > 0. Let F denote the momentum spectral measure. We have
wF (D) =
(∫
min{|Ψ−(p)|2, |Ψ+(p)|2}dp
)1/2
, (22)
where D := {Ψ−,Ψ+}. Since |Ψ−(p)|2 ≤ |Ψ+(p)|2 for p ∈ R+, and from symmetry considera-
tions, we obtain:
wF (D) = 2√
πσp
∫ ∞
0
exp
(
−(p+ p0)
2
σ2p
)
dp (23)
=
2√
π
∫ ∞
p0/σp
e−y
2
dy = erfc(p0/σp),
where erfc() is the complementary error function. We assume that wF (D)≪ 1. For example,
for p0/σp = 10 we have wF (D) = 4.6×10−23. The elements of D are orthogonal with very high
precision, and the decomposition can be endowed with the probability measure P (Ψ±) = 1/2.
Let us now calculate wE [U(t)D]. By applying the Schro¨dinger equation, we obtain the
well known formula for the evolution of the square modulus of Gaussian wave packets:
|U(t)Ψ±|2(x) = 1√
πσ(t)
exp
(
− [x∓ x(t)]
2
σ2(t)
)
, (24)
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where
x(t) = tp0/m, σ(t) =
√
σ2x +
~2t2
m2σ2x
, and σx =
~
σp
. (25)
The calculation for obtaining wE [U(t)D] is analogous to that for obtaining wF [D]. Thus, we
have:
wE[U(t)D] = erfc[x(t)/σ(t)]. (26)
Let us study the function
f(t) :=
x(t)
σ(t)
=
p0
σp
t√
m2~2/σ4p + t
2
(27)
for t ≥ 0. We then have: f(0) = 0; the derivative is never zero and, since f ′(0) > 0, we
have f ′(t) > 0 for t > 0; moreover limt→∞ f(t) = p0/σp. Thus, f(t) increases from the value
0 at the time t = 0 to the asymptotic limit p0/σp. As a consequence, wE[U(t)D] decreases
from the value 1 at the time t = 0, when the two wave packets are totally overlapping, to the
asymptotic value erfc(p0/σp) = wF (D), when the spatial overlapping of the wave packets is
equal to their overlapping in momentum space. As a consequence
w+E [U(t)D] = wE [U(t)D]. (28)
In order to define a spatial tree for Ψ0 it is sufficient to choose a time t1 such that wE[U(t1)D] ≈
0. The tree will be
{(t1, U(t1)D)}. (29)
Of course, the time t1 is only vaguely defined. The branches Φ±(t) are:
Φ±(t) =
{
U(t)Ψ0 for 0 ≤ t < t1;
U(t)Ψ± for t ≥ t1,
(30)
and the corresponding trajectories γ±(t) are:
γ±(t) =
{
0 for 0 ≤ t < t1;
±tp0/m for t ≥ t1.
(31)
The trajectories have a discontinuity at t1. This is not a problem because, as we will see, the
trajectories associated with a spatial tree are better interpreted as tools for expressing the
predictive power of the wave function rather than the ontological trajectories followed by the
particle.
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5 The hypothesis of permanent spatial decomposition
The formalism developed in the previous sections allows us to formulate in a more precise
way the hypothesis assumed in a more or less explicit way in the formulations of quantum
mechanics presented in the introduction.
The PSD hypothesis: the wave function of the universe admits a spatial tree whose typical
branches (i.e., the overwhelming majority of the branches, weighted with their probabilities)
are localized in a suitable time interval, which includes the present age of the universe and
possibly excludes the initial age close to the big-bang and the final asymptotic age. The
tree is only vaguely defined, but vagueness disappears on a macroscopic scale. The set of
trajectories defined by the tree correctly predicts the results of the statistical experiments and
the structure of macroscopic evolution, according to a criterion that will be better explained
in section 7.
Two different strategies can arguably be adopted in order to prove the PSD hypothesis:
(i) to study specific physical processes in which PSD occurs and (ii) to provide structural
reasons for which the wave function of the universe would have to be subjected to PSD.
Strategy (i) has been adopted for example by Bohm and Hiley [7]. A reasoning of type (ii)
will be proposed in the next section, where a connection between PSD and scattering theory
is argued.
6 Permanent spatial decomposition and scattering the-
ory
In the literature, the elements of a PSD are usually assumed to be non-overlapping for a very
long time, but not permanently. This is due to Poincare´ recurrence, i.e., to the fact that, for
any ǫ > 0, there exists a time T such that ||U(T )Ψ0−Ψ0|| ≤ ǫ [12]. However, Poincare´ recur-
rence only takes place if Ψ0 is a bound state, and modern cosmology suggests on the contrary
that the universe is indefinitely expanding. This fact prevents the universe to be in a bound
state and allows us to take the attribute permanent in the definition of PSD seriously. This
leads naturally to a correlation of PSD with scattering theory. More specifically, a reasonable
working hypothesis is that the non-overlapping parts in which the wave function decomposes
correspond to different (sets of) scattering channels of wave function of the universe. In this
section a theorem in support of this line of reasoning will be presented.
Let us consider an N -particle system with position operators Q = (Q1, . . . ,QN) and
momentum operators P = (P1, . . . ,PN). The configuration space X is R
3N . The Hamiltonian
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of the system is of the type
H =
N∑
i=1
P2i
2mi
+
∑
i<j
Vi,j(Qi −Qj), (32)
Assuming that the potentials Vi,j satisfy suitable conditions at infinity (which include
Coulomb potentials)1, one can prove the following theorem:
Theorem 2. The limit
s− C∞ − lim
t→∞
U(−t)QU(t)
t
=: V+ (33)
exists, and V+ is a vector of self-adjoint commuting operators which also commute with the
Hamiltonian.
Proof. See [10], theorem 6.6.1.
Note that the limit (33) is not the usual strong limit of operators, but a kind of limit
which is more appropriate for vector operators, and it is equivalent to the weak limit of the
spectral measures defined by the vector operators. See the appendix.
The vector operator V+ is referred to as the asymptotic velocity. For example, for a
free particle of mass m we have V+ = P/m, and for a particle subjected to a potential
admitting the wave operator Ω+ we have V+ = Ω+PΩ
†
+ (see [10], theorem 4.6.1). However
the asymptotic velocity exists also for Coulomb potentials, for which wave operator does not
exists.
Let F+ denote the spectral measure defined by V+, which of course commutes with the
Hamiltonian. Such a measure defines the scattering subspaces of the various channels of the
wave function, as I will now explain. A channel is a partition
a = {C1, . . . , Cr} (34)
of the set of particles. The subsets of the channel are referred to as clusters. The scattering
subspace of the Hilbert space corresponding to a channel is composed of the states of the
system in which the particles of every cluster are bound together asymptotically and the
various clusters move away freely. For every channel a let us define the following subset of
configuration space:
Za := {x ∈ X : xi = xj iff i, j ∈ Ck for some Ck ∈ a} (35)
The sets Za form a partition of X. The subspace F+(Za)H is the subspace of the channel a.
See [10] once again for a more detailed explanation.
The following theorem is the new result presented in this section:
1See [10], theorem 6.6.1 for the exact condition; see also the remark at the beginning of section 6.6.
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Theorem 3. limt→∞ wE[U(t)F+(X )Ψ] = 0 for every vector Ψ ∈ H and any partition X of
X.
Proof. Let X = {∆1, . . . ,∆n}: According to corollary 1 in the appendix, for any ǫ > 0 there
exists a partition {Σ1, . . . ,Σn} such that F+(∂Σi) = 0 for i = 1, . . . , n and ||F+(∆I)Ψ −
F+(ΣI)Ψ|| ≤ ǫ||F+(∆I)Ψ|| for any I ⊆ {1, . . . , n}. If Ft denotes the spectral measure defined
by U(−t)QU(t)/t, we have Ft(∆) = U(−t)E(t∆)U(t), where t∆ := {tx ∈ X : x ∈ ∆}.
According to lemma 11 in the appendix, Ft(ΣI)Ψ → F+(ΣI)Ψ for t → ∞. Let X ′ =
{∆′1, . . . ,∆′n} denote a generic partition of X. We have:
wE [U(t)F+(X )Ψ] = inf
X ′
max
I
{||F+(∆I)Ψ− U(−t)E(∆′I)U(t)Ψ||/||F+(∆I)Ψ||}
≤ inf
X ′
max
I
{||F+(ΣI)Ψ− U(−t)E(∆′I)U(t)Ψ||/||F+(∆I)Ψ||}
+max
I
{||F+(ΣI)Ψ− F+(∆I)Ψ||/||F+(∆I)Ψ||}
≤ max
I
{||F+(ΣI)Ψ− U(−t)E(tΣI )U(t)Ψ||/||F+(∆I)Ψ||}+ ǫ→ ǫ for t→∞.
Since ǫ is arbitrary, this proves the theorem.
This theorem shows that, at least in the asymptotic regime, the wave function has a
structural tendency to decompose into permanently non-overlapping parts. More specifically,
the theorem guarantees that states corresponding to different (sets of) channel subspaces
eventually become non-overlapping (note that states belonging to the same channel subspace
but to disjoint subsets of asymptotic velocities also eventually become non-overlapping). A
possible strategy to prove the PSD hypothesis is to show that the spatial separation of channels
begins long before the wave function enters the asymptotic regime.
According to this reasoning, the PSD hypothesis presented in the previous section can be
strengthened as follows:
The asymptotic PSD hypothesis: the wave function of the universe admits a spatial tree
with the properties described by the PSD hypothesis of section 5, and moreover its decom-
positions are of the form U(ti)F+(Xi)Ψ0.
Note that in this case, due to the defining condition of trees, the partitions Xi must satisfy
Xi  Xj for i ≥ j.
7 Predictive and explanatory power of permanent spa-
tial decomposition
Here, the predictive power of a physical theory refers to the capacity of the theory to make
empirically verifiable predictions2, while explanatory power refers to the capacity of the theory
2I utilize here the term prediction even though the predicted phenomena are already known.
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to explain in a more general sense the nature of physical reality and the origin of observed
phenomena.
In the formulations of quantum mechanics mentioned in the introduction, PSD is as-
sociated with other laws, for example the guidance equation of Bohmian mechanics or the
Quantum Cournot Principle, which play the principal role in those formulations. In this
section I will argue that PSD has an autonomous predictive power, which does not require
the presence of other laws. Nevertheless, these laws confer an explanatory power on the cor-
responding formulations, explanatory power that PSD alone cannot provide. The reasoning
will be based on the assumption that the PSD hypothesis is correct. In what follows, the
PSD hypothesis and the related formalism will be provisionally referred to as PSD theory.
The predictive power of PSD theory, analogously to that of Bohmian mechanics, is based
on the predictive paradigm of what I have called path spaces, i.e., sets of trajectories endowed
with a probability measure [14]. The typical example of path space is a canonical stochastic
process (XT ,F , P ), where XT is the set of all the trajectories from a suitable time interval
T to a configuration space X, F is the σ-algebra generated by the cylinder sets and P is
the probability measure. Bohmian mechanics also defines a path space: the paths are those
satisfying the guidance equation, and the measure of a subset Σ of paths is ||E(Σt)Ψ(t)||2,
where Σt := {λ(t) ∈ X : λ ∈ Σ}. The equivariance property of the guidance equation
guarantees that this definition does not depend on the time. The path space derived from a
wave function Ψ according to Bohmian mechanics will be denoted by BΨ. We have seen in
the previous sections that PSD also allows us to derive a path space from a wave function,
though in a vague way. Such a path space will be denoted by DΨ.
The predictive paradigm of path spaces consists of assuming that the evolution of the
universe is represented by a trajectory chosen at random from a suitable path space and
stating that a law of evolution is predicted by the path space if the probability of the set
of trajectories satisfying that law is very close to 1. This statement is based on Cournot’s
principle, which, in the context of probability theory, establishes that an event singled out
in advance with probability very close to 1 will happen with empirical certainty in a single
trial of a statistical experiment. Cournot’s principle is at the base of the predictive power
of probability theory; see [15] and references therein for further information about Cournot’s
principle. The predictive paradigm of path spaces was first introduced and studied in con-
nection with Bohmian mechanics [11], even though the original idea probably dates back to
Boltzmann [16].
Path spaces predict the macroscopic evolution and the results of the statistical experiments
in a unified way. Roughly speaking, the former is predicted by the structure of the trajectories,
and the latter by the probability measure. It is important to remark that the predictive
power of a path space derives from the macroscopic structure of the trajectories rather than
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from their microscopic structure. This derives from the fact that our perception of reality is
macroscopic, and our knowledge of the microscopic reality is always mediated by macroscopic
instruments. For example, a path space correctly predicts the results of quantum experiments
if it correctly predicts the evolution of macroscopic apparatus and of their pointers, while the
detailed microscopic structure of trajectories is irrelevant from the predictive point of view.
This fact has two important consequences: First of all, it implies that the trajectories of a path
space need to be only vaguely defined. This allows the path space derived from PSD to make
effective predictions, even though it is only vaguely defined, provided the vagueness disappears
on a macroscopic scale. The second consequence is that theories defining trajectories with
different microscopic structures may be empirically equivalent. As we will see, this is the case
for PSD theory and Bohmian mechanics.
PSD theory allows us to derive a path space from the wave function of the universe and
therefore has a high predictive power. Note for example that it provides a way to derive the
laws of quasi-classical macroscopic evolution from the basic formalism of quantum mechanics,
while such a derivation is a well known problem of orthodox quantum mechanics. On the
contrary, the explanatory power of PSD appears to be very low. In fact, also due to their
vague definition, the trajectories derived by PSD cannot be reasonably considered as the
ontological trajectories of the particles, and they are better interpreted as mathematical tools
for expressing the predictive power of the wave function. Thus, PSD fails to solve various
conceptual problems, such as: why does (our perception of) the evolution of a macroscopic
system correspond to only one of the elements of a PSD? Or, what is the primitive ontology
of the world, i.e., the stuff that things are made of [1]?
Let us compare the predictive powers of PSD and of Bohmian mechanics. More specifi-
cally, let us compare the path spaces DΨ and BΨ. As mentioned in the introduction, it is a
common assumption that Bohmian trajectories remains inside the non-overlapping branches
of the wave function. Therefore, the difference between DΨ and BΨ is that in DΨ the Bohmian
trajectories contained in a branch are replaced by the trajectory of the centroid of the branch
and the same probability of the set of Bohmian trajectories is assigned to it. It is reasonable
to argue that this change is not detectable on a macroscopic scale. We are therefore led to the
important conclusion that PSD theory has the same predictive power as Bohmian mechan-
ics, even without the guidance equation. On the contrary, Bohmian mechanics is certainly
superior to PSD theory with respect to explanatory power. This depends on the fact that
the trajectories of BΨ are interpreted as ontological trajectories, i.e., it is assumed that the
particles of the universe actually follow a trajectory of BΨ. This allows Bohmian mechanics
to provide a satisfying answer to the two conceptual questions previously mentioned.
It is well known that the ontological interpretation of Bohmian trajectories excludes a
covariant relativistic formulation of this theory. It is useful to recall in general terms why this
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problem arises, and to show why it is absent in PSD theory. Suppose we have a relativistic
quantum theory and a relativistic guidance equation. Under a Poincare´ transformation the
space BΨ can be transformed in the following two ways: (i) the wave function Ψ is transformed
to Ψ′ and then BΨ′ is derived from Ψ
′ by means of the guidance equation or (ii) the trajectories
of BΨ are directly transformed as ontological trajectories in space-time. The problem is
that, due to Hardy’s paradox, there are situations in which these two transformations cannot
coincide [3]. This problem does not exist in PSD theory because the trajectories of DΨ are
not considered as ontological trajectories and are not required to transform according to an
autonomous transformation law.
The formulation (b) in the introduction, based on the Quantum Cournot Principle also
contains ontological trajectories. For this reason, the same conclusions relative to Bohmian
mechanics arguably hold true for this formulation also, namely: it has the same predictive
power as PSD theory, it has an explanatory power superior to that of PSD theory, and it does
not admit a covariant relativistic formulation.
8 Summary
The focus of this paper is centered on what has been referred to as the permanent spatial
decomposition (PSD) of the wave function, i.e., the (hypothesized) property of the wave
function of a macroscopic system of decomposing into permanently non-overlapping parts.
This phenomenon is often mentioned in the literature, but until now no formal definition
or systematic study of this phenomenon has been undertaken. The aim of this paper is to
partially fill this gap by giving a formal definition of PSD and by arguing a connection between
this phenomenon and scattering theory.
A generic decomposition of a state vector Ψ has been defined as an unordered set of lin-
early independent vectors whose sum is Ψ. An exact spatial decomposition is a decomposition
of the type {E(∆1)Ψ, . . . , E(∆n)Ψ}, where {∆1, . . . ,∆n} is a partition of configuration space
and E is the spatial spectral measure. An (approximate) spatial decomposition is a decompo-
sition which is “close” to an exact spatial decomposition, where the notion of “closeness” is
mathematically defined by a specific proximity function wE. Eventually, a permanent spatial
decomposition is a decomposition which remains close to an exact spatial decomposition over
the evolution of time. The subsequent occurrence of PSD is represented by a spatial tree, i.e.,
a sequence of PDSs, every one of which is “finer” than the previous one.
The notions of centroid and spread of a state vector have been defined in a general way in
terms of a spectral measure on a metric configuration space. These notions allow us to define
localized state vectors and to associate a trajectory with every branch of a spatial tree.
The hypothesis of PSD has been precisely reformulated by stating that the wave function
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of the universe admits a spatial tree whose branches are localized in a time interval which
includes the present age of the universe and possibly excludes the initial age of the big-bang
and the final asymptotic age.
It has been mathematically proved that, at least in the asymptotic regime, the wave
function has a structural tendency to decompose into permanently non-overlaying parts, cor-
responding to the different scattering channels. This suggests the following representation
of the phenomenon of PSD: the elements of a PSD belong to different channels of the wave
function of the universe, and the spatial separation of these channels begins long before the
wave function enters the asymptotic regime.
Under the assumption that the PSD hypothesis is correct, it has been argued that the
predictive power of PSD, i.e., its capacity for making empirically verifiable predictions, is
equivalent to that of Bohmian mechanics, even though the former theory does not include
ontological trajectories and the guidance equation. In particular, PSD allow us to predict
the structure of macroscopic quasi-classical evolution from the quantum formalism, which
is a well known difficulty of standard quantum mechanics. On the contrary, the explicative
power of PSD, i.e., its capacity to explain the nature of physical reality and the origin of
observed phenomena, is poor compared to that of Bohmian mechanics. This is due to the
absence of ontological trajectories, which prevents PSD from explaining why the (observed)
evolution corresponds to only one of the elements of decomposition. On the other hand, the
absence of ontological trajectories arguably allows PSD theory to admit a relativistic covariant
formulation, which is forbidden in Bohmian mechanics.
9 Appendix
In this section some definitions and theorems relative to spectral measures are presented
which are necessary for the proof of theorem 3. Analogous definitions and theorems for scalar
measures can be found in textbooks, but this is not the case for those relative to spectral
measures.
A spectral measure on a measurable space (G,A) is a σ-additive set function G from A
to the set of projections of H such that G(G) = I. One can prove that a spectral measure
is multiplicative, i.e., G(∆1 ∩ ∆2) = G(∆1)G(∆2) for ∆1,∆2 ∈ A, and therefore all the
projections of a spectral measure commute. All the spectral measures considered here will
be defined on the same metric space X = RN , endowed with the Borel σ-algebra BX. If f
is a complex measurable function on X, the integral
∫
fdG is an operator defined as follows:
〈Ψ| ∫ fdG|Φ〉 := ∫ fdGΨ,Φ, where GΨ,Φ is the complex measure 〈Ψ|G(·)|Φ〉. If f is real ∫ fdG
is self-adjoint. The positive measure 〈Ψ|G(·)|Ψ〉 is denoted by GΨ. C(X) denotes the class
of continuous bounded functions defined on X, and C∞(X) the subset of C(X) composed of
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the functions which satisfy limx→∞ |f(x)| = 0. If a sequence of operators A1, A2, . . . converges
strongly to an operator A, we write An → A.
Lemma 9. Let G and G′ be two spectral measures; then G = G′ iff GΨ = G
′
Ψ for every
Ψ ∈ H.
Proof. The implication of G = G′ ⇒ GΨ = G′Ψ is obvious. If GΨ = G′Ψ for all Ψ ∈ H, by
means of the polarization identity we obtain:
Re〈Ψ|G(∆)|Φ〉 = 1
4
[GΨ+Φ(∆)−GΨ−Φ(∆)] = 1
4
[G′Ψ+Φ(∆)−G′Ψ−Φ(∆)] = Re〈Ψ|G′(∆)|Φ〉,
and analogously Im〈Ψ|G(∆)|Φ〉 = Im〈Ψ|G′(∆)|Φ〉.
Theorem 4. Let G and G′ be two spectral measures; if
∫
fdG =
∫
fdG′ for any f ∈ C(X)
then G = G′.
Proof. This theorem is valid for scalar measures [4]. Then
∫
fdGΨ = 〈Ψ|
∫
fdG|Ψ〉 =
〈Ψ| ∫ fdG′|Ψ〉 = ∫ fdG′Ψ for all Ψ ∈ H. From the theorem for scalar measures, it follows that
GΨ = G
′
Ψ for all Ψ ∈ H, and from lemma 9 that G = G′.
Definition 10. A sequence G1, G2, . . . of spectral measures is said to converge weakly to G if∫
fdGn →
∫
fdG for every f ∈ C(X).
If G1, G2, . . . converges weakly to G we write Gn → G. Theorem 4 guarantees that the
limit of a convergent sequence is unique.
Definition 11. A G-continuity set is a set ∆ ∈ BX such that G(∂∆) = 0.
Lemma 10. The class of G-continuity sets is an algebra.
Theorem 5. Gn → G iff Gn(∆)→ G(∆) for all G-continuity sets ∆.
Proof. See [17].
LetB := (B1, . . . , BN) be a vector of pairwise commuting self-adjoint operators. According
to the spectral theorem, this vector univocally defines a spectral measure G on X. If f is
a measurable function on X, we define f(B) :=
∫
fdG. In [10] the convergence of vector
operators is defined as follows:
Definition 12. A sequence B1, B2, . . . of self-adjoint vector operators is said to converge
strongly-C∞ to B if f(Bn)→ f(B) for all f ∈ C∞(X).
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If B1, B2, . . . converges strongly-C∞ to B, we write Bn ⇒ B. This definition of convergence
is different from the strong convergence of the single elements of the vectors (the two definitions
coincide if the Bn are uniformly bounded in n). Due to the way in which the function of
a vector operator is defined, the definition of strong-C∞ convergence for vector operators
is almost equivalent to the definition of weak convergence for spectral measures, the only
difference being that the function f must belong to C∞(X) in the former and to C(X) in the
latter. Actually, these are equivalent:
Lemma 11. Bn ⇒ B iff Gn → G, where Gn and G are the spectral measure defined by Bn
and B, respectively.
Proof. It is sufficient to prove that if f(Bn) → f(B) for all f ∈ C∞(X) then f(Bn) → f(B)
for all f ∈ C(X). See the second part of the proof of proposition 10.1.9 in [8].
Theorem 6. BX cannot contain an uncountable, disjoint collection of sets of non-null G-
measure.
Proof. This theorem holds true for probability measures (see [5], theorem 10.2), and for any
spectral measure G there exists a vector Ψ such G(∆) = 0 iff GΨ(∆) = 0 (see [6], theorem
7.3.4 pag. 171).
Theorem 7. Let G be a spectral measure and ∆ a given measurable subset of X; for any
Ψ ∈ H and ǫ > 0 there exists a G-continuity set Σ such that ||G(∆)Ψ−G(Σ)Ψ|| ≤ ǫ.
Proof. (a) Assume ∆ to be closed. Let d denote the distance on X. Since ∂{x ∈ X : d(x,∆) ≤
δ} is contained in {x ∈ X : d(x,∆) = δ}, these boundaries are disjoint for distinct δ, hence
at most a countable set of them can have non-null G measure. Therefore, for some sequence
of positive δk going to 0, the sets ∆k := {x ∈ X : d(x,∆) ≤ δk} are G-continuity sets. Since
∆k ↓ ∆, it follows that ||G(∆k)Ψ− G(∆)Ψ||2 = GΨ(∆k) −GΨ(∆) → 0. (b) Assume that ∆
is not closed. Since GΨ is regular, for all δ > 0 there exists a closed set ∆
′ ⊆ ∆ such that
||G(∆)Ψ − G(∆′)Ψ||2 = GΨ(∆ \ ∆′) ≤ δ2. Let ∆′k be a sequence of G-continuity sets such
that ∆′k ↓ ∆′. Then ||G(∆)Ψ−G(∆′k)Ψ|| ≤ ||G(∆)Ψ−G(∆′)Ψ||+ ||G(∆′)Ψ−G(∆′k)Ψ|| → δ.
The theorem follows from the fact that δ is arbitrary.
Corollary 1. Let G be a spectral measure and {∆1, . . . ,∆n} a given partition of X; for any
Ψ ∈ H and ǫ > 0 there exists a partition {Σ1, . . . ,Σn} composed of G-continuity sets such
that ||G(∆I)Ψ−G(ΣI)Ψ|| ≤ ǫ for any I ⊆ {1, . . . , n}.
Proof. For i = 1, . . . , n− 1 let ∆′i be a G-continuity set such that ||G(∆i)Ψ−G(∆′i)Ψ|| ≤ δ,
where δ = ǫ/[2(n−1)2]. For i = 1, . . . , n−1 define Σi := ∆′i\
⋃
j<i∆
′
j , and Σn := X\
⋃
j<n∆
′
j.
Then {Σ1, . . . ,Σn} is the required partition. The sets Σi are G-continuity sets. If i > j
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then Σi ∩ Σj = ∆′i
⋂
k<i∆
′
k
c ∩ ∆′j
⋂
l<j ∆
′
l
c = ∆′j
c ∩ ∆′j
⋂
. . . = ∅; moreover Σn ∪ Σn−1 =
X
⋂
i<n−1∆
′
i
c, Σn ∪ Σn−1 ∪ Σn−2 = X
⋂
i<n−2∆
′
i
c, and so on, thus
⋃
n Σn = X. Let us now
evaluate ||G(∆i)Ψ−G(Σi)Ψ||. For i < n we have:
∆′i − Σi = ∆′i \ Σi = ∆′i ∩ (∆′i ∩j<i ∆′jc)c = ∆′i ∩ (∆′ic ∪j<i ∆′j) = ∪j<i(∆′i ∩∆′j);
As a consequence
||G(∆i)Ψ−G(Σi)Ψ|| ≤ ||G(∆i)Ψ−G(∆′i)Ψ||+ ||G(∆′i)Ψ−G(Σi)Ψ||
≤ δ + ||G[∪j<i(∆′i ∩∆′j)]Ψ|| ≤ δ +
∑
j<i
||G(∆′i)G(∆′j)Ψ||;
But
||G(∆′i)G(∆′j)Ψ|| ≤ ||G(∆′i)[G(∆′j)−G(∆j)]Ψ||+ ||G(∆′i)G(∆j)Ψ||
≤ δ + ||G(∆j)[G(∆′i)−G(∆i)]Ψ|| ≤ 2δ.
Thus, for i < n,
||G(∆i)Ψ−G(Σi)Ψ|| ≤ δ + 2(i− 1)δ = (2i− 1)δ.
Moreover
||G(∆n)Ψ−G(Σn)Ψ|| =
∣∣∣∣∣∣∑
i<n
G(∆i)Ψ−
∑
i<n
G(Σi)Ψ
∣∣∣∣∣∣
≤
∑
i<n
||G(∆i)Ψ−G(Σi)Ψ|| ≤
∑
i<n
(2i− 1)δ = (n− 1)2δ.
Eventually
||G(∆I)Ψ−G(ΣI)Ψ|| ≤
∑
i∈I
||G(∆i)Ψ−G(Σi)Ψ|| ≤ 2(n− 1)2δ = ǫ.
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