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ABSTRACT 
The LDLT factorization of a symmetric indefinite matrix, although efficient 
computationally, may not exist and can be unstable in the presence of round off 
error. The use of block diagonal 2 X2 pivots is attractive, but there are some 
difficulties in determining an efficient and stable pivot strategy. Previous suggestions 
have required 0 ( n3) operations (either multiplications or comparisons) just to imple- 
ment the pivot strategy. A new strategy is described which in practice only requires 
0 ( n2) operations. Indeed, the effort required by this pivot strategy is less than that 
required when using partial pivoting with an unsymmetric LU factorization, which is 
the usual way of factorizing indefinite matrices. 
1. TRIANGULAR FACTORIZATIONS 
Consider the problem of determining a triangular factorization of an 
n X n real symmetric matrix A, as would arise in the solution of a set of linear 
simultaneous equations. If A is positive definite, then it is well known 
(Wilkinson, [4]) that an LDLT factorization, with L a unit lower triangular 
matrix and D a positive definite diagonal matrix, can be computed in a stable 
and efficient manner [n3/6 + 0 ( n2) multiplications]. It is also known that if 
A is indefinite, then the same method (allowing D to become indefinite) can 
be unstable, even when symmetric row and column interchanges are incor- 
porated. Furthermore a factorization may not even exist for certain nonsin- 
gular A-for example, A = 
The method of computing such a factorization may conveniently be 
thought of as a recurrence relation in which the leading row and column of 
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A are removed at each stage, giving an element of D and a column of L. If A 
is partitioned as 
1 T 
A= _“: L”_2l_, I, 1 a21 ’ A22 
then d, and 1, are determined by 
d, = a,,, 
,,= __I__ ( 1 a21l4 ’ (2) 
where di denotes the ith diagonal element of D, and li the ith column of L. 
Thus writing A (l) = A, it follows that 
- - -‘- - - - 
A,,- a2&dl 1 ’ 
so that the reduced matrix A (2) has zero first row and column. Repetition of 
the process on the non-trivial part of the reduced matrices A@) leads 
ultimately to the expression 
A(“+l)=()=A- clidil;, 
I 
whence A = LDL T. The process fails for indefinite A, whenever the pivot 
a@ = 0 for any of the reduced submatrices Ack). More generality can be 
introduced by allowing row and column interchanges which preserve sym- 
metry in the A ck), so that any diagonal element may be chosen as pivot. 
However, this process also fails when for some k, ahk) = 0 for all i > k. As one 
would expect, the process is unstable in the presence of roundoff errors 
when for all i > k, Iahk)j is small relative to maxizi]a~)]. 
An attractive idea to enable a stable factorization to be determined for 
indefinite A was first proposed in correspondence by W. Kahan (see Bunch 
and Parlett [l]), although it can be viewed as an extension of an idea due to 
Lagrange (again see [l]). The idea is to allow the partitioning of A to give a 
2 X 2 block diagonal pivot, rather than a 1 X 1 pivot as in (1). Thus A is 
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A= A,, G 
[ 1 A,, A,, ’ 
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where A,, is symmetric and 2 X 2, A,, is (n-2)x2 and A,, is now (n-2)x 
(n -2). This matrix is used to determine a 2X2 block diagonal element D,, 
of D, and the first two columns of a unit lower triangular matrix L, which 
are partitioned into a 2 X2 leading submatrix L,, and an (n -2) X2 sub- 
matrix Lar. By analogy with (2), it follows that 
Dll = 41, 
L,, = 1, 
L,, = A,,D, ‘7 
so that A(‘) = A is reduced to 
(5) 
)=[ 0 0 0 A,,- A,,L,T, ’ 1 (6) 
Ac3) is a matrix with zeros in the first and second row and columns, so that 
the effect of taking a 2 X2 pivot is to reduce A by the equivalent of two 
1 x 1 pivot steps. A similar process operates if a 2 X 2 pivot is taken at a later 
stage of the factorization. Thus ultimately an LDLT factorization is de- 
termined in which D is block diagonal with in general a mixture of 1 X 1 and 
2 ~2 blocks, and L is unit lower triangular with Lk+l,k =0 when Atk) is 
reduced by a 2X2 pivot. 
The amount of work required to carry out a 2 x 2 pivot step, as against a 
1 x 1 pivot step, must be balanced by the fact that the reduction is advanced 
by two stages rather than by one. The part of the calculation which 
dominates the multiplication count is that given by (6) or by (3). This is a 
rank-two correction to A for a 2 X 2 pivot and a rank-one correction to A for 
a 1 X 1 pivot. Thus the leading term in the multiplication count is always 
n3/6, whichever type of pivot is used. The effect of using all 2 X 2 pivots is 
to increase the 0 (n2) term by 3n2/4 (see [l]). Therefore the efficiency of the 
standard LDLT factorization process is virtually unimpaired by the general- 
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ization to allow 2 x 2 pivots. If the factorization is used in solving the system 
Ax = b, then the substitution operations using L can be coded so as to take 
advantage of the known zeros in L. The operation with D -’ presents no 
difficulty; in fact, since the 2 x 2 inverses (like 0; ‘) are calculated during 
the factorization, it is most efficient to store these inverses and use them 
directly in the solution process. Storage also is no problem, since in the 
reduction L,, and Dl<’ can overwrite A,, and A,,. Thus no extra storage is 
required (except an integer vector to record certain permutations, as will 
become apparent). 
Of course, the process is still invalid without allowing certain inter- 
changes of rows and columns, because the reduction breaks down whenever 
AN =0 in (4). However, if the interchange of rows and columns in A so as to 
maintain symmetry is allowed, then the advantages of symmetry still accrue. 
In this case, if a,, and A,, are both singular for all possible interchanges, 
then this implies that A = 0 and hence that a factorization is given by L = 1 
and D = 0. On the other hand, if A,, #O for some permutation, then a 1 X 1 
or 2x2 pivot is possible to reduce the matrix. Similar conclusions apply to 
any reduced matrix ACk), so it can be concluded that incorporating the use of 
2x2 pivots makes possible the symmetric factorization of any indefinite 
matrix A. 
It is important, however, to note that it is not possible to dispense with 
the possibility of taking a 1 X 1 pivot. For instance, if A is close to a matrix 
all of whose elements are l’s, then all 2 X 2 pivots will be nearly singular and 
their use will cause substantial error growth, whilst use of a 1 X 1 pivot is 
stable. 
2. PIVOTAL STRATEGIES 
It is clear then that the main problem in implementing the use of 2X2 
pivots is the determination of a pivotal strategy which will guarantee control 
on error growth and yet which is simple and efficient to operate. First of all, 
we need some results from error analysis (Reid [3], for example), relating to 
an LDLT factorization using 1 X 1 pivots. In this case the factorization is an 
exact factorization of a matrix A + E where the elements jE,,I are bounded 
by CE+, where c is a modest factor (linear in n), E is the relative precision of 
the calculation, and aii = max,(u,!lk)(. The latter is a constant which measures 
the growth in the i, jth element of A through the successive reductions. A 
similar result is true of the process involving 2~ 2 factorizations, assuming 
that the definition of ACkf’) is treated in a suitable way when a 2 X 2 pivot is 
chosen at the kth stage. The factor eaii in the bound is also realistic in 
practice, since aii = lu,‘ik)j for some k. Thus the purpose of a pivotal strategy 
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can be considered as being to prevent growth in the elements of the reduced 
matrices. 
An example of this is in the partial pivoting strategy for Gaussian 
elimination, where the effect is to bound the multipliers by 1 in absolute 
value. (Note that the multipliers are equivalent to the subdiagonal elements 
of the L matrix here, and the latter may usefully be thought of in this way.) 
This bound makes it easy to show that the elements of A@+l) must be 
bounded by 2 maxiiIa~)l, and hence that aii is bounded by 2” -‘a, where 
LY = maxiiluiil. Although this bound grows rapidly with n, and can always be 
achieved, it is usually very pessimistic, and in practice the partial pivoting 
strategy is invariably effective. 
With this in mind, the use of 1 X 1 or 2 X 2 block diagonal pivots is 
considered. The constraint of symmetry allows row and column interchanges 
which bring any element a,, to the pivot position al, (= d,,) in (l), or any 
% am 
submatrix ( LI a ) to the pivot position A,, (= D,,) in (4). One possible 
57 ss 
pivot strategy is to estimate the size of d, ’ and D1i ’ over all allowable 1 X 1 
and 2 x 2 pivots respectively, choosing a pivot to minimize such a quantity. 
According to [l], Kahan considered a strategy somewhat similar to this. 
However, the number of multiplications required in this pivot selection rule 
increases the total requirement for the whole method to well over the n3/3 
required by an LU factorization. Another strategy, also considered by Kahan, 
is to restrict the choice of pivot so that only the first (non-trivial) column of 
the reduced matrix is searched; see [l]. This strategy restricts the searching 
time to that required for partial pivoting in a non-symmetric LU factoriza- 
tion, but can be unstable for reasons which will be explained shortly. 
Consequently Kahan rejected the practical implementation of 2X2 pivots. 
Bunch and Parlett [l] proposed an interesting idea in which at each stage 
of the reduction, the largest (absolute) off-diagonal element, p1 say, of A is 
compared with the largest (absolute) diagonal element, pLo say. If pc, > ppO for 
some fixed constant p (p> l), then symmetric permutations are made to 
bring the largest element into the 2,l position, and a 2 X 2 pivot is taken. 
Otherwise the largest diagonal element is brought to the 1,l position and a 
1 X 1 pivot is taken. It is possible to choose p so as to minimize a bound on 
the growth per stage of the elements of A, allowing for the fact that two 
stages are taken by a 2 X2 pivot. This yields the value p= (fl - 1)/2- 
1.562 (see below). 
Nonetheless the strategy still requires one comparison for each element 
of the reduced matrix every time a pivot is selected, and this requires 
between n3/12 and n3/6 + 0 ( n2) comparisons in all. It is the purpose of this 
section to show that this number can be reduced substantially, to one which 
in practice averages out at about n2/2 comparisons (see Sec. 3). The 
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calculation in (5) can be written out in full as 
for i > 2, where the determinant 6 = ullu2a - a.&; and that in (6) as 
Qrs (3) = a, - a,,z,, - a 1 n s2 (8) 
for all r, s > 2. (Similar expressions hold when a 2 X 2 pivot is used to reduce 
A@) for some k > 1, but attention will be restricted to the case k= 1 to 
simplify the notation.) It is possible to see from these equations that the 
deficiency of any strategy which only examines the off-diagonal elements a,, 
(i >2) (such as Kahan’s partial pivoting strategy) is that a large element ui2 
might cause large (Z,i: li2) and hence large growth in aif) for r or s equal to i. 
An example of this is the matrix 
in which a 2 x 2 pivot leads to growth in a33 c ) of 0 (l/~). It is also clear that 
severe growth cannot occur if uai is the Zargest absolute off-diagonal element 
and is sufficiently larger than the largest absolute diagonal element. A 
suitable condition here is that the determinant of the pivot, 6, is bounded 
below by a multiple of ai,, which enables the multipliers in (5) to be 
bounded. This is the essence of the Bunch-Parlett strategy. 
However searching for the largest absolute diagonal and off-diagonal 
element is unnecessarily time consuming. As will be demonstrated below, the 
same conclusions as regards growth follow if a matrix is obtained by 
symmetric permutations, merely for which )a2i) > Iaiil holds where i >2 and 
j = 1 or 2, but not for all i, j > 2. Thus a more efficient strategy than that of 
Bunch and Parlett [l] is to search only until two columns (r and s, say) have 
been identified for which the common element urS bounds (in modulus) the 
other off-diagonal elements in the r and s columns. Then a 2 X 2 pivot on 
these two columns or a 1 X 1 pivot on either a,., or u,, is taken, according 
to the test pi >ppO described above, where now pi = /a,( and pO= 
max(lu,!, laSSI). This strategy will be called the modified Bunch-Purlett 
strategy. 
This modification however by no means represents the best that can be 
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done. A method is now described based directly on controlling growth in the 
elements of A @) for the reasons g iven at the start of this section. The idea is 
to fix a maximum growth per step factor, g say, choosing a pivot once this 
factor is known to be achieved. Such a factor could be supplied by the user 
and varied according to circumstances, although it will be shown below that 
it is quite possible to fix a realistic value of g which is suitable over a wide 
range of problems. Such an idea has been suggested in sparse matrix 
factorizations by Curtis and Reid [2], but is also suitable here as the basis of 
an approach. The pivot strategy is described as it applies to the initial matrix 
A, but an analogous process is repeated on the non-trivial part of any Ack) 
whenever a pivot is selected. it is the following. 
1. Search the first column for the largest absolute off-diagonal element, 
a,, say. If the growth criterion [(9) below] for a 1 x 1 pivot on all is satisfied, 
then choose this pivot. Otherwise, setting r= 1, 
2. Search the sth column for its largest absolute off-diagonal element, 
a, say. If the growth bound (11) or (9), either for a 2 X 2 pivot on (2 Z:) 
or a 1 X 1 pivot on a_, is satisfied, then choose whichever pivot minimizes the 
growth bound (allowing for the fact that a 2 X2 pivot reduces A by two 
columns). Otherwise, 
3. If neither growth bound is satisfied, but if t = T, then a, is the largest 
absolute off-diagonal element in columns r and s. Hence choose either a 
1 X 1 pivot on either a,, or a,,, or a 2 x 2 pivot on (zz z:), depending 
upon which minimizes the growth bound, Otherwise, 
4. Set T = s, s = t, and repeat from 2. 
It will be noticed that step 4 is only taken if Iatsl > la,J, that is, if the 
largest off-diagonal element examined is increasing. In fact, the search in 
step 2 must be such as to resolve any ties in favor of a,S. Therefore the above 
method must terminate either with a pivot which satisfies the growth 
criterion, or with one in which a, is the largest absolute off-diagonal element 
in columns r and s. Thus the search will always terminate, even if the user 
sets a growth factor which is unrealistically small. 
In practice no interchanges are carried out until a suitable pivot is 
recognized, at which stage any necessary row and column interchanges are 
made. These bring a 1 X 1 pivot into the first (non-trivial) column of A or a 
2 X 2 pivot into the first and second columns of A. To simplify the notation 
for analyzing growth, it is convenient to anticipate that these interchanges 
can be made. It will therefore be assumed without loss of generality that azl 
is the largest absolute off-diagonal element in column 1, that is, /azl) z jq,l, 
i >2. 
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by virtue of (3), so that 
Defining o = max,,,Iuji)l and by virtue of the maximality of luzrl, the growth 
bound for a 1 X 1 pivot is 
and a 1 X 1 pivot on a,, is therefore accepted if 
In determining a suitable criterion for accepting a 2 X 2 pivot on 
it will be assumed that the search for a largest element has been coded so as 
also to yield the next largest element. (The extra effort to do this is small.) In 
addition, then, let pr =maxi>alui,l and pa= max,+alq,l. Then from (7) the 
bounds 
1411 G
PJ%l +Pzl%l 
ISI ’ 
i>2, 
ILI < 
Pll%l +Pzl%,l 
ISI ’ 
follow directly, and hence from (8), 
where again u=rnax,,,lu~~)l. Because pa < CY, this implies that the growth 
bound for a 2x2 pivot is 
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so therefore the criterion for accepting a 2 X 2 pivot on (zi: zzi) is that 
1+z/]SI < gs, (II) 
where 
Note the use of g2 to account for the fact that a 2 X 2 pivot will reduce A by 
two columns. 
It will now be demonstrated that the growth/step factor (fl + 1)/2 
” 2.562 (i.e., the Bunch-Parlett [l] figure) can always be achieved by the 
new strategy. To do this it need only be shown that this growth factor is 
never exceeded when ]a,,] > ]aii( for all i > 2 and j = 1 or 2, by using either a 
1 X 1 or a 2 X 2 pivot, because this condition is always ultimately obtained by 
the new strategy if a given growth factor cannot otherwise be met. Again 
without loss of generality it will be assumed that ]aii] > ]a,,]. If a 1 x 1 pivot 
is taken, then it will be on a,, when the growth/step is bounded by 
I+ l~2llll~d N ow if )usi) < ]ui,J then this quantity is no greater than 2. 
when Ia24 > M th e maximum 2 X 2 growth/step [see (lo)] is achieved 
when pi = p2 = luzll and when sign (au) = sign (a,,), and is 
1 + la2ll la221 +2la2,l+ I4 
41- I4 la221 * 
(12) 
Now ]a,,] does not affect the maximum 1 X 1 growth/step (since ]a,,] 
< la,,]), and the maximum 2X2 growth/step in (12) increases as ju2s] 
increases. Thus the maximum 2x2 growth/step over all ]a,,] (< IQ~~[) is 
obtained when u22= a,, and is 
1 +21u2,1 I4 + la211 
2 2 a 
a21 - a11 
(13) 
Denoting (~,,(/]a,,( by p, then, the choice of pivot in the worst cases is 
resolved by taking the smaller of 
l+p and (I+243 )1’2 (14 
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corresponding to the growth/step for 1 x 1 and 2 x 2 pivots respectively, and 
allowing for the 2 X 2 pivot reducing A by two stages. Now for p > 1 these 
functions are monotonically increasing and decreasing respectively, and they 
are equal when p = (fl - 1)/Z- 1.562. Thus (fl + 1)/Z -2.562 is an 
upper bound for the smaller of the quantities in (14), and so this growth/ 
step factor can always be achieved. 
3. NUMERICAL RESULTS 
To test the effect of these strategies in practice, results have been 
obtained for certain sample 20X 20 symmetric matrices, on an Elliot 4130 
computer with approximately 12 decimal digits precision. Ten such matrices 
have been generated with the elements random integers in [ - 100, 1001. This 
set of matrices constitute well-scaled problems, since this feature is assured 
by using random integers in a fixed range. Since the main aim of the new 
pivotal strategy is to cut down the work in searching for a stable pivot whilst 
attempting to keep errors under control, three quantities have been moni- 
tored when factorizing the above matrices. One is the total number of 
columns (or partial columns) searched during the factorization, the second is 
the total number of row interchanges made during the factorization, and the 
last is the maximum error between A and the product of the factors (that is, 
maxjil(A - LDLT)ii(). The effect on these quantities of varying the maximum 
growth/step factor g in the method is investigated for g in the range [l, lo]. 
For g = 1 the growth bounds (9) and (10) are never satisfied [unless aii = 0 for 
all (i, if Z (2, I)], and the search for a pivot always terminates with an 
off-diagonal element a,$ such that la,,\ is the largest absolute element in the r 
and s columns of the reduced matrix. Hence although in practice g = 1 is not 
likely to be used, this setting makes the method carry out the modified 
Bunch-Parlett strategy. As referred to above, this strategy requires less work 
than the original Bunch-Parlett strategy. 
It might be, however, that using well-scaled matrices alone would not 
show up deficiencies in the pivot strategy due to bad scaling. Therefore two 
sets of badly scaled test matrices have also been derived from the original set 
of matrices. In one, scale factors sj are chosen, si = 10k, where k is a random 
integer in [ - 3,3], and aii is multiplied by sisi for all i,j. The modified matrix 
SAS [S = diag (si)] is th en factorized. To measure the errors, the factors are 
multiplied out and the bad scaling removed (by dividing by s,$. The 
maximum absolute error [that is, maxjiI(A-S -‘LDL% -‘)iil] is then de- 
termined. Choosing scale factors in this way is typical of how bad scaling 
appears in many applications. In the second set of badly scaled problems, 
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random scale factors sii =sji = lOk, k as above, are determined, and q is 
multiplied by sii for all i, i. The resulting matrix is again factorized, and the 
errors are compared against the unscaled matrix, after multiplying out the 
factors and dividing by the sii. This set of problems is felt to be non-typical, 
but might be expected to show up more clearly any disadvantage of choosing 
a large growth/step factor. 
The results are displayed in Figs. l-5. In looking at them, the savings to 
be gained by using large g factors will first be quantified. The original 
Bunch-Parlett strategy requires every (partial) column in each reduced 
matrix to be searched, giving of total of between n2/4 and n2/2 columns, or 
100-200 for these matrices. For the modified Bunch-Parlett strategy (g= 1 
in Fig. l), the average is seen to be about 30 (partial) columns or lin. For 
the new strategy, with g > 3, only about 20 (that is, n) columns are searched. 
This is the same amount of searching which would be done if symmetry were 
FIG. 1 Searching time vs. g for the new pivot strategy. 
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ignored and an LU factorization computed with partial pivoting. The total 
number of comparisons is therefore reduced from between n3/12 and n3/6 
for the Bunch-Parlett strategy to about n2/2 for the new strategy. 
The other way in which efficiency is gained as g becomes larger is that 
the first non-trivial column in the reduced matrix will be more likely to 
feature in the pivot (either as a 1 X 1 pivot or as one column in the 2 X2 
pivot). Thus fewer column interchanges need be made. Because the Bunch- 
Parlett strategy always finds the largest off-diagonal and diagonal elements, 
most of the time the first column will not contribute to the pivot, so one 
interchange will be required for a 1 X 1 pivot or two for a 2 X 2 pivot. This 
will give a total of close to rr for the whole factorization. Figure 2 shows the 
corresponding number of interchanges for the new strategy given here, on 
the different test problems. For g= 1 (the modified Bunch-Parlett strategy) 
about 0.7n interchanges are required, but on the well-scaled problems this 
drops to 0.2n-0.ln for larger g. The improvement is less substantial when 
\ 
O- , I 
I 2 3 4 5 6 7 8 9 lo 
CfDwiL (by kdm 3 
FIG. 2. Number of interchanges vs. g for the new pivot strategy. 
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bad scaling is introduced, but is nonetheless noticeable. The results also 
compare well with the nonsymmetric LU factorization with partial pivoting, 
when close on n row interchanges will usually be required. 
The danger associated with increasing g is that the errors in the factoriza- 
tion might become unacceptably large, and therefore this hypothesis has 
been tested. The error is calculated for each well-scaled problem by maxii 
I(A - LDL T)ijl. I n assessing these errors, remember that they relate to an A 
matrix with [uiij-100. In Fig. 3 two statistics derived from these errors are 
tabulated, one being the average over the 10 problems in the set, and the 
other the maximum. This is also done for the badly scaled sets of problems in 
Fig. 4 and Fig. 5. It is seen from these figures that the errors do not increase 
rapidly as g increases, and indeed the amount of variation as g goes from 1 to 
10 is only comparable to the spread in error for constant g, as measured by 
the difference between the maximum error and the average. In Figs. 3 and 4 
the errors are in the range -10-7-10-s, which is not unreasonable with 
lQ9- 1 I I I 1 I 1 
I 2 B 4 s 6 7 8 9 IO 
ClbwU+ k& 3 
FIG. 3. Error vs. g for well-scaled problems. 
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( aiil-100, tz = 20 and a relative machine precision of - 10-i2. It is particu- 
larly encouraging that the errors in Fig. 4 are not much greater than those in 
Fig. 3, suggesting that this type of strategy controls error growth well 
whatever the row and column scaling, and therefore that there is virtually 
nothing to be gained by choosing scale factors to equilibrate the matrix 
beforehand. The level of error is very much higher in Fig. 5; however, this is 
to be expected by the very nature of the problems, and by the way in which 
the error is measured. In fact it is encouraging that the errors grow only very 
slowly as g is increased. 
The results show clearly that a pivot strategy has been determined for 
use with 2 X 2 pivoting, for which the overheads are very small, yet which 
controls error growth satisfactorily. The figures indicate that a g value 
somewhere in the region of 4 is probably best, but that the optimum is quite 
insensitive. However, it is probably wise to make the value greater than the 
figure 2.562 referred to above. 
\ 
d----___ 
\ /- 
\__i 
-\ 
,)-‘__--- 
v \ N.0’ average 
over IO 
pro6 lens 
FIG. 4. Error vs. g for badly scaled problems (row and column scale factors). 
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FIG. 5. Error vs. g for badly scaled problems (random scale factors). 
Finally, it is interesting to point out that all these pivot strategies, which 
have 14 >ma4laiil, bzzl) f or a 2 ~2 pivot, always give 2X2 blocks in D 
with one positive and one negative eigenvalue. Hence the total number of 
positive eigenvalues of D, and hence A, is readily determined. If A is positive 
definite, it follows that all the pivots will be 1 x 1 pivots. 
FORTRAN subroutines MA29A/B/C which implement this factorization 
are now available in the Harwell Subroutine Library. 
The help of Dr T. L. Freeman in carefully reading the manuscript and 
pointing out a number of mistakes is gratefully acknowledged. 
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