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The thesis describes the results of research work on techniques 
for high speed data transmission (2.4 kbit/s) over voice-band HF 
radio channels. This work has been carried out using extensive computer 
simulation of the various transmission techniques and the HF radio 
channels. 
Firstly, the characteristics of HF radio channels are discussed in 
detail and an HF channel model, suitable for computer simulation, is 
developed. The first of two techniques for high data rate transmission 
over HF links is then introduced, namely, multi-channel (or parallel) DPSK 
transmission. Parallel transmission is a well known technique in this 
application but it has been studied and simulated, in order to compare its 
performance with that of the second, more novel, transmission technique. 
This is a single channel system employing 4 point QAM signalling at the 
transmitter and maximum likelihood detection at the receiver. Initially, 
the parallel system is compared with an idealised serial system 
employing optimum Viterbi detection at the receiver with all other functions 
of the serial function assumed perfect. However, having shown the vastly 
superior performance of this serial system, a more practical serial modem 
is gradually developed, with further performance comparisons at each 
stage in this development. The final comparison is made with a very 
practical form of serial modem in which all practical receiver functions are 
simulated. Theseinclude a simpler, adaptive near maximum likelihood 
detector, receiver filtering, channel estimator, carrier phase tracking, 
timing synchronisation and automatic gain control. 
Finally, the design and implementation of the serial modem is 
studied and details of the complexity of a digital, processor-based, 
realisation are given. 
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GL()SSARY OF SYMBOLS AND TERMS 
JbI magnitude (absolute value) of b, if b is a scalar 
1131 length (Euclidean norm) of B, if B is a vector 
{b the components of a vector B 
BT transpose of a vector or matrix B 
conjugate transpose of a vector or matrix B, having 
complex components 
B- 
1 
inverse of a nonsingular matrix B 
B. A inner product of vectors B and A 
b(t) impulse response 
B(f) frequency response (transfer function) 
g+l number of samples of the sampled impulse response of 
the baseband channel 
i when not used as a subscript letter, it is V-1 
M when not used as a subscript, it is the number of 
possible symbol values of sI 
n number of consecutive samples used in a detection process 
rI sample value of demodulated signal waveform at time t=iT 
si data symbol 
superscript estimate of. For example ri is estimate of r 
superscript 
D 
the double sampled value of. For example rD is the sampled i 
value of the demodulated signal value at t= (i-12)T 
T sampling interval 
w1 additive Gaussian noise component in r 
YI sampled impulse response of resultant baseband channel 
at time t=iT 
y prediction of Y btained from the {Y}, for i+n, i i+n' 0h 
h=i, i -r 1 ... 
(Viii) 
e positive constant slightly less than unity 
x mean square error in estimate or prediction of Y 
G2 variance of both real and imaginary parts of w 
signal/noise ratio, 20log 10 
D. F. T. Discrete Fourier Transform 
I. D. F. T. Inverse Discrete Fourier Transform 
QAM Quadrature Amplitude Modulation 
Rx receiver 
Tx transmitter 
S. N. R. signal/noise ratio unless stated otherwise) 
S. S. B. single-sideband 
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1. INTRODUCTION 
1.1 Background 
The HF radio medium offers a means of communication which is 
attractive to many users. For commercial /professional users it offers 
a means of remote point-to-point communication far cheaper than the 
alternative satellite links. For military users it offers a virtually 
indestructible communication medium when compared with the alternative 
satellite and line links. However, the nature of the medium presents 
significant problems for the transmission of high speed data 1>1000 bit/s) 
over HF radio channels 
1-3 
. 
The earliest attempts at HF radio data transmission made use of 
serial asynchronous techniques such as manually transmitted and re- 
ceived Morse code (= 10 bit/s) and radio-teletype, RTIY (= 50 bit/s). 
The success of these low data rate transmissions and their high information 
densities of 1-2 bit/s/Hz of available bandwidth suggests that a simple 
extension of channel bandwidth to 3 kHz voiceband channels and similar 
increase in data rates would allow HF data transmission at several kilo- 
bits per second. Unfortunately, this simple parameter extension gives 
very poor results because of the nature of the HF transmission medium. 
Distortion of the high data rate signal is produced by dispersion in 
the HF channel which is produced by the reception of several discrete 
paths with different transmission delays, each of the paths varying 
independently of each other with time (fading) . The multipath 
delay 
spread can commonly be several milliseconds long, resulting in the sim- 
ultaneous reception of several separate data bits at the receiver. This 
pulse "smearing" is known as intersymbol interference (ISI) and is the 
principal reason for the poor performance of simple high data rate 
2 
transmission/reception methods over HF radio channels 
3. 
The first and presently the only truly successful means of high 
speed data transmission over voiceband HF channels is by using multi- 
channel ("parallel") DPSK transmission. Essentially, this parallel 
technique splits the high speed data to be sent, between a large number 
typically 24, low speed data sub channels equally spaced through the 
available bandwidth. An information density of 1.5 bit/s/Hz can be 
easily achieved with such a technique at data rates of 2.4 kbit/s using 
4 phase DPSK in the sub, channels. Unfortunat6ly, this transmission 
technique suffers from the disadvantage that in the presence of channel 
fading and in the absence of additive noise on the signal, there exists 
a finite error rate at the receiver which is proportional to the amount 
of channel distortion. 
An alternative to the parallel transmission technique and one which - 
is considered in this thesis in great detail, is to employ a single 
high speed data transmission channel, the data being extracted from th e 
received signal using a sophisticated detection process which overcomes 
the ISI problem mentioned earlier. The detection process under consider- 
ation is known as maximum- likelihood detection. Such a process, in order 
to perform data detection, not only requires knowledge of the received 
signal but also of the impulse response of the channel. Thus, some 
form of channel estimation is required by this technique. Furthermore, 
because synchronous coherent transmission must be used if the best 
available tolerance to additive noise is to be achieved, a suitable 
receiver must also perform timing recovery and carrier phase tracking on 
the received signal. 
The aim of the work presented in this thesis is to study all aspects 
3 
of a serial high speed data transmission system suitable for time varying 
HF channels and to compare the performance of such a system with the 
equivalent parallel transmission system. 
1.2 Outline of the Investigation 
Essentially, the investigation is concerned with the comparison 
of the performance of a 2.4 kbit/s parallel modem with a novel serial 
modem employing maximum-likelihood detection. The modems are tested over 
an HF radio link and their performance measured in terms of error rate. 
The research work has been carried out using computer simulation of 
the modems and the HF radio link. In this situation, computer simulation 
is a valid means of evaluating the two system because both modems are 
digital processors performing computer-like operations on sets of numbers. 
The simple parallel modem is simulated exactly as it operates in practice 
and it is initially compared with an idealised serial modem in which all 
functions, other than the detection process, are assumed to be carried 
out perfectly. The serial modem is developed in stages towards a 
more practical realisation and further performance comparisons with the 
parallel modem are made at each stage in its development. This procedure 
has been followed because firstly it shows whether a serial modem is 
indeed a serious competitor to the parallel modem (the initial idealised 
comparison) and secondly it helps to identify those functions of the 
serial modem which require the most attention by virtue of the degrad- 
ation in performance introduced by the simulation of those functions. 
Chapter 2 contains a detailed description of the HF radio channels. 
Firstly, the physical characteristics of the Earth's atmosphere are 
considered and these lead to an understanding of the types of distortion 
4 
occurring on such channels. The channels are then characterised 
(or specified) by the amount of distortion present and finally a 
model of the channel is derived in a form suitable for computer 
simulation. 
Chapter 3 is concerned with the parallel modem. The logical 
development of such a modem is first described and its implementation, 
using the discrete Fourier transform, is then explained. The operation 
of a simulation program is then described in detail and finally results 
of various tests using the simulation are presented. 
In Chapter 4, the serial modem is considered. Firstly, parallel 
and serial methods of transmission are theoretically compared and then a 
practical serial modem suitable for HF radio data transmission is des- 
cribed in detail. A model of a serial HF data transmission system is 
derived, suitable for computer simulation, and finally, some maximum- 
likelihood detection systems are described and tested. 
Chapter 5 is concerned with channel estimation which is a necessary 
function of the maximum-li-kelihood serial modem. This first chapter on 
estimation considers four types of channel estimator and tests them in 
combination with an optimum Viterbi-algorithm. detector over a randomly 
time varying channel. 
In Chapter 6, the best of the channel estimators from the previous 
chapter are applied to the problem of channel estimation on an HF 
radio link. Various prediction techpiques to aid the estimator are des- 
cribed and the performance of these estimator/predictors are measured 
using computer simulation. A more sophisticated channel estimator which 
exploits prior knowledge of the HF channel model is also described and 
tested. 
5 
Chapter 7 describes various arrangements of combined channel 
estimation and maximum-likelihood detection using the techniques 
described in Chapters 4 and 7. A large number of tests are performed 
on these arrangements using computer simulation , in order to determine 
the best arrangement for HF radio data-transmission. 
In Chapter 8, the remaining serial modem functions are considered. 
These functions - carrier phase tracking, symbol timing and automatic 
gain control - are described and techniques suitable for their reali- 
sation are developed. Each of the suggested techniques are then tested 
both on their own, and in combination with all the other modem functions 
over an HF link using computer simulation. 
I 
Chapter 9 contains information on the design of an actual serial 
HF data modem for 2.4 kbit/s transmission. The design is based on 
results of simulation tests in earlier chapters. A hardware implement- 
ation employing a bit slice numerical processor is also described. 
6 
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THE HF CHANNEL 
2.1 Introduction 
The chapter begins with a description of the physical characteristics 
of the Earth's ionosphere which allow the propagation of radio waves 
in the HF radio spectrum of 3-30 MHz (2.2). This description gives some 
insight into the types of distortion occurring on HF radio channels, 
defined here as a band of frequencies approximately 3 kHz in width and 
lying somewhere in the HF spectrum (2.3). Using this knowledge of HF 
radio distortion it is possible to define a distinctive structure for 
HF channels and to separate them into groups with variations of this 
structure (2.4). Finally, a model of the HF channel is derived from this 
structure (2.5) and the techniques used for simulating this model 
on a computer are discussed in detail. 
2.2 Ionospheric Radio Propagation 
The Earth's ionosphere and its ability to propagate HF radio waves 
are discussed in just sufficient detail in order to understand the 
characteristics peculiar to the HF radio channel. However, a great deal 
of work has been done on this subject and some of the more relevant 
1-4 
papers are included in the references These references range from 
clearly written and straightforward descriptions 
1,2 
to more detailed 
work containing results and theory derived from ionospheric experiments 
3,4 
using satellites and sounding rockets 
Propagation of HF radio waves is due to reflection of these waves 
by the Earth's ionosphere. The ionosphere is a layer of ionised air 
molecules lying approximately 50-500 km above the Earth's surface. This 
8 
ionised layer is formed by the action of the Sun's ultra-violet (uv) 
radiation on the air molecules in the Earth's atmosphere and a simplified 
explanation of its formation is shown in Fig. 2.2.1. The Earth's 
atmosphere is a mixture of several gases, mainly oxygen and nitrogen, 
and the density of this mixture is inversely proportional to height. As 
the UV radiation impinges on the upper reaches of the atmosphere, 
ionisation of the air molecules occurs. However, the ionisation process 
absorbs energy from the radiation, so the strength of the radiation decays 
as it penetrates the atmosphere, producing an energy profile like 
that shown in Fig. 2.2.1(B). The result of this process is that a 
'floating' layer of ionised gas is produced in the atmosphere (Fig. 2.2.1 
This is essentially how the ionosphere is formed but in practice 
of course, the situation is more complex. Firstly, the atmosphere is 
not a homogeneous mixture of gases. This is only true in the troposphere 
which is the lowest part of the atmosphere and is kept evenly mixed by 
the action of the weather. At greater heights, where weather phenomena 
do not exist, the mixture of gases begins to separate out, the lighter 
gases rising to greater heights. Therefore at heights above the tropo- 
sphere the proportions of the gases will vary. The second complication 
is that the Sun's UV radiation is composed of a band of frequencies 
and the absorption of the different radiation frequencies is dependent 
on the type of gas encountered in the atmosphere. The result of these 
practical differences compared to the idealised situation shown in 
Fig. 2.2.1. is that the Earth's ionised layer is itself composed 
of distinct layers: in other words it is stratified. 
The actual distribution of ionisation in the Earth's upper 
atmosphere varies with location and with time - daily, seasonally and 
9 
over longer periods. However, a typical profile is given in Fig. 2.2.2. 
These layers have three main effects on HF radio waves impinging on 
them, namely, refractive bending, absorption and ray splitting. 
Refractive bending is the actual process by which HF radio waves are 
returned to Earth (see Fig. 2.2.3). The layer has a refractive 
index which varies as 
81N 
f2 
where f is the frequency of the radio wave and N is the ion density. 
A finely stratified layer is shown in Fig. 2.2.3 to demonstrate more 
clearly the bending process but in practice fl varies continuously, 
falling to a minimum at the peak of ion density in the centre of the 
layer. This bending process occurs in the E and F layers. Absorption 
of the radio wave occurs in the D layer and to a lesser extent in the 
other layers. It is caused by the excitation action of the radio waves' 
electric field on the layers' free electrons. When the excited 
electrons collide with air molecules in the layer a transfer of energy 
occurs. Absorption is therefore greatest in the low, weakly ionised D 
layer where molecqlar density is very high. AbsorptiQn ts proportional to 
1/f2, so higher frequencies suffer less attenuation due to absorption. 
The phenomenon of ray splitting occurs when the radio wave is within an 
ionised layer. It is due to the action of the Earth's magnetic field. 
When the signal is propagating through ordinary aLir, the Earth's 
magnetic field has no effect on it. However, when the wave enters an 
ionised layer, electron motion is set up in the layer and the magnetic 
field produces a 'twisting' effect on the electrons. The radio wave it- 
self is affected by this because of its dependence on the nature of the 
10 
electron motion. - The effect is that the wave is split into two magnetoionic 
components, known as the ordinary and extraordinary rays. These rays 
have distinctly different characteristics and are reflected at different 
heights in the layer and therefore they have unequal propagation delays. 
For a given angle of incidence of a radio wave meeting a reflecting 
layer, total internal reflection occurs and a sky wave is formed when 
2 
81N 
sin 0. = (1 - 1f2 
(2.2.2) 
The critical frequency of a layer is obtained when 0. = 09 (vertical 
I 
incidence) and represents the highest reflectable frequency of the layer 
at this incidence. It is given by 
2 
VN 
m 
where Nm is the maximum ion density in the layer. 
(2.2.3) 
Higher frequencies 
can be reflected from this layer at other angles of incidence but for 
any given angle, 0,, there is a maximum frequency at which reflection 
takes place. This is called the maximum usable frequency (MUF) and is 
given by 
MUF =f SeC 0. 
c1 
(2.2.4) 
Clearly, transmission distance is dependent on the elevation angle of 
the radio beam from the transmitter as is shown 
2 
in Fig. 2.2.4. In 
practice the lowest usable angle is about 50 due to ground loss and 
0 the maximum angle for F layer reflection is about 74 
2.3 Types of Distortion occurring on HF Channels. 
Perhaps the most obvious form of distortion which occurs in IIF radio 
transmission iffreception via reflection from several different ionised layers 
or else via both one and two (and possibly more)hops, when transmitting 
11 
over very long distances 
1,5,6 
. The example of a typical practical case 
is given in Fig. 2.3.1. This example represents the situation on a 
1000 km link on a winter's day. The critical frequency and height values 
quoted are typical for the layer at this time. From these parameters, 
the MUFs for each layer are calculated from equation 2.2.4. Normal 
operating practice on such a link is to use a transmission frequency, 
called the optimum working frequency (OWF) which is given by 
2 
CWF = 0.85 x MUF (2.3.1) 
The MUF in equation (2.3.1) is the highest transmissible frequency 
over the link and for the givlen example it is 21.36 MRz and uses F2 layer 
reflection. The OWF for the example is therefore 18.16 MHz. If the 
OWF is used as the transmission frequency, this will result in single path 
reception because it exceeds the MUFs for the E and Fl layers. However, 
such flexibility in operating frequency is not always possible in 
practice so it is interesting to consider the situation at other possible 
transmission frequencies (see Table 2.3.1). The use of frequencies 
below 10.84 MHz for this link would be avoided in practice not only 
because of the severe multi-path but because signal attenuation is 
proportional to 1/f2, resulting in a badly distorted signal with low 
signal to noise ratio. One further characteristic of interest can be 
calculated from this example, this is the time spread or multi-path 
5,7,8 
spread of the signal at the receiver If the transmitter sends 
a short pulse (Fig. 2.3.2) then the time spread of the received signal 
is the time between reception of the first and last pulses as is shown 
in Fig. 2.3.2, for the different cases given in Table 2.3-1. other 
discrete paths may be present in the received signal due to ray splitting 
as described in the previous section. Ray splitting occurs in the F, 
Fl and F2 layers but is dependent on the orientation of the electron 
112 
motion set up by a wave in the ionised layers and the Earth's magnetic 
field. It is also very dependent on operating frequency, the most 
noticeable splitting occurring at frequencies just below the MUF of a 
layer. Merging of the two rays then takes place if operating frequency 
is further reduced. When transmission occurs via, say, both one and 
two hops, much larger time spreads than that shown in Fig. 2.3.2 
can be obtained, time spreads of over 10 mS have been measured over 
6 
long distance HF radio links 
1,6-10 Another form of distortion which occurs on HF links is fading 
This phenomenon can be divided into two types, long and short term f ading. 
Long term fading is the daily or seasonal variation in received signal 
strength due to the night/day seasonal changes in the structure and 
ionisation of the various layers. However, of much greater importance 
here is the short-term fading which can be sub-divided into two distinct 
types called selective (or multi-path) fading and Rayleigh fading 
8,10 
. 
Selective fading is a function of the multipath present in the received 
signal and its effect is dependent on the different frequency components 
which form the received signal. An example of the effect of selective 
fading is shown in Fig. 2.3.3 (A). Here, the signal is shown to be a 
group of 21 sine wave carriers spaced 100 Hz apart. Two equal strength 
paths are received and the path length difference is 300 km corresponding 
to a differential path delay of 1 mS. Constructive interference of the 
two paths occurs when the path length difference represents an even 
number of half wavelengths of the received signal: destructive inter- 
ference occurs for an odd number of half wavelengths. rffiis results in 
a- distorted signal being received (see Fig. 2.3.3 (B))and the 
effective amplitude characteristic of this channel is given in Fig. 2.3.3(c). 
13 
The example given in Fig. 2.3.3 is a simplification of practical 
channels which have time-vaxying characteristics. The time varying 
nature of actual HF channels is due to the phenomenon of Rayleigh 
fading. There are several different effects which produce this type of 
fading 
8 
but essentially they are all functions of the short term var- 
iations in ionisation of the reflecting layers and the variation in 
position of these layers. Rayleigh fading is that fading which occurs 
on the one or more paths which constitute the received signal. If one 
of these paths is considered in more detail at the point of reflection 
in the ionis ed layer, the situation at one point in time can be 
represented as shown in Fig. 2.3.4. The signal received from this 
'single' path is in fact made up of the sum of several slightly different 
paths, all randomly adding at the receiver. Short term variations in 
the ionisation of the layer alter the way these paths add at the receiver. 
)o If the transmitted signal is simply a sine wave carrier of fixed fre- 
quency and amplitude as in Fig. 2.3.5 (A) then the received signal will 
have typically the form shown in Fig. 2.3.5 (B) . The amplitude 
distribution of the envelope of this received signal has a Rayleigh 
distribution from which the name of the fading is derived. The effect 
of this fading on the two equal path signals of Fig. 2.3.3 is 
to alter the positions and depth of the nulls (or selective fades) of 
the effective amplitude characteristic. 4 
')D The occurrence of other fading distributions has been found in 
practice, such as the Nakagami-Rice (or simply Ricean) probability 
distribution 
8,11 
which is a Rayleigh distribution with a specular (non- 
fading) component as a result of (say) direct ground wave reception as well 
as the sky wave paths. Variations in the positions of the reflecting 
14 
layers also contribute to this fading, especially F layer variations 
1 
as shown in Fig. 2.3.6 for a typical June day Clearly from 
Fig. 2.3.6, there are certain times of the day, notably from 5 a. m. 
until 8 a. m. and from 4 p. m. to 7 p. m. when the reflecting layers are 
moving rapidly in one direction - some 50 km/hour for the F2 layer 
during the evening. This movement would produce a distinct Doppler shift 
on a signal received via this layer. The magnitude of the shif t is, of 
course, frequency dependent but at a typical operating frequency of 
15 MHz, the shift would be about 1 Hz. The Rayleigh fading character- 
istics on the different multi-paths present at a receiver tend to be 
uncorrelated, this being due to the fact that the fading is caused by 
localised variations in the ionised layers at the points of reflection. 
In conclusion, this section has shown that a signal received via 
an HF channel is composed of one or several discrete multi-path compo- 
nents, each component being a faithful representation of the original 
signal but distorted by fading and this fading is generally uncorrelated 
with the fading present on the other components. The amplitude/ 
frequency and phase/frequency responses conventionally used to 
characterise communication channels have been shown to be an inappropriate 
measure for time varying HF channels where these characteristics are 
continuously varying. The problem of channel characterisation is dealt 
with in the next section. 
2.4 Characteristics of HF Channels 
Since conventional methods of channel characterisation are inappro- 
priate for HF channels, the 'quasi-static' characteristiCS6 of multi- 
path spread and fading rate are used instead. 'Quasi-static' character- 
istics are defined as characteristics which remain fixed or vary 
15 
imperceptibly slowly when transmissions lasting up to several minutes are 
made over the channel. For a different transmission over the same channel, 
these characteristics may have changed significantly but would remain 
fixed or vary imperceptibly slowly for this transmission. 
The multipath characteristic of an HF channel is the time difference 
between arrivals of the first and last paths at the receiver as explained 
in the previous section. Thi 
delay spread 
7, 
time spread 
10 
J, 
sprea and hereafter will be 
shown that this parameter can 
s parameter is known variously as multi-path 
differential time delay 
10,13 
and multi-path 
known as the latter. Practical tests have 
vary from 0 mS (single path) to 2.5 mS 
5 
for long distance transmissions using optimum or near optimum working 
frequencies (see Fig. 2.4.1). These tests were performed over a period 
of four years using some 4000 different transmissions as data, the 
transmission links being between London-Moscow, London-Melbourne 
and London-New York 
5. 
Where frequencies lower than optimum are used, 
multi-path effects become more severe as was shown in the previous section 
and experimental results obtained in this situation are shown in Fig. 2.4.2. 
These results are based on 1600 transmissions for the period June-September 
5 1961 
The second parameter used for channel characterisation is fading rate, 
but before discussing and quantifying rapidity of fading, it is appropriate 
here to discuss severity of fading 
8 
which at first sight may appear to be 
a possible third characterising parameter of HF channels. The assumption 
that the type of fading occurring on a single HF path has a Rayleigh 
distribution means, for example, that the amplitude, v, of the envelope 
of a single unmodulated sine wave carrier frequency received via this 
path (see Fig. 2.3.5) has a probability density function 
8r 
T(V) (2v/v 
n2 
)exp(-v 
2A2) (2.4.1) 
1 ýls 
This is the Rayleigh probability distribution where vn is the 
r. m. s. voltage of the fading signal. The proportion of time that the 
fading signal exceeds a value v0 is given by the cumulative distribution 
function 
8, 
00 
fT (V) dV (2.4.2) 
v 
Equation (2.4.2) has been evaluated for some numerical cases 
in Table 2.4.1 which shows the percentage of time (P(v 0 
)) that a level 
relative to the median level of the fading signal is exceeded. 
The severity of the fading on a single path is therefore fixed by 
the fact that the fading is characterised by a Rayleigh distribution. 
This is distinct from the severity of selective fading which was shown 
in the previous section (see Fig. 2.3.3) to be a function of the multi- 
path present in a received signal. Clearly, the worst case selective 
fading occurs if two equal strength paths are present in the received 
signal producing nulls of infinite attenuation at certain frequencies, 
the number and location of the nulls in the signal passband being a 
function of the multi-path spread. If Rayleigh fading is present on both 
paths and there is no correlation between the fading on each path, then 
the depth and location of the nulls will vary with time. However, 
the selective fading is still at its most severe if the r. m. s. values 
of the fading amplitudes on the two paths are equal. 
Rapidity of fading is determined by the channel autocorrelation 
function in time or its corresponding power density spectrun 
8. 
It has been 
shown 
8 
that this autocorrelation function is generally of the form 
R(t) = R(O)exp(-t 
2 
2to) (2.4.1) 
This Gaussian autocorrelation function means that the power density of 
the fading is also Gaussian with a standard deviation of 
1/t 
0, 
known as 
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the correlation (coherence) bandwidth . Fading rapidity can also be 
expressed as the number of positive crossings per unit time through any 
specified level. If the fading has a Rayleigh distribution then the 
correlation bandwidth fs is related to the f ading rate, fr, as follows; - 
f 1.475 f 
rs 
(2.4.2) 
Finally, referring to Fig. 2.3.5 the total frequency spread of the 
faded signal is twice the correlation bandwidth of the fading component 
which modulates the wanted signal so that, for example, a frequency 
spread of 1 Hz corresponds to a fading rate of 44 per minute. Typical 
fading rates for HF channels are between 6 and 16 per minute. 
A useful technique for displaying the time varying characteristics 
of an HF channel is the fadeogram 
9. 
This can serve as a useful aid to 
characterising practical channels. An example of a fadeogram is given 
in Fig. 2.4.3. It shows the variation of a channels amplitude 
characteristics with frequency and time. Amplitude variations are shown 
as variations in intensity on the display, the lighter the display the 
greater is the attenuation at that point. The fadeogram of Fig. 2.4.3 
represents a two path signal (after demodulation to the voiceband) with 
a Doppler shift of 0.1 Hz on one path and a multi-path spread of 
0.67 mS. 
Several attempts have been made at HF channel classification 
9.10 
. 
The U. S. A. E. L. Classification9 is given in Table 2.4.2. Here, fading 
rate is given as the speed of propagation of a selective fade through a 
3 kHz band. Another classification made by C. C. I. R. 
10 
is given in 
Table 2.4.3. These are suggested parameter values for the testing of 
HF radio communication equipment on an RF channel simulator. The latter 
models HF channels as two independently fading paths with equal amplitude 
18 
in the absence of fading, equal frequency spreads and no frequency shifts. 
The HF channels used for test purposes in this thesis are based on the 
C. C. I. R. conditions and are given in Table 2.4.4. The same two path 
channel model is assumed (see Section 2.5) but conditions for flutter 
fading have been altered because the C. C. I. R. conditions represent extre- 
I 
mely disturbed conditions produced by ionospheric storms The flutter 
fading conditions given in Table 2.4.4 represent a fading rate of 88 
per minute which is about five times worse than typical. The multi-path 
spread has been increased to 3 mS as it was shown in Fig. 2.4.2 that 
such spreads are possible on very long distance links. This multi-path 
spread means that there will on average be ten selective fades in a3 kHz 
signal bandwidth. 
2.5 Model of HF Channel. 
There are two methods available for testing the performance of a 
transmission system for use on HF radio channels 
10. 
Firstly, the con- 
structed equipment can be used over actual HF channels and its performance 
evaluated by error rate measurements. This method of testing has two 
main disadvantages. Firstly, it is difficult to ascertain the weaknesses 
of the equipment from its performance because poor performance may have 
one or several causes such as impulsive noise, fading rate, multi-path 
or Doppler shift. Secondly, if one system is being compared with another, 
then it is impossible to test both systems over exactly the same channel 
as it is continuously varying with time. The only way of comparing the 
systems is to perform a large number of test transmissions and find the 
average performances but again this gives no information about the relative 
strengths and weaknesses of the systems in dealing with the different forms 
19 
of RF channel distortion. 
The alternative to testing over real channels is to test over a 
channel simulator 
10-14 
. This is a device which models real channels and 
simulates the distortion found on such channels. The most important 
properties of simulators are control of distortion and repeatability. 
Control of distortion means that the weaknesses of transmission systems 
can be isolated by introducing only one or two forms of distortion and 
reducing or omitting other forms of distortion. Repeatability means that 
a given channel with a certain time-varying sequence can be obtained as 
often as is required so that two or more different systems can be compared 
on identical time-varying channel conditions. 
Many simulator designs exist and the more relevant have been included 
in the references 
11-12 
. These are baseband simulators which means that 
the HF radio transmitter and receiver modulation and demodulation processes 
are assumed perfect and linear and so can be omitted (see Fig. 2.5.1(A) 
and (B)), leaving only the signal from the equipment under test, available 
for processing in the simulator. The main advantage of baseband 
simulators is that the input signal extends over a few kilohertz only so 
modern digital techniques can be employed in their design, thus allowing 
very accurate and repeatable characteristics to be obtained. of course, 
these hardware simulators require the existence of transmission equipment 
in hardware form before testing can be carried out. The work which has 
been performed and is described in this thesis is based on the software 
simulation of equipment and channel simulator, thus simplifYing the 
development and design process of the equipment to changes of instruction 
lines in the computer simulation programs. 
The channel model used in the software channel simulator is given 
in block diagram form in Fig. 2.5.2. This is also the model used in the 
20 
hardware simulators mentioned earlier. This model conforms to the C. C. I. R. 
requirement for a simulator which should have two independently 
10 
Rayleigh fading multi-path components of equal mean level The additive 
noise used in the model has a Gaussian probability density function 
although, on actual channels, this additive noise term is composed of con- 
tributions from several sources such as galactic, man-made, solar and 
radio sources and can be highly impulsive in nature 
1-5 
. For HF radio 
links naturally occurring additive noise is mainly 'atmospheric noise' 
which is near Gaussian. Man-made noise is mainly impulsive noise. A 
good tolerance to additive white Gaussian noise almost certainly means a 
good tolerance to atmospheric noise. Stationary additive white Gaussian 
noise is assumed because it is the standard and generally most reliable 
model of the actually occurring noise and it can be easily measured. 
If a continuous sine wave signal, Vsin wct, is fed to the input of this 
channel model, then its output is given by, 
v0 (t) =V (B 1 (t) sin (w t+01 (t) )+B2 
(t) sin (w (t+T) +02 (t) ) +V (t) 
(2.5.1) 
B1 (t) = Randomly time varying amplitude which has a Rayleigh 
probability density function 
Randomly time varying phase with a uniform probability 
density function in range 0-2 Tr 
2 
(t) ,02 (t) = as B1 (t) ,01 (t) but uncorrelated with them 
t= Multi-path spread 
n 
(t) = Gaussian noise voltage 
If the non-delayed faded path alone is considered, by simple 
expansion of its sine term, it can be written as, 
21 
V. B 1 
(t) COSO 1 
(t) s ir& 
ct+V. 
B 1 
(t) sinO 1( t) CC) s ýtw ct 
(2.5.2) 
The terms B1 (t)COSO 1 
(t) and B1 (t)sinO 1 
(t) have zero means because 
of coso 1 
(t) and sinG 1 
(t) which have zero mean values. These terms 
B1 (t)COSO 1 
(t) and B1 WsinO 1 
(t) therefore do not have Rayleigh distri- 
butions but are obviously still random and in fact they are Gaussian 
variables (of equal variances) which are uncorrelated. Equation (2.5.2) 
can now be written as, 
V. (N 1 
(t)sinw t+N2 Wcosw t) (2.5.3) 
This alternative form in equation(2.5.3)for a Rayleigh faded path 
has been derived because it is the technique used in the simulator for 
generating Rayleigh fading. A more detailed diagram of the simulator 
is given in Fig. 2.5.3. With actual input signals, V in equation (2.5.3 ) 
will not be a simple D. C. level but may for example be a binary stream of 
data with level 
+1 
volt. The input signal is then V(t)sinw ct 
and the 
960 phase shifteks in Fig. 2.5.3 should be capable of this shift over 
the bandwidth of the signal V(t)sinw c 
t. - effectively performing the 
Hilbert transform of the input signal. 
The fading rate on each of the paths is controlled tq the band- 
width of the power spectra of the Gaussian variables N1 (t) to N4 (t) as 
explained in the previous section. The power spectra have Gaussian 
shapes and are generated by passing white noise through filters with 
Gaussian frequency responses matching the power spectra of the Gaussian 
variables N1 (t) to N4 (t) (see Fig. 2.5.4) . The variance of NI 
(t) 
is not critical but must be equal for all four variables N1 (t) to N4 (t) 
In Fig. 2.5.4 the variance is shown as 0.25. This value is used because 
it gives the channel model the useful property that the total pawer 
input to the model is equal to its total mean power output. 
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A digital implementation of this model in a computer program 
means that it is neither possible nor necessary to represent the fading 
signals NI (t) as continuous signals such as are shown in Fig. 2.5.4. These 
signals must be represented as discrete samples in time. From Nyquist 
I 
sampling theory, the minimum sampling rate required in order to adequately 
represent the NI (t) is twice the highest frequency contained in them. 
As the fading signals have Gaussian spectra then theoretically they 
contain all frequencies but for practical purposes a fading signal of 
(say) 2 Hz frequency spread could be adequately represented by a sampling 
frequency of 10 Hz without any significant aliasing occurring. However, 
in the computer simulations involving the HF model and described in 
subsequent chapters, the minimum sampling rate required to represent the 
NI (t) is determined by the sampling rate of the transmission/detection 
systems under test. For the systems operating at 2.4 kbit/s data rates, 
the transmitted signals are represented by 1200 samples per second. Each 
sample must be modified by the fading, so this means a sampling rate of 
1.2 kHz of the NI (t). Ihis sampling rate represents gross over- 
sampling of the NI (t) which in itself is not a bad thing but the impact 
of this sampling rate on the design of the digital filters having the 
required narrow band Gaussian shapes is disastrous. The pole locations 
of such filters in the Z-plane are pushed so close to the unit circle 
that very high accuracy must be used to define the very large tap values 
required in order to achieve the required shaping, otherwise instability 
of the filters can occur. However, this problem was solved by the use 
of a much lower sampling frequency, 50 Hz, in the digital filters and 
employing a process of linear interpolation between the 50 fading samples 
per second produced by the filters to obtain the required 1200 samples 
23 
per second in the simulations as shown in Fig. 2.5.5. The 50 Hz 
sampling frequency was chosen so that it is clearly high enough to 
satisfy the Nyquist sampling criterion for the N 
'I 
(t), yet not too low as 
to introduce inaccuracies in the fading samples when linear interpolation 
is applied. As well as obtaining more realisable digital filtering, this 
50 Hz sampling frequency produces the further advantage that if a part- 
icular fading sequence is required several times in a simulation, then 
only the 50 Hz samples need be stored and the interpolation process 
carried out during the simulation thus significantly reducing the storage 
requirement for a given fading sequence which norýaally lasts for 
several tens of seconds. 
The type of filter used in the computer simulations to realise the 
required Gaussian spectral shaping of the NW is a 5th order Bessel 
15 (also known as Gaussian or linear phase) filter This filter is 
implemented using the arrangement in Fig. 2.5.6 and the tap values re- 
quired to obtain the three frequency spreads of interest, namely 0.5 Hz, 
1 Hz and 2 Hz, are given in Table 2.5.1. The derivation of these tap 
values using the 5th order Bessel polynomial as a starting point, is 
given in Appendix 1. The gain at the input of the filter ensures the 
output variance equals o. 25. 
24 
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TABLE 2.3.1 EFFECT OF TRANSMISSION FREQUENCY ON MULTIPATH 
TRANSMISSION 
FREQUENCY (MHz) 
NUMBER OF PATHS RECEIVED 
>21.36 0 
14.4 - 21.36 1 (F2) 
10.84 - 14.4 2 (E and F2) 
<10.84 3 (E, Fl and F2) 
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TABLE 2.4.1 Theoretical evaluations of the percentage of time that 
a level relative to the median level of the fading 
signal is exceeded 
Level relative to median 
level of fading signal 
(dB) 
Percentage of time 
Level exceeds median level 
M 
8.22 1 
5.21 10 
0 50 
-8.18 90 
-18.39 99 
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TAB LE 2.4.2 U. S. A. E. L. classification of HF channels 
Multipath. Spread 
Fade rate Mild 0-0.4 mS Medium: 0.4-1 mS Severe: >, l mS 
through 3 kHz band the selective Two but not three Three or more 
fade selective fades selective fades 
Slow: 10 secs or A-1 B-1 C-1 
more 
Medium: 2-10 secs A-2 B-2 C-2 
Fast: 2 secs or A-3 B-3 C-3 
less 
29 
TABLE 2.4.3 C. C. I. R. classification of HF channels 
(1) Good conditions 
Multipath spread : 0.5 mS 
Frequency spread : 0.1 Hz 
(2) Moderate conditions 
Multipath spread :1 mS 
Frequency spread : 0.5 Hz 
(3) Poor conditions 
Multipath spread :2 mS 
Frequency spread :1 Hz 
(4) Flutter fading (if required 
Multipath spread : 0.5 mS 
Frequency spread : 10 Hz 
30 
TABLE 2.4.4 Characteristics of the 3 HF channels used in 
subsequent computer simulations 
CHANNEL 
NUMBER 
CHANNEL 
DESCRIPTION 
FREQUENCY SPREAD (Hz) MULTIPATH SPREAD (mS) 
1 MODERATE o. 5 1.0 
2 POOR 1.0 2. o 
3 FLUTTER FADING 2. o 3. o 
31 
TABLE 2.5.1 Filter tap values to obtain the required frequency spreads 
FREQ. SPREAD(Hz) T1 T2 T3 T4 T5 
o. 5 -1.9 0.903135 -1.9276 0.9316561 -0.946 
1 -1.8036 0.8155376 -1.8524 0.8680474 -0.895 
2 -1.6218 0.6650064 -1.6954 0.753639 -0.801 
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THE PARALLEL DPSK MODEM 
3.1 Introduction 
This chapter is concerned with the well-known and virtually 
standard technique for achieving high data rate transmission over HF 
1-7 
radio channels, namely parallel DPSK signalling This technique 
is studied in order to highlight its strengths and weaknesses for high 
speed transmission at 2.4 kbit/s and to compare its performance over 
the three standard HF channels (see Chapter 2) with the serial detection 
systems considered in subsequent chapters. 
Firstly, the logical development of a parallel modem is traced, 
starting from a simple low speed single channel non-bandlimited DPSK 
transmission system (Section 3.2). Next, in Section 3.3, it is explained 
how the discrete Fourier Transform can be used to implement the parallel 
modem transmitter and receiver and the effects of a typical HF channel 
on the signal are considered. In Section 3.4 the operation of a program 
to simulate a parallel DPSK modem working over an RF radio channel is 
then described in detail. Finally, in Section 3.5, the results of tests 
made with the computer simulation program are given. 
3.2 Development of a Parallel DPSK Transmission System 
The data transmission system which is considered throughout this 
chapter is shown in Fig. 3.2.1(A). The data transmitter produces an 
output which has a frequency spectrum lying within the normal speech band 
of 300-3000 Hz. This signal is then transmitted as an S. S. B. signal over 
a3 kHz HF radio channel lying in the range 3-30 mRz. The radio receiver 
then demodulates the S. S. B. signal, returning the data signal to the 
voiceband of 300-3000 Hz. It is assumed that the radio modulation/ 
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demodulation is perfect and only filtering in the radio equipment has 
any effect on the data signal. The data transmission system can then 
be modelled as shown in Fig. 3.2.1(B). Typical characteristics 
for radio filters are shown in Fig. 3.2.2. The transmitter and receiver 
filters are equal and Fig. 3.2.2 represents the sum of their 
characteristics. The model of the HF channel shown in Fig. 3.2.1(A) is 
fully described in Chapter 2 and the remaining blocks in this diagram, 
namely the data transmitter and receiver are considered here. 
The purpose of the data transmitter and receiver, known collectively 
as a data modem, is to transform digital data, normally in the form of a 
serial stream of binary digits, into a speech-like (voiceband) signal 
suitable for sending over channels originally intended for speech 
transmissions - in this case 3 kHz HF channels - and then after 
receiving this voiceband signal at the channel output, to obtain from it 
the original transmitted binary digit stream. There are several methods 
available for generating. the required voiceband signal such as amplitude 
shift keying (ASK) frequency-shift keying (FSK) and phase shift keying 
8 (PSK) All these techniques are similar in the sense that the data to 
be sent modifies a carrier frequency or frequencies lying within the 
range 300-3000 Hz. Only PSK is discussed here as it is the technique 
used for parallel transmission. 
Phase-shift keying, as the name suggests, is a transmission technique 
whereby the digital data to be sent, determines the phase of a carrier 
frequency. An example of binary PSK is given in Fig. 3.2.3. The 
resulting PSK signal in this example has two distinct phases, 09 and 
180 0 depending on whether the binary digit is a zero or one respectively. I 
The phase of the signal is defined as the phase difference between the 
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PSK signal and the carrier frequency when bit zero is being sent 
continuously. Clearly, to decode this signal at the receiver, a phase 
reference signal is required in phase with the unmodulated carrier 
frequency in order to determine the phase changes on the PSK signal. 
It is for this reason that this form of signal is not normally used in 
practice but the problem is overcome by use of differential phase shift 
keying (DPSK) . In a DPSK signal, the data determine the change in phase 
which occurs in the carrier frequency and not its absolute phase with 
respect to a reference. An example of a DPSK signal is given in Fig. 3.2.4. 
Here, a binary zero means that the phase change from one bit period to 
the next is 60 and binary one produces a 1800 change. It is now a 
straightforward process to determine the data f rom this signal at the 
receiver because the DPSK signal itself is its own reference. A simple 
data decoder for this DPSK signal is given in Fig. 3.2.5. The DPSK 
signal during bit period i can be represented as: 
f (t) = cos (27Tf t 
f carrier frequency 
c 
i0 
or TT 
The output of the multiplier during bit period i is given by: 
x (t) =12cos (4, ff ft+ýi+ý i-i 
)+ 12cos 4i- ýi-l ) (3.2.2) 
The multiplier output is integrated with respect to time over bit 
period i to obtain: 
T 
CC)S 
E-- 
= bit period f 
c 
n is a positive integer 
(3.2.3) 
44 
Thus, at the end of bit period i, the integrator output has a 
value which is proportional to the phase difference between bit 
periods i and i-1. The binary data which determined this phase differ- 
ence at the transmitter can therefore be obtained. The integrator 
T 
output can have two possible values, namely 2 corresponding 
to binary 
zero or -T corresponding to binary one. After the integrator output is 2 
sampled, it is reset to zero ("dumped") in preparation for integration 
over the next symbol period i+l. The relation between T and fc required 
to satj-sfy equation (3.2.3) does not need to hold if f >> 
1 
which is 
CT 
normally the case in practice. Theoretically then, it is a simple matter 
of operating a DPSK system at 2400 bit/S in order to achieve high speed 
data transmission. However, although such a signal can easily be 
generated, there are severe problems at the receiver end in decoding the 
transmitted data due to the effects of the radio filtering and H. F. 
channel and these problems will now be discussed. 
The binary DPSK signal of equation (3.2.1) can be written in 
another way: 
a. cos(27rf t) 1c 
a. = ±1 1 
(3.2.4) 
In equation (3.2.4), ai determines the value of the carrier phase 
and the binary data to be transmitted SI determines the value of a 
as shown in Fig. 3.2.6. In this case, aI is determined as follows: 
S. = 1, a. -a. 11 i-i 
S. = 0, a" = a. 
11 i-i 
(3.2.5) 
The importance of equation (3.2.4) is that the process of generating 
a DPSK signal is multiplication of two simpler signals, thus 
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facilitating its spectral analysis. The DPSK signal is composed of 
a series of signals of the form in equation (3.2.4). Therefore by 
the Superposition Theorem, the frequency spectrum of a DPSK signal is 
given by the Fourier Transform of equation (3.2.4). 
I sinc(f -f )T +1 sinc(f +f )T (3.2.6) 2c2c 
sin7Tx 
(NB: sinc x= 
x 
The derivation of equation (3.2.6) is shown graphically in Fig. 
3.2.7 using the Convolution Theorem. 
The spectrum of the DPSK signal in Fig. 3.2.7 is drawn for the 
case f >> 
1 
so that there is negligible overlap of the two sinc functions cT 
1 but clearly the bandwidth of this signal is proportional to - The T 
effects of radio filtering and RF channel distortion can now be 
qualitatively considered. The spectrum of a 50 bit/s binary PSK 
signal is shown in Fig. 3.2.8(A) . The carrier frequency is 1800 Rz. 
The data transmission system of Fig. 3.2.1(B) is assumed so the 
received DPSK signal spectrum is obtained by multiplying its transmitted 
spectrum, with the frequency responses of the radio filter (Fig. 3.2.8(B)) 
and the HF channel (Fig. 3.2.8(C)) . It is assumed that the HF channel 
is 
the two path model with uncorrelated Rayleigh fading on each path as 
described in Chapter 2. A path delay of 1 mS is used in the examples 
and the arrows in Fig. 3.2.8(C) and (D) are an attempt to show the way 
these characteristics will vary with time. The rate of change of the 
characteristics is dependent on the rapidity of fading. The radio 
filter response, is that given earlier in Fig. 3.2.2. Clearly, the radio 
filter will introduce little or no distortion to the DPSK signal because 
of its relatively flat amplitude and group delay characteristics over 
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the frequencies where there is significant energy in the signal. 
The distortion introduced by the HF channel is time varying. When the 
DPSK signal lies approximately mid-way between two selective fades 
or when the selective fades are only shallow, then little or no dis- 
tortion is introduced. However, when the central lobe of the signal 
lies at or very near the centre of a deep selective fade then significant 
distortion is introduced, not only because the DPSK signal spectrum be- 
comes severely attenuated and distorted but the signal is undergoing 
large changes in phase at this time. Later in the chapter it is shown 
that this second ef fect can introduce errors in the estimation of 
differential phase at the receiver, even in the absence of additive noise. 
The problems associated with increasing the bit rate of this DPSK signal 
are now clarified by the preceding examples. Not only will the 
selective fades more reqularly interfere with the siqnal but the radio 
filter will introduce significant amplitude distortion: indeed at 2400 
bit/s the f ilter would barely pass the central lobe of the DPSK signal. 
A partial answer to the problem of high speed HF data transmission is 
to employ multi-phase signalling8, thus allowing the transmission of 
higher bit rates in a given bandwidth. For example, the DPSK signal in 
Fig. 3.2.8(A) could support a bit rate of 2400 bit/s if some 2.81xlO 
14 
values of phase were employed (each phase representing 48 bits of data) 
as opposed to two phases in the binary DPSK case. Such a signal would 
of course be severely distorted at all times by the time varying HF 
channel as well as by any additive noise present and therefore could not 
be seriously considered but the example illustrates the bandwidth com- 
pression that is possible with multilevel signalling. In practice, 4 
phases is by far the most commonplace number of phases used 
1,2,4,5 
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each signal element now carrying 2 bits of data. Although a4 phase 
signal requires only half the bandwidth of the equivalent binary DPSK 
signal for a given bit rate, it is not the complete solution since a 
2400 bit/s 4-phase DPSK signal will suffer almost as badly as the 
equivalent binary signal because of the bandwidth limitations of the radio 
filter and distortion due to the selective fades in the HF channel. 
The solution is to employ a large number of low speed DPSK channels 
within the available channel bandwidth such that the total data rate 
through these channels is 2400 bit/s. This form of signalling is known 
as parallel transmission and a typical signalling format for 2400 bit/s 
is shown in Fig. 3.2.9. At first sight, it appears as if the sub- 
channels produce a great deal of mutual interference but it will be shown 
later that these sub-channels are orthogonal. In other words, inter- 
channel interference can be avoided and each of the sub-channels can be 
received virtually as well as the single low speed channel in Fig. 3.2.8(A) . 
Firstly, however, 4-phase DPSK signalling is considered in more detail. 
A 4-phase DPSK signal can be represented over the symbol period i 
(that is, over the duration of the i 
th 
received signal element) as: 
f (t) = 2k cos (2Trf t+ (3.2.7) 
= t450 or t-1350 
Equation (3.2.7) can be expanded to obtain: 
f. (t) =2kcos (27rf t)cosý. -2ksin(27rf t) siný (3.2.8) 1cIci 
v'2a cos2Trf t+ V2a sin2 ft 1, Ic2,1 c 
a 1,1 and a 2,3- in equation 
(3.2.8) are equal to : 
ýk and their values 
are determined by the value of ýi in equation (3.2.7). Thus, a 4-phase 
DPSK signal can be generated using the quadrature modulator shown in 
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Fig. 3.2.10. The values Jal,,, a 2, i 
I constitute a symbol and the 
duration of the symbol is twice the bit period of the equivalent 
binary DPSK signal. Unfortunately, the simple receiver of Fig. 3.2.5 
is not suitable for decoding a 4-phase signal as it will only give 3 
possible outputs, +1,0, -1 for the 4 possible differential phases 
of 69,90o, 180o and 2700 (this is clear from inspection of equation (3.2.3) ). 
A quadrature demodulator must be used to receive this signal and a suitable 
version is shown in Fig. 3.2.11. If a 4-phase DPSK signal as given by 
equation (3.2.8) is present at the demodulator input then the output 
of the cosine demodulator during symbol period i is 
2a Cos 
2 
2ff ft+ 2a sin2Trf t cos27Tf l'i c 2,1 cc 
=a l'i +a l'i cos4fff ct+a2, i 
sin4fff 
ct 
(3.2.9) 
The multiplier output is integrated over symbol period i (T secs) 
and its output at the end of this period is Ta l'i- By a similar argument, 
the output sampled from the other integrator at the end of symbol period i 
is Ta 2, i' Equations 
(3.2.7) and (3.2.8) have shown that the phase of 
the DPSK signal is determined by a l'i and a 2, i over symbol period 
i. 
The four possible phases of a 4-phase DPSK signal are shown in the phasor 
diagram in Fig. 3.2.12. Here, the phase angle during symbol period i 
is defined by the x and y coordinates, a and a. respectively l'i 2jI 
i. e. tan- 
1(a 21i 
The differential phase between symbol periods i 
a l'i 
and i-l can now be easily computed with knowledge of a,,,, a 2, i' 
a l'i-1 and a 2, i-1 and these are available 
in the receiver of Fig. 3.2.11. 
s As the a. . in practice will 
be corrupted by additive noise 
I'l 
a decision is then made on the computed value of phase difference to 
determine which of the four phases was sent. After this decision the 
Lv-3 
phase difference is converted to the two binary bits of data it represents. 
Obviously there are many possible codings which can be applied to the 
differential phases but one which is frequently employed is given in 
Table 3.2.1. This is a Gray code and has a useful property which helps 
to minimise, the number of bit errors that can occur when receiving 
multi-level DPSK signals in the presence of additive Gaussian noise. In 
such a situation the most likely error to occur in the estimation of 
differential phase at the receiver (this estimation is carried out by 
the decision block in Fig. 3.2.11) is an adjacent value error. For 
example, if the actual transmitted value of differential phase was 180 0 
then in the presence of Gaussian noise at the receiver input, the most 
likely error to occur in estimating this value in the receiver is to 
estimate a 90 
0 
or 270 0 differential phase. From inspection of Table 3.2.1 
such an error produces only one incorrect data bit after conversion of the 
received differential phase to its two bit value. This property is ex- 
hibited by all four of the differential phases which can be received. 
It appears from Fig. 3.2.11 that two reference carriers namely 
cos27Tf 
ct 
and sin2nf 
ct 
are required in the receiver which are phase and 
frequency coherent with the corresponding transmitter references. In 
fact for differential detection, phase coherence is unnecessary and any 
constant phase error Aý simply rotates the as in the phasor diagram j, I 
(see Fig. 3.2.12) by an angle equal to Aý, so the differential phase is 
unaffected. A small error in the frequencies of the references, Af, 
will mean that output of the cosine modulator in Fig. 3.2.11 is given by. 
2a 
l'i cos2wf ct cos(2ff(f c+ 
Af)t) 
a cos2ffAft +a cos4fff t cos2wAft -a sin4Trft. sin2-rrAft l'i l'i c l'i c 
(3.2.9) 
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Equation (3.2.9) is approximately equal to equation (3.2.8) when 
Af =0. A similar argument applies to the sine demodulator. Thus detection 
is correct if the frequency offset is small. Although not employed in 
the receiver here it is of interest to discuss coherent detection of 
DPSK signal. For coherent detection, the demodulating carriers 
by some means, have phase and frequency coherence with the transmitted 
carriers. A further difference is that having obtained the noisy values 
of a l'i and a 2,1 at the sampler output 
(see Fig. 3.2.11) a decision is 
then made on the actual transmitted values of a l'i and a 2, i* A similar 
decision will have been made on a l'i-I and a 2, i-1 so the 
differential 
phase will be precisely one of the four possible values, 0,0 , 90 
0,1860 
or 270 
0 
which is then converted to binary data. Coherent detection of 
the signal has the advantage that its decisions are made on one noisy 
phasor (a l'i + ja 2,1 
) at a time whereas in differential detection, each 
decision is determined with two noisy phasors, so coherent detection 
has an improved noise performance. 
It was explained earlier why a 'parallel' arrangement of low speed 
DPSK sub channels with carrier frequencies staggered through the avail- 
able HF channel bandwidth (see Fig. 3.2.9) is well suited to high speed 
HF data transmission. However, this statement assumes that each sub- 
channel can be received without any inter-channel interference (crosstalk) 
from the other sub-channels. The absence of crosstalk means that the sub- 
channels must be orthogonal and a proof of the orthogonality of the sub- 
channels is given in Appendix 2. From this proof, orthogonality 
exists only under the following conditions: 
fm 
CT 
Af n (3.2.10) 
T 
m, n are positive integers >. l 
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T in equation (3.2.10) is known as the orthogonality interval and 
is the period of integration used in a DPSK receiver. Clearly, the 
maximum value of T is one symbol period, because a longer period would 
mean integration over other symbol periods besides the one of interest. 
The minimum spacing, Afmin, between the sub-channels is therefore given 
(in Hz) by the sub-channel symbol rate - in this case 50 Hz. This means 
that the total bandwidth of the parallel signal is about 1.25 kHz, 
neglecting the minor lobes of the two outer sub-channels. However, such 
bandwidth compression is not necessary in a3 kHz HF channel, neither is 
it desirable for the following reason. If the parallel signal is received 
over an HF channel which is composed of only one path then the maximum 
period available for integration is equal to one symbol period (known 
as a frame period in a parallel signal) and this is equal to the 
orthogonality interval, T, of the parallel signal with 50 Hz sub-channel 
spacing. However, in the presence of multi-path (see two path example 
of Fig. 3.2.13 (B) the maximum period available for integration is clearly 
reduced because of the overlap of adjacent signal elements. In the example 
of Fig. 3.2.13 this maximum integration period is 13.3mS which is less 
than the orthogonality interval of 20 mS for the parallel signal under 
consideration. Severe crosstalk would then occur in receiving and de- 
coding the individual sub-channels. The solution to this problem is for 
the worst case multi-path spread expected on the HF channel to dictate 
the orthogonality interval in the parallel receiver. For example, ifl 
the worst case expected, multi-path spread is 6.9 mS as shown in Fig. 
3.2.13(B) then the orthogonality interval, T, is chosen as 13J mS. From 
equation (3.2.10) the minimum sub-channel spacing is now 1/(13. 
ýxlO_ 3 )=75 Hz. 
Ibus at the expense of a 50% increase in total signal bandwidth, and a 
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reduction of about 1.8 dB in tolerance to additive white Gaussian 
noise, the parallel signal can maintain orthogonality of its sub- 
channels in the presence of multi-path spreads in the range zero to 6.6 
mS. In fact, in practice this arrangement can only cope with 3. 
ý 
mS 
of multi-path spread because of a timing problem. If the receiver has 
no means of knowing the difference between point A and B (which is 
normally the practical situation) in Fig. 3.2.12(B), then it must wait 
mS from reception of one or other point before commencing reception. 
Two possible orthogonality intervals can therefore be used in the 
receiver, depending on whether point A or B is chosen as the reference 
point as shown in Fig. 3.2.14. This process of only psing a section 
of the signal for decoding purposes shall now be called gapped analysis. 
A practical 2.4 kbits/sec DPSK parallel signal is given by: 
24 24 
a. cos (f 
c+ 
jAf) 2TTt +ýb. sin(f 
c+ 
jAf) 2Trt (3.2.11) 
I j=l 3 
for the time interval (i-1) T to iT. 
Equation (3.2.11) represents the parallel signal over frame period 
i and each of the 24 sub-channels contains a 50 symbols per second 
(100 bit/s) 4-phase DPSK signal. With fc= 875 Hz and Af = 75 Hz, 
equation (3.2.11) represents the parallel signal considered throughout 
the rest of the chapter. 
At first sight, it appears from equation (3.2.11) that to implement 
a parallel modem, it is necessary to employ a bank of 24 modulators and 
demodulators of the form shown in Fig. 3.2.10 and 3.2.111, respectively. 
However, an elegant solution exists which can significantly reduce the 
equipment complexity for digital implementations of the modem. The 
solution is to employ-the discrete Fourier Transform (DFT) 
2,7 
. This 
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subject together with other problems of modelling a parallel modem 
operating over an HF channel are discussed in the next section. 
3.3 Model of the Parallel Modem 
The Fourier series for a periodic signal, f(t) is given by: 
CO 00 
f (t) = AO AI cos i2ff flt +BI sin i2ff f1t 
This expression has period 
1 
and bears a strong resemblance to f1 
that of the parallel DPSK signal given in equation (3.2.11). 
Equation (3.3.1), for amy time interval (i-l)T to iT is equal to 
equation (3.2.11) if f, =, &f and the Fourier coefficients are 
12 24 00 
00 1 IA 
iI i=O 
(00 
..... C) aIa2 24 00 ....... 0) 
12 
00 (00 ..... 0 1=0 
24 
Co 
b1b 2***' b 24 oo ..... 0) (3.3.2) 
for the case where fC= 875 Hz. Clearly from equation (3.3.2), the 
parallel signal is defined completely by the first 36 pairs of Fourier 
coefficients. Thus the inverse discrete Fourier transform representation 
of the signal can be used, provided at least 36 pairs of Fourier 
coefficients are defined. A sampled version of the parallel signal is 
obtained. The number of samples is equal to the number of Fourier 
coefficients in the inverse DFT. If a DFT of this sampled signal is then 
taken, then clearly it will return the values of the Fourier coefficients. 
The inverse DFT can therefore be used as a generator of the parallel signal 
and the DFT as a decoder. The inverse DFT is employed as the signal 
generator because its input is frequency information (Fourier coefficients) 
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and its output is time information (a sampled version of the parallel 
signal) . However, it is equally acceptable to inter-change the roles 
of the DFT and its inverse for parallel signal generation and decoding as 
this merely reverses the sign of the sine values in equation (3.2.11). 
A new inverse DFT is computed for each frame period of the parallel 
signal. 
A Rayleigh fading model was described in detail in Chapter 2. 
The effect of this model on a parallel signal is now discussed and 
subsequently a simple technique for generating a fading parallel signal 
is derived. The Rayleigh fading model is given in Fig. 3.3.1 and if a 
signal g(t)cos27Tf 
ct 
is applied to the input, the f aded signal output 
can be expressed as: 
g (t) cos 27Tf t+N2 (t) g (t) sin2Trf t (3.3.3) 
where N1 (t) and N2 (t) are uncorrelated Gaussian noise signals with equal 
variance and Gaussian-shaped power density spectra with equal rras 
frequencies. g(t)cos27Tf 
ct 
is the Hilbert transform of the input signal. 
If a parallel signal in the form of equation (3.2.11) is fed to the 
input of the fading generator, then the faded output can be expressed as; 
a. cos(f + jAf)21rt 
3c 
b3 sin (f 
c+ 
jAf) 2Tr tl N1 (t) 
ai sin(f c+ 
jAf)27rt 
over the frame period i. 
b. cos(f + jAf)21rt]N (t) (3.3.4) 
3c2 
The second bracketed term in equation (3.3.4) is the Hilbert 
transform of the parallel signal. 
Thus the Rayleigh faded parallel signal of equation (3.3-4) can be 
formed simply by performing two DFT's on the information-carrying values 
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{a and fb11; one DFT has the fa 
II as 
the cosine coefficients and the 
{b as the sine coefficients, the other has the fa I as the sine 
coefficients and the -{b, 
_j 
as the cosine coefficients. To create the 
effect of multi-path, the discrete samples of the two DFT's are delayed, 
multiplied by the appropriate samples of N3 (t) and N4 (t) to obtain an 
independent delayed path which is then added to the main path. Fig. 3.4.1 
def ines the functions of a program to simulate a parallel DPSK 
signal operating over the HF radio channel model previously described. 
3.4 Details of Simulation Program 
A flow diagram of the program operation is given in Fig. 3.4.1. The 
program simulates a 2.4 kbit/s parallel DPSK modem operating over an HF 
channel. The model of the HF channel is that described in Chapter 2. 
The modem is composed of twenty-four 4-phase DPSK sub-channel signals, 
each operating at 50 symbols per second and spaced 75 Hz apart, starting 
from 875 Hz. The data are dif ferentially Gray coded on to each sub- 
channel signal as per Table 3.2.1. 
The DPSK parallel signal is represented by a 128 point inverse DFT. 
When the IDFT is performed, 128 samples are obtained, spanning a time 
range of 13.3 mS (as the frequency spacing of the frequency components 
is 75 Hz). This representation of the parallel signal is therefore in- 
complete as the sub-channel symbol rate is 50 symbols per second, then 
the fra-me period is 20 mS. However, the fact that the sub-channel 
carrier frequency spacing is 75 Hz means that the signal is periodic, 
with a period = 
L- 
Hz = 13. 
ý 
mS. Thus, to obtain a complete representation 75 
of the signal over a complete 20 mS period, the first 64 samples of the 
IDFT are repeated to represent the last 6. 
ý 
mS of the 20 mS interval. 
This process is illustrated in Fig. 3.4.2. 
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At the receiver, gapped analysis of the parallel signal is used. 
This was the process described in Section 3.2 to overcome the problem 
of multi-path. only 13. 
i 
mS is used in the detection of each 20 mS 
frame of the parallel signal, so orthogonality of the signal is maintained 
for multi-path spreads of up to 3. 
i 
mS. Decoding of a frame is obtained 
by performing a 128 point DFT on 128 contiguous samples of the parallel 
signal, for example, referring to Fig. 3.4.2, the samples values 
1-*128 or 15->-128-*15 may be used. Multi-path is simulated simply by 
adding a delayed version of the parallel signal to itself as shown in 
Fig. 3.4.3 for a 3.3 mS multi-path spread. 
Th obtain a fading multi-path signal, the samples of the delayed 
and original signal of Fig. 3.4.2 are pre-multiplied by the appropriate 
Rayleigh fading samples. A copy of the simulation program is given at 
the end of the report 
3.5 Results of Computer Simulation Tests on the Parallel Modem 
In this section, the results of nine simulation tests are given. 
These tests highlight the important characteristics of a parallel 
DPSK modem. Each test is described in detail, its purpose is explained 
and the results obtained are then analysed. 
Test 1: - Perfect Channel Error Rate Tests. 
These tests were run in order to discover the performance of the 
parallel modem when no distortion is introduced by the channel: in 
other words the channel has no fading or multi-path and the transmitter 
and receiver are connected 'back-to-back' as shown in Fig. 
Additive Gaussian noise is added (this noise is white and has a flat power 
spectral density) at the receiver input and a large number of bits are 
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then transmitted and received and the transmitted data stream Pdata in' 
of Fig. 3.5.1) is compared with the received data stream ('data out') 
to check for errors. This test is carried out for several different 
levels of additive Gaussian noise so that a plot of error 
probability against signal to noise ratio can be made. Error rate is 
defined simply as: 
Sym6, L oy, bit SyInbeds 
error probability = 
total number OJbits received in error (3.5.1) 
total number of symboAs transmitted f 
bi t. 5 
SignaVnoise ratio (SNR) can be defined in several different 
ways and all the relevant definitions are discussed in detail in 
Appendix 5. TWo definitions of SNR are used for the perfect channel tests, 
the first being: 
lolog 
10 total transmitted signal power 
(3.5.2) 
total additive Gaussian noise power in 
a bandwidth 300-3400 Hz 
I 
This is called SNR 2 
in Appendix 5 and it is used in order to 
compare the error rate performance of the simulated parallel modem with 
that of an actual hardware parallel modem using an identical signal 
structure, so that the validity of the simulation can be checked. 
The SNR measure for the hardware modem uses the definition of equation 
(3.5.2). The second definition of SNR is: 
lolog 
10 energy/bit at 
transmitter output (3.5.3) 
two sided noise power spectral 
density at receiver input 
This definition of SNR (known as P in Appendix 5) is used 
throughout the thesis as a standard method of measuring signal/noise 
ratio, and any other definitions employed will be clearly stated. 
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It has the advantage that the performance of different data transmission 
systems can be directly compared if this SNR measure is employed. 
For any given SNR, the parallel modem has a certain theoretical 
error probability. In order to measure this probability exactly, it is 
theoretically necessary to transmit and receive an infinite number of 
data bits. In practice, of course, only a finite number of bits can be 
transmitted and received in any test so only an estimate of the error 
probability can be obtained. The accuracy of this estimate is dependent 
on the number of data bits transmitted and this is discussed in Appendix 6. 
A given accuracy implies a certain minimum number of independent data 
bit errors, and for the perfect channel tests a minimum of 50 independent 
errors is obtained in each test. 
Error rate tests were performed at eight differnt values of SNR and 
the results of these tests are plotted in Fig. 3.5.2 alongside the curve 
for the hardware modem. Clearly, the small difference between the two 
curves indicates the validity of the simulation and the separation of 
the two curves at high SNR indicates the presence of some internal modem 
noise, probably quantising noise. A plot of the error rate against SNR, 
defined as energy per bit/two sided noise power density, is given in 
Fig. 3.5.3. The typical distribution of errors in the sub-channels is 
given in Table 3.5.1. A total of 9600 bits were transmitted and received 
in this test. The value of Gray coding is also clear from Table 
as the number of symbol errors is. in all but three cases, equal to the 
number of bit errors: in other words each symbol error is causing only 
one bit error which is the purpose of Gray coding. 
Test 2: - Error distribution in the sub-channels with I mS multi-path 
spread and no fading. 
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The purpose of the test is simply to show the selective fading (or 
nulls) produced by the presence of multi-path. The presence of selective 
fading is indicated by the large variation in total errors for each 
sub-channel. 
In the test, the channel model assumes two equal non-fading paths 
with a separation of 1 mS. The SNR is 16.9 dB and the total number of 
bits transmitted is 31,200, corresponding to 1300 bits per sub-channel. 
The results obtained from the test are given in Table 3.5.2. They clearly 
show the presence of two selective fades. The separation of the fades 
is approximately 1 kHz using the knowledge of the sub-channel centre 
frequencies. This is exactly what would be expected using the theory 
developed in Chapter 2 for HF channels with multi-path. 
Test 3: - Power distribution in the sub-channels with different values 
of multi-path spread. 
Test 2 has shown the effect on error rate of a1 mS multi-path 
spread. The large variation in the error rates of the different sub- 
channels was suggested to be due to signal addition and cancellation due 
to the multi-path. In this test, the relative power in each sub- 
channel is computed for three different values of multi-path spread, 
namely 1,2 and 3 mS. The channel model is the same as for Test 2. 
Each of the three simulation tests were run for 16,800 bits and at a 
high SNR of 66 dB. The results obtained are given in Table 3.5.3. 
As expected, Table 3.5.3 indicates that for 1 mS spread, the 
signal powers in sub-channels 8 and 21 are very small, explaining the 
high error raLes obtained in these sub-channels for Test 2. Table 3.5.3 
also indicates the increasing number of selective fades caused by larger 
multi-path spreads. 
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Test 4: - Power distribution in the sub-channels using a channel with 
fading multi-paths. 
The purpose of this test is to demonstrate the effect of fading 
on the simple multi-path channels of Tests 2 and 3. In the test, a 
multi-Path spread of 1 mS, a frequency spread of 0.5 Hz and an SNR 
of 66 dB is used. After 9600 bits (200 frames) of data have been sent 
and received, the mean sub-channel powers for the first 200 frames are 
determined. The simulati-on continues and af-ter 57600 bits (1200 frames) 
of data, the mean sub-channel powers are again determined. The results 
are given in Table 3.5.4. 
The results clearly show that the effect of the fading is to reduce 
the variation in the mean sub-channel powers. This ef fect is expected 
from the theory developed in Chapter 2 about the time varying spectrum of 
af ading multipath channel; that is, the fading tends to vary the depth 
and location of the selective fade (nulls) produced by the multi-path 
so that af ter a long period of time all channels wi-Ll have suffered the 
same effect due to the nulls. 
Test 5: - Frame by frame variati-on in the sub-channel powers using a 
fading multi-path channel. 
In this test, the sub-channels powers are computed frame by frame, 
using a channel with 0.5 Hz frequency spread ,I ms multi-path spread 
and no additive noise. The purpose of this test is to show the time 
varying spectrum of a fading multi-path channel by determining the sub- 
channel powers. The simulation tests lasted for 200 frame periods and 
a segment of the output is given in Table 3.5.5. 
Table 3.5.5, is in fact a numerical form of the fadeogram described 
in Section 2.4. Frequency is on the horizontal axis, time is on the 
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vertical axis and amplitude is e)mressed in terms of sub-channel power, 
rather than by a grey scale. The results show two nulls wnich vary in 
depth and frequency with time. Also, a time varying change in the over 
all level of the parallel signal is indicated. These characteristics 
agree with the characteristics predicted for the fading multi-path model 
in Chapter 2. This test therefore serves to demonstrate the validity of 
the simulation of the channel model. 
Test 6: - Long error rate tests onthe three HF channels 
Long error rate tests have been performed on the three channels given 
in Table 2.4.4. The purpose of the tests is to find the expected error 
rates for the three channels and these can only be found from tests of 
a very long duration. Clearly, the error rates obtainable from short 
duration tests will be highly fading dependent: for example if the fading 
for a short duration test is such that the two multi-path components in 
the signal are at a low level and approximately equal, then severe f lat 
and selective fading would be present, producing an error rate far 
worse than the expected error rate. 
Each of these three tests has a duration of 1,200,000 bits of data 
(25,000 frames) and no additive noise is used, so that errors are produced 
solely by the effects of the fading-multi-path channels. The results 
are given in Table 3.5.6. 
The results of Table 3.5. b demonstrate a further important property 
of the fading multi-path channei described in Section 3.2., namely, 
the production of error in a parallel modem, even in the total absence 
of additive noise. The reasons for this have been explained in Section 3.2 
but briefly the errors occur in sub-channels in a deep selective fade. 
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Slight changes in the channel characteristics produced by the Rayleigh 
fading cause large changes in the channel's phase response in the neigh- 
bourhood of these vulnerable sub-channels from one frame period to 
another, thus substantially altering the information-carrying differential 
phase on these sub-channels signals. 
Test 7: - Short error rate tests. 
large series of short error rate tests has been performed using 
each of the three channels given in Table 2.4.4. The purpose of these 
tests is to find a short fading sequence for each of the channels whicn 
produces an error rate equal to the expected error rate for that channel, 
that is, the error rates, obtained in Test 6. The reason for obtaining 
such short but typical sequences is to maximise the usefulness of a 
finite amount of computing time which is available for simulation work. 
These short sequences are of far greater importance for the testing of 
the serial detection systems which are described in subsequent chapters 
as these systems require comparatively much more computing time to 
process a given number of data bits. 
Each test has a duration of 1000 frame periods (48,000 bits) and no 
additive noise is used. Nineteen different fading sequences were 
tested for each channel and each sequence is identified by a 'Start up' 
number. The results are given in Table 3.5.7 together with the 
expected number of errors for the three channels. 
It is clear from Table 3.5.7 that the start up numbers 0.8,0.7 
and 0.8 are the most suitable values for the 0.5 Hz/1 mS, 1 Hz/2 mS and 
2 Hz/3 mS channels respectively. 
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Test 8: - Error rate tests on the three HF channels using the short but 
typical fading sequences. 
The purpose of this simulation test is to assess the performance 
of the parallel modem when operating over the three HF channels at 
different signal/noise ratios. The results have been plotted in 
Figs. 3.5.4 to 3.5.6. Each point on the curves is the result of a 
1000 frame (48,000 bits) test at that SNR. 
The interesting feature common to the three curves is the flattening 
out which occurs with increasing SNR -a result of the fading multi-path 
channel's ability to cause errors in a parallel modem in the absence 
of additive noise (see Test 6). These results are important because 
they will subsequently be used as a comparative measure of the perform- 
ance of the serial transmission systems. 
Test 9: - Error rate tests on mild and severe fading sequences. 
The purpose of this test is to show the sensitivity of the parallel 
modem's performance to different fading sequences. The test uses the 
0.5 Hz/1 mS channel and the mildest and most severe fading sequences 
found for this channel in Test 7, namely, start up values 0.45 and 0.75 
respectively. Each sequence is tested repeatedly at various SNRs to 
produce the two curves given in Fig. 3.5.7. (1& 3). 
The results indicate the variation in performance that can occur 
with different fading sequences and clearly show the importance of 
always employing the same fading sequence for the short duration tests. 
Clearly, if it were possible to perform very long duration tests to 
obtain the error rate curves of Test 8 then the 'start up' values would 
be unimportant but of course this is impractical because of a limited 
amount of available computing time. 
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TABLE 3.2.1 Gray coding for a4 phase DPSK signal 
Differential phase (DEGREES) DI-BIT 
0 00 
90 01 
180 11 
270 10 
67 
TABLE 3.5.1 
SUB 
CHANNEL 
NUMBER 1 2 3 4 5 6 7 8 9 10 11 12 
BIT ERRORS 24 16 15 41 27 28 25 31 17 37 2o 30 
SYMBOL 24 16 15 41 27 27 25 31 17 35 2o 30 
ERRORS 
SUB 
CHANNEL 
NUMBER 13 14 15 16 17 18 19 20 21 22 23 24 
BIT ERRORS 26 30 23 25 18 37 31 27 23 38 22 30 
SYMBOL 
ERRORS 26 30 23 25 18 37 31 27 23 38 22 28 
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TABLE 3.5.2 
SUB 
CHANNEL 
NUMBER 1 2 3 4 5 6 7 8 9 10 11 12 
BIT ERRORS 0 0 0 0 0 4 77 591 194 10 0 0 
SUB 
CHANNEL 
NUMBER 13 14 15 16 17 18 19 20 21 22 23 24 
BIT ERRORS 0 0 0 0 0 2 3 143 641 144 10 0 
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TABLE 3.5.3 
SUB CHANNEL 
NUMBER 1 2 3 4 5 6 7 8 9 -10 
11 12 
RELATIVE 
POWER (1 MS) 1.92 2.0 1.83 1.47 1.0 0.53 0.17 0.01 0.08 0.37 0.81 1.29 
RELATIVE 
POWER (2 ms) 1.2 1.9 1.88 1.15 0.29 0.01 0.53 1.43 1.98 1.74 0.9 0.14 
RELATIVE 
POWER (3 ms) 0.81 1.94 1.47 0.2 0.29 1.6 1.88 0.66 0.02 1.05 2 1.24 
SUB CHANNEL 
NUMBER 13 14 15 16 17 18 19 20' 21 22 23 24 
RELA'-('IVE 
POWER (1 MS) 1.71 1.96 1.98 1.77 1.38 0.9 0.44 0.12 0.0 0.12 0.44 0.9 
RELATIVE 
POWER (2 ms) 0.01 0.76 1.63 2.0 1.56 0.66 0.04 0.2 1.0 1.8 1.96 1.34 
RELATIVE 
POWER (3 ms) 0.08 0.49 1.77 1.74 0.44 0.1 1.29 1.99 1.0 0.01 0.71 1.9 
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TABLE 3.5.4 
SUB 
CHANNEL 
NUMBER 1 2 3 4 5 6 7 8 9 10 11 12 
MEAN REL. POWERS 
(AFTER 200 FRAMES) 1.12 1.36 1.49 1.49 1.36 1.13 0.84 0.58 0.4 0.35 0.43 0.63 
MEAN REL. POWERS 
(AFTER 1200 FRAMES) 1.04 0.97 0.95 0.98 1.05 1.16 1.26 1.35 1.39 1.38 1.33 1.23 
SUB 
CHANNEL 
NUMBER 13 14 15 16 17 18 19 20 21 22 23 24 
MEAN POWER 
(AFTER 200 FRAMES) 0.9 1.18 1.39 1.5 1.48 1.32 1.07 0.79 0.53 0.38 0.35 0.46 
MEAN POWER 
(AFTER 1200 FRAMES) 1.12 1.03 0.97 0.95 0.99 1.07 1.18 1.28 1.36 1.39 1.38 1.31 
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TABLE 3.5.5 FRAME-BY-FRAME VARIATIONS IN THE SUB-CHANNEL 
POWERS FOR CHANNEL 1 AND SNR = 66 dB 
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TABLE 3.5.6 RESULTS OF LONG RUN (1.2 x 10 
6 
BITS) ERROR RATE TESTS ON 
THE 3 CHANNELS, WITH SNR = -. 
CHANNEL NUrlbF-R ERROR PROBABILITY 
O. 5Hz, lmS 1 4.26 x 10-4 
lHz, 2mS 2- 1.65 x 10- 
3 
-3 2Hz, 3mS 3 7.14 x 10 
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TABLE 3.5.7 OUTCOME OF SHORT DURATION (48000 BITS) ERROR RATE TEsTS 
ON THE 3 CHANNELS FOR DIFFERENT FADING SEQUENCES 
AND SNR = -. 
START UP NUMBER 0.05 0.1 0.15 0.2 0.25 0.3 0.35 
CHANNEL = 0.5Hz, lmS 30 29 16 13 19 15 23 
CHANNEL = lHz, 2mS 91 136 66 120 79 72 67 
CHANNEL = 2Hz, 3mS 319 383 332 314 335 359 397 
o. 4 0.45 0.5 0.55 0.6 0.65 0.7 0.75 0.8 0.85 
18 
-9 
18 29 27 16 29 31 20 13 
92 75.78 lo6 72 71 87 98 73 105 
361 387 392 321 334 401 366 329 347 411 
0.9 
13 
84 
378 
0.95 EXPECTED 
18 20.45 
88.8 55 
309 342.7 
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THE SERIAL QAM MODEM 
4.1 Introduction 
The chapter considers single channel serial signalling as an 
alternative to parallel signalling for high speed HF data transmission. 
Firstly, the two techniques are compared and their relative merits are 
highlighted t4.2). Three methods are discussed for decoding a serial signal 
namely, linear and non-linear equalisation and maximum 
likelihood detection. The latter is described as part of a modem with 
firstly a consideration of the functions such a modem is required to 
perform in order to detect a single high speed serial HF data signal 
A model of a serial HF data transmission system is then derived 
which takes into account the effects of practical equipment filtering 
and multiple sampling of the serial signal (4.4) . Suitable methods for 
detection are then described, namely, the Viterbi detection algorithm 
(4.5) and a simpler adaptive near maximum likelihood detection 
technique (4.7). The performance of these detection techniques alone 
(all other functions of the modem are assumed to be perfectly performed) 
is then studied using computer simulation tests. (4.8). 
4.2 Discussion of Serial Transmission 
The development of the parallel modem was described in Section 3.2 
and single channel serial transmission was dismissed as an unusable 
transmission technique because of the ever present amplitude and phase 
distortion of the HF channel within the bandwidth of such a signal. 
This is certainly true for the very simple types of phase detectors 
described in Chapter 3 but more sophisticated detection techniques can 
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1-6 be used in order to combat this distortion . However, before embarking 
on a description of these techniques, it is appropriate here to develop 
a more analytical method of study than the simple frequency domain 
representation. of distortion and this is achieved by using time domain 
descriptions of the channel signals. 
The serial signal considered here and in subsequent chapters 
uses a form of modulation called quadrature amplitude modulation 
(QAM) 8,9 in order to transmit a serial stream of binary data over an HF 
channel. A suitable QAM transmitter is shown in Fig. 4.2.1, along 
with the spectral representations of the signal at important points. 
Filtering of the input data stream is necessary in order to bandlimit 
the resulting QAM signal to the typical 3 kHz bandwidth available on an 
HF channel. However, the filtering also has the effect of 'spreading' 
the input signal in time. Filtering is discussed fully in a later 
section but for the moment it is assumed that the impulse response of 
the f ilters plus rectangular data pulses is the raised cosine response 
of Fig. 4.2.2, appropriately delayed to make it realisable. This 
impulse response has some properties which are very useful in later 
analysis and simulation work, though any signal input to a filter with 
such a response is not strictly bandlimited (in fact, no practical signal 
can ever be strictly bandlimited by a real filter and the raised cosine 
impulse response can be approximated very closely by practical filters). 
The two filtered streams of data then amplitude modulate cosine and sine 
carriers, respectively of the same frequency and the resulting signals 
are added together to form the QAM signal. The QAM signal can 
therefore be represented as: - 
n 
(a y (t-iT) cos27rf t+biy (t-iT) sin21Tf t) (4.2.1) 
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where aI and bi represent the i 
th 
binary bits input to the two filters 
in the QAM transmitter and y (t-iT) is the raised cosine impulse response 
of Fig. 4.2.2 shifted by iT seconds. At first sight, equation (4.2.1) 
gives the impression that the two bit streams aI and b, are mutually 
interfering but in fact the two streams are orthogonal and a receiver 
suitable for separating them is given in Fig. 4.2.3. The signal 
orthogonality can be shown by considering the output of the cosine 
demodulator: - 
2 (a y(t-iT)Cos 
2 
27Tf t+by (t -iT) sin27rf t cos27rf t) icicc 
a, y (t-iT) +ai y(t-iT)cos47Tf 
ct+biy 
(t-iT) sin47Tf 
ct 
(4.2.3) 
The low pass filter following the cosine demodulator is assumed to 
pass the demodulated signal component, Xai y(t-iT), but rejects the 
high frequency terms with cos4fff 
ct 
and sin47rf 
c 
t. Thus the cosine 
demodulator has separated the aI data from the composite QAM signal 
and similarly the sine demodulator filter output contains only 
biy (t-iT) The signal at the output of the cosine demodulator low 
I 
pass filter typically appears as in Fig. 4.2.4(A) as a sum of a series 
of raised cosine pulses, modulated by the values of the a1. If this 
signal is sampled at the centre of each pulse then, the values of 
the originally transmitted aI are obtained (see Fig. 4.2.4(B)). 
Clearly, if the sampling phase (also known as timing phase) is changed, 
then interference between adjacent pulses occurs. This is known 
as intersymbol interference. A similar situation exists for the sine 
demodulator low pass filter output and the b1 can be obtained using the 
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sampling phase employed in Fig. 4.2.4(B). 
The previous analysis shows that if demodulation is perfectly 
performed, then the received signal prior to sampling is simply the 
transmitted data bits convolved with an impulse response determined by 
the transmitter and receiver filters. Furthermore, the effect of 
sampling can be modelled simply by considering the appropriate sampled 
impulse response of the filtering and convolving this with the transmitted 
data bits in order to obtain the samples at the output of the sampler 
of Fig. 4.2.3. For example, the sampled impulse response required 
to generate the received samples of Fig. 4.2.4 (B) is 010 (that is, 
the raised cosine impulse response is sampled at its peak) . If the 
sampling phase were of fset by half of one symbol period, then clearly 
the required sampled impulse response to be employed in the generation 
of the received samples would be 0.5 0.5 (see Fig 4.2.2). The QAM 
system can therefore be modelled very simply as shown in Fig. 4.2.5. 
Here the sampled impulse response y(iT) is a simple feedforward filter 
whose taps are the appropriate samples of the impulse response, determined 
by the sampling phase. 
In practice, of course, the communication channel is seldom 
perfect and is normally in the form of a bandpass filter 
9. 
This has 
two distinct effects on the received signal. Firstly, if the channels 
amplitude/f requency characteristics deviate suf ficiently f rom a constant, f lat 
level over the bandwidth of the QAM signal, and/or the channel phase/ 
frequency characteristics deviate significantly from a constantslope--. 
over the QAM signal bandwidth, then this produces 'spreading' in the 
overall impulse response of the system. This results in intersymbol 
interference in the received signal and the sampled impulse response will 
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have many non-zero components. The second effect of the practical 
channel is that loss of orthogonality between the two data stream can 
occur due to asymmetric amplitude and phase/frequency characteristics 
of the channel about the QAM signal's carrier frequency. This results 
in mutual interference between the two data streams which is proportional 
to the degree of asymmetry in the channel characteristics. The model 
of the QAM system is now that given in Fig. 4.2.6. The rigorous proof7 
for this model is given in Appendix 3. This model is sometimes known as 
the 'equivalent baseband' model of a QAM system because the bandpass 
filtering effects of the channel or equipment have been transposed to 
baseband. The most obvious difference between this model and the simple 
model of Fig. 4.2.5 is the crosstalk interference between the two data 
streams produced by the previously mentioned asymmetry in the channel 
characteristics. The sampled impulse response of the system is said to 
be complex with a real sampled impulse response yR (iT) and quadrature 
or imaginary sampled impulse response yQ (iT). Clearly then, if the 
system impulse response which is a function of both channel and equipment 
filtering, is complex and has many non zero components then significant 
interchannel and intersymbol interference is present. Thus simple 
threshold detection of the data symbols, as is clearly possible in the 
case of a perfect channel (see Fig 4.2.4(B)), would result in many 
detection errors, even in the absence of additive noise. More 
sophisticated detection methods are required to obtain the required 
data symbols from the distorted received samples. 
There are three main methods available for the detection of data 
from distorted digital data signals and these are known as linear 
equalisation, non-linear or decision feedback equalisation and maximum 
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8 
likelihood detection Basically, linear equalisation is a process of 
further linear filtering of the distorted signal by a filter whose 
impulse response is such that the overall sampled impulse response 
of the system plus equaliser has only one major component; - in other words 
the combination of the system plus equaliser approximates as closely 
as possible to a perfect channel. Once equalisation of the system 
sampled impulse response is achieved then a situation similar to that in 
Fig. 4.2.4 exists, and simple threshold detection can be applied to the 
equalised samples to obtain the data symbols. of course, such an 
equaliser must be adaptive where the channel characteristics are varying 
with time, as is the case for an HF radio channel. A nonlinear equaliser 
has a linear feedforward transversal f ilter cascaded with a nonlinear 
feedback filter that together equalise the channel. The linear filter 
is here ideally an all pass network that is such as to make the sampled 
impulse response of the channel and filter minimum phase with all zeros 
of the z transform inside or on the unit circle in the z plane. 
This technique is illustrated in Fig. 4.2.7 for a purely real, fixed, 
sampled impulse response. Signal cancellation has the advantage 
of equipment simplicity but has the drawback that when the first 
component yo of the sampled impulse response is small compared with 
the other components, then the threshold detection which is performed 
after signal cancellation is based on 6nly a small fraction of the 
received signal energy. The third detection technique, known as maximum 
likelihood detection or maximum likelihood sequence estimation is 
considered in great detail in subsequent sections and chapters. The basic 
principle of the technique is that having received a complete transmission, 
the receiver will have a set of corresponding received samples in store. 
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It then considers all possible sequences of data which could have 
been sent and convolves each possible sequence with the c6annej sampled 
impulse response to obtain a set of signal samples. Assuming noise 
samples that are statistically independent Gaussian random variables 
with zero mean and a fixed variance, the data sequence whose correspond- 
ing set of signal samples is the 'best fit, in a mean square sense to 
the actual set of received signal samples is known as the maximum 
likelihood sequence and is the detected data sequence. This technique 
is best illustrated by the simple example of Fig. 4.2.8. Here, a binary 
message sequence of 4 symbols has been sent over a channel with a 
purely real sampled impulse response. As the message has a duration of 
only 4 binary symbols, then there are only 24 = 16 possible sequences 
to be considered in the detector as shown. Each of the possible 
transmitted sequences is convolved with the sampled impulse response 
5 
2 to obtain a set of possible received samples {r The value (r 
I -r i 
known as a cost function, is computed for each of the 16 possible 
transmitted sequences and the sequence with the smallest cost function 
is the maximum likelihood sequence or the sequence which was most 
probably transmitted. 
It is clear that the maximum likelihood detector in this form, 
although a very good detector, is not a practical proposition as in 
practice, message durations are likely to be several thousands of data 
symbols. This would mean an almost infinite number of possible 
sequences to be considered in the detector in order to find the maximum 
likelihood sequence. Fortunately, the technique can be simplified with 
little or no loss of performance and such techniques are considered 
in later sections of the chapter, Firstly, however, the requirements 
of a practical data modem using maximum likelihood detection are considered. 
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4.3 Requirements of a Maximum Likelihood HF Radio Data Modem 
A block diagram of a4 point QAM, 2.4 kbit/s modem is given in 
Fig. 4.3.1. The modem is composed of a transmitter and receiver. The 
transmitter is a relatively simple device which splits the serial 
binary data stream of 2.4 kbit/s into two streams of 1.2 kbit/s. 
These binary data signals are. then bandlimited by low pass filters such 
that the final QAM signal lies within the available HF channel bandwidth. 
Following low pass filtering, the data then modulate sine and cosine 
-ca, rrters and the resulting signals are added together to form the 
complete 4 point QAM signal. 
It is clear from Fig. 4.3.1 that the modem receiver is a more 
complex device than the transmitter but its operation can be described 
in terms of the functional blocks of the diagram. From Section 4,7, 
there are some very obvious requirements that such a receiver must fulfil. 
Obviously, there is a maximum likelihood detector but also there must 
be some means of obtaining the chamel sampled impulse response as in 
practice this is an unknown time va-rying function. This requirement 
is met by the channel estimator. Also it is clear that the receiver 
must have some knowledge of the timing in the received signal in order 
to sample it at precisely the symbol rate of the signal. The received 
signal will have a nominal symbol rate (in this case 1200 symbols 
per second) but it is likely that there will be a small error in this 
rate which may be as large as 1 part in 1000 if both transmitter and 
receiver clocks are crystal controlled. The receiver must therefore 
have a timing control which can learn the precise timing in the 
received signal in order to correctly sample it. There are several 
other functions, not obvious from the discussion in Section 4.2, which 
the receiver is required to perform. Firstly, the carrier phase of the 
98 
received signal should be tracked by the receiver. The reasons for carrier 
phase tracking are similar to the need for a timing control. Clearly, 
the transmitter carrier frequency, fc, is not absolutely precise and 
neither can the receiver demodulation frequency be precisely set to f 
c 
This means that a small frequency offset will exist between the 
transmitter modulator and receiver demodulator. Doppler shifts in 
the HF radio channel can also contribute to this frequency offset. 
The receiver also requires an automatic gain control (AGC) as the received 
signal is subject to fading. The AGC therefore helps to reduce the 
required dynamic operating range of the receiver. A bandpass filter is 
also required at the receiver input in order to reject unwanted co- 
channel radio signals and out of band noise. Further filtering is also 
required after demodulation of the received signal in order to pass the 
wanted baseband signal and reject the twice carrier frequency components. 
The requirements of the receiver are therefore bandpass and low pass 
filtering, AGC, demodulation, carrier phase tracking, timing control, 
channel estimation and maximum likelihood detection. The interconnection 
and operation of these functions will now be considered. 
The heart of the receiver is the maximum likelihood detector. 
There are two distinct inputs to the detector namely, the complex 
received signal samples Jr 
II 
and the estimate of the channel sampled 
impulse response Yi. Using these two inputs, the detector generates 
the detected data symbols, s i-n . 
There is a delay through the detector 
of n symbol periods which is usually of no consequence to any user of 
the receiver, as it is a matter of only several tens of milliseconds. 
However, the delay is important in the receiver design as it has an 
effect on the channel estimator. The channel estimator has two inputs, 
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namely, the complex received signal sampled r i-B -1 
and the detect,.! d 
data symbols, s' . From these two inputs, corresponding to time periods i-n 
i-n-1 and i-n, the estimator must produce an estimate of the system 
sampled impulse response, YI, which is required by the detector in 
order to process signal sample r 
'I . 
At first sight this appears an 
impossible task as the time varying impulse response, Y,,, lies in the 
future with respect to the channel estimator input. The channel 
estimator must then be capable of predicting future impulse responses. 
The received signal samples, {r i 
1, prior to being fed to the detector 
are phase corrected by the carrier phase tracking loop. This loop has 
three inputs, namely, the raw demodulated signal samples, r, ý, an estimate 
of an earlier received signal sample, rA, supplied by the channel i-n-l 
estimator and the delayed raw demodulated signal samples, ri' n-l* 
The operation of the loop is to generate an error signal from r 1-n-l 
and r" .n order to phase correct r" and produce a phase corrected i n-l 
11 
output sample, r i* 
Here again, prediction is required in order to pro- 
duce the appropriate phase correction to rý' but the problem is i 
somewhat simpler than estimator prediction because any frequency 
offset present is normally due to transmitter and receiver clock 
frequencies so is constant or only very slowly varying with time. 
The receiver timing control samples the raw demodulated, filtered 
output, r(f-), at precisely the symbol rate of the received signal. It will 
be shown later that the precise timing phase of the timing control 
device is unimportant and does not affect performance, so only the timing 
frequency (symbol rate) of the received signal need be tracked. 
The timing control obtains timing error information from the 
estimated sampled impulse response, Yi, in order to sample r(t). 
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The AGC amplifier obtains information on the level of the received 
signal from the estimated sampled impulse response, YýJ' and adjusts i 
its gain in order to counteract signal fading. In other words, if 
the received signal is fading down, AGC gain increases, if the 
signal is fading up in level, the AGC gain decreases. 
Filtering in the receiver is composed of a bandpass filter at 
the receiver input and the post demodulator low pass filters. 
The bandpass filter passes signal frequencies within the wanted signal 
bandwidth only, thus rejecting out-of-band noise and co-channel inter- 
ference. The post demodulator low pass filters pass only the wanted 
baseband signal, r(t) , and reject the twice carrier frequency components 
of r (t) produced in the demodulation process, as explained in Section 
4.2. 
4.4 Equipment Filtering 
Two classes of filtering are considered in the simulation of the 
serial transmission system. These are: 
(A) Idealised equipment filtering having an equivalent baseband impulse 
response with raised cosine shaping, in the absence of HF channel 
fading and multi-path effects(see Fig. 4.2.2). 
(B) Practical transmitter and receiver filtering, including HF radio 
filtering, which satisfies British Post Office (BPO) requirements 
for data transmissions over voice grade channels in the Public 
Switched Telephone Network (PSTN) . 
Idealised filtering has been considered for several reasons. 
Firstly, the raised cosine response contains all the signal energy 
within a duration of two symbol periods (ý: T) and when sampled, no more 
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than two non-zero samples can be obtained for the sampled impulse response. 
This containment of the sampled impulse response within a very small 
number of samples means that detection can be performed much better 
compared to the case where the signal energy is spread over a much 
larger number of symbol periods which can occur with more practical 
filtering. Consequently, the testing of maximum likelihood detectors 
using the raised cosine impulse response, gives an 'upper bound' 
performance for these detectors which can be compared with performance 
obtained with more realistic filters thus indicating the performance 
degradation due to practical filtering. (The maximum lilelihood detector 
here minimises the probability of error in the detection of the received 
message from the samples of the demodulated waveform in the receiver 
which is also minimum for the original demodulated waveform. ) The use 
of the raised cosine response also means that the simulation of the optimum 
maximum likelihood detector - the Viterbi detector - is just possible, 
even in the presence of the worst multi-path (3 mS) to be tested. 
The signal processing involved in Viterbi detection rises exponentially 
with the duration of the channe-1 sampled impulse response, as is explained 
later in Section 4.6, so the short raised cosine response aids 
considerably in reducing this processing requirement to a manageable 
level. The importance of being able to simulate Viterbi detection 
is that its performance is a very useful comparative measure of the 
performance of simpler but sub-optimum maximum likelihood detectors. 
The practical filtem used in the simulations were designed by 
MJ Fairfield 
10,11 
for a 9.6 kbit/s QAM modem operating over voice 
grade lines on the PSTN. These filters satisfy BPO requirements as 
regards the limitation of the transmitted signal spectrum at various 
frequencies in the voiceband and receiver filtering which achieves 
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sufficient 50 Hz and harmonic frequency attenuation. The use of these 
filters somewhat pre-empts the introduction of similar rigorous 
filtering requirements (which do not exist at present) for HF voice 
grade channels. They also make the HF modem signal suitable for use 
on PSTN lines, albeit with sub-optimum performance. 
Before considering each of the two classes of filtering in more 
detail it is appropriate here to explain the model of the RF channel and 
modem filters which is used in the simulations for determining the overall 
chafiliel sampled impulse response. The fIltering can be sub-divided as 
shown in Fig. 4.4.1 (A) . If the fading simulator had a time invariant 
impulse response, then Fig. 4.4.1(A) is exactly equivalent to Fig. 4.4.1(B) 
as far as the overall system impulse response is concerned. However, 
the fading channel simulator has a slowly time varying impulse response , 
so the two configurations are only approximately equivalent. The 
equivalence is dependent on the rate of fading, fr, compared to the 
duration of the receiver impulse response, t RX . 
If, 
RX 
(4.4.1) 
then the two models are closely equivalent. Both models have been 
tested (see results Section 4.8) and shown to be equivalent, so most of 
the simulations employ the combined equipment filter model of Fig. 4.4.1(B) 
as this is simpler for implementing in the simulation program . 
(A) Idealised Equipment Filters: - the ideal system impulse response 
is a delta function (see Fig. 4.4.2(A)) . This requires 
infinite 
channel bandwidth and for this reason is unobtainable in practice. 
A more practicalchannel impulse response (though strictly, still 
unrealisable) is the raised cosine impulse response (Fig. 4.4.2(B)) 
which, with the appropriate sample timing, gives the sampled impulse 
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response: 
010 (4.4.2) 
This impulse response is of course that of the resultant baseband channel, 
including the QAM modulator and demodulator, and the input data signal 
at the transmitter is assumed to be a sequence of impulses. 
The perfect raised cosine impulse response again requires infinite 
channel bandwidth but it can be closely approximated by a Gaussian 
impulse response (see Fig. 4.4.2(C)) which gives the sampled response, 
xx (4.4.3) 
When x, <0.01 this is a good approximation to the sampled raised cosine 
pulse. Equation (4.4.3) indicates that the Gaussian impulse response 
has an infinite number of sampled components but all other 
components apart from the main three are of insignificant amplitude and 
can be ignored as they are all <<X. 
For any required sampled Gaussian impulse response, an expression 
can be obtained for the continuous impulse response in the form, 
f (t) = exp (- 
Trt 
2 
iý 
T) 
sampling period 
(4.4.4) 
From equation (4.4.4), the required filter frequency response which has 
this impulse response, can be obtained from the Fourier transform pair 
exp (- 
'T (t) ---ý> ITI exp (-Tr (fT) (4.4.5) 
The larger the value of x in equation (4.4.3) then clearly from 
equation (4.4.4) and (4.4.5), the lower is the filter bandwidth required 
to achieve that impulse response. The largest acceptable value of x, 
such that the sampled Gaussian response can be considered equivalent 
to the sampled raised cosine response is x=0.01, giving the impulse 
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response shown in Fig. 4.4.3. From this information, the expression 
for the continuous Gaussian impulse response can be obtained: 
(t) exp (4.4.6) 
Transforming equation (4.4.6), the Fourier transform of this waveform 
(and, of course, the frequency response of the filter which has this 
impulse response) can be obtained: 
F(f) = exp(-2.1432(fT) 
2) 
(normalised) (4.4.7) 
Equation (4.4.7) therefore represents the required equipment filter shaping 
to achieve the desired Gaussian impulse response. Unfortunately, 
in a practical radio link there are other sources of equipment filtering 
in the overall radio link and these lie in the radio transmitter and 
receiver. A typical combined radio transmitter and receiver 
characteristic is given in Fig. 4.4.4. It is necessary to check 
whether this frequency response characteristic adversely affects the 
desired Gaussian impulse response required for the overall equipment 
filtering. This is not a simple analytical response, so a computer 
program was used to study the problem. The program employed, called 
IMPS, was written by MJ Fairfield and given the frequency response of 
the overall equipment filtering as an input, it generates the resulting 
impulse response. Five tests were performed with this program as 
follows: - 
(1) Gaussian amplitude/frequency response: - in this test the required 
Gaussian frequency response of equation (4.4.7) is used as data to 
ensure that the expected Gauýjsian impulse response is obtained. 
This test is simply a check of both the analysis of the Gaussian impulse 
and frequency response and the correct operation of the program. As 
well as numerical output of the resulting impulse response, the program 
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generates graphs of both the overall amplitude/group delay frequency 
response and the resulting impulse response (see Fig. 4.4.5). In 
this and all the tests, the QAM signal carrier frequency is 1800 Hz. 
The program assumes perfect demodulation of the signal and so the 
impulse response obtained represents the equivalent baseband impulse 
response. The results obtained are as expected, thus verifying the 
theoretical analysis and operation of the program. 
(2) Gaussian amplitude/group delay frequency response plus extra 
attenuation at low frequencies: - the Gaussian frequency response 
of test (1) is again used but extra attenuation is added at low frequen- 
(8utt, EN-wov-th) 
cies in the form of a third order high pass filter with a cut off 
frequency of 500 Hz. The addition of the extra attenuation is to 
ensure that the equipment filtering satisfies the BPO requirements for 
transmission on the PSTN described earlier in this section. The 
impulse response of this filtering is given in Fig. 4.4.6. Some 
spreading in the Gaussian impulse response has been produced and the 
response has also become slightly complex, due to the asymmetric 
amplitude characteristics about the 1800 Hz carrier frequency. 
(3) As for test (2) but including the radio filter amplitude/group 
delay frequency response: - this test shows the effect that a 
typical radio filter (see Fig. 4.4.4) has on the Gaussian impulse 
response. The results are given in Fig. 4.4.7. They show that a 
complex impulse response is produced with a large quadrature component 
and significant spreading of the real Gaussian component in the form 
of post echo ripples. 
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(4) As for test (2) but including the radio filter group delay 
characteristic only: - This test shows the effect of the radio 
filter group delay characteristics on the Gaussian impulse response. 
Radio filter amplitude characteristic is assumedConstant for all 
frequencies. The results, given in Fig. 4.4.8 show a complex impulse 
I 
response which is very similar to that obtained for test (3), indicating 
that the radio filter group delay characteristic is mainly responsible 
for the distortion of the Gaussian impulse response. 
As for test (2) but including the radio filter amplitude 
characteristic only: - This test shows the effect of the radio 
filter amplitude characteristic on the Gaussian impulse response. 
Radio filter group delay is assumed ponstant for all frequencies. The 
results are given in Fig. 4.4.9 and show a response very similar 
to that obtained in test (3) which was for the Gaussian filter without 
the radio filter. This result indicates that the radio filter amplitude 
characteristic is very mild and has little effect on the Gaussian 
impulse response. 
In conclusion, it has been shown that the idealised raised cosine 
impulse response used in later simulations can be approximated in practice 
by modem equipment filtering which has the Gaussian shaping described 
by equation (4.4.7) and by equalising the group delay characteristics 
of the radio filter. 
(B) Practical Transmitter and Receiver Filtering 
Idealised filtering is useful for evaluating the 'upper bound' 
performance of the serial QAM transmission system, against which more 
practical but sub-optimum filtering can be compared. The practical 
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filters considered here have been designed by MJ Fairfield for use 
over the PSTN. Detailed information on this filtering is given 
elsewhere 
10,11 
, so only the filter parameters directly relevant for 
simulation purposes are given here. 
The filtering is composed of a set of four filters namely 
transmitter pre-modulation filters (low pass), transmitter post 
modulation filter (bandpass), receiver pre-demodulation filter (bandpass) 
4 
and receiver post demodulation filter (low pass). The combined filter 
impulse response has been designed to have shortýduration and a minimuin 
rise time. The frequency response of the combined filters and their 
resulting impulse response is given in Fig. 4.4.10. The combined 
filters together wi-th the radio filter of Fig. 4.4.4 represents the 
overall filtering in the HF radio link and its impulse response is 
given in Fig. 4.4.11. A further impulse response which is required in 
the simulation of the serial QAM transmission system is the impulse 
response of the receiver filter as this is necessary to correlate additive 
noise which is used in testing system performance. This impulse 
response is given in Fig. 4.4.12 and in this case, exactly half of 
the total radio filter frequency response is assumed to be present at 
the receiver end of the transmission system. 
It is interesting to compare the overall impulse response of the 
practical filtering (Fig. 4.4.11) with that of the Gaussian filtering 
(Fig. 4.4.7). Although the duration of both impulse responses is 
similar, the rise time of the practical filtering to its peak value 
is shorter than that for the Gaussian filter. Fast rise time is an 
important parameter for good detector operation and this is explained 
in a later section. 
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4.5 The Viterbi Algorithm Detector 
The Viterbi detector is the optimum performance maximum likelihood 
2 
detector The study of its performance when used over an HF radio 
link is therefore very important because it represents an excellent 
comparative measure of the performance of all other sub-optimum 
detectors. The operation of a Viterbi detector will now be considered 
in detail and from this it will become clear why such a detector is 
so impractical and consequently why sub-optimum detectors must be used 
in practice. 
The description of the Viterbi detector assumes that all 
other receiver operations are carried out perfectly, so that only 
two inputs and one output from the detector are considered as shown in 
Fig. 4.5.1. A simple example of the operation of a Viterbi detector for 
a binary data signal and real impulse response has previously been given 
in Section 4.2 to clarify its operation. A generalised description of 
its operation is now given for an m level signal operating over a 
channel with a sampled impulse response of g+l complex components. 
In the simple example, no detection of data is made until the complete 
message is received. This becomes unwieldy for practical transmissions 
which have durations of many thousands of symbols so that a large 
amount of storage is required to store the message and a very large 
amount of signal processing is required to consider every possible data 
sequence which might have been sent and then find the most likely 
sequence. This problem is overcome by performing detections after n 
data symbols have been received. 
For symbol period j, the received signal sample is given by, 
j "': 
h10s 
j-hyj, h + wj 
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sj for a QAM signal is complex and, for example, has one of the four 
values ll±j for a4 point QAM signal. The value w. is a Gaussian noise 3 
sample the (w jI 
being statistically independent Gaussian random 
variables with fixed variance and zero mean. The channel sampled 
impulse response is, 
y (4.5.2) j, oyj, l yj, g 
and is in general complex. Let R., S. and W. be the j component row 333 
vectors whose i 
th 
components are r,, si and wit respectively, for 
i=l, 2.... j. Also let X. and U. be the j component row vectors 
33 
whose J- 
th 
components are xI and u,, respectively, for i=l, 2F... jr 
where xI has one of the m possible values of sI and uI is the possible 
value of wI satisfying 
r =-, 
Ix 
j-hyj, h + 
uj 
i h=O 
(4.5.3) 
sj is equally likely to have any of its m3 possible values and the maximum 
likelihood data symbol vector X. is its possible value such that 3 
ju u2 
is minimised. 
(4.5.4) 
The Viterbi detector, during symbol period j, holds in store the mg 
possible maximum-likelihood data symbol vectors fX iI corresponding 
to the mg different possible combinations of data symbol values 
x j-g+l' xj-g+2',, ', ' x.. 
A maximum likelihood vector X. is here the 
33 
Possible value of X. that minimises 
JU 12 subject to the constraint 
3 
that x j-9+11 x j-g+2"****' xi 
have the given values (j>g). Associated 
with each of the mg stored vectors X3 ýis stored the corresponding value 
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of ju i 
12 where u1 satisfies equation (4.5.4) for each i. The true 
maximum-likelihood vector X. is the one of the stored vectors fX. 1 for 33 
which JU i 
12 is minimum. 
On receipt of the s4mple rj+,,, each of the stored vectors IX 1 
forms a common part of m vectors {X j+l 
I each of which has the associated 
value of , 
I 
j+112 = Uj, 
2 
+92 u lrj+l -Xx j-h+l Yj, hl 
(4.5.5) 
h=o 
which is determined using the appropriate stored value JU i 
12. For 
each of the mg possible combinations of values x j-g+2' x j-g+3"** xj+lr 
the detector now selects the vector Xj+l associated with the smallest 
value of JU j+112. 
The resultant mg vectors {Xj+ll are then stored 
together with the associated values {JU j+l 
12, 
. one of these vectors 
is the true maximum likelihood vector X j+l 
The process then repeats 
for symbol period j+2. 
It was explained earlier why detection must begin before the complete 
transmission is received. This means that for the true maximum likelihood 
vector x., the value x is the detected value of s giving a delay 
I j-n+l j-n+l' 
in detection of n-l sampling intervals. The integer n is preferably 
such that n >, 3 (g+l) . In the detection of sj -n+l' 
the receiver does 
not need to consider the values of x j-n' xj-n-1 ... 
Thus, instead of 
storing mg j-component vectors IX. Ir the receiver in fact stores the 3 
corresponding mg n-component vectors {Q iI where 
x (4.5.6) j-n+l xj-n+2 '*** x] 
so that Qi is formed by the last n componentsof the corresponding 
vector X.. If n< g+l, n is replaced in equation (4.5.6) by g+l, the 
I 
ill 
additional {X 
'I 
I being required for the computation of ju i 
12. 
4.6 A Near Maximum-Likelihood Adaptive Detector 
The Viterbi algorithm detector discussed in Section 4.5 is the 
optimum maximum likelihood detector but it becomes impractical for 
channels with long sampled impulse responses. The reason for this is the 
mg data symbol vectors which must be stored and processed every symbol 
period. Any practical derivative must therefore employ a much smaller 
number of vectors, say k, where k<<mg. A considerable amount of work 
has been done on such derivatives 
1-6 
, but here only the modified detection 
process used in the simulations is considered. 
The description of this detector uses the same assumptions as for 
the Viterbi detector description in the previous section and again 
the detector operation is described for symbol period j. Just prior 
to the reception of the sample, 
9 
s j-h Yh + W3, h=O 
where 
y : -- YO Y1 *"** y 
(4.6.1) 
(4.6.2) 
is the sampled impulse response of the complete channel (equipment filtering 
and HF radio channel) , the receiver holds in store k vectors 
(X 
j-1 
}, where 
j-1 "ý xj-n xi-n+l *- x1 
(4.6.3) 
where xI has one of the m, possible values of the data symbol SI- 
Associated with each stored vector X j-1 
is the cost JU j_112, where 
ju 
1_112 = U2 + U2 
++u2 (4.6.4) 12 j-1 
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and ui is given by, 
x i-hyh h=o 
(4.6.5) 
The vector X 
j-1 
only contains the last n components of the corresponding 
complete (j-1) component vector (x 1X 2- x j-1 
) which together with the 
(j-1) component vector (r 1r2... r j-1 
) determines the associated JU, 
_ll 
2 
Following the receipt of r., each stored vector X is expanded into 3 j-1 
m(n+l)-component vectors x 
J-n 
X j-n+l,, *x3 where x j-n' x j-n+l***' X j-1 
have the values in X. , for each of the m expanded vectors, 3-1 
but xi has its m different possible values in the m vectors. There are 
now mk expanded vectors. The cost, 
Iui 12 = jUj_112 + (rj -ýx j- y)2 
h=O 
(4.6.6) 
of each of these is now evaluated using the appropriate value JU 
j -11 
2 
which has already been determined previously, in symbol period j-1. 
A selection process is now applied to the mk expanded vectors, 
producing k selected vectors. The selection process operates as 
follows. For each of the m possible values of x j-h+2' where 
h= k/m, 
(k is an integral multiple of h), the detector selects the vector Xj 
with the given value of x j-h+2 and associated with the smallest 
JU 
i12 
to give m selected vectors. The process is then repeated, in turn, 
for x j-h+3' x j-h+4**' xJ. Once a vector 
is selected it is not available 
for selection a second time. When this process is complete k-mvectors 
have been selected. A further m vectors are selected from the remaining 
non-selected vectors as those with the smallest {JU i121, no restrictions 
now being applied to the values of any of the Ix 1 
1. Having selected the 
k vectors, the detection process removes the first component, x j-n' 
from each of these vectors, to give the k vectors {X. 1 which are stored I 
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together with their associated costs. The detected value of s j-n+l 
is taken as the value of the component x 
j-n+ 
in the stored vector 
x j-n+l xj-n+2 -- x, 
which is associated with the smallest cost. 
(4.6.7) 
This detection process perform well in applications where Iyol 
is one of the larger of the {1y, 11 and where the last few of the {1y, 11 
are relatively small. However, when lyj_l<<Iyfl for i=0,1,2 f-l 
and f, <g, as sometimes occurs with the time varying sampled impulse 
response of an HF channel, this process may not operate satisfactorily. 
The reason for this is that, after the reception of r., the k selected 
3 
vectors (X I and hence the values of x 
j-f+l' 
x j-f+2'*'*' x 
in these 
vectors are determined before any components of significant magnitude 
dependent on sss. have been received so that the j-f+l' j-f+2'*'* 3 
selected vectors have often been very poorly chosen. In order to 
overcome this problem, the detector is made adaptive via the following 
changes. 
The first change is to operate the detection process, exactly as 
described, but after a delay of p sampling periods where 1, <p, <g. 
The parameter p is the greatest delay (in sampling periods) in the 
location of the first significant component yf of the sampled impulse 
response of the channel, likely to be experienced over the time varying 
HF channel. Thus, instead of expanding the k stored vectors JX j-1 
} 
into mk vectors and then selecting k vectors {X. 1, immediately after receipt I 
of r this same operation is carried out immediately after receipt 
of rj 
The second change is that just prior to the receipt of rj+p,, the 
detector holds in store the p quantities. 
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for i=0,1,2, 
... p -1 
where 
g-i 
= 
h1 j-hyj+i, i+h 
(4.6.8) 
Immediately after the receipt of rj_, p 
but before any other operation, 
the detector evaluates 
9 -P 
1, pi-1 
=hx1xj 
-hy j+p, P+-h 
(4.6.9) 
The appropriate p +1 quantities {z j-l, i+l 
I are now associated with each 
of the k stored vectors {Xj_ll, z j-l, i+l is an estimated signal 
component in r. 3 +3- 
The third change is that following the expansion of the k stored 
vectors Ix j-1 
1, after the reception of rj +p , 
to give mk vectors 
fx. x x. 1 3 -n j -n+l 3 
the detector now decides that yf is the first significant component of 
Y j+p , where f is some positive integer in the range 0 to g. This is done 
by examining Yj+p and applying a suitable selection criterion for f. 
The criterion used is to search for the maximum component in the impulse 
response, and then starting from y, the first component >. Zly lymaxii 0 maxi 
is y f* The optirrum value of the constant 
P, can only be determined by 
simulation. 
The fourth change is that, having made the above decision, the 
detector replaces z j-l, f+ll as given 
by equation (4.6.8), by 
g-f 
z j, f 
Ix 
j-h Yj+f, f+h 
LJL-%i 
(4.6.10) 
This is achieved by adding xi Yj+f, f 
to z j-l, f+l- 
The {z 
J-11i+1 
I for 
i=0,1,2, 
..., Tp and i0f are left unchanged. 
115 
The fifth change is that the detector instead of associating with 
each of the mk expanded vectors the corresponding cost JU i 
12, 
as determined by equation (4.5.6) evaluates, 
c, = Ir j+i - zj-l, i+l 
12 (4.6.11) 
for i=0,1,2, ..., f-1, and also, 
Cf Ir j+f - Zj, ft 
2 
(4.6.12) 
and then sets 
d- ju 
2 
(4.6.13) 
i j-11 +I ci i=O 
Each expanded vector is now associated with the corresponding cost d.. 
3 
Using these costs, the k vectors [X. 1 are selected from the expanded 
3 
vectors, according to the previously described selection process. The 
selected vectors are stored together with the associated Id. l. The 
3 
detector also evaluates 
lu 12= ju 12 + (r. -9x)2 (4.6.14) j-hyj, h h=O 
for each stored vector, using the given value of JU J_112 , ready 
for the 
next detection process. 
The sixth and final change is that, for every stored vector X., 
3 
each 
g-i 
z j-lIi+1 x j-hYj+i, i+h 
(4.6.15) 
h=O 
is now replaced by the corresponding 
g-i 
z 
3,1 
x j-hyj+i, i+h 
(4.6.16) 
h=O 
for i=1,2,3, p J, Zj-l, f+l 
having already been replaced by 
z. j, f 
The value of s j-n+l is 
finally detected as the value of x j-n+l 
in the stored vector Xj, associated with the smallest dj. 
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At this stage, the receiver holds in store k vectors JX 
31 
together 
with their associated Id. 1. It also holds the quantities, 3 
j, l' 3, P 
and JU i 
12. It is now ready to receive r j+ P+I* 
4.7 Double Sampling 
The rate at which the data signal is sampled in the receiver, prior 
to detection, has up till now been equal to the symbol rate of the data 
signal. The symbol rate is the minimum sampling rate at which the data 
can be detected. However, there are advantages to be obtained by sampling 
the signal at rates higher than the symbol rate. These advantages can 
be explained by use of the sampling theorem. Consider a baseband signal 
wi th a spectrum extending to F Hz (see Fig. 4.7.1 (A) ). The minimum rate 
at which this signal can be sampled such that it can be accurately 
reconstructed from the resulting sampled signal is 2F Hz known as the 
Nyquist sampling rate (see Fig. 4.7.1(B)). The original signal can be 
obtained by 'brick wall' filtering the sampled signal using a filter with 
a cut-of f frequency of F Hz. The sampled signal has this property for 
any possible sampling phase of the continuous signal. The preceding 
statements are also true for sampling rates higher than the Nyquist rate 
(see Fig. 4.7.1 (C) ). However, it is interesting to consider the effect 
of sampling the signal at a rate slightly lower than the Nyquist rate 
(see Fig. 4.7.1(D)). Here, it is no longer possible to reconstruct 
exactly the original signal because of aliasing (shaded. portion) in 
the frequency range F-AF to F Rý- The effect of this aliasing is dependent 
on the phase of sampling used on the original signal. Consider now 
the data signal of interest which is a 1200 symbols per second signal. 
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The spectrum of the signal after demodulation and filtering and just 
prior to sampling, is determined by the symbol rate and by the equipment 
filtering but can be considered to extend to approximately 1200 Rz 
(in fact it will extend beyond this due to the finite cut-off rate 
of real filters). When this signal is sampled at the symbol rate of 
1200 Hz, it is interesting to consider the spectrum of the sampled 
signal (see Fig. 4.7.2(B)). Clearly, sampling the signal at the symbol 
rate is totally inadequate for reconstructing the original signal 
because of the severe aliasing produced but of course in a data signal, 
reconstruction of the signal is not required and this sampling rate is 
quite sufficient for determining the data symbols from the received 
signal. However, it has already been explained that the effect of this 
aliasing is dependent on timing phase and this can now be shown with 
a simple example. Assuming a perfect channel and ideal equipment filter- 
ing which has the raised cosine impulse response of Fig. 4.7.3(A), 
the effective signal energy as seen by the detector is clearly dependent 
on the sampling phase employed as shown in Fig. 4.7.3 (B) . With the 
optimum sampling phase and equal sharing of the signal filtering 
between the transmitter and receiver, such that the receiver filter is 
matched to the received signal (assuming here that the original data 
signal at the transmitter input is in the form of impulses), there is 
negligible intersymbol interference in the received sampled signal and 
simple threshold level detection gives near optimum tolerance to additive 
white Gaussian noise. Clearly, one disadvantage of sampling at the symbol 
rate is that for the given example a3 dB penalty in signal to noise 
ratio may have to be tolerated with respect to optimum timing phase or 
alternatively a method for optimising timing phase must be employed in 
the receiver. The energy in sampled signal is here taken as the sum 
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of the squares of the absolute values of the samples, and the ef fects 
of intersymbol interference between adjacent signal elements are ignored. 
Returning then to the signal of interest, sampling the baseband 
signal at 2400 Hz (called double sampling)will remove aliasing and so sampling 
phase will have no effect on the effective signal energy after sampling. 
A further advantage obtained by double sampling is the simple fact that 
having more samples per symbol available at the receiver means a better 
detection can be performed whenever the sampling phase is not optimum. 
For example, a 100 bit/s baseband binary polar signal is transmitted 
over a perfect channel and is received in a suitable low pass filter 
with a cut-off frequency of 1 kHz. White noise is introduced at 
the receiver input. The signal can be threshold detected if the signal 
is sampled at 100 Hz after filtering (see Fig. 4.7.4(A)) but clearly 
a better detection can be performed by sampling the signal at a much higher 
2000 samples per. second . which is the Nyquist sampling rate for this 
situation (see Fig. 4.7.4(B)). The detection is better because the 
noise samples at each of the 20 samples in Fig. 4.7.4(B) are uncorrelated 
but of course the symbol value (for symbol i) is always +1. This 
means that the data signal samples add on a voltage basis, whereas 
the noise samples add on a power basis. If the 20 samples are added 
together and the sum is threshold detected then this detection will be 
lolog 
10 
(20) = 13 dB better than that of the corresponding single 
sample case of Fig. 4.7.4(A). Any attempt to further improve on this 
by sampling at a rate greater than 2 kHz will result in little or no 
improvement because of noise correlation which is introduced by the 1 kHz 
cut-off low pass filter at the receiver input. The optimum sampling 
rate of the received signal is therefore given by the Nyquist frequency 
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of the receiver filter and for the case of the equipment filters of 
Fig. 3.2.2 this is approximately 2400 samples per second which is twice 
the symbol rate of the proposed 4 point QAM 2.4 kbit/s signal. 
The modifications required to the detectors discussed in preceding 
chapters for double sampling operation are as follows. Firstly, 
the received signal, r(t), is sampled twice per symbol, at the time 
instants JiTI and (i-ý)T where i takes on only integer values. There 
D 
are two signal samples per symbol period, {r and {r 
1 
1. The {r are 
the same as previously described and the {r are samples of r(t) at 
t= (i-ý)T 
rSyD+wD (4.7.1) i-h i, h i h=O 
and the sequence of values given by the vector 
DDDD 
yi y i, o y i'l .... y i, g 
(4.7.2) 
is taken to be the sampled impulse response at time t= (i-1,2)T of the 
equivalent baseband channel, composed of the equipment filters and HF 
radio link. 
Some correlation exists between the noise samples (w 
II 
and fw 
D 11 
this being determined by the receiver impulse response. 
The maximum likelihood detectors operate exactly as previously 
D 
described, except that the two received samples r. and r. are involved 
33 
in a detection, instead of just rj, and IU i 
12 is nowgiven by 
2D9D292 ju ju 
j_112 
+1 ri-xx j-h y j, h 
I+ Ir I X. hyj, hl 
h=o h=O 3- 
(4.7.3) 
Additionally, the near maximum adaptive detector described in Section 4.6 
holds in store the p quantities 
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where 
for i=0,1,2, ... p-i 3-1, i+l 
g-l- D Ix 
j-hyj+i, i+h 
(4.7.4) 
h=l 
and the value 
D (4.7.5) X, y 
h=l 3-h 
j+i, i+p 
It uses these values to compute 
DDD2 
c 
]- 
=Ir j+i - zj-l, i+ii 
(4.7.6) 
for i=O, 1, ... 
Pfl 
where yp D is the first significant component of i+Plf 
yD determined as for Y. and, j+p 3+P 
DDD 
D12 Cf Ir j+fD -Z iff 
and then sets 
dI= JU 
j_112 
f 
I (C. +cD) 
J. =O 
11 
(4.7.7) 
(4.7.8) 
Finally, the detector, additional to the computation of the {z j'i-l 
for every stored vector X., eack 
3 
g-l D 
zx j-hyj+i, i+h 
is now replaced by the corresponding, 
g-I 
zD'i =Ix (4.7.9) i h=0 j-hyj+i, 
i+h 
for i=1,2,3, ... P- 
The detection of s j-n+ is achieved as before, as the value of 
x j-n+l in the stored vector Xi. which has the smallest dI. After this 
detection, the detector has in store k vectors JX jI as 
before, together 
with their associated Id i 
}. It also holds the quantities, 
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zz. j, 1 j, 2 * .... lip 
and 
DDD 
zz. j, l j, 2 * .... 3, P 
12. D and IUi It is now ready to receive and operate on r j+p+i and r j+p+" 
4.8 Results of Computer Simulation Tests on the Detector 
Computer programs, simulating the two detectors previously described 
in Sections 4.5 and 4.6, have been written and they have been tested 
over the simulated HF radio link, in the presence of additive white 
Gaussian noise, and assuming all other modem functionsare performed 
perfectly. The importance of these particular tests is that they 
give the "upper bound" performance of a serial modem employing maximum 
likelihood detection. The results obtained can be directly compared 
with those for the parallel modem in order to determine whether a 
better performance is achievable with maximum likelihood detection and 
therefore, whether the system is worthy of further study. A further 
advantage of having upper-bound performance characteristics is that 
the relative penalty paid for the inclusion of the other functions 
(estimation, timing, etc) necessary for a complete modem, can be easily 
obtained. 
Simulation tests have been carried out on four distinct systems. 
For the purpose of this section, these are: - 
System 1: A Viterbi detector employing ideal equipment filters having 
a raised cosine impulse response. The sampling rate is once per symbol 
(single sampling). The impulse response of the channel and filters has 
a maximum of 5 complex components and the detector has 256 stored 
vectors, each being 16 components in length. 
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System 2: As for System 1 but employing double sampling (two samples 
per symbol). 
System 3: The same detector as in System 2 but using actual equipment 
filters with an impulse response longer than that of the ideal filters. 
In this situation the detector is no longer a true Viterbi detector. 
System 4: An adaptive near-maximum likelihood detector as described 
in Section 4.6. Actual equipment filters as used in System 3 are 
also employed here. Double sampling is also used in sampling the 
received signal. 
The simulation tests which have been carried out on the preceding 
systems are similar to the parallel modem tests in Chapter 3. 
They are error rate tests simulating the transmission of 24000 symbols 
of data over an HF radio linki each transmission of 24000 symbols 
being carried out at a fixed signal / noise ratio. Exactly the same 
fading sequences have been used in these tests as were employed in the 
parallel modem tests so that a fair comparison can be made between the 
two techniques. 
Test 0: Comparison of the error rate performance of System 1 and the 
parallel modem when both are operating over a perfect channel. 
Results of this test have been plotted in Fig. 4.8.1 and show a 
significant improvement in performance is obtainable with the serial 
system. The improvement varies from 4.6 dB at an error probability 
of 0.1 to 4.2 dB at an error probability of 0.001. This result is 
precisely what would be expected from theoretical analysis. Firstly, 
the serial modem. employs coherent signalling and the parallel modem, 
differential PSK, which gives the serial modem an advantage of about 
2.5 dB. Secondly, the parallel modem employs 'gapped analysis' (see 3.2) 
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so about 
1 
of the received signal is unused, giving it aL further penalty 3 
of 1.8 dB. The total theoretical advantage of the serial system over 
the parallel system is about 4.3 dB. 
Test 1: Comparison of the error rate performance of System I and the 
parallel modem over the three test channels. 
In this test, System 1, the Viterbi detector, is simulated using 
the "typical" fading sequences determined in Chapter 3 for the parallel 
modem. Results have been obtained of the System 1 performance over 
the three channels in Table 2.4.4., namely 'good', 'moderate' and 
'flutter fading'. The results are plotted in Figs. 4.8.2 to 4.8.4 
along with the performance obtained for the parallel modem in each case. 
The results clearly indicate the superior performance achievable 
with the serial modem. At 1% error rate, the serial system is at least 
10 dB better than the parallel modem for all three channels, this improve- 
ment increasing for increasing SNR and decreasing to a minimum of 
5 dB at an error rate of 10%. 
Test 2: Comparison of performance of System I and the parallel 
modem over the 'good' channellusing mild, typical and severe fading 
sequences. 
The purpose of this test is to ensure that the typical fading 
sequences used in Test 1 are indeed typical for the serial modem as 
the possibility exists that a typical fading sequence for the parallel 
modem may not necessarily be typical for the serial detector. The 
method of testing is to run the parallel modem over mild, typical and 
severe fading sequences of the 'good' channel, these fading sequences 
being obtained from the results in Table 3.5.7. System 1 was then tested 
over the same three fading sequences and the results are plotted in 
Fig. 4.8.5. 
124 
The results show that the two types of detector are affected in 
the same way by the type of fading sequence used in the simulation tests. 
The conclusion can therefore be made that a fading sequence which is 
typical for the parallel modem is also typical for the serial detector. 
The close spacing of the group of three curves for the System 1 also 
indicate that the serial detector can cope better with fading channels 
than the parallel modem. 
Test 3: Comparison of the error rate performance of System 2 and the 
parallel modem over Channels 1 and 3. 
This test is the same as for Test 1 except that now double sampling 
is used in the Viterbi detector. For the sake of clarity and ease 
of comparison, the results of this test are plotted withthose of Figs. 4.8.2 
and 4.8.4 in Figs. 4.8.6 and 4.8.7, so that the relative performance 
of Systems 1 and 2 can be easily seen, as well as showing the further 
improvement achievable with System 2 over the parallel modem. 
The results for System 2 indicate a2 dB improvement over System 
In fact, the results for System 2 represent about the best possible 
results achievable with maximum likelihood detection because the optimuin 
detection process is used, ideal short response equipment filters 
have been employed and sampling of the signal at the Nyquist rate a. s 
determined by the receiver filter, have all been performed. This 'upper 
bound' is therefore the performance measure for all subsequent tests of 
modified detection processes and combined detection, estimation, carrier 
phase tracking etc. 
Tests 1-3 are idealised because true Viterbi detection has been 
considered. In practice, actual filtering lengthens the impulse response 
to a point where true Viterbi detection requires an impractical amount 
of signal processing as explained earlier in Section 4.6. In the 
following two tests, more practical filtering is considered. 
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Test 4: Comparison of the error rate performance of System 3 and 
the parallel modem over the Channels 1 and 3. 
This test is similar to Test 3 except that actual equipment 
filtering is used. The detector in System 3 is identical to 
that of System 2 but now it is no longer a true Viterbi detector 
but a reduced state Viterbi algorithm detector which operates exactly 
as a conventional Viterbi algorithm detector but as though the number 
of components in the sampled impulse response were reduced from 
nine (using actual filters) to five (obtained with the raised cosine 
response). For ease of comparison the results obtained have been 
plotted in Figs. 4.8.6 and 4.8.7. 
It is interesting to compare these results with those of Test 3. 
The performance of System 3 is very dependent on the channel considered, 
For the good channel, where the multi-path spread is only 1 mS, a 
degradation of about 1 dB over System 2 is obtained. However, with the 
multi-path spread increased to 3 mS, the relative degradation of System 
increases such that there is a degradation of about 4 dB in the case 
of the flutter fading channel 3. System 3 is therefore rather sensitive 
to the overall length of the channel impulse response. 
Test 5: Comparison of the error rate performance of System 4 and the 
parallel modem over Channels 1 and 3. 
This test is similar tO Test 4 but now the adaptive near-maximum 
likelihood detector described in Section 4.6 is in use. The results 
have again been plotted in Figs. 4.8.2 to 4.8.4 for comparison with 
the other systems. 
The results obtained for System 4 show that the degradation between 
it and System 2 is less than 1 dB for the two test channels. The 
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adaptive near-maximum likelihood detector of System 4 is therefore 
worthy of further study as part of an HF data modem and indeed it is 
considered in later chapters concerned with combined function simulations 
of such a modem. 
. L/- i 
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CHANNEL ESTIMATION 
5.1 Introduction 
The results of simulation tests described in the previous chapter 
have indicated the superiority of serial maximum likelihood detection 
over parallel DPSK. However, the results obtained for the serial systems 
represent upper bound performances which assume perfect estimation of 
the channel impulse response. In this chapter, different types of channel 
estimator for use with maximum likelihood detectors are considered. The 
channel employed for the testing of the different estimator/detector 
16 
combinations is not the HF chann6l but a randomly time varying channel 
The reason for this choice of channel is that it gives a better measure 
of each estimator's ability to track a changing channel rather than the 
HF channel which has a highly correlated time variation. 
Firstly, the model of the data transmission system under consideration 
in this chapter is described in Section 5.2. Sections 5.3 to 5.7 describe 
the four types of channel estimator of interest and in Section 5.8 
the results of simulation tests of these four different estimators, 
combined with a Viterbi algorithm detector, are given and analysed 
to find the most suitable estimator for use as a basis for an HF channel 
estimator. 
5.2 Model of Data Transmission System 
A model of the data transmission system under consideration in this 
chapter is given in Fig. 5.2.1. The channel estimator is shown to 
operate on two inputs, namely, the received signal samples Ir I} 
and the 
detected data symbols, {s'J. Similar models have been derived in earlier i 
chapters (2 and 3) but for clarity, all the assumptions made in this model 
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shall be given, rather than just describe the differences. The data 
symbols Is 
11 
are statistically independent and equally likely to have 
value either 1 or -1, that is, it is a binary signal. The impulse 
fs 
I 
6(t-iT)l at the input to the baseband channel in Fig. 5.2.1 are 
regularly spaced at intervals of T seconds and form a sequence of 
binary polar signal elements. 
The linear baseband channel includes the transmitter output filter, 
a linear baseband transmission path and the receiver input filter. 
The resultant channel, composed of these three sections, has an impulse 
response y(t) with an effective duration of (g+l)T seconds, where g is 
a positive integer and y(t) varies with time. The only type of noise 
which the channel is assumed to introduce is taken to be stationary 
white Gaussian noise which is added to the data signal at the output of 
the transmission path to give the band limited Gaussian noise waveform. 
w(t) at the output of the receiver filter. Thus the output signal from 
the baseband channel in Fig. 5.2.1 is the waveform 
y(t-iT) + W(t) (5.2.1) 
where si y(t-iT) is the i 
th 
received signal element. y(t), w(t) and hence 
r(t) have only real values. 
The waveform r(t) is sampled at the time instants iT to give the 
sample values 
r. = 1 
r, , where 
ýs i-j i3 (5.2.2) 
letting r, = r(iT), y, = y(iT) and wI= w(iT). The delay in transmission 
is neglected, so that y, =0 for i<0 and i>g, and the sampled impulse 
response of the baseband channel in Fig. 5.2.1 is given by the (9+1) 
component row vector 
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Yo Yl y (5.2.3) 
To avoid unduly complicating the description of the different estimators, 
Y is here taken to be effectively constant over any sequence of at least 
g+l successive received samples {r 
1 
1. The receiver filter is assumed 
to be such that the noise samples {w 
II are statistically 
independent 
Gaussian random variables with zero mea-n and variance a2, this 
normally being the case when the modem operates at below the Nyquist 
rate and with the received data signal in the presence of additive white 
Gaussian noise. The {w 
2.1 
are statistically independent of the {s 1 
1. 
The detector commences operation at time t=T and determines the 
values of the data symbols s 1, s 2" 
from the values of the received 
AA samples ir i 
1, to give the corresponding detected data symbols sl,, s2. '. 
In all cases the detector has prior knowledge of the is I} 
for i, <O. 
Except where otherwise stated, the delay in detection is neglected, so 
that sý is assumed to be determined after the reception of k rk* 
After the reception of the sample rk(or rk+g, depending upon which 
estimator is used) the stored estimate of the channel is given by the 
component row vector 
Yk :- Yk, o Yk, l - Yk, g 
(5.2.4) 
which is fed to the detector by the channel estimator ready for the 
detection process that takes place on the receipt of r k+l 
(or r k+g+l 
). 
The channel estimator determines Y by operating on the received {r, J kI 
in the appropriate manner, using the detected data symbols {s iI 
to give 
the values of the Js. j. The initial stored estimate of Y, determined 
I 
prior to the reception of r1 (or rk+, ) is, of course, Y0- 
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5.3 The Recursive Iýeast-Squares Estimator 
This estimator is a particular form of the Kalman filter 
2-14 
estimator , (see Appendix 7), and it operates as follows. 
Let Rk, Xk and Uk be the k component row vectors whose 3- 
th 
components are rI, xI and uI, respectively, for i=1,2 ... k, where 
i 
s 
i-jyk, j i=O 
and uI is the possible value of wI satisfying 
r. = (5.3.2) 
111 
It is clear from equation (5.3.2) that in the k dimensional linear 
Euclidean vector space containing the vectors Rk, Xk and Uk, the square 
of the Euclidean distance between the vectors Rk and Xk is 
IRk 
_ Xk12 
Iu 12 = U2 + U2 
2 
k12++ Uk (5.3.3) 
For a time varying channel, the least squares estimator of Y becomes 
the time varying vector YI 
"that 
minimises JRk Xkj, different vectors 
fy 
i 
ý} being used to evaluate the different {x 
I 
and full use of all available 
prior knowledge of how Y varies with time having been made for each 
received sample rI, i=1,2.:. k. 
Equation (5.2.2) shows that rI is a linear combination of the g+l 
parameters (y that it is required to estimate. Taking ri and the 
2 
is 
i-j 
1-to be known, but not wi, the results derived by P. C. Young 
can be applied to obtain an expression for the recursive least-squares 
estimate of Y from Rk, as follows. Let S be the (g+l) component raw 
vector 
s 
I-g 
(5.3.4) 
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and let Mk be a (g+l)x(g+l) matrix. Then, 
y/yIr-ITT -1 
k' k-1 
+(k Yk-lSk) (1 + SkNk-lSk) SkNk-1 
NT (i +sT Mk ý-- k-1 - 
Nk-lSk 
kNk-lSk) SkNk-1 
N k-1 :- Mk-l +L 
(5.3.5) 
(5.3.6) 
(5.3.7) 
where L is an appropriate (g+l)x(g+l) diagonal matrix. For a time varying 
channel of the type assumed here, the magnitudes of the g+l diagonal 
components of L indicate the expected rate of variation of the corres- 
ponding {y iI and are all set to the same value b. When the receiver 
has no prior knowledge of the channel at the start of transmission, N0 
is set to a diagonal matrix whose diagonal components have the value 
10 
6, 
this very large value indicating the lack of prior knowledge. 
The quantity 
yf sT 
k-1 k 
(5.3.8) 
in equation (5.3.5) can, if required, be constrained so that 
le 
KI ý<' 
d (5.3.9) 
where d is a suitable positive constant. e now replaces (r -y 
i- ST kkk1k 
in equation (5.3.5). The constraint overrides the value of ek given 
by equation (5.3.8) thus placing an upper limit on the magnitude of ek 
without however changing its sign. 
This is a very effective estimation process but it involves some 
2(g+l) 2+ 4(g+l) multiplications per received sample, rk , when 
implemented in the conventional manner just described., and of the order 
of 10(g+l) multiplications when implemented by means of the 'fast' 
14 
Kalman algorithm Since g may become quite large, it is of interest to 
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consider alternative estimation processes that require fewer operations 
per received sample but may therefore not be so effective. 
5.4 Feedforward Transversal Filter Estimator 
F. R Magee and J. G. Proakis 
15 
have developed a channel estimator 
that feeds the detected data symbols {s iI 
to a linear feedforward. 
transversal filter (see Fig. 5.4.1), simulating the channel, and 
adjusts the g+l tap gains of this filter in such a way as to minimise 
the mean square error between the received samples Ir 
II 
and the 
corresponding samples {r'J at the output of the transversal filter which i 
are estimates of the {r 
1 
1. The detected data symbibis {s i} are assumed 
here to be correct, so that si=sI for each i. Following the 
adjustment of the tap gains of the transversal filter, after the 
reception of rk, the g+l tap gains form the stored estimate Y/ of the k 
sampled impulse response of the channel. To allow for a delay of n 
sampling intervals in the detection of s k' rk 
is in fact obtained from 
the received samples fr 
II 
via an n-stage shift register delay circuit 
(not shown in Fig. 5.4.1). The delay of nT seconds in the detection of sk 
applies of course, to all estimators and has the same effect on their 
implementation. It is, for convenienceneglected here. 
The channel estimator operates as follows. Each square marked 
T in Fig. 5.4.1 is a store that holds the corresponding sI and each k-i 
time the stores are triggered, on the reception of a sample r k' the 
stored values are shifted one place to the right. The received sample rk 
and the detected data symbol s' are fed to the channel estimator at the k 
time instant t= kT to give the signal shown in Fig. 5.4.1. The stored 
is. - Jare multiplied by the corresponding components {y k-i k-l, i 
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of the stored estimate of Y, and the products are added to give ' rk 
The error in ', which is e=r-A, is multiplied by a small rk kk rk 
positive quantity b, and the resulting signal be k multiplies each 
sA the products being added to the corresponding components of k-i' 
y k-1 to give the new stored estimate Yk. Thus, the (i+l) th component 
of YI is k 
y/+ be S' k, i -`ý Yk-l, i k k-i (5.4.1) 
for i=0,1 ... g. This can be shown to be the steepest descent algorithm 
for adjusting the tap gains of the channel estimator 
15 
. The smaller 
the value of b, the smaller is the effect of additive noise on YI but 
k 
the slower is the response of Yk to changes in Y. Of course, b need not 
necessarily be constant. Only 2g+3 multiplications are involved in 
genera ng Y k' 
The quantity ek can, if required, be constrained so that 
je < k1' cl 
(5.4.2) 
where J is a suitable positive constant. The constraint overrides 
the value of e given by r' thus placing an upper limit on the k rk -k 
magnitude of ek without however changing its sign. 
5.5 Feedback Estimators 
These estimators operate by obtaining for each received sample 
r k+g a 
Irawl estimate Vk of Y that is used to update the stored estimate 
y k-l When Y k-l =Y and there 
is negligible noise, Vk =Y. Let 
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Zk = 
sks k+l .... Sk+cj 
s k-1 sks k+g-1 
s k-g s k-g+l sk 
(5.5.1) 
and let Dk, Ek and Fk be the (g+l)x(g+l) matrices obtained from Zk 
by setting to zero all components not on the main diagonal, all 
components on and above the main diagonal, and all components on and 
below the main diagonal, respectively. Thus, Dk, Dk +E k and Dk +F k 
are diagonal, lower triangular and upper triangular matrices, respectively, 
all nonsingular, and 
zk Dk +Ek+Fk (5.5.2) 
Now let 
and 
Rk =rk rk+l * ,r k+g 
(5.5.3) 
Wk": wk 
where Rk differs from its 
effectively constant over 
R kY 
w k+l .... w k+g 
(5.5.4) 
previous definition. Clearly, when Y is 
the received samples rk to r k-Fg' 
(D 
k+Ek+Fk+Wk 
(5.5.5) 
The basic method of operation of these estimators is to use one or 
more of the previously obtained stored estimates of Y, together with 
a knowledge of E and F, derived from the jsJ which are assumed kki 
to be correct to form an estimate Qk of Y(E k+F k)* 
The receiver then 
subtracts Qk from Rk to give 
p k Rk k 
= YD k+ Y(Ek +F k) - Qk +wk 
(5.5.6) 
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and multiplies P by D-1 to give the raw estimate kk 
-1 Vk Pk Dk 
Y+ (Y (E - Qk) D-1 
-1 
k+Fk) k+WkDk 
so that, when Qk ! gý Y (E k+F k) I 
Y+WD -1 
kk 
(5.5.7) 
(5.5.8) 
vk, whose (i+l)th component is vk, i' is used to update the stored 
estimate Y/ to give a new stored estimate k-1 
bV + (1-b) YI kk k-1 
:-yk 
_1 .+b 
(Vk -ykp 
-1 
) (5.5.9) 
where b<<l but need not necessarily be constant. The smaller the value 
of b, the smaller is the effect of additive noise on Yt but the slower k 
is the response of Y/ to changes in Y. From equation (5.5.9) the receiver k 
forms the 'error' vector 
Fk= Vk - Vk-l 
=fk, O 
f 
k, l ... *fk, g 
(5.5.10) 
and adds bF to Y/ to give 
/ 
An important difference between k k-l Yk* 
Y 01 here and Y 'A for the previous two estimators in Sections 5.3 and 5.4 kk 
is that Yk/ is here determined after the reception of r k+g whereas 
for 
the previous estimators Y/ is determined after the reception of R k" k 
The change has been introduced to simplify the terminology. 
vk (equation (5.5.10)) can, if required, be constrained so that, 
for each i, 
lfk, 
il '< 
(5.5.11) 
where d is a suitable positive constant. When the constraint on Vk 
is applied, it overrides the value of Vk determined by equation (5.5.7) 
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thus placing an upper limit on the magnitude of each f k, i 
without 
however changing its sign. 
There is an interesting relationship between the feedforward 
estimator and the feedback estimator. Whereas the feedforward 
estimator employs the Jyk / and the is'l to give an estimate of r i k' 
using the error ek in the estimate to correct the fyk", ,I, the 
feedback estimator employs the IrkJ and the Is iI to give estimates 
of the {y iI using the errors 
U 
k, i 
I to correct the {y kI l'i 
1. The 
relationship between the feedforward estimator and the least squares 
estimator can be established as follows. If the matrix N k-l in 
equation (5.3.5) is set to hI, where h is a scalar constant and I is 
the (g+l)x(g+l) identity matrix, then 
(I+S 
kNk-lSk 
T )-l = (1+h(g+l))-l (5.5.12) 
which is a constant. Also if si=s for each i 
sT= rý k-1 kk 
in Fig. 5.4.1, so that 
rk - Yk 
I 
lSk 
T=ek 
and equation (5.3.5) becomes equation (5.4.1) with 
h (1 +h (g+l) ) -1 (5.5.15) 
Thus by arbitrarily fixing the value of N k-1 at 
M (equations (5.3.6) 
and (5.3.7) not now being required), the recursive least squares 
estimator degenerates into the feedforward estimator with the 
appropriate value of b. 
The basic feedbAck estimator just described can be implemented 
in various different ways, and the two most interesting and effective 
of these will now be considered in some detail. 
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5.6 Feedback Estimator I 
Assuming the basic system described in Section 5.5, let 
B 00 .... 010 .... 0 (5.6.1) 
and 
C= 
000 .... 0000 
loo .... 0000 
olo .... 0000 
0001--. 0100 
000.1- 0010 
(5.6.2) 
where BI is a (g+l) component row vector and C is a (g+l) x (g+l) square 
matrix. 
In the feedback estimator 1, the estimate of YE k used 
by the 
receiver is 
sk 
-1 
y k-1 
c (5.6.3) 
where CI shifts the components of the vector s k-i 
yk/ it ip aces to 
the left, the first i components of s' y therefore being last and k-i k-3- 
the last i components of s* yfCI becoming zero. The estimate k-i k-i 
of YE k 
is now subtracted from Rk to give the (g+l) component vector 
Rý =ýAA (5.6.4) rk rk+l rk+g 
such that 
91 
Pý =Rksk 
-i 
y k-ii C 
(5.6.5) 
The vector Pý is fed into the nonlinear feedback f ilter shown in 
Fig. 5.6.1. The output signals from the multipliers are initially set 
to zero while Rk is fed into the shift register to the position shown 
in Fig. 5.6.1 ' is then multiplied by (s) -1 to give which is the rk k vk, 0 
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raw estimate of y 0- 'k, O 
is used to update the stored estimate 
Yk"1,0 according to equation (5-5.9) and the updated stored estimate 
y k. 0 
is fed to the following g multipliers, the resulting products 
being subtracted from the appropriate Jr' }. The shift register is k+i 
then triggered to shift the stored values f'y'I one place rk+i - Sk+i k, O 
to the right. The output signal from the multiplier fed by (s')- 
1 
k 
is now v k, 1 which is used to update the stored estimate yk" l' 
I to give Yk I 
'l 
which is fed to the following multipliers, only the first 
g-i of these are used, a total of 1-, (g+l) (g+2) multiplications being 
performed in the evaluation of Vk. In practice the different 
multiplications would be performed sequentially by a single multiplier, 
so that the feedback estimator 1 would not be implemented quite as 
suggested by Fig. 5.6.1. 
It can be seen that, with the correct detection of the {s i 
1, 
the feedback estimator 1 subtracts from Rk an estimate of YEk to give 
Rý in equation (5.6.5). It then subtracts from Pý the vector YkFk 
and multiplies the resulting vector by D-1 to give k 
vYF )D -1 (5.6.6) 
kkkk 
Furthermore, the estimate it forms of Y(Ek+F k) 
is 
SA yF (5.6.7) Qk ýi11 k-i ]: -iC3 
+ Yk k 
and, with this value of Qk and with si=si for each i, the operation 
of the feedback estimator 1 is given by the equations (5.5.3)-(5.5.11). 
Whereas the most recent possible estimate Y" of Y is used in forming the k. 
estimate of YF k, 
less recent estimates are used in forming the estimate 
of YE 
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The receiver does not have to evaluate Pý in equation (5.6.6) 
afresh for each value of k, but, as can be seen from equation (5.6.5), 
Rý sý 
_lY 
ý 
1) C+ rk B (5.6.8) kk k- +g 0 
so that Pý is evaluated more simply from Pý_,. The three steps in 
the recursive estimation of Y, performed by the feedback estimator 1 
for each received sample r k+g' are therefore given by the equations 
(5.6.8) (5.6.6) and (5.5.9) thus involving a total of some 
1 (g+l)(g+2)+2g+l 
2 
multiplications. 
Vk is derived from Pý by means of a nonlinear operation. In the 
corresponding linear system, the Iv .I are 
fed directly to the k, i 
multipliers in Fig. 5.6.1, in place of the {y 1,1, the feedback shift k j, 
-1 register now performing the linear transformation (D k+Fk 
1 
Týis feedback estimator has been described previously It suffers from 
a rapid build up in noise level in vk, i' as i increases 
from 0 to g, 
and as a result it becomes unstable for the larger values of b. Since 
is in general a much better estimate of y than is vk ., 
having Yk, 
i iI 
only a relatively small noise component, the feedback estimator 1 should 
normally give a much better estimate of Y than the corresponding 
linear system and it is not subject to the same risk of instability. 
5.7 Feedback Estimator 2 
The receiver here uses 
Yt C+S., c )ý TB (5.7.1) Qk (ský-i k -i k+l k-i i-1 
as the estimate of Y(E k+Fk) where 
s. s..... s. (5.7.2) k+l k+g+l k+g k+l 
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B i-l and 
C are determined from equations (5.6.1) and (5.6.2) 
s 
is the estimate of YF k, the same as for the feedback estimator 1, and 
s Ci YF B 
k+l k-i i-1 
is the estimate of YF . When sý =s for each i, the operation of kiI 
the feedback estimator is given by equations (5.5.3)-(5.5.11). 
The receiver does not have to evaluate Pk in equation (5.5.6) 
afresh for each value of k, but, as can be seen from equations (5.5.6) 
and (5.7.1) 
where 
p= (P - Sý- Y"+s )c k k-1 k1 k-1 kAk-2 
+ (r -s C)ý 
T )B (5.7.3) 
k+g k+l k-1 0 
Yý-g, l - Yk-2, g-1 
(5.7.4) Ak-2 '": 0 Yý-g-l, o 
The three steps in the recursive estimation of Y, performed by the 
feedback estimator 2 for each received sample rk+g, are therefore given 
in equations (5.7.3), (5.5.7) and (5.5.9), assuming in equation (5.5.7) 
that s s'. The three steps involve a total of some 4g+2 kk 
multiplications bearing in mind that the components of s' have kAk-2 
previously been determined and are therefore held in store ready for 
the evaluation of P k* For 
large values of g, the feedback estimator 2 
requires far fewer multiplications per received sample than the feedback 
estimator 1, the reduction being achieved through the most effective 
use of the components of the previously determined vectors f Qk-i I in 
the evaluation of Q k' 
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5.8 Results and Analysis Of SimUlation Tests 
Simulation tests have been run for each of the channel estimators 
described in Sections 5.3 to 5.7. The tests include the simulation of 
a Viterbi detector, so the transmission system modelled in the tests is 
as given in Fig. 5.2.1. Three major sets of tests have been performed 
on the four estimator/detector combinations, to obtain their performance 
at different signal to noise ratios over a randomly time-varying 
channel, using 3 different values of the estimator threshold constraint, d. 
The results are given in Figs. 5.8.1 - 5.8.4 and the tests which 
generated these results will now be described in detail. 
For every estimator, the stored value of Y obtained after the 
reception of , for k=1,2.. is now known as Y/ (and not Y/ in the rk. k k-g 
case of the feedback estimators) and the first operation of the 
estimation process is taken to be that carried out immediately after 
the reception of r1 at time t=T, to give Y 1* It 
is arranged that the 
estimator has some prior knowledge of the channel at time t= 
by giving it the knowledge that s 
-9 
=1 and sI=0 for -g<i<, O. For i>O, 
the s=Si, that is the detector now feeds the estimator with detected 
data symbols which may or may not be in error, the number of errors 
being of course a function of signal/noise ratio. The recursive 
least squares estimator here commences operation with the reception of 
r to give the stored estimat--Y 
" 
of the sampled impulse response of 
-9 -9 
the channel. N_g_l in equations (5.3.5)to(5.3.7) being set to a 
diagonal matrix whose diagonal components have the value 10 
6, 
and 
Y-g-l being set to a zero vector. The resultant value of the stored 
estimate YO i, just prior to the reception rlr is then taken as the 
prior knowledge of the channel. This procedure ensures that N0 has 
the appropriate value. In the case of the other estimators, Y0 is 
169 
given by r 
-9 ,r -g+l 
r 0* 
The first estimate of Y given by a 
feedback estimator is Y" (previously called Y') obtained after the 9+1 1 
reception of r 
9+1' 
Clearly, when the receiver has this prior knowledge 
of the channel at time t=T, there is also no intersymbol interference 
in the samples rl, r 2*** from the data symbols s -g+l ,s -g+2' ... 
s0, so 
that this corresponds to a good starting up procedure. 
The sampled impulse response of the channel employed in the tests 
is initially given by 
y (k) = O'o 0*0 0,167 0.471 0.707 0.471 0.167 0.0 0.0 (5.8.1) 
for all negative, zero and positive integer values of k up to and including 
the positive integer j, where the nine components ly (k)i 
} of Y (k) 
for i=0,1,..., 8 are taken to be those coincident at time t= kT, 
such that the received sample at this time is 
8 
rk 1- 1 Sk-i Y(k)i + Wk (5.8.2) 
i=O 
the components fy (k) iI 
being associated with different {s k-i 
I and so 
belonging to different signal elements. j has the value 18 for the 
three sets of tests. Each component of Y (j+l) 
is obtained from the 
corresponding component of Y (j) by adding 
±A to this component, where 
A is a positive constant, the added components being statistically 
independent both of each other and of Y(, ) and being equally 
likely 
to have either sign. The components of Y (j+2 ) are similarly related 
to those of Y (j+l)I and so on. 
Thus, as the integer k increases in 
value, each component of Y (k) performs a random walk of step size 
A 
and is statistically independent of the other-components. Tb simplify 
the terminology, the actual sampled impulse response of the channel 
will now be referred to as Y. 
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The error in Y is taken to be k 
x. ) (5.8.3) Y, 
i=o 
where the Jyk,, j are the g+l components of YI and the {y are the g+l k 
components of the sampled impulse response of the channel that are 
involved in the resultant signal componeni; 
9 
10 Sk-iyi 
in rk (see equation (5.2.2)), the ly 
II 
of course, being functions of k. 
The signal / noise ratio in each of the tests is determined by, 
SNR = 10log 10 
(1 /Cy 2) dB 
which is the ratio in decibels of the mean-square value of sI (unity) 
to the noise variance, a- 
2, 
in rI. The performance measure employed 
in the tests is X (18) which is a measure of the error in the estimate of Y. 
x 
(18) is the mean value of 
x19 
k, 18 ý+-l 
X 
g+l 
(y I-y)2 
k-9, ii 
(5.8.4) 
taken over values of k from 501 to 5000, thus the, initial response of 
each estimator is excluded from this measure which therefore is a 
measure of the "steady state" tracking performance of the estimators. 
The time varying channels in the tests use &=0.001. A Viterbi 
algorithm detector, with a delay in detection of 17 sampling intervals 
and employing the estimate of the channel given by the appropriate 
estimator, is used here to generate the Is i 
1. In Fig. 5.8.1 the value 
of b used by each estimator is adjusted to minimise X (18 ) at a signal/noise 
ratio of 12.5 dB, with d (in equations (5.3-9), (5.4.2) and (5-5.11)) 
set to infinity. At 12.5 dB the error rate in the is iI 
is now about 
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3 
4.5 in 10 for all estimators. In Fig. 5.8.2 the value of d used by. 
each estimator is set to 0.1 and the value of b is adjusted to 
minimise X (18 ) at the signal/noise ratio of 12.5 dB. In Fig. 5.8.3 
the value of d used jDy each estimator is set to 0.05 and b is again 
adjusted to minimise, X (18) at the given signal/noise ratio. The values 
of b used by the different estimators in Fig. 5.8.1 to 5.8.3 are shown 
in Table 5.8.1. 
It can be seen that at a signal/noise ratio of 12.5 dB and with no 
constraints applied (d = co) , all estimators give approximately the 
same mean-square error in the channel estimate. Indeed, under these 
conditions the least-squares estimator and the feedforward estimator 
become effectively the same estimator. It can also be seen from 
Figs. 5.8.1 to 5.8.3 that for each value of Citested, the two feedback 
estimators have the same performance. Another interesting result is 
that the feedforward estimator and the two feedback estimators all 
have the same optimum value of b for any one value of d, as can be seen 
from Table 5.8.1. The feedforward estimator has the best overall 
performance at high signal/noise ratios and the least-squares estimator 
has the poorest performance under these conditions. Bearing in mind 
that the estimators are not optimised for signal/noise ratios other 
than 12.5 dB, it can be seen that the least-squares estimator is the 
most critically dependent on the correct optimisation of b. It appears 
that a value of d=0.1 gives in every case a good performance 
over the whole range of signal/noise ratios tested. There are a number 
of errors in {s iI at signal/noise ratios around 
12.5 dB but not 
errors at above 20 dB. 
The most important conclusion which can be drawn from these results 
is that the best performance was achieved by the feedforward estimator 
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which is the simplest of the four estimators and is therefore likely 
to be the most cost effective estimator for applications similar 
to the conditions tested. The feedforward estimator is clearly 
worthy of further study as the basis of a channel estimator 
for HF radio links. 
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TABLE 5.8.1 
Fig. 5.8.1 Fig. 5.8.2 Fig. 5.8.3 
Least squares estimator 0.00002 0.0002 0.0008 
Feedforward estimator 0.006 0.018 0.06 
Feedback estimator 1 0.006 0.018 0.06 
Feedback estimator 2 0. W6 0.018 0.06 
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CHANNEL ESTIMATION FOR AN HF RADIO LINK 
6.1 Introduction 
This chapter considers the basic feedforward estimator as a suitable 
channel estimator for HF radio liný-, smodified to handle the complex 
impulse response of an HF link and with the enhancement of various 
prediction techniques 
9,11 
. Section 6.2 gives a qualitative description 
of the prediction techniques and explains how they function within an 
HF channel estimator. Sections 6.3 - 6.6 contain more detailed 
quantitative descriptions of the complex estimator and predictorS 
discussed in Section 6.2. A more sophisticated HF channel estimator 
is described in Section 6.7 again employing prediction techniques 
but also exploiting prior knowledge of the model of the HF channel in 
order to obtain an improved estimate of its impulse response. 
Results of computer simulation tests carried out on the various 
estimator/predictor combinations of interest are contained in 
Section 6.8. These tests assume perfect detection of the transmitted 
data at the receiver. 
6.2 A General Description of Prediction 
3,4 1,2 
The arrangement of a channel estimator and data detector 
in a maximum likelihood receiver is given in Fig. 6.2.1. It is clear 
from this that there is a delay through the detector of n-l symbols 
duration. The channel estimator is a data aided device, so the best 
estimate it can make, on receipt of rI, is an estimate of the impulse 
response at time i-n. that is Y 
i-n . 
This is because just prior to 
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receipt of r,,, the most recently detected symbol is s. and from 
J. -n 
this and earlier detected symbols the channel estimator produces the 
estimate Y i-n . The 
data detector requires knowledge of the impulse 
response YI on receipt of sample ri, so the channel estimator must 
somehow produce an estimate of Y. from its more recent estimate Y' I i-n 
of the channel impulse response. clearly, for a time invariant channel 
Y i-n will 
be a very good estimate of YI but when the channel impulse 
response is varying with time then YI can be quite different from 
Y i-n . 
The specific problem is therefore to obtain a good estimate 
of Y. from Y' (called Y' .) 
for a time varying HF channel I i-n i, l. -n 
9,11 
and this is achievable by prediction techniques However, prior 
to considering these techniques it is necessary to demonstrate and 
explain the amplitude variation with time of an HF channel. 
For sample period i, the sampled impulse response Yi of an RF 
channel (considered in Chapter 2) is in general complex. The typical 
variation of each individual real and imaginary component of that response 
with time is of the form given in Fig. 6.2.2. For the purpose of 
this section it is only necessary to consider the variation of a single 
component as all the components in the sampled impulse response are 
tracked independently of one another. The results and conclusions 
obtained about one component will therefore hold for all the other 
components. Consider, for example, a small segment of the amplitude 
variation of the real part of one of the components of the sampled 
impulse response which might appear as in Fig. 6.2.3. Notice the 
very slowly changing, highly predictable variation of this component. 
This variation appears like a first order variation, even over very 
large numbers of samples. This is the typical situation in high speed 
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HF data transmission where the data rate (55' 1000 symbols/sec) is 
6 
much greater than the maximum likely channel fading bandwidth 
(% 2 Hz). Now, the use of prediction techniques as a means of helping 
the channel estimator to track this variation, will be explained. 
Operation of simple prediction is as shown in Fig. 6.2.4 
The curvature of the variation of the component has been exaggerated in 
order to clearly show the differences between the various types of 
prediction. The solid curve represents the actual variation of the 
component, y(t), which is being tracked and the points spread about 
the curve are estimates of the curve made by the channel estimator. 
Time i represents present time and time i-n is the most recent estimate 
of the component which can be made by the estimator due to the delay of 
n-l symbol periods through the detector (see Fig. 6.2.1). For correct 
operation of the detector during time period i, it must have available 
an accurate estimate of yi (and of course all the other components 
of YI If the basic feedforward estimator is used then the prediction 
of Yi is simply the estimate Yi-n as shown in Fig. 6.2.4 and this is 
known as degree 0 simple prediction. If a first order (degree 1) simple 
predictor is used, then some improvement in the estimate of Y, 
can be made as shown in Fig. 6.2.3. In this case, the predictor 
calculates the slope between the estimate at time i-n and Z symbol 
periods prior to this. It then assumes that this slope will continue 
when predicting the value of yI. Clearly, the value of k will affect 
the estimate of this slope. The smaller the value of 2,, the more 
1 up to date ' will be the computed slope with the slope of y (t) during 
time period i but the computed slope will be adversely affected by 
the noise on the estimates yý and y The effect of noise i-n i-n-V 
on the estimates reduces with increasing Z but of course the computed 
slope then becomes 'out of date'. Thus for a given fading rate and 
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signal /- noise ratio on an HF channel there will be an optimum value 
of P, which gives the best tracking performance. The calcnlation of 
the slope equally involves both yý_ and yý_ and for this reason ini n-P. 
is known as fixed memory prediction. Second order (degree 2) simple fixed 
memory prediction is also shown in Fig. 6.24. Here, not only the previous k 
estimates are stored but also the previous slope prediction, based on 
A and y Clearly, as shown in Fig. 6.2.4, second order pre- Yi-n-l i-n-k-l* 
diction can give a better prediction of yi than the other two types of 
prediction because it takes into account the change in slope between 
the two slopes when forming its prediction. However, it is more 
susceptible than either zero or first order prediction to the effects 
of additive noise because the change in slope between the two computed 
slopes can change rapidly for only very small movements in one or all 
of the positions of the relevant estimates y, ' A and yA 
_n7l 'Vi-h-t i-n-k-l* 
Again, as foý degree 1- prediction there exists an optimum value of k 
for degree 2 prediction, depending on channel fading rate and 
signal to noise ratio. 
The previous simple predictors are perhaps the most obvious and 
easy to understand techniques of prediction but they have several 
limitations. Firstly, equal weight is given to the two values involved 
in the calculation of slope whereas clearly the older an estimate 
becomes, the less notice should be taken of it. A further hardware 
disadvantage of this fixed memory is that for large k, a large amount 
of memory is required to retain all the Z previous estimates and a 
large number of operations are involved simply in shifting these values 
in the memory during each symbol period. Another limitation of these 
techniques is that the prediction yA is made through the previous i, i-n 
estimates y i-n and y i-n-V so the prediction 
is clearly very susceptible 
to any additive noise terms present on these two components. 
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The first of these two problems can be overcome by the use of 
fading memory prediction . For example, during symbol period i-n, 
when predicting y the slope y is calculated. This is a very i-n-yi-n-1 
'up to date' estimate of the slope of y(t) at time i-n but it is 
severely affected by additive noise, so the final estimate of this 
slope at time i-n is a function of this and similar slope estimates made 
at i-n-1, i-n-2 etc but progressively less and less notice is being 
taken of these previous estimates, the older they become. This fading 
memory technique can be applied to both degree I and degree 2 
prediction. A parameter similar to k in fixed memory prediction is the 
rate at which previous slope estimates are progressively ignored. 
Fading memory prediction also has a hardware advantage over fixed 
memory because only the values y i-n and y i-n-1 need 
be held in store 
when making a prediction of y i, 
This is not obvious from the previous 
discussion but will become clear in the section devoted to fading 
memory prediction. 
The second limitation of simple fixed memory prediction can be 
overCome by the use of least sqUares prediction, as shown-in Fig. 6.2.5. 
In the simple prediction techniques (including fading memory simple 
prediction), the prediction is made through the yi which are involved 
in the prediction estimate but in 'least squares' prediction, the 
prediction is made through a 'best fit' line through the estimates 
yi involved in the prediction. In the same way that different degrees 
of simple prediction can be employed in the prediction of y 01 
different degrees of 'best fit' can be applied to the previous 
estimates, fy i-n 
1. A degree 0 'best fit' line would be the best 
horizontal line through the previous estimates, degree 1 'best fit' 
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is the best straight slope through the {y, I and degree 2 'best fit- i-n 
is the best second order curve through the {y i-n 
6.3 The Complex Linear Feedforward Estimator 
A block diagram of the complex feedforward estimator 
3,11 
is 
given in Fig. 6.3.1. The channel estimator operates as follows. 
Each square marked T is a store that holds the corresponding detected 
data symbol s i-h' and each 
time the stores are triggered, on the 
reception of a sample rI, the stored values are shif ted one place to 
the right. Following the detection of sI the detected data symbols 
AAA 
Sit Si-if---f s 1-g 
are held in the estimator, as shown. Each symbol 
A s i-h 
is multiplied by the corresponding component y i-l, h of the estimate 
Y of the vector Y and the resulting products are added to give i-l 
the estimate ri of the received sample ri, where 
s i-h Yi-l, h 
(6.3.1) 
h=O 
This is now subtracted from the received sample ri (held in store) 
to give the error signal 
(6.3.2) 
which is multiplied by a small positive real quantity b. 
The resulting signal be i multiplies 
the complex conjugate 
(s' )* of each detected data symbol s" and the products are added i-h i-h' 
to the corresponding components of Y to give the new stored 
estimate Yi. Thus, the (h+l) th component of Yi is 
AA+ be (s (6.3.3) Yi, h -= Yi-l, h i i-h 
for h=0,1, g. Let F. be the (g+l)th component vector whose 
I 
(h+l)th component is ei (s i-h 
)*. Then, 
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A 
y i-i + 
bF (6.3.4) 
The smaller the value of b, the smaller the effect of additive noise 
on Y' but the slower the rate of response of Y' to changes in ii 
With a delay of n-l sampling intervals in the detection of s. , which 'I 
means that sI is detected after the reception of r i+n-l* the estimate 
Yi of YI is only available to the detector on the receipt of r i+n 
for the detection of s i+11 so that the 
delay in estimation is n sampling 
intervals. Clearly, the received samples r,, r, +n-1 must 
here be stored in a shift register, so that they are available when 
required for the generation of the corresponding error signals eI, 
e, +,,..., e, +n-l' 
If n is large or if the channel impulse response 
changes rapidly, the error in using Yi just prior to the detection of 
s i+l' 
in place of the ideal (but at this time unobtainable) estimate 
YA, becomes excessive and it is necessary now to form the prediction i+n 
YA of Y from the estimates Y', Th evaluate the i+n, i i+n i i-11 
accuracy of this prediction, the square of the error in Yý can i+n, i 
be determined from 
- Yý Yi+n, i, h 
lyi+n 
i+n, il 
I lyi+n, 
h 
h=O 
(6.3.5) 
The mean square error in Y i+n, i is 
designated X and is the average 
value of squared error in equation (6.3.5) over k symbol periods, 
that is, 
k2 
lo 1051c, ( LXI (Y 
i+n 
(y 
i+n, i 
(6.3.6) 
k j-1 
6.4 Simple Fixed memory Prediction 
It is evident from Section 6.2 that if Y. varies in some regular I 
or systematic manner, at least over any short period of time, and if 
some estimate (or model) can be obtained of this behaviour, use can 
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be made of the estimate to predict the future behaviour of Y.. 
I 
Two predictions are in fact required on the receipt of r i+n' 
first 
the one step prediction Y i+i, i of Y i+11 for use in the estimator 
in place of YI, when estimating Y i+11 and secondly the n step 
prediction Y i+n, i of Y i+n 
for use in the detector, when detecting 
s i+l* A 
delay in detection of n-1 sampling intervals is assumed here. 
A smaller value of b(equation (6.3.4)) may now be used for the same 
accuracy in the tracking of Yi by Yi, as YI varies with i, thus 
reducing the effect of the additive noise on Yý and so giving a i 
better estimate of Y. 
I 
It can be seen that the vectors 
I. (YA (6.4.1) 
1 
(Y- yy+yI- 2, imii -M i M-1 
AA1, i-i 
(6.4.2) 
are such that A l'i and 
A 
2, i are measures of 
the average values of 
YA - YA and h h-1 
Y' - 2Y' +V= (YA - YA )- (V -y/ (6.4.3) h h-1 h-2 h h-1 h-l h-2 
respectively, over the range of values of h considered, A 1'i and 
A 
2, i 
being therefore measures of the rate of change (first differential) 
and acceleration (second differential) respectively, in the variation 
of Yý with i. i 
Suppose first that the vectors Y, ý, Y, ý_lj .... A, Yi_m are reasonably 
accurate estimates and such that Y i-h -Y i-h-l 
is independent of h, 
for h=0,1, ..., m-l. Then clearly it is 
likely that 
YA = Y, * - YA (6.4.4) i+l ii i-i 
190 
or y-Y, + (Y' - YL (6.4.5) i+l iii 
so that a good prediction of Yl+j from the estimates Y, ', 
is 
- 
. Lji i'1, i 
where A l'i 
is given by equation (6.4.1), and a good prediction 
YA of Y is i+n, i i+n 
nA 
Under these conditions, the estimate Yý of Y stored in the i-l i-I 
feedforward estimator is replaced by the prediction Y i, i-l of 
(6.4.6) 
(6.4.7) 
Y,, since Y i'i-1 
is likely to be much closer to YI than is Y i-l* 
Thus, following the evaluation of Y' the estimator is used to i'i-l 
determine the error e in the estimate ri of r and hence to correct 
(or at least partially correct) for the error in Y i'i-11 to give 
the 
updated estimate Yi, and so on. In equations (6.3.1), (6.3.3) and 
(6.3.4), Y'- is now replaced by Y' Equations (6.4.6) and (6.4.7) i1i, i-l 
represent arrangements of ' degree l' prediction. 
Suppose next that the vectors Y,, Y, 
_m_l 
are reasonably 
accurate estimates and such that Y- 2Y, +y is independent i-h i-h-1 i-h-2 
of h, for h=0,1, ..., M-1. Then clearly it is likely that 
yA 2YA + Y, 
-l 
=y0, - 2YA- +V (6.4.8) i+l iiii1 i-2 
YA V+ (Y. - YL + (y - 2V_ +V (6.4.9) i+l iii1ii1 i-2 
so that a good prediction Y" of Y from the estimates Y"', Y i+l, i i+l i 
y is 
YA YA ++ aA i+lli i 1, i 2, i 
Y, + (a+l) A aA (6.4.10) 
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where (m+l) (6.4.11) 2 
and A l'i and 
A 
2, i are as given 
by equations (6.4.1) and (6.4.2). The 
value of a is determined by the fact that A,, is not Yý -Y Ii i-l 
but the average of Yý -Y over the range 0, <h, <m-1 (equation (6.4.1)). i-h i-h-l 
Proof of equation (6.4. 
- 
11) is given in Appendix 8. A good prediction of y i+n iE 
nA + n(a + 
! (n-1)) A l'i 2 2, i 
n(a ++ 
l(n-1)) A n(a + (n-1)) A (6.4.12) 221, i-i 
As before, the estimate Y i-l of Y i-l , stored in the feedforward 
estimator and used in equations (6.3.1), (6.3.3) and (6.3.4), is 
replaced by the prediction Yý of Y,,, the prediction now being i, i-1 
determihed according to equation (6.4.10). Equations (6.4.10) 
and (6.4.12) represent arrangements of ' degree 21 prediction. 
Obviously, when Yi, Y i-l I ... are reasonably accurate and all 
approximately equal, a good prediction Y i+1'i of Y i+l 
from Y,,. 
Y is simply the estimate YA of Y This is known as degree 0 i 
simple prediction, and, of course, represents the absence of any prediction 
process as such. The estimator in Fig. 6.3.1 now operates exactly as 
described in Section 6.3. 
The estimation and prediction processes (degree 1 and 2) just 
described , are not optimum, even under the constraint that only the 
last m+1 or m+2 estimates {Y i. -h 
I may be used in forming a prediction, 
but they are simple to implement and should often give a useful 
improvement in performance over the corresponding estimation processes 
using no prediction. 
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6.5 Simple Fading memory Prediction 
A potential weakness of the basic system just described is that 
equal weight is placed on all estimates (Y 
I- I involved in the ih 
evaluation of a prediction Y or Yý , all previous estimates being i+l'i i+n, i 
totally ignored. In practice, the later estimates are likely to be 
more reliable than the earlier ones, with a gradual reduction in the 
reliability of an estimate as its age increases. In the arrangements 
now to be studied, progressively less weight is given to an estimate, 
the greater the time delay since that estimate was obtained, no 
estimate here being totally ignored. 
The vectors A l'i and 
A 
2,1 are now redefined as follows; 
A l'i =A1, i-i +c (y i- 
C(V - YL 
A 7" (1-C) A+ C(y 2YL + YA- 2, i 2, i-1 i1i2 
2, i-1 + C(y i- 
2y 
i-1+y i-2 -A2, i-1 
(6.5.2) 
and 
A 
l'i -A1, i-i = 
(1-CHA 
1, i-i -Al, i-2 
) 
+c (Y 2Y + YL (6.5.3) i2 
so that, as before, 
A 
2, i =A l'i -A l'i-1 
(6.5.4) 
assuming that at the start of each process 
and 
y0= Y-1 = Y-2 ct y0 (6.5.51 
A=A=0 (6.5.6) 
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The scalar quantity c is a small positive real constant. 
The predictions Y i+l, i and 
Y i+n, i are again given by equations (6.4.6) 
and (6.4.7), respectively, for degree 1 prediction, and by equations 
(6.4.10) and (6.4.12) respectively, for degree 2 prediction, but 
now with the new values of A l'i and 
A 
2, i as given by equations (6.5.1) 
and (6.5.2), and with the parameter a no longer given by equation 
(6.4.11) but instead set to (see Appendix 9) 
1 
a C (6.5.7) 
This makes the appropriate allowance for the time shift introduced by 
the averaging process in the evaluation of A i'l, As before, the estimate 
YA- of Y, 
_,, 
stored in the feedforward estimator (Fig. 6.3.1) and i1 
used in equations (6.3.1), (6.3.3) and (6.3.4), is replaced by the 
prediction Y of Y,,, the prediction being determined according to 
equations (6.4.6) or (6.4.10). 
Clearly, the smaller the value of c the greater the number of 
estimates that are effectively involved in a prediction, so that a 
reduction in the value of c has the same ef fect here as does an increase 
in the value of m in simple fixed-memory prediction (Section 6.4). 
The result in each case is to reduce the effect of additive noise on the 
prediction but at the same time to reduce the ability of the prediction 
to track any variation of Yi with i that does not conform with the 
model of the channel assumed in the prediction process. The arrangement 
of simple fading memory prediction, although again not optimum, 
avoids the storage of the estimates Yý_ y in predicting Y i 3' i-4 
4 
6.6 Least Squares Fading-Memory Prediction 
A potentially better prediction of Y, +, or 
Y i+n' 
from the 
sequence of vectors Yi, Yi/ 
-1 .... , 
than that given by either of the two 
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arrangements in Sections 6.4 and 6.5, is obtained by determining 
the set of g+l polynomials of given degree (0,1 or 2), each of which 
gives the weighted least-squares fit to the components in the corresponding 
location in the vectors Yi, Y i-1 , ..., and then using the values of the 
polynomials at time t= (i+l) T or t= (i+n'j T to determine the g+l 
components of Yý or Y respectively. The weight factor that i+l, i i+n, i 
multiplies the square of the error between a component of the vector Yý i-h 
and the corresponding polynomial at the given time before the resulting 
term is added to the sum-of the previous terms to give the error'fuhction 
that is being minimised, decreases exponentially with the age of the 
estimate YA This has been described 
9 
. when applied to the Iýh* 
prediction of the value of a variable parameter, derived from past 
(noisy or inaccurate) observations of the parameter, the observations 
being unaffected by the predictions. Clearly, the technique can also 
be applied (as just described) to prediction from past updated 
estimates of the parameter, the predictions here influencing the sub- 
sequent updated estimates. This leads to the arrangement described in 
Table 6.6.1, where 
x 
(0) 
i= 
x 
(0) 
= yý» (6.6.2) i+n, i i+n, i 
and 
E=Y-Yi 
i-l 
(6.6.3) 
The terms X 
(1) 
and X 
(2) 
are functions of the first and second i+l, 3- i+. ni 
differentials of Y, '+,, i, with respect to time, and are considered 
in 
detail in Appendix 10. 
The estimator in Fig. 6.3.1 operates exactly as described for the 
previous predictors to give the updated estimate Y* from the prediction i 
1 i-1 
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For any given degree of the polynomial, the quantities in Table 6.6.1 
are evaluated in the order shown, so that the terms on the right hand 
side of any equation are known at the time when they are required. To 
start the process of estimation and prediction, set 
(0) 
y0 1,0 00 
x 
(h) 
0 (for h=1,2) 1,0 
(6.6.4) 
(6.6.5) 
and use Y in the estimator (Fig. 6.3.1) to determine Yl'. Fy is now 1,0 
derived according to equation (6.6.3) and Table 6.6.1 (with equation 
(6.6.1)) is used to give Yý .A polynomial of degree 0,1 or 2 2,1 
in Table 6.6.1 (giving degree 0,1 or 2 prediction) is suitable for 
the case where Y, o, Y i-Y i-l or Yi- 
2Y 
i-l +Y i-2 respectively, 
is approximately invariant with i, at least over several adjaclant 
values of i. 
In every case, 0 is a real constant in the range 0 to 
Increasing the value of 0 towards 1 has the same effect on the 
predictor here as does a reduction in the value of c on the simple 
fading memory predictor (Section 6.5). 
6.7 An Improved Channel Estimator for an HF Radio Link 
Before this improved channel estimator is discussed, the model of 
the HF link (see Fig. 6.7.1) is reconsidered in a form suitable 
for developing the description of the estimator. 
The time delay between the two sky waves (in the HF link) is 
taken to be fixed over the transmission of the data signal, and the 
timing waveform at the receiver, that determines the sampling instants 
UTI, is taken to have a constant phase relationship with the received 
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stream of signal elements. Provided now that the fading rate in 
the received data signal is very small compared with the signal 
element rate and that the resultant impulse response of the combined 
transmitter and receiver filters does not extend over more than a 
few sampling intervals, both of which conditions are approximately 
satisfied here, the sampled impulse response of the linear baseband. 
channel at tine t= iT can be taken as 
P+q iQ (6.7.1) 
where P and Q are fixed (g+l) component vectors, with complex 
valued components and the complex valued scalar parameters p and q 
vary with i. piP and qiQ are here the sampled impulse responses 
corresponding to the first and second sky waves at time t= iT 
such that, in the absence of the first or second sky wave, YI becomes 
qiQ or piP respectively. It is evident from Fig. 6.7.1 and from the 
properties of f1 (t) and f2 (t), that pi and qi are complex valued Gaussian 
random variables whose real and imaginary parts are statistically 
independent Gaussian random variables, with zero mean and the same 
variance. Although ph and q,, for any h and i, are statistically 
independent and therefore uncorrelated, neighbouring lp iI and 
neighbouring {q iI are 
highly correlated. 
If the shaping of the data signal in the demodulated signal 
waveform r(t) is introduced entirely by the linear filters that precede 
the two Rayleigh fading sky waves (Fig. 6.7.1) then equation (6.7.1) 
is exactly correct. Any shaping of the data signal caused by the 
receiver filters, introduces an inaccuracy into equation (6.7.1) 
this being greatest during the deepest fades. it will now be assumed 
that the receiver f ilters cause only limited signal shaping, such 
that equation (6.7.1) is at least approximately correct. 
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The detector in Fig. 6.1.1 is a near-maximum likelihood detector 
that operates directly on the received samples {r without the use 
12,13 
of any adaptive linear prefiltering The delay in detection is n-l 
sampling intervals. Thus, following the receipt of rI, at time t= iT, 
the detected data symbol s i-n+l 
is determined. It is evident from 
equations (6.3.1) to (6.3.4) that (regardless of the estimation process 
used) the updated estimates Yý of Y. can only be determined after the iI 
detection of sI (i. e. si) and from the received sample rI, so that 
the delay in estimation in Fig. 6.1.1 is n sampling intervals. To 
allow for the variation of Y1 with i, the estimator forms the prediction 
y of Y from the estimates Y, Y for use in the detection 
i, i-n 1 3- n i-n-l' 
of s 
i-n+l . 
The technique used for generating this prediction will 
now be described. 
It can be seen from equation -(6.7.1) that, if the receiver can 
determine the vectors P and Q, which are time invariant, it then needs 
only to estimate the two random variables pi and q,, for each i, in 
order to obtain an estimate of YI. Unfortunately, P and Q are not 
normally orthogonal or even related in any very simple manner, so that 
their estimation is not entirely straightforward. However, equation 
(6.7.1) shows that the (g+l) component vector YI must be in the two 
dimensional subspace spanned by P and Q, in the (g+l) dimensional unitary 
vector space containing all (g+l) component vectors over the complex 
14,15 
field . Furthermore, Yi can 
(at least, in principle) lie 
anywhere in this subspace and since P and Q are fixed, so is the 
subspace. Thus it is sufficient for, ý-the receiver to estimate the subsPace, 
and the simplest way to do this is to estimate two orthonormal 
vectors A and B (orthogonal vectors of unit length) that span the 
subspace such that 
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a A+ bB (6.7-. 2) 
for all (ij .aI and bI are complex valued scalars, as are the 
(g+l) components of both A and B. The vector A may be any vector of 
unit length in the subspace. When A and B have been evaluated, Y 
is uniquely determined by ai and bi and there is now a unique one 
to one relationship between the scalars aI and b and the scalars 
Pi and q i* 
Just prior to the receipt of rI at time t= iT, the receiver 
has formed the prediction 
AAAI Y% 
i, i-i = 
Yi, i-i, o Yi, i-i, i 
(6.7.3) 
of the vector Yi. in a manner to be described later. The receiver 
also holds the estimates of A and B, which are the vectors 
a i, o ai'l .... a 119 
(6.7.4) 
and 
b 
i, o 
b,,, .... b I, g 
(6.7.5) 
respectively. AI and BI are orthonormal vectors that lie close to 
the two dimensional subspace containing Y i, 
The inner product of 
the vectors A. and B. is taken to be 
II 
9 
A B. A. B*=Iab i* IIi h=O 
i, h i, h 
(6.7.6) 
where Bý is the conjugate transpose of B. and b is the complex IIi, h 
conjugate of b i, h' 
The square of the length of the vector Ai is 
taken to be 
JA, 1 2=AA. = A. Ae = iai 12 i* 111 h=O 
h 
(6.7.7) 
where Iai, h 
I is the absolute value (modulus) of a i, h* 
IAiI is the unitary 
distance from the vector (point) Ai to the origin of the vector space. 
199 
Since AI and BI are orthonormal vectors, 
A. Aý 
and 
A. Bý B. Aý 
112.1 
(6.7.8) 
(6.7.9) 
On the receipt of rI the receiver forms an estimate of r,, 
whi ch is 
s 
i-h 
y i, i-l, h h=O 
ri is then subtracted from ri to give the error signal 
e. =- 11 
(6.7.10) 
(6.7.11) 
which is multiplied by a small positive real quantity 13. The resulting 
signal ce 
I 
multiplies the complex conjugate (s i-h 
)* of each detected 
data signal s' , for h=0,1, ..., g and the products are added to i -h 
the corresponding components of Yý to give the stored estimate i'i-l 
Y' of Y. - Thus, the (h+l)th component of Yý is 
3,4,11 
iIi 
YA =y+ be, (s (6.7.12) i, h i, i-l, h i-h 
for h=O, 
In general, Yi will not lie on the two dimensional subspace 
spanned by AI and BI. T he estimator therefore forms the vector ZI 
that lies in the subspace and is at the minimum unitary distance from 
Yi. Since Y lies normally much closer to the subspace than does 
Yi, ZI is usually a better estimate of YI than is Yi. From the 
projection theorem, applied to unitary vector spaces, the required 
vector z is the orthogonal projection of Yi on to the two dimensional 
subspace spanned by AI and Bi. Let 
(6.7.13) 
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Now, since Yi-ZI is orthogonal to the two dimensional subspace. 
it is orthogonal to both AI and BI, so that 
Z )Aý =0 (6.7.14) i1 
Z. )Bý=0 (6.7.15) 
111 
or 
A. -B Alk =0 (6.7.16) 
cc. A. -B )Bý =0 (6.7.17) IIiI 
or 
or 
YýAý -(x. A. Aý 0 (6.7.18) i1111 
Y'B. - ý. B. Bý 0 (6.7.19) 
11111 
Y"Aý (6.7.20) 
YýBý (6.7.21) iI 
The above derivation uses equations (6.7.8) and (6.7.9). 
Consider now the vector ZI in equation (6.7.13) and the vector 
X. = OýA. - ctýB. (6.7.22) 11111 
Since X. is a linear combination of A. and B., it lies in the two 
111 
dimensional subspace spanned by AI and B as does ZI But, 
z Xý (a. A. +B )(ý. Aý ct. Bý) iIIIiIIII 
a. ý. - a. a. 1 3- 11 
=0 (6.7.23) 
from equations (6.7.8) and (6.7.9), so that Z 
1. 
and Xi are orthogonal. 
Furthermore, it may readily be shown that 
Z. Zý = X. Xý 
2+2 (6.7.24) 
1111 
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so that ZI and XI are orthogonal vectors of length (ja i12+ 
ja 
1 
12)ý. 
that lie in the two dimensional subspace spanned by Ai and B 
The vector XI is required in the following derivation. 
In practice, AI and BI are unlikely to lie exactly in the 
subspace, and furthermore, since P and Q may in fact vary slowly 
with time, so also may the subspace. This means that, for satisfactory 
operation, the subspace spanned by AI and BI should be adjusted 
adaptively to track the received signal. The updated estimate, 
A 
YI of Y must therefore be used to adjust the subspace spanned by 
AI and B,, and hence determine A1 
+1 and 
B 
i+1 
that span a subspace 
slightly closer to Yi. For the minimum change in the subspace, 
corresponding to a given small reduction in the distance JY i- zil 
from Yi on to the subspace, the latter must be rotated towards YI 
(in the (g+l) dimensional unitary vector space), the rotation being 
pivoted about the one dimensional subspace spanned by X i* 
The vector 
(point) in the subspace at the minimum unitary distance from Yi, 
which is the vector Z. can now be considered to move directly towards 
I 
Yi along a direction orthogonal to the subsPace. 
Suppose that the orthogonal projection of aAI on to the one 
dimensional subspace spanned by XI is xaXI- 
(CL. A. -xX. )Xý 
IIaiI 
or 
X. Xý a. A. Xý 
aii111 
This must be such that 
(6.7.25) 
(6.7.26) 
or 
x (la 12 +1 ai 12) a. A. A. - a. B aI 
CL. (6.7.27) 
or 
ßi 
(6.7.28) 
Iaji 2 +Iß i 
12 
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from equations (6.7.8), (6.7.9), (6.7.22) and (6.7.24). The unitary 
distance da fromo< 
IAI 
to xaXi is given by 
(ot. A. -x (OL. A. - 
ot .ý. aý 
d2= (a. A. -II (M -(XýB (OLýAý- 
II (ý. Aý-a. B 
joti12+1ýi, 2 IiIiII la j2+, ý, i2 IIII 
2 
21a, l 
21a 
il 
2 Ictil2l ai12 
(la 12+1ýiI2) 
I cci 12+1 ýi 12 
' 
(I (Ii 12 +jail 
2)2i 
22 
oti 12+ ýi 
2 
I (Yi 1 
Jail 2 +Jý 12 
(6.7.29) 
so that 
d=i (6.7.30) 
a(, 
(y ,i 
12+Ißi12)12 
It may similarly be shown that unitary distance from BI to the one 
dimensional subspace spanned by Xi is 
d (6.7.31) 
b2 
i12)3ý 
From equations (6.7.3o) and (6.7.31) 
da2 
(6.7.32) 
db Jail 2 
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Now let 
E. =-z. 
111 
(6.7.33) 
When the two dimensional subspace spanned by AI and B is rotated 
through a very small angle towards Y the rotation being pivoted about 
the one dimensional subspace spanned by x the vectors a Aý+, and ii 
iB i+l 
in the new two dimensional subspace, corresponding to aIA 
and ýIBI in the original subspace, are approximately 
aA=aA+ cla i12 
E, i i+l ii 
AA= ýE. 
and 
AiB 
i+l "aiBi+ CIO i12 
E, 
.. B=B. + eE. 
i+1 1 11 
(6.7.34) 
(6.7.35) 
where c is an appropriate small positive real quantity. A i+l -Ai 
and B i+l -Bi are 
both parallel to EI and therefore orthogonal to 
the original subspace. 
A 
+1 and 
B, ý+l are not exactly of unit length nor exactly 
orthogonal and must therefore be modified, as follows. First the 
length of Aý is normalised to give i+1 
-1 je A 
l+1 
= JA i+l 
1 (6.7.36) 
Then B, is modified according to the Gram-Schmidt orthogonalisation i+l 
process to give 
BýAl =BA-BA Aý A i+ i+l i+l 1+1 i+l 
(6.7.37) 
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where Bý Aý 0, and finally the length of R' 'Is normalised, i+l, j-+1 i+l, 
to give 
i+l i+j i +1 
(6.7.38) 
The vectors A, +, and 
B, 
+l are now exactly orthonormal and 
form a 
basis of the two dimensional subspace that will contain z 
The receiver next evaluates the predictions a i+l, i and 
ý 
i+l, i 
of (1 
1+1 
and ý i+1 , as 
follows, using degree 1 least squares fading 
memory prediction(see Sections 6.2 and 6.5). From the previously 
derived predictions a i'i-1 and 
ý 
1,1-1 
of aI and ýI, respectively, 
the receiver evaluates 
e 
CC ,I=aI- 
cl 
3- , 
i-1 
e,,, =ýi- ýi, i-l 
(6.7.39) 
(6.7.40) 
from equations (6.7.20) and (6.7.21), and then the quantities, 
CL (X + (1-0) 
2e (6.7.41) 
i, i-I a, i 
a+ 
(1) 
+ (i -02)e (6.7.42) i+lli i, i-I i+l)i 
and (1) (1) 1- E)) 2e (6.7.43) 
i+l Ii 
ýi, i-l + 
+ý 
(1) 
.+ 
(1 - E) 
2 
)e (6.7.44) 
i+11i i, i-l i+l, l P'i 
where o( and ý 
(1) 
are functions of the. first differentials with 1+1,3- i+l 'i 
respect to time of a i+l, i and 
ý 
i+l, i , respectively, and are 
described in 
detail in Section 6.5 and AppendixIO. 0 is a positive real constant 
in the range 0 to 1 and is generally close to 
The receiver now forms 
aA+aB (6.7.45) i+l, i i+l i+lli i+l 
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which is the prediction of Y i+l, 
that is used in the feedforward 
transversal filter estimator, on the receipt of r i+11 
to form the 
error signal e, +, and 
hence the updated estimate Y i+l Of y 
The n step predIction of Y i+n' required for use in the detection 
of s i+l at 
time t= (i+n)T, is 
where 
ol A+ýB i+n, i i+l i+n, i i+l 
ai ý-- ot i+l, i 
ii+n, i " ii+l, i 
(1) 
+ (n - 1)ct. 
i+1 1 
+ (n - 1)i. 
(6.7.46) 
(6.7.47) 
(6.7.48) 
To start the process, the receiver uses conventional estimation 
methods to obtain an estimate Yý k Of Y-k at time t= 
kT (where k is a 
reasonably large positive integer) and an estimate Yý of Y, at time t=O. 00 
It is assumed that the estimates are not seriously in error and that 
YA contains a component of significant magnitude that is orthogonal to 0 
Y, k 
The receiver 
A0 ly 
0 
so that JA 011, 
and 
now sets 
I-ly 
0 
(6.7.49) 
and then 
Bý = Yý Yý A *A (6.7.50) 0 -k -k 00 
B0= IB 0B0 
(6.7.51) 
so that IB 01=I and 
AOBO* = 0. Clearly, AO and B0 form an orthonormal 
basis of the two dimensional subspace spanned by Y" k and 
Y 
0* 
6.8 Results and Analysis of Computer Simulation Tests 
The results in this section have been divided into two parts . The 
first part deals with results obtained for the basic estimator/predictor 
combinations described in Sections 6.3-6.6. The second part contains the 
results for the improved channel estimator described in Section 6.7. 
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i: >nv-+- (Aý 
Extensive computer simulation tests have been carried out to 
compare the performances of the different arrangements of estimation 
and prediction over each of the channels 1-3 (see Table 6.8.1). 
The model of the data transmission system is that described in 
Section 6.2 and the arrangements of estimation and prediction 
tested are as described in Sections 6.3 - 6.6. The results are given 
in graphs 6.8.1 - 6.8.100. The signal/noise ratio is here defined as 
fldB) = 20log 10 (6.8.1) 
there being unit average transmitted and received energy per bit of 
information at the input and output, respectively, of the HF 
radio link .X is defined in equation (6.3.6). 
Every individual measurement used in plotting a graph has involved 
the transmission of 24000 data symbols {s 
II 
over the appropriate channel. 
Each of the three channels (1-3) has been represented by a particular 
sequence of 24000 vectors JY 
1 
1, each of these sequences having been 
selected from 240,000 vectors {Y i 
1. A signal/noise ratio of 60 dB 
60) was used in these selection processes. 
The results obtained have been grouped as shown in Table 6.8-2. 
Further simulation tests have been run to assessthe effect of 
estimator delay on the estimator performance for the degree 0 simple 
prediction case. Figs. 6.8.101 and 6.8.102 show the X/b curves for 
two extreme values of estimator delay, namely 0 and 17 symbol periods. 
Fig. 6.8.103 shows the effect on estimator performance, 'X, for a range 
of different values of estimator delay. In Fig. 6.8.104 the result of 
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multiple updating of the estimator taps is shown. Here, following 
receipt of each new sample r the estimator is updated p times (for p= 1, 
4,10) so that the whole process of forming the output signal rý to give i 
the error signal ei (see Section 6.3) and then changing the tap gains of the 
estimator ready to form the new output signal is carried out p times 
instead of just once. 
An inspection of the curves shows in Figs. 6.8.1 to 6.8.100 that 
they all have a characteristic 'U' shape, that is, for a particular set 
of conditions, namely, fading rate and signal to noise ratio, there exists 
a unique value of b (and 0) which gives optimum estimator performance. 
A value of b smaller than optimum stops the estimator from 
accurately tracking the variation in the channel impulse response. Values 
larger than optimum widen the estimator bandwidth such that it responds to 
additive noise and produces a poor estimate. Another property of 
these curves which is easily observed is that the optimum value of b 
decreases with decreasing T. This is a further consequence of the 
explanation in Section 6.2 for an optimum b. 
Figs. 6.8.101 - 103 show the effect of the delay in estimation 
(of n sampling intervals) on the estimator performance, 
IX, 
when 
degree 0 simple prediction is used. Even quite small delays of, say, 4 
sampling intervals, significantly degrade the performance of the 
estimator, so that it is clearly important to exploit what is known of 
the behaviour of the channel through the appropriate prediction technique. 
Figs. 6.8.105 - 110 are plotted from the basic results given in Figs. 
6.8.1 - 100. They show the behzv-iour of various arrangements of estimation 
and prediction, assuming a delay in prediction of 17 sampling intervals. 
Each of the curves in these figures can be considered as showing the best 
obtainable performance for the given system operating over the particular 
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channel. No results are shown for degree. 0 least squares fading memory 
prediction, since in the optimum arrangement of this, 0=0 (see Table 6.6.1), 
which is the same as degree 0 simple prediction. Fig. 6.8.105 therefore 
applies to both degree 0 simple prediction and degree 0 least squares 
fading memory prediction. Again, no results are shown for degree 2 
simple fading memory prediction since no combination of the values of b 
and c has been found such that the estimator tracks, even approximately, 
the variations in the sampled channel impulse response, other than with 
c-*O, in which case this is effectively degree 0 simple predictian. 
However, tests have shown that if the value of a in equation (6.4.10) 
is reduced only slightly, such that it no longer satisfies equation (6.5.7), 
correct operation can be obtained and then with T in the range 10-30 
the performance of the system improves steadily as a is reduced to zero, 
so long as the optimum combination of b and c is maintained. The 
arrangement has now degenerated into degree 1 simple fading memory 
prediction. Further tests have shown that in the case of degree 2 simple 
fixed memory prediction, a very small increase in the value of a in 
equation (6.4.10) such that it no longer satisfies equation (6.4.11) p 
prevents the correct operation of the system. Again, as a is reduced 
to zero with lO, <T, <ZO the performance of the system improves steadily, 
so long as the optimum combination of b and m is maintained. The 
arrangement has now degenerated into degree 1 simple fixed memory prediction. 
It is evident from equations (6.5.1) and (6.5.2) that in the case of 
the degree 2 simple fading memory predictor, a different value of c may 
be used for A 2, i 
(equation (6.5.2)) than for A l'i 
(equation (6.5.1)) and 
when now c-+O in equation (6.5.2) but not in equation (6.5-1) the system 
degenerates into degree 1 simple fading memory prediction. 
209 
A few tests with this arrangement at ý =60 have shown that when c in 
equation (6.5.2) is smaller than in equation (6.5.1), correct tracking 
by the estimator is obtained but although the best measured performance 
of the system is about 2 dB better than that of degree 1 simple fading 
memory prediction, it is inferior to that of degree 2 least squares 
fading memory prediction. 
At a high SNR of 60 dB (* =60) the best performance over each channel 
is obtained with degree 2 least squares fading memory prediction. over 
the range of SNR from 10 to 30 dB which is perhaps the situation of greatest 
practical interest, the best performance is obtained with the three degree 
predictors of which the degree 1 simple fixed memory predictor appears 
to be marginally better than the other two, and these are closely 
followed by the degree 2 least squares fading memory predictor. The 
least ef f ective predictors by quite a wide margin are the degree 2 simple 
fading memory predictor (equations (6.5.1)-(6.5.7) and the degree 2 
simple fixed memory predictor (satisfying equation 
The degree 1 simple fixed memory predictor involves a smaller 
number of computations per received sample than d6 the other two degree 
predictors but since the optimum value of m is typically around 100 
or more, the predictor requires considerably more storage than the other two, 
thus being probably at an overall advantage. 
Figs. 6.8.111 - 6.8.113 show the performance of the various systems, 
where the adjustment of each system is held at that giving the best 
performance at ý =10. Degree 0 prediction includes both simple and least 
squares fading memory prediction, and the 'remaining' system exclude 
the degree 2 simple fading memory predictor, the graphs here and particularly 
i 
those for the remaining systems, are approximate only and are intended 
merely to show the general behaviour of the system . However, the results 
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clearly suggest that, when optimised in the manner described, there should 
be no very great differences between the performances of any of the 
remaining systems. 
In conclusion, for the given channels tested and at SNRs in the range 
10-30 dB, the most promising system appears to be the degree 1 least 
squares fading memory predictor. This is clearly worthy of further 
study in applications of synchronous serial data transmission at 2400 bit/s 
over practical HF links. Although the latter may often differ significantly 
from the simple two sky wave model assumed here, there is no reason to 
suppose that satisfactory operation should not be obtained with the 
selected system over a practical link, at least when the fading rates in 
the received signal is not too high. This follows because the estimation 
process makes no particular assumptions concerning the structure or 
arrangement of the channel model such as, for example, the number of 
sky waves and their relative transmission delays, nor does it even 
assume that these are time invariant. 
211 
Part (B) Results of computer simulation tests on the improved estimator 
Tests by computer simulation have been carried out on the channel 
estimator described in Section 6.7, in applications involving 9600 bit/s 
serial data transmission. The two different channels used in the 
tests are channel 1, and channel 3. 
The results of the tests are shown in Fig. 6.3.114. The parameter 
is here the square of the error in YA, measured in dB relative to 
3-, 3--n 
unity, and is 
Xi= lolog 
10 
(ly 
I-Yi, i-n 
12) (6.8.2) 
The parameter X is the mean-square error in Y i, i-n . 
measured in dB 
relative to unity, and is 
lolog (1x ly. - Y, 
12 
10 48000 1 i, i-n 
(6.8.3) 
A good starting-up procedure is now used and the first 4800fY i, i-n 
I are 
ignored in order to eliminate any effect on X of the transient behaviour 
of the estimator immediately following start up. 
Thus X gives a measure of the steady state performance of the channel 
estimator. In equations (6.8.2) and (6.8.3), JY 
i-Yi* i-n 
I is the 
unitary length of the vector Y. - Yý . and so 
is the unitary 
I i, i-n 
distance between the vector Y and Y In all tests 
17 (6.8.4) 
where n sampling intervals is the delay in estimation, and the chosen value 
of n is typical of that likely to be used in practice. The signal/noise 
ratio is measured as ýý, where 
*= lolog 10 
(11ýN 
0) 
(6.8.5) 
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This equation uses the fact that the average transmitted energy per bit of 
information, at the input and output of the HF radio link, is unity, 
and the twosided power spectral density of the additive white Gaussian noise 
at the output of the HF radio link is kN 0. 
Fig. 6.8.114 summarises the results of extensive computer 
simulation tests, comparing the improved estimator with a simpler 
estimator. The simple estimator is the least squares, degree 1, fading memory 
prediction estimator described in Section 6.6, but modified for 9.6 kbit/s 
16 point QAM operation. At every point on each curve the parameters b 
and 6 are adjusted (as closely as has been possible to determine within 
the available computer time) to their optimum values, which vary 
steadily over each curve. Furthermore, in the case of the improved estimator, 
the two-dimensional subspace spanned by the vectors A1 and B1 is held 
fixed as the correct subspace containing Yi for all {ij(equation(6.7.2)), 
the parameter E: (equations (6.7.34) and (6.7.35)) being set to zero. Thus 
the performance of the improved estimator shown here is the upper bound 
to its actual performance. 
From the results of the tests on the two estimators, where these are 
averaged over values of ý from 30 to 60 in Fig. 6.8.114 the mean square error 
X in the prediction of Yi, given by the improved estimator, is smaller than 
that given by the simple estimator by 7.8 an. d 9.9 dB, respectively, for 
channels 1 and 3. Clearly, the improved estimator has a much better per- 
formance than the simple estimator. 
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TABLE 6.6.1 
degree of one step and n step predictions 
polynomial at time t iT 
0 x 
(0) 
= x 
(0) 
+ (1-O)E 
i+l, i i, i-l . Ii 
x (0) = X (0) 
i+n, i i+l, i 
x X 
(1) 
+ (1-0) 
2E 
. 
x 
(0) 
= X. 
(0) 
+ x 
(1) 
+ (1-0 
2)E 
i+ . 
x (f)) X(O) + (n-l)X i+n, i 1+1, i 3-+l, i 
2 x 
(2) 
i+l 
,i 
X 
(2) 
i, i-l + 12 (1-0) 
3E. 
3- 
x 
(1) 
i+l, i X(l) i, i-l + 
2X 
(2) 
+ 1ý (1-0) 
2 
(1+0)E. 
i+l, i I 
x 
(0) 
= X 
(0) 
+ x 
(1) 
-x 
(2) 
+ (1-0 
3 
YE 
i+l, i i, i-l . i+lli ]-+l, i I 
x 
(0) 
= X(O) + (I n-1) X 
(1) 
.+ 
(n-1) 
2X (2) 
i4n, i i+l, i i+l, l i+l, i 
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TABLE 6.8.1 Characteristics of the 3 HF channels used for testing 
CHANNEL NUMBER CONDITION FREQUENCY SPREAD (Hz) 
MULTIPATH 
SPREAD (mS) 
CHANNEL 1 MODERATE o. 5 1 
CHANNEL 2 POOR 1 2 
CHANNEL 3 FLUTTER FADING 2 3 
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TABLE 6.8.2 Key to channel estimator results 
ESTIMATOR RESULTS 
Degree 0 simple prediction 6.8.1 - 6.8.3 
Degree 1 simple prediction, fixed memory 6.8.4 - 6.8.15 
Degree 2 simple prediction, fixed memory 6.8.16- 6.8.25 
Degree 1 simple prediction, fading memory 6.8.26- 6.8.37 
Degree 2 simple prediction, fading memory 6.8.38- 6.8.46 
Least squares, degree 0 prediction 6.8.47- 6.8.64 
Least squares, degree 1 prediction 6.8.65- 6.8.82 
Least squares, degree 2 prediction 6.8.83- 6.8.100 
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FIG. 6.8.18: VARIATION OF X WITH b FOR CHANNEL 1, 
n= 17, m= 150 AND DEGREE 2 SIMPLE FIXED MEMORY 
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FIG. 6.8.19: VARIATION OF X WITH b FOR CHANNEL 2, n= 17, m= 60,100,150 
NO ADDITIVE NOISE AND DEGREE 2 SIMPLE FIXED MEMORY PREDICTION 
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FIG. 6.8.20: VARIATION OF X WITH b FOR CHANNEL 2, 
FIXED MEMORY 
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FIG. 6.8.21: VARIATION OF X WITH b FOR CHANNEL 2, 
n= 17, m= 100 AND DEGREE 2 SIMPLE FIXED MEMORY 
PREDICTION 
244 
N 
0 
CD 
'IT 
CN 
r-q 
6 
00 
0 
C; 
w 
0 
0 
CN 
0 
6 
0 
FIG. 6.8.22: VARIATION OF X WITH b FOR CHANNEL 2, 
n= 17, m= 150 AND DEGREE 2 SIMPLE FIXED MEMORY 
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FIG. 6.8.23: VARIATION OF X WITH b FOR CHANNEL 3, 
FIXED MEMORY 
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FIG. 6.8.24: VARIATION OF X WITH b FOR CHANNEL 3, 
n= 17, m= 100 AND DEGREE 2 SIMPLE FIXED MEMORY 
PREDICTION 
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FIG. 6.8.25: VARIATION OF X WITH b FOR. CHANNEL 3, 
n= 17, m= 150 AND DEGREE 2 SIMPLE FIXED MEMORY 
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FIG. 6.8.26: VARIATION OF X WITH b FOR CHANNEL 1, 
n= 17, G=0.001 AND DEGREE 1 SIMPLE FADIN& MEMORY 
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FIG. 6.8.27: VARIATION OF X WITH b FOR CHANNEL 1, 
n= 17, C=0.01 AND DEGREE 1 SIMPLE FADjr4c, MEMORY 
PREDICTION 
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FIG. 6.8.28: VARIATION OF X WITH b FOR CHANNEL 1, 
n= 17, C=0.05 AND DEGREE 1 ýqTMPLE FADING. MEMORY 
PRF-DTCTION 
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FIG. 6.8.29: VARIATION OF X WITH b FOR CHANNEL 1, 
n= 17, C= 0.1 AND DEGREE 1 SIMPLE FADING MEMORY 
PREDICTION 
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FIG. 6.8.30: VARIATION OF X WITH b FOR CHANNEL 2, 
LE F-ADIN& MEMORY 
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FIG. 6.8.31: VARIATION OF X WITH b FOR CHANNEL 2, 
n= 17, C=0.01 AND DEGREE 1 SIMPLEFADING, MEMORY 
PREDICTION 
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FIG. 6.8.32: VARIATION OF X WITH b FOR CHANNEL 2, 
n= 17, c- = 0.05 AND DEGREE 1 SIMPLE FADINc, MEMORY 
PREDICTION 
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FIG. 6.8.33: VARIATION OF X WITH b FOR CHANNEL 2, 
n= 17, C=0.1 AND DEGREE 1 SIMPLE FADjrq(y MEMORY 
PREDICTION 
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FIG. 6.8.34: VARIATION OF X WITH b FOR CHANNEL 3, 
n= 17, ý-- = 0.001 AND DEGREE 1 SIMPLE FAWN& MEMORY 
PREDICTION 
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FIG. 6.8.35: VARIATION OF X WITH b FOR CHANNEL 3, 
n= 17, C=0.01 AND DEGREE 1 SIMPLE F-ADotqcv. MEMORY 
PREDICTION 
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FIG. 6.8.36: VARIATION OF X WITH b FOR CHANNEL 3, 
17, C=0.05 AND DEGREE 1 SIMPLE FAz)ifi& MEMORY 
PREDICTION 
0 U) 
Ln 
OD CN (Y) < 
CN 
C; 
Co 
w 
cli 
0 
00 0 
c; 
k. 0 
C 
0 
N 
0 
0 
0 
tlo "; T CN 00 t1o CN 0 OD CN m e< 191,11ý31 Ln kJo I*- IIIIIIIII 
FIG. 6.8.37: VARIATION OF X WITH b FOR CRANNEL 3, 
n= 17,0.1 AND DEGREE 1 SIMPLE FADINGr MEMORY 
PREDICTION 
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FIG. 6.8.38: VARIATION OF X WITH b FOR CHANNEL 1, 
n= 17, c=0.01 AND DEGREE 2 SIMPLE FADING MEMORY 
PREDICTION 
261 
ýQ 
FIG. 6.8.39: VARIATION OF X WITH b FOR CHANNEL 1, 
n= 17, c -.: 0.05 AND DEGREE 2 SIMPLE FADING MEMORY 
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FIG. 6.8.40: VARIATION OF X WITH b FOR CHANNEL 1, 
n= 17, c=0.1 AND DEGREE 2 SIMPLE FADING MEMORY 
PREDICTION 
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FIG. 6.8.41: VARIATION OF X WITH b FOR CHANNEL 
17, c=0.01 AND DEGREE 2 SIMPLE FADING MEMORY 
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FIG. 6.8.42: VARIATION OF X WITH b FOR CHANNEL 2, 
n= 17, c=0.05 AND DEGREE 2 SIMPLE FADING MEMORY 
PREDICTION 
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FIG. 6.8.43: VARIATION OF X WITH b FOR CHANNEL 
17, c=0.1 AND DEGREE 2 SIMPLE FADING MEMORY 
PREDICTION 
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FIG. 6.8.44: VARIATION OF WITH b FOR CHANNEL 3, 
n= 17, c=0.01 AND DEGREE 2 SIMPLE FADING MEMORY 
PREDICTION 
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FIG. 6.8.45: VARIATION OF X WITH b FOR CHANNEL 3, 
n= 17, c=0.05 AND DEGREE 2 SIMPLE FADING MEMORY 
PREDICTION 
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FIG 6.8.46: VARIATION OF X WITH b FOR CHANNEL 3, 
n= 17, c=0.1 AND DEGREE 2 SIMPLE FADING MEMORY 
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FIG. 6.8.47: VARIATION OF X WITH b FOR CHANNEL 
n= 17,0 = 0.5 AND DEGREE 0 LEAST SQUARES FADING 
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FIG. 6.8.48: VARIATION OF ;k WITH b FOR CHANNEL 1, 
n= 17,0 = 0.6 AND DEGREE 0 LEAST SQUARES FADING 
MEMORY PREDICTION 
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FIG. 6.8.49: VARIATION OF X WITH b WITH CHANNEL 1, 
n= 17,0 0.65 AND DEGREE 0 LEAST SQUARES FADING 
MEMORY PREDICTION 
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FIG. 6.8.50: VARIATION OF A WITH b FOR CHANNEL 
n= 17,0 = 0.7 AND DEGREE 0 LEAST SQUARES FADING 
MEMORY PREDICTION 
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FIG. 6.8.51: VARIATION OF X WITH b FOR CHANNEL 1, 
n= 17,0 = 0.8 AND DEGREE 0 LEAST SQUARES FADING 
MEMORY PREDICTION 
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FIG. 6.8.52: VARIATION OF X WITH b FOR CHANNEL 
n= 17,0 = 0.9 AND DEGREE 0 LEAST SQUARES FADING 
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FIG. 6.8.53: VARIATION OF X WITH b FOR CHANNEL 2, 
n= 17,0 = 0.5 AND DEGREE 0 LEAST SQUARES FADING 
MEMORY PREDICTION 
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FIG. 6.8.54: VARIATION 
n= 17,0 =0 .6 AND DEGR 
MEMORY 
w 'AW Lo 
OF X WITH b FOR CHANNEL 2, 
EE 0 LEAST SQUARES FADING 
PREDICTION 
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FIG. 6.8.55: VARIATION OF ý WITH b FoR C-HANNFT. 2 1 
17,0-= 0.65 AND DEGREE 0 LEAST SOIJARES FADTNa 
MEMORY PREDICTION 
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FIG. 6.8.56: VARIATION OF X WITH b FOR CHANNEL 2, 
n= 17,0 = 0.7 AND DEGREE 0 LEAST SQUARES FADING 
MEMORY PREDICTION 
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FIG. 6.8.57: VARIATION OF X WITH b FOR CHANNEL 2 
n= 17,0=o. 8 AND DEGREE 0 LEAST SQUARES FADING 
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FIG. 6.8.58: VARIATION OF X WITH b FOR CHANNEL 2, 
n= 17,0 = 0.9 AND DEGREE 0 LEAST SQUARES FADING 
MEMORY PREDICTION 
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FIG. 6.8.59: VARIATION OF X WITH b FOR CHANNEL 3, 
n= 17,0 = 0.5 AND DEGREE 0 LEAST SQUARES FADING 
MEMORY PREDICTION 
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FIG. 6.8.60: VARIATION OF X WITH b FOR CHANNEL 3, 
n= 17,0 =0.6 AND DEGREE 0 LEAST SQUARES FADING 
MEMORY PREDICTION 
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FIG. 6.8.61: VARIATION OF WITH b FOR CHANNEL 3, 
n= 1710 = 0.65 AND DEGREE 0 LEAST SQUARES FADING 
MEMORY PREDICTION 
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FTc- 6-R-C, 2: VARIATION OF WITH b FOR CHANNEL 3, 
9_UARLS FADING n= 17, o. 7 AND DEGREE 0 LEAST_f 
MEMORY PREDICTION 
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FIG. 6.8.63: VARIATION OF X WITH b FOR CHANNEL 3, 
n= 17,0 = 0.8 AND DEGREE 0 LEAST SQUARES FADING 
MEMORY PREDICTION 
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FIG. 6.8.64: VARIATION OF X WITH b FOR CHANNEL 3, 
n= 17,0 = 0.9 AND DEGREE 0 LEAST SQUARES FADING 
MEMORY PREDICTION 
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FIG. 6.8.66: VARIATION OF X WITH b FOR CHANN] 
n=17,0 = 0.8 AND DEGREE 1 LEAST SQUARES FADING 
MEMORY PREDICTION 
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FIG. 6.8.67: VARIATION OF X WITH b FOR CHANNEL 
n= 17,0=0.9 AND DEGREE 1 LEAST SQUARES FADING 
MEMORY PREDICTION 
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FIG. 6.8.68: VARIATION OF X wIrlH b FOR CHANNEL 
n= 17,0 = 0.93 AND DEGREE 1 LEAST SQUARES FADING 
MEMORY PREDICTION 
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FIG. 6.8.69: VARIATION OF X-WITH b FOR CHANNEL 1, 
n= 17,0 = 0.95 AND DEGREE 1 LEAST SQUARES FADING 
MEMORY PREDICTION 
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FIG. 6.8.70: VARIATION OF X WITH b FOR CHANNEL 1, 
n= 17,0 = 0.99 AND DEGREE 1 LEAST SQUARES FADING 
MEMORY PREDICTION 
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FIG. 6.8.71: VARIATION OF X WITH b FOR CHANNEL 2, 
n= 17,0 = o. 7 AND DEGREE 1 LEAST SQUARES FADING 
MEMORY PREDICTION 
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FIG. 6.8.72: VARIATION OF WITH b FOR CHANNEL 2, 
n= 17,0 = 0.8 AND DEGREE 1 LEAST SQUARES FADING 
MEMORY PREDICTION 
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FIG. 6.8.83: VARIATION OF X WITH b FOR CHANNEL 1, 
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FIG. 6.8.86: VARIATION OF X WITH b FOR CHANNEL 
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FIG. 6.8.88: VARIATION OF X WITH h FOR CHANNEL 1, 
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FIG. 6.8.91: VARIATION OF X WITH b FOR CHANNEL 2, 
n= 17,0.95 AND DEGREE 2 LEAST SQUARES FADING 
MEMORY PREDICTION 
. J. UI IIIIIII 
314 
a) C%4 
(S 
%10 
CN 
6 
N 
0 
CN 
C; 
(N 
0 
00 
r-I 
C; 
ý10 
r-A 
C; 
C; 
CN 
-4 
0 
0 
Co 
0 
c; 
w 0 d 
ýg 
C; 
C14 
0 
6 
0 
co ý: A- CN (y) ; I, I'll Ln w L- 011 
e< 
IIIII 
FIG. 6.8.92: VARIATION OF X WITH b FOR CHANNEL 2 
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FIG. 6.8.98: VARIATION OF X wiTH b FOR CHANNEL 3, 
n= 17,0 = 0.97 AND DEGREE 2 LEAST SQUARES FADING 
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FIG. 6.8.100: VARIATION OF X WITH b FOR CHANNEL 3, 
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7. COMBINED CHANNEL ESTIMATION AND DETECTION FOR A SERIAL 
2.4 KBIT/, 5 MODEM 
7.1 Introduction 
In previous chapters, several dif fertnt types of maximum likelihood 
detectors and channel estimators have been described and analysed 
separately. Thus, a large number of combined estimator/detector arrange- 
1 
ments are possible In this chapter, further 'degrees of freedom' 
in the design of combined estimator/detectors are discussed (7.2), 
namely, the 'early' detection technique and detector cost modification. 
Following this, a large number of arrangements are tested by computer 
simulation in order to find the arrangement most suitable for data 
transmission over HF radio links (7.3). 
7.2 Arrangements of Combined Estimation and Detection 
Before the different estimator/detector arrangements can be properly 
understood, it is necessary to know the problems that a channel estimator 
must overcome when it is combined with a maximum likelihood detector. 
The description of the problems is similar to that given at the beginning 
of the previous chapter (Section 6.2) which explains the need for pre- 
diction in a channel estimator, but suitably modified for the purpose 
this chapter. 
generalised block diagram of a combined estimator and detector 
is given in Fig. 7.2.1. In this diagram, the detector is shown to 
have two detected data outputs, one of which is used by the channel 
estimator. 
.5 -10 
In the previous chapter, the detector was assumed to have only one 
output for detected data symbols which was also used by the channel 
estimator. However, the problem with this approach is that the 
detector delay, n, can be so large that the estimate Y' produced 
. -n-l 
by the channel estimator can be quite different from the channel impulse V 
2 
response YI which is required by the detector in order to process 
the latest received sample r i* 
The solution to this problem is, of 
course, to employ prediction techniques 
2 
to obtain the estimate ZI of 
Y,, where 
'7 
i i, i-n-1 (7.2.1) 
The shorter the delay in detection the more accurate will be the 
prediction ZI of Y2. This therefore gives rise to the technique of 
'early' detection 
1 
in the detector where the 'early' detection delay 
X<n. These symbols Is i, z 
}are then fed to the channel estimator which 
then has to predict over k symbol periods only. Unfortunately, k 
cannot be close to zero thus obviating the need for prediction, because 
as k decreases the error rate in the {s i 
'I increases compared with the 
error rate in the normal detected data output 
3,4 
Therefore, 
there is a minimum value of k such that the improvement obtained 
by reducing the prediction delay of the estimator is balanced by the 
degradation in the estimator due to the increased error rate of its 
input ts ., }- 
i-k 
A second technique which can give an improvement in the per- 
formance of combined estimators and detectors is called the 'cost 
I 
modification' technique 
. 
This technique can only be used when 'early' 
detection is being used and the changes necessary for its implementation 
are made in the detector. Its operation is as follows. 
339 
Just prior to the receipt of sample rk, the detector holds in store 
the m vectors (X K-1 
I (a Viterbi detector is assumed here and the 
received signal has a4 point QAM format), formed by the last n+l 
components of m different sequences 
1 k-le- (7.2.2) 
where xi can take on any possible value of sit and xI=0 for i, <O. 
Clearly, 
x k-1 X R-n-1 xK-n *-***x k- 1 (7.2.3) 
Associated with each vector X k-1 is stored the 'cost' C k-1 , where 
k-1 
C k-1 C. (7.2.4) 
C, l 
Ir 
I x L-hzi, h 
12 (7.2.5) 
h=O 
and the predicted value of YI employed by the detector is 
(7.2.5) 
1 i, i-n-1 ' 1,0 1., 1 ,,, icy 
In words, the prediction of the impulse response required by the detector 
for the evaluation of its c2 is always over (n+l) symbol periods. In 
situations where n is large and/or the impulse response is changing 
rapidly, the Zi may be rather a poor prediction of the required impulse 
response Y.. If, however, 'earlyl detection is being employed after k 
1 
symbol periods detection delay, then these 'costs' can be modified 
so that they use the niore up-to-date and therefore more accurate pre- 
diction of Y,, namely, Yi i-k-l' This modification 
is achieved as follows. 
Just after receipt of sample ri but prior to the detection of s i-n 
and 
the 'early' detection of s, the detector modifies the costs C i-l 
associated with each of the stored vectors X i-l 
thus, 
c mod =Cc+ Ir x 12 (7.2.6) i-k-l- 
I 
i-k-l-hyi - Z-l, h h=o 
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Equation (7.2.6) therefore summarises the required modification 
and the detector continues on as described in Chapter 4 but briefly, 
each stored vector X i-l 
is used to form four vectors {X 1, whose 
first n components are given by the last n componentsof x 
1-1 
and whose 
last components take on the four possible values of s... The cost 
Cm (7.2.7) 
for each vector XI is now evaluated according to equations (7.2.4) 
and (7.2.5) From the 4m vectors IX. I the detector selects m vectors I 
in accordance with the Viterbi selection process (or other near maximum 
likelihood selection process described in Chapter 4) and the selected 
vectors are then stored together with their associated costs, C. I 
The first component x 
i-n 
of the stored vector X1 with the smallest cost 
Ci gives the detected value s i-n of the 
data symbol s i-n and the 
component x i-k of 
this vector where k<n, gives the value of si'z used in 
the estimator. 
The improvement which has therefore been obtained with 'cost' 
modification is that instead of the Z. used in the evaluation of the I 
ci in equation (7.2.5) always being a prediction of the required response 
over n+l symbol periods, the evaluation of CI for each vector 
now is based on the sum A+B, where 
i-PI-1 
A=Ic (7.2.8) 
j=l 
3 
and each c. is evaluated using the best possible estimate of the channel 
I 
impulse response, and 
i 
B=Ic (7.2.9) 
j=i-k 
3 
where each c. is evaluated using a prediction estimate of the 
3 
channel impulse response, the prediction now being over Z+1 SYMbOl 
periods. 
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7.3 Results and Analysis Of SIMUlation Tests 
A large number of estimator/detector simulations have been carried 
out and they are broadly grouped into two parts. Part (A) covers 
simulation tests carried out to compare the various arrangements of 
estimation and detection for determining Z.. Part (B) compares the 
01 
better of the combinations found in Part (A) with the performance of a 
conventional parallel modem. 
Part (A): - Simulation Tests of various estimator/detector combinations. 
Clearly, all possible combinations of estimator and detector 
considered in earlier chapters, together with the further changes made 
possible with/without 'cost' modification, results in a very large 
number of possible systems to be tested. Some simple rules have there- 
fore been applied in order to reduce this number to manageable 
proportions. Firstly, tests carried out on the estimators alone 
(see Chapter 6) have shown that the estimators employing least squares 
fading memory prediction give about the best overall performance, so 
these alone are considered. Secondly, it seems unnecessary to test 
the three different detectors of Chapter 4 with the various eskimators as 
the comparative performance of the various combinations will most likely 
remain the same f or any detector. For this reason, only detector 1, the 
true Viterbi detector, is considered (see Section 4.5) - 
The following six arrangements of estimator and detector have been 
tested by computer simulation. These are, 
(A) A detector with a single data output having a full detection delay 
of n=16 symbol periods but no predictor used by the estimator 
to allow for the delay in detection. 
.jý Ir- 
(B) As in (A) but with an appropriate predictor used by the estimator 
to allow for the delay in detection. 
(C) The estimator is fed by 'early' detection output from the detector 
with a delay < 16 but no prediction used by the estimator to allow 
for this delay. 0 
(D) As in (C) but with an appropriate predictor to allow for the reduced 
delay in detection. 
(E) As in (C) but with 'cost' modification applied to the 'costs' 
associated with the stored vectors (as described in Section 7.2. ) 
(F) As in (D) but with 'cost' modification applied to the 'costs' associated 
with the stored vectors. 
Test conditions: - 
In order to compare the above arrangements for determining ZI, 
it has been assumed that the data transmission system uses ideal raised 
cosine filters (see Section 4.2), single sampling and detector 1, the 
signal being transmitted over Channel 3 (see Table 2.4.4). The 
measure of the performance of the arrangement is the mean square error 
in Z, r which is defined to be 
1 
24000 g2 
24000 
1X lyi, 
h i, hl 
i=l h=O 
where IxI is the absolute value (modulus) of the complex valued scalar x. 
The signal to noise ratio, ýdB, is defined to be the ratio of the 
average transmitted energy per bit to the two sided power spectral 
density of the additive white Gaussian noise at the receiver input. 
For the arrangement of Fig. 5.2.1, 
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lolog 
1 
10 
( =CF-2) (7.3.2) 
The parameter,. X, is measured for two different values of ý, 
25 dB and 60 dB. The *=60 case is the virtually noise free case and 
*=25 is the minimum value of *, which allows all the arrangements to 
work. The value of X is computed for a range of values of the estimator 
averaging parameter, b. The other adjustile PaLrameter in these 
arrangements, namely 0 (the prediction averaging) has been set to the 
optimum value for Channel 3 which was obtained in estimator only tests 
in Chapter 6. The values of 0 are as given in Table 7.3.1. 
The fading sequence employed in the tests with the Channel 3 is 
the 'typical' fading sequence used for testing the parallel modem, 
serial detectors and channel estimators in Chapters 3,4 and 6, 
respectively. The f ading sequence has a duration of 24000 symbols as 
is clear from equation (7.3.1) The results obtained have been plotted 
in Fig. 7.3.1 (ý=60 dB) and Fig. 7.3.2 (lp=t25 dB) . 
The coding scheme employed in these graphs describes the variations 
of the six arrangements (A) - (F) mentioned earlier. It can be 
decoded as follows, 
B08 
(i i) 
(i) This indicates the arrangement of estimator/detector under test 
(A) - (F) 
This indicates the type of prediction 
0= degree 0 prediction 
1= degree 1 prediction 
degree 2 prediction 
-144 
This indicates the delay used for 'early' detection 
4= 'early' detection after 4 symbol periods 
8= 'early' detection after 8 symbol periods 
16 = no 'early' detection, that is, only the normal detection 
is performed af ter 16 symbol periods 9 
The six arrangements have been tested under two sets of conditions 
The first set (results shown in Fig. 7.3.1) indicate performance under 
virtually noise free conditions and therefore represent the best 
performance obtainable from each of the fifteen systems tested. The 
second set (results in Fig. 7.3.2) indicate performance under maximum 
noisy conditions (a further decrease in ý results in breakdown of some 
of the poorer systems) . 
The main conclusions which can be drawn from these test results 
have been summarised as follows: - 
(1) The results from the systems which did not use prediction are much 
poorer than those with prediction. 
(2) The inclusion of 'early' detection givesa. useful improvement in 
performance for systems with prediction, especially those with degree 1 
prediction. For example, comparing Bl, 16 and B2,16 in Fig. 7.3.1 
shows that the degree 1 predictor has an inferior performance but 
with early detection after 4 symbol periods, the positions are reversed 
(compare DI, 4 and D2,4). 
(3) Those systems which use 'cost' modification (variations of 
arrangements (E) and (F) ) give results which are identical tO the equiva- 
lent systems without 'cost' modification (variations of systems (C) 
and (D)) at ý=60 dB and results within 0.4 dB (better and worse) at 
-3 11 J 
ý=25 dB. Thus 'cost' modification in the detector does not appear 
worthwhile for these conditions. 
(4) The test conditions for Fig. 7.3.1, that is, a fast fading channel 
with virtually no noise, should show the systems employing degree 2 
prediction at their best compared to the other systems. This is true 
9 
for the systems where a full detection delay is used (compare AO, 16, 
Bl, 16 and B2,16). However, for the systems using 'early' detection 
the degree 1 predictor has the best overall performance (compare CO, 4, 
Dl, 4 and D2,4) . The performance of the degree 2 predictor theoretically 
suffers more in the presence of high additive noise (see Section 6.2). 
This agrees with the results obtained, because Fig. 7.3.1 indicates at 
*= 60dB that the degree 2 predictor is 1 dB better than the degree 1 
predictor when 'early' delay =8 (compare Dl, 8 and D2,8). However, 
Fig. 7.3.2 shows at V=25 that the degree 1 predictor Dl, 8 has about 
0.8 dB advantage over the degree 2 predictor D2,8. 
(5) Fig. 7.3.2 shows only one curve for the degree 2 predictor systems. 
This is because for detection delays of 4 and 16 symbol periods, the 
systems were unstable. The instability occurs when the estimator/ 
detector systems stop tracking the fading channel due to (say) noise. 
When this happens, the estimator error signal builds up in an oscillatory 
manner until the magnitude of the signal exceeds the numerical limit 
of the computer in use for the tests. This phenomenon does not occur - 
with the degree 1 predictor system and the estimator error magnitude 
always remains small, even when channel tracking ceases. 
(6) It is possible that for systems using 'early' detection, the value 
of prediction averaging 0, may not be optimum. The value used in the 
tests were obtained from tests in Chapter 6 which assumed perfect 
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detection and a full detection delay of 16 symbol periods. Fig. 7.3.3 
shows the effect of varying 0 with b fixed at its optimum value for 
system Dl, 4 in Fig. 7.3.2. The result shows that the original choice 
of 0=0.9 is still optimum, even for this short detection delay. 
9- 
Part (B) :- Error rate performances of the better estimator/detector 
systems compared with the parallel modem 
The tests performed in Part (A) indicated that the best system 
overall was system Dl, 4. However, these tests did not go lower than 
ý=25 and they assumed a single sampling Viterbi detector. Some of the 
following error rate tests employ double sampling detectors, real filters, 
and the range of sig. ýLal / noise ratio of interest is 10, <ý, <25. Under 
these circumstances, it has been found that the best performance is 
obtained with a Dl, 8 system. 
The error rate/SNR performances of the various systems tested are 
given in Fig. 7.3.4 and Fig. 7.3.5 for the channels 1 and 3 respectively 
(see Table 2.4.4) . All three detectors described 
in Chapter 4 are used 
in these tests. The various arrangements which have been tested are 
as follows. 
System 
System 2: 
System 3: ý> AS IN SECTION 4.8 
System 4: 
System 5: Double samplingr ideal filters, detector as for system 2 
(detector 1) degree 1 prediction, early detecUL. on delay =4 
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System 6: double sampling, actual filters, detector as for system 3 (detectoi 
degree 1 prediction, early detection delay =8 
System 7: double sampling, actual filters, detector as for systemL 4 (detectoi 
degree 1 prediction, early deteitý., tion delay = 8, P=6 
9 
Perfect estimation is taken to imply that ZYi and Z, 
_, 
for every i (see 4.5 - 4.7). Each of these systems uses the 
value of b that minimises X for the given channel, with ý=15, and error 
free detection. In every case, n= 16. 
It can be seen from Fig. 7.3.4 that a very good performance is 
achieved over Channel 1 for all serial systems tested, a considerable 
advantage in tolerance to noise being gained over the parallel modem at 
error rates below 1 in 10. Fig. 7.3.5 shows that over Channel 3, 
the degradation in tolerance to noise introduced by the inaccuracies 
in the channel estimate, become quite serious at error rates above 1 in 100, 
a considerable advantage in tolerance to noiSe being nevertheless 
gained by system 7 (double sampling and Jeteckor : 3) over the parallel 
modem, at error rates below 3 in 100. The relative performance of 
systems 1 and 2 shows that a useful advantage in tolerance to noise is 
gained when single sampling is replaced by double sampling. Whereas 
detectors 2 and 3 have a similar performance over Channel 1, detector 3 
is considerably superior to detector 2 over Channel 3, where the time 
dispersion of a received signal element is much greater than over Channel 1. 
Tests have shown that the performance of detector 3 is not significantly 
affected when the delay in detection is reduced from n+p single sampling 
intervals to the value n used by detector 2. Detector 1 is better than 
detector 3, over both channels, but much of this advantage is due to 
4 
the equipment filters It is evident from Fig. 7.3.5 that the poorer 
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the detector becomes, the more seriously is it affected by errors in the 
estimate of the channel. 
In conclusion since double sampling gives a useful advantage in 
tolerance to noise over single sampling and since the Viterbi algorithm 
detector (detector 1) cannot be used with the actual equipment filters, 
V 
the most promising of the arrangements of the Serial system tested appears 
to be double sampling with detector 3 and degree 1 least squares fading 
memory prediction, using early detection at Z=8. The resulting serial 
modem is clearly worthy of further study as a possible replacement 
for the parallel modem. 
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TABLE 7.3.1 Values of 0 used in simulation tests 
DEGREE 0 
PREDICTION 
DEGREE 1 
PREDICTION 
DEGREE 2 
PREDICTION 
SNR = 60 dB 0 o. 7 0.9 
SNR = 25 dB 0 0.9 0.95 
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SYNCHRONISATION OF A SERIAL MODEM 
8.1 Introduction 
In earlier chapters, the modem functions of detection and 
channel estimation have been studied. However, in order to complete 
a practical modem, three other modem functions must be performed. 
These are carrier phase tracking, symbol timing tracking and automatic 
gain control (AGC) . The problems and solutions associated with each 
of these three functions are considered in Sections 8.2,8.3 and 8.4, 
respectively. Finally, in Section 8.5, the results of simulation 
tests on the three remaining functions are given. These include tests 
of the complete modem with all five functions being simulated, as 
well as tests on the carrier phase tracking, timing and AGC on their 
own, with all other functions assumed perfect. 
8.2 Carrier Phase Tracking 
Until now, it has been assumed that transmitter and receiver modulation 
and demodulation frequencies are exactly equal in frequency and phase. 
However, in practice, some discrepancy will always exist between the 
transmitter modulating carrier and receiver demodulating carrier and 
frequency offsets of several Hertz may be possible. Added to this 
offset due to the equipment, the RF link can introduce Doppler shift 
on the signal (see Chapter 
The effect of carrier frequency offset in the transmission system 
is to rotate the demodulated received signal samples at a rate determined 
by the magnitude of the of fset as in the following simple example. 
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Assume that a4 point QAM signal is transmitted over a perfect channel, 
that each transmitted symbol has the same value (a 11, in the real 
channel and 1 11 in the imaginary channel), that the signal is perfectly 
demodulated at the receiver and the resulting baseband signal is then 
sampled at its peak at precisely the transmitted symbol rate. if 
P 
the received symbols are then represented as vectors then they will all 
appear as in Fig. 8.2.1(A) . If the same signal is received using 
a demodulator with a frequency difference, Af Hz icompared to the 
transmitter then each received sample will appear 'rotated' in the 
vector space by an amount 21tAfT radians f rom the previous sample 
where T is the symbol sampling rate (see Fig. 8.2.1(B)) . This example 
shows how a perfect channel with fixed impulse response can appear to 
have a time varying characteristic caused only by the frequency 
offset in the receiver demodulator. Similarly, in the case of a 
truly time varying channel such as the HF link, the presence of any 
frequency offset adds to the rate of change of the channel characteristics 
caused by fading. 
Therefore, if no means of removing the frequency of fset is employed 
in the receiver then it is necessary for the channel estimator to be 
able to track the much faster channel variations. This would be an 
acceptable solution but for the fact that the performance. of the channel 
estimator degrades rapidly with increasing rates of channel variation 
(see results in Section 6.8). This degradation in performance is due 
to the wider bandwidth required by the estimator to track the fast 
channel variations, which results in it having poor rejection of additive 
noise on the received signal. 
The proper solution to the problem is to employ phase tracking at 
the receiver which removes the frequency offset from the received signal 
prior to it entering the data detector and channel estimator as 
1 
shown in Fig. 8.2.2 Here, the signal is first roughly demodulated 
(l st demodulator) and the resulting signal is then input to the phase 
tracking loop. The output of the second demodulator should have no 
frequency offset, so in order to estimate the offset and remove it, 
P 
the phase tracking loop must have a further input with no frequency 
offset and this is obtained from the channel estimator. 
A detailed block diagram of a suitable degree 1 carrier phase 
tracking loop is given in Fig. 8.2.3. The operation of the loop can 
be explained by the use of some simple examples. Firstly, 
assume that the received signal has a very high SNR and no frequency 
offset exists, so that no phase correction is required by the phase 
tracking loop. This means that the values r" prior to the phase i+n 
correcting second demodulator must equal the output of this demodulator, 
i+n* 
Thus, the phase tracking loop must produce no correction. This 
means that 0 i-1 
in the loop must be zero. Now, if these conclusions 
are true, the received signal ri'1 must equal its estimate obtained 
from the channel estimator, r'- Therefore, the updating error i 1* 
- joi-I signal fed to the soft limiter, IM(e .r i-l 
(r 
i 
is zero 
because 0 
i-l 
is zero and the product ri, 1 
(r 
i-l 
)* is real valued. This 
situation is true for all i, that is, no phase correction is applied 
to the received samples, {r" 1, so the loop is stable and performing i+n 
correctly. Secondly, assume the conditions of the first example except 
that a frequency offset exists such that the received signal samples 
are being rotated by an amount A(P per symbol period due to this of fset. 
Again, assuming the phase tracking loop is operating correctly, then 
the two outputs of this loop appear as shown in Fig. 8.2.4.1 f the 
frequency offset was initiated during time period zero then the relation, 
U-1) Ao) 
(8.2.1) 
holds. It is interesting now to consider the updating error signal 
to the sof t. limiter, 
IM(e-joi-1. r" (r i-i 
= IM(e- 
j (, &0 (i-1) ) 
= IM (A i-i 
)= (8.2.2) 
Again, as was shown in the first example, the error signal in the phase 
tracking loop is zero. This therefore means that the output of the 
integrator X must be the value AO in order for the two outputs of 
the loop to appear as in Fig. 8.2.4 that is both 'ramping up' at 
a rate of AO per symbol period to match the frequency of fset present 
on the received signal. 
If the received signal has come via an HF link, then its 
received phase can have any value with equal probability and so might 
appear typically as shown in Fig. 8.2.5 (A). If the received signal 
has frequency offset then the phase variation might appear as given 
in Fig. 8.2.5(B) . Clearly, for the phase tracking loop to estimate 
the frequency offset present in Fig. 8.2.5 (B) ,a great deal of averaging 
must be performed, implying a small value for o(. The value a determines 
the response of the loop to rapid phase changes and, to a lesser 
extent, it also determines the frequency offset response. 
8.3 Receiver Timing 
Earlier chapters have assumed that the receiver sampling (timing) 
of the received signal has been performed at precisely the baud rate 
u- 
e 
j(AOU-1») 
(or twice this value) of the transmitted signal. However, this 
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situation does not normally exist in practice because of the slight 
offsets from the nominal baud rate which will exist in both the 
transmitter and receiver baud rate clocks. 
The effect of a timing offset between transmitter and receiver 
is that the estimate of the 'sampled' impulse response in the channel 
9 
estimator experiences 'slippage' through the taps of the estimator 
as shown in Fig. 8.3.1. If no attempt is made to correct the receiver 
baud rate to equal that of the transmitter then part and eventually 
all of the estimated impulse response will move through the I'ast of the 
estimator taps as shown by the chain dot response in the simple example 
in Fig. 8.3.1. When this happens, the data detector will produce 
errors. 
Clearly, the existence of timing offset in the receiver must be 
avoided and the receiver must somehow 'learn' the baud rate of the 
transmitter. This implies the use of a phase locked loop in the receiver 
to track the transmitter baud rate and inspection of Fig. 8.3.1 
2 
shows how a suitable error signal can be obtained for such a loop 
The sign of the frequency of f set can be determined from the direction the 
estimated impulse response moves through the estimation taps and the magnitud 
of the timing offset can be obtained from the 'velocity' of the 
estimated impulse response moving though the estimator taps. However, 
in the case of HF radio transmission there is a complication in measuring 
this error signal and this is due to the time varying nature of the 
impulse response. A suitable means of measuring this offset error 
must therefore not confuse variation of the impulse response due to 
fading, with variation caused by timing frequency offset. A suitable 
algorithm for determining offset error will now be described. 
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Suppose that at time t= iT the updated estimate of the sampled 
impulse response is 
YA AAA 
i Yi, o Yi'll ..... yi, g 
the corresponding estimate at time t= (i-1) T being 
Let 
and 
-l'Ir ....... 
YF- y yi A (8.3.2) i-i, o 1-1, g 
i, h Yi, h - Yi-l, h (8.3.3) 
a 
i, h : -- Yi, h+l - Yi, h-1 (8.3.4) 
Then the measure of the correction required in the phase of the receive 
ý) 
sampling (baud timing) waveform, at time t= iT, is 
I 
ot (8.3.5) 
h=O 
i, h i, h 
where y i, h ý- 0 
for h<O and h)g. Thus, the corrected phase (D 
I 
of the 
sampling (timing) waveform., at the time t= iT, is 
4ý 
I= 
ýD i-i E: 
6 
I 
(8.3.6) 
where 0 i-l 
is the corrected phase at time t (i-l)T. (D i-l 
is, of 
course, the degree 0 simple prediction of 016 is a small positive 
constant. 
8.4 Receiver AGC 
Previous chapters have omitted an automatic gain control (AGC) 
in the simulation of the receiver section of the serial modem- 
However, in practice, receiver AGC is necessary, otherwise a reduction 
in the received SNR can result. This happens because of the presence 
of an analogue to digital converter (ADC) at the input to the receiver, 
-) Q -) 
following some initial band pass filtering but prior to the main 
receiver processing functions of detection, estimation etc. The ADC 
is designed such that when its input range is fully used by the 
incoming signal, the quantising noise introduced by the ADC is negligible. 
However, if the incoming signal does not fully utilise the input range 
of the ADC then the quantising noise produced, may become significant. 
Varying input signal amplitudes could be caused by receiving transmissions 
from different locations or from the same location but at different 
times of day. The purpose of the AGC is simply to ensure that the 
received sign4l presented to the ADC input is of the required amplitude. 
It is important, however, to understand that an AGC counteracts only 
the long term variations in SNR and does nothing to reduce the short 
term effect of Rayleigh fading. Fortunately, careful design of the 
ADC can ensure that, in the presence of Rayleigh f ading, the received 
signal level does not fall to a level such that ADC quantising noise 
becomes significant. 
The problem in implementing a receiver AGC is to obtain a measure 
of the received signal level. This could be obtained from the signal 
samples, Ir i 
1, but even for a fixed signal level, the amplitude of 
these values can fluctuate over a wide range as they are data dependent. 
A more suitable means of measuring received signal level is to employ 
the sampled impulse response contained in the channel estimator. 
Assuming this measure then a block diagram of the AGC 100P is given in 
Fig. 8.4.1. 
The AGC algorithm is as follows, 
GG (( 
IIý, 
i-ll 
2 
i-1 + 
OAGC(l - 
j=o 
yj 
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G1 is the gain of the amplifier in Fig. 8.4 .1 for the symbol period i. 
The term 12) 
3ý 
is the length of the estimated channel 
j=0 
impulse response for symbol period i-1- 
8.5 Results and Analysis 
The results of simulation tests contained in this section are 
divided into two stages of testing of the receiver functions of carrier 
phase tracking, timing and AGC described in Section 8.2 to 8.4. 
Firstly, each of these functions is added on its own to the basic 
receiver estimator-detector combination studied in Chapter 7, and the 
tests carried out under conditions that produce no detected data errors 
and a very accurate channel estimate; in other words at high SNR 
(Test 1-3) . Thus, these tests allow the function of interest to be 
studied effectively in isolation from the other receiver functions. 
Under these conditions, the stability of the function can be checked 
and some initial optimisation of the variable parameters can be carried 
out. The second stage of testing (Test 4) brings all the receiver 
functions together so that final optimisation of the variable parameters 
can be performed. Error rate tests are then carried out on the complete 
optimised modem. 
Test 1: - Frequency offset tests on the carrier phase tracking loop 
These tests employ a simulation of the optimum estimator-detector 
combination found in the tests of Section 7.3, namely system Dl, 8, and 
the carrier phase tracking loop described in Section 8.2. This 
combination of three loops has been tested over Channel 3 at sNR = 25 dB 
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and the estimator and detector optimised for these conditions, 
with the result that no detector errors occur over the standard 
simulation test run of 2400o symbols. Frequency offset is introduced 
into the received signal and the ability of the phase tracking loop to 
remove this offset is measured in terms of the error rate produced in 
each 24000 symbol test. Fig. 8.5.1 gives the results obtained of 
error rate versus frequency of f set introduced into the received signal. 
Curve A' shows . the performance obtainable with the given values 
of averaging in the phase tracking loop and curve B shows the per- 
formance obtained if no phase tracking loop is used for removing the 
frequency offset and all the channel variations (fading plus frequency 
offset) are tracked by the channel estimator alone. 
Some important conclusions can be drawn from this series of tests. 
Firstly, comparing curve A with curve B shows the necessity 
for the inclusion of a phase tracking loop in the receiver if frequency 
offsets of >, 1 Hz are present on the received signal. Secondly, the 
ability of the phase tracking loop to successfully track frequency 
offset is proportional to the value of the averaging constants, a and ý. 
It appears from the result that a and ý should be made as large as possible 
in order to track frequency offset but this has the disadvantage 
of making the loop more responsive to any additive noise present on the 
signal. This fact is not clear from these results but is shown later 
in the complete modem test. The two adjustable averaging parameters, 
a and ý, appear to give two degrees of freedom in optimising the phase 
tracking loop. It has been shown elsewherel that there is an optimum 
relationship between these parameters, namely ý= 2a, thus effectively 
reducing the degree of freedom to one variable when optimising the loop. 
Jb6 
Test 2: - Timing offset test on the receiver timing loop. 
This test is similar to Test 1 except that the three functions 
being simulated are now estimator-detector (System Dl, 8) and the 
timing loop described in Section 8.3. This combination has been 
tested over Channels 1 and 3 and SNR = co, so any imperfections intro- 
IP 
duced by the detector or channel estimator are negligible. Timing 
frequency error is introduced at the receiver and the ability of the 
timing loop to track the transmitter timing is determined by measuring 
the timing phase error (transmitter timing phase - receiver timing 
phase) against time. Results of tests carried out are given in Figs. 
8.5.2 to 8.5.8. In these figures, each curve represents a test with 
a duration of 24000 symbols. For the first 2400 symbols of each 
test, the timing loop is 'open' (inoperative) and so the timing 
phase error simply ramps up with a slope determined by the timing 
frequency of fset error. These curves show the performance of the 
timing loop for different values of timing offset (0,10-5 , 10-4: ) 
error and timing averaging (10-5 <0T 1<10-1 ). Negative timing offset 
errors have also been tested on Channel 1 and the results are given in 
Fig. 8.5.8. Longer test durations of 120,000 symbols have also been 
tested for Channel 3 and the results are given in Fig. 8.5.9 for 
0T ý- 0.001 and three values of timing frequency offset. 
Analysis of these results prompts the following conclusions. 
Firstly, if there is no timing frequency offset error then the smaller 
the val ue of0T, the better (see Figs. 8.5.2 and 8.5.5). However, when 
tiffling frequency of fset error is present at the receiver the timing loop 
ceases to track if 0T is made too small (see Figs. 8.5.3,8.5.4,8.5.6 
and 8.5.7) . Therefore an optimum value of 0T exists depending on the 
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maximum timing offset error which must be tracked by the timing loop. 
Test 3: - AGC tests. 
This test is similar to Tests 1 and 2 in that only the estimator 
detector and AGC loop are simulated and the simulations are carried 
a 
out at high SNR (25 dB) so that the AGC loop is effectively operating 
with near perfect channel estimation and data detection. The purpose 
of the test is to demonstrate the stability of the AGC loop and to 
obtain an approximate estimate of the optimum AGC averaging parameter, 
0 
AGC * 
Simulation tests have been carried out on Channel 3 at SNR = 25 dB 
for the standard test duration of 24000 symbols. The effect of AGC 
on the received signal is obtained by measuring, 
R= Y' (dB) - Yý. (dB) max min 
where Y' 
max 
is the maximum length of the estimated sampled impulse 
response and Y/ , its minimum value, during the 24000 symbol test. min 
This Parameter has been measured for a range of values of E) AGC and 
the results are plotted in Fig. 8.5.10 together with the number 
of detector errors obtained for the same range of 0 AGC' 
The main conclusion to be drawn from the test (apart from proving 
the stability of the AGC loop) is that receiver AGC, in this form, can 
do very little to reduce the short term variation in signal level 
caused by Rayleigh fading. However, the test does indicate the maximum 
allowable value of 0 AGC which can 
be used for removing much longer 
term signal variations. 
ivu 
Test 4: - Tests on the complete modem. 
In this series of tests, all the modem functions of data detection, 
channel estimation, carrier phase tracking, timing tracking and AGC 
are simulated together in order to check that all the loops can work 
together without instability and to perform final optimisation 
0- 
of the loop parameter; e. 
The modem parameters have been optimised for Channels 1 and 3 
in the absence of frequency and timing of fset errors. Under these 
conditions, error rate tests have been carried out on the modem for the 
two channels, using the standard 24000 symbol duration tests. The 
results have been plotted in Figs. 8.5.11 and 8.5.12 together with 
the results in Figs. 7.3.4 and 7.3.5 (estimator-detector only tests) . 
These tests show that the complete modem is stable in operation and 
that it can perform with negligible reduction in performance compared 
with the estimator-detector only error rate curves. In practice, 
of course, there will be some frequency and timing offset present 
on the received signal, so the values of 0T (timing averaging) and 
(x and a(carrier phase averaging) may have to be increased in order 
to track these variations. 
-1 
fo v 
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DESIGN AND IMPLEMENTATION OF 2.4 KBIT/S MODEM 
9.1 Introduction 
This chapter contains the design information f or a 2.4 kbit/s IjF 
10 
modem, using the results of simulation tests in earlier chapters. 
Firstly, in Section 9.2, the main modern parameters are defined and design 
information for each section of the modem is given. In Section 9.3 a 
suitable hardware implementation is described. This is a processor based 
design and the complexity of each section of the modem is defined in 
terms of the number of processor operations required. The maximum likelihood 
detector is described in some detail as this is the most complex and, 
therefore, the most critical section of the modem, as f ar as implementation 
is concerned. 
9.2 Modem Design 
Block diagrams of the transmitter and receiver which form a single 
modem, are given in Figs. 9.2.1 (A) and (B) , respectively. These will 
now be discussed separately. 
(1) Transmitter 
The transmitter generates a4 point QAM 1.2 kbaud signal with the 
data differentially Gray-coded on an 1800 Hz carrier. It can be seen from 
Fig. 9.2.1(A) that the transmitter is a relatively simple device which 
inputs data from a 2.4 kbit/s binary data source. The data are latched 
into a2 bit latch using a 1.2 kHz clock and are then filtered in the 
transmitter pre-modulation filters. The frequency characteristics of 
these two filters are identical and are given in Fig. 9.2.2 along with 
the tap values (quantised to 12 bit accuracy) required for a non-recursive 
realisation. The. filtered data are then modulated onto phase -quadrature 
1800 Hz carriers. The required carrier sample values used in the modulation 
process are given in Fig. 9.2.3. The resulting outputs from the multipliers 
are added together and output to a 12 bit DAC. Aliasing components 
at the DAC output are removed by the transmitter post modulation filter. a, - 
The frequency characteristics of this analogue filter are shown in Fig. 9.2.4. 
Such characteristics are obtainable from commercially available PCm 
filters manufactured by Mitel and Intel. 
Receiver 
The receiver design is described under the following six headings, 
Filtering, ADC and Demodulation 
Detection 
Channel Estimation 
Carrier Phase Tracking 
Timing Synchronisation 
AGC 
Filtering, ADC and Demodulation: - There are three filters in the 
receiver. At the receiver input there is an analogue bandpass anti- 
aliasing filter. The frequency characteristics of this filter are given 
in Fig. 9.2.5. The same unit used in the transmitter can be used here 
with the optional addition of the third order Butterworth highpass 
filter for the attenuation of mains hum and its close harmonics. 
After this analogue filtering, the signal is then converted to digital 
form in the ADC, This is the earliest point in the receiver at which 
the signal can be digitised and allows as many of the receiver functions 
as possible to be carried out using digital signal processing. This is 
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desirable because digital processing presently allows a more economic, 
reliable and repeatable design than does the alternative analogue 
processing. The requirements of the ADC are that it should be a 12 bit 
device in order that 16 bit signal processing can be carried out (a 
simpler 8 bit device would introduce significant quantising noise) . 
and that it can perform conversion of th(ý-signal at the rate of 
14.4 kHz. This frequency is the sampling frequency of the digital lowpass 
filters which follow the demodulator. The phase -quadrature demodulator 
simply multiplies the digitised signal samples output from the ADC 
by 1800 Hz (nominal) sine and cosine signal samples derived from the 
receiver clock. After demodulation the complex baseband signal samples 
are input to the post-demodulation filters. These two filters are 
identical and their frequency characteristics are given in Fig. 9.2.6 
along with the tap values necessary for their realisation as non-recursive 
filters. 
Detection: - The chosen detection process is known as System 4 and 
is fully described in Section 4.6. The optimum parameters 
for the detector have been derived f rom the simulation results described 
in Section 8.5 and are as follows, 
Maximum number of precursors =6 
Number of stored vectors = 
Detection delay = 16 
First significant component 
in impulse response >. 0.8 of peak component 
-)U.:;, 
Channel Estimation: - The chosen channel estimator is the least 
squares degree 1 predictor-estimator described in Section 6.6. There 
are two adjustable parameters. for this estimator and their optimum values 
depend on the channel fading rate. * These values are, 
CHANNEL 1 (0.5 Hz, 1 mS) 
PREDICTION AVERAGING 0.95 
ESTIMATOR AVERAGING 0.015 
CHANNEL 3 (2 Hz, 3 mS) 
v- 
0.9 
o. o6 
Carrier Phase Tracking.: - Carrier phase tracking has been fully 
described in Section 8.2. The optimum values of the adjustable 
parameters have been obtained from simulation results in Section 8.5. 
These are, 
OL = 0.001 
ß=0.002 
Timing Synchronisation: - Timing has been fully described in Section 
8.3. The optimum value of the averaging obtained from the simulation 
results in Section 8.5 is 10-5. 
AGC: - Automatic gain control has been fully described in Section 8.4. 
The optimum value of the averaging for this function has been obtained 
from simulation results in Section 8.5 and is 10-5. 
9.3 Hardware Realisation 
The class of operations to be performed by the data detector such 
as add, subtract, shift, etc, are computer-type operations, so this 
suggests the use of a dedicated computer for the hardware realisation of 
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the detector. This type of implementation is also suitable for performing 
all the receiver functions contained within the dotted lines Of Fig. 9.2.1(B) . 
if the transmitter is not required for use simultaneously with the receiver 
then its functions can also be performed using the same signal pro- 
cessor. The modem could then be implemented as shown in the block diagram 
of Fig. 9.3.1. The minimum processor clock frequency of 1.2N kHz 
should be just greater than the total number (N) of receiver operations 
required per symbol period of 833 VS. Clearly the factor N is very 
important as this defines the complexity of the processor. For this reason, 
each section of the modem will now be considered in terms of the number 
of operations per symbol period required for their implementation. 
The modem is described under the following headings, 
Transmitter 
Demodulation and Receiver Filtering 
Data Detection 
Channel Estimation 
Carrier Phase Tracking Loop 
Timing Loop 
AGC Loop 
Transmitter: - 2340 operations. The transmitter generates a 
2.4 
kbit/s, 4 point QAM signal on a carrier of 1800 Hz. 792 of the operations 
are multiplications. 
Demodulation and Receiver Filtering: - 408 operations. Thi) figure 
represents the total number of operations for the two demodulators and the 
two non-recursive, post demodulation, lowpass filters. 152 of these 
operations are multiplications. 
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Data Detection: - 6188 operations. This is the number of detector 
operations for a detector processing a 1.2 kbaud signal received over 
a channel with a maximum of nine complex components in its sampled 
impulse response. The detector samples the signal at twice the received 
symbol rate. None of the operations involve multiplication. 
V- 
Channel Estimation: - 1638 operations. The estimator calculates 
the two sets of complex sampled impulse responses required by the 
detector, each response having a maximum of nine complex components. 
144 of these operations are multiplications. 
Carrier Phase Tracking Loop: - 120 operations. This loop removes 
any frequency of fset introduced between the transmitter and receiver 
by Doppler shift and/or offset between the transmitter and receiver 
clocks. 18 of the operations are multiplications. 
Timing Loop: - 450 operations. This loop removes any timing 
frequency of fset introduced by transmitter and receiver clocks. 
19 of the operations are mUtiplications. 
AGC Loop: - 77 operations. This loop reduces the required 
amplitude tracking range of the channel estimator by removing the long 
term and transmission-to-transmission variations in amplitude 
level of the received signal. 5 of the operations are multiplications - 
The number of operations quoted in the previous sections is 
the maximum number of operations per symbol period, even though 
this number may be less during some symbol periods due to the adaptive 
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nature of the detector. The numbers have been derived from a simulation 
program of the modem - (see Appendix 11) - and-,, -Axe 
data, operations such as 
moving values t. 45 and from the CPU (central processing unit) and memory and 
performing add, rotate and shift operations on the values when they are 
in the CPU. These operations do not include the setting up of memory 
addresses. 
It is clear from the previous analysis that the data detector 
is the most critical of the modem sections, so it will now be considered 
in more detail by analysing each of the major functions of the detector. 
Each of the detector functions is described in more detail in Section 4.6. 
The operation of the detector can be divided into nine sections 
D 
and assumes that sample ri +p and ri +p 
(see Fig. 9.3.2) have just 
been received. Fig. 9.3.2 is a memory map of the values held in 
store by the detector and should be helpful in understanding the operations 
of the detector. 
(1) Computation of zj 
_1, p+l 
This is computed for each stored vector using the relationship 
3 T1 
j-l, p+l h=O 
j-h Yj+p, p+h 
(9.3.1) 
This takes 160 operations assuming the detector parameters defined in 
Section 9.2. It assumes that the product can be obtained 
from a look-up table, so only a series of accumulations is performed 
for each stored vector. No allowance has been made for the calculation 
of the memory address of each of the x J-h 
y j+p, p+h 
products or for 
computing the memory address for storing the result, z j-"P+l* 
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Find Value of f 
This function is to find the first significant component (y f) 
in the sampled impulse response yor ylf y 
9* 
It does this by 
then finding the maximum value and then finding the first value which 
exceeds 80% of this maximum value. 
(3) Computation of zjf 
This function takes 75 operations. 
a, 
This is computed for each of the 32 expanded vectors, using the 
relationship 
g-f 
j-hyj+f, f+h 
(9.3.2) 
The number of operations required for this function is 525. This 
again assumes (as for z j-l, p+l 
earlier) that the products x j-h 
Yj+f, f+h are available 
from a look-up table but has allowed for 
modifications of the look-up table as used in the computation of 
zj 
-1, P+l * 
Also it has been assumed that the equation (9.3.2) has 
been simplified to 
z jrf =xi Yj+f, f +z j-l, f+l 
(9.3.3) 
so only one accumulation is required for each stored vector. 
(4) Computation of the cI 
This oomputes, 
r i+i - zj-lli+ll 
(9.3.4) 
for i=0,1, f-1 
and also cf= Ir 3+f - 
Zj, fl 
for each of the stored 8 vectors and requires 960 operations 
(maximum 
value when f= 
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(5) Computation of the d. 
3 
This involves the computation 
f-i 
di Uj-, +( 
.1c+ 
Cf (9.3.5) 
2. =O 
for each of the 32 expanded vectors. This process requires 1448 
9- 
operations. This number of operations assumes that the summation in 
equation (9.3.5) is obtained only once for each stored vector. 
(6) Selection of 4 vectors from the 32 expanded vectors using 
System 3 selection 
This process requires 223 operations. The selection is done by 
scanning down the most recent (x. ) column in the expanded vector store I 
and for each of the 4 possible values of xi 01 it picks the vector 
with the smallest value of d.. 
I 
(7) Selection of 4 vectors f rom the remaining 28 unselected vectors 
using System 1 selection 
This selection process requires 917 operations. The 4 vectors 
are selected by scanning 4 times down the d. values of the remaining 
3 
unselected vectors and on each scan, picks the vector with the smallest 
djj regardless of the value of x3 in that vector, once selected, 
a vector is no longer considered in the remaining scans, so that 4 
different vectors are chosen. 
Computation of JU 
This is computed as follows, 
ju 
i 
jUj_ll + Ir i-Ix j-hyj, hl 
(9.3.6) 
h=O 
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This requires 888 operations. The summation in equation (9.3.6) 
is again (as for previous detector functions) assumed to be a 
simple accumulation, the products x j-h yh having previously been 
calculated and residing in a look-up table. This look-up table is 
slightly different to those in Sections (1) and (3) but allowance 
has been made for modification of the original look-up table in 
calculating the total number of operations. 
Computation of the z. 
For each stored vector, the associated 'zI values are updated 
using, 
g-i 
Ix 
j-hyj+i, i+h (9.3.7) 
h=O 
for i=1,2,3, 
However, this is simplified to, 
z. =Z+X. Y. .. J, i j-l, i+l 3 3+1,1 
for i=2,3, ..., P+l 
(9.3.8) 
That is, the previous 1z' values (the z. are used to avoid a 3-1'i 
long summation in the calculation of the new IzI values. Thus, only 
one accumulation is now required for each stored vector. The product 
xiyf, i 
is again obtained from a modified look-up table. The number 
of operations required for this function is 992. 
The total number of operations per symbol period is 6188 operations. 
These are data operations and no overhead has been allowed for the 
calculation of memory addresses for storing and retrieving values in 
memory. The functions described in Sections (1), 
(8) and (9) also have to be carried out on the values zDrD etc., but j-l'1' i 
allowance has been made for this in calculating the number of data 
operations. 
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1. The superscript 'D' means the double-sampled value 
2. The Yi and yD are vectors with Cq+l) complex elements. The other 
values shown 
i 
are all complex scalar quantities. 
3. The memory requirement for the above values can be calculated as 
follows. Assume that (apart from data vectors) each value is stored 
as a 16 bit word, (g+l) = 9, p=6 and n= 16 
X. 2x8= 16 Y. 2x2 (g+l) x (g+l) = 324 
11 
r2x2x (p+l) 28 zjf 32 x2x2 128 
z j-l'i 
8x2x2xp 192 U8x2x2 32 
Total memory requirement = 720 words 
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10. COMMENTS ON THE RESEARCH PROJECT 
10.1 Possible Further Investigations 
The thesis is mainly concerned with the development of a novel 
0- 
serial modem for data transmission at 2.4 kbit/s over HF channels. 
The experimental work carried out has demonstrated the strengths 
and weaknesses of such a modem, compared to the conventional parallel 
modem. Useful f uture investigations might therefore be made into the 
following areas-. - 
1. Once the channel estimator stops tracking the time varying HF 
channel due (say) to a prolonged high level burst of noise or a 
prolonged period of severe flat fading, then it is almost certain that 
the modem will require retraining in order to re-commence tracking 
the channel and decoding the data. Retraining during a transmission 
can result in a low throughput of data if it happens regularly during 
a transmission and of course it is impossible to do, unless some form 
of backward channel exists. Techniques for continuous retraining of 
the modem, during reception of a transmission are therefore worthy 
of investigation, as are means of making the channel tracking more robust 
in the face of the previously mentioned severe conditions. 
As the Nyquist rate for the channels considered in the work is 
about 2400 symbols per second, it would be interesting to test the 
proposed 2.4 kbit/s modem at +8 kbit/s using the same 4 point QAM signal 
aLnd detection and estimation techniques but now employing only single 
sampling of the received signal rather than double sampling of the 
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Sub-Nyquist 2.4 kbit/s signal. The complexity of all the receiver 
functions, except detection, would remain exae-tly the same as in the 
proposed 2.4 kbit/s modem. The complexity of the detector would increase 
but would not double as it would be changing from a double sampling 
detector operating on a 1200 symbols per second signal to a single sampling 
v- 
detector operating on a 2400 symbols per second signal. 
3. Successful operation of a. maximum likelihood modem at a speed of 
9.6 kbit/s requires more than a simple extension of the techniques 
described in this thesis for 2.4 kbit/s . The channel 
estimation problem has been considered at the end of Chapter 5 with the 
description and testing of an estimator which is much more sophisticated 
(and more complex) than the simple 2.4 kbit/s predictor-estimators. 
Of course, this is only one aspect of a 9.6 kbit/s modem and techniques 
for all the other functions such as detection. carrier recovery etc., must 
be investigated in order to determine whether 9.6 kbit/s over voice-band 
HF channels is practical - 
4. The near maximum likelihood detection processes which have 
been studied are far less complex than the alternative true maximum 
likelihood Viterbi detection process and for this reason are far 
easier to implement with practical hardware. However, it is felt that 
further simplification of these processes must be made in order for 
single processor implementations to be possible. The advantages of a 
single processor implementation are of course, circuit simplicity and 
correspondingly, low power requirements which is important in portable 
equipment. 
5. An alternative investigation to 4 is rather than attempting to 
simplify maximum likelihood detection'processes, consider the alternative 
process of channel equaLlisation. An adaptive recursive equaliser would 
have a complexity about equivalent to the channel estimators studied 
in Chapter 5. Unfortunately, such equalisers cannot cope well with severe 
0 
selective fading which routinely occurs on HF channels. Therefore any 
investigation into this technique must consider ways of dealing with 
this problem if a satisfactory modem is to be developed. 
10.2 Conclusions 
Through the use of computer simulations, a serial modem has been 
developed which has a vastly superior performance compared to that of 
the alternative parallel modem when operating over any of a wide range 
of HF channel characteristics and at high SNR. Simulation results have 
also shown that the performance of the proposed serial Modem is very close 
to the 'upper bound' performance of an optimum Viterbi detector with 
all other modem functions being carried out perfectly (see results in Sections 
7.3 and 8.5). Results have also shown that the superiority of the 
serial modem decreases with decreasing SNR until eventually a cross- 
over point is reached and the parallel modem performance becomes 
better. At this point, however, the error rate in either modem is normally 
about 5% or more and so is not of much practical interest. In practice, 
the serial modem is always likely to be f ar superior than the parallel 
modem as normal operating HF practice (see Chapter 2) is to operate 
at frequencies and times when the channel in use is 'open' and provides 
a high SNR. 
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APPENDIX 1 
Derivation of Rayleigh fading filters 
The 5th order Bessel poles normalised to a cut off frequency, f=1 Hz 
c 
are 
-9.4394 
-8.6764 
t j4.5108 
-6.0173 1 j9.2434 0 
The frequency spread required in the simulation is related to the 
Gaussian rms frequency as follows 
2 
f 
rms 
(freq. spread)/2 
The 3 dB cut off frequency of a Gaussian frequency response is related 
to its rms frequency as follows 
3 
f (f )/0.8493 
c rms 
(Al. 2) 
The required cut off frequencies for obtaining the three frequency 
spreads of interest are given in Table Al. 1 
Table Al. 1 
Frequency spread (Hz) o. 5 1 2 
Cut off frequency (Hz) 0.2939 0.5878 
E 
The s plane poles corresponding to these three cut of f frequencies 
are obtained by scaling 
1 
the-above p plane Bessel poles and are given 
in Table Al. 2. 
Table Al. 2 
Frequency spread (Hz) 0.5 
2 
-2.7742 -5.5484 -11.0968 
s-plane poles -2.55! jl. 3257 -5.1±j2.6514 -10.2 
+ j5.3028 
-1.7685 
+ j2.7166 -3.537 
+ j5.4332 -7.074±jlo. 8664 
4Q/ 
Transformation of the s plane poles in Table A1.2 to the z-plane is 
achieved using the following transform 
4F 
s. T 
z1=e 3- (Al. 3) 
zI= pole location in z-plane 
sI= pole location in s-plane 
sampling interval 
The corresponding z-plane poles have been calculated using the above 
transform and are given in Table Al. 3 
Table Al. 3 
Frequency spread (Hz) o. 5 1 2 
R, 0.946 0.895 0.801 
z plane poles R2 
+jI 
2 0.95 
+jO. 0252 0.9018tjo. 0479 0.8109+-jo. 0863 
R3 ±jj 3 0.9638 
+ jo. 0324 0.9262 + jo. 101 0.8477 + jo. 1872 
The z-plane poles in Table Al. 3 assume a sampling interval of 20 mS 
(50 Hz sampling rate) . 
Finally the tap gains of the recursive filter shown in Fig A1.1 are 
calculated as follows using the data from Table Al. 3. 
The digital filter of Fig. A1.1 is a cascade of two 2 pole filters and 
one 1 pole filter. If each 2 pole section is allocated a complex conjugate 
pair of poles, R+ jI, then the transfer function of that section is given 
by 
(1 - (R+j I) z) (1 - (R- i I) z) 
(A1.4) 
K 
1- 2RZ -1 +G2z -2 
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where G=R+I 
DC gain 
, Aie one pole section is used to realise the real z-plane pole and its transfer 
function is, 
K 
The overall transfer function of the three cascaded sections is the 
product of their individual transfer functions and will have two 
pairs of complex conjugate poles and one real pole. The values of tap 
gains are therefore obtaLined as follows, 
T, -2R 
22 
T2R2+12 
T3 2R 3 
22 
T4R3+13 
T5 -R 1 
These tap gains have been evaluated using the pole locations given 
in Table Al. 3 and the results are given in Table 2.5.1. 
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APPENDIX 
proof of the orthogonality of the sub-channels in the 2.4 kbitý-/s 
parallel DPSK modem 
A diagram of an arrangement of sub-channels obtaining a total data 
throughput of 2.4 kbits/sec is given in Fig. '-3.2.9 
Each of the 24 sub-channels is a4 phase DPSK signal operating at 50 
symbols/sec. Each sub-chaxLnel is decoded as described in Chapter 3 for 
a multi-phase DPSK signal, using the quadrature demodulator shown in 
Fig. 3.2.1 
It will now be shown that in the demodulation of sub-channel j (0, <j<, 23) 
the resultant interference from channel k (0, <k, <23, kýj) is zero. 
Consider the output of the cosine demodulator for sub-channel 
produced by the interfering signal (sub-channel k) during symbol period i: 
(sub-channel J_ has carrier frequency fc +i Af) 
(interfering signal) 
[a 
l, i, k cos 
(27r ýf 
c 
+kAf)t)+ a 2, i, k sin 
(21T (f 
c 
+kAf) t)] 
x cos (21T (f c 
+jAf) t) 
'cos' deniddulator of sub-channel j 
l, i, k 
cos(2ff(2f +(k+j)Af)t) 2c 
+2 cos (27TAf (k-j) t) 
2 sin 
(27r ( 2f 
c+ 
(k+j) Af) t) 
2 sin(2'? rAf(k-j)t) = Xk(t) 
During symbol period i, the cosine demodulator output is integrated 
for a period T to pbtain the wanted value a l"I" I 
as explained in Chapter 3. 
Consider the result of the integration which is: 
412 
TaT 
f2 xk (t) dt 
i, i, k J-2 cos(27r(2f +(k+j)Af)t) 
T2Tc 
22 
a l, i, k T 
2f cos 
(27rAf (k-j) t) 
T 
a 2, i, k T 
2f 
'ýý sin (27T (2f 
c+ 
(k+j) Af ) t) 
T 
f 
a 2, i, k T 
2 
J-2 sin(27TAf(k-j)t) 
T 
-y 
This integration is exactly zero under the following conditions: 
f 
c 
Af 
m, n are positive integers >, l 
Thus, it has been shown that if the abcve conditions are satisfied, 
the crosstalk from channel k at the output of the cosine integrator 
for channel j is exactly zero. A similar argument applies for the 
integrated output of the sine demodulator for channel j. The sub-channels 
are therefore orthogonal. 
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APPENDIX 
A comparison of a Bandpass Data Transmission System and its equivalent 
Baseband System 
The development of the equivalent baseband transmission system from IP_ 
a bandpass transmission system has been considered in some detail in 
Chapter 4. Here, the two systems are considered further, in order to 
cbtain the equivalent signal and noise levels in each system for a given 
signal to noise ratio. Secondly, af urther property of the equivalent 
baseband. filters is described which simplifies the measurement of SNR in 
the computer simulation of this system. 
Analysis 
The bandpass transmission system that is assumed in the thesis is 
the QAM system of Fig. A3.1. 
The signals p(t) and q(t) are rectangular binary polar baseband signals 
in element synchronism. The resultant QAM signals with a carrier of fC Hz 
is fed over the transmission path. The received signal, containing 
Gaussian noise, is demodulated into two baseband signals u(t) and v(t) which 
are sampled once per signal element. The signal processor operates on the 
sample values to give the detected symbol values for p(t) and q(t) . 
This model of the QAM system can be greatly simplified by assigning 
real values to the input and output baseband signals in one of the two 
parallel channels (that associated with cos27Tf t) and imaginary values to c 
the input and output baseband signals in the other channel, and then 
considering the linear modulator, the transmission path and the linear 
demodulator, as a baseband transmission path carrying signals with complex 
values. The resultant system is shown in Fig. A3.2. A further simplification 
has been achieved here by replacing the signal at. the transmitter filter 
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input by the corresponding sequence of regularly spaced impulses and making 
the appropriate change to the transmitter filter. The transmitter and 
receiver filters are both lowpass filters. 
It should be noted that the noise power spectral density of the additive 
white Gaussian noise is twice that given in Fig. A3.1 and this is 
1 
derived elsewhere. However, the following iselationships are produced as 
a result. Let the noise after the bandpass filter in Fig. A3.1 be n(t) 
with power density, 
N2 
AnM2 IBP(f) W. 1) 
where BP(f) is the transfer function of the bandpass filter. 
Thus, 
A 2A (f +f (A3.2) 
wnc 
which means that the demodulator shif ts the noise power density an amount 
equal to the carrier frequency and multiplies its power density by a factor 
of two. The power density of the real or imaginary part of the 
demodulated baseband noise waveform is equal to that of the input bandpass 
Gaussian noise. 
At the input to the equivalent baseband channel is the data in the form 
of regularly spaced impulses. 
value (area) 
S. =±1±j 1 
(j = 1-1) 
(A3.3) 
the Isil being statistically independent and equally likely to have any of 
the four possible values. Each impulse sI S(t-iT) is a quaternary signal 
element. 
The impulse response of the equivalent baseband channel is time varying 
but has a duration of less than (g+l)T seconds where g is a positive 
integer and T is the time interval between adjacent impulses. The value of 
It is assumed that the ith impulse has the 
y(t) at any given t is normally complex. 
14 1 :) 
The zero mean, white Gaussian noise which is added at the receiver 
input is complex and results in a Gaussian noise waveform w(t) at 
the output of the receiver f ilter. 
The signal waveform at the output of the receiver filter is 
r(t) s, y, (t-iT) + w(t) (A3.4) 
and this is sampled once per signal element, at the time instants {iTI, 
where i takes all positive integer values. 
The sampled impulse response of the equivalent baseband channel in Fig. A3.2 
is given by the (g+l) component row vector, at time k 
VI=yO, 
k Yl, k* ... Yg, k (A3.5) 
The delay in transmission, other than that involved in the time dispersion 
of the transmitted signal and the channels different path delay, is 
neglected here, so that y O, k 
ýO and y i, k-ýO for i<O and i>g. Thus, the 
sample value of the received signal at the output of the baseband channel, 
at time t= iT, is 
1 
h=O -hyh, 
i -h 
where rI=r (i T) and wI=w (iT) .r i'si'yi, k and wI all have complex values. 
It is also assumed in the equivalent baseband system that the sharing 
of filtering between transmitter and receiver is equal (this is exactly 
true for the raised cosine impulse response case and approximately true 
for the practical filtering case - both are described in Chapter 4) . If 
the transfer function of the transmitter filter is 
0(f) 
it is arranged that, 
-00 
f 00 HM df =1 (A3.7) 
Both H (f) and H(f) are real, non-negative and even functions of f. In 
this situation, the receiver filter is matched to the signal at the output 
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of the transmitter filter, so that when the transmission path introduces 
no signal distortion, the SNR, at the appropriate sampling instants at the 
output of the receiver filter, is maximised. 
SNR is normally defined in the thesis as the average energy 
per bit at the transmitter output to the two sided noise power spectral 10- 
density at the receiver input. Consider first the signal energy. The 
Fourier transform of the. ith signal element at the input to the transmitter 
filter in Fig. A3.2 is si exp(-j2 fiT) where j= V-1 and the Fourier transform 
of the corresponding signal -element, at the input to the transmission path 
is Si exp(-j2ufiT)H M The energy spectral density of the latter 
signal element is 
12 = 
21, 
(f) s, exp (-j27rfiT) H2 (f) Isi I (A3.8) 
since H(f) is real and non-negative. Thus the energy of the signal element 
at the input to the transmission path is 
f"os 2 H(f)df = Is 12 
_Co 
ii 
from equation (A3.7) . 
(A3.9) 
If the impulse response of the transmitter filter in Fig. A3.2 is b (t) , 
this is real valued, since H (f) is real and even. The waveform of the ith 
transmitted signal element at the input to the transmission path is now 
Sib (t-iT) and its energy is 
rs21b (t-iT) 12 dt = S2 
rb2 (t-iT) dt 
-00 -00 
2 W. 10) 
from equation (A3.9) 
The autocorrelation function of this element waveform is 
A (T) 
rs b(t-iT)s*b*(t-iT+T)dt (A3.11) 
-00 
and As (T) is the inverse Fourier transform of the energy spectral density 
of the element waveform (equation A3.8) ). Thus 
s 
(T) ýr Isil 
2 
H(f)exp(j2TrfT)df = Is i 
12 h (T) (A3.12) 
-00 
Since H(f) is real and even, h(T) is real and even. But As UT) =0 for non 
integer values of i because it is assumed tlýat h(O) =1 and h(iT) =0 
for all non zero integers Jij. 
It follows that for any two signal elements s b(t-iT) and s Y, 
b(t-. ZT) at 
the input to the transmission path, 
rsib (t-iT) s £eb 
* (t- M dt 
-Co 
b(t-iT)S*b*lt-iT+(i-9, )Tldt 
-co 
iZ 
(i-YQ T (A3.13) 
for i-ýX, which means that the two element waveforms are orthogonal. 
n 
The energy of the any sequence of n signal elements sI b(t-iT) 
at the input to the transmission path is 
n2n22n 
1 s. b (t-iT) dt 
r1 
Is, 1 b (t-iT) dt =1 is. 12 
-co 11 -CO 
i (A3.14) 
i=l i=l i=i 1 
as can be seen from equations (A3.13) and (A3.10) . Thus the average trans- 
Mitted energy per signal element is, 
2 
si I= (A3.15) 
and as there are two information bits per signal element, the average 
transmitted energy per bit is unity, regardless of whether or not the Is II 
are uncorrelated and have zero mean. 
The power spectral density of the complex valued noise waveform w(t) 
at the output of the receiver filter in Fig. A3.2 is, 
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N0 lHh(f) 12 = Noý (f ) (A3.16) 
because H(f) is real and non-negative. 
Since the additive white Gaussian noise, introduced at the output of 
the transmission path in Fig. A3.2 has zero mean and since the 
receiver filter is linear, any sample w 'I -of 
the noise waveform w(t), at 
the output of the receiver filter, is a Gaus's'lan random variable with zero 
mean. The variance of any noise sample w1 is now its mean-square value 
which is, of course, the average power of w(t) and is 
r NOH(f)df = No 
-OD 
from equations (A3.16) and (A3.7). 
(A3.17) 
From a well known theorem, the autocorrelation function of the noise 
waveform w(t) is the inverse Fourier transform of the power spectral 
density of w(t) and so is 
s 
(T) -= 
f 00 N0H (f) exp (j 2Trf T) df 
-00 
= IIN 0h 
(T) (A3.18) 
Since h(t) is real valued and it is assumed h(O) =1 and h(iT) = 0, then 
As UT) = ýNoh(iT) =0 (A3.19) 
for any non zero integer i. But the sampling instants for any two noise 
samples w and wk are separated by a multiple of T seconds, so that from 
equation (A3.19) the expected value of wiwY, is zero. Furthermore, the 
noise samples have zero mean so that the expected value of wIwk is equal 
to the product of their respective mean values, and hence any two noise 
samples wI and wk are uncorrelated Gaussian random variables. It follows 
that the noise samples {w 11 
are statistically independent Gaussian random 
2 
variables with zero mean and variaLnce, aN 
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(RWP 1, f, 1-7 1) 
It may furthermore be shown & that the real and imaginary parts of the Jw. I 
I 
are statistically independent Gaussian random variables with zero mean and 
variance IiN 0* 
This result can be seen intuitively from the fact that 
AsW is real valued, which of itself implies no correlation between 
the real and imaginary parts of w(t) (and hence the {w I ), and from the 
symmetry in the receiver (Fig. A3.1) which implies equal variances for the 
real and imaginary parts of the [w 
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APPENDIX 4 
proof that the unit amplitude ralsed cosine impulse response satisfies the 
e noise variance at the receiver filter output equals 
the twt-sided noise power spectral density at the receiver input 
Assumptions 
The filtering in the baseband model of the transmission system is 
shown in Fig. A4.1. 
The overall impulse response of the combined transmitter and receiver 
filters is the unit raised cosine pulse of duration 2T where T is one 
symbol interval. The overall frequency response is H(f) (= Fourier 
Transform (h(t) )) and the filtering is equally shared between transmitter 
and receiver such that the variance of either the real or imaginary part of 
w. (that is, the noise variance at the output of either the real or 
1. 
quadrature demodulator) is given by, 
r 12NO I El M 12 df = IzN 0 
fm Ia ]ý(f) 12 df 
-00 -00 
(A4.1) 
The noise spectrum is assumed flat at the receiver input and has a two-sided 
power spectral density of ! IN 0 
for both the real and imaginary parts. The 
frequency response of the receiver (or transmitter) filter is given by H 
12 
where H (f) is the Fourier transform of g(t) and is real and even. 
Proof 
Firstly, by Parseval's theorem, 
ýN 
0r 
IHII(f) 12 df = ; jN 0r g2 
(t) dt (A4.2) 
- 00 -00 
It is required that the noise variance after filtering shall 
be equal 
to the twoýsided power spectral density of the real or imaginary part of 
the noise waveform at the receiver f ilter input, that 
is, 
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IiN. f' g2 (t)dt = IIN 0 
... co 
(A4.3) 
Thus, g2 (t)dt is required to be unity. 
The overall transmitter and receiver impulse response, h(t) , is obtained 
by convolving the separate transmitter and receiver filter impulse responses, 
that is, 10- 
(t) =r9 TX 
(t-T) g RX 
(T) dT (A4.4) 
-00 
but it has been assuned that g TX 
(t) =g RX 
(t) = g(t) , therefore, 
(t) = 
-00 
rg (t- -u) g( -r) dT (A4.5) 
For the particular case of t=0, 
h (0) =f 
00 
g(-T)g(T)dT (A4.6) 
Now, g (t) is real and has even symmetry because when convolved with 
itself, it produces h(t) which is real and even. Therefore, 
h (0) =g2 (T) dT 
00 
(A4.7) 
But a unit raised cosine impulse response has been assumed, that is, 
h(O) = 1. Therefore, 
g (t) dt (A4.8) 
Therefore, the unit raised cosine impulse response has the property 
given in equation (A4.3) 
Real part 
Imaginary part 
g(t) 
Ll /- ý) 
TRANSMIS- 
SION PATH g(t) 
FIGURE A4.1 FILTERING IN THE EQUIVALENT BASEBAND MODEL 
OF THE TRANSMISSION SYSTEM 
real 
part 
imaginary 
part 
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APPENDIX 5 
signal / noise ratios 
multi-channel simulation: A multi-cha-nnel 40 DPSK signal using 
rectangular baseband signalling in each of the k individual channels can 
V- 
be represented in any symbol period as 
kk 
v1 (t) =IaI Cos (f L +iAf)2-TTt +IbI sin (i +iAf) 2. TT t 
i=l i=1 
The signal power is given by, 
power =v1 
22k22 
aI Cos (f L +iAf 
), Ent bI sin (f L +iAf)2--rrt 
cross products 
kk 
=½( 
i=1 
+ 
i1 
b2) (A5.1) 
The cross product terms have zero mean value, as do the high frequency 
components in the expansion of the cos 
2 
and sin 
2 
terms. The sub-channel 
signals are 40 DPSK, therefore the aI and bI which carry the data, have 
values ., 
l and so equation (A5.1) gives the same result (=k) for any 
symbol period, that is, the signal power is data independent. 
The signal is represented in the program by an inverse DFT which contains 
128 regularly spaced sample values of one complete symbol interval, that is, 
samPles of , 
va COS 27TiAft +b sin ZTr (A5.2) 2 
(t) II 
i=O i=l 
where n>, k. 
-* e- j 
v (t) when the a1 and b 21i 
respectively (see Chapter3). 
are set to zero or ai and b 
I 
The spectral representation of the multi- channel signal after 
sampling at 9600 samples/second and in the computer for any one frame 
period (duration of a signal element in each sub-channel) is shown in W- 
Fig. A5.1. 
If real valued white Gaussian noise samples are added to each of the 
signal samples, then the spectral representation of signal plus 
noise as held in the computer is shown in Fig. A5.2. 
In words, the signal stored in the computer is a noisy sampled version 
of the actual bandpass multi-channel signal. 
Signal to noise ratio for no distortion: If the variance of the 
previously mentioned noise samples is a2, then the signal power to noise 
power ratio is simply 
SNR, = 10log 10 
24 2 24 2 
+ 
2 
a 
24 
2 
G 
(A5.3) 
The signal power is computed f rom equation (A5.1) . SNR 1 
therefore represents 
the ratio of total mean signal power to total noise power in a bandwidth 
0-*4.8 kHz for the real continuous signal over a distortionless channel. 
The perf, -ct ck-&nnet . error rate tests were performed using 
white noise bandlimited to 300-3400 Hz. Therefore to directly compare these 
results with the simulations, SNR 1 must 
be modified to 
SNR = SNR, + l0loglo 
4800-0 (A5.4) 
2 3400-300 
= (SNR 1+1.9) 
dB 
when SNR 2 results are plotted, a good match (less than 0.2 dB error) 
is obtained with the practical error rate/SNR results 
(see Fi I. YS. Zý 
Eýýe)Tressed as ratio of energy per bit at transmitter output 
to two-sided noise power density at receiver input. 
This figure is required in order to di7tectly compare the multi-channel 
system performance with the performance of other systems. Now, 
p 
SNR, = l0loglo Ps 
(A5.5) 
N 
PS = total signal power at transmitter output 
PN= total noise power in bandwidth 0-*4.8 kHz 
present at receiver input 
Expressing this result as energy per bit at transmitter output to 
twosided noise power density at receiver input gives, 
SNR 
3= 
lolog 
10 
p 
S/B 
p 
N/B. W. 
B= bit rate = 2400 bit/s 
BW = twosided. noise bandwidth = 9.6 kHz 
p 
SNR = 10log 
S BW (A5.6) 
3 10 
pB 
= (SNR 1+ 
6)dB 
SNR for multi-channel signal with HF radio distortion - the distorted 
signal is generated as in I Fig. A5.3. 
The Hilbert transform of the original signal 
n1n 
v (t) ai cos ZrTiMt -+I b sin 2TriAf 
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is given by 
v alsin 2TT i, &f t+b cos 2-ni &E Hi (A5.7) 
The power in this signal is equal to power in original signal. 
The original signal samples are also delayed giving samples of the 
signal 
nn 1 
-Trj 
tf (t -) V 
DEL 
(t) aI Cos 2T+bI sin 2TriAf (t-C) (A5.8) 
The power in this signal is equal to the power in the original un- 
distorted signal and similarly the power in the Hilbert transform of the 
delayed signal has a. power equal to the original signal. 
These four signals are multiplied by independent narrowband Gaussian noise 
sources, each with variance = 0.25, to produce fading. The mean power in 
each of the signals af ter this process is given by 
power 
2: 
v2(t) . 
(N(t). 6(t-nT) )2 
TL 
v2 (t). 0.25 (A5.9) 
The addition of Gaussian noise sanples can now be made as f ollows in 
Fig. A5.4. 
The SNR in any one of the four 'paths' in Fig. A-5.4 and also at 
the receiver input is given by 
SNR 4= 
lolog 
10 
42 
1xn 
n=O 
2 
CY 
(A5.10) 
SNR4 corresponds to the rate of signal power at the transmitter to 
the total noise power in a bandwidth 0-*4.8 kHz added at the receiver input. 
In order to express this result as energy per bit to two-sided noise power 
density at receiver input, 6 dB is added to SNR 4 as explained 
for the 
distortionless case. 
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Serial simulation 
DiStortionless caLse: - the model for the serial simulation is given in 
Fig. A5.5. 
The s, 
I 
are complex (QAK system) and of the form 11j. It is assumed 
that the sI are random and equally likely to have any of the four possible 
I*- 
values. Therefore the average energy per bit is unity. The transmitter 
filter is chosen so that the area under the square 6f its response is unity 
and that the output signal element waveforms are orthogonal. The transmitted 
energy per bit is therefore unity. 
The receiver filter is also assumed to have unit area under the square 
of its amplitude response, therefore the mean square value of the real or 
imaginary part of any noise sample at the detector input is equal to the 
two-sided noise power density at the receiver input. 
The SNR for the system is therefore given as energy per bit at transmitter 
output to two-sided noise power density at receiver input. 
i. e. SNR5 = 10log 
1 
10 2 
CY 
(A5.11) 
2 
cy variance of the real or imaginary part of any additive Gaussian 
noise samples 
Distorted case 
The complex channel model for the serial simulation with distortion is 
Vic,. A5.6. 
The variance of Nl,, N 2' N3 and 
N4 are chosen to be equal to 0.25. 
The same assumptions as before are made about TX/RX filtering, so the SNR 
in this case in 
SNR 1010910 
1- 
=1 ('4 E, ) 6 '2 
CY 
(A5.12) 
2 
Cy = variance of real or imaginary part of any additive Gaussian noise samples. 
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FIGURE A5.6 MODEL FOR GENERATING A FADED TWO PATH SIGNAL IN THE SERIAL 
SIMULATION 
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APPENDIX 
Accuracy of error probability calculations 
Statement of problem: - The problem is how to estimate the bit error 
probability and the accuracy of this estimatp- for a transmission system at 
a certain SNR, assuming that at the receiver, the detected data bits emerge 
as a serial binary stream, each bit having a probability p of error, , and 
errors occur independently of each other. 
Solution: - This proof employs simple probability theory and t%,,., o suitable 
references, explaining the concepts used here, are given at the end of this 
appendix. 
In this thesis, the error probability, p, has been estimated as follows 
from a finite number of n detected data bits. 
Let X. =1 if bit i is detected in error 
I 
Let X. =0 if bit i is detected correctly 
I 
n 
Then, El x 
n 
is the estimate of p. Now, 
lim, pý =p (by Law of Large Numbers) 
n->- 
but obviously in practice, n must be finite, therefore it is necessary to 
evaluate the accuracy of this estimate. 
The average value of the XI can be considered to be the sum of n 
X. 
independent random variables, each of the form -L. The mean of the 
X. X. n 
variable --L is simply 
2 and its variance, V(--4 is, 
nnn 
X. 
22X. 
E (--4 
n 
where E( )= mean or expected value of 
'A 1) 
Now, 
(-1) 2) 
n 
(because X. =0 or 1) 'I 
1 
=E (--L) 
nn 
= 
2 
n 
p2P cl 
where q= 1-p n2nn 
n 
Now consider the mean value of the sum of these n independent random 
x 
variables, --! -. It can be stated that mean of sum = sum of means. n 
That is, 
mean of sum = I-? + !ý+.... p=p nnn 
and since these random variables are independent, variance of sum = 
sum of variances. 
That is, 
pcf pq pcf Pq 
variance of sum = -2 ++ -* 2n 
n, nn 
By the Central Limit Theorem, the probability distribution of the 
error probability estimates is Gaussian or Normal. mean p and variance 
Pq 
n 
It is now possible to do some calculations of accuracy. For example, 
if an accuracy of 11% is required of the estimate and it must be 95.4% certain 
that the estimate is indeed that accurate, then the estimate must lie 
within ± 2y/ pcj (or ±2 standard deviations) from the mean and, 
n 
4cý' 
ýq 
n ;ý=1.0. ol 
p PI 
(A6.1) 
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Normally, it is only necessary to test for small values of p, so 
q 1. Therefore, to estimate an error probability of lo-3 to 
+ 1% 
accuracy with 95.4% confidence requires the testing of 4x 1(ý7 bits of 
data according to equation (A6.1) . 
Most of the tests described in the thesis have used 2.4 x 10 
4 
symbols 
of data for error probability measurements, the range of error probabilities 
-1-3 
of interest being 10 <p<, lo Table A6.1 gives the accuracy of these 
error probability measurements with 95.4% confidence. 
TaWc A6.1 
Error probability 10-1 10- 
2 
10- 
3 
Accuracy (+ 1%) 0.16 1.6 16.6 
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APPENDIX 7 
The problem is to find the recursive least squares estimate, Y' k' 
of a time varying channel, given only the received signal samples fr, J 
and detected data symbols, is i 
}. 
(The following analysis holds for real valued quantities only) 
Let Rk' Xk' Sk and Uk be the k component row vectors, whose ith 
components are r, .xV sk_, and u,, respectively, for i=1,2, ... k, 
where 
s (A7.1) i-jyk, j 
j =O 
and uI is the possible value of wI satisfying 
u1 (A7.2) 
Firstly, consider the situation where Y is time invariant. The least 
squares method of solving this problem requires an estimate Yýof Y 
where the (g+l) components of Y' are chosen to minimise the least squares 
cost function, J, where 
x. 12 =k lUil2 IR 
IR sI (Y (A7.3) 
Since this cost function is unimodal in the cost function-parameter space, 
minimisation with respect to the yi simply requires that all the (g+l) 
partial derivatives of J with respect to the yý, j=0,1, g should be 
3 
simultaneously set to zero. This procedure leads to a set of (g+1) 
linear simultaneous equations ('normal I equations) from which can be obtained 
the least squares estimates y 
The normal equations are given by, 
kk 
v (i ST ST 0 V2SY, R (A7.4) 
where Vy'. (1 2) denotes the gradient of J with respect to all the components 
of 
Provided the matrix STS is non-singular the solution to the above II 
equation takes the form 
Yk" Mkbk (A7.5) 
where kT1 
Mk sisij- (A7.6) 
and 
bk STR. (A7.7) kJ 
3-=l 
A recursive form of the above solution 
the estimate after k samples, Y k' J-s a 
obtained after k-1 samples, Y' , plus k-l 
information rk and s k' received at 
the 
it can be seen from equation (A7.6) th. 
for Y" is now required in which k 
linear sum of the estimate 
a corrective term based on the new 
kth sampling instant. Firstly, 
at, 
-1 -1 T Mk Mk-l +s kSk 
W. 8) 
and from equation (A7.7) that 
bb+sT (A7.9) 
k k-1 kRk 
By matrix manipulation, equation (A7.8) can be transformed to 
T (i +sT )s W. 10) Mk -"ý Mk-l - Mk-lSk kMk-lSk kMk-1 
using the 'matrix inversion lemma' The recursive equation for Y' in terms k 
0fY, * can then be obtained by substituting from equation (A7.10) and k-l 
equation (A7.9) into equation (A7.5) to give 
-yAAT+s- ST) S Yý -: - k-1 + 
(rk - Yý-lSk) (1 kMk-1 k kMk-1 (A7.11) 
In the time varying case, YkýY k-1 so assume the parameters can vary 
in a manner that can be described by the following stochastic matrix 
dif ference equation 
y k-1 + 
rq 
k-1 12) 
where 1P = flk, k-1) is a (g+l)x(g+l) transition matrix, r= r(k, k-1) is an 
nxm input matrix and q k-l 
is an mxk vector of serially independent 
random variables of zero mean and covariance matrix L, that is, 
T 
Ejq 
k' :-0 
E(qkq 
i kj 
In Chapter 5, the time variation is in the form of a random walk, therefore 
ak = ak_l +q k-1 (A7.13) 
This knowledge of the variation provides additional 'a priori' information 
that can be used to advantage when attempting to estimate Yk. In other words 
at the kth estimation instant, this additional prior information allows us 
to make 'a priori' updates or 'predictions' denoted by Y' and k, k-1 Mk, k-1 
from the estimate Y, and covariance matrix obtained at time (k-1) k-1 Mk-1 
Tb obtain these predictions first note that 
E (Y k 
(A7.14) 
so an 'a priori I estimate of Yk at the kth instant can be generated by 
Yi, k-1 ID Y; -l 
(A7.15) 
then from equations (A7.12) and (A7.15) 
k, k-1 -ID Yk-1 -r q k-1 +0 
Yk-1 
= 4ý y k-1 -IF q k-1 
(A7.16) 
As a result, the covariance matrix Mk, k-1 of the 'a Priori' estimation error 
e k, k-1 
can be obtained from 
- E( 
T 
Pk, k-1 ": 
Yk, 
k-lyk, k-I 
= 4D k-1 (D 
T+ 
rQr (A7.17) 
However, in the random walk situation, ID =r=I (identity matrix) so the 
prediction equations become simply 
y 
k, k-1 k-1 
Mk, k-1 ý 
Mk-l +L= Nk_l 
and the least squares estimate equations can be written, 
"-: yA (rk VsT) (i +s_., ST) 
-lSkNk-1 
Y; k-1 
+ k-1 kA ]-, k 
-': N+NsT (i +s JST) Mk k-1 k-1 k kNk- k 
SkNk-1 
N k-1 "': Mk-1 
+L 
APPENDIX 8 
problem: - Th show that a= 12(m+l) in 2nd order fixed memory prediction 
Assume that the time varying channel estimate, Yi, is a single real 
component and shown in Fig. A8.1. Also assume that the V, y'_ etc are ii1 
reasonably accurate estimates and such that Y- 2Y, + Yý i-h i-h-l i-h-2 
is independent of h for h=0,1, ... ' m-l. Then clearly it is likely that, 
y i+l - 
2Y 
i+yiY1- 
2Y 
i -1 
+y i-2 
Y. + (yo - yo- + (Y 2Y +yo iii i-i i-2 (A8.1) 
The first bracketed term in equation (A8.1) represents the most up-to-date 
estimate of slope possible, and the second bracketed term is a measure 
of the change in slope occurring between neighbouring symbol intervals. 
Clearly, if the estimates are noisy then the two estimates would be seriously 
in error, so some averaging is required. Now, the slope estimate A 1, i 
and estimate of the change in slope A 2, i are 
defined as follows, 
A= L(YA - YA (A8.2) mi i-m 
= 
i(YA 
- YL y-yA (A8.3) 2, imii1 i-M i-M-1 
From Fig. A8.1 it is clear that A l'i gives an out-of-date estimate of 
the 
M+l slope for time i, although the estimate is accurate for time (i - 2=-) T as 
shown in Fig. A8.1. It has already been assumed that the change in slope 
between neighbouring time intervals is constant, so a good estimate is 
Thus, a good estimate of the actual slope for time iT is, 
(m+l) A 2, 
(A8.4) 
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and a good 2nd order prediction of Y i+l 
is, 
aA 2, i 
a= ½(m+1) 
(A8.5) 
A simple numerical example which proves the accuracy of the 
prediction in equation (A8.5) is given in Fjcj. R%.? - In this example, no 
noise is present on the estimates and both a1 step and 3 step prediction 
7 
are performed. 
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/ 
FIGURE A8.1 VARIATION 0 F-- ywi -T-H -r 1: ti E: 
-I 
1 
: -) 
20.8 
. 2) 
4.5 14 . 5Xj1-' 
(I) 
Oll) 
12.6 1 . 93 
-7) 10,3 
0* le-16 
A 
-, 
= (y -y)= (10.8 - 0) = 1.35 m i-i i-l-m 8 
1 (12.6 - 1) = 1.45 8 
yi+l, iy1+ Yi 
(a +1 4- ý (n- 1) )A-n (a +ý (n-1))A 
12.6 + 1(4.5 + 1)1.45 1(4.5)1.35 
12.6 + 7.975 - 6.075 = 14.5 
yi+3, i = 
Yi + 3(4.5 +1+ 1)1.45 - 3(4.5 + 1) 1.35 
= 12.6 + 2: 8.275 - 22.275 = 18.6 
FIGURE A8.2 2ND ORDER PREDICTION 
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APPENDIX 9 
I 
To show that a= ý'c in 2nd order f ading memory prediction 
Firstly, equations (6.5.1) and (6.5.2) which give the average 
first and second order changes are repeated here, 
A= (1-c)A + CW - YL 
c (Y y (A9.1) 
A= (1-c)A + c(Yý-2Yý_ +Y A- ) 2,1 2, i-1 ii1i2 
A 
2, i-1 + c(Yý i - 
2V_ 
i1 + YL i2 -A 2 , i-1 
A 
l'i - 
A 
1, i-i 
(A9.2) 
Assume that A 2, i = K, where K 
is a constant (g+l) component vector. 
Thus, 
=K 1, i 1, i-1 
for all i. 
From equation (A9.1) 
(1-C)((l-C)A + c(YL YA- 
C(V - 
(A9.3) 
(1-C) 
2A+ 
c(l-c)(Y'- -y/)+ C(YA - YL l, i-2 i1 i-2 ii 
=2 ((l-c)A l, i-3 + C(y i-2 -y i-3 
)) 
-C) (Y c (Y 
(1-C) 
3A+ 
CU-C) 
2 
(y 
-- i, i-3 i 
CU-CHY y2)+ C(y i-y 
44J 
C(Y- - YL + CU-CHY y-)+c (1-C) 
2 
(YA- -y-) iii2i2i3 
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c (1-C) (Y. -V+ CU-C) (Y. -y J--3 i-4 1-4 i-5 
Assume that, 
V-1 = YL YA- + iii2 
for all i. 
(A9.4) 
(A9.5) 
Equation (A9.5) is the one that must be used and not equation (A9.3) 
although the latter holds if the former is true. Let, 
y- y =E. 1 i-i 1 
so that 
A. 
.= 
Y" 
.- 
YL A- jK 
1-3 i-3 i j-1 i 
Now from equation (A9.4) 
= CA +C (1-C) (A - 
+C (1-C) 
2 
(A. - 2K) 3- 
3 
C(1-C) (A 3K) 
+ 
= CU-c) (A . 0) 1 
" CU-c) 
1 
(A. - K) 
2 
" C(1-C) (A. - 2K) 1 
" CU-c) 
3 
(A. - 3K) 1 
+ 
Co 00 
=jc (1-C) 
hA-ic (1 -c) 
bhK 
h=O h=O 
00 00 00 
=I CU-C) 
hAi_ýc(, 
_C) 
h 
(h+l) K+Ic(, _C) 
h=O h=O h=O 
(A9.6) 
(A9.7) 
C(I-(l-c)) K+ c(l-(l-c)) 
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-2 -1 CC CC K+ CC K 
K+K 
C 
=A i+l - 
yA- Y- - 
iA 
(A9.8) i+l ic2, i 
Since K, from equation (A9.2) and Y' - Yý =A from 2, i i+l i i+l 
equation (A9.6) and A i+l =AI+K 
from equation (A9.5) 
From equation (A9.8) 
A=y-y. - 
iA (A9.9) 
l'i i+l ic2, i 
so that 
yA= YA +A+ -11A (A9.10) i+l i l'i c 2, i 
which means that 
1 
a=- (A9.11) 
C 
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APPENDIX 10 
Derivation of least squares fading memory pr diction 
Consider a synchronous serial data transmission system with data 
symbols is. I transmitted at a rate 
I 
symbols per second and the received IT 
signal sampled once per symbol. Let the sampled impulse response of the 
channel be 
y0"y11y (Alo. 1) 
Y is assumed to vary with time, its value at time t= kt being taken as 
the values of its components {y iI 
that occur at this time. Strictly speaking, 
Y should be written Y(t) and its (i+l)th component yi (t), the value of 
Y at time t= kt now being written 
Y (kT) =y0 (kt) y1 (kt) .... y 
(kT) (A10.2) 
and the sample of the received signal at time t= kT being 
rk -`ý 
Is 
k-i yi 
MT) +wk (AlO. 3) 
i=o 
After the reception of rk and the estimation of rk and the estimation and 
updating process of the feedforward estimation, the stored estimate 
ofY(kT) in the filter is 
Yk "ý Yk, O Yk-.. l*"*Yk, g 
(AlO. 4) 
so that, as far as the estimator is concerned, the data signal component of 
is 
s k-i y k, i 
(Al 0.5) 
In determining the stored estimate of Y (k+l)T (that is, Y at time 
t= (k+l) T) , the tap gains of the feedforward estimator are 
first set to 
ýc+l, 
k which is the prediction of Y 
(k+l)T based on the values Of Yk' 
Y 
k-l*'** The prediction of Y k+l 
is the value given by a polynomial of 
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degree m that fits most closely (according to some criterion) with the 
values of Yk, Y k-l* - Consider, for instaLnce, the (i+l) th component of 
k-3 , 
for j=0,1,... Let 
Xk+l, k = Xk+l, k, O Xk+l, k, l' . *xk+l, k, g 
(Al 0.6) 
This is shown in Fig. A10.1 Notice that xk+l, i 
lies on the curve whereas, 
in general, the lyk_,, I} 
do not. A similar curve to that above holds 
for i=0,1,..., g. Through the use of the predicted value Xk+l, k rather 
than the previous stored value Yk, in the feedforward estimator, when 
forming the error signal e (=r rk at the output of the estimator k+1 k+1 +1 
at time t= (k+l) T, a smaller value of b can be used in forming the 
corresponding signal be which is added to to form k+lsk-i+l xk+l, k, i 
+ be (i=o, i .... g) (A10.7) Yk+l, i xk+l, k, i k+lsk-i+l 
where s is the detected value of s This reduces the effect of k-i+l k-i+l* 
additive noise on Yk+l, i 
for each i and so gives a better estimate Y k+l* 
Let x k+m, k, i 
be the prediction Yk+n, i 
based on the values of Yk, i' Yk-l, i' 
Yk-2, i'*' . and 
let 
Xk+n, k ý- xk+n, k, o xk+n, k, l'** xk+n, k,, g 
(Al 0.8) 
be the prediction of Y k+n 
based on the values of Yk, Y k-l 
Also let, 
vkYk- Xk, k-1 
Vk-l Yk-1 - Xk-l, k-2 
Vk-2 y k-2 - Xk-2, k-3 
and so on, so that V k-i 
(i=O, 1,2 .... ) is the discrepancy 
between Y k-i 
and 
The most suitable prediction for both the one step prediction of Y k+l 
obtained from YkY k-l' ** and 
designated Xk+l, k , and 
the n step prediction of 
Y 
k+n obtained from Y k' Y k-l'* .. and 
designated Xk+n, k' 
is that given by a 
'fading memory polynomial fijIter I and is as follows - 
Consider the general case of an n step prediction. The predictor forms 
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a polynomial of given degree that best fits Y k' y k-l'*' . and then 
determines the value of the resulting curve at time t= (k+n) T, this value 
being the required prediction. The process is in fact carried out for each 
of the g+l components of the vectors Yk, y k-1 P ... the predictor thus 
tracing out simultaneously 9+1 polynomials of the given degree to give the 
values of the components Xk+n, k' When n=1, the predictor becomes a one 
step predictor, giving Xk+l, k' 
1 
The following are the values of Xk+n, k given by polynomials of degree 
0,1 and 2. The evaluation of Xk+n, k must be recursive in the sense that 
Xk+n, k 
is expressed as a function of both Xk+n-i, k-i 
for i=0,1,2... 
and of Y k' 
y k-1 
T)P-r-DTP., P. r) 
Xk 
+n, k «2 
ox 
k+n-1, k-1 
+ (1 - 0) Yk 
DEGREE 
Xk+n, k ""ý 
20Xk 
+n-l, k-1 -02 
YkFn-2, k-2 
(D) (l+n+O (1-n) )Y 
= (1 - 0)(n+0(2-n))Y k-1 
DEGREE 
Xk+n, k '- 
3'Xk+n-l, 
k-1 - 
30 
2 
Xk+n-2, k-2 +-3 Xk+n-3, k-3 
+ (1 - 0) 
[ (i+Iin) + (i+n) (1-n) 0+ (1-n) (1-Iin) 01 Y, 
- (1 - 0) 
[n (2+n) + (3+2n-2n ) E)+ (1-n) (3-n)O, ] Y k-1 
+ (1 - 0) 
[lin (1 +n) +n (2 -n) 0+ (3 -n) (1 -ýIn) E) 
2j 
Yk-2 
is an adjustable parameter such that 0<0<1. Assume that Y, = 
Yo = Y_l = 
To start the process, set Yy -' Y and k-2 = k-I 1k 
Xk+n-3, k-3 = 
Xk+n-2, k-2 
qI40 
-= Xk+n-l, k-1 -= Xk+n, k '- Yk' where k=0. 
The general expression for the prediction of Y k+n 
from Yk, Y k-l '... is 
m 
Xk 
+n, k 
(1-0) (1-q 
Ykpj 
i=o 
(1-qO) j+l 
(A10.9) 
where m is the degree of the polynomial, q is the backward shifting operator 
and is such that qY k=Y k-l ,q2 
Oyk = Oy k-2 ,q2 oXk+n, k = 'Xk+n-2, k-2 and 
so on. P. (-n) is a discrete Laguerre polynomial of degree j in n and I 
has the values 
0 
(-n) =1 
1-0 
1-0 2 (-n) (-n-1) P- 
2! 
3 
(-n) = 03 
[1-3 (-n) +3 (1-0 )2 
(-n)(-n-1) 1-() 
) 
3(-n) (-n-1) (-n-2) 
003! 
1 
and so on 
I 
An alternative arrangement of the fading memory polynomial filter operates 
with the derivatives of the polynomial of given degree. It leads to a 
simpler definition of Xk+n, k 
for polynomials of higher degree. Let, 
(i) Ti d* 
k+l, k i! dt 3- 
(Xk+l, 
k) 
In particular, 
(0) 
Zý+1, k = Xk+l, k 
(1) 
d Zý+1, k =T-( dt Xk+l, k 
(2) 2d2 
Zý+1, k T2 
dt 
2 
(Xk+l, 
k) 
As before, 
Vk=Yk- Xk, k-1 
(0) 
Yk -Zk, k-1 
No te that 1- (Xk+l, 
k) X(t) dt 
I 
t=t 
DEGREE 0 
Z 
(0) 
k+l, k k, k-1 
nL, f-l: >PL" 1 
z 
(1) 
k+l, k' k, k-1 
k+l, k Zý, -k-1 
DEGREE 
Vk 
Vk 
Z(l) +2v k+l 
)k 
z 
(2) 
-z 
(2) 
+3 k+l, k k, k-1 Vk 
(1) 
z Zý+l, k ": -- 
Z 
(0) 
-Z 
(0) 
k+l, k k, k-1 
As before, 0<0<1. 
)Z 
(2) 
+3 (1-0) 
2 
(1+0) I- k+l, k 2 Vk 
+Z 
(1) (2) 
k+l, k - Zý+1, k + 
(1-0 )vk 
To start the process, assume that Y, = YO = Y_l= 
and set Z 
(0) 
=z 
(0) 
y 1,0 0'-l 1 
zM=zW=01,2, 1-'0 0, -l 
v0= 
Notice that in obtaining the prediction, it is not necessary to know the 
meaning or definition of Z 
(i) 
k+l, k 
When making a prediction of more than one step, such as is required in 
allowing for the delay in detection, an n step prediction is derived from 
the one step predictions 
(0) (1) (2) 
. as follows Zý+l, k' Zk+l, k' Zý+l, k- 
DEGREE 0 
(0) (0) 
Zý+n, k ý Zý+l, k 
45o 
DEGREE 1 
(0) (0) 
(, n- 1) 
(1) 7i+n, k = Zý+1, k + Zý+1, k 
DEGREE 
Z 
(0) 
7- 
(0) 
Z 
(1) 
+ (n- 1) 
2Z (2) 
k+n, k Zý+1, k+(n-1) k. 1, k k+l, k 
and so on. Z 
(0) 
is the required prediction since Z(O) k+n, k k +n, k : -- Xk +n, k 
The reason for using Z 
(i) 
and no t 
(i) 
in the previous algorithms is k+l, k Xý+l, k 
that it avoids the use of the parameter T in the computations. 
In an n step prediction of Y k+n as given by Xk+n, k 
it is, of course, not 
necessary to evaluate any of the derivatives Z 
(i) 
k+n, k 
The algorithms presented here were originally derived for real valued 
scalar quantities 
1 
but clearly they may also be applied to vectors with 
complex valued components, the same basic operation being carried out 
independently on the real and imaginary parts of all components of the 
vector. The complete set of 2 (g+l) operations are conveniently represented 
by the vector equations above. Again, whereas in the original algorithms 
the error signal is generated by comparing a measured value (which is 
unaffected by its estimate or prediction) with a prediction of this value, 
in the algorithms presented here, the error signal is generated by 
comparing the updated estimate of the required value with a prediction of 
this value, the updated estimate having been derived from the prediction. 
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APPENDIX 11 
Listings of simulation programs 
Two programs are included in this appendix. The first is the 
program for simulating the parallel modem. This simulates a complete 
parallel data transmission system from transmitter data input through HF 
link to receiver data output. 
The second program simulates the serial modem. This simulates 
a complete serial data transmission system from transmitter data input 
through HF link to receiver data output. All the receiver functions 
are simulated, namely, near maximum likelihood data detection, channel 
estimation, carrier phase tracking, timing phase tracking and A. G. C. 
454 
Simulation program for the parallel data transmission system 
MASTER [JULTICHANNEL DPSK OVER HF RADIO LINK 
DI MEN6 ION RAYL Ii (10) #RAY L01 (10) i RAY L12 (1.0) #RAY LQ2 0 0) P APR V(65) 
I OPRV(05)#IDAT(2#25, )#A(65)pB(65). AHILB(65)#BHILB(65)7 
I IILST(14)#ADEL(65)#BDEL(6S)#AHILBDEL(65)FBHILSDEL(65), ANG(25)o 
IANGPRV(25)rIRDAT(2r25), COEFF(IU)PL(25) 
RLAD(1#410) DkLoN 
READ0t40U) GOEFF(I)rI2lo5) 
CALL MBAF(Ot, 5) 
DO 10 1 ;; 1 t5 
RAYLIUI)ý0,0 
RAYLQI(I)r-0.0 
RAY L I? ( I) ; --Q. O 
10 RAYLQZ(I)ýU. 0 
DO 40 U=lt40 
RES Ii r-O 0 
RESQIqQ0 
RE5 12 a00 
RESQ2=0.0 
DO ZO I ral #5 
RESl. lv9ES11*RAYLIl(I)*COEFF(I) 
RESQlcPESQl*RAYLQi(I)*C0EFF(l) 
RES12=8ESlZ+RAYLIk(I)*C0EFF(I) 
2U RES02F6ESQZ+RAYLQ2(I)*C0EFF(I) 
X10005ADF(U. 5)PPES11 
Yl=G05ADFk0,. 5)-RESQl 
X2ý605ADF(0.5ýPQE612 
Y2=505ADFkQ, 5)"RE6Q2 
DO 30 1 r-l #4 
RAYLI1(6-l)r. RAYLIl(5-I) 
RAYL0l(G-0=RAYLQl(5-I) 
RAYLI2(6-0=RAYLI2(5-I) 
30 RAYLQ2(6-1)mR4%YLQ2(5wl) 
RAYLI I (I ) r-XI 
RAYL01 (I ) r-Yl 
RAYLI? (I )ýX2 
RAYLQe(I)r-Y2 
40 CONTINUE 
DO 45 I=lt? 4 
45 LMRO 
PIr-3%l4l5y46 
DO 50 I=ljF36 
A(I)M1,. 0 
B(I)Fl. o 
APRV(I. )mltO 
50 BPRV(I)=1,0 
DO 60 IF-1#12 
AMP0.0 
B(I)PQ. o 
APRV(I)=O. O 
60 BPRV(l)=o, Q 
DO 65 I=li44 
65 ANOPRV(I)=PI14. 
DO 70 I=3(#65 
AMP0.0 
B(I)PO. 0 
APRV(l)P0.0 
70 SPRV(I)=O. O 
DO 80 1 =I iZ 
DO 75 J;; loe4 
XwG05AAF(U#5) 
IDATCI, J)ýNINT(X) 
75 CONTINUE 
80 CONTINUE 
DO 90 l=lPZ4 
JX12+1 
IF(lDAT(j#l)"EQ. o. AND. lbAT(2o 
IF(IDAT(1#J)7EQ. 0. AND, IDAT(2# 
IF(JDAT(l#j). EQ. l. AND, Ir)AT(2p 
lFQDAT(1#15,, tQ. 1, ANDvIDAT(2, 
82 A(J)=APRV(J5 
B(JlnBPRVkJ) 
60 TO 90 
84 A(J)=-DPRV(J) 
B (J ) sxAPRV kJ) 
Go TO 90 
86 A(J)P-APRV(J) 
B(J)=-LPRV(J) 
60 TO 90 
88 A(J)PBPRV(J) 
B(J)P-APRV(J) 
90 CONTINUE 
DO 100 lalv65 
APRV(I)uAkl) 
BPRV(j)=B(j) 
AHlL8(J)=-b(I)+l. oE-4 
lou BHILB(j)=A(I)*j. 0EP-4 
IDELPNINT(DEL*9.6) 
I), EQ, 0)G0 TO 82 
1). EQ, J)GO TO 84 
1). EQ. 1)60 TO 86 
1). EQ. O)GO TO 98 
CALL CQ6AAF(AiS, 65r. TPUE., 14#ILST) 
CALL C06AAF(AHILSoBHILB, 65#. TRUt. il4ilLST) 
DO 12U i=',, 64rIDEL 
Jr-- l+I DFL 
ADEL(J)mA(I) 
BDEL(J)=8ý1) 
AH I MEL( %I ).: aAH I LB (D 
J20 BHlLBDEL(J)0BHILB(l) 
DO 150 JullIDEL 
lx6401VEL*J 
ADEL(J)=B(I 
BDEL(J)r-AM 
AMILBOELMODHILS(l) 
130 BM I LBDEL(J )r-AH I LB (D 
DO 140 121#64 
A( 110CX1 *A( 15 
0(I)6XI*Bt 15 
AHILB(I)=Yl*AHILFl0) 
B"lLB(l)uyl*B"ILB(D 
AHlLBDEL(l)r-Ye*AHILbDEL(I) 
BHlLSDEL(0mYe*BHILSDEL(l) 
ADEL(0r, Xe*ADEL(l) 
140 BDEL(D=Xe*WL(I) 
141 DO If 50 1 ml r 64 
A(T)P(A(I)*AHILB(I)*ADEL(I)*AHILBDEL(1)3*6.136E-7 
15U B(I)"(U(I)*BHILB(I)+BDEL(I)+BHILBDEL(l))*6.136E-7 
CALL CQbAAF(AvB, 65#9FALSE, tl4rlLST) 
DO 160 lmlP24 
j in 1, ý4 2 
IF(A(J). GtoO. Q. ANDoB(J). GE, O. O)ANG(I)xATAN2(ABS(B(J))#ABS(A(J))) 
IF(A(J)PLLie0ýU. AND, 6(J). GE, O. O)ANG(I)si'. 5fO7963+ATAN2 
l(ABS(A(j))tA; 5(11(J))) 
IF(A(J). LLvO-U*ANDoB(J). LEPO. O)ANG(! )=PI+ATAN2(ABS(B(J))7 
IABS(A(J))) 
IF (A (J). GL -0.0. AN D9B (J Le 0.0 ANG 1 24.71 23889+ATAN2 l(ABS(A(J))tAS5(P(J))) 
159 ANGPRV(1)ýANG(I) 
160 CONTINUE 
DO 300 WiN 
DO 170 1 =1 r2 
DO 165 J=lt24 
X=GO5AAF(0,5) 
IDAT(IrJ)13NINT(X) 
165 CONTINUE 
170 CONTINUE 
DO 180 ImlF24 
i --l ?#I IF(IDAT(lil)'. EQ. O. AND, IDAT(2, I). EQ. t))GO TO 172 
IF(IDAT(lol)ý'LO. O. AND, IDAT(2ol), EQ, 1)GO TO 174 
IF(IDAT(Ill)'EQ. I. AND. IDAT(2#1), EG, 1)GO TO 176 
IF(IDAT(IPI)7EQ. 1, AND, IDAT(2, I). EQ. O)GO TO 178 
172 A(J)PAPRVkJ) 
B(J)NBPRV(45 
60 TO 180 
174 A(J)P"PPRV(J) 
B(J)PAPRV(J) 
Gu TO 160 
176 A(J)P-APRV(J) 
b(J)x, "BPRV(J) 
60 TO 180 
178 AMPBPR00' 
B(J)P-APRV(J7 
180 CONTINUE 
DU 482 ImI02 
A( 15 F00 
'184 B(I)Xo. () 
DO 184 1=67#65 
A(I)x00 
I* -) / 
04 BUIP0.0 
DO 190 lwl165 
APRY(I)PA(l) 
BPRVtl)t: 8(1) 
AHILB(I)x-8(I)*i. 0E-4 
190 BHI, LB(I)=A(j)*i. 0E"4 
CALL CQ6AAF(AvBv6br. TRUE. #14, ILST) CALL ýQ6AAF(AHILB#OHlLBt65t. TRUE, #14ýILST) DO 200 Ir-lr641'rIDEL 
J01*1DEL 
ADEL(J)PIA(l) 
BDEL(J)=B(l) 
AHILBD9L(4)r-AHILB(l) 
200 BHTLGDFL(J)=BHILB(l) 
DO 210 inlilDEL 
1=64wlDEL*J 
ADEL(J);: Bkl) 
BDEL(J)=AM 
AMILODELMMOHILB(l) 
210 BHILBDýL(J)mAHILB(l) 
RESI 10 9.0 
RESQIPP. 0 
RES12xQ. 0 
RESQ2xQ. O 
DO 220 I=lt5 
RESII=hES11+RAYL11(1)*C0EFF(l) 
RESQI:; RESQ1*RAYLQI(I)*COEFF(l) 
RES12=RESle+RAVL12(J)*CoEFF(j) 
220 RESQ2=RESQe*RAYLQ2(1)*C0EFF(j) 
Xl=G05ADFt0.5)mPES11 
YI=6Q5ADF(0.5), "RESQI 
Xý9605ADF(0.5)-RE612 
Y? 0605ADFto. 5)L-pEsQ2 
DO 230 1=1#4 
RAYLII(6-I)a RAYLII(5-1) 
RAVLQI (o-I ) =RAYLOI Owl ) 
RAYLIZ(6-1)=RAYL12(5fw1) 
230 RAY LOi! (6 -I )r-RAYL02 (51,1) 
RAYLII(I)"Xl 
RAYL01 (I ) ýYl 
RAYLI 2(I) ýX2 
RAYLOZMýýY2 
DO R40 lalf64 
AXIAkI 
aX18kI 
AHILB(Ocyl*AHILB(l) 
BHI`LS(I)0yl*B"ILB(I) 
AHILBDCL(0mYe*AHIL8DEL(l) 
6HIL8DEL(W=YZ*hHILBDEL(l) 
ADEL(ID=Xe*ADEL(l) 
240 BPEL(j)=Xe*BDEL(l) 
241 DO ZSO 1=1164 
A(1)19(A(I)*AHILB(I)+ADEL(I)+AHILSDEL(l))*6.136E-7 
25U B(I)=(B(lý+BHILB(I)+BDEL(I)*RHILBDEL(l))*6.136E-7 
CALL COt')AAF(A*8,65i. FALSE. ol4olLST) 
DO 260 1='l124 
jmI A- .1ý 
IF(A(JI. GL. O. U. AND96(J). GF, O. O)ANG(I)xATAN2(ABS(B(J))#ABS(A(J))) 
IF(A(J). LL. O. O. ANDtB(J). GE. O. O)ANG(T)RI 5fO7963+ATAN2 
l(ABS(Akj))tABS(A(J))) 
IF(AIJ)-LL. O,. -O. AND. B(J)-LE. O-O)AN(i(l)zPI+ATANZ(ABS(B(J))'o' 
ABS (A (; J) )) 
4-! )b 
IF(A(J). GL, O. O. AND, B(J). LI, O. O)ANG(I)24.7123889+ATAN2 
i, (AB6tA(j))tAB5(R(J))) 
ANGPRV(I)lANG(I)vANGPRV(l) 
IF(ANGPRVkl7TLT. 0, O)ANGPRV(I)nANGPRV(I)+6o2831852 
IF(ANOPRV(I): GE. S. 4977867, OR. ANGPRV(I). LE-*0.7853981)(iO TO 252 
IF(AN6PRV(I): GE. O. 785398i. AND. ANGPRV(I). LE. 2.3561944)60 TO 254 
IF(AROPRV(I)IGE. 2,3561944. AND. ANGPRV(I). LE. 3.9269907)60 TO 256 
IF(ANORRV(I)'. '-5E. 3.9269907. AND. ANGPRv(l). LE. 5.497787)GO TO 258 
25Z IRDAT(Irl)=O 
IRDAT(gtl)=D 
GO TO 959' 
254 IRDAT(lo, 1)00 
IRDAT(fsI)0l 
60 TO 959 
256 IRDAT(Iol)gl 
IRDAT(? #I)ai 
GO TO 259 
258 IRDAT. (lpl)ml 
IRDAT(2,1)ýD 
259 ANGPRY(I)r-ANG(l) 
260 CONTINUE 
DO 970 l=lt2 
DO 265 jult24 
IF(IDAT(I#J)"IRDAT(ItJ). NF, O)L(J)zL(J)+l 
265 CONTINUE 
270 CONTINPE 
300 CONTINUE 
WRITE(2j460) 
WRITE(2#4M (L(I)FIE1#24) 
400 FORV. AT(5FU, 0) 
410 FORMAT(FO-000) 
420 FORMATM rlO"IDAT(lpJ)u) 
430 FOR14AT(IH t2415) 
440 FORMAT (1H rll"lRDAT(l#J)2) 
460 FORMAT(IH #7HýRRORSX) 
470 FORMAT(lH #2415) 
STOP 
END 
459 
Simulation program for the serial data transmission system 
PROGRAW, Ar, F DT( I NP117 1, nl. ITP"T , ARRAY , TAPF1 I MWIT , TA PE2=OUTPUT , TAPE7=A R 1RAY) 
DIMP-IS I ON RAvL 11 (5 ), RAY Lnj (5) RAY L12 (5 #RAY L02 (5 COE FF (5 1: 1(1,1? 4) v MFIASYM 0 024) )(1(? ) y 1( 2) X2 (2 Y2 ( ?), R (4,5 A), o 50) IS( 
filliEnSlor OPTI(4). OPol(4), (IP12(4), OPo2(4) 
i)IMENSION PRT(5,3#1), PRo(50#1), ER(4,5f)), EQ(4,50) 
, )1F'E! 
jSI0ll RLSTGN'(c; )#AlMSTGhJ('; ) 
V- EER(50)oVF-Eo(50), YR(50), Yo(50), YRD(SO), YQD(50) 
DI MElS I ON H1 (25 o SO) vA o (2r, , 50) 
DI OEMS ION RECl(10rj), PFCQ(100) 
, )IMEýIS10,, ' VF-FPI)(50)#IIFFQ()(50), ý/EFR1(50)#VFFOI(1; 0) 
DI MEMS I()" 'I PR Il (5t, ) I), PR()l (50 #1) YRPD(25,, SO) #VQPD (25 , 50) 
DI rl E NS I (), 'I DT5 
D 10 EASI () H ISFcT(1, )O), TF-SrT(11)()), II)TCT(10f)), I'; DYFF(100) 
!, IiIE1,11S 10,11 CI(25), rQ(Pr, ). rID(? S), C () 1) (25) 
DIMENSIO H WSl(50), WS0(50), ANj(50), AN0(50) 
i) 11-1 F. N 1,10 M ZR(32,? 5), 70(3", ")5), ZEXR(256), ZFYQ(21ý6), VP(32, )ri), 
I Vo (32,25), D(2,5 6), IIS (6 4)oDSCAN(256), DMIN(4)i"INAD(4)#XSFL(32#50), 
1X(32,50), ZPSFL(32,25), ZQ'. ', 'FL('i2,25), VFC. "L(256) 
pTMF t-J S 10 MZR 1) (64,? 5), 7QD64v25), 7- FXR T) (P56), ZFX0D256VRD(6425 
1v () D(64,2r. ), Z WS FLD(64,25)Z0SFL 1) (64,25), H1 1) (25,505,5 1) 
1 RECID(Ir)G)#RECQr)(10(l), EPD(4,50), FQD(4,50) 
r0liFlISION SA11(50) 
DIVIENS10A 0SFL (64) 
DT flEflS 1001 DS F 1. (64 ) 
)IMEN"; ION RE,, ýT(21)4A), PESO(204A), SM(2()4P, ) 
') I I! Fiý, S I ON ALFR( 51) ), AL FQ ( 50 ), R FTR ( 50 ), 8FT0 (50 
nI MFIVS I 6t, ý)R I 11) ( Sn ,I), PRol r) ( 50 ,I), YR Pnn ( ?5,50 Yr)Pnt) ( 25 , SO PR 1 1) 5 
1 PROF) (50 VFFR"'1) (50) , VFFOOD (50) VFFR1 D(50) , VFEol (90) 
I ot-1 kROT 10 00 PROT Q(1 10) , RPOT ID (100. ) , ppnTr)r)( 
I 
CON-110N RAYI ( ri0k)(-) RAY? ( 5)00 P AY3 ( 5W)o R AY4 ( 5001') 
LEVFL 2#RAY1, PAY?, RAY3, RAY4 
RFAL KK0, KV1 
INTEGFk P, F, )!, XSEI-oVFCSL, H, VFrL, VFCP, NIECý1, FSDEL 
I-)ATA 6tSl/--). Oi-)A2,0. ()()44, I). 22?, 4,0.928P., -(). ()900, -i). 0522, (). ('398, 
5ATA ilSO/iI. Oýlci?,,, -). 1! 4nP, 0.0366, -0.2271,0.15()l, -i). ()179, (). 0173, 
CALL i)ARRAY(: "0('0, i0, l0) 
rRFAD(j, 5A3)lDFLT 
PFAD(1,51', 3) ITHET 
DO 21, I f) ELT L 
576) DFLTA 
2 l)T(I)=f)Ej-TA 
READ(l '58%2)ýJpljN 
N) 410 1 P=l , tlplJN 
flFAFl (1, r,, ', 2 ) Es PF L 
ý7FAD(1,576) XX 
k: F iý I1500FL, J1 00 P 
F1,51 () C0EFF(I), I=I, 5), 1) rGAI 
FI, FA0RW 'D LM P 
REA 1) 1 hl PL 111 PFTSR 
. )0 410 jpR=l, ITHFT 
FAD(1,576) THFTA 
RFAO(l 550) AK 
14OU 
READ (I jr*1- "-MErg- - 
REA1 CDI FF 
1ý_- 8- C-A W 
ýEA 10 -, -*-)-AG-AV-- 
EADI TItIFIR 
kFjNffI 
ALI SAT I ON 
-7 
REA 
-D 
(7) R ESI 
_R_E 
SQ 
RSia 
RFS()(2048) 00 
IDEL=TNT(-DEL*-2*SR) 
: of IL 
IF( I-f1pRi2 . 
0_-A_INT (I MPP-/2 
. 
-o) GT. 0 . 25) 1 ýIPP=TMPR+1 
IMPF-S=IMPET+IDE_L 
IMPP=IMPR+2 
IMPRP=IMPR+l 
I M= I MPR-2 
P=111D-2 
, 
INO=P+l 
_j_N 
D_P PIN r)_+ 2 
VFCL50 
ICIOIE=FSDEL+P+l 
FP=O 
I QUAt)=O 
IRtAL=0 
IGD=O 
IR D=0 
LDIF=0 
lSbET=l 
ISDET2=1 
I*F D ET=l 
L=() 
LL=O 
I-CT=l 
___E 
S1GP10 
ESIGPI DZ66- 
ESIGP? 
-r)=O. 
O 
R T= 
EroIIP=() .n 
ECOtlPn=O 0 
THE 10 
t Fvmx=_o 0 
SLEVtIN=I. oF7 
SLEV=(). O 
AGC=1 .0 ROTN=(CDIFF*, 1.0*1.1415926)/(2000.0*SR) 
It Km) -L 
0 E 4T ( =0 
Tr-tlt-i 
00 1=1 . 25 
so 
yR-P-D (I, J )=0. 
_n TOP-0 A 
-Y 
RPDD Il J 
IDýI 
_J 
ylýo 0 
-1 
ito D--( IJ) -- 0.0 
HI (-I Jn0 
DO 6" 1 =1 ,1 00 
ISDIFF(I)=l 
62 1s(I 
Do 890 -1=-l NISVEC 
11 () 414- 0- 11 -1 1140 
! IS(I)=10000. 
Z: "- tI 
ZQ D(IJ0.0 
IRR ILLDUTJ)ý=O. o 
ZOSELD(I J)=O. -O-- 
ZQ(I, J)=O. O 
--tnr- 0 &I =- 
=0.0 V-9 Z --L(I#J) 
DV Ar)-5 -1 = -1 - Ns VEC 
J=, V-Ect 
xi 
P. 9 5 XSEL(I, J)=i 
lo=-ý 
DO A06 1=1 rNSVEC 
10=10+4 
VECSL(IO) =1 
VECSL(10+1)=l 
VECSL( 1()+2) =1 
VECSLý10+1)21 
NEWSYM(In)=l 
!, IEWSYM(IO+I)=2 
A96 ý4 - EW-ý - M(I( 
CALL 
Do 3 T=1,5() 
AN! -(-I)=O. O 
ANW(l)=0.0 
JISEýT(I)=! 
YRD(I)=O. O 
YQD(T)=0-. 0 
YR 
Yo(I)=il. O 
462 
-D( I P D(T,, I)=O. n 
`: - -3 --RQ 
(- Lr I 
-=-A)ý- 
0- 
rio 4--f=_1 
RELQD 
- D--G 4 
51NA-D11 
- 4ts-r" ti - a- 
1. a 
RLSIGN(20 
R LS I ri N(4) =1 .0 
ATMSIGN(2)=-J. O 
AIMSIGN(4)=1.0 
is -T -- E P=2 - O*SR 
DO I 1=1 5 
k-A-Y-to 11 
1-0---R-Ay L 1") 
I VS A-64 T. SRAYL 11 1 *COE FF(I)+RAYLT1(2)*COEFF(2)) 
ý--C -Dýf (, D. S) -(RAYLO (-I *CoEF F(I) +RAYLC; l (2) *COEFF ( 7) 
ý)P12(1)=r, 05AF)F(C,. S)-(PAYLi2(1)*COFFF(1)+RAYL12(2)*(, 'OEFF(? )) 
OPU20 )=G05At)F(0.5)_- (RAYL02(1 )*COEFF (I )+RAYLo2(2) *COEFF 
()PIlý2)=t)Pl--1(1)-(PAYLTI('I)*COEFF(3)+RAYL11(4)*COEFF(4)) 
0P(JI (? )=()P, 01 (I )-(RAYLOI (. 3)*C()FFF (3) +PAYL01 (4) *COEFF (4) ) 
()P! 2(2)=OP12(l)-(PAYLT2(3)*COFFF(3)+RAYL12(4)*COEFr-(4)) 
1) P(4ý(2)=O-P(42(i)-(RAYLQ2(3)*CnEFF(3)+RAYLQ2(4)*COEFF(4)) 
Xl (2) =()Pll-ý2)-RAYI. Il (5)*COEFF (5) 
_. 
YI(2)=OPoi(2)-RAYI-Qi(IS)*COFFF(5) 
X2 -RAYI ')*rOFFF(5) (2)=OPT2(2) -12(c) Y2(2)=()PQ2(2)-RAYLQ2(5)*COFFF(5) 
RAYLII(5)=Xl(2) 
RAYLQI (5)=Yl (2) 
RAYL 12 (5 =X2(2) 
ROW. (5 )=V2 (2 Y 
(2)=Xl(2)*f)CGAIM 
Yl(2)=YI(2)*DCGAIN 
X2(2)=x2(2)*f)CGAIN 
Y2(2)=Y2(2)*nCGAIN 
RAYLT1(4)=RAYL11(3) 
RAYLII (3)=CjPll(2) 
RAYL 11 (2RAYLII(I 
RAYLII (1)=tIPTI(l) 
RAY Lo 1 (0=RAYL01(3) 
RAYLQI (3)=OPnl(Z) 
RAYL(-)1(2)=RAYL01(l) 
RAYLQI (I)2 (1 P01(I). 
L 12 3 
Ufý ýl P 12 (2 
RAY L 12 (1 =()P 121 
- 
kyliý - V, 0-? -( 3) S-) =0 Po 2(2 Ay LQ? 
__Ec --I: - __ __ -Q 2 (1 
_0J V-L: O- 2(IPo2 
- 11 __ W -0. s rip'l 1-(- 95 o7f tRAYLIII*. Co EFF1+RAYLI12C0EFF 
PQ1105ADF(0SRA It L -0 1C0EFFIPAYL012C0EFF 
-2-( -i-rl o -F ( -1)-*-CO-EFF-(-l)+RAYL12(2)*COEFF 
op02(1)=(. 05ADF( 0_ 
_. 
RAYL02(1)* C_O FFF(1)+RAYL02(2)*C0FFF 
A-0 -1 (2 =0P 11 (1 RAYI II (3Y*COFff(3)+RAYLII(4)*CdEFFt4)) 
PQ1(1PAYL () 1 (3)*CoEFF(3)+RAYL01(4)*COFFF(4)) 
Rý y2 3) - *C_aEff-(3)__RAY *-COE F 11 4=ýOPrZM_y_ý ALT + I, 12 (4F t4 
ý)P(ý2(2)=, )P(ý2(l)-(RAYLo2(3)*COEFF(3)+RAYL(-42(4)*COFFF(4)) 
Yl(l)=OP(41(2)-RAYI. Ql(5)*COEFF(5) 
FFC5 -Ttl JV24_-ý-RAYCf2 5-Y*t- 
---------- - Y2(1)=OPo2(2)-RAYi, Q2(5)*r, OEFF(5) 
T C5 --=x -4 ( T) RAY Lol(5)=Yl(l) 
RAYLIZ (5)-=-)(2 (f) 
RAYLQ2ý5)=Y2(1) 
_yl (i )=Yl (1 DCG AI 
X24l)=X2(1, ),, -* DC-GA I 
)= Y2 (1 1) rGAIN 
RAYt_ll (4)=RAVLII (3) 
RA-YL11 (3)=()Pii (2) 
RAyLII(2)=RAVLII(I) 
RAY L 11 (I) =OP I1 (1 ) 
RAYLol (4)=RAVLQI (3) 
. RAYLo1(3)=op(jl(2) 
-RAYL+ll (2)=RAYLOI(l) 
RAYLo1(1)=0Pf)1(1) 
RAyL12(4)=PAVL12(3) 
RAYLl2_(3)=0P12(2) 
RAYL12(2)=RAVL12(l) 
RAYL12(1)=(')PT2(l) 
RAYL(42(4)=RAYLo2(3) 
RAYL(12(3)=0Po2(2) 
RAyLr0(2)=RAVLQ2(l) 
RAYLo2(1)=()Po2(l) 
RAYI (K)=Xl (1 ) 
RAY? ( V) =Yl (1) 
RAY3(K)=X2(l) 
45 RAY4 (K) =Y2 (1 ) 
! )o 64 3=1 I ýIPR 
DO A4- 1=1 4 
;I (I j )=O. O 
64 (1 1) =0 .0 
ANO TVI 10 -0 
CALL (,, 05FIAF(ANoI) 
CALL r, 05f; AF(AN'01) 
(2» 
464 
RRnG 
K0 0 -21-THETA**2 
DO 1 1ý10,! Fl-pp 
II1 
.0 
PRQ1 T 
VE or)o 
YES-RA-At I-) 
V'-EEQlr)(I)=tl. o 
ism Yý 6 -. -: 0 
VFEQ0(1)=0.0 
1 VEEQ1(1)=0.0 
PKt'ISE=l AF-9 
-Ex-t-Rkc-troN 
TCFLn. 0 
XS=25.67--ý--2 *-S- -R 
----tPHA=-TE 
40- 
-26 5 0- _rCW-H AT (1- SY M 110 1 NllMBER',. 2)(,, TiMTNG 
--! ý-M PK =0 
Sm rs f 1) 2+pPSo12 
. -ST, SMPK) TPK=. T 
IF(S'1(1). (-, T. SMPK)'; ýOPK=SM(T) 
7 111 -5 CONTI-NUE 
S- 11 P- K=6.0A01*SMPK 
Do 210 I=lplpK 
IF(-S'1(1). GE. I; MPK)GO Tn 215 
71 G fONT I NUE 
21-5 1 ST=- I 
RnEL=DEL*2*SR 
-iSTD=li, jT(IST-(RDFI--INJT(RI)EL))*XS) 
SMPK=I. 0/SMPK 
t)o 400 1 RON=1 ,I LOP 
_Yl(l)=RAY2(IRUN 
C- ONST1=(XI(l)-Xl( 
-- 
7))*sTIp 
CONST2= (Vj (1 ) -Yl (2) ) *RT IP 
C0NST3=(X2(l)-X2(2))*sTjP 
COIJST4=(Y2(l)-Y2(2))*sTIP 
68 Do 200 ISYHzl, ISTFP 
mi 3,15 1 =1 o, IIIPR 
165 o(l, i)=O. O 
K=IS'l, f"t-l 
WjCR=K*r6. 'IST1 
FRROR', 2X#'TJMING rORRI, 2X, l 
465 
-TPHA=T-P--HttA+TE-+TC-MP- 
Do 220 1=1 THP L 
*X S-*TP-H A 
KI llf BK 
CII =RES I KI 14-1) -RFS IKIF PAC 
14 4-1 PAC 
00 =1 IIIPL 
-+TP-KA- 
Kl=lNT(BK) 
liký 
--- CID(I)=RFSI(Klj-+(RE-ST(K 
- 
1+1)-RFSI(Kl))*_F_RAC 
Q (XI + CR G(K1 +1 -t-q-0-0 ý =# F S, - -- --- IS6 ---RESO(Kl))*FRAC 
DO 266 1=1 , IfIPL 
4t j- - -- +M -1 )2SM P-K-) 
DO 310 1=1,111PL 
R1 jr rCI(IX12+AINCRY1281NCRC01 (Y 12+81NCR+ Xl 2+AI 
-Ato a11CI(IfX1 (-2 +AINCR +Y 12+BINCR+C0(I (X 1 2) +AI Id CR -Y 12BI 
INrR 
R(2-- =-o 
R(3,1)2-R(lol 
- 
R (4,1_) 
AINCR=K* CON ST 3 
r)o 330 1=1,, IIIPL 
; z. 4- 1DF, t) ---P (1#T+ID- F-i-) +r I 
T -F)-(-2-)--+g I WCR-+-X2 0-) +A i NrP) 
1-ý-(2-)-+AINC--R-Y2(2)-AINCR) 
Dn- 340 1=1 r Illpt 
R(, 1+ 1 DF L) =-O( I, T+1 DF L) 
(1(2 ,I +-11) E L) =P 01T DE L) 
I +-I-DFL) =-R T+ I I) F L) 
(3, #, 1+ 1 Df L) =-Q (1 1+I DF L) 
R(4,1+IDEL)=f)(lol+IDFL) 
340 o(4, I+IDEL)=-R(. 1,1+1. qF-L) 
, )0 
5105 1=1, ltir) 
DýO- 595 J-=-1,40 
YRP D D( 1,51 -J =YRP I) D (1,50-1 
I) *(X2<_2_)+ AI NCR-'v2(2)-fl I NC P) -CO D( I)* Cy 
, 
1)*(Y2(2)+PiNCp+x2(2)+AlNrR)+COD(I)*(x 
)]FýQpjitr 50 T) T 
YRP D( I o, 51 -J )=YRPi)( I 50-J 
Y(4P[)( i F51-i )=YQPD( 150J 
I-D1 50-J 
-J)=ý10D( 1 50-. 1 
; IT-(j, 51-j)=HT(1#50-J) 
4'r. ) (1- 
-51 
-J )=Ho (1#5) O-J ) 
I 0=0 
590 ")-() 600 1=1 It! PR 02 
10= 1, )+1 
HoD(10,1)=(Q(1,1+1)-P(1,1+ 
-10.5 k I( Io, I)=( 0 (1 1) +; z (i, 7)) *0 .5 
466 
F- fý90 rONTINUE 
-IC - ---4. F 
-FICNT0 
2- 6 
S-Yfl+-2-4-* I Ril-N-1--)---- 
PA- 1 7-) 2-Y1 (2 2 
*Q - Yw -iý -**2 
PHER=RT-ECOMPD 
'-r-2010) -I S, NR, T-PRI - AGC, p jPA #PH ---ER 
-'2030----F-6RMAT(1f1_ PH ERR(SYMS)=1 F9.4, ' AGC=l FF6.3, I 
-RAYL2s: *sF8.4, CARR -PH---E-RlR-(-R-ADS)!! t*F-8.4) 
2040 CONTINUE 
77- -: -- --- ý6 -7- 
ltý 
--- I- x (T . -n -F ( + 645 
IF(IS(l). FQ. 5)IS(1)=4 
ID=IS(2)-TS(I) 
IF(li). EQ. o)Go TO 000 
-1 
F( Ir). -EQ.. lGR-ID. -FQ. -3)GO TO 905 
I_F(11)_. EQ. 2. OR. 1 D_. F_(_4. -_2)Go_ TO 910 
I SDI F F(I 4 
G0 TO 915 
- GO TO) 
(; o To 915 
v- 1--s -k-fff- -C ON TIN IIE 
RRUT-1-0-VI -I =PROT 7 (1 n6- I 
-*-40744-11-01 Y=R-ROTO 06-0- 1 
RRUTjn(lol-l)=RR0TID(100-1) 
RR0Ton(loi-j)=RR0TQD(160-1) 
RFC ID 101 -I =REC 11) (100- 1 
R-FCQr) 101 -1 =RECOI) 
RECI(! 61-1)=RFCI(100-T) 
AAl RE--CQ(I0i-I)ýRVCQ(100-1) 
RR OT 1( 1)=O-. o 
RROTQ(I)=O. O 
6 
RR0TqD(I)=6: () 
RECIM=0.6 
RECIDM=0.0 
Do 70 1 =1 IMPR p2 
RFCI-D(I)=RFCID(I)+R(I'q(l())o, 1+1) 
R-W-D =RF Co-D (1 ) +0 ( IR ( 10) o, 1 +1 
RECI(I)=RFCI(1)+R(IS(T0)jT) 
7-0 AF Co (1) =R P CQ (i IS(T 0) ,T 
RT =RT+ROTN 
-RRoTl(l)=RECI(1)*rOS(P*r)-RFCo(l)*SIN(RT) RR()Y, -)(I)=RFCo(i)*('OS(PT)4. RECI(I)*SIN(RT) 
RT=RT+ROTN 
RAYL1=', FP. 
RRO-T()4ý I ), =-HE COD (I) *Cnlý 
CS=Ct-)S(ECOI-IP). CS-ýCOS ( ECOOP). 
RECI(1)2RROTI(1)*rS+RROTn(l)*SýI 
tY Tat- CS R_ _QT 10 *S CSýCOS(ECOMPD) 
RF-Clt)(l)=RRoTID(1)*CS+RROTOD(I)*SN 
lZROTIA-t-T-) SN 
2 
D6 36 
ANI(21-1 =ANJ 20 -7) 
ANI(1)=G05ADF_(0. S) 
C0RN10.0 
CoRNQz0. n_ - 
Do 90 1=1,20 
CORNI=CORNI+ANI(I)*WST(l)-ANO(I)*WSQ(T) 
90 CORýl()=CORN(, )+ANO(I)*W'ý7(1)+ANI(I)*wSQ(I) 
IF(IT. FQ.? )GO TO 03 
RF'Cl(l)ýPFC 1(1)+AK*CORNI 
'R'tt_Q(l)ýRE(', Q(1)-*AK*C0RNQ 
IF - (I - T. EQ. 1)G(-) TO 95 
93 RFCln(l)=REC_Tn0r+AK*C0RNl 
RFCo, )(l)=RFCoD(1)+AK*C0Rl, 1Q 
IQ 5 C, _ 0-N TI t4 UE 
R_ FCTD(1)=A (i C*R F-C 1 r) 
R_ EC Q) Df 1) AG C *_p E C-0 1 
RFCI(l) ýAGC*RECIM 
REC ID (I )-=A G C_* RF C_Q (IY 
IF(! RtIN. 1.0.1(10)ISFST(1)=TS(1+TCME) 
lf(lRUN. LE. 3)G0 TO 15n 
D 1) 61 () I=1#IIID 
PRIID(Ipl)=PPTID(T, I). o. VEERiD(l) 
PROlf)(Iol)=PpolD(7,1)+VEF01D(T) 
-P R 1.1) T 117PRID(l ! )+PRIID(I 1)+VEF-Plnrl(l) 
P-R-QDT. PRO r) -(11+ pR()l f) (I 1)+VEEQOD(l) 
_p 
RIII, I PR_j j(1,1)+VFERl(l) 
PRQi_(I, l)=PR0l(1,1)+VFEQ1(1) 
PRI(1,1)=Pkl(1,1)+PRTI(l, i)+VFIFRO(I) 
61() PRQ(T,! )=pPQ(1,1)+PR01(1,1)+VFFQo(1) 
612 DO 615 I=lrlt-'D 
ERU(1, I)=PRlr)(l, l)-PPQt)(l, l) 
ER . (1, T)=PRI(I, l ) -PRQ (T, 1 
615 EQ(1, j)=pRI(ji)+PRQ(Tol) 
DO 62)0 1=1 , Vir) 
ERD(2,1)=-EQn(lrl) 
E(4b(2,1)=FRD(1, T) 
ERD(3,1)=-ER. D(l, l) 
E- 0D( '3, ,I)=-F 44 1) (1, I 
ERD(4 I)=EQD(1#, ) 
Fob-(4,1 =-ERr)(I l) 
EQ(2, T)=FR(l, l) 
468 
-Rt F0 
ERF-CI=U. (' 
Do 625 1 =1 , Pli) 
EREC0D=ERFCQr)+EQD(ISFST(j), l) 
ftii `ERrC-1-4+-ýR ISF ST-f -1 
:::: ýS-EREto=ERFC(J+F-Q(ISFST(T)oT) 
tmFiý-FWECI D 
ERRoD=RErQ1)(l+lCfIF)-FRECoD 
EREf: l-- 
ERRQ=REC0 I +1('ME)-ERFrO 
j-F(&aS(EPRl). GTI. 0E6)GG TO 180 
n0 630 1=1 Iti r) 
I+ D-E 1--TA tE RRT D*RLSTGNC. I SES TIIERR0DA 114 SIGkfTSEST 
I )-+DS-tTk* C-FR#QD*RLSIGN ( ISFST (I +ERR I D* A IMSTGN (I SEST 
y -(I M 
001 -)*DEILTA- t- I- *(EIZRI*RL_SIGN(ISEST(l))-FRRQ*AIMSIGN(ISEST(l)) 
)*DEL-TA*t--E-RRQ*RLS"N( ISEST( I) )+ERR I *AIMSIGN( ISEST( I)) 
J-) 
ECARlr)=RROTI D(l+irME)*ERFCID+RROTOD(I+ICMF)*FRFCOD 
lii. iti, ýý-RitOT-OD(I+ICME)*ERF(, 'ID-RROTID(I+ICMF)*FRFCOD 
ESltj=ECA - RQ*COS(THFI)-FCAPI*STN(THFI) 
IF(ESTG. LT. -0. I)E9IG=-0. l 
ES-IGI=ftlCAIZ*ESlIG 
ESIG, 'r'=ACAR*ESIG1 
FsIG2=ESir72+ESIGPI 
FSIG; " .. )=ESTG1+FSIGP1 ESIG3=ESIG3*ESIGP? 
ES16PI=tSl62 
ES16PZ=ESjG3 
THEI=FSIGP-2 
ECUtIP=ESIGP2+TC'4E*ESIGPI 
ESlG=-F-tA-RQ D*COS( THEIr))-ErARII)*SIN(THFTn) 
IFESTGLTF '-; 16 0. I 
ESIIGI=8CAR*FSlG 
Eslr, c -ACAR-*rsiGI 
ESIG2=ESIG2+FSIGPID 
ESIG3=ESIG1+FSIGPID 
ES163=FSTG3+FSlGp7D 
ESIGP11)=FSfG? 
ESI(jP? D=FSIG3 
THE! )=ES T(, P2t) 
FCUf! pn=ESI&P2D+ICME* FSIGPID 
AW -66 631 1=1 , 1! ipR 
631 IS-EST(IMPP-I)=ISEST(TMPRP-I) 
f)-O. 637 1=1,1-"D 
VF-FRoD(I)=KKO*(YRn(l)-PRID(l, l)) 
(YQT) (I) -pRf)D I, I 
VE ERI f) I )-=K Kl-* (YR n( I-) --PR InI, I 
I ), -PRQD I, I 
VFER(. )(I)=KKtl*(YR(T)-PRI(Tol)) 
tql QAAC-l 
- 
Ym- 
-K-K 
0* t-Y 9 (- -1 -P JR Q(I, 1 
VEER1(1)=KK1*(YR(Y)-PRI(l, l)) 
-7' -TE-1EQ-11 1) *-K K-1 YGI T -1 
-, YRP--UD I r_TT=P-R-1 D-( I +T-CMF*P-R-TI DI J-1 
YQ PDDI11P fl, 0DI ol)+TCMF*PR01D(l, l) 
YR-PD (I --TYUPRI (II+I rME*PR 11 (T11 
636 YoPf)(1,1)=PRO(lol)+IrME*PRQI(Tol) 
j (mo 
i)o 2300 7=1,, T. MPR, 2 
10 1+1 
ALFR(T)=VRPD(lOvl)-YPPD(T0,2) 
ALf-R(--1+1)=YRPDD(10*1)-YRPDD(10,2) 
__ALF_O(_T)=YQP_D_(I(), 
I)_-Yf)Pi)_(10,2) 
BETR(1)=YRPD D(1,1) 
--Astý& p 1)(111) 
I 0=() 
2 
10 =T 1) +1 
t! IZ(I+l RYRPO-(10+1 I )-YRPD00ol) all - 
nFTR(i+2)=YRPDI)(10+1,1)-YRPI)! )(10#1) 
v- (ioy r4 P r) In 
2 -1 AT -4 T -+- -2 -)'- -=Y -Q-P-I)- -I-)- I- 0-- -+ -I-)- -Y0PD- D(10,1) 
A F-T RCTMP R) VRPP7MbI 
BFT tj (- T 1-1 PRY0PDTMD, 1 
TCOR=(). O 
DO 2 0-20 111 F-I PR 
2620 TCOR=TCCR+ALFR(I)*BETR(I)+ALFQ(I)*BETQ(T) 
IF( IRON F-0.1 AND . TSYfi. 
EQ. 1 )TrOR=', ). () 
TCFL=TCFL+TH*TCOR 
IF(TRIJN. GT. 100)TCMP=-TCFL 
DO 6.4 01 =I ,I t-I D 
640 SLEV=YRPD(T)**2+YOPD(I)**2 
SLEV=-SQRT(SLEV) 
IF(IRIA. I. E. 106) (, o Tn 645 
IF GT . SLFVMX-)S 
LE-Vt4X=S LEY 
IF(, LFV LT .S I- FVM N)SLFVMNSLEV 
6,45 AC7C=AGC+A-GA-V-*0 (I-SLFV-) 
DO 650 1=1,111D 
ERI)(Irl)=YRPDI) (10)"YOPD1)(10) 
EWA , I-)=YRPr)l)(I I 
)+YQPDD(I, l 
ER(1,1)=YRPD(T, 1)-YQPI)(I,, I) 
656 E0(1,1)=YRPD(1,1)+YQPr)(Ivl) 
r)o 660 1 =1 I IID 
ERD (ý , I) =-F-0r) 
(1 "I 
ERD(ý, I)=-FRD(lol) 
ERD(4,1)=FoD(l, l) 
-x f%_, 
E R- 
- 
(Z. -1 Eqt 
- 
1-, 0- 
EQ(2, I)OFR(l, l) 
E R- <3 s- E 
Ott 
EG(3,1 )2-EQ(l, l) 
-(4, -1) =-E R (I Y- 
AT TO 665 
AMSE=0.0 
DO 635 111 11) 
It 2 
4-35 AM SE= AM SE+ H T_ #I)_) **_2+ (H_Q (I _l 
)_-_Yop_r) (1,1 
IF(Aý'iSF. (, jT. PKMSE)PKMSF=Aý4SE 
E =- -A--n --- --- - --- - Thl'14S T (*T*S-F + SF 
IF(ArISE. CjT. 1.0E9)GO Tn 180 
665 ISDET2=IsDET 
C CALCULATES Z (J-1 , P+l ) FOR EACH STnRED VECTnR 
IF(TRUN. -GT. 
1)GO TO l14-0-- 
IF(ISYM. GT. P)60 TO 1140 
E C- 
D0 11 30 J =1 VFC L 
1130 X- (- Is J- y- i- 1 
_I 
4C0NTI N_(j E 
-_: i_ _7 i)o 300 1=1, NsVEC 
zo(l, p+ )= .0 
ZOD(1,0-ýl)- .6 
VA "0-4=, tr-lf-h V---- 
ZRD(l, p+l)=ERD(X(T, J), P+1+J)+ZRD(I, P+l) 
ZQP(l, P+-I)=E(4n(X(T, J), P+I+J)+ZQD(I, P+I) 
Z-0(1-, P+1)=ER(X(I,. I)PP+1+J)+ZR(I, P+l) 
ADO 700, P+I)=EQ(X(I, J)OP4.1+j)+Z()(T#P+I) 
C FYNDS VALUE OF F 
p-KSAt-I=O. A 
-- DO 1-1-00 1=1 ,I mr) 
SAM(I)=AJIS(-YRPD(I, P+I))+AB'ý(YQPD(I, P+1)) 
- 1-f-Ir-(5- A -M (I . 
-P-K-S AM )P KS, AM=S AM (I 
1000 CohTjr4t)E 
--P- K -S A., i =-T HRFPKSA 
ift Iz r -1-14D IF(SAM(I). (; T. PKSAM)Gn 
_TO_I()2n 
F=I-l 
ISYt4-LT. IND)F=l IRUN. Eg- 1 AND. 
F --- -* -- - 
IF(F. FQ. FP), (sO TO A01 
Fp=F 
'IRrTE(2,770)F, ICHG, ('; AI-I(T), I=IolMr)) 
77fl-FoRtIAT(iH 'F CHANGED T01,13,9 AT SYMBOL', 16, ' FSTR SAMPLFS -ý'r5ýF 
1A. 4) 
R6i CONTINUE 
C rALCOLATES Z(J, F) FROM Z(J-1, F+l) 
471 
pD- (Polplýý*Iý----- 
ERbý1, F+1)-2YRPDD(F+1, P-F+-! )--YGPDD(F - +1 P-F+l 
4-IF 
--ty- 
- -- -b-t I+ Q-p DDF+IP-F+I 
kD( -2 ý OD (1 F+ 1 
EGO (2, F-41 ) ý-ERD (1ý-, ;: +l 
ERD(3ERD(I#F+I 
-- ' --E-4-D (4 , 
r_+--l )-= E o_D_( 1 
_, _r_+ 
I 
7ER w -1) (1F+IY 
ER Q, F+l ) =-Eo (1 v F+I-) 
F+ I 
ER(3, F+1)=-ER(l F+I 
E-G (3, -Y-F +1 mito (I s-r-+1 
ER(4, F+1)=EQ(I#F+I) 
-V0! =-fG-t4-, F+l ýW-ý-ERO jr F 4- 1 
10=-3 
Do 805 I=I, NSVEC 
10=10+4 
ZEXRD(10)=ZRD(I, F+1)+FPD(NEWSYM(TO), F+l) 
ZFXRD(10+1)=7RD(I, F+I)+ERD(NFWSYM(10+1), F+I) 
ZEXRD(I()+2)=ZRD(I, Fol)+ERD(NEWSYM(10+2), F+I) 
ZEXRD(10+3)=7RD(I, F+I)+ERD(NEWSYM(10+3), F+l) 
ZEXoD(10)=ZQD(IsF+I)+FQD(NEWSYM(IO), F+I) 
ZFXQD(10+1)=70D(T, F+I)+EQD(NEWSYM(IO+1)#F+I) 
ZEX'qD. (-1Q+2)=. ZGD(l 
. 
F+l )+EQD(NEWSYM( 10+2) , F+l 
ZFXQD(10+3)=70D(I, F+1)+EQD(NEWSYM(10+3), F+I) 
Z jr-F+l )+ER (NEVSY-M(l 0), F+I) 
z- EXP( 16-+1 -) =ZR (I# F+l ) +FR - ('IFWSYM(10+1), F+l) 
sf+l )+FR-(NEWSYM(10+2) , F+l ) F+1+FR( %I EWS Ym 10+ 3, F+1) 
ZFXQ 10+1 (1 F+l +FrJ (NFWSYM 10+1 F+l ) 
ZF-X, '1(10-*2)=Z()(I#F+I)+FQ(NEWSYM(10+? ), F+I) 
A05 ZFX-()(10+3)=Zo(IiF+1)+FO(ýIEWSYM(10+3), F+I) 
C CALCII-LATE19 THE V SQUARED TEVIS FOR EACH FXPANDFD VECTOR 
IF(-F. EQ. f))60 TO An() 
807 00 810 j=jrNSVEC 
1) 6A lo j--= i, F 
ýIRD(I, J)=(kECII)(2+P-J)-ZRD(l, i))**2 
VQD(I, J)=(PtrOD(2+P-J)-ZOD(l, i))**2 
VR(I,, I)=(RECI(2+P-J)-7-R(I,, J))**2 
P10 ý10(1, J)=(PE('0(2+p-j)-70(T, J))**2 
C CALC-tJLATES-THF. D SQUAPED TERMS FOR EACH FXPANDED VECTOR 
809 10=-3 
---AAR- - ---- 
10=10+4 
D(l 0+2 n 
r)(10+3)=(). 0 
jF(F. FQ. 0)G(' TO F, 16 
DO 81 S J=l sF 
D (10)=D(10)+%/R(l, ýl)+Vg(l,, J)+VRL)(1, J)+VQD(I, J) 
1)(I(-I+J)=[)(I()+l)+\'R(I, J)+\'Q(I, J)+VRD(I,, J)+VoD(I, J) 
D (16+2) =1)( I (. 1+2)+VR(1*3)+VQ(IJ)+VRD(IiJ)+VOD(liJ) 
815 I(Iri+. 3)=r)(I()+3)+%! R(I, J)+VO(liJ)+VRD(I*J)+VoD(ToJ) 
-A16 SuH=(RFCT(i+P-F)-7EXR(lO))**2+(RECQ(I+P-F)-ZEXO(10))**2 
472 
pt R t_fff ýjý'w ZEX0D 10 
10_+_, oUM+S I I_MD +-I IS( I) 
T 
RE CI 1-+P- F7 EXR (T 0+1 2+( R_ E-C-6-01 +--P--F Z FXQ_ ( 10+ 1? 
-T+P-F)-ZE 
RD( -1))* -X -10 + -*2+(RE CO +P-F)-ZEXQD(10+1-))**2 -6 
Dtl 
D(10+1 ýD( +1 +Sl_lM__+_', q_! _l_M_D_+US_(_l_) 
_Dss 
SUM4(REC10 +p -F)- 7F XR(10+2))**2+(RECo(i+P-F-)-ZEXO T 0+2 **2 
- -SLEKIlitt _RSf-TD(T+_P-_F)-ZEXRD( 
t(ý4+-2-Y-)--*-*-2-+(---R---EC-QD-(I-+P-F)-ZEXQD( 10+2) **2 
D(10+2)=I)(10+2)+SIIM+. q IIMD+US(l) 
SU11= (RECTO+p-F -7E -) - -ýP(10+3))**2+-(RFCO(I+P-F)-ZFXO(10+3))**2 
sýtmdcscffil PI-F)- Ex a(TO+-3) 
. **2 RE +( 
-Cgl)(l-+P-F)-ZEXQD-(10+3))**2 
D _(_ _06+_ 3 )----=-D 0__+ 3+SIIM+S 1) 1-4 D+ 0- ST 
rk m+ -3) a 1) ( 10+3 
C SFLECTS VECTORS ACCORf)INC, TO SYSTFM 3 
JSAVE=0 
H IISV EC/4 -2 
DML . 
-6-E Q 
nW 
DO 84n 1=1,4 
10 3 
10=10+4 
F (C qr -A2ft 
IF(DSCAýi(l('). LT. I)ML)ýll-VEC=I 
I)MIN(X(I#H+1-Jl))=DSrAN(lo) 
ftPo -00(-Tý fý 
A-P 0 I-V (-b- Sr, Aff-C t-O-+- 1j-. G-T. D-M- TN(X(I,, H+I-Jl)))GO TO 829 
IF< j), ýcAN(To*j). LT. DML)MLVEC=j 
IF(DSCAN-(11)+I)-. LT. -DML)I)ML=DSCAN(10+1) 
DMIN(X(. 1#4+1-Jl))=D$CAN(j0+1) 
'ITNAD (X (T, H+l -J 1))= In+1 
A? 5 IF(DSCAN(10*2), GT-DMIN(X(I#H+I-Ji)))GO Tn 830 
II F- ( DS C AN ( 10+2) . LT. DM L) M LV FC=T 
IF(D,, SCAN(I()+2). LT. DML)DML=DSIrAN(10+2) 
DMIN(X(IPH+I-Jl))=DSrAN(TO+2) 
ýIjNAD(X(TrH+I-Ji))=In+2 
930 IF(DSCAN(10+1). GT. DMIN(X(T, H+1-Jl)))GO TO 835 
IF(DSCAN(j0t3). IT-DML)MLVFC=l 
AN(I +. 7)). LT. DML)DML=DSCAN(10+3) I (D-S-r -6- 
IiINAr)(X(. 1, H+I-Jl))=Io+3 
A35 CONTINLIF, 
DO A. 3-7 1.1=1 *4 
837 T)S CA14 (M IM AD (IjI. 0 Fl 0 
i)o A45 1=1,4 
ISAVE=ISAVF+i 
DO A44 J=1, NIFCM 
A44 XSEL(7SAVFP VECP-J)=X(VECSL(MINAD(l)), VFCL-J) 
XStL(tSAVFol)=NE_1,14; YM(MINAD(l)) 
tiSt--L(ISAVE)=IIS(VECSL(MINAD(l))) 
I SEST0ý=X(MLVEC, FSDFI-1) 
DO -; K4 2K=1s, 111 D 
4 /J 
tr 
, sj( 
-N-Al), -D) ZOSELI)(ISAVE, K) Zo D (VF CSL (M I N-A-D (-I-)-) K) 
K) 
SFLISA -VE K) -=Z (-V E--C-S-L--(-M-I-N AD -I-)- K 
ISDET=X(tii- C, VEr 
TSIS--T-( -L-V E -C- 
C SELECTS VFC"f 6R FRM 
--- 
MT RECENT VECTOR rOLUMN UýING SYS 3 
Do 851 1=1 4 
DO 855 1=1, NSVEC 
IF(DScA_N(1(1). GT. DMIN(l))(, O TO 856 
-om-1 NIz as r--k H(I (i - 
IIIIJADO )=I() 
85,6-IF(OSCAN(10+1-). GT-69TN(2))GO TO 857 
DMIN (2)=I)SCAN( 10+1 
857 IF(lýSrAN(1O+2). GT. DMTN(3))G0 To 858 
-4v -ýý 1: -rAll- -- 04- 2 
iINA r) (3 
DMIK(A) )GO' TO --855 
DMIN(4)=DSCAtl(1O+3) 
855 CONTINUE 
:- -- -- 
61 "- -it 4 
859 r)SCAN(MINAD(IJ))= 1F 10 
-2 MET 
ISAVE=ISAVF+l 
XSEL(TSAVF, VFCP-I)=X(ý/EC, L(MINAD(m)), VFCL-T) 
)(-SEL(ISAVFfI)=M 
-I)S-E-Lý I SA-V-F-)-=II8-(*VFrSL ? M-INAr) (M) 
r)o 96a 1(=i , Itit) 
ZR-SFLD(l, ', A-VF#K)=-ZPD(VFCSL(MIýIAD(M)), K) 
ZOSELD(I. S, AVF,, K)=ZOD(VFCSL(MINAO(M))tK) 
ZRSEL(ISAVF#K)=ZR(VErSL(ý'IINAP(M)), K) 
A60 ZQSEL(ISAVEPK)=Zo(VECSL(MINAn(M))tK) 
A62 -coNTiNuF 
TO SYSTEM 1 C SELECTS VECTOR', ACCORnINC 
qFXVFC=4*NSVFC 
DO A-6,6 A=-1 A 
'166 DM 114 ( T-) =1 CIE0 
3 
1) 0 864 1=1,4 
DO 867 J=l FNEXVEC 
IF(DSCAN(j). 6T. DMTN(7))G0 TO 867 
DMIN(j)=DS. f'AfJ(J) 
IITNAD(I)=J 
A67 CONTINUE 
DSCA-H(MINAD(l))=l. 0Eln 
A64 CONTINUF 
r) 0 
ý8 
60 14 
ISAVE=ISAVE, 61 
Do A63 J=I, VFCM 
R63 XSEL(ISAVE#VFCP-J)=X(VECSL(MINAb(l-)), VFCLMJ) 
414 
X-St L( 
-1 
S-A VFr -1. )=NEWSYM(M IN AfY( I)-) 
ý 
-1 -S E 661 S -4 V-EIISVFCSLMINAbI 
1 F) AV =ZRD(vFCSL(MPJAD(l))o, K 
ýýý ýin -L t-l KAD(I))K) 
ZRSEL(-I'. qA-VE#-K)-=, ZR(V-E-r%-L(MI-N-A--t)--(-I--ý)-, K) 
v =ZaT. VECS_L(_fA K I NAD 10 
A69 CONTINUE 
-top VEC S 13ACK TO-MAIN VECTOR STORE 
DO 865 I=I, NSVEC 
A 6-5- xI, J-)-= X- ; EL(I, J) 
C T-RANSTERS VALUES-13-ACK T-0 ORIGINAL STORES 
Do- 870___1=1_,, 
_NSV_E, 
C---- 
i -(I Ywt -Utl TSE s: 
Do 870 J=1, DID 
ZRD(T, J)=ZRSELD(I. J) 
ZOD(I, J)=ZQ SE LD (]. J) 
i Y-zrz WS F-UT-T44 
870 ZG(I, J )=70 SEL(I,. I-)-- 
-f7 -7 -ý --trt iIY- -tr Jýy DO 877 1=1 , DID 
EQ(1,1)=YRPD( TRP+I)+YoPD(IP+I) 
I) =-Y Pon Dt I, P+1YQPDP(I, P 4-1 
EQD(1,1)=YRPnn(I, P+I)+YQPDD(T, P+I) 
EQD(2#1)=ERD(l_o, l) 
-mk 
EQD 3,1)=-EQD-(I, I) 
EQD(4,1)=-FRD(1, l) 
FR(?, I or 
ýF_R_ T W2,1 - E-R (3,1 ) =-ER (I ,IY 
FQ(3, t)=-E(1(1-,! ) 
ER(4, T) = E. 0 (1, T) 
877 F_0(4_, 0=-FR(l, l) 
i)o 875 I=jdJSVEC 
svW4"O. 0 
8- 80 J =1 
701471 -4ýS E IZ ]ý_ Yj ' _f 
SUM0D=SWlQ1)4-F0D(X(I,. J), J) 
SUMl=SUl0I+ER(X(I, J)rJ) 
880 _t0_M6_=S0Mo+FQ(X (IJ) oJ 
I, IS(I)=US(T)+(RECI(I+P)-Siiml)**2+(RF-Cf)(l+P)-SI'MQ)**2 
IIS(I)=US(I+(REC 11) (1+PIIMI r) 2+(RFC0D(1+PSUMQD2 
A75 CONTINUE 
IF(lRijN. Fo. l. ANI). TSYNI. EQ. P)Go TO 10-30 
GO TO 1-000 
1030-- DO 1040 1=1, NSVE(' 
1040 Ift (I ) =1 0-0-01) -1 
tis (i ) =0 .0 1()60 T=ItNSVEr 
1± f -) 
joqýF CONTINUE 
[-ý-AQT F::: S f R014 7ti-I, 
-I 
__D 
0981-I=1P 
-P 
I+-y0pDI+11+p-I 
"P- 1) --ýYGPD-D (I 
-E rl + =YRPDD(1+1,1+P-I)+YGPDD(1+1#1+P-T-) 
SR 0+I 
EOD(2,1+1)=ERD(1, T+l) 
E0D(3, I+1)=-F0D(1, I+1) 
REY y- 
EQD(4, I+1)-2-FRD(1,1+1) 
_SR(2, 
T 
- 
+1)W-Ea(l, 
- 
1+1) 
EQ ý21 +1 ER (1 ,1 +1 
ER T+l I =-S-R (1 j! 1 +1 
E(J(3,1+1)=-Eo(ltl+l) 
-Y 
881 EO(4_, 
_I_+l 
)_=_-ER 
- 
(1*1+1) 
TO 16 0 
IF(ISYM. GT. P)GO TO 1160 
v 
DO 882 I=1, NSVEC 
ZRD(I, J-1)=ZRI)(T,. I)+FR_D(X(l, l), J) 
ZR(I, J-1)=ZR(jo, J)+ER(X(I, l), J) 
P. 82 ZQ (I, j ý-Ij-=7Q (I tj ) +-EQ (-X ( 
ýj 
,I), j) 
IDR=ISDET2-11; 1)ET 
If ( I-DR a EQ . 
0) 4710 Tn '940 
DR EQ. l .0R. IDR. E03 )GO TO 
945 
IF(I0R. EQ. 2. OR. IDq. Eo. -2)GO To 950 
I-FDET=4- - 
GO To 955 
040 I-FbET-=l - 
G O-TO 955 
045 JFbET=2 
GO TO 4)55ý 
Q96-IF 1) E-T-= 3 
'55- Offf-lNtlf 
I-F (1-0-u-N. LF 1-61-0) GO----T-O -1-2-7 
IF(ISEST(l). t4E. IS(ICt4F))LL=LL+ I 
- i-F(I-StST(l). IAJF. IS(ICýl-F)--)IFSCT(TCT)=TFSCT(IrT)+I 
IF ( IS DET . E0. IS 
(I CMP) ) AO TO 98 
IF(ISr)ET. NF. TS(ICMP))L=L+l 
IF(ISnET. NE. IS(ICMP))TDTCT(ICT)=IDTCT(ICT)+l 
IF(ISr)ET-+TS(ICMP). EQ.. 3.0;?. ISnET+TS(ICMP). Eq. 7)TREAL=IRFAL+l 
I-F- (I ARS(I S[)FT-IS(TCMP)). FQ. 2)TREAL=IRF-AL+I 
IF(JABS(ISPET-IS(ICMP)). EQ. 2)IOUAD=InUAD+I 
108- IF(TFnET. FQ. lSPIFF(ICflP))G0 TO 127 
LI) I F=L DIF -0 
ITIALFDf T+ I-SD-17f F t. I -C M-P E5) 10-6 
F (I FDET+l SDI FF ( IrMP) . EQ. 3- A I- Illy Tf-( -C -1) rf W; W3(- If -F -D E T--- -I -S -6- 7- Ff -T -Ck -Pý . 
-F- 
___a. 
2Q r) 
ISDIFF( 10 111s -D- -TVF- 1- OY-m-T 
CO To 200 
- YR-FiDD (_1 1-)-=H-T_D_(l 
_l 
Y- 
-4 Y', G B -T-A= - 
--n D (_1_: y I 
-Yapat-, T-, 1 ; vH 9(III 
PRlr)(1,1)=Hjr)(Ijj) 
PR I( I'l (1 11 ) 
PRQ(I,, l_)=HQ(T, l ) 
YRD(I)=PRID(lol) 
YQD(1)=PRQD(Iol) 
YR(1)=PRI(Iol) 
155 VQ( 1 )ZP$ýq( 1 01 
(1 0T C) 632 
180 w RI-TE (2t580 r) FLTA1RUN 
GO TO 410 
Xi(2)=X1(1) 
Ilz 141 
2( 2 (2i =)(2 (-1) 
TT+1 
0) Gif) Tn 
- 
4an 
(_I CMP) 
_. _EQ . -7) 
1 Rr)= I Rn+1 
T=I 
IES, C, TI ID ITE2T -T CTI 
Do 3f)O I= 1 '100 
I0JCT(I)=--O 
3 6-0 -1 -E sCTt I-)-= 0 
QNT 4.0 0r 
-1 
NU E 
'4 RITE-(2-P 5-15 FAD1314, DLMP 
WRITE (2 
-516). 
c 1) 1FF 
', 10-11 E(2,5)6 4r) 
PKMlSE=l(). O*AL()G-1A(PKMSE) 
TOTtISF=lO. O*AIOG10(TOTMtF/(24.0*FLOAT(ILOOPS))) 
. 
4R. 1-TE-(2-r5-72)1)E-LTA, vPKý4SEirTOTMSF 
'JRlTE(2p5---40-)-- A-Ko-TH-E TA ESDFL 
t-4RITE(Z, 517ýAGAV., SLEVMXSLEV? 4N 
'JR ITE (7,1-20 ) LL v t. 
WRITE(2r730) IRf.: Al. vIOllAD 
WRITE(2,740) LDIF 
t4RITWr750) IRD, TQD 
'JRTTEý2#760) THRFS 
, jR I TF (2 o, 5 1A) vF CL 
'JRITE(2p'ý1Q) TIMFPTH 
UR ITE(7: ir 780 )A CAR , B-C AR 
7R0--F0R[iAT(lH #'ALPHA F8.5,, 'BFTA =', FR. 
5)_ 
STR SYM OL ERA0RS2lrj, 5, fVFTR SYMBOL ERRORS=0,15) FORHATO" #F B 
477 
42U FUKNAT IHv 4X 11 1 OX T1 
EAT-Cf -1 -- -- - Rj4WT (5FI 0.7 F 10 1 ý 6 0 
57 ft r TRA&Ttlli- -- -- 
I- C HJA-4N-F F41F -5. 1 -' Ms Ect) S16 FORMAT( IH# 'CARIR I FR FPEQ OFFSET =IF6 - . 2, 'H? ') __ _ 1H-: -, - All(ýc AV -ER--A fil -4 Gs VS 
3, 'M AX-SIG LEVEL(DB) 
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