Abstract. Pseudo-Boolean problems lie on the border between satisfiability problems, constraint programming, and integer programming. In particular, nonlinear constraints in pseudo-Boolean optimization can be handled by methods arising in these different fields: One can either linearize them and work on a linear programming relaxation or one can treat them directly by propagation. In this paper, we investigate the individual strengths of these approaches and compare their computational performance. Furthermore, we integrate these techniques into a branch-and-cut-and-propagate framework, resulting in an efficient nonlinear pseudo-Boolean solver.
Introduction
Pseudo-Boolean (PB) optimization extends the satisfiability (SAT) problem by allowing integer coefficients in the constraints, multiplication of variables, and an objective function. As in SAT, variables take 0/1 (false/true) values.
There are several, fundamentally different, ways to attack the solution of PBproblems. One way is to apply a transformation to a SAT problem. This approach is used, for instance, in the solver MiniSat+ [10] . Another way is to handle PB-constraints directly in the solver, see, e.g., SAT4JPseudo [8] , PBS [6] , and pueblo [18] . Other solvers use a constraint programming approach, e.g., absconPseudo [13] . Pseudo-Boolean problems can also be formulated as an 0/1 integer program (IP), in which the nonlinear constraints are linearized. For instance glpPB uses this idea and applies the IP-solver glpk [12] . The solver bsolo [14] combines SAT-solving techniques with IP-methodologies to solve linear pseudo-Boolean problems, if the bounds from the linear programming (LP) relaxation are promising. The performance of the IP-solver Cplex for linear pseudo-Boolean problems was investigated in [5] . A variety of PB-solvers have been compared during the Pseudo-Boolean Evaluations [15, 16] .
In this paper, we approach nonlinear PB-problems via constraint integer programming (CIP). CIP is a combination of IP, SAT, and constraint programming (CP) methodologies. CIP was introduced by Achterberg [1, 2] and implemented in the framework scip. The basic idea is to apply a branch-andcut-and-propagate method. Hence, one performs a branch-and-bound algorithm to decompose the problem into subproblems (as in SAT, CP, and IP-solvers). One solves a linear relaxation, which is strengthened by additional inequalities/cutting planes if possible (as in IP-solvers). One uses propagation techniques (similar to CP-solvers) in the nodes of the search tree. Moreover, one applies conflict analysis and restarts (similar to SAT-solvers). Detailed descriptions of the CIP-paradigm and the algorithmic design of scip can be found in [1] [2] [3] .
The main goal when applying CIP to PB problems is to use the IP-machinery with LP-relaxations, cutting planes, elaborated branching rules, etc., and directly propagating the (nonlinear) multiplications. As far as we know, all of the PB-solvers discussed above either handle nonlinearities directly or add a complete linearization to the problem formulation. We compare both ideas and introduce a hybrid approach which only partially linearizes the nonlinear part of the problem. It turns out that the combination of both, propagation and (partial) linear relaxation, performs better than applying only one of these.
Problem Definition
For a Boolean variable x ∈ {0, 1}, a literal is either the original variable x or its negation x := 1 − x. A (nonlinear) pseudo-Boolean problem with Boolean variables x 1 , . . . , x n (n ∈ N) is an optimization problem of the following form:
Here, m ∈ N defines the number of constraints, I ij is a subset of literals for i = 0, . . . , m and j = 1, . . . , t i , where t i ∈ N is the number of summands in constraint i. All coefficients a ij , b i , c j are required to be integral. Let
The above formulation is quite general: one can easily incorporate maximization, "≤" constraints, equations, and pure satisfiability problems. If |I ij | ≤ 1 for all (i, j) ∈ I, the objective function and the constraints are linear expressions in the variables. We call such instances linear pseudo-Boolean problems. If the objective function equals zero (or any other constant), we have satisfiability problems, otherwise optimization problems. SAT problems are special cases of PB problems with b i = 1, for i = 1, . . . , m, c j = 0, for j = 1, . . . , t 0 , and a ij ∈ {0, 1} for i = 1, . . . , m, j = 1, . . . , t i .
Handling of nonlinearities
Linear Relaxations. To deal with the nonlinear constraints, we transform Problem (1) as follows. For each (i, j) ∈ I with |I ij | > 1, we introduce a new Boolean variable z ij = ∈Iij . The product can also be seen as an andexpression z ij = ∈Iij , for which we apply the following linearization:
After replacing the and-expressions by z ij , the resulting constraint is linear in z ij . This linearization has the following nice feature.
Lemma. The polyhedron defined by (2), (3), z ij ≥ 0, and ≤ 1 for all ∈ I ij is integral, i.e., has only integral vertices.
Note that ≥ 0, ∈ I ij , is implied by z ij ≥ 0 and inequalities (2) . Similarly, z ij ≤ 1 is implied by (2) and ≤ 1 for ∈ I ij . Hence, P AND is bounded, i.e., a polytope.
Proof. For ease of exhibition, denote I ij = {x 1 , . . . , x n } and y = z ij . Consider an arbitrary vertex solution (x , y ) to (2)
We first assume that y ∈ (0, 1). Since (x , y ) is a vertex solution, there are n + 1 inequalities that are satisfied with equality. Since −y ≤ 0 is not satisfied with equality, and at most one of y − x i ≤ 0 and x i ≤ 1 can be satisfied with equality, we have
This is a contradiction since y < 1.
Hence, y ∈ {0, 1}. If y = 1, then x i = 1 for all i = 1, . . . , n by (3), and (x , y ) is integral. Now assume that y = 0. After removing y from the inequalities and replacing (3) by an equation, the remaining ones define a so-called hypersimplex ∆ n−1 (n − 1), which is integral, see Ziegler [19] . If we again relax the equation to an inequality, the polytope remains integral, since the hypersimplex is the intersection of the unit cube [0, 1] n with one hyperplane.
Note that the above linearization is different from
which is used in the Pseudo-Boolean Evaluation [16] . Both linearizations have the property that 0/1-solutions of the corresponding systems are solutions of their and-expressions and conversely. However, while the above Lemma holds for the first linearization, the corresponding polyhedron of (4) is not integral, since z ij = 1 n ,ˆ = 1 for someˆ ∈ I ij , = 0 for all ∈ I ij \ˆ is a fractional vertex. Linearization (4) has the advantage that it contains only two constraints, compared to |I ij |+1 in (2) and (3). The larger size of the first linearization can be handled by a so-called separation mechanism, i.e., the necessary inequalities are generated on the fly, if they are violated. More precisely, one solves an LP which initially only consists of the objective function and the linear constraints in z ij and neglect the and-expressions (and integrality constraints). Inequalities (2) and (3) are added, only if they violate the optimal solution of this LP-relaxation. Then the resulting LP is solved and the process is iterated.
The advantages and disadvantages of the above linearizations have been widely discussed in the literature, see, for instance, Glover and Woolsey [11] , Balas and Mazzola [7] , and Adams and Sherali [4] .
Constraint Programming. The CP approach applies a domain propagation algorithm at each subproblem of the branch-and-bound process in order to fix further variables. The propagation rules are as follows. If one of the operand variables ∈ I ij is fixed to zero the resultant variable z ij has to be zero, too. On the other hand, if all operand variables are set to one, the resultant variables must also be fixed to one, and vice versa. Finally, if the resultant variable z ij is zero and all but one of the operand variables are one, the remaining operand variable can be fixed to zero.
The main advantage of this approach is that all these propagation rules can be applied very efficiently and therefore the computation time per node is very small. The disadvantage is that one looses the global view of the LP-relaxation and its strong capability of pruning suboptimal parts of the tree.
Constraint Integer Programming. The hope of an integrated approach is that on the one hand the fixings derived by domain propagation reduce the size of the LP and therefore potentially the computational overhead. On the other hand, these fixings may even yield a stronger LP-bound which vice versa can lead to further variable fixings which can be propagated and so forth.
We study three different variants of integration. First, we apply the suggested separation mechanism simultaneously with the propagation algorithm. Second, we add the complete linearization and apply propagation. Third, we change the strategy dynamically depending on the problem's degree of nonlinearity.
Computational results
In this section, we analyze how each of the approaches performs for the nonlinear test sets of the Pseudo-Boolean Evaluation 2007 [16] .
All computations reported in the following were obtained using version 1.1.0.6 of scip [17] on Intel Xeon Core 2.66 GHz computers (in 64 bit mode) with 4 MB cache, running Linux, and 6 GB of main memory. We integrated CLP release [9] . Thus, we only used noncommercial software, which is available in source code. As in the PB evaluation, we set a time limit of 1800 seconds. We compared the performance of scip for six different settings, which only differ in the way they handle the and-expressions. The setting "only relaxation" only applies the complete linearization of the and-expressions before starting the search, "only separation" only uses separation, i.e., adding inequalities (2) and (3) when they are violated, and "only propagation" only performs propagation without using the linearization. The settings "relaxation/propagation" and "separation/propagation" linearize the and-expressions in advance and on the fly, respectively. Additionally, they apply the described propagation algorithms, thereby combining CP and IP techniques. The setting "dynamic" incorporates the latter two: If the linearization of the and-expressions consists of less than 10 000 linear constraints, "relaxation/propagation" will be used, otherwise, "separation/propagation" will be used. The motivation was to work on the complete linear description only if it is small and not likely to produce a huge computational overhead. We use the inequalities (2) and (3) as linearization. All remaining parameters of scip were set to their default values, hence we use primal heuristics such as the feasibility pump, general purpose cutting planes such as Gomory cuts, preprocessing strategies, and we use conflict analysis and restarts.
According to the PB evaluation, the instances are split into the following two groups, both with "small" integers, i.e., all coefficients are representable as 32 bit integers: Opt-Smallint-Nlc (nonlinear PB optimization), SatUnsatSmallint-Nlc (nonlinear PB satisfiability). For details we refer to [16] .
We compare for how many instances optimality ("opt") or at least satisfiability ("sat") could be proven, the number of instances for which no result was obtained ("unkn"), total time and number of branch-and-bound nodes over all instances in the test set and the shifted geometric means 1 ("geom") over these two performance measures. For the satisfiability test set, we compare the number of instances for which an answer could be found ("solved"), which we subdivide into feasible ("sat") and infeasible ("unsat") instances, the time and the number of branch-and-bound nodes in total and in shifted geometric mean as before. The results of Tables 1 and 2 show that the combined approaches are superior to the ones which use only one algorithm. For the optimization instances, each of them solves more instances to optimality and finds more feasible solutions than each of the "only" settings. The same holds for the number of solved instances in the satisfiability test set. Furthermore, the combined approaches usually need less branch-and-bound nodes and less overall running time.
As one would expect, the setting "relaxation/propagation", the method with the highest computational effort, needs the fewest branch-and-bound nodes for both test sets, but spends the most time per node. In contrast, "only propagation" requires little time per node, but needs the most branch-and-bound nodes.
The "dynamic" setting enables to solve most of the optimization problems and only one instance less than the best setting for the satisfiability instances. The setting "relaxation/propagation" is the best performing for the satisfiability instances and, moreover, the best in finding feasible solutions for the optimization problems. This can be explained by the fact that the primal heuristics work best, if there is a full linear description present.
We conclude that combining LP-relaxation and domain propagation techniques help to solve nonlinear pseudo-Boolean problems. Furthermore, for proving optimality, it is recommendable to only use a partial linearization for instances with a large nonlinear part. We also performed all experiments using the linearization (4). The results are similar, but slightly worse.
For comparison, we ran MiniSat+, the best solver for nonlinear PB problems in the PB evaluation 2007, on the same computational environment. For the results in Tables 1 and 2 we used linearization (2) and (3), while with linearization (4) MiniSat+ solved two instances less of the optimization test set and performed slightly worse in both cases.
