We report the detection of two X-ray flares from each of the nearby dMe stars, AT Mic and AD Leo, with the A-2 experiment on board HE AO 1. A spectrum obtained during the brighter AT Mic flare, the first X-ray spectrum of a stellar flare, is well matched by a thermal model with a temperature X 10 7 K and an iron Ka emission line. The X-ray luminosities derived are in the range 1.3-16 X 10 30 ergs s" 1 , while emission measures are in the range 1.1-14 X 10 53 cm -3 . The estimated L x /Z 0 pt ratios exceed unity and are inconsistent with Mullan's flare model. We propose several scenarios to explain this discrepancy.
I. INTRODUCTION
The discovery of transient X-radiation from YZ CMi (dM4.5e) and UV Ceti (dM6e) by Heise et al (1975) and of EUV radiation from Proxima Centauri (dM5e) by Haisch et al (1977) , opens up a new avenue for investigating flaring processes in dMe stars. The spectroscopic and photometric characteristics of the optical flares in these stars have been discussed by Kunkel (1975) and Gershberg (1975) . Numerous other authors have suggested theoretical models for the flaring behavior (e.g., Gurzadyan 1966 Gurzadyan , 1971 Grindlay 1970; Mullan 1976; Kodaira 1977) . However, the ratios of X-ray to optical fluxes L x /L ov t predicted by these models contradict some if not all of the available observations. Thus the essential physical processes giving rise to the radiation emitted during the flares are still not well understood.
In this Letter we report on HEAO 1 detections of X-ray flares from two nearby flare stars, AT Mic and AD Leo, and the first X-ray spectrum of a stellar flare. AT Mic is 8.2 pc distant, is of spectral type dM4.5e, and contains two components, both of which may be flare active (Kunkel 1975) . AD Leo is an astrometric binary containing a single dM3.5e star (Kunkel 1975) . Its distance is 4.9 pc.
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II. OBSERVATIONS AND ANALYSIS
The HEAO A-2 experiment 8 consists of six X-ray proportional counters, each of which has two independent fields of view. Two are low-energy detectors (LEDs) sensitive from 0.15 to 2.5 keV, one is a mediumenergy detector (MED) sensitive from 2 to 18 keV, and three are high-energy detectors (HEDs) sensitive from 3 to 60 keV. The data we will discuss were obtained by the MED and LED 1, which are co-aligned and have similar fields of view. For a more complete description of the experiment, see Rothschild et al (1979) . a) AT Microscopii AT Mic was scanned by this experiment for nearly 6 days on 1977 October 24-29. The count rate observed from the source as a function of time (corrected for aspect) is shown for the LED in Figure 1 . As can be seen, a prominent flare was detected on 1977 October 25.62. This flare appears at >9 a in the LED and >5 o-in the MED. A second flare on October 27.37 appears at >4 a-in the LED and ^2 a in the MED. Steady emission from this source can be ruled out at a level of ~0.006 counts cm -2 s _1 (3 o-), less than 20% of the flux detected during the second flare.
The count rate observed during the stronger of the two flares was sufficiently intense to provide a meaningful energy spectrum. Spectra were integrated in 40.96 s intervals, during which time the experiment scanned through ^8° of the sky. Thus background subtraction is problematic below ^1 keV, where the background may fluctuate over small angular distances. We have minimized this problem by subtracting as background the average spectrum observed from the vicinity of the source when it appeared to be quiescent.
In Table 1 we summarize the results of fitting several 8 The A-2 experiment of HEAO I is a collaborative effort led by E. Boldt of GSFC and G. Garmire of CIT, with collaborators at CIT, JPL, UCB, and GSFC. If the X-ray emission is in fact thermal from a greater than 10 million degree plasma, one would expect to see iron Ka emission in the vicinity of 6.7 keV (Raymond and Smith 1977) . We have tested this hypothesis by fitting a model involving the thermal continuum plus one line at the appropriate energy. As can be seen from Table 2 , the improvement in x 2 compared to the model without a line is ^7, which, according to the prescription of Lamp ton, Margon, and Bowyer (1976) and Cash (1976) , indicates that the feature is significant at approximately the 2.5 a level. Although the line is weak, its detection supports our conclusion that the spectrum is thermal.
A plot of the best-fit photon spectrum including the line is shown in Figure 2 . On the basis of this spectrum, we conclude the total X-ray luminosity from AT Mic during the strong flare to be L x = 1.6 X 10 31 ergs s Table 1. and we derive a volume emission measure EM = J'n e 2 dV = 1.4 X 10 54 cm -3 . In Figure 3 we plot the 90% and 99% confidence contours in temperature versus emission measure space to show the sensitivity of our observation to these parameters. If the spectrum during the second flare was similar, the X-ray luminosity would have been L x = 4.6 X 10 30 ergs s" 1 and EM = 4.0 X 10 53 cm -3 . The nominal time resolution of the A-2 experiment discovery scalers is 1.28 s. Examination of the count rates suggests that the flux may be variable on time scales as short as ^5 s. A fit to a steady source yields a x 2 of 22 for 15 degrees of freedom and is thus marginally inconsistent with the data. We have also searched for periodicities by computing x 2 for the meansubtracted data folded over trial periods. No significant LOG (EM) Fig. 3 .-90% and 99% confidence contours in temperature versus emission measure space for the spectrum plotted in Fig. 2 . The best-fit value is marked by an X.
No. 2, 1979 periods were found in the range 2-20 s. Since the source transit time in scanning mode is only 30 s, the overall durations of the flares cannot be determined from our data and we can only set a lower limit to the total energy of the large flare of E* > 5 X 10 32 ergs.
b) AD Leonis The experiment scanned the region of AD Leo between 1977 November 19 and 24. The superposition of all available LED data revealed the existence of a soft point source previously identified with AD Leo by Ayres et al. (1979) . Improved statistical analysis of the data has now shown that this source is situated 1?2 ±0?2 from the position of AD Leo and is thus inconsistent with that star. Most of the available scans exhibit the presence of the soft point source, and no detectable flux (<2 counts per 1.28 s at the 3 a level) from the location of AD Leo. However, on two scans occurring at November 22.34 and 22.86, the centroid of the emission shifted closer to the position of the flare star. The flux also appeared to be harder during these scans. Both effects suggest flaring from AD Leo.
To test this hypothesis, we determined the position and intensity of the soft source from the superposition of all other scans. We then fitted the profile for each of the two scans in which flux from AD Leo is suspected to a model allowing for the presence of the soft source at the determined position and intensity plus an additional point source of variable position and intensity. In both cases, the scan data proved to be inconsistent with emission from the soft source alone, and the best-fit position for the second source was within 0?05 of AD Leo.
In the scan of November 22.34, the required intensity (not corrected for aspect) of the second source at the position of AD Leo was 8 ± 2 counts per 1.28 s. In the scan of November 22.86, the required intensity was 7 ± 2 counts per 1.28 s. In light of the variable nature of this second source, its comparatively hard spectrum, and the positional coincidence, we consider it highly likely that we have indeed detected X-ray flares from AD Leo.
Assuming the spectral shape obtained from the stronger AT Mic flare, we calculate, for the two flares from AD Leo, L x = 1.3 X 10 30 and 1.6 X 10 30 ergs s -1 respectively, and EM = 1.1 X 10 53 and 1.4 X 10 53 cm -3 . Neither of these flares was detected in the MED. However, with this spectral shape and the derived luminosities, no significant MED flux is expected.
in. DISCUSSION The present observations provide important new information concerning the nature of the flare processes in stars. Since we have measured the first X-ray spectrum of a nonsolar flare, we can constrain the temperature and emission measure more accurately than has been possible before. In addition, we have detected flares during two out of a total of ^15 scans for each star. As we shall demonstrate below, these high recurrence rates place stringent lower limits on the X-ray-L109 to-optical ratios, L x /L ovtl which differ significantly from values obtained from previous observations on other stars.
As emphasized by Svestka (1975) , thermal bremsstrahlung with temperatures ranging from 10 to 40 million degrees accounts for the bulk of soft X-ray ( < 10 keV) flare emission on the Sun. Thus our result that stellar-flare-associated X-ray emission from AT Mic is thermal arising from a 20-50 million degree optically thin plasma supports the fundamental assumption of Kahler and Shulman (1972) and Crannel, McClintock, and Moffett (1974) that stellar flares are similar in nature to solar flares. The similarity in temperature is at first sight rather startling in light of the thousandfold difference in X-ray luminosity. However, Mullan (1976) has suggested that the X-ray temperature may be taken as a measure of the Alfvén speed, Fa, in the chromosphere, and has claimed, based on observations of sympathetic flares, that Fa is essentially the same in all late-type stars. If, in fact, the spectrum obeys a power law (marginally consistent with the data), then the non thermal models of Gurzadyan (1966) and Grindlay (1970) may be appropriate.
In previous discussions of stellar X-ray flares (e.g., Karpen et al. 1977; Haisch et al. 1977) , the X-ray-tooptical ratio, L x /L ov^ has been stressed as an observational parameter which can be used to test flare models. Although no simultaneous visual photometry is available, lower limits to this ratio for the present observations can nevertheless be calculated in the following manner. Kunkel (1970) has derived an empirical relationship between the absolute magnitude of a flare and the rate of occurrence,
Values of a and M Uq are given for AT Mic and AD Leo by Kunkel (1975) . Let T be the total X-ray observing time for each star (i.e., the sum of all individual scans). The expected number of optical flares occurring during this observing time is then given by
when T is expressed in hours. Assuming that the flare occurrence times are Poisson distributed, the probability of observing at least N flares of magnitude M v is thus CO Prob (A0 = 2 { ex P [{~N)(Mu)][{N)(Mu)] rn }/ml. (3) m=M Two flares were observed for each star. Therefore, setting N equal to 2 and Prob (A) equal to 0.01, we can solve for {N)(Mu) and thus for M v to obtain the 99% confidence lower limit to the magnitude of the optical flares corresponding to the X-ray flares observed. tion, (B.C.)c/, applicable to a temperature of 20,000 K, is taken from Kunkel 1970] . We give in Table 2 lower limits to L x /L OÏ)t for the AT Mic 9 and AD Leo flares, together with estimates of Lx/Lopt (Haisch et al. 1977) for UV Ceti, YZ CMi, and Proxima Centauri, the latter based on EUV rather than X-ray data. We find a marked difference between the UV Ceti and YZ CMi flares, for which L x /L ovt « 1, and the AT Mic, AD Leo, and Proxima Cen flares, for which Lx/Lopt > 1.
We feel that this difference is significant, and it points out inadequacies in the flare model of Mullan (1976) . Mullan argues that after the impulsive stage of a flare, the time scale for cooling of the hot plasma by thermal conduction to the chromosphere and photosphere is much shorter than the time scale for radiative cooling, principally by soft X-rays (cf. Antiochos and Sturrock 1978) . Therefore, the flare plasma is cooled mainly by conduction down the magnetic field lines, which results in optical emission from the lower atmosphere at the magnetic footpoints and Lx/Lo P t«l. Mullan's predicted values of L x /L OVit (see Table 2 ) agree marginally with the observations of UV Ceti and YZ CMi, but they disagree strongly with our estimates and observations for AT Mic and AD Leo, as well as with the data for Proxima Cen.
In our opinion, the assumption of dominant conductive cooling may be valid for some stellar flares, but the situation is likely to be more complex than that envisioned by Mullan. In particular, complications arise because of the enormous size of these stellar flares as evidenced by the huge observed emission measures given in Table 2 . As a comparison, the emission measure found for the very large solar flare of 1972 August 4 was EM = 6 X 10 49 cm -3 (Colgate 1978) , three to four orders of magnitude smaller.
9 Both components of AT Mic are believed to be flare active, so Kunkel assumes the flaring to be equally divided in deriving his estimate of Af t/ 0 . In order to obtain an upper limit to L op t, we have instead assumed that all flares emanate from a single component and have corrected Mu 0 accordingly.
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The large emission measures suggest large flare volumes, depending on the electron density in the flare region. If, for example, the density is similar to the Sun's, then the volumes of hot plasma associated with stellar flares must be 2 X 10 3 -2 X 10 4 that of large solar flares. The radius of an assumed spherical hot flare bubble would then be 3.4-7.4 X 10 9 cm, corresponding to 0.1-0.2 that of a typical dMe star radius (cf. Kodaira 1977). Clearly, plane-parallel geometry would not be a valid approximation.
We envision two scenarios in which L x /L OÏ >t can be less than 1 for this case.
1. For flare volume radii 0.1-0.2 AE*, a significant fraction of observed X-ray flares will be seen when the magnetic footpoints lie at or beyond the limb. For these flares the optically emitting lower atmosphere will not be seen or the optical emission will be severely attenuated by foreshortening, while the X-ray emitting region is unaffected.
2. The flare bubble may have a cross section of contact with the stellar surface which is much smaller than the bubble radius. This will greatly inhibit conductive heating if, as is likely, conduction is along magnetic field lines which thread the bubble and converge at the stellar surface. If conductive heating is effectively suppressed, the optical luminosity will be produced mainly by radiative heating of the lower atmosphere, which is inefficient in producing optical radiation (see Mullan and Tarter 1977) and results in L x /L opt > 1.
Alternatively, the flare-plasma electron densities may be 10-100 times that found for the Sun, in which case the flare volumes need not be as large as calculated above. However, it is still possible for conductive heating to be inhibited by geometric effects, and for the optical flux to result from radiative heating instead. Some of the flare energy may also be converted into mass outflow, producing a transient stellar wind. Clearly, more information is required to resolve these issues, and we encourage simultaneous future observations at The value for AT Mic is computed from the absolute magnitude using Mullan's prescription and the magnitude-radius relation given in Greenstein et al. (1970) .
c L x extrapolated from EUV measurements. d Data from Haisch et al. (1977) . ® Data from Colgate (1978) for the very large solar flare of 1972 August 4. f Values based on actual simultaneous X-ray and optical observations.
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FLARES ON dMe STARS Llll X-ray, ultraviolet, optical, and radio wavelengths to study the energy budget in flares. High-resolution spectral and temporal measurements, which might provide an estimate of the plasma densities, are particularly desirable.
