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ПРИМІТИВНА ПРОГРАМНА АЛГЕБРА ОБЧИСЛЮВАНИХ ФУНКЦІЙ НАД ГРАФАМИ 
The problem of finding algebraic characteristics of representative classes of functions and predicates is closely con-
nected with issues of the programming theory and practice. In this paper, we study a class of calculated functions and 
predicates for finite graphs. We choose graph structures because of their importance and popularity in the theoretical 
and applied  programming. We also use the primitive program algebra as a research tool. Specifically, its carrier is a 
set of calculated functions and predicates for finite graphs and its signaturе comprises the parametric composition of 
superposition, branching and cycling. Emphasized here is finding a generating set of the primitive program algebra. In 
addition, we obtain useful necessary conditions for generating completeness of the generating set of the primitive pro-
gram algebra calculated by functions and predicates for graphs. 
Вступ 
Задача знаходження базисів примітивних 
програмних алгебр (ППА) обчислюваних функ-
цій тісно пов’язана з проблематикою теорії та 
практики програмування. У цій статті розгляда-
ється ППА, носієм якої є множина обчислюва-
них функцій та предикатів над скінченними гра-
фами (обчислюваність вводиться згідно з нуме-
раційним підходом [1]). Основна увага приділя-
ється пошуку породної множини цієї ППА. Ви-
бір графових структур зумовлений їх важливістю 
і популярністю в теоретичному та прикладному 
програмуванні (див., наприклад, [1—9]). Зокрема, 
визначено та досліджено поняття обчислюваної 
функції над скінченними графами (комплекса-
ми) [1, 2], вивченню граф-схем алгоритмів при-
свячено [3], ізоморфізму графів — [4—7], питан-
ням абстрактної обчислюваності в різних облас-
тях — [8], графовим засобам специфікації прог-
рам — [9]. При цьому треба зазначити, що 
практично всі згадані дослідження акцентують 
увагу безпосередньо на графах, не розглядаючи 
задачі огляду класу обчислюваних функцій над 
графами (класу графових перетворювачів). Усі 
використані та невизначені в статті поняття і по-
значення слід трактувати за [5]. Зазначимо, що 
отримані в роботі результати доповнюють ре-
зультати для векторних, матричних, реляційних і 
табличних функцій [3—6]. 
Постановка задачі 
Метою роботи є дослідження класу обчис-
люваних функцій над скінченними графами, 
зокрема пошук породної множини ППА, носієм 
якої є такі обчислювані функції та предикати. 
Основні поняття 
Перед викладенням власне результатів до-
слідження доцільно навести деякі важливі ви-
значення та результати. В першу чергу це сто-
сується визначення досліджуваної ППА. 
Носій і сигнатура ППА. Носієм ППА мо-
жуть бути або функції та предикати, що зале-
жать від змінних [3, 12], або п-арні функції та 
предикати [4, 15]. Далі ППА розуміються в 
останньому значенні, тому під функціями 
(предикатами) матимемо на увазі п-арні функ-
ції (предикати) для 1, 2, .. .,n =  хоча при їх по-
значенні перевага надаватиметься не оператор-
ній, а термальній формі запису, зважаючи на її 
компактність [2]. 
Сигнатуру ППА становлять операції супер-
позиції, розгалуження та п-арного циклування, 
які є адекватними уточненнями стандартних 
структур управління алголоподібних мов про-
грамування. Для зручності подальшого викладу 
і розуміння роботи корисно буде дати фор-
мальне визначення цих операцій (докладніше 
див. [6, 13]). 
Під суперпозицією маємо ( 1)m + -арну опе-
рацію 1,..., mt tS  ( , ),i jt t i j≠ ≠  1, 2, . .. ,m =  ,m n≤  
яка довільному кортежу функцій 1( ,.. ., ),nf x x〈  
1
1 1( ,. . ., ), . .., ( ,. . ., )k m pf y y f z z 〉  ставить у відповід-
ність нову функцію ,g  що залежить від змін-
них множини 1 1 1({ ,.. ., } \{ ,..., } { ,..., } \n m kx x t t y y∪  
1\{ ,.. ., }),pz z  де 1 1 1{ ,. .., } { ,.. ., } { ,. ..,n m ix x t t x∩ =  
},
mi
x  та ,r si i≠  r s≠  і ,si s
x t=  1, , .s m= …  Її 
значення покладається рівним 
11 1
( ,. . ., ,if x x −  
11 1 1
( ,..., ), ,...,k if y y x +  1 1 1, ( ,..., ), ,..., ).m mi m p i n
x f z z x x− +  
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Розгалуження являє собою ( 1)m + -арну 
операцію 1,m+◊  2,3,.. .,m =  яка кортежу функ-
цій 1 1 1( ,. . ., ), ( ,.. ., ), .. .,n kh x x f y y〈 1( ,. . ., ) ,m rf z z 〉  в 
якому функція 1( ,.. ., )nh x x  — функція зі скін-
ченною множиною значень 1{ ,. .., },mh h  ставить 
у відповідність нову функцію ,g  яка залежить 
від змінних множини 1 1{ ,. . ., } { ,. .., }n kx x y y∪ ∪  
1. . . { ,.. ., }rz z∪ ∪  та набуває значення, яке вва-
жається рівним 1( ,. . ., ),i pf t t  якщо 1( ,.. ., )nh x x =  
,ih=  і не визначене в іншому випадку. 
Циклування задається як сім’я ( 1)n + -ар-
них операцій ( 1) 1* : , ,. . ., ,
n
np f f g
+ 〈 〉 →  де p  — 
предикат, а ,if g  — функції, причому арність 
,p  ,if  g  дорівнює .n  Значення 1( ,.. ., )ng x x  ви-
значається таким чином. Розглянемо послідов-
ність кортежів 1{( ,. . . , ),ni iy y  0,1,. ..},i =  де 
0 : ,
j
jy x=  
1
1 : ( ,. . ., ),
j n
i j i iy f y y+ =  0, 1, .. ., 1, .i j n= =  
Знайдемо перший кортеж 1( ,. . ., )nk ky y  такий, що 
1( , , ) false.nk kp y y< > =…  Покладемо 1( ,. . ., )ng x x =  
1.ky=  Якщо такого кортежу в послідовності не 
існує, то 1( ,.. ., )ng x x  вважається невизначеним. 
Зазначимо, що операція ( 1)* n+  по суті збі-
гається з операцією повторення першого роду 
функторів по предикату [8, 15]. 
Очевидно, що ( 1) 2* * ( , , ,. . ., ),
n n n
np f p f I I
+=  
де арності p  та f  дорівнюють .n  Звідси ви-
пливає, що всі твердження, отримані в [3—7] в 
рамках попереднього визначення ППА, збері-
гаються при переході до нового. 
При термальному записі циклування ви-
користовуємо запис вигляду 
1
1 ,. ..,
( ,. . ., ) *
m
n y y









k m ky y
f z z f z z〈 〉  вказуючи яв-
но лише ті змінні, значення яких будуть змі-
нюватися. При цьому функція 1( ,. . ., )i
i i
i kf z z  ке-
рує зміною значення змінної ,iy  а змінна 1y  
вважається “вихідною”. Поновлення оператор-
ного запису при цьому є очевидним. 
Тепер звернемося до носія, над яким ви-
значені досліджувані обчислювані функції. З 
огляду на те, що існує щонайменше кілька рів-
ноцінних за суттю, але різних за формою ви-
значень скінченного орієнтованого графа, тут 
зупинимось на тому, яке найбільш адекватне 
розгляду, проведеному в цій статті. Також дамо 
визначення деяким суміжним поняттям та на-
ведемо важливі для подальшого викладу дані. 
Скінченний орієнтований граф та деякі суміж-
ні поняття та базові результати. Під (скінченним) 
орієнтованим графом g  розуміємо пару , ,V E< >  
де V  — деяка злічена непуста множина об’єктів, 
а E  — бінарне відношення на .V  
Стандартна інтерпретація цих об’єктів V  
та E  у цьому визначенні така: V  — множина 
вершин графа, E  — множина його дуг. 
Домовимось надалі вершини графа позна-
чати латинськими літерами , , ,u v w  а дуги — 
літерами , , ,e p r  можливо з індексами, 1,. . . ,v  
1,. . .e  За необхідності явно вказати вершини 
дуги та її напрямок, використовуватимемо 
позначення , ,v u< >  розуміючи, що дуга 
направлена від v  до .u  
Вершини v  та u  дуги ,e v u≡< >  будемо 
називати суміжними. При цьому дуга e  
вважається додатно інцидентною вершині u  та 
від’ємно інцидентною вершині .v  Кількість дуг, 
що додатно (від’ємно) інцидентні вершині ,w  
називається додатним (від’ємним) ступенем w  
і позначається ( )g w
+δ  ( ( )).g w
−δ  За аналогією до-
мовимось вершину v  графа ,g V E≡< >  нази-
вати від’ємно (додатно) інцидентною (від’єм-
ною (додатною)) до вершини w  того ж графа, 
якщо ,   ( , ).w v E v w E< >∈ < >∈  
Прагматика дослідження, частиною якого є 
ця робота, спонукає до виділення серед усього 
розмаїття графів таких, у яких E  є рефлек-
сивним. Така вимога природна при розгляді 
різного роду складних об’єктів, стосовно яких 
коректно говорити про підлеглість їхніх скла-
дових частин. Тому надалі будемо розглядати 
тільки такі графи. Їх множину позначимо .G  
Зауваження 1. Нижче будемо розглядати 
скінченні орієнтовані псевдографи (тобто гра-
фи з петлями — дугами, які з’єднують вершину 
саму з собою). 
Зауваження 2. Для зручності викладу нас-
тупного матеріалу, введемо поняття так званої 
псевдовершини або порожньої вершини. Будемо 
вважати, що довільна вершина графа може ма-
ти яку завгодно кількість псевдодуг, які пов’я-
зують її з порожньою вершиною. 
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Під функціями далі розуміємо часткові 
функції з аргументами і значеннями із ,G  а під 
предикатами — часткові предикати на .G  
Обчислюваність на G  вводиться як нуме-
раційна обчислюваність за допомогою ариф-
метичної функції, яка представляє цю функцію 
на G  в зафіксованій нумерації множини G  
[11]. Існування такої нумерації випливає зі 
зліченості множини .V  
Будь-яку частково-рекурсивну багатомісну 
функцію або будь-який частково-рекурсивний 
багатомісний предикат (чр-функція, чр-пре-
дикат) також будемо називати графовим пе-
ретворювачем. 
За допомогою GA  позначимо ППА, носій 
якої становлять усі частково-рекурсивні функ-
ції (чр) і предикати на .G  Породну множину 
алгебри назвемо її повною системою, а повну 
систему ППА — nmI -базисом, якщо будь-яка її 
підсистема, одержувана видаленням будь-якого 
предиката або якої-небудь функції, відмінної 
від селекторної, вже не буде повною. 
Через скінченність розглянутих графів не 
буде істотним обмеженням, якщо як вершину 
графа розглядати натуральні числа. При цьому 
на множині вершин графа вводиться цілком 
природний порядок. Крім того, стає очевид-
ним, що множина всіх скінченних графів є злі-
ченою, а отже, для неї має існувати ефективна 
нумерація :G N Gα →  (визначена у сенсі [11]). 
Основою цього дослідження є теореми про 
ізоморфізм і про базис ППА. Для зручності на-
ведемо їх формулювання. 
Теорема 1 (про ізоморфізми ППА). Біектив-
не відображення чр чр: ,A Aαθ →G N  яке ставить у 
відповідність кожній функції на G  певну ариф-
метичну функцію (у нумерації αG ), задає ізо-
морфізм ППА чрGA  на ППА 
чр,NA  де 
чр
NA  — 
ППА всіх чр-функцій і чр-предикатів над .N  
Теорема 2 (про базис ППА). Існує nmI -ба-
зис алгебри чр,AG  який складається з точністю 
до селекторних функцій з двох функцій і одно-
го предиката. 
При побудовах у ППА часто є зручними ло-
гічні зв’язки для предикатів [6, 9, 14]; вони легко 
моделюються в ППА з допомогою скрізь істин-
ного і скрізь хибного предикатів ( ,Tp  ):Fp  
1 1
1 T 1 1
1 F 1
( , , ) ( , , )
( ( , , ), ( ), ( ( , , ),




p x x q y y
p x x p x q y y
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( ( , , ), ( ( , , ),
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Позначимо за допомогою [ ]σ B  замикання 
множини σ  операціями сукупності ,B  а Ω  — 
сукупність введених вище операцій ППА. 
ППА частково-рекурсивних граф-функцій і 
граф-предикатів 
Розглянемо такі функції на множині гра-
фів (граф-функції): 
1) 0C
G  — константна функція 10 0( ) ;C g g=
G  
2) SG  — збільшення на одиницю номера 
першої вершини графа, тобто якщо g V= 〈 =  
1 1 1 1{ ,. . ., }, { ( , ), ..., ( , ),. . .} ,n k l pv v E e v v e v v= = = = 〉  то 
1( ) { 1,. . ., },nS g V v v= 〈 = +G 1 1{ ( 1, ), .. .,kE e v v= = +  
1( , 1),. . .} ;l pe v v= + 〉  
3) ∪  — об’єднання графів: 1 1 1, ,g V E= 〈 〉  
2 2 2, ,g V E= 〈 〉  1 2 1 2 1 2, ;g g V V E E∪ = 〈 ∪ ∪ 〉  
4) \  — різниця графів: 1 1 1, ,g V E= 〈 〉  2g =  
2 2, ,V E= 〈 〉  1 2 1 1 2\ , \ ;g g V E E= 〈 〉  
5) eE  — виділення перших дуг, тобто для 
1 1{ ,. . ., }, { ( , ),. . .} ,n l kg V v v E e v v= 〈 = = = 〉  ( )eE g =  
{ , },l kV v v= 〈 =  1{E e= =  ( , )} ;l kv v= 〉  
6) R  — ототожнення кореня графа з пер-
шою негативно інцидентною вершиною: g =  
1 1 1{ ,..., , , ,..., },k k k nV v v v v v− += 〈 =  1{ ( , ),...,l kE e v v= =  
( , ),. . .} ,s p ke v v= 〉  тоді 1 1( ) { ,. . . , ,kR g V v v −= 〈 =  
1,. . ., },k nv v+  1{ ( , ),. . . , ( , ),. . .} ;l l s p lE e v v e v v= = = 〉  
7) A  — стягування кореня графа з першою 
негативно інцидентною вершиною: g V= 〈 =  
1 1 1{ ,. . . , , , ,. . ., },l l l nv v v v v− +=  1 2{ ( , ),l kE e v v e= = =  
( , ),. .. ,l rv v=  ( , ),. . .} ,s p le v v= 〉  тоді ( )R g V= 〈 =  
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1 1 1{ ,. .. , , ,.. ., },l l nv v v v− +=  1 1{ ( , ),...,k r sE e v v e −= = =  
( , ),. . .} ;p kv v= 〉  
8) *∪  — об’єднання графів 1g  і 2g  з дода-
ванням дуги з кореня графа 1g  в корінь графа 
2:g  1 1 11{ ,...},g V v= 〈 =  1 11 11{ ( , ),...} ,lE e v v= = 〉  2g =  
2 21{ ,...},V v= 〈 =  2 21 21{ ( , ),...} ,pE e v v= = 〉  
*
1 2g g∪ =  
1 2 1 2 11 21, { ( , )} ;sV V E E e v v= 〈 ∪ ∪ ∪ = 〉  
9) vE  — виділення кореня графа: g =  
1{ ,..., },nV v v= 〈 =  1{ ( , ),...} ,l kE e v v= = 〉  ( )vE g V= 〈 =  
{ } , .lv= ∅〉  
Також знадобляться ще й такі функції: 
1) eD  — видалення першої дуги: g V= 〈 =  
1{ ,. . ., },nv v=  1 2{ , ,. . ., } ,mE e e e= 〉  ( ) ,eD g V E= 〈 =  
2{ ,. . ., } ;me e= 〉  
2) vD  — видалення першої ізольованої вер-
шини; 
3) outvE  — виділення підграфа, який скла-
дається з кореня графа і всіх негативно інци-
дентних йому дуг: 1{ ,. . ., },ng V v v= 〈 =  1{E e= =  
( , ),...,l kv v=  ( , ),s l re v v=  1 ( , ),...} ,s p qe v v+ = 〉  
out( )vE g =  
{ ,lV v= 〈 = ,. . .,kv },rv  E =  1{ ,. . .,e } ;se 〉  
4) CΔG  — функція переведення в порожній 
граф: ( ) .C gΔ = ΔG G
 
Покладемо *0: { , , , \, , , , , ,e vC S E R A Eσ = ∪ ∪
G
G G  
1,2,
1,
, }n nm m nI
=
=
= …G  і доведемо, що ця сукупність част-
ково-рекурсивних функцій та предикатів є пов-
ною системою ППА обчислюваних функцій та 
предикатів над графами. 
Відображення графа у вектор. Через те, що 
розглядаються графи з вершинами з ,N  будь-
якому графу g  можна поставити у відповідність 
певний вектор ,u  при цьому псевдовершині бу-
де відповідати число 0. Вектор u  формується 
поелементно таким чином. Першим елементом 
поставимо номер кореня графа; далі перелічимо 
всі суміжні з ним вершини, що відповідають не-
гативно інцидентним дугам. Поставимо розпо-
дільний нуль. Повторюємо цей процес для всіх 
вершин графа. Вкінці записуємо номери всіх 
ізольованих вершин, також розділяючи їх нуля-
ми. Порожній граф (аналог порожнього слова) 
будемо позначати .ΔG  








= ∪  де { }0N = Λ  і Λ  — порожній век-
тор. Очевидно, що ϕ  — ін’єкція, але не сюр’єк-
ція. Позначимо : ( ).= ϕV G  Очевидно, що ця 
множина є рекурсивною в нумерації .αG  
Нижче під L-функцією (L-предикатом) 
розуміється багатомісна часткова операція (пре-
дикат) на множині L. 
Означення 1. V-функцію ( )1,.. . , nF x x  наз-
вемо векторним образом граф-функції 1( ,. .., ),nξ ξF  
якщо ( ( ) ( )) ( ( ))1 1,. . . , ,. . .,n nF ϕ ξ ϕ ξ ≅ ϕ ξ ξF  для всіх 
1,. .., .nξ ξ  Аналогічно V-предикат 1( , , )nP x x…  
назвемо векторним образом граф-предиката 
1( ,. . ., ),nξ ξP  якщо ( ( ) ( )) ( ( ))1 1,..., ,...,n nP ϕ ξ ϕ ξ ≅ ϕ ξ ξP  
для всіх 1,.. ., .nξ ξ  
Лема 1. Векторним образом чр-граф-функ-
ції (чр-граф-предиката) є чр-V-функція (чр-V-
предикат). 
Безпосередньо з рекурсивності множини V 
випливає наступна лема. 
Лема 2. Будь-яка чр-V-функція є чр- *N -
функцією (тобто просто векторною чр-функ-
цією). Для чр-предикатів аналогічно. 
Наслідок. Векторний образ чр-граф-функції 
(чр-граф-предиката) є векторною чр-функцією 
(векторним чр-предикатом). 
Відображення вектора в граф. З метою мо-
делювання векторних функцій граф-функціями 





( ,. . . , ) { ,.. . , } {1,.. ., };
{(1, ), . . . ,( , )} .
n n
n
v v V v v n
E v n v
Φ Λ = Δ




Означення 2. Граф-функція 1( ,.. ., )nξ ξF  на-
зивається граф-моделлю векторної функції 
1( ,.. ., ),nF x x  якщо 1 1( ( ),..., ( )) ( ( ,..., ))n nv v F v vΦ Φ ≅ ΦF  
для всіх *1,. . . , .nv v N∈  Граф-модель предиката 
вводиться аналогічно. 
Очевидною є справедливість наступного 
твердження. 
Лема  3. Для будь-яких векторних чр-функ-
цій і чр-предикатів існують їхні граф-моделі, 
які належать замиканню [ ] .ΩσG  
 ТЕОРЕТИЧНІ ТА ПРИКЛАДНІ ПРОБЛЕМИ МАТЕМАТИКИ 79
 
Кодувальне та декодувальне відображення. 
Нехай : .ψ = ϕ ⋅ Φ  Очевидно, що : ( )G Vψ → Φ  — 
бієкція. Через χ  позначимо будь-яке розши-
рення відображення 1.−ψ  Граф-функції ψ  та χ  
відіграють ролі кодувальної та декодувальної 
функцій відповідно. 
Безпосередньо з наведених вище визна-
чень випливає лема. 
Лема  4. Нехай ( )1,. .. , nF g g  — чр-граф-функ-
ція, а 1( ,. . ., )nπ πH  — граф-модель векторного 
образу функції ( )1,. . . , .nF g g  Тоді матимемо 
 
( ) ( ( ( ) ( )))1 1
1
,. . . , ,. . .,
для всіх  ,.. ., .
n n
n
F g g g g
g g G




Аналогічно, нехай ( )1,. . . , nP g g  — чр-граф-
предикат, а 1( ,.. ., )mπ πK  — граф-модель вектор-
ного образу цього предиката. Тоді отримаємо 
 
( ) ( ( ) ( ))1 1
1
,. . . , ,. . . ,
для всіх  ,. . ., .
n n
n
P g g g g
g g G
= Κ ψ ψ
∈
  
Тепер, якщо виразити функції ψ  та χ  за 
допомогою замикання [ ] ,ΩσG  то звідси безпо-
середньо слідує повнота вибраної породної 
множини. 
Лема  5. Справедливе твердження: , [ ] .Ωψ χ∈ σG  
Дов е д ення. Розглянемо такі граф-функції: 
1) 1 , , ,
( , , ) ( ( ( ( ))) ) * ,e eD R E π ξ ζ τ
π ξ ζ = ζ ≠ τ 〈π∪ξG
( ), ( ), ;e eE Dζ ζ τ〉  
2) *2 , ,
( , , ) ( ( ( ( )))) (( ) *e eD R E π ξ ζ
π ξ ζ = ζ ∪ ξ ∪ ξ ≠ ΔG  
*
, ,
* ( ( ( ))), ( ), ( ) );e eA E D Sπ ξ ζ
〈π ∪ ζ ∪ ξ ξ ζ 〉G  
3) 3( ,{ })nξG  — збільшення номера верши-
ни графа на ;n  
4) 4( ) (( ( ) ), , ( {1}, ( ))),e eE Dξ = ◊ ξ = Δ Δ ξG F  де 
,
( , ) ( ( ) ) * ( ), ( ) ;e eE S Dπ ξ
π ξ = ξ ≠ δ 〈 π ξ 〉GF  
5) 5 2, ,
( , , ) ( ( ) ) * ( ( , , ( ))),eE Sπ ξ ζ
π ξ ζ = ξ ≠Δ 〈π∪ Δ ξ ζGG G
\ξ 2( ,ΔG ,ξ ( )),S ζG 3( ( ,S ζG G 4 2( ( ,ΔG G ,ξ  ( ))))) ;S ζ 〉G  
6) *6 , ,
( , , ) ( ) * ( ( )),vEπ ξ ζ
π ξ ζ = ξ ≠ Δ 〈π ∪ ζ ∪ ξG  
2( ), ( ) ;vD Sξ ζ 〉G  
7) 27 , ,
( , ) ( ( ( ( ))) ( ( ( )))) *e e eS D R D R E π ξ ζ
π ζ = ξ ≠ ζGG
, ,
* , ( ), ( ) ;e eE Dπ ξ ζ
〈π ∪ ξ ξ ζ 〉  
8) 8( ) ( ( ( )));e eD R Eξ = ξG  
9) *9 8, , ,
( , , ) ( ) * ( ), , ( ),
π ξ ζ τ
π ξ τ = τ ≠ Δ 〈π ∪ ξ ∪ ζ ξ τG G
( ) ;eD τ 〉  
10) 10 9 8 7,
( , ) ( ) * ( , ( ( , )),
π ξ
π ξ ξ ≠ Δ 〈π ∪ Δ Δ ξG G G G=  
7 7( ( , ))), \ ( , ) .eD Δ ξ ξ Δ ξ 〉G G  
Нескладно показати, що 
5 0 6 ,
2 1
4 0 5 0 10
( ) ( , , ) ( , \(( ) * ( ), ( )),
( ( , ( , , )))) та ( ) ( ,( )).
e eg g g g E D
S g g g g g
π ξ
ψ = Δ ∪ Δ ξ≠ Δ 〈π∪ ξ ξ 〉




З наведених вище визначень і тверджень 
безпосередньо випливає основне твердження 
цієї статті. 
Теорема 3. σG  є повною системою алгебри 
чр.AG  
Висновки 
У цій статті розглянуто ППА, носієм якої 
є множина обчислюваних функцій над скін-
ченними графами. Знайдено породну множину 
σG  цієї ППА 
чрAG  та доведено її повноту. На 
закінчення зауважимо, що рівність із сукупності 
σG  не можна видалити як єдиний предикат 
системи. Із усіх функцій σG  лише SG  не не 
зберігає денотати (денотата в цьому випадку — 
вершина). Лише функція eE  не зберігає 
множину графів з кількістю дуг більшою або 
рівною двом. Лише функція vE  не зберігає 
множину графів, які мають хоча б одну 
(непусту) дугу. Таким чином, функції ,SG  ,eE  
vE  та предикат G=  не можуть бути вилучені з 
породної сукупності .σG  Стосовно інших 
функцій із σG  питання залишається відкритим. 
Тому, хоча проблема існування nmI -базису ППА 
чрAG  принципово вирішується відповідною 
теоремою про базис ППА, пошук природного 
для області графових перетворювачів nmI -базису 
є актуальною задачею. Її розв’язанню будуть 
присвячені подальші праці. Зокрема, наступним 
кроком цього дослідження може стати пошук 
нових властивостей функцій з ,σG  що зберіга-
ються в сигнатурі ППА, а також спроба скоро-
тити кількість функцій породної множини. 
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