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Abstract
Many algorithms have been proposed to help clinicians evaluate cone density and spacing, as these may be
related to the onset of retinal diseases. However, there has been no rigorous comparison of the performance
of these algorithms. In addition, the performance of such algorithms is typically determined by comparison
with human observers. Here we propose a technique to simulate realistic images of the cone mosaic. We
use the simulated images to test the performance of two popular cone detection algorithms and we introduce
an algorithm which is used by astronomers to detect stars in astronomical images. We use Free Response
Operating Characteristic (FROC) curves to evaluate and compare the performance of the three algorithms.
This allows us to optimize the performance of each algorithm. We observe that performance is significantly
enhanced by up-sampling the images. We investigate the effect of noise and image quality on cone mosaic
parameters estimated using the different algorithms, finding that the estimated regularity is the most sensitive
parameter.
Link to the article: http://www.opticsinfobase.org/abstract.cfm?msid=224577
I. Introduction
Thanks to the advent of Adaptive Optics (AO) in the
field of retinal imaging ([1], for a review see [2]), it has
been possible for clinicians to detect and resolve indi-
vidual cells in the retina in vivo, while previously this
was possible only for tissues examined post mortem.
The great advancement produced by the use of AO
makes the early detection of retinal diseases and their
follow up, as well as their early treatment, a real pos-
sibility [3].
One important application of AO is the imaging of
the photoreceptor mosaic, which is made up of cone
and rod cells. It has been shown that the quality
of a subjects vision is strongly related to the charac-
teristics of the photoreceptor mosaic [6, 4, 5]. With
images that have individual photoreceptors resolved,
it is possible to determine features such as the cell
spatial distribution and density. In order to identify
the photoreceptor number and locations in an image,
the first method used is the manual labelling, where
an expert visually analyses the image and chooses the
coordinates of every feature believed to be a cone or a
rod [7]. This method is still considered by many as the
most reliable reference [8]. However, this approach
is not desirable if the amount of data is large, as it
is generally time and labour consuming, especially in
patients suffering from retinal diseases. Moreover, the
quality of the images is not always good enough for vi-
sual analysis, and the clinicians need to process them
further in order to enhance their quality [9]. Auto-
matic tools for the detection of cones and rods are
necessary in order to spare time and work for the
clinicians, and to have the possibility to increase the
number of patients and images for more statistically
significant results [10].
Several algorithms for cone detection and counting
have been described [10, 11, 12, 13, 14, 15, 16]. As
mentioned, the performance of detection methods has
always been estimated by comparing with manual la-
belling operated by an expert or by the authors them-
selves. In some cases [10, 11], the results of the detec-
tions are also compared with histological data [17] to
verify that there is a general agreement. Even if re-
liable, the manual counting results can vary because
of the personal sensitivity of the observer, so observa-
tions by more than one physician may be needed to
increase the reliability of the reference data [18]. We
are not aware of any systematic study and compari-
son of the performances of the algorithms presented
so far. In order to move towards a truly automated
cone detection process, we believe that the algorithms
should be tested in order to know the margins of their
reliability when they are run in automated mode, i.e.
without further manual corrections.
In this study, we propose to use synthetic cone im-
ages based on a real cone image in order to compare
the performance of different cone detection codes.
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The simulation process has the advantage of having
objective reference data to use as “ground truth”. In
this way, the reference data does not depend on the
sensitivity of an observer and the amount of data that
can be analysed is greatly increased, leading to more
statistically significant results. In our performance
analysis we consider not only the number of cones,
but also the accuracy of the parameters retrieved from
the detections other than the cone density, such as the
regularity of the packing and the distance between the
cones.
II. Techniques
In recent years many algorithms have been proposed
to automate the detection of photoreceptor cells. The
first cone counting algorithms, and still the most used
so far, with some enhancements by users, are those de-
veloped by Li and Roorda [10] and by Xue et al. [11].
The Li and Roorda algorithm is based on the de-
tection of local maxima in the image. The first step
is to filter the image using a Gaussian low-pass filter,
with the aim of removing high-frequency noise. The
standard deviation of the Gaussian filter is set to 1
µm, which is half of the minimum possible cone sep-
aration (i.e. the mean nearest neighbour distance of
the cones in the central fovea [17]). After the filtering,
the local maxima are found using the imregionalmax
built-in function of Matlab (Mathworks Inc). In the
last step if two or more maxima are closer than the
minimum cone separation their centroid is taken as
the final location.
Xue et al. base their detection technique on an
image histogram analysis. After applying a back-
ground subtraction, the image is divided in intensity
ranges. Starting from the highest range, the algo-
rithm searches the connected regions of pixels with
intensity values which are in the range. The centroids
of the connected regions are defined as the cone co-
ordinates and if two or more coordinates occur closer
than the minimum cone separation, their centroid is
taken as the final location. A portion of the image
with a size set by the user and surrounding each de-
tected cone is excluded from later detection. This
process is repeated for each intensity range, from the
highest to the lowest.
Chiu et al. [12] recently proposed another algo-
rithm. It starts by taking the local maxima as the
initial cone detections. A portion of the image sur-
rounding each cone is transformed from the Cartesian
domain using the quasi-polar transform, developed by
the authors in a previous work [19]. The resulting
layered structures are segmented using graph theory
and dynamic programming and then the segmenta-
tion boundaries are transformed back in the Carte-
sian domain. This process is iterated for all cones
starting from the brightest values and excluding pix-
els belonging to other cones or segmentations. The
entire process is repeated after deblurring the image
using maximum likelihood blind deconvolution. The
centroids of the segmented areas are the cone coordi-
nates.
Some of the algorithms proposed later used cor-
relation with a cone shape defined by the user [13],
content-adaptive filtering in order to emphasize cell
structure [14] and watershed by immersion for im-
proved computational efficiency [15]. Another way to
measure the photoreceptor spatial density is to look
at the image power spectrum and extract the features
that correspond to the cell packing [16], but in this
way it is not possible to retrieve the position of the
individual cells. The presently proposed algorithms
vary both in the degree of automation (i.e. the num-
ber of parameters that have to be set by the user) and
in the performance of detection.
Among the cone detection algorithms, we chose to
test only the algorithms of Li and Roorda, Xue et
al. and Chiu et al., as they are the most commonly
used and their approaches are radically different. In
order to do that, we wrote the codes for the three
algorithms according to the descriptions given in the
original works. We also evaluated algorithms devel-
oped in other image processing fields that could be
used for the purpose of cone counting. We initially
tested two algorithms for feature extraction, the Har-
ris and Stephen corner detection method [20] and the
Scale Invariant Feature Transform [21]. These two
methods proved to be not suitable for our task, as
the average cone shape is generally not sharp enough
to be considered a corner and the algorithms detect
local minima as well.
We tested instead an algorithm used in astronomy
for the detection of stars in crowded fields. We used
IRAF/DAOPHOT, a package for stellar photometry
available within the IRAF data reduction and anal-
ysis environment for astronomy [22], and in partic-
ular the utility task that searches for point sources,
daofind. The daofind algorithm first convolves the
input image with a Gaussian function having user-
defined width, at each pixel this gives the amplitude
of the least square best-fitting Gaussian. It then
searches for local maxima in the convolved image
whose amplitudes are greater than a detection thresh-
old set by the user. The centres of these local maxima
are the cone coordinates.
The final choice of these four algorithms is due to
the following reasons; the Li and Roorda algorithm is
simple and can in principle be used without changes
for the analysis of images with different cone separa-
tion. On the other hand, it may miss detections in
regions with low contrast (and typically low bright-
ness) or densely packed cones. Xue et al. has the
advantage that it detects cones at all intensity lev-
els of the image, but if the deletion step is not done
properly it may cause false detections. Chiu et al. is
completely automated and does not require in princi-
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ple the tuning of its parameters, but its main draw-
back is the computational complexity and the time
required to run it. Daophot uses convolution, which
is computationally expensive, but compared to the
other algorithms it should not have a preference for
the bright cones over the dim ones. Moreover, the co-
ordinates are calculated with subpixel precision, and
this could benefit the study of the cone arrangement.
III. Method
The retinal images used in this study were acquired
using a commercial AO-assisted fundus imager, the
rtx1 from Imagine Eyes [23]. The pixel size on the
retina is approximately 1.5 µm for an emmetropic eye.
We focused on our available images where the cones
are best resolved by the imager, in particular images
acquired at 2.5 degrees temporal from the foveal cen-
tre.
We used as reference a 16-bit image of a healthy
eye obtained from a series of 40 images that were
Figure 1: (Color online) Detail of the grid of points
with hexagonal arrangement (a) and of the same grid
after the process of coordinate definition (b). The
Voronoi diagram of the final arrangement of one of
the simulated images (c). The diagram shows in light
grey (green online) the cells with six sides, while all
the other cells are coloured in dark grey (red online).
processed for uneven illumination and registered with
the procedure presented by Ramaswamy and De-
vaney [24]. We selected a portion of 256x256 pixels
in the centre of the registered image without blood
vessels, to be considered as our reference for the sim-
ulation of a cone image.
We believe that in order to have a more realistic
simulation, the cone shapes should account for non-
integer centering. For this purpose, during the simu-
lation process we used an image size three times big-
ger than the final size (768x768 pixels). In this way,
the pixel sampling is increased from 1.5 µm to 0.5 µm
and the cone centres in the final images are located
on a grid that is three times finer than the pixel grid.
In order to simulate the cone packing, we started
with an hexagonal grid of points, to which normally
distributed random displacements are added. The
Nyquist limit for a hexagonal array is (
√
3d)−1 along
one axis and (2d)−1 along the other, where d is the
separation between the points. We note in passing
that hexagonal sampling of the retina would be more
efficient than rectangular sampling [25]. The cones
are first simulated as uniform discs. Based on visual
comparison with the reference image, the disc radius
is set equal to quarter the mean cone separation. This
relation will depend on the distance from the fovea
of the simulated image. Any discs that overlap are
merged, and their centroid taken as the new cone co-
ordinate (Figure 1a and 1b).
The regularity of the resulting packing is deter-
mined by Voronoi analysis and is defined as the per-
centage of hexagonal cells [10]. The standard devia-
tion of the random displacements can be chosen to
reproduce the desired packing regularity: a bigger
standard deviation will result in a lower percentage
of hexagonal cells and so in a poorer regularity of the
mosaic. A consequence of the merging of points is
that the final density is different from the initial one,
so its value has to be calculated again. Cells at image
boundaries are excluded from this and all subsequent
analyses (Figure 1c).
We tuned our simulation so that the final density
is compatible with the values provided by Curcio [17]
and the regularity of the mosaic has a value com-
patible with that found by Li and Roorda [10] and
Park [26]. The synthetic cone images present a mean
cone density of 25,734 cones/mm2 and a mean per-
centage of hexagonal cells of 46.31%, ranging from
45.13% to 48.10%. The mean nearest neighbour dis-
tance, NND, has a mean value of 4.79 µm (Table 1).
Before using the described method, the first at-
tempt at the simulation of the cone coordinates was
made using a normal distribution truncated at a quar-
ter the mean cone separation for the displacements,
in order to avoid overlap of the cone discs. However,
even though many values of the standard deviation
of the distribution were tested, the regularity of the
final mosaic was always much higher than the ob-
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Table 1: Parameters of the series of simulated images, with their mean and standard deviation in the last
row. The mean density and percentage of hexagonal cells is compatible with values of previous works at
corresponding retinal eccentricity [17, 10, 26].
Image Cone density Number of Cones Regularity (Percentage of Mean NND
(cones/mm2) (boundaries excluded) hexagonal cells) (µm)
1 25,933 3606 46.03 4.76
2 25,583 3557 47.17 4.82
3 25,691 3576 45.33 4.80
4 25,598 3566 45.54 4.81
5 25,805 3592 47.80 4.79
6 25,825 3596 45.13 4.78
7 25,607 3570 46.44 4.79
8 25,764 3588 48.10 4.80
9 25,663 3576 46.39 4.81
10 25,867 3600 45.14 4.77
Mean ± St Dev 25,734 ± 123 3583 ± 16 46.31 ± 1.09 4.79 ± 0.02
served values. For this reason, we changed approach
and used the merging of the cone discs instead. This
agrees with results from previous studies, that sug-
gest how the cone mosaic cannot be reproduced only
by adding random deviations to a continuous hexag-
onal pattern [27]. In general, cones seem to have a
preferred arrangement that varies with the distance
from the fovea, but the factors involved in the mosaic
arrangement are not fully understood.
In order to assign the cone intensities we used as a
starting point a smoothed version of the reference im-
age, in order to reproduce the low-frequency bright-
ness variation in the background and in the cones.
The intensities were defined as values normally dis-
tributed around the values of the smoothed reference
image at the cone positions. The standard deviation
is chosen by comparing the histogram of cone bright-
ness to that of the reference image (obtained by Li
and Roorda algorithm).
Once the coordinates and the intensities of the
cones are defined, the synthetic image was obtained
by summing two images which we refer to as “peaks”
and “background” images. The peaks image was ob-
tained by placing circles at the cone positions with in-
tensities obtained as described above and radius equal
to a quarter of the mean cone separation, and then
blurring them with a Gaussian filter, as done also in
previous works [11], with standard deviation equal to
0.75 times the radius of the circles. It is to be noted
that, even if upsized by a factor 3, the sampling of the
reference image is still too poor to reproduce a good
disc shape. As background contribution, we used an
image reproducing the Voronoi diagram, where every
Voronoi cell has intensity equal to that of the cone
at its centre. The Voronoi diagram image was also
blurred with a Gaussian filter, broader than the one
used for the peaks. The two images where subse-
quently summed. The resulting image was downsized
Figure 2: In order to obtain the “peaks” image,
circles are first placed (a) and then blurred with a
Gaussian filter (b). The “background” image was ob-
tained through the Gaussian blurring (d) of a Voronoi
diagram (c). The two images (b) and (d) were then
summed (e). The sum image was then rebinned by a
factor three (f).
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Figure 3: An example of a synthetic image (a) obtained with the outlined process. The real image is shown
in (b). The low-frequency variation of cone intensities follows the same pattern as the original image, but
the coordinates and intensities of individual cones vary randomly. In the upper right corners details of the
respective images are shown (scale bars are 15 µm). It can be noticed that the real image shows some patches
with low brightness and no apparent presence of cones. It is not clear if this is due to illumination conditions
or to the characteristics of the retina itself.
by a factor of three using rebinning. Figure 2 illus-
trates the simulation process.
The reason for using the sum of two different im-
ages as defined can be explained if we consider the
images acquired by a fundus imager to be the re-
sult of convolution of the object, i.e. the photore-
ceptor layer, with a Point Spread Function (PSF)
that presents both in-focus and out-of-focus contri-
butions [28]. If we consider that the light is reflected
from the cone cells in two points at different depths,
then the “peaks” and “background” images simulate
the light reflected at two different depths and with
different focusing, reproduced with the different size
of the Gaussian filters. We found that the approach of
smoothing the Voronoi diagram gives simulated im-
ages which are more similar to real images than other
approaches such as smoothing the reference image or
using broader Gaussians in the cone location. This
was determined by evaluating the difference between
the intensity histograms of images with different back-
grounds with the Earth Mover’s Distance metric [29].
This metric was minimized in the case of the Voronoi
background.
Finally we added Gaussian noise to the image. The
variance of the noise was estimated according to the
method presented by Lee and Hoppel [30], that con-
siders the noise variance of an image as the minimum
of the intensity variances calculated in blocks small
enough to select only homogeneous areas of the im-
age. We used for this the whole registered image, of
which the reference image is a 256x256 pixels portion
at the centre, as the whole image presents also blood
vessels, which have homogeneous areas in their inner
sections. Figure 3 shows the comparison between a
simulated image and the real image used as reference.
Each counting algorithm (Li and Roorda, Xue et
al., Chiu et al., DAOPHOT) was tested on these syn-
thetic images. In each case, the Voronoi diagram of
the detected cones was determined, in order to ex-
clude the cells at the boundaries from the statistics
and to compare the regularity of the mosaic.
IV. Analysis
In order to test the performance of the detection al-
gorithms, we used a variant of the Receiver Opera-
tor Characteristic (ROC) curve. The ROC curve is
widely used in medical imaging to estimate the perfor-
mance of detection techniques [31]. The ROC analysis
was conceived for classification problems, i.e. when
the detection process results in a positive/negative
response, where positive means that a feature (e.g.
a lesion) is present in the image and negative means
that such feature is not present. In our case this is
not applicable, as the task is to know how many cones
are detected in the image and possibly if their posi-
tion is correct. We therefore used a variant of the
ROC analysis, the Free-response Receiver Operating
Characteristic (FROC) curve.
The FROC analysis was introduced to integrate the
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localization task into the ROC analysis of data in the
presence of multiple lesions [32]. When the detec-
tions are compared with ground truth data, they are
divided into two types: true positive (TP), when a
detection is within a specified tolerance from a true
lesion, and false positive (FP) otherwise. The results
are summarized by a plot of the fraction of detected
lesions (TP over number of real lesions) against the
mean number of FP per image, obtained for differ-
ent levels of confidence. The horizontal axis of the
FROC curves is not normalized, as it can extend to
an arbitrary number of FP. Each curve gives the de-
tection performance for a detection algorithm (or “ob-
server”). The perfect observer curve is a straight line
that lies on the vertical axis from 0 to 1, where all
the true lesions are detected and there are no FP. In
comparing the performance of different observers, we
can say that one observer is better than another if its
curve is closer to the vertical axis and/or is higher.
In our study, the observers are represented by the
detection algorithms. For each algorithm, a thresh-
old (i.e. confidence level) was defined and varying
the threshold traces a curve in the FROC plane. In
the Li and Roorda algorithm the threshold param-
eter is the value of the dimmest local maxima that
are found after applying the imregionalmax function.
In Xue et al., the threshold is the peak value of the
dimmest cone, and in the original version of the al-
gorithm this was set by the user. In DAOPHOT, the
threshold is the amplitude of the dimmest local max-
ima in the convolved image. Chiu et al., compared
with the other algorithms, does not have a parameter
that can be straightforwardly chosen as a threshold.
But as the algorithm, similarly to Xue et al., has a
preference for bright cones over dim cones, we set the
same threshold that we used for Xue et al., i.e. the
peak value of the dimmest cone. The codes of the four
algorithms were run by varying the threshold from the
strictest one, with less detections, to the most relaxed
one, with more detections.
Each of the four methods uses its own parameters
besides the threshold value. The only parameter in
Li and Roorda is the standard deviation of the Gaus-
sian low-pass filter, but as it corresponds to the min-
imum cone separation this has a fixed value. The
Xue et al. parameters are the standard deviation of
the Gaussian filter that is applied for the estimation
of the background, the number of intensity ranges
and the size of the mask used to delete the detected
cones. The Chiu et al. parameters were empirically
found by the authors in the roginal work and were
not modified here. In DAOPHOT the only param-
eter is the standard deviation of the Gaussian used
for the convolution. Before comparing them, we run
Xue et al. and DAOPHOT algorithms with different
values of the parameters, to find the combination of
values that results in the best performance. This was
done by tracing an FROC curve for each parameter
Figure 4: Detail of a simulated image (a), detail of
the same image with 5 times the original noise (b) and
with Gaussian blur filter of 1 pixel standard deviation
(c).
combination of each code and choosing the parameter
values that gave the highest curve. Contrary to the
ROC analysis, at present there is not a universally ac-
cepted method for fitting FROC curves nor a single
index that summarises the overall performance [33].
Two of the criteria commonly used to evaluate the
detection algorithms are the calculation of the area
under the curve up to a certain FP value [34] or the
TP fraction value at a fixed FP number [35]. We use
the latter in this work.
A problem that is not usually assessed in cone de-
tection studies is how the quality of the images affects
the detection. Registration and summing of frames is
performed in order to obtain a final image with in-
creased signal-to-noise ratio and quality [24]. How-
ever, the final image can present poor quality, espe-
cially in the case of diseased eyes [36]. We therefore
simulated two series of images with decreasing quality
by applying a Gaussian blur of increasing width (with
standard deviations of 0, 0.25, 0.5, 0.75 and 1 pixel)
and by adding stronger noise (with standard devia-
tion from 1 to 5 times the value retrieved from the
reference image) to one image with the same features
as the previously simulated images (Figure 4).
While DAOPHOT uses interpolation to retrieve
the cone positions with sub-pixel accuracy, the cones
found by the Li and Roorda and the Xue et al. al-
gorithms have integer coordinates for the majority of
the detections. Li and Roorda and Xue et al. de-
tections, in fact, have non-integer coordinates only
when the centroids are calculated for connected re-
gions that are non-symmetrical with respect to the
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pixel grid, and this is not usually the case. Chiu et
al. uses centroids of connected regions as well, but
it is more common that the connected areas are non-
symmetrical compared to the other two algorithms.
For this reason, we also performed the whole de-
tection process after increasing the size of the images
by a factor 2 and by a factor 3 using cubic interpo-
lation [27], in order to increase the sampling to 0.75
µm and 0.5 µm per pixel and see how this affects the
cone localization. Even if the resizing process does
not add information to the images, we performed it
because we wanted to determine if the accuracy of the
localization process has a significant influence on the
calculation of those image parameters that are posi-
tion dependent, such as the percentage of hexagonal
cells and the mean NND.
The benefit of using the FROC analysis is not only
to have a method to compare the algorithms, but also
to have an objective way to determine the best oper-
ating point along the curve, i.e. threshold value, at
which the detection operates. As the horizontal axis
is unbound, in clinical practice FROC curves are usu-
ally displayed only over the FP range that is consid-
ered of clinical interest, with the choice of a maximum
acceptable value of FP. The cone density varies signif-
icantly even between individual healthy subjects and
at the eccentricity studied by us, 2.5 degrees tempo-
ral, the coefficient of variation can reach 15% [17, 36].
Therefore, we considered 500 FP (approximately to
15% of the mean number of cones per image) as the
maximum acceptable FP value, determining that if
the FP exceeds this value then the error is too large
to be useful. The operating point was chosen simi-
larly as for the ROC analysis by selecting the point
on the curve closest to the upper left corner (0,1).
We therefore run four algorithms with the thresh-
old at the operating point for every image, and then
calculate the cone parameters (cone density, percent-
age of hexagonal voronois and mean NND) as if the
results were not corrected by human intervention, i.e.
considering all the detections as TP. This was done
to test the reliability of the results of the algorithms
if they are run in automated mode.
V. Results
In order to trace the FROC curves, we used three
values for the radius of the tolerance region for the
discrimination between TP and FP; 0.5, 1.0 and 1.5
µm, that correspond to 0.33, 0.67 and 1.0 pixel on the
original size images. Figures 5a, 5b and 5c show the
FROC curves of the four algorithms averaged over 10
simulated images.
As expected, the overall performance for all of the
algorithms increases as the tolerance radius is relaxed.
Li and Roorda is the algorithm that, according to the
definition of FROC curve, performs best, with a curve
very close to the vertical axis if exact localization is
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Figure 5: (Color online) FROC curves for ten images
without resizing (a), resized by two (b) and resized by
three (c). Each plot displays the curves for the three
tolerance radii (solid, dash-dot and dashed line) and
for the four algorithms (blue, red, green and purple
colours). The operating points are marked with cir-
cles on the solid lines.
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Table 2: Mean values and standard deviations of the parameters percentage differences for the detections on
the images compared to the values presented in Table 1.
Cone density Regularity Mean NND
Resize x1
Li and Roorda −13.83± 0.92 −10.68± 2.81 5.69± 0.53
Xue et al. −28.00± 3.68 −20.59± 2.50 9.32± 2.65
Chiu et al. −17.09± 0.54 −7.24± 2.48 12.75± 0.38
DAOPHOT −37.41± 2.00 −18.35± 3.10 10.80± 1.48
Resize x2
Li and Roorda −12.88± 0.86 −8.83± 2.19 5.60± 0.60
Xue et al. −11.57± 1.30 −8.71± 2.54 7.19± 0.78
Chiu et al. −2.68± 0.64 −0.58± 1.62 4.67± 0.34
DAOPHOT −2.84± 0.23 −4.08± 2.19 −1.85± 0.35
Resize x3
Li and Roorda −11.39± 0.66 −8.48± 2.39 4.78± 0.49
Xue et al. −7.32± 0.73 −4.91± 1.64 6.36± 0.39
Chiu et al. −3.19± 1.78 −2.98± 1.85 2.03± 0.55
DAOPHOT −5.18± 0.35 −6.93± 2.42 −2.56± 0.40
not required. Nonetheless, even if the algorithm gives
almost no FP, the percentage of correctly detected
cones in our case reaches 85% if the images are not re-
sized. With resizing, the percentage slightly increases
but does not exceed 90% in any case. With images
at their original size, the operating point of the Xue
et al. algorithm stops at 66% of TP, with a num-
ber of FP that corresponds to 4% of the real cones.
However, the performance increases steadily with the
resizing factor, as the TP fraction goes from 85% with
a resizing of two to 92% with a resizing of three, with
FP percentages that are respectively of 2% and 0.7%.
The Chiu et al. performance on original size images
is similar to Li and Roorda, with 82% TP and al-
most no FP. After resizing is applied, the TP fraction
increases to 97% and 94% respectively, with a FP
percentage less than 1% in both cases. DAOPHOT
performance in the first case is similar to Xue et al.,
with a TP fraction of 59% and a FP percentage of
3%. For resized images, DAOPHOT performance at
the operating point is practically identical to Chiu et
al.
The cone parameters as calculated from the detec-
tions were compared to the real values, i.e. the values
used in the simulation and presented in Table 1. Ta-
ble 2 shows the means and standard deviations of the
percentage differences of the parameters.
The cone density is underestimated by all the al-
gorithms. The best overall estimates are achieved by
Chiu et al. and DAOPHOT after doubling the size of
the images, with a mean of −2.68% and −2.84% dif-
ference from the real value. If the images are resized,
Xue et al., Chiu et al. and DAOPHOT achieve bet-
ter estimates of the cone density than Li and Roorda,
for which the mean percentage difference is greater
than 10% in both cases. The regularity of the cone
mosaic is the parameter that has the overall biggest
uncertainty in its calculation, with standard devia-
tions from 1.62% to 3.10%. As for the cone density,
the regularity is underestimated in every case, with a
difference that goes from −0.58% for Chiu et al. with
resizing 2 to −20% for Xue et al. with no resizing.
The mean NND, on the other hand, is generally over-
estimated, with the exception of DAOPHOT. Com-
pared to the corresponding estimates of cone density
and regularity for the same algorithm, NND estimates
are usually more accurate, with a difference that does
not exceed 13% in any case.
Figure 6 shows how the quality of the images (noise
and blur) affects the calculation of the cone param-
eters. The plots display the percentage difference of
the parameters against the standard deviation of the
Gaussian noise (in counts per pixel) and the standard
deviation of the Gaussian filter used for the blurring
(in pixels). The amount of noise in the image, even
if increased to 5 times the value retrieved from the
original images, does not significantly affect the re-
sults, with the exception of Chiu et al. The amount
of blur, on the other hand, has a greater effect on the
detections for all the algorithms. In the worst case, in
fact, only 40% of the cones are detected and the mean
NND peaks at 30% difference from the real value.
Figures 7a, 7b and 7c show the FROC curves of
the four algorithms for the same image with gradually
decreasing quality (as we saw that the noise effect is
limited, we include only the FROC curves for increas-
ing levels of blur). The radius of the tolerance region
corresponds to the most relaxed of the radii used in
Figure 5 (1.5 µm). All of the algorithms show a sig-
nificant decrease in their performance as the quality
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Figure 6: (Color online) Cone parameters for increasing blur and noise. The resizing used is shown with
different lines, the algorithms are marked with different colours and markers.
of the image worsens, leading to less detection of TP
as well as more FP.
VI. Discussion
In this study, we developed a method for the simula-
tion of AO corrected images of cone photoreceptors
and we used the simulated images to test the perfor-
mance of four automated cone detection algorithms.
If the simulated images are analyzed at their orig-
inal size, then the Li and Roorda algorithm has the
best results and it is, together with Chiu et al., the
only one with an acceptable performance, with 85%
of the cones detected. It can be seen that the process
of increasing the size of the images by factors of two
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Figure 7: (Color online) FROC curves for one image
with increasing blur without resizing (a), resized by
two (b) and resized by three (c). The tolerance radius
used is 1.5 µm. Each plot displays the curves for three
standard deviations of the Gaussian filter applied on
the same image (dashed, dash-dot and solid line) and
for the four algorithms (blue, red, green and purple
colours).
and three improves the performance of Xue et al.,
Chiu et al. and DAOPHOT algorithms, even if no
new information is added. We believe that the main
cause for this change is the better sampling of the im-
ages. In Xue et al. the fact that the cones are better
sampled allows a more precise deletion in the deletion
step, reducing the detection of FP at the borders of
the deleted areas. The best performance reached by
the algorithm, 96% of TP, is close to the value given
in the original study, 97.7% [11]. Chiu et al. also
benefits from the improved sampling of the images,
as the segmentation of the cones is more precise. In
the case of DAOPHOT, a Gaussian function is used
to fit the cones. The Gaussian function is the best
choice for well-sampled images, i.e. PSF with a full
width half maximum of at least 2.5 pixels [22], but
this is approximately the size of the cones with the
original sampling. Doubling the size of the images is
already sufficient to reach a very good performance
with DAOPHOT, and it is not improved by further
increasing the size.
Even if the FROC curves are a useful way to vi-
sualize the overall performance of the algorithms, we
are more interested in the accuracy of the cone pack-
ing parameters (Table 2), as these represent the in-
formation actually used by clinicians. Without the
discrimination between TP and FP, the most notice-
able consequence is that the number of FP detections
can compensate for an equal number of missed TP,
leading to a better estimate of the cone density with
an actually poorer detection performance. For this
reason, the choice of an operating point is very im-
portant as it actually sets a limit to the number of FP
and to apparently good but actually incorrect density
estimates. From Table 2, we can see that density is
always underestimated. The fact that the Li and Ro-
orda algorithm incurs fewer FP but also has fewer TP
than the other algorithms at their best leads to worse
estimates of cone density and mosaic regularity.
The mean NND results improve with the resizing,
as the increased sampling allows a better determina-
tion of cone positions. It is also to be noticed that
a better estimate of one parameter, i.e. mean NND,
does not necessarily correspond to an improvement in
other parameters such as regularity.
As in the case of cone density, the percentage of
hexagonal Voronoi cells is underestimated in every
case, as the undetected cones cause a greater devi-
ation from the hexagonal arrangement. Compared
to density and NND, regularity shows no significant
improvement with resizing from double to triple. To-
gether with this, it is also the parameter with the
largest uncertainty. These reflections suggest that
the Voronoi analysis results are less stable than other
metrics, and so their reliability needs to be thoroughly
considered when used clinically, as noticed also in re-
cent works [18].
It is noticed that while doubling the size of the
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images provides a major improvement in the param-
eter estimates, resizing by a factor of three leads
to further improvement in only a limited number of
cases. Moreover, the best performance for all three
parameters is achieved using the resize factor of two,
the DAOPHOT algorithm for cone density and mean
NND and Chiu et al. for the regularity. This suggests
that in order to achieve a significant improvement in
the parameter accuracy an excessive increase of the
sampling, which would require more computational
time as well as computer memory, is not needed. Chiu
et al. is the only algorithm that detects all the cones
if the threshold is the most relaxed. It is to be noted
though that this is possible at the expense of the
speed of the detection process, as this algorithm is
the most complex of those analyzed.
In Figure 6, it can be seen that the addition of
noise affects significantly only the results of Chiu et
al. algorithm. Li and Roorda use a low-pass filter to
remove the high-frequency noise and this step proves
to be effective, as its results remain substantially con-
stant as the noise increases. For this reason, we be-
lieve that the dependence of the performance of Chiu
et al. on the noise can be stabilized in a similar way by
using low-pass filtering as the first step in the detec-
tion process. Even if the two other algorithms show a
small decline in their performance too, a preliminary
low-pass filtering can in principle be added to both of
them to further limit the effect of noise.
By contrast, the deterioration due to the blurring
notably worsens the performance of the algorithms.
All of the algorithms are affected in a similar way by
blurring. Xue et al., Chiu et al. and DAOPHOT seem
to produce inconsistent results, with an improvement
in the NND measurement while density and regularity
worsen. This could be caused by a significant number
of FP.
In the case of the Li and Roorda algorithm, the
dependence of the performance on the level of blur
in the image could explain why in our study the per-
centage of detections never exceeds 90%, while in the
original work the agreement between the manual and
the automated labelling is between 93% and 96% [10].
It is likely that this difference is due to the quality of
the images used. Our images were simulated using
as reference images acquired with a commercial AO
fundus camera. Li and Roorda, on the other hand,
used images acquired in an university laboratory both
with flood-illuminated and scanning laser ophthalmo-
scope AO systems, that generally achieve better con-
trast [2]. Therefore, we can say that the quality of an
image data set, which can depend both on the con-
dition of the subjects eye and on the imaging system
used, has a significant impact on the performance of
the cone detection algorithms.
Finally, it is to be noted that Li and Roorda and
Chiu et al. are the only algorithms that do not have
a parameter that accounts for the size of the cones.
Because of this, they can in principle be used without
modifications for images of cones acquired at different
distances from the fovea. On the other hand, Xue et
al. and DAOPHOT have size dependent parameters,
respectively the size of the mask that excludes the
detected cones and the radius of the Gaussian fitting
function, that would need to be optimized every time.
VII. Conclusions
We have developed a method for the simulation of
retinal images of cones in the parafoveal region and
we used it to reproduce images acquired with a com-
mercial AO-assisted fundus camera. The simulation
data were used to test and compare the performance
of three automated cone detection algorithms. We
introduced the use of FROC analysis to optimize the
algorithm parameters and to determine the operat-
ing point for each algorithm. The performance of the
algorithms was then compared considering both the
TP and FP detections and the estimates of the cone
parameters (density, packing regularity and mean
NND).
We found that the spatial sampling of the images,
even using resizing of the recorded images, has a sig-
nificant impact on the performance of the algorithms,
but also that an excessive upsizing does not improve
substantially the measurements. It is suggested that
the image sampling should always be provided when
presenting results obtained using these algorithms.
We saw that the percentage of hexagonal Voronoi
cells is the parameter which is most affected by errors
in cone detection, and for this reason the combined
measurements of more parameters could be a better
choice in order to characterize different retinal regions
and the retinas of different subjects [37].
We studied moreover how the performance was af-
fected by the introduction of a variable quantity of
noise or blur, finding that the level of blur signifi-
cantly affects the detections and the derived parame-
ters.
As the algorithms were tested when used automat-
ically, we believe that the results of this paper can
be taken as reference for their reliability and accu-
racy for clinicians who want to perform cone detection
without further manual supervision. The detection of
cones in diseased eyes or in low-quality images, on the
other hand, still requires accurate supervision, espe-
cially when the difference with healthy eyes is sub-
tle [37], and needs to be addressed in future studies.
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