To investigate the accuracy of measuring cerebral blood flow (CBF) using a bolus injection of Indocyanine Green (ICG) detected by near-infrared spectroscopy in adult human heads, simulations were performed using a two-layered model representing the extracerebral and intracerebral layers. Modeled optical data were converted into tissue ICG concentration using either the one-detector modified Beer-Lambert law (MBLL) method, or the two-detector partial path-length (PPL) method. The CBFs were estimated using deconvolution and blood flow index techniques. Using the MBLL method, the CBFs were significantly underestimated but the PPL method improved their accuracy and robustness, especially when used as relative measures. The dispersion of the arterial input function also affected the CBF estimates.
Introduction
The measurement of cerebral blood flow (CBF) is a crucial tool in assessing cerebral well being especially in pathological patients. Regional CBF can be measured with imaging techniques such as dynamic susceptibility contrast magnetic resonance imaging (MRI), xenon computed tomography (CT), and positron emission tomography (PET). These techniques provide a map of CBF for the whole brain but are of limited use to critically ill patients in the intensive care unit who cannot be easily transferred to such scanners. High operating costs also restrict their availability, and for the latter two methods radiation exposure limits the number of studies that can be made. For these reasons, measuring CBF optically at the bedside using nearinfrared spectroscopy (NIRS) is an attractive alternative. The NIRS technique involves placing one or more optical sources and detectors on the surface of the head overlying the cerebral region of interest. Although producing only a single point measurement instead of a 2D cross-sectional map as provided by other imaging modalities, this technique in principle provides a relatively fast, simple, and inexpensive way to measure localized CBF.
While the NIRS measurement of a relative CBF (arbitrary units) can be performed using diffusion correlation spectroscopy, 1 an absolute CBF (units of ml͞100 g͞min) has to be measured using tracer tracking techniques. Two main tracers have been used in NIRS, namely, oxy-hemoglobin 2 and Indocyanine Green (ICG). 3, 4 The use of oxy-hemoglobin as a tracer involves first slightly lowering the subject's inspired oxygen fraction, and then sharply increasing it to produce a bolus of oxy-hemoglobin flowing into the brain, which acts as the tracer. For the first few seconds, the venous outflow of the tracer can be assumed to be zero and the CBF can be calculated from the measurement of changes in arterial oxygen saturation and tissue oxy-hemoglobin concentrations using the Fick principle. The need to reduce oxygen intake can make this technique unsuitable for patients with brain injury, in whom CBF is most likely to be measured. Also since only a few seconds worth of data are used for the CBF calculation, the technique has a large coefficient of variation. 2, 5 Another tracer often used is ICG, which is a contrast agent with high absorption in the nearinfrared range, and this produces a signal with a greater signal-to-noise ratio than oxy-hemoglobin. To perform a CBF measurement, a bolus of ICG is injected intravenously, and the arterial ICG concentration may be recorded by a noninvasive pulsedye densitometer with the probe attached to a peripheral site (e.g., the ear lobe, finger, or nose), or by an invasive intra-arterial probe. The tissue ICG concentration is measured by a near-infrared spectrometer with the probe placed on the head overlying the region of interest. There are four main approaches to the calculation of CBF from the recorded arterial and tissue ICG concentrations. The first approach makes use of only the first few seconds of data when the venous outflow of ICG can be assumed to be zero 4 and is similar to the method used when oxy-hemoglobin is used as the tracer. The CBF can then be calculated by applying the Fick principle. This approach suffers from the same robustness problem as the oxy-hemoglobin tracer technique because of the relatively small amount of data considered in the calculation.
The second approach considers the slope of the initial rise of the tissue ICG concentration curve, termed the blood flow index (BFI), 6 -9 as an index of CBF. However, BFIs are only comparable when the optical properties of the measurement sites, the geometry, and the circulating blood volume are the same. This is true only during repeated measurements within the same subject. This means that BFIs can be used only as a trend measure to compare CBF at different times in the same subject with a stable cerebral blood volume (CBV) but not as an absolute measure of CBF among different subjects. Another limitation is that for a valid comparison of different BFI measurements, their arterial input functions (AIFs) have to be exactly the same, which can be difficult to achieve in practice. Zierler 10 discussed the changes in tissue concentration of a tracer as a function of time and pointed out that the tissue time-concentration curve reflects not only the vascular physiology of the tissue but also the AIF. The BFI is calculated from the initial upslope of the tissue time-concentration curve and does not consider the AIF (the arterial ICG bolus) at all. Using BFIs with different AIFs to compare CBF will therefore introduce significant errors.
The third approach exploits the concept of the impulse residue function (IRF), which carries information about the mean transit time (MTT), CBF, and volume. The IRF is the tracer concentration deposited in tissue when a unit bolus of tracer is injected instantaneously in the arterial site, resembling a delta function. 11 To recover the IRF, the arterial and tissue ICG concentrations are measured and used for deconvolution. Brown et al. 12 performed deconvolution with the constraints that the deconvolved IRF was nonnegative and has a flat plateau followed by a decreasing function. The study compared the CBF estimated by using NIRS ICG measurements and using CT measurements in six newborn piglets. Paired t-tests showed no significant difference.
The fourth approach was reported by Keller et al. 13 who derived the venous outflow as the convolution of the arterial inflow and the transport function modeled as a logarithmic normal density function. Using the Fick principle, it was claimed that both the arterial inflow and the venous outflow could be estimated from the measured tissue ICG concentration, and accordingly the MTT could also be found. The CBV was calculated as the division of the tissue ICG concentration by the arterial ICG concentration. Finally, the CBF was derived by dividing the CBV by the MTT. This study also compared the absolute CBFs measured by NIRS and perfusion-weighted MRI in six subjects and found some agreement (the differences against their mean are within two standard deviations).
The NIRS technique may seem attractive, but it poses several challenges when applied to the adult human head. First, its noninvasive nature means that a measurement is taken from the surface of the head and the measurement is subsequently contaminated by an unknown amount of extracerebral blood flow. Second, the AIF is normally measured at a peripheral site and is assumed to mimic the AIF feeding the arteries entering the field of view where the CBF is measured, i.e., the carotid or middle cerebral arteries. As a result, any dispersion of the AIF between the two sites will affect the CBF estimate. These issues have particular implications for CBF measurements in adults with a thick scalp and skull and a more substantial external vasculature.
A study using ICG and NIRS found a mean CBF of 8.3 ml͞100 g͞min in 12 healthy adult volunteers using the IRF (deconvolution) method. 7 This value is very low compared to the CBF value of approximately 60 ml͞100 g͞min as reported by other measurement techniques such as MRI bolus tracking and xenon CT. Indeed, some studies have concluded that measuring CBF with NIRS techniques is unreliable. 5, 14 Most of the published papers on measuring CBF with NIRS and ICG are experimental studies based on one of the techniques described earlier. To address the two issues raised above, it is necessary to conduct experiments under strictly controlled conditions with known variables, and this is difficult to carry out in practice. We have therefore used physiologically and experimentally informed computer simulations, which are based on an analytical model of light transport in a two-layered medium proposed by Kienle et al. 15 Both optical attenuation and mean time delay (expressed as a phase delay for a modulated source signal) were calculated.
Methods

A. Physiological Model
Indicator-Dilution Theory
The indicator-dilution theory considers a tracer being injected into the blood stream and mathematically relates the blood flow F, the AIF C art ͑t͒ and the tissue time-concentration curve, C tis ͑t͒ using the concept of the IRF, R͑t͒ 16 :
where t is time and is an integration variable. The IRF corresponds to the amount of tracer deposited in the tissue, i.e., C tis ͑t͒ when the AIF is a Dirac delta function (its integral is equal to 1 at the time of input and to zero at all other times). The first moment of R͑t͒ is the MTT and the blood volume (V) is V ϭ MTT ϫ F according to the central volume principle. 16 Within the context of this study, the AIF corresponds to ͓ICG͑t͔͒ art , and the tissue time-concentration curves correspond to ͓ICG͑t͔͒ ext and ͓ICG͑t͔͒ int for the extracerebral layer and the intracerebral layer, respectively. Based on this formulation, we can incorporate known values of blood flow and MTT together with a modeled ͓ICG͑t͔͒ art , which we simulated based on experimental data, to generate ͓ICG͑t͔͒ ext and ͓ICG͑t͔͒ int . Table 1 lists the values of blood flow, blood volume, and MTT used in the simulations. Other parameters in the table will be further discussed in Subsection 2.B.2. Using the xenon CT technique, the blood flow in the extracerebral layer was reported to be 5-8 ml͞100 g͞min. 17 A mean value of 6.5 ml͞100 g͞min has been used here. In another study, the mean absolute oxy-and deoxy-hemoglobin concentration in the forehead were found to be 6.4 and 4.3 M, respectively using near-infrared spatially resolved spectroscopy with an optical probe having one source and nine detectors (SD spacings ranging from 1.75 to 16.79 mm). 18 The total absolute tissue hemoglobin concentration (i.e., 10.7 M) was converted to the blood volume of 0.7 ml͞100 g for the extracerebral layer in Table 1 . The conversion involves the use of a nominal blood hemoglobin concentration of 14 g͞dl and a small-to-large-vessel hematocrit ratio of 0.69. 19 The values for the blood flow and volume in the brain were obtained from a MRI CBF simulation study by Calamante et al. 20 who found them suitable for simulating the blood flow and volume in the gray matter.
Physiological Parameters
Simulation of the Arterial Input Function
The experimental ͓ICG͑t͔͒ art was measured by a pulse dye-densitometer (DDG-2001 Nihon Kohden, Tokyo, Japan) with a nasal probe on a healthy adult volunteer. We found by visual inspection that the lognormal function, which has been used to approximate the arterial input function in the estimation of cardiac output, 21 also sufficiently fits the first pass of our experimentally measured ͓ICG͑t͔͒ art . One empirical feature we found in the time-concentration curve of the NIRS measured signal is that the recirculation is more dominant than that measured by other techniques such as MRI and CT. We therefore also consider the recirculation and ͓ICG͑t͔͒ art is modeled as the summation of three lognormal functions:
where 
Simulation of the Impulse Residue Functions
A simple and widely used model for the IRF in tissue is the exponential function, which considers the vasculature bed as one single and well-mixed compartment. It has been used to model the IRF in the brain 20, 22 : R͑t͒ ϭ exp͑Ϫt͞MTT͒ where t Ն 0 and the first moment of R(t) is MTT. From the measurement site to the site where ICG enters the arteries feeding the tissue in the field of view, ͓ICG͑t͔͒ art may be dispersed. The dispersion can be modeled by convolving R(t) with a dispersion function exp͑Ϫt͞␤͒͞␤ and the effective IRF becomes 20
where t Ն 0 and ␤ is the dispersion factor in units of seconds.
Simulation of the Tissue Indocyanine Green Concentration Curves
Using the AIF model, the IRFs, and the MTT and the blood flow values shown in Table 1 , ͓ICG͑t͔͒ ext and ͓ICG͑t͔͒ int can be simulated as shown in Fig. 1(b) . It can be seen that ͓ICG͑t͔͒ ext is more dispersed and has a lower peak value, which agrees with the general behavior of the tissue tracer time-concentration curve in the extracerebral layer found in a MRI study. 23 B. Optical Model
Two-Layered Analytical Model
To simulate the light propagation in the extracerebral layer and the intracerebral layer, a two-layered model for frequency domain measurements proposed by Kienle et al. 15 has been adopted. Given the depth of the first layer, the modulation frequency ͑f mod ͒, the absorption coefficients ͑ a ͒ and the reduced scattering coefficients ͑Ј s ͒ in the upper and lower layers, this model can predict the reflectance (r) at a predefined SD spacing and the phase angle () between the source and the detector. The model assumes a flat geometry both at the surface and at the boundary between the upper and the lower layers, and the lower layer is infinitely thick. It also assumes a tissue-air refractive index mismatch.
Optical Parameters
Using the two-layered model, we can predict both the reflectance and the phase angles at different surface measurement points with assigned a and Ј s in the two layers. Here the two optical coefficients are expressed as a ͑͒ and Ј s ͑͒ to highlight their wavelength dependency. Two equations have been used to form a ͑͒ in each layer. The first equation calculates the a ͑͒ before the ICG enters the field of view and is denoted by a 0 ͑͒ here:
where HHb ͑͒ and HbO 2 ͑͒ are the specific absorption coefficients of deoxy-and oxy-hemoglobin ͑M
is the total hemoglobin concentration ͑M͒, SO 2 is the tissue oxygenation (as a fraction), W is the water content (as a fraction), and a,H 2 O ͑͒ is the absorption coefficient of 100% water ͑mm Ϫ1 ͒, and a bk is a wavelength independent background absorption ͑mm Ϫ1 ͒. It is assumed that the physiology does not change over time, and subsequently these parameters are assumed to be time invariant. The values of [HbT] and W for each layer are listed in Table 1 . The water content of each layer has been measured previously using the MRI technique. 24 The SO 2 for the two layers has been set to a nominal value of 0.7. The a ͑͒ in the two layers calculated using these parameters was smaller than that used by Okada and Delpy. 25 A wavelength-independent background a bk was therefore added so that the total value matched those in Okada and Delpy 25 at 800 nm, i.e., the a bk for the extracerebral layer ϭ 0.015 mm Ϫ1 and the a bk for the intracerebral layer ϭ 0.023 mm
Ϫ1
. The existence of the background absorption was discussed previously by Essenpreis et al. 26 and Hueber et al. 27 Using these values, the total extracerebral a ͑800 nm͒ ϭ 0.018 mm
, and the total intracerebral a ͑800 nm͒ ϭ 0.036 mm
, which were the same values used in Okada and Delpy. 25 For comparison this approach also resulted in extracerebral and intracerebral a ͑759 nm͒ of 0.019 mm Ϫ1 and 0.037 mm
, respectively, which are comparable to the experimentally found extracerebral and intracerebral a ͑759 nm͒ of 0.015 and 0.030 mm Ϫ1 found in a previous study. 28 When ICG enters the field of view, a time-variant absorption change is introduced and the corresponding a , i.e., a ICG ͑t, ͒ can be modeled as
where ICG ͑͒ is the specific absorption coefficient of ICG. The [ICG(t)] here corresponds to either ͓ICG͑t͔͒ ext or ͓ICG͑t͔͒ int whose generation has been discussed in Subsection 2.A. The values of HHb ͑͒, HbO2 ͑͒, ICG ͑͒, and a,H2O ͑͒ used here were obtained from previous measurements performed in our laboratory. 4, 29 It should be noted that all the absorption coefficients here are based on the logarithm base of e, rather than 10, in order to be consistent with the diffusion theory. For the Ј s ͑͒ in the extracerebral layer, we employed an expression derived by Doornbos et al. 18 who conducted spatially resolved spectroscopy measurement on the human forehead: s
Ϫ3 where a ϭ 1141, b ϭ 0.84, and is in nanometers. In this study, the maximum SD spacing is 16.79 mm, and the results are applicable mainly to the extracerebral layer.
van der Zee et al. 30 measured Ј s for brain tissues in vitro at 800 nm. Matcher et al. 31 measured Ј s ͑͒ in the adult human forehead in vivo using time-resolved spectroscopy with a SD spacing of 40 mm, which was believed to probe both the extracerebral layer and the intracerebral layer. Here we used Ј s ͑800 nm͒ ϭ 2.2 mm Ϫ1 for the gray matter found by van der Zee et al. 30 as the reference value and adopted the wavelength dependency found by Matcher et al. 31 . Using the techniques discussed in this subsection, the reflectance and phase angles were predicted at 775, 813, and 853 nm, which were three of the wavelengths used in the spectrometer during a previous in vivo study. 7 The attenuations were calculated from reflectance, i.e., A ϭ Ϫlog e ͑r͒, and the total mean path length calculated from the phase angles, i.e., L ϭ ͑͞2f mod c tis ͒, where c tis is the speed of light in tissue. The optical data were predicted at two measurement points with SD spacings of 45 and 50 mm, which were chosen to be the same as the configuration of the optodes used in a previous study. 7 Before ICG entered the field of view, the path length at a SD spacing of 50 mm is 310 mm at 813 nm, which corresponds approximately to a differential path-length factor (DPF) of 6.2. This value agrees reasonably well with the experimental finding of 6.1 at 807 nm, using the age-dependent equation of DPF ϭ 4.99 ϩ 0.067A 0.814 where A (age) ϭ 30 years, 32 and adds to our confidence that the two-layered analytical model and the optical and physiological parameters used (as shown in Table 1 ) are suitable.
C. Conversion of Optical Data to Concentrations
Modified Beer-Lambert Law Method
One widely used technique to convert attenuation into ICG concentration is by using the MBLL 4, 7, 12 :
⌬A͞L where L is the optical mean path length, ⌬C is a column vector containing the changes in concentrations of ICG, deoxy-(HHb) and oxyhemoglobin ͑HbO 2 ͒, i.e.,
Ϫ1 is the inverse of a matrix containing the specific absorption coefficients of ICG, HHb, and HbO 2 at different wavelengths, and A is a column vector containing changes in attenuation at different wavelengths. In this work, ⌬A ϭ ͓A
͑͒, and A ICG ͑͒ are attenuations before and after ICG enters the field of view, and the three wavelengths used are 775, 813, and 853 nm. Since the concentrations of HHb and HbO 2 are set to be constant before and after the appearance of ICG, it is expected that the resulting ⌬C HHb and ⌬C HbO 2 are close to zero. It should be noted that L is in fact wavelength dependent but a fixed value is often used and scaling factors correcting for the wavelength dependency are incorporated in . This formulation assumes a homogeneous medium. We refer to the use of a single-detector measurement and the MBLL as the MBLL method.
Partial Path-Length Method
Hiraoka et al. 33 introduced the concept of partial path lengths to extend the MBLL to heterogeneous media. The partial path length of a layer is defined as a partial derivative of the measured A versus the a at that layer and can be considered as the mean path length that light has traveled in that layer. For a two-layered model with two detectors, we have Here we refer to the use of two detector measurements and the partial path-length formulation as the PPL method. As an example, using the modeling techniques described here and the parameters in Table 1 , the partial path length in the brain and the mean path length were estimated to be 18.8 and 254.5 mm for ϭ 775 nm, SD spacing ϭ 45 mm and the thickness of the first layer ϭ 8 mm. The ratio of partial to mean path length is 0.069. For comparison a previous study 28 in which a timeresolved spectrometer and Monte Carlo simulations were used found the partial path length in the brain and the mean path length of an adult subject to be 26.4 and 206.6 mm for ϭ 759 nm, SD spacing ϭ 30 mm and the thickness of the scalp and skull ϭ 7.9 mm. The corresponding ratio of partial to mean path length is 0.128. The discrepancies between these results can be attributed to different assumptions and optical properties used.
Using either the MBLL method or the PPL method, the tissue ICG concentration can be calculated. When the MBLL method is used, the notation ͓ICG͑t͔͒ det2 is used to denote the tissue ICG concentration as measured by detector 2 (SD spacing ϭ 50 mm). When the PPL method is used, the notation ͓ICG͑t͔͒ det1&2 is used to indicate that both detectors 1 (SD spacing ϭ 45 mm) and 2 are used. Figure 2 depicts ͓ICG͑t͔͒ det2 and ͓ICG͑t͔͒ det1&2 predicted with three different dispersion factors in the intracerebral layer (i.e., ␤ ϭ 0, 0.5, and 1 s) and an extracerebral thickness of 10 mm. It should be noted that ͓ICG͑t͔͒ det2 accounts for a weighted average of the tissue ICG concentrations in the extracerebral layer, i.e., ͓ICG͑t͔͒ ext and the intracerebral layer, ͓ICG͑t͔͒ int because of the assumption of a homogeneous medium. On the other hand, ͓ICG͑t͔͒ det1&2 corresponds to ͓ICG͑t͔͒ int only because of the two-layer assumption. It will be shown in Section 3 that the PPL method will provide CBF estimates less sensitive to the extracerebral blood flow. It can be seen from Fig. 2(a) that ͓ICG͑t͔͒ det2 is more dispersed and has a lower peak value, bearing more similarities to ͓ICG͑t͔͒ ext than ͓ICG͑t͔͒ int [see Fig. 1(a) ]. This indicates the influence of the extracerebal blood flow on ͓ICG͑t͔͒ det2 . On the other hand, ͓ICG͑t͔͒ det1&2 in Fig. 2(b) is more similar qualitatively to ͓ICG͑t͔͒ int showing a high sensitivity to intracerebral changes.
D. Estimation of Cerebral Blood Flow
Deconvolution
Rewriting Eq. (1) in discrete form for the tracer ICG: (7) where ͓ICG͑t͔͒ tis is the tissue ICG concentration measured by either the MBLL method or the PPL method as discussed in the previous subsection, and ⌬t is the sampling interval. Deconvolution is basically a numerical process to recover F · R(t) from the measurements ͓ICG͑t͔͒ art and ͓ICG͑t͔͒ tis . The singular value decomposition (SVD) approach has been used to perform deconvolution in general 34 and in CBF measurements with MRI bolus tracking. 35 The SVD has a threshold that allows it to handle noisy data (a higher threshold for a higher level of noise) and maintain a stable solution. Since R͑t͒ has a maximum value of 1, the maximum value of x ϭ ͓F · R͑t 0 ͒,
T is F, i.e., CBF. In actual measurements, there is a time delay between ͓ICG͑t͔͒ art measured at a peripheral site and ͓ICG͑t͔͒ tis measured over the head, potentially leading to erroneous results after deconvolution. However, the time delay can be compensated for by manually synchronizing the rise of the two curves.
Blood Flow Index
As an alternative to deconvolution, relative CBF can be quantified using the BFI, 6 which is defined here as the gradient of ͓ICG͑t͔͒ tis during the initial inflow of ICG, i.e., the difference between 90% and 10% of the peak value over the corresponding time interval. 7 
E. Numerical Experiments
Three numerical experiments were performed to investigate different aspects of the CBF and BFI estimations:
Numerical Experiment 1: The extracerebral blood flow was fixed at 6.5 ml͞100 g͞min, while the CBF varied between Ϫ20% and ϩ20% (in steps of 10%) around the baseline value of 60 ml͞100 g͞min.
Numerical Experiment 2: The extracerebral blood flow varied between Ϫ20% and ϩ20% (in steps of 10%) around the baseline value of 6.5 ml͞100 g͞min, while the CBF was fixed at 60 ml͞100 g͞min.
Numerical Experiment 3: Both the extracerebral blood flow and CBF were fixed at 6.5 and 60 ml͞100 g͞min, while the dispersion factor in the vasculature varied between 0 and 1 s (in steps of 0.25 s).
The dispersion factor in the vasculature was set to zero for Numerical Experiments 1 and 2. Table 2 summarizes the values of all the parameters used in the three experiments. The values of other parameters such as the water content, background absorption, and reduced scattering coefficients were the same as those shown in Table 1 . Kohl-Bareis et al. 23 found that the MRI perfusion signals using gadolinium-DTPA as a tracer were more dispersed in shape at the extracerebral site than those at the intracerebral site. To incorporate this finding, a larger dispersion factor of 6 s was used for R(t) in the extracerebral layer. Also, R(t) was normalized to give a maximum value of 1 so that the maximum value of the deconvolved F · R(t) corresponds to the extracerebral blood flow. In each numerical experiment, the optical data (attenuation and phase angle) were predicted from the two-layered analytical model while the thickness of the upper layer varied between 8 and 12 mm in steps of 2 mm. In each numerical experiment, the predicted optical data were analyzed by the MBLL method and the PPL method. When using the MBLL, the mean path length needs to be calculated from the phase angle. Strictly speaking, the mean path length L͑t, ͒ is both time and wavelength dependent. In reality, the experimentally measured phase angles are often very noisy, which in turn affects the accuracy of the estimated L͑t, ͒. Therefore one average phase angle is often used for a period of time. In this work we also used one phase angle (the point before the ICG appears) at each wavelength generated by the twolayered analytical model to calculate one L͑͒ for the entire tissue ICG time-concentration curve. To use the PPL method, the partial path lengths in the upper and lower layers as measured by the two detectors, i.e., m,n ͑m, n ϭ 1 or 2͒ were estimated using a first-order approximation as described in Subsection 2.C.2. The partial path lengths are also time and wavelength dependent, i.e., m,n ͑t, ͒, but to estimate them accurately using experimental measurements we need to know the evolution of a ͑t, ͒ in the two layers, which is in fact what we are trying to measure. Therefore it was assumed that the partial path lengths did not change significantly during the inflow and clearance of the ICG, and they were estimated before the ICG appeared in the field of view. This assumption inevitably introduced certain errors, which we will further discuss later. For both methods, the threshold in the deconvolution was set to a rather small value of 1% of the maximum singular value because no noise was present in the predicted data.
Results
Here we report the results obtained from the three numerical experiments. For each experiment, the estimated CBFs are given in both absolute units ͑ml͞100 g͞min͒ and relative units (% change). The estimated absolute CBFs are biased to different degrees owing to the presence of the extracerebral blood flow in all cases. However, the estimated relative percentage changes in CBFs are in some cases quite accurate. For Numerical Experiments 1 and 2 ( Figs.  3 and 4) , all the relative percentage changes were calculated with respect to the middle value (out of five values), while in Numerical Experiment 3 (Fig. 5 ) the results corresponding to the dispersion factor ␤ ϭ 0 s (the first value) were used as the reference values.
The absolute BFI values in terms of M͞s depend on the optical properties of the measurement site and the total circulating blood volume, which are likely to differ in different subjects. Therefore absolute BFIs cannot be compared between different subjects. Using BFI in the same subject at different times, relative percentage changes in BFIs are sufficient. Therefore we present only the results of relative percentage changes in BFIs here but not the absolute values. Figures 3, 4 , and 5 show the results of the three numerical experiments. In all the figures, the three panels on the left are the results obtained using the MBLL method (single detector with 50 mm SD spacing) while the three on the right are the results obtained using the PPL method (two detectors with spacings of 45 and 50 mm, respectively). An identity line (dotted line) was drawn, where appropriate, on each figure corresponding to the ideal CBF or BFI estimates.
A. Influence of the Extracerebral Blood Flow on Cerebral Blood Flow and Blood Flow Index Estimation
In the first two numerical experiments, we investigated the influence of the extracerebral blood flow on the CBF and BFI estimations. Figure 3 shows the results of Experiment 1 whereby the extracerebral blood flow was kept constant at 6.5 ml͞100 g͞min, and the real CBF varied between Ϫ20% and 20% of its baseline value of 60 ml͞100 g͞min. Using the MBLL, it can be seen from Fig. 3(a) that all the estimated absolute CBF was between 6.5 and 8.5 ml͞100 g͞min, which are close to the constant extracerebral blood flow at 6.5 ml͞100 g͞min showing its influence on the CBF estimates. The relative percentage changes in the estimated CBF and BFIs as shown in Figs. 3(c) and 3 (e) do show some small changes as the underlying real CBF varies [e.g., for extracerebral thickness at 8 mm, Fig. 3(c) shows that the percentage change of estimated CBF is only Ϯ5% for real CBF changes Ϯ20%]. However, the sensitivities are therefore small. This means that the percentage changes of both CBF and BFI are largely underestimated. The sensitivity of those results corresponding to a thinner extracerebral layer (e.g., 8 mm) is marginally higher. These results once again show that both the CBF estimates and the BFIs are dominated by the extracerebral blood flow, which was kept constant in this experiment.
Using the PPL method, the estimated absolute CBF is comparatively closer to the identity line as shown in Fig. 3(b) . As discussed in Subsection 2.E, only the partial path lengths before the appearance of ICG were estimated and used for the whole tissue ICG time-concentration curve. Although this approach makes this method more readily applicable in practice, the errors introduced resulted in the discrepancies between the absolute CBF estimates and the identity line. It is also the case that the thicknesses of the extracerebral layer have an effect on these absolute CBF estimates, and in this example the absolute CBF estimates approach the identity line as the extracerebral layer thickness becomes larger, e.g., 12 mm. Figure 3(d) shows the relative percentage changes of CBFs, and in all cases the estimates follow the identity line. Although not as good as its CBF counterpart, the percentage changes in BFIs still follow the identity line reasonably closely as shown in Fig. 3(f) . It is also noted that similar relative percentage changes are observed when different extracerebral layer thicknesses are used.
In Numerical Experiment 2, the CBF was kept constant at 60 ml͞100 g͞min while the extracerebral blood flow was varied between Ϫ20% and ϩ20% of its baseline value of 6.5 ml͞100 g͞min. Using the MBLL method, Fig. 4(a) shows that the estimated absolute CBF varies linearly between 5 and 9 ml͞100 g͞min in all cases, which again indicates the large influence of the extracerebral blood flow. show the results obtained using the MBLL method. As discussed in Subsection 3.B, the ͓ICG͑t͔͒ tis obtained using this method is dominated by the extracerebral blood flow, and this is confirmed by Fig. 5(a) in which the absolute CBF estimates are much smaller than the real CBF. Ideally, one would hope that the CBF estimates and the BFIs would remain constant and not be altered by the dispersion, i.e., zero relative percentage changes. The relative percentage changes of CBF estimates and BFIs shown in Figs. 5(c) and 5(e) increase by approximately 5% and 10%, respectively (for extracerebral thickness of 8 mm), as the dispersion factor increases from 0 to 1 s. These erroneous changes are in fact smaller than those obtained by the PPL method as shown in Figs. 5(d) and 5(f ). However, it does not mean that the MBLL method is more robust in the presence of dispersion but that ͓ICG͑t͔͒ tis calculated using the MBLL method is less sensitive to intracerebral changes. This can be better explained by referring to Fig. 2(a) in which ͓ICG͑t͔͒ det2 (͓ICG͑t͔͒ tis measured by detector 2) corresponding to three dispersion factors in the intracerebral layer are plotted. It can be seen that their shapes are similar to each other, indicating that any changes in the intracerebral layer has small influence on ͓ICG͑t͔͒ det2 .
Using the PPL method, the absolute CBF estimates are reduced by a considerable amount as the dispersion factor increases from 0 to 1 s as shown in Fig. 5(b) . Figure 5(d) shows the relative percentage changes, which are as much as Ϫ40% when the dispersion factor is 1 s. The strong effect of dispersion on the CBF estimates can be better appreciated by referring to Fig. 2(b) , which shows that ͓ICG͑t͔͒ det1&2 becomes more dispersed and has a lower peak value as the dispersion factor is increased from 0 to 1. These characteristics of the curves translate to a large reduction of the CBF estimates after deconvolution. As for the BFI in Fig. 5(f) , the relative percentage changes are reduced by approximately Ϫ25% when the dispersion factor increases from 0 to 1 s. Since, the BFI is calculated from the initial rise of ͓ICG͑t͔͒ det1&2 and is not influenced by the dispersion of the remaining part of the curve, it turns out that the reduction in the percentage change in BFI is smaller than those in the CBF estimates.
Discussions and Conclusions
The use of NIRS and ICG in assessing cerebral hemodynamic variables has been attempted by many research groups. It has been reported that the qualitative shape of the measured tissue ICG concentration time curves can reflect the health of cerebral perfusion. 36, 37 However, turning the tissue ICG time-concentration curves into quantitative CBF estimates in ml͞100 g͞min or BFIs is more difficult and controversial. We have shown through computer simulations that CBF (absolute and relative) and BFIs (relative) estimated using the MBLL method (one detector) are heavily weighted toward the extracerebral blood flow.
The PPL method (two detectors) improves the sensitivities of the CBF estimates (absolute and relative) and the BFIs (relative) to the underlying real CBF changes and reduces the influence of varying extracerebral blood flows (increasing robustness). An accurate quantification of absolute CBF in ml͞100 g͞min using this method, on the other hand, is difficult because the PPL method involves the estimation of partial path lengths using computer simulations and therefore requires accurate measurements of optical properties in each layer, which are difficult to obtain in practice. As for BFI as a relative measure, it should be noted that the initial rise of a tissue ICG concentration time curve is not linear, and subsequently the corresponding BFI does not increase linearly with the underlying real CBF. This explains the lack of linearity of BFIs we found in Figs. 3(e), 3(f), 4(e), 4(f), 5(e), and 5(f). Our results suggest that using the CBF estimates obtained from the PPL method as relative measures to quantify percentage changes from a baseline value is by far the most reliable approach to assess cerebral perfusion. Different extracerebral thicknesses also do not seem to influence these percentage changes significantly as demonstrated in Figs. 
3(d) and 4(d).
The problem becomes more complicated when the dispersion in the vasculature is taken into account. Figure 5 shows that the CBF estimates and the BFIs are biased in the presence of dispersion even using the PPL method. This is in fact a more fundamental problem of the dilution indicator methodology. The IRF approach cannot distinguish tracer dispersion in the feeding vessels, i.e., ͓ICG͑t͔͒ art from tracer retention in the capillary bed of the field of view, i.e., ͓ICG͑t͔͒ int . 20, 38 This limitation is particularly relevant in NIRS measurements because ͓ICG͑t͔͒ art is often measured at a peripheral site (e.g., nose or ear lobe), which is some distance away from the actual feeding vessels in the brain. It has been suggested that resolving this problem requires the modeling of the vasculature, which has been attempted in the MRI bolus tracking technique. 38 Apart from the PPL approach, one other possible method to estimate the optical properties in the two layers separately is to use the two-layered optical model for inversion. 15 This has not been done here because it is generally not valid to use the same model for forward modeling and inversion. However, in general the two-layered model can be used for inversion in experimental measurements although there may be issues concerning long computation time and robustness.
We do not expect the two-layered optical model used here to be able to accurately predict the actual optical data measured in a real human head. The two-layered model is a gross simplification in that the complicated layered structure of a head is simplified to two flat layers corresponding to the extracerebral and intracerebral layers. Also, the cerebrospinal fluid has been ignored. Okada and Delpy 25 showed that the presence of low-scattering cerebrospinal fluid increases the partial path length in the brain and hence the actual optical measurements on the surface of the head may have a higher sensitivity to the real CBF than our results shown. In any case, the relatively effective method we found here, namely, the PPL method, involves the weighted subtraction of a as measured by two detectors. Any discrepancies attributable to the use of an inaccurate optical model apply equally to both a and are substantially canceled out in the subtraction. We therefore expect the results obtained from the PPL method using the proposed modeling technique to be sufficiently valid. In a recent experimental study in which the CBFs of ten adult volunteers were increased (as assessed by transcranial Doppler) by the administration of acetazolamide, we found that the velocity of the middle cerebral artery as measured by transcranial Doppler was increased by 49 Ϯ 21%. However, the BFIs calculated using the MBLL method were unable to detect a statistically significant increase of the underlying CBF. 9 We are currently investigating the use of the PPL method in this set of data.
When different baseline physiological or optical parameters (e.g., water content or a bk ) are used, the absolute CBF and BFIs obtained will also differ because the general distribution of light would have been changed as a result. We carried out a test (results not shown here) in which the extracerebral and intracerebral a bk were reduced to half of the values shown in Table 1 . Unsurprisingly, we found different values for the absolute CBF and BFIs. However, the central messages stated here still applied, i.e., (1) using the MBLL method, the absolute CBF was significantly underestimated, (2) the PPL method improved the accuracy and robustness, (3) the CBF estimates were best used as relative measures, and (4) the dispersion of the AIF affected the CBF estimates.
