Abstract. In this paper we prove an asymptotically tight bound (asymptotic with respect to the number of polynomials for fixed degrees and number of variables) on the number of connected components of the realizations of all realizable sign conditions of a family of real polynomials. More precisely, we prove that the number of connected components of the realizations of all realizable sign conditions of a family of s polynomials in R[X 1 , . . . , X k ] whose degrees are at most d, is bounded by
This improves the best upper bound known previously, which was 1 2
The new bound matches asymptotically the lower bound obtained for families of polynomials each of which is a product of generic polynomials of degree one.
Introduction
Let K be a field and P ⊂ K[X 1 , . . . , X k ] be a finite family of polynomials with #P = s. Then, P naturally induces a partition of K k into constructible subsets, such that over each subset belonging to the partition, each polynomial P ∈ P either vanishes at every point of the subset or is non-zero at every point of the subset and each such set is maximal with respect to this property. If moreover K is an ordered field, we can consider a refined partition, such that each P ∈ P maintains its sign over each element of the partition. Notice that the number of sets in the partition can be at most 2 s in the unordered and 3 s in the ordered case. However, much tighter bounds are known in both cases [3, 15] . In fact, in case the field K is R or C, the number of connected components of the partition of K k induced by P is bounded by a polynomial function of s of degree k.
In this paper, we prove asymptotically tight bounds on the number of connected components of sets in the partitions described above. Our bounds are asymptotic in s, with the number of variables and the degrees of the polynomials in P considered fixed.
Preliminaries
We begin with a few definitions. Let R be a real closed field and C its algebraic closure. For x ∈ R, we define Let P be a finite subset of R[X 1 , . . . , X k ]. A sign condition (resp. zero pattern) on P is an element of {0, 1, −1} P (resp. {0, 1} P ). Given P, we fix Ω > 0 to be a sufficiently large element of R, and denote by B k (0, Ω) = {x ∈ R k | |x| 2 ≤ Ω}.
In our arguments we will often consider subsets of C k ∼ = R 2k and we will denote the unit ball in C k also by B 2k (0, Ω), that is B 2k (0, Ω) = {x ∈ C k | |x| 2 ≤ Ω}.
We will restrict our attention to realizations of sign conditions (resp. zero patterns) inside the ball B k (0, Ω) (resp. B 2k (0, Ω)). The realization of the sign condition σ, is the semi-algebraic set
sign(P (x)) = σ(P )} ∩ B k (0, Ω).
We call a connected component C of R(σ, R k ) to be bounded if C ∩∂B k (0, Ω) = ∅ and unbounded otherwise.
The realization of the zero pattern ρ, is the set
It is a consequence of Hardt's triviality theorem that the homeomorphism type of R(σ, R k ) (resp. R(ρ, C k )) is constant for all sufficiently large Ω > 0.
We write the set of zeros of
We let (resp. ) the set
and Zero-pattern(P) = {ρ ∈ {0,
For σ ∈ {0, 1, −1} P we will denote by b
, the i-th Borel-Moore homology group of the locally closed set R(σ, R k ) with coefficients in Z 2 . Similarly, we will denote by b i (σ, R k ) the dimension of H i (R(σ, R k )), the i-th singular homology group of R(σ, R k ) with coefficients in Z 2 . We will denote by
For ρ ∈ {0, 1} P we will denote by b
, the i-th Borel-Moore homology group of the locally closed set R(ρ, C k ) with coefficients in Z 2 . We will denote by
In general for any locally closed semi-algebraic set X, we denote by b
BM i
(X) to be the dimension of H BM i (X) with Z 2 -coefficients, and we will denote
It will be useful to have following notation.
where
In some applications, for instance in bounding the number of combinatorial types of polytopes or order types of point configurations (see [8, 9] ), one is only interested in the number of realizable sign conditions or zero patterns and not in any topological properties of their realizations. In these situations it is useful to obtain bounds on,
as well as
Note that, N R (s, d, k) is the maximum number of sign conditions realized in R k by a set of polynomials of size s and degrees bounded by d.
Known Bounds
3.1. Zero patterns. The problem of bounding the number of realizable zero patterns of a sequence of s polynomials in k variables of degree at most d over an arbitary field was considered by Ronyai et al. in [15] , where they prove
using linear algebra arguments. However, their method is not useful for the problem of bounding the number of realizable sign conditions over an ordered field.
3.2. Sign conditions. We now consider the case of sign conditions. When
, since the realization of each realizable sign condition in this case is a convex polyhedron, which is clearly connected. It is also easy in this case to deduce an exact expression for
This is the number of cells of all dimensions in an arrangement of s hyperplanes in general position in R k . For 0 ≪ k ≪ s we have,
. Previously, Warren [18] had proved a bound of 4esd k k on the number of realizable strict sign conditions (that is sign conditions σ such that σ(P ) = 0 for all P ∈ P).
The following bounds on the sums of the individual Betti numbers of the realizations of all realizable sign conditions restricted to a real variety of real dimension k ′ also defined by polynomials of degree at most d was proved in [4] .
(where the last parameter k ′ denotes the dimension of the ambient variety). Note that, b 0,R (P) is the total number of semi-algebraically connected components of the realizations of all realizable sign conditions of P and the above result gives an asymptotic bound of 1 2 8esd k k (which is asymptotically same as that proved by Alon in [1] ) on the number of connected components of the realizations of all realizable sign conditions which is a priori larger than just the number of realizable sign conditions. This distinction is important since in many applications, for instance in bounding the number of isotopy classes of point configuations, it is the number of connected components which is important. Also, note that in the case d = 1, the upper bound in (3.2) is actually realized by families of hyperplanes in general position and hence, the expression in (3.2) also provides a lower bound on
In this paper we consider the problem of proving an asymptotic upper bound 
The leading coefficient of the above bound is ∼ 8ed k k .
On the other hand by taking s polynomials each a product of d generic linear polynomials, we have by (3.2) a lower bound of
The leading coefficient of the lower bound is,
(In the above bounds we provide the asymptotic estimates on the right for aid in comparison.) Clearly, the upper and lower estimates differ by a factor of 4 k . As mentioned in the introduction, this gap is due to the fact that the technique used in proving the upper bound (3.4) involves replacing the given family of polynomials by another family obtained by infinitesimal perturbations of the original polynomials. The realizations of a certain subset of strict sign conditions of this new family are then shown to be in one to one correspondence with the realizations of all realizable sign conditions of the original family. Moreover, the corresponding realizations have the same homotopy type. However, the cardinality of the new family is four times that of the original family, and this fact introduces an extra factor of 4 k in the upper bound.
Brief Summary of our method
In this paper we use a new technique for proving an upper bound on b 0,R (s, d, k) that avoids replacing the given family of polynomials by a larger family of polynomials. The new idea is to consider the zero patterns of the given family of polynomials over C k , where we are able to use degree theory of complex varieties and certain generalized Bezout inequalities, as well as inequalities derived from the Mayer-Vietoris exact sequence, to directly obtain an asymptotically tight bound on the sum of the Borel-Moore Betti numbers of the realizations of all realizable zero patterns of the original family of polynomials in C k . This in turn provides an asymptotically tight bound on the sum of the Borel-Moore Betti numbers of the realizations of all realizable sign conditions of the same family in R k using Smith inequalities (see Proposition 6.5 below). Note that even though we are interested in bounding the number of connected components of sign conditions over R k , in order to use Smith inequality we need to bound the higher Betti numbers of the zero patterns in C k . The reason for using Borel-Moore homology instead of singular homology is that Borel-Moore homology has an useful additivity property (see Proposition 6.3 below) not satisfied by singular homology. This property plays an important role in our proofs. However, in order to obtain bounds on the number of connected components of the realizations of sign conditions, we need to relate the Borel-Moore Betti numbers of the realizations of sign conditions, with the number of connected components. We prove that the number of bounded connected components of any fixed sign conditions is bounded by the sum of the Borel-Moore Betti numbers of the realization of the sign condition (see Lemma 7.9 below). This allows us to bound the number of bounded connected components in terms of the Borel-Moore Betti numbers. We bound the number of unbounded components separately using (3.4).
Main Results
We obtain the following bound on the number of connected components of the realizations of all realizable sign conditions of a family of polynomial.
Theorem 5.1.
This matches asymptotically the lower bound obtained by taking s polynomials each of which is a product of d linear polynomials in general position.
In the process of proving Theorem 5.1, we slightly improve the bound on N C (s, d, k) proved by Ronyai et al. [15] mentioned above.
Denoting by N C, ℓ (s, d, k) the maximum number of realizable zero patterns whose realizations are of (complex) dimension ℓ, we have
This yields immediately the bound,
Notice that,
for sufficiently large s with fixed d and k, and thus the bound in (5.1) is slightly better than that in (3.1).
Remark 5.3. We would like to point out that it is tempting to try to prove Theorem 5.1 by first proving the bounds for sufficiently generic polynomials P ⊂ R k , and then proving that generic families of polynomials actually represents the worst case. While it is indeed easy to prove the bound in Theorem 5.1 for generic families, it is not at all clear how to prove the second statement.
In some special case, for instance, for families of linear polynomials, one can prove that infinitesimal perturbations of the input polynomials can only increase the number of cells in the arrangement (see for instance [12] ). Hence, for the problem of bounding the number of cells in an arrangement of hyperplanes it suffices to consider hyperplanes in general position. But for polynomials of degree greater that one, there is no guarantee that an arbitrary infinitesimal perturbation of any given family of polynomials will not increase the Betti numbers of the realizations of the realizable sign conditions. The rest of the paper is organized as follows. In Section 6, we state some results we will need for the proof of the main theorems with appropriate references. In Section 7 we prove the main results of the paper.
Mathematical Background
In this section we state without proof some well known results regarding the topology of complex affine varieties which we will need in the proof of the main theorem. We also point the reader to appropriate references for the proofs of these results.
6.1. Homotopy type of complex affine varieties. Let V ⊂ C k be an affine variety of complex dimension ℓ. If we consider V as a real semi-algebraic set in R 2k , then its real dimension is 2ℓ. However, following theorem due to Karchyauskas [11] , tells us that V has the homotopy type of a CW-complex of (real) dimension ℓ. A proof which uses stratified Morse theory can be found in [10] (Section 5.1, page 198).
Then, V is homotopy equivalent to a CWcomplex of (real) dimension ℓ and each V i is homotopy equivalent to a sub-complex of dimension dim C V i . In particular, H i (V ) = 0 for i > ℓ.
6.2. Generalized Bezout Inequality. In our proof we will need to use the following generalized form of Bezout's theorem (see for instance Example 8.4.6 (page 148) in [7] ).
Recall that the degree of an irreducible complex projective variety
Theorem 6.2. Let V 1 , . . . , V s be complex projective varieties, such that each V i is a union of irreducible varieties of the same dimension, and Z 1 , . . . , Z t be the irreducible components of the intersection
Note that there is no assumption on the dimensions of the Z i 's or those of V i 's. 6.3. Exact Sequence for Borel-Moore Homology. We will assume that the reader is familiar with the definition of Borel-Moore homology groups for locally closed semi-algebraic sets (see for instance [6] , Definition 11.7.13). Let W ⊂ C k be a closed set and A ⊂ W a closed subset of W . Then the following exact sequence relates the Borel-Moore homology groups of W , A and W \ A (see Proposition 11.7.15 in [6] ).
In particular,
Now suppose that A = ∪ 1≤i≤n A i , where each A i are closed and bounded subsets of C k . The following inequality is a consequence of the Mayer-Vietoris exact sequence for simplicial homology groups, noting that the Borel-Moore homology are isomorphic to the simplicial homology groups for closed and bounded sets.
6.4. Smith Inequalities. Let X be any compact topological space and c : X → X an involution. Let F ⊂ X denote the set of fixed points of c, and let X ′ denote the quotient space X/(x = cx). The projection map X → X ′ maps F homeomorphically onto a subset of X ′ (which we also denote by F ). The following exact sequence called the Smith exact sequence is well known (see for instance [17] , page 131).
(here as elsewhere in this paper all homology groups are taken with coefficients in Z 2 ). As an immediate consequence we have that for any q ≥ 0,
We are going to apply Smith theory in the case where X ⊂ C k is the intersection with B 2k (0, Ω) of the basic constructible subset, defined by a formula, (6.1)
where P i ∈ R[X 1 , . . . , X k ]. Let c denote the complex conjugation and F ⊂ X its set of fixed points. Clearly, F ⊂ B k (0, Ω) is defined by the same formula as in (6.1). The Borel-Moore Betti numbers of X (as well as F ) are by definition the ordinary simplicial homology groups of the compact pairs (X, X \X) (resp. (F , F \F )) where X (resp. F ) denotes the closure (in the Euclidean topology) of X (respectively F ). It is easy to see that the action of conjugation c extends to X and the Smith exact sequence yields the following inequality.
6.5. Oleinik-Petrovsky-Thom-Milnor Inequalities. We will also need the following inequality proved separately by Oleinik and Petrovsky [14] , Thom [16] and Milnor [13] , bounding the sum of the Betti numbers of a real algebraic set. In particular, it also gives a bound on the sum of the Betti numbers of a complex algebraic set considered as a real algebraic set in an affine space twice the dimension of the complex one. Moreover, since Borel-Moore homology agrees with singular homology for compact sets, we have
Proofs of the Main Results
As mentioned before, we first prove a bound on the sum of Borel-Moore Betti numbers of the realizations of all realizable zero patterns of a given family of polynomials over C k . We will then apply this result in the real case via the Smith inequality. The first part of this section is devoted to the proof of the following proposition.
Proposition 7.1. Let P ⊂ C[X 1 , . . . , X k ], be a family of polynomials, with #P = s and deg(P ) ≤ d for all P ∈ P. Then,
For ρ ∈ Zero-pattern(P), let P ρ = {P ∈ P | ρ(P ) = 0} and let
We first prove a bound on the number of isolated points occuring as realizations of zero patterns.
Proof. Let P = {P 1 , . . . , P s } (the implicit ordering of the polynomials in P will play a role in the proof). First consider a sequence of k polynomials of P, P i1 , . . . ,
. denote the irreducible components of Z(P i1 , C k ). Similarly, let {W α1,α2 } α2=1,2... denote the irreducible components of W α1 ∩ Z(P i2 , C k ) and so on. We prove by induction that for 1 ≤ ℓ ≤ k,
The claim is trivially true for ℓ = 1. Suppose it is true upto ℓ − 1. Then using Theorem 6.2 we get that
Now let dim C V ρ,i = 0 and we denote the corresponding point in C k by p. We first claim that, there must exist P i1 , . . . , P i k ∈ P ρ , with 1 ≤ i 1 < i 2 < · · · < i k ≤ s, and ireducible affine algebraic varieties V 0 , V 1 , . . . , V k satisfying:
(
Note that in the sequence, V 0 , V 1 , . . . , V k , dim C (V i ) is necessarily equal to k − i. To prove the claim, let P ρ = {P j1 , . . . , P jm },
It is clear from construction that the sequence V 0 , . . . , V k satisfies the properties stated above, thus proving the claim.
The number of sequences of polynomials of length k, P i1 , . . . ,
The lemma now follows from the bound in (7.1). The following lemma is a generalization of the above lemma to positive dimensional realizations of zero patterns.
Proof. In order to bound the degree of V ρ,i with dim C V ρ,i = ℓ, it suffices to count the isolated zeros of the intersection of V ρ,i with a generic affine subspace L of dimension k − ℓ. Since there are only a finite number of V ρ,i 's to consider we can assume that, (1) L is generic for all of them, (2) the sets V ρ,i ∩ L are pairwise disjoint,
Now restrict to the subspace L and apply Lemma 7.2, noting that an isolated point of V ρ,i ∩ L is an isolated point of the family P restricted to L.
For each ρ ∈ Zero-pattern(P), let W ρ,1 , . . . , W ρ,m(ρ) be the irreducible components of V ρ of dimension d ρ having the property that no polynomial in P \ P ρ vanishes identically on on any of them. This implies that each W ρ,j ∩ R(ρ, C k ) is non-empty and of complex dimension d ρ . (Thus, the union of the sets W ρ,j ∩ R(ρ, C k ) is the full dimensional part of the constructible set R(ρ,
(W ρ ) can be bounded in terms of d and k independent of s as follows. The exact nature of the dependence of this bound on d and k is not important for the asymptotic result that we prove in this paper. However, we are able to show the following.
Proof. We first claim that deg(
is the number of isolated points in the intersection of V ρ with a generic affine subspace, L ⊂ C k , of dimension k − d ρ . Now, V ρ is an affine algebraic set in C k defined by polynomials of degree at most d. Identifying C k with R 2k , and separating real and imaginary parts, we have that the intersection L∩V ρ ⊂ R 2(k−dρ) , is a real algebraic set defined by polynomials of degree at most d. Applying Proposition 6.6 we have that, the number of isolated points of
, it is defined by at most k + 1 polynomials each of degree at most d O(k) . Now using Proposition 6.6, we obtain that
If Q is any subset of P an easy extension of the above argument also yields,
We remark here that the bounds in 7.4 and 7.5 are unlikely to be tight and improving them might lead to bounds which are optimal not just asymptotically, but for all values of s, d and k.
The following lemma is key to the proof Theorem 5.1.
Lemma 7.6. Let ℓ > 0 and ρ ∈ Zero-pattern(P) with
Proof. Let ρ ∈ Zero-pattern(P) with d ρ = ℓ, and let
We now bound the second term b BM ℓ−1 (A ρ ) in terms of s as follows. Expressing A ρ as the union ∪ P ∈P\Pρ Z(P, C k ) ∩ W ρ ∩ B 2k (0, Ω), we obtain using Mayer-Vietoris inequalities for Borel-Moore homology groups (Proposition 6.4),
Now using the generalized Bezout inequality (Theorem 6.2) and noting that for any complex affine algebraic set X ⊂ C k , b 0 (X) ≤ deg(X), we have that
since each polynomial in Q has degree at most d. Thus,
Also, using Lemma 7.5 we have that the second part of the sum,
Proof. Follows from Lemmas 7.6 and 7.3.
Proof. (Proof of Proposition 7.1) Follows directly from from Lemma 7.7, since 0 ≤ d ρ ≤ k, for each ρ ∈ Zero-pattern(P).
We now consider the real case directly. We first prove a few preliminary lemmas.
Lemma 7.8. Let C ⊂ R k be a bounded connected component having real dimension ℓ of the basic semi-algebraic set defined by,
Let h : ∆ → C be a semi-algebraic triangulation of C and σ an (ℓ − 1)-simplex of the triangulation. Then the number of ℓ-simplices η in ∆ such that σ is a face of η is even.
Proof. Consider the real algebraic set V ⊂ R k+s−m defined by,
where T m+1 , . . . , T s are new variables. Let π : R k+s−m → R k be the projection map which forgets the new co-ordinates. Since C is bounded, π −1 (C) ∩ V is the disjoint union of two connected components, C 1 , C 2 of V , each homemomorphic to C. Moreover, any triangulation of C can be lifted to a triangulation of C 1 ∪ C 2 . Now, C 1 is a connected component of a real algebraic set of dimension ℓ. Thus, it suffices to prove the lemma in case C is a connected component of a real algebraic set. We now refer the reader to the proof of Theorem 11.1.1 in [6] , where the same claim is proved in case C is a real algebraic set of dimension ℓ. However, the proof which is of a local character also applies in case C is only a connected component of a real algebraic set.
Lemma 7.9. Let C ⊂ R k be a bounded connected components of a basic semialgebraic set, S ⊂ R k , defined by P 1 = · · · = P m = 0, P m+1 > 0, . . . , P n > 0, P n+1 < 0, . . . , P s < 0, such that the real dimension of C is ℓ. Then, for all sufficiently large Ω > 0, b BM ℓ (C ∩ B k (0, Ω)) ≥ 1.
Proof. Let S ⊂ R k be the set defined by P 1 = · · · = P m = 0, P m+1 > 0, . . . , P n > 0, P n+1 < 0, . . . , P s < 0 and let T = S ∩ B k (0, Ω). For all sufficiently large Ω > 0, each bounded connected component of S, is also a connected component of T . Since T is bounded, from the definition of Borel-Moore homology groups we have that,
Let h : ∆ → T be a semi-algebraic triangulation of the pair (T , T \ T ). Now by Lemma 7.8, and each (ℓ − 1)-simplex σ in ∆ with image in C, σ is a face of an even number ℓ-simplices with image in C. Moreover, if σ is a face of an ℓ-simplex η whose image is in C and h(σ) ⊂ C, then h(σ) ⊂ T \ T . It now follows that there exists a non-empty set of ℓ-simplices with image contained in C, having the property that each (ℓ − 1)-face of a simplex in the family is either contained in an even number of simplices of the family or has its image in T \ T . Let Z ∈ C ℓ (∆) denote the sum of these simplices. Clearly, Z represents a non-zero Z 2 -homology class in H Let P ⊂ R[X 1 , . . . , X k ]. For Q ⊂ P, let Σ Q = {σ ∈ {0, 1, −1} P | σ(P ) = 0 ∀P ∈ Q, σ(P ) = 0 ∀P ∈ P \ Q}, and let ρ Q ∈ {0, 1} P be defined by, ρ Q (P ) = 0, ∀P ∈ Q, = 1, ∀P ∈ P \ Q.
Also, let W Q,R = ∪ σ∈ΣQ R(σ, R k ). Notice that W Q,R is the fixed point of set of the action of complex conjugation on R(ρ Q , C k ). It follows from Proposition 6.5 that,
with ρ ′ = ρ, we must have that dim C (V ρ,i ∩ R(ρ ′ , C k )) < ℓ, since R(ρ, C k ) ∩ R(ρ ′ , C k ) = ∅ and dim C (V ρ,i \ R(ρ, C k )) is clearly < ℓ. Thus, if we charge ρ to V ρ,i , it is clear that V ρ,i cannot be charged by any zero pattern other than ρ. It follows from Lemma 7.3 the number of distinct V ρ,i of dimension ℓ is bounded by
