ABSTRACT. This short note presents an alternate approximation of concave cost functions used to reflect economies of scale in process design and supply chain optimization problems. To approximate the original concave function, we propose a logarithmic function that is exact and has bounded gradients at zero values in contrast to other approximation schemes. We illustrate the application and advantages of the proposed approximation.
INTRODUCTION
For preliminary calculations in chemical process design and supply chain strategic planning problems, the equipment or facility cost (f(x)) increases non-linearly with the size or capacity (x), as a concave function (Ciric and Floudas, 1991; Biegler et al., 1997; Szitkai et al., 2003) . As a result, power law expressions of the form f(x) = c x r with exponents less than one are usually adopted for capturing the effects of economies of scale. In such optimization problems, one of the major decisions is whether or not to buy/construct a certain equipment/facility, as well as determining its size or capacity, x (Biegler and Grossmann, 2004) . A major drawback of the typical concave cost function f(x) is that its derivative at x = 0 (a feasible value for x) is unbounded, which causes failures in the Karush-KuhnTucker conditions of the associated nonlinear program. Common methods for dealing with such difficulties are: (a) approximate the concave function by a piecewise linear function (Geoffrion, 1977 or (b) add a very small value ε to the variable x, thus slightly displacing the curve towards the negative values of x. Approximation (a) is computationally costly and rather imprecise unless a fine discretization of the domain is used. Although in principle approximation (b) is reasonable, it has a number of drawbacks, especially if the exponents are small. To overcome such limitations, an approximation of logarithmic form is proposed in this short note.
CONCAVE COST FUNCTION AND CLASSICAL APPROXIMATION
Given is the concave cost function for economies of scale with the form:
, where variable x ≥ 0 is the size of the equipment, f(x) is the cost of the equipment of size x, c > 0 is a constant parameter, and 0 < r < 1 is a real exponent. This function has the property that its derivative with respect to x becomes unbounded when x = 0. An approximation that has been used to avoid computational failures of Non-Linear Programming (NLP) and Mixed-Integer Non-Linear Programming (MINLP) solvers is to add a small value ε to the x in the function f(x) (Yee and Grossmann, 1990; Ahmetović and Grossmann, 2011), so that:
. Although this approximation yields bounded derivatives at x = 0 and a relatively good estimation of f(x) when small values of ε are adopted, it has several drawbacks:
1. The smaller the parameter ε, the more precise the estimation, but the larger its derivative at x = 0,
. If such derivatives become very large, NLP solvers can lead to failures since the Karush-Kuhn-Tucker conditions (Bazaara et al., 1994; Biegler, 2010) cannot be satisfied due to ill conditioning.
The function h(x)
at x = 0 is not exactly equal to zero but h(x) = c ε r . If ε is not small enough, the decision "not to install", i.e. x = 0, may incur a non-negligible cost, particularly if r is small.
To illustrate some limitations with the approximation h(x) with smaller values of r, consider the simple example presented in Figure 1 . There are i = 1…8 potential sites for locating one plant (denoted by "X"), and j = 1…9 markets (represented by "O"). The plant produces a single liquid product that is supplied by dedicated pipelines to the selected markets. The plant capacity is given, and the fixed and variable charges for the plant installation (α i , β i ) are independent on its location. The aim of the problem is to determine the optimal location for the plant (denoted by the binary y i ) and the amount of product hourly supplied to every market (q i,j ), so as to maximize the annual benefits: 
and j (a given parameter) and K 2 = 1,132,500 $ km -1 m -0.60 . Thus, the MINLP model is as follows: 
0.50 , we obtain:
Note that the exponents of q i,j in the non-linear terms of the objective function are only 0.30.
Assume that the optimal solution is the one depicted in Figure 2 , where
; while all the other variables take a zero value.
Using the ε-approximation of f(q i,j ) with a reasonable value for ε = 0.01, the cost of the selected pipelines will be: 
LOGARITHMIC APPROXIMATION OF THE CONCAVE COST FUNCTION
We 
Regarding the values of q 1 and q 2 , we can make the selection based on our knowledge on the problem. Suppose that if a pipeline is installed, it is unlikely to supply less than q lo = 50 m 
Other approaches for parameter estimation
Another approach for estimating parameters k and b in the proposed function g(x) = k ln(bx +1) is to consider a set of n representative values for variable x (x 1 , x 2 , …, x n ) together with the actual values of the function f(x) at that points (f 1 , f 2 , …, f n ) and solve a least squares NLP problem of the form: For the illustrative example, we propose the representative values for q and φ(q) presented in Table 1 .
The NLP model proposed in (5) Table 1 . By minimizing the squared errors, the approximate function matches the actual function at lower values (q = 75). In this way, the error at q lo = 50 is bounded more tightly. Alternatively, model (5) can be solved using 1-norm for the deviations between the approximate and the actual values. This leads to b = 0.092164; k = 1.66748, yielding the best approximation for the original problem with a total error of 0.51 % in the pipeline costs.
COMPUTATIONAL RESULTS
The proposed approximation has been implemented in the objective function of an MINLP model for optimizing the design and development of the shale gas supply chain (Cafaro and Grossmann, 2013) with very promising results, particularly when applied to the estimation of gas and liquid pipeline costs, whose economies of scale exponents (with regards to the fluid flows) are typically 0.225 and 0.300, respectively. Very good results are also obtained in MINLP models of chemical process design problems, like the heat exchanger network synthesis (Yee and Grossmann, 1990 ) and the optimal design of process water networks (Ahmetović and Grossmann, 2011) . In both cases, economies of scale functions with larger exponents (0.60 -0.70) are effectively handled, always finding the optimal solution in short CPU times. In fact, the proposed approximation differs less than 0.70 % from the actual equipment costs.
In particular, the heat exchanger network synthesis problem, SYNHEAT, contributed by T. F. Yee to the GAMS model library (McCarl, 2011) is studied. By assuming that the exponent "aexp" is equal to 0.60 and implementing the proposed logarithmic approximation, the global optimum is found in 0.227
CPUs by solving GAMS/DICOPT2x-C. On the contrary, when applying the ε-approximation with ε = 10 -6 , DICOPT can only find a suboptimal solution that is 6.8 % worse, starting from the same initial point given by default (see Table 2 ). If the value of ε is increased to 10 -2 , an improved suboptimal solution is found, and the CPU time increases by a factor of 2.
When no approximation in the objective function is implemented and the outer-approximation algorithm (DICOPT) is used, the optimal solutions of the MILP steps in iterations 1 and 2 are 3.3 10 13 and 6.3 10 13 , respectively. These are very large numbers that reflect the unbounded gradients of exchangers with zero size. By chance, even under these circumstances, the MILP model finds an integer solution that is solved in the NLP step yielding a value that is exactly the global optimum. However, it can be concluded that using directly the concave functions in the algorithm is not reliable. On the other hand, from Table 2 we can see that with the proposed logarithmic approximation values within 0.60 % of the global optimum are found with DICOPT and BARON. 
CONCLUSIONS
An alternate approximation of concave cost functions that captures economies of scale in process design and supply chain optimization problems has been presented. The proposed logarithmic expression is very simple, fits quite well to the original power law functions, and overcomes the drawbacks of large derivatives and large estimation errors that are experienced with small exponents using approximations that add the tolerance ε. Promising results are obtained when applying the approach to well-known process design problems and real-size case studies related to the strategic planning of natural gas supply chains. The proposed approximation is particularly useful when large superstructures and low exponents (as for pipeline costs) are considered.
