The Support Vector Machine (SVM) has been successfully applied for classification problems in many different fields. It was originally proposed using the idea of searching for the maximum separation hyperplane. In this article, in contrast to the criterion of maximum separation, we explore alternative searching criteria which result in the new method, the Bounded Constraint Machine (BCM). Properties and performance of the BCM are explored. To connect the BCM with the SVM, we investigate the Balancing Support Vector Machine (BSVM), which can be viewed as a bridge from the SVM to the BCM. The BCM is shown to be an extreme case of the BSVM. Theoretical properties such as Fisher consistency and asymptotic distributions for coefficients are derived, and the entire solution path of the BSVM is developed. Our numerical results demonstrate how the BSVM and the BCM work compared to the SVM.
INTRODUCTION
The Support Vector Machine (SVM) has been popular due to its success in many applications [6, 19] . It was originally proposed using the criterion of searching for the optimal separating hyperplane. It is now well known that the SVM can be fit in the loss + penalty framework using the hinge loss [20] . In this regularization framework, loss measures goodness of fit and penalty reflects smoothness of the resulting model.
Despite its success, the SVM has some drawbacks. One known drawback is that the SVM classifier only depends on the set of support vectors (SVs), which include training data points that are correctly classified but relatively close to the boundary as well as those misclassified training points. Extreme outliers can have a relatively big impact on the resulting classifier. In the literature, there have been some attempts to modify the SVM to gain robustness to outliers [4, 15, 18, 22] . The idea is to truncate the unbounded hinge loss function so that the effect of extreme outliers can be controlled. The corresponding optimization, however, involves challenging nonconvex minimization. Another drawback is that the standard SVM was originally designed for binary classification. Its extension to multicategory classification is nontrivial. Previous attempts include [5, 10, 19, 21] . Despite that these extensions seem natural and reasonable, not all of them are Fisher consistent [13] .
Our motivation for this paper is to modify the criterion of the SVM. Instead of the maximum separation criterion whose solution only depends on a subset of the training data, we propose to use an alternative criterion so that all data points can influence the solution. One main advantage of using all data points for the classifier is that the resulting classifier may depend less heavily on a smaller subset and consequently can be more robust to outliers. More specifically, we propose the Bounded Constraint Machine (BCM), which minimizes the sum of the signed distance to the classification boundary subject to some constraints on the solution. Our focus in this paper is on binary classification. However, the BCM can be extended for multicategory classification directly with Fisher consistency.
To further study the relationship between the SVM and BCM, we investigate another method, the Balancing Support Vector Machine (BSVM). The BSVM can be viewed as a modification of the SVM with all training points influencing the resulting classifier. The BSVM is characterized using the parameter v with v = 0 corresponding to the SVM and v = ∞ corresponding to the BCM. As a result, the BSVM helps to build a continuous path from the SVM to BCM by changing the value of v. Along with the effect of v, the properties of the BSVM including Fisher consistency and asymptotic behaviors of the coefficients are investigated.
In practice, the performance of these methods may vary from problem to problem. Therefore, it may be desirable to treat v data dependent. To improve the computational efficiency, we establish the entire solution path with respect to the value of v, so that we can get the solution of the BSVM for every value of v efficiently.
The rest of the article is organized as follows. Section 2 briefly reviews the standard SVM and proposes the BCM. In Section 3, we investigate the BSVM and describe its behavior using the Lagrange dual problem. The effect of v is explored and we show how the BSVM builds a connection from the SVM to the BCM. Section 4 shows Fisher consistency of the BSVM and BCM, as well as some asymptotic properties. Section 5 develops the regularized solution path with respect to v. Numerical results are reported in Section 6 and Section 7 gives some discussion. The proofs of our theorems are included in the Appendix.
THE SVM AND THE BCM
In standard binary classification, we want to build a classifier based on a training sample {(x i , y i )|i = 1, 2, . . . , n}, where x i ∈ X ⊂ R d is a vector of predictors, and y i ∈ {+1, −1} is its class membership. Typically it is assumed that the training data are distributed according to an unknown probability distribution P (x, y). The goal is to find a decision function f (x) and its associated classifier sign[f (x)] which minimizes the misclassification rate. In this paper, we focus on linear learning, which seeks a linear classifier f (x) = b + x T w. The same idea can be generalized to nonlinear learning through basis expansion or kernel trick.
Many well known classifiers can be formulated in a loss+ penalty framework
where l(·) is a loss function that measures goodness of fit, J(f ) is a penalty term that assesses generalization of the model, and λ is a tuning parameter which balances the tradeoff between those two [20] . One may formulate the op-
, which is essentially the same as (1) with λ playing the same role as 1/C. In this paper, we use both notations C and λ for convenience. Note that the loss function l here is a function of yf (x), which shows 'correctness' of the classification for a particular observation x. In particular, with the classification rule sign[f (x)], positive yf (x) implies correct classification and negative yf (x) implies wrong classification. Moreover, we can think of the absolute value of f (x) as our 'confidence' in class label prediction, considering the value of f (x) close to zero indicates that x is near the decision boundary. Thus, large value of yf (x) implies classification for x is correct, and as the value of yf (x) goes to negative infinity, it means the classification with high confidence was wrong. Hence we generally want values of yf (x) to be large, and it should be and usually is reflected in the shape of the loss function l(yf (x)), which explains why many common loss functions are nonincreasing in yf (x). Some typical examples include the hinge loss [20] , the logistic loss [11] , the exponential loss [7] , and the ψ loss [18] .
The Standard SVM
The SVM is a typical method of form (1) . In particular, it employs the hinge loss function l(yf (x)) = [1−yf (x)] + , and the penalty term J(f ) = 1 2 w 2 . Note that the value of the hinge loss l(yf (x)) increases as yf (x) becomes smaller and it stays at zero when yf (x) ≥ 1. That is, the SVM puts loss on the misclassified data points but nothing on the correctly classified observations once yf (x) becomes greater than 1. Hence the data points with yf (x) ≥ 1 have no influence on the SVM solution. To further explain, we express the dual problem
where ·, · denotes the inner product. Using the α i obtained from (2) , w can be calculated as n i=1 α i y i x i , and b can be obtained by the KKT conditions. Thus the classification function can be written as 
The BCM
Due to the design of the SVM, its solution only depends on the set of SVs. This helps to simplify the solution. However, if the training dataset is noisy with outliers, the solution can be deteriorated. To solve the problem, we propose a different optimization criterion. In particular, we propose to minimize the sum of signed distances to the boundary and solve the following problem
That is, we try to maximize n i=1 y i f (x i ), while forcing all the training data to stay between the hyperplanes f (x) = ±1. One can view that the BCM uses the hinge loss of the SVM with y i f (x i ) ∈ [−1, 1]. With the constraints, the BCM makes use of all training points to obtain the resulting classifier.
One advantage of the BCM is that it can be extended to the multicategory case directly. Assume that we have a k-class problem with y ∈ {1, . . . , k}. Let f = (f 1 , . . . , f k ) be the decision function vector with k j=1 f j = 0. Then the multicategory BCM solves the following problem
It can be shown that the multicategory BCM is Fisher consistent. However, we will focus on binary classification in this paper. To further understand the connection between the SVM and BCM, we propose the BSVM in Section 3 and use the BSVM as a bridge to connect the SVM and BCM.
THE BSVM: A BRIDGE BETWEEN THE SVM AND THE BCM
The SVM only uses the SV set to calculate its solution, while the BCM utilizes all training points. To connect these two, we study the BSVM using the following loss function
where v is the slope of the loss function when u ∈ (1, ∞), as shown in Fig. 1 . Note that v determines how much the solution will rely on the data points with yf (x) ≥ 1, and the problem becomes equivalent to the SVM when v = 0. Here, we would like to acknowledge that the loss g(u) was previously presented by Ming Yuan in the Statistical Learning Conference at Snowbird, UT in 2007. We use the BSVM as a bridge to connect the SVM with the proposed BCM.
Note that when v = ∞, the BSVM becomes equivalent to solving
Comparing to the BCM in (3), the only difference is that the BCM has the constraint f (x i ) ≥ −1 but the BSVM with v = ∞ does not. Typically this difference does not matter since the solution of (5) usually satisfies f (x i ) ≥ −1. The only case that the BCM actually works differently from the BSVM is when a data point moves far away from its own class, even further than the other class. This rarely happens in practice. Thus, the BSVM with v = ∞ can be viewed as a good approximation of the BCM. Overall, the BSVM builds a continuum from the standard SVM (v = 0) to the BCM (v = ∞).
Interpretation of the BSVM
Since the loss g(u) for the BSVM is not a decreasing function and it imposes big loss values even on the correctly classified data points as well as misclassified observations, it might seem counterintuitive. However, the increasing part with y i f (x i ) > 1 may help to bring the decision boundary towards the correctly classified points, which can be desirable in some situations. To understand the behavior of the BSVM further, we rewrite its primal problem as follows
The corresponding Lagrange primal can be written as
Setting derivatives to zero gives
and KKT conditions are
Then the corresponding dual problem becomes
Once the solution of (12) is obtained, w can be calculated as n i=1 α i y i x i and b can be determined by KKT conditions. This problem is almost identical to the SVM problem. The difference is on the constraint. In particular, we 
Effect of v
In the separable case, the standard SVM, i.e. the BSVM with v = 0, finds the decision boundary which maximizes the distance from the decision boundary to the nearest data point, i.e., the distance between f (x) = ±1 is maximized. Here, the soft margins f (x) = ±1 are the hyperplanes that bound the data points of each class, so that the observations are forced to lie outside of the soft margins. The BSVM with v > 0 maximizes the distance between f (x) = ±1 as well, but the observations are clustered around the hyperplanes f (x) = ±1 without being forced to be outside of the margin lines. When v = 1, the BSVM minimizes i |1 − y i f (x i )|, resulting data points laid inside and outside of f (x) = ±1 evenly as shown in the middle panel of the Fig. 2 . As the value of v becomes high, the value of v[y i f (x i ) − 1] + , which is the distance between the hyperplanes f (x) = ±1 and the observations outside of them, becomes larger. Thus the hyperplanes f (x) = ±1 move towards outside to reduce it. As v goes to infinity, the BSVM reduces to the BCM and the hyperplanes f (x) = ±1 go far enough to bound all data points. The right panel of the Fig. 2 illustrates the behavior of the BCM with large v.
Since v decides how much the decision boundary depends on the correctly classified observations, performance of the BSVM is affected by the value of v. The BSVM with big value of v tends to depend on the correctly classified data, which makes it less sensitive against outliers. The BCM can be viewed as the most extreme case with v = ∞. The toy example in Fig. 3 illustrates this behavior. When there is no outlier as shown on the left panel, the SVM and the BSVM with different values of v perform similarly. However, when an observation moves far away from its own class, the de- cision boundary of the SVM moves towards the outlier, resulting in a data point misclassified. In contrast, the BSVM with large v is more stable because the effect of the outlier is greatly reduced by the correctly classified data. Therefore, correctly classified data in the BSVM help to robustify the decision boundary so that a small number of outliers can not cause a drastic change on the decision boundary.
It is worthwhile to point out that the RSVM [22] can also deliver robust classifiers. It achieves robustness via removing potential outliers from the set of SVs for the standard SVM. Consequently, the RSVM gains robustness by using a smaller but more robust set of observations. In contrast, the BSVM tries to reduce the impact of outliers by making use of more data points. Both methods are reasonable, however, they use different philosophies in using the training data to obtain robustness.
As a remark, we note that the BSVM may not always produce better results than that of the SVM. It can be suboptimal in a situation as the toy example shown in Fig. 4 . The true boundary is wavy shaped, but the observations far away from the boundary are aligned in parallel. The SVM works fairly well, but the decision boundary of the BSVM becomes flat as the value of the v goes large due to the influences of the data points far from the boundary. Hence, choice of v should be made carefully based on the characteristic of the problem.
PROPERTIES OF THE BSVM AND THE BCM

Fisher consistency
In this section, we discuss Fisher consistency of the BSVM and the BCM. Fisher consistency, also known as classification-calibration [2] , requires that the population minimizer of a loss function has the same sign as P (x) − 1/2 in the binary case [12] . This is a desirable property for classification. The following theorem establishes Fisher consistency of the BSVM.
For the BCM, we consider the multicategory case due to its simple extension. In the multicategory case, Fisher consistency requires that argmax j f * j = argmax j P j , where
) denotes the minimizer of expected value of the loss function. The following theorem shows Fisher consistency for the multicategory BCM.
Asymptotic study of the BSVM
In this section, we study asymptotic distributions of the coefficients in the BSVM. [9] established Bahadur type representation [1, 3] of the classical SVM coefficients to study their asymptotic behavior. This representation allows us to see how the margin lines of the SVM and the underlying probability distribution of observations affects asymptotic behaviors of the coefficients. This idea can be generalized to the BSVM with some modifications on the Bahadur representation of the coefficients and regularity conditions to adopt the loss function of the BSVM. We show that the coefficients of the BSVM have asymptotic normality, as that of the standard SVM.
First, we introduce new notations for convenience. Let β = (β 0 , β + ) denote (b, w) which is the coefficients in ,x 1 , . . . ,x d ) T 
The population version of (13) without the penalty term is denoted by
and the minimizers of (13) and (14) are denoted byβ λ,n and β * respectively. Let the indicator function be ψ(z) = I {z≥0} for z ∈ R and denote the (d + 1)-dimensional vector 
A4 For an orthogonal transformation
D + = {x ∈ M + : l i ≤ (A j * x) i ≤ v i , l i < v i for i = j * } and D − = {x ∈ M − : l i ≤ (A j * x) i ≤ v i , l i < v i for i = j * } such that h + (x) ≥ C 2 > 0 on D + , and h − (x) ≥ C 3 > 0 on D − , where M + = {x ∈ X |β * 0 + x T β * + = 1} and M − = {x ∈ X |β * 0 + x T β * + = −1}.
Note that A1 is needed to guarantee that S(β) and H(β)
are well-defined and continuous in β. If A1 is met, the condition that h + (bx 0 ) > 0 or h − (bx 0 ) > 0 for some x 0 implies A2. A3 is the condition to ensure that β * + = 0, and if π + = π − , then it simply means that the mean vectors of the conditional class distributions are different. A4 ensures the positive-definiteness of H(β) around β * . This condition is easily satisfied when the supports of h + and h − are convex. Assuming these regularity conditions, we have a Bahadur-type representation ofβ λ,n as shown in Theorem 3. This induces the asymptotic normality ofβ λ,n (Theorem 4).
Theorem 3. Suppose A1-A4 are satisfied. Then, for λ
in distribution as n → ∞, where
This result can be used for building a confidence bound for β or f (x; β) for a specific x. The proofs are given in the Appendix.
To illustrate the asymptotic results, we introduce a simple toy example as follows. Let the one-dimensional explanatory variable x follows N (1, 1) if it belongs to class 1, and otherwise it follows N (−1, 1). Then it can be shown that β * 0 = 0 and β * + = 1, which gives Figure 5 . Plots of the asymptotic variances in (15) .
Thus, by Theorem 3, we have
The asymptotic variances of coefficients shown in (15) depend on v. As shown in Fig. 5 , the variances of both coefficients decrease as v increases for a while, then increase in v. Thus in this example the middle range values of v give smaller asymptotic variances.
REGULARIZED SOLUTION PATH OF THE BSVM WITH RESPECT TO v
In this section, we discuss how to obtain the entire solution path efficiently with respect to v. Using this path, we can compare the performances of the BSVM with different values of v without additional computational burden. [8] established the entire regularization path for the SVM for every value of λ. In the BSVM procedure, we have two parameters to choose, λ and v, and here we derive an algorithm that fits the BSVM with respect to v for a fixed λ.
We first categorize the observations according to their relative positions to the hyperplane f (x) = ±1. In particular, let E = {i :
For any i ∈ E, α i can be any number in [−Cv, C]. (18) For a fixed C, we start with a sufficiently large v which induces y i f (x i ) ≤ 1, ∀i = 1, . . . , n, and go down to a smaller v. As the value of v decreases, the memberships of E, L, and R change. We say that an event occurred when any point changes its membership. There are three kinds of events: E1. A point from L has just entered E. E2. A point from R has just entered E. E3. One or more points from E have entered either L or R.
Once an event occurs, the sets E, L, and R will stay stable for a while until the next event occurs. This is because, for an observation to pass through E, its α i must change from C to −Cv or vice versa. Therefore, we denote by v 1 our starting point, and let v 2 > v 3 > · · · be the values of v at which each of the events occurs.
Given v l , we next study how to obtain v l+1 , and establish paths of
. . , n and τ 0 = b/v. We use superscript or subscript l to denote anything given v = v l . For now, we assume E l = ∅.
The last equality in (19) follows from the fact that
Let m be the number of points in E l . We can rewrite (21) in a matrix form
where K l is the m × m matrix with ij-th entry y i y j x T j x i for i, j ∈ E l , and κ, y l , and d l are the m × 1 matrices with i-th entry κ i , y i , and
From (8), we have n j=1 τ i y i = 0. Thus,
Using the matrix form, we have
Combining (21) and (22), we have the linear equations
where
, and denote its entries by s j for j ∈ E l , then we have
which implies
Hence, α j and b are piecewise linear in v.
Combining (19) and (23) gives
The path (24)-(27) continues until one of the following occurs.
P1. One of the observations in
L l or R l attains y i f (x i ) = 1.
P2. One of the α i for i ∈ E l reaches a boundary (−Cv or C).
Note that P1 implies the event E1 or E2, and P2 precedes E3 or they coincide. Hence, we can obtain v l+1 by choosing the largest v < v l for which any of P1 or P2 occurs. Since f (x i ) = 1/y i = y i when P1 happens, from (27), we have
Thus, v for which P1 happens is
Hence, given v l , we compute (29), (30), and (31), then set the largest v among the ones smaller than v l as v l+1 . For v ∈ (v l+1 , v l ), the solutions are calculated by (24), (25), and (27). We repeat this procedure until v runs all the way down to zero to obtain the whole solution path for every value of v. So far we assume E is nonempty. It is a reasonable assumption since we can force E to be nonempty, by selecting a good b. This is possible because b is not uniquely determined when E is empty. More specifically, suppose (8), (16), and (17), we have
Now consider the objective function. Solving (1) with g(u)
in (4) is equivalent to minimizing
where c L and c R are the number of entries in L and R, respectively. Note that b in (33) vanishes because − i∈L y i + v i∈R y i = 0. Hence, given w, minimizer b could be any value in the set B, where
that is, b can take any value unless it moves any points from L to R, or vice versa. Hence, we can take any b satisfying
which is equivalent to
Without loss of generality, we can assume 1 − x
w. This b belongs to B and we have i L+ ∈ E. Consequently, we choose b that induces E = ∅. Hence the case of empty E is resolved.
In summary, one can get the entire solution path for the BSVM with respect to v as follows:
Step 1. Start with a sufficiently large v 0 and let v l = v 0 .
Step 2. For v l , obtain the solution of the BSVM. If E l is empty, choose b as either upper or lower bound of (34) so that E l becomes nonempty.
Step 3. Calculate (29), (30), and (31), then set the minimum of them as v l+1 , at which the next event happens.
Step 4. For v ∈ (v l+1 , v l ), compute the path using (27).
Step 5. If v l+1 ≤ 0, then set v l+1 = 0 and obtain the solution of the BSVM for v l+1 = 0 and stop. Otherwise, then set v l = v l+1 and go to Step 2.
NUMERICAL RESULTS
In this section, numerical studies are carried out to examine the performance of the BSVM, BCM, and the RSVM [22] . We note that the RSVM with truncation location at 0 is equivalent to ψ-learning [16] .
Simulation
In two simulated data sets, we generate training, tuning, and testing sets with sample sizes 100, 100, and 10 6 , respectively. For each value of v = 0, 0.1, 0.2, 0.5, 1, 2, 5, 10, 50, the tuning parameter λ is chosen by a grid search based on the tuning error. The misclassification rate is calculated based on the test set to evaluate the performance. For comparison, we also include the misclassification rate when both v and λ are tuned. Each procedure is repeated for 100 times and the corresponding mean performance is reported. Example 1. The data are generated as follows. First, (
Then, set y = 1 if x 1 + x 2 > 0 and y = −1 otherwise. To illustrate the effect of outliers, we randomly flip the class membership of 0%, 5%, and 10% of data. A typical example of training data set and the resulting BSVM boundaries are plotted in left panel of Fig. 6 . The corresponding solution paths of w are provided in the right panel of Fig. 6 . Interestingly, the solution doesn't change once the value v gets sufficiently large. Note that performance of the RSVM is pretty good as well especially when there are outliers, but the BSVM with larger v works better.
Test error results are summarized in Table 1 . Regarding to the effect of v, a larger v produces better results. This is not surprising because of the data structure of this example. Because the data points are aligned quite parallel to the true boundary, the observations far from the boundary reflects the overall structure of the data, resulting in favor to the BSVM with high v which uses information from those data far from the boundary. The BSVM with both λ and v tuned gives reasonable performance, which is close to the result of a large v. As the limit of the BSVM, the BCM gives the best performance in this example. T , Σ). We use two different values of σ, 0.3 and 0.5, and a typical example of the data when σ = 0.3 is plotted in Fig. 4 . As shown in Table 2 , the results are opposite to Example 1. The smaller values of v yield better results. This is not surprising considering the nature of this dataset. Since the information about observations near the boundary is critical for classification in this dataset, it is better to use more information about those observations. If we use large v, the data far from the boundary pull the decision boundary towards them, delivering a flat decision boundary which does not reflect well the data structure around the boundary. Notice that the standard SVM (BSVM with v = 0), the BSVM with both λ and v tuned, and the RSVM work reasonably well for this example.
Real data
In this section, we apply the BSVM and BCM to the lung cancer data described in [14] . In this data set, there are 12,625 genes with 17 normal subjects and 188 lung cancer patients. We first filter the genes using the ratio of the sample standard deviation and sample mean of each gene to obtain 316 genes. Then we standardize the genes so that each gene has sample mean 0 and sample standard deviation 1. We randomly divide subjects into three groups of training, tuning, and testing sets with the sample sizes 68, 68, and 69 respectively, and we build a model for each value of λ using the data in training set. Then λ is selected based on its performance on the tuning set by a grid search. Using the model with the selected λ, the misclassification rate on the testing set is calculated. This whole procedure is repeated for 10 times.
The results are reported in Table 3 . As shown in the table, the BSVM with a large v and BCM perform slightly better than the standard SVM, while the RSVM does not improve the standard SVM. This may be due to the nature of this data set. However, the difference is not significantly large.
DISCUSSION
In this article, we propose the BCM as an alternative classifier to the SVM. To connect the BCM with the SVM, we study the BSVM which builds a continuous path between them. Moreover, we have shown Fisher consistency and asymptotic distributions of the solution of the BSVM. For computational implementation, we derive the entire solution path of the BSVM with respect to v.
We have shown several numerical examples to illustrate the effect of v. Our results indicate that the choice of v is indeed important for the performance of the BSVM. Although one may treat v as a tuning parameter, it will be more desirable to have a more efficient approach to select v. One possibility is to derive the GACV curve with respect to v and choose the value of v which minimizes the GACV.
The BCM has a nice interpretation and performs well in many situations. However, its linear loss function may emphasize too much on the correctly classified observations comparing to wrongly classified observations. Hence, one can consider to modify the loss function form of the BCM to reduce the loss imposed on correctly classified data. Further investigation is necessary. 
APPENDIX
Proof of Theorem 1
resulting n i=1 E|R i,n (θ) − ER i,n (θ)| 2 = n i=1 [E(R i,n (θ)) 2 − (ER i,n (θ)) 2 ] ≤ n i=1 E(R i,n (θ))
