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Abstract. A new Raman lidar for unattended, round-the-
clock measurement of vertical water vapor profiles for op-
erational use by the MeteoSwiss has been developed dur-
ing the past years by the Swiss Federal Institute of Tech-
nology, Lausanne. The lidar uses narrow field-of-view, nar-
rowband configuration, a UV laser, and four 30 cm in di-
ameter mirrors, fiber-coupled to a grating polychromator.
The optical design allows water vapor retrieval from the in-
complete overlap region without instrument-specific range-
dependent corrections. The daytime vertical range covers the
mid-troposphere, whereas the nighttime range extends to the
tropopause. The near range coverage is extended down to
100 m AGL by the use of an additional fiber in one of the
telescopes. This paper describes the system layout and tech-
nical realization. Day- and nighttime lidar profiles compared
to Vaisala RS92 and Snow White® profiles and a six-day
continuous observation are presented as an illustration of the
lidar measurement capability.
1 Introduction
Water vapor plays a fundamental role in the radiative en-
ergy transfer, hydrological cycle, and atmospheric chemistry
processes that determine weather and climate. It influences
the radiative budget of the planet both directly and through
coupling with clouds. Because of its trong absorption and
emission bands, especially in the infrared, and because of its
abundance, water vapor is the most significant greenhouse
gas, and in this sense the most important in establishing the
Earth’s climate.
Water vapor distribution is strongly affected by atmo-
spheric dynamics, but in turn it also influences atmospheric
circulation and temperature structure by condensation–
evaporation processes. The water evaporation–condensation
cycle is an important mechanism for transferring heat energy
from the Earth’s surface to its atmosphere and in moving heat
around the Earth. The large latent energy associated with the
water phase changes significantly affects the meridional en-
ergy balance and the vertical stability of the atmosphere as
well as the structure and evolution of storm systems, not only
in the boundary layer (Normand, 1938) but also in the mid-
dle and upper troposphere (Peppler, 1989; Sinha and Harries,
1995; Arnold, 2008).
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Because of its essential role in the atmospheric processes,
the water vapor spatial distribution and its temporal evolution
are two of the most important parameters in global and re-
gional numerical weather prediction (NWP) models. To im-
prove near-surface weather predictions, and to better sim-
ulate the evolution of local severe weather events in com-
plex terrains (Wulfmeyer et al., 2008), the time and space
resolution of the NWP models, used by the meteorological
services, is currently being increased (Calpini et al., 2011).
The vertical water vapor profiles assimilated by these mod-
els are mainly acquired by twice-a-day radiosonde observa-
tions which have insufficient time resolution to resolve fast
running meteorological phenomena. In addition, radiosonde
measurements suffer from systematic errors that are dif-
ficult to correct and from essential sonde-to-sonde varia-
tions not only between instruments from different produc-
ers and operational principles, but even between instruments
of the same batch (Nash et al., 2011). Ground-based mi-
crowave radiometers (Solheim, 1998 and references therein)
and Fourier transform infrared radiometers (Schneider and
Hase, 2009 and references therein) provide humidity profiles
with sufficient time resolution, but with rather low vertical
resolution, to resolve the spatial variability of water vapor in
the low troposphere. Therefore, national meteorological ser-
vices need a new type of autonomous, continuously operated
(24-7-365) instruments for near real-time, high spatial reso-
lution observations of the tropospheric water vapor field.
Lidar (light detection and ranging) is one of the techniques
able to resolve the high temporal and spatial variability of
tropospheric water vapor. The advances of the last decades in
the field of laser technology and improved lidar design make
lidars suitable for operational use in meteorological services.
Two lidar techniques, DIAL and Raman, are used for water
vapor measurements.
The DIAL principle exploits the difference in atmospheric
extinction due to water vapor absorption at two closely-
spaced, near-IR wavelengths. Provided accurate knowledge
of water vapor absorption cross section is available, DIAL
does not need other external references for correct measure-
ments and in this sense is considered “self-calibrating”. A
DIAL system has the potential to perform daytime obser-
vations with high temporal resolution but limited altitude
range (2–3 km) when operated from low-altitude, ground-
based sites because the humid air in the boundary layer sig-
nificantly attenuates the laser beam (Wulfmeyer and Bosen-
berg, 1998; Bo¨osenberg and Linne, 2006). DIAL systems use
tunable laser sources, which are more complicated, expen-
sive (Wulfmeyer, 1998; Bruneau, 2001; Browell et al., 1998)
and less reliable than the lasers used in Raman lidars. This,
together with the complicated data treatment (Bo¨senberg,
1998), is another obstacle for implementing DIAL as an
operational, ground-based instrument for meteorology. This
technique, however, is well suited for airborne and satellite
profiling (Wirth et al., 2009; Bruneau et al., 2001; Browell et
al., 1998).
The Raman lidar technique exploits Raman scattering
from water vapor and nitrogen molecules to derive a profile
of water vapor mixing ratio (Cooney, 1970; Melfy, 1972).
At present, the nighttime distance range can reach up to the
lower stratosphere but at daytime the range is limited to the
middle troposphere because the weak Raman signals are de-
tected in the presence of intensive daylight background. A
Raman lidar requires calibration either against a reference
instrument or by absolute radiometric calibration of the li-
dar optics, provided accurate Raman cross sections are avail-
able. Contrary to a DIAL, a Raman lidar does not require
tunable laser source with specific and highly stabilized wave-
lengths. Furthermore, the Raman data-treatment algorithm is
significantly simpler than the DIAL algorithm, and allows
data retrieval from the incomplete overlap region. Because
of all these advantages and because of the higher reliability,
Raman lidars are preferred for operational use in meteorol-
ogy from ground-based stations (Goldsmith et al., 1998; En-
gelbart et al., 2006; Reichardt et al., 2012; Simeonov et al.,
2010; Appituley et al., 2009).
Raman lidars have been used for high resolution verti-
cal profiling of water vapor within the troposphere since the
early 1970s. Most of the measurements were performed for
research purposes and at nighttime (Whiteman, 1992; Ans-
mann et al., 1992; Vaughan et al., 1988; Balin et al., 2004).
First daytime measurements were possible using laser wave-
length shorter than 300 nm because at these wavelengths the
solar light is absorbed by stratospheric ozone (Renault et al.,
1980; Cooney et al., 1985). The vertical range of such li-
dars is, however, limited to about 2 km, mainly due to tropo-
spheric ozone absorption. The use of a narrow field-of-view
(NFOV), narrowband (NB) receiver allows operation at vis-
ible and near UV wavelengths, resulting in the extension of
the operational range up to the mid troposphere (Goldsmith
et al., 1998).
The successful long-term operation of the first automated
NFOV NB lidar – CART (Goldsmith et al., 1998) – motivated
the German (Engelbart et al., 2006; Reichardt et al., 2012),
the Swiss (Dinoev et al., 2006; Simeonov et al., 2010) and
the Dutch (Appituley et al., 2009) meteorological services to
establish programs aiming at the development of operational
water vapor lidars.
Here we present the instrument description and some
illustrative results from the Swiss RAman Lidar for
Meteorological Observations (RALMO). The instrument is
dedicated to operational meteorology, model validation, cli-
matological studies as well as ground truthing of satellite
data. The lidar was specially designed to satisfy the essentials
for operational meteorology and climatology requirements
of long-term data homogeneity, accuracy and precision. To
attain these goals, special attention was paid to achieving
long-term instrument stability and eliminating the need for
instrument-specific range-dependent corrections.
RALMO was developed and built by the Swiss Fed-
eral Institute of Technology, Lausanne (Ecole Polytechnique
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Fe´de´rale de Lausanne–EPFL) as a co-funded project with
Swiss Meteorological Service (MeteoSwiss) and supported
by the Swiss National Foundation.
Since August 2008, the lidar has been operated at
the Aerological station of Payerne (46°48′ N, 6°56′ E,
492 m a.s.l.) by MeteoSwiss with the support of EPFL. Dur-
ing this period RALMO demonstrated long-term system sta-
bility, data homogeneity and high technical availability, as
presented in the companion paper (Brocard et al., 2013). The
lidar deployment in Payerne observatory increases the station
capacity for monitoring tropospheric water vapor profiles and
reinforces its role as a GRUAN station and a CIMO test-bed.
The article is structured as follows: the physical principles
of Raman remote sensing of water vapor are summarized in
Sect. 2. A detailed description of the instrument follows in
Sect. 3, and the data processing and calibration, as well as
example results are presented in Sect. 4.
2 Theory
2.1 Lidar equation
The operation is based on the well-known Raman lidar prin-
ciple where a humidity profile is derived from the water va-
por and nitrogen Raman components of atmospheric laser
backscatter (Cooney, 1970; Melfi, 1972). In a single scatter-
ing approximation, the power of the Raman lidar signal per
pulse Sx(z) from altitude z is
Sx(z)= EAOx(z)
z2
c
2
κxσ
pi
x (λ,T )Nx (z)1t
aer
x (z)
1tmolx (z)+ SBxκx (1)
where E is the laser energy per pulse, A is the telescope sur-
face, Ox (z) is the overlap function, κx is the total efficiency
of the lidar receiver for the respective Raman wavelength and
σpix (λ,T ) is the Raman cross section of species x with num-
ber density Nx(z), where T is the temperature of the probed
volume. The attenuation of the laser beam and the Raman
backscattered light due to aerosol scattering and absorption
is accounted for in 1taerx (z), and 1tmolx is the molecular at-
tenuation. SBx is the power of the sky background (Measures,
1992):
SBx =8x (λ)A1λx (2)
where φx(λ) is the zenith sky spectral radiance, is the field-
of-view of the telescope, expressed as a solid angle, and 1λx
is the spectral transmission bandwidth (FWHM) of the detec-
tion channel. In daytime conditions, the lidar receiver detects
considerable amount of diffuse sky light, which influences
the daytime performance of the lidar by significantly reduc-
ing the signal-to-noise ratio (SNR) of the Raman signals. The
daylight influence can be reduced using a narrow field-of-
view receiver and a polychromator with narrowband, which
isolates only the Q branch of the ro-vibrational spectra of the
signals (Goldsmith et al., 1998).
The optical signal Sx(z) is converted to electrical signal
by a photomultiplier, operated in photon-counting or (and)
analog mode. The photon-counting rate Px(z), is related to
Sx(z) as
Px (z)=Sx(z)
hνx
εx (3)
where h is the Planck constant, νx is the frequency of the in-
cident photon, and εx is the detection efficiency of the photo-
multiplier. Note that Eq. (3) does not take into account pulse
pileup (saturation). The average analog signal in volts can be
presented as
Ax (z)=Sx(z)
hνx
εxegR (4)
where e is the electron charge, g is the photomultiplier gain,
and R is the load impedance. In the following discussions
we will use photon-counting signals. This does not limit the
generality of the discussion and is justified by the fact that
in the predominant part of the Raman lidars, including the
one presented here, the detection is carried out in a photon-
counting mode and analog detection is used only when signal
desaturation is not possible.
A profile of the water vapor mixing ratio q(z) is derived
from the ratio of the water vapor to nitrogen lidar signals as
q (z)= nCL(z)PH2O (z)
PN2(z)
1τ (z) (5)
where the signals PH2O(z) and PN2(z) are background-
corrected and averaged over time and range to reduce the
statistical error. CL (z) is the lidar calibration function and
the coefficient n= 0.485 converts the obtained through lidar
measurements water vapor to nitrogen number density mix-
ing ratio to water vapor to dry-air mass mixing ratio, 1τ (z)
is the one-way differential atmospheric transmission at wa-
ter vapor and nitrogen Raman wavelengths and depends on
the profiles of the aerosol 1αa (z)= αaH2O (z)−αaN2 (z) and
molecular 1αm (z)= αmH2O (z)−αmN2 (z) differential extinc-
tions as
1τ (z)= exp
−
z∫
0
[
1αm
(
z′
)+1αa (z′)]dz′.
 (6)
The molecular extinction can be calculated from atmo-
spheric pressure and temperature profiles, measured by bal-
loon sounding or derived from an atmospheric model (usu-
ally US Standard Atmosphere). The aerosol contribution
is below 10 % even for hazy conditions (Whiteman, 1992;
Whiteman et al., 2001) and usually can be neglected. The
aerosol extinction profiles can be obtained from Raman lidar
measurements if available (Ansmann et al., 1992).
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2.2 Lidar calibration function and related systematic
errors
The calibration function CL(z) is a prime factor defining the
measurement accuracy, so any imprecision in its determi-
nation leads to important systematic errors. Additional sys-
tematic errors arise in signal acquisition. We shall discuss
both sources in the following section. Technical solutions for
reduction of these systematic errors and estimations of the
residual errors are discussed in the instrument description
sections below.
The lidar calibration function CL converts the measured
PH2O(z)
PN2 (z)
signal ratio to H2O/N2 number density mixing ra-
tio. It depends on instrumental parameters as well as on the
respective Raman cross sections and can be expressed as fol-
lows:
CL(z,λ,T )= ON2(z)
OH2O(z)
tN2
tH2O
εN2
εH2O
∫
σpiN2 (λ,T )IN2 (λ)dλ∫
σpiH2O (λ, T )IH2O (λ)dλ
(7)
where tx is the total, wavelength-independent optical trans-
mission of the detection channel x (including all the op-
tics from the telescope input to the polychromator exit),
Ix(λ) ∈ [0,1] is the instrumental function of the polychro-
mator and εx is the photodetector detection efficiency.
The calibration function can be determined directly from
Eq. (7) if all parameters are known (Vaughan et al., 1988;
Sherlock et al., 1999) but the uncertainties of the Raman
cross sections and of the instrumental parameters lead to un-
acceptably high calibration errors (10–15 %). Therefore ex-
perimental calibration against a reference instrument, such
as a balloon-borne sonde or microwave radiometer, is com-
monly used. In this approach CL is represented as a product
of a range-independent part, referred to as calibration con-
stant, and two range-dependent correction functions named
usually “overlap” and “temperature” corrections (Whiteman,
1992, 2003; Whiteman et al., 2012; Goldsmith et al., 1998).
The overall systematic error of the calibration function is
hence a sum of the systematic errors of the calibration con-
stant and the correction functions, plus errors not accounted
for by “overlap” and “temperature” corrections. The accu-
racy of the calibration constant depends on the accuracy of
the reference instrument and the calibration procedure and
currently allows achieving uncertainty on the order of 5 %
(Turner et al., 2002).
The overlap correction (Vaughan et al., 1988; Whiteman,
1992) compensates for instrumental imperfections of the li-
dar receiver. The overlap error is often the dominating range-
dependent systematic error, and its magnitude strongly de-
pends on the lidar design but often is above 10 % (Turner and
Goldsmith, 1999). The overlap correction function is typi-
cally obtained as a ratio of two nitrogen signals detected in
water vapor and nitrogen channels while using identical ni-
trogen filters. There are, however, important drawbacks to
this approach. First, the accuracy of the correction obviously
depends on the level of identity of the two filters. Second, the
correction function depends on the lidar alignment, such that
it may require frequent examination and corrections, which
is not acceptable for an instrument operated in a meteorolog-
ical network. Finally the error remaining after the applica-
tion of the “overlap” correction could still be relatively high
and range dependent (Ferrare et al., 2004). Given these draw-
backs, and especially considering the requirement for con-
tinuous operation with minimal operator intervention for our
lidar as part of the Swiss meteorological network, we looked
for solution which eliminates the need of overlap correction.
To find such a solution, the origins of range-dependence
of the lidar calibration function CL need to be examined. As
can be seen from Eq. (7), CL depends directly on the range
only through the overlap functions and only in the incom-
plete overlap region. Since the telescopes of most, if not all,
Raman lidars are of a reflective type, they are virtually free
of chromatic aberrations. As a result, the two overlap func-
tions, defined at the telescope output aperture, are identical
and cancel out because the two Raman signals are produced
by the same laser beam. Hence, the reason for the range de-
pendence of CL and related systematic errors is the indirect
range-dependence of the remaining terms.
There are several reasons for this indirect range depen-
dence. They can be sorted into two groups: the first group
includes errors due to optical imperfections of the lidar re-
ceiver; the second group comprises problems induced by the
photodetectors and the acquisition system.
Among the optical imperfections of the lidar receiver,
range-dependent variations of the transmission, reflection or
polarization properties of the optical elements of the receiver
are common, and typically have the highest quantitative im-
pact. They are induced by range-related variations of the
incidence angle or the position (Whiteman et al., 2012) of
the optical beams on the surface of the receiver optical el-
ements. These effects are stronger for lidars using dichroic
beam-splitters and interference filters for their polychroma-
tor, and also for lidars with an open-space link between
the telescope and the polychromator. Employing a diffrac-
tion grating-based polychromator fiber coupled to the tele-
scope allow for reducing the errors induced by these range-
dependent optical imperfections of the lidar receiver to neg-
ligible level. Other optical sources of range-dependent sys-
tematic errors are chromatic aberrations, change in size and
vignetting of the optical beams after the telescope. These er-
rors, however, are relatively easy to eliminate through appro-
priate optical design.
A range dependence of CL and related systematic errors
caused by the photodetector imperfections can arise from
spatial inhomogeneity of the active surfaces of the photomul-
tipliers (Simeonov et al., 1999), photomultiplier nonlineari-
ties, saturation, and signal-induced noise.
The spatial inhomogeneity is specific for each type and
each individual photomultiplier. The variations in sensitiv-
ity over the photocathode surface may reach several hundred
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percent (Simeonov et al., 1999). The magnitude of the mix-
ing ratio error induced by the inhomogeneity of the photo-
multipliers depends on the lidar design. In general, lidars
with free-space link are more affected compared to those
with fiber connection between the telescope and the poly-
chromator because of the range-dependent displacement of
the image of the probed volume on the active area of the de-
tector. A solution to the problem, known from astronomy, is
the use of a field lens (e.g. Fabry and Buisson, 1921).
Photomultiplier nonlinearity and the signal-induced noise
are the other systematic error sources related to photon de-
tection. Since signal detection in most of the Raman li-
dars is carried out in photon-counting mode, the deviation
from linearity is mostly due to saturation (pulse pileup). The
magnitude of the induced systematic error on a Raman sig-
nal depends on the photomultiplier and the counter param-
eters but easily can exceed 10 % (Whiteman, 2003). Desat-
uration techniques are used to correct the signal nonlinear-
ities (e.g. Ingle and Crouch, 1972; Donovan et al., 1993).
Further linearity improvement of the desaturated signals is
achieved by constraining the desaturated signal to simulta-
neously recorded analog signals converted to photon counts
(Newsom et al., 2009). The use of analog signals not only
improves the linearity but also extends the dynamic range.
The signal induced noise affects the water vapor retrieval at
higher altitudes and is usually more pronounced in glass-bulb
PMTs. Our tests show that the “metal channel” type PMTs of
Hamamatsu are practically free from signal induced noise.
The temperature correction compensates for temperature-
(and hence range-) dependent variations of the Raman cross
sections. The relative impact of the temperature sensitivity is
more pronounced in the upper troposphere because of tem-
peratures significantly lower than those at which the calibra-
tion constant is usually derived. The temperature-sensitive
parts of CL are
fx =
∫
σpix (λ, T )Ix (λ)dλ. (8)
Due to the structure of the water molecule, the Raman cross
section of water vapor is more sensitive to temperature and
hence dominates the systematic error induced by the tem-
perature variations. The magnitude of this error can vary
from above 10 % to below 0.5 % (see Fig. 8) for a temper-
ature range of 100 °C, depending on the choice of the central
wavelength and bandwidth of the polychromator instrumen-
tal function (Whiteman, 2003). The explicit correction for the
temperature dependence, as suggested in (Whiteman, 2003),
is complicated in practice: the atmospheric temperature pro-
file may not be available with the required precision, and data
treatment becomes more involved. Furthermore, additional
systematic errors can arise due to uncertainties in the in-
put parameters, namely the Raman cross sections at different
temperatures or spectrometer transmission function. As will
be shown in Sect. 3.2.1, the temperature dependence of CL
can be reduced to around 1 % by optimization of the band-
width and the central wavelength of the instrumental func-
tions. In this way, the need for a temperature correction can
be avoided altogether.
There are also additive errors that are not accounted for
by the lidar calibration function and its corrections. Insuffi-
cient suppression of the excitation radiation, optics and air
fluorescence, and cross talk between Raman signals origi-
nating from different atmospheric species are systematic er-
ror sources well known from Raman spectroscopy. Of par-
ticular concern is insufficient suppression of the laser exci-
tation light, which is backscattered elastically from the at-
mosphere; suppression levels of 108–1010 are required for
typical tropospheric measurements, but higher levels may be
required at higher altitudes because of lower water content.
Fluorescence, both from optical elements of the receiver and
the atmosphere itself, as well as undesired cross talk between
the Raman channels are an important concern for measure-
ments in the upper troposphere, where the water vapor con-
centration and hence the signal in the water channel is low.
Blocking the elastic light as early as possible, proper selec-
tion of the material of the optical elements and avoiding con-
tamination of the optics with organic materials are usually
sufficient to reduce this error to negligible levels. Another
reason for the range dependence, not included in Eq. (5) and
pronounced mostly in the incomplete overlap region, is the
time difference between the two Raman signals. Such a dif-
ference could be due to a difference in the optical paths, dif-
ferent time responses of the detectors and/or the acquisition
system, or differences in the triggering of the acquisition
system channels.
3 Instrument description
To satisfy the requirements for operational use in a meteoro-
logical network, a water vapor lidar has to meet a number of
criteria, the most important of which are listed below: day-
time and nighttime measurements covering the middle and
the high troposphere, respectively; accuracy and precision of
the measured parameters; traceability of the measurement;
near real-time data availability; long-term data consistency;
long-term system stability; autonomous operation; minimal
maintenance by a technician; and eye safety. All these re-
quirements were taken into account during the design phase
of the lidar construction. The specific design features of the
lidar are summarized in the following paragraphs and pre-
sented in detail in the next sections.
The lidar uses a narrowband, narrow field-of-view con-
figuration and an excitation laser operating at 355 nm in or-
der to ensure daytime operation. The receiver telescope con-
sists of four, 30 cm in diameter mirrors, fiber-coupled to a
grating polychromator. Extension of the operational range in
the lower part of the profile down to 100 m is achieved by
using incomplete overlap signals and two fibers in one of
the telescopes. The second fiber is collecting signals from
www.atmos-meas-tech.net/6/1329/2013/ Atmos. Meas. Tech., 6, 1329–1346, 2013
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Table 1. System parameters.
Transmitter Receiver
Nd:YAG laser – third harmonic:
Wavelength: 354.7 nm
Spectral line width: 0.7 cm−1
Rep. rate: 30 Hz
Pulse energy: 300 mJ
Pulse duration: 8 ns
Beam expander – Galilean type:
Expansion ratio 15×
Transmitted beam:
Divergence:
calculated 0.06 mrad
measured 0.09 ± 0.02 mrad
Diameter: 140 mm
Four fiber coupled
parabolic mirrors:
Focal length: 1 m
Diameter: 0.3 m
Axial displacement: 235 mm
(to expander axis)
FOV: 3 × 0.20 and 1 × 0.22 mrad
Polychromator – Diffraction
grating based:
Bandwidth (FWHM): 0.33 nm
(H2O and N2)
Central wavelength H2O
407.45 nm
N2 386.7 nm
Efficiency: 33 % (peak at H2O)
Photodetectors (Hamamatsu)
H2O R7600U-200
N2 and O2H6780
distances close to the lidar. The need for range-dependent
corrections is eliminated by the careful design of the receiver,
which removes the range dependence of the instrumental
part of the lidar calibration constant (Eq. 7). Elimination of
the range-dependent corrections not only simplifies the data
treatment and calibration but also allows accurate humid-
ity measurements for cases of transmitter–receiver misalign-
ment, but at the price of reduced distance range (or preci-
sion). To achieve long-term data consistency, a grating-based
(instead of interference-filter-based) polychromator is used.
The compact and rigid mechanical design of the lidar, to-
gether with the fiber-optic connection between the lidar tele-
scope and the polychromator, ensures long-term alignment
stability and eliminates the need for frequent transmitter–
receiver alignments.
Figure 1 shows the general optical layout of the lidar,
whereas the main lidar parameters are summarized in Ta-
ble 1 and the details are given in the following sections. The
mechanical setup of the lidar and a photo of the telescope
are shown in Figs. 2 and 3, respectively. Two computers en-
sure the automatic operation of the lidar. The first computer
controls the lidar hardware and data acquisition, whereas the
second one is used for automated data treatment and data
transfer. The lidar is installed in a dedicated, clean compart-
ment of an air-conditioned cabin. Four tilted windows, in-
stalled above the telescope mirrors, and one horizontal win-
dow above the beam expander ensure the weather tightness
of the cabin. The cabin is located in a hangar equipped with
a sliding roof hatch. The lidar requires only a power supply
and a LAN connection for data upload.
3.1 Transmitter
The transmitter is based on a frequency tripled, Q-switched
Nd:YAG laser (Continuum Powerlite II 9030), supplying up
 
Fig. 1. Lidar optical scheme: A 15× beam expander is centered be-
tween four 30 cm in diameter, f/3.33 parabolic mirrors as illustrated
by the top view shown in the upper right corner. The optical scheme
is a cross section along the line A–A of the top view, therefore only
two of the telescope mirrors can be seen; REF – Razor edge filter
(Semrock®); PB – Pellin–Broca prism; PMT – photomultiplier.
to 400 mJ energy per pulse at 354.7 nm, at 30 Hz repetition
rate with 8 ns pulse duration. To extend the flash-lamps life-
time from 20 to approximately 60 million shots, the laser is
operated at 300 mJ energy per pulse. The laser was addition-
ally equipped with an energy meter for monitoring the output
energy at the third harmonic.
The laser beam is expanded, firstly to reduce the beam
divergence needed for daytime operation, and secondly to
achieve the required eye-safe operation irradiance decrease.
The beam expander is a 15× Galilean type consisting of
two fused-silica lenses: a negative meniscus lens at the in-
put and an aspheric, plano-convex lens at the output (Institute
of Atmospheric Optics, Tomsk, Russia). Both lenses are AR
coated (SLS Optics Ltd.) for improved expander efficiency.
The beam from the laser is directed to the expander input
with a fused-silica Pellin–Broca prism. The input and out-
put surfaces of the prism are oriented at Brewster angle, and
the laser polarization is rotated with a multiple-order, half-
wave plate, installed before the prism to minimize the Fres-
nel losses on the prism surfaces. The beam steering before
the expander reduces the degree of potential beam versus
receiver misalignment, caused by laser pointing instability,
laser misalignment or displacement of the laser versus the
expander, thus improving the alignment stability of the lidar.
The use of a prism instead of a dielectric mirror improves the
reliability of the lidar and prevents back-reflected from the
expander IR radiation from reaching the laser.
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Fig. 2. Mechanical setup of the lidar: a support frame welded from
square stainless steel tubing holds the telescope assembly, the laser
head, and a protective window support; the lidar polychromator is
mechanically separated from the telescopes using fiber coupling
(not shown in the figure).
Ray tracing analysis of the beam expander, taking into
account the specified lens aberrations, predicts a reduction
of the specified by the laser producer 0.5 mrad beam di-
vergence to approximately 0.06 mrad (full angle), and ex-
pansion of the beam diameter from 9 mm to approximately
140 mm. The measured beam divergence shows values of
0.090 ± 0.020 mrad. The difference between the modeled
and measured output divergence can be explained by un-
accounted lens aberrations or beam expander misalignment.
According to the IEC 60825-1 standard, “Safety of laser
products”, the expanded beam is eye- and skin safe for expo-
sure times shorter than 5 s for altitudes below 400 m, whereas
above 400 m the safe exposure time increases.
3.2 Receiver
3.2.1 Telescope assembly
The lidar receiver uses four, 30 cm in diameter, f/3.33
parabolic mirrors (Institute of Atmospheric Optics, Tomsk,
Russia) for collecting the backscattered light. Short focal
length mirrors were chosen because they allow coupling be-
tween the telescope and the polychromator with small core-
diameter fibers, and compact telescope design. Furthermore,
the comparatively small diameter of the mirrors makes possi-
ble the use of dielectric coatings with reflectivity better than
99 % for the wavelength range 375–410 nm and AR coated
protective windows (both by SLS Optics Ltd.). The mirrors
are tightly arranged around the beam expander (Figs. 1, 2 and
3) in a robust assembly with a cross section of 0.7 × 0.7 m and
height of 1 m. The telescope assembly and the laser head are
mounted on a frame welded from square stainless steel tub-
ing. The frame is fixed to the cabin floor with vibration iso-
lators for improving the lidar alignment reliability. The rigid
and compact transmitter–receiver design reduces the possi-
bility of mechanical and thermal lidar misalignment. Multi-
mode 0.22 NA, UV–enhanced (Ceram Optec®) fused silica
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Fig. 3. Photograph of the telescope assembly taken before installa-
tion of the windows assembly support. Two of the four telescope
mirrors are seen.
fibers, installed near the mirrors focal planes, transmit the
collected light to the entrance of the lidar polychromator. The
fibers core diameter of 0.2 mm defines a 0.2 mrad FOV of the
receiver. Long-pass, edge filters (Semrock® REF 364) with
cutoff wavelength of 363.8 nm and transmission of 10−6 at
354.7 nm are installed in front of the optical fibers. The filters
prevent the strong elastic backscatter light from entering the
fibers, thus eliminating any possible fiber fluorescence and
consequent artifacts. The filters contribute also to the total
rejection of the elastic light in the Raman channels.
The receiver is aligned by tilting the individual parabolic
mirrors and displacing the fiber ends towards and away from
the mirrors. Kinematic mounts with differential screws are
used to tilt each mirror axis within and across a plane de-
fined by the mirror center and the expander axis. The axial
displacement of the fibers is performed by holders equipped
with differential screws. To detect potential signal loss in the
far range, we use the product of the overlap function with
the two-way aerosol transmission profile, derived from the
nitrogen Raman signal.
The full overlap of the receiver is reached at approximately
5 km for fibers positioned at 0.1 mm behind the focus (focus-
ing at 10 km) and mirror axes parallel to the beam expander
axe. To increase the signal level and improve the signal-to-
noise ratio below 5 km, we tilt the mirrors in the direction of
www.atmos-meas-tech.net/6/1329/2013/ Atmos. Meas. Tech., 6, 1329–1346, 2013
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Fig. 4. Calculated overlap functions for different mirror tilt angles,
compared to derived from acquired nitrogen signal overlap function.
The overlap functions were calculated for the telescopes focused at
10 km (0.1 mm fiber shift away from the mirrors), whereas the over-
lap estimate uses nitrogen signal recorded on 9 July 2008, averaged
for 1 min (1800 laser shots) and over 37.5 m (10 bins).
 
Primary fiber 
“NR” fiber 
Fig. 5. Positions of the primary and NR fibers and the blur spot
contours at the focal plane of a telescope mirror: left – modeled
blur spot contours from different distances; right – a sketch of the
receiver showing the positions of the primary and NR fibers, the
beam expander (BE), and the telescope mirrors.
the expander at 35 µrad, which results in full overlap at ap-
proximately 3 km. Modeled overlap functions of a single mir-
ror for several tilt angles are presented in Fig. 4. The overlap
functions were calculated by ray-tracing (OSLO®) assum-
ing flat-top energy distribution of the laser beam. An overlap
function, derived from a nitrogen Raman signal measured by
the system at mirror tilt angle of 35 µrad, is presented for
comparison. A tilt with more than 45 µrad results in slight
loss of full overlap at about 10 km, whereas the lidar does not
reach full overlap at any distance for tilt angles ≥ 60 µrad.
As seen from Fig. 4, the increase of the tilting angle above
35 µrad does not lead to significant lowering of the full over-
lap region and the overlap value is close to zero for altitudes
below 500 m. To extend the operational distance of the lidar
down to 150 m, we use signals from the incomplete overlap
region; the signal level below 1 km is enhanced by using an
additional fiber, as will be described in the following section.
Deriving water vapor mixing ratio using the incomplete
overlap region is possible since the Raman backscatter is ex-
cited by a single monochromatic beam and the reflective type
lidar telescopes used in our design. Hence, the ratio of over-
lap functions (Eq. 7) at the telescope output (respectively
fiber input) is range-independent for any altitude. Possible
deviation from the range independence could stem from the
chromatic aberrations introduced by the telescope protective
windows and from the edge filters, installed before the fibers.
The ray tracing estimation shows that the 20 mm thick, fused-
silica windows, installed at 15° to the mirrors optical axes,
introduce negligible lateral color (less than 0.1 µm) for water
vapor and nitrogen wavelengths and practically do not influ-
ence the range independence of the overlap ratio. The ratio
is practically range-independent, even for observations taken
from tens of meters, when the chromatic focal shift due to
the divergence of the incident on the windows radiation in-
creases. The edge filters are deposited on 3 mm thick, fused
silica substrates and installed in front of the fibers in a con-
vergent beam (f/3.33 telescopes). Ray-tracing indicates 5 µm
chromatic focal shift, which has negligible influence on the
ratio of ray-traced overlaps at the considered wavelengths. In
conclusion, there are no important chromatic aberrations for
the current telescope receiver design and the overlap ratio can
be considered range-independent. The range independence
of the other terms of Eq. (7), which includes the parameters
of the spectral separation and detection unit, will be evaluated
in the corresponding sections.
3.2.2 Extension of near range coverage
As seen from Fig. 4, the value of the overlap function is close
to zero at altitudes below 500 m because of the narrow FOV
and the non-coaxial configuration of the lidar. As a result,
the near-range signal-to-noise ratio is low and does not al-
low daytime water vapor retrieval with statistical error lower
than 10 % below 225 m. Two methods are usually used to ex-
tend the operational distance to lower altitudes: an additional
receiver, including an additional telescope and a polychro-
mator (Engelbart et al., 2006; Reichardt et al., 2012); or a
dual field-of-view telescope with an additional polychroma-
tor (Goldsmith et al., 1998). Since both methods increase the
complexity of the lidar, reduce its reliability and complicate
the data processing, we developed a new approach to extend
the near range coverage. In this approach, improvement of
the near range collection efficiency is achieved by using an
additional “near range” (NR) fiber in one of the telescopes.
The NR fiber is laterally displaced from the primary fiber in
direction opposite to the beam expander at a position where
the blurred image of the laser beam, coming from distances
close to the lidar, is formed as shown in Fig. 5.
Simulated lidar signals in terms of the effective receiver
aperture divided by the squared range AO(z)/z2 are shown
in Fig. 6. The overlap functions are calculated by ray-tracing
for mirror tilt of 35 µrad, and fiber positions of 0.1 mm behind
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Fig. 6. Simulated signals in terms of AO (z)/z2 disregarding the at-
mospheric transmission: signal from one telescope (1×), signal from
four telescopes (4×), total signal from four telescopes including the
contribution of the near range fiber (6).
the focal plane (focusing at 10 km). Due to the fiber displace-
ment, the NR fiber signal is higher than the principal fiber
signal within the range 50–800 m in cases of one telescope.
The signals from the four telescopes, together with the ad-
ditional NR signal, are optically summed on the respective
photomultiplier cathode. The resulting “sum” signals with
and without NR fiber (see Fig. 6) clearly show the contri-
bution of the NR fiber below 1 km.
The use of a NR fiber enhances the near range signal level,
but simultaneously increases daylight background, thus re-
ducing the daytime SNR of the far range. To evaluate the in-
fluence of the NR fiber on near and far range measurements,
we calculated the daytime detection limit of the lidar. The
detection limit is defined as the mixing ratio measured with
relative error of 10 % (or SNR= 10). Only the water vapor
signal is considered in the analysis, since the detection limit
is defined mostly by its SNR. The signal variance is estimated
using Poisson statistics, and the relative mixing ratio error is
δq
q
(z)≈ σPH2O
PH2O
(z)=
√
PH2O (z)+BH2O
PH2O (z)
1√
n
, (9)
where PH2O(z) is the background corrected water vapor Ra-
man lidar signal, BH2O is the light background, both in terms
of count rate, and n is the product of the number of aver-
aged spatial bins and the number of laser shots. The daylight
background is taken as 65 MHz, a value typical for the wa-
ter vapor signal acquired with the lidar around 2008 summer
solstice. This background corresponds to sky zenith radiance
of approximately 15 mWcm−2 sr−1 µm−1 at the water vapor
wavelength, assuming total channel efficiency of 6.8 % and
bandwidth of 0.3 nm. The Raman signal is calculated using
ray-traced overlaps, molecular two-way transmission from
US standard atmosphere, aerosol profile with a constant ex-
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Fig. 7. NR fiber influence on the minimum detectable water vapor
mixing ratio profiles (SNR = 10): averaging 30 min, 65 MHz sky
background in the water vapor channel, molecular two-way attenu-
ation from US standard atmosphere, aerosol two-way transmission
assuming constant aerosol extinction at 550 nm of 0.11 up to 1.5
km with Angstro¨m coefficient of 1.4.
tinction up to 1 km of 0.16 km−1 at 550 nm, and Angstro¨m
turbidity coefficient of 1.4.
The modeled daytime detection limits, with and without
NR fiber, are compared in Fig. 7 for time averaging of 30 min
and spatial averaging of 15 m below, and 300 m above, 1 km.
The detection limit without the NR fiber is 8.5 g kg−1 at
150 m and increases to more than 10 g kg−1 for lower alti-
tudes, a value insufficient for valuable measurements within
the first 150 m. The use of a NR fiber reduces the detec-
tion limit to less than 1 g kg−1 at 150 m, 3 g kg−1 at 75 m
and to values above 10 g kg−1 below 50 m. The right plot
of Fig. 7 presents the corresponding detection limit profiles
for altitudes above 1 km. The detection limit at 5 km without
the NR fiber is 0.65 g kg−1 and increases slightly to about
0.71 g kg−1 with the fiber. Space averaging of 600 m re-
duces these values to 0.42 g kg−1 without and to 0.46 g kg−1
with the NR fiber. The decrease in detection limit could
be compensated by increasing the laser output power with
approx. 10 %, if necessary.
3.2.3 Spectral unit
To achieve long-term data consistency, system stability and
negligible range dependence of the calibration constant, the
Raman signals are spectrally isolated by a fiber-coupled grat-
ing polychromator. The use of a grating-based, instead of a
filter-based, polychromator eliminates the long-term gradual
shift of the central wavelength and any changes in the trans-
mission, related to the interference-filter-based devices. Fur-
thermore, grating polychromators, contrary to interference-
filter-based polychromators, allow easy selection of the cen-
tral wavelength position and bandwidth, hence optimization
of the efficiency and minimization of the systematic errors
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Fig. 8. Minimum values of the relative variations of fH2O =∫
σpiH2O (λ,T )IxH2O (λ)dλ as a function of the water vapor chan-
nel FWHM bandwidth for the temperature range −60 °C+ 40 °C.
related to the temperature dependence of the Raman cross
sections.
The polychromator is designed for narrow band isolation
of the Q-branches of ro-vibrational water vapor and nitrogen
Raman spectra with high-throughput. An additional oxygen
channel for determining the aerosol extinction correction of
the water vapor concentration (Dinoev et al., 2006) was built,
but is still not in use. Introducing of a third signal (oxygen)
allows more precise correction for aerosol differential extinc-
tion but also introduces additional noise. Therefore, its use is
justified only in a case of serious aerosol perturbation. More
detailed investigation on the use of this correction is planned
in near future.
Special attention was paid to reduce the temperature de-
pendence of CL by selecting the bandwidth and the cen-
tral wavelength of the water vapor channel, thus minimizing
fH2O (Eq. 8). Figure 8 shows the minimal variations of fH2O
in percent, with respect to its value at 0 °C, for the temper-
ature range −60 °C+ 40 °C as a function of the water chan-
nel FWHM bandwidth. The fH2O functions are calculated
using spectral data from Avila et al. (1999) and a Gaussian
instrumental function. The minimum values of fH2O for each
bandwidth are obtained by varying the central wavelength.
As seen from Fig. 8, the fH2O variations are 1 % or less for
bandwidths larger than 0.25 nm. The optimal central wave-
length for these bandwidths is around 407.45 nm and varies
slightly with the bandwidth. We have chosen the bandwidth
of 0.33 nm centered at 407.45 nm, which is a compromise
between the signal and the daylight noise levels. The nitro-
gen and oxygen slits are centered at 386.7 and 375.4 nm, re-
spectively. The relative change of the transmitted intensity in
the nitrogen channel is 0.4 % per 100 K (Whiteman, 2003),
which can be considered negligible.
The polychromator optical layout is presented in Fig. 9.
The optical fibers, delivering the light from the telescopes,
are arranged vertically and act as a polychromator entrance
slit. The effective slit width and height are defined by the
 
Fig. 9. Optical layout of the polychromator: L1-L2 – spherical lens
collimator (f/2.39, F = 165 mm), REF – Raman edge filter, DG –
holographic diffraction grating (3600 mm−1, 85 × 85 mm2), M –
parabolic mirror (f/4, F = 445 mm), PMT – photomultiplier tubes.
fiber core and external diameter and are, respectively, 0.2
and 1.1 mm. The three-lens collimator (L1-L2) with effec-
tive focal length of 165 mm (f/2.39) is designed with stan-
dard plano-convex spherical lenses. The pre-collimating lens
L1 matches the f-numbers of the fiber and the spherical dou-
blet L2. The position of L1 is optimized with the OSLO®
ray-tracing program for minimum aberrations. The colli-
mated beam is projected onto a 3600 mm−1 blazed holo-
graphic grating (Carl Zeiss AG) installed at incidence angle
of 35.7° (diffraction angle 62° at water vapor wavelength).
A parabolic mirror M focuses the diffracted beams on the
respective exit slits. To reduce the aberrations in the water
channel, the mirror is in a close to on-axis configuration for
the water vapor wavelength. All slits are 1 mm wide, 8 mm
in height and match the images of the entrance slit. The im-
age width at the water vapor wavelength was found to be
0.93 mm only if the optical magnification of 2.7 (collimator
and mirror) and the angular grating magnification of 1.73 are
taken into account, and increases to approximately 1 mm if
the aberrations are considered. The bandwidth of the spec-
tral transmission function was found to be around 0.33 nm
if calculated using the reverse linear dispersion of the poly-
chromator (about 0.3 nm mm−1 at the water vapor wave-
length). The more precise ray-tracing calculation (OLSO®),
which takes into account the system aberrations, confirmed
this value. The calculated spectral transmission function for
water vapor is presented in Fig. 10 as an example.
The total efficiency of the lidar receiver is defined gen-
erally by the polychromator transmittance and the PMT effi-
ciency. To reduce the polychromator losses we use AR coated
lenses and a dielectric mirror coating. The polychromator
transmission, however, is defined mostly by the grating effi-
ciency. We measured 36 % absolute grating efficiency (devi-
ation angle of 26.3°) at the water vapor wavelength, a slightly
reduced value compared to the 38 % efficiency specified by
the producer for an auto-collimation configuration. The total
polychromator transmittance at the water vapor wavelength
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centered at 407.45 nm for minimal temperature influence.
becomes 33 % when the losses due to the coatings and the
internal transmittance of the collimator optics are taken into
account.
The polychromator rejection of the elastic stray light in the
water vapor channel was measured by a stack of calibrated
neutral density filters and was found to be 7 × 105. The elas-
tic stray-light suppression of the channel is further enhanced
by Semrock® Rasor edge filters installed in front of each
fiber (in the telescope assembly) and at the polychromator
entrance. Since the filters rejection at 355 nm is 106, the total
rejection of elastic light in the water channel is estimated to
be 1017. The cross talk between the nitrogen and water va-
por channels was measured using calibrated neutral density
filters and the first nitrogen Stokes, produced by stimulated
Raman scattering. The value of the cross talk was found to
be 0.5 × 10−5, low enough to be neglected as a cause of sys-
tematic errors even in the high troposphere.
As described in Sect. 2.1, the optics between the tele-
scope and the photomultipliers can cause range dependence.
To eliminate or reduce this range dependence to negligible
levels, we use a grating polychromator, fiber-coupled to the
telescope assembly. Fiber coupling is essential for the elimi-
nation of CL range dependence since fibers perform aperture
scrambling and fix the object position and size at the poly-
chromator entrance, making it independent of the position
and size of the image of the laser beam at the telescopes out-
put. Furthermore, fiber coupling not only simplifies the lidar
design and alignment, but also improves the system align-
ment stability compared to a free-space connection. Since
the optical fibers do not perform complete angular scram-
bling, the angle of the light cone at the fibers exit depends on
the observation range. This dependence is noticeable at dis-
tances shorter than 1 km and, combined with the polychro-
mator aberrations, could lead to a range-dependent error. To
estimate the magnitude of this error, we used a ray-tracing
model of the polychromator. The simulation showed maxi-
mum relative errors in the water vapor mixing ratio between
−0.4 and +0.1 % for the distance range 50–600 m. To avoid
errors due to vignetting of the optical beams inside the poly-
chromator, all the optical elements, including the grating, are
oversized. To cancel the known effect of the PMT high spa-
tial non-uniformity, we use field lenses (Fabry, 1921) at the
output of the polychromator, which convert the image of the
input fiber slit (formed by five fibers) to single spots on the
PMTs surfaces.
3.2.4 Light detection and signal acquisition
Hamamtsu metal channel dynode photomultipliers (PMT)
are used for detecting the light in the Raman channels. This
type of photomultipliers has been chosen because this type
shows good counting characteristics and can be operated in
both analog and photon-counting mode. Furthermore, this
small size type allows installation at the polychromator out-
put without additional steering optics. To enhance the detec-
tion efficiency of the water vapor channel, we use high quan-
tum efficiency (QE) photomultipliers (R7600U-200). The
photocathode of this PMT type is ultra-bialkali with 40 %
quantum efficiency at 400 nm. The nitrogen and the oxygen
channels are equipped with Hamamatsu photodetector mod-
ules type H6780 with maximum quantum efficiency of 20 %
at 400 nm. In order to preserve the photodetector modules
from the high amplitude of the signals, and to use photon-
counting mode, OD 1 and OD 0.6 neutral density (ND) fil-
ters are installed in the nitrogen and the oxygen channels,
respectively.
During the four years of operation of the lidar we noticed
a slight, steady decrease in the measured water vapor mix-
ing ratio compared to the regular radiosonding. The decrease
is more pronounced during the summer months, as shown
in detail in the companion paper (Brocard et al., 2013), and
requires periodic lidar recalibration. Analyzing the possible
reasons for this decrease, we concluded that reduction of
the photocathode sensitivity due to aging of the water vapor
PMT is the most probable cause. A possible reason for faster
aging of the water PMT is the higher intensity of the solar
background received by this PMT, compared to the back-
ground received by the nitrogen PMT. The reason for this
difference is the OD 1 ND filter used installed in front of the
nitrogen PMT. Another possible reason could be the aging
rate difference but since the ultra-bialkali photocathodes are
relatively new, there is no information about their aging. To
monitor the absolute change in sensitivity of the water vapor
PMT and its relative change versus the nitrogen PMT, we are
developing a LED-based monitoring system. The system will
operate during standby periods of the lidar (rain, low clouds)
and the information will be used for automatic correction of
the lidar calibration constant and as an indication for PMT
exchange.
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Data acquisition is carried out by a Licel GmbH transient
recorder having simultaneously operated 250 MHz counter
and a 12 bit, 40 MSPS analog digitizer. The minimum time
resolution is 25 ns corresponding to a 3.75 m spatial resolu-
tion. The transient recorder channels are synchronously trig-
gered by an optical trigger activated by the 532 nm laser ra-
diation. Optical triggering eliminates the electric connection
between the laser and the transient recorder, thus reducing
any possible electromagnetic interference. The raw signals
are acquired in analog-to-digital (AD) and photon-counting
(PhC) modes with spatial resolution of 3.75 m and averaging
over 1800 laser shots (approximately one minute).
3.2.5 Lidar automation
The lidar autonomous operation is ensured by two comput-
ers. The first one, a lidar automat computer (LAC), controls
the lidar hardware, records the hardware operational param-
eters and acquires the raw lidar data. A second, data treat-
ment computer (DTC), is designated for automated onsite
data treatment and data transfer.
A lidar automat (LA) code that runs in LabView environ-
ment on LAC controls the lidar and can be operated in auto-
or manual modes. In the auto mode, the lidar operates au-
tonomously after initial activation by the operator. In this
mode LAC controls the lidar hardware and terminates and
resumes the measurements, depending on the weather con-
ditions. Weather information is supplied by a precipitation
detector and a collocated ceilometer. The program stops the
lidar in case of precipitation, clouds lower than 500 m, or
dense fog and restarts it when the cloud base is higher than
1.5 km and if no rain or fog are detected within a predefined
time. After initial timeout for the laser heat-up, the acquisi-
tion system is activated and the lidar is operational. The laser
power is continuously monitored and an automated align-
ment of the harmonic crystals is activated when the power
at 355 nm drops below a predefined level. All metadata rel-
evant to the lidar, including the laser power, are logged. In
manual mode, the automated procedures for lidar start-up,
operation, and shutdown are deactivated, leaving the control
to the operator.
The real-time data treatment is performed by an automated
data treatment (ADT) program, developed under Matlab and
run on DTC. Each half-hour the program reads the available
raw data files, processes the data, and stores the result in a
file available for upload. The file consists of a water vapor
mixing ratio profile with the corresponding statistical error.
Remote control of the system is available via secured Internet
connection.
4 Data processing
4.1 Profile retrieval
The data treatment software was designed to autonomously
process the raw data in near real-time and to transfer the wa-
ter vapor mixing ratio profile and its random error estimate
to the MeteoSwiss data base. The data treatment procedure
is carried out every half-hour when data are available and
consists of the following steps: desaturation of the PhC sig-
nals and scaling the AD water vapor signal to PhC, calcu-
lation of the signal variance from Poisson statistics, back-
ground subtraction, time and space averaging, water vapor
mixing ratio calculation using predefined calibration con-
stant, and Rayleigh correction. The PhC signals from all de-
tection channels are desaturated using the assumption for
“non-paralyzable” counter (Ingle and Crouch, 1972):
P di =
Pi
(1−ϑPi) (10)
where P di is the desaturated count rate from a distance bin i,
Pi is the measured count rate and ϑ is the counter dead time.
Since some of the daytime water signals are oversaturated,
we use glued water signals consisting of PhC and scaled AD
signals for the processing. The AD signal is scaled to match
the PhC signal according to the following formula:
PASi =
Ai − u0
C
(11)
where PASi is scaled analog signal Ai , C is scaling coeffi-
cient and u0 is the electric offset of the channel ADC. The
dead time and the scaling coefficient are calculated by a lin-
ear regression of PhC to AD signals and the electric off-
set is derived from the last 1000 bins of nighttime-acquired
AD signals. The glued signal is equal to PASi for photon
count rates above a predefined threshold, and equal to P di
for photon count rates below this threshold. The signal noise
is calculated before the background subtraction, using either
a signal variance from Poisson statistics or a variance esti-
mate from a digitized analog signal (Liu et al., 2006). The
background value in each channel is determined from the
last 1000 time bins. The corrected signals are averaged over
30 min. The spatial averaging is done using a window size,
which is variable as a function of height. The window size is
defined by the software to maintain the relative error below
10 %. The relative error is calculated using Eq. (12). The wa-
ter vapor mixing ratio is derived from the ratio of water vapor
to nitrogen Raman signals following Eq. (5), where the cal-
ibration constant is obtained from a set of intercomparisons
with radiosondes. Finally, the water vapor profile is corrected
for molecular atmospheric differential transmission using US
standard atmosphere model.
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4.2 Error budget
The measurement error of the water vapor profile has three
main components (Whiteman et al., 2001): (1) uncertainty of
the calibration constant, (2) uncertainty in the differential at-
mospheric extinction, and (3) uncertainty of the water vapor
to nitrogen signal ratio.
The uncertainty of the calibration constant is mostly sys-
tematic and is due to (1) uncertainty of the reference instru-
ment, (2) uncertainty due to the calibration methodology, and
(3) systematic errors due to the lidar design. The first two er-
ror sources are widely discussed in the literature (e.g. Nash
et al., 2011; Ferrare et al., 1995; Turner et al., 2000, 2002;
Evans et al., 2000; Leblanc et al., 2012) and, as shown in
(Turner et al., 2002), the existing reference instruments and
calibration methods allow for achieving uncertainty on the
order of 5 %. The systematic errors caused by the instrument
design are much less discussed and usually correction func-
tions are applied to reduce their magnitude (e.g. Whiteman
et al., 2012; Whiteman, 2003; Turner et al., 2002). In this
work we have tried to identify, analyze and finally reduce the
instrumental systematic errors through the lidar design. The
system error sources were discussed in the Part 2 compan-
ion paper (Brocard et al., 2013) where the technical solutions
used to reduce the systematic errors were already presented
together with the description of the respective subsystems of
the lidar. Here we will present a brief summary of these er-
rors. The systematic errors in the overlap region (near to mid-
range) caused by the optical imperfection of the receiver have
been reduced to less than 1 % by using a grating polychro-
mator fiber, coupled to a reflective telescope. The systematic
errors induced by PMT non-uniformity were reduced to a
negligible level by the field lenses installed in front of each
PMT. By reducing the error magnitude in the overlap region,
we eliminated the need for overlap corrections and related
errors. The systematic error caused by the temperature sensi-
tivity of the water vapor Raman cross section was reduced to
around 1 % by proper selection of water vapor central wave-
length and bandwidth.
The uncertainty of the differential atmospheric transmis-
sion arises mostly through aerosol scattering, but is relatively
low in conditions of normal visibility. Therefore, aerosol cor-
rection is not applied in the current version of the lidar.
The uncertainty of the water vapor to nitrogen signal ratio
has a systematic and a random component. The additive sys-
tematic errors are caused by fluorescence, elastic signal pen-
etration in the water channel, and Raman channels cross talk.
The error due to fluorescence and elastic signal penetration
in our system is reduced to negligible levels by blocking the
elastic light at the telescope output and at the polychroma-
tor input. The measured cross talk level between water vapor
and nitrogen Raman signals is low enough for tropospheric
measurements but may cause wet bias in the tropopause and
the low stratosphere regions. The cross talk level can be eas-
ily further reduced by a band-pass filter but since the lidar is
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Fig. 11. Lidar signals from water vapor and nitrogen channels.
designed and used for tropospheric measurements, this is not
done. Other systematic error sources are due to PMT satura-
tion in photon-counting mode. The magnitude of these errors
is reduced to levels lower than the random error by desatu-
ration and constraining the desaturated signal to simultane-
ously recorded analog signals.
The random component due to photon detection noise is
the dominating and highly variable error source in water va-
por measurement. Therefore it is calculated for each lidar
profile. The relative error ∂q(z)
q(z)
of the water vapor measure-
ment is estimated from the standard errors of the Raman sig-
nals σx(z) and their respective daytime background σBx(z)
following error propagation formulas:
∂q(z)
q(z)
=
√√√√ σ 2H2O(z)+σ 2BH2O
[PH2O(z)−PBH2O ]2
+
σ 2N2(z)+σ 2BN2[
PN2(z)−PBN2
]2 (12)
where Px is the number of the signal counts summed over the
averaging time and space range, and PBx is the number of the
respective background counts. The statistics of the signals
detected in photon-counting mode are governed by the Pois-
son distribution, i.e. the standard error is equal to the square
root of the number of photons counted.
The absolute error of the lidar water vapor profile was
estimated by comparison of one year humidity measure-
ments simultaneously obtained by the lidar, collocated reg-
ular radiosonding, a microwave radiometer, and a GPS re-
ceiver. The results of this intercomparison are discussed
in the companion paper (Brocard et al., 2013) and show
good agreement of the three measurement techniques. This
agreement signifies that the absolute error of the lidar pro-
files is at least within the uncertainty of the mentioned
conventional techniques.
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Fig. 12. Left: Vertical water vapor mixing ratio profiles mea-
sured quasi-simultaneously by the lidar and an equipped-with Snow
White radiosonde (chilled mirror hygrometer). The sonde was
launched at 19:38 UTC. Time averaging 10 min below 3 km and 30
min above. The vertical resolution is variable; initial 15 m, above
4 km – minimum 30 m, above 6.5 km – minimum 105 m, above 9 km
– minimum 300 m; above 11 km the resolution is 900 m (maximum
allowed). Right: Lidar statistical error profile.
5 Measurement examples
Figure 11 shows nighttime recorded nitrogen and water va-
por desaturated photon-counting signals, summed over 5 min
(9 × 103 laser shots) using 37.5 m (10 bin) vertical resolution,
presented in a count rate (MHz) and photon counts. The de-
saturated nitrogen signal has a maximum value of 110 MHz,
whereas the water vapor signal, recorded in relatively dry
nighttime conditions, reaches 17 MHz. The first peak in Ra-
man signals at approximately 0.7 km clearly shows an in-
crease in the collection efficiency due to the NR fiber. The
second peak, at approximately 1.3 km, is due to signal col-
lection by the primary fibers in the four telescopes.
The lidar calibration constant is derived using vertical pro-
files taken by either Vaisala RS92 or Snow White (Vo¨mel et
al., 2003) radiosondes. The calibration flights were carried
out in nighttime and stable weather conditions. The Snow
White dew point profile is converted to mixing ratio with
Goff–Gratch equations for saturation pressure over water and
ice (1946 formulation), accounting for the internal flag indi-
cating ice formation on the mirror. The same calibration con-
stant is used for several months and is periodically verified.
Recalibration is done when the calibration error exceeds a
predefined level. The calibration constant used in the follow-
ing examples was derived from a Vaisala RS92 profile using
the first 6 km of the profile.
Figure 12 shows comparison of nighttime water vapor
mixing profiles obtained by the lidar and an equipped-with
Snow White radiosonde, launched from the lidar site on
26 August 2008 at 19:38 UTC. The left plot presents com-
parison of the mixing ratio profiles, and the right plot shows
the statistical error profile of the lidar measurement. Mixing
ratios higher than 2 g kg−1 are presented in a linear scale,
whereas the smaller values are plotted in a logarithmic scale.
The linear scale compares the data up to approximately 3 km,
an altitude reached by the radiosonde for about 10 min, as-
suming radiosonde ascending rate of about 5 ms−1. For bet-
ter comparison with the sonde profile, the lidar data were av-
eraged for 10 min within the first 3 km. The logarithmic scale
compares the lidar and the radiosonde using a lidar mixing
ratio profile obtained with 30 min time average. The vertical
resolution of the lidar is variable in order to keep the sta-
tistical error below 10 %. The initial resolution is 15 m, it
is reduced to 30 m above 4 km, to 105 m above 6.5 km, and
to 300 m above 9 km. Above 11 km the range resolution is
900 m. Error bars at the beginning and the end of the lidar
profile present the random error of the lidar measurement,
estimated from the lidar signals.
The mixing ratio profiles match exceptionally well within
the whole range from 75 m up to 12.5 km. The very good
agreement in the lower parts of the profiles, retrieved from
the incomplete overlap region, demonstrate the negligible
range dependence of the lidar calibration constant. The small
discrepancies between the sonde and the lidar, seen in the
lower part of the profile, can be explained by the different
temporal and spatial resolutions of the two instruments, am-
plified by the high temporal and spatial variability of water
vapor. The validity of the last argument is supported by the
high temporal variability of the water vapor field clearly seen
in the 10 min resolution time series presented in Fig. 14. The
lidar correctly reproduces the atmospheric stratification. The
differences between the sonde and the lidar in the 5–5.5 km
region are probably caused by the difference in the air masses
sampled by the two instruments, or by the smoothing effect
of the longer time averaging by the lidar, or both.
The two profiles compare very well in the region 6.5–
11 km, despite the reduced to 105 m lidar resolution. The
very good correlation in this region is an indicator for
the negligible temperature sensitivity of the measurements,
i.e. the correct selection of polychromator central wave-
lengths and bandwidths. Above 11 the relative error increases
above 10 % and to compensate, the software increases the
vertical averaging to 900 m, defining a measurement point
at 11.8 km (relative error 19 %), followed by a measurement
point at 12.6 km (relative error of ∼ 40 %). Above that alti-
tude the noise prevails. It is worth mentioning that the laser
is operated at 9 W. Increasing the power to its nominal 12 W
value and longer averaging time could extend the measure-
ments to the lower stratosphere when necessary.
Daytime lidar mixing ratio profile obtained on
9 April 2009 is shown in Fig. 13. The lidar data are
averaged from 11:00 to 11:30 UTC with initial vertical
averaging of 30 m, increased to 75 m at 2.5 km, and to 300 m
above 4 km. The profile is compared to an equipped-with
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Fig. 13. Left : Daytime profiles of water vapor mixing ratio com-
pared to Vaisala RS92 radiosonde launched on 9 April 2009 at
11:00 UTC; Right : Lidar statistical error profile.
Vaisala RS92 radiosonde launched at 11:00 UTC (13 h local
time). The right plot shows the relative error profile of the
lidar measurement derived from the signal statistics. The first
lidar point is at 75 m, and the measurement statistical error
is about 5 % due to the sky background in the water vapor
channel. A well-mixed boundary layer defines an almost
constant mixing ratio profile up to about 700 m, captured by
both instruments without big differences. Within the range
from 700 to about 1.6 km, the mixing ratio decreases to
about 1.5 g kg−1. A small difference between the profiles
is present and could be explained by variation of the water
vapor field, which is typical for daytime conditions with
strong vertical mixing. At above 1.6 km the lidar signal
amplitude decreases (due to z−2) and the statistical error
increases despite the almost constant up to 2.5 km mixing
ratio. Compared to nighttime measurements the statistical
error is higher, mainly due to the presence of daytime sky
background in the water vapor channel.
In order to explore the full potential of the lidar to resolve
the spatiotemporal evolution of a water vapor field, time se-
ries with high temporal and spatial resolution were taken in
favorable weather conditions while operating the laser at its
nominal energy of 400 mJ (12 W). As already mentioned,
during regular operations the laser output energy is limited
to 300 mJ (9 W) to extend the lifetime of the flash lamps and
to prevent damage of the optical elements of the laser and
the transmitter. The lidar performance at reduced energy is
sufficient for regular profiling, as demonstrated by the com-
panion paper (Brocard et al., 2013), and the lidar can always
be operated at nominal laser energy in case of special events.
 
Fig. 14. Six-day time series of water vapor with 10 min time res-
olution. All data are shown, including data with a statistical error
> 10 %. The noisy zones above 5000 m (around noon) mark the
increase in statistical error due to the solar background during the
daytime. The white zones mark data gaps.
Figure 14 presents time series with high temporal and spa-
tial resolution taken from 26 August to 1 September. The
temporal resolution of the data is 10 min and the vertical res-
olution is 30 m up to 4 km; the vertical resolution increases
to 75 m above this height. The white strips indicate an ab-
sence of data (lidar inauguration and rain). The high spa-
tiotemporal resolution of the profiles allows visualizing well-
known – but difficult to observe with the classical methods
– processes, such as the enhanced turbulent mixing in the
boundary layer during the early afternoon, seen as alternating
red and orange vertical strips with changing intensity around
12:00 UTC. Another interesting atmospheric phenomenon,
besides the temporal evolution of the boundary layer, is the
subsidence of dry air from high altitudes to the lower tropo-
sphere. The most pronounced subsidence during the observa-
tional period was recorded on 28 August and is probably the
result of stratosphere–troposphere exchange. The fast tempo-
ral evolution and spatial displacement as seen from Fig. 14
can explain a great part of the lidar to sonde discrepancies
observed in the previous examples.
6 Summary and outlook
A new Raman lidar designed for unattended, continuous
measurement of vertical water vapor profiles for operational
meteorology has been described. To attain daytime opera-
tion, the lidar uses narrow field-of-view (NFOV), narrow-
band (NB) configuration and a UV laser. A 15× beam ex-
pander ensures low beam divergence, essential for the NFOV
design, and reduces the laser energy density to levels meeting
eye safety regulations. The receiver consists of four 30 cm
in diameter mirrors fiber-coupled to a grating polychroma-
tor. The detection is carried out by Hamamatsu metal dyn-
ode photomultipliers and a Licel transient recorder acquires
the signals in analog and photon-counting mode. The need
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for range-dependent overlap corrections is eliminated by the
careful design of the receiver, which eliminates the range de-
pendence of the instrumental part of the lidar calibration con-
stant, thus allowing data retrieval from the incomplete over-
lap region without the need for range (overlap) corrections.
Additional fiber in one of the telescope mirrors collects the
scattered light from the near range, thus extending the dis-
tance range down to 100 m. The value of the temperature
correction is reduced to levels around 1 % by selection of the
polychromator central wavelength and bandwidth. The opto-
mechanical design of the lidar ensures long-term alignment
stability and eliminates the need for frequent transmitter-
receiver alignments. The unattended automated control of the
lidar is carried out by two computes controlling the hardware
and performing automated data treatment. After its installa-
tion in July 2007 and the initial tests, the lidar has been in
regular operation since August 2008 at the main aerological
station of the Swiss Meteorological Office (MeteoSwiss).
Since 2007, the lidar has shown annual technical availabil-
ity between 65 and 90 %. More information on this is avail-
able in the companion paper (Brocard et al., 2013). The main
technical problems encountered during the first three years
of operation were related to the supporting equipment (cool-
ing water chiller, air conditioning, roof hatch) or the laser.
The technical unavailability due to the supporting equipment
and some of the laser problems, namely those related to the
internal cooling system, were resolved to a great extent. A
persisting problem is the laser misalignment after flash-lamp
replacement, caused by insufficient positioning accuracy of
the oscillator and amplifier pumping chambers. Redesigning
of the pumping chambers and their support, planned for the
near future, are expected to resolve this problem.
The lidar was upgraded with a pure rotational Raman
channel for temperature, aerosol backscatter and extinction
measurements, which has been operational in test mode since
2009. The channel design and analysis of the data will be pre-
sented in a separated paper after completing the test period
and initiation of regular operations.
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