Abstract. One of the most efficient interior-point methods for some classes of block-angular structured problems solves the normal equations by a combination of Cholesky factorizations and preconditioned conjugate gradient for, respectively, the block and linking constraints. In this work we show that the choice of a good preconditioner depends on geometrical properties of the constraints structure. In particular, it is seen that the principal angles between the subspaces generated by the diagonal blocks and the linking constraints can be used to estimate ex-ante the efficiency of the preconditioner. Numerical validation is provided with some generated optimization problems. An application to the solution of multicommodity network flow problems with nodal capacities and equal flows of up to 64 million variables and up to 7.9 million constraints is also presented.
1. Introduction. Many real-world optimization problems exhibit a primal block-angular structure, where decision variables and constraints can be grouped in different blocks which are dependent due to some linking constraints Applications of this class of problems can be found, for instance, in multicommodity telecommunications networks, statistical data protection, multistage control and planning, and complex networks.
Solution strategies to deal with this class of problems can be broadly classified into simplex-based methods [14, 23] , decomposition methods [17, 1, 2, 27] , approximation methods [5] , and interiorpoint methods [10, 21] . One of the most efficient interior-point methods (IPMs) for some classes of block-angular problems solves normal equations by a combination of Cholesky factorizations for the block constraints and preconditioned conjugate gradient (PCG) iterations for the linking constraints [10, 11] . The spectral radius of a certain matrix in the preconditioner, which is always in [0, 1) plays an important role in the efficiency of this approach. It was observed that for separable convex problems with nonzero Hessians this spectral radius is reduced, and the PCG becomes more efficient [13] . When the spectral radius approaches 1, switching to a suitable preconditioner may be an efficient alternative [7] . It is worth noting that computing approximate Newton directions by PCG does not destroy the good convergence properties of IPMs, as shown in [20] . There is an extensive literature on the use of PCG within IPMs for other types of problems (e.g., [3, 4, 9, 18, 25, 28] to mention a few).
However, it is not yet clear why for some classes of block-angular problems the above approach may be very efficient (see, for instance, the results of [13, 12] ), while it may need a large number of PCG iterations in others. The spectral radius may be used to monitor the good or bad behaviour, but an ex-ante explanation has to be found in the structural information of the block-angular constraints matrix. The purpose of this paper is to provide such a explanation by considering geometrical properties of the primal block-angular matrix structure which, in addition, may be used to improve the preconditioning in some instances. It will be shown that the principal angles between the subspaces generated by the diagonal blocks and the ones generated by the linking constraints play an important role, explaining the efficiency of the approach and providing a proper choice of the preconditioner. This paper is organized as follows. Section 2 outlines the specialized IPM for primal blockangular problems. Section 3 analyzes the quality of preconditioning techniques based on geometrical and spectral properties. This analysis is used to obtain complementary preconditioners to deal with orthogonality and collinearity of the subspaces generated by the diagonal blocks and the ones generated by the linking constraints. Section 4 provides a numerical validation of the analysis in previous section. This is based on both a simulation analysis of the effect of geometrical relations on PCG iterations-Subsection 4.1-and a real world application to multicommodity network flow problems with nodal capacities-Subsection 4.2-, where the analyzed geometrical properties can be fully exploited. Matrices N i ∈ R mi×ni and L i ∈ R l×ni , i = 1, . . . , k, respectively define the block-diagonal and linking constraints, k being the number of blocks. Vectors x i ∈ R ni , i = 1, . . . , k, are the variables for each block. x 0 ∈ R l are the slacks of the linking constraints. b i ∈ R mi , i = 1, . . . , k, is the right-hand side vector for each block of constraints, whereas b 0 ∈ R l is for the linking constraints. The upper bounds for each group of variables are defined by u i ∈ R ni , i = 0, . . . , k. Problems with equality linking constraints can be formulated by setting u 0 = 0. The total number of constraints and variables of (2.1) is thus, respectively, m = l + k i=1 m i and n = l + k i=1 n i . Formulation (2.1) is a very general model which accommodates to several block-angular problems.
In this work we consider the specialized IPM of [10, 11] . Briefly, this approach requires the solution at each interior-point iteration of the normal equations system AΘA ⊤ ∆y = g, where A ∈ R m× n is the constraints matrix of (2.1b); Θ = (W (U −X) −1 +ZX −1 ) −1 ∈ R n is a diagonal matrix computed from the values (x, w, z) ∈ R 3 n of the current primal-dual point-w and z being the Lagrange multipliers associated to, respectively, upper and lower bounds; ∆y ∈ R m is the direction of movement for the Lagrange multipliers of equality constraints y; and g ∈ R m is some right-hand side. A derivation of the normal equations can be found in [29] .
Exploiting the block structure of A and Θ we have (2.2)
where ∆y 1 and ∆y 2 are the components of ∆y associated to, respectively, block and linking constraints;
. . , k, are the blocks of Θ; and g = (g
⊤ is a proper partition of the right-hand side g. By eliminating ∆y 1 from the first group of equations of (2.2), we obtain
The specialized IPM for this class of problems solves (2.3) by a combination of k Cholesky factorizations, for the systems involving B and PCG for (2.3a). Indeed, matrix D − C ⊤ B −1 C ∈ R l×l of (2.3a), whose dimension is the number of linking constraints, is symmetric and positive definite, since it is the Schur complement of the normal equations (2.2), which are symmetric and positive definite. System (2.3a) can thus be solved by PCG. A good preconditioner is instrumental. D − C ⊤ B −1 C is a P -regular splitting, i.e., it is symmetric and positive definite, D is nonsingular and D + C ⊤ B −1 C is positive definite. Therefore the P -regular splitting theorem [26] guarantees that
where ρ(·) denotes the spectral radius of a matrix (i.e., the maximum absolute eigenvalue). This allows us to compute the inverse of D − C ⊤ B −1 C as the following infinite power series (see [10, Prop. 4] for a proof).
A preconditioner is thus obtained by truncating the infinite power series (2.5) at some term. The more the terms included, the better the preconditioner will be, at the expense of increasing the execution time of each PCG iteration. If we only include the first term, or the first and second terms, of the infinite power series (2.5) the resulting preconditioners will be, respectively,
As shown in [12] , in most test problems D −1 was the best option for the tradeoff between being a good and an efficient preconditioner. Thus, in this work we will focus on the first term preconditioner D −1 . Although the expected performance for a general primal blockangular matrix is problem dependent, the effectiveness of the preconditioner obtained by truncating the infinite power series (2.5) is governed by the spectral radius ρ(D −1 (C ⊤ B −1 C))-the farther from 1, the better [13] -and the structure of D, as each PCG iteration requires the solution of a system with this matrix.
The spectral radius tends to approach 1 when the IPM is close to the optimal solution [13] . For this reason a hybrid preconditioner was introduced in [7] : the power series preconditioner (either
is used in the initial IPM iterations, switching to the splitting preconditioner [25] when the former becomes inefficient. The above hybrid scheme is supported by the known good behaviour of the splitting preconditioner near the solution of the linear optimization problem. Briefly, given the normal equations matrix AΘA ⊤ , the splitting preconditioner is based on a partition of the columns of A into basic and nonbasic columns, forming the nonsingular basis matrix A B ∈ R m× m and the nonbasic one A N ∈ R m×( n− m) , respectively. Applying the same partition to Θ, the normal equations matrix can be rewritten as
The splitting preconditioner is defined as Θ
B . The symmetric application of this preconditioner to AΘA ⊤ gives:
Sufficiently close to an optimal solution, with a suitable choice of the columns of A B , the diagonal entries of Θ N ) approaches the zero matrix. Some strategies for identifying a suitable matrix A B are discussed in [25, 7] .
This specialized IPM has been recently implemented in a software package called BlockIP [12] , that will be used for the computational results of this paper.
3. Analysis of preconditioning techniques for block-angular problems. By the definition of B, C and D in (2.2), we may write (3.1)
is the projection operator onto R(Θ 
, as P i is the identity operator of the subspace generated 
e., the exact preconditioners) when,
i ), respectively. Needless to say, these two extreme cases will rarely appear in a real problem; for instance, when or Θ −1 0 will be a good preconditioner for (2.3a), and which of them will theoretically behave better. 3.1. Geometrical and spectral properties. According to previous discussion, the goodness of the approximation of Θ 
n and v j ∈ R n being the optimal vectors. In other words, for j = 1 the procedure finds the unit vectors u 1 ∈ L Θ and v 1 ∈ N Θ which minimize the angle between them-named γ 1 . For j > 1, the procedure considers the orthogonal complements of span{u 1 , . . . , u j−1 } in L Θ and of span{v 1 , . . . , v j−1 } in N Θ , and computes a new pair of vectors u j , v j in the above subspaces minimizing the angle γ j . In our case, we have that
and Θ = Θ i for some i ∈ {1, . . . , k}. The vectors {u 1 , . . . , u q } and {v 1 , . . . , v q } are called principal vectors, associated to principal angles {γ 1 , . . . , γ q }. The principal angles between subspaces can be graphically depicted as in Figure 1 . If q = m = l, the distance between the equidimensional subspaces L Θ and N Θ is defined as sin γ q = 1 − cos 2 γ q [19, Chapter 2] . The Appendix shows a procedure to compute principal angles based on the singular value decomposition. This procedure is prohibitive for large optimization problems, but, as it will be shown later, it is not required in our optimization method.
As Θ i , i = 1, . . . , k, are different at each interior-point iteration, the principal angles between the subspaces L Θ and N Θ also change. Accordingly, the goodness of the approximation of Θ 
, where L = L i , N = N i and Θ = Θ i for some i ∈ {1, . . . , k}, Θ thus being a positive diagonal matrix. Let γ(u, v) be the first principal angle between L and N , associated to principal vectors u and v; and γ Θ the first principal angle between L Θ and N Θ . If L and N are not orthogonal, then
where Θ min and Θ max are the smallest and largest diagonal components of Θ, and
. . , n then we have
Proof. Let γ
be the angle between the unitary transformed vectors
From the definition of principal angles as resulting from the maximization problem (3.5)-(3.8), and since vectors
are feasible for this problem, we have
Since u, v are principal vectors, by (3.6) u = v = 1. Moreover, since principal angles are always in [0, π/2], and we are assuming L and N are not orthogonal, we have
By definition of inner product, by (3.12), using that for any square matrix M and vector w M w ≤ M w , and that
Defining the set P = {i ∈ {1, . . . , n} :
Then, by (3.14),
and similarly,
Then, there exists some (unkwon)
Applying (3.15) in (3.13), and since, by definition, cos(γ Θ ) ≥ 0, inequality (3.9) is proved.
Applying (3.16) to the penultimate term of (3.13) we get (3.10). An important consequence of Proposition 3.1 is that we have no information about the principal angles in the final iterations of the IPM, as Θ min /Θ max can approach 0 and Θ c /Θ max can be any number in [−1, 1] when the iterative process gets close to the optimal solution. In the worst case, it may even happen that almost-collinear subspaces L and N become almost-orthogonal for some Θ.
It is worth noting that the two extreme cases have opposite behaviour:
• If L and N are orthogonal (that is, their principal angles are π/2), then, for a diagonal Θ matrix such that some component Θ i,i is very large, and for other components j = i Θ jj ≈ 0, the principal angles of L Θ and N Θ will become close to 0. This is a limit case of (3.10). In such a situation, D −1 would be the best preconditioner for the first interior-point iterations, while Θ −1 0 should be used for the last ones. However, we empirically observed that, for the instances considered in this work, large principal angles in the first interior-point iterations may not tend to 0 as the algorithm approaches the solution. This will be illustrated in below Subsection 3.2.
• If L ⊆ N , then the principal angles are 0. This means that, for some matrix
Y and the principal angles of L Θ and N Θ will also be 0. Although this case is not of practical interest-since if L ⊆ N then the linking constraints are redundant and can be removed-it can explain, as we observed, why small principal angles in the initial interior-point iterations remain small near the optimal solution. As shown below, the goodness of the dynamical approximation of Θ
along the interior-point iterations is related to the changes in the spectral radius of matrix
is the first term of the power series (2.5), the farther away from 1 is the spectral radius of D −1 (C ⊤ B −1 C) the better is the quality of the approximation of the first few terms of (2.5). Although the particular behavior of the spectral radius value is problem dependent, in general, it comes closer to 1 as we approach the optimal solution, because of the ill-conditioning of the Θ matrix. Next result provides a clear relationship between the spectral radius of D −1 (C ⊤ B −1 C) and the projection operators in the subspaces L Θ and N Θ .
Proposition 3.2. Let λ be an arbitrary eigenvalue of
where r is an eigenvector associated to λ. On the contrary, if
From this expression and applying the definition of
we find the following identities
It turns out that r
The proof is complete. Note that a clear lesson from Proposition 3.2 is that the spectral radius might be small even in the case of almost collinearity between the rows of
This means that, although Θ 0 is in theory a better preconditioner in case of almost collinearity, in practice it can be even outperformed by D. This is consistent with some of the computational results of Subsections 4.1-4.2, and with Theorem 1 of [13] , which stated that the spectral radius ρ of
where u is the eigenvector (or one of the eigenvectors) of
. . , l, and
, are respectively the eigenvalues and matrix of columnwise eigenvectors of
⊤ u (and, abusing of notation, we assume that for v j = 0, (u j /v j ) 2 = +∞). Clearly, from (3.22), the larger Θ 0 , the closer ρ to 0, which it is also concluded from (3.17).
Practical estimation of principal angles.
The use of principal angles between subspaces in our context has two downsides:
• If the subspace spanned by linking constraints is is. This happens, for instance, in multicommodity network flow problems [10] , edge-colored network problems [15] , and cutting planes approaches for facility location problems [16] , where L i = I, for i = 1, . . . , k. Our interest is on whether the linking constraints belong to R(N ⊤ i ), equivalent to saying that the rows of L i may be written as a linear combination of the rows of N i , whereas the principal angles between R(L ⊤ i ) and R(N ⊤ i ) might be seen as a measure of mutual dependency, in the sense that they go to zero even in the opposite case when the rows of N i are linear combinations of the ones of L i . The latter condition does not imply any favorable argument for Θ 0 as a preconditioner.
• As already stated in previous subsection, the computation of principal angles between L Θ and N Θ using the algorithm of Figure 7 in the Appendix can be totally prohibitive to be included as part of the optimization procedure. To circumvent the above drawbacks, two sensible and more practical approaches will be described below. Both are based on the computation of principal angles between a subspace
. In this case, the problem (3.5)-(3.8) is highly simplified. First, q = min{1, m i } = 1, and then we do not have constraints (3.8) (i.e., there is only a principal angle to compute). Second, constraints (3.6) and (3.7) impose
Similarly, we have
Then, using (3.23) and (3.24) the optimization problem (3.5)-(3.8) reduces to cos(γ) = max
whose solution can be directly computed, considering a Lagrange multiplier ν ∈ R for the constraint, as
Since for the principal angle we only need the optimal value of the objective function cos(γ) = c ⊤ x * , computations can be simplified by noting that (3.26) cos
The cost of solving (3.26) is equivalent to the solution of a system of equations with one of the blocks defining matrix B in (2.2), whose factorization is already available at each interior-point iteration.
The two practical approaches considered for computing principal angles, which rely on (3.26), are as follows:
• For each block i, i = 1, . . . , k, and linking constraint j, j = 1, . . . , l, we solve (3.26) for L = L i,j , that is, we compute the principal angle-denoted as γ i,j -between N i and the j-th row of L i . Then the reported principal angle is the average of principal angles:
The inconvenience of this approach is that it solves kl problems (3.26). A good feature of this method is that it averages angles between real linking constraints and block matrices.
• To reduce the number of problems (3.26) to be solved, in this second method we compute, for each block i, i = 1, . . . , k, the principal angle between N i and the average of the rows of
If we denote this angle asγ i , then the final angle provided is
This approach only requires solving k problems (3.26). However, it provides some sort of approximation of the principal angle, since it does not use the rows of L i , but a convex combination of them. This can be justified by noting that, if the principal angle between every row L i,j , j = 1, . . . , l, and N i is 0 (that is, L i,j is linearly dependent with the rows of N i ) then the principal angle between a convex combination of rows of L i and N i will also be 0. The above two approaches have been implemented in the optimization package used for the computational experiments. Figure 2 shows the estimation of principal angles obtained with either (3.27) or (3.28) during the interior-point iterations of four of the instances of Tables 3-6 of Subsection 4.2. We observe that, for the first interior-point iterations, both methods provide similar values. However, when we approach the optimal solution, angles computed with (3.28) tend to go to 0, while those obtained with (3.27) in general remain close to the original values. From Table 7 of Subsection 4.2-which provides the true angles for these instances, computed using the costly algorithm in Figure 7 of the Appendix-we see that angles computed with (3.27) are usually better estimations. Unfortunately, in the huge instances of Subsection 4.2, method (3.27) was prohibitive (it resulted in very high CPU times), so we had to (successfully) apply method (3.28). The estimations with (3.27) in Figure 2 also confirm, as discussed in previous subsection, that although the scaling matrices Θ i may change the principal angles at each interior-point iteration, in general when the angles are large at the first iterations, they remain large near the optimal solution.
There are other possible methods to reduce the computational cost of (3.27), such as, for instance, to consider just a sample or a representative subset of rows of L i . However, we did not try these other options because, at least for the instances tested in this work, the results obtained with (3.28) were satisfactory.
According to the above discussion, if we want to predict from the beginning which preconditioner will behave better based on principal angles, we can use either (3.27) or (3.28), since both methods provide similar estimations at the first interior-point iterations. It is worth to mention that in this case (3.26) is solved before the IPM has started, and then Θ i = I has to be used. Moreover, since Θ i are the same for all i = 1, . . . , k, if matrices N i and L i are also the same for all i, then the number of problems (3.26) to be solved drops to l and 1, for, respectively, (3.27) and (3.28). We considered the following rule for automatic selection of the preconditioner:
where γ has been previously computed with either (3.27) or (3.28) using Θ i = I, and τ γ is a threshold parameter provided by the user. In the computational experiments of Subsection 4.2 we used τ γ = 0.95π/4, i.e., if the angle is closer to 0 than to π/2, we choose Θ −1 0 , otherwise D −1 is selected; the 0.95 coefficient guarantees that, in case of tie, D −1 will be used, since, according to (2.5), it is the first term of the exact preconditioner.
Switching between preconditioners at some interior-point iteration will only be worth if principal angles significantly change with Θ i . However, according to the above discussion, when the initial principal angles are close enough to 0, Θ −1 0 will be in general the best preconditioner, not only for the first, but for all the interior-point iterations. Otherwise, D −1 will be in general preferred. In addition, the CPU time required for computing principal angles is not negligible for huge instances. Given all these considerations, our switching criteria only computed principal angles if strictly necessary, and it focused on other indicators such as (1) the number of PCG iterations performed with the current preconditioner in the last interior-point iteration; (2) and, if the current preconditioner is D −1 , the spectral radius ρ (which can be easily computed using the procedure described in [7] ). The implemented switching criteria, which is applied every τ t interior-point iterations, is as follows: where τ ρ is a threshold value for the spectral radius, τ P is a percentage of the number of linking constraints l (the size of the system solved by PCG), and τ γ was already used in (3.29) . The values used in the computational results of Subsection 4.2 were τ t = 3, τ P = 0.2, and τ ρ = 0.95. As it will be observed in the computational results this switching criteria is rarely applied (only in three out of 60 instances). Choosing the right preconditioner, either
0 , from the beginning turned out to be a more important factor in the performance of the IPM. We remark that this situation is quite different from other hybrid preconditioning approaches, such as, for instance, the one in [7] : in that approach the two different preconditioners are known in advance to behave better for, respectively, the first and last interior-point iterations, and thus (1) we know in advance which preconditioner to start with; and (2) the switching is usually performed.
Numerical validation. The numerical validation of the proposed preconditioning technique
is based on two types of computational experiments: (1) assessing the effect of the described geometrical relations to the number of PCG iterations; (2) analyzing the global numerical performance of both preconditioning techniques, when applied to classes of multicommodity network flow problems. All the runs were carried out on a Fujitsu Primergy RX300 server with two 3.33 GHz Intel Xeon X5680 CPUs (each CPU with 12 cores) and 144 GB of RAM, under a GNU/Linux operating system (Suse 11.4), without exploitation of multithreading capabilities.
Geometrical relations and PCG iterations.
Our goal here is to generate synthetic problems such that we can control the level of collinearity between their linking and block constraints. To this end, consider two full rank matrices N ∈ R m×n , n > m, and Y ∈ R l×m , n > l, and let L = Y N . The rows of L ∈ R l×n are linear combinations of the rows of N and the principal angles between the subspaces generated by L ⊤ and N ⊤ are zero. Each vector in R(L ⊤ ) can be rotated an angle α around the i-th and j-th coordinate axes by pre-multiplying L ⊤ by the n × n rotation matrix:
If we consider H = {(i, j) : 1 ≤ i ≤ n − 1, i < j ≤ n}, the set of all possible pairs of coordinate axes, the n(n − 1)/2 distinct R ij (α) rotation matrices may be concatenated in some order to produce a new rotation matrix such as (i,j)∈S R ij (α), where S ⊆ H. (Rotations in three dimensions and higher do not commute, so that different orderings give different rotations.) We are interested in showing the performance of the PCG method at each interior-point iteration when changing the geometrical relations between the diagonal block and the linking constraint matrices, in accordance with specified rotations. To do so we randomly draw N i ∈ R m×n and small instances big instances Y i ∈ R l×m , i = 1, . . . , k, from a uniform probability distribution. Then S ⊆ H is also randomly selected to compute the rotation matrix (i,j)∈S R ij (α). Finally, we obtain the linking constraint
This procedure relies on the number r = |S| of concatenated rotation matrices and the angle of rotation α to evaluate the associated changes in the PCG iterations using Θ −1 0 and D −1 as preconditioners. It is worth to remark that α are not the principal angles between linking constraints matrices L i and block constraints matrices N i , but it is expected that small α values (that is, small rotations) will result in small principal angles.
The BlockIP package [12] implementing the specialized interior-point method has been extended with the Θ −1 0 preconditioner introduced in this work. The main features of BlockIP are: (1) it implements a long-step infeasible IPM, including both Newton and predictor-corrector directions [29] ; (2) it uses the approach described in Section 2-which relies on Cholesky factorizations and PCG-for the solution of the normal equations [10, 11, 13] ; (3) Cholesky systems are exactly solved; (4) PCG systems are stopped when the error (computed as 1 − cos(Qx, d), for some system Qx = d) is below some tolerance; (5) in the computational results of this paper the initial PCG tolerance was set to ǫ 0 = 10 −4 , and it was updated at each interior-point iteration t as ǫ t+1 = min{0.95 · ǫ t , 10 −8 }. More details about the code-which is available for research purposes from http://www-eio.upc.es/~jcastro/BlockIP.html-can be found in [12] . Tables 1 and 2 show the computational results obtained with BlockIP using D −1 and Θ −1 0 preconditioners. Instances of Table 1 are "small", with l = 100 linking constraints, and k = 100 equal diagonal block matrices N ∈ R 10×50 . For the "big" instances of Table 2 these dimensions are l = 200, k = 1000, and N ∈ R 20×200 . The first columns of these tables show the angle α of each rotation, small instances big instances whereas the second columns report the number r of rotation matrices considered. The remaining columns give the CPU time, number of IPM iterations, and average number of PCG iterations per IPM iteration, for both preconditioners.
It is observed that the performance of the specialized IPM strongly relies on α for both the small and big instances. In particular, for Θ −1 0 , the smaller α, the better the preconditioner; and the average number of PCG iterations increases with α. On the other hand, D −1 is the best precondtioner when α = π/2. This numerical evidence supports the previous discussion on the effect of the geometrical relations between the diagonal blocks and the linking constraint matrices on the quality of the preconditioner. In addition, the same conclusion will be provided by the numerical results of next Subsection 4.2 using a nontrivial-i.e., non-synthetic-problem.
The plots of Figures 3, 4 , 5 and 6 illustrate the evolution of the number of PCG iterations (vertical axis) at each IPM iteration (horizontal axis) for both preconditioners. Small and large instances of the same dimensions as in Tables 1 and 2 is that it is always a diagonal preconditioner, independently of the problem, unlike D −1 , which may require a Cholesky factorization.
4.2.
Multicommodity network flow problem with nodal capacities and equal flows. Let G = (V, A) be a directed graph, where V is a set of n vertices or nodes and A is a set of n ′ arcs, and let K be a set of k commodities. The multicommodity network flow problem with nodal capacities (MNFPNC from now on) looks for the minimum cost routing of the flows for all the commodities from some source to some destination nodes, imposing capacities on the total outflow at some nodes h ∈ C ⊆ V. This problem differs from the standard multicommodity flow problem in that capacities are imposed at nodes, instead of at arcs. The node capacity constraints are (4.2) i∈K j∈V
where b 0 h denotes the capacity of node h ∈ C. MNFPNC matches the standard formulation (2.1) of primal block-angular problems, by considering m i = n, n i = n ′ , N i = N ∈ R (n−1)×n ′ for all i = 1, . . . , k, where N is the node-arc incidence matrix associated to G; and l = |C|, L i = L ∈ R l×n ′ for all i = 1, . . . , k, are derived from N by considering only positive coefficients to obtain (4.2). Tables 3 and 4 report two computational experiments associated to MNFPNCs of different sizes. The eight instances of Table 3 correspond to problems where l = 0.2n (i.e., only 20% of nodes are constrained to have an outflow capacity), whereas the eight instances of Table 4 correspond to problems where l = n (all the nodes have capacities). For each instance, the tables provide the number of nodes n, number of commodities k, the total number of variables ("n.var"), total number of constraints ("n.con."), and the CPU time and (within parentheses) total number of iterations for all the solvers considered: primal simplex, dual simplex and barrier for CPLEX; and BlockIP with both Θ −1 0 and D −1 preconditioners. In these runs BlockIP computed Newton directions, which is its default option when PCG is used. A time limit of 3600 seconds was considered.
It can be seen from Tables 3 and 4 that the CPU time associated to the primal simplex is always far greater than the ones of the other solvers. The dual simplex is quite competitive and in some instances outperforms CPLEX barrier method and BlockIP. BlockIP with both preconditioners is in general more efficient than CPLEX barrier, although it requires more IPM iterations because it computes Newton directions instead of second or higher order ones. The network size n does not seem to have a substantial effect on the comparative efficiency of the five solvers. Instead the increase in the number of linking constraints (either l = 0.2n, in Table 3 or l = n, in Table 4 ) almost doubles the CPU time of the CPLEX barrier method, whereas only slightly affects the specialized IPM. Let us consider a slight modification of the MNFPNCs, obtained by introducing to each commodity a set of equal flow constraints, i.e. constraints requiring that each arc in a specified set R r must carry the same amount of flow, for every group of arcs r ∈ R; that is, x i aj = x i a h , for i = 1 . . . k, a j , a h ∈ R r , r = 1 . . . R (where a j , a h denote two particular arcs in the network). These constraints arose while modeling some real-life problems, such as water resource system management [22] . We call this problem multicommodity equal flow problem with nodal capacities (MEFPNC from now on).
Here we are considering MEFPNCs of different sizes with R = EF · n groups of arcs having the same flows per each commodity and |R r | = EF · 100 number of arcs in each group r = 1 . . . R, where EF is a given parameter to control the number of equal flow constraints. Tables 5 and 6 report two computational experiments associated to these MEFPNCs. As before, the eight instances of Table 5 correspond to problems with l = 0.2n, whereas l = n in Table 6 . The parameter EF was set to 0.1 in these instances. The meaning of the columns is the same as in Tables  3 and 4 . It is worth mentioning that, for every set R r = {a 1 , a 2 , . . . , a |Rr| }, and i ∈ K, the equal flow constraints are formulated as
With this formulation we avoid a "dense column" for variables x i a1 , which makes BlockIP more efficient. CPLEX barrier is not affected by this different reformulation due to its presolving capabilities. The principal angles between linking and block constraints are the same for both formulations, since they span the same subspace (it is easy to show that given the constraints matrices for the two formulations, one can be obtained from the other by simple linear manipulations).
The inclusion of equal flow constraints negatively affects the computational performance of all the considered solvers, though in different proportions. The dual simplex and barrier almost double its CPU times in the largest instances with respect to the MNFPNCs, whereas the ones associated to the specialized IPM slightly increase. In fact, the specialized IPM becomes the most efficient algorithm for this class of problems from k = 400. Also for the MEFPNCs, as it was for the MNFPNCs, the network size n does not seem to have a substantial effect on the ranking of the five solvers.
As for the two preconditioners of BlockIP, results with Θ Table 5 . The results with D −1 indicate it to be a slightly better preconditioner when l = n. In both cases BlockIP outperforms the CPLEX available LP methods. It is worth noting that BlockIP uses an out-of-date sparse linear algebra package for the Cholesky factorization [24] , while CPLEX implements highly tuned state-of-the-art factorization routines. Therefore, the performance of BlockIP could be significantly improved by the use of a more Table 7 Average principal angles between the subspaces generated by the columns of L ⊤ and N ⊤ , for each instance of multi-commodity network flow problems with nodal capacities in Tables 3, 4 , 5 and 6. n average principal angles Table 3  Table 4  Table 5 Table 6 recent Cholesky solver. The information of the average principal angles between the subspaces generated by the columns of L ⊤ and N ⊤ of the instances of Tables 3-6 is reported in Table 7 , differentiating for the 150 and 300 nodes instances. These true principal angles were computed with the exact algorithm of Figure 7 in the Appendix, so they are not estimations given by the two methods described in Subsection 3.2. The first observation we deduce from data collected in Table 7 is that the average principal angles are generally stable with respect to the number of nodes. We also see that average principal angles are far from 0, which may explain why preconditioner Tables  3-6 .
We finally generated and solved a set of large instances, considering only the CPLEX barrier solver, and BlockIP with the two preconditioners Θ −1 0 and D −1 , and a new variant (named "automatic" in the tables of results) that selected the best preconditioner according to (3.29) , possibly switching to the other preconditioner using the criteria in (3.30). No time limit was set in these runs. The corresponding results are reported in Tables 8-9 and Tables 10-12 , for small dense and big sparse networks, respectively. Tables 8 and 10 show the dimensions and characteristics of the instances: columns l provide the number of linking constraints; columns "density" provide the fraction "number of arcs/maximum number of arcs (n(n − 1)/2)"; columns "NC" show the fraction of nodal capacity constraints, i.e., "number of node capacities/n"; and columns "EF" provide the parameter considered for the equal flow constraints. The rest of columns have the same meaning as in previous tables.
The instances of Table 8 with small dense networks were solved with CPLEX, and BlockIP using the Newton direction; Table 9 shows these results. For the instances of Table 10 with large sparse networks, we additionally used BlockIP with the predictor-corrector direction (as discussed below, this was instrumental for the efficiency of BlockIP). These results are reported in Tables 11- is. This is consistent with theory: the more constraints in N i , the "larger" is the subspace spanned by their columns, and then principal angles between the rows of L i and N i are smaller (i.e., closer to 0), which means that Θ −1 0 is closer to be the exact preconditioner. From Table 11 , we see that BlockIP outperformed CPLEX in 19 of the 30 instances, and by a significant margin in some cases. These results could be improved if larger instances would have been tested. For instance, in a tough instance (not included in the above tables) of n = 4000, k = 2000, density= 0.001, NC=0.2, with no equal flow constraints, CPLEX barrier spent about 37000 seconds (requiring 85 Gigabytes of memory), while BlockIP found a solution in 11000 seconds (using 15 Gigabytes of memory).
It is worth remarking that the density of D may negatively affect the performance of preconditioner D −1 , possibly involving a costly Cholesky factorization, whereas Θ 0 is always diagonal. However, in all the MNFPNCs and MEFPNCs instances tested in this work, D is also diagonal. Therefore the different performance of preconditioners is mainly explained by the geometrical relations between the subspaces spanned by the linking and block constraints (and their principal angles). Yet, the computation of Θ 0 will always be less costly than that of D: even in the best case for D (that is, when L i = I), we have D = Θ 0 + k i=1 Θ i .
5.
Conclusions. This work showed that the angles between the subspaces generated by the diagonal blocks and the linking constraints may explain the effectiveness of two complementary preconditioners, namely Θ preconditioner to be used for each particular instance. Algebraical properties of the two complementary preconditioners were supported by numerical results. We also analyzed the performance of the specialized IPM with the two preconditioners in the solution of the multicommodity network flow problem with nodal capacities and equal flows, observing that it outperforms all of the available CPLEX methods in some of the largest instances. Θ −1 0 and D −1 have shown to be the exact preconditioners when a linking constraint belongs to respectively the range and null space of the matrix of block constraints. Since any vector defining a linking constraint can be decomposed as the sum of two orthogonal vectors belonging to the range and null space of the matrix of block constraints, it might be worth to exploit this fact to see whether a multipreconditioner based on the two above can be obtained, following for instance [8] . This is part of the further research to be done.
Alternative more efficient and accurate methods for the estimation of the principal angles (e.g., considering a sample or representative subset of linking constraints), and applying the specialized IPM (either with Θ , v) ) u. The algorithm of Figure 7 outlines how to compute the principal angles of column spaces of matrices L ⊤ ∈ R n×l and N ⊤ ∈ R n×m . The algorithm is just provided for completeness: as shown in Subsection 3.2, it does not need to be used in practice in our approach. In fact, its use would be prohibitive since the required singular value decomposition is computationally very expensive for large optimization problems.
