INTRODUCTION
Conditional moment (CM) tests of functional form exploit the property that for correctly specified models the conditional expectation of certain functions of the observations should be almost surely equal to zero. A chisquare misspecification test can then be based on weighted means of these functions. As has been shown by Newey (1985) , most model misspecification tests are special forms of CM tests.
The power of the CM test depends heavily on the choice of the weighting functions. In particular, the CM test is not consistent against all possible alternatives. Since the CM test imposes only finitely many moment conditions, it is always possible to construct alternative data generating processes for which these moment conditions hold while the null is false.
To the best of our knowledge the only consistent model misspecification tests are those of Bierens (1982 Bierens ( ,1984 Bierens ( ,1987 Bierens ( ,1988 and Bierens and Hartog (1988) . The tests of Bierens (1982 Bierens ( ,1984 are genuine consistent tests, but the null distribution of the test statistics involved is intractable and had to be approximated using Chebishev's inequality for first moments. The tests of Bierens (1987 Bierens ( , 1988 and Bierens and Hartog (1988) have tractable null distributions, but their consistency is due to randomization of test parameters.
In the present paper it will be shown that any CM test of functional form of nonlinear regression models can be converted into a chi-square test that is consistent against all deviations from the null. The consistency of this test does not rely on randomization.
The plan of the paper is as follows. In Section 2 we state the hypotheses to be tested. In Sections 3 and 4 we show how to convert the CM test into a consistent test. In Section 5 we present and interprete the results of a limited Monte Carlo analysis. Finally, in Section 6 we show what kind of information about the true model the test provides if the null hypothesis is rejected. Appendix A contains formal statements of the assumptions maintained in our analysis. These assumptions are jointly referred to as "Assumption A". Appendix B contains the proofs of the lemmas.
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THE HYPOTHESES TO BE TESTED
In developing our consistent version of the CM test we confine our attention to a random sample {(y x ,x 1 ),..,(y n ,3^)} from a distribution F(y,x) on RxR k for which Jy 2 dF(y,x) < ». lt seems possible to extend the results below to the heterogeneous and/or time series case, using the approach in Bierens (1981 Bierens ( ,01.3,1984 Bierens ( ,1987 Bierens ( ,1988 , but incorporating these extensions in the present paper would diverge attention from the main theme.
In parametric regression analysis it is assumed that the regression function g(x) -E(Yj IXJ" 01 ) belongs to a parametric family of known real functions f(x,0) on R k x6, where 6 c R m is the parameter space. Denote by D(g) the set of all probability distribution functions F(y,x) on RxR k such that for a random drawing (y,x) from F, E[y 2 ] < °° and P[E(y|x)=g(x)]=1. The null hypothesis to be tested is that the parametric specification involved is correct:
(1) H 0 : The distribution F belongs to the set U 0 -=U.
D(£(. ,$)) .
In other words, the data generating process characterized by F is such that P[E(yj|xj) -f(Xj,0 o )] = 1 for some 8 0 e 6. The alternative hypothesis we wish to test is that the null is false, i.e., Most model specification tests of functional form can be put in this framework. For example, Ramsey's (1969 Ramsey's ( ,1970 model specification tests are special cases of the CM test, and so is White's (1981) version of Hausman's (1978) test. See also Ruud (1984) for a review of Hausman-type tests and Newey (1985) for other examples of CM tests.
As mentioned before, the power of the CM test depends heavily on the choice of the weighting functions. 
Then conditioning on x x is equivalent to conditioning on the bounded random vector $(x x ), for x x and $(x x ) generate the same Borel field. Thus:
(6) P.{E{y 1 -f(x lt tf 0 )|«(x 1 )] -0} < 1.
It follows now from (6) and Lemma 1 that the set
has Lebesgue measure zero. This suggests to use exp[t'$(x)] in place of the w 1 (x,fl), i.e., one may base a consistent CM test on the single sample
for under H x , plim n _ K0 M(t) ^ 0 for all t except in a set with Lebesgue measure zero.
In the sequel we shall derive a consistent CM test based on (8) only.
A more general consistent CM test can be based on the sample moments
Despite the fact that the weighting functions ya L are irrelevant for consistency, it may make sense to consider this case as well. The weighting functions w A determine a class of (implicit) alternative hypotheses against which the CM test has maximal power. Cf. Holly (1982) . If these alternative hypotheses are of special interest, one may wish to direct the power of the consistent test towards these alternatives. Moreover, since consistency is only an asymptotic property, the small sample power may be enhanced by using these weighting functions. By mimicking the logic of this paper, it is quite easy to derive these more general consistent CM tests.
Observe that if the model contains a constant term then 0 € S, for by the first-order condition for (4) (7) has Lebesgue measure zero and is not dense in R k .
Let us assume that H 0 is true. Denote
It is a Standard exercise in asymptotic theory to verify [cf. the proof of Lemma 3 below] that under H 0 and Assumption A,
pointwise in t, where
Note that s 2 (0) -0 if the model contains a constant term. The function s 2 (t) can be consistently estimated by
, where -6 -
and assume:
has non-singular second moment matrix It should be noted that the set S in Theorem 2 depends on the distribution F of (y^.Xj). This implies that in general we cannot choose a fixed t for which the test is consistent. Nevertheless, the result of Theorem 2 is close to a genuine consistent test, as will be shown in Section 4. where a" n -1 and the other a n j's are chosen such that
REMARK ON ASSUMPTION
This is always possible. Now define the function V> n ( z ) on tne range Z of x by ^n(z) -1 for n -0 and
for n > 0, and let 7 n -E[v\J n (x)]. The nonzero functions \t n form an orthonormal system of the Hilbert space H of Borel measurable functions <p
Moreover, the coefficients 7 n are the Fourier coefficients of the function h € H defined by h(x) -E(v|x). According to Royden (1968, p.212) there exists an element g of H such that g(z) -2^_ 0 7 n^n (z), which can be rewritten as
is continuous in t and {t lf t 2 ,..} is dense in T, we have E(v-g(x))exp(t'x) = 0 for all t e T. Since T has positive Lebesgue measure, it follows from Lemma 1 that
Note that if v is interpreted as a regression residual the test in
Theorem 2 (and Theorems 3, 4 and 5 below) actually tests the null hypothesis that all the /3 n ,'s are zero. Finally, note that this result is reminiscent of the Fourier expansion approach of Gallant. See Gallant (1981 and El Badawi, Gallant and Souza (1983) . Also, it is related to projection pursuit regression. See Friedman and Stuetzle (1981) and Huber (1985) .
THE CHOICE OF t AND $
The choice of t In the sequel we shall choose T such that T -
Although Assumption B guarantees that the set {t€R k :s 2 (t)>0} contains a compact subset T with positive Lebesgue measure, in practice we can only choose T freely if we assume that s 2 (t) > 0 for all t (except t=0 if the model contains a constant term). From the proof of Lemma 2 it is clear that this is very weak a condition. In generalizing Theorem 2 and the theorems below to other CM tests we have to make a similar assumption, namely that the asymptotic variance matrix of the vector of sample moments (9) times Jn is nonsingular for all t (or all t * 0).
Before we proceed, let us first briefly review some terminology related to convergence of probability measures on metric spaces. For a full account, see Royden (1968) and Billingsley (1968) . Let C(T) be the metric space of all continuous real functions on T, with metric p(z 1 ,z 2 ) - it is a stochastic element of C(T) , and so is sup _W(t) . Let (z n ) be a sequence of stochastic elements of C(T). Each z n induces a probabilily measure P n on C(T) by the correspondence P n (B) -P[z n e B] , where B is an arbitrary Borel set in C(T). We say that P n converges weakly to P if lim P n (B) -P(B) for each Borel set B in C(T) with boundary 3B satisfying P(8B) -0. If P is the probability measure induced by a stochastic element z of C(T) then we also say that z n converges weakly to z. A neccesary condition for weak convergence is that P n is tight, i. e. , for every e e (0,1) there exists a compact subset K of C(T) such that sup n P n (K) > 1-e. We say that z n is tight if P n is tight. A stochastic element z of C(T) is
Gaussian with covariance function r(t 1 ,t 2 ) if for arbitrary q and t x ,... , t q in T, (z(t 1 ),..,z(t q ))' is q-variate normally distributed with zero mean vector and variance matrix (IXt^tj)), i,j-l,..,q. There are many different ways to choose t 1 ,t 2 ,..., given the compact set T.
For example, let {t 1 ,t z , . .
•} be the set of rational-valued vectors in T.
Also, one may choose the t ± 's (i-O, 1,2,..) randomly from a continuous distribution with density having support T. In the latter case it should be stressed that the random search procedure involved differs fundamentally from the randomization procedures in Bierens (1987 Bierens ( , 1988 and Bierens and Hartog (1988) , as Theorem 5 holds true if we condition on the sequence
(t. i ).
In contrast, the aforementioned tests loose their consistency if one condition on the random test parameters.
The choice of $
From an asymptotic point of view the choice of the bounded one-to-one mapping $ is no issue. However, in Bierens (1982 Bierens ( ,1984 Bierens ( ,1987 we have advocated letting $ depend on the scale of x,. For if we choose $ as in (5) and we choose for <p a continuously differentiable function with uniformly bounded first derivative, then it can be verified from the proofs of Theorems 3 and 4 that the resulting test has the asymptotic properties described in these theorems.
MONTE CARLO RESULTS
Next we show by a limited Monte Carlo simulation how the test in Theorem 4
in the form described in Theorem 5 performs in finite samples. To limit computation cost, we have chosen the integer Kj, in Theorem 5 relatively small, namely K^ -[n/10]-l, and only 500 replications were used.
The data generating processes (DGP) we distinguish are the following.
Let Zj , v X j , v 2j and e^ be independent random drawings from the Standard normal distribution, and let the regressors be XJJ-Z^+VJ^J , x 2 j-Zj+v 2 j . The dependent variable is generated according to y^-l+x x j+x 2 j+u^, where either DGP 1: uj -v Xj v 2j + e j( or DGP 2: Uj -C/2)ej.
In both cases we fit a linear regression model: Table 1 .
< Insert Table 1 about here >
We see from Table 1 that the test seems rather insensitive to variations in the penalty 7n , except in the last case where the penalty becomes too low, which affects the actual size of the test too much. In the first three cases the penalty is hardly effective under H x for n < 400 and in the first two cases also for n-800. This indicates that the function »?(t) is relatively flat. The finite sample power for n -400 at the 5% significance level is still not equal to 1, although (as expected) the power increases with n. However, for n-800 the power gets close to 1. The variation in the actual size of the test (apart from the last case) may be due to the limited amount of Monte Carlo simulations.
< Insert Figure 1 about here >
In order to understand better these results, we subsequently have calculated the function »?(t) for DGP1. This was done partially analytically, partially by simulation. Figure 1 shows the shape of rj(t) for -5 < t x < 5, -5 < t 2 <, 5, looking from above at an angle of about 60 degrees. Note that »7(t) is symmetrie about the diagonal (-5,-5)-(5,5). Moreover, tj(t) equals zero on the two axes t x -0 and t 2 «*0, as can easily be proved. Thus, these two axes form the set S in Theorem 2. Furthermore, the set S. Table 1 the penalty remained effective under H x , for (loosely speaking) t 0 will prevail as long as sup »j(t)-»?(t 0 ) < yn . Apparently we have accidently selected T in one of the worst areas. However, T should be chosen independently of the data generating process, i.e., it is not allowed to determine the best set T by A looking at the plot of W(t).
In cross-section analysis we often work with much larger samples than in Table 1 . For such samples the test will likely work according to the prediction of asymptotic theory. Presumably the small sample power of our test will be inferior to the small sample power of a test designed to test consistently H 0 against a specific alternative model, as it likely trades away small sample power against any one alternative for consistency against all alternatives. Also, the performance of more general consistent CM tests may be better than the present one, as the additional weights may enhance the finite sample power.
WHAT INFORMATION DOES THE TEST REVEAL IF H 0 IS REJECTED ?
If H 0 is false, then the function »ï(t) contains information about the true model. But what kind of information ? To answer this query, denote for i-1,2,
Then the test statistic W(t) in Theorems 3 and 5 is just the most significant squared t-value of the parameters A ± in the linear regressions provided the t-values involved are calculated according to the approach of White (1980) . Similarly, denoting regressing u^ on w Xj , . . ,w ., where K^ is determined by some selection criterion for model dimension like the Akaike (1974) and Schwarz (1978) criteria. Under H 0 we may then expect that T^ will converge to 1, so that similarly to Theorems 4 and 5 the null distribution of the Wald test of the joint significance of the K^ parameters involved is asymptotically x\ • However, this further elaboration is beyond the scope of the present paper. (1980, 1981, 1982) .
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(A.l) Let { (y x ,x x ) (y n .XJJ) } be a sample from a probability distribution F(y,x) on RxR k . Moreover, E y^2 < <*>.
(A.
2) The parameter space 6 is a compact and convex subset of R m and f(x,ö) is for each 6 e 6 a Borel measurable real function on R and hence that S is countable. Since a countable set has Lebesgue measure zero, the lemma follows for the case k-1.
Next, consider the general case k > 1. Let x -(x x ,x 2 , . . ,x k ) ' , t = (t x ,t 2 , . . ,t k )'. Again it follows from Theorem 2 of Bierens (1982) 
hence by the first part of Assumption B,
and consequently, using (10), 1) The helpful comments of Lars Peter Hansen and four referees, leading to substantial improvements over previous versions of this paper, are gratefully acknowledged.
2) Throughout this paper we denote by |•| the absolute value if the argument is a scalar and the Euclidean norm if the argument is a vector.
3) Following Bierens (1982) one may also take J T W(t)dt as test statistic.
Theorem 3 implies that under H 0 this test statistic converges in distribution to J T z(t) 2 dt. Note that the convergence in distribution of the corresponding test statistic in Bierens (1982) was not proved.
