Given two positive definite matrices A and B, a well known result by Gelfand, Naimark and Lidskii establishes a relationship between the eigenvalues of A and B and those of AB by means of majorization inequalities. In this work we make a local study focused in the spectrum of the matrices that achieve the equality in those inequalities. As an application, we complete some previous results concerning Procustes problems for unitarily invariant norms in the manifold of positive definite matrices.
Introduction
Majorization (and log-majorization) between vectors in R d plays a fundamental role in matrix analysis. Although it is not a total order, it is well known that several matrix inequalities are consequences of the comparison of the singular values by means of majorization. Lidskii's inequalities are certainly a very good example of this fact. Indeed, they are essential in some natural norm inequalities in matrix theory: those derived from proximity problems (matrix nearness problems) such as, for example, Procustes problems ( [1, 5, 10] ). In this case, Lidskii inequality provides an explicit description of global minimizers of functions defined on unitary orbits of matrices. These functions are constructed from the distance to minimize, using (strictly convex) unitarily invariant norms (see for example [18] ). When the unitary orbit is endowed with a metric space structure, a local study on Lidskii's Theorems also allows a characterization of the spectral structure of local minimizers of such functions.
Given A ∈ M d (C), a complex matrix of size d, a norm N (·) in M d (C) and a set X ⊂ M d (C), the typical matrix approximation problem is to search for the minimal distance That is, solving these problems requires to provide a characterization and, if possible, an explicit computation (in some cases sharp estimations) of d N (A , X ) and the set of best approximations A op N (A , X ). Typically, a choice for N is the Frobenius norm (also called 2-norm) since it is the norm associated with an inner product in M d (C). Other norms that are also of interest are weighted norms, the p-norms for 1 ≤ p (which contains the Frobenius norm), or the more general class of unitarily invariant norms. With regards to the sets X , the most relevant choices are: selfadjoint matrices, positive semidefinite matrices, correlation matrices, orthogonal projections, oblique projections and matrices with rank bounded by a fix number (see for example [3, 4, 6, 11, 20] ). In the special case of Procustes type problem, X is the unitary orbit of a positive (or selfadjoint) matrix B and A is also a positive (or selfadjoint) matrix.
Once the nearness problem above has been solved for some A, X and N (·), it is natural to pose the following proximity problem: given a (fixed) C 0 ∈ X , the problem is to compute (or at least to give an upper bound of) the distance
where d X denotes a metric in the set X .
In [13] the following matrix nearness problem is considered: let N (·) be an arbitrary unitarily invariant norm in M d (C). Consider two arbitrary positive semidefinite matrices A, B ∈ M d (C) + and let
Note that O B is a metric space endowed with the usual metric induced by the operator norm.
thus, the Procustes problem in M d (C) + is given by
With this notation, the nearness problem for X = O B ⊂ M d (C) + , is solved for an arbitrary strictly convex unitarily invariant norm N (·) in M d (C). That means that an explicit description of In this paper, based on [2] and using similar techniques as in [13, 14, 15] , we focus on the following Procustes problem: let N (·) a unitary invariant norm and P(d) the set of the strictly positive matrices of dimension d. Then, given A, B ∈ P(d), define the distance F (N,
Then, the goal is to compute
and to characterize the minimizers when N (·) is strictly convex. Our purpose in this note is to make a local analysis of the Gelfand-Naimark-Lidskii result, using a similar approach to that applied to the study of the (additive) Lidskii inequalities in [13] . Then we use this in order to extend the results in [2] to a characterization of the local extrema for the Procustes problem described above.
Preliminaries
In this section we introduce the notations, terminology and results that we will use throughout the paper.
Notation and terminology. We let M k,d (C) be the space of complex k × d matrices and write M d,d (C) = M d (C) for the algebra of complex d × d matrices. We denote by H(d) ⊂ M d (C) the real subspace of selfadjoint matrices and by P(d) the set of positive definite matrices in M d (C). We let U (d) ⊂ M d (C) denote the group of unitary matrices. Given x = (x i ) i∈I d ∈ R d we denote by x ↓ = (x ↓ i ) i∈I d the vector obtained by rearranging the entries of x in non-increasing order (analogously x ↑ denote in non-decreasing).
Given a matrix A ∈ H(d) we denote by λ(A) = λ(A) ↓ = (λ i (A)) i∈I d ∈ (R d ) ↓ the eigenvalues of A counting multiplicities and arranged in non-increasing order. Given a vector x ∈ C d we denote by D x the diagonal matrix in M d (C) whose main diagonal is given by x.
We denote by (
Next we recall the notion of majorization between vectors, which is one of the main characters throughout our work.
It is a standard exercise to show that:
and N (·) is strictly convex if its restriction to diagonal matrices is a strictly convex norm in C d . Examples of u.i.n. are the spectral norm · and the p-norms · p , for p ≥ 1 (strictly convex if p > 1). It is well known that (sub)majorization relations between singular values of matrices are intimately related with inequalities with respect to u.i.n's. The following result summarizes these relations (see for example [1] ): Given a differential manifold N and p ∈ N , we denote the tangent space of N in p by T p N . If N , M are differential manifolds and F : N → M is a differential map; recall that F is a submersion at p ∈ N if the differential D p F : T p N → T F (p) M, is surjective. If F is a submersion at every p ∈ N then F is a submersion.
As a consequence, In this paper we consider U (d) ∈ M d (C) endowed with its natural (Lie) structure of differential manifold. Thus, we consider the product manifold U (d) × U (d) endowed with the following metric
and · the usual spectral norm. It is known that the exponential map
Then
A geometrical study of Gelfand -Naimark -Lidskii inequality
Given A, B in P(d), the well known Gelfand-Naimark-Lidskii result relates the eigenvalues of A, B and AB by means of log-majorization inequalities. Notice that, in particular,
The purpose of this section is to do a local study of the equality case:
We shall restrict our attention to this inequality, needless to say that a similar study can be done for the equality in the right majorization inequality in (3). The next result of [16] characterizes the equality. For convenience, we restate it in our log notation for GNL inequality. Recall that in our notation we consider the eigenvalues arranged in a non-increasing order: λ(A) = λ ↓ (A) and λ(B) = λ ↓ (B). Following the techniques developed in [14] , we consider the manifold
det(A) . Then we define a map Γ : Proof. Suppose that the relative commutant {A, B} ′ is trivial. In order to prove that Γ is a submersion at (I, I), we need to show that the differential map
is surjective. Suppose that D (I,I) Γ is not surjective. Using the Riemannian structure of the tangent space at
In particular,
and by standard computation one has that
and
we have that
On the other side,
for every X * = −X. Thus, we have
From (7) and (8) we deduce [A −1/2 BA −1/2 , Y 0 ] = 0, that is,
Finally, since [A −1/2 Y 0 A −1/2 , B 1/2 ] = 0, we deduce that
Notice that, since 0 = tr(A −1
is not a scalar. Hence, we arrive to a contradiction and Γ is a submersion at (I, I).
Conversely, suppose that there exists a non-trivial orthogonal projection P in {A,
Then, it holds that
It is easy to see that
which in turn implies that Y 0 is orthogonal to the range of D (I,I) Γ , from (5) and (6) . So Γ is not a submersion at (I, I). Proof. Let P be an orthogonal projection in {A, B} ′ such that P is minimal, i.e. there is not an orthogonal projection Q ∈ {A, B} ′ such that QP = Q. Since AB = BA, P has rank ≥ 2. Then, by restricting our study to the reducing space Im(P ), we can assume that {A, B} = C · I. By Lemma 3.3, Γ : (4) is a submersion at (I, I) onto P(d) τ . In particular, every continuous curve l(t) : (−1, 1) −→ P(d) τ such that l(0) = A −1/2 BA −1/2 can be lifted (locally) to a continuous curve l(t) : (−t 0 , t 0 ) −→ U (d) × U (d) such that l(t) = Γ • l(t), for −t 0 < t < t 0 , such that l(0) = (I, I).
As a consequence of Theorem 3.2, b := log λ(A −1/2 BA −1/2 ) = (log λ(B) − log λ(A)) ↓ := a. Moreover, by Gelfand-Naimark-Lidskii Theorem, a ≺ b. In particular, ρ(t) := |t|a + (1 − |t|)b ≺ b, for t ∈ (−1, 1), with ρ(t) = b for t = 0.
Let U ∈ U (d) be such that U D λ(A −1/2 BA −1/2 ) U * = A −1/2 BA −1/2 , where D λ(A −1/2 BA −1/2 ) stands for the diagonal matrix with the eigenvalues of A −1/2 BA −1/2 arranged in non-increasing order.
Define l(t) : (−1, 1) −→ P(d) τ by
where exp(ρ(t)) := (e ρ(t) 1 , e ρ(t) 2 , . . . , e ρ(t) d ) ∈ R d . Then, l(t) is a continuous curve such that l(0) = A −1/2 BA −1/2 . Moreover, it is clear that det(l(t)) = Π d i=1 e ρ(t) i = e tr ρ(t) = det(B) det(A) = τ , so l(t) ∈ P(d) τ , ∀t ∈ (−1, 1). Also, by construction, log λ(l(t)) ≺ log λ(l(0)), for t ∈ (−1, 1) .
Then, for a small 0 < t 0 , there is a continuous curve l(t) = (U (t), V (t)) ∈ U (d) × U (d), t ∈ (−t 0 , t 0 ) such that l(0) = (I, I) and Γ • l(t) = l(t). Consider γ(t) : (−t 0 , t 0 ) −→ U (d) given by γ(t) = U * (t)V (t). Hence, γ(t) is continuous, γ(0) = I and
which complete the proof.
Then, for some t 0 > 0 sufficiently small, there exists a continuous curve γ(t) :
Proof. By Lemma 3.4 it only remains to prove the case [A, B] = 0. Thus, suppose that AB = BA. Then, there exists U ∈ U (d) such that For simplicity, denote by α 1 = λ(A) i , α 2 = λ(A) i+1 and β 1 = λ σ i (B), β 2 = λ σ i+1 (B). Then, if we restrict to the eigenspace S spanned by the common eigenvalues {e i , e i+1 },
Then, we consider C S (t) :
It is easy to see that, for t = 0,
Since det(C S (t)) = β 1 β 2 α 1 α 2 for every t, this implies that the eigenvalues λ 1 (C S ) ≥ λ 2 (C S ) satisfy log(λ 1 (C S (t))), log(λ 2 (C S (t))) ≺ log
As previously mentioned, a similar analysis of the right inequality in (3) leads to similar conclusions.
4 An application for the characterization of local extrema in a Procustes problem.
In what follow, for B ∈ P(d), consider the unitary orbit
Note that O B is a metric space endowed with the usual metric induced by the operator norm. Given A, B ∈ P(d) and N (·) an arbitrary unitarily invariant norm in M d (C), define the distance F (N, A, B 
With this metric, the nearness problem posed in P(d) is to compute
and to characterize the approximants.
In the particular case that N (·) is the Frobenius norm; i.e. N (X) 2 = X 2 2 = tr(X * X) (for X ∈ M d (C)) we have the Riemannian distance
so in this case, the Procustes problem in P(d) is to solve Proof. Suppose that there is not U ∈ U (d) such that U * AU = D λ(A) and C 0 = U * BU = D λ(B) . Then, by Theorem 3.2, (log(λ(C 0 )) − log(λ(A))) ↓ = log(λ(C 0 A −1 )) .
Therefore, Theorem 3.5 implies that, for some t 0 > 0 sufficiently small, there exists a continuous curve γ(t) : (−t 0 , t 0 ) −→ U (d) such that γ(0) = I and log λ A −1 C 0 = log λ A −1/2 γ(t)C 0 γ(t) * A −1/2 ≺ log λ A −1/2 C 0 A −1/2 for t = 0 .
Then, the fact that N (·) is a strictly convex u.i.n. implies that
which contradicts the assumption that C 0 is a local minimizer of F N in O B .
Remark 4.2. In a certain way, Theorem 4.1 completes the main result of [2] in the particular case of the family of log-distances. Namely, we show that the points at the orbit of B described in the statement of the Theorem in [2] are the only possible global minimizers. In this work we complete that result with a local study that proves that these global minimizers are also the only local minimizers for the distance function. It is important to mention that almost the same study can be carried out for the local/global maxima and similar conclusions can be drawn. Finally, notice that our conclusions for local extrema can be applied directly to the Procustes problem using the Bures-Wasserstein metric and the Kullback-Leibler divergence as it was studied in [2] . Indeed, as the authors in that work show, the analysis of the extrema for the functions involved also depends on the Gelfand-Naimark-Lidskii inequality.
