The prevalence of dementia in old age, primarily resulting from Alzheimer's disease, doubles every five years after the age of 65. The natural history of dementia in the elderly usually begins during the phase of age associated memory impairment, proceeding to a phase where individuals complain of memory loss (but without objective evidence), then to the prodromal stage of mild cognitive impairment (MCI) prior to the onset of clinical dementia. We propose that the deterioration of cognitive and neural functions follows an orderly pattern that can be modeled with a simple mathematical expression. We describe here such a model of cognitive decline based on catastrophe theory that not only accounts for the worsening of the clinical manifestations of the brain dysfunction, but how such dysfunction may become irreversible.
Introduction
The number of individuals living past the age of 60 is rising, and by the year 2050 this age group will represent more than 20% of the world population [1] . This will put a substantial strain on health care resources and families due to the increased prevalence of age-related medical conditions. Not the least of these will be the rise in the prevalence of age-related cognitive disorders [2] .
Clinical dementia syndromes like those seen in Alzheimer's Disease (AD) typically involve the decline or loss of cognitive executive functions and episodic memory, and are accompanied by impairments in language, spatial information processing, and motor function (among others). The alterations in brain function that reflect these clinical syndromes can be quantified with measures of metabolic activity, typically fluoridated glucose positron emission tomography scans (FDG-PET) [3, 4] , or indirectly with single photon emission computed tomography, or functional magnetic resonance imaging.
Although the relationship between metabolic activity and the clinical syndrome is complex, once a clinical dementia is present, decreases in metabolism as a consequence of a loss of neurons and loss of synaptic connections is common. In addition to the changes in metabolic activity, there are parallel alterations in regional cerebral blood flow, reflecting the changing demand for oxygen secondary to the changing metabolic rate [5] . The loss of synapses, which can occur very early in the pathological cascade [6] , is likely one source of the changes in the pattern of functional activity -even among individuals who have not yet met the criteria for clinical dementia. Indeed, the severity of dementia correlates with the extent of synaptic loss [7] . Current studies of functional connectivity tied to synaptic loss demonstrate the progressive alterations in brain networks from a state of normal cognition through to clinical dementia [8, 9] .
It is clear that in any discussion of brain disease it is critical to make the distinction between the pathophysiological processes that result in synaptic loss, the formation of amyloid plaques, the development of neurofibrillary tangles, and the clinical level of analysis. For the purpose of the present discussion, when we are discussing the former, we will explicitly use the term Alzheimer's disease (AD), and when we are discussing the latter, we will use the term dementia of the Alzheimer's type (DAT). The distinction is critical because there is a significant latent period during which AD is present, but asymptomatic [10] . And, it is equally important to be able to describe the dynamics of the system that results in a sufficient loss of cognitive functions such that an individual can be said to have DAT.
In an effort to describe the processes involved in the natural history of DAT, the range of variables that could be included in such a conceptual framework is vast. This not only makes it difficult to develop a useful model that describes the natural history of DAT, but it makes the interpretation of any such model difficult. One way to cope with this level of complexity is to start with a pre-defined model, and use it as a heuristic device to explain existing or known data, in order to provide a framework for testing the relationships among the variables. The advantage of this approach is that if the model is useful, it opens new possibilities for understanding the pathophysiology of AD, as well as potential novel treatment and management interventions. If the heuristic cannot be supported, then it can be easily discarded and replaced with another conceptual framework.
In this paper we describe a methodology, derived from psychology and engineering that starts with the premise that it is possible to describe the behavior of a system -in this case cognition -with only a few variables (in our case, two). These quantified values could potentially represent individual biomarkers, or summary variables derived from latent variable analysis techniques. The point is to reduce a large set of information to something more manageable.
What we propose here, uniquely, is that the behavior of older adults -defined as performance on cognitive tests represented as a continuous variable -is a function of two "control parameters" and their interactions. We propose that the behavior of the cognitive system follows the characteristic of what is referred to as a "cusp catastrophe" model [11] .
Catastrophe theory provides a useful heuristic device to explain the behavior of cognitive systems in the context of the biological processes of AD. Of particular importance is that by invoking catastrophe theory we can show that once an individual has crossed into the range of dementia, they cannot recover to their previous level of functional capacity, and furthermore, we have a way of representing the impact of "cognitive reserve" on the natural history of DAT.
This use of the catastrophe model as a heuristic device aids in the summary of the relevant data. Mathematical formulation of any process or phenomenon, like AD, is a powerful tool to improve to the precision of the description of the breakdown of the information processing networks, and even to predict the behavior of the systems. It is important to emphasize that any mathematical model of cognitive functional decline must provide a description of the breakdown in terms of measurable, or at least identifiable variables. To date, there have been no attempts, that we are aware of, to invoke such mathematical modelling in the study of DAT.
Our goal is to propose a simple mathematical description of the process of cognitive decline from normalcy through to dementia. Our underlying premise is that the process of creating such a mathematical description using variables defined based on brain activity and connectivity could be a useful heuristic to generate hypotheses to describe the underlying functional abnormalities in the brain. Clearly, there are countless variables that could potentially affect cognition and behavior at any single moment in time, and the number (and indeed the specific variables) likely change over time (e.g., [12] ). If it were possible to reduce the number of such predictor variables into a set of one or two, and then to put these into a simple mathematical structure, it would be possible to derive a mathematical (and graphical) representation of the phenomenon under study, in our case, the natural history of AD. In the sections below, we described more fully the ideas behind catastrophe theory, and in particular the cusp model. We then demonstrate how this model can be applied in the context of biomarkers of AD, and how this may help us conceptualize different aspects of the clinical syndrome.
Catastrophe theory (CT) was developed in the 1960s and 70s through the pioneering work of Thom and Zeeman [13] . For our purposes, we assume that the brain normally operates in a state of stable equilibrium that depends on a variety of parameters. The normal functioning state is stable as it is relatively unaffected by small perturbations in any of its parameters. CT provides us a way to explain how such a stable equilibrium can suddenly change state -that is, to transition from normal cognition to dementia.
We propose that while the normal state of brain structure and function, and by extension cognition, can accommodate a range of alterations in the system, once a catastrophic change has occurred, the system not only deteriorates but cannot recover to its previous level of function regardless of any interventions. By modeling such a system, we generate a heuristic that can be used to advance our understanding of the breakdown in cognition that occurs in dementia, and the constraints that restrict full recovery of function with pharmacological and non-pharmacological therapies.
The three critical factors in our model are: 1) a construct related to cognition, 2) a construct related to metabolic activity, and 3) a construct related to the extent of synaptic connectivity. This last factor is important in that the relationship between metabolic activity and cognition appears to be associated with the level of synaptic connectivity reflected in the energy associated with activity at the synapse level [14] .
A bird´s-eye view of the mathematical tool
Any theoretical approach to a given phenomenon or system must have the property that it unambiguously defines the factors that play a leading role in the phenomenon. Such a theoretical approach must also establish their mutual inter-relationships and be able to predict the behavior of the system if one or more of the factors change. If the predictive factors and the system output can be defined quantitatively, and we can describe the relationships among these variables using mathematical terms, then it can be said that we have a mathematical model to describe the system. The development of high throughput computer platforms has allowed for a dramatic increase in the range of problems to which mathematical models have been applied. Of particular relevance here is that more complex problems such as nonlinear interactions, celestial mechanics, differential equations, and the like that had stubbornly resisted mathematical analysis were now tractable (with the brute force power of large scale computer grids). With the support of computers it is now possible to address these "rebel" problems where the regularly used hypothesis of continuity, differentiability and linearity of equations are frequently inapplicable. This is the case with the problem that we address here, only with the ability to create computationally efficient models (on rapid processing platforms) can we describe mathematically DAT.
From these developing mathematical tools, bifurcation theory [15] , and its close relative CT emerged. CT is based in topology, a branch of mathematics dealing with the properties of surfaces. CT deals with surfaces and the systems that can be described by a point moving on a smooth "surface of equilibrium". When the equilibrium breaks down, a "catastrophe" occurs -defined as a sudden change of the system state. Thom demonstrated that there are a limited number of surfaces able to describe what is known as "elementary catastrophes" [16] . Here, we are interested only in one of them, the cusp catastrophe [11] .
A simple example of Catastrophe: The hydraulic model
To illustrate what we consider to be a catastrophe, let us imagine that a lake has been formed in a small basin in a mountain. Its origin lies in the occurrence of rainfall -that fills the basin -and structural deformations around the lake -that empty the basin. The behavior of this small lake (i.e., the amount of water) can be described by local variables (rainfall, wind, topography, etc.) that in principle can be replaced by a few parameters that can be used as independent variables determining its global behavior. Thus, a heavy rainy season could cause the lake to fill, whereas a loss of hillside could cause it to empty. Many of the events that can affect the amount of water in the basin (e.g., erosion, deposition) occur very slowly. However, at some point the hillside is no longer able to support the basin, and there is a single catastrophic event that empties the lake (consider also mudslides and avalanches as catastrophes on a shorter time scale). This is the context of AD -small biological changes over a relatively long time scale that result in a single, catastrophic change in mental status.
Rage and fear
Another scenario models aggression and is a good illustration of the strengths and weaknesses of CT [13] Figure 1 is modified from Zeeman [17] and illustrates the model in which rage and fear in dogs can be indicated by the degree to which teeth are bared (rage), and flattening back of the ears (fear). This simplified model assumes that dog's behavior is controlled by rage and fear, which are plotted as axes on a horizontal plane: the "control surface". The behavior is represented on a vertical axis. For any combination of rage and fear, i.e., for any point in the control surface, there is at least one likely behavior indicated in the upper (behavior) surface. In most cases there is only one probable outcome (i.e., rage-attack, fear-retreat), but when rage and fear are roughly equal there are two modes: that is, a dog both angry and fearful may attack or retreat. So, in the middle of the graph there are two sheets representing likely behavior, and these are connected by a third sheet to make a continuous pleated surface. The third sheet represents the least likely behavior, neutrality (i.e., doing nothing). Towards the origin (of the graph) the pleat becomes narrower and eventually vanishes. The line in the control surface representing the projections of the edges of the pleat is a cusp-shaped surface, which is why the behavior is called a "cusp catastrophe". [13, 17] Indeed, when a point moves on the behavior surface it may fall in a zone near the sheets, where sudden jumps to the "attack" zone or, conversely, to the "retreat" zone, may occur, that is, catastrophes in behavior. This process is considered divergent because a small change in the stimuli can produce a large change in behavior.
A criticism and perspective view
These two examples give the reader a bird's-eye view of the methods used by CT to analyze systems that are difficult to model using more traditional methods such as differential equations or function fitting. The simplicity of the method and the accessibility of the concepts make this approach appealing, and gives rigor to concepts like continuity, equilibrium, and jump. At the conceptual level, CT reduces the structure of a complex phenomenon to the motion of a single point on a surface, making for more transparent visualization of the observed behaviors of the system. However, this generality and apparent power is also an intrinsic weakness, namely a lack of a precise definition of the parameters (rage and fear in our example) and a plausible relation (i.e., fight or flight) between them. The model is too vague to expect concrete results; no great insights can be expected from models of "rage and fear" irrespective of its virtues.
But, CT is a useful heuristic; it can handle qualitatively the evolution of phenomena that are not tractable quantitatively. By using CT we may be able to mathematically derive the shape of a "potential surface". The shape of the surface, and the points on the surface where catastrophic changes occur, can provide visually guided insights into the problem, and offer testable hypotheses about how to perturb the system. In this way, we can imagine that the graphical representation of such a catastrophe model could serve as an "instrument for reasoning about quantitative information and as the most effective way to describe, explore, and summarize a set of numbers [18] ". As such, the graphical representation can induce the viewer/reader to think about the substance of the data that are represented, and to potentially think about them in new ways [18] .
In summary, if the concepts and parameters included in the model are measurable and unambiguously defined, and the relations among the variables can be made explicit, then the results derived from CT are precise, reliable, and can be trusted.
Catastrophe Model of Cognition
Cognition involves language, memory, learning, perception, and the higher integrative functions of the brain (e.g., [19] ). It is the consequence of the interactions among networks of neurons, functioning in a coordinated fashion, with associated energy exchange.
Cognition involves different classes of long range correlated processes among brain regions (supported at the neuronal level) resulting in different manifestations of cerebral activity.
Cognitive capacity is directly related to metabolic activity and synaptic connectivity -these processes are closely linked in that an increase in connectivity, reflected as an increase in the effective size of a neuronal network, will result in an increase in metabolic activity. If metabolic activity falls for reasons unrelated to cognitive demands (and network connectivity), as in AD, this will result in degradation of the existing neuronal networks.
In an ideal neuronal network supporting cognitive functions, all of the energy utilized by all of the interconnections within the network is converted into useful cognitive processes. In this ideal network the degree of metabolic activity is proportional to the volume of the network determined by the correlation length, y , of the network. This is shown in Fig. 2a (green line) -greater usage of cognitive processes is supported by greater metabolic activity.
By contrast, in a non-ideal network, some of the energy used by the system is not converted into useful cognitive processes. A certain amount is dissipated or lost in the connections among the neurons so that a minimum amount of energy, 0 m , is required to produce a measurable degree of cognition (shown as the rightward shift of the function in Figure 2a ). In other words, 0 m represents the energy dissipated, or lost between neuronal connections within the non-ideal network. 
m , b) the organization of the cognitive network makes that the network improves its output and produce higher cognition at a lesser value of metabolic activity, c) the synaptic overlapping not only improve the cognition but also the energy use and d) a new point of unrecoverable fall appears in the model due to synaptic overlapping.
There is a trade-off between this metabolic "cost" of the network and the network complexity [20] . Those networks with a more random topology are more efficient, but this comes with a very high energy cost. Between the random and efficient, and the lattice and inefficient networks are those referred to as "complex". In the complex network the organization is more random than lattice-like (and hence more efficient), but the energy cost is lower. In other words, the cognitive output of a network is increased by 0 y over the corresponding lattice network with the same metabolic cost (see Figure 2b ).
However, this is not the only way energy can be optimized along the network. Each cognitive function is not instantiated in its own isolated network, and the cognitive network is shared between some cognitive functions resulting in connectivity hubs [21] . That is, part of a cognitive network (responsible for a given cognitive function) overlaps with other cognitive networks. When several different cognitive processes share the same network, they may do so without a proportional increase in metabolic demand. For example, if two cognitive processes, operating in parallel, share a given volume of this shared network, then some portion of the volume does not need to be additionally energized. Since these connectivity hubs can be located in the cerebral cortex [22] , the synaptic overlap could be characterized by the mean cortical shared area, 2 x , which is energized by other cognitive processes along the network's correlation length. This characteristic network overlap is well known and often referred to as a network of networks [23] . We thus propose that the metabolic energy needed for a particular cognitive function is the result of the metabolic 
We must also model the relationship between cognitive processing and metabolic activity as a monotonically increasing function. That is, an increasing level of cognitive processing must be accompanied by an increasing amount of metabolic activity. In other words, the change in metabolic activity as a function of the change in cognitive activity must be greater than zero, i.e., 0 m y ∆ ≥ ∆ , which leads to, .
This equation describes the "motion" of the system in the space determined by metabolic energy, synaptic overlap, and cognition ( ) , , m x y .
Results
Equation (1) describes changes in cognition when both metabolic activity and synaptic overlap change during the course of a neurological disease. Figure 3 shows the shape of the behavior surface derived from this equation created using Gnuplot This catastrophic fall (line AB) has several implications when applied to cognitive decline. First, if the disease is caused by, or results in a decrease in metabolic activity, then a treatment that compensates for the metabolic change could reverse the cognition decline but only if this catastrophic fall has not occurred. That is, full recovery of function would only be possible if the metabolic change was not too advanced, or the degree of synaptic overlap was such that the transition from MCI to DAT had not occurred. Although some improvement of cognition is possible within the DAT range (e.g., from B to D), it is not possible, for recovery of normal cognition to occur (i.e., before reaching point A) as this would violate eq. (2) The implication of this aspect of the model is that any intervention that increases metabolic activity of the brain must be applied as soon as possible after the diagnosis of the disease.
Second, as shown in Figure 3 , increasing synaptic overlap also improves cognition. Most important, the critical point of the curve is reached at a lower level of metabolic activity, meaning that the improvement of synaptic overlap delays the cognitive decline.
Furthermore, when the metabolic activity descends far enough, and the critical point is reached, the cognitive fall is greater -declining almost to the same level that it would do before the synaptic improvement. This behavior of the model is reminiscent of the predictions of hypotheses centered on the notion of "cognitive reserve", and associated supportive data [24] [25] [26] [27] . Critically, for a given level of cognitive impairment in DAT patients, those with higher educational achievement had lower levels of brain metabolism than those with less education [28] . To the extent that education serves as a proxy for "neural reserve", then we would argue that the delay of clinical disease in the higher education patients is a consequence of enhanced neural networks, or an enhanced ability to use pre-existing networks -both of which would require alterations in synaptic overlap.
Unfortunately, treatments that center on the improvement of synaptic overlap, or enhancement of neuronal networks, could have the same problem as therapies that focus on improving metabolic activity. As shown in Figure 5 , once a critical low value of metabolic activity is reached, almost no amount of synaptic overlap can prevent a cognitive fall. The system is capable of recovering any loss of cognition due to synaptic overlap decay if and only if the metabolic activity deployed by the network is high enough to support it. If the destruction of synaptic overlap caused by such events does not reach the critical point or the metabolic activity is high enough, then the rewiring of the cognitive network [29] could be capable of reversing the cognitive decline. 
Discussion
Our model predicts that any brain process that results in a loss of metabolic activity or synaptic overlap can result in an irreversible fall into dementia. However, it is important to emphasize that we are not arguing that metabolic activity and synaptic overlap are necessarily the primary underlying cause of dementia. Rather, these are composites, somewhat akin to latent variables, that represent the behavior of a large number of biological variables -ranging from genetic, to molecular, to systemic -that are the primary cause of dementia. In addition, our model assumes that neurodegenerative disease will affect both variables at the same time (however, see below). The degree of change in each variable will depend on multiple factors, including the region of the brain where the damaged node is located and its degree of connectivity.
It Figure 2d ). This is a consequence of the fact that when metabolic activity declines to the point where it reaches the "cusp" of the curve (point A in Fig 3) , cognition cannot follow the surface "backwards", as this would violate condition (2); the result is the "jump" from A to B. This has the further consequence that if metabolic activity increases, higher levels of cognitive function cannot be attained.
Our definition of synaptic overlap suggests that it could be related to educational levels, social interplay, or other cognitively demanding activity. If the model's assumptions are true, the interconnections between different network branches are molded and supported while the brain is still maturing (i.e., into the 20s). This is not only supported by the relationship between higher educational levels and later dementia onset [30] , but for the effect that cognitive stimulation has on delayed symptom progression [31] .
With older age, there is increasing activity over certain brain regions for the same cognitive task [32] [33] [34] [35] , and there is a decrease in functional segregation between networks [36] , with a further breakdown in the balance between integration and segregation as individuals develop MCI [37] . Our model could explain this as part of the known compensation process in neurodegenerative diseases [38] [39] [40] . It is important also to emphasize that we do not assume that AD exists in the brain in isolation. That is, the neurodegeneration of AD occurs in a pre-existing milieu determined by the lifetime of experiences of the brain, both positive and negative. Not only are neurodevelopmental factors critical, but also mid-and late-life diseases are important for determining the state of the system at the onset of AD pathology. Thus, for example, metabolic syndrome and cerebrovascular disease can alter the neurovascular unit [41, 42] , affecting the ability to respond to increasing metabolic demands (separate and apart from any effect of AD). Cerebrovascular disease can also reduce network efficiency by damaging the connecting white matter [43, 44] . These factors can influence the pre-disease state of metabolic and synaptic activity, and also influence the rate of change in the system once AD begins.
Obviously, heuristic models are helpful to drive changes in the way that we view or approach research questions, but they are more useful if they can drive specific research studies. The ideal study to evaluate the relative merits of our CT model would include measures of cognitive function, brain metabolism (e.g., FDG-PET), synaptic function (e.g., EEG and/or MEG). Data such as these, gathered on multiple occasions over a reasonable timeframe (e.g., 4-5 years) among cognitively normal individuals or those with MCI would provide the evidence that could support the CT of cognition in AD. Many ongoing research studies have two, but usually not all three of these measures; nevertheless, in the absence of ideal data it is possible to query existing databases to determine the relative merits of our proposal. For example, using data derived from EEG or MEG it is possible describe the architecture of the neural networks using Graph Theory metrics (e.g., [45] ), and to determine the qualitative aspects of the longitudinal change. Alternatively, it is possible to study changes in cognition over time using group-based method [46] [47] [48] . We would predict, for example, the existence of two separate trajectories to impairment (e.g., Fig. 7 in [47] ) and, as an individual begins their decline in cognition secondary to their AD pathology, at some point they will jump from one trajectory to another.
Conclusions
This is an initial attempt to describe cognitive decline in DAT from a purely mathematical point of view, based on the methods of CT [11] . Even though the model is very simple it predicts several known facts about cognitive decline and dementia. The predicted behavior of the system is derived solely from the application of the law of conservation of energy, and does not require other mechanistic explanations. In this formulation dementia is irreversible, not because of the destruction of the physical network, but because of the involved energy and the loss of synaptic overlap. This implies that neurons can still be functional, but if the degree of linkage between them is not sufficient, then the cognitive network behaves as if the neurons were lost.
From a translational science perspective, any kind of treatment to delay or reduce symptom progression must be applied as soon as AD is detected, i.e., prior to DAT onset, to avoid the critical point and subsequent irreversible fall. Further, combined treatment using cognitive stimulation (to increase network overlap) and cerebrovascular treatment/prevention (to reduce metabolic cost) should be considered in the search of a dementia prevention therapy.
