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10 Log Hodge groups on a toricCalabi-Yau degeneration
Helge Ruddat
Abstract. We give a spectral sequence to compute the logarithmic Hodge groups on a hyper-
surface type toric log Calabi-Yau space X, compute its E1 term explicitly in terms of tropical
degeneration data and Jacobian rings and prove its degeneration at E2 under mild assumptions.
We prove the basechange of the affine Hodge groups and deduce it for the logarithmic Hodge
groups in low dimensions. As an application, we prove a mirror symmetry duality in dimension
two and four involving the ordinary Hodge numbers, the stringy Hodge numbers and the affine
Hodge numbers.
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Introduction
Hodge theory implies that Hodge numbers stay constant in smooth, proper families [11]. By
using logarithmic differential forms Steenbrink extended this result to normal crossing degener-
ations [32]. Later it was observed [26], [29] that the notion of log smoothness in abstract log
geometry [24],[25] provides the right framework for this kind of result.
In [19] and [21] Gross and Siebert provide a framework for a comprehensive understanding
of mirror symmetry via maximal degenerations X → S, using the technique of log geometry. The
central fibre of their maximal degenerations are unions of complete toric varieties, and they allow
an essentially combinatorial (“tropical”) description via an integral affine manifold B with certain
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singularities along with a compatible decomposition into lattice polyhedra. While a maximal
degeneration does not literally define a log smooth morphism, it is shown in [20] that in many
cases there is enough log smoothness to compute the Hodge numbers of the general fibers from
the log Hodge numbers of the central fiber. The latter can in turn be computed on B:
hp,q(Xt) = h
p,q
aff (B) := h
q(B,
p∧
i∗Λˇ ⊗Z R).
Here Xt is a general fibre of X → S, Λ is the sheaf of integral tangent vectors on the complement
B \∆ of the singular locus ∆ of the affine structure and i : B \∆→ B is the inclusion.
Starting from dimension four this result can not always hold for one expects stringy Hodge
numbers to replace ordinary Hodge numbers [1], [4]. In fact, the authors of [20] impose the
subtle condition that certain lattice polytopes encoding the local affine monodromy are standard
simplices rather than elementary simplices. By definition a lattice simplex is elementary if it does
not contain any interior integral points.
In general, the stringy Hodge numbers hp,qst are greater than or equal to the ordinary Hodge
numbers. For a not necessarily maximal degeneration, we supplement this to
hp,qaff (B) ≤ h
p,q(Xt) ≤ h
p,q
st (Xt).
Moreover, we observe that mirror symmetry interchanges differences: Let X → S be a maximal
degeneration with n = dimXt = 4. We can recover the difference of the stringy to the ordinary
Hodge numbers on the mirror dual degeneration Xˇ → S as the difference of the ordinary to the
affine Hodge numbers, i.e.,
hp,q(Xt)− h
p,q
aff (B) = h
n−p,q
st (Xˇt)− h
n−p,q(Xˇt).
Note that a zero difference on the left hand side under the standard simplex condition of [20]
is reflected by a smoothness condition on the right hand side because each lattice polytope locally
describes a toric singularity of Xˇt and smoothness corresponds to a standard simplex. Note that
mirror symmetry of stringy Hodge numbers for complete intersections in toric varieties was shown
in [5].
More generally, we investigate the Hodge groups for non-maximal degenerations by defining
the new degeneration space classes hypersurface type (h.t.) and complete intersection type (c.i.t.).
For instance, an anticanonically embedded general hypersurface in a Fano toric variety yields a
h.t. degeneration. To refine this to a maximal degeneration one would have to form its MPCP
resolution and possibly even blow this further up.
We relate the hp,q(Xt) to the logarithmic Hodge numbers of the central fibre h
p,q
log(X0) and
derive a recipe to compute hp,qlog(X0) in terms of h
p,q
aff (B) and additional contributions which we
call log twisted sectors. The latter depend on the affine data of B (the monodromy polytopes) as
well as a continuous parameter Z which is the locus of the logarithmic singularities of X0. Our
result was inspired by [6], where Borisov and Mavlyutov give a conjectural definition of string
cohomology for a hypersurface Calabi-Yau in a toric variety. They use toric Jacobian rings which
come up in our setting as well. More recently, Helm and Katz [22] have related the cohomology
of a subvariety of a torus to the topology of the tropical variety obtained from a normal crossing
degeneration thereof.
If f is a local equation for an irreducible component Zω of Z, ∆ˇω the corresponding monodromy
polytope and C(∆ˇω) the cone over the polytope then the graded dimensions of the toric Jacobian
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rings R0(C(∆ˇω), f) and R1(C(∆ˇω), f) in the notation of [6] play a central role in the computation
of the log twisted sectors. For the moment, let X = Xω denote the smallest stratum of X0
containing Zω. For the canonical linear system V ⊆ Γ(X,OX(Zω)) given by f and its logarithmic
derivatives, we set R(Zω)n := coker
(
V ⊗ Γ(X,OX((n − 1)Zω)) → Γ(X,OX(nZω))
)
. If ∆ˇω is a
simplex, we have V = Γ(X,OX(Zω)), R(Zω) ∼= R0(C(∆ˇω), f) and
dimR(Zω)n = #
{
lattice points of n · ∆ˇω which are not a sum of a
lattice point of (n− 1) · ∆ˇω and a vertex of ∆ˇω
}
We prove the following result for the logarithmic Hodge groups Hq(X0,Ω
p
log) of the central
fibre X0 of a toric degeneration.
Theorem 0.1. Let X0 be a hypersurface type (h.t.) toric log Calabi-Yau space.
a) For each p, there is a spectral sequence which computes the logarithmic Hodge groups
Hq(X0,Ω
p
log) whose E1 term can be given explicitly in terms of i∗
∧r
Λˇ⊗Z k,
∧r
i∗Λˇ⊗Z k
and R(Zω ∩Xτ ) for various ω, τ .
b) If every ∆ˇω is a simplex, the spectral sequence is degenerate at E2 and
dimEq,02 (Ω
p
log) = h
p,q
aff (B)∑
k>0 dimE
q−k,k
2 (Ω
p
log) = log twisted sectors
To relate this to the ordinary Hodge groups of the general fibre, the authors of [20] have
shown for maximal degenerations that
(0.1) Hq(X0,Ω
p
log)
∼= Hq(Xt,Ω
p
log) = H
q(Xt,Ω
p
Xt
)
by means of a base change result for Hk(X ,Ω•log). The base change easily generalizes to c.i.t.
degenerations, so that generalizing (0.1) is equivalent to showing that the first hypercohomology
spectral sequence computing Hk(X0,Ω
•
log) degenerates at E1. The classical way would be to show
that Ω•log carries the structure of a cohomological mixed Hodge complex ([13], 8.1.9). This requires
the topological result that Hk(X0,Ω
•
log) computes the cohomology of the Kato-Nakayama space
corresponding to X0 which we leave for future work. Instead, we show the degeneration directly
under some conditions up to dimX = 4.
The structure of this paper is as follows. All central results can be found in Section 1 where we
quickly recall Gross and Siebert’s constructions, give the main definitions h.t. and c.i.t. (1.1),
state the result about the spectral sequence computing the log Hodge groups (1.2) and give the
base change result for the affine Hodge numbers and its consequences for the base change of the
ordinary Hodge numbers in low dimensions and a mirror result on the stringy Hodge numbers
(1.3). In Section 2, we first derive some further consequences of the c.i.t. definition (2.1), in
particular a set of inner monodromy polytopes which we then use to generalize Gross-Siebert’s
construction of local models (2.2), the exactness of C •(Ωp) and some further technical properties.
In Section 3, we treat Koszul cohomology for a semi-ample divisor Z in a toric variety and compute
its cohomlogy in terms of R(Z). In 3.3, we compare R(Z) with Jacobian rings in the case where
the corresponding polytope is a simplex. In particular, we give a monomial basis for the Jacobian
ring of a non-degenerate Z. In 3.4, we identify the intermediate cokernels of the Koszul complex
with differential forms having poles on the toric boundary and zeros along Z. These coincide with
the summands of C •(Ωp), such that the Koszul complex leads to a resolution of these as we show
in 4.1. In 4.2, we treat the dependency of the choice of a vertex for the Newton polytope in the
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resolution. The central result about the computation of the log Hodge groups is then proved in
4.3-4.5. The basechange and mirror symmetry for the twisted sectors is the contents of Chapter 5.
I would like to thank my PhD advisor Bernd Siebert for many useful discussions and his
support during my thesis. I also thank Mark Gross for supporting my coming to the UCSD and
helpful input and corrections. I am grateful to Klaus Altmann, Renzo Cavalieri and Klaus Hulek
for invitations to give a talk on my work. I had inspiring meetings with Stefan Mu¨ller-Stach
and Stefan Waldmann. I wish to thank the DFG and Studienstiftung des deutschen Volkes for
financial support and the Mathematische Fakulta¨t der Albert-Ludwigs-Universita¨t for a working
environment.
1. Definitions and central results
1.1. Toric log Calabi-Yau spaces of hypersurface and complete intersection type.
We fix an algebraically closed field k. Recall from ([19], Def. 4.1) that a toric degeneration is flat
family X → S = SpecA for some discrete valuation ring A with residue field k such that
a) the generic fibre Xη is a normal algebraic space,
b) the special fibre X0 is a union of toric varieties glued along toric boundary strata and
c) there is a closed subset Z ⊂ X of relative codimension at least two, such that every point
in X\Z has a neighbourhood which is e´tale locally equivalent to an affine toric variety
where X0 is identified with the toric boundary divisor and the deformation parameter is
given by a monomial.
The Cartier divisor X0 in X induces a divisorial log structure on X which one may pull back
to X0 to turn it into a log space. For log structures, see [25], [19]. The definition of a toric
log Calabi Yau space [[19], Def. 4.3] (short: toric log CY space) is precisely made such that X0
with its log structure is the key example. The authors of [19] demonstrate how to derive the
dual intersection complex (B,P) from X0 which is a real affine manifold B with singularities in
codimension two and a polyhedral decomposition P with some further properties. Given lifted
open glueing data s for (B,P), one can reconstruct X0 from the triple (B,P, s). One might even
start directly with such a triple to construct a toric log CY space X0(B,P, s) (if one also adds a
suitable log structure). Recall that a toric log CY space is positive if the section of the log smooth
structure moduli bundle on X0\Z extends to X0 by attaining zeros rather than poles [[19], Def.
4.19]. An analogous notion of positivity for (B,P) is a condition on the local monodromy around
the singular locus [[19], Def. 1.54]. Recall that the set of polytopes P can be considered as a
category consisting of lattice polytopes as objects and inclusions of faces as morphisms. We recall
additional notation:
• P [l] for the subset of cells of dimension l,
• ∆ for the discriminant locus of B,
• Λ, Λˇ for the local system of integral tangent and cotangent vectors on B\∆,
• i : B\∆→ B for the natural inclusion,
• Λτ for the subset of tangent vectors parallel to τ ∈ P at a relative interior point of τ
and
• Λˇτ for Λ⊥τ .
Recall that a pair (ω, ρ) ∈ P [1] ×P [dimB−1] determines a loop around the singular locus by
going from one vertex of ω through the interior of one neighbouring maximal cell of ρ to the other
vertex of ω and returning to the first vertex by passing through the interior of the other maximal
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neighbouring cell of ρ. The order of vertices and maximal cells and thus the orientation of the loop
can be chosen by fixing integral primitive vectors dω ∈ Λω and dρ ∈ Λˇρ. It was shown in loc.cit.
that the monodromy in a nearby stalk of Λ along the so determined homotopy class of loop has a
special shape and can be given by n 7→ n + κωρ〈n, dˇρ〉dω where κωρ is an integer independent of
the choices of dω and dˇρ ([21], before Def. 1.4).
Recall that a special fibre X0 of a toric degeneration is always positive. We will assume from
now on that X is a positive toric log CY space. The dual intersection complex (B,P) is then also
positive, i.e., each κωρ ≥ 0.
Recall that the inner monodromy polytope for ρ ∈ P [dimB−1] is constructed by fixing a vertex
v ∈ ρ and by taking the convex hull of all mρv,v′ where v
′ is a vertex of ρ and n 7→ n+ 〈n, dˇρ〉m
ρ
v,v′
is the monodromy transformation of a stalk of Λ near v for a loop going from v to v′ through the
interior of the maximal cell on which dˇρ is negative and returning through the other one. It is
denoted by
∆˜ρ ⊂ Λρ ⊗Z R.
By restricting to vertices in a face τ of ρ, one gets for each e : τ → ρ a polytope ∆˜ρ,e ⊂ Λτ ⊗Z R
which is a face of the previous one. It is clear that the mρv,v′ are sums of appropriate (κωρdω)’s.
Up to integral translation, the monodromy polytopes are independent of v. Dually, we have the
outer monodromy polytopes ˜ˇ∆ω ⊂ Λˇω ⊗Z R and ˜ˇ∆ω,e ⊂ Λˇτ ⊗Z R
given ω ∈ P [1], resp. e : ω → τ . These are constructed from the monodromy of a stalk of Λˇ
in some maximal cell σ containing ω along loops passing through the vertices of ω into other
maximal cells σ′. The transformations have the shape m 7→ m+ 〈dω ,m〉nσ,σ
′
ω . We have decorated
the polytopes by ˜ in contrast to [19] to distinguish them from similar polytopes coming up later
on.
Recall that there is a contravariant correspondence of closed strata Xτ of X and cells τ ∈ P.
The irreducible components of X are Xv for v ∈ P [0]. Because each stratum is a toric variety, we
also get a decomposition of X in a disjoint union of locally closed strata
X =
∐
τ∈P
Int (Xτ )
where Int (Xτ ) is supposed to be the open torus in Xτ . For each ω ∈ P [1] there is a possibly
empty or non-reduced Cartier divisor Z˜ω in Xω such that
Z =
⋃
ω∈P[1]
Z˜ω
is the log singular locus of X . We have Z˜ω = ∅ if and only if ω doesn’t meet ∆. For a semi-ample
Cartier divisor (i.e. one whose invertible sheaf is generated by global sections) E on a toric variety
we denote its Newton polytope defined via a linearly equivalent toric divisor by Newton (E). For
subvarieties E of codimension greater than one, we set Newton (E) = {0}. Recall from [19] that
we have
Newton (Z˜ω) =
˜ˇ∆ω.
We write Z˜redω for the reduction of the effective Cartier Divisor Z˜ω and set Zω := Z˜
red
ω . We follow
[2], [10] and call a semi-ample divisor E on a toric variety non-degenerate if Newton (E) up to
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translation coincides with the convex hull of all monomials with nontrivial coefficients given an
equation of E in a toric chart and E has a regular or empty intersection with every torus orbit.
Definition 1.1. A positive toric log CY space is of hypersurface type (short: h.t.) iff
(1) The divisor Zω is non-degenerate for each ω ∈ P [1] and for some aω ∈ N≥1
Z˜ω = aω · Zω.
(2) For each τ ∈ P, the set {Zω ∩ Xτ |ω ∈ P
[1], Zω ∩ Int (Xτ ) 6= ∅} is either empty or
contains only one element which we then denote by Zτ .
The nomenclature is deduced from Batyrev’s mirror construction [3]. A toric degeneration
which is fibrewise embedded as an anticanonical hypersurfaces in a Fano toric variety in generic
position yields an example of a h.t. space. Generally, having an embedding is not necessary of
course. We will mostly concentrate on the h.t. property in this paper. For the more general parts,
we use the analogue of the Batyrev-Borisov mirror construction [7] as in the upcoming definition.
We call a set of lattice polytopes ∆1, ...,∆r in an R-vector space W transverse if their tangent
spaces form an interior direct sum in W .
Definition 1.2. A positive toric log CY space is of complete intersection type (short: c.i.t.) iff
(1) The divisor Zω is non-degenerate for each ω ∈ P [1] and for some aω ∈ N≥1
Z˜ω = aω · Zω
(2) For each τ and ω1, ω2 ∈ P [1], we have
{0} 6= Newton (Zω1 ∩Xτ ) = Newton (Zω2 ∩Xτ ) ⇒ Zω1 ∩Xτ = Zω2 ∩Xτ
(3) For each τ ∈ P, the set {Newton (Zω ∩ Xτ ) |ω ∈ P [1], Zω ∩ Int (Xτ ) 6= ∅} is either
empty or contains at most min(dim τ, codim τ) many elements ∆ˇτ,1,...,∆ˇτ,q which are
transverse. The corresponding divisors are denoted by Zτ,1, ..., Zτ,q.
1.2. A spectral sequence to compute the log Hodge groups. In this and in the next
section, we are going to summarize the main results of the paper. We recall some notions of [20]
in the following, in particular the barycentric resolution of the log Hodge sheaves. Let X a toric
log CY space and j : X\Z → X denote the canonical inclusion of the log smooth locus.
Definition 1.3. The log Hodge sheaf Ωr of degree r is the pushforward of the sheaf of log
differential forms, i.e.,
Ωr := j∗Ω
r
(X\Z)†/k† .
The log Hodge group of index p, q is the cohomology group
Hp,qlog (X) := H
q(X,Ωp).
The log Hodge number of index p, q is hp,qlog(X) := dimH
p,q
log (X).
Where useful, we will write ΩpX for Ω
p. Recall from [20] that Fs(τ0 → τk) : Xτk → Xτ0 is the
inclusion of one stratum of X in another indexed by τ0, τk ∈ P. It is written this way to account
for the possibly non-trivial glueing data s. We drop the base scheme S in the usual notation FS,s
because we always assume S = Spec k. Recall that Fs(e) = F (e) ◦ se where F (e) is the standard
toric inclusion and se ∈ Aut (Xτ2) is given by the action of a torus element. We set
Ωrτ := (κτ )∗κ
∗
τ (q
∗
τΩ
r/Tors)
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where qτ : Xτ → X and κτ : Xτ\(Dτ ∩ q−1τ (Z)) → Xτ are natural inclusions with Dτ =
Xτ\Int (Xτ ).
Definition 1.4. We recall the barycentric complex given by
C
k(Ωr) =
⊕
τ0→...→τk
(qτk)∗((Fs(τ0 → τk)
∗Ωrτ0)/Tors)
where Tors is the torsion submodule. The differential is
(dbct(α))τ0→...→τk+1 = ατ1→...→τk+1 +
∑k
i=1(−1)
iατ0→...τ˘i→...→τk+1
+(−1)k+1Fs(τk → τk+1)∗ατ0→...→τk .
The proof of the following lemma will be given in Section 2.3.
Lemma 1.5. If X is c.i.t., there is an exact sequence
0→ Ωr → C 0(Ωr)
dbct−→ C 1(Ωr)→ ... .
Each morphism e : τ1 → τ2 in P can be identified with an edge in B and we define the open
set We ⊂ B as the union of all relative interiors of simplices in the barycentric subdivision of P
which contain e. We set Ze = Zτ1 ∩Xτ2 and then have R(Ze) as before defined with respect to the
toric variety Xτ2 . We prove part a) of the following result in Section 4.3 and part b) in Section 4.5.
Theorem 1.6. Let X be a h.t. toric log CY space. We fix r.
a) The E1 term of the hypercohomology spectral sequence of C
•(Ωr) is
Ep,q1 : H
q(X,C p(Ωr))⇒ Hp+q(X,C •(Ωr)) = Hp+q(X,Ωr),
where
Hq(X,C p(Ωr)) =
⊕
e:τ0→...→τp

Γ(We, i∗
∧r Λˇ⊗Z k) for q = 0,
R(Ze)q ⊗
Γ(We, i∗
∧r+q Λˇ⊗ k)
Γ(We,
∧r+q
i∗Λˇ⊗ k)
for q > 0
 .
Note that Lemma 4.18 gives the differential d1.
b) If every ∆ˇω is a simplex, the spectral sequence in a) is degenerate at E2 level and
Ep,02 = H
p(B, i∗
r∧
Λˇ⊗ k).
1.3. Base change of the logarithmic Hodge groups. In Section 2.2 we give for each
point x of a c.i.t. space X a local model for the log structure, i.e., an affine toric variety Yloc with
a toric Cartier divisor Xloc, s.t. at x, X is e´tale locally equivalent to an open subset of Xloc, and
the log structure on X agrees with the pullback to Xloc of the divisorial log structure on Yloc given
by the divisor Xloc. This is important for points in Z, the others fulfil this by definition.
Analogous to ([20], Def. 2.7), we say that a toric deformation X → S where X = X0 is a c.i.t.
space is a divisorial deformation of X if it is e´tale locally isomorphic to the c.i.t. local models
Yloc. We are then going to prove:
Theorem 1.7. Let π : X → SpecA be a divisorial deformation of a c.i.t. toric log CY space,
j : X\Z → X the inclusion of the log smooth locus and write Ω•X := j∗Ω
•
X †/A† . Then for each p,
Hp(X ,Ω•X ) is a free A-module, and it commutes with base change.
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Corollary 1.8. Let π : X → SpecA be a divisorial deformation of a c.i.t. toric log CY space
X. If the log Hodge to log de Rham spectral sequence on X (i.e., the hypercohomology spectral
sequence of Ω•X) degenerates at E1 then H
q(X ,ΩpX ) is a free A-module, and it commutes with base
change.
Proof. By Grothendieck’s cohomology and base change theorem, it suffices to prove surjec-
tivity for the restrictions Hq(X ,ΩpX ) → H
q(X,ΩpX). This means surjectivity for E1(Ω
•
X ) →
E1(Ω
•
X). Since degeneration is an open property, both spectral sequences are degenerate at
E1 and we are done if we show surjectivity of (GrFH
k(X ,Ω•X ))/Tors → GrFH
k(X,Ω•X) where
F is the canonical filtration. This follows from Thm. 1.7 by the surjectivity of Hk(X ,Ω•X ) →
Hk(X,Ω•X). 
Remark 1.9. If all inner monodromy polytopes are simplices then the generic fibre Xη is an
orbifold. The restriction of ΩrX ⊗OSpecA OSpec η coincides with the pushforward of Ω
r
(Xη\SingXη)/k
to Xη. By [33], these sheaves give the natural mixed Hodge structure on Xη ([13]) which is pure
in each cohomology degree.
Definition 1.10. The affine Hodge group of degree (p, q) of a toric log CY space X , resp. its
dual intersection complex (B,P), is defined as
Hp,qaff (X) = H
p,q
aff (B) = H
q(B, i∗
p∧
Λˇ⊗ k).
We denote its dimension by hp,qaff (X) and call it affine Hodge number.
We are going to prove the following result in Section 5.1.
Theorem 1.11. Let X be a c.i.t. toric log CY space.
a) For each p, q there is a natural injection
Hp,qaff (X) →֒ H
p,q
log (X).
b) For each k there is a natural injection⊕
p+q=k
Hp,qaff (X) →֒ H
k(X,Ω•)
which is compatible with the canonical filtration induced on Hk(X,Ω•).
Corollary 1.12. Let Xt be a general fibre of a toric degeneration with at most orbifold singular-
ities. Assume that the central fibre X is a c.i.t. space. For all p, q, we have
hp,qaff (X) ≤ h
p,q(Xt).
Proof. By Thm. 1.7, Thm. 1.11 and Remark 1.9, we have hp,qaff (X) ≤ dimGr
p
FH
p+q(X,Ω•X) ≤
rkGrpFH
p+q(X ,Ω•X )/Tors = h
p,q(Xt) where F is the canonical filtration on Ω
•
X . 
In Section 5.2, we give a proof of the following result.
Theorem 1.13. Let X be a h.t. toric log CY space. Assume we have one of the following
conditions
a) dimX ≤ 2
b) dimX = 3, each ∆ˇτ is a simplex and every component of ∆\∆
0 is contractible where
∆0 denotes the set of points in ∆ where the corresponding monodromy polytope ∆ˇτ has
dimension two
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c) dimX ≤ 4 and each ∆ˇτ is an elementary simplex
Then the log Hodge to log de Rham spectral sequence degenerates at
Ep,q1 : H
p(X,Ωq)⇒ Hp+q(X,Ω•).
Remark 1.14. To prove the degeneration of the log Hodge to log de Rham spectral sequence in
greater generality, a common way would be show that Ω•X carries the structure of a cohomological
mixed Hodge complex ([13], 8.1.9). In particular, this requires a Z-structure which one would
obtain as the pushforward from the semi-analytic Kato-Nakayama space X˜ → X . One then needs
to show that Ω•X is quasi-isomorphic to a pushforward of a modified de Rham complex on X˜ which
is in turn a resolution of Z⊗Z C on X˜. We leave the topological properties of the local models to
future work.
Theorem 1.15. Assume that we are given a h.t. space X and that Xt is a general fibre of a
degeneration into X. Assume we are in one of the cases of Thm. 1.13 and that Xt is an orbifold,
i.e., each ∆τ is a simplex. We have for each p, q,
a) hp,qlog(X) = h
p,q(Xt)
b) If we are in case a) or c), we have
hp,q(Xt)− h
p,q
aff (X) = h
n−p,q
st (Xˇt)− h
n−p,q(Xˇt).
Example 1.16. Note that Theorem 1.15, a) holds for all Calabi-Yau threefolds obtained from
simplicial subdivisions of reflexive 4-polytopes where the subdivision doesn’t introduce new ver-
tices. In particular, we obtain for the quintic threefold X in P3 as well as for its mirror dual
orbifold the affine Hodge diamond
1
0 0
0 1 0
1 1 1 1.
The log twisted sectors of X contribute to h2,1(X) = h1,2(X) = 101 by adding 100 to the affine
Hodge numbers and since X is smooth, hp,q(X) = hp,qst (X). All log twisted sectors of Xˇ are trivial.
On the other hand, we obtain non-trivial orbifold twisted sectors in degree (1, 1) and (2, 2). We
have h1,1st (Xˇ) = h
1,1(Xˇ) + 100 = h1,1aff (Xˇ) + 100 = 101 and the analogous for h
2,2
st (Xˇ).
2. Local models for c.i.t. spaces
2.1. Reduced inner monodromy polytopes. The c.i.t. property is a generalization of
h.t. becoming distinct only if dimX ≥ 4. It also generalizes simplicity ([19], Def. 1.60, Rem. 1.61)
which we referred to in the introduction as a maximal degeneration. There is a natural bijection
P ↔ { vertices of the barycentric subdivision of P}
by identifying a cell with its barycenter. Moreover, there is a natural bijection between the set of
d-dimensional simplices in the barycentric subdivision and the set of chains of proper inclusions
τ0 → ... → τd of cells in P. It follows from ([19], Def. 1.58) that the discriminant locus ∆ is
the union of all codimension two simplices in the barycentric subdivision of P corresponding to
chains of the shape ω → ...→ ρ with ω ∈ P [1], ρ ∈ P [dimB−1] and κωρ 6= 0.
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Lemma 2.1. Let X be a c.i.t. toric log CY space. Fix ω ∈ P [1]. The barycentric edge corre-
sponding to some e : ω → τ is contained in ∆ if and only if
Zω ∩ Int (Xτ ) 6= ∅.
Proof. We just sketch the proof to keep the notation concise. The Newton polytope of the
closure of Zω ∩ Int (Xτ ) is a face of ∆ˇω contained in a translate of τ⊥. The intersection is non-
trivial if and only if this Newton polytope has positive dimension. This happens if and only if it
contains an edge of ∆ˇω which in turn corresponds to some τ → ρ such that this edge is parallel to
ρ⊥. This means κωρ 6= 0. This happens for some e : τ → ρ if and only if e is contained in ∆. 
Lemma 2.2. Let X be a c.i.t. toric log CY space.
a) We have
κω1ρ
aω1
=
κω2ρ
aω2
,
whenever the barycentric edges ω1 → ρ, ω2 → ρ are contained in ∆.
b) We define aˇρ as the integral length of Newton ((Z ∩Xρ)
red ) and have for each (ω, ρ) ∈
P [1] ×P [dimB−1]
κωρ = aωaˇρ.
Proof. We prove a). Because codim ρ = 1 there is at most one ∆ˇρ,i by Def. 1.2. Assume we
have P [1] ∋ ωj
ej
−→ ρ for j = 1, 2 such that Zωj ∩ Xρ 6= ∅. By Lemma 2.1, this is equivalent to
e1, e2 ∈ ∆. We get Newton (Zωj ∩Xρ) = ∆ˇρ. Because
κωj,ρ
aωj
is the integral length of ∆ˇρ,1, we get
the assertion. Part b) is just rephrasing this. 
Remark 2.3. (1) A positive toric log CY space in dimension 2 where Z is reduced is h.t..
Not included in the h.t. definition are situations where some Zω is the union of a reduced
point and a double point, for instance. Two double points, however, would fulfill h.t. by
having aω = 2.
(2) If X is simple then X is h.t. iff for each τ ∈ P the number of outer (or inner) mon-
odromy polytopes at τ given in the simplicity definition is less or equal than one.
The inverse direction follows from the multiplicative condition for the log structure∏
ω dω ⊗ f
ǫτ (ω)
ω |Vτ = 1 ([19], Thm 3.22) which implies that all Zω|Xτ for varying ω
are either empty or agree because fω is a local equation of Zω. In particular, if X is
simple of dimension 3 then X is h.t..
(3) Why do we allow aω > 1? This is best seen by the just mentioned multiplicative condition
for the log structure. If some inner simplex polytope has non-primitive edges of different
integral lengths, we have to require some aω > 1 for a log structure to exist on such a
space.
(4) Recall that a discrete Legendre transform interchanges inner and outer monodromy poly-
topes. It also interchanges aω and aˇρ and we will see that there is a collection of reduced
inner monodromy polytopes analogous to the collection of reduced outer monodromy
polytopes in the definition of c.i.t.
Here is a lemma which relates the inner and outer monodromy polytopes to the κωρ. It is
directly deduced from the construction of ∆˜ρ and
˜ˇ∆ω.
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Lemma 2.4. (1) Given ρ ∈ P [dimB−1], there is a natural surjection
{ω → ρ |ω ∈ P [1], κωρ 6= 0} → {edges of ∆˜ρ}.
Moreover, ω is collinear to the edge it maps to and κωρ is its integral length.
(2) Given ω ∈ P [1], there is a natural surjection
{ω → ρ | ρ ∈ P [dimB−1], κωρ 6= 0} → {edges of
˜ˇ∆ω}.
Moreover, a translate of ρ⊥ contains the edge it maps to and κωρ is its integral length.
Lemma 2.5. For N = Zn and M = Hom(N,Z), let Σ be a complete fan in NR = N ⊗Z R and ψ
a piecewise linear function on NR with respect to Σ. Assume that ψ comes from a lattice polytope
Ξ ⊂MR, i.e.,
ψ(n) = −min{〈m,n〉 |m ∈ Ξ}.
Given ωˇ ∈ Σ[n−1], let σ1, σ2 ∈ Σ[n] the two maximal cones containing ωˇ. We set
κωˇ = integral length of m1 −m2 where m1,m2 ∈M with m1 = ψ|σ1 and m2 = ψ|σ2 . The data
k : Σ[n−1] → N, k(ωˇ) = κωˇ
determines Ξ uniquely up to translation.
Proof. Note that m1 −m2 is collinear to ωˇ⊥ and is thus uniquely determined by κωˇ up to
orientation. The combinatorics of the fan now gives a recipe to assemble these edge vectors to the
polytope Ξ. Fix some maximal cone vˇ0 ∈ Σ[n]. To each chain γ of the shape
vˇ0 ⊃ ωˇ0 ⊂ vˇ1 ⊃ ωˇ1 ⊂ ... ⊃ ωˇl ⊂ vˇl
with ωˇi ∈ Σ[n−1], vˇi ∈ Σ[n], set mγ =
∑l
i=0mi where mi is the unique element in M which is
collinear to ωˇ⊥i , has integral length κωˇi and evaluates positive on the interior of vˇi. We obtain
Ξ = convex hull of {mγ | γ is a chain}.

The following proposition takes care of the inner monodromy polytopes which are not obvious
from the definition of c.i.t. unlike the outer ones.
Proposition 2.6. Let X be c.i.t. and τ ∈ P. Let ∆ˇτ,1, ..., ∆ˇτ,q be the associated set of Newton
polytopes. There exists a canonical set of lattice polytopes
∆τ,1, ...,∆τ,q ⊂ Λτ ⊗Z R
such that, for each ρ ∈ P [dimB−1], e : τ → ρ and ∆˜ρ,e non-trivial, we find a unique i such that
∆˜ρ,e is an integral multiple of ∆τ,i.
Proof. The correspondence: We have fixed τ . All ω’s are supposed to be in P [1] and all ρ’s
in P [dimB−1]. Consider the diagram
{ω → τ → ρ |κωρ 6= 0} //

{τ → ρ | ∆˜ρ,τ→ρ 6= 0}

{ω → τ |Zω ∩ Int (Xτ ) 6= ∅} // {1, ..., q}.
The upper horizontal arrow is just “forgetting ω”, the left vertical one is “forgetting ρ” and uses
Lemma 2.1. The lower horizontal map is given by part (3) of the definition of c.i.t.. There is only
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one way to define the dotted arrow to make the diagram commute and we need to argue why it is
well-defined. Assume we have ω1 → τ → ρ and ω2 → τ → ρ with κω1ρ 6= 0 6= κω2ρ. By Lemma 2.4
we find that ˜ˇ∆ω1 and ˜ˇ∆ω2 both have an edge contained in a translate of the straight line ρ⊥. The
same holds for ˜ˇ∆ω1,ω1→τ , ˜ˇ∆ω2,ω2→τ and also for 1aω1 ˜ˇ∆ω1,ω1→τ , 1aω2 ˜ˇ∆ω2,ω2→τ which are the Newton
polytopes of Zω1 ∩Xτ and Zω2 ∩Xτ , respectively. Thus, these polytopes cannot be transverse and
by (3) of the c.i.t. definition they have to be the same up to translation. This makes the dotted
map well-defined.
We denote the preimage of i under the lower horizontal map by Ωτ,i.
Defining the ∆τ,i: We stay with the previous setup. We define
∆τ,i :=
1
aˇρ
∆˜ρ,τ→ρ
where i is the image of ∆˜ρ,τ→ρ under the dotted arrow. It is easy to see that (up to translation)
this is a lattice polytope where an edge which is the image of some ω via Lemma 2.4 has length aω.
We have to show that we get the same ∆τ,i if we choose another τ → ρ′ with κωρ′ 6= 0 to define it.
We are going to apply Lemma 2.5. By ([19], Remark 1.59), both 1aˇρ ∆˜ρ,τ→ρ and
1
aˇρ′
∆˜ρ′,τ→ρ′ give
piecewise linear functions on Σˇτ , the normal fan of τ in Hom (Λτ ,Z)⊗Z R. We have an inclusion
reversing bijection
cones in Σˇτ ↔ faces of τ.
Codimension one cones ωˇ ∈ Σˇ
[dim τ−1]
τ correspond to edges ω of τ . So this is consistent with the
notation in the lemma. Note that the data k : Σˇ
[dim τ−1]
τ → N is the same for both polytopes
because for each ωˇ ∈ Σˇ[dim τ−1] we have
κωˇ =
{
aω if ω → τ ∈ Ωτ,i
0 otherwise.
We deduce that 1aˇρ′
∆˜ρ,τ→ρ and frac1aˇρ′∆ρ′,τ→ρ′ coincide up to translation. 
We extract a definition from the previous proof.
Definition 2.7. Given a c.i.t. X and τ ∈ P. For 1 ≤ i ≤ q, we define
Ωτ,i = {ω → τ |
˜ˇ∆ω,ω→τ = a · ∆ˇτ,i for some a > 0}
Rτ,i = {τ → ρ | ∆˜ρ,τ→ρ = a ·∆τ,i for some a > 0}
where ∆τ,i is the polytope given in Prop. 2.5.
Note that for ω → τ, τ → ρ we have κωρ 6= 0 if and only if there is some i such that
ω → τ ∈ Ωτ,i and τ → ρ ∈ Rτ,i which can be deduced from the diagram in the proof of Prop. 2.6.
In view of ([19], Def. 1.60), we see that this property generalizes from simplicity to c.i.t. spaces.
2.2. Toric local models for the log structure. In this section, we give a direct generaliza-
tion of the local model construction developed by M. Gross and B. Siebert in [20] to the c.i.t. case.
The proof will remain sketchy where there is little difference to loc.cit.. Recall Construction 2.1
in loc.cit. where Y is the product of a torus with the affine toric variety given by the cone over
the Cayley product of τ and the ∆τ,i and X is the invariant divisor given by the rays in τ . We
prefer to call the spaces X,Y of loc.cit. Xloc, Yloc at this point.
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Proposition 2.8. Suppose we are given a c.i.t. toric log CY space X and a geometric point in
the log singular locus x¯ → Z ⊆ X, there exist data τ, ψˇ1, ..., ψˇq as in ([20],Constr. 2.1) defining
a monoid P and an element ρ ∈ P , hence affine toric log spaces Y †loc, X
†
loc → Spec k
†, such that
there is a diagram over Spec k†
V †
~~}}
}}
}}
}} φ
!!B
BB
BB
BB
B
X† X
†
loc
with both maps strict e´tale and V † an e´tale neighbourhood of x¯.
Proof. As in loc.cit., we take the unique τ ∈ P such that x¯ ∈ Int (Xτ ). By the definition
of c.i.t., we then have the outer monodromy polytopes ∆ˇτ,1, ..., ∆ˇτ,q ⊂ Λˇτ . By Prop. 2.6, we also
obtain ∆τ,1, ...,∆τ,q ⊂ Λτ . By renumbering, we may assume that x¯ ∈ Zτ,1, ..., Zτ,r and x¯ 6∈ Zτ,i
for r < i ≤ q. We set
∆i =
{
∆τ,i for 1 ≤ i ≤ r
{0} for r < i ≤ dimB − dim τ
We redefine q = dimB−dim τ . The polytopes ∆i give piecewise linear functions ψˇi on the normal
fan Σˇτ in N
′
R = Hom(Λτ ,Z) ⊗Z R. By ([20], Constr. 2.1), we obtain a monoid P
′ ⊆ N ′ with
P ′ = C(τ)∨ ∩ N ′, a monoid P ⊆ N = N ′ ⊕ Zq+1, ρ ∈ P given by ρ = e∗0, Yloc = Spec k[P ] and
Xloc = Spec k[P ]/(z
ρ). To obtain a log-structure on Xloc, we use the pullback of the divisorial
log structure given by Xloc in Yloc. To proceed as in the proof of ([20], Thm. 2.6), we choose
g : τ → σ ∈ P [dimB] to have an e´tale neighbourhood V (σ) of x¯. We are going to construct a
diagram with strict e´tale arrows
V (σ)†
pσ
}}zz
zz
zz
zz
z
V (τ)†?
_oo V †?
_oo
φ
!!C
CC
CC
CC
C
X† X
†
loc.
Recall from ([19], Thm. 3.27) that pulling back the log-structure from X† to V (σ) gives a tuple
f = (fσ,e)e:ω→σ ∈ Γ
(
V (σ),
⊕
e:ω→σ
dimω=1
OVe
)
where Ve is the closure of Int (Xω) in V (σ). We write fω for fσ,e with e : ω → τ . Let x[σ]
be the unique zero-dimensional torus orbit in V (σ). We may assume that f is normalized, i.e.,
fω|x[σ] = 1 for each ω. This is possible because, if f is not normalized, we may use a pullback by
an automorphism of V (σ) as explained in [[19], after Def. 4.23] to obtain a normalized section.
Let pσ : V (σ)→ X be an e´tale map whose pullback-log-structure is the normalized section. Note
that
p−1σ Z˜ω = {fω = 0} ⊆ Ve
Let f redω be such that (f
red
ω )
aω = fω. Fixing some 1 ≤ i ≤ r, we claim that the functions
f redω for ω → τ ∈ Ωτ,i glue to a function fi on
⋃
e∈Ωτ,i
Ve. This will follow if we show that the
corresponding Zω glue because then their defining functions f
red
ω can at most differ by a non-trivial
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constant which is 1 by the normalization assumption. To show this, we consider a diagram
ω1
  A
AA
AA
AA
A e1
""
τ ′ // τ
g // σ
ω2
>>}}}}}}}} e2
<<
which algebraic geometrically means that we have a stratum
Xτ ′ ⊂ Xω1 ∩Xω2
on which we wish to show Zω1 ∩Xτ ′ = Zω2 ∩Xτ ′ . By the c.i.t. property (2), it suffices to show
Newton (Zω1 ∩Xτ ′) = Newton (Zω2 ∩Xτ ′).
This follows from the c.i.t. property (3) because Newton (Zω1 ∩ Xτ ′) and Newton (Zω2 ∩ Xτ ′)
cannot be transverse due to the fact that
Newton (Zω1 ∩Xτ ) = Newton (Zω2 ∩Xτ ) = ∆ˇτ,i
is a non-trivial face of each. Thus, we have functions fi as claimed before. We can naturally
extend these to functions on V (τ) which we are also going to denote by fi.
We now choose coordinates z1, ..., zq on Int (Xτ ) ∼= (k×)q, and pull these back to functions on
V (τ). By the c.i.t. property (3) we know that the Zτ,i meet transversely in v¯ := p
−1
σ (x¯), so we
can find a subset {i1, ..., ir} ⊆ {1, ..., q} such that F := det(∂fi/∂zij)1≤i,j≤r is invertible in v¯ (see
[14], Cor. 16.20). By reordering the indices, we can assume {i1, ..., ir} = {1, ..., r}. For r < i ≤ q,
we set fi := zi − zi(v¯) so that all fi vanish in v¯ and give a set of local coordinates at v¯ when
restricted to Int (Xτ ). We fix an isomorphism
V (τ) ∼= Spec k[∂P ′]× (k×)q.
We are going to choose V as a Zariski open neighbourhood of v¯ in V (τ). Before we say which one
exactly, we define the map φ : V → Xloc = Spec k[∂P ′ ⊕ Nq] by
φ∗(zp) = zp for p ∈ ∂P ′
φ∗(ui) = fi for 1 ≤ i ≤ q
where ui is the monomial in k[∂P
′⊕Nq] corresponding to the ith standard basis vector of Nq. Now
V is chosen in a way such that φ is e´tale. That this can be done is just a repetition of the argument
in [[20], Prf. of Thm. 2.6]. To see that the pullbacks of the two log-structures to V coincide, we
check that both give the same section in Γ(V,
⊕
e:ω→σ
dimω=1
OVe). Arguing as in [[20], Prf. of Thm. 2.6],
this comes down to showing, for each e : ω → τ and n ∈ N ′,
(dω ⊗ fω)(n) =
r∏
i=1
f
〈m−i −m
+
i ,n〉
i
holds on the closed toric subset Ve where
• v−, v+ are the vertices of ω,
• dω is the unique primitive vector pointing from v
− to v+ and
• m−i ,m
+
i ∈ Hom(N
′,Z) are ψˇi|vˇ− , ψˇi|vˇ+ , respectively where vˇ
± is the maximal cone in
Σˇτ corresponding to v
±.
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We have that ψˇi bends at ωˇ if and only if e ∈ Ωτ,i. By convexity m
−
i −m
+
i is positive on vˇ
− like
dω. Combining this with the fact that the edge of ∆i corresponding to ω has length aω, this is
just saying
m−i −m
+
i =
{
0 e 6∈ Ωτ,i
aωdω e ∈ Ωτ,i.
By construction, we have that fi|Ve is invertible for e 6∈ Ωτ,i. Since we have chosen f to be
normalized and the invertible elements of a toric monoid ring k[P ] are given as k××P×, we have
fi|Ve =
{
1 e 6∈ Ωτ,i
f redω |Ve e ∈ Ωτ,i.
Using (f redω )
aω = fω, this finishes the proof. Note that we have slightly simplified the proof as
compared to loc.cit. by requiring f to be normalized in the beginning (this implied hp = 1 for all
p in the notation of loc.cit.). 
The local models are the key ingredient to prove the base change for the hypercohomology of
the logarithmic de Rham complex:
Proof of Theorem 1.7. As argued in ([26], Lemma 4.1), one may assume that A is a local
Artinian k[t]-algebra. Then, using the existence of local models from Prop. 2.8, the proof becomes
literally the same as in ([20], Thm. 4.1). 
2.3. The barycentric resolution of the log Hodge sheaves. The existence of local
models for c.i.t. spaces enables many of the further constructions in [20]. The entire section 3.1 in
[[20], Local calculations] doesn’t use simplicity arguments and extends directly to the c.i.t. case.
In section 3.2, Prop. 3.8, Theorem 3.9, Cor. 3.10, Cor. 3.11, Lemma 3.12 and Lemma 3.13 are
valid in the c.i.t. case. For this paper, we get three results from this. First, we obtain a proof of
Lemma 1.5, i.e., have the exact sequence
0→ Ωr → C 0(Ωr)→ C 1(Ωr)→ ...
Roughly speaking, this is a resolution given by a kind of Deligne’s simplicial scheme: We pull back
the sheaf to each toric stratum and then apply the inclusion-exclusion-principle to get a complex.
Lemma 3.14 and Lemma 3.15 in loc.cit., however, fail to be true in the c.i.t. setting. At least in
the proof of 3.15 simplicity is being used explicitly. In any event, we are not interested in these
results. We just use a small replacement for Lemma 3.14:
Lemma 2.9. Given a c.i.t. space X, τ ∈ P, then v ∈ τ [0] induces a canonical choice of a vertex
Vert i(v) ∈ ∆τ,i for each i.
Proof. Let vˇ denote the maximal cone in the normal fan Σˇτ corresponding to v. Choose
vi = Vert i(v) ∈ ∆
[0]
τ,i such that
vi −∆τ,i ⊆ vˇ
∨.
There is at most one such vi because otherwise vˇ
∨ would have to contain a straight line. There
exists one because ψˇτ,i, the piecewise linear function associated to ∆τ,i, is linear on vˇ. In fact, we
have ψˇτ,i|vˇ = −〈vi, ·〉. 
The third consequence for c.i.t. spaces which is most importance to us is [[20], Prop. 3.17]
which we cite here. Just note that dlog(fa) = a · dlogf has the same poles as dlogf which is the
reason why the sheaves of differentials only care about Zred and not Z.
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Proposition 2.10. Let X be c.i.t.. Given P [0] ∋ v
g
→ τ1
e
→ τ2, the image of the inclusion
(Fs(e)
∗Ωrτ1)/Tors in Fs(e ◦ g)
∗Ωrv is
kern
(
Fs(e ◦ g)
∗Ωrv
δ
−→
⊕
i=1,...,q
wi 6=vi
Ωr−1
(Z′τ2,i
)†/k†
)
where:
(1) We set vi = Vert i(v). The direct sum is over all i and all vertices wi ∈ ∆
[0]
τ1,i
with
wi 6= vi.
(2) Z ′τ2,i = Fs(e)
−1(Zτ1,i) which might be empty.
(3) We define a log structure on Xv as the pushforward of the pull-back via Xv\Z →֒ X\Z
(Z has codimension two in Xv). Then, Ω
r−1
(Z′τ2,i
)†/k†
is defined by pulling back the log
structure from X†v via Xτ1 and Zτ1,i to Z
′
τ2,i
.
(4) For α ∈ FS,s(e ◦ g)∗Ωrv, the component of δ(α) in the direct summand Ω
r−1
(Z′τ2,i
)†/k†
corre-
sponding to some wi is given by ι(∂wi−vi)α|(Z′τ2 ,i)
† .
In a setting more general than the simple case with standard outer monodromy simplices as
dealt with in [20], the resolution C •(Ωr) is no longer acyclic. One of the main points of this paper
is to produce an acyclic resolution for this complex. We start off by constructing a resolution of
a summand of C •(Ωr) on a single stratum for which we are going to use a Koszul complex.
3. Koszul cohomology
This section is separate from the previous ones and we will be reusing some of the notations.
3.1. The general setting. Koszul cohomology is a globalized version of the Koszul complex
for affine rings (see [14], Exc.17.19). It was extensively developed and exploited by Mark Green
in [16] and [17].
Let X be a k-variety, L an invertible sheaf on X and V a finite dimensional linear subspace
of Γ(X,L) = Hom (OX ,L). Defining φ(1) as the canonical map (V ⊗OX → L) ∈ V ∗ ⊗ L, we get
a complex
0→ OX
φ
→ L⊗
1∧
V ∗ → L⊗2 ⊗
2∧
V ∗ → L⊗3 ⊗
3∧
V ∗ → ...
whose differential is given by α 7→ φ(1) ∧ α. We introduce the notation
Ki(V,L) := L⊗i ⊗
i∧
V ∗
and call the according differential di. Form ∈ Z, we define the twists Ki(V,L,m) := Lm⊗Ki(V,L)
and denote the dual by Ki(V,L,m).
Lemma 3.1. If V is base point free, i.e., V ⊗OX → L, s⊗ g 7→ s(g) is surjective, then for each
m ∈ Z the Koszul complexes K•(V,L,m) and K•(V,L,m) are exact.
Proof. Since L is locally free, it suffices to show exactness for one m. Furthermore, it
is enough to show it for K•(V,L), and exactness of the dual follows by applying Hom(·,OX)
because the complex is locally free. Exactness can be considered at stalks. After choosing a basis
{x1, ..., xn} of V , in the notation of [14], the Koszul complex is locally isomorphic to K(x1, ..., xn).
Due to base point freeness of V , at each stalk at least one of the xi is invertible. By [[14], Prop.17.14
a)] multiplication with xi annihilates the cohomology of K•(V,L) which is thus trivial. 
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3.2. Semi-ample line bundles on toric varieties. In the following, we fix a toric variety
X with character lattice M . A Cartier divisor Z on X is linearly equivalent to a (non-unique)
torus invariant Cartier divisor D. By a standard procedure (see [15]) we associate to D its
support function ψD which is a piecewise linear function on the fan of X . By [[8], Prop. 6.7],
semi-ampleness of Z is equivalent to the convexity of ψD. Convex piecewise linear functions, in
turn, correspond to lattice polytopes ∆ ⊂M ⊗Z R whose normal fan can be refined to the fan of
X , and ∆ is uniquely associated to Z up to translation by lattice vectors. By [[15], Lemma in
3.4], one has
Γ(X,OX(D)) =
⊕
m∈∆∩M
k · zm.
An element of this corresponds to an effective divisor which is linearly equivalent to D. The
correspondence is 1:1 up to the operation of k× on Γ(X,OX(D)). The element of the right
hand side gives an equation of the divisor on the big torus as a Laurent polynomial. In the
following, when we talk about the equation of a divisor we mean a corresponding element f ∈⊕
m∈∆∩M k ·z
m. Occasionally, we will consider f as an element of the field of fractions Quot (OX)
in which Γ(X,OX(D)) naturally embeds as {q | div(q) ≥ −D}. In the following, we always consider
a fixed translation representative of ∆.
Lemma 3.2. Let Z be an effective divisor on X which is linearly equivalent to D and is given by
an equation f . There are isomorphisms⊕
m∈∆∩M
k · zm
· 1f
−→ Γ(X,OX(Z)) and
⊕
m∈∆∩M
k · (zm)∗
·f
−→ Γ(X,OX(Z))
∗.
Proof. We have OX(D) = f · OX(Z) in the field of fractions of OX . This induces the
isomorphism of global sections and the one for their duals. 
Set N = Hom(M,Z), and choose some equation f =
∑
m∈∆∩M fmz
m of a divisor Z. Using
Lemma 3.2, we define the log derivation map
∂Z : (N ⊕ Z)⊗Z k→ Γ(X,OX(Z))
via (n, a) 7→ f−1∂(n,a)f = f
−1
∑
m∈∆∩M fm〈(n, a), (m, 1)〉z
m and denote its image by V . Note
that neither V nor ∂Z depends on the scalar multiple of an equation. However, ∂Z depends on the
translation representative of ∆ whereas V doesn’t depend on it. In Remark 3.30, we discuss what
happens if we move ∆. We define the cone C(∆) = {
∑
v∈∆[0] λv(v, 1) |λv ≥ 0} ⊂ (M ⊕ Z) ⊗Z R.
where ∆[k] is the set of k-dimensional faces of ∆. Let LC(∆) denote the linear subspace generated
by C(∆). We define Tˆ∆ = (LC(∆) ∩ (M ⊕Z))⊗Z k and think of it as the k-valued tangent space
of the cone.
Lemma 3.3. If Z is a semi-ample effective divisor on X with Newton polytope ∆, then
0→ Tˆ⊥∆ → (N ⊕ Z) ⊗Z k
∂Z−→ V → 0
is an exact sequence and thus dim V = dim∆+ 1.
Proof. We show dimV ≥ dim∆ + 1, then the assertion follows because LC(∆)⊥ ∩ ((M ⊕
Z) ⊗ k) clearly lies in the kernel. Let f be an equation of Z. By the hypotheses, fv 6= 0 for
v ∈ ∆[0]. Let {v1, ..., vn} be a dim∆ + 1 element subset of ∆
[0] whose convex hull has dimension
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dim∆. For each 1 ≤ i ≤ n, choose ni ∈ (N ⊕Z)⊗Z k such that 〈ni, (vj , 1)〉 = δij , the latter being
the Kronecker symbol. Consider the composition
(N ⊕ Z)⊗Z k→ Γ(X,OX(Z))→
n⊕
i=1
kf−1zvi
where the last map is the natural projection
⊕
m∈∆∩M kf
−1zm ։
⊕n
i=1 kf
−1zvi. The image of
ni is fvif
−1zvi . Therefore, the map is surjective, and we are done. 
We define the “tangent space” T∆ = {a · (x − y) | a ∈ k, x, y ∈ ∆[0]} and obtain an exact
sequence
0→ T∆ → Tˆ∆
h
−→ k→ 0
where h is the height function coming from the projection to the Z summand. The above lemma
induces an isomorphism (∂Z)
∗ : V ∗ → Tˆ∆. We may plug it into the Koszul complex to get an
isomorphism of complexes
. . . −−−−→ Kl−1(V,O(Z),m)
dl−1
−−−−→ Kl(V,O(Z),m)
dl
−−−−→ . . .yid⊗∧l−1(∂Z)∗ yid⊗∧l(∂Z )∗
. . . −−−−→ OX((l − 1 +m)Z)⊗k
∧l−1
Tˆ∆ −−−−→ OX((l +m)Z)⊗k
∧l
Tˆ∆ −−−−→ . . .
We denote the complex in the lower row by K•(T∆, Z,m). This complex will play a major role in
this paper. We now give an explicit description of its differential.
Lemma 3.4. The differential of K•(T∆, Z,m) is
dZ : u⊗ α 7→ u ·
∑
m∈∆∩M
fm
1
f
zm ⊗ (m, 1) ∧ α.
Note that in the lemma, we understand 1f z
m as a rational function.
Proof. Let us take a look at the composition Γ(X,OX(Z))∗ → V ∗
(∂Z )
∗
−→ Tˆ∆. Its dual map
sends (n, a) to
∑
m∈∆∩M fm〈(n, a), (m, 1)〉f
−1zm, so we have
f(zm)∗ = (f−1zm)∗ 7→ ((n, a) 7→ fm〈(n, a), (m, 1)〉) = fm · (m, 1)
Now it is straightforward to see that the Koszul differential u⊗α 7→ u·
∑
m∈∆∩M
1
f z
m⊗( 1f z
m)∗∧α
transforms to dZ as given in the assertion. 
Recall the non-degeneracy definition from before Def. 1.1. The set of non-degenerate divisors
form a Zariski open set in Γ(X,OX(D)) which can be deduced from Bertini’s theorem, see [8].
Lemma 3.5. If Z is non-degenerate, then V is base-point free.
Proof. See [2], Prop. 4.3. 
Lemma 3.6. Let Z be a semi-ample effective divisor on a toric variety X whose Newton polytope
is ∆. For m ∈ Z, we have
Hi(X,OX(mZ)) = 0 for 0 < i < dim∆ and for i > 0,m ≥ 0.
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Proof. This is easy using the techniques of [[15], 3.5]. The part for m ≥ 0 is, in fact, the
Corollary in loc.cit.. By similar arguments, the remaining part can be reduced to showing that
Hi(Rn,Rn\C; k) = HiC(R
n; k) = 0 for 0 < i < dim∆ where C is either empty or a polyhedral
cone whose largest linear subspace has dimension codim∆. The empty case is trivial, otherwise
one may use HiC(R
n; k) = Hi−1(Rn\C; k) for i > 1 and H0C(R
n; k) = H1C(R
n; k) = 0 via the long
exact sequence of relative cohomology. There are two possibilities, either C is a linear subspace or
it is not. If it is not then its complement is contractible and we are done. If it is a linear subspace,
its dimension is d = codim∆. Then Hi−1(Rn\C; k) = Hi−1(Rn−d\{0}; k) which vanishes for
(i− 1) < n− d− 1 ⇔ i < dim∆. 
Proposition 3.7. Let Z be a non-degenerate divisor on a toric variety X with Newton polytope
∆. Set n = dim∆+ 1 and HKi(V, Z,m) := Hid•Γ(K
•(V,OX(Z),m)). We have
HKi(V, Z,m) =
{
0 for i 6= n
R(Z)n+m ⊗k
∧n
V ∗ for i = n.
Remark 3.8. Using elementary results from Section 3.3 to show R(Z)n+m = 0 for m ≥ 1, this
generalizes the d = 1 case of the vanishing theorem [17], Thm. 2.2 to toric varieties.
Proof. By Lemma 3.3, we have n = dimV ∗. The case Z = 0, i.e., R(Z)•>0 = 0, is trivial.
So let us assume n > 1.
Step 1: We first show the vanishing for i 6= n. The vanishing for i > n is clear. By Lemma 3.5
and Lemma 3.1, the complex K•(V, Z,m) is exact, and we may interpret it as a resolution of the
first non-trivial term. Hence Hi(X,O(mZ)) = Hi+1(X,K•>0(V, Z,m)). The vanishing for i = 0, 1
follows from the left-exactness of the functor Γ. By Lemma 3.6, if m ≥ 0, we are done because the
Koszul complex is an acyclic resolution of the first term, so its hypercohomology coincides with its
cohomology after taking Γ. In general, we may consider the E1-term of the first hypercohomology
spectral sequence of K•>0(V, Z,m). By Lemma 3.6, it looks like
Hn−1(X,OX((m+ 1)Z))⊗
∧1
V ∗
d1→ Hn−1(X,OX((m+ 2)Z))⊗
∧2
V ∗
d1→ · · ·
0 0
...
...
0 0
H0(X,OX((m+ 1)Z))⊗
∧1 V ∗ d1→ H0(X,OX((m+ 2)Z))⊗∧2 V ∗ d1→ · · ·
Note, that the d1-cohomology of the bottom sequence is what we are interested in. The
spectral sequence differential
dk : H
n−1(X,OX((m+ s)Z))⊗
s∧
V ∗ → Hn−k(X,OX((m+ s+ k)Z))⊗
s+k∧
V ∗
hits the bottom line for k = n. Thus, the leftmost term it reaches is the one with
∧n+1
V ∗ which
is zero. Hence the sequence degenerates at E1 and we have for 0 < i < n− 1
0 = Hi(X,O(mZ)) = Hi+1(X,K•>0(V, Z,m)) = HKi+1(V, Z,m).
Step 2: Now, let’s have a look at the last two non-trivial terms in the Koszul complex which
are Γ(X,OX((n−1+m)Z))⊗k
∧n−1
V ∗ → Γ(X,OX((n+m)Z))⊗k
∧n
V ∗. Using the identification∧n−1
V ∗ = V ⊗k
∧n
V ∗, this map is canonically isomorphic to the map
Γ(X,OX((n− 1 +m)Z))⊗k V → Γ(X,OX((n+m)Z))
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tensored with the identity on
∧n
V ∗. Its cokernel is thus R(Z)(n+m) ⊗k
∧n
V ∗. 
Corollary 3.9. Let Z be a non-degenerate divisor on a toric variety with Newton polytope ∆. Set
n = dim∆+ 1. We have
HidΓ(K(T∆, Z,m)) =
{
0 for i 6= n
R(Z)n+m ⊗k
∧n−1
T∆ for i = n
Proof. We apply the log derivation map and the contraction by h which yields
∧n Tˆ∆ =∧n−1
T∆. 
For an injection of k-vector spaces T∆ →֒ W we define Wˆ by the cocartesian diagram
T∆ −−−−→ Wy y
Tˆ∆ −−−−→ Wˆ
and the complex Kl(W,Z,m) := OX((l+m)Z)⊗k
∧l
Wˆ for varying l with “the same” differential
dZ . A good way to think of Kl(W,Z,m) is as being the Koszul complex Kl(T∆ˆ, Zˆ,m) pulled back
from some higher dimensional toric variety Xˆ in which X embeds equivariantly, see Lemma 3.31.
Lemma 3.10. There is a non-canonical direct sum decomposition of the complex
K•(W,Z,m) ∼=
⊕
b≥0
K•−b(T∆, Z,m+ b)⊗k
b∧
W/T∆.
Proof. The inclusion Tˆ∆ →֒ Wˆ induces a filtration of
∧l
Wˆ for each l which splits as
∧l
Wˆ ∼=⊕
b≥0
∧l−b
Tˆ∆⊗k
∧b
Wˆ/Tˆ∆ because we are dealing with vector spaces. The differential dZ respects
this splitting going
dZ : OX((l +m)Z)⊗
l−b∧
Tˆ∆ ⊗
b∧
Wˆ/Tˆ∆ → OX((l+ 1 +m)Z) ⊗
l+1−b∧
Tˆ∆ ⊗
b∧
Wˆ/Tˆ∆
The result is now just a matter of identifying the terms on the left of the right tensor symbol with
the complex for T∆ and using Wˆ/Tˆ∆ =W/T∆. 
Even though the splitting of the complex is not canonical, in a sense, the splitting on coho-
mology is. For a vector space T , we occasionally write
∧top
T for
∧dimT
T . For an inclusion of
vector spaces T →֒ U , whenever there is no confusion with another inclusion, we write 〈
∧t T 〉l for
the degree l part of the exterior algebra ideal in
∧•
U generated by
∧t
T . We set n = dim∆+ 1
and HK(W,Z,m) := HidΓ(K(W,Z,m)).
Proposition 3.11. With the above notation, we have
HK l(W,Z,m) = R(Z)l+m ⊗k
〈∧top
T∆
〉
l−1
= R(Z)l+m ⊗k
∧top
T∆ ⊗
∧l−n
W/T∆
Proof. Using Lemma 3.10, we have the non-canonical decomposition HK l(W,Z,m) ∼=⊕
b≥0HK
l−b(T∆, Z,m+b)⊗k
∧b
W/T∆. By Cor. 3.9 the only non-zero term on the right hand side
is the one where l − b = n. Hence, we have HK l(W,Z,m) ∼= R(Z)m+n+b ⊗
∧top
T∆ ⊗k
∧b
W/T∆
for b = l − n. It remains to prove the canonicity. Consider the canonical filtration
l∧
Wˆ =
〈 0∧
Tˆ∆
〉
l
⊃
〈 1∧
Tˆ∆
〉
l
⊃ · · · ⊃
〈 n∧
Tˆ∆
〉
l
⊃ {0}
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The desired cohomology group comes from the non-trivial bottom term, more precisely, it is the
cokernel of the left vertical arrow in the diagram
O((m+ l)Z)⊗
〈∧n
Tˆ∆
〉
l
O((m+ l)Z)⊗
∧n
Tˆ∆ ⊗
∧l−n
Wˆ/Tˆ∆xdZ x(dZ⊗id )
O((m+ l − 1)Z)⊗
〈∧n−1
Tˆ∆
〉
l−1
id⊗ξ
←−−−− O((m+ l − 1)Z)⊗
∧n−1
Tˆ∆ ⊗
∧l−n
Wˆ/Tˆ∆
The bottom map ξ is the only non-canonical map. It is supposed to be a section of the right
non-trivial map in the exact sequence
0 −→
〈 n∧
Tˆ∆
〉
l−1
−→
〈 n−1∧
Tˆ∆
〉
l−1
−→
n−1∧
Tˆ∆ ⊗
l−n∧
Wˆ/Tˆ∆ −→ 0.
Then any choice of ξ makes the diagram commute, because O((m + l − 1)Z) ⊗ 〈
∧n
Tˆ∆〉l−1 is
contained in the kernel of the left vertical map. Thus, we get a canonical identification of the
cokernels of the vertical maps which shows HK l(W,Z,m) = C ⊗
∧n
Tˆ∆ ⊗
∧l−n
Wˆ/Tˆ∆ where
C = coker(q) and q : Γ(X,OX((m+ l − 1)Z))⊗ Tˆ ∗∆ 7→ Γ(X,OX((m+ l)Z)), u⊗ nˆ 7→ u · (
1
f ∂nˆf).
We see that C = R(Z)l+m. Let ι(h) denote the contraction by the natural projection h : Tˆ∆ ։ k.
We can apply the isomorphisms
• ι(h) :
∧n
Tˆ∆ →
∧dimT∆ T∆
• Wˆ/Tˆ∆ =W/T∆
• 〈
∧top T∆〉l → ∧top T∆ ⊗∧l−dimT∆ W/T∆, αtop ∧ αW 7→ αtop ⊗ [αW ].
to obtain the result. 
3.3. Jacobian rings and Newton polyhedra. We wish to analyze the relation of R(Z)
to Jacobian rings in this subsection. We stay with the previous notation and assume here that ∆
is a simplex and define a relatively open subset of its cone by
C(∆)\/ = C(∆)
∖ ⋃
v∈∆[0]
(v, 1) + C(∆) .
It is easily seen to be the half open parallelepiped C(∆)\/ = {
∑
v∈∆[0] λv(v, 1) | 0 ≤ λv < 1}. For
each l ∈ Z≥0 we may intersect this with the hyperplane {(m, l) |m ∈M ⊗Z R} and project to the
first summand to have
∆\l/ = {
∑
v∈∆[0]
λvv | 0 ≤ λv < 1, l =
∑
v
λv} ⊆ l ·∆.
This space was already defined in [6], Ch. 9. One finds ∆\l/ = ∅ ⇔ l ≥ |∆[0]| = dim∆+ 1. This
gadget has nice functorial properties. For a subset S ⊆ Rn, let relintS denote the relative interior
of S in spanR S.
Lemma 3.12. We have
a) ∆\l/ ∩ (l · F ) = F \l/ b) ∆\l/ =
∐
F⊆∆
relintF \l/
where in each of these F ⊆ ∆ is supposed to be a face.
Proof. To see that a) is true just note that a face F is determined by the set of vertices it
contains. It is then given by points of ∆ for which λv = 0 whenever v 6∈ F . Then a) easily follows
and b) is a consequence of a). 
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Definition 3.13. We denote by Γ\l/(Z) the subspaces of Γ(X,OX(lZ)) generated by the images
of zm under the first map in Lemma 3.2 for which m ∈ ∆\l/. This is independent of a particular
equation of Z.
We consider the monoid ring k[C(∆)∩(M ⊕Z)] which is Noetherian and graded by the second
summand. Assume that we are given a homogeneous element of degree one f =
∑
m∈∆∩M fmz
(m,1).
One defines the Jacobian ideal of f by
Jf = (∂nf |n ∈ Hom(M ⊕ Z,Z))
where ∂nf =
∑
m∈∆∩M〈(m, 1), n〉fmz
(m,1). Relating to Griffith’s work, Batyrev has used the
notation R0, R1 for two types of toric Jacobian rings in [2]. In [6], Borisov and Mavlyutov have
picked up this notation.
Definition 3.14 (Batyrev, Borisov, Mavlyutov). We set
R0(f,∆) = k[C(∆) ∩ (M ⊕ Z)]/Jf .
and define R1(f,∆) as the subspace generated by lattice points in relintC(∆) which yields a
module over R0(f,∆).
We can put a ring structure on R(Z) by writing it as the quotient of the global sections tensor
algebra Γ(X,OX(•Z)) by the ideal generated in degree one by the linear system of log derivatives
V .
Lemma 3.15. There is a graded ring isomorphism
R(Z) ∼= R0(f,∆)
which is canonical up to a multiplicative constant.
Proof. We obtain the inverse of the desired isomorphism via the unique ring map induced in
degree one by
⊕
m∈∆∩M k ·z
(m,1)
· 1f
−→ Γ(X,OX(Z)) as given in Lemma 3.2. It maps the respective
ideals to each other as can be seen from the definition of the log derivation map. The remark about
the multiplicative constant addresses the fact that R0(f,∆) = R0(af,∆) for a ∈ k× whereas the
isomorphism depends on a. 
We define the vector space k∆
\l/∩M =
{∑
m∈∆\l/∩M amz
m
∣∣ am ∈ k} .
Lemma 3.16. Let f ∈ k[C(∆) ∩M ⊕ Z]1 be arbitrary. The map
k∆
\l/∩M → R0(f,∆)l
given by sending zm to z(m,l) is an injection.
Proof. We call an f with the property fm 6= 0 ⇔ m ∈ ∆[0] Fermat. Note that the lemma
is true for all Fermat f because then Jf = (z
(v,1)|v ∈ ∆[0]) and its degree l part is (Jf )l ={∑
m∈l∆∩M
m 6∈∆\l/
amz
(m,l)
∣∣∣∣ am ∈ k} . The kernel of the map in the lemma gives a coherent module
on the space Spec k[fm|m ∈ ∆ ∩M ] of all f . It is trivial at Fermat points and therefore also
in a neighbourhood U of these points. There is an operation of the torus Gm(k)
∆∩M on this
space under which k∆
\l/∩M is invariant. We deduce the result for all f which lie in an orbit with
non-trivial intersection with U . The other f can easily be checked directly. 
We call f non-degenerate if the corresponding Z is non-degenerate.
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Proposition 3.17. If f is non-denerate then, for each l, the map
k∆
\l/∩M → R0(f,∆)l
given by sending zm to z(m,l) is an isomorphism.
Proof. It is not hard to see that if f is Fermat then Z is non-degenerate and we saw in the
proof of the previous lemma that for these f the assertion is true. The result then follows from
Lemma 3.16 and [[2], Thm. 4.8] which states that two linearly equivalent non-degenerate divisors
have the same graded dimensions for their Jacobian rings. 
A general lattice polytope can always be triangulated by elementary simplices, so they form
the building blocks of lattice polytopes. A special case of these is the standard simplex which is one
that is isomorphic to the convex hull of 0 and a subset of a lattice basis. Gross and Siebert required
these in [20] for the outer monodromy polytopes to make their Hodge group computation work.
Here is how these relate to Jacobian rings and thus to the cohomology of the Koszul complex.
Lemma 3.18. For a lattice simplex ∆ with lattice M , the following are equivalent
a) ∆ is standard
b) relint (n ·∆) ∩M = ∅ for n ≤ dim∆.
c) R0(f,∆)l = 0 for l > 0 and some non-degenerate f .
Proof. Without loss of generality, we may assume that dim∆ = rankM . Set d = dim∆.
Note that b) is equivalent to relint (d∆) ∩M = ∅. By applying a translation, we may assume
that some v0 ∈ ∆
[0] is the origin. Let v1, ..., vd be the other vertices. They form a basis if
and only if there is no lattice point other than the vertices contained in the parallelepiped P =
{
∑d
i=0 λivi | 0 ≤ λi ≤ 1} spanned by these vectors. Note that P ⊂ d ·∆ and
P ∩ ∂(d ·∆) = {
∑d
i=1 vi} ∪ {x ∈ P |x =
∑d
i=1 λivi with some λi = 0}.
To see the implication b)⇒a) now assume a) doesn’t hold, so there is some lattice point x =∑
λivi ∈ P which isn’t a vertex. We may assume λi > 0 by adding vi if necessary. Now
x 6∈ P ∩ ∂(d ·∆) and therefore x ∈ relint (d∆) ∩M . We get a)⇒b) by repeatedly subtracting vi
for each 1 ≤ i ≤ d from an arbitrary x ∈ relint (d∆) ∩M as long as the result x′ is still contained
in d∆. We have x′ ∈ P and x′ isn’t a vertex of P .
By Prop. 3.17, c) is equivalent to
∆\l/ ∩M = 0 for each l > 0.
By the same argument as before, ∆ is non-standard if and only if there is x′ =
∑d
i=1 λivi ∈ M
with 0 ≤ λi < 1 and some λi > 0. For such an x′, set I = {i |λi > 0} and let F be the face of ∆
which is
F =
{
the convex hull of {vi, i ∈ I} if
∑
i∈I λi ∈ N
the convex hull of 0 and {vi, i ∈ I} otherwise
Let l be the smallest integer greater or equal to
∑
i∈I λi and λ0 = l−
∑
i∈I λi. We find x
′ ∈ F \l/
and by Lemma 3.12 a) we have x′ ∈ ∆\l/ which proves c)⇒a). Using Lemma 3.12 a) again, the
converse becomes clear because x =
∑d
i=1 λivi ∈ relint (F
\l/) for some l > 0 and some face F ⊆ ∆
yields an element x+
∑
i:λi=0
vi ∈ relint (d∆), i.e., b)⇒c). 
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3.4. The Koszul complex and log differential forms. We use the notation and setting
from the previous section, i.e., we have a toric variety X and a non-degenerate semi-ample Cartier
divisor Z with Newton polytope ∆. LetD here, unlike in the previous section, denote the boundary
divisor of X , i.e., the complement of the big torus. For a normal variety Y with an effective Cartier
divisor E we denote by ΩrY/k(log (E)) the sheaf of differential r-forms with at most logarithmic
poles along E. In general this doesn’t need to be a coherent sheaf. In our situation dealing with
a toric boundary divisor, however, this will be the case. For an OY -module F , as usual, we set
F(E) = F ⊗OY OY (E). Note that there is a canonical isomorphism
ΩrX/k(log (D)) = OX ⊗Z
r∧
M
by mapping u⊗m1 ∧ ... ∧mr on the right to u ·
dzm1
zm1 ∧ ... ∧
dzmr
zmr on the left.
Lemma 3.19. For each r there is an exact sequence
0→ ΩrX/k(log (D + Z))(−Z)→ Ω
r
X/k(logD)
res
−→ ΩrZ/k(log (D ∩ Z))→ 0
Proof. The first two non-zero terms are naturally contained in the sheaf of rational forms.
We check that the first injects in the second. Let g be a function on an open chart which is
invertible outside D ∪ Z. By the local irreducibility of Z, we may assume that on that chart Z is
irreducible. Let f be a local equation of Z. Either g is invertible outside D or g = g′ · fk with g′
invertible outside D. Assume the latter, then
f ·
dg
g
= f ·
fkdg′ + kg′fk−1df
fkg′
=
fdg′ + kg′df
g′
=
fdg′
g′
+ kdf
is a form with at most logarithmic poles along D, so the first non-trivial map is well-defined
and injective. We also see that Ω•X/k(log (D + Z))(−Z) is the subalgebra of Ω
•
X/k(logD) locally
generated by f and df . This is the kernel of the surjection to Ω•Z/k(log (D ∩ Z)) and we are
done. 
Remark 3.20. a) If E is a normal crossings divisor on a complex manifold Y , then
Hk(Y \E,C) = Hk(Y,Ω•Y/C(log(E))) andH
k
c (Y \E,C) = H
k(Y,Ω•Y/C(log(E))(−E)) where
Hc is cohomology with compact support. We have, so to say, combined these two con-
cepts.
b) One can show that if Z is non-degenerate, we have a toroidal pair (X,D+Z) in the sense
of [8]. For such a toroidal pair (Y,E), Danilov defines Ω•(Y,E) as the kernel of Ω
•
Y/k →⊕
E′ Ω
•
E′/k where the sum ranges over the irreducible components of E. The author
calls these modules differential forms with logarithmic zeros. For k = C, he then shows
the degeneration of the hypercohomology spectral sequence of Ω•(Y,E) at the E1 term
(see [9]). In [2], Batyrev uses the Poincare´ dual Ω•Y (log(E)). Our constructions reside
somewhere in between these two and are determined to be used as local contributions to
the Hodge data of toric Calabi-Yau degenerations.
For each rationally generated subspace T ⊆ M ⊗Z k, in other words, for each saturated Z-
submodule T ∩M of M , we can view OX ⊗k
∧r
T as a free submodule of ΩrX/k(logD) which we
wish to call T ∩ ΩrX/k(logD). As long as we make sure that locally df ∈ T ∩ Ω
•
X/k(logD), i.e.,
T∆ ⊆ T , we obtain by the previous lemma an induced exact sequence
0→ T ∩ ΩrX/k(log (D + Z))(−Z)→ T ∩ Ω
r
X/k(logD)
res
−→ T ∩ ΩrZ/k(log (D ∩ Z))→ 0.
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This sequence will be of most interest to us in the case where T = T∆. Let h : Tˆ∆ → k denote
the canonical projection as before. Given T∆ →֒ W , we also define it for Wˆ . There is an exact
sequence
0→W → Wˆ
h
−→ k→ 0.
Definition 3.21. Given an inclusion T∆ →֒W , we define a map
πr : Kr(W,Z,−r − 1)→ OX ⊗
r∧
W
by the composition Kr(W,Z,−r − 1)
dZ−→ Kr+1(W,Z,−(r + 1)) = OX ⊗k
∧r+1
Wˆ
id⊗ι(h)
−→ OX ⊗Z∧rW where ι(h) means contraction by h. We mostly write π for πr. That the image lies in ∧rW
inside
∧r
Wˆ can be seen by applying ι(h) to the exact sequence
0→
r+1∧
W →
r+1∧
Wˆ → Wˆ/W ⊗
r∧
W → 0.
Lemma 3.22. Let f be an equation of Z. Using Lemma 3.2, the map πr is explicitly given by
u 7→ u ·
∑
m∈∆∩M
fm
1
f
zm for r = 0
u⊗ (vˆ ∧ α) 7→ u ·
∑
m∈∆∩M
fm
1
f
zm ⊗ ((v −m) ∧ α) for r > 0
where α ∈
∧r−1
W and vˆ = (v, 1) for a vertex v ∈ ∆.
Proof. The map dZ was already given explicitly in Lemma 3.4. This lemma directly follows
by composing with ι(h). 
For the next theorem we need the following elementary lemma
Lemma 3.23. a) For a vector space V , a subspace T of codimension one, v ∈ V \T , α ∈∧r−1
V and v ∧ α ∈
∧r
T , we have v ∧ α = 0
b) For a vector space V , a subspace T of codimension k, v1, ..., vk ∈ V which are linearly
independent modulo T and α1, ..., αk ∈
∧r−1
V we have
∑k
i=1 vi∧αi ∈
∧r
T ⇒
∑k
i=1 vi∧
αi = 0
Proof. It is clear that b) implies a), so we only need to prove b). Because v1, ..., vk descend
to a basis of V/T , they induce a splitting V ∼= T ⊕ V/T . This in turn induces an isomorphism of
graded algebras
∧•
V ∼=
⊕
j≥0
∧•−j
T ⊗
∧j
V/T. By construction vi ∈
∧0
T ⊗
∧1
V/T so we have∑k
i=1 vi∧αi ∈
⊕
j≥1
∧r−j
T ⊗
∧j
V/T. On the other hand
∧r
T =
⊕
j=0
∧r−j
T ⊗
∧j
V/T . This
implies the assertion. 
The following theorem is going to tell us that the Koszul complex resolves the sheaves T∆ ∩
ΩrX/k(log (D + Z))(−Z). Later, we will be using this resolution to compute the cohomology of
these specific log differential forms which are the building blocks of the log Hodge sheaves on a
h.t. toric log Calabi Yau space as we will to see in the next chapter.
Theorem 3.24. For each r there is an exact sequence
0 −→ K0(T∆, Z,−(r + 1)) −→ K
1(T∆, Z,−(r + 1)) −→
... −→ Kr(T∆, Z,−(r + 1))
π
−→ T∆ ∩ Ω
r
X/k(logD)
res
−→ T∆ ∩ Ω
r
Z/k(log (D ∩ Z)) −→ 0.
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Proof. The exactness of the first part follows by the overall non-degeneracy hypothesis,
Lemma 3.5 and Lemma 3.1. Moreover, the sequence is exact at Kr(T∆, Z,−(r + 1)) if and only
if ι(h) is injective on the image of dZ : Kr(T∆, Z,−(r + 1)) → Kr+1(T∆, Z,−(r + 1)). Note that
Kr+1(T∆, Z,−(r + 1)) = OX ⊗
∧r Tˆ∆. We have kern ι(h) = OX ⊗∧r T∆. We may consider the
map dZ over the field of fractions Quot (OX) in which OX(lZ) canonically embeds for each l. The
advantage is that via Lemma 3.4 the map dZ is then given by wedging with an element dF of
Quot (OX)⊗ Tˆ∆ which is not in Quot (OX)⊗ T∆. Applying Lemma 3.23, a) yields
dF ∧ α ∈ OX ⊗
r∧
T∆ ⇔ α = 0.
This finishes showing the exactness at Kr(T∆, Z,−(r + 1)). By Lemma 3.19, the only thing left
to prove is that
im (πr) = T∆ ∩Ω
r
X/k(log (D + Z))(−Z).
We take a look at the image of πr in a toric chart. Let σ be a maximal cone in the fan of X and
U = Spec k[Pσ] the corresponding chart where Pσ = σ
∨ ∩M . There is a unique vertex v ∈ ∆
such that ∆− v ⊂ σ∨ (otherwise σ∨ would have to contain a straight line which is impossible for
a full-dimensional σ). Choose the standard local trivialization OX(−Z)|U ∼= OU such that the
section 1f z
m is given by zm−v. Let us first consider the case r = 0. By Lemma 3.22, the map π0|U
becomes multiplication with
∑
m∈∆∩M fmz
m−v which is just an equation of Z on U . Thus, the
case r = 0 reduces to the standard sequence
0→ OX(−Z)→ OX → OZ → 0
which is exact. Now assume r > 0. By Lemma 3.22, the map πr becomes
πr|U : OU ⊗k
∧r
Tˆ∆ → OU ⊗k
∧r
T∆
u⊗ wˆ ∧ α 7→ u ·
∑
m∈∆∩M fmz
m−v ⊗ (w −m) ∧ α.
In other words, the image of πr|U is the degree r part of the exterior algebra ideal in OU ⊗
∧•
T∆
generated by
Lw :=
∑
m∈∆∩M
fmz
m−v ⊗ (w −m) for w ∈ ∆[0].
We set fU :=
∑
m∈∆∩M fmz
m−v. As we already mentioned, this defines Z ∩ U . We have
Lv =
∑
m∈∆∩M fmz
m−v ⊗ (m− v)
=
∑
m∈∆∩M fmz
m−v dzm−v
zm−v as an element in ΩX/k(logD)
= dfU ,
Lw − Lv =
∑
m∈∆∩M fmz
m−v ⊗ ((m− w)− (m− v))
=
∑
m∈∆∩M fmz
m−v ⊗ (v − w)
= fU ⊗ (v − w).
The set {v − w |w ∈ ∆[0]} spans T∆. With the same argument as at the end of the proof of
Lemma 3.19 where we described T∆ ∩ ΩrX/k(log (D + Z))(−Z) as the exterior algebra generated
by fU and dfU , we see that im (π
r) = T∆ ∩ ΩrX/k(log (D + Z))(−Z), and we are done. 
Corollary 3.25. For each r ∈ N≥0, there is an exact sequence
0 −→ K0(W,Z,−(r + 1)) −→ K1(W,Z,−(r + 1)) −→
... −→ Kr(W,Z,−(r + 1))
π
−→ OX ⊗
r∧
W
res
−→ coker (π) −→ 0.
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Proof. This follows from Lemma 3.10 and Theorem 3.24. 
We wish to give the generalized ΩrX/k(log (D + Z))(−Z) a functional name.
Definition 3.26. Given an inclusion T∆ →֒W we define Cr(W,Z) by the exact sequence
Kr−1(W,Z,−(r + 1))
dZ−→ Kr(W,Z,−(r + 1))→ Cr(W,Z)→ 0.
By Corollary 3.25, we have
Cr(W,Z) = im (πr).
Proposition 3.27. For each r, there is an acyclic resolution
0→ Cr(W,Z)→ Kr+1(W,Z,−(r + 1))→ ...→ KdimW (W,Z,−(r + 1))→ 0
which is functorial in W .
Proof. The exactness, once again, follows from the overall non-degeneracy hypothesis,
Lemma 3.5 and Lemma 3.1. Acyclicity follows from Lemma 3.6. For T∆ →֒ W ′, a T∆-map
W →W ′ clearly induces a map
∧l
W →
∧l
W ′ for each l and a map of complexes K•(W,Z,−(r+
1))→ K•(W ′, Z,−(r + 1)). 
Corollary 3.28. If Z 6= ∅, we have for all r, p
Hp(X, Cr(W,Z)) = HKr+p+1(W,Z,−(r + 1)) = R(Z)p ⊗k 〈
top∧
T∆〉r+p,
in particular, Hp(X, Cr(T∆, Z)) = 0 for p+ r 6= dim∆.
Proof. For p = 0 this uses Γ(Kr(W,Z,−(r+1))) = Γ(OX(−Z)⊗k
∧r
Wˆ ) = 0, and it follows
from Prop. 3.27 and Prop. 3.11. 
Remark 3.29. We may naturally extend the de Rham differential on log forms by the unique
derivation extending the following map on monomial functions
d : OX ⊗k
∧rW → OX ⊗k ∧r+1W
zm ⊗ α 7→ zm ⊗m ∧ α.
This map is compatible with the inclusions of Cr(W,Z) by Theorem 3.24. In particular d is trivial
on “constant differential forms”, i.e., those where m = 0.
Remark 3.30 (Moving ∆). Recall that we have fixed a translation representative of the lattice
polytope ∆ which is the Newton polytope of the non-degenerate divisor Z. We want to discuss
now what happens if we move ∆. Set TR = spanR {v − w | v, w ∈ ∆
[0]} Assume that we have two
embeddings p1 : ∆ →֒ TR, p2 : ∆ →֒ TR which differ by a translation by some integral vector
v ∈ TR, i.e., p2 = p1 + v. For any T∆ →֒ W , this induces an automorphism
Sv : Wˆ → Wˆ , w 7→ w + ι(h)(w) · v
which maps the cone over p1(∆) to the cone over p2(∆). Moreover, it induces an isomorphism of
complexes
K•p1(W,Z, r)
∧• Sv
−→ K•p2(W,Z, r)
where we use the indices p1, p2 to denote by which translation representative the complex is
constructed. To see this, consider Lemma 3.4. This isomorphism coincides with taking the detour
via V ∗, i.e., Sv = ∂
∗
Z,p2
◦ (∂∗Z,p1 )
−1, see the proof of Lemma 3.4. An important point is that the
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map πl commutes with Sv which follows from Lemma 3.22. The cohomology of K• is invariant
under Sv because
∧top
Tˆ∆ is. Having said all this, whenever K• comes up in this paper, we keep
the position of the polytope arbitrary and just need to make sure that all additional constructions
commute with translations of ∆.
Lemma 3.31. Let ∆′ be a face of ∆ and X ′ the corresponding toric subvariety of X. We assume
that Z is non-degenerate and so Z ′ = Z ∩ X ′ is also non-degenerate. There is a canonical
isomorphism of sequences on X ′
... −−−−−→ Kr(T∆, Z,−(r + 1))|X′ −−−−−→pi
T∆ ∩ Ω
r
X/k(logD)|X′ −−−−−−→res
T∆ ∩ Ω
r
Z/k(log (D ∩ Z))|X′→ 0y
y
y
... −−−−−→ Kr(T∆, Z
′,−(r + 1)) −−−−−→
pi
OX′ ⊗
∧r T∆ −−−−−−→
res
coker (π) → 0
where the bottom sequence comes from T∆′ →֒ T∆. More generally, given T∆′ →֒ W , we have an
analogous isomorphism K•(W,Z,−(r + 1))|X′ → K•(W,Z ′,−(r + 1)).
Proof. By Remark 3.30 we can move ∆ in the unique position such that ∆′ embeds in it
as the face corresponding to the stratum X ′ in X . Let f be an equation of Z then f ′ = f |X′
is an equation of Z ′ on X ′. The vertical isomorphisms are induced by OX(lZ)|X′ = OX′(lZ ′)
for varying l. The lemma becomes clear after checking the behaviour of the differential after
restriction to X ′. The differential in the upper row is
u⊗ α 7→ u ·
∑
m∈∆∩M
fm(f
−1zm)|X′ ⊗ (m, 1) ∧ α.
Since f−1zm|X′ = 0 for m 6∈ ∆′ and f−1zm|X′ = (f ′)−1zm for m ∈ ∆′, this is just
u⊗ α 7→ u ·
∑
m∈∆′∩M
fm(f
′)−1zm ⊗ (m, 1) ∧ α.
which is the differential in the lower row. 
4. The cohomology of C (Ωr)
4.1. An acyclic resolution on a stratum. In this section we wish to apply the construc-
tions of chapter 3. The key object will be Cr(...) for various parameters. The overall hypothesis
is now that X is a h.t. toric log CY space. This implies that, for each τ , there is only one
Zτ , ∆ˇτ ,∆τ ,Ωτ , Rτ , respectively. We will implicitly use the following lemma a lot.
Lemma 4.1. Let e : τ1 → τ2 in P. The following are equivalent.
i) We ∩∆ 6= ∅ ii) e ∈ ∆
iii) Zτ1 ∩Xτ2 6= ∅ iv) Zτ1 ∩Xτ2 = Zτ2
v) There is some h ∈ Ωτ2 which factors through e.
vi) There is some h ∈ Rτ1 which factors through e.
vii) {ω → τ1
e
→ τ2 → ρ |ω ∈ P [1], ρ ∈ P [dimB−1], κωρ 6= 0} 6= ∅
Proof. iii) and iv) are equivalent by the h.t. property. ii)⇒ i) is trivial. The inverse direction
is clear if τ1 6= τ2 because e is the only edge of nontrivial intersection with We. If τ1 = τ2, then
e is a point which is contained in every edge of ∆ ∩We. The equivalence of ii) and vii) follows
from the description of ∆ and v)⇔ vi) ⇔ vii) is trivial. It remains to show that ii) is equivalent
to iii). If Zτ1 = ∅ then the negation of vii) follows. On the other hand, vii) implies Zτ1 6= ∅ via
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Lemma 2.1, so we may assume Zτ1 6= ∅. Because Zτ1 ⊆ Xτ1 is a divisor not containing any toric
stratum and Xτ2 ⊆ Xτ1 is a stratum, we have
Zτ1 ∩Xτ2 6= ∅ ⇔ Zτ1 ∩ Int (Xτ2) 6= ∅.
By the assumption Zτ1 6= ∅ there exists P
[1] ∋ ω0
h
→ τ1 which represents an edge contained in ∆.
By Lemma 2.1,
e ◦ h ∈ ∆ ⇔ Zω0 ∩Xτ2 6= ∅ ⇔ Zω0 ∩Xτ1 ∩Xτ2 6= ∅ ⇔ Zτ1 ∩Xτ2 6= ∅.
We therefore need to show that e ∈ ∆ ⇔ e ◦ h ∈ ∆ but this is just ii)⇔v) which we have
shown already. 
Remark 4.2. Note that possibly Zτ1 , Zτ2 6= ∅ but Zτ1 ∩ Xτ2 = ∅. This happens if we have a
diagram
ω1 // τ1
e
  A
AA
AA
AA
A
// ρ1
ω2 // τ2 // ρ2
where none of the maps factors through any other map and κω1ρ1 , κω2ρ2 > 0. In other words, the
points id τ1 and id τ2 might be contained in ∆ but not the connecting edge.
Definition 4.3. LetM be a lattice, σ some lattice polytope inM⊗ZR, Σ its normal fan. Let ψ be
a piecewise linear function with respect to Σ coming from another lattice polytope ∆σ ⊆M ⊗Z R
in the sense of Lemma 2.5. Let τ ⊆ σ be a face and τˇ ∈ Σ the corresponding cone. We can restrict
ψ to the star of τˇ [see [15], p.52] and obtain a piecewise linear function on the normal fan of τ
which comes from a face of ∆σ. We denote this face by
∆σ ∩ τ
because it is the intersection of ∆σ with a translate of the tangent space of τ .
Definition 4.4. For any e : τ1 → τ2, we define Ze = Zτ1 ∩Xτ2 and polytopes
∆ˇe = ∆ˇτ1 ∩ τ2 = Newton (Ze) and
∆e = ∆τ2 ∩ τ1.
It is not hard to see that we get a similar statement as in Lemma 2.4. There are surjections
{ edges of ∆ˇe} {ω → τ1
e
→ τ2 → ρ |κωρ 6= 0}oooo // // { edges of ∆e}.
In particular, ∆e = {0} if and only if e 6∈ ∆. The following lemma is a direct consequence of
Lemma 4.1 and the definition of h.t..
Lemma 4.5. For e : τ1 → τ2, we have
Ze,∆e, ∆ˇe =
{
Zτ2 ,∆τ1 , ∆ˇτ2 if e ∈ ∆
∅, {0}, {0} if e 6∈ ∆.
By the naturality of Prop. 3.27, we have, for each r and P [0] ∋ v
g
→ τ1
e
→ τ2, a commutative
diagram of OXτ2 -modules
(4.1)
Cr(∆⊥e , Ze)
π
−−−−→ OXτ2 ⊗k
∧r
∆⊥ey y
Cr(Λˇv,k, Ze)
π
−−−−→ OXτ2 ⊗k
∧r
Λˇv,k
30 HELGE RUDDAT
where the vertical maps are injections. Using Lemma 3.10 to decompose the Cr’s into Cr−s(T∆ˇe , Ze)’s,
one finds that the diagram is cartesian. We thus have
Lemma 4.6. The sequence
0→ Cr(∆⊥e , Ze)→ C
r(Λˇv,k, Ze)⊕OXτ2 ⊗k
r∧
∆⊥e → OXτ2 ⊗k
r∧
Λˇv,k
is exact where the first non-trivial map is (Cr(∆⊥e →֒ Λˇv),−π) and the second is π + id⊗
∧r
(∆⊥e →֒
Λˇv).
Adapting Prop. 2.10 to the h.t. situation, we get
(Fs(e)
∗Ωrτ1)/Tors =
⋂
w 6=Vert (v)
w∈∆τ1
kern
(
Fs(e ◦ g)
∗Ωrv
ι(∂w−Vert (v))|(Ze)†−→ Ωr−1
(Ze)†/k†
)
.
We are going to use the canonical identification Ωrv = Ω
r
Xv
(logDv) = OXv ⊗k
∧r
Λˇv,k as given
in [20], Lemma 3.12. Pulling back differentials simplifies to restricting functions and thus
Fs(e ◦ g)
∗Ωrv = Fs(e ◦ g)
∗OXv ⊗k
r∧
Λˇv,k = OXτ2 ⊗k
r∧
Λˇv,k.
A choice of splitting Λˇv,k ∼= T∆ˇe ⊕ ∆
⊥
e /T∆ˇe ⊕ Λˇv,k/∆
⊥
e induces an isomorphism
r∧
Λˇv,k ∼=
⊕
a,b≥0
a∧
T∆ˇe ⊗k
r−a−b∧
∆⊥e /T∆ˇe ⊗k
b∧
Λˇv,k/∆
⊥
e .
This induces a decomposition
Fs(e ◦ g)
∗Ωrv
∼=
⊕
a,b≥0
(
T∆ˇe ∩ Ω
a
Xτ2/k
(logDτ2)
)
⊗k
r−a−b∧
∆⊥e /T∆ˇe ⊗k
b∧
Λˇv,k/∆
⊥
e .
Proposition 4.7. Given a choice of splitting as above, the image of the inclusion of (Fs(e)
∗Ωrτ1)/Tors
in Fs(e ◦ g)∗Ωrv inherits a decomposition as ⊕
a,b≥0
Wa,b
where
Wa,b = OXτ2 ⊗k
a∧
T∆ˇe ⊗k
r−a−b∧
∆⊥e /T∆ˇe ⊗k
b∧
Λˇv,k/∆
⊥
e
for b = 0 and
Wa,b = kern (res
a)⊗k
r−a−b∧
∆⊥e /T∆ˇe ⊗k
b∧
Λˇv,k/∆
⊥
e
for b > 0 with res a : T∆ˇe ∩ Ω
a
Xτ2/k
(logDτ2) → T∆ˇe ∩ Ω
a
Ze/k
(log (Ze ∩Dτ2)).
Proof. Note that the assertion is trivial if e 6∈ ∆ because then, by Lemma 4.5, Ze = ∅, ∆ˇe =
{0},∆⊥e = Λˇv and so only the component with b = 0 contributes. Let us now assume that e ∈ ∆
which implies Ze = Zτ2 , ∆e = ∆τ1 , ∆ˇe = ∆ˇτ2 using Lemma 4.5. We are going to show the
existence of such a decomposition first. This is a consequence of Prop. 2.10 together with the
following two observations
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(1) For each w 6= Vert (v), ι(∂w−Vert (v)) respects the decomposition in the sense of being the
identity on the first two tensor factors when written down as
(
T∆ˇτ2
∩ ΩaXτ2/k
(logDτ2)
)
⊗k
r−a−b∧
∆⊥τ1/T∆ˇτ2
⊗k
b∧
Λˇv,k/∆
⊥
τ1
−→
(
T∆ˇτ2
∩ ΩaXτ2/k(logDτ2)
)
⊗k
r−a−b∧
∆⊥τ1/T∆ˇτ2
⊗k
b−1∧
Λˇv,k/∆
⊥
τ1 .
(2) The restriction to Zτ2 respects the decomposition by being res
a on the first and the
identity of the last two tensor factors being written as
(
T∆ˇτ2
∩ ΩaXτ2/k(logDτ2)
)
⊗k
r−a−b∧
∆⊥τ1/T∆ˇτ2
⊗k
b∧
Λˇv,k/∆
⊥
τ1
−→
(
T∆ˇτ2
∩ ΩaZτ2/k(log (Zτ2 ∩Dτ2))
)
⊗k
r−a−b∧
∆⊥τ1/T∆ˇτ2
⊗k
b∧
Λˇv,k/∆
⊥
τ1 .
Note that {w −Vert (v) |w 6= Vert (v), w ∈ ∆
[0]
τ1 } generates T∆τ1 and therefore⋂
w 6=Vert (v)
w∈∆τ1
kern
( r∧
Λˇv,k
ι(w−Vert (v))
−→
r−1∧
Λˇv,k
)
=
r∧
∆⊥τ1
which implies the assertion for the b = 0 case.
On the other hand if α is a form in a component of some a, b with b > 0 then there is a w
such that ι(∂w−v)α 6= 0. For α to be in Wa,b, we must have that ι(∂w−v)α restricts to 0 under
res . This, however, is equivalent to α itself restricting to 0 under res . This finishes the proof. 
The following proposition adds to Lemma 4.6.
Proposition 4.8. Given e : τ1 → τ2, there is a split exact sequence
0→ Cr(∆⊥e , Ze)→ C
r(Λˇv,k, Ze)⊕OXτ2 ⊗
r∧
∆⊥e → Fs(e)
∗Ωrτ1/Tors→ 0
where the last non-trivial map depends on e ◦ g : v → τ2. It induces
Fs(e)
∗Ωrτ1/Tors
∼= OXτ2 ⊗
r∧
∆⊥e ⊕
(
Cr(Λˇv,k, Ze)/C
r(∆⊥e , Ze)
)
.
Proof. From Lemma 4.6, we know that the beginning is exact and just need to care about
the last term. As in the proof of Prop. 4.7 the assertion is trivial for e 6∈ ∆. In the other case, we
have Ze = Zτ2 , ∆e = ∆τ1 , ∆ˇe = ∆ˇτ2 . Choose a splitting Λˇv,k
∼= T∆ˇτ2
⊕ ∆⊥τ1/T∆ˇτ2
⊕ Λˇv,k/∆⊥τ1 .
We are going to use Prop. 4.7. Given its notation, all we need to show is that
im (π + id ⊗
r∧
F (g)∗) =
⊕
a,b≥0
Wa,b.
By Lemma 3.10, the entire sequence splits up in a, b-components. For the components with b = 0
the assertion is obvious because ⊕
a≥0
b=0
Wa,b ∼= OXτ2 ⊗k
r∧
∆⊥τ1
which clearly coincides with the image. For b > 0 we have by Prop. 4.7
Wa,b = kern (res )⊗k
r−a−b∧
∆⊥τ1/T∆ˇτ2
⊗k
b∧
Λˇv,k/∆
⊥
τ1
32 HELGE RUDDAT
and by Theorem 3.24, kern (res a) = im (πa) = Ca(T∆ˇτ2
, Zτ2). Now, the assertion becomes clear
by writing down the a, b-decomposition of Cr(Λˇv,k, Zτ2) which is
Cr(Λˇv,k, Zτ2) ∼= C
a(T∆ˇτ2
, Zτ2)⊗k
r−a−b∧
∆⊥τ1/T∆ˇτ2
⊗k
b∧
Λˇv,k/∆
⊥
τ1 .

By Prop. 3.27, the exact sequence of the previous proposition yields an exact sequence of
complexes where the right column is defined as the cokernel sequence.
.
.
.
.
.
.
.
.
.
↑ ↑ ↑
Kr+2(∆⊥e , Ze,−(r + 1)) →֒ K
r+2(Λˇv,k, Ze,−(r + 1)) ։ Q
1(Fs(e)
∗Ωrτ1 , g)
↑ ↑ ↑
Kr+1(∆⊥e , Ze,−(r + 1)) →֒ K
r+1(Λˇv,k, Ze,−(r + 1)) ⊕ OXτ2 ⊗
∧r∆⊥e ։ Q0(Fs(e)∗Ωrτ1 , g)
↑ ↑ = ↑
Cr(∆⊥e , Ze) →֒ C
r(Λˇv,k, Ze) ⊕ OXτ2 ⊗
∧r∆⊥e ։ Fs(e)∗Ωrτ1/Tors
↑ ↑ ↑
0 0 0
Proposition 4.9. We have an acyclic resolution
0→ Fs(e)
∗Ωrτ1/Tors→ Q
•(Fs(e)
∗Ωrτ1 , g)
Proof. This directly follows from Prop. 3.27 and Lemma 3.10. 
4.2. Independence of the vertex. In this section we wish to show that the previously
built resolution Q•(Fs(e)
∗Ωrτ1 , g) doesn’t depend on g in the sense that for another g
′ there is a
natural commutative diagram
Fs(e)
∗Ωr
τ1
/Tors
Q0(Fs(e)
∗Ωr
τ1
, g′)
Q0(Fs(e)
∗Ωr
τ1
, g)
Q0(Fs(e)
∗Ωr
τ1
, g′)
Q1(Fs(e)
∗Ωr
τ1
, g)
. . .
. . .
Before we go on, recall from Lemmma 2.9 that g : v → τ1 induces a vertex Vert (g) ∈ ∆
[0]
τ1 .
We will sometimes also denote it by Vert (v). Since ∆e ∈ {∆τ1 , {0}}, we may also understand this
as Vert (g) ∈ ∆
[0]
e . There is a dual version as well. The data h : τ → σ ∈ P [dimB] determines
a maximal cone Kσ in the fan Στ , see [[19], Def. 1.35], on which ∆ˇτ defines a piecewise linear
function, so we can define
Vert (h) ∈ ∆ˇ[0]τ
such that ∆ˇτ −Vert (h) ⊆ K∨σ . We also use this as Vert (h) ∈ ∆ˇ
[0]
e .
Let us assume we have e : τ1 → τ2, two vertex embeddings v
gv
→ τ1, w
gw
→ τ1 and h : τ2 → σh
an embedding in a maximal cell. Set mh = Vert (h) and mˆh = (mh, 1) ∈ Tˆ∆ˇe . We define an
isomorphism
φhgv ,gw : k · mˆh ⊕ Λˇv,k → k · mˆh ⊕ Λˇw,k
as follows. Let γh be some path from v to w through the interior of σ and Tγh : Λˇv,k → Λˇw,k be
the isomorphism induced by parallel transport along γh. We set
φhgv ,gw |Λˇv,k(m) = Tγh(m) + 〈m,Vert (gw)−Vert (gv)〉 · mˆh, φ
h
gv ,gw(mˆh) = mˆh.
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Lemma 4.10. Let v
gv
→ τ1, w
gw
→ τ1 be two vertex embeddings. The isomorphism φgv ,gw defined by
the commutative diagram ̂ˇΛv,k φgv,gw−−−−→ ̂ˇΛw,k∥∥∥ ∥∥∥
kmˆh ⊕ Λˇv,k
φhgv,gw−−−−→ kmˆh ⊕ Λˇw,k
is independent of the choice of h : τ2 → σh.
Proof. Step 1: The case where v, w are connected by an edge ω.
Let o : ω → τ2 be the embedding of the edge in τ1 composed with e : τ1 → τ2. Let h′ : τ2 → σh′
be another inclusion in a maximal cell and γh′ a path from v to w through the interior of σh′ . We
have
Tγh = Tγh′ ◦ T
−1
γh′
◦ Tγh .
Note that T−1γh′ ◦ Tγh = Tγh◦γ−1h′
is a monodromy transformation along the loop γh ◦ γ
−1
h′ based at
v which is by [[19], section 1.5] (choosing dω to point from v to w) given as
Tγh◦γ−1h′
(m) = (T h◦o,h
′◦o
ω )
∗(m)
= m+ 〈m,Vert (gw)−Vert (gv)〉 · nh◦o,h
′◦o
ω
= m+ 〈m,Vert (gw)−Vert (gv)〉(Vert (h′)−Vert (h))
= m+ 〈m,Vert (gw)−Vert (gv)〉(mˆh′ − mˆh)
Using this and that Vert (h′)−Vert (h) ∈ τ⊥1 is invariant under local monodromy, we get
φhgv ,gw |Λˇv,k (m) = Tγh(m)− 〈m,Vert (gw)−Vert (gv)〉mˆh
= Tγh′ ◦ Tγh◦γ−1h′
(m)− 〈m,Vert (gw)−Vert (gv)〉mˆh
= Tγh′ (m+ 〈m,Vert (gw)−Vert (gv)〉(mˆh′ − mˆh))
+ 〈m,Vert (gw)−Vert (gv)〉mˆh
= Tγh′ (m) + 〈m,Vert (gw)−Vert (gv)〉mˆh′
= φh
′
gv ,gw |Λˇv,k(m)
Note that φhgv ,gw (mˆh˜) = mˆh˜ for all h˜ : τ2 → σh˜ ∈ P
[dimB] because mˆh˜ − mˆh is monodromy
invariant and mˆh is fixed by definition.
Step 2: Chains of edges.
Pick some h : τ2 → σh and let ω1, ..., ωk be a chain of edges of τ1 connecting vertex v to vertex w.
Let v−ωi , v
+
ωi be the vertices of ωi, s.t. v = v
−
ω1 , v
+
ωi = v
−
ωi+1 and v
+
ωk = w. Let gv−ωi
, gv+ωi
denote the
respective embeddings in τ1. We set φ
h
ωi := φ
h
g
v
−
ωi
,g
v
+
ωi
for each i and claim
φhgv ,gw = φ
h
ωk
◦ · · · ◦ φhω1
Note that φhgv ,gw (mˆh) = φ
h
ωk
◦· · ·◦φhω1(mˆh). Let γ
h
ωi be a path through the interior of σh connecting
v−ωi and v
+
ωi , then γh ∼ γ
h
ωk ◦ · · · ◦ γ
h
ω1 . We compute
φhωk ◦ · · · ◦ φ
h
ω1(m) = Tγhωk
(...(Tγhω1
(m) + 〈m,Vert (v+ω1)−Vert (v
−
ω1)〉mˆh) + ...)
+ 〈Tγhωk−1
◦ · · · ◦ Tγhω1
(m),Vert (v+ωk)−Vert (v
−
ωk)〉mˆh
= Tγhωk
◦ · · · ◦ Tγhω1
(m) + 〈m,Vert (v+ω1)−Vert (v
−
ω1)〉mˆh + ...
+ 〈m,Vert (v+ωk)−Vert (v
−
ωk)〉mˆh
= Tγh(m) + 〈m,Vert (v
+
ωk
)−Vert (v−ω1)〉mˆh
= φhgv ,gw (m)
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where we have used that 〈Tγ(m),Vert (v1)−Vert (v2)〉 = 〈m,Vert (v1)−Vert (v2)〉 holds for each
path γ connecting some v1, v2 ∈ τ
[0]
1 through σh.
Step 3: Combining Step 1 and 2.
Let ω1, ..., ωk be a chain of edges of τ connecting v to w as described in Step 2. We conclude
φhgv ,gw
Step 2
= φhωk ◦ · · · ◦ φ
h
ω1
Step 1
= φh
′
ωk ◦ · · · ◦ φ
h′
ω1
Step 2
= φh
′
gv ,gw .

Lemma 4.11 (Changing v). Let v
gv
→ τ1, w
gw
→ τ1 be two vertex embeddings. We have a commu-
tative diagram
. . .
. . . . . .
. . .
id ⊗
∧r φg,g′ id ⊗∧r+1 φg,g′Fs(e)∗Ωrτ2
/
Tors
Fs(e ◦ gv)
∗Ωr
v
Cr(Λˇv, Ze)
Cr(Λˇw, Ze)
Fs(e ◦ gw)
∗Ωr
w
Kr(Λˇw, Ze,−(r + 1)) K
r+1(Λˇw, Ze,−(r + 1))
Kr+1(Λˇv, Ze,−(r + 1))K
r(Λˇv, Ze,−(r + 1))
and thus a canonical isomorphism of Q•(Fs(e)
∗Ωrτ1 , g) and Q
•(Fs(e)
∗Ωrτ1 , g
′) as desired at the
beginning of this section.
Proof. Note that the outer rectangle clearly commutes. The only interesting new information
is, in fact, the subdiagram consisting of the five left-most terms. We are going to use the comparison
of the two outgoing arrows of Fs(e)
∗Ωrτ1/Tors which was given in [20], Lemma 3.13. We may
assume that v and w are connected by an edge ω because any two vertices can always be connected
by a chain of edges and, having proved the edge version, we have a chain of commutative diagrams
inducing commutativity of the first and the last. Let o : ω → τ1 be this edge. We choose some
h : τ2 → σh ∈ P [dimB] which determines a chart Uσh of Xτ2 on which we show the commutativity
of the diagram. Let f be an equation of Ze◦o, i.e., f is constant if e ◦ o 6∈ Ωτ2 and is an equation
of Zτ2 otherwise. We also assume that Vert (h) ∈ ∆ˇ
[0]
τ2 lies in the origin, such that f is a regular
function on Uσh .
Let γh be some path from v to w through the interior of σh giving the identification Tγh of
Λˇv and Λˇw which we also identify with a fixed lattice M . Note that in loc.cit. this is denoted
N and note further that we are only interested in the /k† case. We denote the field of fractions
construction by Quot . By loc.cit., the map Γω : Fs(e ◦ gv)∗Ωrv → Fs(e ◦ gw)
∗Ωrw written as a map
Quot (Fs(e ◦ gv)
∗OXv )⊗Z
r∧
M → Quot (Fs(e ◦ gv)
∗OXw)⊗Z
r∧
M
on the toric chart Uσh determined by σh is given by
Γω(1⊗ α) = 1⊗ α+
df˜
f˜
∧ (ι(dω)α)
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where f˜ = faω is giving the log structure at ω and dω denotes the primitive vector pointing from
v to w. Using aωdω = Vert (v)−Vert (w) whenever df 6= 0, we obtain
Γω(1⊗ α) = 1⊗ α+
df
f
∧ (ι(Vert (v)−Vert (w))α).
The question now becomes whether
OUσh (−Zτ2)⊗Z
∧r
(M ⊕ Zmˆh)
π
−−−−→ C(M,Zτ2)|Uσh →֒ QuotOUσh ⊗Z
∧r
M
φ := id⊗
∧r φhgv,gw
y yΓω
OUσh (−Zτ2)⊗Z
∧r
(M ⊕ Zmˆh)
π
−−−−→ C(M,Zτ2)|Uσh →֒ QuotOUσh ⊗Z
∧r
M
commutes. Recall from the proof of Theorem 3.24, that for a suitable trivialization ofOXτ2 (−Ze◦o)|Uσh ,
α ∈
∧r−1
M and β ∈
∧r
M we have
π|Uσh (1⊗ mˆh ∧ α) = df ∧ α π|Uσh (1 ⊗ β) = f ⊗ β.
It follows
(Γω ◦ π)(1 ⊗ mˆh ∧ α) = df ∧ α+
df
f ∧ ι(Vert (w) −Vert (v))(df ∧ α)
= df ∧ α+ dff ∧ df ∧ (ι(Vert (w) −Vert (v))α)
= df ∧ α
(Γω ◦ π)(1 ⊗ β) = f ⊗ β +
df
f ∧ (f ⊗ ι(Vert (w) −Vert (v))β)
= f ⊗ β + df ∧ (ι(Vert (w) −Vert (v))β)
The map φhgv ,gw |M reads m 7→ m + ι(Vert (w) − Vert (v))m · mˆh which extends in this form
to M ⊕ Zmˆh by setting ι(Vert (w)−Vert (v))mˆh = 0. A simple computation then shows for ε ∈∧r(M ⊕ Zmˆh)
r∧
φhgv ,gw : ε 7→ ε+ mˆh ∧ ι(Vert (w) −Vert (v))ε.
We obtain
(π ◦ φ)(1 ⊗ mˆh ∧ α) = π(1⊗ mˆh ∧ α+ mˆh ∧ ι(Vert (w) −Vert (v))(mˆh ∧ α))
= df ∧ α+ π(mˆh ∧ mˆh ∧ −ι(Vert (w)−Vert (v))α)
= df ∧ α,
(π ◦ φ)(1 ⊗ β) = π(1 ⊗ β) + π(1⊗ mˆh ∧ ι(Vert (w) −Vert (v))β)
= f ⊗ β + df ∧ (ι(Vert (w) −Vert (v))β).
We have shown Γω ◦ π = φ ◦ π and thus the above diagram commutes. We arrive at the last part
of the assertion. Note that ∆⊥e is invariant under monodromy and φgv ,gw |∆̂⊥e
is, in this sense, the
identity. Looking at the definition of Q•, we see that the only term affected by changing the vertex
is K•(Λˇv,k, Ze,−(r + 1)). It is not hard to see now that φgv ,gw yields the claimed isomorphism of
the Q•’s. 
Definition 4.12. We use the notation Φg,g′ for the just constructed isomorphism
Φg,g′ : Q
•(Fs(e)
∗Ωrτ1 , g)→ Q
•(Fs(e)
∗Ωrτ1 , g
′).
By the results of this section, from now on, we will sometimes use the notation Q•(Fs(e)
∗Ωrτ1)
for the resolution of Fs(e)
∗Ωrτ1/Tors and only specify/choose some g when necessary for compu-
tations.
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Remark 4.13. (1) To pick up the discussion from Rem. 3.30, note that the span of C(∆ˇe)
is invariant under monodromy and fixed by φgv ,gw . The map φgv ,gw depends on the
position of ∆ˇe. It is not hard to see, however, that moving ∆ˇe commutes with φgv ,gw .
(2) The main point of φgv ,gw is that the projection h :
̂ˇΛv,k → k doesn’t commute with φgv ,gw
if ∆e is non-trivial. In fact, each vertex of ∆e gives one such projection. If we dualise,
the projections turn into inclusions of rays. This fits in with the construction of (B,P)
from a polytope as described in [19], Ex. 1.18. What we have produced here is some sort
of a local version of this. One can show that this yields a local system of rank dimB+1
along the discriminant locus ∆. If X comes from the Batyrev construction, this local
system is the restriction of the constant sheaf on B induced from the embedding into the
surrounding vector space.
4.3. Cohomology on a single stratum. As before, we assume throughout that X is a h.t.
toric log CY space. In this section, we compute the cohomology of a summand of the complex
C •(Ωr). We first need a lemma on locally monodromy invariant forms. Recall that i : B\∆ →֒ B
denotes the inclusion of the non-singular locus of B.
Lemma 4.14. Given τ1
e
→ τ2, the space Γ(We, i∗
∧r
Λˇ⊗Zk) is generated by
∧r
∆⊥e and 〈
∧top
T∆ˇe〉r.
Proof. Given any point y ∈ We\∆, we may identify Γ(We, i∗
∧r
Λˇ⊗Z k) with the subspace
of
∧r
Λˇy,k⊗Z k of forms invariant under monodromy transformations by loops in We\∆. If e 6∈ ∆,
we have ∆⊥e = Λˇy and the assertion is trivial. Let us assume e ∈ ∆. Recall from [[19], Section 1.5]
that the group of monodromy transformations is generated by
α 7→ α± κωρ · (ι(dω)α) ∧ dρ
where dω is a primitive integral vector parallel to some ω ∈ P
[1] and dρ is a primitive integral
vector in ρ⊥ for some ρ ∈ P [dimB−1] such that there is an edge eˆ : ω → ρ with eˆ ∈ ∆ which factors
through e (otherwise κωρ = 0). By Lemma 2.4, such a dω is parallel to an edge of ∆e and dρ is
parallel to an edge of ∆ˇe. It now becomes obvious that
∧r
∆⊥e and 〈
∧top
T∆ˇe〉r are contained in
Γ(We, i∗
∧r
Λˇ⊗Z k).
Now assume β 6∈ 〈
∧top T∆ˇe〉r + ∧r∆⊥e . We will exhibit some monodromy transformation
which doesn’t fix β. We choose ω1, ..., ωm such that dω1 , ..., dωm form a basis of T∆e and such that
there is some ρ ∈ P [dimB−1] with κωiρ 6= 0 for 1 ≤ i ≤ m. Similarly we choose ρ1, ..., ρn such that
dρ1 , ..., dρn form a basis of T∆ˇe and such that there is some ω ∈ P
[1] with κωρi 6= 0 for 1 ≤ i ≤ n.
By Lemma 4.1, we have κωiρj 6= 0 for all i, j. We may complement dρ1 , ..., dρn to a basis B of Λˇy,k
by adding in particular vectors d∗ω1 , ..., d
∗
ωn with the property ι(dωi)b = 0 for b ∈ B\{d
∗
ωi}. The
basis B of Λˇy,k induces a basis
∧r
B of
∧r
Λˇy,k. We represent β in this basis. Note that
∧r
∆⊥e
and 〈
∧top
T∆ˇe〉r are both generated by a subset of
∧r
B. Thus, by assumption, β has a non-zero
coefficient for some basis element b in
∧r
B which is not contained in these subsets. Therefore,
there is some i such that ι(dωi )b 6= 0 and there is some j such that dρj ∧ b 6= 0. We claim that the
monodromy transformation α 7→ α±κωiρj · (ι(dωi)α)∧dρj changes β. This is equivalent to saying
(ι(dωi)β)∧dρj 6= 0. This follows from (ι(dωi )b)∧dρj 6= 0 and a linear independence argument. 
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Theorem 4.15. For v
g
→ τ1
e
→ τ2 with v ∈ P [0], we have
Hp(Xτ2 , F (e)
∗Ωrτ1/Tors) =

Γ(We, i∗
∧r
Λˇ⊗Z k) for p = 0,
R(Ze)p ⊗k
〈
∧top
T∆ˇe〉 ∩
∧r+p
Λˇv,k
〈
∧top T∆ˇe〉 ∩∧r+p∆⊥e for p > 0.
Remark 4.16. A close look makes it apparent that this representation is independent of the
choice of v, resp. g, because different choices of local edge connecting paths induce the same
isomorphisms.
Proof. If e 6∈ ∆, we have, by Lemma 4.1, Ze = ∅. This means R(Ze)• = 0 and Fs(e)
∗Ωrτ1 =
OXτ2 ⊗k
∧r
Λˇv,k so the assertion is true. We now assume e ∈ ∆ and get Ze = Zτ2 ,∆e = ∆τ1 , ∆ˇe =
∆ˇτ2 . We apply the functor H
p to the diagram (4.1) to obtain
Hp(Cr(∆⊥τ1 , Zτ2))
Hp(π)
−−−−→ Hp(OXτ2 ⊗k
∧r
∆⊥τ1)y y
Hp(Cr(Λˇv,k, Zτ2))
Hp(π)
−−−−→ Hp(Fs(e)∗Ωrτ1/Tors).
Note that the corresponding sequence on cohomology splits because the original sequence
splits. Let’s consider the case p = 0 first. We can read off the exact sequence
0→
r∧
∆⊥τ1 → H
0(Fs(e)
∗Ωrτ1/Tors)→ H
0(Cr(Λˇv,k, Zτ2))/H
0(Cr(∆⊥τ1 , Zτ2))→ 0.
We may use Cor. 3.28 to obtain H0(Cr(Λˇv,k, Zτ2)) = R(Zτ2)0 ⊗k 〈
∧top
T∆τ2 〉 ∩
∧r
Λˇv,k and
H0(Cr(∆⊥τ1 , Zτ2)) = R(Zτ2)0 ⊗k 〈
∧top T∆τ2 〉 ∩ ∧r∆⊥τ1 . We have R(Zτ2)0 = Γ(OXτ2 ) = k, so
the exact sequence reads
0→
r∧
∆⊥τ1 → H
0(Fs(e)
∗Ωrτ1/Tors)→
〈
∧top T∆τ2 〉 ∩∧r Λˇv,k
〈
∧top
T∆τ2 〉 ∩
∧r
∆⊥τ1
→ 0.
Therefore, H0(Fs(e)
∗Ωrτ1/Tors) is identified with the subspace of
∧r Λˇv,k which is generated by∧r
∆⊥τ1 and 〈
∧top
T∆τ2 〉 ∩
∧r
Λˇv,k. By Lemma 4.14, the assertion for p = 0 follows.
The case where p > 0 is even simpler because Hp(OXτ2 ⊗k
∧r∆⊥τ1) = 0. Again using Cor. 3.28,
we directly have the assertion. 
Proof of Theorem 1.6,a). Note that the functors Γ(We, ·) and
∧r+p
commute on presheaves
of vectors spaces on We. We choose some g : v → τ1 with v ∈ P [0]. The assertion follows from
Thm. 4.15 if we show that the cokernels C1, C2 in the diagram
〈
∧top
T∆ˇe〉 ∩
∧r+p
∆⊥e
  //
 _

〈
∧top
T∆ˇe〉 ∩
∧r+p
Λˇv,k // //
 _

C1

Γ(We,
∧r+p
i∗Λˇ⊗ k)
  // Γ(We, i∗
∧r+p
Λˇ ⊗ k) // // C2
are isomorphic. The natural map C1 → C2 is injective because the left square is cartesian which
follows from ∆⊥e = Γ(We, i∗Λˇ⊗Z k). Surjectivity is a consequence of the fact that the term in the
middle of the bottom row is generated by the images of the two incoming arrows which we know
by Lemma 4.14. 
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4.4. The strata combining differential. Up to now, we have been working on a single
stratum Xτ2 only. Now we take into consideration the barycentric differential dbct. We are
going to produce an acyclic resolution of the complex C •(Ωr) to have an explicit description
of the hypercohomology spectral sequence of C •(Ωr) for the proof of Thm. 1.6,b). Our overall
hypothesis is that X is a h.t. toric log CY space. Recall that the e´tale locally closed embedding
of the stratum to X is denoted by qτ : Xτ → X . For the first half of this section, we fix a chain
of maps
v
gˆ
→
eˆ︷ ︸︸ ︷
σ1 → τ1
e
→ τ2 → σ2 .
with v ∈ P [0]. We denote the composition of the first two maps by g : v → τ1. It is not hard to
see that Zeˆ = Ze ∩Xσ2 , ∆eˆ = ∆e ∩ σ1, ∆ˇeˆ = ∆ˇe ∩ σ
⊥
2 . Recall from [[20], Prop. 3.8] that we get a
map
qτ2,∗F (e)
∗Ωrτ1/Tors→ qσ2,∗F (eˆ)
∗Ωrσ1/Tors
which factors through the restriction to Xσ2 .
Lemma 4.17. We have a commutative diagram
0→qτ2,∗C
r(∆⊥e , Ze)→qτ2,∗C
r(Λˇv,k, Ze)⊕ qτ2,∗OXτ2 ⊗
∧r ∆⊥e →qτ2,∗Fs(e)∗Ωrτ1/Tors→ 0y
y
y
0→qσ2,∗C
r(∆⊥eˆ , Zeˆ)→qσ2,∗C
r(Λˇv,k, Zeˆ)⊕ qσ2,∗OXσ2 ⊗
∧r ∆⊥eˆ →qσ2,∗Fs(eˆ)∗Ωrσ1/Tors→ 0
where the rows are given by Prop 4.8, the right vertical map is the one just mentioned and the
left two vertical maps are the composition of the restriction to Xσ2 , the map induced by ∆
⊥
e → ∆
⊥
eˆ
and Lemma 3.31.
Proof. Replacing the right most non-trivial terms with
Fs(τ2 → σ2)
∗ : qτ2,∗OXτ2 ⊗k
r∧
Λˇv,k → qσ2,∗OXσ2 ⊗k
r∧
Λˇv,k
clearly gives a commutative diagram by the functoriality from Prop. 3.27 and the fact that Fs(τ2 →
σ2)
∗ is a functor. The assertion then follows from the commutative diagram
Fs(e)
∗Ωrτ1/Tors −−−−→ Fs(e ◦ g)
∗Ωrv = OXτ2 ⊗k
∧r
Λˇv,k
Fs(τ2→σ2)
∗
y yFs(τ2→σ2)∗
Fs(eˆ)
∗Ωrσ1/Tors −−−−→ Fs(eˆ ◦ gˆ)
∗Ωrv = OXσ2 ⊗k
∧r
Λˇv,k
and the way of construction of the sequence in Prop. 4.8. 
For exactly the same reasons, we also obtain a diagram of resolutions, replacing Cr’s with the
suitable Kr+1+•’s and removing the summands qτ2,∗OXτ2 ⊗
∧r∆⊥e if • > 0. We call this map on
the Q•’s
deˆe : qτ2,∗Q
•(Fs(e)
∗Ωrτ1 , g)→ qσ2,∗Q
•(Fs(eˆ)
∗Ωrσ1 , gˆ).
We make use of the statement of Theorem 4.15 in the following Lemma.
Lemma 4.18. The map Hp(X, qτ2,∗Fs(e)
∗Ωrτ1) → H
p(X, qσ2,∗Fs(eˆ)
∗Ωrσ1) is, for p = 0, the re-
striction
Γ(We, i∗
r∧
Λˇ ⊗Z k)→ Γ(Weˆ, i∗
r∧
Λˇ⊗Z k)
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induced by the canonical isomorphism
Γ(Weˆ, i∗
r∧
Λˇ⊗Z k) = Γ(We ∩Weˆ, i∗
r∧
Λˇ⊗Z k)
and the inclusion of open sets We ∩Weˆ ⊆We. It is, for p > 0, induced by
Fs(τ2 → σ2)∗ : R(Ze)• ։ R(Zeˆ)•,
∆ˇeˆ →֒ ∆ˇe and hence 〈
∧top
T∆ˇe〉 →֒ 〈
∧top
T∆ˇeˆ〉,
∆eˆ →֒ ∆e and hence ∆
⊥
e →֒ ∆
⊥
eˆ .
Proof. The isomorphism Γ(Weˆ, i∗
∧r
Λˇ ⊗Z k) = Γ(We ∩Weˆ, i∗
∧r
Λˇ ⊗Z k) follows from the
fact that e and eˆ can be joined by a simplex in ∆ with codimension two in B. Such a simplex is
given by a chain τ0 ( ... ( τdimB−2 with τ0 ∈ P [1], τdimB−2 ∈ P [dimB−1] which is a refinement of
e and eˆ. Thus by the proof of [[19], Lemma 5.5], (We ∩Weˆ)\∆ is a deformation retract of Weˆ\∆.
The assertion follows from computing the map deˆe on the Q
•’s and is straightforward. We just
discuss the map of the R’s. We set F = Fs(τ2 → σ2). For each l the natural adjunction map
becomes
a : Γ(Xτ2 ,OXτ2 (pZe))→ Γ(Xτ2 , F∗F
∗OXτ2 (pZe)) = Γ(Xτ2 , F∗OXτ2 (pZeˆ))
because F ∗Ze = Zeˆ. Let Ve, Veˆ denote the linear systems via the log derivation map for Ze,
Zeˆ, respectively, as given after Lemma 3.2. We may assume that ∆ˇe is embedded such that the
embedding of ∆ˇe is induced by restriction to the corresponding face. If f is an equation of Ze,
then F ∗f is an equation of Zeˆ. We get a map Ve → Veˆ by the diagram
(Nτ2 ⊕ Z)⊗Z k
∂Ze−−−−→ Γ(Xτ2 ,OXτ2 (Ze))y ya
(Nσ2 ⊕ Z)⊗Z k
∂Zeˆ−−−−→ Γ(Xτ2 , F∗OXτ2 (Zeˆ)).
The map on the R’s then is the cokernel of the diagram
Γ(Xτ2 ,OXτ2 ((p− 1)Ze))⊗k Ve −−−−→ Γ(Xτ2 ,OXτ2 (pZe))y y
Γ(Xτ2 , F∗OXσ2 ((p− 1)Zeˆ))⊗k Veˆ −−−−→ Γ(Xτ2 , F∗OXσ2 (pZeˆ)).
Note that the right vertical map is surjective because by Lemma 3.2 it can be described by
kl·∆ˇe∩MXτ2 ։ kl·∆ˇeˆ∩MXτ2 , zm 7→ 0 if m 6∈ l · ∆ˇeˆ and zm 7→ zm otherwise. 
Recall the Gross-Siebert resolution from Def. 1.4. For each r, we are going to construct an
acyclic resolution of C •(Ωr). For each τ ∈ P, choose some gτ : vτ → τ with vτ ∈ P [0]. We define
the double complex
Qk,l(Ωr) =
⊕
τ0 → . . .→ τk︸ ︷︷ ︸
e
qτk,∗Q
l(Fs(e)
∗Ωrτ0/Tors, gτ0)
where the differential in the l-direction is the usual one on Q• which we are going to denote by δ.
The differential in the k-direction is
(dbct(α))τ0→...→τk+1 = d
τ0→τk+1
τ1→τk+1 ◦ Φgτ1 ,(τ0→τ1)◦gτ0 (ατ1→...→τk+1)
+
∑k
i=1(−1)
i id (ατ0→...τ˘i→...→τk+1)
+(−1)k+1d
τ0→τk+1
τ0→τk (ατ0→...→τk).
We collect some results in the following lemma.
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Lemma 4.19. On the space X, we have for each r a double complex of Γ-acyclic sheaves
Q•,•(Ωr)
which is exact in both directions except at the respective first non-trivial terms. We have the
augmentation
0→ C •(Ωr)→ Q•,0(Ωr).
Proof. The exactness of the augmentation and acyclicity are the content of Prop. 4.9. The
commutativity of differentials reduces to Lemma 4.17 and what was mentioned afterwards. We are
going to prove the exactness of dbct. We set Q
0
k =
∧r+1 ̂ˇΛvτ0,k ⊕
∧r ∆⊥τ0∧r+1 ∆̂⊥τ0
. Recall that, for e : τ0 → τk,
Ql(Fs(e)
∗Ωrτ0/Tors, gτ0) =
 OXτk ⊗Q
0
k for l = 0
OXτk (lZτk)⊗
∧r+l+1 ̂ˇΛvτ0,k∧
r+l+1 ∆̂⊥τ0
for l > 0.
What we want to prove is a local issue. Let p ∈ X be some geometric point and τ ∈ P be
such that p ∈ Int (Xτ ). For e : τ0 → τk, we have
qτk,∗Q
l(Fs(e)
∗Ωrτ0/Tors, gτ0)p = 0 if there is no τk → τ.
By Lemma 6.1, we are done if we show criterion (L) from Section 6.1. We match the notation by
setting Ξ = τ and M(τ0,τk) = qτk,∗Q
l(Fs(e)
∗Ωrτ0/Tors, gτ0)p. We may fix some τ0, τk−1 ⊆ τ with
τ0 ⊆ τk−1. Let (fe)e ∈
⊕
τk)τk−1
M(τ0,τk) be a compatible collection. We want to show that it
lifts as required in criterion (L) from Section 6.1.
The case p ∈ Zτ0: This implies Zτ = Zτ0 ∩Xτ and thus ∆e = ∆τ0 for each e : τ0 → τ
′ with τ ′ ⊆ τ .
We claim that each M(τ0,τk) is the pullback of M(τ0,τk−1), i.e., for F = F (τk−1 → τk), the map
dτ0→τkτ0→τk−1 induces
Ql((F ∗Fs(e)
∗Ωrτ0)/Tors, gτ0)p = F
∗Ql(Fs(e)
∗Ωrτ0/Tors, gτ0)p.
Indeed, both F ∗M(τ0,τk−1) and M(τ0,τk) are OXτk ,p ⊗Q
0
k for l = 0
OXτk (lZτk)p ⊗
∧r+l+1 ̂ˇΛvτ0,k∧
r+l+1 ∆̂⊥τ0
for l > 0.
Now criterion (L) follows from the fact that M(τ0,τk−1) is locally free on Xτk−1 and that we can
always lift functions from subvarieties.
The case p 6∈ Zτ0: We set U = {τk ⊆ τ | τk ) τk−1, Zτ0 ∩Xτk 6= ∅}. Consider the following diagram
with exact rows and columns.
K _

K _
∧r
∆⊥τ0
// Q0k
//
ι(h)

∧r+1 ̂ˇΛvτ0,k∧r+1 ∆̂⊥τ0
ι(h)
∧r∆⊥τ0 // ∧r Λˇvτ0,k //
YY
∧r Λˇvτ0,k∧
r ∆⊥τ0
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We choose a splitting as indicated by the dashed arrow. We claim that the compatible collec-
tion decomposes as
(fe)e = (f
1
e , f
2
e )e ∈
⊕
τk)τk−1
(M1(τ0,τk) ⊕M
2
(τ0,τk)
)
where
M1(τ0,τk) =
{
OXτk ,p ⊗
∧r+l Λˇvτ0 ,k l = 0
0 otherwise
and
M2(τ0,τk) =

OXτk ,p ⊗K l = 0, τk ∈ U
OXτk ,p ⊗
∧r+l+1 ̂ˇΛvτ0 ,k∧r+l+1 ∆̂⊥τ0
l > 0, τk ∈ U
0 otherwise.
Indeed, we can identify OXτk (lZτk)p = OXτk ,p and there is only one obvious way to decompose
using the map ι(h) and the chosen splitting above. One can now show that both (f1e )e and
(f2e )e lift. The reason is again that functions from subvarieties lift. For (f
2
e )e, one uses that
{Xτk | τk ∈ U} is a set of strata closed under intersection and then the functions f
2
e actually glue
to a function on the corresponding subspace. We have shown (L) and can apply Lemma 6.1. 
As a corollary, we obtain a different proof of Lemma 1.5 still using the same argument for the
first term as in [[20], Thm. 3.5] though.
The finiteness of the dimensions of global sections and the computability of cohomology is
the major strength of Q•,•. The downside, however, is that it is impossible to extend the de
Rham differential to it to obtain a triple complex. Roughly speaking, differentiating elements of
OXτ2 (lZτ2) yields something in OXτ2 ((l+1)Zτ2) whereas for compatibility it would have to stay in
OXτ2 (lZτ2). We will later make use of the fact that exterior differentiation can at least be defined
on Q•,0(Ω•).
4.5. Degeneration at E2. We are now going to prove Thm. 1.6, b). The key ingredient is
the previously constructed double complex Q•,•(Ωr) We assume now that each ∆ˇe is a simplex in
order to be able to use techniques from Section 3.3.
Definition 4.20. For each r, we define the subcomplex Q•,•top(Ω
r) ⊆ Q•,•(Ωr) by setting
Qk,ltop(Ω
r) =
⊕
τ0 → . . .→ τk︸ ︷︷ ︸
e
qτk,∗OXτk (lZe)⊗k
(
〈
top∧
T̂∆ˇe〉 ∩
r+l+1∧ ̂ˇΛvτ0 ,k mod r+l+1∧ ∆̂⊥e )
for l > 0 and Qk,0top(Ω
r) = 0.
Note that the differential δ is trivial on Q•,•top(Ω
r). So to see that it is a subcomplex, we just
check closedness under dbct. This follows from the closedness under the change of vertex operator
Φ and under deˆe. The latter is because 〈
∧top
T̂∆ˇe〉 ⊆ 〈
∧top
T̂∆ˇeˆ〉.
Definition 4.21. We define the subcomplex Q
•,\•/
top (Ω
r) of Γ(X,Q•,•top(Ω
r)) by replacing each
Γ(Xτk ,OXτk (lZe)) in Γ(X,Q
k,l
top(Ω
r)) by Γ\l/(Ze). Again, δ is trivial, so we have to show closedness
under dbct. For this, we need to show that the image of Γ
\l/(Ze) under the restriction map
deˆe : Γ(Xτk ,OXτk (lZe)) → Γ(Xτk+1 ,OXτk+1 (lZeˆ)) is contained in Γ
\l/(Zeˆ). The Newton polytope
of lZeˆ is a face of the Newton polytope of lZe, so this follows from Lemma 3.12 and the definition
of Γ\l/(Ze).
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Lemma 4.22. Assume that X is a Fermat toric log CY space. For k ≥ 0, l > 0, we have an
injection
Q
k,\l/
top (Ω
r) →֒ H lδΓ(X,Q
k,•(Ωr)).
Proof. This follows from Thm. 4.15, Prop. 3.17 and Lemma 3.15. 
Lemma 4.23. Let
⊕
p,qK
p,q be a double complex with differentials d′, d′′ which is bounded in p
and q, denote by D = d′ + (−1)pd′′ the differential on the total complex Tot•(K•,•). Assume the
following criterion:
For each x ∈ Kp,q with d′′x = 0 and d′x = d′′y
for some y ∈ Kp+1,q−1, there is some
z ∈ Kp,q−1 such that d′(x+ d′′z) = 0.
0
7→
x
d′
7→ d′′y
 7→
z y
Then, its first spectral sequence degenerates at
Ep,q2 : H
p
d′H
q
d′′(K
•,•)⇒ Hp+qD (Tot
•(K•,•)).
Proof. Let [·]k mean taking the class in Ek. For x1 ∈ Kp,q, the image of [x1]k under the
differential dk is given by [d
′(xk)]k for some zig-zag
0
x1 d
′x1
x2 7→ d
′x2
. . .
. . .
7→
7→
7→
7→
7→
d′′
d′
xk d
′xk
The criterion implies that for some representative x1 all xk for k ≥ 2 can be chosen to be zero and
thus dk = 0 for k ≥ 2. 
Proof of Theorem 1.6,b). We are going to apply Lemma 4.23 to the double complex
Γ(X,Q•,•(Ωr)). Let δ denote the differential in the second direction. Suppose x ∈ Γ(X,Qk,l(Ωr))
with δx = 0 and dbctx = δy for some y ∈ Γ(X,Qk+1,l−1(Ωr)). For l = 0 we have y = 0 and
there is nothing to show, so assume l > 0. By Prop. 3.7 and Prop. 3.17, changing x by adding a
δ-coboundary, we may assume that x ∈ Q
k,\l/
top (Ω
r). Then dbctx ∈ Q
k+1,\l/
top (Ω
r), and the injection
Q
k+1,\l/
top (Ω
r) →֒ H lδΓ(X,Q
k+1,•(Ωr))
from Lemma 4.22 shows that y = 0. This establishes the hypothesis of Lemma 4.23 which we may
now apply. 
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5. Mirror symmetry of stringy and affine Hodge numbers
5.1. Base change of the affine Hodge groups. Recall from [[20], Lemma 3.12], for v ∈
P
[0], the identification Ωrv = OXv ⊗k
∧r
Λˇv,k. We define
Λr =
⊕
v∈P[0]
(qv)∗OXv ⊗k
r∧
Λˇv,k
which becomes a complex (Λ•, d) under exterior differentiation. There is a barycentric resolution
in the sense of Section 6.1 for this complex via
C
k(Λr) =
⊕
e:τ0→...→τk
⊕
g:v→τ0
v∈P[0]
(qτk)∗Fs(e ◦ g)
∗OXv ⊗k
r∧
Λˇv,k,
and the barycentric differential is induced by the restriction for a vertex which factors through the
extended edge and the zero map on that vertex otherwise. We won’t make use of the following
lemma but give it for completeness.
Lemma 5.1. For each r, we have an exact sequence
0→ Λr → C 0(Λr)→ C 1(Λr)→ ....
where the first non-trivial map is the obvious one.
Proof. Injectivity at the first non-trivial term is obvious. Given any τ and a geometric point
x ∈ Int (Xτ ), we have C 0(Λr)x =
⊕
g:v→τ0,τ0→τ
v∈P[0]
(qτk,∗Fs(g)
∗OXv )x ⊗k
∧r
Λˇv,k. An element of this
maps to zero under dbct if and only if it is a compatible collection which implies that it lifts
to
⊕
v→τ (qv,∗OXv )x ⊗k
∧r
Λˇv,k for each v componentwise. The inverse is also true, so we have
exactness also at the second non-trivial term. The exactness of the tail follows from Lemma 6.1
upon verifying criterion (L) which is easy. 
Lemma 5.2. Given a c.i.t. toric log CY space X, there is an acyclic resolution I•,•,• with
augmentation
0→ C •(Ω•)→ I•,•,0
such that the exterior differential d is trivial on Γ(X, I•,•,0).
Proof. It suffices to construct an injective map of complexes C •(Ω•) → I•,•,0 where Ik,r,0
is acyclic for each k, r. The remainder of I•,•,• can then be added by an injective resolution,
e.g., Godement’s canonical resolution. We claim that we may just take Ik,r,0 = C k(Λr). By
the c.i.t. hypothesis and by what we said at the beginning of Section 2.3, namely that we have
the result [[20], Prop. 3.8], i.e., for each g : v → τ0 and e : τ0 → τk, we have an inclusion
Fs(e)
∗Ωr/Tors →֒ Fs(e ◦ g)∗Ωr = Fs(e ◦ g)∗OXv ⊗k
∧r Λˇv,k. We may use this to get the injection
C •(Ω•) →֒ I•,•,0 termwise as
Fs(e)
∗Ω•τ0/Tors→
⊕
g:v→τ0
v∈P[0]
(qτk)∗Fs(e ◦ g)
∗OXv ⊗k
r∧
Λˇv,k.
Because Γ(X,C k(Λr)) consists of constant differential forms only, d is trivial on it. Acyclicity is
apparent. 
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Proof of Theorem 1.11. We show that, for e : τ1 → τ2,
(5.1) H0(Xτ2 , F (e)
∗Ωpτ1/Tors) = Γ(We, i∗
p∧
Λˇ ⊗Z k).
For the h.t. case this is part of Thm. 4.15. We can extended this to the c.i.t. case as follows.
Recall that there is a set of Cartier divisors Zτ1,1, ..., Zτ1,t which are the reduced components of
the closure of Z ∩ Int (Xτ ). We set Ze,i = Zτ1,i ∩ Xτ2 which might be empty. The empty ones
won’t play a role in the following, so let us exclude them. Fix some P [0] ∋ v
g
−→ τ1 and define
Ωpi by the exact sequence
0→ Ωpi → Fs(e ◦ g)
∗Ωpv
δi−→ Ωp−1
(Ze,i)†/k†
→ 0
where δi is the map δ in Prop. 2.10 composed with the ith projection. By loc.cit., we then get
(Fs(e)
∗Ωpτ1)/Tors =
⋂t
i=1Ω
p
i . By Thm. 4.15, we have
Γ(Xτ2 ,Ω
p
i ) =
( p∧
Λˇv ⊗Z k
)Gi
where Gi is the group of those local monodromy transformations which are transvections that fix
(∆τ1,i∩ τ2)
⊥ and shear by a vector in T(∆ˇτ2,i)∩τ⊥1
. Because the monodromy on We\∆ is generated
by {Gi | 1 ≤ i ≤ t}, we have
Γ(We, i∗
p∧
Λˇ⊗Z k) =
t⋂
i=1
( p∧
Λˇv ⊗Z k
)Gi
and conclude (5.1) by the left-exactness of the functor Γ. To prove a), note that
Hp,qlog (X) = H
q(X,Ωp) = Hq(X,C •(Ωp)).
Let J •,• be an injective resolution of C •(Ωp) with the augmentation C •(Ωp) →֒ J •,0. If we denote
by D the total differential of the double complex Γ(X,J •,•) then
Hp,qlog (X) = H
q
DΓ(X,J
•,•).
There is an injection
kern (D|Γ(X,J q,0))
imD ∩ Γ(X,J q,0)
→֒ HqDΓ(X,J
•,•)
The left hand side can be rewritten as HqdbctΓ(X,C
•(Ωp)). By what we said before this coincides
with the Cˇech cohomology group Hˇq({Wτ | τ ∈ P}, i∗
∧p
Λˇ⊗Z k) and we are done with part a).
The proof of b) is similar. Let I•,•,• be a resolution as given in Lemma 5.2 and let D′ denote
the total differential on Γ(X, I•,•,•). We have Hk(X,Ω•) = HkD′Γ(X, I
•,•,•). Because d is trivial
on Γ(X, I•,•,0) by arguing as in a) we get for each p, q with p+ q = k an injection
Hp,qaff (X) →֒ H
k(X,Ω•).
Once again from the triviality of d on Γ(X, I•,•,0) one concludes that these injections can be
extended to their direct sum as required in the assertion. 
Definition 5.3. For a c.i.t. toric log CY space X , we call T p,qlog (X) = H
p,q
log (X)/H
p,q
aff (X) the log
twisted sectors.
As explained in [[20], Cor. 3.24], by [[19], Prop. 1.50], we obtain, for a general (B,P), the
following.
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Theorem 5.4 (Gross, Siebert). Assume that the holonomy of B is contained in SLn(Z) ⋉ Z
n
where n = dimB. Let ϕ be some multi-valued strictly convex piecewise linear function on (B,P)
and (Bˇ, Pˇ, ϕˇ) be the discrete Legendre dual. If Xˇ is a toric log CY space with dual intersection
complex (Bˇ, Pˇ) then
Hp,qaff (X)
∼= H
n−p,q
aff (Xˇ).
So we see that the affine Hodge numbers fulfill mirror symmetry duality. The duality for the
ordinary Hodge numbers follows for the case where the twisted sectors vanish. We are going to
consider what happens if this is not the case.
5.2. Twisted sectors in low dimensions. We now consider the situation up to dimension
4 as defined in Theorem 1.13.
Lemma 5.5. Let ∆ˇ be an elementary simplex with dim ∆ˇ = 3. Let f be non-degenerate. For
k > 0, we have R0(f, C(∆ˇ))k = R1(f, C(∆ˇ))k. Moreover, R1(f, C(∆ˇ))k = 0 for k 6= 2.
Proof. The natural inclusion R1(f, C(∆ˇ))k →֒ R0(f, C(∆ˇ))k becomes an isomorphism for
k > 0 because each lattice point in k∆ˇ which isn’t a sum of a lattice point in (k − 1)∆ˇ and one
in ∆ˇ lies in the relative interior of k∆ˇ because otherwise it would have to be in some facet of ∆ˇ.
This, however, can be excluded by the fact that each facet of ∆ˇ is is a two dimensional elementary
simplex, thus a standard simplex, and Lemma 3.18.
The second assertion then works out as follows. It is clear for k = 0. It follows from elemen-
tarity of ∆ˇτ and Prop. 3.17 for k = 1. The cases k = 3, 4 then follow by the pairing given in [6],
Prop. 6.7. 
Proof of Theorem 1.13. By Thm. 1.11, Haff :=
⊕
p,qH
p,q
aff injects in the E1-term of the
hypercohomology spectral sequence of Ω• and survives to the limit. Thus, kernd1 ∩ Haff = 0
and im d1 ∩ Haff = 0. Cases a) and c) follow if we show that H
p,q
log 6= H
p,q
aff for only one pair
p, q. For a) this is p = q = 1 which we deduce from Thm. 1.6. For c) the exceptional pair
is p = q = 2 which we also deduce from Thm. 1.6 together with Lemma 3.18 to see that only
three-dimensional simplices contribute to higher cohomology terms and eventually Lemma 5.5 and
Thm. 1.6 to locate the contribution. Similarly to show b), we demonstrate that Hp,qlog 6= H
p,q
aff only
for (p, q) ∈ {(1, 2), (2, 1)}. We compute the log twisted sectors via Thm. 4.15 and Lemma 4.18.
We keep the convention that ω’s denote one-dimensional and τ ’s two-dimensional faces. Note
that R(Zω)1 = Γ
\1/(Zω) contains a canonical subspace induced from lattice points in the relative
interior of ∆ˇω which we denote by Γ
\
◦
1/(Zω). For e : ω → τ , Ze = Zτ , we have dim∆e = dim∆ω =
1 and dim ∆ˇe = dim ∆ˇτ = 1. Given g : v → ω, we obtain
〈
∧top T∆ˇτ 〉∩
∧2 Λˇv,k
〈
∧
top T∆ˇτ 〉∩
∧
2∆⊥ω
∼= Λˇv,k/∆⊥ω ∼= k
〈
∧top T∆ˇτ 〉∩
∧3 Λˇv,k
〈
∧
top T∆ˇτ 〉∩
∧
3∆⊥ω
∼= k
〈
∧top T∆ˇω 〉∩
∧2 Λˇv,k
〈
∧top T∆ˇω 〉∩
∧2∆⊥ω
∼=
{
Λˇv,k/∆
⊥
ω
∼=k1 for dim ∆ˇω=1
0 for dim ∆ˇω=2
〈
∧top T∆ˇω 〉∩
∧3 Λˇv,k
〈
∧top T∆ˇω 〉∩
∧3∆⊥ω
∼= k
〈
∧top T∆ˇτ 〉∩
∧2 Λˇv,k
〈
∧
top T∆ˇτ 〉∩
∧
2∆⊥τ
∼=
{
Λˇv,k/∆
⊥
τ
∼=k1 for dim∆τ=1
Λˇv,k/∆⊥τ
∼=k2 for dim∆τ=2
〈
∧top T∆ˇτ 〉∩
∧3 Λˇv,k
〈
∧
top T∆ˇτ 〉∩
∧
3∆⊥τ
∼= k.
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We consider the differential d1 on cohomology degree q = 1, 2 of the E1-term of the hypercoho-
mology spectral sequence of C •(Ωp) for p = 1, 2.
q = 1, p = 1 :
(⊕
τ∈P[2] R(Zτ )1 ⊗ Λˇv,k/∆
⊥
τ
)
⊕
(⊕
ω∈P[1]
dim ∆ˇω=1
R(Zω)1 ⊗ Λˇv,k/∆
⊥
ω
)
−→
⊕
ω→τ R(Zτ )1 ⊗ Λˇv,k/∆
⊥
ω
q = 1, p = 2 :
(⊕
ω∈P[1] R(Zω)1
)
⊕
(⊕
τ∈P[2] R(Zτ )1
)
−→
⊕
ω→τ R(Zτ )1
q = 2, p = 1 :
⊕
ω∈P[1] R(Zω)2 −→ 0
q = 2, p = 2 : 0 −→ 0
where the sum on the right is only over edges ω → τ which are contained in ∆. If we show that
the first map is injective and the second surjective, we are done.
We show the surjectivity of the second map. We can rewrite the map as
⊕
ω Γ
\
◦
1/(Zω) ⊕⊕
K V
0
K →
⊕
K V
1
K where K runs over the connected components of ∆\∆
0. We show that
V 0K → V
1
K is surjective for each K. Note that both spaces are a direct sum of spaces isomorphic
to R(ZτK )1 for a suitable τK in K. It is not hard to see that V
0
K → V
1
K is isomorphic to the
Cˇech complex of a locally constant sheaf on K with fibre kdimR(ZτK )1 . The contractibility of K
therefore implies the desired surjectivity.
A similar argument works for the injectivity of the first map by quasi-isomorphically projecting
it to ⊕
ω∈P[1]
dim ∆ˇω=1
R(Zω)1 ⊗ Λˇv,k/∆
⊥
ω −→
⊕
τ∈P[2]
R(Zτ )1 ⊗ coker
(
Λˇv,k/∆
⊥
τ →֒
⊕
ω→τ
Λˇv,k/∆
⊥
ω
)
and identifying this map with
⊕
K W
0
K →
⊕
KW
1
K for suitable W
0
K , W
1
K , each of which is iso-
morphic to the dual of a Cˇech complex of a locally constant sheaf with fibre kdimR(ZτK )1 on
K. 
Note that we only needed the weaker criterion of contractibility of those components K of
∆\∆0 where dimR(ZτK )1 > 0. On the other hand, if this is not given for one K and the locally
constant sheaves constructed in the proof have global sections on K, we have T 1,1log (X) 6= 0 6=
T 2,2log (X).
Corollary 5.6. For the cases considered in Theorem 1.13, at most the following log twisted sectors
are non-trivial
a) T 1,1log (X)
∼=
⊕
ω∈P[1] R(Zω)1
b) T 1,2log (X)
∼=
⊕
ω∈P[1] R(Zω)2 ⊕
⊕
K R(ZτK )1 and
T 2,1log (X)
∼=
⊕
ω∈P[1] Γ
\
◦
1/(Zω)⊕
⊕
K R(ZτK )1
c) T 2,2log (X)
∼=
⊕
τ∈P[2] R(Zτ )2
Note that that in b) R(Zω)2 ∼= Γ\
◦
1/(Zω). It is expected that the Picard-Lefschetz operator
maps T 2,1log (X) isomorphically to T
1,2
log (X).
Proof of Theorem 1.15. Part a) is the combination of Cor. 1.8 and Theorem 1.13. To
prove part b), note that the general fibre Xt has isolated singularities in these cases. Each singular-
ity is described by a local model as referred to in Prop. 2.8. See also ([20], Prop. 2.2). The degener-
ation is locally Spec k[K∨∩(Mτ⊕Z
2)]→ Spec k[N] whereK is the cone over (τ×{e1})∪(∆τ×{e2}).
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Here, τ,∆τ ⊂ Nτ ⊗ R, Nτ is a lattice of rank dimB − 1, Mτ = Hom(Nτ ,Z) and the generator
of N maps to e∗1. The general fibre is thus locally given by k[C(∆τ )
∨ ∩ (Mτ ⊕ Z)]. So we have
a singularity in Xt for each non-standard inner monodromy polytope ∆τ . In case c), these are
non-standard elementary 3-simplices. In case a), these are intervals of length greater than one.
Borisov and Mavlyutov have identified a space whose dimension gives the difference hp,qst −h
p,q (see
[6], Def. 8.1). For each singularity this is R1(ωτˇ , C(∆τˇ )) for some general ωˇτˇ . Under mirror symme-
try, the Ka¨hler parameter ωτˇ is supposed to become the log moduli parameter fτ . Even though we
cannot make this rigorous at the moment, we still have dimR1(ωτˇ , C(∆τˇ )) = dimR1(fτ , C(∆ˇτ ))
because an inner monodromy polytope of (Bˇ, Pˇ) is an outer monodromy polytope of (B,P), i.e.,
∆τˇ = ∆ˇτ . Using Cor. 5.6, Lemma 3.15 and Lemma 5.5, we deduce the result. 
6. Appendix
6.1. Barycentric complexes. For convenience, we include here a slight modification of
[[19], A.1]. Let Ξ be a d-dimensional polytope and Pair be the finite category with
objects: {(σ1, σ2) |σ1 ⊆ σ2 ⊆ Ξ are faces}
morphisms: (τ1, τ2)→ (σ1, σ2) for σ1 ⊆ τ1, τ2 ⊆ σ2
Let Ab denote the category of abelian groups. We assume to have a functor
Pair → Ab
e = (σ1, σ2) 7→ Me.
Note that there is at most one morphism between any two objects e1, e2 in Pair whose image
under this functor we denote by ϕe1e2 . Whenever the source is clear we will also write ϕe2 . The
barycentric cochain complex (C•bct, d
•
bct) associated with the image of this functor is the complex
of abelian groups Ck =
⊕
σ0(σ1(...(σk
M(σ0,σk) with differentials
(dkbct(f))σ0σ1...σk+1 =
k+1∑
i=0
(−1)iϕ(σ0,σk+1)(fσ0...σ˘i...σk+1)
where a˘ means the omission of a. It is easy to check that this is a complex, i.e., dk+1bct ◦ d
k
bct = 0.
Assume we have some subset U of the set of objects of Pair. We call an element (fe)e ∈
⊕
e∈U Me
a compatible collection if, for each e1, e2, eˆ ∈ U with morphisms e1 → eˆ, e2 → eˆ, we have ϕeˆfe1 =
ϕeˆfe2 . We consider the following criterion
(L) For each σ0 ⊆ σk−1, every compatible collection (fe)e ∈
⊕
σk)σk−1
M(σ0,σk) lifts, i.e.,
there is some g ∈M(σ0,σk−1) such that
f(σ0,σk) = ϕ(σ0,σk)g for each (σ0, σk).
Lemma 6.1. If (Me)e satisfies (L) then the associated barycentric complex is acyclic.
Proof. We wish to write a cocyle (fσ0...σk)σ0...σk as a coboundary of a (k − 1)-cochain
(gσ0...σk−1)σ0...σk−1 . We construct the gσ0...σk−1 by descending induction on m = dimσk−1 =
d+ 1, ..., 0. The induction hypothesis is that
fσ0...σk =
k∑
i=0
(−1)iϕ(σ0,σk)(gσ0...σ˘i...σk)
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whenever dimσk−1 ≥ m. The base case with m = d + 1 is empty because dimΞ = d. For the
induction step consider some σ0 ( ...σk−1 with dimσk−1 = m− 1. We want to find gσ0...σk−1 such
that for any σk containing σk−1
(−1)kϕ(σ0,σk)(gσ0...σk−1) = fσ0...σk −
k−1∑
i=0
(−1)iϕ(σ0,σk+1)gσ0...σ˘i...σk .
All terms on the right hand side are known inductively. We view the right hand sides for varying
σk as an element of
⊕
σk−1⊆σk
M(σ0,σk). If we show that this constitutes a compatible collection,
we get gσ0...σk−1 from criterion (L) and are done with the proof. So let us do this and assume we
have some σk+1 containing σk−1. We need to show that
(6.1) ϕ(σ0,σk+1)
(
fσ0...σk −
k−1∑
i=0
(−1)iϕ(σ0,σk+1)(gσ0...σ˘i...σk)
)
is independent of σk for σk−1 ( σk ( σk+1. For i ≤ k the induction hypothesis implies
fσ0...σ˘i...σk+1 =
i−1∑
j=0
(−1)jϕ(σ0,σk+1)(gσ0...σ˘j ...σ˘i...σk+1)−
k+1∑
j=i+1
(−1)jϕ(σ0,σk+1)(gσ0...σ˘i...σ˘j ...σk+1).
Plugging this into the cocycle condition
ϕ(σ0,σk+1)
(
fσ0...σk
)
= (−1)k
k∑
i=0
(−1)ifσ0...σ˘i...σk+1 ,
the first term of (6.1) gives fσ0...σk−1σk+1 (i = k) plus a sum over ϕ(σ0,σk+1)gσ0...σ˘i...σ˘j ...σk+1 .
For 0 ≤ i < j < k the coefficient of ϕ(σ0,σk+1)gσ0...σ˘i...σ˘j ...σk+1 is (−1)
k times (−1)i(−(−1)j) +
(−1)j(−1)i = 0. Contributions involving ϕ(σ0,σk+1)(gσ0...σ˘i...σk) come from the second term in
(6.1) and from j = k + 1; they cancel as well. Thus (6.1) equals
fσ0...σk−1σk+1 + (−1)
k
k−1∑
i=0
(−1)i(−1)k(−ϕ(σ0,σk+1)gσ0...σ˘i...σ˘kσk+1).
This shows the claimed independence of (6.1), and hence the existence of gσ0...σk−1 . 
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