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Résumé 
Le biais de confusion est un défi majeur des études observationnelles, surtout s'ils sont 
induits par des caractéristiques difficiles, voire impossibles, à mesurer dans les banques 
de données administratives de soins de santé. Un des biais de confusion souvent 
présents dans les études pharmacoépidémiologiques est la prescription sélective (en 
anglais « prescription channeling »),  qui se manifeste lorsque le choix du traitement 
dépend de l'état de santé du patient et/ou de son expérience antérieure avec diverses 
options thérapeutiques. Parmi les méthodes de contrôle de ce biais, on retrouve le score 
de comorbidité, qui caractérise l'état de santé d'un patient à partir de médicaments 
délivrés ou de diagnostics médicaux rapportés dans les données de facturations des 
médecins. La performance des scores de comorbidité fait cependant l'objet de 
controverses car elle semble varier de façon importante selon la population d'intérêt.  
Les objectifs de cette thèse étaient de développer, valider, et comparer les performances 
de deux scores de comorbidité (un qui prédit le décès et l’autre qui prédit 
l’institutionnalisation), développés à partir des banques de services pharmaceutiques de 
la Régie de l'assurance-maladie du Québec (RAMQ) pour leur utilisation dans la 
population âgée. Cette thèse vise également à déterminer si l'inclusion de 
caractéristiques non rapportées ou peu valides dans les banques de données 
administratives (caractéristiques socio-démographiques, troubles mentaux ou du 
sommeil), améliore la performance des scores de comorbidité dans la population âgée.  
Une étude cas-témoins intra-cohorte fut réalisée. La cohorte source consistait en un 
échantillon aléatoire de 87 389 personnes âgées vivant à domicile, répartie en une 
cohorte de développement (n=61 172; 70%) et une cohorte de validation (n=26 217; 
30%). Les données ont été obtenues à partir des banques de données de la RAMQ. Pour 
être inclus dans l’étude, les sujets devaient être âgés de 66 ans et plus, et être membres 
du régime public d'assurance-médicaments du Québec entre le 1er janvier 2000 et le 31 
décembre 2009. Les scores ont été développés à partir de la méthode du Framingham 
Heart Study, et leur performance évaluée par la c-statistique et l’aire sous les courbes 
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« Receiver Operating Curves ». Pour le dernier objectif qui est de documenter 
l’impact de l’ajout de variables non-mesurées ou peu valides dans les banques de 
données au score de comorbidité développé, une étude de cohorte prospective (2005-
2008) a été réalisée. La population à l'étude, de même que les données, sont issues de 
l'Étude sur la Santé des Aînés (n=1 494). Les variables d'intérêt incluaient statut marital, 
soutien social, présence de troubles de santé mentale ainsi que troubles du sommeil.  
Tel que décrit dans l'article 1, le Geriatric Comorbidity Score (GCS) basé sur le décès, a 
été développé et a présenté une bonne performance (c-statistique=0.75; IC95% 0.73-
0.78). Cette performance s'est avérée supérieure à celle du Chronic Disease Score 
(CDS) lorsqu'appliqué dans la population à l'étude (c-statistique du CDS : 0.47; IC 95%: 
0.45-0.49). Une revue de littérature exhaustive a montré que les facteurs associés au 
décès étaient très différents de ceux associés à l’institutionnalisation, justifiant ainsi le 
développement d'un score spécifique pour prédire le risque d'institutionnalisation. La 
performance de ce dernier s'est avérée non statistiquement différente de celle du score 
de décès (c-statistique institutionnalisation : 0.79 IC95% 0.77-0.81). L'inclusion de 
variables non rapportées dans les banques de données administratives n'a amélioré que 
de 11% la performance du score de décès; le statut marital et le soutien social ayant le 
plus contribué à l'amélioration observée.  
En conclusion, de cette thèse, sont issues trois contributions majeures. D'une part, il a 
été démontré que la performance des scores de comorbidité basés sur le décès dépend de 
la population cible, d'où l'intérêt du Geriatric Comorbidity Score, qui fut développé pour 
la population âgée vivant à domicile. D'autre part, les médicaments associés au risque 
d'institutionnalisation diffèrent de ceux associés au risque de décès dans la population 
âgé, justifiant ainsi le développement de deux scores distincts. Cependant, les 
performances des deux scores sont semblables.  Enfin, les résultats indiquent que, dans 
la population âgée, l'absence de certaines caractéristiques ne compromet pas de façon 
importante la performance des scores de comorbidité déterminés à partir de banques de 
données d'ordonnances. Par conséquent, les scores de comorbidité demeurent un outil de 
recherche important pour les études observationnelles. 
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Abstract 
Confounding is an important challenge in observational studies given that they are 
induced by characteristics difficult, if not impossible, to measure in administrative 
claims databases. Prescription channelling is a frequent source of confounding in 
pharmacoepidemiologic studies, and occurs when the selection of one treatment over 
another is influenced by overall health status and patient's experience with other 
treatment options. Among the methods available to control for this bias, comorbidity 
scores are frequently used. Most of the comorbidity scores published in the literature 
assess the patients’ health status through drug dispensing or diagnostic codes 
included in physicians’ billings. These comorbidity scores, however, are 
controversial since their performance appears to vary according to the population of 
interest ( example: elderly vs. adult). 
The objectives of this thesis were to develop, validate and compare the performance 
of two comorbidity scores (the Geriatric Comorbidity Score based on death, and a 
comorbidity score based on institutionalization) derived from dispensing data for use 
in the community-dwelling elderly population. Furthermore, this thesis aimed to 
evaluate whether the inclusion of characteristics not usually included in 
administrative claims databases or with a low validity (such as sociodemographic 
characteristics, sleep or mental disorders) improves the performance of the Geriatric 
Comorbidity Score.  
A nested case-control analysis was conducted within a cohort that consisted of a 
random sample of 87,389 elderly distributed into a construction cohort (n=61,172; 
70%) and a validation cohort (n=26,217; 30%). Sources of data consisted of the 
databases of the Régie de l’assurance maladie du Québec (RAMQ). To be included 
in the study, subjects had to be 66 years and older and covered by the public drug 
insurance program of Quebec between 1
st
 January 2000 and 31
st
 December 2009. 
Scores were developed using the Framingham Heart Study method, and their 
performances were assessed using the c-statistics and receiver operating curves 
(ROC). For the last objective, a prospective cohort study was performed using the 
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participants in the Étude sur la Santé des Aînés (ESA) (n=1,494) which covered 
the period ranging from 2005 to 2008. Study variables included marital status, social 
support, mental health as well as sleep disorders.  
The comprehensive literature review conducted in the thesis and our results revealed 
that factors associated with death greatly differed from those associated with 
institutionalization, which supported the need to develop two distinct scores. 
Performances of the institutionalization score were, however, not statistically 
different from the death score (institutionalization c-statistic = 0.79; 95% CI: 0.77-
0.81; death c-statistic= 0.75; 95% CI: 0.73-0.78). The Geriatric Comorbidity Score 
(death score) revealed a better performance than the Chronic Disease Score, which 
has been widely used in the literature (c-statistic= 0.47; 95%CI: 0.45-0.49). The 
inclusion of variables not recorded in claims databases yielded an improvement of 
the death score of only 11%, with marital status and social support being mainly 
responsible for the improvement. 
In terms of achievement, this thesis made three contributions. First, it was shown 
that the performance of comorbidity scores based on death vary according to the 
study population, reinforcing the need for specific scores, such as the Geriatric 
Comorbidity Score which was developed here. Second, factors associated with the 
risk of institutionalization were different than those associated with the risk of death 
in the elderly population, which supported the development of an institutionalization 
score. Even if the performance of death and institutionalization scores were similar, 
the latter would be preferred in studies that aim at assessing the effect of drugs on 
institutionalisation in the elderly. Lastly, the results indicate that the absence of some 
characteristics in the administrative databases do not appear to have a major impact 
on the performance of scores based on claims data. Consequently, comorbidity 
scores based on drug dispensing data remain important research tools for 
pharmacoepidemiologic studies conducted through health claims databases. 
 
Key words: Pharmacoepidemiology, Confounding, Comorbidity scores, Death, 
Institutionalization, Elderly. 
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Chapitre 1 : Introduction 
1.1 Problématique 
Au cours des deux dernières décennies, la recherche pharmacoépidémiologique a 
pris un essor considérable principalement grâce aux nouvelles réglementations 
relatives à l'approbation des médicaments ainsi qu’au développement de méthodes et 
d'outils plus complexes et sophistiqués. Ces derniers ont permis d’augmenter le 
niveau de preuve sur les bénéfices et les risques médicamenteux obtenu à partir des 
études observationnelles. Les banques de données administratives créées pour la 
gestion de programmes de soins de santé, tant publics que privés, sont reconnues 
comme étant un outil majeur de recherche pharmacoépidémiologique. Les banques 
de données fréquemment utilisées sont celles des médicaments délivrés aux 
membres des programmes d'assurance-médicaments, et celles des actes médicaux 
facturés par les médecins. Le croisement entre ces banques permet ainsi de faire le 
lien entre la prise d'un médicament et ses conséquences cliniques. Ces banques sont 
de plus en plus utilisées pour l’évaluation de l'efficacité réelle et des risques 
médicamenteux, et plus récemment, pour mesurer l'impact de santé publique ou 
économique des médicaments [1-10]. En Amérique du Nord, les banques de données 
américaines comme celles des programmes publics de Medicaid ou Medicare [11], 
ou celles des «Health Maintenance Organizations» (HMO) dont le Group Health 
Cooperative (GHC) de Puget Sound[12], Kaiser Permanente [13], 
PharMetrics®[14], pour en citer quelques-unes, sont fréquemment utilisées. Au 
Canada, chaque province possède des banques de données de soins de santé puisque 
l’administration des programmes de soins de santé est sous juridiction 
provinciale[15]. Cinq banques de données provinciales sont fréquemment retrouvées 
dans la littérature pharmacoépidémiologique, soit celle de la Saskatchewan, de 
l’Ontario, du Québec, de la Colombie Britannique et du Manitoba. 
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L’utilisation de ces banques de données pour l’évaluation des bénéfices et des 
risques médicamenteux en conditions réelles d'utilisation comporte plusieurs 
avantages. D’une part, l’information retrouvée dans les banques de données 
administratives n’est pas influencée par un possible biais de mémorisation, tel que 
dans les études de terrain qui font appel à des interrogatoires auprès des patients 
[16]. D'autre part, les banques de données ont l’avantage de fournir des données 
longitudinales sur plusieurs années, permettant ainsi l'évaluation des effets à long 
terme des médicaments [16-19]. Plusieurs études de validation des données incluses 
dans ces banques ont servi à quantifier la présence et l'impact du biais d'information 
non-différentiel sur la validité interne des études [20-24]. Un important avantage de 
ces banques de données pour la pharmacoépidémiologie est aussi la possibilité de les 
jumeler à d’autres sources de données telles que celles provenant d'enquêtes ou de 
registres de maladies. Certaines banques de données sont très représentatives de la 
population cible. Par exemple, au Québec, les banques de données pharmaceutiques 
de la Régie de l’assurance maladie du Québec (RAMQ) incluent les médicaments 
délivrés à 97,5% de la population âgée et à tous les prestataires de la sécurité et de 
revenu, de même que leurs personnes à charge. En revanche, pour les résidents âgés 
de moins de 65 ans, seuls ceux n'ayant pas accès à un régime d'assurance-
médicaments privé sont inclus. Ceci représente environ 32% de la population du 
Québec âgée de moins de 65 ans. Dans d'autres provinces, dont la Saskatchewan ou 
le Manitoba, les banques de données incluent les médicaments d'ordonnance délivrés 
à tous les résidents de la province peu importe leur âge ou statut économique. 
Finalement, un autre avantage est que les coûts d’acquisition des données pour fin de 
recherche sont souvent inférieurs à ceux d’une étude de terrain. 
 
Les banques de données administratives de soins de santé comportent également 
certaines limites, principalement dû au fait qu'elles ont été créées pour des fins autres 
que celles de recherche. Sauf au Manitoba et en Colombie Britannique, les banques 
canadiennes ne concernent que les médicaments d'ordonnance inclus dans liste des 
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médicaments remboursés par le programme d'assurance-médicaments public de la 
province, et délivrés en communauté. Les médicaments acquis en vente libre, à 
l'hôpital, ou payés directement par le patient ne sont pas rapportés. Cette limite 
compromet grandement la réalisation d'études observationnelles tôt après 
l'approbation d'un médicament puisque le délai de remboursement par les 
programmes publics est souvent important. Une autre limite importante pour la 
pharmacoépidémiologie est l’absence de données cliniques, notamment l'indication 
pour le traitement, de caractéristiques socio-démographiques, et d’habitudes de vie 
qui pourraient permettre de mieux caractériser les patients. Ces caractéristiques sont 
d’autant plus importantes qu’elles motivent souvent le choix d’un traitement plutôt 
qu’un autre; phénomène que l'on nomme prescription sélective (en anglais 
« prescription channelling »)[25]. Cette absence de données peut mener à un biais de 
confusion induit par des variables non mesurées dans les banques de données. Ce 
biais est d’autant plus présent dans la population âgée sachant qu’une grande 
variabilité existe entre les sujets quant à leur état de santé et leur état fonctionnel. 
Plusieurs méthodes existent pour contrôler ce biais, dont les variables 
instrumentales, les scores de propension, et les scores de comorbidité [26-29]. Les 
travaux réalisés dans le cadre de cette thèse portent sur les scores de comorbidité. 
Les scores de comorbidité publiés à ce jour, visent à caractériser l'état de santé 
général d'un patient à partir de médicaments d'ordonnance délivrés ou de diagnostics 
médicaux rapportés dans les données de facturations des médecins. Le Chronic 
Disease Score [30], basé sur les données de médicaments délivrés, et le Charlson 
Index [31], basé sur les diagnostics médicaux, sont parmi les scores les plus utilisés. 
Un des avantages d'utiliser un score de comorbidité est la possibilité de caractériser 
l'état de santé général d'un patient à partir d'une seule variable. Les études sont ainsi 
associées à une puissance statistique plus élevée que celle obtenue à partir de 
modèles qui incluent de multiples covariables, chacune correspondant à une maladie 
spécifique.  
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La performance des scores de comorbidité fait cependant l'objet de controverses car 
elle semble varier de façon importante selon la population à l’étude [32]. Par 
exemple, la performance d'un score dans une population âgée est souvent inférieure 
à celle dans une population plus jeune [33]. A notre connaissance, peu de scores ont 
été validés dans les banques de données du Québec et surtout, aucun n’est spécifique 
à la population âgée. On considère les personnes âgées comme étant une population 
vulnérable qui se distingue des autres sous-populations par une importante 
polypharmacie et comorbidité [34]. De plus, il est reconnu que les profils 
d'utilisation médicamenteuse observés dans cette population diffèrent de ceux de 
sujets plus jeunes. Par conséquent, l'âge pourrait être un modificateur de la valeur 
prédictive des médicaments sur le risque de décès. Par ailleurs, certains des scores 
basés sur l’utilisation médicamenteuse et publiés dans la littérature sont caducs car 
ils ne considèrent pas l'ensemble des médicaments sur le marché à ce jour. Une autre 
limite importante de ces scores est qu’ils sont basés uniquement sur leur habileté à 
prédire le risque de décès. Or, certaines études ont démontré que le décès n’était pas 
toujours l’événement d’intérêt optimal à choisir pour une sous-population donnée 
[35, 36]. Par exemple, dans la population de nourrissons, l’hospitalisation est 
préférable au décès (événement très rare dans cette population) pour le 
développement d'un score [36]. Dans la population âgée vivant à domicile, 
l'institutionnalisation, plutôt que le décès, pourrait être plus pertinent pour certaines 
études, notamment celles qui visent à évaluer l'impact de santé publique d'un 
médicament. Finalement, dans la majorité des cas, les méthodes utilisées pour 
développer les scores s'appuient sur des modélisations statistiques et / ou des «focus 
group», et rarement sur des revues de littérature exhaustives et des fondements 
cliniques 
 
Suite à ces constatations, plusieurs hypothèses de recherche ont été développées. 
D'une part, un score de comorbidité développé spécifiquement pour une population 
âgée vivant à domicile aurait une meilleure performance pour prédire le risque de 
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décès qu'un score de comorbidité développé dans une population tous âges 
confondus. D'autre part, un score de comorbidité basé sur le risque de décès n'est 
peut-être pas adapté aux études menées chez les personnes âgées, où 
l'institutionnalisation est fréquemment considérée comme événement d'intérêt. 
Aussi, les facteurs associés à l’institutionnalisation seraient différents des facteurs 
associés au décès et donc, il apparaît pertinent, dans cette population, de développer 
un score de comorbidité basé sur l'institutionnalisation. Nous croyons que les 
performances d’un score d’institutionnalisation seraient meilleures que celles d’un 
score de décès dans la population âgée. Enfin, certaines caractéristiques des patients 
qui sont non rapportées dans les banques de données administratives, telles que les 
habitudes de vie et les facteurs socio-démographiques pourraient compromettre la 
validité des scores existants puisqu'ils sont fréquemment associés à l'utilisation 
médicamenteuse. 
 
Les objectifs de cette thèse étaient de développer, valider, et comparer les 
performances de deux scores de comorbidité basés sur la délivrance de médicaments 
dans les banques de données administratives pour leur utilisation dans la population 
âgée vivant à domicile. Le premier score, nommé le "Geriatric Comorbidity Score" 
(GCS), vise à prédire le risque de décès tandis que le deuxième vise à prédire le 
risque d’institutionnalisation. D’autre part, cette thèse vise également à déterminer si 
l'inclusion de caractéristiques non rapportées dans les banques de données 
administratives (certaines caractéristiques socio-démographiques, troubles mentaux 
ou du sommeil), améliore la performance des scores de comorbidité basés sur le 
décès dans la population âgée. Des scores basés sur la délivrance de médicaments 
plutôt que sur les codes diagnostics (CIM-9) ont été développés car la validité de 
codes diagnostics présents dans les banques de données de la Régie de l’assurance 
maladie du Québec est parfois contestée [37]. Effectivement, lorsqu’un patient est 
vu par un médecin pour plusieurs diagnostics, un seul se retrouvera dans le fichier de 
réclamations.  De ce fait, certaines informations peuvent être manquantes et la 
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validité des diagnostics retrouvés dans la banque de données administratives est 
questionnable. Ce fait n’est pas unique aux banques de données de la RAMQ. 
Effectivement, il a été rapporté qu’il est fréquent que les codes diagnostics retrouvés 
dans les banques de données administratives soient erronés, manquants ou 
incorrectement codés [38, 39]. Il a été montré que l’information fournie à partir des 
codes CIM retrouvés dans les banques de données administratives sous-estime la 
prévalence réelle des maladies [40].   
 
Les principaux résultats de cette thèse sont présentés sous forme d’articles 
scientifiques lesquels ont été soumis pour publication. Le premier article porte sur le 
développement du Geriatric Comorbidity Score, un score de prédiction du décès, et 
la comparaison de sa performance avec les scores les plus fréquemment utilisés en 
pharmacoépidémiologie (le Chronic Disease Score et le Charlson Index). Le second 
article porte sur le développement d'un score d’institutionnalisation et la 
comparaison de sa performance avec le score de décès. Finalement, le troisième 
article porte sur l'amélioration de la performance d'un score de comorbidité induite 
par l'inclusion de variables socio-démographiques, troubles de santé mentale et du 
sommeil, qui sont non rapportées dans les banques de données administratives.  
 
Des résultats complémentaires qui ne figurent pas dans les articles soumis sont 
décrits dans la section Résultats de la thèse. Ces résultats portent sur la comparaison 
entre les facteurs de risque de décès et d'institutionnalisation, la validation de 
l’algorithme d’identification des cas de décès, l’évaluation des interactions, la 
comparaison du score de décès avec le score de Charlson ainsi que la validation du 
score d’institutionnalisation dans une cohorte de personnes âgées démentes. 
Finalement, les algorithmes de calcul des scores, inclus en annexe, sont disponibles 
pour utilisation par la communauté scientifique.  
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Chapitre 2 : Recension des écrits 
Cette recension des écrits se divise en deux sections : 1) revue méthodologique; et 2) 
revue clinique (facteurs de risque de décès et d’institutionnalisation).  
2.1 Revue méthodologique 
Trois classes de biais peuvent compromettre la validité des études 
observationnelles : les biais de sélection, les biais d’information et les biais de 
confusion. Dans le cadre de ces travaux, nous nous sommes intéressés au biais de 
confusion.  
2.1.1 Biais de confusion 
Un des défis les plus importants dans l’élaboration d’études observationnelles est le 
contrôle des variables potentiellement confondantes [41-43]. Sans contrôle adéquat, 
l’association retrouvée entre un traitement et un événement d’intérêt peut être 
biaisée par un facteur pronostic mal équilibré entre les différents groupes 
d’exposition [41]. Lorsque ces variables sont connues, plusieurs méthodes de 
contrôle existent : modèles multivariés, stratification et appariement et/ou score de 
propension. Par contre, le problème majeur survient lorsque ces variables sont 
inconnues ou non-mesurables. C’est entre autre le cas pour le statut de santé initial 
des patients qui entrent dans une étude. Ce dernier peut autant influencer le choix du 
traitement que le développement de l’événement d’intérêt. Ce biais est 
communément appelé le biais de prescription sélective (en anglais, "prescription 
channelling")[44]. Par définition, le biais de prescription sélective survient lorsque 
deux médicaments, avec indications similaires, sont prescrits à des groupes de 
patients différents dépendant de leur état de santé au moment de la prescription [45]. 
Ce phénomène est associé au fait que les produits ayant un mode d’action similaire 
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sont souvent mis en marché à des moments différents. De ce fait, les patients qui 
consomment les médicaments nouvellement lancés sur le marché sont 
habituellement ceux qui n’ont pas répondu au traitement mis en marché 
précédemment et donc, les patients sous le nouveau traitement ont des pronostics et 
comorbidités différents que les patients sous anciens traitements [44]. Par ailleurs, 
certains médecins sont plus réticents à prescrire de nouveaux produits aux patients 
fragilisés ou avec de nombreuses comorbidités. Cette limite est un problème 
important car les banques de données sont de plus en plus utilisées pour mener les 
études pharmacoépidémiologiques et qu’une des limite majeure de ces banques de 
données est l’absence de données cliniques ou d’indications. Seuls des codes 
diagnostics à validité variable ou l’utilisation de médicament sont rapportés. 
Plusieurs méthodes de contrôle des variables confondantes non-mesurées existent. 
Ces méthodes se divisent en deux catégories : (1) les méthodes nécessitant 
l’utilisation de données externes provenant d’un sous-échantillon telle que 
l’échantillonnage en deux phases (‘two stage sampling’) , la calibration du score de 
propension [46, 47], et les variables instrumentales et, (2) les méthodes de contrôle 
ne nécessitant pas l’utilisation de données externes dont le «Risk Disease Score», et 
les scores de comorbidité.  
Ces méthodes seront discutées ci-dessous. Dans le cadre de cette thèse, nous nous 
sommes particulièrement intéressés aux scores de comorbidité car ceux-ci sont 
fréquemment utilisés et simples d’utilisation. De plus, ils sont sujets à discussion, 
voire controverses, depuis quelques années. Il est cependant important de présenter 
les différentes méthodes de contrôle existantes car il a été montré qu’utiliser une 
seule méthode de contrôle des variables confondantes est souvent insuffisant pour 
permettre un ajustement adéquat du modèle [48]. En effet, il a été montré qu’il est 
très fréquent que des facteurs de confusion résiduels soient présents lorsque l’on 
utilise qu’une seule méthode de contrôle [48].  
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2.1.2 Méthodes de contrôle des biais de confusion 
Méthodes utilisant des variables non disponibles dans les banques 
de données administratives 
Méthode d’échantillonnage en deux phases (two-stage sampling) 
 La méthode d’échantillonnage en deux phases est une méthode qui permet 
de contrôler pour les variables confondantes non-mesurées. Cette méthode est 
souvent préférée à une étude de terrain complète, car qu’elle engendre moins de 
coûts. Le devis d’échantillonnage en deux phases est recommandé lorsque les 
données sur l’exposition primaire et l’événement d’intérêt sont disponibles pour 
l’ensemble de la cohorte (1ière phase d’échantillonnage) mais que l’information sur 
certaines variables potentiellement confondantes est manquante [29, 49]. Ce devis a 
été proposé en 1982 pour son utilisation en recherche épidémiologique [50, 51]. 
L’objectif de l’échantillonnage en deux étapes est de recueillir des données sur 
certaines variables confondantes d’un sous-échantillon de l’échantillon original et 
d’appliquer, de façon statistique, l’information recueillie sur l’échantillon original et 
ce, afin de diminuer le coût associé à la collecte de l’information pour tous les sujets 
[51, 52]. Plusieurs variations du devis en deux étapes ont été proposées [52-55]. 
Différentes méthodes existent afin de sélectionner les sujets pour l’étape 2. D’abord, 
il est possible d’utiliser la méthode de sélection aléatoire où les sujets sont 
sélectionnés aléatoirement à la phase 2 à partir de l’échantillon de la phase 1 sans 
regard au statut de la maladie ou de l’exposition. Lorsque le devis de cohorte est 
utilisé, il est recommandé de sélectionner aléatoirement des sujets dans chacun des 
groupes d’exposition tandis que dans le devis de cas-témoins, les sujets doivent être 
sélectionnés aléatoirement parmi les cas et les témoins. Cette approche mène à un 
estimé non biaisé du risque relatif [49]. La deuxième option de méthode est le devis 
balancé. Dans ce type de méthodologie, les sujets de la phase 2 sont sélectionnés 
selon leurs caractéristiques « maladie/exposition » afin d’avoir un nombre égal de 
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sujets dans chaque cellules des tables 2x2. Cette stratégie diminue la probabilité 
d’obtenir des cellules trop petites, qui seraient responsables d’une trop large 
variance, en forçant une surreprésentation d’individus qui appartiennent à des petits 
groupes. Il a été montré que cette méthode est la plus efficace [46]. Bien que la 
méthode d’échantillonnage en deux phases soit très efficace, les ressources et le 
temps nécessaires sont énormes. Effectivement, l’accès aux sujets peut s’avérer une 
tâche ardue et le recrutement pour la deuxième phase peut demander énormément de 
temps.  De plus, dû au fait qu’il peut être difficile de recruter les sujets pour la 
deuxième phase, cette méthode n’est pas recommandée lorsque l’événement 
d’intérêt est très rare, ce qui est fréquemment le cas dans les études 
pharmacoépidémiologiques. De ce fait, et sachant que des méthodes plus simples 
existent (ex : score de propension, variable instrumentale, etc), plusieurs études 
utilisent d’autres types de méthodes, de contrôle des variables confondantes non-
mesurées.  
Score de propension/calibration du score de propension/ « High-dimensional 
propensity score » 
Le score de propension a été développé en 1983 par Rosenbaum et Rubin 
[56] et est défini comme étant la probabilité conditionnelle d’exposition à un 
médicament compte tenu de certaines caractéristiques individuelles des sujets [56-
58]. Il représente la probabilité de recevoir un traitement plutôt qu’un autre et ce, en 
fonction des facteurs prédictifs associés au traitement. La valeur du score de 
propension peut varier entre 0 et 1. L’utilisation du score de propension comprend 
deux étapes : 1) l’étape de dérivation, c'est-à-dire l’étape du calcul du score et 2) 
l’étape d’ajustement dans les modèles, c'est-à-dire, l’application du score dans les 
modèles statistiques. Le score de propension est utilisé depuis plusieurs années afin 
de réduire les biais associés aux facteurs confondants dans les études 
observationnelles. L’utilisation du score de propension se base sur le fait que, dans 
les études cliniques randomisées, la randomisation à différents traitements permet de 
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diviser les sujets en deux groupes très similaires tandis que les groupes dans les 
études observationnelles peuvent différer sur la base de certaines caractéristiques. Le 
score de propension est normalement calculé à partir des données pertinentes 
disponibles des sujets en utilisant un modèle de régression multiple et en régressant 
les variables indépendantes sur l’exposition. Les individus avec un même score de 
propension estimé ont donc hypothétiquement la même probabilité d’être exposés au 
médicament d’intérêt et ce, nonobstant du développement de l’événement d’intérêt 
ou non. Une fois que le score de propension a été estimé, celui-ci peut être utilisé 
afin de contrôler pour les facteurs confondants dans une étude soit par l’appariement 
des sujets sur le score de propension ou par l’ajustement dans les modèles de 
régression multiples [58]. Toutefois, le score de propension traditionnel ne permet 
pas d’ajuster pour les variables confondantes inconnues. Ainsi, un score de 
propension qui n’inclut pas les variables confondantes non-mesurées comprend une 
erreur de mesure [59]. Afin de pallier à cette limite, la calibration du score de 
propension a été développée en 2005 [59]. La calibration du score de propension 
implique nécessairement une étude de validation et l’utilisation de données non-
mesurées dans les banques de données administratives. Ces données peuvent être 
obtenues à partir de deux types d’études de validation : interne ou externe. La 
validation interne se fait sur un sous échantillon de l’échantillon à l’étude, tandis que 
la validation à l’externe se fait sur un échantillon totalement distinct de l’échantillon 
étudié [60]. Suite à l’obtention des données externes, des méthodes d’imputation 
sont utilisées afin d’appliquer les résultats obtenus dans la deuxième phase 
d’échantillonage sur les sous-échantillons à l’échantillon total. L’obtention de 
données externes peut se faire selon les mêmes méthodes que l’échantillonnage à 
deux phases [60]. Une fois que l’imputation a été effectuée, il est donc possible de 
calculer le score de propension en tenant compte des nouvelles variables (obtenues 
dans la deuxième phase d’échantillonnage).  Cette méthode est de plus en plus 
utilisée pour ses nombreux avantages. Cependant, l’accès aux données non mesurées 
dans les banques de données administratives peut s’avérer difficile et rendre l’étude 
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longue et coûteuse. Les scores de propension permettent de réduire l’erreur 
potentielle mais ne l’élimine tout de même pas.  
Le score de propension « high-dimensional » repose sur l’utilisation d’un 
nombre élevé de variables pertinentes, classé selon leur prévalence, pour la création 
du score, ce qui permet d’obtenir un meilleur ajustement que lorsque moins de 
variables sont utilisées [61]. Bien qu’un grand nombre de variables doivent être 
incluses dans le score de propension pour qu’il soit efficace, l’identification de 
variables potentiellement intéressantes demeure exigeante. Le score de propension 
« high-dimensional » est un algorithme qui permet d’identifier un nombre élevé de 
covariables dans les banques de données administratives, puis d’éliminer celles qui 
ont une prévalence trop faible ou un effet trop léger sur le contrôle du biais de 
confusion [62]. Le «high-dimensional propensity score» est une nouvelle méthode 
de contrôle des variables confondantes qui est de plus en plus populaire [63]. 
Variables instrumentales 
Le biais de confusion relié aux variables non-mesurées peut aussi être 
contrôlé en partie par l’utilisation de variables instrumentales. Depuis quelques 
années, cette méthode est de plus en plus utilisée [64-67]. L’utilisation de variables 
instrumentales est une méthode en deux phases. Une variable instrumentale est 
définie comme étant une variable externe qui 1) influence le choix du traitement et 
2) affecte l’événement d’intérêt uniquement via sa relation avec l’exposition. Il est à 
noter que toute information en lien avec le choix du traitement que la variable 
instrumentale comprend doit être indépendante de l’événement d’intérêt final 
(FIGURE 1). La deuxième phase implique la modélisation d’équations incluant la 
variable instrumentale [64, 68]. En réalité, l’information contenue dans la variable 
instrumentale insérée dans le modèle permet de mimer l’effet de la randomisation au 
traitement. Une limite importante de cette méthode se rapporte à la difficulté de 
sélectionner une variable qui puisse être assez associée au choix de traitement pour 
être qualifiée comme variable instrumentale. Les variables instrumentales 
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fréquemment utilisées sont la région (reliée à l’accessibilité au service) ainsi que 
l’année de graduation du prescripteur (peut influencer le choix de molécule) [69]. 
Une autre variable fréquemment utilisée comme variable instrumentale est la 
préférence de prescription des médecins [70]. Cette variable est définie comme étant 
la dernière prescription d’un type particulier de médicament ayant été prescrite par le 
médecin à un patient. Cette variable est fréquemment utilisée car sachant que le 
médecin a prescrit ce type de médicament à son dernier patient, il est plus probable 
qu’il utilise le même médicament chez son patient suivant (pour traiter la même 
pathologie). À elle seule, la technique de la variable instrumentale réussit à bien 
contrôler le biais d’indication[71]. Cependant, il est à noter que le choix de la 
variable instrumentale est controversé. Effectivement, aucune des variables n’est 
parfaite et le choix de celle-ci peut influencer les résultats obtenus. Dans une étude 
menée par Ionescu-Innu et collègues, les auteurs ont testé l’impact du choix de la 
variable instrumentale, en en utilisant neuf différentes, sur les estimés obtenus. La 
différence entre les résultats obtenus était grande et les intervalles de confiances 
différaient énormément. Les auteurs ont donc conclu que le choix de la variable 
instrumentale devait se faire de manière réfléchie afin de sélectionner la variable la 
plus fortement associé à l’exposition [71].  La difficulté associée au choix de la 
variable instrumentale renforce donc la nécessité d’utiliser d’autres méthodes de 
contrôle des variables confondantes non-mesurée en association avec celle-ci.  
 
Figure 1: Schéma représentant la variable instrumentale 
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Méthodes utilisant des variables mesurées dans les banques de 
données administratives 
Disease Risk Score  
Le « disease risk score » a été développé initialement par Miettinen en 1976 
[72], afin de permettre de contrôler pour les variables confondantes en utilisant 
uniquement des analyses stratifiées, empêchant ainsi de procéder à des analyses de 
régression logistique compliquées et mal comprises à l’époque. La méthode du 
« disease risk score » est une méthode analogue au score de propension. Cependant, 
plutôt que d’estimer la probabilité associée au traitement, comme le fait le score de 
propension, le « disease risk score » estime la probabilité d’occurrence de la maladie 
conditionnellement au fait d’être non-exposé à un traitement. Le « disease risk 
score » est une méthode reconnue pour contrôler les biais de confusion, mais il 
permet uniquement de contrôler pour les variables mesurées.  
2.1.3 Scores de comorbidité 
Le score de comorbidité est la méthode de contrôle des variables 
confondantes non-mesurées qui nous intéressent dans le cadre de cette thèse. Le 
score de comorbidité est simple d’utilisation et ne nécessite pas l’utilisation de 
variables externes à l’étude [73]. Les scores de comorbidité ont été développés 
entres-autres pour leur utilisation dans les banques de données. Les scores de 
comorbidité validés sont utiles pour contrôler le biais de facteurs confondants non-
mesurés dans les études épidémiologiques [35, 74]. Schneeweiss et  collaborateurs 
soutiennent que l’utilisation de scores de comorbidité dans les études 
épidémiologiques présente deux avantages majeurs : 1) dans un modèle de 
régression multiple, il permet de diminuer considérablement le nombre de variables 
incluses dans le modèle et ainsi d’augmenter l’efficacité des analyses statistiques 
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comparativement à un modèle qui comprend toutes les comorbidités séparément; 
2) un score de comorbidité valide simplifie le processus de sélection de variables et 
permet une meilleure comparaison entre les différentes études [75]. Dans la section 
qui suit, les différents scores de comorbidité existants seront décrits et leurs 
avantages et limites seront discutés. Cette section de revue sera subdivisées en cinq 
principales sections : a) Méthodes d’évaluation des scores de comorbidité; b) scores 
basés sur les données cliniques; c) scores basés sur les diagnostics présents dans les 
banques de données administratives; d) scores basés sur l’utilisation de 
médicaments; e) comparaisons des performances de scores.  
Scores de comorbidité basés sur les données cliniques 
Les premiers scores développés ne l’étaient pas nécessairement pour leur 
utilisation dans les banques de données administratives; cependant les méthodes 
utilisées pour développer ces scores sont encore utilisées de nos jours. Un des plus 
importants scores développé et toujours utilisé est le score de Framingham. L’étude 
de Framingham a été l’une des premières études à identifier les facteurs de risques 
cardiovasculaires [76]. L’étude de Framingham a commencé en 1948 par le 
recrutement d’une cohorte de 5209 hommes et femmes âgés de 30 à 62 ans qui 
étaient résidents de la ville de Framingham dans le Massachussetts. Les sujets ne 
devaient pas avoir développé de symptômes se rapportant à une maladie 
cardiovasculaire et ne devaient pas avoir eu d’infarctus du myocarde ou d’accidents 
vasculaires cérébraux. À l’aide de cette cohorte, les auteurs ont créé divers scores 
permettant d’évaluer les profils de risques cardiovasculaires des patients. Les 
méthodes utilisées par cette équipe pour développer les différents scores sont celles 
choisies dans le cadre de cette thèse afin de développer les scores de décès et 
d’institutionnalisation. Bien que les différents scores développés par l’équipe de 
Framingham ont permis de répondre à plusieurs interrogations reliées aux maladies 
cardiovasculaires, ils ne permettent pas de contrôler pour le biais de prescription 
sélective dans les études pharmacoépidémiologiques menées à partir de banques de 
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données administratives et ce, pour deux raisons particulières : 1) le score se 
rapporte uniquement aux maladies cardiovasculaires, donc il n’englobe pas la santé 
globale des sujets et 2) il inclut des variables se rapportant aux données cliniques des 
patients, une information souvent non disponible dans les banques de données 
administratives.  
Scores de comorbidités basés sur les codes diagnostics 
The Cumulative Illness Rating Scale 
Le « Cumulative Illness Rating Scale » (CIRS) a été développé en 1968 par 
Linn et ses collègues [77]. Le CIRS a été une des premières tentatives d’estimation 
et de quantification du concept de comorbidité. Dans l’étude originale, l’échelle a été 
développée afin d’estimer le fardeau médical des patients ou la capacité de survie 
des personnes âgées. L’hypothèse sous-jacente au développement de cet outil était 
que le vieillissement biologique des personnes âgées était différent du vieillissement 
chronologique de celles-ci.  
Le CIRS est un index qui comprend plusieurs items regroupant au total 13 
domaines qui représentent 13 systèmes organiques indépendants. Chaque item peut 
être coté de 1 à 4 pour un total de 56 points. Un score de 0 à un item ne représente 
aucune dysfonction, tandis qu’un score de 4 représente la présence d’une maladie 
pouvant influencer la survie du patient. L’index est rapporté comme un score 
continu et est représenté par une distribution normale légèrement décalée à droite. 
Le score ne peut être utilisé dans les banques de données, car les informations 
nécessaires pour la construction de celui-ci n’y sont pas disponibles. Les dossiers 
médicaux des patients sont donc nécessaires pour le calcul du score. D’ailleurs le 
CIRS a été développé pour son utilisation par les médecins afin qu’ils puissent 
extraire les informations à partir des dossiers médicaux des patients.  
L’étude originale du CIRS a été basée sur l’extraction des données provenant 
de dossiers médicaux de 172 hommes qui avaient obtenu leur congé d’un hôpital 
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pour vétérans en 1964. L’objectif de l’étude était de déterminer si les patients âgés 
étaient plus résistants aux maladies que les moins âgés. Les auteurs ont comparés les 
taux de mortalité dans les différents groupes d’âge et ont trouvé que la mortalité était 
corrélée avec le score CIRS, mais pas avec l’âge. En 1992, Miller et collègues ont 
créé le CIRS-G pour une utilisation en gériatrie en se basant sur les items retrouvés 
dans le CIRS d’origine. Les items ajoutés ont été choisis à l’aide de la technique du 
« focus group ». Bien que ce score prédit bien le décès, il ne peut toujours pas être 
utilisé dans le cadre du contrôle du biais de « channelling » dans les banques de 
données administratives, car il se calcule à l’aide d’une évaluation médicale 
d’organe par organe [78].  
Étant donné que l’objectif des travaux présents est de développer et de 
comparer un outil utilisable dans les banques de données administratives du Québec, 
le CIRS ne peut répondre aux critères nécessaires pour son utilisation dans ce type 
de banques de données.  
Kaplan Feinstein Classification 
La classification des comorbidités de Kaplan Feinstein (KFC) a été publiée 
en 1974 [79]. Le KFC est une échelle ordinale dérivée de l’analyse de 12 systèmes 
du corps humain. Cet outil considère les maladies se rapportant au système 
cardiaque, nerveux central, respiratoire, rénal, hépatique, gastro-intestinal, vasculaire 
périphérique, locomoteur ainsi que les maladies comme l’hypertension artérielle, les 
tumeurs, l’alcoolisme et un groupe de maladies autres. Chaque item peut être coté de 
0 à 3 en utilisant différents critères. Cette échelle, comme celle du CIRS, représente 
une échelle de sévérité de la maladie et nécessite plusieurs informations afin 
d’attribuer des cotes aux patients.  
Le KFC a été développé en utilisant les données de 188 hommes 
nouvellement diagnostiqué de diabète mellitus. Une approche par jugement, c’est-à-
dire que le choix des items choisis se faisait à l’aide de consultations avec des 
spécialistes, a été utilisée pour développer l’outil. L’objectif spécifique de l’étude 
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était de montrer que la présence de comorbidité était une variable confondante 
cruciale dans les études et que cette variable était souvent omise des analyses 
statistiques. Les auteurs ont trouvé qu’une augmentation du score était associée avec 
une plus grande incidence de décès après le diagnostic du diabète. Lors de la 
création du KFC, le diabète était la maladie d’intérêt et n’était donc pas incluse dans 
l’échelle, car tous les patients en souffraient. Lors d’études subséquentes, le diabète 
a été ajouté à l’index pour les études ne portant pas sur les patients diabétiques. Cette 
échelle n’est pas adéquate pour le contrôle de variables confondantes pour les études 
dans la population âgée pour plusieurs raisons. Tout d’abord, cet outil a été 
développé dans une population très spécifique, soit les hommes diabétiques. De ce 
fait, les performances de l’outil pourraient varier grandement dans une population 
générale constituée d’hommes et femmes pas nécessairement diabétiques. De plus, 
l’outil a été développé dans une population adulte et donc, ces performances sont 
discutables dans la population âgée sachant que les caractéristiques associées à la 
santé de celle-ci sont très différentes de la population générale. Finalement, plusieurs 
informations sont nécessaires et sont non-disponibles dans les banques de données 
administratives.  
Index of Coexistent Diseases 
L’« Index of Coexistent Diseases » (ICED) a été développé en 1988 et une 
formule améliorée a été publié par Greenfield et collaborateurs en 1991 [80]. 
L’objectif de l’étude était de développer une échelle qui refléterait l’augmentation 
du risque de décès et de l’utilisation des ressources. Les maladies co-existantes ont 
été définies comme étant des maladies autres que la maladie d’intérêt principale pour 
lesquelles le patient était hospitalisé et qui peuvent affecter la survenue de 
l’événement d’intérêt pendant la période d’observation. L’index prend en compte la 
sévérité des maladies concomitantes. La sévérité a été définie comme étant un 
concept qui reflète la probabilité de subir des complications qui augmenteraient les 
risques d’utiliser des ressources de santé ou les risque de décéder. L’ICED est une 
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combinaison de deux échelles : l’ « Individual Disease Scale » (IDS) et la « 
Functional Severity Scale (FSS) ». L’IDS comprend 14 items avec une échelle de 
sévérité à cinq niveaux soit de 0 à 4 pour chacun des items. Le score total de l’IDS 
peut donc varier de 0 à 56.  Les niveaux de sévérité pour chacun des itemps sont 
définis comme suit : 0- aucune maladie co-existante; 1- maladie asymptomatique; 2- 
maladie requérant un traitement avec symptôme léger; 3- maladie modérée à sévère 
et non-contrôlée par un traitement; 4- maladie sévère incontrôlée. Chaque item est 
défini explicitement à l’intérieur de chaque domaine. L’échelle de statut fonctionnel 
comprend 12 items (circulation, respiration, troubles neurologiques, statut de santé 
mentale, troubles urinaires, fécaux, problèmes de vision, d’ouïe, de la parole, 
alimentation, troubles de démarche et troubles moteurs) chacun coté entre 0 et 2. Les 
scores des deux échelles sont ensuite jumelés pour créer une dernière échelle, de 1 à 
4, qui reflète le niveau de maladies co-existantes. Bien que l’ICED présente une très 
bonne validité, elle comprend de nombreux désavantages. D’abord, l’ICED n’est pas 
publiée (littérature grise) et elle est inutilisable dans le cadre d’une banque de 
données où l’information sur la sévérité des maladies est absente. De plus, des 
informations sur les symptômes et les résultats des tests de laboratoire sont 
nécessaires. Aussi, cette l’ICED est très complexe et demande beaucoup de 
ressources. Cependant, un avantage de l’ICED est que les événements d’intérêt 
considérés ne sont pas uniquement le décès. L’ICED a été construit afin de prédire 
les complications, les durées d’hospitalisation, les coûts de soins de santé ainsi que 
la mortalité. Cet index a été validé à plusieurs reprises. Les auteurs ayant développés 
cette échelle ont été les premiers à souligner qu’il était important pouvoir prédire des 
événements autres que le décès.  
Charlson Comorbidity Index 
Un score de comorbidité souvent utilisé dans les études utilisant des données 
provenant des banques de données administratives et qui a été adapté à plusieurs 
reprises est le « Charlson Comorbidity Index (CCI) » [31]. Cet index est le plus 
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utilisé pour contrôler le biais de prescription sélective. L’index de Charlson 
comprend 19 conditions choisies par des groupes d’experts. Il inclut le sida, les 
maladies cérébrovasculaires, les maladies pulmonaires chroniques, l’insuffisance 
cardiaque, les maladies des tissus connectifs, la démence, l’hémiplégie, la leucémie, 
les lymphomes malins, les infarctus du myocarde, les maladies vasculaires 
périphériques, les ulcères, le diabète, les maladies hépatiques, les maladies rénales 
ainsi que les tumeurs malignes. L’importance accordée à chaque maladie permet 
d’obtenir un score entre 0 et 31. L’index de comorbidité de Charlson a tout d’abord 
été développé dans le but d’expliquer la survie chez des patients inclus dans une 
étude longitudinale. L’index a été développé à partir de la revue des dossiers 
médicaux de 604 patients hospitalisés pendant un mois [31]. Les poids ont été 
calculés à partir des ratios de cote obtenus par les modèles de survie. Si le ratio était 
inférieur à 1,2, un poids de 0 était attribué pour cette maladie, si le ratio se situait 
entre 1,2 et 1,5, un poids de 1 était attribué, un ratio entre 1,5 et 2,5 donnait un poids 
de 2 et un ratio entre 2,5 et 3,5 donnait un poids de 3 et ainsi de suite. Dans cette 
étude, les performances de l’index ont d’abord été comparées à celles de l’unique 
outil existant et comparable à cette époque, l’échelle de Kaplan et Feinstein. La 
population à l’étude pour le développement du score comprenait tous les patients 
admis à l’hôpital du New York Hospital-Cornell Medical Center pendant un mois en 
1984. Les patients ont été suivis sur une période d’un an. Les pathologies les plus 
fréquentes ont été caractérisées selon leur degré de sévérité. Une condition médicale 
co-existante était considérée uniquement si elle différait de la raison d’admission des 
patients. Par exemple, si un patient était admis pour une pneumonie, ce diagnostic 
était retiré du score. Les conditions médicales non communes, comme par exemple 
la sclérose en plaques, n’étaient pas incluses non plus dans le calcul du score. Le 
score a été développé pour son utilisation dans la population générale et n’est donc 
pas spécifique à la population âgée. À partir du taux de mortalité observé sur la 
période d’un an de cette étude, un index de maladies chroniques pondéré a été créé. 
La prévalence de mortalité était de 12% chez les patients ayant obtenu un score de 0, 
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de 26% chez ceux ayant obtenu un score de 1 ou 2, de 53% chez ceux ayant 
obtenu un score de 3 ou 4 et de 85% chez ceux ayant obtenu un score de 5 ou plus. 
L’index a été validé en 1987 dans une cohorte de 685 patients souffrant de cancer du 
sein. Ce groupe de patients présentait une comorbidité beaucoup plus faible. 
Seulement 14 % de l’échantillon a obtenu un score supérieur à 0. Les seuls 
prédicteurs significatifs pour les décès non associés au cancer étaient l’âge et les 
maladies concomitantes. Le risque relatif de décéder est de 2.4 pour chaque 
augmentation de point du score de comorbidité et de 2.3 pour chaque décennie 
d’âge. Charlson et ses collègues ont donc modifié l’échelle afin d’y inclure une 
pondération pour l’âge [81]. Ainsi, chaque décennie d’âge à partir de 40 ans ajoutait 
1 point au score total. Ce nouveau score a donc été validé dans une cohorte de 218 
patients post-opératoires suivis sur une période de cinq ans. L’index de comorbidité 
de Charlson présentait une augmentation du risque relatif de 1,4 pour chaque 
augmentation d’un point sur le score; le nouveau score quant à lui présente une 
augmentation du risque relatif de 1,45 pour chaque augmentation du score d’un 
point. Encore aujourd’hui, le score de Charlson est fréquemment utilisé et ses 
performances seront discutées dans la section 2.4.  
Deyo Score 
En 1992, Deyo et ses collègues ont assigné des codes CIM-9-MC à chacun des 19 
diagnostics présents dans le score de Charlson [82]. En fait, les auteurs de cette 
étude ont ajouté la modification clinique des codes CIM-9. La CIM-9-MC est une 
modification clinique de la CIM-9 originale publiée par le gouvernement américain 
pour la codification de la morbidité aux États-Unis. La modification clinique permet 
de dresser un meilleur portrait des patients. Les codes sont donc plus précis. Les 
trois premiers chiffres retrouvés dans la CIM-9-MC sont identiques à ceux de la 
CIM-9 originale[83]. Les auteurs de cette étude ont montré que l’adaptation de 
l’index était associée avec une augmentation du risque de chirurgie de la colonne 
vertébrale. Cependant, une des limite importante du Deyo Score est qu’il n’est pas 
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utilisable dans toutes les banques de données administratives, entres-autres, celles 
du Québec  car les codes de modification clinique ne se retrouvent pas dans celles-
ci. 
Dartmouth-Manitoba Method  
La méthode Dartmouth-Manitoba a été développée par Roos et ses collègues 
et était la première adaptation de l’index de Charlson pour son utilisation dans les 
banques de données [84]. Le score est basé sur les codes diagnostics de la 9
ième
 
Classification internationale des maladies (CIM-9). Il inclut plus de pathologies que 
celles incluses dans le score de Charlson original. Conséquemment, la sensibilité du 
score DM-CI est supérieure à celle du Charlson [75]. Les auteurs ont publié 
ultérieurement une version améliorée du « Dartmouth-Manitoba Score » à laquelle 
ils ont ajouté la coagulopathie, les troubles neurologies, l’hypertension, l’arrythmie, 
la pneumonie et la malnutrition comme maladies potentielles. La performance 
prédictive des modèles s’est grandement améliorée suite à ces insertions [85]. Dès 
lors, les auteurs ont montré que le poids attribué à chacune des maladies devait être 
ré-estimé dans certaines populations et ce, dépendant de l’événement d’intérêt 
choisi. Effectivement, les auteurs croient que les poids attribués dans cette 
population ne sont pas représentatifs de ceux qui pourraient être calculé dans une 
population plus ou moins malades ayant des caractéristiques de santé différentes. 
Cependant, il est rare que les pondérations soient recalculées, car cette technique 
peut être longue et ardue. Par ailleurs, en 2006, le DM-CI a été modifié afin d’y 
inclure les codes CIM-10.  
D’Hoore Score 
Le D’Hoore Score a été développé afin de combler deux lacunes principales 
des scores basés sur les codes CIM-9 qui avaient été développés précédemment : 1) 
il est connu que très peu de médecins utilisent les codes comprenant la modification 
clinique du CIM-9 et 2) la validité des codes incluant la modification clinique peut 
être questionnable [86]. Le score de d’Hoore est un score de Charlson pour lequel 
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seulement les trois premiers chiffres du CIM-9 sont utilisés, c’est-à-dire, 
seulement le CIM-9 n’incluant pas la modification clinique [86]. En utilisant les 
banques de données Québécoises Med-Echo, les auteurs ont montré que le score 
d’Hoore est performant. Leur étude incluait 940 patients admis pour un diagnostic 
principal de maladie cardiaque ischémique [87]. Les performances de ce score sont 
très élevées (c-statistique 0,75). Cependant bien que ce score soit beaucoup plus 
facile d’utilisation que les autres scores et qu’il présente de bonnes performances, 
celles-ci n’ont pas été documentées dans d’autres populations, par exemple, la 
population âgée. 
Ghali Score 
Cet indice de comorbidité vise à prédire la mortalité hospitalière chez des 
patients ayant subi une chirurgie coronaire. Afin de développer leur score, les 
auteurs ont utilisé les codes choisis par Deyo et al. [88]. Les auteurs du « Ghali score 
» ont attribué de nouveaux poids à chaque code diagnostic. La méthode choisie pour 
déterminer les poids était une régression logistique multiple pas à pas. L’approche 
utilisée était similaire à celle utilisée par Charlson et al. [31] excepté qu’ils ont 
utilisé un modèle de régression logistique plutôt qu’un modèle de survie. Les poids 
accordés ont été déterminés à partir de la méthode utilisée par Charlson et al.,[31]. 
Cette méthode d’attribution des poids demeure questionnable sachant qu’elle n’a pas 
été validée. D’ailleurs, dans leur article, les auteurs présentent un tableau montrant la 
c-statistique associée à l’utilisation du modèle pondéré versus l’utilisation des 
coefficients obtenus lors de la régression et les résultats montrent que la c-statistique 
provenant du modèle de régression est plus élevée (statistiquement différente) que la 
c-statistique provenant du modèle de pointage. Ceci représente une limite importante 
de cet outil sachant que les performances auraient plutôt dues être similaires car les 
poids auraient dû être attribués à partir des résultats obtenus dans le modèle de 
régression logistique. Aussi, cette étude comprend les même limites que les scores 
développés précédemment et ne présente aucune nouvelle méthodologie de 
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développement. L’outil est très spécifique à une population particulière, soit les 
patients ayant subi des opérations coronaires.  
Acute Physiology and Chronic Health Evaluation (APACHE)  
L’APACHE a été développé en 1983 par Wagner et al. afin de permettre le 
balancement des groupes à leur entrée dans une étude épidémiologique et ainsi, 
d’augmenter la crédibilité des études cas-témoins [89]. Les données ont été 
recueillies pour 2012 patients hospitalisés en unité de soins intensifs au George 
Washington University Medical Center. Seuls les patients n’ayant pas subi de 
chirurgie ont été inclus dans l’étude afin de limiter l’effet associé à la chirurgie. Les 
données détaillées sur la sévérité des maladies, les thérapies, les diagnostics à 
l’admission, l’historique pré-admission, les données démographiques ainsi que les 
informations sur le développement de l’événement d’intérêt ont été recueillies. Le 
score APACHE comprend deux composantes principales : 1) une mesure de sévérité 
des maladies chez des patients hospitalisés calculée à partir des données 
physiologiques et 2) un système de classification du statut de santé des patients 
avant leur admission à l’hôpital. La première composante consiste en une sommation 
de 33 mesures physiologiques pondérées, informations obtenues à partir des dossiers 
médicaux des patients. Un poids se situant entre 0 et 4 est assigné à chacune des 
mesures physiologiques et permet donc de refléter l’état réel d’un patient. Les 33 
mesures physiologiques reflètent le degré de sévérité des maladies possibles pour 
sept systèmes vitaux : neurologique, cardiovasculaire, respiratoire, gastro-intestinal, 
rénal, métabolique et hématologique [89]. Une limite de ce score est que les 33 
mesures ne sont pas toujours disponibles dans les dossiers médicaux. Dans ce cas, 
les auteurs considèrent que la mesure n’est donc pas visée et lui attribue donc un 
score de 0. La seconde composante du score est un système de classification des 
maladies chroniques à l’admission. Quatre catégories sont possibles : 1) bonne santé, 
2) limitations faibles à modérées; 3) limitations sérieuses; 4) restrictions sévères. 
Pour attribuer un score, un évaluateur doit réviser les dossiers médicaux des patients 
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et répondre à dix questions à choix multiples qui mèneront à l’une des 
circonstances citées ci-haut. La majorité des items mesurés dans les questions à 
choix multiples proviennent d’études précédentes sur le statut de santé des patients 
[90, 91]. Les quatre catégories ont été créées afin d’obtenir une évaluation générale 
du statut de maladies chroniques des patients six mois avant leur admission en unité 
de soins intensifs. Ce statut est directement relié à la survie hospitalière avec 
approximativement une augmentation du risque de décès de 4 fois chez les patients 
de type D comparativement aux patients de type A [89]. Bien que le score APACHE 
présente de bonnes performances, il a été développé pour une utilisation en clinique. 
Son utilisation est donc impossible dans le cadre d’études utilisant des données 
provenant des banques de données administratives.  
Elixhauser Score 
Le score de Elixhauser a été développé en 1998 [92] afin de corriger certaines 
lacunes provenant des scores dérivés de l’index de Charlson. L’objectif de cette 
étude était donc de développer une mesure de comorbidité améliorée pour son 
utilisation dans les banques de données d’hospitalisation. Les auteurs statuaient qu’il 
n’y avait pas d’évidence que l’information retrouvée dans le score de Charlson était 
complète sachant que le score incluait uniquement des conditions présentes dans une 
population définie soit celles des patients souffrant de cancer. Les événements à 
prédire étaient la mortalité à l’hôpital ainsi que la durée du séjour. Les auteurs ont 
montré que cinq concepts étaient importants pour définir le fardeau de santé d’un 
patient : 1) la raison principale d’hospitalisation (reflétée par le diagnostic à 
l’admission); 2) la sévérité du diagnostic; 3) les complications associées au 
diagnostic; 4) les comorbidités non-importantes ou tout autres conditions présentes 
au moment de l’admission qui peuvent influencer les soins accordés; et 5) des 
comorbidités importantes présentes à l’admission du patient qui ne sont pas 
associées directement au diagnostic principal ou à la cause d’hospitalisation. 
Cependant, celles-ci doivent augmenter la probabilité d’avoir une conséquence 
finale. Selon les auteurs, le seul critère à considérer pour le développement d’un 
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score de comorbidité est le critère n
o
5. Afin de qualifier les diagnostics 
secondaires reliés ou non au diagnostic principal, les auteurs ont utilisé la 
classification selon le « Diagnostic Related Group (DRG) »[93]. Lors du 
développement de l’outil, 41 comorbidités ont été identifiées à l’aide d’une revue de 
la littérature [31, 84, 94-99]. Les comorbidités présentant des fréquences trop faibles 
ou non associées statistiquement à une ou l’autre des événements d’intérêts choisis 
ont été exclues. Une force de l’étude est qu’ils ont testé l’hétérogénéité entre les 
comorbidités et lorsque celle-ci était très élevée, les diagnostics ont été fractionnés. 
La liste finale inclut 30 comorbidités déterminées à partir des codes ICD-CM. Le 
score a été validé à l’aide un échantillon de 1 779 167 patients ayant été hospitalisés 
en 1992 et ayant reçu un congé de l’hôpital. Bien que cet outil comprenne de 
nombreux avantages, ces limites tendent à surpasser ceux-ci. Par exemple, 
l’utilisation de ce score à partir de l’information retrouvée dans les banques de 
données de la Régie de l’assurance maladie du Québec est assez difficile. En effet, 
seulement 1 code diagnostic est présent pour chacune des visites médicales et ce 
code ne représente donc pas une comorbidité selon la définition ci-dessus. Les 
banques de données MED-ECHO (banques de données hospitalières du Québec) 
sont donc nécessaires, car on se doit d’avoir accès à plusieurs diagnostics. Bien que 
dans la banque de données MED-ECHO une liste de 15 diagnostics est disponible 
pour chaque jour d’hospitalisation, il est impossible de déterminer quel est le 
diagnostic principal et quels sont les diagnostics secondaires. De ce fait, l’utilisation 
de ce score dans ce type de banques de donnée peut mener à un biais d’information 
important. De plus, cet outil sert à évaluer le risque de décès hospitalier et non le 
risque de décès dans la population générale. Aussi, dû à la faible prévalence de 
certains diagnostics, les auteurs ont choisis d’exclure ceux-ci du score. De ce fait, la 
généralisation à différents types de population devient plus difficile. C’est entre 
autres le cas pour la population de personnes âgées, car bien que certaines maladies 
ne soient pas prévalentes chez les plus jeunes, elles le sont chez les plus âgés. 
Finalement, bien que les auteurs ont effectué un travail important au niveau du choix 
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des comorbidités à inclure dans le modèle, ils ont choisi de ne pas attribuer de 
poids à chacune des maladies, c’est-à-dire que chacune des maladies compte de 
façon similaire, et donc ceci diminue la performance du score. Dû à toutes ces 
limites, l’Elixhauser n’est pas le choix optimal d’outil pour contrôler le biais de 
prescription sélective dans les études épidémiologiques portant sur la population 
âgée au Québec.  
Geriatric Index of Comorbidity 
Le « Geriatric Index of Comorbidity » est le premier outil développé 
spécifiquement pour son utilisation dans la population âgée [100]. L’objectif de cet 
index était d’adapter à la population âgée un indice de sévérité des maladies 
développé précédemment dans une population adulte : le « Greenfield’s Individual 
Disease Severity ». La validation de cet outil a été faite auprès de 576 personnes 
âgées admises pour une première fois dans une unité d’évaluation et de réhabilitation 
gériatrique. Les maladies incluses dans cet outil sont celles qui ont été identifiées par 
Greenfield et collaborateurs[101]comme étant les 15 plus fréquentes chez les 
patients hospitalisés. L’outil développé subdivise ensuite les patients en quatre 
classes : 1) patients avec au moins une maladie identifiée et qui obtiennent un score 
de sévérité de 1 selon l’échelle de Greenfield; 2) patients avec une condition ou plus 
qui obtiennent un score de sévérité de 2 et ainsi de suite. Cet outil montre de très 
bonnes performances. Cependant, comme tous les outils qui évaluent la sévérité des 
symptômes, beaucoup de données cliniques sont nécessaires pour son utilisation et 
donc, cet outil est inutilisable à partir de l’information retrouvée dans les banques de 
données administratives québécoises.  
Scores de comorbidité basés sur la délivrance de médicaments 
Plusieurs scores de comorbidité basés sur la délivrance de médicaments ont été 
publiés dans la littérature. La revue de littérature a montré qu’un seul score avait été 
développé pour prédire le décès tandis que les autres l’ont été pour prédire les coûts 
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de santé. Dans les prochaines lignes, le score de décès sera présenté et ainsi que 
deux scores prédisant les coûts de santé. Nous avons choisi de présenter ces deux 
scores bien que leur événement d’intérêt ne soit pas considéré dans notre étude, car 
la méthodologie utilisée pour les développer est de grande qualité et mérite une 
attention particulière. De plus, les scores développés dans notre étude seront basés 
sur la délivrance de médicaments car il est connu que les codes diagnostics sont 
parfois non valides et ceci peut influencer la performance d’un score [102]  
Von Korff’s Chronic Disease Score 
Le «Chronic Disease Score» (CDS) est une méthode de pointage qui permet 
de mesurer les risques de décéder dans l’année qui vient [30]. Le CDS a été 
développé à partir de la méthode du « focus group ». Les conditions qui ont été 
choisies pour être incluses dans le score étaient des conditions chroniques 
importantes. Les poids attribués à chacune des conditions identifiées ont été assignés 
par un groupe d’experts. Les quatre objectifs recherchés par Von Korff et al. étaient : 
1) le score devait augmenter en fonction du nombre de maladies chroniques; 2) Le 
score devait augmenter en fonction de la complexité du traitement médicamenteux, 
3) les maladies graves devaient présenter un score plus élevé que les maladies 
bénignes; 4) seuls les médicaments qui visent des maladies doivent présenter un 
score, c'est-à-dire que les médicaments servant à traiter les symptômes (ex : sédatifs, 
anti-inflammatoires) sont exclus du calcul du score. Le calcul du score était basé sur 
l’occurrence d’une délivrance d’un médicament. Les auteurs ne voulaient pas que 
l’adhérence au médicament influence le score et c’est une des raisons pourquoi ils 
ont exclus les médicaments portant sur le contrôle des symptômes de certaines 
maladies. .  
Le CDS a été développé à partir de données provenant du « Group Health 
Cooperative Sound » (GHC) en 1985. Le GHC est un « Health Maintenance 
Organization » qui possède une banque de données pharmaceutiques. Le GHC est 
une organisation qui fournit des soins de santé à environ 370 000 américains soit 
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environ 13% de la population de Seattle en 1992 au moment de l’étude [103]. 
Treize pourcents des bénéficiaires étaient des personnes âgées de 65 ans et plus et 
aucun n’étaient des bénéficiaires de Medicare ou de Medicaid. La concordance entre 
les données provenant de ces banques et celles des dossiers médicaux se situait entre 
89% et 100% [103]. Aussi, les données provenant de ces banques étaient très 
similaires aux données canadiennes sachant qu’aucune restriction n’était posée quant 
au remboursement des médicaments [104]. 
Lors de la validation du score, celui-ci était corrélé avec les visites médicales 
et l’âge, mais pas avec le sexe des patients [30]. Il a été noté que certains sujets avec 
un score élevé au CDS (>4) n’avaient pas eu de visite médicale au cours de l’année 
précédente. Ce résultat suggérait donc que ces patients avaient un statut de santé 
précaire, mais stable. Le CDS a aussi montré une validité de critère faible lorsqu’on 
comparait le score obtenu au CDS avec les résultats du Medical Outcomes Study 
Short Form 36 [105, 106]. Le score obtenu au CDS n’était pas non plus corrélé avec 
la dépression, l’anxiété, le statut de santé auto-rapporté ou la présence de douleurs 
chroniques. Dans un modèle de régression logistique, le CDS prédisait très bien 
l’hospitalisation avec un ratio de cote de 5,02 pour un score de 7 versus un score de 
0 et le décès avec un ratio de cote de 9,84 pour un score de 7 versus 0. Lorsque les 
auteurs ont tenté de contrôler pour le nombre de visites médicales au cours de 
l’année précédente, aucun changement significatif n’a été rapporté. Finalement, lors 
de son développement, le CDS a démontré une bonne validité de construit et validité 
prédictive. Le CDS est un des outils existants les plus controversés. Effectivement, 
comme il sera démontré dans la section 2.4, les performances du CDS sont 
discutables dépendant de la population à l’étude. De plus, le CDS n’a jamais 
vraiment été mis à jour et est donc devenu désuet sachant qu’il y a beaucoup 
d’évolution dans les maladies et les traitements médicamenteux avec le temps. Il est 
vrai qu’il est toujours possible d’ajouter les nouveaux traitements existants aux 
catégories déjà existantes dans le CDS, mais ceci n’empêcherait pas que certaines 
maladies incluses dans le CDS (exemple : la goutte) sont maintenant très peu 
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prévalentes comparativement au moment où le CDS a été développé. De plus, à 
l’inverse, depuis 1992, certaines maladies sont devenues beaucoup plus prévalentes 
et préoccupantes et mériteraient catégorie supplémentaires. Aussi, le CDS ne tient 
pas compte des traitements donnés pour contrôler les symptômes (ex : 
antidépresseurs, benzodiazépines). Cependant, à ce jour, la dépression, l’anxiété 
ainsi que d’autres maladies que l’on traite les symptômes sont devenus un fardeau 
important et devraient être considérées dans des index servant à contrôler l’état de 
santé initial des patients qui entrent dans une étude. Malgré tout, le CDS est 
fréquemment utilisé dans les études sur banques de données administratives, car les 
données sur les délivrances de médicaments sont souvent plus valides que les 
données sur les diagnostics [37]. C’est entre-autre le cas pour les banques de 
données québécoises.  
Medicaid RxModel  
Le Medicaid RxModel (MRM), développé en 2001 par Gilmer et 
collaborateurs est un outil de prédiction des coûts de soins de santé basé sur les 
prescriptions médicamenteuses (classe AHFS) et se veut une restructuration du « 
Von Korff’s Chronic Disease Score » [107]. L’étude de validation de l’outil a été 
réalisée auprès des bénéficiaires de Medicaid pour les états de la Californie, du 
Colorado, de la Géorgie ainsi que du Tennessee. Ces sujets devaient être 
bénéficiaires de la Sécurité Sociale du Revenu ou de l’assistance temporaire aux 
familles en besoin. Les auteurs ont de prime abord utilisé le CDS et le CDS 
pédiatrique (non discuté dans le cadre de cette thèse, car non pertinent pour la 
population âgée) comme structure de base pour leur modèle de prédiction. Par la 
suite, une revue pharmacologique et une évaluation empirique des médicaments 
utilisés par des sujets a été faite. La revue pharmacologique concernait la lecture des 
monographies de produits qui étaient déjà inclus dans le CDS. L’évaluation 
empirique a été faite sur 362 370 personnes avec incapacités et 1,5 millions de 
bénéficiaires sous sécurité sociale ou assistance temporaire. Cette étape servait à 
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identifier d’autres médicaments susceptibles de prédire des coûts de santé futurs. 
Le modèle de prédiction final comprenait près de 49 classes de médicaments dont 
plusieurs ne sont pas prescrits pour des maladies chroniques (ex : médicaments pour 
la nausée). Certaines limites à cet outil sont à souligner. Par exemple, le modèle a été 
développé dans une population mixte qui comprenait des enfants et des adultes. Les 
facteurs de risques d’augmentation de coûts peuvent être différents dans deux 
populations aussi hétérogènes. Aussi, dans le cadre des objectifs de notre étude, ce 
score n’était pas adéquat sachant qu’aucune personne âgée n’y avait été incluse et 
que le score n’a pas été validé dans cette population non plus. D’autre part, les 
facteurs associés à l’augmentation des coûts de santé peuvent être très différents des 
facteurs associés au décès ou à l’institutionnalisation et ne représentent pas 
nécessairement l’état de santé initial des patients. Pour toutes ces raisons, ce score ne 
peut pas être un comparateur de ce que l’on cherche à développer, d’autant plus qu’il 
n’a pas été développé pour contrôler le biais de prescription sélective. Par contre, ce 
score méritait notre attention car c’est un des seuls qui a été développé à partir de la 
consommation médicamenteuse, méthode que l’on souhaitait utiliser dans le cadre 
du développement de nos scores.  
RxRisk Model 
Le RxRisk Model (RRM) est un autre outil développé afin d’évaluer les 
coûts de soins de santé [108]. Le point de départ pour le développement de cet outil 
est le CDS et le CDS pédiatrique. Les raisons qui ont poussé les auteurs à 
développer un nouvel outil sont multiples. Tout d’abord, les auteurs soutiennent que 
le CDS a été développé exclusivement pour la population adulte. Dans leur cas, ils 
cherchaient à développer un outil utile dans la population pédiatrique. Cette raison 
est pertinente sachant qu’elle est aussi ce qui a poussé notre équipe à développer un 
nouvel outil, qui lui, serait validé dans une population de personnes âgées. Dans un 
second temps, les auteurs soutiennent que le CDS comprend plusieurs catégories 
inappropriées pour un modèle utilisé pour prédire les coûts de santé. Dans notre cas, 
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certaines catégories du CDS ne sont pas appropriées pour prédire le décès ou 
l’institutionnalisation. Par ailleurs, les auteurs soutiennent qu’étant donné le fait que 
le CDS a été développé à partir des données du « Group Health Cooperative of 
Puget sound », ce score est moins valide, car les pratiques médicales seraient 
différentes des pratiques médicales courantes. Pour toutes ces raisons, les auteurs ont 
choisi de développer un nouveau score. La méthodologie utilisée pour développer 
cet outil est similaire à celle utilisée pour développer le Medicaid RxModel et est de 
grande qualité. Cependant, cet outil ne peut pas être utilisé pour prédire d’autres 
événements que les coûts de soins de santé et il a été développé dans une population 
pédiatrique et adulte donc, il est inutilisable dans une population âgée. Certaines des 
méthodes utilisées pour développer nos scores sont similaires à celles-ci. 
2.1.4 Méthode d’évaluation des scores 
En l’absence d’une mesure étalon pour la ‘comorbidité réelle’, la 
construction et l’évaluation d’un score de comorbidité sont complexes [73]. 
L’évaluation des scores dans la littérature se fait habituellement en évaluant la 
performance de ceux-ci, c'est-à-dire, en évaluant leur capacité à prédire l’événement 
d’intérêt. La performance des scores s’évalue normalement dans une cohorte de 
validation et non la cohorte de construction du score. La performance des scores de 
comorbidité est fréquemment évaluée à l’aide de la c-statistique, ainsi que des 
statistiques associée à la spécificité et à la sensibilité des outils. La c-statistique 
fournit de l’information sur la capacité du score à discriminer les patients qui ont 
réellement l’événement d’intérêt de ceux qui ne l’ont pas [109]. La c-statistique se 
rapporte à la performance prédictive d’un score [110]. Elle peut être utilisée lorsque 
l’événement d’intérêt est binaire et sa valeur représente la proportion de paires de 
patients (1 cas et 1 témoins) pour laquelle le patient qui développe l’événement 
d’intérêt (cas) a un score calculé prédit plus élevé que le patient qui ne développe 
pas l’événement d’intérêt (témoins). La c-statistique varie habituellement entre 0.5 et 
1.0. Une c-statistique de 0.5 indique que le score ne discrimine pas du tout entre les 
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cas et les témoins tandis qu’une statistique qui s’approche de 1.0 indique que le 
score discrimine parfaitement [111]. Une c-statistique entre 0.7 et 0.8 est 
généralement considérée comme acceptable tandis qu’une c-statistique entre 0.8 et 
0.9 est considérée comme excellente [111]. Une comparaison des différentes courbes 
ROC, obtenues à partir des statistiques de sensibilité et spécificité du score, et des c-
statistique obtenues pour les différents scores, permettent de discriminer entre les 
différents outils. D’autres outils auraient pu être utilisés pour évaluer la performance 
des scores. C’est le cas entres-autres du score de Brier ou du coefficient de 
détermination (R
2
). Cependant, ces méthodes statistiques ne sont pas utilisées dans 
les autres études et donc, l’utilisation de ces méthodes ne nous auraient pas permis 
de comparer avec ce qui se fait dans la littérature.  
2.1.5 Comparaisons des différents scores  
Plusieurs études ont tenté d’évaluer les performances des scores existants et 
ce, dans diverses cohortes de patients possédant des caractéristiques différentes. Le 
score le plus souvent comparé à d’autres est le « Charlson Score ». Les deux scores 
les plus souvent utilisés dans les banques de données canadiennes et québécoises 
sont le score de Charlson (et ses dérivés) et le « Chronic Disease Score ». Ils sont les 
seuls scores qui possèdent les caractéristiques nécessaires pour être utilisés avec les 
données provenant des banques de données administratives (telles que celles de la 
RAMQ). Le tableau 1 présente les performances des différents scores tandis que la 
section 2.1.6 décrit de façon plus explicite les performances des scores fréquemment 
utilisés pour le contrôle du biais de confusion. La revue effectuée ne peut être 
qualifiée de systématique. Cependant, les mots clés utilisés étaient performance, 
comorbidity index, validity, prediction tool.  
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Tableau 1: Comparaison des différents scores de comorbidité 
Outil-1 Outil-2 Population à 
l’étude 
Source de 
données 
Événement 
d’intérêt 
Méthode de 
comparaison 
Résultats Référence 
Charlson 
Kaplan-
Feinstein 
685 femmes 
avec cancer du 
sein 
Données de 
dossiers 
médicaux 
Décès  
Tableaux, 
courbes de 
survie, 
analyses de 
Cox, % de la 
variance 
expliquée 
Une méthode de 
développement 
de score basée 
sur un jugement 
clinique ne 
produit pas de 
meilleures 
performances 
qu’une méthode 
empirique 
Charlson et 
collaborateurs1987 
[31] 
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Charlson 
Kaplan-
Feinstein 
 88 Patients de 
45 ans et 
moins ayant le 
cancer du 
cerveau ou de 
la gorge 
Données de 
dossiers 
médicaux 
Décès 
Courbes de 
survie, 
modèles de 
Cox, tableaux 
de fréquence 
Aucune 
différence dans 
la capacité des 
scores de prédire 
la survie, mais le 
KFC est plus 
difficile à 
utiliser 
Singh et 
collaborateurs1997 
[112] 
Charlson Kaplan-
Feinstein 
404 patients 
avec cancer du 
sein 
Dossiers 
médicaux et 
banque de 
données 
Medicare 
Décès Modèles de 
Cox 
Charlson 
meilleur que 
KFC. Charlson 
avait aussi une 
meilleure 
fiabilité inter-
évaluateur. 
Charlson plus 
facile à utiliser. 
Newschaffer et 
collaborateurs1997 
[113] 
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Charlson Index of 
Co-
existent 
disease 
891 patients 
avec arthrite 
rhumatoïde ou 
ostéoarthrite 
Banque de 
données 
hospitalières 
Décès Analyses de 
survie, Modèle 
de Cox 
Charlson prédit 
légèrement 
mieux que ICED 
Gabriel et 
collaborateurs1999 
[114] 
Charlson CIRS 362 patients 
avec blessures 
de la moelle 
épinière 
Dossiers 
médicaux 
Décès, durée 
de séjour à 
l’hôpital 
Modèles de 
régression 
linéaire, R
2
 
Charlson prédit 
mieux le décès 
mais CIRS 
prédit mieux 
durée de séjour 
Rochon et 
collaborateurs1996 
[115] 
Charlson Kaplain-
Feinstein 
et ICED 
79 patients 
obtenant un 
congé à 
l’hôpital 
Dossiers 
médicaux 
Réadmission 
à l’hôpital 
Fidélité Charlson est le 
plus fidèle 
Waite et 
collaborateurs1994 
[116] 
Charlson Kaplan-
Feinstein 
et ICED 
302 patients 
ayant subis 
une 
prostatectomie 
Dossiers 
médicaux 
Décès Analyses de 
Cox, Courbes 
ROC 
KFC a présenté 
de meilleures 
performances 
Krousel-Wood, 
1996 [117] 
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Charlson Kaplan-
Feinstein 
et ICED 
451 patients 
avec cancer de 
la prostate 
Dossiers 
médicaux 
Décès Analyses de 
survie Kaplan-
Meier et Cox 
ICED 
légèrement 
meilleur 
Albertson et 
collaborateurs1996 
[118] 
Charlson APACHE Adultes ≥17 
ans admis en 
unité de soins 
intensifs 
Données 
cliniques et 
données 
hospitalières 
Décès C statistique Charlson a 
présenté une 
performance 
mauvaise (c-
stat : 0.626 vs. 
0.808) pour le 
APACHE  
Quach, et 
collaborateurs2009 
[119] 
Charlson Kaplan-
Feinstein 
426 patients 
avec cancer 
du poumon 
de stade 1 qui 
ont compléter 
une chirurgie 
d’ablation du 
poumon 
Données 
provenant 
des dossiers 
médicaux 
Décès Régression 
logistique 
Le Charlson 
prédit mieux le 
décès que le 
Kaplan 
Feinstein 
Wang Chien-Ying 
et 
collaborateurs2007 
[120] 
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Charlson APACHE 469 patients 
d’âge adulte 
admis en 
soins 
intensifs dans 
un hôpital 
universitaire 
Données 
provenant 
des dossiers 
médicaux 
Décès c-statistique Aucune 
différence 
statistiquement 
significative 
entre les 2 
scores 
Christensen, S., 
2011 [121] 
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2.1.6 Comparaisons entre les scores de comorbidité 
fréquemment utilisés à partir des données des banques de 
données canadiennes et québécoises 
Depuis les années 1990, nombreuses sont les publications visant à comparer les 
performances des scores de comorbidité. Les techniques d’évaluation des scores ont 
évolué d’années en années. La c-statistique a fait son apparition et l’utilisation de 
courbes ROC est devenue plus fréquente. En 2000, Schneeweiss et Maclure ont 
réalisé une revue de littérature visant à comparer les performances des différents 
scores de comorbidité [75]. Leur revue de littérature a permis d’identifier six 
différents scores de comorbidité : quatre versions du «Charlson Score» (Dartmouth-
Manitoba, Deyo, D’Hoore et Ghali) et deux versions du «Chronic Disease Score». 
La deuxième version du «Chronic Disease Score» (CDS) n’est pas décrite ci-haut, 
car elle est habituellement utilisée pour prédire les coûts reliés aux soins médicaux 
plutôt que les événements cliniques et sa méthodologie est très similaire à celle du 
CDS-1. Afin de comparer les différents scores entres eux, Schneeweiss et 
collaborateurs ont rapporté le coefficient de corrélation multiple de Pearson (r
2
)
 
pour 
les variables dépendantes continues (modèle de régression linéaire) ainsi que la c-
statistique pour les événements dichotomiques dépendamment des modèles 
statistiques utilisés dans chacune des études. Cette étude a permis de montrer que les 
scores avaient été validés dans différents types de population et présentaient des 
performances acceptables (c-statistique entre 0.64 et 0.82). Cependant, aucun score 
n’a été testé dans un échantillon de personnes âgées vivant à domicile. Cet article 
montre que les variables les plus fortement associées aux événements cliniques 
comme la mortalité sont l’âge et le sexe. Ces deux variables à elles seules présentent 
une c-statistique près de 0.60 et ce, dans toutes les études. Les auteurs ont conclu 
que les scores n’apportaient qu’une modeste amélioration suite à l’ajustement pour 
l’âge. D’autre part, selon cette revue, l’outil qui présentait les meilleures 
performances était le d’Hoore avec une c-statistique de 0.76 (lorsqu’ils tiennent 
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uniquement compte du score+âge et sexe), ce qui signifie que dans 76% des cas, 
les patients développant l’événement d’intérêt, dans ce cas-ci le décès, avaient un 
score plus élevé que les patients ne décédant pas. Cependant, cette étude comprend 
une importante limite : il est impossible de comparer les statistiques c entres-elles 
pour deux raisons : 1) la population à l’étude est très différente dans chacune des 
études et 2) les intervalles de confiance des c-statistique ne sont pas présentés. Ceci 
nous empêche donc de conclure sur la différence entre les outils.  
En 2001, Schneeweiss et collaborateurs ont publié un autre article portant sur la 
performance des index de comorbidité [73]. Cette fois, ils ont appliqué les six scores 
retrouvés lors de la revue de littérature dans une même banque de données. La 
population à l’étude incluait tous les résidents de la Colombie-Britannique âgés de 
65 et plus au 31 mars 1996 qui avaient consommé au moins un inhibiteur de 
l’enzyme de conversion de l’angiotensine ou un bloqueur de canaux calciques entre 
le 1
er
 janvier 1995 et le 31 décembre 1997. L’événement d’intérêt primaire était le 
décès durant la période de suivi d’un an tandis que les événements d’intérêts 
secondaires étaient l’admission dans un centre de personnes âgées, l’hospitalisation, 
le nombre de visites médicales et les dépenses associées à des services médicaux 
durant l’année de suivi. La banque de données utilisée est réputée valide et fiable 
[122, 123]. Les données incluses dans cette banque sont très similaires aux données 
retrouvées dans les banques de données de la Régie de l’assurance maladie du 
Québec. Le score qui a montré la meilleure performance pour prédire le décès à 1 an 
est celui de Romano avec une c-statistique de 0.77 lorsque l’âge et le sexe étaient 
inclus dans le modèle [85]. L’amélioration de la c-statistique par rapport au modèle 
comprenant uniquement l’âge et le sexe est de 0.09. Par la suite, le score de Deyo 
vient au second rang tandis que le d’Hoore et le Ghali performent moins bien. Le 
CDS versions 1 et 2 montrent des performances plus faibles avec des c-statistique de 
0.738 et 0.718 respectivement lorsque le score est utilisé comme une variable 
continue. Au niveau de l’institutionnalisation, qui est un événement important à 
considérer dans la population âgée, tous les scores prédisent bien cet événement 
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d’intérêt avec une c-statistique allant de 0.776 à 0.813. Or, l’âge et le sexe, par 
eux-seuls, présentent une c-statistique de 0.776. Donc, si l’on considère le score de 
Romano, qui lui, associé à l’âge et le sexe présente une c-statistique de 0.813, 
montre une augmentation uniquement de 4%. Il est pertinent de se demander cela 
vaut la peine d’utiliser ces scores qui peuvent compliquer l’analyse des données. 
D’autre part, ces résultats montrent que les scores basés sur des codes CIM 
performent mieux que les scores basés sur la délivrance de médicaments dans la 
population âgée. Cependant, le CDS a été développé il y a déjà plusieurs années et, 
sachant que de nouveaux médicaments sont mis sur le marché à toutes les années, il 
est possible qu’il soit désuet et donc, ne permet plus de produire des résultats se 
rapprochant à ceux basés sur les codes diagnostics. De plus, il a été montré qu’une 
diminution de la performance du CDS peut être associée à la fenêtre de temps 
utilisée [73] . Lorsqu’un devis de cohorte est utilisé, les médicaments sont évalués 
dans l’année précédant le T0 et l’événement d’intérêt dans l’année suivante et donc, 
les changements de médicaments ne sont pas pris en compte et la fenêtre de temps 
est très large. Finalement, les auteurs suggèrent qu’une étude similaire devrait être 
faite dans d’autres banques de données afin de confirmer ces résultats.  
En 2004, la même équipe a tenté de réévaluer la performance de ces six mêmes 
instruments dans différentes banques de données [33]. Ils ont utilisé une 
méthodologie similaire à l’étude précédente. Les banques de données utilisées 
étaient celles de la Colombie-Britannique (n=141 161), du New-Jersey (n=235 881) 
et de la Pennsylvanie (n=230 913). L’objectif de cette étude était d’évaluer les 
changements de performances associés à l’utilisation des différentes banques de 
données. L’événement primaire était le décès sur une période d’un an. Encore une 
fois, le score de Romano a présenté les meilleures performances à prédire le décès 
dans les différentes populations avec une c-statistique allant de 0.754 chez le groupe 
de patients souffrant de maladies cardiovasculaires provenant du New-Jersey et une 
c-statistique de 0.771 chez la population âgée générale de la Colombie-Britannique 
(C-B). Les résultats ont aussi montré que le CDS performait beaucoup mieux dans la 
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cohorte de Colombie-Britannique que toutes les autres cohortes. Dans l’étude 
précédente ainsi que dans cette étude, les patients de la C-B sont tous des patients 
souffrants de maladies cardiovasculaires. Bien que les différences absolues de la c-
statistique soient faibles, les auteurs suggèrent d’utiliser le score présentant les 
meilleures performances sachant que la c-statistique est très peu sensible pour 
détecter des changements lorsque les performances sont très élevées [124]. Malgré 
les performances acceptables de ces scores, les auteurs suggèrent de développer de 
nouveaux scores et de les valider dans différentes cohortes et différentes banques de 
données pour tenter de diminuer le plus possible le biais de prescription sélective. 
De plus, les données présentées sont limitées uniquement à la prédiction du décès, 
mais il serait intéressant de pouvoir prédire d’autres événements de santé toutes 
aussi pertinentes que le décès.  
2.1.7 En résumé 
En résumé, bien que plusieurs index de comorbidité aient été développés au 
cours des dernières années, plusieurs d’entre eux présentent de nombreuses limites 
qui entraînent une diminution de leur efficacité. À notre connaissance, aucune 
validation de ces scores n’a été effectuée dans les banques de données 
administratives du Québec. Une des premières limites associées à la majorité des 
outils est le manque de rigueur dans le choix des variables insérées dans les modèles. 
Les items considérés dans les outils développés jusqu’à présent se basent 
majoritairement sur des faits cliniques mais très peu sur des revues de littérature 
exhaustive. Aussi, excepté le « Geriatric comorbidity index », tous les scores ont été 
développés pour être utilisé auprès d’une population adulte. Ces scores présentent 
donc des performances acceptables, mais qui pourraient être améliorées s’ils avaient 
été développés dans une population spécifique de personnes âgées. Effectivement, 
les adultes souffrent de beaucoup moins de maladies chroniques que les personnes 
âgées et ceci peut influencer les performances des scores développés dans une 
population plus jeune. Aussi, au moins deux études ont montré que même si la c-
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statistique était très peu sensible au changement lors de valeurs élevées, il était 
possible d’obtenir des statistiques c supérieures à 0.80 [60]. D’autre part, une autre 
limite associée aux scores développés précédemment est le manque d’informations 
quant à la méthode de développement. Les descriptions sont souvent très succinctes 
et aucune méthode validée n’est utilisée pour développer l’outil. Dans le cadre des 
travaux menés dans cette thèse, la méthode du « Framingham Heart Study » a été 
utilisée lors du développement des différents scores. Cette méthode sera décrite dans 
la section méthodologie. Une des limites de tous les scores existants est qu’ils ont 
tous été développés selon un devis de cohorte. Ce devis est très efficace lorsque 
l’entrée dans la cohorte est choisie selon un événement particulier mais dans le cas 
présent, les personnes âgées sont sélectionnées aléatoirement sans événement précis 
pour définir leur entrée dans la cohorte. Nous avons cherché à combler cette lacune 
dans notre étude en utilisant un devis de cas-témoins niché dans une cohorte. Pour ce 
qui est des scores basés sur les codes diagnostics, dû à la validité discutable de ceux-
ci dans les banques de données administratives, le nombre de maladies incluses dans 
le score peut être sur- ou sous-estimé. Ceci peut entraîner un biais d’information 
important. Par ailleurs, Mikaeloff et collaborateurs ont montré que le choix de 
l’événement d’intérêt pour le développement d’un score de comorbidité était très 
important. Ils ont montré que le décès ne constituait pas un événement d’intérêt 
optimal dans une population d’enfants dû à sa très faible prévalence [125]. 
Scheeweiss et collaborateurs ont aussi souligné l’importance du choix de 
l’événement d’intérêt [75]. Sachant que certains facteurs associés au décès sont non-
prédictibles (ex : accident de voiture), il est possible que la variance non-expliquée 
soit très grande et que le décès ne représente pas l’événement d’intérêt optimal dans 
une population âgée. De plus, la prévalence de décès est très élevée et est donc non-
discriminante. Dans le cadre de nos travaux, nous avons ajouté l’institutionnalisation 
comme possible événement d’intérêt pour le développement d’un score de prédiction 
servant à contrôler pour le biais de prescription sélective. 
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2.2 Revue clinique de l’importance du choix de 
l’événement d’intérêt et des facteurs associés à 
l’institutionnalisation et au décès 
Cette section de la revue de littérature vise à démontrer l’importance du 
choix des événements d’intérêt dans le développement d’index de comorbidité 
portant sur la personne âgée. Les conséquences étudiées sont le décès et 
l’institutionnalisation. Cette section de la revue sera divisée en deux parties : 1) 
importance de l’institutionnalisation versus le décès comme événement d’intérêt; 2) 
facteurs associés à l’institutionnalisation et au décès dans la population âgée. 
2.2.1 Pourquoi l’institutionnalisation et le décès sont-ils des 
événements d’intérêt dans la population âgée?  
Les personnes âgées de 65 ans et plus représentaient, en 1996, 12% de la 
population québécoise. Entre 1998 et 2006, la proportion d’aînés a connu une 
augmentation importante et, en 2010, 14,1% des Québécois avaient 65 ans et plus. 
Cette proportion pourrait atteindre 29.7% d’ici 2051 [126]. Ce phénomène est 
entres-autre associé à l’arrivée massive des baby-boomers dans le groupe des aînés 
[127]. L’accentuation du vieillissement n’est pas particulière à la situation 
québécoise. Par exemple, les États-Unis, l’Irlande, la Nouvelle-Zélande et 
l’Australie prévoient des augmentations de proportion de personnes âgées aussi 
importantes qu’au Québec [128]. Cette augmentation de la proportion de personnes 
âgées peut avoir un impact important sur l’accroissement de la demande de soins et 
services médicaux. D’ailleurs, l’Institut National de Santé Publique du Québec 
prévoit une demande accrue en soins de longue durée et prévoit des répercussions 
considérables sur les dépenses reliées à ces soins. Cette augmentation accrue est 
entre-autres associée au fait que plusieurs mesures ont été mises en place dans les 
dernières années pour favoriser le vieillissement en santé et ainsi, augmenter 
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l’espérance de vie. Entre 1960 et 2009, l’espérance de vie globale des Canadiens 
est passée de 71,1 ans à 81,2 ans. Cette augmentation de l’espérance de vie pourrait 
faire grimper d’environ 2,1% par année les dépenses gouvernementales associées 
aux soins de santé des personnes âgées [129]. L’hébergement des personnes âgées 
représente une des dépenses les plus importantes [130]. Près de 11.5% des personnes 
âgées sont institutionnalisées au Québec [131]. En 2008, au Québec, 34 887 
personnes âgées ont été institutionnalisées en centre d’hébergement de soins de 
longue durée et 64 535 ont été hébergées en résidence privée avec services. 
L’institutionnalisation est un événement d’intérêt important dans la population âgée 
sachant que celle-ci est souvent suivie de plusieurs conséquences négatives comme 
la réduction de la qualité de vie ainsi que le décès [132].  
2.2.2 Facteurs de risque d’institutionnalisation et de décès 
Pour pouvoir développer un outil qui prédit bien l’événement d’intérêt et qui 
est applicable à la réalité clinique de la population âgée, il est important de connaître 
les facteurs de risque potentiellement associés à l’événement d’intérêt, dans le cas 
présent, l’institutionnalisation et le décès. Plusieurs études ont évalué l’association 
entre les différentes maladies et le risque d’institutionnalisation et de décès. Les 
maladies qui ont été le plus souvent étudiées face à leur association avec le décès ou 
l’institutionnalisation sont les maladies cardiovasculaires, cérébro-vasculaires, 
l’hypertension artérielle, les néoplasmes, les fractures, les maladies musculo-
squelettiques, les maladies respiratoires, les maladies du système nerveux central, la 
dépression, la démence et l’Alzheimer, le diabète et les troubles métaboliques, les 
problèmes digestifs et les maladies génito-urinaires [133-139]. Les études 
concernant les facteurs de risque de décès sont très souvent concordantes et montrent 
que dans la population âgée, toutes les maladies sont des prédicteurs importants de 
décès.  
Plusieurs revues systématiques et méta-analyses ont étudiés les facteurs 
associés à l’institutionnalisation. En 2000, Miller et collaborateurs ont mené une 
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revue de littérature portant sur les facteurs prédictifs d’hébergement chez les 
personnes âgées [140]. Bien que cette revue soit très informative, elle ne comprend 
que des études ayant été menées à partir de sources de données américaines. Dans 
cette étude, les auteurs n’ont pas rapporté les risques relatifs ou ratio de cote 
provenant des études primaires, ils les ont plutôt classifiés en nombre d’études 
montrant des résultats non-significatifs, nombre d’études montrant que les facteurs 
prédictifs sont des facteurs de risques et en nombre d’études montrant que les 
facteurs prédictifs sont des facteurs protecteurs. Ils ont aussi divisé les différents 
facteurs prédictifs en catégories en se basant sur la classification proposée dans le 
modèle conceptuel développé par Andersen et Newman [141] soit en facteurs 
prédisposants, facteur facilitants et facteur de besoin. Au niveau des variables 
prédisposantes, la majorité des études (42/55) ont montré que l’âge était un facteur 
de risque de décès. Au niveau du sexe, l’association n’est pas aussi évidente, 40 
études sur 47 ont montré des résultats non-significatifs. Certaines études ont aussi 
évalué l’impact du soutien social sur le risque d’institutionnalisation. Les auteurs ont 
montré que vivre seul était associé à une augmentation du risque de décès (26/41 
contre 15/41 non-significatifs). Il a aussi été montré qu’être marié protégeait contre 
le décès (8/ 21). La majorité des autres variables associées au soutien social 
montrent des résultats protecteurs pour les sujets ayant un soutien social plus élevé. 
Au niveau des variables facilitantes, la majorité des auteurs n’ont pas montré que le 
revenu était associé à l’institutionnalisation. Finalement, pour ce qui est des 
variables associées aux besoins, les auteurs de cette étude ont montré que dans la 
majorité des études (25/33), le déclin cognitif était un facteur prédictif important 
d’institutionnalisation. Par contre, au niveau de la démence et de la maladie 
d’Alzheimer, peu de conclusions peuvent être tirées, car cinq études ont montré une 
association positive tandis que cinq études ont montré des résultats non-significatifs. 
En rapport avec les maladies chroniques, les résultats sont souvent controversés. Par 
exemple, pour les maladies cardiovasculaires, quatre études ont montré qu’elles 
étaient un facteur de risque d’institutionnalisation, deux études ont montré qu’elles 
  
47
étaient protectrices et neuf études n’ont pas démontré d’associations 
statistiquement significatives. Ce résultat est très similaire à celui observé pour les 
maladies cérébrovasculaires et les néoplasmes.  
En 2010, Luppa et collaborateurs ont mené une revue systématique de 36 
études visant à identifier les facteurs prédictifs d’institutionnalisation dans la 
population âgée [142]. Afin de structurer les résultats, ils ont eux aussi utilisé le 
cadre conceptuel proposé par Andersen et Newman [141]. Ils ont finalement classé 
les résultats montrant une évidence forte, modérée, faible ou des résultats non-
concluants quant à leur association avec le risque d’institutionnalisation. Au niveau 
des facteurs montrant une forte évidence d’association avec l’institutionnalisation, 
l’âge, l’ethnicité, le fait de rapporter un faible statut de santé, un déclin fonctionnel 
et cognitif, la démence ainsi que le nombre de prescriptions en font partie. Un faible 
statut social ainsi qu’un faible niveau d’activité physique et la présence de diabète 
sont des facteurs ayant montré une évidence modérée face à leur association avec le 
risque d’institutionnalisation. Le statut matrimonial a montré de faibles évidences 
d’association avec l’institutionnalisation. L’association entre le sexe, le statut de vie 
(célibataire ou en couple), le niveau d’éducation, le revenu, l’hypertension artérielle, 
les accidents vasculaires cérébraux, l’arthrite, les maladies respiratoires, 
l’incontinence urinaire, la dépression et le nombre d’hospitalisations antérieures et le 
risque d’institutionnalisation n’a pu être confirmée.  
Une autre étude de Luppa et collaborateurs en 2010 [143] visait à identifier 
les facteurs associés à l’institutionnalisation chez les patients sans démence. L’étude 
comprenait 1500 personnes âgées de plus de 75 ans qui étaient des participants de 
l’étude Leipzig Longitudinal Study on the Aged (LEILA 75+). Les facteurs qui se 
sont montrés associés au risque d’institutionnalisation étaient l’âge, le soutien social 
(vivre avec d’autres personnes vs. vivre seul), la perception de la santé (en bonne 
santé vs. en mauvaise santé), la présence de déficience fonctionnelle, le déclin 
cognitif, l’infarctus du myocarde et le nombre de visites chez le spécialiste dans 
l’année précédente. Par ailleurs, deux facteurs se sont montrés plus fortement 
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associé à l’institutionnalisation : la présence de dépression (ratio des taux de 
survie (HR) : 9.91; 95%CI : 2.02-48.55) et les accidents cérébraux-vasculaires (HR : 
4.86; 2.15-10.98).  
Plusieurs autres facteurs ont été identifiés comme étant des facteurs de risque 
ou des facteurs protecteurs d’institutionnalisation. Le tableau 2 présente différentes 
études qui ont été recensées et qui visaient à évaluer les facteurs de risques 
d’institutionnalisation. On y retrouve aussi une colonne sur la possibilité ou non, 
d’inclure ces variables dans nos outils.  
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Tableau 2: Facteurs associés à l'institutionnalisation dans la population âgée 
 
Facteurs associés Résultats risque Possibilité d’inclure dans nos 
outils 
Références 
Age Entre 1.04 et 2.04  Oui [144-147] 
Sexe NS Oui [133, 134, 146-148] 
Ethnicité Entre 1.61 et 4.50 Non [145, 146, 148] 
Revenu 1.45; 3.36 Oui (article 3) [146, 147] 
Education NS Oui (article 3) [134] 
Statut matrimonial Entre 1,54 et 2,74 Oui (article 3) [144-147] 
Réseau Social NS Oui (article 3) [148] 
Chute Entre 1.16 et 2.69 Non [133-135, 144, 146, 
147] Démence  Entre 1,54 et 7,70 Non (excluts) [133, 134, 144, 148] 
Diabète Entre 1.13 et 2.49 Oui [134, 144, 148] 
Incontinence urinaire Entre 1.20 et 9.52 Oui [134, 144, 146] 
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Déclin du niveau d’activités 
quotidiennes 
Entre 1.72 et 4.40 Non [144, 145] 
Cancer NS Oui [134, 147] 
Maladie du système nerveux Entre 1.40 et 2.80 Oui [134, 147] 
Maladies respiratoires NS Oui [134, 147] 
Arthrite NS Oui [134, 147] 
Hypertension Entre 1.04 et 7.88 Oui [134, 147, 148] 
Maladies cardiovasculaires NS Oui [134, 148] 
Nombre de médicaments consommés NS Oui [147] 
Maladies cérébrovasculaires 
Risque augmenté chez 
les patients souffrants de 
maladides 
cérébrovasculaires 
Oui [149] 
Parkinson 
Taux 
d’institutionnalisation 
statistquemnt plus élevé 
chez PD que non PD 
Oui [150] 
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2.3 Résumé de la recension des écrits 
De cette revue de littérature on peut conclure que les index de comorbidité 
existants sont majoritairement désuets car ils ont pour la majorité été développés il y 
a quelques années et peu d’entres eux ont été mis à jour. La mise à jour d’un index 
est très importante sachant que les problèmes de santé publics et surtout l’utilisation 
de médicaments évoluent très rapidement et très peu sont adaptés aux banques de 
données de soins de santé telles que celle de la RAMQ. Aussi, une autre limite à 
souligner est que les index de comorbidité existants ont été pour la majorité 
développés dans une population d’adultes âgés de 18 ans et plus, et non 
spécifiquement chez les personnes âgées de 65 ans et plus. La performance des 
scores dans la population âgée est donc souvent plus faible que dans la population 
générale. D’autre part, les scores de comorbidité existants ont été développés en 
majorité selon des modèles statistiques ou un « focus group », mais les méthodes ont 
rarement été combinées. La revue de littérature a aussi permis de montrer que les 
facteurs de risque d’institutionnalisation sont aussi souvent différents des facteurs de 
risque de décès. D’autre part, l’institutionnalisation pourrait être un bon événement 
d’intérêt à considérer sachant que la proportion de personnes âgées vieillissantes 
grandit et que les taux d’institutionnalisation sont en hausse. L’institutionnalisation 
est aussi un événement d'intérêt dans les études observationnelles qui visent à 
évaluer l'impact des médicaments sur la santé publique 
Suite à ces constatations, plusieurs hypothèses de recherche ont été 
développées. D'une part, un index de comorbidité développé spécifiquement pour 
une population âgée vivant à domicile aurait une meilleure performance pour prédire 
le risque de décès qu'un index de comorbidité développé dans une population tous 
âges confondus. D'autre part, un index de comorbidité basé sur le risque de décès 
n'est peut-être pas adapté aux études menées chez les personnes âgées, où 
l'institutionnalisation est fréquemment considérée comme événement d'intérêt. Il 
apparaît donc pertinent, dans cette population, de développer un index de 
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comorbidité basé sur l'institutionnalisation. Enfin, certaines caractéristiques de 
patients qui sont non rapportées dans les banques de données administratives, telles 
qu'habitude de vie, facteurs socio-démographiques et autres, pourraient 
compromettre la validité des scores existants puisqu'ils sont fréquemment associés à 
l'utilisation médicamenteuse. 
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Chapitre 3 : Objectifs Spécifiques 
Cette étude a fait l’objet de trois articles scientifiques qui sont soumis à différents 
journaux pharmacoépidémiologiques.  
3.1 Objectifs de l’article 1 
Phase 1 : Développer un outil de prédiction des risques de décès dans la population 
âgée non-démente du Québec à partir de l’information sur la délivrance de 
médicaments des banques de données de la Régie de l’assurance maladie du Québec 
(RAMQ) 
A. Revoir les méthodes de développement de score 
B. Revoir les facteurs associés au décès 
C. Développer l’index 
D. Déterminer ses performances 
 
Phase 2 : Comparer les performances de l’outil avec les performances des outils déjà 
existants 
A. Comprendre les méthodes d’évaluation de performances 
B. Appliquer les index existants dans notre cohorte 
3.2 Objectifs de l’article 2 
Phase 1 : Construire un index de prédiction de l’institutionnalisation dans la 
population âgée du Québec 
A. Développer un modèle théorique basé sur des expertises cliniques et sur 
les données de la littérature  
B. Comparer les facteurs associés au risque d’institutionnalisation et de 
décès 
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C. Déterminer les performances du score d’institutionnalisation 
Phase 2 : Évaluer l’impact du choix de l’événement indésirable et de la population 
pour la construction de l’index de comorbidité 
A. Comparer les performances du score de décès et du score 
d’institutionnalisation dans la même population à l'étude 
B. Évaluer la performance du score dans une population démente (stabilité 
du score) 
3.3 Objectifs de l’article 3 
Phase 1 : Valider le score de décès dans une population de personnes âgées non-
démentes ayant participé à l’Étude sur la Santé des Aînés (ESA) 
A. Établir les performances du score dans une cohorte autre que la cohorte 
initiale 
Phase 2 : Évaluer l’impact de variables externes non-mesurées dans les banques de 
données 
A. Déterminer si certaines variables externes sont des prédicteurs de décès  
B.  Évaluer si l'absence de ces variables dans les banques de données 
administratives entraîne une diminution de la performance du score de 
comorbidité basé sur le décès
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Chapitre 4 : Méthodologie 
4.1 Stratégie générale 
Les scores de comorbidité développés dans le cadre de cette recherche 
reposent sur les médicaments d'ordonnance comme prédicteurs de mortalité ou 
d'institutionnalisation. La population à l'étude est celle d'une cohorte rétrospective 
composée d'un échantillon aléatoire de 87 389 personnes âgées de 66 ans et plus qui 
étaient bénéficiaires du programme public d’assurance médicaments du Québec 
entre le 1
er
 janvier 2000 et le 31 décembre 2009. La population à l'étude fut répartie 
aléatoirement en une cohorte de développement (n=61 172; 70% de la cohorte 
source) et une cohorte de validation (n=26 217; 30% de la cohorte source). Une 
analyse cas-témoins intra-cohorte a été réalisée afin d’identifier les médicaments 
associés à la probabilité de survenue de décès (le Geriatric Comorbidity Score décrit 
dans l'article 1) puis d'institutionnalisation (article 2). Chaque cas de décès ou 
d'institutionnalisation fut apparié à quatre témoins sur le groupe d'âge, le sexe, et la 
date d’entrée dans la cohorte. L'exposition médicamenteuse fut recueillie pendant 
une fenêtre de temps de 12 mois avant la date index (date de survenue de 
l'événement chez les cas). Des modèles de régression logistique conditionnelle 
multivariés ont été utilisés pour tenir compte de l’appariement des cas et des 
témoins. Dans la cohorte de développement, les scores ont été développés à l'aide de 
la méthode du Framingham Heart Study [76] et leur performance évaluée dans la 
cohorte de validation par la c-statistique et l’aire sous la courbe mesurée à l’aide de 
la méthode des  « Receiver Operating Curves ». Celle-ci a ensuite été comparée à 
celle de scores publiés dans la littérature (le Chronic Disease Score et le Charlson 
Index). Pour déterminer l'impact de l'inclusion de variables non rapportées dans les 
banques de données administratives, le Geriatric Comorbidity Score a été appliqué 
dans une population de personnes âgées non-démentes qui ont participé à l’Étude sur 
la Santé des Aînés (ESA) et pour lesquelles des caractéristiques 
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sociodémographiques (statut marital, revenus et autres), de santé mentale et 
troubles du sommeil étaient disponibles (article 3).  
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4.2 Méthodologie spécifique: Développement du 
score de comorbidité de décès (article 1) et 
d'institutionnalisation (article 2) 
La première étape dans le développement du score de décès (Geriatric 
Comorbidity Score) et d'institutionnalisation fut l'identification de facteurs 
potentiellement prédictifs, à partir d'une revue de littérature exhaustive présentée au 
Chapitre 2. Contrairement aux scores publiés qui sont basés uniquement sur une 
seule méthode d’identification des facteurs associés (focus groups ou relations 
statistique), le Geriatric Comorbidity score se base sur trois sources d’identification 
soit, la revue de littérature, la validation des facteurs retrouvés dans la revue de 
littérature par une gériatre pour déterminer leur vraisemblance clinique ainsi que 
l’association statistique.  
Tel que dans les études publiées dans la littérature, la cohorte source (n= 87 
389) fut répartie aléatoirement en deux sous-cohortes, soit une cohorte de 
développement (n= 61 172; 70% de la cohorte source) et une cohorte de validation 
(n= 26 217; 30% de la cohorte source). Cependant, alors que les études publiées ont 
fait appel à des modèles analytiques de cohorte, le développement et la validation 
des scores ont été effectués à partir d'une analyse cas-témoins intra-cohorte. Nous 
sommes d'avis que l'analyse cas-témoins intra-cohorte est préférable à des modèles 
de cohorte dans ce cas-ci car il est possible de prendre en compte l’exposition aux 
médicaments qui a eu lieu immédiatement avant la survenue de l'événement 
d'intérêt. En revanche, dans une cohorte, il est fréquent de déterminer l'exposition 
aux médicaments à la date d'entrée dans la cohorte et d'utiliser des modèles de Cox 
pour évaluer les risques d'événements qui peuvent survenir quelque temps plus tard 
[151]. Il est vrai que des modèles d'analyses plus complexes peuvent être utilisés 
dans les études de cohorte pour prendre en compte la dynamique des profils 
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d'utilisation médicamenteuse, comme par exemple, des variables d'exposition qui 
sont dépendantes du temps. Cependant, vu le nombre considérable de médicaments 
considérés dans le développement de scores de comorbidité, ces modélisations 
deviennent difficiles à mettre en œuvre. Ceci irait donc à l'encontre de la raison 
d'être des scores de comorbidité, qui visent à simplifier les modèles d'analyse. 
D’autre part, le devis cas-témoins intra-cohorte a été choisi car dans le cas présent, 
l’entrée dans la cohorte n’est pas défini par un événement clinique comme dans les 
autres scores (ex : hospitalisation, survenue d’une maladie ou prise d’un 
médicament). Ayant 10 ans de suivi, les sujets exposés auraient donc dus être 
sélectionnés aléatoirement sur la période de suivi. Ceci aurait eu pour impact de 
diminuer le nombre d’événements détectés et donc, la puissance statistique. Le 
problème est moins important pour le décès car l’incidence est élevée mais 
l’institutionnalisation est un événement plus rare.  En sélectionnant les sujets sur la 
base de la survenue de l’événement, on s’assurait donc d’avoir tous les cas et un 
échantillon représentatif de témoins.  
4.2.1 Population cible 
La population cible de l'étude était celle de personnes âgées vivant à 
domicile. 
4.2.2 Population à l'étude 
La cohorte a été constituée à partir d'un échantillon aléatoire de 87 389 sujets 
âgés de 66 ans et plus, et membres du régime d'assurance-médicaments du Québec 
entre le 1
er
 janvier 2000 et le 31 décembre 2009. Cet échantillon correspond à 
environ 10% des membres âgés. Cet effectif est expliqué par les limites imposées 
par la RAMQ. Cette cohorte avait déjà été acquise pour un projet antérieur, pour 
lequel 125 000 sujets (les 87 389 sujets composant cette cohorte et 37 611 sujets 
déments) étaient nécessaire. Il est à noter que le nombre maximum de sujets fournis 
par la RAMQ pour un projet de recherche est de 125 000.  
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4.2.3 Critères d'inclusion et d'exclusion 
Pour s'assurer d'avoir au moins un an de données historiques dans les 
banques de données RAMQ, les sujets devaient être âgés de 66 ans et plus et être 
membres du régime public d'assurance-médicaments depuis au moins un an avant la 
date d'entrée dans la cohorte. De plus, ont été exclus les consommateurs 
d’inhibiteurs de cholinésterase (ChI), qui sont utilisés comme traitement de première 
ligne pour ralentir le déclin cognitif des personnes atteintes de démence modérée à 
sévère [152]. On considère que ces sujets représentent une population spécifique de 
personnes âgées pour laquelle les facteurs associés à l’institutionnalisation et au 
décès sont potentiellement très différents de ceux des autres personnes âgées. 
Conformément aux index de comorbidité basés sur les ordonnances délivrées, 
aucune exclusion n'a été faite sur la base de diagnostics médicaux présents dans la 
banque de données de la RAMQ. Par exemple, les sujets pouvaient avoir reçu un 
diagnostic de démence sans être traités et ont donc été inclus. Cette règle de décision 
a été appliquée à l'ensemble des maladies non traitées. 
4.2.4 Durée de suivi de la cohorte 
Puisqu'il s'agit d'un échantillon aléatoire de personnes âgées, l'entrée dans la 
cohorte n'est pas conditionnelle à un événement ou caractéristique particulière. 
Chaque membre de la cohorte a été suivi à partir de son entrée dans la cohorte (à 
partir du 1
er
 janvier 2000) jusqu'au premier des événements suivants: décès, 
institutionnalisation, ou fin de la période d'étude (31 décembre 2009). Les séjours à 
l'urgence ou les hospitalisations n'étaient pas des événements de censure. 
4.2.5 Sources de données  
Les données utilisées pour cette étude proviennent de trois banques de 
données administratives de la RAMQ: 1) Banque des bénéficiaires, qui inclut des 
données sur le groupe d'âge, sexe, région de résidence, et caractéristiques du plan de 
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couverture des membres; 2) Banque de données des services pharmaceutiques; 3) 
Banque de données des services médicaux.  
La banque de données des bénéficiaires est un registre comprenant tous les 
membres adhérents à l’assurance médicaments du Québec. Les données retrouvées 
dans cette banque sont l'âge, le sexe, la région de résidence, le type de couverture. 
Cette banque de données nous permet également de savoir si les sujets sont assurés 
ou non et par quel type de régime, et quelles sont leurs périodes de couverture. Toute 
l’information disponible dans la banque de données des bénéficiaires se trouve à 
l’annexe 1. Pour l'étude, cette banque fut utilisée d'une part pour confirmer que 
chaque sujet à l'étude était couvert depuis au moins un an avant la date d'entrée dans 
la cohorte, et d'autre part pour obtenir des données sur les groupes d'âge et le sexe. 
Pour des raisons de confidentialité, la RAMQ ne fournit pas la date de naissance 
sans l’approbation de la Comission d’Accès à l’information; seul un groupe d'âge est 
disponible (66-69; 70-74; 75-79; 80-84;  85 ans). 
La banque de données des services pharmaceutiques couvre les médicaments 
d'ordonnance délivrés à plus de 92,7% des résidents âgés de 65 ans et plus[153]. 
Seuls les médicaments inclus dans la liste des médicaments remboursés par la 
RAMQ et délivrés en ambulatoire sont répertoriés dans cette banque. Les 
médicaments en vente libre, délivrés à l'hôpital, ou payés directement par le patient 
(en anglais "out-of-pocket") ne sont pas inclus. Dans le cadre de cette étude, les 
données suivantes ont été extraites: la classe pharmacologique des médicaments 
codée selon la classification de l’«American Hospital Formulary Service» (AHFS), 
la durée du traitement prescrite, la quantité délivrée ainsi que la date de délivrance. 
La liste complète de l'information rapportée dans la banque de données des services 
pharmaceutique est disponible en annexe 1. 
La banque de données des services médicaux de la RAMQ comprend tous les 
services médicaux rendus facturés par les médecins sous la base de rémunération à 
l’acte. Tous les services médicaux sont enregistrés, incluant services ambulatoires, à 
l'urgence, ou à l'hôpital (soins courte ou longue durée). La banque de données 
comprend de l’information sur le type de service ou de procédure (codé à partir de la 
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classification canadienne des diagnostics, thérapeutiques et procédures 
chirurgicales), la date du service, le lieu du service (ambulatoire, salle d’urgence, 
hôpital, unité de soins de longue durée ou institution) ainsi que le code diagnostic 
selon la Classification Internationale des Maladies, Version 9 (CIM-9). Dans le 
cadre de cette étude, l’information sur le lieu du service était nécessaire pour 
identifier les personnes institutionnalisées. De plus, les dates de service ont été 
utilisées dans l'algorithme d'identification des décès. L’information disponible dans 
la banque de données des services médicaux se retrouve dans l’annexe 1.  
Les données extraites de chacune de ces banques de données ont été croisées 
à partir du numéro d'assurance maladie (NAM) du patient qui a été brouillé par la 
RAMQ pour des raisons de confidentialité. Le NAM est un identifiant unique qui 
demeure inchangé dans le temps. Le croisement de ces banques de données permet 
ainsi d'obtenir, pour chaque sujet, des données longitudinales d'acquisition de 
médicaments d'ordonnance et de soins médicaux sur un long terme. Le croisement 
des banques de données de la RAMQ a été effectué dans de nombreuses études 
pharmacoépidémiologiques.  
 
4.2.6 Définition des cas et des témoins 
Cas de décès 
Les cas de décès retenus pour le développement du score de décès sont ceux qui 
n'ont pas été institutionnalisés auparavant. Ceci était pour s'assurer que les scores de 
décès et d'institutionnalisation seraient deux scores distincts. 
Pour des raisons éthiques et d’accès à l’information, les dates de décès des 
sujets ne sont pas fournies aux chercheurs par la RAMQ. Un algorithme a ainsi été 
élaboré afin d'identifier les décès à partir des banques de services médicaux et de 
services pharmaceutiques de la RAMQ. Les sujets étaient considérés décédés si 
aucun service médical et pharmaceutique ne se retrouvait dans les banques de 
données RAMQ pendant une période d'au moins 90 jours. Pour la dernière année à 
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l'étude (2009), une absence de services médicaux et pharmaceutiques dans les 
trois mois précédant le 31 décembre a été considérée comme un décès. Cet 
algorithme a pu être utilisé car les personnes âgées sont, pour la majorité, adhérents 
au programme public d'assurance-médicaments (92.7% de la population âgée) et une 
fois qu’ils le deviennent, ils le demeurent jusqu’à leur décès ou s'ils quittent la 
province. Une absence de services pharmaceutiques peut être observée chez les 
patients hospitalisés car les banques de la RAMQ n'incluent pas les médicaments 
acquis à l'hôpital. Par conséquent, l'absence de services médicaux était également 
exigée. Cependant, il est possible que cette méthode surestime le nombre de cas. Par 
exemple, si un patient est en très bonne santé, il est possible qu’il n’utilise aucun 
service médical ou pharmaceutique pendant une période de 90 jours et donc, ce sujet 
serait considéré comme décédé bien qu’il ne le soit pas. On a assigné la date de 
décès à la date du dernier service pharmaceutique ou médical. Afin de s’assurer de la 
validité de cette méthode, des analyses de sensibilité ont été menées en utilisant une 
période d’absence de services de 180 jours, et le même nombre de sujets décédés a 
été identifié. De plus, dans le cadre de l’article 3, les données sur les dates de décès 
étaient disponibles pour les sujets de l’Étude sur la Santé des Ainés, ce qui nous a 
permis de vérifier l'algorithme. Dans cette sous-étude de validation, la totalité des 
sujets était bien classée (résultats de cette validation présentés en Section 5.4.3.  
Cas d'institutionnalisation 
Les patients institutionnalisés ont été identifiés à partir du code de lieu de 
l’acte. La date d'institutionnalisation correspondait à la date du premier service rendu 
dans un établissement dont le code était associé à un centre d’accueil. Les codes 
sélectionnés étaient 1X5 et 2X5, soit des centres d’accueil publics ou privés. Dans la 
cadre de ces travaux, nous n’avons pas retenu les codes 0X4 et 0X5 qui représentent 
des centres hospitaliers de soins de longue durée, car ces codes ne représentent pas 
des institutionnalisations définitives. Cette méthode de sélection des cas peut 
entraîner une sous-estimation du nombre de cas. En effet, si un patient est 
institutionnalisé et n’utilise pas les services de l’institution où il est, aucun code 
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d’acte se référant à une institution d’hébergement ne se retrouvera dans la banque 
de données. Cette limite est peu plausible sachant que le patient doit être évalué par 
un médecin de l’établissement lorsqu’il y fait son entrée.  
Témoins 
Un total de quatre témoins par cas a été sélectionné selon la méthode de 
densité d’incidence (« incidence density sampling »). Selon cette méthode, les 
témoins sont sélectionnés parmi tous les sujets présents au moment de la survenue 
de chaque cas ("risk set"). Par conséquent, un sujet peut servir de témoins à plus d'un 
cas s'il est ré-échantillonné plusieurs fois, et un témoin peut devenir un cas s'il 
développe l'événement d'intérêt plus tard dans le temps. En revanche, un cas ne peut 
servir de témoins ultérieurement car il est censuré de la cohorte au moment de la 
survenue de l’événement. Chaque témoin fut apparié au cas sur le groupe d’âge (65-
69; 70-74; 75-79; 80-84; 85 et plus), le sexe et la date d’entrée dans la cohorte (± 1 
mois). Le nombre de quatre témoins par cas a été choisi car l’augmentation de la 
puissance statistique est très faible au-delà de quatre témoins par cas [154].  
La date index correspond à la date de survenue des cas (décès pour l’article 1 
ou institutionnalisation pour l’article 2) pour les cas. La date index de chaque cas a 
été assignée à ses témoins appariés.  
4.2.7 Définition des variables indépendantes 
(développement du score) 
 Dans les études publiées à ce jour, l'identification des médicaments et autres 
facteurs potentiellement associés au décès repose essentiellement sur une seule 
méthode d’identification soit des associations statistiques ou des groupes de 
discussion ("focus groups") avec des experts. Dans le cadre de notre étude, trois 
méthodes concomitantes ont été utilisées: revue exhaustive de la littérature, révision 
des facteurs potentiels par une gériatre, et associations statistiques à partir des 
données de l'étude. Une revue exhaustive de la littérature a permis d’identifier les 
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facteurs les plus probablement associés à une augmentation du risque de décès ou 
d’institutionnalisation. Par la suite, les médicaments et autres facteurs présents dans 
les banques de données de la RAMQ ont été inclus dans le modèle a priori. Les 
résultats de la revue de littérature sont présentés, dans cette thèse, au Chapitre 2, 
Recension des écrits. 
 A partir de la revue de littérature, les pathologies suivantes ont été identifiées 
comme étant associées au décès: hypertension artérielle, diabète, maladie de 
Parkinson, psychoses, troubles associés à la démence, anxiété et troubles du 
sommeil, dépression, maladies cardiovasculaires, hypercholestérolémie, maladies 
respiratoires, maladies vasculaires (incluant accidents cérébro-vasculaires), troubles 
gastriques, infections, ostéoporose, glaucome et incontinence urinaire. Comme le 
Geriatric Comorbidity Score est basé sur les délivrances médicamenteuses et non des 
diagnostics, les médicaments pour traiter ces maladies ont été identifiées. Le tableau 
3 présente les médicaments qui ont été considérés. Chacune de ces variables était 
mesurée de façon dichotomique: utilisation ou non. Ces médicaments ont été 
sélectionnés à partir de du code de l’«American Hospital Formulary Service» 
(AHFS). Les doses et la durée d’utilisation n’ont pas été prises en compte car nous 
sommes d'avis que, par définition, un score de comorbidité se doit d’être simple et 
facile d’utilisation. La prise en compte de ces données complexifierait énormément 
l’algorithme. Effectivement, si les doses et la durée d’utilisation avaient été pris en 
compte, les classes AHFS n’auraient pu être utilisées car celles-ci englobent 
différents médicaments. Dans ce cas, nous aurions été dans l’obligation de 
considérer chacun des médicaments individuellement (codes Anatomical therapeutic 
Classification), ce qui aurait fait plus d’une centaine de variables indépendantes dans 
le modèle de régression logistique. De ce fait, la puissance statistique aurait été trop 
faible pour pouvoir détecter des effets. Cette limite est discutée au Chapitre 6, 
Discussion de la thèse. 
 Certaines interactions potentielles ont été évaluées dans le modèle. Il est à 
noter que dans le modèle final, les interactions n’ont pas été retenues car elles 
n’amélioraient pas la performance des scores et ajoutaient beaucoup de complexité.  
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Tableau 3: Codes AHFS utilisés pour chacune des conditions médicales 
Condition médicale Médicaments d’intérêts Code AHFS 
Ostéoporose Bisphosphonates, Raloxiphene, 
Calcitonine, Teriparatide 
 
922400, 681612, 682400 
Incontinence urinaire Oxybutinine, 
Antimuscariniques,  
 
120808 
Psychose, troubles 
associés à la démence 
Antipsychotiques 281608 
Cholestérolémie Inhibiteurs de l’HMG-CoA 
réductase 
240608 
Diabète Antidiabétiques 682000, 682002, 
682004, 682005, 
682008, 682012, 
682016,  
Dépression Antidépresseurs 281604 
Anxiété, troubles du 
sommeil 
Benzodiazépines 282408 
Maladies vasculaires Anticoagulants, Réducteurs 
plaquettaires, thrombolytiques 
201200, 201204, 
201208, 201214, 
201216, 201218, 201220 
Infections Antibiotiques*  081200, 081202, 
081206, 081207, 
081208, 081212, 
081216, 081218, 
081220, 081224, 081228 
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Reflux gastriques, 
problèmes d’estomac 
Inhibiteurs de pompes à 
protons 
562836 
Hypertension Antihypertenseurs, diurétiques 240800, 240816, 
240820, 240844, 
240892, 243200, 
243204, 243208, 
243220, 243240, 
402800, 402804, 
402808, 402810, 
402812, 402816, 
402820, 402824, 402892 
Parkinson Antiparkinsoniens, 
Adamantanes, Précurseurs de 
la dopamine 
283600, 283604, 
283608, 283612, 
283616, 283620, 
283632, 283692 
Maladies respiratoires Agonistes α et β-adrénergique, 
sympathomimétiques, 
antagonistes des récepteurs de 
leucotriènes 
121200, 121204, 
121208, 121212, 
481024, 680400, 861600 
Maladies 
cardiovasculaires 
Médicaments 
cardiovasculaires, 
cardiotropes, antiarythmiques, 
cariotoniques, divers 
240000, 240404, 
240408, 240440, 240492 
Glaucome Gouttes ophtalmiques 522000, 524020 
 
* Étant donné la prévalence élevée d’utilisation d’antibiotiques et la chronicité 
d’utilisation, les antibiotiques ont été caractérisés dans le modèle selon leur classe 
individuelle. 
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4.2.8 Fenêtre de temps 
L’exposition aux médicaments a été évaluée dans les 12 mois précédant la date 
index qui, rappelons-le, est définie comme étant la date de survenue de l’événement 
(décès ou institutionnalisation). Les patients étaient exposés à une classe de 
médicaments donnée s’ils avaient eu au moins une délivrance du médicament 
d’intérêt dans les 12 mois précédant la date index. Les patients qui avaient reçu une 
délivrance d’un médicament plus de 12 mois avant la date index devaient avoir une 
ordonnance encore active pour être classés comme exposés, c’est-à-dire que si l’on 
additionne la durée prescrite à la date de délivrance, la date obtenue se situe dans les 
12 mois précédant la date index. La figure 2 représente le schéma des expositions. 
Étant donné que cette définition est assez large elle pourrait, dans certaines 
circonstances, mener à un biais d’information. Par exemple, un patient pourrait être 
classé à tort comme exposé s’il a utilisé un médicament que de façon aigue et non 
chronique. Cependant, sachant que les maladies considérées dans le score sont des 
maladies chroniques, il est peu probable qu’un patient utilise un médicament de 
façon aiguë, c'est-à-dire qu’une seule fois dans l’année. De plus, si cela arrive, c’est 
surement parce qu’il changera de molécule, mais, il utilisera probablement un 
médicament de la même classe thérapeutique (AHFS). Afin d’évaluer l’impact 
potentiel de ce biais, nous avons refait les analyses en prenant une période de trois 
mois précédant la date index et les résultats se sont avérés similaires.  
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Figure 2: Mesure de l’exposition à partir des ordonnances délivrées 
 
4.2.9 Analyse des données 
Développement du score 
Le développement des scores s’est fait en utilisant la méthode de 
Framingham décrite par Sullivan et collaborateurs en 2004 [155]. La méthode 
comprend sept étapes listées ci-dessous et détaillées par la suite:  
1) Estimer les paramètres du modèle multivarié 
2) Organiser les facteurs de risque en catégories et déterminer les 
valeurs de référence 
3) Déterminer la catégorie de référence pour chaque variable 
4) Déterminer de combien d'unités de régression, chaque catégorie 
s'éloigne de la catégorie de référence 
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5) Choisir une constante 
6) Déterminer le nombre de points pour chaque catégorie de chaque 
facteur de risque 
7) Déterminer le risque associé à chaque point du score 
Ces sept étapes sont décrites ci-dessous.  
1) Estimation des paramètres du modèle  
La première étape consiste à effectuer des analyses bivariées entre chacune 
des variables indépendantes (exposition identifiée par la revue de littérature et 
validée par une gériatre) et chacun des événements d’intérêt dans la cohorte de 
développement (institutionnalisation et décès). Les analyses bivariées permettent de 
déterminer l’association entre chaque variable indépendante (exposition 
médicamenteuse) et les événements d’intérêt. Les variables indépendantes ayant 
présenté une association statistiquement significative avec l’événement étaient 
considérées comme prédicteurs potentiels et ont été retenues pour les analyses 
subséquentes (pour cette étape de l’étude, le niveau de signification statistique a été 
établi à 0.20).  
Par la suite, des modèles de régression logistique multivariés conditionnels 
ont été construits. Conformément aux analyses cas-témoins intra-cohorte, 
l'association entre un médicament donné et le risque de décès ou 
d'institutionnalisation a été mesurée à partir d'un odds ratio (OR), qui est une bonne 
estimation du risque relatif lorsque l’événement est rare [151]. La méthode de pas à 
pas descendant ("backward stepwise selection")[156] a été utilisée pour sélectionner 
les variables indépendantes devant être conservées dans le modèle final. Cette 
méthode s’effectue à partir d’un modèle contenant toutes les variables indépendantes 
et pas à pas, les variables non significatives sont retirées du modèle. Puisque cette 
étape est cruciale dans la création d’un score de prédiction, nous avons aussi utilisé 
une sélection ascendante et bidirectionnelle des variables [156] afin d’évaluer la 
stabilité du modèle. Les variables ayant obtenu une valeur p inférieure à 0.50 ont été 
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utilisées comme prédicteurs dans le modèle final. Le seuil de 0.50 a été retenu car, 
lors de la création d’un score, seul le coefficient de régression compte. L’intervalle 
de confiance n’a aucun impact sur le calcul du score attribué à chacun des 
prédicteurs car il importe de s'assurer qu’un prédicteur réel ne soit pas retiré du 
modèle par manque de puissance statistique [157]. Par exemple, le nombre de cas 
d’institutionnalisation est beaucoup plus faible que le nombre de cas de décès, 
pouvant ainsi compromettre l’identification d’un prédicteur important 
d’institutionnalisation. Ceci est moins susceptible de survenir pour les prédicteurs de 
décès qui eux, seront tous statistiquement significatifs à un seuil beaucoup plus 
faible que ceux de l’institutionnalisation  
Bien que certaines interactions médicamenteuses étaient statistiquement 
significatives, elles n’apportaient pas d’augmentation significative de la performance 
du score et, si elles étaient incluses, elles augmenteraient la complexité du score, ce 
qui irait à l'encontre de la raison d'être d'un score de comorbidité. Étant donné ces 
deux dernières constatations, les interactions médicamenteuses n’ont pas été incluses 
dans les scores finaux.  
2) Organisation des facteurs de risques en catégories et détermination des 
valeurs attribuées à chacune des options (Valeur de référence= Wij) 
Cette étape dépend du type de variables indépendantes (continues, 
catégorielles). Lorsque les variables sont continues, les variables doivent être 
catégorisées et une valeur de référence doit être attribuée à chacune des catégories. 
Cette valeur correspond à la valeur moyenne de chacune des catégories. Dans notre 
situation, puisque toutes les variables d’exposition étaient dichotomiques, cette étape 
est assez simple. Les valeurs attribuées à chacune des catégories étaient donc 0 
lorsque les sujets n’avaient pas reçu de délivrance du médicament donné et 1 
lorsqu’ils avaient reçu une délivrance dans l’année précédant la date index.  
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3) Déterminer la catégorie de référence (WiRef) 
Il s’agit de déterminer, pour chaque variable, la catégorie de référence. Dans 
notre cas, nous avons choisi l'absence de la caractéristique, ce qui correspond à la 
valeur de 0.  
4) Déterminer de combien d'unités de régression chaque catégorie s'éloigne 
de la catégorie de référence 
Pour chaque facteur de risque, il est maintenant nécessaire de déterminer de 
combien d’unités de régression chacune des catégories s’éloigne de la catégorie de 
référence. Pour ce faire, le β obtenu pour chaque variable doit être multiplié par la 
différence entre chacune des catégories et la valeur de référence (Wij déterminé à 
l’étape 2). Dans le cas présent, le β doit être multiplié par 1, car les variables sont 
dichotomiques, catégorisées seulement en 0 ou 1.  
 
Tableau 4: Exemple de calcul d'algorithme, étape 4 
Facteurs de risque Catégories Valeur de référence 
(Wij) 
βi Βi (Wij-Wiref) 
Médicaments pour 
l’ostéoporose 
  
-0.07303  
 Non 0 = W1ref  0 
 Oui 1  -0.07303 
Antipsychotiques   1.23697  
 Non 0 = W2ref   
 Oui 1  1.23697 
Statines   -0.44076  
 Non 0 = W3ref   
 Oui 1  -0.44076 
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5) Choix d'une constante 
La constante permet d’obtenir des nombres entiers plutôt que des nombres 
décimaux. Normalement, lorsque l’âge est considéré dans un modèle, la constante 
(B) reflète l’augmentation du risque associé à une augmentation d’âge de x unités 
(valeur du β obtenu dans le modèle de régression). Ici, l’âge est une variable 
d’appariement et n’obtient donc pas de coefficient β car elle ne peut être incluse 
dans le modèle de régression. Dans ce cas, le choix de la constante est à la discrétion 
du chercheur tant que celle-ci permette d’obtenir des nombres entiers lorsque le 
nombre obtenu à l’étape précédente est divisé par la constante choisie. Ici, nous 
avons choisi d’utiliser le chiffre 0.25.  
Tableau 5: Exemple de calcul d'algorithme, étape 5 
Facteurs de 
risque 
Catégories 
Valeur de 
référence 
(Wij) 
βi 
Βi 
(Wij-
Wiref) 
Points ij= Βi 
(Wij-
Wiref)/Constante 
Médicaments 
pour 
l’ostéoporose 
  
-0.07303   
Non 0 = W1ref  0  
Oui 1  -0.07303 -0.29212 
Antipsychotiques   1.23697   
 Non 0 = W2ref    
 Oui 1  1.23697 4.94788 
Statines   -0.44076   
 Non 0 = W3ref    
 Oui 1  -0.44076 -1.76304 
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6) Déterminer le nombre de points pour chaque catégorie de chaque 
facteur de risque 
L’étape suivante consiste à arrondir les nombres obtenus afin d’obtenir un 
nombre entier et donc, d’obtenir un score simple d’utilisation.  
Tableau 6: Exemple de calcul d'algorithme, étape 6 
Facteurs de 
risque 
Catégorie 
Valeur de 
référence 
(Wij) 
βi 
Βi (Wij-
Wiref) 
Points ij= Βi 
(Wij-
Wiref)/Consta
nte 
Arrondi 
Médicaments 
pour 
l’ostéoporose 
  
-0.07303    
Non 0 = W1ref  0   
Oui 1  -0.07303 -0.29212 0 
Antipsychotiques 
  1.23697    
Non 0 = W2ref     
Oui 1  1.23697 4.94788 5 
Statines   -0.44076    
 Non 0 = W3ref     
 Oui 1  -0.44076 -1.76304 -2 
 
7) Déterminer le risque associé à chaque point du score 
La première étape est de déterminer l’étendue possible des scores obtenus. 
Par exemple, le score de décès peut varier entre -24 et 11 et le score 
d’institutionnalisation entre -19 et 8. En utilisant l’équation de régression logistique 
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du modèle multivarié final, il est possible de calculer le risque associé ( ) à 
chacun des scores possibles. Les équations utilisées sont :  
 
 
 
  
4.2.10 Evaluation de la performance du score 
La performance des modèles finaux a été évaluée en déterminant la capacité 
discriminante des outils. La validation des scores a été effectuée dans la cohorte de 
validation composée de 26 217 sujets. La discrimination mesure la capacité d’un 
score à distinguer les sujets à haut risque des sujets à faible risque d'événement. La 
c-statistique ainsi que l’aire sous la courbe de Receiver Operating Characteristics 
(ROC) sont utilisées pour cette évaluation. Ces deux paramètres statistiques 
devraient varier entre 0.5 et 1. La c-statistique est calculée comme étant le nombre 
de paires de patients malades et non-malades pour lequel le malade obtient un score 
plus élevé que le non-malade. Au tableau 7 est présenté un exemple de calcul de la 
c-statistique.  
 
 
 
Intercept + Constante(Score) 
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Tableau 7: Exemple de calcul de la c-statistique 
Paire Score Cas Score Témoins c-statistique* 
1 5 3 1 
2 -1 -2 1 
3 2 6 0 
4 3 -4 1 
5 5 2 1 
Calcul c-stat c-statistique = 4/5*100= 0.80 
* 1 si score cas ≥ score témoin  
 
L’intervalle de confiance de la c-statistique se calcule à l’aide de la méthode 
du « Bootstrap » qui consiste à échantillonner à plusieurs reprises (n=10 000) et 
ainsi, de calculer l’intervalle de confiance à partir des données de la distribution de 
ces échantillons [158].  
La courbe ROC quant à elle est une méthode graphique qui permet de 
caractériser la capacité d’un test à distinguer entre les personnes saines et les 
personnes malades. La valeur optimale de la courbe se retrouve dans le coin 
supérieur gauche du graphique (meilleur rapport spécificité-sensibilité). L’aire sous 
la courbe (statistique que nous utiliserons) indique la précision du test. Une valeur de 
0.5 est très mauvaise tandis qu’une valeur se rapprochant de 1 est excellente. La 
valeur de la c-statistique devrait se rapprocher fortement de l’aire sous la courbe, si 
le même plan d'étude est utilisé[159].  
Toutes les données ont été analysées à l'aide du logiciel SAS (SAS 9.2 for Windows, 
SAS Institute Inc., Cary, NC, USA). 
4.2.11 Calcul de puissance statistique 
La puissance statistique a été déterminée à partir d'une taille d’échantillon de 
63 000 sujets, qui représente le nombre minimal possible pour la cohorte de 
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développement. Les calculs de puissance de l’étude ont été basés sur des estimés 
conservateurs quant au niveau d’exposition et du risque d’événement indésirable 
dans la population de personnes âgées vivant à domicile. En pratique, le calcul de 
puissance s'est basé sur le taux d’institutionnalisation qui est moins élevé que celui 
du décès.  
 Par exemple, si l’on considère que l’exposition attendue pour une variable 
indépendante quelconque est de 1% (exposition rare), et que le taux 
d’institutionnalisation est près de 5% [160], les 40 000 sujets inclus permettent de 
détecter un risque relatif de 2.0 avec une puissance de 0.989 et une erreur de type I 
de 0.05.  
4.3 Méthodologie spécifique article 2 
Dans l’article 2, d'autres évaluations de performance ont été réalisées. 
Sachant qu’un important prédicteur d’institutionnalisation est la démence, nous 
avons testé notre score dans une cohorte de patients déments vivant à domicile (n= 
37 611), membres du régime public d’assurance médicaments de la RAMQ qui ont 
reçu au moins un remboursement pour inhibiteur de cholinestérase (ChI) entre le 1
er
 
janvier 2000 et le 31 décembre 2009. La date d’entrée dans la cohorte correspondait 
à la date d’initiation du traitement par ChI. 
Le score d’institutionnalisation développé pour l’article 2 a par ailleurs été 
appliqué dans la cohorte de personnes âgées démentes selon une analyse cas-témoins 
intra-cohorte. La performance du score par rapport au nombre d'institutionnalisations 
observées a été mesurée à l’aide de la c-statistique.  
4.4 Méthodologie spécifique article 3 
 L’article 3 a pour objectif de déterminer si l'inclusion de variables non 
rapportées dans les banques de données administratives, dont certaines 
caractéristiques sociodémographiques, troubles mentaux et du sommeil, améliorent 
  
77
la performance d'un score de comorbidité basé sur la délivrance médicamenteuse. 
Le plan d'étude pour cet article était celui d'une étude de cohorte. 
4.1.1 Population cible 
La population cible était celle de personnes âgées vivant à domicile. 
4.4.2 Population à l’étude 
La population à l’étude consistait en 1 494 personnes âgées de 65 ans et plus, 
qui ont participé à l’Étude sur la Santé des Ainés (ESA) réalisée entre 2005 et 2006. 
Initialement, cette étude comprenait 2498 sujets mais seuls ceux pour lesquels 2 
années complètes de données provenant de la régie de l’Assurance maladie du 
Québec ont été retenus (1 an avant le sondage et 1 an après). De plus, seuls les sujets 
pour lesquels l’information sur le décès était disponible ont été retenus. Dans cette 
étude, la base de sondage de participants potentiels a été effectué par génération 
aléatoire de numéros de téléphone du Québec entre 2005 et 2008 [161]. 
4.4.3 Méthode d’échantillonnage 
Un plan d’échantillonnage en grappes stratifié à deux degrés a été utilisé, le 
premier étant constitué de ménages et le second d’individus. Une stratification en 
fonction de trois zones géographiques (métropolitaine, urbaine et rurale) permettait 
de tenir compte des variations régionales importantes dans l’organisation des 
services de santé. Dans chacune des zones géographiques, un échantillon 
probabiliste de ménages a été constitué à l’aide d’une méthode de génération 
aléatoire de numéros de téléphones. Parmi les membres du ménage âgés de plus de 
65 ans, la personne pour qui la date d’anniversaire arrivera le plus rapidement suite à 
l’appel était sollicitée. Le taux de participation ESA était 66.5% des sujets 
admissibles [161]. L’étude pilote de ESA a démontré qu’il n’y avait aucune 
différence entre les répondants et les non-répondants quant à l’âge, le sexe et la 
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région. Soixante-quinze pour cent (75%) des sujets recrutés ont pu être interrogés 
à nouveau un an plus tard. 
4.4.4 Procédure de recrutement 
Dans un premier temps, les personnes sélectionnées recevaient un appel 
téléphonique afin qu'on leur explique les objectifs de l’étude ainsi que sa durée. Les 
personnes rejointes étaient alors invitées à participer à une entrevue à domicile. Un 
montant de 15$ était offert à titre de dédommagement aux personnes qui acceptaient 
de participer à l’entrevue. Cette stratégie a été utilisée afin d’atteindre le taux de 
participation minimum requis. Une lettre d’introduction décrivant l’étude a été 
envoyée aux participants afin de les assurer de la crédibilité de l’étude. Les 
entrevues en face-à-face ont été réalisées dans les deux semaines suivant 
l’acceptation du sujet, par des enquêteurs préalablement formés. Lors de l’entrevue, 
la nature de l’étude était expliquée à nouveau et un consentement écrit était obtenu 
des sujets. A ce moment les sujets consentaient également au croisement des 
données de l'enquête avec celles des banques de données de la RAMQ. L’entrevue 
complète nécessitait 90 minutes en moyenne. Les sujets étaient rencontrés une 
deuxième fois en face-à-face 12 mois après la date de la première entrevue (Figure 
1). Dans la figure 2 est présenté le schéma du déroulement de l’étude. 
 
Figure 3: Schéma de l'étude 
 
* Réf : Préville, M., Communication personnelle 
Étude transversale et Étude longitudinale et 
données rétrospectives données rétrospectives
- 12 mois et à vie T1 T2
Entrevue à
domicile
Entrevue à
domicile
+12 moisRAMQ-12 mois
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4.4.5 Critères d’inclusion et d’exclusion 
Pour être inclus dans l’étude, les sujets devaient parler et comprendre le 
français, ce qui représente 90% de la population québécoise[162]. Les sujets habitant 
les régions périphériques (Côte-Nord, Gaspésie, Îles-de-la-Madeleine, Saguenay 
Lac-Saint-Jean et Abitibi-Témiscamingue) ont été exclus de l’étude en raison des 
coûts élevés engendrés par des entrevues à domicile. Les personnes présentant un 
score inférieur à 22 au «Mini-Mental State Examination» [163] et souffrant d’un 
trouble cognitif potentiel ont également été exclues de l’étude. Finalement, pour les 
travaux de cette thèse, seuls les sujets ayant accepté de fournir leur NAM pour un 
croisement des données de l'enquête avec celles de la RAMQ ont été inclus dans 
l’étude. Parmi les 2811 sujets ayant participé à l'enquête, 1 494 ont été retenus pour 
cette étude. 
4.4.6 Suivi de la cohorte 
La date d'entrée dans la cohorte ESA correspondait à la date de la première 
entrevue. Les sujets ont été suivis jusqu'au premier des événements suivants: décès, 
ou jusqu'à un an. Aucun autre critère de censure n’a été utilisé.  
4.4.7 Sources de données 
Pour cette étude, trois sources de données ont été utilisées: 1) les données de 
l'enquête ESA; 2) les données des services pharmaceutiques et services médicaux de 
la RAMQ; 3) les données du fichier des décès de l'Institut de la Statistique du 
Québec. 
Les données de l'Enquête sur la Santé des Aînés (ESA) 
 Les données issues de l'enquête ESA et utilisées pour l'article 3 incluaient 
certaines caractéristiques sociodémographiques (statut marital, niveau d’éducation, 
revenu annuel familial) ainsi que l'état de santé mentale et physique du sujet, 
déterminés à la date d'inclusion dans la cohorte (première entrevue de l'enquête). Le 
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statut marital a été mesuré en variable dichotomique: jamais marié, séparé ou 
veuf; marié. Le niveau d’éducation a été mesuré à l’aide d’une variable à trois 
catégories : 1) Niveau primaire (0-7 ans); 2) Niveau secondaire (8-14 ans) et 3) 
Niveau postsecondaire (15 ans et plus). Le revenu familial a été évalué à l’aide d’une 
variable dichotomique soit : 1) moins de 15 000$ annuellement ou 2) plus de 15 
000$ annuellement. La perception de l’état de santé mentale et physique était 
évaluée à l’aide de deux questions : Si vous vous comparez à une personne de votre 
âge, diriez-vous que vous êtes : a) en moins bonne santé (mentale ou physique); b) 
en santé (mentale ou physique) égale ou ; c) en meilleure santé (mentale ou 
physique)?  
 
Le niveau de tracas quotidiens, le nombre de sources de soutien social, le niveau de 
dépression (mineur ou majeur) et le niveau d’anxiété ont aussi été mesurés. L’indice 
de tracas quotidien a été mesuré à l’aide du « DHS-30 »; version française adaptée 
dans la population âgée du «Daily Hassles Scale» [164, 165]. Le DHS-30 est un 
questionnaire à 30 items qui réfère aux différentes sphères des tracas quotidiens 
associés à la famille, le travail, la santé, les amis, etc. Les sujets étaient appelés à 
quantifier la sévérité du stress éprouvé pour chacun des tracas survenus dans le 
dernier mois sur une échelle de 5 points où 1 représente une absence de sévérité et 5 
représente une sévérité extrême. L’index de tracas quotidien est ensuite calculé en 
divisant la somme des scores de sévérité des 30 items par le nombre total d’items 
rapportés. L’index de stress a ensuite été dichotomisé à partir d'un seuil déterminé en 
fonction de la distribution des scores observés: faible niveau de stress (<2, le score 
médian) et haut niveau de stress (>2).  
L’index de soutien social a été évalué à partir de trois questions: 1) Dans votre 
environnement, est-ce qu’il y a quelqu’un à qui vous pouvez vous confier ou parler 
librement de vos problèmes? ; 2) Est-ce qu’il y a quelqu’un dans votre famille ou 
votre cercle d’ami qui peut vous assister en cas de besoin? ; 3) Est-ce qu’il y a 
quelqu’un dans votre entourage avec lequel vous vous sentez proche et qui vous 
démontre de l’affection (membre de la famille, ami)? Comme la majorité des 
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répondants avaient les trois sources de soutien social, la variable a été 
dichotomisée en: deux sources de soutien social ou moins; et présence des trois 
sources de soutien social. 
4.4.8 Variable dépendante 
Dans le cadre de cet article, l’information sur les dates de décès était disponible. 
Pour chaque sujet, la présence ou absence de décès dans l'année qui suivait la date de 
la première entrevue ESA a été déterminé. 
4.4.9 Variables indépendantes 
 Dans le cadre du troisième article, la variable indépendante principale était la 
valeur du Geriatric Comorbidity Score mesuré au moment de l'inclusion dans la 
cohorte ESA. La fenêtre de temps pour identifier la présence de médicaments 
délivrés était de un an avant la date d'inclusion dans la cohorte ESA (i.e. date de la 
première entrevue ESA). Dans le modèle, le GCS a été caractérisé sous forme de 
variable continue. Le score d’institutionnalisation n’a pas pu être utilisé dans cette 
cohorte, car trop peu de sujets avaient été institutionnalisés pendant l'année de suivi 
(seulement 3 sujets). Par ailleurs, le modèle incluait également, les caractéristiques 
socio-démographiques (statut marital, revenu familial, éducation), état de santé 
mentale et physique décrites ci-dessus. 
4.4.10 Analyses statistiques 
 Des modèles de régressions logistique bivariées ont été développés afin 
d’évaluer l’association entre chacune des variables indépendantes et le risque de 
décès. La valeur p retenue pour cette étape des analyses était de 0.20. Un modèle de 
régression logistique multivarié a ensuite été construit et la c-statistique a été évaluée 
après l’addition de chacune des variables dans le modèle.  
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4.5 Considérations éthiques 
 L’obtention des banques de données de la RAMQ et le croisement des 
banques RAMQ pour les articles 1 et 2 a reçu l'approbation du comité d'éthique du 
CHUM. Les données obtenues sont anonymes et aucune information n’est 
disponible pour permettre de retracer les sujets. Selon les règles d’application de la 
Protection des renseignements personnels, le groupe d’âge est transmis en 
remplacement de la date de naissance, le code de la région socio-sanitaire est 
transmis en remplacement du code postal abrégé et la date de décès ne peut être 
transmise sans l’autorisation de la Commission d’accès à l’information. Pour les 
données concernant l’article 3, soit les données provenant de l’Étude sur la Santé des 
Aînés, l’étude a été approuvée par le Comité d’Éthique à la Recherche de l’Institut 
Gériatrique de Sherbrooke. Le certificat d’éthique se retrouve à l’annexe 2 du 
présent document. De plus, les sujets devaient remplir un formulaire de 
consentement qui se trouve à l’annexe 3.  
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Chapitre 5 : Résultats 
Les principaux résultats de cette thèse sont présentés sous forme d’articles 
scientifiques soumis à des journaux avec révision par les pairs. Tous les co-auteurs 
sont en accord avec l’apparition des articles dans cette thèse. J’ai contribué de façon 
importante dans toutes les étapes d’écriture des articles. En effet, j’ai effectué toutes 
les analyses statistiques et j’ai rédigé toutes les sections des articles. J’ai aussi 
participé aux échanges et discussions portant sur le développement des scores.  
La dernière partie de la section résultats présente des résultats qui n’ont pas été 
soumis pour publication. Ils représentent des résultats complémentaires à notre 
étude.  
  
84 
 
 
5.1 Article 1: Development and validation of the 
Geriatric Comorbidity Score using administrative 
claims databases  
Co-auteurs: Sarah-Gabrielle Béland, Cara Tannenbaum, Thierry Ducruet,  
Michel Préville et Yola Moride 
Soumis à: Pharmacoepidemiology and Drug Safety 
 
 
Cet article présente le développement du score de comorbidité de décès et la 
comparaison de ses performances avec celles du CDS.  
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Abstract 
Background : Comorbidity scores currently in use to control for confounding in 
pharmacoepidemiologic studies have been developed in broad general populations. 
The performance of these scores in the elderly population may be questionable as 
disease and drug use in the elderly varies considerably compared to younger 
individuals   
Objective: To develop a Geriatric Disease Score based on drug use and to compare 
its performance with existing scores developed with younger individuals 
Methods: The new score was developed in a retrospective cohort of 61 172 older 
individuals selected from the Quebec claims databases (RAMQ) (2000-2009). Risk 
factors for mortality were identified through a nested case-control analysis using a 
time window of 1 year prior to the event. Conditional logistic regression modeling 
was used to yield weighted coefficients and scores were developed using The 
Framingham Heart Study method. The performance of each score was assessed in a 
validation cohort (n=26 216). 
Results: During the ten-year follow-up, 7 977 deaths (30.4%) were identified in the 
validation cohort. Using the scoring method, the mean risk of death for the cases was 
0.46 and 0.33 for the controls (t-test: 95.12; p≤0.0001). C-statistics were 0.75 
(95%CI: 0.74 - 0.76) for the Geriatric Disease Score compared to 0.47 (95%CI: 
0.45-0.49) for the Chronic Disease Score. 
Conclusion: Based on our results, a comorbidity score based on drug use exceeds 
performance for older adults compared to a score based on disease. The Geriatric 
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Comorbidity Score should be used in research in the elderly population where the 
validity of ICD codes is known to be low.   
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INTRODUCTION 
Health care claims databases are widely used in pharmacoepidemiologic research. 
Over the past two decades, databases have become a cornerstone of drug safety and 
effectiveness research [1-11] . The varied and broad use of administrative claims 
databases has been facilitated by several advantages, including their wide 
geographic and population coverage and their comprehensiveness in measuring 
interactions between patients and the health care system [12, 13]. Database linkage 
leads to the accumulation of longitudinal data on prescriptions and medical services 
provided to large populations. However, the advantages of claims databases for 
pharmacoepidemiologic research are offset by a series of limitations, including the 
absence of clinical information and other patient characteristics, such as lifestyle 
habits. Such unmeasured characteristics may lead to confounding bias in etiologic 
studies and are an ongoing threat to the validity of observational studies conducted 
using administrative claims databases.  
The implementation of therapeutic risk management regulation has led to an 
increasing number of observational studies aimed at providing evidence on the 
benefits and harms of medication in vulnerable population in the real world 
setting[14]. The integration of claims databases into a regulatory framework calls for 
the development of methods that will strengthen the validity of such studies. One 
well-known potential confounder is the presence of comorbidity as it often 
influences drug prescription, and is frequently an independent risk factor for 
outcomes, whether clinical or associated with health care use. Although databases 
can provide some information on comorbidity through diagnostic codes or 
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prescribed medications, to adjust individually for the presence of every condition 
may lead to the saturation of multivariate statistical models. To address this issue, 
several methods have been published in the literature in order to synthesize the 
impact of concomitant conditions into an overall comorbidity score, resulting in a 
more uniform adjustment for comorbidity in studies conducted through claims data 
[15, 16]. 
 
Among available comorbidity scores, the Von Korff Chronic Disease Score (CDS) 
[17] and the Charlson Index [18] are the most widely used in 
pharmacoepidemiologic research. The former is based on patterns of drug 
dispensing while the second is derived from medical diagnoses recorded in medical 
claims; both involve scores that predict the risk of death in the following year. The 
CDS was developed using prescription drugs available in 1992, which differ 
markedly from today's environment. The Charlson Index relies on diagnoses present 
in medical claims, and is limited by the accuracy or omission of recorded diagnoses. 
Both existing scores were derived from the general population and may not be 
suitable for studies conducted in sub-populations.  Only one score has been 
published in the literature on any specific sub-population, notably for infants and 
toddlers[19]. The geriatric population is another high-risk population with respect to 
drug safety that deserves special attention, as drugs included in comorbidity scores 
may have different predictive performances than in younger populations. The 
development of a comorbidity score that is specific for this population is therefore 
warranted to further advance methods of pharmacoepidemiologic research. In 
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Quebec, knowing that diagnostic codes are not really accurate, a score based on 
drug-use may perform better than a score based on ICD codes.  
 
We hypothesize that a medication-based score developed specifically for the elderly 
will perform better than the CDS (based on drug dispensing) to predict the overall 
health status of older adults.  
 
OBJECTIVES 
The aim of this study was to develop a new comorbidity score based on drug use 
specifically for the geriatric population and to compare its performance with that of 
existing scores, by occurrence, the CDS. 
 
PATIENTS AND METHODS  
Theoretical framework  
To best reflect the clinical profile of frail older adults, an underlying theoretical 
framework for the Geriatric Disease Score was developed using published literature 
and geriatrician input. A review of the literature identifying predictors of death in the 
geriatric population was made as a foundation for this framework. All identified 
factors were discussed with geriatrician and some were added. For the development 
of the Geriatric Disease Score and for its use in the databases, we therefore 
considered in the score the variables that represent state of illness of patients. Using 
administrative claims databases, only disease characteristics can be considered. We 
therefore considered the use of drugs as a proxy of state of illness of patients. Also, 
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the majority of common diseases is captured by the utilization of the use of these 
drugs.  
 
Study population 
The development of the score was based on a nested case-control analysis. A 
nested case-control analysis was chosen for its ability to control for proximal and 
variant exposure[20]. A cohort study design was not selected as time dependant 
analyses have the potential to complicate the score and one of the a priori of a score 
is its simplicity of use[21]. Our source cohort comprise patients who are not users of 
Cholinesterase Inhibitors since in Quebec, reimbursement of cholinesterase 
inhibitors used in the treatment of dementia is conditional on a positive response to 
treatment; hence patients must be evaluated before each renewal.  This is likely to 
introduce protopathic bias in any study that attempts to evaluate the effects of ChIs 
in this population.  For this reason, ChI users have been excluded from the source 
population for the current study. 
 The cohort was divided into two different cohorts: i) a development cohort 
of 61 172 community-dwelling older adults aged 66 years and older randomly 
selected from the public drug plan members of Quebec, and  ii) a validation cohort 
of 26 216 older adults also randomly selected from the same population. In Quebec, 
more than 97% of the elderly are covered by the public drug program; hence the 
study population is representative of all elderly residents of the province.  
 
Data sources 
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The RAMQ prescription database includes the following information for 
each medication:  name of the drug, dosage, prescribed duration (from which can be 
derived prescribed daily dosage), date of dispensing, physician’s specialty. This 
database was used in order to assess drug exposure. The time window for the 
exposure was the year preceding the index date.   
 
The RAMQ medical services program provides universal coverage, i.e. all 
residents are covered regardless of age or income.  The database also includes 
information on medical services that are billed on a fee-for-service basis whether 
they are rendered in outpatient clinics, emergency rooms, or hospitals.  Among the 
variables included in the database are:  date of service, physician’s specialty, 
diagnosis, type of service (medical act) and location of service.  In addition, through 
the beneficiaries’ databases, data on age and gender are available. Databases may be 
linked through the health insurance number which is unique for each patient and 
remains unchanged over time. This database was used in combination with the 
pharmaceutical database in order to assess the last medical service.   
 
Follow-up 
Cohort members were followed until death, or the end of the study period (31st 
December 2010).  
 
Dependent variables 
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The main study outcome was death determined by a proxy measure.  At the 
occurrence of each death (the cases), 4 controls per case were selected through 
incidence density sampling. A ratio of four controls per case is considered 
acceptable as exceeding four controls per case does not significantly increase the 
power of a study[22]. Each control could be selected more than once. Controls were 
matched on the date of entry in the cohort, age at the entry in the cohort determined 
by the date of birth (+ 5-year age category), and gender.  The index date 
corresponded to the estimated date of death among the cases.  However, for 
confidentiality reasons, date of death is not provided by the RAMQ. The date of the 
last service (medical of pharmaceutical) present in the medical services database was 
therefore used as the date of death. The same index date was assigned to match 
controls.   
 
Independent variables 
Independent variables were selected based on their clinical relevance and 
evidence from the literature concerning their association with death. The following 
conditions were identified: diabetes, urinary incontinence, depression, anxiety, sleep 
disturbances, Parkinson’s disease, hypercholesterolemia, pulmonary disease, chronic 
infection, hypertension and cardiovascular and cerebrovascular disease.  For each of 
these conditions, drug classes used for treatment were identified and validated by a 
gerontologist and were considered as potential predictors of death since it is well 
known that prescription information are more reliable in RAMQ databases than 
diagnostic codes[23]. In addition, age and gender were considered as covariates. 
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Time window 
Exposure to the selected drugs was assessed during the year prior to the index date. 
A one-year time-window was choose because drugs are prescribed for chronic 
exposure and  we wanted to let time for a possible causal association.  In order to 
capture most chronic conditions, patients were considered to be exposed to a given 
drug if they had at least one dispensing during the year prior to the index date. A 
sensitivity analysis was conducted using a 3-month time window prior to the event 
(data not shown). However, results showed that there is no difference in the results 
using a 3-month period or a 12-month period.  
 
Statistical analysis 
Development of the score 
The first step in the development of the predictive score was to conduct bivariate 
analyses in the construction cohort. Independent variables that were significantly 
associated with each study outcome were considered as potential predictors and were 
retained for multivariate analyses (level of significance less than 0.20 in bivariate 
analyses). Multivariate conditional logistic regression analysis was then conducted, 
with independent variables identified through backward stepwise selection. To 
ensure the stability of the model, forward and bidirectional selection were 
conducted. Important clinical interactions were also tested. For the final model, even 
non-significant associations were retained to be including in the index.  
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A scoring system was designed whereby weights were assigned to each predictor 
variable using The Framingham Heart Study Method. The weights correspond to a 
multiplication of the beta coefficients (parameter estimates) obtained from the final 
logistic regression model with a constant. The number obtained was rounded. A risk 
score was then obtained for each elderly patient of the construction cohort. Using the 
logistic regression equation, a score was calculated for each drug. Drugs which 
increased the risk death were assigned a positive score while those that were 
protective a negative score.  
 
Validation of the elderly comorbidity score  
A nested case-control design was used in the validation cohort. The predictive 
accuracy of the geriatric disease score was assessed through measures of calibration 
and discrimination of the multivariate conditional logistic model and the point 
scoring system, using the validation sample. Discrimination was assessed by the area 
under the receiver operating characteristic (ROC) curve in the validation cohort. The 
c-statistic was used as a measure of performance. The c statistic is calculated as the 
fraction of patients with the outcome among pairs of patients where one has the 
outcome and one not, the patient with the highest prediction being classified as the 
one with the outcome. Hence, when a model provides no information, c=0.5. 
However, Hosmer and Lemeshow showed that a c-stat over 0.70 is considered to be 
adequate[24].  In this situation, c-statistic may differ than ROC curve since the 
design is a nested case-control and boostrap technique was used to assess the value 
of the c-statistic.  
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Comparison with existing comorbidity scores 
The CDS was also applied to the validation cohort. In order to account for the non-
perennially of the tool, the drug used for the calculation of the CDS was adapted to 
the drugs used during the last decade. The c-statistics obtained from this method was 
compared to that of the new geriatric disease score.  In addition, differences in 
discrimination were also assessed through comparison of the ROC curves obtained 
with each score. All data were analyzed using the SAS statistical packages (SAS 9.2 
for Windows, SAS Institute Inc., Cary, NC, USA). 
 
Ethical considerations 
No patient or physician identifiers were provided to the researchers; only 
encrypted identifiers were used throughout the study.  
 
Results 
The development and validation cohorts were similar in terms of demographic 
characteristics (Table 1).  
 
Results from the development cohort yielded the following drugs associated with 
death: pulmonary drugs, diuretic agents, antipsychotic drugs, benzodiazepines, 
antimuscarinic drugs used to treat urinary incontinence, and anti-thrombotic agents 
(Table 2). Since drugs were used as proxies for diseases or conditions, some may 
have been protective. Drugs associated with a lower risk of death were: statins, 
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antihypertensive agents, glaucoma treatments, proton-pump inhibitors and anti-
parkinsonian medication. Finally, some variables identified in the literature or by 
clinicians were not associated with the risk of death such as drugs used in the 
treatment of diabetes and osteoporosis, antidepressants and cardiovascular drugs.  
 
Scores obtained through the multivariate logistic regression model ranged from -24 
to 11. Table 2 summarizes the scores for each drug, and Figure 1 shows the 
distribution of the risk of death as a function of the scores.  
Results of the mean scores for cases and controls and the c-statistics obtained from 
each of the comorbidity scores are presented in Table 3. Results indicate that there is 
a statistically significant difference between scores obtained in cases and controls.  
Comparison with existing scores revealed that the geriatric disease score performs 
better than the CDS. The c-statistic was 0.75 (95% CI: 0.73-0.78) for the geriatric 
disease score and 0.47 (95% CI: 0.45-0.49) for the CDS. Figures 2 and 3 show the 
area under the ROC for the two scores. The ROC curve associated with the highest 
discrimination was that of the geriatric disease score.  
  
DISCUSSION 
 Results of our study show that a comorbidity score based on drug use that is specific 
for the community-dwelling elderly population performs better than the gold 
standard comorbidity indices based on drug use (CDS score) currently used in 
pharmacoepidemiologic research. Improved performance by the new index can be 
explained by differences in the source populations used for the development of the 
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indices, for example, the CDS weights were derived for a younger population (18-65 
years old)) with diseases that are very different from those of the elderly. Also, the 
CDS was developed in the late 1980s, and further refined in the early 1990s. 
Pharmacotherapy has changed since then and all scores based on drugs therefore 
require regular updates.    
Evidence suggests that scores based on diagnostic codes perform better than scores 
based on drug prescription [23]. However, in claims databases, such as that of 
Quebec, where diagnosis information is often missing or may be unreliable when 
present, and such conclusions may not apply. For the first time, we have 
demonstrated that a prescription-based score can be as reliable as a diagnostic-based 
score. The performance of our score was comparable to that of what is proposed in 
the literature for the Charlson Index with respect to the c-statistic. One possible 
explanation for the similarity of the prescription-based score is that, unlike disease-
based scores, prescription scores indicate that the disease is being treated, and 
treatment may therefore decrease the risk of death in the following year. For 
example, untreated hypertensive patients have a higher risk of death than treated 
patients. Such findings apply to the majority of chronic diseases. However, using 
drugs as a proxy of disease can also lead to bias since it is possible that frail elderly 
individuals may not be receiving treated because their illness is too severe or in a 
palliative stage (e.g. cancer).  
Our study was associated with strengths and limitations. First, it was conducted in a 
study population that is very representative of the community-dwelling elderly 
population of Quebec.  Among all studies found in the literature on the development 
99 
 
 
of scores, it was the first to use a nested case-control approach. Through this design, 
we were able to control for age, gender, and date of entry in the cohort. One may 
however suggest that our score is only usable in studies conducted with a case-
control design. However, we tested our score using a cohort design and it performs 
equally well (data not reported). Another major strength is the fact that the model 
was based on clinical relevance and a conceptual framework developed with 
geriatricians, evidence from the literature, as well as being data-driven. Hence, the 
predictive factors are supported by pathophysiological evidence. Many studies have 
shown that prescription claims are reliable proxies for chronic diseases. Finally, 
because a proven method to develop the score was used, it led to the possibility of 
comparisons with other scores, such as the CDS, which was based on a qualitative 
methodology (i.e. focus group) for the initial identification of the predictors. 
One of the limitation of the methodology used in this study is that due to the 
characteristic of the database, drug used during hospitalization were not considered 
in the analysis. This may be underestimates the association between drug use and 
outcome.  However, this bias is unlikely since the definition of the exposure is very 
large and it is rare that a patient take a drug prescribed for chronic conditions only 
during his hospitalization.  The main limitation is the generalizability of the score to 
other databases and other elderly populations. This is nevertheless the case for all 
scores developed so far.  However, as stated in a recent study, we emphasize that 
each score should be validated in the specific database where a given study will be 
conducted[25]. Furthermore, the sensitivity of the score and its performance relative 
to other measures, outcomes and databases need to be assessed. It is likely however 
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that the geriatric disease score will be valid in other prescription claims databases 
since it is well know that the accuracy of data on drug use is less variable across 
databases than the accuracy of data on diagnoses; and the quality of data is one of 
the most important characteristics associated with the performances of a score[26].  
 
CONCLUSION 
A comorbidity score based on drug dispensing was developed with performance 
characteristics that appear to be as performant as the Charlson and better than the 
CDS. The use of the Geriatric Disease Score is recommended in 
pharmacoepidemiologic studies conducted in the community-dwelling elderly 
population. External validation of the Geriatric Disease Score in other databases is 
warranted. A caveat is that the use of any comorbidity scores alone is insufficient to 
control for all possible sources of confounding bias.  
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Table 1: Baseline characteristics of the patients in the development and validation 
cohorts 
Characteristics 
Development cohort 
(n=61 172) 
Validation cohort 
(n= 26 217) 
n % n % 
Age (years)     
     66-69 34 188 55.89 14 814 56.51 
     70-74 11 176 18.27 4 667 17.8 
     75-79 7 989 13.06 3 390 12.93 
     80-84 4 512 7.38 1 901 7.25 
     85 and over 3 297 5.39 1 442 5.5 
Gender     
     Female 34 819 56.92 14 899 56.83 
     Male 26 393 43.08 11 318 43.17 
* No statistical difference in characteristics 
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Table 2: Medications associated with death in the development cohort and score 
obtained for each characteristics.  
 Death 
Drugs Odds ratio 95%CI Score 
Drugs for osteoporosis 1.05 0.92-1.08 -1 
Respiratory drugs 1.10 1.05-1.14 0 
Diuretics 1.18 1.14-1.23 1 
Antipsychotics 1.94 1.85-2.04 3 
Statins 0.44 0.42-0.46 -3 
Antidepressants 1.08 0.92-1.12 0 
Benzodiazepines 1.08 1.04-1.12 0 
Drugs for glaucoma 0.71 0.62-0.82 -1 
Proton-pump inhibitors 0.50 0.47-0.53 -3 
Antidiabetics 0.93 0.83-1.05 0 
Cardiovascular drugs 1.01 0.97-1.03 0 
Antihypertensives 0.82 0.79-0.85 -1 
Antiparkinsonian 0.39 0.31-0.50 -4 
Drugs for urinary incontinence 2.05 1.95-2.15 3 
Anti-thrombotics 1.25 1.19-1.31 1 
Cephalosporin 0.72 0.69-0.75 -1 
Macrolide 0.53 0.51-0.55 -3 
Penicillin 0.54 0.52-0.56 -2 
Tetracycline 0.65 0.58-0.71 -2 
106 
 
 
Quinolone 0.58 0.54-0.62 -2 
Aminoside 1.88 1.26-2.81 3 
Sulfamide 0.76 0.64-0.89 -1 
 
 
Table 3: Mean score and c-statistic for the two scores 
 New score CDS 
 Cases 
(n=7 977) 
Controls 
(n= 31 038) 
Cases 
(n=7 977) 
Controls 
(n= 31 038) 
Mean score -1.00 -3.00 4.46 5.31 
c-statistic 0.75 (0.73-0.78) 0.47 (0.45-0.49) 
 
 
 
 
 
 
 
 
 
 
Figure 1: Estimate of the risk of death associated with each score calculated from the 
multivariate logistic regression equation 
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Figure 2: Area under the receiver operating curve the new elderly death score 
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Figure 3: Area under the receiver operating curve the CDS score 
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5.2 Article 2 : Development of a comorbidity score 
based on institutionalization: comparison with the 
performances of a mortality score 
 
Co-auteurs: Sarah-Gabrielle Béland, Cara Tannenbaum, Thierry Ducruet,  
Michel Préville et Yola Moride 
 
Soumis à: Value in Health 
 
Cet article porte sur le développement du score d’institutionnalisation et compare ses 
performances avec celles du score de décès développé dans l’article 1. 
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Abstract 
 
Background: Comorbidity scores based on the prediction of 1-year mortality risk are 
used in pharmacoepidemiologic and pharmacoeconomic research to control for 
unmeasured confounding. However, admission to a long-term care institution may 
be a more salient and discriminant outcome on which to base comorbidity scores 
Objective: To develop a prescription claims-based comorbidity score to predict 
institutionalization in the community-dwelling elderly population, and to compare its 
performance against existing mortality comorbidity scores.  
Methods: A geriatric institutionalization comorbidity index was derived from data of 
a retrospective cohort of 61,172 community-dwelling older adults identified through 
the Quebec claims databases (2000-2009). Predictors of institutionalization were 
identified through clinical expertise and by nested case-control analysis. The 
Framingham Heart Study method was used to develop the score. The performance of 
the score was assessed through the c-statistic in a separate validation cohort of 
26,216 persons and compared with the performance of a mortality score, the 
Geriatric Comorbidity Index. The robustness was assessed in a cohort of elderly 
individuals with dementia.  
Results: Drugs associated with an increased risk of institutionalization were: 
antipsychotics, antidepressants, hypoglycaemic agents, statins, benzodiazepines and 
antihypertensives. The mean score assigned to cases was significantly different from 
that of controls. The c-statistic for the Institutionalization Comorbidity Index was 
0.79 (95% CI: 0.77–0.83) compared to 0.75 (95% CI 0.73-0.78) for the mortality 
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index. The score was robust when in the dementia cohort (c-statistic of 0.81 
95%CI:0.78-0.84).   
Conclusion: A score that predicts institutionalization in the community-dwelling 
elderly population offers improvement over existing comorbidity scores. It may 
therefore be used in research conducted in this population, especially for drug 
effectiveness and health economic studies which often involve institutionalization as 
the outcome of interest.  
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Introduction 
Accounting for a large portion of health care expenditures, institutionalization is 
considered to be an important patient outcome in real world studies conducted in the 
elderly population [1]. Furthermore, it is well known that institutionalization is 
associated with several adverse outcomes such as poor quality of life, loss of 
independence and even mortality [2]. Institutionalization and admission to long-term 
care represents an important outcome in clinical studies involving the elderly 
population, as well as a costly endpoint in health economic studies [3]. 
Institutionalization is associated with poor quality of life, loss of independence and 
increased mortality [4]. As the numbers of older adults increase, the demand for long 
term care services will increase too.  
Comorbidity scores have previously been developed in order to address unmeasured 
confounders in claims databases. Health care claims databases are a critical source 
of data from which to conduct health services and epidemiologic research. These 
databases are easy to obtain, relatively inexpensive and contain a large bank of 
population-based health information. Database linkage leads to the accumulation of 
longitudinal data on prescriptions and medical services as well as health outcomes in 
large populations. However, the advantages of these databases for their use in 
research are offset by the absence of clinical information which is often not recorded 
in claims data.  
 
Among the most widely comorbidity score used are the von Korff Chronic Disease 
Score (CDS), based on prescription claims [5], and the Charlson Index, based on 
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medical services claims [6]. Both involve scores that predict the risk of mortality in 
the following year [7-11]. However, as shown by Mikaeloff et al., mortality may not 
be the most relevant outcome in certain sub-populations, such as that of the infant 
population, due to its very low frequency [12]. In contrast, in the elderly population 
a more salient outcome to mortality is disability-free survival or its corollary, 
admission to long-term care. Comorbidity indices published in the literature 
typically include asymptomatic medical conditions, such as hypertension, that 
predict mortality but exclude many diagnoses related to quality of life, such as 
urinary incontinence and depression. Schneeweiss et al. determined that the 
predictive performance of claims-based comorbidity scores depends on several 
factors, such as the choice of study outcome and the target population [13]. In the 
elderly population, a score based on mortality is most appropriate to address 
research questions related to survival as opposed to outcomes, such as disability-free 
survival, institutionalization, hospitalization, morbidity, quality of life and health 
care costs [14]. As such, institutionalization may be a more relevant outcome than 
death when constructing comorbidity scores for the elderly, for cost reasons as well 
as those related to patient preference. Older adults report fear of losing their 
autonomy, their dignity and to be abandoned by their family. Because of this, 
institutionalization is not really an option but more a must  
Persons aged 65 years and older are expected to account for 30% of the population 
by the year 2050 [3]; hence costs associated with the aging population will increase 
more and more.  
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It is important to develop tools that are specific and relevant to elderly population 
since, many pharmacoepidemiologic and pharmacoeconomic studies will be 
performed in the next years. In addition, the elderly have been identified by the FDA 
as a population vulnerable to drug-induced adverse effects [4]. Yet, they are rarely 
included in pre-approval randomized controlled trials. Consequently, at the present 
time, evidence on the benefits and harms of drugs in this population is mainly 
generated through real world studies 
In a previous study, we have developed the Elderly Comorbidity Score (ECS), which 
is based on the risk of mortality in the following year. This prescription claims-based 
score was developed using the Framingham Study methodology [15].  Potential 
predictors of mortality were initially selected through a comprehensive literature 
review and clinical expert opinions. A multivariate logistic regression analysis was 
then conducted to retain the final predictors to be included in the score. Our 
validation assessment has shown that the ECS yields higher performances than the 
von Korff CDS in the sub-population of community-dwelling elderly. We 
hypothesize that such performance may be further improved with the use of 
institutionalization as the outcome of interest instead of mortality.  The objectives of 
our study were to develop a prescription claims-based comorbidity score to predict 
the risk of institutionalization in a community-dwelling elderly population, and to 
compare the performance of such score with that of the Elderly Comorbidity Score, 
which is based on mortality. 
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METHODS 
Design   Overview  
The development of the score was based on a nested case-control analysis. 
This design was selected for its ability to control for confounding variables in a time 
window that is proximal to the occurrence of the outcome [16]. A cohort study 
design was not retained since time -dependent analyses of exposure variables may 
result in complex scores, which may not be suitable for use in most clinical health 
services or epidemiologic models.    
 
Data sources 
The public drug program of the province of Quebec (Canada) covers the 
great majority (>92.7%) of residents of the province age 65 and over.  The program 
is administered by the Régie de l'assurance maladie du Québec (RAMQ), and the 
resulting prescription claims database includes the following information on each 
dispensing:  drug name, drug class (using the American Hospital Formulary 
Classification), dosage, number of units, prescribed duration (from which can be 
derived prescribed daily dosage), date of dispensing, prescriber’s specialty.  The 
program covers medications included in the drug formulary and dispensed in an 
outpatient setting; over-the-counter medication or those dispensed in-hospital are not 
recorded in the RAMQ prescription database.  
 
Health coverage is universal in Quebec, i.e. all residents are covered 
regardless of age or income. The resulting database includes information on medical 
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services that are billed on a fee-for-service basis whether they are rendered in 
outpatient clinics, emergency rooms, or hospitals.  Among the variables included in 
the medical services database are:  date of service, physician’s specialty, diagnosis 
(according to the ICD-9 classification), type of service (medical act) and location of 
service.  In addition, through the beneficiaries’ databases, data on age and gender are 
available. Databases may be linked through the health insurance number which is 
unique for each patient and remains unchanged over time.  
 
Definition of the cohort 
The study population consisted of a cohort of 87 392 community-dwelling 
elderly age 66 and over who were randomly sampled from members of the public 
drug program from 1st January 2001 to 31st December 2009. As there was no 
specific event that defined membership in the cohort, the date of entry corresponded 
to the date of the random sampling of the cohort members. Age 66 was chosen as the 
lower limit since a one-year prescription history was required for all patients. 
Patients who were users of cholinesterase inhibitors were excluded because, in 
Quebec, the reimbursement of these drugs is conditional on their effectiveness, i.e. 
criteria for reimbursement include assessment of cognitive status and decline. 
Inclusion of these drugs in the development of the score would have likely resulted 
in a protopathic bias. Also, it is important to note that dementia is one of the most 
important predictor of institutionalization. By including demented patients, the 
majority of the variance would have been taken by this variable.  
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To optimize statistical efficiency, 70% of the cohort was used for the 
construction of the score and 30% for its validation.  
 
Follow-up 
Cohort members were followed until the first of the following events: i) 
institutionalization; ii) end of their coverage in the public drug program due to 
discontinuation of residency; iii) mortality; iv) end of the study period (31st 
December 2009).  
 
Identification of cases and controls  
Patients institutionalized during the follow-up period were retained as cases.  
Institutionalization was identified through the location of services billed by 
physicians.  The date of occurrence was the first date for which a service was billed 
at an institution, and was retained as the index date. For each case, on the date of 
institutionalization, up to 4 controls were selected through risk set sampling.  
Controls were matched on the year of entry in the main cohort, age (65-74, 75-79, 
80-84, 85 and over), and gender.  The same index date as the case was assigned to 
the matched controls.   
 
Independent variables 
Potential predictors of institutionalization were selected based on their 
clinical relevance and evidence from the literature concerning their association with 
institutionalization [17-21]. Some of those factors cannot, however, be considered in 
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a claims-based tool since several patient characteristics, such as marital status, social 
status, income, are not available in administrative databases. The following 
conditions were retained as potential predictors: diabetes, urinary incontinence, 
depression, anxiety, sleep disturbances, Parkinson’s disease, hypercholesterolemia, 
pulmonary disease, chronic infection, hypertension and cardiovascular and 
cerebrovascular disease. For each of these conditions, drug classes used for 
treatment were identified and were considered as potential predictors of 
institutionalization.  Drug dispensings were used as opposed to diagnoses in the 
medical services database since, in the Quebec claims databases, they have 
previously been shown to be more reliable to ascertain the presence of  a medical 
condition than medical claims [22].  
 
Time window 
Exposure to the selected drugs was assessed through the presence of at least one 
dispensing in the prescription database during the year prior to index date.  A 
sensitivity analysis was conducted using a 3-month time window prior to the event 
which yielded similar results (data not shown). Since most comorbidity in this 
population consists of chronic diseases, drug dispensing received in a 3-month time 
window was highly correlated with drug dispensing in a one-year time window.  
 
Statistical analysis 
Development of the score 
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Bivariate analyses were conducted to identify potential predictors of 
institutionalization in the construction cohort. Drugs that were significantly 
associated with institutionalization were considered as potential predictors and were 
retained for multivariate analyses at a significance level of 0.20. Multivariate 
conditional logistic regression analysis was then conducted, with independent 
variables identified through backward stepwise selection. To ensure the stability of 
the model, forward and bidirectional selection were also used, and the retained 
variables compared. However, in order to keep all important clinical variables, in the 
development of a score, it is important to use a level of significance which is higher 
than evaluation study. The final predictors were those variables which were 
significantly associated with an increase or decrease in the probability of 
institutionalization with the level of statistical significance set at 0.20. A weighted 
score was assigned to each predictor, using the Framingham Heart Study Method 
[15]. Weights correspond to a multiplication of the Beta coefficient obtained from 
the final multivariate logistic regression model with a constant in order to obtain an 
integer number. The constant consists of an arbitrary number that yields integers 
instead of decimals. A risk factor is associated with a positive score while a 
protective factor is associated with a negative score.  An overall risk score was then 
derived through summation of individual scores for each individual included in the 
construction cohort. 
 
Validation of the score  
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A nested case-control design was also used to assess the performance of the score in 
the validation cohort. The predictive accuracy of the institutionalization score was 
assessed through measures of calibration and discrimination of the multivariate 
logistic model and the point scoring system. Calibration and predictive accuracy 
were determined by comparing the predicted and observed number of patients 
institutionalized in the validation cohort. Discrimination was assessed using the area 
under the receiver operating characteristic (ROC) curve in the validation cohort. The 
c statistic was used as a measure of performance. The c statistic is the fraction of 
patients with the outcome among pairs of patients where one has the outcome and 
one not; the patient with the highest prediction being classified as the one with the 
outcome. Hence, when a model provides no information, the value of the c statistic 
is 0.5. Hosmer and Lemeshow suggest that a c statistic over 70 provides acceptable 
predictive validity [23]. Confidence interval on the c statistic was obtained using a 
boothstrap method.   
 
Comparison with the Elderly Comorbidity Score 
 
The Elderly Comorbidity Score, as a predictor of mortality, was also applied to the 
validation cohort, and the resulting c statistics was compared to that of the 
institutionalization score.  In addition, differences in discrimination were also 
assessed through a comparison of ROC curves obtained with each score. 
 
Sensitivity analysis: assessment of the robustness of the score 
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Since dementia is one of the most important predictors of institutionalization and it 
is not taken into account in the development of the score, it was decided to test the 
robustness of the score in a demented elderly population as sensitivity analysis. To 
be included in the cohort with dementia, elderly must be new users of cholinesterase 
inhibitors between 1999 and 2009. A cohort of 37 138 patients was constructed. The 
institutionalization score was then applied in that specific cohort and the c-statistic 
was used to assess the performance.   
 
 All data were analyzed using the SAS statistical packages (SAS 9.2 for Windows, 
SAS Institute Inc., Cary, NC, USA). 
 
Ethical considerations 
No patient or physician identifiers were provided to the researchers; only encrypted 
identifiers were used throughout the study.  The study was approved by the Ethics 
Committee of the University of Montreal Hospital Center.    
 
Results 
The development and validation cohorts were similar in terms of demographic 
characteristics (Table 1). The majority of patients was between the ages of 65 and 69 
(55.85% and 56.51%, respectively) and were females (57% for both cohorts).   
As shown in Table 2, factors which significantly increased the risk of 
institutionalization were the use of antipsychotics, antidepressants, and 
hypoglycaemic agents. Protective factors included: use of statins, antihypertensives, 
and benzodiazepines. Finally, despite a plausible clinical association between some 
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drugs and the risk of institutionalization, the effect of such variables were not 
statistically significant in the multivariate model (use of osteoporotic drugs, 
respiratory drugs, diuretics, glaucoma drugs, proton-pump inhibitors, cardiovascular 
drugs, antiparkinsonians, urinary incontinence drugs, anti-thrombotic agents).  
In the construction cohort, the scores of each predictor ranged from -19 to 8, and are 
described in Table 3.  
 
Validation of the score 
Results of the validation component of the study are presented in Table 4. The mean 
score for cases is statistically higher than that for controls, which indicates that the 
score discriminates between the two groups. When applied to the validation cohort, 
the c statistics is 0.79 (CI95%: 0.77-0.83). Figure 1 shows that the area under the 
ROC curve for the institutionalization score is 0.736 and the null hypothesis was 
rejected.  
 
Comparison with the mortality score 
The c statistics obtained using the ECS based on mortality, when applied in this 
validation cohort are presented in Table 4. The c statistics is 0.75 (95%CI: 0.73-
0.78), which is not statistically different than the 0.79 (95%CI: 0.77-0.83) obtained 
with the institutionalization score. The area under the ROC curve is 0.699 (95% CI 
0.614-0.783) (Figure 2) is not statistically different than the area obtained with the 
institutionalization score (Figure 1).   
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Sensitivity analysis 
The c statistic obtained by the institutionalization score in the demented elderly 
cohort is 0,81 (95%CI: 0.78-0.84) and is not statistically different than the score 
obtained in the general elderly population.  
 
Discussion 
Through this study, we have developed a comorbidity score based on 
institutionalization in the community-dwelling elderly population. It was shown that 
very few prescribed medications are significantly associated with 
institutionalization. Although institutionalization is a relevant outcome in this 
population, it remains fairly rare (only 2180 events or 2.5% of the study population 
were identified). Despite the relatively large sample size, some drugs were not 
associated with a statistically significant effect, even though they were clinically 
relevant. This is probably due to the relatively low frequency of use of these drugs in 
this population. This is the case for drugs used to treat urinary incontinence, for 
example. In the literature, it is well know that urinary incontinence is one of the 
major factors which lead to institutionalization [21]. However, our study was unable 
to confirm this in a large population of community-dwelling elderly, since few 
elderly receive prescribed treatment for this condition (3% of cases and 2.1% of 
controls).  
Comorbidity scores to control for prescription channelling are often used in 
pharmacoepidemiology [24]. Iezzoni et al. stated that the predictive performance of 
comorbidity scores depends on several factors such as the clinical conditions 
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included in a score and their relative weights, the distribution of comorbidity in the 
source population, the study outcome, and the accuracy of the administrative data. 
Our study focused on the impact of the choice of the outcome [25].  
The institutionalization score that we have developed yields adequate performances, 
comparable to those of other scores that predict mortality that are found in the 
literature. Comparability of performances between the institutionalization and 
mortality scores may be explained by the fact that, in the literature, it was shown that 
the most important factors that predict both institutionalization and mortality are age 
and gender [13, 24]. In the elderly population alone, this fact may be emphasizing by 
the interaction between age and gender.  
Our results showed really good performances of the institutionalization score in the 
demented elderly population. This fact may be explained by the higher prevalence of 
both institutionalization and exposures. Also, since the demented population is older 
than general population, the high performances may be explained by the variances 
explained by age.   
One of the strengths of our study is that the same method was used to develop scores 
of mortality and institutionalization. Our study is the first to demonstrate that a score 
based on institutionalization may be a reliable predictor of overall health status in 
the elderly population. The study population was very large (10.9% of the Quebec 
elderly) and very representative of the community-dwelling elderly population of 
Quebec. Also, it is the first study to derive a score using a nested case-control 
approach; all others used a cohort design.   This design allowed us to ensure that 
drug exposure preceded the occurrence of institutionalization. Another major 
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strength of the study was the fact that the initial predictive model was based on 
clinical relevance using a geriatrician’s expertise, and was supported by a 
comprehensive literature review.  Most other scores are data-driven only or used 
only clinician’s opinions. A limitation of our study is the fact that we used a proxy to 
ascertain institutionalization.   However, misclassification is probably minimal given 
that the observed rate in our study  (2.5%)  is similar to that of the community-
dwelling Quebec elderly population (3%) [26].  
 
In conclusion, a comorbidity score to predict institutionalization that performs as 
well as a comorbidity score that predicts mortality was developed. Depending on the 
outcome in a original research, this tool may therefore be helpful to support 
pharmacoepidemiologic research conducted in this population.  As example, if the 
outcome of interest is a clinical outcome like hospitalization, a score based on 
institutionalization may be more representative of the state of illness of patients.  
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Table 1: Baseline characteristics of the patients in development and 
validation cohorts 
 
Characteristics 
Development cohort 
(n= 61 172) 
Validation cohort 
(n= 26 217) 
n % n % 
Age (years)  
65-69 34 188 55.89 14 814 56.51 
70-74 11 176 18.27 4 667 17.8 
75-79 7 989 13.06 3 390 12.93 
80-84 4 512  7.38 1 901 7.25 
85 and over 3 297 5.39 1 442 5.5 
Gender  
Female 34 819 56.92 14 899 56.83 
Male 26 393 43.08 11 318 43.17 
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Table 2: Bivariate and multivariate analysis of potential factors associated 
with institutionalization 
 
 
Institutionalization 
Bivariate analysis Multivariate analysis 
Drugs Odds  
Ratio 
95%CI 
Odds 
Ratio 
95%CI 
Drugs for  
osteoporosis 
0.77 0.61-0.99 0.93 0.71-1.21 
Respiratory drugs 0.83 0.70-1.00 0.99 0.86-1.14 
Diuretics 0.91 0.76-1.08 0.87 0.76-1.00 
Antipsychotics 4.05 3.02-5.43 3.45 2.91-4.08 
Statins 0.39 0.30-0.50 0.64 0.53-0.78 
Antidepressants 1.33 1.09-1.61 1.45 1.25-1.68 
Benzodiazepines 1.02 0.85-1.21 0.83 0.73-0.95 
Glaucoma drugs  0.89 0.45-1.75 0.63 0.37-1.07 
Proton-pump 
inhibitors 
0.50 0.36-0.71 0.96 0.74-1.24 
Antidiabetics 1.34 1.05-1.69 1.63 1.38-1.92 
Cardiovascular 
drugs 
0.80 0.67-0.96 0.94 0.82-1.08 
Antihypertensives 0.73 0.61-0.87 0.72 0.63-0.83 
Antiparkinsonian 5.03 1.39-18.18 0.93 0.38-2.31 
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Urinary 
incontinence 
1.79 1.39-2.30 1.09 0.46-2.36 
Anti-thrombotics 1.17 0.82-1.48 1.01 0.93-1.09 
Cephalosporine 0.45 0.40-0.53 0.54 0.45-0.65 
Macrolide 0.51 0.45-0.61 0.37 0.31-0.44 
Penicilline 0.48 0.41-0.50 0.44 0.37-0.52 
Quinolone 0.87 0.73-1.05 0.99 0.70-1.40 
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Table 3: Score associated with each risk factor for institutionalization 
 
 
 
 
Table 4: Mean score and mean risk for institutionalization and mortality and 
c-statistics 
Risk factor Score 
Drugs for osteoporosis 0 
Urinary incontinence drugs 0 
Cardiovascular drugs 0 
Respiratory drugs 0 
Diuretics -1 
Antipsychotics 5 
Statin -2 
Antihypertensive -1 
Cephalosporin -2 
Macrolide -4 
Penicillin -3 
Tetracyclin -3 
Antithrombotics 0 
Quinolone 0 
Proton-pump inhibitors 0 
Antiparkinsonian 0 
Glaucoma drugs -2 
Benzodiazepines -1 
Antidepressant 1 
Antidiabetic 2 
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 Institutionalization Death 
Cases  
(n=607) 
Controls 
 (n= 2 
368) 
t-test Cases  
(n=7 
977) 
Controls 
 (n= 31 
038) 
t-test 
Mean score -1 -4 30.08;  
p<0.001 
-1 -3 95.12;  
p<0.001 
Mean Risk 0.46 0.31 30.08; 
 p<0.001 
0.45 0.33 95.12;  
p<0.001 
c-statistic 0.79 (0.77-0.81) 0.75 (0.73-0.78) 
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Figure 1: Area under the receiver operating curve for the institutionalization 
score 
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Figure 2: Area under the receiver operating curve the mortality score 
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5.3 Article 3 : Development of a comorbidity score 
based on institutionalization: comparison with the 
performances of a mortality score 
 
Co-auteurs: Sarah-Gabrielle Béland, Cara Tannenbaum, Thierry Ducruet, Michel 
Préville et Yola Moride 
 
Soumis à: Journal of Clinical Epidemiology 
 
Cet article porte sur l’impact de l’ajout de variables non-rapportées dans les banques de 
données administratives sur la performance du score de comorbidité de décès. 
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ABSTRACT 
Background: Comorbidity scores based on medical or prescription claims 
data are frequently used to control for confounding in 
pharmacoepidemiologic studies. Performance of such scores in predicting 
the risk of death in community-dwelling elderly adults may be compromised 
by the absence of mental health and socioeconomic characteristics not 
captured in claims data.    
Objective: To assess the impact of adding mental health status and 
sociodemographic characteristics to the Geriatric Comorbidity Score, a score 
derived from prescription claims data in the Quebec community-dwelling 
elderly population. 
Methods: We used the cohort study from the longitudinal Quebec Seniors’ 
Health Survey (n=1,494) conducted between 2005 and 2006. For each 
participant, we obtained mental health and socioeconomic characteristics 
through validated questionnaires, which we linked with the medical and 
prescription claims databases of the Quebec Health Insurance Agency 
(RAMQ) . The main study outcome was death within one year, ascertained 
using the Quebec death registry. The Geriatric Comorbidity Score was 
calculated from prescription claims data, with the c statistic as a measure of 
performance. Using backward stepwise selection, external variables (marital 
status, region, family income, social support, daily hassles, perceived 
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physical and mental health status, presence of mental health disorders) were 
added to the logistic regression model and the marginal effect assessed by 
comparing the c statistic with and without each covariate. 
Results: Over one year, 77 deaths (5.15%) were reported. The c statistic for 
the Geriatric Comorbidity Score was calculated as 0.67 (95% confidence 
interval: 0.64-0.70). Addition of gender and age to the score yielded a 2.4% 
increase. The variable with the greatest impact on the c statistic was marital 
status (6.1% increase). Though important contributors, social support and 
perceived mental health status did not significantly improve performance of 
the score.   
Conclusion: While gender, age, and marital status significantly improved 
performance of a predictive score in the community-dwelling elderly 
population, the absence of data on mental and physical health status did not 
appear to compromise the validity of claims-based scores. Combining 
comorbidity scores with other methods to control for confounding thus 
remains a useful tool in pharmacoepidemiologic research.    
 
Keywords: Geriatric Comorbidity Score, pharmacoepidemiology, claims 
databases, elderly, unmeasured confounders, performance 
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INTRODUCTION 
 
Comorbidity scores developed from health care claims databases are widely 
used to control for potential confounding in pharmacoepidemiologic research 
(1). The Charlson Index, based on diagnostic codes from hospital medical 
records (2), and the von Korff Chronic Disease Score, based on pharmacy 
dispensing claims data (3), are among the most frequently used. The 
majority of these scores reflect the risk of death over a one-year period, but 
their current predictive value, as measured using the concordance statistic (c 
statistic), ranges from only 0.63 to 0.84 (4). Such low performance may be 
explained by a variety of factors, including the validity of the data in the 
claims databases and the fact that the scores were developed a number of 
years ago. Furthermore, claims and diagnostic data were the only sources of 
information upon which the scores were based.   
 
The main hypothesis underlying the use of comorbidity scores is that claims 
data alone are adequate and sufficient for controlling the confounding by 
overall health status. Evidence suggests, however, that inclusion of external 
variables not recorded in claims databases, such as sociodemographic 
characteristics and functional and mental health status in the elderly, may 
significantly improve the predictive performance of scores and the risk 
adjustment (5-10). Even self-reported functional health status, including 
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conditions such as depression and perception of mental and physical health, 
might enhance performance (6). In 2005, Mayo et al. examined the impact of 
adding physical function variables to the Charlson Index in a cohort of elderly 
patients (11); however, these variables were found not to significantly affect 
the score’s predictive performance. Nonetheless, the effect of adding mental 
health variables has not yet been examined. Mental health disorders are 
common in the elderly, with a prevalence ranging from 1% to 20% 
depending on the timeframe selected. Anxiety disorders alone affect 1% to 
15% of elderly (12-14). Given that only 45% of depressed older people use 
antidepressants, one may conclude that a large proportion of patients with 
mental health disorders are either untreated or treated with non-
pharmacological interventions (13). Consequently, these conditions may not 
be well represented in a comorbidity score based on pharmacy claims alone. 
Finally, though sociodemographic characteristics are typically not included in 
comorbidity scores, they are known to influence mortality in the elderly 
population (15). For instance, widowhood increases the risk of mortality even 
10 years following death of a spouse (16).  
 
The Geriatric Comorbidity Score (GCS) was recently developed specifically 
for the community-dwelling elderly population. The GCS was based on a 
random sample of approximately 87,000 community-dwelling elderly 
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residents of Quebec, using the Quebec Health Insurance Agency (RAMQ) 
prescription claims database of the Quebec Prescription Drug Insurance 
Plan (which covers over 97% of elderly residents). The outcome of interest 
was death over a one-year period. Through a nested case-control analysis, 
the study identified the following drugs as increasing mortality risk: therapies 
for osteoporosis, urinary incontinence, cerebrovascular conditions, and 
glaucoma; antipsychotics; antiparkinsonian agents; diuretics, statins, and 
antihypertensives; cephalosporins, macrolides, penicillin, tetracyclines, and 
quinolone; proton-pump inhibitors; aminoglycosides and sulphonamide. The 
predictive performance of the GCS, as determined using the c statistic, was 
0.75, better than the performance of previously published scores based on 
drug use. The aim of the present study was to assess the impact of adding 
mental health status and sociodemographic characteristics to the GCS.  
 
METHODS  
Conceptual framework 
Comorbidity scores have so far been developed based on clinical judgment 
and statistical modelling (17-19). In order to identify all potential predictors of 
mortality in the elderly population, however, we drew upon the Andersen 
behavioural model. According to this model, the use of health services, as 
well as the outcome thereof, was determined by three defining factors: need, 
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enabling resources, and predisposing characteristics (20). Need was 
associated with health status, such as diseases reported by the physician or 
self-reported by the patient. Enabling resources were related to social status. 
Predisposing characteristics included characteristics like gender and others. 
We then reclassified, according to the Andersen Model, those factors 
previously published in the literature as being associated with mortality 
(Figure 1).  
 
Study design 
Using a retrospective cohort study design, we assessed the impact of adding 
mental health status and sociodemographic variables to the GCS, to 
determine whether performance of the score would be improved. The main 
study outcome was death within one year.  
 
Study population 
The study population was the cohort of the longitudinal Quebec Seniors’ Health 
Survey ("Enquête sur la Santé des Aînés", referred to as ESA). The aim of the ESA 
was to describe the mental health status of community-dwelling elderly adults in the 
province. Participants were a random sample of 2,811 men and women aged 65 
years and over who were not cognitively impaired (as determined by a Mini-Mental 
State Examination score ≥ 22) at the time of inclusion in the survey (recruitment 
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between 2005 and 2006). The ESA sampling method and collected data have been 
previously described (14). For the purposes of our study, data were available for 
1,494 respondents. Participants were included if they responded to our survey and 
accepted that their data be linked to the Quebec health care claims database. They 
were followed for a 1-year period. 
 
Data sources 
We had access to three databases: 1) the RAMQ prescription and medical 
services claims databases (to calculate the GCS for each participant in our 
cohort); 2) death records as provided by the Quebec Institute of Statistics; 
and 3) self-reported data from the ESA survey (to ascertain external 
variables such as mental health and socioeconomic status).  
 
The RAMQ prescription claims database includes all prescriptions for 97% of 
the province’s elderly, as coverage for prescription drugs is universal for 
Quebec residents age 65 years and older. For each claim, the following 
information is recorded: name of drug, dosage, prescribed duration, date of 
dispensing, and specialty of prescribing physician. Quebec residents also 
benefit from universal medical coverage, regardless of age or income. 
Medical services are billed on a fee-for-service basis, whether they are 
rendered in outpatient clinics, emergency rooms, or hospitals. Variables 
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included in the RAMQ medical services claims database are: date of visit, 
physician’s specialty, diagnosis (coded with ICD-9), type of service rendered 
(medical act), and location of service. Through the beneficiaries database, it 
is possible to obtain the gender and age group (65-69; 70-74; 75-79; 80-84; 
85 and over) of the plan member. RAMQ databases may be linked to the 
ESA survey data through the health insurance number which is unique for 
each patient and remains unchanged over time.  
 
Independent variables 
The GCS, measured as a continuous variable, was the main independent 
variable. Need was assessed by the GCS, while external variables were 
added to address the two other components of the Anderson model, i.e. 
predisposing characteristics and enabling resources. In addition, age group 
and gender were included to assess potential improvement in predictive 
performance of the score.   
Predisposing characteristics included education, family income, and self-
reported health status (mental and physical). Education level was 
categorized as elementary school (0 to 7 years of schooling), secondary 
school (8 to 14 years), or post-secondary (15 years or more). Annual family 
income was assessed by a dichotomous variable: low (< $15,000 CAD) or 
adequate (≥ $15,000 CAD).  
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Enabling resources included level of daily hassles and stress, number of 
sources of social support, marital status, severity of depression (minor or 
major), and anxiety index. Daily stress was measured using the French 
version of the 30-item Daily Hassles Scale for the elderly (21, 22), a 
questionnaire inquiring about various aspects of life such as family, work, 
health, and friends. Subjects were asked to score the severity of every 
hassle that occurred in the past month on a 5-point scale ranging from 1 (not 
at all severe) to 5 (extremely severe). An index was then calculated by 
dividing the sum of the severity scores by the total number of items reported. 
For the purposes of our study, the stress index was dichotomized as low-
level (< 2, where 2 was the median score) or high-level (≥ 2). Validation of 
the Daily Hassles Scale in the elderly population has shown that stress 
related to physical health is a significant contributor to the score (Préville et 
al., non-published data).   
Social support was evaluated using three questions: (1) “In your 
environment, is there someone you can confide in or talk to freely about 
your problems?”; (2) “Is there someone in your family or circle of friends 
who could assist you in time of need?”; and (3) “Is there someone you feel 
close to, a family member or friend, who shows affection towards you?”. 
Since the majority of respondents had all three sources of support, two 
categories were defined: (1) absence of at least one source, and (2) 
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presence of all three sources of social support. This index has been 
shown to correlate significantly with psychotropic drug use in respondents 
(23). Marital status was measured as a trichotomous variable: never 
married, widowed or separated, or married. The presence or absence of 
major or minor depression was assessed using the definition used by 
Preville et al(14). 
Timeframe 
All data regarding external variables were obtained at the time of the survey 
interview. The GCS was calculated using prescription drug claims during the 
previous year. Death was ascertained for the year following the interview.   
Statistical analysis 
The association between each independent variable and the risk of death 
was measured using relative risk and multivariate logistic regression 
modelling. We chose the logistic regression model because we were 
interested in relationships and not in the time to an event, and this model 
allowed us to obtain statistics related to the score’s performance. The 
degree of discrimination was assessed by the area under the receiver 
operating characteristic (ROC) curve. The c statistic, used as a measure of 
the score’s performance, was calculated as the fraction of patients with the 
outcome among pairs of patients where one has the outcome (or the highest 
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prediction of having the outcome) and the other does not. When a model 
provides no information, c = 0.5. According to Hosmer and Lemeshow, a c 
statistic over 0.70 indicates satisfactory performance (24).   
 
Ethical considerations 
The ESA study was approved by the Research Ethics Committee of the 
Institut universitaire de gériatrie de Sherbrooke. All subjects signed an 
informed consent form authorizing the linkage of data with the RAMQ and 
the death registry.  
 
RESULTS 
The survey response rate was 83%, with participant characteristics as shown in 
Table 1. The majority of participants were women (72%) and 55% lived alone. Only 
20% of respondents had a family income below $15,000, which is representative of 
the Quebec elderly population. Most respondents had at least 3 sources of social 
support (86%). Only 5% had a mental health disorder as defined by DSM-IV 
criteria. In the year of follow-up, 77 deaths were recorded (5%). Further comparison 
showed that this sample was representative of the Quebec community-dwelling 
elderly population.     
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The success for linkages of the participants’ ESA survey data with RAMQ 
databases was 99.6%. The predictive performance of the GCS alone, as measured 
by the c statistic, was calculated as 0.67 (95% confidence interval: 0.64-0.70). 
Other models were evaluated by stepwise selection of external variables (Table 2). 
Compared to the GCS only model, the addition of age, gender, and the other 
external variables combined improved the score’s performance by 15.3%. Marital 
status alone led to the greatest improvement (6.1%). The association between 
score and risk of death tended to decrease the more external variables were 
added.  
 
The best predictive model was the one with all variables combined (Model 11). 
However, even though the addition of external variables significantly improved the c 
statistic, the only added predictors of significance to the model were age, gender, 
and marital status (Table 3).  
 
DISCUSSION 
The predictive performance of the GCS in our cohort was 0.67, which meant 
that when we considered only the score as covariate, 67% of elderly who 
died obtained a higher score than those who did not die. This performance 
was considered adequate and comparable to other scores where age and 
gender were not considered in the model (24). Our study showed that the 
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score’s performance could be improved with the inclusion of external 
variables such as age, gender, and social support. The single variable 
associated with the largest increase in predictive performance was marital 
status.  
 
That marital status was a significant predictor is not surprising given the well 
documented protective relationship between marital status and risk of death 
(25-27). Since marital status is usually not available in health claims 
databases, comorbidity scores based on claims data alone may not be 
sufficient to control for unmeasured confounding in studies conducted in 
community-dwelling elderly. As pharmacoepidemiologic tools rapidly evolve 
through the linkage of multiple sources of data including electronic medical 
records, the addition of marital status to comorbidity scores would be an 
important variable to consider. The second most important variable that 
increased predictive performance was the presence of social support. All-
cause and cardiovascular mortality has been shown to increase with social 
isolation (28, 29). Indeed, at the molecular level, this finding was reflected by 
an increase in C-reactive protein in persons who were socially isolated 
versus those who were not (30-32). Also, it has been showed that isolation 
increase the risk of many disease like depression, anxiety and 
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cardiovascular disease (33). These results were also reported in other study 
(34) 
 
Interestingly, the addition of external variables related to mental health status 
did not significantly improve the score’s performance (11). Hence, while 
previously published scores based on prescription claims were unable to 
totally capture mental health status, such variables were seen to offer only 
marginal improvement in predictive ability. Other variables were also found 
to only marginally improve performance of the score. These results concord 
with research by Mayo et al. (11) showing that functional status did not 
increase a score’s predictive value.  
 
Several strengths were evident in our study. For one, both the score and 
external variables were assessed in the same study population, which was 
not the case in previous research on the effect of external variables (11). 
The GCS was developed in the Quebec community-dwelling elderly 
population and the ESA cohort constituting our study sample was 
representative of this population. Another major strength was that external 
variables, such as mental health status, were assessed through validated 
questionnaires.  
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Study limitations included relatively small sample size. We were unable to 
detect an association for some of the variables, possibly due to insufficient 
statistical power. The power of this study was only 0.63, to detect relative 
risks of 1.2. This fact must be considered in the interpretation of results.  
 
CONCLUSION 
While gender, age, and marital status significantly improved performance of 
a predictive score in the community-dwelling elderly population, the absence 
of data on mental and physical health status did not appear to compromise 
validity of claims-based scores. Combining comorbidity scores with other 
methods to control for confounding thus remains a useful tool in 
pharmacoepidemiologic research.    
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Table 1. Quebec Seniors’ Health Survey: participant characteristics. 
 
 Survey population 
(1,494) p-value 
n (%) 
Gender  
    Male 415(27.87%) 
<0.0001 
    Female 1079 (72.13%) 
Marital status 
    Married 660 (44.62) 
<0.0001 
    Unmarried 819 (55.38) 
Family income  
Less than $15,000 270 (19.90) <0.0001 
$15,000 or over 1087 (80.10) <0.0001 
Region 
     Suburban 440 (29.75%) 
0.0139      Urban 520 (35.16%) 
     Rural 519 (35.09%) 
Sources of social support  
0-2 202 (13.66%) 
<0.0001 
3  1277 (86.34%) 
Perception of physical health 
Excellent 241 (16.11%) 
<0.0001 
Very Good 550 (36.76%) 
Good 532 (35.56%) 
Normal 147 (9.83%) 
Poor 26 (1.74%) 
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Perception of mental health 
Excellent 496 (33.16%) 
<0.0001 
Very Good 625 (41.78%) 
Good 332 (22.19%) 
Normal 39 (2.61%) 
Poor 4 (0.27%) 
Mental health disorders 
None  1419 (94.85%) <0.0001 
One or more 77 (5.15%) 
 
Continuous variables Range Mean 
Age 65 to 96 73.89 
Total score  -11 to - 5 -2.13 
Number of daily hassles 0 to 30 9.36 
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Table 2. Predictive performance of the Geriatric Comorbidity Score with 
stepwise addition of external variables. 
 
Model C statistic  
(95% CI)* 
% increase**  Relative risk for 1-
point increase 
(95% CI)*** 
1. Age only 0.56 (0.53 - 0.57) N/A N/A 
2. Gender only 0.60 (0.58 - 0.62) 7.1% N/A 
3. Score only 0.67 (0.64 - 0.70) 11.3% 1.31 (1.13 - 1.52) 
4. Age + gender + score 0.69 (0.67 - 0.72) 2.4% 1.33 (1.14 - 1.56) 
5. Model 4 + marital status  0.73 (0.71 - 0.75) 6.1% 1.34 (1.14 - 1.56) 
6. Model 5 + region 0.73 (0.71 - 0.75) 0.8% 1.34 (1.14 - 1.56) 
7. Model 6 + family income 0.73 (0.71- 0.75) -0.6% 1.24 (1.06 - 1.46) 
8. Model 7 + daily hassles 0.73 (0.71 - 0.75) 0.8% 1.24 (1.06 - 1.46) 
9. Model 8 + social support 0.76 (0.74 - 0.78) 3.5% 1.24 (1.06 - 1.46) 
10. Model 9 + perceived physical 
health 
0.76 (0.74 - 0.78) 0.5% 1.25 (1.06 - 1.46) 
11. Model 10 + perceived mental 
health 
0.77 (0.75 - 0.79) 0.9% 1.25 (1.07 - 1.47) 
12. Model 11 + presence of mental 
disorder 
0.769 (0.74-0.79) -0.1% 1.25 (1.06 - 1.46) 
 
 Total increase from Model 4 to Model 11 above: 12.6% 
 Total increase from Model 3 to Model 11 above: 15.3% 
 
* CI, confidence interval 
** % increase as calculated from the preceding model 
*** Relative risk of death calculated for a 1-point increase in the score 
(continuous variables only) 
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Table 3. Analysis of best predictive model (Model 11). 
 
Variable Relative 
Risk 
95% 
Confidence 
Interval 
Score 1.25 1.07 - 1.45 
Age 1.071 1.01 - 1.14 
Gender (reference: men) 0.39  0.19 - 0.81  
Marital status (reference: alone) 0.46 0.20 - 0.98 
Family income (reference: < $15,000) 0.71 0.26 - 1.93 
Region (reference: urban) 0.77 0.50 - 1.18 
Daily hassles (continuous variable) 0.99 0.95 - 1.02 
Social support (reference: < 3 sources) 3.15 0.82 - 6.17 
Perceived mental health 1.00 0.65 - 1.53 
Perceived physical health 1.24 0.76 - 2.00 
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5.4 Résultats complémentaires non soumis pour 
publication 
5.4.1 Discrimination entre les scores obtenus chez les cas et 
les témoins 
Comme premières analyses complémentaires aux articles 1 et 2, nous avons voulu 
vérifier de façon graphique comment le score discriminait entre les cas et les 
témoins. Les figures 3 et 4 qui suivent ont été obtenues en calculant le nombre de 
patients ayant obtenu chacun des scores (selon l’étendue possible des scores) pour 
chacun des événements (décès et institutionnalisation) et en divisant par le nombre 
total de sujets. Il est attendu que la majorité des cas se retrouvent à droite du 
graphique (c'est-à-dire qu’ils aient les scores les plus élevées) et que la majorité des 
témoins se retrouvent à gauche du graphique (scores plus faibles).  
Figure 4: Discrimination entre les cas et les témoins selon le score obtenu au 
Geriatric Comorbidity Score dans la cohorte de validation 
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Figure 5: Discrimination entre les cas et les témoins selon le score obtenu au score 
d'institutionnalisation dans la cohorte de validation 
 
Pour chacun des scores, la majorité des cas se retrouvent à droite du 
graphique et la majorité des témoins se trouvent à la gauche de celui-ci. Le score 
d’institutionnalisation semble cependant, de façon purement graphique, mieux 
discriminer entre les cas et les témoins. Si notre score discriminait parfaitement, 
aucun témoin n’aurait de score élevé et aucun cas n’aurait de scores très faibles. 
Dans ce cas-ci, pour les deux scores, très peu de témoins ont des scores supérieurs à 
1 et très peu de cas ont des scores inférieurs à -5. Le score semble donc avoir donc 
l’effet discriminant escompté.   
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5.4.2 Fenêtres de temps pour le calcul des scores de 
comorbidité: Analyse de sensibilité 
Dans les analyses cas-témoins intra-cohorte, les variables d'exposition 
médicamenteuses sont mesurées dans un intervalle de temps qui précède la survenue 
de l'événement d'intérêt. Dans les articles 1 et 2, on a choisi une fenêtre de temps de 
12 mois. Selon les résultats de la revue de littérature sur les facteurs associés au 
décès et à l'institutionnalisation chez les personnes âgées, on constate que la plupart 
des troubles ou conditions sont de nature chronique. Par conséquent, on a fait le 
choix de prendre une fenêtre de temps suffisamment grande pour identifier 
l'ensemble des maladies chroniques d'un sujet donné. Ce choix est, bien entendu, 
arbitraire car une fenêtre de temps trop longue pourrait sous-estimer l'association 
entre certains médicaments et l'événement. En effet, plus la fenêtre de temps est 
grande, plus la probabilité d'exposition est élevée, tant chez les cas que chez les 
témoins, pouvant ainsi masquer une association éventuelle. Pour cette raison, ont été 
comparées les prévalences d'exposition aux différents médicaments à en utilisant une 
période de 3 mois et une période de 12 mois précédent le décès ou la date index des 
témoins (n=7 977 cas et 31 038 témoins; cohorte de validation). Les prévalences 
présentées dans le tableau ci-bas incluent les cas et les témoins. Cette analyse de 
sensibilité n’a pas été reprise dans l’échantillon de sujets institutionnalisés appariés à 
leurs témoins car les prévalences sont similaires. Au tableau 8 sont présentés les 
résultats de cette analyse de sensibilité.  
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Tableau 8: Comparaison entre des prévalences d'utilisation médicamenteuse dans 
une fenêtre de temps de 3 mois et de 12 mois avant la date index 
Médicaments 
Prévalence 
d’utilisation 
 3 mois (%) 
Prévalence 
d’utilisation  
1 an (%) 
valeur p 
Antiparkinsoniens 0.94 0.87  0.12 
Médicaments 
cardiovasculaires 
58.78 59.65  0.48 
Inhibiteurs de pompes à 
proton 
19.89 20.64  0.19 
Médicaments pour 
système respiratoire 
44.05 44.60  0.29 
Médicaments pour le 
glaucome 
1.60 1.69  0.32 
Antihypertenseurs 58.79 59.81  0.23 
Médicaments vasculaires 20.49 21.18  0.43 
Benzodiazépines 50.41 51.55  0.28 
Antidépresseurs 26.41 27.27  0.13 
Antidiabétiques 21.61 22.11  0.08 
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Statines 32.02 32.61  0.82 
Antipsychotiques 12.72 13.79  0.32 
Diurétiques 52.13 53.06  0.43 
Médicaments pour  
l’incontinence urinaire 
17.99 18.72  0.54 
Médicaments pour  
l’ostéoporose 
7.83 8.15  0.64 
Quinolone 12.11 10.12 0.09 
Pénicilline 33.70 32.12 0.21 
Macrolides 33.27 31.15 0.12 
Cephalosporine 27.01 25.00 0.06 
Aminoside 0.10 0.05 0.04 
Les résultats de cette analyse démontre que peu importe le choix de la fenêtre 
de temps, il n’y a pas de différence en terme de prévalence. Ceci confirme que pour 
les maladies chroniques le choix de la fenêtre de temps n'a que peu d'impact sur la 
validité de l'étude.  
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5.4.3 Validation de l'algorithme pour identifier les cas de 
décès à partir des banques de données de la Régie de 
l'assurance maladie du Québec (RAMQ) 
Le tableau 9 présente les résultats de la sous-étude de validation des cas de 
décès. Tel que décrit précédemment, les dates de décès ne sont pas disponibles dans 
les banques de la RAMQ. Éventuellement, seule l'année du décès aurait pu être 
transmise mais ceci requiert l'autorisation de la Commission d'Accès à l'Information, 
et l'année seule n'aurait pas été adéquate pour les fins de l'étude. Il a donc été 
nécessaire d'identifier les décès à partir d'un algorithme. On considère comme 
décédés les sujets qui n'ont reçu aucune ordonnance ou services médicaux pendant 
une période de 90 jours consécutifs. La date de décès correspondait à la date du 
dernier service pharmaceutique ou médical dans la RAMQ. Or, dans le cadre de 
l'enquête ESA les dates de décès étaient disponibles à partir des banques de l'Institut 
de la Statistique du Québec.  
La sous-étude a été réalisée chez les 1494 sujets de l'enquête ESA qui ont été 
inclus dans l'article 3. Le statut de décès pendant l'année de suivi a été déterminé à 
partir de l'Institut de la Statistique du Québec et a été considéré comme valeur réelle, 
étalon d'or ("gold standard"). 
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Tableau 9: Concordance entre le nombre de décès identifiés selon l'algorithme des 
données RAMQ et le nombre de décès identifiés dans les banques de l'Institut de la 
Statistique du Québec (ISQ) 
 Institut de la statistique du Québec 
Décès Non-décès 
A
lg
o
ri
th
m
e 
Décès 
 
37 0 
Non-décès 1 1458 
La sensibilité peut être calculée à l’aide du nombre de décès identifiés selon 
l’algorithme divisé par le nombre de décès réel. La sensibilité obtenue dans cette 
étude est de 0,97. Ceci signifie que 97% des cas identifiés par l’algorithme sont des 
vrais cas. D’autre part, la spécificité se mesure en divisant le nombre de vrai négatif 
par le nombre réel de non-décès. La spécificité obtenue est de 100%. Tous le non 
décédés ont été bien identifiés par l’algorithme. La valeur prédictive positive est de 
100% tandis que la valeur prédictive négative est de 99%.  
De ces résultats on peut conclure que l'algorithme d'identification des décès à partir 
des banques de données des services médicaux et pharmaceutique de la RAMQ 
semble valide.  
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5.4.4 Effet de l'inclusion interactions entre médicaments 
dans les modèles de régression logistique de régression 
multivariés 
L’objectif principal sous-jacent à un développement de score est de pouvoir 
prédire de façon optimale l’événement d’intérêt. Dans le cadre de cette étude, nous 
avons voulu inclure le maximum de variables potentiellement associés avec le décès 
ou l’institutionnalisation. Il est connu, particulièrement dans la population âgée, que 
plusieurs interactions médicamenteuses sont possibles et que celles-ci mènent très 
souvent à l’institutionnalisation. Dans le cadre de cette sous-analyse, nous avons 
voulu vérifier l’impact de l’ajout d’interactions dans le score de comorbidité. Les 
interactions ont été sélectionnées selon leur plausibilité biologique et selon leur 
intérêt dans la population âgée.  
 
Tableau 10: Association entre médicaments et décès: Modèle de régression 
logistique multivarié conditionnel comprenant les interactions entre médicaments 
Médicaments d’intérêt Odds ratio IC 95% 
Médicaments pour  
l’ostéoporose 
0.78 0.72-0.83 
Médicaments du système 
respiratoire 
1.09 1.05-1.14 
Diurétiques 1.18 1.13-1.22 
Antipsychotiques 2.12 1.96-2.28 
Statines 0.36 0.34-0.38 
Antidépresseurs 0.95 0.91-0.99 
Benzodiazépines 1.05 1.01-1.10 
Médicaments pour  
le glaucome 
0.71 0.61-0.82 
Inhibiteurs de pompes à proton 0.44  0.41-0.47 
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Antidiabétiques               0.98          0.94-1.04 
Médicaments cardiovasculaires 0.97 0.92-1.02 
Antihypertenseurs 0.82 0.79-0.86 
Antiparkinsoniens 0.38 0.30-0.49 
Médicaments pour l’incontinence 
urinaire 
1.85 1.71-2.00 
Médicaments vasculaires 1.26 1.20-1.33 
Céphalosporines 0.72 0.69-0.76 
Macrolides 0.46 0.43-0.49 
Pénicilline 0.54 0.51-0.56 
Tétracyclines 0.64 0.58-0.71 
Quinolone 0.57 0.54-0.62 
Aminoside 1.93 1.29-2.89 
Sulfamides 0.75 0.64-0.89 
   
Interactions   
Antipsychotiques/Médicaments 
cardiovasculaires 
0.82 0.75-1.02 
Antipsychotiques/IPP 1.32 1.16-1.49 
Antipsychotiques/Statines 1.88 1.68-2.10 
Antipsychotiques/Antithrombotiques 0.81 0.73-0.92 
Médicaments pour incontinence 
urinaire/ statine 
1.28 0.98-1.39 
Médicaments pour incontinence 
urinaire/ benzodiazépines 
1.14 0.98-1.25 
IPP/Médicaments vasculaires 1.15 1.028-1.28 
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Tableau 11: Performance prédictive du score de décès: Impact des interactions entre 
médicaments 
Variable prédictive c-statistique % augmentation de 
performance 
prédictive 
Score (incluant âge et sexe)* 0.75 (0.73-0.78) référence 
Antipsychotiques/IPP 0.75 (0.74-0.77) 0% 
Antipsychotiques/Statines 0.76 (0.74-0.78) 1.33% 
Antipsychotiques/Antithrombotiques 0.77 (0.75-0.79) 1.33% 
IPP/Antithrombotiques 0.78 (0.76-0.79) 1.33% 
 
Bien que certaines interactions pertinentes sur le plan cliniques soient 
statistiquement significatives dans le modèle de régression, leur effet sur la 
performance prédictive du score est très faible. De plus, l'inclusion d'interactions 
pour le calcul des scores augmenterait considérablement leur complexité. 
Effectivement, pour chaque interaction, une variable d’exposition supplémentaire 
devrait être ajoutée et donc, le nombre de variables dans le modèle augmenterait de 
façon exponentielle. De plus, pour tenir compte des interactions, il aurait fallu tenir 
compte des médicaments spécifiques plutôt que des grandes classes thérapeutiques. 
En tenant compte des médicaments spécifiques, plus d’une centaine de variables 
seraient incluses dans le modèle.  
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5.4.5 Comparaison entre les performances du Geriatric 
Comorbidity Score et du Charlson Index 
Le Charlson Score est très fréquemment retrouvé dans la littérature mais moins 
souvent utilisé au Québec car il est connu que les codes ICD sont souvent moins 
fiables que les délivrances de médicaments. Malgré tout, sachant que ses 
performances sont souvent très supérieures à celles du CDS, nous avions comme 
objectif de comparer la performance de notre score avec celle du Charlson Score. Le 
score de Charlson a été appliqué à notre cohorte de validation (n= 26 217) et, en 
utilisant le même devis (cas-témoins intra-cohorte) que pour le calcul du Geriatric 
Comorbidity Score, la c-statistique a été obtenue. Les codes ICD ont été identifiés à 
partir du fichier des services médicaux fournis par la RAMQ. La fenêtre de temps 
considérées était la même que celle considérée pour le calcul du Geriatric 
Comorbidity Score, c'est-à-dire, 1 an avant l’événement.  
Tableau 12: Comparaison entre les performances du Geriatric Comorbidity Score et 
du Charlson score 
 Geriatric comorbidity score Charlson Score 
 Cas  
(n= 7977) 
Témoins 
(n= 31 038) 
Cas  
(n= 7977) 
Témoins 
(n= 31 038) 
Score moyen -1 -3 1.17 0.86 
c-statistique 0.75 (0.73-0.78) 0.76 (0.74-0.77) 
 
 
Ces résultats semblent indiquer qu’il n’existe pas de différence significative entre les 
performances du Geriatric comorbidity Score et du Charlson Score. Par conséquent, 
il semblerait que le Charlson Index pourrait être une bonne alternative au GCS, 
malgré l'absence fréquente de diagnostics dans les banques de données des services 
médicaux de la RAMQ. En revanche, comme décrit dans l'article 1, le GCS présente 
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une meilleure performance que le von Korff comorbidity score, également basé sur 
des ordonnances. 
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5.4.6 Validation du score dans des sous-populations à 
risque 
Les patients déments représentent une sous-population des personnes âgées résidant 
dans la communauté. Il est connu que les facteurs de risque d’institutionnalisation 
sont souvent très différents chez les sujets âgés déments. En effet, selon la littérature, 
la démence est un des facteurs les plus fortement associés à l’institutionnalisation. 
Pour le décès, cela ne semble pas être le cas. Sachant que la démence pourrait 
prendre une bonne partie de la variance expliquée dans les modèles de prédiction de 
l’institutionnalisation, nous avons voulu tester notre score dans une population âgée 
démente. La population de personnes âgées démentes est constituée de personnes 
âgées de 65 ans et plus ayant reçu un inhibiteur de cholinestérase (événement 
d’entrée dans la cohorte). Pour être consistants avec les résultats portant sur la 
performance du score d’institutionnalisation, un devis de cas-témoins intra-cohorte a 
aussi été utilisé. Les mêmes méthodes d’identification des cas d’institutionnalisation 
que celles utilisées dans le cadre de l’article 2 ont été utilisées. Le score 
d’institutionnalisation a été appliqué à la cohorte de déments et la performance a été 
évaluée à l’aide du calcul de la c-statistique.  
 
Tableau 13: Comparaison des performances du score d'institutionnalisation dans 
une population âgée consommateurs d'inhibiteurs de cholinestérase et une 
population de personnes âgée démentes 
 Score d’institutionnalisation 
dans échantillon de non 
utilisateurs d’inhibiteurs de 
cholinestérase 
Score d’institutionnalisation 
dans échantillon de personnes 
âgées démentes (n= 37 611) 
 Cas  
(n=607) 
Témoins 
(n= 2 368) 
Cas (n= 3 696) Témoins 
(n= 14 547) 
Score moyen -1 -4 1 -1 
c-statistique 0.79 (0.77-0.81) 0.81 (0.79-0.83) 
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Ces résultats montrent que notre que notre score d’institutionnalisation est robuste 
bien que les facteurs associés à l’institutionnalisation chez les déments sont souvent 
différents des facteurs associés à l’institutionnalisation chez les non-consommateurs 
d’inhibiteurs de cholinestérase.  
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5.4.7 Validation du score dans la population initiale 
excluant les sujets ayant reçu un diagnostic de démence 
 
Tableau 14: Validation du score de décès et d’institutionnalisation dans la 
population de personnes âgées excluant les personnes ayant reçu un diagnostic de 
démence 
 Score de décès Score d’institutionnalisation  
c-statistique 0.78 (0.76-0.80) 0.0.79 (0.77-0.80) 
 
Ces résultats montrent que notre score d’institutionnalisation est robuste et que la 
non exclusion des sujets ayant eu un diagnostic de démence n’insert pas de biais.  
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Chapitre 6 : Discussion 
Le biais de confusion est un problème méthodologique important, surtout pour les 
études observationnelles qui visent à évaluer les bénéfices et les risques 
médicamenteux en conditions réelles d'utilisation. Dans ces études, de contrôler pour 
l'état de santé des patients au moment où ils débutent leur traitement, tel que mesuré 
par les scores de comorbidité, est une solution concrète qui présente de nombreux 
avantages. D'une part, le score de comorbidité simplifie les modèles d'analyses car 
l'état de santé est résumé en une seule covariable. D'autre part, les scores, ayant été 
développés à partir de données administratives de soins médicaux, sont adaptés aux 
banques de données de la RAMQ. 
 
La population âgée représente une sous-population importante pour les études 
d'évaluation des effets réels des médicaments. En effet, malgré le fait que les aînés 
soient d'importants consommateurs de médicaments et qu’ils soient considérés 
comme étant vulnérables tant d'un point de vue clinique que réglementaire [166], ils 
ne sont que très rarement inclus dans les essais cliniques. Par conséquent, il nous 
apparaît prioritaire de développer des outils qui améliorent la validité des études 
observationnelles menées dans cette sous-population. Tel que démontré dans la 
revue de littérature effectuée dans le cadre de cette thèse, la majorité des scores 
publiés ont été développés dans une population âgée de 18 ans et plus, et n'ont pas 
été calibrés pour la population âgée de 65 ans et plus. Par ailleurs, l’événement 
d'intérêt pour les scores existants est le décès qui n'est peut être pas adapté aux 
études menées chez les personnes âgées dans lesquelles l'effet des médicaments sur 
l'institutionnalisation est de plus en plus évalué. 
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Les travaux réalisés dans le cadre de cette thèse visaient, dans un premier temps, à 
développer et valider deux scores de comorbidité adaptés aux études 
observationnelles menées chez les personnes âgées: le Geriatric Comorbidity Score 
(article 1), et un score de comorbidité basé sur l'institutionnalisation (article 2). Dans 
un deuxième temps, nos travaux visaient à évaluer l'effet de variables non rapportées 
dans les banques de données administratives, telles que certaines caractéristiques 
socio-démographiques, troubles de santé mentale et physique, sur la valeur 
prédictive du score de décès.  
Pour amorcer la discussion, un retour sur les hypothèses de recherche, décrites au 
Chapitre 1, nous semble important. D'abord, il a été démontré que les facteurs et 
conditions médicales associés à l’institutionnalisation étaient effectivement 
différents des facteurs associés au décès, justifiant ainsi le développement de deux 
scores distincts. Les deux scores développés dans le cadre de ces travaux 
(institutionnalisation et décès) ont présenté de bonnes performances, tel que 
démontré par la c-statistique. La c-statistique du score de décès était de 075 
(IC95% : 0.73-0.78) tandis que la c-statistique de l'institutionnalisation était de 0.79 
(IC95% : 0.76-0.83). On considère de telles performances comme étant 
"excellentes"[111] car non seulement les deux valeurs de c-statistique excèdent 0.5, 
mais en plus elles sont supérieures à celle obtenue pour le Chronic Disease Score 
(CDS) et égales à celle obtenue pour le Charlson Index. Ces résultats sont cohérents 
avec le fait que, selon les données de la littérature, le Charlson Index est plus 
performant que le CDS. L’hypothèse portant sur le fait qu’un score 
d’institutionnalisation performerait mieux qu’un score de décès n’a pas été 
confirmée. Les performances des deux scores ne sont pas statistiquement différentes. 
De plus, dans le cadre d'analyses complémentaires, le score d’institutionnalisation 
s'est avéré tout aussi performant dans une population de personnes âgées démentes, 
avec une c-statistique de 0.81 (IC95% : 0.78-0.84). Bien que surprenant, ce résultat 
s’explique probablement par des risques d'institutionnalisation et des expositions 
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médicamenteuses plus élevés chez les patients déments. En effet, si la prévalence 
d’exposition est plus élevée, la moyenne des scores obtenus sera plus élevée et, 
sachant que la probabilité d’institutionnalisation est plus élevée aussi, le score prédit 
donc mieux. Le choix de l’outil pour le contrôle du biais de prescription sélective 
demeure donc à la discrétion du chercheur. Cependant, dans la population âgée 
vivant à domicile, de choisir un outil basé sur l'institutionnalisation plutôt que le 
décès pourrait être plus pertinent pour certaines études, notamment celles qui visent 
à évaluer l'impact de santé publique d'un médicament. En effet, tout dépendant de 
l’événement à prédire, un score basé sur l’institutionnalisation pourrait être 
beaucoup plus pertinent et mieux représenter l’état de santé général d’un patient 
qu’un score basé sur le décès.  
 
De plus, il a été montré que les interactions entre médicaments n’avaient pas 
d’impact important sur la capacité du score à prédire le décès. Les interactions n'ont 
donc pas été retenues dans le score final car elles iraient à l'encontre du but visé par 
les scores de comorbidité, qui sont la simplification des modèles d'analyses.  
 
Par ailleurs, l'absence, dans les banques de données administratives, de certaines 
données a souvent été soulevée comme étant une limite méthodologique importante. 
Ceci a suscité un débat qui perdure dans la littérature depuis bientôt 20 ans 
[167].Notre étude contribue à ce débat en quantifiant l'importance d'une telle 
absence sur la performance des scores de comorbidité basés uniquement sur les 
données d'ordonnances délivrées. Nos résultats, rapportés dans l'article 3, ont montré 
que deux variables socio-démographiques pouvaient augmenter la performance des 
scores de façon importante dans la population âgée: le statut marital ainsi que le 
soutien social. Ces résultats sont en accord avec les résultats de la littérature qui 
montrent que le statut marital et le soutien social sont des facteurs prédicteurs 
important du décès. En effet, les personnes seules et celles qui n’ont pas de sources 
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de soutien social ont un risque plus élevé de décéder que les personnes en couple 
avec un bon statut social [168-170]. L’article 3 nous a aussi permis de valider notre 
algorithme dans un autre échantillon.  
Au-delà des résultats présentés dans les articles, des analyses complémentaires ont 
été effectuées pour développer et valider un algorithme d'identification des décès à 
partir des données d'utilisation de soins médicaux et pharmaceutiques. L’algorithme 
retenu a pu identifier la majorité des décès (97% de sensibilité), avec aucun de faux 
positifs (100% spécificité). Selon nos résultats, cet algorithme pourrait être appliqué 
à toutes les études observationnelles qui visent à évaluer le risque de décès chez les 
personnes âgées à partir des banques de données de la RAMQ. 
 Une fenêtre de temps d'un an avant la survenue de l'événement d'intérêt pour 
l'identification des ordonnances délivrées a été choisie en raison de sa cohérence 
avec les autres scores de comorbidité publiés dans la littérature. Ceci pourrait être 
critiqué car dans une certaine mesure, il s'agit d'une fenêtre de temps arbitraire. Les 
résultats des analyses complémentaires ont cependant montré que les prévalences 
d'utilisation médicamenteuse obtenues à partir d'une fenêtre de temps courte (3 
mois) étaient semblables à celles obtenues avec une fenêtre de temps d'un an. Ce 
résultat peut être expliqué par le fait que les maladies prédictives de décès ou 
d'institutionnalisation, et pour lesquelles les médicaments correspondants ont été 
inclus dans les scores de comorbidité, sont pour la plupart chroniques..  
6.1 Forces  
Les forces et les limites de chacune des études réalisées dans le cadre de cette 
thèse ont été intégrées dans les articles soumis pour publication. Les avantages et 
limites qui seront discutées ci-dessous sont celles des études dans l’ensemble.  
Les banques de données administratives de soins de santé, comme celles de 
la RAMQ, favorisent le développement et la validation de scores de comorbidité [30, 
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73, 171, 172]. Ces banques comportent de grands effectifs permettant ainsi d'évaluer 
des associations avec une puissance statistique élevée. De plus, les banques de 
données de la RAMQ comprennent l’information sur la délivrance de médicaments 
et les services médicaux utilisés de 92,7% de la population âgée. Les études réalisées 
dans cette population à partir des banques de données de la RAMQ ont donc une très 
bonne validité externe. D’autre part, le pourcentage de données manquantes dans la 
banque de données des services pharmaceutiques est très faible, soit de 0.4 % [37].  
Une des forces importantes de notre étude est que, contrairement aux outils 
déjà publiés, les scores de comorbidité que nous avons développés ont été conçus 
pour la population âgée. Les scores existants sont très généraux et ont été pour la 
majorité validés dans des populations à haut risque (ex : population diabétique, 
population ayant subi une chirurgie cardiaque, etc…) mais très rarement dans la 
population âgée vivant à domicile. Le besoin de développer un outil spécifique à 
cette population est réel sachant que les bénéfices et les risques d'un médicament au 
moment de sa mise en marché sont peu connus. Les données dans cette population 
sont ainsi issues principalement d'études observationnelles. De plus, les outils 
existants prennent en compte de nombreuses maladies qui ne sont pas 
nécessairement prévalentes dans la population âgée. Par ailleurs, bien que certains 
des scores auraient pu être utilisés pour une population âgée, ils ne sont pas adaptés 
aux banques de données administratives en raison de certaines caractéristiques non 
rapportées dans ces banques, telles que le tabagisme, l’indice de masse corporelle ou 
des données cliniques [31, 173-175].  
Dans cette thèse, des analyses cas-témoins intra-cohorte ont été effectuées 
pour développer les scores de comorbidité. Ces analyses permettent d’obtenir des 
estimés similaires à ceux obtenus dans une étude de cohorte, et ce, à partir d'un 
échantillon de la cohorte [176, 177]. Parmi les autres avantages, on retrouve une 
diminution des délais de réalisation d’analyses et une diminution des coûts [178, 
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179]. De plus, les caractéristiques qui varient en fonction du temps sont prises en 
compte, dans une certaine mesure, par la définition de fenêtres de temps plus ou 
moins rapprochées de l'événement d'intérêt. Il est également possible de considérer 
les dynamiques d'exposition en étude de cohorte, mais à partir d'analyses plus 
complexes.  
Le Geriatric Comorbidity Score et le score basé sur l'institutionnalisation ont 
été développés à partir de la méthodologie utilisée dans la Framingham Heart Study. 
L’équipe du Framingham Heart Study ont développés de nombreux scores visant à 
prédire les risques de maladies coronaires [180, 181]. Nous avons sélectionné cette 
méthode car elle a fait l'objet de nombreuses publications dans la littérature; on peut 
ainsi conclure qu'elle est reconnue dans le domaine de la recherche. On considère 
qu'il s'agit là d'une force de notre étude car la majorité des autres scores de 
comorbidité publiés dans la littérature ne sont pas basés sur des méthodes reconnues. 
Une des atouts des scores développés est le fait qu'ils ont été développé à 
partir de trois méthodes complémentaires: La revue de littérature exhaustive a été 
effectuée afin d’identifier tous les facteurs connus associés avec les risques 
d’institutionnalisation ou de décès. Suite à cette revue, tous les facteurs ont été revus 
par une gériatre afin d’identifier certains facteurs manquants ou certains facteurs non 
pertinents sur un plan clinique. Finalement, les associations ont été confirmées et 
triées en ordre d'importance selon des modèles statistiques. 
La méthode d'identification de l’exposition médicamenteuse pourrait être 
sujette à au biais d’information, car une seule délivrance pendant la fenêtre de temps 
était considérée comme exposition. Ceci pourrait être critiqué mais les médicaments 
inclus dans les scores sont surtout utilisés pour des conditions chroniques. 
L’hypothèse sous-jacente était que dans le cas de conditions chroniques, une seule 
délivrance n’introduirait pas de biais. Des analyses de sensibilité ont en effet 
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démontré que la prévalence d’utilisation des médicaments dans une fenêtre de temps 
de 3 mois était très similaire à la prévalence observée dans une fenêtre de 12 mois.  
Une des caractéristiques qui a été vérifiée dans cette étude est la robustesse 
du score d’institutionnalisation. La robustesse est définie par sa performance dans 
des conditions autres que celles où il a été développé. Bien que ceci ne faisait pas 
partie des objectifs principaux de la thèse, des analyses complémentaires indiquent 
que le score d’institutionnalisation est associé à une performance excellente dans la 
population âgée démente. Une performance peut être qualifiée d’excellente si elle 
obtient une c-statistique ≥ 0.70 [111]. Ceci constitue une des forces de notre étude.  
6.2 Limites 
 Les travaux réalisés dans le cadre de cette thèse sont néanmoins limités par 
les données disponibles dans les banques de données de la RAMQ. Parmi les 
informations manquantes pouvant influencer la performance des scores, on retrouve 
le tabagisme, l’indice de masse corporelle, ainsi que d’autres mesures associées au 
statut de fragilité des personnes âgées. La fragilité était un facteur très important à 
considérer dans les études menées chez les personnes âgées. Les caractéristiques les 
plus fréquemment associées à la fragilité incluent perte de poids, lenteur des sujets, 
faiblesses, épuisement, ainsi qu’un faible niveau d’activité physique[182]. Toutefois, 
ces variables sont difficilement mesurables et ne sont pas disponibles dans les 
banques de données administratives.  
  D’autre part, à partir des banques de données administratives, il est 
généralement difficile de mesurer la sévérité d’une maladie. Cette donnée 
manquante pourrait possiblement entraîner un biais d’information dans l'étude. La 
sévérité aurait pu être considérée si les doses et durées d'utilisation médicamenteuse 
avaient été considérées. En revanche, tel que cité par Schneeweiss et al., la 
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caractéristique principale d’un score est sa facilité d’utilisation. Par conséquent, la 
prise en compte des doses aurait beaucoup complexifié les modèles [73].  
L'identification des cas institutionnalisés a été effectuée à partir des codes 
d’établissement correspondant à des soins de longue durée (hébergement). Il est 
possible que le nombre de sujets ayant réellement été institutionnalisés ait été sous-
estimé. En effet, il est possible qu’un patient soit institutionnalisé mais reçoit ses 
services médicaux à l’extérieur de son lieu d’hébergement. Dans ce cas, il nous 
aurait été impossible d’identifier ce patient à partir des codes de lieu de service qui 
figurent parmi les données de facturation des médecins. En revanche, il est très peu 
probable qu’un patient n’ait pas reçu une première visite de contrôle par un médecin 
de l’institution au moment où il est hébergé. De ce fait, nous croyons que l’impact de 
ce possible biais de sélection est minime.  
Par ailleurs, dû au fait qu’un proxy était utilisé afin de déterminer les 
personnes décédés, il est possible que l’événement d’intérêt aie mal été classifié. 
Cependant, il est à noter qu’il est peu probable que des personnes âgées n’aie aucune 
délivrance de médicaments ni aucun service médical rendu  pendant une période 
prolongée. D’autre part, l’algorithme utilisé a été testé et validé dans la cohorte 
provenant de l’étude sur la Santé des Aînés. Certains peuvent prétendre que 
l’adhérence au médicament peut être questionnable sur une période de 1 an de suivi 
mais la majorité des médicaments consommés par les personnes âgées le sont pour 
traiter des maladies chroniques (en majorité des maladies cardiovasculaires) [183]. 
De ce fait, il est fort probable qu’une absence prolongée de services médicaux ou 
pharmaceutiques puisse signifier que le patient est effectivement décédé.   
Un autre biais possible de cette étude est la mauvaise classification de 
l’exposition. Ce biais est possible si des sujets se sont absentés du pays (pour voyage 
ou autre) pendant une période prolongée. Cependant, nous croyons que ce biais est 
minimisé par le fait que nous avons choisi d’utiliser une définition très large de 
l’exposition (avoir consommé au moins 1 fois dans l’année précédant l’événement). 
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En effet, si un sujet s’est absenté pendant une période de 4 mois, il a dû renouveler 
ses ordonnances avant son voyage et à son retour et donc, son exposition sera 
comptabilisée malgré tout. D’autre part comme tous les scores présents dans la 
littérature, les scores développés dans cette thèse ne tiennent pas compte des 
changements entres produits. En effet, si l’on avait voulu tenir compte du 
changement entre produits, il aurait été impossible d’utiliser les codes AHF pour 
définir l’exposition, il aurait plutôt fallu utiliser les codes associés aux médicaments 
individuels. Ceci aurait eu pour effet d’augmenter grandement le nombre de 
variables dans le score et de complexifier celui-ci. C’est aussi le cas pour les 
variables d’exposition dépendantes du temps. Cependant, sachant que nous avons 
considéré que des maladies chroniques, il est peu probable que cette caractéristique 
aurait influencé les résultats.  
Un des biais possible dans cette étude est le biais protopathique. Ce biais est 
dû à la définition des fenêtres de temps. En effet, ce biais pourrait survenir si un 
patient est défini comme exposé alors que son traitement lui a été donné en fin de vie 
pour tenter de repousser le décès. Une association médicament-événement d’intérêt 
aurait donc été attribuée à tort au médicament d’intérêt. Cependant, les médicaments 
considérés dans cette étude servent à traiter des maladies chroniques. Il est donc peu 
probable que ce biais survienne. De plus, ce biais est moins probable dans le score 
d’institutionnalisation sachant qu’il est rare qu’une institutionnalisation soit 
instantanée, plusieurs mois sont souvent nécessaires avant d’être institutionnalisé.  
Bien que les données incluses dans les banques de données de la RAMQ se 
retrouvent également dans d'autres banques de données de soins de santé 
canadiennes ou internationales, il est toujours recommandé de valider un score avant 
de l’utiliser dans une autre population [73]. Cependant, bien que certains scores 
soient grandement utilisés dans les études pharmacoépidémiologiques, ils ne 
semblent pas avoir eu de validation ou de calibration dans les populations qui ont 
fait l'objet des différentes études publiées. Ceci représente donc une limite générale 
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des études qui ont fait appel à des scores de comorbidité. Cette thèse a démontré 
l'importance de cette étape car le Chronic Disease Score représentait une moins 
bonne performance que celle qui a été rapportée dans la littérature (c-statistique dans 
notre cohorte de validation= 0.47 comparée à 0.73 selon la littérature). 
La non-prise en compte des hospitalisations dans notre étude aurait pu 
introduire un biais de temps immesurable. Le biais de temps immesurable survient 
lorsque les consommations médicamenteuses ne sont pas prises en compte durant 
l’hospitalisation. Ceci a pour impact de sous-estimer l’exposition et donc, de sous-
estimer les estimés. Or, un tel biais est peu probable dans le cadre de nos études car 
la majorité des médicaments inclus dans les scores sont utilisés de façon chronique. 
Par conséquent, il est peu probable qu'ils n'aient été délivrés uniquement pendant 
une hospitalisation. Aussi, la définition de l’exposition utilisée est très large (avoir 
eu une délivrance du  médicament au moins 1 fois dans l’année précédant 
l’événement). Ceci a pour impact de diminuer la probabilité de survenue de ce biais 
potentiel sachant que les sujets n’ont probablement pas été hospitalisés sur plus de 
quelques mois.    
De cette thèse on peut conclure qu'un score basé sur la délivrance de 
médicaments peut présenter de bonnes performances s’il est utilisé dans la 
population dans laquelle il a été développé. De plus, ces résultats indiquent que bien 
que les facteurs associés à l’institutionnalisation et au décès soient différents, la 
performance des deux scores est similaire. Le choix de l’outil pour le contrôle du 
biais de prescription sélective demeure donc à la discrétion du chercheur. Dans la 
population âgée vivant à domicile, de choisir un outil basé sur l'institutionnalisation 
plutôt que le décès pourrait être plus pertinent pour certaines études, notamment 
celles qui visent à évaluer l'impact de santé publique d'un médicament. Finalement, 
bien que certains facteurs externes permettent de mieux prédire le décès dans la 
population âgée, ceux considérés dans cette étude n'entraînent qu'une amélioration 
marginale de la performance du score de comorbidité. Par conséquent, l'absence de 
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telles données dans les banques de données administratives ne semble pas 
compromettre la validité des scores de comorbidité existants.  
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Chapitre 7 : Conclusion et perspectives 
Les travaux de cette thèse ont permis d'alimenter le débat qui existe au sein 
de la communauté scientifique concernant les scores de comorbidité et les banques 
de données administratives. Avec le vieillissement de la population et 
l’augmentation constante du nombre de médicaments mis en marché, les études 
pharmacoépidémiologiques portant sur les bénéfices et les risques médicamenteux 
en conditions réelles d'utilisation dans la population âgée deviennent de plus en plus 
importantes. Les personnes âgées ont été identifiées par les agences de 
réglementation comme étant une sous-population à risque pour laquelle, des études 
après mise en marché sont nécessaires. L’utilisation d’outils développés 
spécifiquement dans cette population peut augmenter la validité des études menées 
dans cette population. Le contrôle des facteurs confondants non-mesurés et du biais 
de prescription sélective dans les études pharmacoépidémiologiques menées à partir 
de banques de données demeure un sujet d'intérêt majeur et ce, depuis quelques 
années.  
Au terme de ces travaux, trois contributions majeures ont été réalisées. Dans 
un premier temps, il a été démontré que la performance des scores basés sur le décès 
dépend de la population à l'étude, d'où l'intérêt du « Geriatric Comorbidity Score », 
qui fut développé dans le cadre de cette recherche. Les performances du « Geriatric 
Comorbidity Score » sont supérieures à celles des autres scores fréquemment 
utilisés. Le score est spécifique à la population âgée et on recommande son 
utilisation plutôt que celle de scores non spécifiques comme le Chronic Disease 
Score.  
Dans un deuxième temps, on a confirmé que les médicaments associés au 
risque d'institutionnalisation diffèrent de ceux associés au risque de décès dans la 
population âgée, justifiant ainsi le développement d'un score basé sur 
l'institutionnalisation. Malgré ses performances similaires au score de décès, 
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l’utilisation d’un tel score plutôt que d’un score basé sur la prédiction du décès peut 
s’avérer utile, surtout dans les études portant sur l’impact de santé publique d’un 
médicament. Dans ces études, l'institutionnalisation est un événement d'intérêt pour 
évaluer la valeur ajoutée d'un médicament. 
Finalement, les travaux de cette thèse ont aussi permis d’identifier certaines 
caractéristiques non rapportées dans les banques de données administratives qui sont 
associées au décès. Chez les personnes âgées, le statut marital ainsi que le soutien 
social sont deux facteurs importants. Cependant, la prise en compte de ces variables 
n'entraîne qu'une amélioration marginale de la performance des scores. Cette étude 
offre une contribution importante au début qui existe sur les scores de comorbidité, 
souvent critiqués par l'absence de données potentiellement importantes. Selon notre 
étude, l'absence de certaines données associées au décès chez les personnes âgées, ne 
semblent pas compromettre la validité des scores de comorbidité basés sur des 
données d'ordonnances délivrées. 
Suite à ces travaux, la prochaine étape serait de valider le Geriatric 
Comorbidity Score et le score d'institutionnalisation dans des populations de 
personnes âgées autres que celles du Québec. Ceci permettrait de documenter la 
validité externe des scores, et ainsi augmenter leur utilisation hors-Québec. De plus, 
si l’on veut qu’on score demeure performant, il est nécessaire de le mettre à jour en 
fonction de l'évolution du marché du médicament et des pratiques cliniques. En 
effet, une des limites importantes des scores existants est qu’ils n’ont pas été mis à 
jour et donc, sont devenus désuets.  
Outre l'avancement des connaissances engendré par chacun des trois articles, 
il serait important d'apporter un regard qui aille au-delà des aspects techniques et 
analytiques des scores de comorbidité qui ont été développés. Une synthèse 
conceptuelle s'impose pour conclure cette thèse. A ce jour, peut-on prétendre que les 
scores de comorbidité développés pour la population de personnes âgées vont 
grandement améliorer la qualité des études observationnelles?  Peut-on 
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recommander qu'ils fassent partie des standards de pratique de la recherche 
pharmacoépidémiologique? Au final, cette thèse a démontré que la problématique de 
la prescription sélective ne peut être complètement mesurée à partir d'associations 
statistiques entre comorbidité et/ou médicaments. On se rend compte que la 
problématique est, en fait, beaucoup plus complexe puisqu'elle interpelle également 
des dimensions sociales, culturelles, et autres. La prescription sélective est une 
triangulation entre les attitudes et croyances des patients, médecins, autres 
professionnelles de la santé, aspects environnementaux, et bien d'autres encore. Il 
serait par conséquent naïf de penser qu'elle puisse se caractériser uniquement à partir 
de scores de comorbidité. Il est vrai que ce travail a amélioré les scores de 
comorbidité mais d'autres recherches devront être effectuées pour prendre en compte 
les autres aspects de la prescription sélective. Seulement là, un contrôle complet de 
cette source de biais dans les études observationnelles pourrait être envisagé. 
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Annexe 1 : Données disponibles dans les banques de données de la Régie de 
l’assurance maladie du Québec 
 
A) Fichier « Information personne assurée » 
Nom de la variable 
Définition Type de variable Information utilisée 
(Oui/Non) 
Numéro banalisé 
de l’individu 
Numéro séquentiel banalisé identifiant de 
façon unique une personne assurée, malgré 
ses changements de NAM. 
Alphanumérique (10) Oui pour 
 appariement 
Sexe du bénéficiaire 
F : Féminin 
M : Masculin 
Alphanumérique (1) Oui 
Groupe d’âge du 
bénéficiaire 
Déterminé à la date index 
 
Alphanumérique (2) Oui 
Date index Date d’entrée dans la cohorte Date : AAAA-MM-JJ Oui 
 
B)  Fichier « Périodes d’admissibilité – Assurance médicaments » : 
Nom de la variable Définition Type de variable 
Information utilisée 
(oui/non) 
Numéro banalisé de 
l’individu 
 Alphanumérique (10) 
Oui 
iii 
 
 
 
Code programme 
médicament  
PS : Prestataire de l’assistance-emploi 
AD : Adhérent 
AL : Achat de lit 
DE : Désassurés 
01 : Clientèle MTS 
02 : Clientèle Tuberculose 
04 : Consultation - Contraception orale 
d’urgence 
06 : Traitement grippe A (H1N1) – pandémie 
(en vigueur depuis 2009-10-30) 
À blanc : Indéterminé 
Alphanumérique (2) 
Non 
Code de plan 
10 : PAE adulte (18 à 65 ans) 
12 : Dépendant d’un PAE, qui a moins de 18 
ans 
13 : Dépendant d’un PAE, qui a entre 18 et 
25 ans, est aux études à temps plein et sans 
conjoint 
À blanc : Indéterminé 
Alphanumérique (2) 
Non 
Date début 
admissibilité 
 Date : AAAA-MM 
Oui 
Date fin admissibilité 
  
 
Date : AAAA-MM 
Oui 
 
 
iv 
 
 
 
C)  Fichier des services pharmaceutiques 
Numéro banalisé de 
l’individu 
 
Alphanumérique (10) Oui 
Code programme 
médicament 
PS : Prestataire de l’assistance-emploi 
PA : Personne âgée de 65 ans et plus 
AD : Adhérent 
AL : Achat de lit 
DE : Désassurés 
01 : Clientèle MTS 
02 : Clientèle Tuberculose 
04 : Clientèle Contraception orale d’urgence 
À blanc : Indéterminé 
 
Alphanumérique (2) Pour admissibilité 
Code de plan 
10 : PAE adulte (18 à 65 ans) 
11 : PAE de 65 ans ou plus 
12 : Dépendant d’un PAE, qui a moins de 18 
ans 
13 : Dépendant d’un PAE, qui a entre 18 et 
25 ans, est aux études à temps plein et sans 
conjoint 
… 
Alphanumérique (2) Pour admissibilité 
v 
 
 
 
1K ou 1L : Clientèle MTS 
2K ou 2L : Clientèle Tuberculose 
04 : Clientèle Contraception orale d’urgence 
À blanc : Indéterminé 
 
Date du service 
 
 
Date : AAAA-MM-JJ Oui 
Code DIN 
Selon la Liste des médicaments publiée par la 
RAMQ 
Alphanumérique (8) Non 
Classe AHF 
Classe du médicament. 
Exemple : 28.16.04 = antidépresseur 
Alphanumérique (6) Oui 
Code de 
dénomination 
commune 
Nom commun du médicament. 
Exemple : 45504 = fluoxétine 
Alphanumérique (5) Oui 
Code de forme 
 
 
Alphanumérique (5) Non 
Code teneur 
 
Information sur le dosage 
Alphanumérique (5) 
 
Non 
Code de nature 
d’expression 
d’ordonnance 
Information sur le renouvellement des 
prescriptions 
 
Alphanumérique (2) Non 
Code de sélection 
médicament 
 
E : Choix du pharmacien de dispenser un 
médicament équivalent 
P : Choix du prescripteur de ne pas substituer 
À blanc : Tel que prescrit 
Alphanumérique (1) Non 
vi 
 
 
 
Durée du traitement 
 
 
Numérique (3) Oui 
Quantité du 
médicament 
 
Numérique (6,3) Oui 
Classe du 
prescripteur 
 
Alphanumérique (1) Non 
Numéro banalisé du 
prescripteur 
 
Alphanumérique (10) Non 
Spécialité du 
prescripteur 
Spécialité principale du dispensateur à la date 
du service 
Alphanumérique (2) Non 
 
D)  Fichier des services médicaux 
Numéro banalisé de 
l’individu 
 Alphanumérique (10) 
Oui 
Classe du  
professionnel 
 Alphanumérique (1) 
Non 
Spécialité du 
professionnel 
Spécialité relié au service Alphanumérique (2) 
Non 
Code d’acte 
Omnipraticien : 
http://www.ramq.gouv.qc.ca/fr/professionnels/
manuels/100/000_complet_acte_omni.pdf 
Spécialiste : 
http://www.ramq.gouv.qc.ca/fr/professionnels/
manuels/150/000_complet_acte_spec.pdf 
Alphanumérique (5) 
Oui (dans le calcul 
pour les dates de 
décès) 
vii 
 
 
 
Rôle dans l’exécution 
de l’acte 
 Alphanumérique (1) 
Non 
Date du service 
 
 
Date : AAAA-MM-JJ 
Oui (calcul des dates 
de décès) 
Code de diagnostic Selon CIM-9 
Alphanumérique (4) 
 
Oui (calcul des dates 
de décès) 
Type de 
l’établissement 
 Alphanumérique (3) 
Oui (pour sélectionner 
les cas 
institutionnalisés) 
Montant facturé 
Calculs appliqués selon les tarifs 
des manuels de facturation des 
professionnels 
Numérique (6,2) 
Non 
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Annexe 2 : Certificat d’éthique pour l’étude des 
articles 1 et 2 
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Annexe 3 : Certificats d’éthique de l’Étude sur la 
Santé des Aînés 
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Annexe 4 : Formulaire de consentement des sujets 
pour l’étude sur la Santé des Aînés 
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Annexe 5 : Codes SAS d’algorithme de 
développement du score de décès 
Score décès 
DATA score.cohort_validation2; 
set score.cohort_validation2; 
if osteo_1an=1 then score_osteo=-1; 
if osteo_1an=0 then score_osteo=0; 
if urinary_1an=1 then score_urinary=3; 
if urinary_1an=0 then score_urinary=0; 
if diuret_1an=1 then score_diuret=1;  
if diuret_1an=0 then score_diuret=0; 
if antipsy_1an=1 then score_antipsy=3; 
if antipsy_1an=0 then score_antipsy=0; 
if statine_1an=1 then score_statine=-3; 
if statine_1an=0 then score_statine=0; 
if CVD_1an=1 then score_CVD=0; 
if CVD_1an=0 then score_CVD=0; 
if HYP_1an=1 then score_HYP=-1; 
if HYP_1an=0 then score_HYP=0; 
if resp_1an=1 then score_resp=0; 
if resp_1an=0 then score_resp=0; 
if cephalo_1an=1 then score_cephalo=-1; 
if cephalo_1an=0 then score_cephalo=0; 
if macro_1an=1 then score_macro=-3; 
if macro_1an=0 then score_macro=0; 
if penic_1an=1 then score_penic=-2; 
if penic_1an=0 then score_penic=0; 
if tetra_1an=1 then score_tetra=-2; 
if tetra_1an=0 then score_tetra=0; 
if benzo_1an=1 then score_benzo=0; 
if benzo_1an=0 then score_benzo=0; 
if antidep_1an=1 then score_antidep=0; 
if antidep_1an=0 then score_antidep=0; 
if vasc_1an=1 then score_vasc=1; 
if vasc_1an=0 then score_vasc=0; 
if quino_1an=1 then score_quino=-2; 
if quino_1an=0 then score_quino=0; 
if IPP_1an=1 then score_IPP=-3; 
if IPP_1an=0 then score_IPP=0; 
xix 
 
 
 
if aminoside_1an=1 then score_aminoside=3; 
if aminoside_1an=0 then score_aminoside=0; 
if sulfa_1an=1 then score_sulfa=-1; 
if sulfa_1an=0 then score_sulfa=0; 
if parkin_1an=1 then score_parkin=-4; 
if parkin_1an=0 then score_parkin=0; 
if yeux_1an=1 then score_yeux=-1; 
if yeux_1an=0 then score_yeux=0; 
run; 
 
DATA score.cohort_validation2; 
set score.cohort_validation2; 
score_total=0;  
Score_total= score_osteo + score_urinary + score_diuret + 
score_antipsy + score_statine + score_CVD + score_HYP + score_resp + 
score_cephalo + score_macro +score_penic 
+ score_tetra + score_benzo + score_antidep + score_vasc + 
score_quino + score_IPP + score_aminoside + score_sulfa + 
score_parkin + score_yeux;  
run;  
 
Proc means data=score.cohort_validation2 MIN MAX RANGE MEAN MEDIAN 
N;  
var score_total;  
where death=0; 
run;  
 
Proc means data=score.cohort_validation2 MIN MAX RANGE MEAN MEDIAN 
N;  
var score_total;  
where death=1; 
run; 
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Annexe 6 : Codes SAS d’algorithme de 
développement du score d’institutionnalisation 
 
DATA SCORE.cohort_hebergement_expo_30; 
set SCORE.cohort_hebergement_expo_30; 
if osteo_1an=1 then score_osteo=0; 
if osteo_1an=0 then score_osteo=0; 
if diuret_1an=1 then score_diuret=-1;  
if diuret_1an=0 then score_diuret=0; 
if antipsy_1an=1 then score_antipsy=5; 
if antipsy_1an=0 then score_antipsy=0; 
if statine_1an=1 then score_statine=-2; 
if statine_1an=0 then score_statine=0; 
if CVD_1an=1 then score_CVD=0; 
if CVD_1an=0 then score_CVD=0; 
if HYP_1an=1 then score_HYP=-1; 
if HYP_1an=0 then score_HYP=0; 
if resp_1an=1 then score_resp=0; 
if resp_1an=0 then score_resp=0; 
if cephalo_1an=1 then score_cephalo=-2; 
if cephalo_1an=0 then score_cephalo=0; 
if macro_1an=1 then score_macro=-4; 
if macro_1an=0 then score_macro=0; 
if penic_1an=1 then score_penic=-3; 
if penic_1an=0 then score_penic=0; 
if tetra_1an=1 then score_tetra=-3; 
if tetra_1an=0 then score_tetra=0; 
if benzo_1an=1 then score_benzo=-1; 
if benzo_1an=0 then score_benzo=0; 
if antidep_1an=1 then score_antidep=1; 
if antidep_1an=0 then score_antidep=0; 
if quino_1an=1 then score_quino=0; 
if quino_1an=0 then score_quino=0; 
if IPP_1an=1 then score_IPP=0; 
if IPP_1an=0 then score_IPP=0; 
if parkin_1an=1 then score_parkin=0; 
if parkin_1an=0 then score_parkin=0; 
if yeux_1an=1 then score_yeux=-2; 
if yeux_1an=0 then score_yeux=0; 
if diabete_1an=1 then score_diabete=2; 
if diabete_1an=0 then score_diabete=0; 
run; 
 
DATA SCORE.cohort_hebergement_expo_30; 
set SCORE.cohort_hebergement_expo_30; 
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score_total=0;  
Score_total= score_osteo + score_diuret + score_antipsy + 
score_statine + score_CVD + score_HYP + score_resp + score_cephalo + 
score_macro +score_penic 
+ score_tetra + score_benzo + score_antidep + score_quino + 
score_IPP + score_parkin + score_yeux+ score_diabete;  
run;  
 
Proc freq data = SCORE.cohort_hebergement_expo_30; 
tables score_total; 
Where case_set = 1; 
run; 
 
Proc freq data = SCORE.cohort_hebergement_expo_30; 
tables score_total; 
Where case_set = 0; 
run; 
 
DATA SCORE.cohort_hebergement_expo_30; 
set SCORE.cohort_hebergement_expo_30; 
risk=0; 
if score_total=-24 then risk=0.00247262; 
if score_total=-23 then risk=0.00317568; 
if score_total=-22 then risk=0.00407014; 
if score_total=-21 then risk=0.00522013; 
if score_total=-20 then risk=0.00669285; 
if score_total=-19 then risk=0.00857749; 
if score_total=-18 then risk=0.01098694; 
if score_total=-17 then risk=0.01406363; 
if score_total=-16 then risk=0.01798621; 
if score_total=-15 then risk=0.02297737; 
if score_total=-14 then risk=0.02931223; 
if score_total=-13 then risk=0.03732689; 
if score_total=-12 then risk=0.04742587; 
if score_total=-11 then risk=0.06008665; 
if score_total=-10 then risk=0.07585818; 
if score_total=-9 then risk=0.09534946; 
if score_total=-8 then risk=0.11920292; 
if score_total=-7 then risk=0.1480472; 
if score_total=-6 then risk=0.18242552; 
if score_total=-5 then risk=0.22270014; 
if score_total=-4 then risk=0.26894142; 
if score_total=-3 then risk=0.3208213; 
if score_total=-2 then risk=0.37754067; 
if score_total=-1 then risk=0.4378235; 
if score_total=0 then risk=0.50; 
if score_total=1 then risk=0.5621765; 
if score_total=2 then risk=0.62245933; 
if score_total=3 then risk=0.6791787; 
if score_total=4 then risk=0.73105858; 
if score_total=5 then risk=0.77729986; 
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if score_total=6 then risk=0.81757448; 
if score_total=7 then risk=0.8519528; 
if score_total=8 then risk=0.88079708; 
if score_total=9 then risk=0.90465054; 
if score_total=10 then risk=0.92414182; 
if score_total=11 then risk=0.93991335; 
run; 
 
