Abstract. This paper is a sequel to [vdP-Sa] and [vdP]. The two classes of differential modules (0, −, 3/2) and (−, −, 3), related to PII, are interpreted as fine moduli spaces. It is shown that these moduli spaces coincide with the Okamoto-Painlevé spaces for the given parameters. The geometry of the moduli spaces leads to a proof of the Painlevé property for PII in standard form and in the Flaschka-Newell form. The Bäcklund transformations, the rational solutions and the Riccati solutions for PII are derived from these moduli spaces.
Introduction. It is well known that isomonodromic families of linear differential equations induce solutions of Painlevé equations. The families under consideration are, a priori, given by a set S of differential modules M over C(z) with dim M = 2, Λ 2 M is the trivial module and with prescribed singular points and their Katz invariants. A systematic study of these families and the corresponding monodromy spaces is the theme of [vdP-Sa] . In [vdP] a detailed study of two of these families, namely (−, −, 5/2) and (1/2, −, 1/2), is presented and their relation to Okamoto's geometric approach to Painlevé equations is clarified. In the References we have tried to select some papers out of the extensive literature related to our work. We refer to papers [vdP-Sa, vdP] as background for the present paper.
Each family has its own story. The first family studied here is denoted by (0, −, 3/2) and corresponds to modules M as above with two singular points, namely 0 and ∞. The point 0 is regular singular and ∞ is irregular singular with Katz invariant 3/2. The generalized eigenvalues at ∞ are normalized to ±w with w = z 3/2 + t 2 z 1/2 . The monodromy space R is given by the formal monodromy and the three Stokes maps, 248 M. VAN DER PUT represented by the matrices 0 − 1 1 0 , 1 0 a 1 1 , 1 a 2 0 1 , 1 0 a 3 1 .
Thus R has coordinate ring C[a 1 , a 2 , a 3 ]. The topological monodromy at ∞ is the product of these matrices (in this order) and the trace s of the topological monodromy defines the affine parameter space P with coordinate ring C [s] . The map R → P, given by (a 1 , a 2 , a 3 ) → s, makes R into a family of affine cubic surfaces R(s), given by the equation a 1 a 2 a 3 + a 1 − a 2 + a 3 + s = 0, for s ∈ P = C. The singularities of the fibers R(s) occur only for the resonant case θ ∈ Z, where ±θ/2 are the local exponents at z = 0. Since s = e πiθ + e −πiθ , this corresponds to s = ±2. For s = 2 one finds the singular point (a 1 , a 2 , a 3 ) = (−1, 1, −1) and for s = −2 one has the singular point (1, −1, 1).
The aim of this paper is to provide S with a structure of algebraic variety, by constructing a fine moduli space M (for families of the type under consideration) with S = M(C). Further M is identified with the Okamoto-Painlevé space for PII in the Flaschka-Newell form. The singular points of the fibers of R for s = ±2 are resolved by a 'level structure' added to the moduli problem. The Painlevé property is deduced for PII in the Flaschka-Newell form.
The second family S is denoted by (−, −, 3). The modules M belonging to (−, −, 3) have only one singular point namely ∞. The Katz invariant of ∞ is 3 and the generalized eigenvalues at ∞ are normalized to ±(z 3 + t 2 z). The monodromy space R is obtained from the formal monodromy and the six Stokes maps, given by the matrices α 0 0
The topological monodromy, which is the identity, is the product of the above matrices. This yields a set of relations for α and the b * . Further one has to divide by the action (by conjugation) of
The affine parameter space P has coordinate ring C[α, α −1 ]. The morphism R → P defines a family of affine cubic surfaces given by the equation x 1 x 2 x 3 − x 1 − αx 2 − x 3 + α + 1 = 0. This surface is not singular for α = 1. For α = 1 there is one singular point (x 1 , x 2 , x 3 ) = (1, 1, 1) and this corresponds to the 'reducible locus' which, in terms of the above matrices, is the union of the two closed sets
The results for this second family consist of the construction of fine moduli spaces M(θ/2) replacing the set S. In each case, depending on θ with e πiθ = α, the fine moduli space is identified with an Okamoto-Painlevé space. We note that the cases θ 2 ∈ {0, −1} are rather subtle, since these involve reducible differential modules. As a corollary, one obtains the Painlevé property for every PII equation (in standard form). The rational solutions and the Riccati solutions follow from these moduli spaces. Moreover one obtains the Bäcklund transformations in a natural way as isomorphisms between the various moduli spaces. Finally, we discuss the relation between the two families (0, −, 3/2) and (−, −, 3).
1. The family (0, −, 3/2). S is the set of the isomorphy classes of the differential modules of type (0, −, 3/2) described in the Introduction. According to [vdP-Sa] , Theorem 1.7, one has SECOND PAINLEVÉ EQUATION
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Proposition 1.1. The map S → R × T , which assigns to (an isomorphy class of ) a module M ∈ S its three Stokes maps at ∞ and the t ∈ T = C, which appears in the generalized eigenvalues ±(z 3/2 + t 2 z 1/2 ), is bijective.
We want to replace M ∈ S be a connection (V, ∇) on the projective line with ∇ :
) ⊗ V and M is the generic fiber of (V, ∇). Thus the given derivation ∂ on M is the one induced by ∇ d dz on the vector bundle V. A choice of (V, ∇) induces
We will call these lattices invariant lattices.
On the other hand (see [vdP-Sa] §1.8 or [vdP-Si] p. 176), given an invariant lattice
, there is a unique connection (V, ∇) with:
) is isomorphic to (Λ(0), z∂) and
The computation of the invariant lattices at ∞ is very similar to the one in [vdP] , Proposition 1.1 (see also [vdP-Sa] §1.2). We omit the proof. (2) N −1 has basis z −1 f 1 , f 2 and is represented by the matrix differential operator
Let N be a vector space over C((z)) of dimension 2. By e 1 , e 2 we denote the lattice in N generated by e 1 , e 2 , i.e., e 1 , e 2 = C[
Proposition 1.3. Let N be a regular singular differential module over C((z)) with dim N = 2 and trivial Λ 2 N . On N we consider the operator
The modules N are classified by the conjugacy class of the (formal) monodromy mon 0 . The sets of invariant lattices are described as follows. (4) and (5) follow easily from (2), (3).
(
It follows that each term a i z i belongs to Λ. Thus any Λ is generated by elements of the form az i with a ∈ Ce 1 + Ce 2 and i ∈ Z. One now easily verifies that the invariant lattices have the form az n , bz m with n ≤ m and {a, b} forms a basis of V . This lattice is uniquely determined by the integers n ≤ m and the line Ca ⊂ Ce 1 + Ce 2 in case n < m.
(3) Let Λ be an invariant lattice. After replacing Λ by z k Λ for a suitable integer k we may suppose that Λ ⊂ e 1 , e 2 and Λ ⊂ z e 1 , e 2 . If Λ = e 1 , e 2 , then Λ ⊂ e 1 , ze 2 because δ has on the C-vector space e 1 , e 2 /z e 1 , e 2 only one invariant line. If Λ = e 1 , ze 2 , then Λ ⊂ e 1 , z 2 e 2 . Indeed, δ has on e 1 , ze 2 /z e 1 , ze 2 two invariant lines and Λ ⊂ ze 1 , ze 2 . Repeating this reasoning one finds that Λ = e 1 , z k e 2 for some integer k ≥ 0. Thus we find that the invariant lattices are the z n e 1 , z m e 2 , with n, m ∈ Z, n ≤ m.
1.1. The choice of the connection for M ∈ S. Let (W, ∇) be the connection corresponding to M , the lattice N 0 at ∞ and a lattice L at 0 with Λ 2 L is trivial. The second exterior power of (W, ∇) has no singularities and is therefore equal to d : O → Ω. Thus W has degree 0 and is equal to O(k)⊕O(−k) for some integer k ≥ 0. Since the connection is irreducible, the defect, which is k −(−k), is ≤ 2. Thus k = 0 or k = 1. Let (V, ∇) be the subconnection of (W, ∇) given by the lattice N −1 at ∞ and L at 0. Then V ∼ = O ⊕ O(−1) and can be identified with
The operator δ := ∇ z d dz w.r.t. e 1 , e 2 has the form z
. This can be simplified to a(a + 1) + bc = w 2 + r where r is a polynomial of degree ≤ 1 and is equivalent to the equations
Now we have to specify the choice of the lattice L at 0, or equivalently, the local equation for C((z)) ⊗ M in matrix form. For the cases of Proposition 1.3 we obtain the following local equations.
(1) z
and θ ∈ Z.
(2) z (5) is similar. The condition at 0 is
. We note that in the case θ ∈ Z, we have normalized to θ ≥ 0.
The affine variety A given by the nine variables a 0 , . . . , c 1 and the above three equations has to be divided out by the automorphism group G acting on A and defined by the base change e 1 → e 1 , e 2 → λe 2 + (α + βz)e 1 with α, β ∈ C and λ ∈ C * .
Proposition 1.4. For any choice of θ, the quotient M of A by the action of G is a good quotient in the sense that there exists a G-equivariant isomorphism G × M → A. Further M is non-singular for θ = 0.
Proof. A is the union of two open subsets, namely A(c 0 = 0) and A(c 1 = 0). For ξ ∈ A(c 0 = 0) there exists a unique element g ∈ G such that gξ is represented by the matrix differential operator
where we have the equations
This defines a non-singular affine space M 0 of dimension 3 with coordinate ring
). For ξ ∈ A(c 1 = 0), there is a unique g ∈ G such that gξ is given by the matrix differential operator
where the equations are Since M depends on θ 2 , we will write M(θ 2 ) in the sequel. Write q : M(θ 2 ) → P 1 for the morphism q(ξ) = − c1 c0 in the notation of the proof of Proposition 1.4. The RiemannHilbert map RH : M(θ 2 ) → R(e iπθ + e −iπθ ) associates to a connection its analytic data and thus a point of R(e iπθ + e −iπθ ). This map is known to be analytic. The fibers of the Riemann-Hilbert map RH : M(θ 2 ) → R(e iπθ + e −iπθ ) are, by definition, the isomonodromic families. These are parametrized by t ∈ T = C. Let q(t) denote the function q restricted to an isomonodromic family. In [vdP-Sa] it is shown that q = q(t) is a solution of the PII equation in Flaschka-Newell form (see also §2.2)
1.2. The non-resonant case θ ∈ Z. Let RH + = (RH, t) : M(θ 2 ) → R(e iπθ + e −iπθ ) × T with T = C denote the extended Riemann-Hilbert map. From Proposition 1.1, part (1) of Proposition 1.3 and the construction of M(θ 2 ) one deduces that RH + is bijective and therefore an analytic isomorphism (see [KK] ). As in [vdP] this has the following consequences.
Theorem 1.5. Let θ ∈ Z. Then t : M(θ 2 ) → T with its foliation given by the fibers of RH : M(θ 2 ) → R(e iπθ + e −iπθ ), i.e., the isomonodromic families, is isomorphic to the Okamoto-Painlevé space corresponding to the equation q = 1.3. The resonant case θ ∈ Z, θ > 0. We consider the case θ ∈ 2Z, θ > 0. Then s = 2. An element (V, ∇) ∈ M(θ 2 ) has more information than the value of t ∈ T and the Stokes matrices, i.e., a point of R(s = 2). Namely, the local monodromy at z = 0 has the form z
and there is given a uniquely determined 'eigenline', i.e., Ce where e = 0 is an eigenvector for the eigenvalue −θ of the matrix differential operator.
This leads to the following definition of R + (2). As mentioned in the introduction, the topological monodromy mon 0 at z = 0 (or equivalently at z = ∞) is the product 0 −1 1 0 1 0 a1 1 1 a2 0 1 1 0 a3 1 . In this case a 2 a 2 a 3 +a 1 −a 2 +a 3 = −2 and mon 0 has eigenvalues 1, 1 and has an 'eigenline', i.e., an invariant line. A point of R + (2) consists of the tuple (a 1 , a 2 , a 3 ) ∈ R and an 'eigenline'. Explicitly, consider the subspace of P 1 × A 3 given by the equations −a 1 a 2 a 3 − a 1 + a 2 − a 3 = 2 and (1 − a 2 )y 0 − (a 2 a 3 + 1)y 1 = 0, (1 + a 1 a 2 )y 0 + (a 2 − 1)y 1 = 0, where y 0 , y 1 are homogeneous coordinates of P 1 and a 1 , a 2 , a 3 are coordinates for A 3 . The first equation is equivalent to mon 0 has trace 2. The other equations mean that (y 0 , y 1 ) = 0 is an eigenvector of mon 0 (for the eigenvalue 1). This defines R + (2).
The canonical morphism R + (2) → R(2) is the minimal resolution. Indeed, R + (2) is non-singular, outside the singular point (a 1 , a 2 , a 3 ) = (−1, 1, −1) this map is an isomorphism (i.e., mon 0 = 1 =0 0 1 ) and the preimage of the singular point (−1, 1, −1) (i.e., mon 0 = 1 0 0 1 ) is isomorphic to P 1 . The morphism M(θ 2 ) → R + (2) associates to ξ = (V, ∇) the element RH(ξ) ∈ R and the "eigenline" for mon 0 which is the 'eigenline' of the local matrix −θ * 0 θ . The extended map M(θ 2 ) → R + (2) × T is analytic and bijective and therefore an analytic isomorphism.
The case θ ∈ 1 + 2Z can be analyzed in the same way. This leads to the following result: Theorem 1.6. Let θ ∈ 2Z, θ > 0. Then t : M(θ 2 ) → T with its foliation given by the fibers of RH : M(θ 2 ) → R + (2), i.e., the isomonodromic families, is isomorphic to the Okamoto-Painlevé space corresponding to the equation q = c −a where
The condition at infinity is equivalent to a 2 + bc = w 2 + r = z 3 + tz 2 + r where r is a polynomial of degree ≤ 1. One finds the equations
The condition at z = 0 can be stated as
. This yields the equivalent relation a 0 (a 0 −1)+c 1 b −1 = 0. The group G consisting of the base transformations e 1 → e 1 , e 2 → λe 2 +(α+βz −1 )e 1 , λ = 0, acts on the above set of variables and relations. There is a good quotient M which is the union of two open affine subsets M 1 , M 2 corresponding to c 1 = 0 and c 2 = 0. We compute these two affine spaces, using the method of Proposition 1.4.
The c 1 = 0 normalization is
with equations
The coordinate ring is
Thus M 1 is connected, non-singular of dimension 3. The c 2 = 0 case has normalization
Thus M 2 is connected, non-singular of dimension 3. By gluing one obtains a non-singular connected variety M of dimension 3. The map gen : M → S(s = 2), which associates to (V, ∇) its generic fiber, is surjective. For M ∈ S(s = 2) such that the monodromy mon 0 = 1 =0 0 1 the preimage under gen is one point. For M ∈ S(s = 2) such that mon 0 = 1 0 0 1 , the preimage under gen is isomorphic to P 1 . Indeed, the elements in the preimage correspond, by part (2) of Proposition 1.3, to the invariant lattices a, zb and thus correspond to the lines Ca ⊂ Ce 1 + Ce 2 . One concludes that the natural analytic map M → R + (s = 2) × T is bijection and thus is an analytic isomorphism. One finds Theorem 1.7. Let M be as above. Then t : M → T with its foliation given by the fibers of RH : M → R + (2), i.e., the isomonodromic families, is isomorphic to the OkamotoPainlevé space corresponding to the equation q = (q ) 2 2q +4q 2 +2tq. Moreover this equation has the Painlevé property.
2. The family (−, −, 3). As in the Introduction, the set S consists of the isomorphy classes of the differential modules M satisfying: dim M = 2, Λ 2 M is the trivial module, ∞ is the only singular point and r(∞) = 3, the generalized eigenvalues at ∞ are ±w, w = z 3 + t 2 z. Further S(α) denotes the subset of S consisting of the modules with α as eigenvalue of the formal monodromy. We start by computing connections with these data. 
The moduli spaces M(
ω 0 0 −ω−1 , moduli z 2 C[[z −1 ]].
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Thus za(za
. This is equivalent to the equations
The above variables and equations define an affine variety A( θ 2 ). The basis e 1 , e 2 is unique up to a transformation e 1 → λe 1 , e 2 → µe 2 + (x 0 + x 1 z)e 1 with λ, µ ∈ C * , x 0 , x 1 ∈ C. For its action on the matrix a b c −a , we may suppose λ = 1. Let G denote the group of transormations, given by e 1 → e 1 , e 1 → µe 2 + (x 0 + x 1 z)e 1 . Then, in order to obtain a moduli space, we have to divide A( θ 2 ) by the action of G. As we will show, this works well outside the subset of A( 
In the first case, i.e. A(0), there is a unique element in G which transforms any element 
A straightforward computation yields q = a and a = q(t + 2q
2 ) + θ 2 + 1 2 . One concludes that the function q = q(t) in the isomonodromic family satisfies the standard PII equation q = 2q 3 + tq + θ 2 + 1 2 .
We note that the differential equation in Theorems 1.5, 1.6, 1.7 can be obtained in the same way. For an isomonodromic family z 
