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Abstrat
Although many algorithms have been designed to onstrut Bayesian network stru-
tures using dierent approahes and priniples, they all employ only two methods: those
based on independene riteria, and those based on a soring funtion and a searh pro-
edure (although some methods ombine the two). Within the sore+searh paradigm,
the dominant approah uses loal searh methods in the spae of direted ayli graphs
(DAGs), where the usual hoies for dening the elementary modiations (loal hanges)
that an be applied are ar addition, ar deletion, and ar reversal. In this paper, we
propose a new loal searh method that uses a dierent searh spae, and whih takes
aount of the onept of equivalene between network strutures: restrited ayli par-
tially direted graphs (RPDAGs). In this way, the number of dierent ongurations of
the searh spae is redued, thus improving eÆieny. Moreover, although the nal result
must neessarily be a loal optimum given the nature of the searh method, the topology of
the new searh spae, whih avoids making early deisions about the diretions of the ars,
may help to nd better loal optima than those obtained by searhing in the DAG spae.
Detailed results of the evaluation of the proposed searh method on several test problems,
inluding the well-known Alarm Monitoring System, are also presented.
1. Introdution
Nowadays, the usefulness of Bayesian networks (Pearl, 1988) in representing knowledge
with unertainty and eÆient reasoning is widely aepted. A Bayesian network onsists of
a qualitative part, a direted ayli graph (DAG), and a quantitative one, a olletion of
numerial parameters, usually onditional probability tables. The knowledge represented in
the graphial omponent is expressed in terms of dependene and independene relationships
between variables. These relationships are enoded using the presene or absene of links
between nodes in the graph. The knowledge represented in the numerial part quanties
the dependenes enoded in the graph, and allows us to introdue unertainty into the
model. All in all, Bayesian networks provide a very intuitive graphial tool for representing
available knowledge.
Another attration of Bayesian networks is their ability to eÆiently perform reasoning
tasks (Jensen, 1996; Pearl, 1988). The independenes represented in the DAG are the
key to this ability, reduing hanges in the knowledge state to loal omputations. In
addition, important savings in storage requirements are possible sine independenes allow
a fatorization of the global numerial representation (the joint probability distribution).
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There has been a lot of work in reent years on the automati learning of Bayesian
networks from data. Consequently, there are a great many learning algorithms whih may
be subdivided into two general approahes: methods based on onditional independene
tests (also alled onstraint-based), and methods based on a soring funtion
1
and a searh
proedure.
The algorithms based on independene tests perform a qualitative study of the depen-
dene and independene relationships among the variables in the domain, and attempt to
nd a network that represents these relationships as far as possible. They therefore take a
list of onditional independene relationships (obtained from the data by means of ondi-
tional independene tests) as the input, and generate a network that represents most of these
relationships. The omputational ost of these algorithms is mainly due to the number and
omplexity of suh tests, whih an also ause unreliable results. Some of the algorithms
based on this approah obtain simplied models (de Campos, 1998; de Campos & Huete,
1997; Geiger, Paz & Pearl, 1990, 1993; Huete & de Campos, 1993), whereas other are de-
signed for general DAGs (de Campos & Huete, 2000a; Cheng, Bell & Liu, 1997; Meek, 1995;
Spirtes, Glymour & Sheines, 1993; Verma & Pearl, 1990; Wermuth & Lauritzen, 1983).
The algorithms based on a soring funtion attempt to nd a graph that maximizes
the seleted sore; the soring funtion is usually dened as a measure of t between the
graph and the data. All of them use a soring funtion in ombination with a searh
method in order to measure the goodness of eah explored struture from the spae of
feasible solutions. During the exploration proess, the soring funtion is applied in order to
evaluate the tness of eah andidate struture to the data. Eah algorithm is haraterized
by the spei soring funtion and searh proedure used. The soring funtions are
based on dierent priniples, suh as entropy (Herskovits & Cooper, 1990; Chow & Liu,
1968; de Campos, 1998; Rebane & Pearl, 1987), Bayesian approahes (Buntine, 1994, 1996;
Cooper & Herskovits, 1992; Friedman & Koller, 2000; Friedman, Nahman & Peer, 1999;
Geiger & Hekerman, 1995; Hekerman, 1996; Hekerman, Geiger & Chikering, 1995;
Madigan & Raftery, 1994; Ramoni & Sebastiani, 1997; Stek, 2000), or the Minimum
Desription Length (Boukaert, 1993; Friedman & Goldszmidt, 1996; Lam & Bahus,
1994; Suzuki, 1993, 1996; Tian, 2000).
There are also hybrid algorithms that use a ombination of onstraint-based and soring-
based methods: In several works (Singh & Valtorta, 1993, 1995; Spirtes & Meek, 1995; Dash
& Druzdzel, 1999; de Campos, Fernandez-Luna & Puerta, 2003) the independene-based
and soring-based algorithms are maintained as separate proesses, whih are ombined
in some way, whereas the hybridization proposed by Aid and de Campos (2000, 2001) is
based on the development of a soring funtion that quanties the disrepanies between
the independenes displayed by the andidate network and the database, and the searh
proess is limited by the results of some independene tests.
In this paper, we fous on the soring+searh approah. Although algorithms in this
ategory have ommonly used loal searh methods (Buntine, 1991; Cooper & Herskovits,
1992; Chikering, Geiger & Hekerman, 1995; de Campos et al., 2003; Hekerman et al.,
1995), due to the exponentially large size of the searh spae, there is a growing inter-
est in other heuristi searh methods, i.e. simulated annealing (Chikering et al., 1995),
1. Some authors also use the term soring metri.
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tabu searh (Boukaert, 1995; Muntenau & Cau, 2000), branh and bound (Tian, 2000),
geneti algorithms and evolutionary programming (Larra~naga, Poza, Yurramendi, Murga
& Kuijpers, 1996; Myers, Laskey & Levitt, 1999; Wong, Lam & Leung, 1999), Markov
hain Monte Carlo (Koka & Castelo, 2001; Myers et al., 1999), variable neighborhood
searh (de Campos & Puerta, 2001a; Puerta, 2001), ant olony optimization (de Campos,
Fernandez-Luna, Gamez & Puerta, 2002; Puerta, 2001), greedy randomized adaptive searh
proedures (de Campos, Fernandez-Luna & Puerta, 2002), and estimation of distribution
algorithms (Blano, Inza & Larra~naga, 2003).
All of these employ dierent searh methods but the same searh spae: the spae of
DAGs. A possible alternative is the spae of the orderings of the variables (de Campos,
Gamez & Puerta, 2002; de Campos & Huete, 2000b; de Campos & Puerta, 2001b; Friedman
& Koller, 2000; Larra~naga, Kuijpers & Murga, 1996). In this paper, however, we are more
interested in the spae of equivalene lasses of DAGs (Pearl & Verma, 1990), i.e. lasses
of DAGs with eah representing a dierent set of probability distributions. There is also a
number of learning algorithms that arry out the searh in this spae (Andersson, Madigan
& Perlman, 1997; Chikering, 1996; Dash & Druzdzel, 1999; Madigan, Anderson, Perlman
& Volinsky, 1996; Spirtes & Meek, 1995). This feature redues the size of the searh spae,
although reent results (Gillispie & Perlman, 2001) onrm that this redution is not as
important in terms of the DAG spae as previously hoped (the ratio of the number of DAGs
to the number of equivalene lasses is lower than four). The prie we have to pay for this
redution is that the evaluation of the andidate strutures does not take advantage of an
important property of many soring funtions, namely deomposability, and therefore the
orresponding algorithms are less eÆient.
In this paper we propose a new searh spae whih is losely related to the spae of
equivalene lasses of DAGs, and whih we have alled the spae of restrited ayli partially
direted graphs (RPDAGs). We dene a loal searh algorithm in this spae, and show
that by using a deomposable soring funtion, we an evaluate loally the sore of the
strutures in the neighborhood of the urrent RPDAG, thus obtaining an eÆient algorithm
while retaining many of the advantages of using equivalene lasses of DAGs. After the
original submission of this paper, Chikering (2002) proposed another learning algorithm
that searhes in the spae of equivalene lasses of DAGs and whih an also sore the
andidate strutures loally, using a anonial representation sheme for equivalene lasses,
alled ompleted ayli partially direted graphs (CPDAGs).
The rest of the paper is organized as follows: setion 2 disusses some preliminaries and
the advantages and disadvantages of arrying out the searh proess in the spaes of DAGs
and equivalene lasses of DAGs. Setion 3 desribes the graphial objets, RPDAGs, that
will be inluded in the proposed searh spae. In Setion 4, a detailed desription of the
loal searh method used to explore this spae is provided. Setion 5 shows how we an
evaluate RPDAGs eÆiently using a deomposable soring funtion. Setion 6 ontains the
experimental results of the evaluation of the proposed algorithm on the Alarm (Beinlih,
Suermondt, Chavez & Cooper, 1989), Insurane (Binder, Koller, Russell & Kanazawa,
1997) and Hailnder (Abramson, Brown, Murphy & Winkler, 1996) networks, as well as
on databases from the UCI Mahine Learning Repository. We also inlude an empirial
omparison with other state-of-the-art learning algorithms. Finally, Setion 7 ontains the
onluding remarks and some proposals for future work.
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2. DAGs and Equivalene Classes of DAGs
The searh proedures used within Bayesian network learning algorithms usually operate
on the spae of DAGs. In this ontext, the problem an be formally expressed as: Given
a omplete training set (i.e. we do not onsider missing values or latent variables) D =
fu
1
; : : : ;u
m
g of instanes of a nite set of n variables, U , nd the DAG H

suh that
H

= arg max
H2H
n
g(H : D) (1)
where g(H : D) is a soring funtion measuring the tness of any andidate DAG H to the
dataset D, and H
n
is the family of all the DAGs with n nodes
2
.
Many of the searh proedures, inluding the ommonly used loal searh methods, rely
on a neighborhood struture that denes the loal rules (operators) used to move within
the searh spae. The standard neighborhood in the spae of DAGs uses the operators of
ar addition, ar deletion and ar reversal, thereby avoiding (in the rst and the third ase)
the inlusion of direted yles in the graph.
The algorithms that searh in the spae of DAGs using loal methods are eÆient
mainly beause of the deomposability property that many soring funtions exhibit. A
soring funtion g is said to be deomposable if the sore of any Bayesian network struture
may be expressed as a produt (or a sum in the log-spae) of loal sores involving only one
node and its parents:
g(H : D) =
X
y2U
g
D
(y; Pa
H
(y)) (2)
g
D
(y; Pa
H
(y)) = g(y; Pa
H
(y) : N
y;Pa
H
(y)
) (3)
where N
y;Pa
H
(y)
are the statistis of the variables y and Pa
H
(y) in D, i.e. the number of
instanes in D that math eah possible instantiation of y and Pa
H
(y). Pa
H
(y) will denote
the parent set of y in the DAG H, i.e. Pa
H
(y) = ft 2 U j t! y 2 Hg.
A proedure that hanges one ar at eah move an eÆiently evaluate the improvement
obtained by this hange. Suh a proedure an reuse the omputations arried out at
previous stages, and only the statistis orresponding to the variables whose parent sets have
been modied need to be reomputed. The addition or deletion of an ar x! y in a DAG
H an therefore be evaluated by omputing only one new loal sore, g
D
(y; Pa
H[fxg
(y)) or
g
D
(y; Pa
Hnfxg
(y)), respetively. The evaluation of the reversal of an ar x! y requires the
omputation of two new loal sores, g
D
(y; Pa
Hnfxg
(y)) and g
D
(x; Pa
H[fyg
(x)).
It should be noted that eah struture in the DAG spae is not always dierent from
the others in terms of its representation apability: if we interpret the ars in a DAG as
ausal interations between variables, then eah DAG represents a dierent model; however,
if we see a DAG as a set of dependene/independene relationships between variables (that
permits us to fatorize a joint probability distribution), then dierent DAGs may represent
the same model. Even in the ase of using a ausal interpretation, if we use observation-
only data (as opposed to experimental data where some variables may be manipulated), it
2. For reasons of simpliity, the set of nodes whih are in one-to-one orrespondene with the variables in
U will also be denoted by U .
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is quite ommon for two Bayesian networks to be empirially indistinguishable. When two
DAGs H and H
0
an represent the same set of onditional independene assertions, we say
that these DAGs are equivalent
3
(Pearl & Verma, 1990), and we denote this as H ' H
0
.
When learning Bayesian networks from data using soring funtions, two dierent (but
equivalent) DAGs may be indistinguishable, due to the existene of invariant properties on
equivalent DAGs, yielding equal sores. We ould take advantage of this in order to get a
more redued spae of strutures to be explored.
The following theorem provides a graphial riterion for determining the equivalene of
two DAGs:
Theorem 1 (Pearl & Verma, 1990) Two DAGs are equivalent if and only if they have
the same skeleton and the same v-strutures.
The skeleton of a DAG is the undireted graph that results from ignoring the diretionality
of every edge. A v-struture in a DAG H is an ordered triplet of nodes, (x; y; z), suh that
(1) H ontains the ars x! y and y  z, and (2) the nodes x and z are not adjaent in H.
A head-to-head pattern (shortened h-h) in a DAG H is an ordered triplet of nodes, (x; y; z),
suh that H ontains the ars x ! y and y  z. Note that in an h-h pattern (x; y; z) the
nodes x and z an be adjaent.
Another haraterization of equivalent DAGs was presented by Chikering (1995), to-
gether with proof that several soring funtions used for learning Bayesian networks from
data give the same sore to equivalent strutures (suh funtions are alled sore equivalent
funtions).
The onept of equivalene of DAGs partitions the spae of DAGs into a set of equiva-
lene lasses. Whenever a sore equivalent funtion is used, it seems natural to searh for
the best onguration in this new spae of equivalene lasses of DAGs. This hange in the
searh spae may bring several advantages:
 The spae of equivalent lasses is more redued than the spae of DAGs (although it
is still enormous). We ould therefore expet to obtain better results (with the same
searh eort).
 As we do not spend time generating (using the operators dened to move between
neighboring ongurations in the searh spae) and evaluating (using the soring
funtion) equivalent DAGs, we ould obtain more eÆient algorithms. However, as the
ratio of the number of equivalene lasses to the number of DAGs seems (empirially)
to asymptote to 0.267 (Gillispie & Perlman, 2001), the eÆieny improvement may
be small.
 The searh in the spae of DAGs may be easily trapped in a loal optimum, and the
situation worsens as the operators dened for this spae an move between ong-
urations orresponding to equivalent DAGs (whih will be evaluated with the same
sore). This diÆulty an be partially avoided if we searh in the spae of equivalene
lasses.
3. Several authors also use the term independene equivalent, and reserve the term distribution equivalent
(wrt some family of distributions F) for the more restrited ase where the two DAGs an represent the
same probability distributions. In the ommon situation where all the variables are disrete and F is
the family of unrestrited multinomial distributions, these two onepts of equivalene oinide.
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The disadvantages are that, in this spae of equivalene lasses, it is more expensive
to generate neighboring ongurations, beause we may be fored to perform some kind of
onsisteny hek, in order to ensure that these ongurations represent equivalene lasses
4
;
in addition, the evaluation of the neighboring ongurations may also be more expensive if
we are not able to take advantage of the deomposability property of the soring funtion.
Finally, the new searh spae might introdue new loal maxima that are not present in
DAG spae.
In order to design an exploring proess for the spae of equivalene lasses we ould
use two distint approahes: the rst onsists in onsidering that an equivalene lass is
represented by any of its omponents (in this ase, it is neessary to avoid evaluating more
than one omponent per lass); and the seond onsists in using a anonial representation
sheme for the lasses.
The graphial objets ommonly used to represent equivalene lasses of DAGs are
ayli partially direted graphs (Pearl & Verma, 1990) (known as PDAGs). These graphs
ontain both direted (ars) and undireted (links) edges, but no direted yles. Given a
PDAG G dened on a nite set of nodes U and a node y 2 U , the following subsets of nodes
are dened:
 Pa
G
(y) = ft 2 U j t! y 2 Gg, the set of parents of y.
 Ch
G
(y) = ft 2 U j y ! t 2 Gg, the set of hildren of y.
 Ne
G
(y) = ft 2 U j y|t 2 Gg, the set of neighbors of y.
 Ad
G
(y) = ft 2 U j t ! y 2 G; or y ! t 2 G or y|t 2 Gg, the set of adjaents to y.
Obviously Ad
G
(y) = Pa
G
(y) [ Ch
G
(y) [Ne
G
(y).
An ar x ! y in a DAG H is ompelled if it appears in every DAG belonging to the same
equivalene lass as H. An ar x ! y in H is said to be reversible if it is not ompelled,
i.e. there is a DAG H
0
equivalent to H that ontains the ar x  y. As every DAG in a
partiular equivalene lass has the same set of ompelled and reversible ars, a anonial
representation of an equivalene lass is the PDAG onsisting of an ar for every ompelled
ar in the equivalene lass, and a link for every reversible ar. This kind of representation
has been given several names: pattern (Spirtes & Meek, 1995), ompleted PDAG (CPDAG)
(Chikering, 1996), essential graph (Andersson et al., 1997; Dash & Druzdzel, 1999). As
a onsequene of theorem 1, a ompleted PDAG possesses an ar x ! y if and only if a
triplet of nodes (x; y; z) forms a v-struture or the ar x! y is required to be direted due
to other v-strutures (to avoid forming a new v-struture or reating a direted yle) (see
Figure 1).
Note that an arbitrary PDAG does not neessarily represent some equivalene lass
of DAGs, although there is a one-to-one orrespondene between ompleted PDAGs and
equivalene lasses of DAGs. Nevertheless, ompleted PDAGs are onsiderably more om-
pliated than general PDAGs. A haraterization of the spei properties that a PDAG
must verify in order to be a ompleted PDAG was obtained by Andersson et al. (1997):
4. Note that the operators of addition and reversal of an ar in the DAG spae also need a onsisteny
hek, but in this ase we simply test the absene of direted yles.
450
Searhing Bayesian network strutures in the spae of RPDAGs
z
y
w
z
y
w
(a) (b)
x u x u
Figure 1: (a) Dag and (b) ompleted PDAG. The ars z ! x, y ! x and x ! u are
ompelled; the ar y ! w is reversible
Theorem 2 (Andersson et al., 1997) A PDAG G is a ompleted PDAG if and only if
it satises the following onditions:
1 G is a hain graph, i.e. it ontains no (partially) direted yles.
2 The subgraph indued by every hain omponent
5
of G is hordal (i.e. on every undi-
reted yle of length greater than or equal to 4 there are two non-onseutive nodes
onneted by a link).
3 The onguration x! y|z does not our as an indued subgraph of G.
4 Every ar x ! y 2 G ours in at least one of the four ongurations displayed in
Figure 2 as an indued subgraph of G.
z
y
x zx z
y
x z
y
x
y t
(a) (b) (c) (d)
Figure 2: The four dierent ongurations ontaining an ar x! y in a ompleted PDAG
Let us illustrate the advantages of searhing in the spae of equivalene lasses of DAGs
rather than the spae of DAGs with a simple example. Figure 3 displays the set of possible
DAGs involving three nodes fx; y; zg, with ars between z and x, and between y and x.
The rst three DAGs are equivalent. In terms of independene information, they lead to
the same independene statement I(y; zjx) (y and z are onditionally independent given x),
whereas the statement I(y; zj;) (y and z are marginally independent) orresponds to the
fourth one. The four DAGs may be summarized by only two dierent ompleted PDAGs,
shown in Figure 4.
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y
x
z
y z
x
(a) (b) (c) (d)
z
y
x
x
y z
Figure 3: Four dierent DAGs with three nodes and two ars
zz
(a) (b)
x
x
y y
Figure 4: Two dierent equivalene lasses of DAGs
As we an see, the searh spae may be redued by using PDAGs to represent the lasses:
in our example, to two lasses instead of four ongurations; it an be seen (Andersson et al.,
1997) that the ratio of the number of DAGs to the number of lasses is 25 = 11 for three
nodes, 543 = 185 for four nodes and 29281 = 8792 for ve nodes; in more general terms, the
results obtained by Gillispie and Perlman (2001) indiate that this ratio approahes a value
of less than four as the number of nodes inreases. The use of equivalene lasses therefore
entails onvenient savings in exploration and evaluation eort, although the gain is not
spetaular.
On the other hand, the use of a anonial representation sheme allows us to explore
the spae progressively and systematially, without losing any unexplored onguration
unneessarily. Returning to our example, let us suppose that the true model is the DAG
displayed in Figure 4.b and we start the searh with an empty graph (with no ars). Let
us also assume that the searh algorithm identies that an edge between x and y produes
the greatest improvement in the sore. At this moment, the two alternatives, x ! y and
x  y (ase 1 and ase 2 in Figure 5, respetively), are equivalent. Let us now suppose
that we deide to onnet the nodes x and z; again we have two options: x! z or x z.
Nevertheless, depending on the previous seleted onguration, we obtain dierent outomes
that are no longer equivalent (see Figure 5).
If we had hosen ase 1 (thus obtaining either ase 1.1 or ase 1.2), we would have
eliminated the possibility of exploring the DAG z ! x  y, and therefore the exploring
proess would have been trimmed. As the true model is preisely this DAG (ase 2.1 in
Figure 5), then the searh proess would have to inlude another ar onneting y and z
5. A hain omponent of G is any onneted omponent of the undireted graph obtained from G by
removing all the ars.
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(ases 1.1.1, 1.2.1 or 1.2.2), beause y and z are onditionally dependent given x. At this
moment, any loal searh proess would stop (in a loal optimum), beause every loal
hange (ar reversal or ar removal) would make the sore worse.
z x y
z x y
z x yCase 1 
1.1.1
1.1
1.2
1.2.1
1.2.2
Case 2 
2.1
2.2
z x y
z x y
z x y
z x y
z x y
z x y
Figure 5: Loal searh in the spae of DAGs is trapped at a loal optimum
Consequently, our purpose onsists in adding or removing edges (either links or ars) to
the struture without pruning the searh spae unneessarily. We ould therefore introdue
links instead of ars (when there is not enough information to distinguish between dierent
patterns of ars), whih would serve as templates or dynami linkers to equivalene patterns.
They represent any valid ombination of ars whih results in a DAG belonging to the same
equivalene lass.
Looking again at the previous example, we would proeed as follows: assuming that in
our searh spae the operators of link addition and reation of h-h patterns are available, we
would rst inlude the link x|y; seondly, when onsidering the inlusion of a onnetion
between x and z, we would have two options, shown in Figure 4: the h-h pattern z ! x y
and the pattern z|x|y. In this ase the soring funtion would assign the greatest sore
to the h-h pattern z ! x y, thus obtaining the orret DAG.
3. Restrited Ayli Partially Direted Graphs
The sheme of representation that we will use is slightly dierent from the formalism of
ompleted PDAGs. It is not neessary for eah onguration of our searh spae (whih
we all restrited PDAG or RPDAG) to orrespond to a dierent equivalene lass; two
dierent RPDAGs may orrespond to the same equivalene lass. The main reason for this
is eÆieny: by allowing an equivalene lass to be represented (only in some ases) by
dierent RPDAGs, we will gain in eÆieny to explore the spae. Before explaining this in
greater detail, let us dene the onept of RPDAG:
Denition 1 (restrited PDAG) A PDAG G is a restrited PDAG (RPDAG) if and
only if it satises the following onditions:
1 8y 2 U , Pa
G
(y) 6= ; ) Ne
G
(y) = ;.
2 G does not ontain any direted yle.
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3 G does not ontain any ompletely undireted yle, i.e. a yle ontaining only links.
4 If x! y exists in G then either jPa
G
(y)j  2 or Pa
G
(x) 6= ;.
This ondition states that an ar x! y exists in G only if it is either part of an h-h
pattern or there is another ar (originated by an h-h pattern) going to x.
As an RPDAG is a PDAG, it ould be onsidered to be a representation of a set of
(equivalent) DAGs. We therefore must dene whih the set of DAGs is represented by a
given RPDAG G, i.e. how diretion may be given to the links in G in order to extend it to
a DAG. The following denition formalizes this idea.
Denition 2 (Extension of a PDAG) Given a PDAG G, we say that a DAG H is an
extension of G if and only if:
1 G and H have the same skeleton.
2 If x! y is an ar in G then x! y is also an ar in H (no ar is redireted).
3 G and H have the same h-h patterns (i.e. the proess of direting the links in G in
order to produe H does not generate new h-h patterns).
We will use Ext(G) to denote the set of DAGs that are extensions of a given PDAG G.
Proposition 1 Let G be an RPDAG. Then:
(a) Ext(G) 6= ; (G an be extended to obtain a DAG, i.e. the extension of an RPDAG is
well-dened).
(b) 8H;H
0
2 Ext(G) H ' H
0
(i.e. all the dierent DAGs that an be obtained from G
by extending it are equivalent).
Proof:
(a) As G has no direted yle (ondition 2 in Denition 1), then either G is already a
DAG or it has some links. Let us onsider an arbitrary link x|y. Using ondition 1 in
Denition 1, neither x nor y an have a parent. We an then diret the link x|y in either
diretion without reating an h-h pattern. If we diret the link x|y as x! y and y is part
of another link y|z, then we diret it as y ! z (in order to avoid a new h-h pattern). We
an ontinue direting the links in a hain in this way, and this proess annot generate
a direted yle beause, aording to ondition 3 in Denition 1, G has no ompletely
undireted yle.
(b) The extension proess of G does not modify the skeleton and does not reate new
h-h patterns. Therefore, all the extensions of G have the same skeleton and the same v-
strutures (a v-struture is a partiular ase of h-h pattern), hene they are equivalent.
It should be noted that ondition 4 in Denition 1 is not neessary to prove the results
in Proposition 1. This ondition is inluded to ensure that the type of PDAG used to
represent subsets of equivalent DAGs is as general as possible. In other words, ondition 4
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guarantees that an RPDAG is a representation of the greatest number of equivalent DAGs,
subjet to the restritions imposed by onditions 1-3 in Denition 1. As we will see in the
next proposition, this is ahieved by direting the minimum number of edges. For example,
z|x! y ! u would not be a valid RPDAG. The RPDAG that we would use in this ase
is z|x|y|u.
Proposition 2 Let G be a PDAG verifying the onditions 1-3 in Denition 1. There is
then a single RPDAG R suh that Ext(G)  Ext(R).
Proof:
The proof is onstrutive. We shall build the RPDAG R as follows: the skeleton and the
h-h patterns of R are the same as those in G. An ar x! y in G shall now be onsidered
suh that Pa
G
(x) = ; and Pa
G
(y) = fxg (if suh an ar does not exist, then G itself would
be an RPDAG): we onvert the ar x! y into the link x|y. This proess is then repeated.
Obviously, the PDAG R obtained in this way has no direted yle and veries ondition
4 in Denition 1. Moreover, we annot obtain a onguration z ! x|y as a subgraph of
R beause Pa
G
(x) = ; (we only remove the diretion of ars whose initial nodes have no
parent). In addition, R annot have any ompletely undireted yle beause either the ar
x! y is not part of any yle in G or it is part of a yle in G that must ontain at least
one h-h pattern (and the diretions of the ars in this pattern will never be removed). R is
therefore an RPDAG.
Let us now prove that Ext(G)  Ext(R): if H 2 Ext(G) then H and G have the same
skeleton and h-h patterns, hene H and R also have the same skeleton and h-h patterns.
Moreover, as all the ars in R are also ars in G, if x ! y 2 R then x ! y 2 G, whih in
turn implies that x! y 2 H. Therefore, aording to Denition 2, H 2 Ext(G).
Finally, let us prove the uniqueness of R: we already know that any other RPDAG R
0
verifying that Ext(G)  Ext(R
0
) has the same skeleton and h-h patterns as R. Aording
to ondition 1 in Denition 1, the edges that are not part of any of these h-h patterns but
are inident to the middle node y in any h-h pattern x ! y  z must be direted away
from y (in order to avoid new h-h patterns). The remaining edges that are not part of any
h-h pattern must be undireted, in order to satisfy ondition 4 in Denition 1. There is
therefore only one RPDAG that mathes a given skeleton and a set of h-h patterns, so R
is the only RPDAG verifying that Ext(G)  Ext(R). Figure 6 shows an example of the
onstrution proess.
The following proposition ensures that the onept of RPDAG allows us to dene a
partition in the spae of DAGs.
Proposition 3 Let G and G
0
be two dierent RPDAGs. Then Ext(G) \Ext(G
0
) = ;.
Proof:
Let H be any DAG. Then H itself is a PDAG and obviously H = Ext(H). By applying the
result in Proposition 2, we an assert that there is a single RPDAG G suh thatH  Ext(G).
In the proposition below, we show the properties whih are ommon to all the DAGs
belonging to the same extension of an RPDAG.
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(a) (b) (c) (d)
a
b
c
y
d
x
e
a
b
c
y
d
x
e
a
b
c
y
d
x
e
a
b
c
y
d
x
e
Figure 6: Illustrating the onstrution proess in Proposition 2: (a) PDAG G; (b) undiret-
ing the ar a! y; () undireting the ar y ! x; (d) undireting the ar x! e,
thus obtaining the RPDAG R
Proposition 4 Two DAGs belong to the extension of the same RPDAG if and only if they
have the same skeleton and the same h-h patterns.
Proof:
The neessary ondition is obvious. Let us prove the suÆient ondition: let H and H
0
be two DAGs with ommon skeleton and h-h patterns. We shall onstrut a PDAG G as
follows: the skeleton and the h-h patterns of G are the same as those in H and H
0
; the
edges that have the same orientation in H and H
0
are direted in G in the same way; the
other edges in G remain undireted. From Denition 2, it is lear that H;H
0
2 Ext(G).
G has no direted yles beause H and H
0
are DAGs. G has no ompletely undireted
yles, sine all the yles in H and H
0
share at least the h-h patterns. In addition,
x! y|z annot be a subgraph ofG beause this would imply the existene of the subgraphs
x! y  z and x! y ! z in H and H
0
, respetively, and therefore these two DAGs would
not have the same h-h patterns.
Therefore, the PDAG G satises onditions 1-3 in Denition 1. By applying Propo-
sition 2, we an then build a single RPDAG R suh that Ext(G)  Ext(R), hene
H;H
0
2 Ext(R).
A haraterization of the extension of an RPDAG that will be useful later is:
Proposition 5 Given an RPDAG G and a DAG H, then H is an extension of G if and
only if the following onditions hold:
1 G and H have the same skeleton.
2 8y 2 U , if Pa
G
(y) 6= ; then Pa
H
(y) = Pa
G
(y).
3 8y 2 U , if Pa
G
(y) = ; and Pa
H
(y) 6= ; then jPa
H
(y)j = 1.
Proof:
 Neessary ondition:
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{ Pa
G
(y) 6= ;: Let x 2 Pa
G
(y), i.e., x ! y 2 G. Then, from ondition 2 in Denition 2,
x! y 2 H, i.e., x 2 Pa
H
(y). Moreover, z 2 Pa
G
(y), x! y  z is an h-h pattern in G.
From ondition 3 in Denition 2, this ours if and only if x! y  z is an h-h pattern in
H, whih is equivalent to z 2 Pa
H
(y). Therefore, Pa
H
(y) = Pa
G
(y).
{ Pa
G
(y) = ; and Pa
H
(y) 6= ;: Let x 2 Pa
H
(y). If there is another node z 2 Pa
H
(y),
then x! y  z is an h-h pattern in H and therefore it is also an h-h pattern in G, whih
ontradits the fat that Pa
G
(y) = ;. So, y annot have more than one parent in H, hene
jPa
H
(y)j = 1.
 SuÆient ondition:
{ If x ! y 2 G then Pa
G
(y) 6= ;. From ondition 2 we have Pa
H
(y) = Pa
G
(y), hene
x! y 2 H.
{ If x! y  z is an h-h pattern in G, one again from ondition 2, Pa
H
(y) = Pa
G
(y) and
therefore x! y  z is an h-h pattern in H.
{ If x ! y  z is an h-h pattern in H, then jPa
H
(y)j 6= 1 and Pa
H
(y) 6= ;. So, from
ondition 3, we obtain Pa
G
(y) 6= ; and, from ondition 2, Pa
G
(y) = Pa
H
(y). Therefore
x! y  z is an h-h pattern in G.
3.1 Restrited PDAGs and Completed PDAGs
Let us now examine the main dierenes between the dierent representations: a represen-
tation based on PDAGs ensures that every equivalene lass has a unique representation,
but there are PDAGs that do not orrespond to any equivalene lass (in other words, the
mapping from equivalene lasses to PDAGs is injetive). On the other hand, our repre-
sentation based on RPDAGs guarantees that every RPDAG orresponds to an equivalene
lass (proposition 1) but does not ensure that every equivalene lass has a single represen-
tation (the mapping from equivalene lasses to RPDAGs is onto). However, the mapping
from equivalene lasses to CPDAGs is bijetive. Figures 7.a, 7.b and 7. show the three
RPDAGs orresponding to the same equivalene lass; the assoiated ompleted PDAG is
shown in Figure 7.d. In this example, the number of DAGs in the equivalene lass is 12.
(a) (b) (d)(c)
Figure 7: (a), (b) and () Three RPDAGs orresponding to the same equivalene lass; (d)
the assoiated ompleted PDAG
As we an see, the dierene appears when there are triangular strutures. If we ompare
the denition of RPDAG (Denition 1) with the haraterization of CPDAGs (Theorem 2),
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we may observe that the essential dierene is that a CPDAG may have ompletely undi-
reted yles, but these yles must be hordal. In RPDAGs, undireted yles are therefore
forbidden, whereas in CPDAGs undireted non-hordal yles are forbidden.
It should be noted that we ould also dene RPDAGs by replaing ondition 3 in Def-
inition 1 for its equivalent: The subgraph indued by every hain omponent of G is a tree
(whih is a spei type of hordal graph). In this way, the similarities and dierenes
between CPDAGs and RPDAGs are even learer. Any of the RPDAGs in the same equiv-
alene lass is obtained from the orresponding CPDAG by removing some of the links
(onverting them into ars) in order to obtain a tree struture.
Examining the problem from another perspetive, from Theorem 1 and Proposition 4
we an see that the role played by the v-strutures in CPDAGs is the same as that played
by the h-h patterns in RPDAGs.
It is also interesting to note that the number of DAGs whih are extensions of a given
RPDAG, G, an be alulated very easily: the subgraph indued by eah hain omponent
of G is a tree, and this tree an be direted in dierent ways by seleting any of the nodes as
the root node. Moreover, we an proeed independently within eah hain omponent. The
number of DAGs in Ext(G) is therefore equal to the produt of the number of nodes within
eah hain omponent of G. Regarding the number of RPDAGs that represent the same
equivalene lass, this number grows exponentially with the size of the undireted liques
in the CPDAG. For example, if the subgraph indued by a hain omponent in a CPDAG
onsists of a omplete subgraph of m nodes, then the number of RPDAG representations is
m!
2
. This obviously does not mean that a searh method based on RPDAGs must explore
all these equivalent representations.
Our reason for using RPDAGs is almost exlusively pratial. In fat, RPDAGs do not
have a lear semantis (they are a somewhat hybrid reature, between DAGs and ompleted
PDAGs). We an only say that RPDAGs would orrespond to sets of equivalent DAGs
whih share all the ausal patterns where an eet node has at least two auses (and only
the ausal patterns where a single ause provokes an eet are not determined). This is
not problemati when we are performing model seletion but it beomes ritial if we are
doing model averaging: without a semanti understanding of the lass of RPDAGs, it will
be quite diÆult to assign a prior to them.
Our intention is to trade the uniqueness of the representation of equivalene lasses of
DAGs (CPDAGs) for a more manageable one (RPDAGs): testing whether a given PDAG
G is an RPDAG is easier than testing whether G is a ompleted PDAG. In the rst ase,
the onsisteny hek involves testing for the absene of direted and ompletely undireted
yles (the omplexity of these tests and those neessary to verify whether a direted graph
is a DAG is exatly the same), whereas in the seond ase, in addition to testing for the
absene of direted and partially direted yles, we also need to perform hordality tests
and hek that eah ar is part of one of the indued subgraphs displayed in Figure 2. The
prie we have to pay for using RPDAGs is that we may oasionally need to evaluate an
equivalene lass more than one. In the next setion, we will examine how a loal searh
method whih uses RPDAGs an also take advantage of the deomposability property of a
soring funtion in order to eÆiently evaluate neighboring strutures.
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4. The Searh Method
We will use a loal method to explore the searh spae of RPDAGs. The starting point of
the searh proess will be an empty RPDAG (orresponding to an empty DAG). Neverthe-
less, we ould start from another onguration if we have some prior knowledge about the
presene or absene of some edges or v-strutures. We must then dene the operators to
move from one onguration to another neighboring onguration.
4.1 Overview
Our basi operators are the inlusion of an edge between a pair of non-adjaent nodes and
the removal of an existing edge between a pair of adjaent nodes in the urrent onguration.
These edges may be either direted or undireted.
The inlusion of an isolated link x|y will serve as a template for the ars x ! y and
x y; however, the link x|y together with another link x|z represent any ombination of
ars exept those that reate new h-h patterns (the DAGs (a), (b) and () in Figure 3). In the
ase of adding an ar, we may obtain several dierent neighboring ongurations, depending
on the topology of the urrent RPDAG and the diretion of the ar being inluded. As we
will see, if we are testing the inlusion of an edge between two nodes x and y, this may
involve testing some of the dierent valid ongurations obtained by the inlusion of the
link x|y, the ar x ! y, the ar x  y, the h-h pattern x ! y  z or the h-h pattern
z ! x  y (where z in the last two ases would be any node suh that either the link
y|z or the link z|x exists in the urrent onguration). However, the removal of an
edge will always result in only one neighboring onguration. Other operators, suh as ar
reversal (Chikering, 1996), will not be used by our searh method. The set of neighboring
ongurations of a given RPDAG G will therefore be the set of all the dierent RPDAGs
obtained from G by adding or deleting a single edge (either direted or undireted).
Before explaining the details of the searh method, let us illustrate the main ideas by
means of the following example: onsider the RPDAG in Figure 8, whih represents the
urrent onguration of the searh proess (this gure only displays the part of the RPDAG
orresponding to the neighborhood of the nodes x and y), and assume that we shall inlude
an edge between the nodes x and y.
yx
Figure 8: Node x has one parent and one hild, y does not have any parents and has two
neighbors
In this situation, we annot introdue the link x|y beause we would violate one of
the onditions dening RPDAGs (ondition 1). We may introdue the ar x ! y and in
this ase, again in order to preserve ondition 1, the two neighbors of y must be onverted
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into hildren. We an also inlude the ar x y. Finally, we may inlude two dierent h-h
patterns x! y  z, where z is a neighbor of y (the other neighbor must be onverted into
a hild, one again in order to preserve ondition 1). These four dierent ongurations are
displayed in Figure 9.
yx x y
x y x y
Figure 9: Neighboring ongurations obtained by inluding an edge between x and y in the
onguration of Fig. 8
4.2 Neighboring Congurations
In order to design a systemati way to determine whih neighboring RPDAGs arise from
the inlusion or the removal of an edge in an RPDAG, it is suÆient to onsider some loal
parameters of the two nodes to be onneted. First, some additional notation is introdued.
If j  j represents the ardinality of a set, given a node x in a PDAG G, we dene:
 p
G
(x) = jPa
G
(x)j,  
G
(x) = jCh
G
(x)j
 n
G
(x) = jNe
G
(x)j,  a
G
(x) = jAd
G
(x)j
Observe that for any RPDAG G, the following two properties hold:
 p
G
(x) + 
G
(x) + n
G
(x) = a
G
(x)
 if p
G
(x) 6= 0) n
G
(x) = 0 (hene p
G
(x) + 
G
(x) = a
G
(x))
4.2.1 Adding Edges
The number and type of neighboring ongurations that an be obtained from the inlusion
in the urrent RPDAG of an edge between x and y an be determined from the parameters
above. The resultant asuistry may be redued to seven states, whih we have labeled
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from A to G. In order to failitate its desription, we shall use the deision tree shown in
Figure 10
6
.
 
nG(x)=0 and nG(y)=0?
n
G
(x)=0 and  n
G
(y)=0 nG(x)≠0 or nG(y)≠0 
pG(x)=0 and pG(y)=0 ? pG(x)=0 and pG(y)=0 ?
Yes No
n
G
(x)=0 and n
G
(y)=0 
State A
n
G
(x)=0 and n
G
(y)=0 
p
G
(x)≠0 or p
G
(y)≠0 
State B
Yes No
p
G
(x)=0 and p
G
(y)=0 
n
G
(x)≠0 or n
G
(y)≠0
nG(x)≠0 and nG(y)≠0 ?
n
G
(x)≠0 or n
G
(y)≠0 
p
G
(x)≠0 or p
G
(y)≠0
nG(x)=0 ?
Yes No
p
G
(x)=0 and p
G
(y)=0
n
G
(x)≠0 and n
G
(y)≠0
State C
p
G
(x)=0 and p
G
(y)=0 
n
G
(x)≠0 xor n
G
(y)≠0
nG(x)=0 ?
p
G
(x)=0 and p
G
(y)=0 
State D
p
G
(x)=0 and p
G
(y)=0 
State E
p
G
(x)≠0 and p
G
(y)= 0 p
G
(x)=0 and p
G
(y)≠0
n
G
(x)≠0 and n
G
(y)=0
State F State G
Yes No
Yes
Yes
No
No
None
p
G
(x)=0 and p
G
(y)=0
n
G
(x)=0 and n
G
(y)≠0
n
G
(x)=0 and n
G
(y)≠0 nG(x)≠0 and nG(y)=0
Figure 10: The tree of possible states that may result by adding an edge between nodes x
and y
6. This tree ould be organized dierently in order to improve the eÆieny in the loation of the urrent
state. However, this partiular tree was seleted so as to larify the presentation.
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In this tree, the lower box of eah non-terminal vertex ontains a test (about the number
of parents or the number of neighbors of nodes x and y). The lower box of eah terminal
vertex ontains the label of the state resulting from following the path from the root to that
terminal vertex. The desription of eah state (i.e. the dierent neighboring ongurations
that an be obtained in this ase) an be found in Table 1. The upper boxes of all the
verties in the tree show the restritions imposed on eah intermediate or terminal state.
For example, state B orresponds to a situation where both nodes x and y do not have
neighbors and at least one of them has some parent. Although the tree has seven dierent
states, there are only ve truly dierent states, sine states D and E, and states F and G
are symmetrial.
State Number of Added edges Direted Undireted Completing ?
ongurations Cyles ? Cyles ?
A 1 x|y No No No
B 2
x! y
x y
Yes
(1)
Yes
(2)
No
No
No
No
C n
G
(x) + n
G
(y) + 1
x|y
x! y  z
z ! x y
No
Yes
(3)
Yes
(4)
Yes
No
No
No
Yes
(3)
Yes
(4)
D n
G
(y) + 1
x|y
x! y  z
No
No
No
No
No
Yes
(3)
E n
G
(x) + 1
x|y
z ! x y
No
No
No
No
No
Yes
(4)
F n
G
(y) + 2
x y
x! y
x! y  z
No
Yes
Yes
(3)
No
No
No
No
Yes
Yes
(3)
G n
G
(x) + 2
x! y
x y
z ! x y
No
Yes
Yes
(4)
No
No
No
No
Yes
Yes
(4)
(1) only if p
G
(x) 6= 0 and 
G
(y) 6= 0 (3) only if n
G
(y)  2
(2) only if p
G
(y) 6= 0 and 
G
(x) 6= 0 (4) only if n
G
(x)  2
Table 1: Table of states that may result by adding an edge between nodes x and y
In Table 1, eah row orresponds to a state: the rst olumn ontains the labels of the
states; the seond olumn displays the total number of neighboring ongurations that an
be obtained for eah state; the third olumn shows the dierent types of edges that, for
eah state, an be added to the urrent onguration; olumns four, ve and six will be
disussed later.
Using the example in Figure 8, we shall explain the use of the deision tree as well as
the instantiation of the information in Table 1. Following the deision tree, at level 1 (the
root vertex), the test is false sine y has two neighbors. At level 2, the test is also false as
x has one parent. At level 3 the test is true, sine x has no neighbor. At level 4 we reah
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a terminal vertex. Our urrent onguration therefore orresponds to state F. Then, by
examining state F in Table 1, we an onrm that we reah four dierent ongurations
(n
G
(y) = 2): G[fx yg, G[fx! yg without new h-h patterns, and two G[fx! y  zg
whih produe new h-h patterns. So, these are the only strutures that our algorithm must
evaluate when onsidering the inlusion of the andidate edge x|y. In Figure 14, we show
an example for eah of the ve non-symmetrial states (one again, these examples only
display the part of the RPDAGs orresponding to the neighborhood of the nodes x and y).
We therefore have a systemati way to explore all the neighboring ongurations whih
result from adding an edge. However, it will sometimes be neessary to perform some
additional steps sine the ongurations obtained must be RPDAGs:
 First, we must maintain the ondition 1 (p
G
(y) 6= 0 ) n
G
(y) = 0). It is therefore
neessary to omplete the onguration for some of the desribed states, i.e. some of
the links must be onverted into ars. The ompleting proess onsists in ring an
orientation in asade, starting from the links y|t suh that the ar just introdued
is x ! y. Let us onsider the situation in Figure 11, where we want to onnet the
nodes x and y, a ase orresponding to state D. Among the three possible neighboring
ongurations, let us suppose that we are testing the one whih introdues the h-h
pattern x ! y  z. The RPDAG obtained from the ompleting proess is also dis-
played in Figure 11. The sixth olumn in Table 1 shows whih states and neighboring
ongurations may require the ompleting proess.
x yx y
w w
z z
Figure 11: Transformation of a onguration after inluding the pattern x ! y  z and
ompleting
 Seondly, it is possible that some of the neighboring ongurations must be rejeted, as
they give rise to direted or ompletely undireted yles (onditions 2 and 3 dening
RPDAGs). For example, let us onsider the situation displayed in Figure 12, whih
orresponds to state F. In this ase, the onguration obtained after inluding the
ar x ! y and ompleting would generate a direted yle. This onguration must
therefore be rejeted. The olumns four and ve in Table 1 show whih states and
ongurations may require a detetion of direted or ompletely undireted yles,
respetively.
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x yx y
Figure 12: Neighboring onguration that gives rise to a direted yle
4.2.2 Deleting Edges
The other basi operator, the removal of an edge (either link or ar) is muh simpler than
the addition of an edge, sine only one neighboring onguration is obtained when we
delete an edge. Moreover, it is not neessary to perform any test for deteting direted or
undireted yles. However, in this ase we need to preserve ondition 4 in the denition
of RPDAG (if x ! y exists in G ) jPa
G
(y)j  2 or Pa
G
(x) 6= ;), that ould be violated
after an ar is deleted. This situation may appear only when we are going to remove an
ar x ! y and either Pa
G
(y) = fxg or Pa
G
(y) = fx; ug: in the rst ase, all the hildren
of y that do not have other parents than y must be onverted into neighbors of y, and this
proess is repeated starting from eah of these hildren; in the seond ase, if Pa
G
(u) = ;
then in addition to the previous proess, the ar u ! y must be onverted into the link
u|y. Figure 13 illustrates these situations. This proedure of transforming ars into links
is exatly the same as the one desribed in the proof of Proposition 2.
x yx y
u u
Figure 13: Transforming ars into links after removing the ar x! y
4.3 The Operators
Although the previous desription of the operators that dene the neighborhood of an
RPDAG is quite onvenient from a pratial (implementation) point of view, for the sake
of larity, we shall desribe them in another way. In fat, we shall use ve operators:
 A ar(x; y), addition of an ar x! y.
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x y x yA
x y x y x yorB
x y x y
or
orx y
or x yx y
C
x y
x yor
orx y x yD, analogous to E
x y
x y x y
or
orx y
or x y
F, analogous to G
Figure 14: For eah state of the deision tree in Fig. 10, an example of the neighboring
ongurations of an RPDAG that an be obtained after adding an edge between
nodes x and y
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 A link(x; y), addition of a link x|y.
 D ar(x; y), deletion of an ar x! y.
 D link(x; y), deletion of a link x|y.
 A hh(x; y; z), addition of an ar x! y and reation of the h-h pattern x! y  z by
transforming the link y|z into the ar y  z.
The onditions that the urrent RPDAG G must verify so that eah of these operators
an be applied in order to obtain a valid neighboring RPDAG are shown in Table 2. These
onditions an be easily derived from the information in Figure 10 and Table 1. In Table 2,
UC(x|y) represents a test for deteting ompletely undireted yles after inserting the link
x|y in the urrent RPDAG. Note that we an perform this test very easily without atually
inserting the link: it is only neessary to hek the existene of a path between x and y
exlusively formed by the links. Similarly, DC(x! y) and DC(x! y  z) represent tests
for deteting direted yles after inserting the ar x! y and the h-h pattern x! y  z in
the urrent RPDAG, respetively (and perhaps ompleting). It should also be noted that
we an perform these tests without inserting the ar or the h-h pattern: in this ase we
only need to hek the existene of a path from y to x ontaining only either links or ars
direted away from y (a partially direted path from y to x). Table 2 also shows whih
operators may require a post-proessing step in order to ensure that the orresponding
neighboring onguration of G is an RPDAG. In Table 2, Complete(y) and Undo(y) refer
to the proedures that preserve onditions 1 and 4 in Denition 1, respetively. Note that
both UC(x|y) and Complete(y) take time O(l
y
) in the worst ase, where l
y
is the number
of links in the subgraph indued by the hain omponent of G that ontains y; Undo(y) takes
time O(d
y
) in the worst ase, where d
y
is the number of ars in the subgraph indued by the
set of desendants of y in G that only have one parent; DC(x ! y) and DC(x ! y  z)
both take time O(dl
y
) in the worst ase, where dl
y
is the number of edges (either ars or
links) in the subgraph indued by the nodes in the hain omponent of G that ontains y
together with their desendants.
5. The Exploring Proess and the Evaluation of Candidate Strutures
The searh method we have desribed may be applied in ombination with any sore equiv-
alent funtion g (for example the AIC, BIC, MDL and BDe soring funtions are sore
equivalent). An easy (but ineÆient) way to integrate our searh method with a sore
equivalent funtion would be as follows: given an RPDAG G to be evaluated, selet any
extension H of G and ompute g(H : D). We ould also use other (non-equivalent) soring
funtions, although the sore of G would depend on the seleted extension.
However, let us onsider the ase of a deomposable soring funtion g: the DAG ob-
tained by adding or removing an ar from the urrent DAG H an be evaluated by modifying
only one loal sore:
g(H [ fx! yg : D) = g(H : D)  g
D
(y; Pa
H
(y)) + g
D
(y; Pa
H
(y) [ fxg)
g(H n fx! yg : D) = g(H : D)  g
D
(y; Pa
H
(y)) + g
D
(y; Pa
H
(y) n fxg)
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Operator Conditions Post-proessing
x 62 Ad
G
(y); p
G
(x) 6= 0 or p
G
(y) 6= 0; if p
G
(x) 6= 0 and n
G
(y) 6= 0
A ar(x; y) if (p
G
(x) 6= 0 and (
G
(y) 6= 0 or n
G
(y) 6= 0)) then Complete(y)
then DC(x! y) = False
x 62 Ad
G
(y); p
G
(x) = 0 and p
G
(y) = 0;
A link(x; y) if (n
G
(x) 6= 0 and n
G
(y) 6= 0) None
then UC(x|y) = False
D ar(x; y) x 2 Pa
G
(y) if p
G
(y)  2
then Undo(y)
D link(x; y) x 2 Ne
G
(y) None
x 62 Ad
G
(y); z 2 Ne
G
(y);
A hh(x; y; z) p
G
(y) = 0 and n
G
(y) 6= 0; if n
G
(y)  2
if (n
G
(y)  2 and (p
G
(x) 6= 0 or n
G
(x) 6= 0)) then Complete(y)
then DC(x! y  z) = False
Table 2: The operators, their onditions of appliability, and post-proessing requirements
Using deomposable soring funtions, the proess of seleting, given an RPDAG, a
representative DAG and then evaluating it may be quite ineÆient, sine we would have
to reompute the loal sores for all the nodes instead of only one loal sore. This fat
an make a learning algorithm that searhes in the spae of equivalene lasses of DAGs
onsiderably slower than an algorithm that searhes in the spae of DAGs (this is the ase
of the algorithm proposed by Chikering, 1996).
Our searh method an be used for deomposable soring funtions so that: (1) it is not
neessary to transform the RPDAG into a DAG, the RPDAG an be evaluated diretly,
and (2) the sore of any neighboring RPDAG an be obtained by omputing at most two
loal sores. All the advantages of the searh methods on the spae of DAGs are therefore
retained, but a more redued and robust searh spae is used.
Before these assertions are proved, let us examine an example. Consider the RPDAG G
in Figure 15 and the three neighboring ongurations produed by the inlusion of an edge
between x and y, G
1
, G
2
and G
3
(also displayed in Figure 15).
a
b
c
y
d
x
a
b
c
y
d
x
a
b
c
y
d
x
a
b
c
y
d
x
G G G G1 2 3
Figure 15: An RPDAG G and three neighboring ongurations G
1
, G
2
and G
3
467
Aid & de Campos
The sore of eah of these RPDAGs is equal to the sore of any of their extensions.
Figure 16 displays one extension for eah neighboring onguration.
a
b
c
y
d
x
a
b
c
y
d
x
a
b
c
y
d
x
H H H1 2 3
Figure 16: Extensions H
1
, H
2
and H
3
of the RPDAGs G
1
, G
2
and G
3
in Fig. 15
We an therefore write:
g(G
1
: D) = g(H
1
: D) = g
D
(x; ;) + g
D
(a; fxbg) + g
D
(b; ) + g
D
(; y) + g
D
(y; x) + g
D
(d; y)
g(G
2
: D) = g(H
2
: D) = g
D
(x; ;) + g
D
(a; fxbg) + g
D
(b; ) + g
D
(; y) + g
D
(y; fxdg) + g
D
(d; ;)
g(G
3
: D) = g(H
3
: D) = g
D
(x; ;) + g
D
(a; fxbg) + g
D
(b; ) + g
D
(; ;) + g
D
(y; fxg) + g
D
(d; y)
For eah extension H
i
of any neighboring onguration G
i
, it is always possible to nd
an extension H
Gi
of the urrent RPDAG G suh that the sores of H
i
and H
Gi
only dier
in one loal sore (Figure 17 displays these extensions). We an then write:
g(G : D) = g(H
G1
: D) = g
D
(x; ;) + g
D
(a; fxbg) + g
D
(b; ) + g
D
(; y) + g
D
(y; ;) + g
D
(d; y)
g(G : D) = g(H
G2
: D) = g
D
(x; ;) + g
D
(a; fxbg) + g
D
(b; ) + g
D
(; y) + g
D
(y; d) + g
D
(d; ;)
g(G : D) = g(H
G3
: D) = g
D
(x; ;) + g
D
(a; fxbg) + g
D
(b; ) + g
D
(; ;) + g
D
(y; ) + g
D
(d; y)
a
b
c
y
d
x
a
b
c
y
d
x
H H
a
b
c
y
d
x
H G1 G2 G3
Figure 17: Three dierent extensions H
G1
, H
G2
and H
G3
of the RPDAG G in Fig. 15
Taking into aount the previous expressions, we obtain:
g(G
1
: D) = g(G : D)  g
D
(y; ;) + g
D
(y; x)
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g(G
2
: D) = g(G : D)  g
D
(y; d) + g
D
(y; fxdg)
g(G
3
: D) = g(G : D)  g
D
(y; ) + g
D
(y; fxg)
Therefore, the sore of any neighboring onguration may be obtained from the sore
of G by omputing only two loal sores. Note that some of these loal sores may have
already been omputed at previous iterations of the searh proess: for example, g
D
(y; ;)
had to be used to sore the initial empty RPDAG, and either g
D
(y; d) or g
D
(y; ) ould
have been omputed when the link y|d or y| was inserted into the struture.
Proposition 6 Let G be an RPDAG and G
0
be any RPDAG obtained by applying one
of the operators desribed in Table 2 to G. Let g be a sore equivalent and deomposable
funtion.
(a) If the operator is A link(x; y) then
g(G
0
: D) = g(G : D)  g
D
(y; ;) + g
D
(y; fxg)
(b) If the operator is A ar(x; y) then
g(G
0
: D) = g(G : D)  g
D
(y; Pa
G
(y)) + g
D
(y; Pa
G
(y) [ fxg)
() If the operator is A hh(x; y; z) then
g(G
0
: D) = g(G : D)  g
D
(y; fzg) + g
D
(y; fx; zg)
(d) If the operator is D link(x; y) then
g(G
0
: D) = g(G : D)  g
D
(y; fxg) + g
D
(y; ;)
(e) If the operator is D ar(x; y) then
g(G
0
: D) = g(G : D)  g
D
(y; Pa
G
(y)) + g
D
(y; Pa
G
(y) n fxg)
Proof:
(1) First, we shall prove that we an onstrut an extension H
0
of G
0
and another extension
H of G, suh that H and H
0
dier in only one ar (this ar being x! y).
 Consider the ases (a), (b), and (), whih orrespond to the addition of an edge between
x and y: in ase (a), G
0
= G[fx|yg and let H
0
be an extension of G
0
that ontains the ar
x! y; in ase (b), where G
0
= G[fx! yg, and in ase (), where G
0
= (Gnfy|zg)[fx!
y  zg, let H
0
be any extension of G
0
(whih will ontain the ar x! y). In all three ases,
let H = H
0
n fx! yg. We shall prove that H is an extension of G:
{ First, it is obvious that G and H have the same skeleton.
{ Seondly, if u! v 2 G (in either ase u! v 6= x! y), then u! v 2 G
0
. As H
0
is an
extension of G
0
, then u! v 2 H
0
, and this implies that u! v 2 H. Therefore, all the ars
469
Aid & de Campos
in G are also ars in H. This result also ensures that every h-h pattern in G is also an h-h
pattern in H.
{ Thirdly, if u ! v  w is an h-h pattern in H (in either ase u ! v  w 6= x !
y  w), then u ! v  w 2 H
0
. One again, as H
0
is an extension of G
0
, we an see that
u! v  w 2 G
0
, and then u! v  w 2 G. So, G and H have the same h-h patterns.
H is therefore an extension of G, aording to Denition 2. Note that 8u 6= y Pa
H
(u) =
Pa
H
0
(u) and Pa
H
(y) = Pa
H
0
(y) n fxg.
 Let us now onsider ases (d) and (e), whih orrespond to the deletion of an edge
between x and y (either a link or an ar, respetively): in ase (d), let H be an extension
of G ontaining the ar x! y; in ase (e), let H be any extension of G. In both ases, let
H
0
= H n fx! yg. We will prove that H
0
is an extension of G
0
:
{ First, it is lear that G
0
and H
0
have the same skeleton.
{ Seondly, if u ! v 2 G
0
(note that u ! v 6= x ! y), then u ! v 2 G. As H is an
extension of G, then u! v 2 H, and therefore u! v 2 H
0
. So, all the ars in G
0
are also
ars in H
0
. Moreover, every h-h pattern in G
0
is also an h-h pattern in H
0
.
{ Thirdly, if u ! v  w is an h-h pattern in H
0
(and we know that u ! v  w 6=
x ! y  w), then u ! v  w 2 H. As H is an extension of G, then u ! v  w 2 G.
Therefore, u! v  w 2 G
0
(the removal of the ar x! y annot destroy any h-h pattern
where x! y is not involved). So, G
0
and H
0
have the same h-h patterns.
In this way, H
0
is an extension of G
0
. Moreover, we an see that 8u 6= y Pa
H
0
(u) =
Pa
H
(u) and Pa
H
0
(y) = Pa
H
(y) n fxg.
(2) The sores of G and G
0
are the same as the sores of H and H
0
respetively, sine g is
sore equivalent. Moreover, as g is deomposable, we an write
g(G
0
: D) = g(H
0
: D) =
P
u
g
D
(u; Pa
H
0
(u)) =
P
u6=y
g
D
(u; Pa
H
0
(u)) + g
D
(y; Pa
H
0
(y)) =
P
u6=y
g
D
(u; Pa
H
(u)) + g
D
(y; Pa
H
(y))  g
D
(y; Pa
H
(y)) + g
D
(y; Pa
H
0
(y)) =
P
u
g
D
(u; Pa
H
(u))   g
D
(y; Pa
H
(y)) + g
D
(y; Pa
H
0
(y)) =
g(H : D)  g
D
(y; Pa
H
(y)) + g
D
(y; Pa
H
0
(y)) =
g(G : D)  g
D
(y; Pa
H
(y)) + g
D
(y; Pa
H
0
(y))
(4)
Let us now onsider the ve dierent ases:
(a) In this ase, we know from Table 2 that Pa
G
(y) = ;. Moreover, Pa
G
0
(y) = ; (beause
we are inserting a link) and Pa
H
0
(y) 6= ; (beause H
0
is an extension of G
0
that ontains
the ar x ! y). Then, from Proposition 5 we obtain jPa
H
0
(y)j = 1, i.e. Pa
H
0
(y) = fxg.
Moreover, Pa
H
(y) = Pa
H
0
(y) n fxg = ;. So, Eq. (4) beomes
g(G
0
: D) = g(G : D)  g
D
(y; ;) + g
D
(y; fxg)
(b) From Table 2 we get Pa
G
(y) 6= ; or Pa
G
(x) 6= ;.
If Pa
G
(y) 6= ;, from Proposition 5 we obtain Pa
H
(y) = Pa
G
(y). Moreover, Pa
H
0
(y) =
Pa
H
(y) [ fxg = Pa
G
(y) [ fxg.
If Pa
G
(y) = ; then Pa
G
0
(y) = fxg (beause we are adding the ar x ! y). From
Proposition 5 we obtain Pa
H
0
(y) = Pa
G
0
(y) = fxg = Pa
G
(y) [ fxg. Moreover, Pa
H
(y) =
Pa
H
0
(y) n fxg = ; = Pa
G
(y).
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In either ase, Eq. (4) beomes
g(G
0
: D) = g(G : D)  g
D
(y; Pa
G
(y)) + g
D
(y; Pa
G
(y) [ fxg)
() In this ase, Pa
G
(y) = ; and Pa
G
0
(y) = fx; zg. From Proposition 5 we obtain Pa
H
0
(y) =
fx; zg. Moreover, Pa
H
(y) = Pa
H
0
(y) n fxg = fzg. Then, Eq. (4) beomes
g(G
0
: D) = g(G : D)  g
D
(y; fzg) + g
D
(y; fx; zg)
(d) As Pa
G
(y) = ; and H is an extension of G ontaining the ar x! y, from Proposition 5
we get Pa
H
(y) = fxg. Moreover, Pa
H
0
(y) = Pa
H
(y)nfxg = ;. In this ase Eq. (4) beomes
g(G
0
: D) = g(G : D)  g
D
(y; fxg) + g
D
(y; ;)
(e) In this ase, as Pa
G
(y) 6= ;, Proposition 5 asserts that Pa
H
(y) = Pa
G
(y). Moreover,
Pa
H
0
(y) = Pa
H
(y) n fxg = Pa
G
(y) n fxg. Therefore, Eq. (4) beomes
g(G
0
: D) = g(G : D)  g
D
(y; Pa
G
(y)) + g
D
(y; Pa
G
(y) n fxg)
5.1 Comparison with Other Approahes
As we have already mentioned, there are several works devoted to learning Bayesian net-
works, within the sore+searh approah, whih use the spae of ompleted PDAGs to arry
out the searh proess. There is a slight dierene between the operators onsidered in the
dierent works: the addition and deletion of edges is onsidered by Madigan et al. (1996),
within a Markov Chain Monte Carlo proess, whih also performs Monte Carlo sampling
from the spae of the orderings of the variables ompatible with the urrent CPDAG. Edge
addition and deletion is also used by Spirtes and Meek (1995), but within a greedy proess
that rst grows the struture by adding edges and then thins it by deleting edges. Addi-
tional operators are onsidered by Chikering (1996), inluding ar reversal and reation of
v-strutures.
All these methods move through the spae of ompleted PDAGs in the following way:
given the urrent CPDAG G, after seleting an operator, applying it to G and obtaining a
neighboring PDAG G
0
, they generate a onsistent extension H
0
of G
0
(a DAG belonging to
the equivalene lass represented by the PDAG), if one exists. If this is the ase (otherwise
G
0
is not a valid onguration), thenG
0
is evaluated by omputing the sore ofH
0
, g(H
0
: D).
The ompleted PDAG representation of G
0
is then reovered from its onsistent extension
H
0
.
The proess of heking the existene of a onsistent extension and generating it is arried
out with a proedure alled PDAG-to-DAG (Dor & Tarsi, 1992), whih runs in time O(n e)
in the worst ase, where e denotes the number of edges in the PDAG. Another proedure,
alled DAG-to-PDAG, is invoked in order to obtain the ompleted PDAG representation
of the new valid onguration. There are dierent implementations of DAG-to-PDAG
(Andersson et al., 1997; Chikering, 1995; Meek, 1995; Pearl & Verma, 1990). For example,
the time omplexity of the algorithm proposed by Chikering (1995) is O(e) on the average
and O(n  e) in the worst ase.
Our searh method does not need to use any of these two proedures: in order to hek
the validity of a neighboring onguration of an RPDAG G, it is only neessary, in some
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ases, to perform a test to detet either an undireted path or a partially direted path
between two nodes in G (implemented by proedures UC() and DC() in Setion 4.3). On
the other hand, one the searh proess has explored the neighborhood of G and determined
the best neighboring onguration G
0
, G
0
is not always an RPDAG, and we must generate
its RPDAG representation. This generation proedure is also very simple: it onsists in
ring, starting from a single node y, a asaded proess that either direts links away from
y or undirets ars (implemented by proedures Complete() and Undo() in Setion 4.3).
Note that all these proedures used by our searh method are less time-onsuming than
PDAG-to-DAG and DAG-to-PDAG.
More importantly, our searh method an take advantage of the deomposability of
many soring funtions, and eah RPDAG (exept the initial one) an be evaluated by
omputing only two loal sores. However, the methods based on ompleted PDAGs need
to reompute all the loal sores, although the algorithm proposed by Muntenau and Cau
(2000), whih operates on ompleted PDAGs and uses three insertion operators (for ars,
links and v-strutures) is also able to sore any neighboring onguration using two loal
sores; however, the validity onditions of some of these operators are not orret.
Finally, Chikering (2002)
7
desribes an algorithm that searhes in the spae of om-
pleted PDAGs and is also able to evaluate ongurations by omputing only (up to four)
loal sores. It uses six operators, link and ar addition, link and ar deletion, reation of
v-strutures by direting two already existing links, and reversal of ars. All the operators
an be evaluated using two loal sores, exept reversal and reation of v-strutures, that
require four loal sores. The validity onditions of the operators are established essentially
in terms of two onditions: (1) the absene of semi-direted or undireted paths between
two nodes that do not pass through ertain set of nodes, S, and (2) the fat that a ertain
set of nodes forms a lique. Link insertion and reation of v-strutures need the rst type of
ondition, link and ar deletion need the seond one, whereas ar insertion and ar reversal
require both onditions. The \path" validity onditions take time O(jSj + e) in the worst
ase, and the \lique" onditions take time O(jSj
2
), also in the worst ase. This algorithm
also requires the PDAG-to-DAG and DAG-to-PDAG proedures to be used.
So, although the validity onditions of the operators in Chikering's algorithm and
their postproessing are somewhat more omplex than ours, the advantage is that this
algorithm does not have any dupliate representations of the equivalene lasses. Whether
the omputational ost of moves in the CPDAG spae an ompensate for the larger number
of RPDAGs (and the larger number of loal sores to be omputed) is a matter of empirial
evaluation, that will possibly depend on the \sparseness" of the spei domain problem
onsidered.
6. Experimental Results
In this setion we shall desribe the experiments arried out with our algorithm, the obtained
results, and a omparative study with other algorithms for learning Bayesian networks. We
have seleted nine dierent problems to test our algorithm, all of whih only ontain disrete
variables: Alarm (Figure 18), Insurane (Figure 19), Hailnder (Figure 20), Breast-Caner,
rx, Flare2, House-Votes, Mushroom, and Nursery.
7. This work appeared after the original submission of this paper.
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The Alarm network displays the relevant variables and relationships for the Alarm Mon-
itoring System (Beinlih et al., 1989), a diagnosti appliation for patient monitoring. This
network, whih ontains 37 variables and 46 ars, has been onsidered as a benhmark for
evaluating Bayesian network learning algorithms. The input data ommonly used are sub-
sets of the Alarm database built by Herskovits (1991), whih ontains 20000 ases that were
stohastially generated using the Alarm network. In our experiments, we have used three
databases of dierent sizes (the rst k ases in the Alarm database, for k = 3000; 5000 and
10000).
1 2 3
25 18 26
17
19 20
10 21
27
28 29
7 8 9
30
32
12
34 35
33 14
22
15
23
13
16
36
24
6 5 4 11
31
37
Figure 18: The Alarm network
Insurane (Binder et al., 1997) is a network for evaluating ar insurane risks. The
Insurane network ontains 27 variables and 52 ars. In our experiments, we have used ve
databases ontaining 10000 ases, generated from the Insurane Bayesian network.
Hailnder (Abramson et al., 1996) is a normative system that foreasts severe summer
hail in northeastern Colorado. The Hailnder network ontains 56 variables and 66 ars. In
this ase, we have also used ve databases with 10000 ases generated from the Hailnder
network.
Breast-Caner, rx, Flare2, House-Votes, Mushroom, and Nursery are databases avail-
able from the UCI Mahine Learning Repository. Breast-Caner ontains 10 variables (9
attributes, two of whih have missing values, and a binary lass variable) and 286 instanes.
The rx database onerns redit ard appliations. It has 490 ases and 16 variables (15
attributes and a lass variable), and seven variables have missing values. Moreover, six of
the variables in the rx database are ontinuous and were disretized using the MLC++ sys-
tem (Kohavi, John, Long, Manley & Peger, 1994). Flare2 uses 13 variables (10 attributes
and 3 lass variables, one for the number of times a ertain type of solar are oured in
a 24-hour period) and ontains 1066 instanes, without missing values. House-Votes stores
the votes for eah of the U.S. House of Representatives Congressmen on 16 key votes; it has
17 variables and 435 reords and all the variables exept two have missing values. Mush-
room ontains 8124 ases orresponding to speies of gilled mushrooms in the Agarius and
Lepiota Family; there are 23 variables (a lass variable, stating whether the mushroom is
edible or poisonous, and 22 attribute variables) and only one variable has missing values.
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Figure 19: The Insurane network
Nursery ontains data relative to the evaluation of appliations for nursery shools, and has
9 variables and 12960 ases, without missing values. In all of the ases, missing values are
not disarded but treated as a distint state.
In the rst series of experiments, we aim to ompare the behavior of our RPDAG-based
loal searh method (rpdag) with the lassial loal searh in the spae of DAGs (dag).
The soring funtion seleted is BDeu (Hekerman et al., 1995) (whih is sore equivalent
and deomposable), with the parameter representing the equivalent sample size set to 1
and a uniform struture prior. The starting point of the searh is the empty graph in both
ases.
We have olleted the following information about the experiments:
BDeu.- The BDeu sore (log version) of the learned network.
Edg.- The number of edges inluded in the learned network.
H.- The Hamming distane, H=A+D+I, i.e. the number of dierent edges, added (A),
deleted (D), or wrongly oriented (without taking into aount the dierenes between
equivalent strutures) (I), in the learned network with respet to the gold standard
network (the original model). This measure is only omputed for the three test do-
mains where a gold standard exists.
Iter.- The number of iterations arried out by the algorithm to reah the best network, i.e.
the number of operators used to transform the initial graph into a loal optimum.
Ind.- The number of individuals (either DAGs or RPDAGs) evaluated by the algorithm.
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Figure 20: The Hailnder network
EstEv.- The number of dierent statistis evaluated during the exeution of the algorithm.
This is a useful value to measure the eÆieny of the algorithms, beause most of
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the running time of a soring-based learning algorithm is spent in the evaluation of
statistis from the database.
TEst.- The total number of statistis used by the algorithm. Note that this number an
be onsiderably greater than EstEv. By using hashing tehniques we an store and
eÆiently retrieve any previously alulated statistis. It is not therefore neessary to
reompute them by aessing the database, thus gaining in eÆieny.
NVars.- The average number of variables that intervene in the dierent statistis (i.e. the
values N
y;Pa
H
(y)
in Eq. (3)) omputed. This value is also important beause the time
required to ompute a statisti inreases exponentially with the number of variables
involved.
Time.- The time, measured in seonds, employed by the algorithm to learn the network.
Our implementation is written in the JAVA programming language and runs under
Linux. This value is only a rough measure of the eÆieny of the algorithms, be-
ause there are many irumstanes that may inuene the running time (external
loading in a networked omputer, ahing or any other aspet of the omputer ar-
hiteture, memory paging, use of virtual memory, threading, dierent ode, et.).
Nevertheless, we have tried to ensure that the two algorithms run under the same
onditions as far as possible, and the two implementations share most of the ode.
In fat, the two algorithms have been integrated into the Elvira pakage (available at
http://www.leo.ugr.es/~elvira).
For the Insurane and Hailnder domains, the reported results are the average values
aross the ve databases onsidered. The results of our experiments for syntheti data, i.e.
Alarm, Insurane and Hailnder, are displayed in Tables 3, 4 and 5, respetively, where we
also show the BDeu values for the true (T
D
) and the empty (;
D
) networks (with parameters
re-trained from the orresponding database D), whih may serve as a kind of sale. The
results obtained for real data are displayed in Table 6.
As we onsider there to be a lear dierene between the results obtained for the syn-
theti and the UCI domains, we shall disuss them separately.
 For the syntheti domains (Tables 3, 4 and 5):
{ Our RPDAG-based algorithm outperforms the DAG-based one with respet to
the value of the soring funtion used to guide the searh: we always obtain better
results on the ve databases onsidered. Note that we are using a logarithmi
version of the soring funtion, so that the dierenes are muh greater in a
non-logarithmi sale. These results support the idea that RPDAGs are able to
nd new and better loal maxima within the sore+searh approah for learning
Bayesian networks in this type of highly strutured domains.
{ Our searh method is also preferable from the point of view of the Hamming
distanes, whih are always onsiderably lower than the ones obtained by using
the DAG spae.
{ Moreover, our searh method is generally more eÆient: it arries out fewer iter-
ations (on the ve ases), evaluates fewer individuals (on four ases), omputes
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BDeu Edg H A D I Iter Ind EstEv TEst NVar Time
Alarm-3000
RPDAG -33101 46 2 1 1 0 49 63124 3304 123679 2.98 111
DAG -33109 47 7 3 2 2 58 72600 3300 145441 2.88 117
T
Alarm3
-33114 46
;
Alarm3
-59890 0
Alarm-5000
RPDAG -54761 46 2 1 1 0 49 62869 3326 123187 2.97 179
DAG -54956 54 16 9 1 6 60 76212 3391 152663 2.93 194
T
Alarm5
-54774 46
;
Alarm5
-99983 0
Alarm-10000
RPDAG -108432 45 1 0 1 0 48 61190 3264 120049 2.97 346
DAG -108868 52 13 7 1 5 60 75504 3449 151251 2.94 380
T
Alarm10
-108452 46
;
Alarm10
-199920 0
Table 3: Results for the Alarm databases
BDeu Edg H A D I Iter Ind EstEv TEst NVar Time
RPDAG -133071 45 18 4 10 4 48 36790 1990 69965 2.95 202
DAG -133205 49 25 7 10 8 58 36178 2042 72566 3.03 214
T
Insur
-133040 52
;
Insur
-215278 0
Table 4: Average results for the Insurane domain aross 5 databases of size 10000
fewer dierent statistis from the databases (on three ases), uses fewer statistis
(on the ve ases), and runs faster (on four ases). On the ontrary, the average
number of variables involved in the statistis is slightly greater (on four ases).
 For the UCI domains (Table 6):
{ The results in this ase are not as onlusive about the advantages of the RPDAG-
based method with respet to the DAG-based one in terms of eetiveness: both
BDeu Edg H A D I Iter Ind EstEv TEst NVar Time
RPDAG -497872 67 24 12 10 2 68 235374 7490 459436 2.92 847
DAG -498395 75 45 21 13 11 81 240839 7313 482016 2.81 828
T
Hail
-503230 66
;
Hail
-697826 0
Table 5: Average results for the Hailnder domain aross 5 databases of size 10000
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BDeu Edg Iter Ind EstEv TEst NVar Time
Breast-Caner
RPDAG -2848 6 7 619 151 1232 2.26 0.673
DAG -2848 6 7 619 148 1284 2.26 0.686
rx
RPDAG -5361 19 20 5318 545 10020 2.75 3.03
DAG -5372 19 20 4559 510 9208 2.61 2.85
Flare2
RPDAG -6728 15 16 2637 329 4887 2.71 3.66
DAG -6733 13 14 2012 310 4093 2.45 3.23
House-Votes
RPDAG -4629 22 23 6370 591 11883 2.80 3.10
DAG -4643 23 24 6094 621 12289 2.66 3.39
Mushroom
RPDAG -77239 92 97 43121 2131 78459 3.99 432
DAG -77208 87 103 39944 2173 80175 3.96 449
Nursery
RPDAG -125717 8 9 415 115 803 2.75 11.91
DAG -125717 8 9 611 133 1269 2.59 13.50
Table 6: Results for the UCI databases
algorithms reah the same solution on two ases from six, rpdag is better than
dag on three ases, and dag is better on one ase.
{ With respet to the eÆieny of the two algorithms, the situation is similar:
neither algorithm learly outperforms the other with respet to any of the ve
eÆieny measures onsidered.
In a seond series of experiments, we aim to test the behavior of the searh in the
RPDAG spae when used in ombination with a searh heuristi whih is more powerful
than a simple greedy searh. The heuristi seleted is Tabu Searh (Glover, 1989; Boukaert,
1995), whih tries to esape from a loal maximum by seleting a solution that minimally
dereases the value of the soring funtion; immediate re-seletion of the loal maximum just
visited is prevented by maintaining a list of solutions that are forbidden, the so-alled tabu
list (although for pratial reasons the tabu list stores forbidden operators not solutions, and
onsequently, solutions whih have not been visited previously may also beome forbidden).
We have implemented two simple versions of tabu searh: ts-rpdag and ts-dag, whih
explore the RPDAG and DAG spaes, respetively, using the same operators as their re-
spetive greedy versions. The parameters used by these algorithms are the length tll of
the tabu list and the number tsit of iterations required to stop the searh proess. In our
experiments, these values have been xed as follows: tll = n and tsit = n(n 1), n being the
number of variables in the domain. The soring funtion and the initial graph are the same
as in previous experiments, as well as the olleted performane measures, with one exep-
tion: as the number of iterations is now xed (Iter=tsit), we ompute the iteration where
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the best graph was found (BIter) instead. The results of these experiments are displayed
in Tables 7, 8, 9 and 10.
BDeu Edg H A D I BIter Ind EstEv TEst NVar Time
Alarm-3000
TS-RPDAG -33101 46 2 1 1 0 48 1779747 9596 3044392 3.63 286
TS-DAG -33115 51 11 7 2 2 129 1320696 8510 2645091 3.59 391
Alarm-5000
TS-RPDAG -54761 46 2 1 1 0 48 1779579 10471 3031966 3.61 421
TS-DAG -54762 47 3 2 1 0 720 1384990 11113 2773643 3.58 541
Alarm-10000
TS-RPDAG -108432 45 1 0 1 0 47 1764670 10671 3020165 3.66 735
TS-DAG -108442 50 6 5 1 0 284 1385065 11014 2773795 3.60 862
Table 7: Results for the Alarm databases using Tabu Searh
BDeu Edg H A D I BIter Ind EstEv TEst NVar Time
TS-RPDAG -133070 45 18 4 10 4 58 458973 2823 751551 3.44 182
TS-DAG -132788 47 18 5 10 3 415 352125 5345 706225 4.16 428
Table 8: Average results for the Insurane domain using Tabu Searh
BDeu Edg H A D I BIter Ind EstEv TEst NVar Time
TS-RPDAG -497872 67 24 12 10 2 67 9189526 19918 1.5223387E7 4.07 3650
TS-DAG -498073 70 35 17 13 5 1631 7512114 22184 1.5031642E7 4.07 4513
Table 9: Average results for the Hailnder domain using Tabu Searh
For the syntheti domains, in all the ases, exept in one of the insurane databases,
the results obtained by ts-rpdag and rpdag are the same. This phenomenon also appears
for the UCI databases, where only in two databases does ts-rpdag improve the results
of rpdag. Therefore, the Tabu Searh does not ontribute signiantly to improving the
greedy searh in the RPDAG spae (at least using the seleted values for the parameters tll
and tsit). This is in ontrast with the situation in the DAG spae, where ts-dag improves
the results obtained by dag, with the exeption of two UCI databases (equal results) and
Alarm-3000 (where dag performs better than ts-dag).
With respet to the omparison between ts-rpdag and ts-dag, we still onsider ts-
rpdag to be preferable to ts-dag on the syntheti domains, although in this ase ts-dag
performs better on the insurane domain. For the UCI databases, the two algorithms per-
form similarly: eah algorithm is better than the other on two domains, and both algorithms
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BDeu Edg BIter Ind EstEv TEst NVar Time
Breast-Caner
TS-RPDAG -2848 6 6 8698 345 14209 3.03 1.96
TS-DAG -2848 6 6 6806 316 13892 2.87 1.98
rx
TS-RPDAG -5361 19 19 61175 908 98574 3.20 9.26
TS-DAG -5362 20 29 44507 1176 89714 3.17 12.23
Flare2
TS-RPDAG -6728 15 15 23363 616 37190 3.47 9.70
TS-DAG -6726 15 129 18098 681 36665 3.27 10.60
House-Votes
TS-RPDAG -4622 24 180 73561 1144 121206 3.32 11.14
TS-DAG -4619 23 252 56570 1364 113905 3.29 15.30
Mushroom
TS-RPDAG -77002 99 495 209556 4021 350625 4.83 883
TS-DAG -77073 90 450 157280 3455 315975 4.57 1725
Nursery
TS-RPDAG -125717 8 8 4352 251 6525 3.09 28.05
TS-DAG -125717 8 8 3898 237 7991 2.95 26.20
Table 10: Results for the UCI databases using Tabu Searh
perform equally on the remaining two domains. ts-rpdag is somewhat more eÆient than
ts-dag with respet to running time.
We have arried out a third series of experiments to ompare our learning algorithm
based on RPDAGs with other algorithms for learning Bayesian networks. In this ase, the
omparison is only intended to measure the quality of the learned network. In addition to
the DAG-based loal and tabu searh previously onsidered, we have also used the following
algorithms:
 p (Spirtes et al., 1993), an algorithm based on independene tests. We used an
independene test based on the measure of onditional mutual information (Kullbak,
1968), with a xed ondene level equal to 0.99.
 The K2 searh method (Cooper & Herskovits, 1992), in ombination with the BDeu
soring funtion (k2). Note that k2 needs an ordering of the variables as the input.
We used an ordering onsistent with the topology of the orresponding networks.
 Another algorithm, BN Power Construtor (bnp), that uses independene tests (Cheng
et al., 1997; Cheng, Bell & Liu, 1998).
The two independene-based algorithms, p and bnp, operate on the spae of equivalene
lasses, whereas k2 explores the spae of DAGs whih are ompatible with a given ordering.
We have inluded the algorithm k2 in the omparison, using a orret ordering and the same
soring funtion as the RPDAG and DAG-based searh methods, in order to test whether
our method an outperform the results obtained with a more informed algorithm. The
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results for the algorithms p and k2 have been obtained using our own implementations
(whih are also inluded in the Elvira software). For bnp, we used the software pakage
available at http://www.s.ualberta.a/~jheng/bnsoft.htm.
The test domains inluded in these experiments are Alarm, Insurane, and Hailnder. In
addition to the BDeu values, the number of edges in the learned networks and the Hamming
distanes, we have olleted two additional performane measures:
BIC.- The value of the BIC (Bayesian Information Criterion) soring funtion (Shwarz,
1978) for the learned network. This value measures the quality of the network using
maximum likelihood and a penalty term. Note that BIC is also sore-equivalent and
deomposable.
KL.- The Kullbak-Leibler distane (ross-entropy) (Kullbak, 1968) between the probabil-
ity distribution, P , assoiated to the database (the empirial frequeny distribution)
and the probability distribution assoiated to the learned network, P
G
. Notie that
this measure is atually the same as the log probability of the data. We have in
fat alulated a dereasing monotoni linear transformation of the Kullbak-Leibler
distane, beause this one has exponential omplexity and the transformation an be
omputed very eÆiently: If P
G
is the joint probability distribution assoiated to a
network G, then the KL distane an be written in the following way (de Campos,
1998; Lam & Bahus, 1994):
KL(P; P
G
) =  H
P
(U) +
X
x2U
H
P
(x) 
X
x2U ;Pa
G
(x)6=;
MI
P
(x; Pa
G
(x)) (5)
where H
P
(Z) denotes Shannon entropy with respet to the distribution P for the sub-
set of variables Z andMI
P
(x; Pa
G
(x)) is the measure of mutual information between
the two sets of variables fxg and Pa
G
(x). As the rst two terms of the expression
above do not depend on the graph G, our transformation onsists in alulating only
the third term in equation (5). So, the interpretation of our transformation of the
Kullbak-Leibler distane is: the higher this value is, the better the network ts the
data. However, this measure should be handled with aution, sine a high KL value
may also indiate overtting (a network with many edges will probably have a high
KL value).
Although for those algorithms whose goal is to optimize the Bayesian sore, BDeu is
really the metri that should be used to evaluate them, we have also omputed BIC and
KL beause two of the algorithms onsidered use independene tests instead of a soring
funtion.
The results of these experiments are displayed in Table 11. The best value for eah
performane measure and eah database is written in bold, and the seond best value in
italis. These results indiate that our searh method in the RPDAG spae, in ombination
with the BDeu soring funtion, is ompetitive with respet to other algorithms: only the
ts-dag algorithm, whih uses a more powerful (and more omputationally intensive) searh
heuristi in the DAG spae, and, to a lesser extent, the more informed k2 algorithm, perform
better than rpdag in some ases. Observe that both ts-dag and k2 perform better than
rpdag in terms of KL on four ases from ve.
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BDeu BIC KL Edg H A D I
Alarm-3000
RPDAG -33101 -33930 9.23055 46 2 1 1 0
DAG -33109 -33939 9.23026 47 7 3 2 2
TS-DAG -33115 -33963 9.23047 51 11 7 2 2
PC -36346 -36691 8.06475 37 10 0 9 1
BNPC -33422 -35197 9.11910 43 7 2 5 0
K2 -33127 -34351 9.23184 46 2 1 1 0
Alarm-5000
RPDAG -54761 -55537 9.25703 46 2 1 1 0
DAG -54956 -55831 9.25632 54 16 9 1 6
TS-DAG -54762 -55540 9.25736 47 3 2 1 0
PC -61496 -61822 7.85435 38 16 2 10 4
BNPC -55111 -55804 9.16787 42 4 0 4 0
K2 -54807 -55985 9.25940 47 3 2 1 0
Alarm-10000
RPDAG -108432 -109165 9.27392 45 1 0 1 0
DAG -108868 -110537 9.27809 52 13 7 1 5
TS-DAG -108442 -109188 9.27439 50 6 5 1 0
PC -117661 -117914 8.31704 38 11 1 9 1
BNPC -109164 -109827 9.18884 42 4 0 4 0
K2 -108513 -109647 9.27549 46 2 1 1 0
Insurane
RPDAG -133071 -134495 8.38502 45 18 4 10 4
DAG -133205 -135037 8.39790 49 25 7 10 8
TS-DAG -132788 -134414 8.41467 47 18 5 10 3
PC -139101 -141214 7.75574 33 23 0 20 3
BNPC -134726 -135832 8.21606 37 26 3 18 5
K2 -132615 -134095 8.42471 44 10 1 9 0
Hailnder
RPDAG -497872 -531138 20.53164 67 24 12 10 2
DAG -498395 -531608 20.48503 75 45 21 13 11
TS-DAG -498073 -516100 20.59372 70 35 17 13 5
PC -591507 -588638 12.65981 49 50 16 33 1
BNPC -503440 -505160 20.61581 64 28 12 15 1
K2 -498149 -531373 20.51822 67 23 12 11 0
Table 11: Performane measures for dierent learning algorithms
The fourth series of experiments attempts to evaluate the behavior of the same algo-
rithms on a dataset whih is dierent from the training set used to learn the network. In
order to do so, we have omputed the BDeu, BIC, and KL values of the network stru-
ture learned using a database, with respet to a dierent database: for the Alarm domain,
the training set is the Alarm-3000 database used previously, and the test set is formed by
the 3000 next ases in the Alarm database; for both Insurane and Hailnder, we seleted
one of the ve databases that we have been using as the training set and another of these
databases as the test set. The results are shown in Table 12. We an observe that they
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are analogous to the results obtained in Table 11, where the same databases were used for
training and testing. However, in this ase rpdag also performs better than ts-dag and
k2 in terms of KL. Therefore, the good behavior of our algorithm annot be attributed to
overtting.
BDeu BIC KL
Alarm-3000
RPDAG -32920 -33750 9.35839
DAG -32938 -33769 9.35488
TS-DAG -32947 -33793 9.35465
PC -36286 -36632 8.15227
BNPC -33309 -35051 9.23576
K2 -32951 -34165 9.36168
Insurane
RPDAG -132975 -134471 8.44891
DAG -133004 -134952 8.44745
TS-DAG -132810 -134281 8.44538
PC -140186 -143011 7.70182
BNPC -135029 -136125 8.23063
K2 -132826 -134309 8.44671
Hailnder
RPDAG -497869 -531165 20.58267
DAG -498585 -531913 20.49730
TS-DAG -497983 -505592 20.55420
PC -587302 -584939 12.68256
BNPC -506680 -508462 20.71069
K2 -498118 -531356 20.57876
Table 12: Performane measures for the learning algorithms using a dierent test set
Finally, we have arried out another series of experiments, whih aim to ompare our
rpdag algorithm with the algorithm proposed by Chikering (2002), that searhes in the
CPDAG spae. In this ase, we have seleted the House-Votes and Mushroom domains
(whih were two of the datasets used by Chikering). In order to approximate our ex-
perimental onditions to those desribed in Chikering's work, we used the BDeu soring
funtion with a prior equivalent sample size of ten, and a struture prior of 0:001
f
, where
f is the number of free parameters in the DAG; moreover, we used ve random subsets
of the original databases, eah ontaining approximately 70% of the total data (304 ases
for House-Votes and 5686 for Mushroom). Table 13 displays the average values aross the
ve datasets of the relative improvement of the per-ase sore obtained by rpdag to the
per-ase sore of dag, as well as the ratio of the time spent by dag to the time spent by
rpdag. We also show in Table 13 the orresponding values obtained by Chikering (using
only one dataset) for the omparison between his pdag algorithm and dag.
We may observe that the behavior of rpdag and pdag is somewhat dierent: although
both algorithms are more eÆient than dag, it seems to us that pdag runs faster than
rpdag. With respet to eetiveness, both rpdag and pdag obtain exatly the same
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RPDAG versus DAG CPDAG versus DAG
Relative Time Relative Time
Dataset Improv. Ratio Improv. Ratio
House-Votes 0.0000 1.041 0.0000 1.27
Mushroom 0.0158 1.005 -0.0382 2.81
Table 13: Comparison with Chikering's work on ompleted PDAGs
solution as dag in the House-Votes domain (no relative improvement); however, in the
other domain, rpdag outperforms dag (on the ve datasets onsidered) whereas pdag
performs worse than dag. In any ase, the dierenes are small (they ould be a result of
dierenes in the experimental setup) and a muh more systemati experimentation with
these algorithms would be neessary in order to establish general onlusions about their
omparative behavior.
7. Conluding Remarks
We have developed a new loal searh algorithm, within the sore+searh approah for
learning Bayesian network strutures from databases. The main feature of our algorithm
is that it does not searh in the spae of DAGs, but uses a new form of representation,
restrited PDAGs, that allows us to searh eÆiently in a spae similar to the spae of
equivalene lasses of DAGs. For the ommon situation in whih a deomposable soring
funtion is used, the set of operators that dene the neighborhood struture of our searh
spae an be sored loally (as it happens in the spae of DAGs), i.e. we an evaluate
any neighboring restrited PDAG by omputing at most two loal sores. In this way,
we maintain the omputational eÆieny that the spae of DAGs oers and, at the same
time, we explore a more redued searh spae, with a smoother landsape, whih avoids
some early deisions on edge diretions. These harateristis may help to diret the searh
proess towards better network strutures.
The experimental results show that our searh method based on restrited PDAGs an
eÆiently and aurately reover omplex Bayesian network strutures from data, and an
ompete with several state of the art Bayesian network learning algorithms, although it does
not signiantly improve them. Our experiments in Setion 6, as well as those onduted
by Chikering (2002), seem to point out that searh algorithms based on PDAGs an obtain
slightly better results, with respet to both eetiveness and eÆieny, than searh methods
based on DAGs, espeially for highly strutured models (i.e., models that an be (almost)
perfetly represented by a DAG). We believe that PDAGs an also be useful in domains
whih are omplex (ontain many variables and ompliated dependene patterns) and
sparse (represent many independene relationships).
For future researh, we are planning to integrate the tehniques developed in this paper
within more powerful searh methods, suh as the ones onsidered by Blano et al. (2003),
de Campos et al. (2002) or de Campos and Puerta (2001a). Additionally, in the light of the
results obtained by our method in ombination with Tabu Searh, it may be interesting to
inorporate another operator, whih ould either be a lassial ar reversal or some kind of
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spei operator to destroy h-h patterns. We also intend to work on the adaptation and
appliation of our algorithm to real problems in the eld of lassiation.
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