Objective: To develop a personalizable algorithm to discriminate between sedation levels in ICU patients based on heart rate variability. Design: Multicenter, pilot study. Setting: Several ICUs at Massachusetts General Hospital, Boston, MA. Patients: We gathered 21,912 hours of routine electrocardiogram recordings from a heterogenous group of 70 adult ICU patients. All patients included in the study were mechanically ventilated and were receiving sedatives.
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Electroencephalogram (EEG)-based methods have been developed to assess the level of consciousness during general anesthesia (4) (5) (6) (7) (8) (9) (10) . Applications of these EEG-based methods have received little attention in the ICU, in part because EEG is not routinely available for general ICU patients. The electrocardiogram (ECG), however, is universally available in the ICU setting. ECG-based heart rate variability (HRV) has been shown to relate systematically to level of consciousness in some group of patients (11) . Whether sedation can be reliably inferred from HRV in individual ICU patients remains unclear.
In preliminary work, we found that HRV measures show potential value as features in an automated monitoring system to predict the level of consciousness of ICU patients (12) . Here, we extend our previous work by developing a sedation-level assessment system based on HRV measures that is "patientspecific." Starting from 31 different time, frequency, nonlinear, and complexity measures of HRV, we used an optimization procedure to determine an optimized set of features and used them to train a machine learning algorithm to predict patients' level of consciousness. We rigorously tested and validated the patient-specific system on a large set of ICU ECG recordings. The proposed system provides a foundation for developing HRV-based sedation assessment monitors.
METHODS AND MATERIALS

Dataset
For this study, we used 21,912 hours of ECG data from 70 patients (43 males; 27 females), recorded using GE bedside patient monitors and archived using BedMaster software (Excel Medical Electronics, Jupiter, FL) at a sampling frequency of 240 Hz. Recordings took place in several ICUs at Massachusetts General Hospital, Boston, United States, under an institutional review board-approved protocol. Table 1 provides patient demographic characteristics.
Sedation Assessment
To categorize sedation levels, we used the Richmond Agitation Sedation Scale (RASS), which has been shown to exhibit good interrater reliability in medical and surgical ICU patients (13) . RASS scores range from -5 (deeply sedated/unresponsive) to +4 (agitated/violent) with 0 representing a calm awake state. ICU nurses performed RASS assessments as part of routine care at approximately 2-hour intervals. A member of the study staff later collected RASS scores from the medical record. Trained clinical research staff also performed RASS assessments once daily as part of the research protocol. In total, our data included 4,258 RASS assessments from 70 patients. In addition, we recorded time and dosages for sedative and analgesic medications (both IV infusion and bolus).
We grouped RASS scores into four categories (Supplemental Table 1 , Supplemental Digital Content 1, http://links.lww.com/ CCM/C491). For convenience, from here on we refer to RASS groupings as A = "agitated," RASS > 0; B = "lightly sedated," RASS 0, -1, -2; C = "deeply sedated," RASS -3, -4; and D = "comatose," RASS -5. We chose to group RASS scores to balance two considerations. First, grouping increases the number of samples in each category for classifier training. Second, assignment of RASS scores is imperfect, giving rise to some degree of "label noise." That is, scores assigned to patients in clinically similar states may vary slightly: A patient who is lightly sedated with minimal stimulation may be assigned to either RASS -1 or -2, but will not be scored as RASS -5. We designed our RASS grouping such that categories were distinct enough to enable reliable classifier performance while still defining distinct clinical states. Figure 1A provides an overview of the processing steps for the proposed automatic HRV-based sedation-level inference system (AHSISt). In the following sections, we provide details for each step.
Overview of the Automatic Sedation-Level Classification System
Artifact Reduction and Feature Extraction
Obtaining informative HRV measures depends critically on first preprocessing the interbeat (RR) interval (RRI) signal to reduce artifacts. To obtain candidate R-wave peaks, we applied the Pan and Tompkins (14) algorithm to the ECG signal, yielding an initial series of RRI. As an initial step, we removed abnormal ectopic beats using a threshold-based method (15) . However, numerous spurious RR peaks remain; thus, we further cleaned the RRI signal using a threshold rejection method based on the interquartile range, adapted from Kauffman et al (16) . In this method, after obtaining differences between successive RRI (RRI diff = RRI n+1 -RRI n , where n is the sample number), we calculated the absolute value of RRI diff and discarded the largest 2% of the values. Gaps created by the 2% discarded data are filled in using linear interpolation. After preprocessing, we regard the cleaned and interpolated RRI as the cleaned heart rate time series. Because of limited prior knowledge regarding optimal features for predicting sedation levels, we extracted a large set of features from the cleaned RRI signal that have been used in previous studies in adults (17) (18) (19) (20) . Table 2 describes the 31 features that we extracted. We normalized all features using the Box-Cox transformation (21) to have uniform mean and sd before feeding them to the support vector machine (SVM) training and classification algorithms.
Nested Cross Validation (CV) for Model Training and Testing
We used a nested CV strategy, consisting of distinct inner and outer CV loops to train the model (inner CV loop), and to obtain approximately unbiased estimates of model prediction ) and prediction window using 15 min of ECG (15 min was found as optimal window length in the classification) for patient-specific system (B); identifying optimal RRI epoch length for sedation-level assessment (C); a sample RRI (D); its corresponding spectrogram (E); and sample probability output from the patient-specific classification where day 1 recording is used for calibrating the system and predicted on the remaining days (F). HRV = heart rate variability, RASS = Richmond Agitation Sedation Scale, RR = interbeat, RRI = interbeat interval, SVM = support vector machine.
performance (outer CV loop). Technical details regarding model training and evaluation are discussed briefly here; for further details, see the supplemental material (Supplemental Digital Content 4, http://links.lww.com/CCM/C494).
In the outer CV loop, data are separated into separate training and testing sets. Model training and optimization are performed entirely on the training data while leaving the testing set untouched. The resulting model is then evaluated on the left-out testing data. For the outer CV loop, we used a leave-one-subject-out CV strategy (LOSOCV). That is, we performed 70 rounds of CV, where in each round, data from 69 of the 70 subjects are used for training, and the remaining data from one subject are used for testing. In a second round of experiments, to personalize the algorithm for an individual patient, we allowed a portion of the left-out patient's "past" data to be included in the training set (see below).
The inner CV loop is used for model parameter optimization. This is performed on the training data from the 69 patients included in each outer CV loop. In each inner CV loop, we determined an optimal window duration (dur_) for extracting HRV features from the ECG, an optimal set of features to include in the final model (feature selection), and optimal values of parameters (σ, C) required by the SVM algorithm.
Training of the Patient-Independent AHSISt System. Initially, each training set consisted of all data except that from a single test subject. This resulted in a split of 69:1 between training and testing sets. For the patient-independent version of AHSISt, we strictly excluded all data from the testing set from the procedures used for classifier training and parameter tuning.
Training of the Patient-Specific AHSISt System. For creating a patient-specific version of AHSISt, we added the first 24 hours of data (day 1) from the testing set (i.e., 12 epochs, one RASS assessment every 2 hr) to the training dataset; we used the remaining data for testing (days 2 to day M, where M is the total number of days in the ICU). In this way, we allowed past observations regarding the relationship between an individual's HRV features and their RASS level to inform future HRV-based predictions of RASS scores for the same individual. This technique of using prior data from an ECG recording to train a patient-specific prediction algorithm is commonly used in arrhythmia classification systems (22, 23) , which is illustrated in Figure 2 . This procedure allows the classifier to become calibrated, or individualized, to provide patient-specific prediction of ICU sedation levels (Fig. 1B) .
Handling of Class Imbalance in the Training Data. The training dataset had an unequal number of epochs from different RASS groups (Supplemental Fig. 3 , Supplemental Digital Content 5, http://links.lww.com/CCM/C495; legend, Supplemental Digital Content 4, http://links.lww.com/CCM/C494). This is potentially problematic, as SVM classifier training is sensitive to class imbalance (24) . To overcome this challenge, we used a sample-size equalization strategy in which we selected random epochs from each group in the training set corresponding to the size of the class with the smallest number of available samples, creating a series of balanced training sets. For the patient-specific AHSISt, we ensured that all data from the patient's first recording day were included in the balanced training set.
RESULTS
An example of the proposed system output shown as continuous probabilistic values for a single patient using the patientindependent and patient-specific versions of AHSISt is shown in Supplemental Figure 4 (Supplemental Digital Content 6, http://links.lww.com/CCM/C496; legend, Supplemental Digital Content 4, http://links.lww.com/CCM/C494). We see that by calibrating AHSISt with the initial 24 hours of data, the ability to correctly classify sedation levels (Supplemental Fig. 4C , Supplemental Digital Content 6, http://links.lww.com/CCM/ C496; legend, Supplemental Digital Content 4, http://links. lww.com/CCM/C494) is significantly improved compared to the patient-independent system (Supplemental Fig. 4A , Supplemental Digital Content 6, http://links.lww.com/CCM/ C496; legend, Supplemental Digital Content 4, http://links. lww.com/CCM/C494).
The training procedure used in 10-fold CV explored 70 different values of window size dur_. A value of 15 minutes provided the maximum cross-validated accuracy during the training process. The proposed system in this work is patient-specific, in that • Root mean square of SDNN, mean heart rate, sd of heart rate, heart rate variability triangular index, coefficient of variation
• Maximum change in NN, mean of the absolute value of first derivative of NN, nonlinear energy, line length it creates a new classifier for each individual patient. sequential forward selection identified different optimal subsets of features for each patient in the LOSOCV procedure. However, mean heart rate, root mean square of sd of normal RR, high frequency spectral power, poincaré plot measures (SD1, SD2), and Kolmogorov complexity features were consistently selected by the automated feature selection process across all patients. The overall estimated cross-validated accuracy of the patient-independent and patient-specific AHSISt were 59% and 67%, respectively, substantially better than chance level accuracy (38%). Figure 3 shows the distribution of classification decisions made by AHSISt as a function of the true underlying RASS group. AHSISt identifies RASS group C (deep sedation) most accurately (74%). Accuracy for RASS group D (comatose) was lowest. The majority of misclassifications that occur are due to assignments to neighboring sedation levels. Figure 3B shows the accuracy obtained using patient-specific AHSISt for individual patients. Except for two patients, the accuracy was better than chance for all other patients. For the two outliers, most misclassifications occurred between neighboring sedation levels, for example, between groups C (deeply sedated) and D (comatose); or between groups A (awake and agitated) and B (lightly sedated).
To gain insight into the intrinsic limits associated with inferring sedation levels from HRV in individual patients, we trained a binary classifier to discriminate between two RASS groups that are well separated clinically: light sedation (RASS 0, -1) versus deep sedation (RASS -4, -5). The overall accuracy obtained was 75% and the area under the receiver-operator characteristic (ROC) curve was 0.73. At the operating point on the ROC curve that maximizes accuracy, the proposed system correctly classified 66% of deep-sedation (sensitivity, 66%) and 86% of lightsedation epochs (specificity, 86%). This analysis provides a measure of the distinguishability of "deep-sedation" and "light-sedation" states from the standpoint of HRV.
From the predicted SVM probability output, we observe that the binary classifier is able to provide, as byproduct, a continuous score, which tends to be higher for deeper sedation levels and lower for lighter levels. As a preliminary test of whether this score might serve as a proxy for sedation level, we used the binary classifier, which is trained only Figure 2 . Illustration of the proposed patient-specific automatic heart rate variability-based sedation-level inference system with leave-one-subject out performance assessment and 10-fold optimal parameter selection routines. Note that day 1 recordings are used during training process in case of patient-specific system. Data from the test patient were not used in case of patient-independent system. SFS = sequential forward selection, SVM = support vector machine.
on epochs of light and deep sedation, to assign a score to all epochs corresponding to four-class RASS scores. We then calculated the Spearman rank correlation (ρ) between our binary classifier score and the RASS scores and obtained an overall ρ equals to 0.5. These results are promising and suggest that with further improvement measures of HRV may ultimately be able to provide a useful continuous measure of sedation depth.
DISCUSSION
In a previous investigation, we found that HRV features showed promise for distinguishing between different levels of sedation in mechanically ventilated ICU patients (12) . Our present results extend these findings by demonstrating that HRV-based classification of sedation levels can be accomplished with an accuracy substantially above chance at the level of individual patients. To the best of our knowledge, this is the first attempt to automatically classify sedation levels using HRV features in a large heterogeneous set of mechanically ventilated ICU patients.
The proposed system using HRV has advantages over conventional, purely, behaviorally, assessment-based methods for assessing depth of sedation. First, HRV-based sedation monitoring is objective, free from interobserver variability. Second, it is based on ECG measurements that are readily available and a standard of care within the ICU. Third, it can be performed continuously. Finally, interpreting the output of the proposed system in a probabilistic way makes it flexible and suitable for following HRV trends.
However, the current system is not yet ready for clinical deployment; several limitations need to be addressed in future work. First, we did not take into account infusion rates and types of sedative drugs administered, which can influence HRV (25, 26) independent of changes in sedative state. We were unable to incorporate pharmacokinetic and pharmacodynamics (PKPD) information in the present study, because our data are observational, based on patients managed according to usual care, with all of the variation in care that this implies; our data did not provide sufficient power to estimate PKPD models for each drug or for drug-drug interactions and drug-disease interactions and their relationship to HRV and RASS levels. Estimating prediction models that incorporate such information would best be performed under controlled conditions to limit patient heterogeneity (e.g., using a distinct sedation strategy in a homogenous patient population), or would need to include a far larger number of subjects. Overall, the heterogeneity of our patient cohort is a strength and a weakness: A strength because it suggests that our results apply broadly and robustly across a wide range of patients; a weakness due to A B Figure 3 . A, The distribution of the epochs classified by the proposed automatic sedation system for different sedation levels; B, accuracy of the proposed patient-specific automatic heart rate variability-based sedationlevel inference system for individual patients. RASS = Richmond Agitation Sedation Scale.
Critical Care Medicine www.ccmjournal.org e689 the inability to further account for PKPD and disease effects that translates into imperfect prediction performance. Future refinements of our approach, enabled by larger datasets and/or controlled trials, will allow including PKPD information and personalized information about the patient's illness and are expected to further improve performance.
Second, we did not consider associations between deeper levels of sedation and increasing levels of organ failure. Several studies have shown the influence of multiple organ dysfunction on the autonomic nervous system (27) (28) (29) (30) (31) (32) . Therefore, additional modeling to account for the severity of organ dysfunction or medical illness might improve classifier performance. In addition, other physiologic signals such as blood pressure, respiration rate, temperature, and peripheral capillary oxygen saturation may carry complementary information, and inclusion of features derived from these signals could improve classifier performance (33) .
Third, we grouped the RASS scores, which can take on 10 different values, into four groups. A preferable future approach might be to treat level of sedation as a continuous rather than categorical variable.
Fourth, because RASS scores rely on clinical behavioral observations, they are subject to some degree of human error. We tried to address this by grouping scores into four clinically distinct levels, but some "annotation noise" probably remained and may have limited performance. In addition, our data do not allow us to assess the accuracy of a continuous measure of sedation, because RASS scores are discrete-valued, and because the number of examples of each RASS score is imbalanced (necessitating our choice to group scores into four levels). In other words, rigorously validating a continuous measure of sedation will require obtaining continuous measures of the response variables, for example, measures of threshold stimulus intensities required to elicit a response from the patient.
Fifth, our method of evaluating classifier performance may be overly harsh: in our method, we penalize equally classifying RASS 0 as RASS -1 or as RASS -5. Future work should explore a "soft" classification strategy, assigning probabilities to possible sedation levels rather than making hard classification decisions. This would allow performance scoring using a metric that penalizes misclassifications to nearby states less than far away states. In addition, RASS scoring is intrinsically limited, and this may set a ceiling on the performance we are able to obtain with our methodology. We are exploring two approaches to overcome this limitation in future work: 1) obtaining higher quality assessments using a small, specially trained set of raters with extensive measures to ensure high interrater agreement and measurement validity; 2) using our method in a prospective fashion to predict behavioral responses to a battery of stimuli (e.g., increasing grades of verbal, tactile, and noxious stimuli), in effect bypassing the RASS scoring system.
Finally, a sixth limitation is that AHSISt uses observations of RASS and HRV from the first 24 hours of monitoring as input to the training procedure. In this sense, AHSISt might be considered "semi-automatic," because it requires some human input for optimal performance. In practice, on the first day, AHSISt could be started in the patient-independent mode (which had an accuracy of 57%). For subsequent days, it would be possible to further improve performance by repeatedly retraining with new incoming RASS + HRV data as the patient continues to be monitored. Since the nurse records this information every 2 hours in current practice, this would not pose an additional burden, and would provide the added value of continuous monitoring between clinical assessments.
As described above, there may be room for making the proposed system more or even fully automatic by developing a multimodal AHSISt algorithm which includes additional information from other sources, including EEG.
CONCLUSION
This work presents a novel framework to infer levels of sedation in critically ill, mechanically ventilated ICU patients using HRV features as input to a machine learning algorithm. Using a set of signal descriptors extracted from the ECG, the proposed system obtains promising prediction results across a heterogeneous cohort of 70 ICU patients. The proposed sedation-level classification system represents a positive step toward developing a practical physiologically based sedation monitoring system for ICU patients.
