This paper presents a novel multi-view convolutional neural network (CNN) model for 3D facial expression recognition (FER). In contrast to existing deep learning-based 3D FER approaches that mainly learn the expressions from frontal facial attribute images, the proposed model incorporates multi-view and facial prior information of the observed 3D face into the learning process. This information is jointly trained in an end-to-end manner to predict the emotion of the input 3D face model. The experiments on public 3D facial expression datasets show that training the CNN with additional information from different views and facial prior knowledge would result in learning more discriminative features as against from a single view. Our model outperforms the state-of-the-art 3D FER methods in term of recognition accuracy indicating its effectiveness. Moreover, the improvement of the proposed model is displayed more clearly in the discrimination of lowintensity facial expressions.
I. INTRODUCTION
The facial expression, as one of the nonverbal communications, is the movements and location of facial muscles under the skin. According to several studies [1, 2] , these motions carry the emotional state of an observed person. The analysis and measurement of facial expression are essential in understanding the thinking of other people and help us delivering corresponding responses. The capability of automatic facial expression recognition (FER) leads to many exciting applications in human-computer interaction, facial animation, and medicine [3] [4] [5] . It has been an active research topic in the fields of affective computing and computer vision over the past decades.
The common data modality for most of the research in FER is 2D face images or videos [6] . Although significant improvements have been made, FER methods on 2D images are still facing challenging problems of illumination and pose variations [7] . Due to difficulties in 2D FER, the research community starts to pay attention to 3D FER. There has been an emergence of several 3D facial expression datasets [8] [9] [10] and algorithms for reconstructing the 3D face model from 2D images [11, 12] . The benefit mainly comes from the inherent characteristics of 3D face scans that make it more robust to lighting and pose variations. Besides, additional 3D geometry information may include important features for FER. Research on static 3D FER mainly focuses on how to exploit the 3D information of the 3D face scans. They can be practically divided into three main approaches as follows.
The first group extracts 3D features at landmark or patch locations. For example, Berretti et al. [13] propose to use an original solution for computing SIFT descriptors on a set of * Corresponding author facial landmarks of depth images and classify the selected features with SVM. Li et al. [14] compute the distance, slope, and angle between facial feature points and classify the facial expressions by probabilistic Neutral Network. Regarding patch-based features, Maalej et al. [15] propose a local geometric shape analysis of facial surfaces coupled with multi-boosting and SVM for expression classification. In another work [16] , the face is clustered into several regions based on their importance into the facial expression process. Then those regions are matched to reference models using Iterative Closest Points. The main drawback of these approaches is that their performance depends heavily on the accuracy of 3D facial landmark detection and region clustering, which are challenging tasks.
The second one employs the morphable models to get the one-to-one point correspondence among face scans. Methods in this group try to align an input 3D facial mesh with an intermediate 3D model. Then, extracted features could be the differences between the aligned 3D model and the intermediate 3D model [17] , or the features could be the 3D information derived from the aligned 3D mesh [18] , such as vertex normal, vertex coordinates, and local curvature. However, these methods require an accurate establishment of the dense correspondence among face models, which is also a complicated process.
The third one utilizes the 2D representation of the 3D face scans. The advantage of these methods is that they can reuse traditional solutions in 2D FER for 3D FER. For example, Zernike moments along with the 3D point clouds and the depth images are combined to overcome problems arising in facial expression recognition such as translation, rotation, and scaling [19] . In recent works, deep features have been applied for learning 2D images of 3D face scans and deliver promising results. Several types of 2D facial attribute maps are generated for the training. Li et al. [20] describe a 3D face scan by six types of 2D facial attribute maps. Then, these maps are jointly fed into a deep convolutional neural network (CNN) for feature learning and fusion learning. In another approach, Oyedotun et al. [21] train the CNN with RGB texture and depth images. Overall, the methods in this group can yield better results than the above two groups. However, by considering only the frontal view of the 3D face in the generation of 2D facial attribute maps, they do not fully exploit the information of the 3D model. Moreover, the facial prior knowledge which might be useful is not utilized for facial expression learning. For fulfilling the gaps of previous studies, we introduce a new 3D-FER method in this paper. The main contributions of this paper are as follow.
• We propose a multi-view CNN architecture for 3D FER that jointly learns the 2D RGB texture and depth images synthesized from different views of a 3D face scan. The proposed multi-view CNN is different from existing CNN models [20, 21] that only consider the frontal view of the face. By extracting and fusing the features of facial expression in multiple views, our model can utilize more useful information and achieve a better recognition result. The target of our method is also different from other multi-view facial expression recognition works [22, 23] that more relate to the recognition of the facial expression at any viewpoint.
• The beneficial facial prior knowledge is incorporated for guiding the learning of the multi-view CNN model. By teaching the network to predict emotion-related facial areas, it can learn to extract facial-related features and reduce the nuisance factors in the input data. In contrast to Devries et al. method [24] , our CNN model is trained to predict the facial maps instead of landmark locations. Furthermore, a fully convolutional network (FCN) [25] architecture is employed for the prediction. To the best of our knowledge, the fusion of multi-view deep features and facial prior knowledge have never been done before in the 3D FER.
The rest of this paper is organized as follows. The second section presents our proposed architectures and method. In the third section, our experiment setups and results are shown. Finally, the last section provides conclusions and discussions on future works.
II. PROPOSED METHOD

A. Multi-view attribute maps of a textured 3D face
There are two main approaches for modeling 3D data in the problem of 3D object recognition. The first one represents geometric 3D shapes as a probability distribution of binary variables on a 3D voxel grid [26] . The second one captures the information of 3D shapes as 2D images from different views [27] . Considering that minor and weak facial expressions may be lost in the voxel-based representation, the second approach is a better option for analyzing the emotion of the 3D face model. In this paper, one frontal view and two side views are employed to project the facial expression of a 3D face model. Besides the frontal view of the face, the expression maps from two side views of the 3D face model are acquired by performing the yaw rotation with the rotated angle of 30 and -30. Most of the 3D facial expression datasets such as BU-3DFE [8] and Bosphorus [28] offer both the 3D mesh and corresponding RGB value of each 3D vertex. In this paper, the selected expression maps are depth map images and RGB texture images synthesized from the 3D mesh and the related texture information. The value of the depth maps is normalized to the range of 0 to 255. All of the expression maps are fixed to the size of 244 x 244 for inputting to the proposed CNN model.
Although other feature maps such as surface normal and surface curvature [20] can also be used for learning the expression, we only employ the depth maps and RGB images due to two reasons. The first is about the training time and the required memory for storing the network parameters. Using additional feature maps will usually require a larger CNN structure in order to fit the training data. The second is based on our observation, which is also reported in the work of Oyedotun et al. [21] that presents high recognition results by training a CNN model on the only depth and RGB texture images. Figure 1 presents a sample of multi-view expression maps extracted from a subject in the BU-3DFE dataset. This sample shows a happy emotion with low-level of expression intensity, which is quite similar to the neutral or surprise expression by looking only at the frontal view. As we can see, the projection from the side view can give us a different perspective of the expression (for example, in the cheek area near the mouth corner). It can provide more information for the learning model and improve its discrimination ability. The proposed learning model is constructed on the hypothesis that more useful information for the emotion analysis can be obtained by observing an affective face in different viewpoints. In order to extract and take advantage of the facial information from multiple views, we design a threestream CNN architecture for learning jointly from the depth maps and RGB texture images of three facial views. As presented in Figure 2 , the network structure is formed by a set of feature extraction subnets and a feature fusion subnet. For the network training, since there are quite limited numbers of scanned 3D face meshes, convolutional layers from feature extraction subnets are initialized using pre-trained VGG-Face deep model [29] . In these subnets, there are in total six convolutional blocks for six facial attribute maps captured from three views. Each convolutional block is connected to a fully connected layer (fc_6) to outputs a feature vector of the corresponding attribute map.
B. Proposed network architecture 1) Multi-view CNN for 3D facial expression recognition
The role of the feature fusion subnet is to construct a highlevel feature vector for the final classification based on extracted features from each view. Instead of fusing all features into one vector from the beginning, we propose to use two levels of feature fusion. The first fusion level concatenates the feature vectors of attribute maps in the same view. Visual cues of each view are then compacted into one vector by the fc_7 layer. In the second level, the same mechanism is performed for multi-view fusion by using fc_8 layer. We observe that this hierarchical fusion strategy results in better performance compared with the straightforward concatenation of all feature vectors. It helps that the expression information of all views can be preserved and can contribute to the final classification.
Finally, the output layer's softmax generates a vector of probabilities of dimension 1 × 6 for six types of prototypical expression. The cost function for expression prediction is cross-entropy loss:
where fi means the i-th element of the vector of class scores f and i is the index of the ground truth emotion class.
2) Learning with attention using facial prior knowledge
Not all information on the face is useful for emotion recognition. The facial attribute maps may contain some areas unrelated to the facial expression such as face regions near the background in the side view. According to Wegrzyn et al. [30] , people were mostly relying on the eye and mouth regions when successfully recognizing an emotion. To limit the nuisance factors and guide the network to extract emotionrelated features, inspired by Devries et al. [24] , we incorporate the facial prior information to the training process in the manner of multi-task learning. In particular, feature extraction subnets in each view are connected to a fully convolutional network (FCN) [25] to predict a facial map representing the area of attention in input images. The used architecture is shown in Figure 3 . It includes three convolutional layers for processing the feature maps of feature extraction subnets and a deconvolutional layer for generating the final binary map. The filter size of 3 × 3 is used for all three convolutional layers.
The ground truth for training is a binary mask image that has the same size of the input images and is created from provided 3D landmark locations. Figure 4 demonstrates some samples of the label maps from different views, which are the projection of 3D landmark points to the 2D image. We additionally perform the dilation morphology operator on the 2D binary map to highlight the projected points. The landmark points belonging to the face boundary or being occluded by facial parts are also omitted. The objective function is the class-balanced cross-entropy loss, as follows:
where k represents the k-th viewpoints, Y+ and Y− are the foreground and background label map, respectively, and β is a balance parameter to control the loss of the foreground/background classes, β = | Y−|/|Y| and 1 − β = | Y+|/|Y|. σ(ai) is the sigmoid function on the activation value aj at pixel j.
The final loss function in our proposed multi-task system, which is minimized by the standard stochastic-gradient descent, is defined as follow:
where N is the number of viewpoints used in the training (N = 3 in our system). During the training, we set the learning rate to 1e-6, and train the network for a maximum of 1000 epochs. For the optimization algorithm, Adam optimizer [31] is employed to update the parameters of the network.
III. EXPERIMENTS
A. Dataset and experimental protocol
Dataset. For validating the proposed learning system, we conduct the experiments on two public 3D FER datasets, BU-3DFE [8] and Bosphorus [28] . We apply the similar preprocessing method proposed in [20] for both two datasets. The BU-3DFE dataset contains 100 subjects (56 females and 44 males) with six types of expression (anger, disgust, fear, happiness, sadness, and surprise). Each expression has four levels of intensity, and based on that the dataset is usually divided into two subsets. The first subset (Subset I), which is the standard dataset used for 3D FER, includes expressions with two higher levels of expression intensity. The second fc_7 Fusion layer …… subset (Subset II), which is seldom applied for the 3D FER, contains all four levels of intensity except the 100 neutral samples. From the first subset, we extract 1200 sets of 2D facial attribute maps (100 subjects with six prototypical expressions and two higher levels of expression intensity). Each set includes three RGB texture images and three depth images captured from three different viewpoints. We also try augmenting the data by horizontally flipping the 2D images. In the end, we created 2400 sets of 2D facial attribute maps. By doing the same process with Subset II, we gather 4800 sets of 2D facial attribute maps. With the Bosphorus dataset, only 65 subjects perform the six prototypical expressions, and each person only has one sample for each expression. However, to better partition, only 60 subjects are selected for the experiments. From this dataset, 720 sets of 2D training and testing images are generated.
Experimental protocol.
Regarding the performance evaluation on Subset I, we follow the standard protocol as in the previous works [20, 21] , that assigns 40 subjects to the validation and 60 subjects to the training and testing (54versus-6-subject-partition experiments). As for Subset II and Bosphorus dataset, we apply 10-fold cross-validation training scheme as in [20] for the training and testing. The proposed CNN network is trained on a PC platform with a 3.2 GHz 2core i7 CPU, 32 GB memory, and single NVIDIA Titan V. The system takes approximately 18 milliseconds to predict the expression for one sample.
B. Comparisions with state-of-the-arts
Results on BU-3DFE Subset I. We make the comparisons with the state-of-the-art handcrafted and deep learning based methods. We also present the result of our multi-view CNN (Multi-view CNN) with and without using the facial prior knowledge. Table I presents the average expression recognition accuracies of our model and related approaches. From Table I , we can see that, despite lacking 3D face scans with expression labels, deep learning based methods with fine-tuning strategies still outperform the traditional handcrafted-based ones. Another interesting observation is in the result of Oyedotun et al. [21] . By training only depth and RGB texture images, their network structure still shows a competitive performance compared to the method of Li et al. [20] , which incorporates six types of attribute maps. Regarding our proposed method, we achieve a promising result with the multi-view CNN architecture. It shows that side views of 3D face model may provide more useful information for the FER. Table I also shows that the incorporation of face prior knowledge helps the network to learn the expression better by focusing on important regions.
Results on BU-3DFE Subset II and Bosphorus.
The average accuracies of related methods are presented in Table  II . They are reproduced in Li et al. [20] since these two datasets have been rarely used for the 3D FER in the literature. Similar to the conclusions obtained on the BU-3DFE subset I, the analysis of multi-view facial attribute maps can further improve the performance of the 3D FER. On the BU-3DFE Subset II, the amount of improvement in the accuracy is higher than on the BU-3DFE Subset I. An explanation for this situation is that side views for low-intensity expressions could provide more helpful information than for high-intensity expressions. In the case of the Bosphorus dataset, the amount of performance enhancement is smaller since this dataset has more difficult emotion to recognize and does not contain many samples for the training. 
C. Network structure analysis
Multi-view CNN vs Single-view CNN. In order to demonstrate the effectiveness of using multi-view attribute maps in the 3D FER, this section compares the proposed Multi-view CNN with a CNN architecture trained on single view attribute maps (Single-view CNN). These input attribute maps are captured from the frontal view of the 3D model. Similar to the Multi-view CNN, the Single-view CNN contains two feature extraction subnets, one for the texture map and one for the depth map. Extracted feature vectors from these two subnets are then concatenated and fed to two fully connected layers, as shown in Figure 5 . Finally, the softmax layer is employed to predict emotion classes. Insights into the recognition accuracy of our proposed Multi-view CNN versus Single-view CNN on two public 3D FER datasets are given in Table III . We can see that there is an improvement in the performance, especially on the BU-3DFE Subset II. The results of two BU-3DFE subsets demonstrate that the application of multi-view information can help to recognize samples with lower levels of expression intensity easier. We argue that the training can benefit in some way from using the multi-view information: 1) The multiview attribute maps can provide more clues to recognize the low-intensity emotions. By considering only the frontal view, slight expressions in the 3D face models can hardly be seen on the 2D projected maps in some cases. A sample of this issue can be observed in Figure 1 . We can see that the frontal view looks quite similar to the neutral or surprise expression while the emotion is expressed more clearly in the side view. 2) Some similar expressions can be distinguished more easily when looking at both the frontal view and the side view. Figure 6 presents the confusion matrix obtained for the Singleview CNN with the BU-3DFE Subset II. It shows high misclassification errors between two pairs of classes, namely (Anger, Sadness) and (Happy, Fear). As demonstrated in Figure 7 , one of the reasons is due to similarities in the expression of these emotions on the frontal view that confuse the learning model. On the frontal view, happy and fear express the same movement on the face (look like smile). However, on side-view, the fear and happy expressions are quite different based on the shape of lip and fear expresses larger than happy emotion on the corner of the mouth. Additionally, the corner of the mouth in the happy is tapering than fear. The effect of hierarchical fusion. To show the effectiveness of the hierarchical fusion, we compare the proposed Multi-view CNN structure with its variation that does not utilize the hierarchical fusion. Instead of using the multi-level feature concatenation, the compared network applies the straightforward concatenation of all feature vectors outputted from feature extraction subnets. The fused feature is then passed to two fully connected layers (similar to fc_7 and fc_8), and one softmax layer to predict the emotion classes. From Table III , we can see that the Multi-view CNN with the hierarchical fusion achieves better results than its variation. It can be explained that, by using the different levels of fusion, the network can create higher-level features at each view. Furthermore, the expression information of each view can be preserved until the end and contribute to the final classification. Another observation is that the use of multiview attribute maps in both of multi-view CNN structures produces the higher performance than the Single-view CNN. 
IV. CONCLUSION
In this paper, we proposed a novel CNN model for 3D FER by jointly training 2D facial attribute maps from different views and incorporating the facial prior knowledge to guide the learning process. Following the experimental results on two public datasets, our method presents promising results compared with the state-of-the-art studies. Nevertheless, there are still rooms for improvements and exploration in future work. In the next research, the importance of each view for the recognition will be studied. We are also going to extend our method to 4D data (3D and temporal) and investigate the data augmentation.
