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Combining Exploration and
Exploitation in Active Learning
This thesis investigates the active learning in the presence of model bias. State of the
art approaches advocate combining exploration and exploitation in active learning.
However, they suﬀer from premature exploitation or unnecessary exploration in the
later stages of learning. We propose to combine exploration and exploitation in active
learning by discarding instances outside a sampling window that is centered around
the estimated decision boundary and uniformly draw sample from this window. Ini-
tially the window spans the entire feature space and is gradually constricted, where
the rate of constriction models the exploration-exploitation tradeoﬀ. The desired
eﬀect of this approach (CExp) is that we get an increasing sampling density in in-
formative regions as active learning progresses, resulting in a continuous and natural
transition from exploration to exploitation, limiting both premature exploitation and
unnecessary exploration. We show that our approach outperforms state of the art on
real world multiclass datasets.
We also extend our approach to spatial mapping problems where the standard active
learning assumption of uniform costs is violated. We show that we can take advantage
of spatial continuity in the data by geographically partitioning the instances in the
sampling window and choosing a single partition (region) for sampling, as opposed
to taking a random sample from the entire window, resulting in a novel spatial active
learning algorithm that combines exploration and exploitation. We demonstrate that
our approach (CExp-Spatial) can generate cost-eﬀective sampling trajectories over
baseline sampling methods.
Finally, we present the real world problem of mapping benthic habitats where bathymetry
derived features are typically not strong enough to discriminate the ﬁne details be-
tween classes identiﬁed from high-resolution imagery, increasing the possiblity of
iii
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model bias in active learning. We demonstrate, under such conditions, that CExp
outperforms state of the art and that CExp-Spatial can generate more cost-eﬀective
sampling trajectories for an Autonomous Underwater Vehicle in contrast to baseline
sampling strategies.
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Chapter 1
Introduction
This thesis investigates the problem of model bias in active learning.
Standard supervised learning requires labeled training data to learn a classiﬁer will
make predictions on unlabeled data. Sometimes large training sets are required for
a reasonably conﬁdent classiﬁer which can comprise thousands of labeled instances.
However, there exist many real world problems where labeling the data comes at a
cost. In such situations it becomes imperative to carefully choose the data to be
labeled so that labeling eﬀort is minimized and generalizability is maximized.
Active learning [111] is a subﬁeld within machine learning that allows the classiﬁer to
choose which data to label. The idea can be described as follows: the user provides
any small labeled training set (say 5-10 labeled instances) on which an initial classiﬁer
is learned. The classiﬁer then looks at the pool of unlabeled data and chooses some
instances to label. Typically these instances are chosen based on how much they
will improve the generalization of the classiﬁer. For instance, if a classiﬁer is very
uncertain about the label prediction of xi in contrast to xj then it will choose xi for
labeling. The instance xi along with its label yi are then appended to the current
training set and the classiﬁer is re-learned. This process is repeated for a number of
iterations until the classiﬁer is suﬃciently conﬁdent about the remaining predictions,
or the sampling budget has been exhausted. There exist a variety of methods for
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choosing instances to label which will be discussed later. The entire active learning
process is illustrated in Figure 1.1.
Classifier 1
Classifier 3
Classifier 2
Classifier Initial
Seed Labeled Data
Train
Choose Instance
Update Data & Re−train
Update Data & Re−train
Choose Instance
Choose Instance
Update Data & Re−train
Unlabeled Pool of Data
Figure 1.1  An illustration of the active learning process. Note that once an instance
gets chosen it is removed from the pool.
The main advantage of letting the classiﬁer choose data is that it allows the selection
of instances that are relevant to improving classiﬁer generalization. It has been shown
that active learning can exponentially reduce the training set size with good general-
izability [19, 107, 109, 131]. Theoretical guarantees have also been provided for active
learning [30]. This success of active learning has led to its application in a variety of
ﬁelds such as natural language processing (text classiﬁcation [87, 131]), computer vi-
sion (image classiﬁcation [50, 59]), robotics (adaptive environmental sampling [124]),
bioinformatics (discovering metabolic pathways [99]), etc.
Despite the beneﬁts of active learning in a variety of ﬁelds, letting the classiﬁer
choose instances can sometimes be misleading. This happens when the classiﬁer
wrongly believes that something is informative, i.e., sampling it will not improve
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generalization. This problem is known as model bias. In order to explain this problem
we need to get a better understanding of how active learning chooses instances. Active
learning typically focuses sampling close to the estimated classiﬁcation boundary, and
this is illustrated in Figure 1.2.
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
t = 2
t = 0
t = 1
Figure 1.2  A toy example illustrating the process of active learning for a 2 class
problem (red (c = −1) and black (c = +1) classes) on a 1-dimensional instance
dataset (solid circles). The hollow circles represent the data for which class labels
have been attained at iteration t = {0, 1, 2}. The classiﬁer is a simple thresholding
function such that if the instance x is less than or equal to some threshold we have
c = −1, otherwise c = +1. The solid line represents the target decision boundary,
i.e., threshold is x = 12.5. The dashed lines represent the estimated decision
boundaries. As we sample on the estimated decision boundary our estimate is
updated and converges onto the target decision boundary in 2 iterations (the t = 0
iteration is the estimate based on the seed dataset).
It can be seen that the active learner samples along the estimated decision boundary
and updates its estimate so that error on the training set (data for which we have
labels - the hollow circles) is minimized. This results in a shift towards the target
decision boundary. The target boundary is attained in 2 active learning iterations.
In many situations data is not as perfectly separable and there is class overlap in
the instance space, i.e., even the target boundary misclassiﬁes instances. The main
sources of this problem are noisy labels and weak features that cannot suﬃciently
discriminate between the classes. The problem of class overlap is common in learning
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tasks and can make the learning problem much harder. Typically in active learning,
sampling close to the boundary allows the learner to cut the hypothesis space in half
when there is no class overlap, leading to exponential convergence onto the actual
boundary. However, in the presence of class overlap this does not hold anymore. In
such situations the classiﬁer can be misled by sampling on the boundary. An example
of this is provided in Figure 1.3. This problem is known as model bias and increases
in severity with class overlap. It can be seen that the ﬁrst sample taken at t = 1
misled the classiﬁer. Of course, if we increase the sampling budget, i.e., sample up
to 10 iterations we are bound to converge on to the true decision boundary, but this
compromises the savings in the sampling eﬀort, which is the ultimate objective of
active learning.
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
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t = 2
Figure 1.3  A toy example illustrating the process of active learning for a 2 class
problem (red (c = −1) and black (c = +1) classes) on a 1-dimensional instance
dataset (solid circles) where there is some class overlap. Note that sampling along
the estimated boundary does not result in convergence on to the target boundary
within 2 iterations.
There exist techniques in the literature that can transform the data so that it becomes
perfectly separable [119], however this can lead to overﬁtting, i.e., the estimated
classiﬁer can perfectly separate all the training data (hollow circles) but has poor
generalization to unlabeled instances (solid circles with no hollow circle on top). This
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problem is typically overcome by regularizing the classiﬁer which allows for some class
overlap, i.e., the target boundary misclassiﬁes some instances. Thus, class overlap is
still present and model bias can be incurred during active learning. This motivates
the need to study active learning under class overlap.
In order to address this problem, much of the active learning literature has focused
on exploring the instance space to be able to pull the learner out of narrow regions
it falsely believes are informative. Doing so gives the classiﬁer a broader view of the
underlying distribution, allowing it to make more informed estimates of the underlying
classiﬁcation boundary. Such approaches can be divided into two broad classes: ones
that combine capturing the diversity of the unlabeled data (exploration) and letting
the classiﬁer choose data to sample (exploitation), and others that separate these two
methods.
The ﬁrst class of approaches have combined exploration and exploitation (sampling
along the boundary) into one strategy (in the form of a weighted linear combina-
tions) such that the classiﬁer is inclined to choose instances that are unseen and
informative [15, 113, 142]. However, exploration and exploitation are often conﬂict-
ing objectives resulting in a compromise which may not result in expected gains in
generalization. For instance, suppose the estimated decision boundary is not very far
from the target boundary both of which lie in a region of the input space which is at
the opposite end of a region that is completely unexplored. The resulting compromise
can direct sampling towards regions in between the two, which may not be very eﬀec-
tive. Such approaches also require hand tuning the weights of the linear combination,
which are usually ﬁxed throughout the active learning process. Based on the settings
it is possible for the learner to incur model bias during the early stages of the active
learning process or it can explore uninformative instances in the later stages.
Another class of approaches take a more principled approach by separating explo-
ration and exploitation through exploring the input space in the early stages of
active learning and then exploiting the classiﬁer in the later stages. The under-
lying intuition is that initially the estimated boundary is far from the target, and
after some exploration the estimate is expected to become closer to the target mak-
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ing it safer to exploit the classiﬁer. Such approaches tend to model active learning
in an exploration-exploitation tradeoﬀ context. The general, and popular, solution
to the exploration-exploitation tradeoﬀ is based on the Multi-Armed Bandit frame-
work [132]. Incorporating this idea into active learning requires the use of an ensemble
of strategies (both exploration and exploitation strategies) as multiple arms of the
bandit where the weighting of the strategies is based on resulting rewards. It is ex-
pected that exploration strategies would perform better than exploitation strategies
at the start of the active learning process, whereas exploitation strategies are likely
to perform better in the later stages. The seminal work in this direction was carried
out by [8] where the informativeness of an unlabeled instance at iteration t of the
active learning process was based on combining informativeness scores from multiple
strategies on the instance and the weights for each of the strategies at iteration t.
The weights of the strategies were based on the reward attained at t − 1. Though
theoretical guarantees were provided for this approach it is still susceptible to model
bias since it takes into account the scores from exploitation strategies in the early
phases of the active learning process. Furthermore, this approach used a reward mea-
sure that was limited to binary classiﬁcation problems with multi-class extensions
left as an open problem. Other approaches implemented a simpler analogue to that
of [8] by allowing the learner to discretely choose exploration or exploitation at an
iteration of the active learning process [94, 95]. The choice was based on a weighted
probability such that the weight was biased towards exploration at the start of the
active learning process and depending on the reward the weight of exploration was
reduced and the weight of exploitation was increased. These approaches also suﬀered
from model bias at the early stages of active learning and the chances of sampling
un-informative instances in the later stages.
Apart from model bias in active learning due to class overlap, another general problem
with active learning is that it usually assumes a uniform labeling cost. Hence the
objective is minimizing the number of samples to label. In many real world problems
the cost is in fact not uniform, violating the basic assumption. In such situations
simply minimizing the number of labels may not be cost-eﬀective. Some examples
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are listed as follows.
• Deciding on a series of experiments (from a large set of experiments) to discover
metabolic pathways in yeast. Each experiment requires materials and resources
that come at a cost. This can vary from one experiment to the next. Diﬀerent
experiments also carry diﬀerent amounts of information. Based on an experi-
ment's outcome we must choose the next most informative experiment keeping
in mind its cost. An example of such a problem was presented in [99].
• Using a rover over a kilometer wide survey site to choose a set of samples that
will be analyzed in-situ. The cost for measuring a sample is its distance from the
rover's current location. Each sample carries diﬀerent amounts of information.
Based on the set of samples taken so far, the rover must decide on the next best
sample keeping its cost and the distance travelled so far. An example of such a
problem was presented in [118].
• Choosing a set of voice mails from a large pool of unlabeled voice mails to classify
as urgent versus non-urgent. The cost of labeling each message is proportional
to its length. Given a seed training set of labeled messages the learner must
choose the next most informative message keeping in mind the associated cost
and the accumulated cost. An example of such a problem was presented in [64].
Much of the cost-sensitive active learning literature is presented in the setting where
costs are ﬁxed and known in advance prior to querying [86, 129]. The yeast path-
ways [99] and voice mail classiﬁcation [64] examples presented above are instances of
such problems. However, many real world problems have varying costs, where the
costs change at every iteration. The rover example is one instance of such prob-
lems [118] where the costs (distances in this case) vary with the current position of
the rover. The majority of work in this setting attempts to predict costs by learning
cost models [112, 114].
The rover example presents a particular instance of the varying costs problem in ac-
tive learning which ﬁnds a wide variety of applications in spatial mapping. These
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problems require extrapolation of class labels over broad-scale geographical survey
sites and are common to ecology and environmental sciences [27, 55, 58]. Such appli-
cations of active learning have come to be known as Spatial Active Learning [77, 78].
Some work has been carried out in this area by [78, 122]. Such problems generally
exhibit spatial continuity, i.e., what is close is more similar than what is father away
(known as the ﬁrst law of geography [127]). This fact can be incorporated into the
active learning framework to drive cost-eﬀective sampling trajectories. Spatial active
learning is a relatively new area and has not received much attention in the literature.
The fact that high costs (due to battery, fuel, human resources, etc.) can severely
limit data acquisition over broad-scale survey sites in ecological and environmental
sciences and that active learning has established itself in a wide variety of ﬁelds, moti-
vates the investigation into spatial active learning and whether it can be used to drive
cost-eﬀective adaptive trajectories. The potential beneﬁts of adaptive control can be
succinctly stated as:
an adaptive survey which cuts the required track length by a factor of
three provides the same beneﬁt as creating a new battery chemistry with
a factor of three higher energy density [57].
One particular problem where extremely high costs limit surveys is the ﬁeld of ben-
thic habitat mapping [1, 2, 54, 54, 56, 106, 140]. In this ﬁeld scientists typically are
interested in acquiring a spatial distribution map of benthic habitats that may ex-
tend to scales of hundreds of square kilometers. Ground-truth is usually acquired
by characterizing ﬁne scale high-resolution optical imagery using towed video, or
stereo cameras, into benthic habitat classes. However, carrying this exercise out over
kilometer-square survey sites makes it practically impossible to acquire full coverage
imagery. Since multibeam bathymetry, acquired using ship-borne multibeam sonars,
is readily available over broad-scales and that habitat classes are correlated with
the underlying bathymetry (and derived features such as surface slope, curvature,
roughness, etc.) scientists generally resort to learning the correlations between the
collected samples and their underlying bathymetry. These correlations are then used
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to extrapolate the class labels to the broad-scale. However, as these correlations are
based on a limited number of samples it becomes imperative to decide on where to
sample so that cost is minimized and the generalization accuracy of the extrapola-
tions is maximized. This translates the problem of benthic habitat mapping to that
of spatial active learning. Though adaptive sampling has been used in the past to
design cost-eﬀective survey trajectories [22, 103, 104], we have not seen any work
that investigates the applicability of spatial active learning to drive cost-eﬀective
adaptive trajectories. Furthermore, another problem with benthic habitat mapping
is that multibeam bathymetry (and derived bathymetric features) are sometimes not
strong enough to discriminate between the ﬁne details in benthic habitat classes. For
instance, it is diﬃcult to discriminate between sand and screw shell rubble (both
classes visually appear as sand with the former having small pieces of screw shells
dispersed over it - examples of these two classes will be provided in Chapter 5) using
coarse multibeam bathymetry which is typically at a resolution of 2-4 m. Hence,
benthic habitat mapping datasets typically exhibit class overlap [106]. This further
motivates studying survey design for benthic habitat mapping using active learning.
1.1 Objective
The objectives of this thesis are outlined as follows:
• To study how to minimize model bias in active learning due to class overlap.
• To study how active learning, taking advantage of spatial continuity, can be
used to drive cost eﬀective trajectories for spatial mapping problems under the
presence of class overlap.
• To investigate whether spatial active learning can be used to drive cost-eﬀective
adaptive sampling trajectories using an Autonomous Underwater Vehicle (AUV)
for benthic habitat mapping where class overlap is prevalent.
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1.2 Approach
In order to solve the model bias problem in active learning due to class overlap,
we draw inspiration from approaches that model active learning as an exploration-
exploitation tradeoﬀ. However, instead of combining scores from multiple strategies,
or discretely switching between them, we propose to use a single strategy that com-
bines exploration and exploitation by using the estimated classiﬁer to discard un-
informative instances in the unlabeled data and uniformly score the remaining from
which a sample is drawn. The instances that are discarded fall outside a sampling
window which is centered around the estimated decision boundary. The exploration-
exploitation tradeoﬀ is modeled by controlling the width of this window. We do so by
having the window span the entire instance space at the start of the active learning
process and gradually constricting it around the estimated decision boundary as ac-
tive learning progresses. At each iteration we draw a random sample (of a ﬁxed size)
from the sampling window. Eventually, the window becomes so small that it only
contains instances that are equal in number to the batch size. This results in pure
exploitation (or normal active learning). The desired eﬀect of this approach is that
it minimizes the model bias by only relying on the classiﬁer to discard instances, and
draws samples by uniformly scoring the remaining instances. Furthermore, as the
sampling window becomes smaller it increases the sampling density in informative
regions. If the rate at which the window constricts is suﬃciently gradual we expect
the estimated decision boundary to be close to the target boundary by the time we
are purely exploiting the classiﬁer. Hence, the possibility of exploiting the classiﬁer at
the start of active learning is minimized and the possibility of selecting un-informative
instances at the end is also minimized.
Given that a random sample from the sampling window does not take into account
the geographical distribution of the data, it is entirely possible that it may be spread
out over a kilometer-square site. Furthermore, if we iteratively repeat this procedure
it is also possible that the learner may end up circling the entire survey site at every
iteration, which can be impractical in terms of sampling cost when applied to spatial
mapping problems. In order to overcome this problem we propose to geographically
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partition the instances in the sampling window and choose to sample from a particular
partition. The intuition here is that since active learning is iterative and that each
partition is likely to have similar instances (in the instance space) due to spatial
continuity in the data, we can sample the partition and have it not show up again
in the sampling window at later iterations. This reduces the chances that we revisit
regions. However, if some regions repeatedly show up in the sampling window then
we can expect them to represent class boundaries. In fact, it is precisely these regions
that we would like to revisit in order to reﬁne our classiﬁer. Our approach to spatial
active learning is an instance of a well known technique in Sampling Theory known
as Adaptive Cluster Sampling. Thus, taking advantage of spatial continuity we can
extend our sampling window based active learning approach to spatial active learning.
With regards to benthic habitat mapping we show how an Autonomous Underwater
Vehicle (AUV) can be used to collect data and generate benthic habitat maps. We
demonstrate that the entire processing pipeline is completely automated and an ap-
plication of our approach can be used to drive completely autonomous AUV-based
cost-eﬀective sampling trajectories for benthic habitat mapping.
1.3 Principal Contributions
The contributions of this thesis are outlined as follows:
1. We propose a novel way to combine exploration and exploitation in active learn-
ing to minimize model bias due to class overlap. The approach is validated on
real multiclass datasets commonly used in the machine learning literature and
benthic habitat mapping datasets with class overlap.
2. We extend our active learning algorithm to spatial active learning by taking
advantage of spatial continuity in the data. We validate our spatial framework
on real data, and show that it can be used to drive cost-eﬀective sampling
trajectories.
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3. We present an application of our spatial active learning algorithm to demon-
strate completely autonomous benthic habitat mapping. We frame the costly
problem of benthic habitat mapping in the context of spatial active learning.
We also show how an Autonomous Underwater Vehicle (AUV) is capable of
collecting data and generating benthic habitat maps through an automated
processing pipeline. We then apply our spatial active learning algorithm to
AUV-based benthic habitat mapping and show that it can be used to drive
completely autonomous cost-eﬀective sampling trajectories.
1.4 Thesis Structure
This section provides an overview of the thesis. Chapter 2 presents the necessary
background and related work while Chapters 3, 4, and 5 are novel contributions. The
remainder of this thesis is organized as follows.
Chapter 2 presents some necessary background and notations. We then describe the
problem of class overlap and illustrate model bias on simulated datasets. This is
followed by a review of the methods that attempt to combine exploration and ex-
ploitation in active learning. We also present a review of methods that incorporate
cost into active learning and highlight the limited recent work in spatial active learn-
ing. Finally, we discuss the adaptive sampling techniques that have been applied to
benthic habitat mapping.
Chapter 3 presents the main underlying contribution upon which the rest of the thesis
is based. We introduce the concept of using a sampling window after which we raise
the questions: (1) how do we deﬁne the sampling window, (2) are the instances that
the sampling window discards relevant to improving generalization of the classiﬁer,
(3) does sampling from the window improve generalization, (4) at what rate do we
constrict the sampling window? The rest of this chapter is concerned with providing
answers to these questions. We formally show that under certain conditions instances
outside the sampling window are irrelevant for improving generalization which leads
to a deﬁnition of the sampling window. We then formally show that sampling from
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the window not only improves generalization but also does a better job than random
sampling. Based on the answer to these questions we propose an algorithm that
controls the rate at which the window is constricted. We begin the experimental
part of this chapter by simulating class overlap and showcasing the beneﬁts of our
approach. This is followed by an empirical investigation in our our approach to
understand the mechanics of it. Finally, we present a comparison to the state of the
art methods in active learning.
Chapter 4 presents an extension of our active learning algorithm to spatial mapping.
We begin the chapter with a precise problem deﬁnition of spatial active learning. We
then show that an application of our active learning algorithm to spatial mapping can
be impractical because we take random samples from the sampling window. We then
propose to replace random sampling with an alternative in sampling theory known
as cluster sampling. This leads to an overall description of the algorithm. We then
explain each of the major components of the algorithm in the following sections: how
to geographically partition the region, which cluster to choose, and how to plan our
paths. The chapter concludes with an empirical investigation into proposed spatial
active learning algorithm.
Chapter 5 presents an application of our proposed spatial active learning algorithm
to AUV-based benthic habitat mapping using an Autonomous Underwater Vehicle
(AUV). We begin the chapter with an overview of the process of benthic habitat
mapping. This is followed by a description of how to derive bathymetric features
from multibeam bathymetry and the generation of class labels from stereo imagery.
We then describe how all this data is assembled so that we can train a classiﬁer on it.
This is followed by a description of the data collected by our AUV at two diﬀerent
locations around Australia. The validation is split into two parts: (1) We validate our
active learning algorithm and show it outperforms state of the art methods on data
with class overlap. (2) We validate our spatial active learning algorithm on benthic
habitat mapping data and show how it can drive cost-eﬀective sampling trajectories.
Finally, Chapter 6 presents the main conclusions and discusses future research direc-
tions.
14 Introduction
Chapter 2
Background and Literature Review
2.1 Introduction
This chapter presents the background material necessary to understand and motivate
the thesis. We begin with some basic notations and terminology in Section 2.2. In
Section 2.3 we present an example of how model bias in active learning increases
in severity with class overlap. Through examples we motivate the combination of
exploration and exploitation in active learning to minimize model bias introduced by
class overlap. In Section 2.4 we present an overview of the state of the art results
in combining exploration and exploitation in active learning. This is followed by an
overview of the literature on spatial active learning in Section 2.5. Finally, we present
existing work that uses adaptive sampling to improve the cost-eﬀectiveness of the
spatial mapping problem of benthic habitat mapping.
2.2 Preliminary Notation and Terminology
Let an instance x = {x1, · · · , xd} ∈ X denote a d-dimensional feature such that
xi ∈ R. We denote Rd as the feature space. Furthermore, let C = {1, · · · , c}
denote a set of classes. We deﬁne a classiﬁer to be a function f : X 7→ C. Let
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P (C|x) ∈ X denote the conditional probability distribution over all classes c ∈ C
given and instances x ∈ X such that ∑c∈C P (c|x) = 1.
Let DL = 〈XL, C〉 such that XL ⊂ X be deﬁned as the set of all instances for which
we have attained the corresponding class labels c ∈ C. Let XU = X \ XL be the
remaining set of instances for which the labels remain unknown, but have not yet
been attained. Let fˆ denote a classiﬁer that has been trained on DL (training set)
based on some learning algorithm. We deﬁne the accuracy of fˆ as
accuracy(fˆ) =
|Xcorrect|
|XU | (2.1)
where Xcorrect ⊂ XU denotes the set of correctly classiﬁed instances in XU using fˆ .
We denote f ∗ as the optimal classiﬁer that we intend to attain, i.e., the classiﬁer with
the highest possible accuracy.
We denote an iteration of an active learning process by the index t = {0, 1, 2, · · · }.
The labeled training set at iteration t is denoted asDLt . The total number of iterations
is denoted as T . In this thesis we have used batch-mode active learning, i.e., instead
of selecting a single instance we select multiple instances. The general motivation for
selecting batches is to minimize the number of times a classiﬁer is re-trained, and this
thesis as we will see batch mode learning is also useful in both our proposed normal
and spatial active learning settings. Essentially, a smaller batch is likely to contain
lesser information. For example a smaller batch contains lesser diversity implying
more exploration may need to be carried out before the classiﬁer becomes as accurate
as it would have with a larger batch. We denote b as the batch size. The classiﬁer at
iteration t based on DLt after sampling a batch size b of instances is denoted as fˆt.
2.3 Nature of the Problem
In Chapter 1 we illustrated how the main aspect of active learning that reduces the
labeling eﬀort can in fact be counter productive when the data is not obviously sep-
arable, and active learning can compromise on the number of samples. This fact has
2.3 Nature of the Problem 17
also been acknowledged in the literature [94]. In contrast exploration strategies (such
as random sampling) do not let the model restrict sampling to particular regions of
the feature space, and therefore, are less susceptible to model bias (depending on the
exploration strategy). One example of a completely model bias-free exploration strat-
egy is random sampling, where we simply draw random samples from the unlabeled
pool of data. The reason is simply that it does not require the input of the classiﬁer.
Random sampling has the advantage that with a large enough training set it can cap-
ture the underlying distribution of the data. In Figure 2.1 we compared the behavior
of active learning (sampling along the boundary) to random sampling over a number
of iterations. This example is based on a simulated 2-class dataset, where each class
was a 1-D Gaussian with a mean and variance. Bringing the means closer allowed us
to simulate class overlap. It was necessary to introduce some parametric assumption
to vary overlap in a controlled manner, otherwise it becomes diﬃcult to design such
an experiment. The classiﬁer was a Support Vector Machine (SVM) based on the
libSVM library [21]. An initial dataset of 2 instances was used (1 from each class).
Over 15 iterations both approaches sampled a batch of 10 instances. More details on
the experimental setup will be provided in Chapter 3.
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Figure 2.1  (Top Row) A 1d dataset consisting of two overlapping classes. (Middle
and Bottom Row) A demonstration of Active Learning and Random sampling. The
thick lines represent the true probability that an instance x belongs to a certain
class, i.e., P (C|x), where c = 1 (red) or c = 2 (black). The thin lines represent the
classiﬁer's estimated belief at iteration t (based on sampled data) that an instance
belongs to a certain class, i.e., Pt(c|x). The black circles represent the entire set of
instances that have been sampled up until the current iteration t. The blue squares
represent the instances sampled at the current iteration t.
The active learning method samples along the estimated boundary, which is far from
the true boundary. Naturally, with a high degree of overlap we expect to ﬁnd similar
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instances with conﬂicting labels next to the estimated boundary. This results in
small shifts in the estimated boundary and causes active learning to compromise on
the savings in labeling eﬀort it would have made otherwise. The lesser the degree
of overlap the larger these shifts would be. On the contrary the Random sampling
method results in a dispersed training set that pulls the learner out of narrow regions
in the feature space, giving it a better idea of the true underlying distribution. This
results in a faster shift towards the true decision boundary. Note the diﬀerence in
the distributions of training sets compiled by Active Learning and Random sampling
(denoted by the black circles at the top).
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Figure 2.2  An illustration of how increasing class overlap can aﬀect active learning.
Note the sampling eﬀort throughout active learning is indicated by the hollow black
circles in the rightmost column. These circles are concentrated increasingly farther
away from the true decision boundary with increasing class overlap.
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Model bias increases in severity with increasing class overlap. Figure 2.2 presents
an illustration of active learning over 3 datasets each with diﬀerent degrees of class
overlap. The hollow black circles in the rightmost column in the ﬁgure illustrate the
distribution of instances from the ﬁnal training sets using active learning. It can be
seen that as class overlap increases active learning takes longer to converge to the
target, and the majority of the sampling eﬀort is farther away from the true decision
boundary.
One may raise the question: if active learning is so bad why use it at all? The
key idea here is that random sampling can help get a good idea of the underlying
distribution fairly quickly, however, it requires a large number of samples to reﬁne
the estimator. On the contrary once a reasonable estimate of the decision boundary
has been attained, active learning can reﬁne the classiﬁer with only a few samples.
This motivates the need to exploring the data prior to exploiting the classiﬁer, and
hence, presents a principled approach to active learning under model bias due to class
overlap. This amounts to modeling active learning in an exploration-exploitation
context.
In the following section we present methods that attempt to combine exploration and
exploitation in active learning.
2.4 Review of Active Learning
In this section we present an overview of the state of the art methods in active learning
methods, mainly focusing on how to combine exploration and exploitation.
There are a variety of active learning methods which have been summarized in [111].
The most commonly applied form of active learning is known as Uncertainty Sam-
pling [72, 73, 87, 131]. Such techniques choose instances for labeling that the classi-
ﬁer is most uncertain about with regards to assigning a class label. They have been
used for diﬀerent classiﬁers including Support Vector Machines [131], Gaussian Pro-
cesses [67], and Classiﬁcation Trees [72]. They have also been employed in a wide
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variety of ﬁelds from text classiﬁcation [131], image classiﬁcation [130], bioinformat-
ics [99], information retrieval [142], etc. Another method of active learning, known as
Query by Committee, requires taking votes from an ensemble of classiﬁers, and choose
instances for labeling that are most disagreed upon [116]. The main idea here is to
cut down the hypothesis space. Other methods choose instances based on how much
they are expected to change the model [115] or expected to reduce the error [107].
However, these methods can be prohibitively computationally expensive as they are
required to permute through all possible labeling for every unlabeled instance in the
pool. Another method known as Variance Reduction that draws inspiration from
Optimal Experimental Design [37] attempts to reduce noise (the variance of the true
label given only an instance), learning bias (introduced by the algorithm that is used
to learn the classiﬁer), and model variance (classiﬁer uncertainty in label assignment).
Examples of variance reduction based active learning techniques are [50, 144]. Finally,
another class of methods are based on directing the search towards high density re-
gions [87, 113, 142]. The intuition here is that the we do not focus on outliers outliers
(instances not very common in the data) and instead choose more representative in-
stances to maximize classiﬁer generalization to unlabeled instances. For a detailed
review on active learning we refer the reader to [111]. In general active learning
methods rely on the classiﬁer to select instances, and as we have seen in the previous
section that the classiﬁer can also wrongly believe instances are informative caused by
model bias due to class overlap. It was also shown that exploring the data can help
overcome this problem. In this regard the Variance Reduction and Density Weighted
active learning advocate exploration and hence attempt to minimize model bias.
A variance reduction approach was proposed by [50] where informativeness of in-
stances and diversity were combined in the form of a Fisher information matrix, and
the most informative batch of instances were those that maximized the reduction
of Fisher information. Another approach combined uncertainty in label assignment
and density to compute expected future error reduction of an instance using clus-
tering [92]. The idea was to choose samples that are close to the estimated decision
boundary and are cluster representatives. However, both approaches depend on the
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estimated classiﬁer throughout the active learning process, hence are susceptible to
model bias in the initial stages.
There are two classes of approaches that attempt to explicitly combine exploration
and exploitation in active learning:
• Combine exploration and exploitation through weighted linear combinations.
• Modeling active learning in an exploration-exploitation tradeoﬀ context.
There are many approaches in the literature that combine exploration and exploita-
tion. One of the ﬁrst approaches in this direction [15] proposed to score instances at
iteration t based on
argmin
xi∈XU
(
α(d1(xi)) + (1− α) argmax
xj∈DLt
(d2(xi,xj))
)
(2.2)
where d1(·) is the distance of xi to the estimated decision boundary and d2(·) is the
maximum distance between xi and instances xj in the training set at iteration t, i.e.,
data sampled so far. The distance d2 was calculated in the feature space. The param-
eter 0 ≤ α ≤ 1 models the compromise between exploration (the right half of (2.2))
and exploitation (the left half of (2.2)). Essentially this approach favors instances that
maximize the minimum distance to the estimated decision boundary. This approach
is easy to implement and is computationally eﬃcient. We give this approach the
acronym svmD because this approach was speciﬁcally designed for Support Vector
Machines and the exploration utilized the concept of induced hyperplanes. Nonethe-
less, we were also able to implement this approach for Classiﬁcation Trees. Another
approach [113] computed informativeness of an instance by combining the uncertainty
in its label assignment and its density in the pool of unlabeled data
I(x ∈ XU) = H(xi)×
 1
|XU |
|XU |∑
j=1
similarity(xi,xj 6=i ∈ XU)
α (2.3)
where H(·) is the classiﬁers uncertainty in label assignment, similarity(·) is a dis-
tance function in the feature space, and α is a parameter that controls the relative
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importance of the density term. This approach was applied to document segmen-
tation and information extraction tasks. We give this approach the acronym IDN.
A similar approach was proposed by [87] where informativeness was scored based on
combining density and the query by committee methods. Another approach by [142]
also took into account diversity of the data, in addition to density and uncertainty.
They computed the informativeness of an instance at iteration t based on
I(x ∈ XU) = αH(x) + βdensity(x) + (1− α− β)diversity(x, DLt ) (2.4)
where H(·) is the classiﬁers uncertainty in label assignment, density(·) is the density
of an instance in all of the data, and diversity(·) is the diversity it adds to the
current training set at iteration t. The parameters 0 ≤ α+ β ≤ 1 control the relative
importance of each of the three characteristics. This approach was successfully applied
to document search. We give this approach the acronym RDD.
Each of these approaches present diﬀerent ways to combine exploration and exploita-
tion and have been successfully demonstrated on real world multi-class datasets.
However, little insight has been provided into how the parameters related to the
generalization of the classiﬁer making it diﬃcult to choose them. Furthermore, since
the parameters are ﬁxed throughout the active learning process, we will never vary
the degree of exploration and exploitation. From our examples in the previous section
we observed that exploitation works well when we have a good estimate of the deci-
sion boundary, and if not then we should resort to exploration. However, exploration
cannot reﬁne the classiﬁer, leading to the conclusion that we should explore prior
to exploitation. With the above mentioned approach the degree of exploration and
exploitation will not vary throughout the active learning process, hence exploration
will receive the same weight at the start as it will at the end, and so is the case
with exploitation. This increases the possibility of sampling un-informative instances
at the start (due to model bias) and at the end (due to unnecessary exploration) of
active learning.
Another class of approaches model active learning as an exploration-exploitation
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tradeoﬀ. The exploration-exploitation dilemma is a well studied problem [97] and
has been applied in a variety of ﬁelds. It is typically modeled as an instance of
the Multi-Armed Bandit problem (MAB). It has also gained much attention in the
machine learning community, particularly in reinforcement learning [20, 123] and evo-
lutionary programming [52]. Essentially the idea is that a gambler has to choose from
a number of slot machines at each round of play. His goal is to maximize the cumu-
lative reward. Given his previous plays he has gained knowledge about some of the
slot machines and faces the dilemma of exploiting a slot machine he has had good
experience with or exploring other slot machines. In the context of active learning
the slot machines can be thought of as diﬀerent learning strategies. Some of these
facilitate exploration whilst others focus on exploitation of a learned model.
Optimal solutions to this problem are based on ﬁnite Markov decision processes pro-
posed by [18]. However, such solutions suﬀer from lack of scalability. Approximate,
and much more scalable, solutions have been proposed in the literature that promote
exploitation based active learning but once in a while, with a small probability ,
samples are taken at random [135]. However, such approaches tend to parameterize
 which can require hand tuning. Recent work proposed to adaptively set  based
on the change in the classiﬁer with successive sampling [94] (we give it the acronym
-Greedy). The idea was to choose from exploration or exploitation at each iteration
based on a random weighted probability where weights of both strategies summed to
1. The weight of exploration was initially set to 1 and this weight was gradually
reduced based on classiﬁer change, i.e., the more the classiﬁer changed the slower
was the weight reduction. Another example of such strategies was proposed by [95]
where the reward measure was based on a k-fold cross validation performance over
the training set sampled so far. The problem with such a reward measure in active
learning is that the training set typically comprises a skewed distribution of instances
that do not reﬂect the underlying distribution [8]. In general -greedy approaches suf-
fer from exploiting with a probability  earlier in the sampling process making them
susceptible to model bias, or selecting uninformative instances with a probability 1−
later in the sampling process wasting sampling eﬀort. This problem is overcome by
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Boltzmann exploration where the probability of a random selection is systematically
reduced based on a cooling schedule [134]. Boltzmann exploration has not yet been
tried and tested in an active learning framework, though using change in the classi-
ﬁer as a reward measure (as in the case of -greedy) can make it easily applicable.
However, the fact that the weights (for weighted random selection) are still higher
for instances that the classiﬁer believes are informative at the start of active learning
making it susceptible to model bias [97]. Furthermore, it is still likely that we can
sample un-informative instances in the later stages of active learning. Nonetheless,
both -greedy strategies and Boltzmann exploration have been found to outperform
other popular multi-armed bandit algorithms [68, 132].
A more sophisticated, and statistically principled, approach combined a variety of
exploration and exploitation strategies as a function of the cumulative rewards and
regret [8]. An instance was scored (at iteration t of active learning) by combining
weighted individual scores (such as uncertainty scores from Uncertainty Sampling
and distance scores from exploration like strategies). The weights designated the
importance of each strategy. These weights were computed based on reward gained
at the previous iteration. Initially, the weight distribution was uniform, allowing
exploitation based strategies to dominate the scores, and hence, the possibility of
suﬀering from model bias at the start of active learning. Furthermore, the approach
was based on a reward measure that was restricted to binary classiﬁcation problem
and generalization to multi-class problems was left as future work.
Combining exploration and exploitation has also been done in a principled manner
within a probabilistic framework of Gaussian Processes [67], however, this framework
is restricted to regression problems.
2.5 Review of Spatial Active Learning
In this section we provide an overview of active learning with label acquisition costs,
a problem of which spatial active learning is an instance.
26 Background and Literature Review
A lot of the active learning literature has focused on multi-cost models which take
into account the misclassiﬁcation costs and label acquisition costs [45, 76, 86, 143].
This can be important in cases when mislabeling an instance can lead to a signiﬁcant
cost such as safety critical systems or medical diagnoses. Other approaches also take
into account feature acquisition costs [63, 79, 90, 145].
The problem of interest in this thesis is spatial active learning where feature values
are readily available and the only cost is that of acquiring a label. The work in active
learning with label acquisition costs can be divided into two categories:
• Costs are ﬁxed and known in advance.
• Costs are ﬁxed and not known prior to sampling.
Most of the active learning literature has focused on ﬁxed costs which are known in
advance [86, 112, 129]. Some examples of these problems were provided earlier. In the
work by [99] the metabolic pathway in yeast were discovered by enabling a robot to
iteratively carry out experiments. The results of an experiment enabled the robot to
eliminate hypotheses like gene i transcribes protein j. Furthermore, each experiment
required materials, and therefore, entailed a certain monetary cost. This varied over
diﬀerent experiments. These costs were known prior to the start of active learning
and did not change throughout the process. The robot started learning with a large
hypothesis space and selected experiments at each iteration that would maximize its
accuracy over remaining hypotheses and minimize the future costs of experiments
(including the current one). The results demonstrated that better accuracy was
attained per unit cost. Another example of active learning with ﬁxed and known
costs involved classifying voice messages as urgent vs. non-urgent, caller is close vs.
far away, calling from a mobile or not based on features such as syllable rate, pause
structure, pitch dynamics, time and date of call, etc. [64]. The cost of a voice message
was monetary and proportional to its length. The authors combined misclassiﬁcation
and labeling cost using Gaussian Processes. This required summing the labeling
cost of an instance and future misclassiﬁcation cost incurred by sampling it. Such
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approaches consider future costs which can only be estimated if the costs are known,
and ﬁxed, prior to any sampling.
In many domains the labeling costs are ﬁxed but unknown prior to sampling. For
instance the learner may not know how long it will take to complete the experiment,
or how long the labeler may take. In such cases the literature has approached the
problem by learning a regression-cost model, based on the current training set, which
predicts the costs of the unlabeled instances. It was shown by [114, 133] that labeling
costs can sometimes be accurately predicted with only a few training instances. It
has been highlighted that costs may not be intrinsic and may depend on the platform
used to acquire labels, or the human labeler [112]. Furthermore, cost models can
vary signiﬁcantly across diﬀerent domains. Other examples of such approaches can
be found in [7, 35, 100].
In the case of spatial active learning the assumption that the above mentioned cost-
sensitive active learning approaches make (cost is ﬁxed) is violated. In spatial active
learning the costs vary at each iteration of the active learning process, where the
cost is the distance between the learners current position and the sample of interest.
Because the costs are changing at each iteration (distance of samples from the cur-
rent location of the learner) it is not possible to learn a cost-model based on training
data [78]. Hence, traditional cost sensitive active learning approaches are not applica-
ble in this case. Furthermore, one of the unique aspects of spatial active learning that
diﬀerentiates it from other active learning applications is that spatial data typically
exhibits spatial continuity, i.e., what is closer is likely to be more similar than what
is farther away. This is known as the ﬁrst law of geography [127]. This information
can be incorporated into the active learning process to help reduce costs, and is one
of the topics of this thesis.
Spatial active learning is a relatively new ﬁeld and has received little attention. The
ﬁrst work in this area was carried out by [77, 78], and in fact they were the ﬁrst to
coin the term spatial active learning. Essentially, they combined traditional active
learning (like Uncertainty sampling) with methods used to approximate solutions to
the Traveling Salesman with Proﬁts problem (TSPP) [38]. The TSPP is an extension
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of the more general problem known as the Traveling Salesman Problem (TSP) [70].
In the TSP the learner is given a set of way points over which the shortest path is
computed. This problem is shown to be NP-Hard and therefore practitioners typically
resort to approximate solutions [17]. In the the work by [77, 78] they ﬁxed the starting
and ending points of the learner by specifying a home location. Using Uncertainty
sampling the learner identiﬁed a set of unlabeled instances to label and computed the
shortest route, starting from and ending at the home location, over all the sampling
positions. This technique was called Uncertainty-TSP, and will be used as a baseline
for comparison later on in the thesis. Analogously, a shortest path was computed
for random sampling at every iteration resulting in Random-TSP (also used in the
thesis). Apart from the baseline strategies they proposed to combine uncertainty
and costs (distance to be traveled) using approximations to the TSPP in order to
maximize informativeness (the proﬁts in the TSPP context) and minimize distance
travelled. They applied their approach to spatially distributed hyperspectral data
and demonstrated that it outperformed the baseline strategies. However, one of the
main problems with this approach is that it is highly susceptible to model bias since
it extends Uncertainty sampling to the spatial domain.
Another approach applied active learning to mapping landslides in remotely sensed
hyperspectral images [122]. They advocated the labeling of regions of interest using
a marker tool to simultaneously label a patch in the image, which is in contrast to
point wise sampling. They demonstrated that this can signiﬁcantly speed up active
learning. Though their approach selected spatial batches they did not model cost in
form of distance traveled. However, the interesting aspect of this approach was that
they incorporated spatial continuity into the framework by making the assuming that
instances within a region are similar and hence will observe the same label. Though
there exists multitudes of work directed at adaptive sampling for spatial mapping, to
the best of our knowledge we have not seen any other work on spatial active learning
in the literature.
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2.6 Review of Adaptive Sampling for Benthic Habi-
tat Mapping
We found limited literature that applies active learning for benthic habitat mapping.
Thus, we provide a brief overview of some of the approaches and theory in general
environmental mapping based on adaptive sampling. We then focus on some of the
adaptive sampling approaches applied to benthic habitat mapping.
Adaptive sampling in environmental sciences is a broad ﬁeld where mission objectives
depend on the particular domain. An example of adaptive sampling can be found in
soil sciences where adaptive sampling based on Kriging (a spatial mapping technique
in geostatistics) was used to map the soil moisture over a survey site [85]. Another
example is the work by [101], where mobile sensors were deployed in a forest by sus-
pending them on cables between pairs of trees. These sensors adjusted their position
on the cable to maximize their accuracy in mapping environmental ﬁelds such as
temperature, humidity, solar illumination, etc. There also exist many species map-
ping works that have employed adaptive sampling [47, 84, 105]. For a comprehensive
overview of the theory behind adaptive surveying for environmental applications we
refer the reader to [126].
In the work by [53] an Autonomous Underwater Vehicle (AUV) equipped with a sides-
can sonar was used to generate dense bathymetric maps of a survey site. Essentially
a Gaussian Process framework was employed to extrapolate depth measurements to
the entire survey site. Dives were re-planned to reduce the overall uncertainty of the
predicted depth map. Similar work was also carried out using an AUV by [137] to
direct the AUV towards regions that required dense sonar survey for optimal data
collection. For example a benign ﬂat seabed did not require much side-scan sonar
surveying since revisiting such regions only increases cost with little increase in in-
formation. This was in contrast to complex seabed containing anomalous features.
Another example of such work was carried out by [136].
There exists limited literature in employing adaptive sampling for benthic habitat
mapping. Recall from the introductory chapter that benthic habitat mapping involves
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learning correlations between readily attainable seabed bathymetry (and derived fea-
tures describing seabed morphology) and habitat classes (which are costly to sample
since they are derived from high resolution optical imagery). These correlations are
then extrapolated to the broad-scale where imagery has not been acquired. Some of
the seminal work on adaptive sampling for benthic habitat mapping was carried out
by [22]. They employed Optimum Allocation Analysis (OAA) a well studied sam-
pling method from surveying theory [23]. The idea was to cluster the readily available
bathymetry into diﬀerent sediment types. The ground-truthing (towed video and grab
samples of the seabed) eﬀort was then allocated proportionately to diﬀerent clusters
depending on cluster heterogeneity, i.e., the more heterogeneous the cluster is the
greater the sampling eﬀort allocated to that cluster. For instance ﬂat non-rugose
seabed exhibit lesser variability in seabed morphology in contrast to reef like regions,
hence greater sampling eﬀort should be allocated to the reef cluster. The study
demonstrated the merits of using OAA to direct ground-truthing eﬀort, however, it
was acknowledged that variability in the clusters might not reﬂect proportional vari-
ability within the ground-truth samples, and this was particularly the case with the
grab samples. For instance, recall the sand versus screw shell rubble example in the
introductory chapter. It is likely, due to similar morphological characteristics, these
classes can be grouped into the same sand cluster identiﬁed from the bathymetry,
which has been allocated low sampling (ground-truthing) eﬀort that might not be
suﬃcient to diﬀerentiate between the two classes. Hence, it is necessary to directly
take on the problem of improving the correlations between the bathymetric features
and the ground-truth. This is the objective of active learning.
Another approach attempted to directly model the correlations between bathymet-
ric features of the seabed and the habitat classes (derived from AUV-based optical
imagery) [104]. The authors used a Gaussian Process Classiﬁer [102] to model the cor-
relations between bathymetry and habitat classes. The objective was to choose from
amongst a set of candidate dives (speciﬁed by the scientist). The dive that resulted
in the greatest reduction in the overall uncertainty of the classiﬁer was chosen. These
dives took form of long or gridded transects. It was shown that adaptively choosing
2.6 Review of Adaptive Sampling for Benthic Habitat Mapping 31
the next dive in this manner leads to greater reduction in overall map uncertainty
in contrast to passive sampling techniques. However, map uncertainty is not always
directly correlated with generalization accuracy (and the relationship between the
two was also not demonstrated). For instance, recall the example from Figure 1.3
where using model uncertainty to choose informative samples in fact compromised
in the generalization accuracy given a limited sampling budget. As explained before
model bias can compromise the savings made by adaptive techniques, and therefore,
the need to combine exploration and exploitation is necessary. Furthermore, this ap-
proach limited the choice of potential samples to the set of candidate dives, the choice
of which was speciﬁed by the user without taking into account the classiﬁers input.
It may very well be the case that there exists another dive which if included in the
candidate set would have resulted in a greater reduction in map uncertainty.
A similar approach using Gaussian Process Classiﬁers to plan AUV trajectories for
benthic habitat mapping was used by [10]. In contrast to the approach of [104] which
chose from amongst a set of dives, the authors advocated focusing sampling eﬀort
towards class boundaries on the survey site. These trajectories were not limited to
particular dive patterns overcoming the limitations of the previous approach. Instead
informative sampling trajectories were searched within a ﬁnite horizon (a certain
perimeter within the current location of the AUV) using Value Iteration, a technique
originating from Reinforcement Learning [13, 96, 120]. Informativeness was based on
uncertainty in label assignments. Though this approach overcomes some problems
of the previous approach [104], it solely exploits the estimated classiﬁer throughout
the sampling process (also a problem with the previous approach). This can result
in uninformative sampling trajectories wasting costly resources. Furthermore, both
approaches [10, 104] employ Gaussian Process Classiﬁers where the posterior class
conditional density can only be approximated through Monte-Carlo simulations, or
analogous sampling methods, which can be prohibitively expensive in terms of scala-
bility.
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2.7 Summary
In this chapter we illustrated, through simulated examples, the eﬀect of class overlap
on active learning. We observed that the severity of the eﬀect increased with the
degree of class overlap.
We also presented an overview of the literature in active learning that attempts to
minimize model bias due to class overlap by combining exploration and exploitation.
We observed that most of these approaches in the literature suﬀer from model bias by
exploiting the classiﬁer at the start of active learning, or select uninformative samples
in the later stages of active learning.
We observed that most of the active learning literature that takes into account label
acquisition costs is based on the assumption that costs are ﬁxed. We noted that this
is not the case with spatial active learning, where costs vary at each iteration with
the position of the learner. We also observed that existing literature in spatial active
learning is very limited with existing approaches suﬀering from model bias due to class
overlap for reasons mentioned above. This also applied to the existing approaches
that employ adaptive sampling for mapping benthic habitats.
Chapter 3
Combining Exploration and
Exploitation in Active Learning
3.1 Introduction
In the previous chapter we saw that one way to model the class overlap problem in
active learning was to address the exploration-exploitation tradeoﬀ. We described
the existing techniques that address this tradeoﬀ in active learning, where the idea is
to initially explore the data prior to exploiting the classiﬁer. We noted that some of
these approaches choose amongst diﬀerent exploration and exploitation strategies at
an iteration of active learning where more weight is given to exploration strategies at
the start of active learning in contrast to the later stages. Such approaches suﬀer from
the fact that they can sample uninformative instances in the later stages of active
learning, or occasionally exploit earlier in the process. Other approaches combine
scores from diﬀerent strategies in a Multi-armed bandit framework and then choose
instances with the highest scores, however, the main drawback of such approaches is
that exploitation strategies can still have a signiﬁcant vote on instances at the start
of the active learning process even though theoretical bounds on the performance for
these approaches have been provided. Furthermore, these approaches only operate
on binary classiﬁcation problems and extensions to multi-class problems are left as
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future work.
In this chapter we propose a novel, and alternative, way of combining exploration and
exploitation in active learning. In contrast to previous works our technique does not
utilize multiple approaches but instead explores in a constrained manner around the
estimated decision boundary. Geometrically speaking, the constraint is implemented
as sampling from a window of a certain width that contains instances that are within
a certain distance from the estimated decision boundary (deﬁned by the width of
the window). We would also like the window to be wide enough to always contain
the target decision boundary, otherwise we would never sample close to it, which is
important for reﬁning our estimate, and the objective of active learning. While we
never know where the target decision boundary lies, we do know that at the start
of the learning process we can expect both boundaries (estimated and target) to be
distant from each other. This justiﬁes having a large window at the start such that
it spans the entire feature space. We can then explore from this window. After
repeated exploration (choosing batches of a ﬁxed size) from the window we would
expect the estimated and target boundaries to become closer, i.e., the gap between
them has reduced. It is this gap that we would like to explore in order to resolve the
diﬀerences. Our objective is to constrict this window in such a way that there is a high
likelihood that the gap between our estimated and target boundaries are contained
within this window. As this window is systematically constricted, we begin to narrow
the area from which batches are drawn, thereby focusing labelling eﬀort on informative
regions of the sample space. By gradually constricting the size of this window over
successive iterations, we aim to always contain the target decision boundary within
our candidate set of instances. This constriction process will eventually lead to a very
small window such that the number of instances it contains are equal to the batch
size, and so exploring this window means sampling all of it. This amounts to pure
exploitation. If the rate at which the window is constricted is slower than the rate at
which the error (gap between the two boundaries) reduces implies that by the time we
are purely exploiting the classiﬁer our estimate of the decision boundary is very close
to the target decision boundary. This is the desired eﬀect of this technique. The idea is
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illustrated in Figure 3.1. Note that, in the example, by the time the sampling window
becomes very small the estimated decision boundary has approximately converged on
to the true decision boundary.
Note that the sampling window allows us to discard instances that are far from the
estimated boundary under the notion that they are outside the gap between the
estimated and target decision boundaries, and hence are un-informative. We will
later highlight the conditions necessary for this to hold. The remaining instances can
then be scored purely based on exploration criteria instead of taking any input from
the classiﬁer as to their level of informativeness. Hence, the classiﬁer can only vote on
which instances to throw away rather than which instances to select. This is the key
point that helps us avoid the problem of model bias introduced by class overlap. We
term this approach of exploring from a gradually constricting window as Constrained
Exploration. This is in contrast to discrete switching between approaches. Note
that in Constrained Exploration there is a natural and continuous transition from
exploration to exploitation.
The main advantage of this idea over previous techniques is that it does not choose (or
take votes) from multiple strategies but instead combines exploration and exploitation
in a way that more naturally addresses the problem in active learning by constraining
the exploration to particular regions of the feature space. The beneﬁts can be stated
as:
• We avoid sampling uninformative instances in the later stages of active learning,
and minimize the bias of the classiﬁer in the earlier stages of active learning.
This problem is common to approaches that discretely switch between explo-
ration and exploitation strategies.
• We do not combine scoring votes from multiple strategies over which instances
to sample as some of the exploitation strategies may produce biased votes at
the start of active learning. Instead we ﬁlter out uninformative instances and
uniformly score the remaining (this is the technique we used in this work though
other classiﬁer-independent exploration driven techniques can also be used).
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Figure 3.1  A demonstration of active learning by sampling from a window that
is gradually constricted. The thin lines represent the estimated class conditional
distribution Pt(C|x), where c = 1 (red) or c = 2 (black) at iteration t. The thick
lines represent the target class conditional distributions. The black circles represent
the entire set of instances that have been sampled up until the current iteration.
The blue squares represent the instances sampled in the current iteration with a
batch size of 3 in this instance. The blue bar of circles in the middle represents
the instances within the sampling window at the current iteration. Note how the
sampling window is constricted around the target decision boundary as the sampling
process proceeds.
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However, in order to understand/justify this technique we need to answer the following
questions:
• How do we deﬁne the width of the sampling window?
• Under what conditions are the instances that the window discards not rele-
vant for reducing generalization error? Are there any potentially informative
instances that are outside the window?
• Does sampling from the window reduce generalization error of the classiﬁer, i.e.,
does the estimated decision boundary always move closer to the target boundary
after sampling from the window?
• What is the rate at which the window is constricted and how does this relate
to the generalization error of the classiﬁer?
In this chapter we attempt to answer these questions and based on them we propose
an algorithm that implements this technique.
The rest of this chapter is organized as follows. In Section 3.2 we introduce the
concept of a sampling window. In Section 3.3 we present an algorithm that com-
bines exploration and exploitation in active learning through the use of the sampling
window. In Section 3.4 we show case the proposed algorithm on simulated data.
In Section 3.5 we present experimental evidence that shows the proposed approach
outperforms state of the art before we conclude the chapter.
3.2 Sampling Window
In this section we present the concept of a sampling window and describe how it
relates to sampling problems with class overlap.
Typically in active learning most informative instances are considered to be those
closest to the boundary, as these will most greatly reduce the search space [131]. This
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concept can be generically formulated in terms of Entropy which is the the commonly
used measure of informativeness in active learning [111], and is deﬁned as follows
H(x) = −
(∑
c∈C
P (C = c|x) logP (C = c|x)
)
(3.1)
where C denotes the set of classes and x denotes an instance. Note that entropy
is a continuous concave function of P (·) that increases as class assignments become
equi-probable, and is zero when P (C = c|x) = 1 for some c ∈ C. Thus, the entropy
is maximum at the decision boundary and reduces as we move farther away. Entropy
can be used with any classiﬁer that can output probabilities. Throughout this work we
will use entropy as our measure of informativeness, and use it to deﬁne the sampling
window.
In order to answer the questions laid out in the previous section it is important to be
able to geometrically relate the sampling window to a classiﬁer's generalization error.
One particular type of classiﬁers known as margin classiﬁers provide such a geometric
deﬁnition of the generalization error and are also a well studied classiﬁcation tool in
the literature [26] providing ample results to better understand the sampling window.
We build our arguments using margin classiﬁers and show how the ideas generalize
to other classiﬁers. We start the discussion by considering the binary classiﬁcation
problem when the data is linearly separable data and then move onto linearly non-
separable data which is a result of class overlap. Finally, we show how our results
extend to the multiclass problem.
3.2.1 Linearly Separable Case - No Class Overlap
Margin classiﬁers induce hyperplanes that maximize the distance between instances
of opposite classes. More formally, Let fˆ : X ⊆ Rd 7→ {−1,+1}, i.e., fˆ is a function
that maps a d dimensional instance vector x = {x1, · · · , xd} ∈ X to the positive class
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if fˆ(x) > 0, and otherwise to the negative class. Let fˆ be a linear function such that
f(x) =〈w · x〉+ β (3.2)
=
d∑
i=1
wixi + β (3.3)
where (w, β) are parameters that deﬁne the hyperplane that separates the data. The
label of each instance xi ∈ X is yi ∈ {−1,+1}. The decision rule is sgn f(x). Geomet-
rically speaking, the input space X is split into two parts; the one that corresponds
to the positive class and the one that corresponds to the negative class. For any in-
stance x a strictly positive distance from the hyperplane f(x) > 0 implies x belongs
to the positive class, and a strictly negative distance implies otherwise. Conﬁdence
of the prediction is represented by |f(x)|. A zero distance implies maximum uncer-
tainty with the point predicted to be on the boundary. Throughout our discussion,
we assume that the input space can be represented by a d-dimensional unit ball Rd.
For illustrative purposes we assume that the hyperplane always passes through the
origin, i.e., β = 0. This does not aﬀect our proofs since the following discussion is
based on relative distances within the ball, as will eventually become apparent. Fur-
thermore, this is also a commonly studied setting in active learning and has been used
by [6, 3032, 42].
The hyperplane parameters of an SVM (w, β) can be learned from training dataDL =
{(x1, y1), · · · , (xn, yn)}. This involves solving the following constrained optimization
problem:
argmin
w,β
1
2
‖w‖2, (3.4)
subject to
yi(〈w,xi〉+ β) ≥ 1 ∀xi ∈ DL (3.5)
This is called the primal optimization problem. The problem assumes linear separa-
bility of the data, otherwise the constraint (3.5) will be violated. The points for which
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yi(〈w,xi〉 + β) = 1 are the points closest to the hyperplane and are called Support
Vectors. The distance between these vectors and the hyperplane is called the mar-
gin (2ρ). The support vectors can be thought of as points that exert the maximum
mechanical force on the induced hyperplane to maximize the distance between the
closest instances from opposing classes. The support vectors are chosen from training
data such that they minimize ‖w‖ in order to maximize the margin ρ whilst satisfying
the constraints laid out. This gives rise to the name maximum margin classiﬁers. The
support vectors deﬁne the edge of the margin, are equidistant from the hyperplane,
and are the closest points in the training data with opposing labels to the separating
hyperplane. An illustration of a target classiﬁer and one estimated from training data
is presented in Figure 3.2.
In practice the primal optimization problem is converted to its Wolfe dual form re-
sulting in the following quadratic optimization problem:
argmax
α∈Rd
n∑
i=1
αi − 1
2
n∑
i,j=1
αiαjyiyj〈xi,xj〉 (3.6)
subject to
αi ≥ 0, i = 1, · · · , n, and (3.7)
n∑
i=1
αiyi = 0 (3.8)
where αi denote the Lagrangian Multiplier. For more details, we refer the reader
to [119]. The Lagrange multipliers can be thought of as the amount of force they exert
on the hyperplane. The support vectors would have the largest Lagrange multipliers
since they are most critical in determining the hyperplane orientation. On the other
hand instances far away from the hyperplane would have αi = 0. Note the constraint
(3.8) implies that the total forces exerted by points on opposite sides of the hyperplane
must be equal to each other, i.e., they balance each other out.
The posterior class probabilities for margin classiﬁers, required for entropy, can be
computed by transforming the distance to the hyperplane into a probability using
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Figure 3.2  A 2D illustration of an estimated (blue - denoted wˆ) and target (magenta
- denoted w∗) weight vectors, and their corresponding hyperplanes (dashed blue
and dashed magenta, respectively) passing through the origin. The positive and
negative classes are labelled as + (black) and − (red), respectively. The estimated
margin is the region between the two dashed outer blue lines. |f(X∗)| denotes the
distance of a point on the target hyperplane to the estimated one. The intersecting
hyperplanes form 4 subspaces of the instance space labelled Q1, Q2, Q3, and Q4.
The misclassiﬁed region of the instance space corresponds to subspaces Q1 and Q3
and is a subset of the margin.
Platt's probability function.
P (C = +1|x) = 1
1 + exp(Af(x) +B)
(3.9)
where A and B can be optimally determined from training data (cf. Theorem 3
and Algorithm 1 [74])1. It should be noted that by concavity of H and that it is a
continuous function of P (·) entropy approaches a maximum as we get closer to the
estimated hyperplane, i.e., |f(x)| → 0.
The following corollary shows that the our adopted informativeness measure entropy
(uncertainty) reduces as we move away from the decision boundary.
1Note that this is a generic formulation which also takes into account hyperplanes that do not
pass through the origin. Furthermore, in our case the hyperplane passes through the origin which
implies B = 0.
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Corollary 3.1 (Relationship between Distance to Hyperplane and Entropy). H(x)
approaches a maximum2 as |f(x)| → 0.
Proof. By continuity of f and that P (·) is a continuous function of f , and that H is
a continuous function of P (·) we have H is a continuous function of f (for the latter
induction cf. page 13 [25]). Furthermore, by concavity of H (cf. Theorem 2.7.3 [25])
H(x) reaches a maximum at P (C = +1|x) = P (C = −1|x) = 0.5, which happens as
|f(x)| → 0. This concludes the proof.
We will denote the entropy for support vectors as Hρˆ. Note that instances outside the
margin have an entropy lower than Hρˆ, and the contrary holds for instances within
the margin.
A key property of margin classiﬁers is that only support vectors (having non-zero La-
grange multiplies αi > 0) deﬁne the weight vector and the oﬀset, i.e., the hyperplane.
All other points in the training data are irrelevant. Making use of this property the
following Lemma shows that if an instance outside of the existing margin (has en-
tropy lower than Hρˆ) is added to the training set it will not become a support vector.
The important implication of this Lemma is that such instances are un-informative
because they will not alter the existing hyperplane, and thus, not improve general-
ization error of the estimated classiﬁer. So these instances are irrelevant and future
sampling should not be directed towards them.
Lemma 3.1 (Least Informative Instances can be Discarded). Let Rd be a unit ball
of dimensionality d. Let fˆ
wˆ,βˆ and f
∗
w
∗,β∗ denote the estimated and target classiﬁers
such that βˆ, β∗ = 0, and that f ∗ perfectly separates the data, i.e., the data is linearly
separable (no class overlap). Furthermore, let ρˆ denote the margin of fˆ . Then for all
x ∈ X : H(x) < Hρˆ then x will not become a support vector if sampled.
Proof. Let Q1, Q2, Q3, and Q4 denote the subspaces resulting from fˆ . Let Vˆ
+ and
Vˆ − denote the set of positive and negative support vectors, respectively, for fˆ . Now
suppose for the sake of contradiction that there exists an xi : H(x) < Hρˆ and that it
2The maximum entropy for a binary class problem is 0.693.
3.2 Sampling Window 43
is sampled and becomes a support vector. Then, by Corollary 3.1 we get |fˆ(xi)| > ρˆ.
This implies that yifˆ(xi) < 0 =⇒ sgn(fˆ(xi)) 6= sgn(f ∗(xi)) =⇒ xi ∈ Q1 ∪Q3. We
know that for all xj ∈ Vˆ + ∪ Vˆ − we have H(xj) = Hρˆ =⇒ |fˆ(xj)| = ρˆ, i.e., they are
closer, in the training data, to the estimated hyperplane than xi. This implies that
labeling is inconsistent and we arrive at a contradiction.
This suggests that the informativeness can be used to deﬁne a sampling window and
all instances with entropy greater than Hρˆ should compose the sampling window
and are considered informative because they can potentially improve the estimated
classiﬁer. This is in contrast to the un-informative instances that are not going to
improve the classiﬁer because they will not become future support vectors. This is
illustrated in Figure 3.3. However, in the above linearly separable case one can simply
+
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+−
+−
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−
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Figure 3.3  Sampling from the window improves the estimated classiﬁer.
take samples on the estimated boundary (maximum entropy) and expect to converge
to the target boundary with very few samples. The advantage of sampling from
the window becomes apparent in the non-linearly separable case where the target
boundary does not perfectly separate the data.
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3.2.2 Non-Linearly Separable Case - With Class Overlap
In the case of non-linearly separable data there exists no hyperplane that perfectly
separates the data. The data can always be projected to a higher dimension via
the kernel trick where it can be made linearly separable, however this can result in
overﬁtting, hence reduced generalization. To overcome this problem one can regularize
the classiﬁer, which improves generalization by allowing for some class overlap. In
this case there are always instances that will be misclassiﬁed by the target decision
boundary. The regularized margin classiﬁer was proposed by [24] which allows for
slacks in learning on the training data, i.e., some errors on the training data can
be tolerated (class overlap). For training data DL = {x1, · · · ,xl} this results in the
following separation constraints:
yifˆ(xi) ≥ ρˆ− ξi, i = 1, · · · , l (3.10)
where ξi ≥ 0 is the slack variable, one for each training instance. The set of all slacks
is written as ξ = {ξ1, · · · , ξl}. We have ξi < 0 if xi lies on the margin or on the right
side, otherwise ξi = 0 and it is equal to the distance it lies on the wrong side of the
margin. Recall that fˆ is applied in the feature space after projection using the kernel
trick, details of which will be presented in the experimental section. All the analysis
here after is applied to the projected feature space.
This leads to the following primal optimization problem:
argmin
w,ξ,ρ,β
1
2
‖w‖2 − νρ+ 1
l
l∑
i=1
ξi (3.11)
subject to
yi(〈w,xi + β〉) ≥ ρ− ξi, and (3.12)
ξi, ρ ≥ 0 (3.13)
where 2ρ is the margin, and ν is a user speciﬁed parameter that trades oﬀ between
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training error and generalizability. Smaller ν will lead to less tolerance for margin
errors (points within the margin) leading to a tighter margin and hence a tighter ﬁt
on the training data. This tightness is relaxed as ν grows. This parameter can be
interpreted as an upper bound on the fraction of margin errors and a lower bound on
the number of support vectors (Proposition 7.5 [119]), and in the limit both quantities
become equal. For ν = 0 we would obtain the hard margin solution with a complex
decision boundary that is likely to overﬁt the data. In contrast, for ν = 1 we would
have a very wide margin tolerating all possible errors and a simpler decision boundary.
Hence, we have deﬁned the Soft Margin Support Vector Machines, and in particular
the formulation above are known as ν-SVM's. It should be noted that points that
lie on the wrong side of the margin also become support vectors. In the literature
the support vectors that lie on the wrong side of the estimated margin (the tolerated
errors) are deﬁned as Bound Support Vectors and support vectors that are consistent
with the margin are deﬁned as Free Support Vectors.
Before we proceed it suﬃces to characterize instances that lie on the wrong side of
the target decision boundary as inconsistent instances. The remaining instances are
deﬁned as consistent instances. In the case of soft margin classiﬁers both consistent
and inconsistent instances can become support vectors. An illustration of a soft
margin classiﬁer is provided in Figure 3.4. Note that the error is now the sum of
the proportion of consistent instances that fall within Q1 and Q3 subspaces and the
proportion of inconsistent instances that fall within the Q2 and Q4 subspaces.
We now return to the problem of inconsistent instances that may, upon sampling,
become bound support vectors. Fortunately, it was shown that a local movement of
the margin error does not induce any change in the estimated hyperplane (cf. Propo-
sition 7.7 from [119]), i.e., if we replace one bound support vector in the training data
with some other inconsistent instance that is not in the training data the resulting
hyperplane will be the same as the original one. However, an assumption needs to be
made for this to hold: we can express the weight vector in terms of the free support
vectors. It has been argued in [119] that expressing the weight vector in terms of free
support vectors is not a very restrictive assumption, even though the target classiﬁer
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Figure 3.4  The soft margin classiﬁer for the linearly non-separable case tolerating
inconsistent instances.
has many bound support vectors. This is because adding the bound support vectors
to the set of free support vectors will not change the latter set, which will always be
a subset of the actual solution. They mentioned an example of a 2-D problem where
it suﬃces to have just 2 linearly independent support vectors which are not at bound
in order to express the weight vector, and that this holds regardless of whether the
classes overlap or not. Hence, if we can ensure inconsistent instances do not become
free support vectors, it really does not matter where they come from and we can still
express the target solution. Though in practise we never know the target boundary,
but theoretically this motivates minimizing them in our training set. The problem
arises if an inconsistent instance becomes a free support vector which can happen if
they dominate the training set. This only further motivates minimizing them in the
training set as we can still express the target solution without inconsistent instances.
In the case of linearly separable data we saw that instances within the margin are
important, since the ones outside will not become support vectors anyway, and there-
fore will not reduce the error of the classiﬁer if sampled. For the non-separable case
the consistent instances outside the margin will not become support vectors if the
current set of free support vectors does not contain inconsistent instances and this
is shown to be a necessary condition in Proposition 3.1. With this condition consis-
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tent instances outside the margin can be discarded. Though inconsistent instances
outside the margin can become support vectors, however, since it does not matter
where they come from and we want to minimize them in our training set anyway,
justiﬁes discarding such instances. This allows us to deﬁne the cutoﬀ Hρˆ (margin
entropy) based on the Free Support Vectors, i.e., instances outside the margin can be
considered un-informative, and hence, discarded.
However, an inconsistent instance inside the margin can still become a free support
vector. This problem can be overcome if we get a suﬃcient representation in our
training data of the last margin which had all free support vectors as consistent
instances. This idea is illustrated in Figure 3.5. Hence, all the instances outside the
margin can be discarded if the current set of free support vectors does not contain
inconsistent instances.
Proposition 3.1 (Least Informative Instances Can be Discarded). Let Rd be a unit
ball of dimensionality d. Given a ﬁxed parameter ν let fˆ
wˆ,ξˆ,βˆ and f
∗
w
∗,ξ∗,β∗ denote the
estimated and target soft margin classiﬁers such that βˆ, β∗ = 0. Let VˆF denote the
set of free support vectors for fˆ . Then for any x ∈ Xconsistent : H(x) < Hρˆ x will not
become a support vector upon sampling if VˆF ∩Xinconsistent = ∅.
Proof. Let Q1, Q2, Q3, and Q4 denote the subspaces resulting from fˆ . Let Vˆ
+
F and Vˆ
−
F
denote the set of positive and negative free support vectors, respectively, for fˆ . Now
suppose for the sake for contradiction that there exists an xi ∈ Xconsistent : H(xi) <
Hρˆ ( which by Corollary 3.1 =⇒ |fˆ(xi)| > ρˆ) is sampled and becomes a support
vector. This implies that yifˆ(xi) < 0 =⇒ sgn(fˆ(xi)) 6= sgn(f ∗(xi)) =⇒ xi ∈
Q1 ∪Q3 by deﬁnition. We know that for all xj ∈ Vˆ +F ∪ Vˆ −F we have |fˆ(xj)| = ρˆ =⇒
H(xj) = Hρˆ, i.e., they are closer to the estimated hyperplane than xi. We also know
that VˆF ∩Xinconsistent = ∅. This implies that
• xi is an inconsistent instance and will become a bound support vector, which
is a contradiction, or
• Vˆ +F ∪ Vˆ −F contain at least one inconsistent instance otherwise xi would not have
become a free support vector, which is also a contradiction.
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This concludes the proof.
Thus, as long as no inconsistent instances become free support vectors we can consider
all the instances with entropy less than Hρˆ as un-informative and discard them as
potential samples in future. This now allows us to deﬁne the sampling window for
the general linearly non-separable case.
Deﬁnition 3.1 (Sampling Window for Class Overlap). Let Rd be a unit ball of di-
mensionality d. Given a ﬁxed parameter ν let fˆ
wˆ,ξˆ,βˆ and f
∗
w
∗,ξ∗,β∗ denote the estimated
and target soft margin classiﬁers such that βˆ, β∗ = 0. Furthermore, let VˆF denote the
set of free support vectors for fˆ . We deﬁne Xτ = {x ∈ X : H(x) ≥ H(ρˆ)} if
VˆF ∩Xinconsistent = ∅. Furthermore, we deﬁne the set X′τ such that X′τ = X \Xτ .
Note the main diﬀerence in the deﬁnition for the non-separable case and the separable
one is that we have added the necessary condition that the free support vectors must
be consistent instances, otherwise (example shown in Figure 3.5) it is possible to leave
out consistent instances that can become future free support vectors. This suggests
that we only constrict the sampling window when the current set of free support
vectors are all consistent instances.
Though this condition requires knowledge of the target decision boundary which is
not available in practice, it does give theoretical insight and leads to the observation
that if we suﬃciently explore the sampling window, we can safely constrict it. This
is the key idea that we take on to devise our sampling window based active learning
algorithm in the next section. Furthermore, it should be noted that getting a suﬃcient
representation of the sampling window is in fact, more generally, attempting to acquire
some notion of the underlying distribution before constriction, i.e., exploring the
dataset. This suggests that the eﬀectiveness of the sampling window should also
generalize to any classiﬁer (that can output probabilities), because existing techniques
also use exploration for minimizing model bias in active learning. For the sake of
completeness, in the results section we show this holds for a completely diﬀerent
classiﬁer such as Classiﬁcation Trees [98].
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Figure 3.5  An illustration how the likelihood increases that inconsistent instances
do not become free support vectors if we get a representative set of the margin.
(t = 1) The initial classiﬁer. (t = 2a) An inconsistent instance becomes a free
support vector. (t = 2b) Taking a more representative set of the sampling window
at t = 1 we get no inconsistent instances as free support vectors.
So far we have answered two of the four questions highlighted earlier: how to deﬁne
the width of the sampling window and whether the discarded instances are relevant
for improving the generalization error. We now turn our attention to the third ques-
tion: does sampling from the window reduce generalization error. Our analysis to
this point suggests that sampling more consistent instances from the sampling win-
dow and minimizing the inconsistent instances in the sample/training set will increase
the likelihood that the free support vector set contains only consistent instances. The
following proposition uses this idea to show that sampling from the window is more
eﬀective in reducing the upper bound on generalization error subject to conditions
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regarding the batch size. In particular it shows that the upper bound on the gen-
eralization error after sampling from the window is at worst similar to the upper
bound on the generalization error of a simple random sample from the entire pool of
unlabeled data.
Proposition 3.2 (Generalization Error for Sampling from the Window). Let Rd be
a unit ball of dimensionality d. Given a ﬁxed parameter v let
1. f ∗ denote the target classiﬁer
2. fˆ initial denote a classiﬁer learned on some training set DLinitial of size binitial,
3. fˆa denote a classiﬁer learned on DLa,initial = D
L
initial ∪DLa , where DLa (of size b)
is a set of random samples added to DLinitial, and
4. fˆ b denote a classiﬁer learned on DLb,initial = D
L
initial ∪DLb , where DLb (of size b)
is a set of random samples from Xτ added to D
L
initial, and Xτ is deﬁned based
on fˆ initial.
Assuming that the weight vector can be expressed in terms of free support vectors.
Then
UB(E (fˆ b)) ≤ UB(E (fˆa)) =
2ν +
4
binitial + b
(
d log
2e(binitial + b)
d
+ log
4
δ
)
(3.14)
holds with probability 1− δ if
b >
(
t|X||Xτ |
k(|X| − |Xτ |)
)2(√k|Xτ | − k2
|Xτ | +
√
k|X| − k2
|X|
)2
(3.15)
VˆF ∩Xinconsistent = ∅ (3.16)
where k = |Xτ ∩Xconsistent|, t is the associated t-value for a 1− δ conﬁdence interval,
and VˆF is the set of free support vectors for fˆ
initial.
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Proof. By Proposition 7.5 [119] the training error is upper bounded by the user spec-
iﬁed parameter ν for both DLa,initial and D
L
b,initial, then the right half of (3.14) holds
by Theorem 4.6 from [26]. This only leaves us to show that the second term on the
right of (3.14) is smaller in the case of fˆ b.
By Proposition 3.1 we know that none of the consistent instances outside Xτ will
become future support vectors implying that condition (3.16) is necessary for the
proof to hold. All we need to show now is that more consistent instances from Xτ
are present in DLb in contrast to D
L
a , i.e, p
b
con > p
a
con, where p
b
con =
|DLb ∩Xconsistent∩Xτ |
|Xτ | ,
and pacon =
|DLa ∩Xconsistent∩Xτ |
|X| . Let their population counterparts be denoted as P
b
con =
|Xconsistent∩Xτ |
|Xτ | and P
a
con =
|Xconsistent∩Xτ |
|X| . As mentioned earlier, these instances are
important as they are the ones which can become free support vectors.
For pbcon > p
a
con to hold, by Theorem 3.2 of [23], and denoting t as the associated
t-value for a 1− δ conﬁdence interval we have
P bcon − t
√
P bcon(1− P bcon)
b
> P acon + t
√
P acon(1− P acon)
b
(3.17)
=⇒ b >
(
t
P bcon − P acon
)2 (√
P bcon(1− P bcon) +
√
P acon(1− P acon)
)
(3.18)
This implies that as long as b is suﬃciently large DLb will always contain more consis-
tent instances from Xτ than D
L
a with probability 1−δ. Now we know that P bcon = k|Xτ |
and P acon =
k
|X| , where k = |Xτ ∩Xconsistent|. Substituting these into (3.18) implies
b >
(
t|X||Xτ |
k(|X| − |Xτ |)
)2(√k|Xτ | − k2
|Xτ | +
√
k|X| − k2
|X|
)2
(3.19)
With b being suﬃciently large, the number of consistent instances in DLb from Xτ
(denoted as bb) is greater than those in D
L
a (denoted as ba) with probability 1 − δ.
Hence, training a classiﬁer on DLinitial∪DLb will result in the same upper bound on the
generalization error as compared to training on any larger random sample (appended
to DLinitial), of size(b
′ > b), from the entire data set that contains at least bb consistent
instances from Xτ , due to Proposition 3.1. Plugging b
′ + binitial and b + binitial into
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Theorem 4.6 from [26] yields the result with probability (1 − δ) on the left half of
(3.14). This concludes the proof.
This leaves us with only the last question: at what rate should we constrict the
sampling window. Before we proceed towards addressing this question it suﬃces to
discuss the extension of the sampling window to the multiclass case, which is the
subject of the following section.
3.2.3 Generalization to the MultiClass Case
So far our discussion has been restricted to the binary class problem, and we have
deﬁned the sampling window accordingly and shown that sampling from it is likely to
be better than normal random sampling. In this section we show how this deﬁnition
naturally extends to the multiclass case.
Before we proceed it suﬃces to deﬁne a multiclass margin classiﬁer. Typically mul-
ticlass problems in machine learning are solved by extending the corresponding bi-
nary class solutions. One potential way to construct a binary classiﬁer for each pair
of classes ci and cj
3. The individual scores fˆij(x) for an instance x can be trans-
formed, using (3.9), into probabilities rij = P (C = i|x) and rji = P (C = j|x) =
1−P (C = i|x). These scores can then be combined into a single probability distribu-
tion P (C = {1, · · · , k}|x) = p = {p1, · · · , pk} by solving the following optimization
problem from [141]
argmin
p
k∑
i=1
∑
j:j 6=i
(rjipi − rijpj)2 (3.20)
subject to
∑k
i=1 pi = 1 and pi ≥ 0∀i. It was shown that a unique global posterior
multiclass distribution can be attained (cf. Theorem 4 [141]).
3We can also have a one versus all binary classiﬁer for each class. However, the pairwise approach
is generally preferred as it allows for more balanced datasets for learning individual classiﬁers. This
process also involves training on much smaller datasets in contrast to the one-vs-all approach, and
hence, is more eﬃcient. Though there is no evidence to support that one method is better than the
other.
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With regards to prediction the most probable class is chosen. The global set of free
support vectors is simply the union of the free support vectors for the individual
classiﬁers. The global set of bound support vector is analogously deﬁned. Based on
this the global sampling window can be deﬁned as follows.
Deﬁnition 3.2 (Multiclass Sampling Window). Let C = {1, · · · , k} denote the set of
classes over which pairwise binary margin classiﬁers fˆij are learned. Then Xτ = {x ∈
X : H(x) ≥ argminij Hρˆij} if VˆF ∩Xinconsistent = ∅, where Hρˆij is the entropy at the
margin for classiﬁer fˆij and VˆF represents the union of free support vectors for each
of the binary classiﬁers. Furthermore, we deﬁne the set X′τ such that X
′
τ = X \Xτ .
Note that we still require the condition that all free support vectors must be consistent
instances. Suppose for some fˆij this condition is not satisﬁed implies that we may
leave some consistent instances out of the sampling window for fˆij that may deﬁne
the target classiﬁer as discussed earlier. This would imply that these instances would
also then be excluded from the global sampling window.
Thus far, we have deﬁned the sampling window for multiple classes using a generic
measure of informativeness not limited to margin classiﬁers. We have shown that,
under certain conditions, instances outside of the sampling window are irrelevant
for improving the generalization error. Furthermore, sampling from the window can
improve the generalization error in contrast to random sampling.
We discussed earlier that the sampling should only be constricted if the existing one
has been suﬃciently represented by the training set. The following section addresses
this problem by presenting our proposed sampling window based active learning al-
gorithm.
3.3 Constrained Exploration
In this section we describe how to constrict the sampling window allowing us to
transition from exploration to exploitation.
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One potential way of checking for suﬃcient representation of the current sampling
window is to check whether repeated exploration from the same window results in
insigniﬁcant change in the classiﬁer. We do know that initially in the learning process
the error may be large, so one can assume that the sampling window spans the entire
dataset. Once repeatedly drawing samples from this window does not induce signiﬁ-
cant change in the classiﬁer, then we can assume that we have a good representation
of instances within the current sampling window. At this point we can constrict the
sampling window discarding some instances, and repeat this procedure. However, we
do not want to drastically constrict the sampling window, as the discarded instances
may not be suﬃciently represented within the training set, therefore, the idea is to
gradually constrict the window. This captures the idea of moving from exploring
the entire dataset to focusing on particular regions of the input space (exploitation).
Thus, the higher the degree of class overlap the more we need to explore the window
prior to restricting it. The rate of this transition embodies the exploration-exploitation
tradeoﬀ. This is the underlying idea of the sampling window based active learning
algorithm proposed in this section.
We denote the sampling window as the set of the τ most uncertain (or most informa-
tive) instances based on entropy. This is formally laid out in the following deﬁnition.
Deﬁnition 3.3 (Sampling Window for Constrained Exploration Algorithm). Let fˆ be
a soft margin classiﬁer, and let Pˆ (C|X) denote the class condition probability distribu-
tion induced by fˆ . Let I(X) = {x1, · · · , xn} be an ordered set such that H(xi) > H(xj)
for all i, j = {1, · · · , n} with i < j. Let τ ∈ [0, · · · 1) denote a proportion. Then
Xτ ⊆ X = {xi ∈ I(X) : in < τ}.
The intuition behind deﬁning the sampling window as the τ most informative in-
stances is as follows: the error of misclassiﬁed instances can be expressed as a per-
centage. Furthermore, we would expect the misclassiﬁed consistent instances to be
adjacent to the estimated boundary and the target boundary, i.e., composing the gap
between the two boundaries. We have seen this is the case with margin classiﬁers and
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expect this to hold for general classiﬁers as well since active learning typically con-
siders most informative (error reducing) instances to be along the estimated decision
boundary. Given that informativeness reduces as we move away from the estimated
boundary, if τ is suﬃciently large we will be able to contain these misclassiﬁed consis-
tent instances in the sampling window, as they belong to the error reducing regions.
Shortly, we will show how to control τ such that we can approximately ensure this
holds.
Given that initially the error can be large, it is reasonable to start with τ = 1, i.e.,
we randomly sample from the entire dataset. Once the classiﬁer stops signiﬁcantly
changing (deﬁned below) we can assume that a representative set of the instances
farthest from the estimated hyperplane has been collected, and we can constrict the
sampling window, i.e., reduce τ . This is the underlying idea behind our proposed
sampling window based active learning algorithm.
The change in the classiﬁer can be measured in various ways some of which include
(1) looking at the rate of change in the parameters of the classiﬁer, (2) change in the
uncertainty of its predictions, and (3) the rate of change at which the predictions on
test data change. For a detailed survey of techniques we refer the reader to [110].
Though any measure of change can be used, we have adopted the simple to compute
multiclass classiﬁcation change measure, proposed by [94] which rewards exploration
when sampling from the window results in classiﬁer change, otherwise the reward is
small. This measure is deﬁned as follows:
reward(t) = −
(
Γt · Γt−1
‖Γt‖‖Γt−1‖
)
(3.21)
where Γt is the vector of predicted classes on all of the data at iteration t of the
active learning process, i.e., union of both labeled and unlabeled instances. It can be
seen that the reward measure is simply the negative of the cosine distance between
the previous and current vectors of predicted classes over all the data. Hence, if the
vectors are very similar we get low rewards (∼ −1), otherwise we get positive rewards
for signiﬁcant diﬀerences. The idea is to reward exploration if random sampling
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within the current window induces change in the classiﬁer, otherwise we constrict the
window (exploit the classiﬁer) because the current sampling window is not changing
the classiﬁer. We adopt the following rule [94] which deﬁnes the sampling window
update at each step t of active learning
τt+1 = min
[
max
[
τtλe
reward(t),
b
|XUt |
]
, 1
]
(3.22)
where XUt denotes the remaining set of unlabeled instances at iteration t andλ > 0
is some ﬁxed learning rate parameter. This parameter essentially controls the rate
at which the sampling window is reduced. Low values for λ will tend to constrict
the sampling window faster in contrast to larger values for λ. Thus, the learning
rate models the exploration-exploitation tradeoﬀ; by deciding on how much eﬀort we
want to spend exploring. Note that our update rule enforces the upper and lower
bounds on τ , i.e., the b|XUt |
≤ τ ≤ 1 where the smallest value of the sampling window
selects the b most informative instances, and the largest value allows a random sample
from the entire dataset. In summary we start with random sampling of the entire
data set (pure exploration) and, based on the learning rate λ, we transition towards
selecting the b most informative instances (pure exploitation). A low value for λ
would result in a more drastic transition in contrast to a higher value. In the results
section we investigate the eﬀect of varying the learning rate on the performance
and use our analysis to determine the best value. We will shortly talk about this
parameter in more detail after having presented the algorithm. Note that (3.22) is
not the contribution of this work, but rather the contribution is its application in
controlling the width of the sampling window in active learning, which is the main
concept introduced in this thesis.
We summarize the sampling window based active learning approach in Algorithm 1
and provide an example run in Figure 3.6 (bottom row). Note in Algorithm 1 at line
12 that the window is lower bounded to not constrict any further, otherwise it will
contain b or lesser samples. Hence, throughout the iterations 1 to T the window will
always have b or greater number of samples.
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Algorithm 1 Constrained Exploration (CExp)
Require: initial labeled data (DL0 = 〈XL0 , Y L0 〉 where Y L0 represents the set of labels
for XL0 ), set of all instances labeled and unlabeled (X), the total number of active
learning iterations to be carried out (T ), the batch size (b), the learning rate λ
Ensure: sampled data after T iterations DLT = 〈XLT , Y LT 〉
1: τ1 ← 1 {Start by randomly sampling the entire dataset.}
2: Learn classiﬁer fˆ0 on D
L
0 {classiﬁer learned on seed sample}
3: Γ0 ← set of predictions on all x ∈ X using fˆ0
4: for t = 1 to T do
5: It(X
U
t )← order unlabeled instances at iteration t by their entropy
6: Xτt = {xi ∈ It(XUt ) : i|XUt | < τt} {compile the set of instances in the sampling
window}
7: Db = 〈Xbt , Y bt 〉 ← random sample of size b from Xτt {collect labels for these
samples}
8: DLt ← DLt−1 ∪Db
9: Learn fˆt on D
L
t
10: Γt ← set of predictions on all x ∈ X using fˆt
11: reward(t)←
(
Γt·Γt−1
‖Γt‖‖Γt−1‖
)
12: τt+1 = min
[
max
[
τtλe
reward(t), b|XUt |
]
, 1
]
13: end for
We now elaborate on the two key parameters: learning rate (λ) and the batch size (b).
If the learning rate λ parameter is close to 0, CExp is similar to uncertainty sampling,
i.e., it will select the most informative instances. This is formally presented in the
following proposition.
Proposition 3.3 (Upper Bound on the Learning Rate). Let τt denote the sampling
window at iteration t. Then τt+1 < τt is possible if λ < e for all t ∈ {1, 2, · · · }.
Proof. From (3.22) we know that
τt+1 = min
[
max
[
τtλe
rt ,
b
|XUt |
]
, 1
]
.
Suppose λ = e, then for the smallest possible reward of rt = −1 implies that τt+1 =
τtee
−1 =⇒ τt+1 = τt. Hence, λ < e in order to ensure constriction of τ .
To avoid constriction of the sampling window while the classiﬁer is changing (rewards
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are ≥ 0) implies that we also need a lower bound on the learning rate. This is
important because the current sampling window may contain consistent instances
that may become future free support vectors. Hence, a changing classiﬁer may imply
that (3.16) is violated because the predictions are becoming signiﬁcantly diﬀerent.
Before we proceed to the lower bound it suﬃces to present the following closed form
expression for τt.
Lemma 3.2 (The Sampling Window at Iteration t). Let τta = 1 and τtk denote
the sampling windows at iteration ta and tk such that ta < tk. Furthermore, for all
iterations t′ such that ta < t′ < tk let τt′ < 1. Then
τt =
λ
tk−tae
∑tk−1
i=ta
ri ifλtk−tae
∑tk−1
i=ta
ri ≤ 1
1 otherwise
(3.23)
Proof. Since τa = 1, then based on (3.22) we have
τta+1 = τtaλe
reward(ta) = λereward(ta)
=⇒ τta+2 = τta+1λereward(ta+1) = (λereward(ta))λereward(ta+1) = λ2ereward(ta)+reward(ta+1)
=⇒ τta+3 = τta+2λereward(ta+2) = (λ2ereward(ta)+reward(ta+1))λereward(ta+2)
= λ3ereward(ta)+reward(ta+1)+reward(ta+2)
...
=⇒ τtk = λtk−tae
∑tk−1
i=ta
reward(ti)
If λtk−tae
∑tk−1
i=ta
reward(ti) > 1 then τtk will be forced to 1. This concludes the proof.
As stated previously we do not want to constrict the window whilst the classiﬁer is still
signiﬁcantly changing as it may violate (3.16). Based on the closed form expression
of τ the following proposition presents a lower bound on the learning rate.
Proposition 3.4 (Lower Bound on the Learning Rate). Let τta = 1 and τtk denote
the sampling windows at iteration ta and tk such that ta < tk. Furthermore for all
iterations t′ such that ta < t′ ≤ tk let τt′ < 1. Then for τtk > τtk−1 to hold if
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reward(tk − 1) ≥ 0 we require λ > 1 for all t ∈ {1, 2, · · · }.
Proof. By Lemma 3.2 for τtk > τtk−1 to hold implies
λtk−tae
∑tk−1
i=ta
reward(i) > λtk−ta−1e
∑tk−2
i=ta
reward(i)
=⇒ λ > e
∑tk−2
i=ta
reward(i)
e
∑tk−2
i=ta
reward(i)ereward(tk−1)
=⇒ λ > ereward(tk−1)
Since the smallest possible positive reward for which we would not like to constrict
the sampling window is 0, implies that λ > e0 = 1.
Thus to ensure the sampling window does not indeﬁnitely stay large and also does not
constrict upon positive rewards the learning rate must be bounded, i.e., 1 < λ < e.
In order to understand how to set the learning rate, we need to understand the rate at
which the CExp's generalization error () reduces. We have seen that the error region
is always adjacent to the estimated boundary and this obviously holds for general
classiﬁers as well since active learning typically considers the most informative (error
reducing) instances to be along the estimated decision boundary. Furthermore, the
error can also be written as a percentage of incorrectly classiﬁed instances. On the
other hand, τ is also a percentage of instances closest to the estimated boundary.
Thus, if we can ensure τ reduces at a slower rate than  we always contain the
misclassiﬁed consistent instances in the sampling window, as was noted in our analysis
earlier. Since CExp is expected to minimize error faster than random sampling, we
consider the error rate for random sampling to ensure cautious constriction of the
sampling window.
Based on the bounds provided in [26] it is expected that the generalization error for
random sampling decays exponentially with the number of samples. Hence, for us to
relate the error decay rate and the sampling window constriction rate in a common
framework one potential method would be to consider the standard exponential decay
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model as follows. The error rate can be estimated as
t = 0e
−κt (3.24)
where t denotes the current iteration of learning and κ denotes the error decay
constant. Since κ is a constant it can be estimated as
κ = − ln 1
0
(3.25)
where 0 and 1 are the generalization errors after the model is trained on the pri-
or/seed data and after the model has been updated after acquiring the ﬁrst b samples,
respectively. The advantage of using (3.25) to model the error decay is these general-
ization errors can be approximated using 10-fold cross validation [44]. Furthermore,
this can also be done right at the start of the learning process. This empirical method
of modeling the error decay rate encapsulates concepts such as batch size and the de-
gree of class overlap (data complexity) by directly estimating the drop in the error
which is a function of both these concepts. Thus, the larger the batch size, the larger
the drop in the error (as per [26]), which in return implies the larger decay constant
and a faster decay rate.
We can analogously look at the decay of the sampling window because in the most
extreme/drastic constriction we also expect τ to constrict at an exponential rate, i.e.,
when we get rewards of −1. This implies the following for some scalar decay constant
κτ
τt = τ0e
−κτ t.
Given that τ0 = 1 we get
κτ = − ln τ1. (3.26)
To ensure that the sampling window decay is slower than the error decay we require
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that their respective decay constants obey κτ > κ. This implies
− ln τ1 > − ln 1
0
=⇒ τ1 > 1
0
. (3.27)
This provides a lower bound on the decay of τ which allows us to formulate, as follows,
the worst case learning rate λ for CExp. Substituting (3.27) in to the L.H.S of (3.22)
(noting that τ0 = 1) gives us
λe−1 >
1
0
=⇒ λ > 1
0
e (3.28)
This lower bound on the learning rate that will approximately ensure that the expo-
nential decay for τ is slower than that of the generalization error regardless of how
small the rewards. Note that (3.28) allows us to compute the learning rate as a func-
tion of batch size, because  ∝ 1
b
[26] implies 1
0
∝ 1
b
, i.e., the larger the batch size,
the larger the drop in the error, and hence, the faster the learning rate for CExp.
This relationship was also observed in the results section. Furthermore, we show that
our proposed approximated lower bound on the learning rate λ results in comparable
performance of CExp to when we use the the best learning rate4.
Thus, using the approximated lower bound on the learning rate renders λ as the main
parameter which ensures that the sampling window approximately always contains
the misclassiﬁed consistent instances. The rewards only further slow down the rate
at which the window is constricted. Lastly, it should be noted that with this lower
bound on the learning rate we minimize model bias by approximately identifying the
un-informative instances because they will not become support vectors (or we do
not want them to become support vectors because they are inconsistent instances),
discarding them, and uniformly scoring the remaining.
4We experiment with a range of learning rates from 1 to e to identify the best one.
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3.4 An Empirical Demonstration of The Eﬀect of
Class Overlap
In this section we demonstrate that active learning suﬀers with increasing class overlap
using simulated data. We compare active learning to random sampling which does
not suﬀer from model bias. We use this setup to demonstrate that at an iteration
of the sampling process CExp consistently performs comparably, or outperforms, the
other two approaches.
We simulated 3 1-D data sets illustrated in Figure 3.7 (top row). Each dataset
comprised 3000 instances and 2 classes. In order to properly control the degree of class
overlap some parametric assumption on the data distribution is necessary. Therefore,
we assumed each class was a mixture of 2 Gaussians, where one mean was at the peak
of the class in the ﬁgure, and the other mean was closer to the class boundaries. Both
components had standard deviations of 1. To increase the amount of class overlap, we
simply increased the number of instances being generated from means closer to the
class boundaries and reduced the ones near the peaks. The problem with modeling
the class as a single Gaussian is that the density of instances is usually peaked at
the mean, making it easier for the baseline strategies to attain low generalization
error quickly. Since the objective was to showcase CExp, we made the problem more
diﬃcult by using a mixture and increasing the density of overlapping instances at the
boundaries.
Essentially, we were interested in looking at how accuracy varies as the number of
samples increase, where we expect the best strategy to attain higher accuracies earlier
in the sampling process. We deﬁne accuracy on the remaining unsampled data XUt
at iteration t of the sampling process as
accuracy(t) =
|Xcorrectt |
|XUt |
(3.29)
where Xcorrectt ⊂ XUt is the set of correctly classiﬁed instances from XUt . The accuracy
is a natural measure of classiﬁer performance for active learning because it captures
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how well the classiﬁer's predictions generalize to unlabeled data. Note this is also
the measure used in our formal analysis, except there we also look at performance on
labeled data, and has been used in both theoretical and empirical analyses of active
learning [19, 26, 107, 109, 111, 131]. For the empirical studies in this thesis we look
at performance on unlabeled data by the area under the accuracy learning curve,
i.e., how quickly accuracy increases with the number of samples. This is in contrast
to looking at the terminating accuracies as a measure of evaluation, where they only
reﬂect the ﬁnal state of the learning process and do not capture the progress over time.
Hence, throughout our experiments we assigned a large termination criteria to observe
progress from the start to the latest possible end. The ideal algorithm would learn
quickly making it the curve with the largest area under it. By the end of the learning
process we expect diﬀerent approaches to have similar accuracies. This is in contrast
to measures such as precision, recall, F1-score, etc. [44] which are generally limited
to binary classiﬁcation problems, whereas we demonstrate classiﬁer performance on
multi-class problems. To maintain consistency we also used the accuracy for our
binary classiﬁcation examples presented here. The results are presented in Figure 3.7,
and are averaged over 100 runs. More details on the experimental setup for all our
experiments is provided in the next section.
The following observations can be made:
• Active learning takes longer to overtake random sampling in performance as
class overlap increases (indicated by the dashed blue line).
• Random sampling quickly stabilizes to its asymptotic performance.
• CExp performs comparably or outperforms the other two approaches.
The results indicate that on average model bias becomes more severe with increasing
class overlap, resulting in slower convergence for Uncertainty. In contrast, Random is
a passive sampling strategy and so is free from any such bias and always reaches its
asymptotic performance much quicker in all cases. The most important observation
is that CExp is very close to Random, in accuracy, at the start of the learning process
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and becomes better than Random as we progress. This contrast increases with class
overlap. Recall the objective of CExp was to use the classiﬁer to discard uninformative
instances and then uniformly score the remaining ones to avoid model bias. This
explains its closeness to Random at the start. This is in contrast to Uncertainty, which
exploits the classiﬁer from the start through to the end. These results demonstrate
that using the classiﬁer to discard instances and uniformly scoring the remaining ones
is useful in minimizing model bias resulting from class overlap. This observation will
also be seen on real world datasets throughout this thesis.
3.5 Experiments and Results
We start by presenting a description of our datasets followed by the experimental
setup. Our experiments are divided into three sections:
• We compare the performance of CExp for diﬀerent values of the learning rate
λ. The idea is to show that small values of λ can result in CExp behaving
like Uncertainty Sampling, whereas larger values make it behave like Random
Sampling. These experiments also give an empirical insight into choosing λ.
Here we also compare CExp with the lower bound learning rate formulated in
(3.28).
• We look at how the sampling window size τ and the reward vary with accuracy
and the number of samples to give us some intuition as to how the components
of CExp behave over diﬀerent datasets. These experiments are designed to give
an empirical insight into the workings of CExp.
• Finally, we compare CExp to state of the art and show that it outperforms the
approaches selected for comparison.
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3.5.1 Data
To compare CExp to state of the art we used 2 datasets for our experiments which
were standard UCI machine learning repository datasets popular in the active learn-
ing literature [41]: image segmentation and pendigits. Our choice of dataset was
determined on the basis of the following factors:
• the datasets comprised multiple classes,
• they have been used to verify existing batch based active learning approaches,
and
• we observed uncertainty sampling performed much worse than random sampling
indicating some degree of class overlap.
The image segmentation data set comprises 2310 instances and 7 classes. The data
was based on 7 outdoor images. Each instance in the dataset comprised of features
describing a randomly drawn 3 × 3 patch of pixels from the images. A total of
19 continuous-valued features were used, which included line counts, vertical and
horizontal edge features, and a variety of color statistics including mean hue and
saturation. The label for each instance was the image number it belonged to: brickface
- 1, sky - 2, foliage - 3, cement - 4, window - 5, path - 6, and grass - 7. The
classiﬁcation problem was to take an instance of features and predict its label based
on some training data. For details on the data we refer the reader to [41].
The pendigits dataset comprises 10,992 instances and 10 classes. Each instance in
the dataset comprises 16 features which are coordinates of re-sampled pixels from the
image of a hand written digit. The class labels are the digit number. For details on
how the images were processed and normalized we refer the reader to [41].
It should be noted that similar experiments are repeated on benthic habitat mapping
data, known to exhibit class overlap, in Chapter 5. This data was our main motivation
for considering the problem of class overlap in active learning. For now the focus is
to demonstrate the general applicability of our proposed technique.
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3.5.2 Experimental Setup
We ran a variety of active learning algorithms including CExp on the 2 datasets de-
scribed above. We used a multiclass soft margin SVM classiﬁer based on the LibSVM
implementation provided by [21]. For regularization we used a radial basis function
kernel (parameter setting of γ = 1) and a regularization parameter (complexity) of
C = 1 for all our experiments. We used the default parameters instead of doing a grid
search for the optimal choice (as is recommended for LibSVM) because we noticed the
diﬀerence in the learning curves was not signiﬁcant for the increase in computational
eﬃciency.
In all our experiments we used a seed dataset of 10 randomly sampled instances (fea-
ture vectors and labels). This was chosen to highlight the eﬀect of model bias, since
the lesser the seed dataset the more likely it is that we have an immature classiﬁer.
We also used batch sizes of b = {5, 10, 20} instances. We did not increase the batch
size beyond 20 as on most of our datasets a small contrast was observed between
our algorithm, the baselines, and the state of the art. Thus, we deemed our choice
suﬃcient. Accuracy was recorded at each iteration of the active learning process. We
averaged our accuracies over 100 runs, each with diﬀerent seed datasets. At each run
we used the same seed dataset for all active learning algorithms so that the diﬀer-
ent sampling strategies can have the same starting point. We compared CExp with
SVMD [15], -Greedy [94], IDN [113], and RDD [142], which were described in Chap-
ter 2. We also compare CExp with baseline sampling strategies: Uncertainty [131]
and Random.
3.5.3 Results
In this section we consider 3 diﬀerent sets of experiments in the following order: the
eﬀect of varying the learning rate λ on the accuracy of CExp, the behavior of the
sampling window size τ and the reward as active learning progresses, and a comparison
of CExp to the state of the art methods in active learning.
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Varying the Learning Rate λ
The objective of the experiments in this section was to demonstrate that as λ ap-
proaches e CExp perform similarly to Random, whereas as λ approaches a small value
CExp behaves similar to Uncertainty. These experiments were designed to provide
insight into how CExp behaves for values of λ in between the extremes.
Given some random seed dataset we ran CExp for diﬀerent values of λ = {0.5, 1, 1.5,
2, 2.5, 3} for a ﬁxed set of iterations. In addition we also ran Uncertainty, Random,
and CExp with the estimated λ using (3.28) on the same seed datasets. We also varied
the batch sizes to see how CExp changes its behavior. The results are illustrated in
Figure 3.8. It can be seen that CExp with λ = 3 and Random are similar. Note
the black line (Random), hidden underneath the cyan line (learning rate λ = 2.5).
Recall that this is an artifact of our τ -update rule in (3.22) where τ will not reduce
with such learning rates even for the smallest possible rewards of -1. It can also be
seen that for smaller learning rates, i.e., λ = {0.5, 1}, CExp performs worse than
Random. In the context of our earlier discussion this implies that due to the drastic
constriction of τ we may have violated (3.16), and hence, the discarded instances were
insuﬃciently represented in the training set, leading to a possibly that inconsistent
instances composed the free support vector set. This results in sampling more densely
around the estimated decision boundary much earlier in the active learning process,
which is similar to Uncertainty.
The results also indicate that there are some values of λ between the extremes for
which CExp outperforms both of the baseline approaches. This suggests that these
rates appropriately model the exploration-exploitation tradeoﬀ such that neither con-
dition (3.16) is violated, nor do we spend too much time sampling instances that will
not contribute to a reduction in error. We also observe that CExp with auto λ
performs comparably to the best learning rates.
We can also observe that if the batch size increases, the best performing λ reduces
as the batch size increases, i.e., for b = 5 the best value for λ is 2.5, whereas for
b = {10, 20} a λ = 2 performs better. Note how the curve for λ = 2.5 (brown
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line) is over taken by curves for smaller learning rates as the batch size increases on
both datasets. This can be explained by the fact that a larger batch size implies a
greater reduction in the error, as by Proposition 3.2. Hence, the margin (consistent
with (3.16)) grows smaller more quickly, implying a faster learning rate would be
better. This is also reﬂected in Table 3.1 where we can see that for larger batch
sizes CExp tends towards faster learning rates. The contrast is more visible on the
pendigits dataset. By deﬁnition smaller change in λ with an increasing batch size
implies a smaller change in the error. This implies that the estimated boundary has
not shifted much over successive iterations. Recall from the introductory chapter
that with no class overlap every consistent sample would result in convergence to
the target boundary at an exponential rate (large shifts in the estimated boundary)).
This rate is slower in presence of class overlap, as the learner incurs model bias. Thus,
the results suggest that the learner is more likely to incur model bias on the image
segmentation dataset, which implies greater class overlap.
Data λ
Image Segmentation b = 5 2.27(±0.17)
Image Segmentation b = 10 2.2(±0.15)
Image Segmentation b = 20 2.14(±0.16)
Pendigits b = 5 2.33(±0.12)
Pendigits b = 10 2.11(±0.16)
Pendigits b = 20 1.78(±0.17)
Table 3.1  Distribution of average approximated lower bound on the learning rates
λ over 100 trials for the Image Segmentation and Pendigits datasets for diﬀerent
batch sizes.
The Sampling Window Size and Reward
The objective of this section is to get an understanding of how the sampling window
and rewards behave as active learning progresses. We carried out experiments where
we compared both of these quantities to the number of samples taken so far and the
corresponding accuracy. The results are illustrated in Figure 3.9. It can be seen that
as the number of samples (labelled instances) increases the sampling window size
τ reduces until it reaches the lower bound on all datasets, i.e., when the sampling
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window becomes so small that it only contains the b (batch size) most informative
instances. The same is true for rewards. The important observation here is that we
do not observe any signiﬁcant jumps in both sampling window size τ and rewards on
both datasets.
We can also see that high accuracies are attained for large sampling window size τ
and by the time τ reaches its lower bound we have accuracies ≥ 85% on both datasets.
Furthermore, the rewards become 0 at about 50% accuracy, and steadily decrease as
accuracy increases which suggests that they serve as a reasonable heuristic indicator
of error. In fact, by the time we have very low rewards we see accuracies greater than
80%. This further suggests the potential of rewards as a stopping criteria. This also
suggests that once the asymptotic accuracy for random sampling has been achieved
the classiﬁer does not signiﬁcantly change and starts to reﬁne the boundary estimate
by increasing focus on those instances that are closer to the boundary.
Comparison to State of the Art
The objective of this section is to compare CExp to the state of the art. We selected
a variety of well cited approaches from both the exploration-exploitation and active
learning literature. Note, these approaches have been discussed in Chapter 2. For the
sake of generality, we also demonstrate that CExp also works well with a completely
diﬀerent classiﬁer.
In the exploration-exploitation literature we selected a variant of -greedy approaches
that combines exploration and exploitation in active learning [94] (termed -greedy).
From the general active learning literature we compared our approach to techniques
that advocate a combination of exploration and exploitation including that of svmD [15],
IDN [113], and RDD [142]. Each of these approaches employed 1 or 2 parameters,
and we tested these approaches with diﬀerent settings of their parameters and used
the best performing set in our results. As before, we also included the baseline sam-
pling strategies: Uncertainty and Random. We repeated our experiments for diﬀerent
batch sizes b = 5, 10, 20. For CExp we used values of the learning rates for which
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we observed best performances from Section 3.5.3. The results are illustrated in
Figure 3.10.
It can be seen that CExp outperforms all other approaches. Note that Random ini-
tially performs better than most of the approaches on both datasets, but later during
the sampling process the other approaches start to outperform Random particularly
on the image segmentation dataset. In the case of the pendigits dataset IDN and
SVMD pick up in their performance and later during the active learning process
outperform Random.
It should be noted that CExp, Random, -Greedy exhibit better learning curves in
contrast to svmD, IDN, and RDD. This is so because the former approaches have the
same (and more principled criteria) for rapidly acquiring a snapshot of the underlying
distribution, i.e., they randomly sample data. This is in contrast to weighted linear
combination type approaches, svmD, IDN, and RDD, which assume the exploration
and exploitation are not conﬂicting objectives, and therefore exploitation has an equal
say in what is informative right from the start through to the end of the learning
process. Thus, a lot more instances are required before the underlying distribution is
accurately captured.
It should also be noted that both the datasets vary in their degree of class overlap
which is in part indicated by the diﬀerent in automatic lambda setting. Given that
CExp still outperforms all other approaches for each of these datasets indicates that
it can deal with diﬀerent degrees of class overlap.
For the sake of completeness, we also used Classiﬁcation Trees [98] as the base learner
instead of support vector machines to demonstrate that CExp performs well with a
completely diﬀerent classiﬁer. Our choice was based on the fact that these classiﬁers
operate in a completely diﬀerent manner to SVM's, i.e., they do not ﬁt a global
decision boundary, but instead ﬁt boundaries in local regions of the input space
resulting in an overall non-linear decision boundary. We used the standard MATLAB
implementation of Classiﬁcation Trees with pruning and the logit score transform
function. The results are illustrated in Figure 3.11. It can be seen that CExp still
outperforms the other approaches for b = {5, 10, 20} on both datasets. As expected
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initially CExp performs similar to random sampling and once the window starts to
constrict its performance becomes better. This suggests that having a large window
at the start helps the classiﬁer to get an estimate of the underlying boundary early
on in the process (< 200 samples). The contrast between CExp and Random beyond
this point suggests that discarding un-informative instances is beneﬁcial as it allows
the learner to increase the sampling density around the decision boundary. On the
contrary the poor performance of Uncertainty suggests that exploring is necessary
which CExp achieves by gradually constricting the sampling window.
Exploration is important for any discriminative classiﬁer on data with class overlap
because it is based on maximum separability of training points. If the training points
do not reﬂect the underlying distribution it is likely that the inconsistent instances
may be dominant, and model bias will come into play. However, since only points
around the target boundary matter for discriminative classiﬁers, better exploration
around the target boundary (constrained exploration) would be preferable to explor-
ing the entire space (unconstrained exploration). This is in fact the main diﬀerence
between CExp and the next in performance -Greedy, and the beneﬁt is reﬂected in
the learning curves. Since this idea is not limited to a particular classiﬁer explains
why the approach also works for Classiﬁcation Trees.
3.6 Conclusion
In this chapter we have proposed a novel framework to combine exploration and
exploitation in active learning to address the class overlap problem. The underlying
idea of our proposed framework was a sampling window that contained instances
within a certain distance from the estimated decision boundary. The key advantage
of using a window was that it avoids model bias (introduced by class overlap) by
using the classiﬁer's input to throw away instances and uniformly score the remaining
instead of using the classiﬁer to score instances. We showed that instances outside
the window can be discarded and are irrelevant to generalization error for linearly
separable data, and if we take a random sample from the window we can reduce
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the generalization error. Furthermore, this reduction is better than that of random
sampling. We then extended our results to linearly non-separable data by showing
that under certain conditions we can still discard instances outside the sampling
window. These conditions required that we ensure our training set is suﬃciently
representative of the instances that we intend to discard. This increased the density
of sampling in more informative regions leading to a reduction in generalization error.
This reduction was shown to lead to better performance than random sampling.
Based on the ﬁndings that training data needs to be suﬃciently representative of
the sampling window prior to constricting it, we proposed a heuristic that would
consider a sampling window as suﬃciently represented in the training data if repeated
exploration in the same window resulted in insigniﬁcant change in the classiﬁer. This
allowed us to propose an algorithm (Constrained Exploration - CExp) that starts with
a sampling window spanning the entire pool of unlabeled instances, and gradually
constricted the window each time insigniﬁcant change in the classiﬁer was observed.
The window was constricted until it contained a number of instances equal to the
batch size. The window size was then ﬁxed and we continued sampling until the
budget was exhausted. The main parameter of our algorithm was the learning rate,
which controlled the rate of the transition from exploration to exploitation.
Using real datasets we demonstrated that for large values of the learning rate, CExp
was similar to random sampling and for low values it was similar to uncertainty sam-
pling. We also showed that the sampling window size and rewards steadily decrease as
the number of samples increase without any signiﬁcant jumps, and that when rewards
are close to −1 CExp has attained high accuracies. We compared CExp to state of
the art and demonstrated that it outperforms all approaches on real datasets.
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Figure 3.6  A demonstration of active learning (Uncertainty), passive sampling (Ran-
dom) and Constrained Exploration (CExp) on a 1-D dataset with two classes. The
thick lines represent the true probability that an instance x belongs to a certain
class, i.e., P (C|x), where c = 1 (red) or c = 2 (black). The thin lines represent the
classiﬁer's belief at iteration t (based on sampled data) that an instance belongs to
a certain class, i.e., Pˆt(c|x). The black circles represent the entire set of instances
that have been sampled up until the current iteration t. The blue squares (at the
bottom) represent the instances sampled at the current iteration t. The colored bar
represents the classiﬁer's entropy for class assignments over the remaining unlabeled
instances (ranging from low entropy (blue) to high (red)) at the current iteration
t. For CExp we display an additional horizontal bar of of blue circles in the middle
of the plots representing the instances within the sampling window at iteration t.
It can be seen that window constriction constrains the exploration.
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Figure 3.7  The eﬀect of class overlap on the accuracy (classiﬁer performance) of dif-
ferent sampling strategies as the number of samples increase. (Top row) From left to
right, the datasets exhibit more overlap, i.e., the probability density in overlapping
regions increases. (Bottom row) A comparison of Active learning (Uncertainty),
Random sampling, and CExp on each of the datasets (the class overlap order is
the same as the row above). The dashed blue line indicates the number of samples
required on average by Uncertainty to beat Random. This is important as it shows
how CExp avoids the eﬀect of model bias (introduced by class overlap) since its
behavior at the start is very close to Random whereas Uncertainty is worse oﬀ.
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(a) Image Segmentation - b =
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(b) Image Segmentation - b =
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(c) Image Segmentation - b =
20
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(d) Pendigits - b = 5
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(e) Pendigits - b = 10
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(f) Pendigits - b = 20
Figure 3.8  A comparison of CExp with diﬀerent values of the learning rate λ and
diﬀerent batch sizes.
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Figure 3.9  (a,b) An illustration of how τ and reward behave as the number of samples
increase on all of the datasets. (c, d) An illustration of how τ and reward vary with
accuracy. The dashed lines represent standard deviations.
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(d) Pendigits - b = 5
0 100 200 300 400 50020
40
60
80
100
Number of Samples
A
cc
ur
ac
y
 
 
Uncertainty
Random
CExp
svmD
ε−Greedy
IDN
RDD
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Figure 3.10  Number of samples obtained versus accuracy (proportion of correctly
classiﬁed instances on all unlabeled data) for diﬀerent approaches with diﬀerent
batch sizes.
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(c) Image Segmentation - b =
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(d) Pendigits - b = 5
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(e) Pendigits - b = 10
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Figure 3.11  Number of samples obtained versus accuracy (proportion of correctly
classiﬁed instances on all unlabeled data) using Classiﬁcation Trees for diﬀerent
approaches with diﬀerent batch sizes.
Chapter 4
Combining Exploration and
Exploitation in Spatial Active
Learning
4.1 Introduction
In the previous chapter we assumed that the cost of sampling any instance is the
same. This is a common assumption in active learning [114], where the objective of
the learner is to minimize the number of samples to label for accurate generalization.
However, in order to apply active learning in practice costs cannot be ignored [112].
The cost is a generic term, a few examples of which are outlined below:
• In high-throughput biology a robot scientist decides on a series of experiments
(say 10 from a large set of possible experiments) to discover a metabolic path-
way in yeast. Each experiment requires certain materials and a number of other
resources, thus having an associated monetary cost. Some experiments may be
more expensive than others but may provide a lot more information, whereas
other experiments may be cheaper but provide little information. After execut-
ing an experiment the scientist must decide on the next best experiment. Thus
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the overall objective is to decide on the series of experiments that give the most
correct hypothesis with a minimal monetary cost. An example of such a prob-
lem is presented in [99]. Note here the cost of each experiment is monetary and
stays the same regardless of how many experiments the robot has conducted.
This is in contrast to the following example where the costs change with each
experiment.
• In environmental mapping, a rover must traverse a kilometer-square broad sur-
vey site to collect ground samples to be analyzed in situ. The analysis tells
the robot that the sample collected contains elements of a certain substance.
The objective is to construct a presence/absence map of the substance over the
entire survey site. However, it is practically impossible to have the rover ex-
haustively sample the entire site (for instance at every meter), as the resource
constraints (such as battery/fuel or time budget) may not allow the rover to do
so. The rover must therefore decide to collect a ﬁnite set of samples and based
on sampled information predict the presence/absence map over the entire site.
The rover collects a sample, updates its knowledge, and based on that decides
where to sample next. In this example the cost of sampling an instance is the
distance travelled to the sampling spot. The overall objective now can be re-
stated as constructing the most accurate presence/absence map of the survey
site with the smallest distance travelled. The rover needs to balance informa-
tiveness of sampling spots with their distance to the current position of the
rover. An example of such a problem is demonstrated in [118]. Note that since
the cost is based on the distance from the current position of the rover and that
the rover changes position with each sample, the costs also change unlike the
previous example.
• In classifying a large unlabeled pool of voice mail, an active learner has access
to an oracle that can provide a label for a message, i.e., urgent vs. non-urgent.
However, each message may diﬀer in length, and therefore, the cost associated
with labelling a sample (in this case the time required to discover the label
of a voice message) is directly proportional to its length. The objective is to
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iteratively choose a small subset of unlabeled messages for the oracle to label
so that the learner can most accurately classify all unlabeled voice messages in
the smallest possible time. An example of such a problem is provided in [64].
Similar to the ﬁrst example, the costs remain the same regardless of which
messages the learner has chosen for the oracle to label.
These are just some examples of how the deﬁnition of cost can vary from one problem
to another. The problem of balancing cost with accurate generalization is further
complicated when the requirement is to select a batch of instances at each iteration
of active learning. For instance in the rover mapping problem, it is possible that at
each iteration of active learning the set of informative instances are spread out over
the entire survey site. This may require traversing the entire site at each iteration,
with a high probability that we revisit regions at each iteration.
In this chapter we deal with the particular problem of spatial mapping, similar to the
rover mapping problem, where the objective is to produce accurate maps of the survey
site whilst minimizing the distance travelled. Such problems in the literature have
been referred to as spatial active learning [78]. The contribution of this chapter is a
spatial extension of CExp. We begin our discussion in Section 4.2 with the overall idea
of the algorithm, which is followed by details on each major step in Sections 4.3, 4.4
and 4.5. In Section 4.6 we provide an empirical analysis and performance comparison
of our proposed algorithm on two spatial datasets.
4.2 Spatial CExp
In this section we propose a spatial extension to CExp, described in the previous
chapter. We begin this section with a description of the problem. This is followed
by motivating why CExp needs to be extended to take into account sampling cost.
In Section 4.2.3 we identify that the random sampling component of CExp incurs
high cost and is the major hindrance in directly applying CExp to spatial active
learning problems. We then propose to use a well known alternative form of random
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sampling known as cluster sampling. In Section 4.2.4 we show how the random
sampling component of CExp can be replaced with cluster sampling resulting in a
new algorithm, called CExp-Spatial, that takes into account the spatial proﬁle of the
data. Sections 4.3, 4.4, and 4.5 describe each of the components of CExp-Spatial in
detail.
4.2.1 Problem Description
The problem we deal with in this chapter is stated as: Let G denote a survey site with
gridded Cartesian coordinates; latitude and longitude. Let each of these points in the
grid G have an associated feature vector, similar to that described in Chapters 2 and
3. Let the set of feature vectors associated with each point in G be available prior to
any sampling. Given an initial training dataset (feature vectors and their associated
labels) and a ﬁxed sampling budget the goal of the active learner is to iteratively
sample a batch of instances such that the learner can accurately extrapolate labels
to all unsampled points in G in a cost-eﬀective manner.
It is worth mentioning that when dealing with spatial phenomenon there always exists
some degree of spatial continuity, i.e., what is near (spatially) is also more likely to
be similar in the feature space than what is far (spatially). For example consider a
survey site that includes a plain and a hill with plants growing over this entire site.
It is expected that the plants in the plain region of the survey site are expected to be
more similar than the plants on the hilly region, possibly because of the diﬀerences
in the chemical contents of the soil between the two regions and a variety of other
ecological factors arising due to diﬀerences in the topology of the region. This concept
is described as the ﬁrst law of geography according to Waldo Tobler [127]. This fact
will prove useful in designing our algorithm which is described in Section 4.2.4.
4.2.2 Motivation for Extending CExp
Previously we demonstrated that CExp outperforms benchmark approaches such as
passive (random) sampling and uncertainty sampling. We also showed that it out-
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performs state of the art, i.e., it provides accurate extrapolation to unlabeled data
with fewer samples in contrast to other strategies. The key idea behind CExp was to
take a random sample from a window that is centered around the estimated decision
boundary, ignoring the instances outside the window. Starting with a large window
(spanning the entire feature space) we repeatedly drew random samples from this
window, and only constricted the window once our training set was representative of
the window, i.e., when repeatedly drawing random samples from the window induced
insigniﬁcant change in the classiﬁer. This procedure was repeated, allowing us to
gradually constrict the window until we were selecting the most informative samples.
Though collecting a random sample from the window may allow us to get a good
representation of this window in the feature space when the sampling cost is uni-
form, this can be problematic when this assumption is violated. Revisiting our rover
example in the introduction, a random sample from the sampling window does not
take into account the spatial position of the points, and thus they may be spread out
over the entire survey site. Since the sampling window is large at the start and is
gradually constricted, it is likely that the rover, employing CExp to drive its adaptive
trajectories, may circle the entire site a few times particularly in the initial stages of
active learning when the learning rate λ is large. For instance, if we select 10 samples
from the window at each iteration with a total of 10 iterations, we might circle the
entire site more than a few times, since the sampling window is large. In contrast
passive sampling strategies such as Random sampling do not require any input from
the classiﬁer, hence, we can collect 100 samples in one go without needing to itera-
tively select 10 instances over 10 iterations. Hence, if CExp provides beneﬁt in terms
of better generalization with fewer samples, it may require travelling a much larger
distance. Clearly, this motivates the need to take into account the spatial proﬁle
of the elements in the sampling window. This problem is further elaborated by an
illustration in Figure 4.1.
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Figure 4.1  An illustration of how a direct application of CExp to spatial active
learning problems can incur an exponentially higher cost (due to circling the entire
site iteratively) over simple random sampling on a 2-d classiﬁcation problem. (a) At
iteration t a batch of 5 instances (solid circles) is drawn from the sampling window
(dashed lines) centered around the estimated decision boundary (solid line). The
corresponding spatial layout of the instances is shown in the Cartesian space below
with the corresponding sampling trajectory (dashed line). After sampling these
instances the classiﬁer is re-learned and another batch of 5 instances is drawn from
the sampling window at iteration t + 1. The corresponding spatial layout of the
instances is illustrated underneath. Note the shaded circle at iteration t+1 denotes
the last point visited at iteration t. Also note that to sample the 10 instances we
have traversed the survey site two times in this particular example. (b) A random
sample of 10 instances taken in one go with the corresponding sampling trajectory
illustrated underneath. Note that the site is only traversed once without revisiting
the same area.
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4.2.3 Cluster Sampling: An Alternative to Random Sampling
Since our active learning algorithm (CExp) attempts to take a random sample from
a population, i.e., the instances within the sampling window, we can look to survey
sampling theory for solutions that take into account the spatial proﬁle of the popu-
lation. One particular form of random sampling, well studied in sampling theory, is
known as Cluster Sampling [23]. This form of random sampling is used when popula-
tion is geographically dispersed over a large area, and natural clusters (groupings) of
instances can be found in the population. Cluster sampling then amounts to taking
a random sample from a number of these clusters. Some of the many examples of
populations with natural groupings are:
• A researcher wants to study computer scientists in Australia. In this case a
natural cluster (grouping) would be a university. The researcher can then take a
sample from some of the computer science departments at diﬀerent universities.
• A study on farm employment in North Carolina in 1942. This example is based
on the study carried out by [40] and also used for demonstration in [23]. A clus-
ter (grouping) was considered as the three closest farms to a randomly selected
point on the map. Surveys were then carried out for a number of randomly cho-
sen clusters in North Carolina. Another example of applying cluster sampling
to farming is presented in [108].
• A study of perceptions and experiences of residents concerning dental service
in the United Kingdom was carried out in 1999 [48]. A total of 365 wards
(clusters/groupings) were identiﬁed in a county in Southern England, out of
which 13 wards (clusters/groupings) were chosen for sampling.
• A study on the eﬀect of pollution on trees in a forest was published in 1993
by [105]. The clusters were deﬁned as geographic neighborhoods for trees and
samples were taken within selected clusters. Another example of such surveys
is presented in [128].
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Note that in each of the above examples the population was dispersed over a large
geographic area, however, the presence of clusters (groupings) resulted in focusing
sampling in particular regions as opposed to dispersed samples over the entire survey
site. This can result in more cost eﬃcient sampling with similar precision (how well
the sample represents the population) as that of random sampling, particularly when
clusters are homogeneous to each other. When this is the case even sampling one
cluster is suﬃcient for gaining a representative sample of the population.
To illustrate the cost savings eﬀect consider the academics example above. Suppose
characteristics being studied are the ages of full professors, associate professors, and
senior lecturers. Then taking a sample from one university would result in the same
precision as taking a random sample from all universities, provided the universities
have similar promotion standards for academics. An example of this would be to study
the population comprising the Group of Eight Universities (the top 8 universities of
Australia) instead of all the universities in Australia. If the researcher is based in
Sydney, Australia, then samples need only be collected from the University of New
South Wales and the University of Sydney. This would save the researcher the cost
of travelling to diﬀerent states of Australia, which would otherwise be the case with
random sampling.
However, as the degree of cluster homogeneity reduces there can be some loss in
precision (how well the cluster sample represents the entire population), in contrast
to normal random sampling. This loss depends on:
• the number of clusters chosen for sampling, and
• the sample size (batch size) within each cluster.
It can be seen that as cluster homogeneity reduces a larger number of clusters should
be chosen, since a single cluster would not represent the diﬀerences in the other
clusters. This implies that the number of clusters chosen for sampling is inversely
related to cluster homogeneity and directly related to precision. Regarding the batch
size, we know it is easier to collect more samples in close proximity in contrast to
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more samples spread out over the entire site. As a result, the sample size can be used
to to counter the loss in precision to some extent, implying an inverse relationship
between the two. For more details on how to employ cluster sampling for survey
design we refer the reader to [23]. For more details on how cluster sampling can be
adaptively applied to increase precision we refer the reader to [125].
4.2.4 Applying Cluster Sampling to CExp
We now explain how CExp can be extended to become cost aware using cluster
sampling. Consider the instances in the sampling window at an iteration t of active
learning using CExp as our population. Note that the sampling window is deﬁned
in the feature space. Next we geographically partition the instances in the sampling
window into a number of clusters (or neighborhoods as in the case of the tree study
example presented above). Not that this partitioning is based only on the spatial
positions of the instances and not the other descriptive features. By doing so we
get a spatial proﬁle of the groupings of instances within the sampling window. Next
a batch at iteration t would simply be a random sample from one of the clusters
(this will be justiﬁed in the following paragraphs). The trajectory is computed as
the shortest path that will cover every point in the batch starting from the learner's
current position (the details of how this is done will be discussed in Section 4.5). After
the trajectory has been executed and the labels have been collected, the classiﬁer is
re-learned, the sampling window is updated according to (3.22), and the new sampling
window is geographically partitioned. This process is then repeated until the sampling
budget is exhausted or the classiﬁer stops changing. Note that this approach is not
designed for non-iterative sampling strategies. For one-oﬀ sampling strategies much
work has been done [23]. This process is illustrated in Figure 4.2.
This raises the question: why do we choose one cluster, particularly given that spatial
mapping problems would generally exhibit some degree of spatial continuity, described
earlier in Section 4.2.1? Naturally, spatial continuity implies all clusters on the survey
site would rarely be very homogeneous. This is addressed by the following implication
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Figure 4.2  Geographically clustering the elements in the sampling window (which is
deﬁned, and represented, in the feature space) for a 2-D classiﬁcation problem over
two iterations. The top row represents all the instances in the sampling window
(the population - indicated by dashed lines and the decision boundary in between)
at iterations t and t + 1. Note the sampling window is represented in the feature
space with the decision boundary lying somewhere in between. The bottom row
represents the same population but in the Cartesian space with the geographic
clusters. Suppose we choose to sample from the right most cluster at iteration
t, then the shaded circle at iteration t + 1 represents the starting point for any
trajectory at iteration t+ 1.
of our approach: given that our approach is an iterative one, we have the chance to
focus sampling towards informative regions of the survey site later on in case we
have not chosen their corresponding cluster(s) in the current iteration even though
they were present in the current(previous) sampling window(s). Based on this we
would expect instances diﬀerent to those in the chosen cluster will show up again
in the sampling window later on in the active learning process. This may require
the learner to travel, in later iterations, to their corresponding cluster(s), i.e., we are
likely to travel to diﬀerent regions. Furthermore, instances similar to those sampled
are less likely to show up in the sampling window again, implying we are less likely
to visit the same region as often as we would in case of normal random sampling.
However, if instances similar to sampled ones recurringly do show up in the sampling
window, then we can expect them to lie along the actual class boundaries. These are
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the most interesting instances for the active learner as we have seen earlier, i.e., they
are expected to reﬁne to the classiﬁer which is the whole point of active learning.
Thus, spatial continuity can be a problem if sampling is done only once otherwise
it is advantageous if we sample iteratively since we can move from one interesting
region to the next until we continuously re-visit class boundary regions. In fact our
approach to sampling is an instantiation of a well studied approach known in the
literature as Adaptive Cluster Sampling [125, 126]. This approach has been widely
applied in environmental and ecological sciences with some examples being the works
of [16, 28, 80, 105, 117].
The main advantage of our proposed approach is that it enables moving from one
region of the survey site to another at each iteration instead of circling the entire
site at each iteration whilst still maintaining the general underlying idea of our non-
spatial CExp described in Chapter 3. The overall approach is termed as Spatial
CExp, and is presented in Algorithm 2. The algorithm consists of three functions
geographicCluster(·), chooseCluster(·), and shortestRoute(·, ·); the ﬁrst is a rou-
tine for geographic partitioning of the sampling window, the second is a routine for
choosing a cluster, and the third is a routine for computing the shortest route that
visit each point in the batch with a ﬁxed starting position. Each of these are explained
in detail in Sections 4.3, 4.4, and 4.5, respectively.
It should be noted that because of the loss in precision, the rate at which accuracy
increases with the number of samples for CExp will be faster than that of CExp-
Spatial, but we would save much in cost. This will be explicitly pointed out in
the results section later. For these reasons it is better to use a larger value of the
learning rate λ for CExp-Spatial than we would for CExp, so that the sampling
window constricts more gradually not leaving out any interesting clusters. This is
also beneﬁcial since it, in some sense, mimics the eﬀect of choosing more than one
cluster from a sampling window because the window constricts only gradually. In
contrast, if we keep λ too large we might re-include already visited regions in the
sampling window that we are quite certain about, increasing the chances of revisiting
the same site again. Hence, as in the case of CExp, the learning rate λ is the main
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Algorithm 2 Constrained Exploration-Spatial (CExp-Spatial)
Require: initial labeled data (DL0 = 〈XL0 , Y L0 〉 where Y L0 represents the set of labels
for XL0 ), set of all instances labeled and unlabeled (X), the total number of active
learning iterations to be carried out (T ), the batch size (b), currentPosition0 =
〈lat0, long0〉
Ensure: sampled data after T iterations DLT = 〈XLT , Y LT 〉
1: τ1 ← 1 {start by randomly sampling the entire dataset}
2: Learn estimator fˆ0 on D
L
0
3: Γ0 ← set of predictions on all x ∈ X using fˆ0
4: for t = 1 to T do
5: It(X
U
t )← order unlabeled instances at iteration t by their entropy
6: Xτt = {xi ∈ I(XUt ) : in < τt} {compile the set of instances in the sampling
window}
7: Positionst = {〈lati, longi〉} for all xi ∈ Xτt {latitude and longitude for each
instance in the sampling window}
8: Gt = {Cluster1, · · · , Clusterkt} ← geographicCluster(Positionst)
9: Clusterj ← chooseCluster(Gt) {choose one cluster based on some criteria from
Gt}
10: batchPositionst ← a random sample of size b from Clusterj
11: trajectoryt ← shortestRoute(batchPositionst, currentPositiont−1) {compute
shortest route over the random sample with the current position as the starting
point}
12: Db = 〈Xbt , Y bt 〉 ← execute trajectoryt and collect labels {assemble the labels
(Y bt ) with the feature vectors X
b
t associated with the positions at which labels
were collected}
13: DLt ← DLt−1 ∪Db
14: Learn fˆt on D
L
t
15: Γt ← set of predictions on all x ∈ X using fˆt
16: reward(t)←
(
Γt·Γt−1
‖Γt‖‖Γt−1‖
)
17: τt+1 ← min
[
max
[
τtλe
reward(t), b|XUt |
]
, 1
]
18: currentPositiont ← last point in trajectoryt
19: end for
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parameter and needs to be chosen carefully. One potential way of determining this
parameter is through cross validation on training data, i.e., we do a binary search for
the learning rate that minimizes generalization error on training data. There are two
main drawbacks of this approach: bias of the training data and the computational
burden of doing so at each step. However, at the moment there exists no other
principled way of determining the learning. Automatic determination of lambda is
not the objective of this chapter, but instead we are interested in understanding the
performance of the overall approach. Therefore, in the results section we will test our
ideas using a range of learning.
The batch size can be automatically determined using properties of the cluster based
on techniques from [23], however, in this thesis we limited the analysis to ﬁxed batch
sizes for a more controlled testing environment. Exploring automatic batch size de-
termination is the subject of future work. Regarding the sampling quote T , this
depends on the problem at hand. Most active learning works are only interested in
the global behavior of the algorithm. This is usually done by supplying an arbitrarily
large sampling quota, and performance is measured by looking at the area under the
accuracy learning curve, and not the ﬁnal termination accuracies. This is also the
approach we have adopted in this thesis.
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4.3 Identifying the Clusters
In this section we explain how to geographically cluster the instances in the sampling
window, i.e., the geographicCluster(·) routine used at line 6 of Algorithm 2. We
deﬁne a geographic cluster to be a spatially continuous patch of instances that belong
to the sampling window. For instance, each of the polygons in Figure 4.2 can be
considered as a cluster. This implies we need to ﬁnd a geographic clustering of the
sampling window such that each of the instances in a cluster are closer to each other
than they are to instances from other clusters. This partitioning of a population is
known as unsupervised learning, in the area of machine learning [36] within which a
variety of methods have been proposed.
In our work we proposed to use Gaussian Mixture Models (GMM's) to learn the parti-
tioning. We chose Gaussian mixture models, as opposed to other well known methods
such as hierarchical clustering and k-Means [36], because with GMM's we can avoid
the problem of overﬁtting (too many clusters) using methods that autonomously,
without user intervention, allow us to select the optimum number of clusters. They
can also capture the correlations between diﬀerent points which is absent in other
methods.
Gaussian Mixture Models (GMM's) are a well known class of generative models, which
are parametric in nature and model the distribution of data as a set of clusters, where
each cluster is a multivariate Gaussian [89]. Although these models make assumptions
about the underlying distribution of the data, they can still approximate almost
any continuous density with arbitrary accuracy [12]. Denoting Positionst (line 5 of
Algorithm 2) as the set of Cartesian coordinates for all instances in the sampling
window at iteration t of the active learning process the GMM is deﬁned as
p(Positionst) =
K∑
k=1
pikN (Positionst | µk,Σk) (4.1)
where K is the total number of clusters (automatically determined and explained
shortly), 〈µk,Σk〉 represent the mean and covariance matrices for cluster k,N (Positionst |
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µk,Σk) represents the cluster conditional density, and pik is the proportion of instances
in Positionst belonging to cluster k. The parameters
{〈µ1,Σ1〉, · · · , 〈µK ,ΣK〉} (4.2)
are learned using the Expectation-Maximization (EM) Algorithm [33, 88, 89].
We automatically decide on K by learning a range of models with diﬀerent values for
K and choose the model which minimizes the Bayesian Information Criterion (BIC)
score [12]. The BIC score is a criterion for model selection among a ﬁnite set of
models. The idea is that we can always learn a model with a large K but it may
overﬁt the data. The BIC criterion overcomes this problem by penalizing models
with a larger number of parameters, i.e., a larger K. Thus our clustering procedure
is completely autonomous and requires no user-speciﬁed parameters.
4.4 Choosing a Cluster
In this section we present details on how to choose a cluster, i.e., the chooseCluster(·)
routine used at line 7 of Algorithm 2. Choosing the right cluster is very important
as it models the trade oﬀ between gain in generalization accuracy and compromise
on the distance to be travelled to acquire the data. We present two heuristic criteria
for choosing a cluster, each of these is described below. Note that CExp-Spatial is a
generic algorithm, and we can use any other criteria for choosing a cluster.
The ﬁrst heuristic is choosing the cluster with the greatest heterogeneity in the feature
space. The underlying idea is that we want to capture the diversity of the feature
vectors in the sampling window, which is the underlying objective of CExp. This is
implemented as
Clustert = argmax
Clusterj∈Gt
‖ΣFj ‖ (4.3)
where Gt represents the set of all clusters in the GMM (as described in the previous
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section) at iteration t, ΣFj represents the covariance matrix over all the feature vectors
in the sampling window belonging to Clusterj, and Clustert is the cluster with the
largest norm for its covariance matrix in the feature space amongst all other clus-
ters in Gt. We denote the resulting version of CExp-Spatial as CExp-Spatial-H. The
reader should note that Σj denotes the covariance matrix for spatial coordinates of all
instances belonging to Clusterj in the Cartesian space, whereas Σ
F
j denotes the co-
variance matrix for feature vectors of all instances belonging to Clusterj in the feature
space. In the worst case this heuristic may require the learner to travel to opposite
ends of the survey site over two successive iterations, therefore, this heuristic favors
representativeness of the sampling window, and hence is biased toward improving
generalization accuracy, over minimizing cost (distance traveled).
The second heuristic we propose is to choose the closest cluster to the current position
of the learner. The underlying idea here is to see how much do we lose in accuracy if
our goal is to explicitly minimize distance travelled. Furthermore, it also gives us an
idea of how much we can gain in terms of accuracy when we we only care about mini-
mizing cost. This heuristic favors minimizing cost (distance travelled) over improving
generalization accuracy. We denote the resulting algorithm as CExp-Spatial-C. Other
approaches are also possible, including better measures of representativeness, how-
ever, we leave these as future work and will discuss potential heuristics in more detail
in Chapter 6.
If the chosen cluster is suﬃciently representative sampling window we would expect
the performance of CExp-Spatial-H, given a batch size, to depend/have a relationship
with the learning rate as was the case with CExp, because both attempt to capture the
diversity of the feature vectors within the sampling window. Hence, a large learning
rate λ is expected to be more suitable when we are using small batch sizes, where as a
smaller learning rate λ is expect to be more suitable for larger batch sizes. However,
in the case that the cluster is not a good representative of the window, even though
it is diverse, it does not really matter how much we sample from the cluster, resulting
in the irrelevance of the batch size. Furthermore, since CExp-Spatial-C does not aim
at getting a representative sample of the window, we do not expect any correlation
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between the batch size and the learning rate, except when the closest cluster is a good
representative of the sampling window.
The batch size can be chosen based on the characteristics of the cluster. Well studied
techniques for doing so are presented in Chapter 4 of [23], where they take into account
the variability of instances within the chosen cluster, which include automatic batch
size determination using a technique called Neymann Allocation. In this thesis we
have tested over a range of small batch sizes; 5, 10,and 20 to gain insight into the
eﬀect of batch size on learning for similar reasons to those in Chapter 3. We consider
automatically computing batch sizes as part of future work.
The tradeoﬀ between diversity and travel cost is resolved by exploiting spatial conti-
nuity in the clusters as explained earlier. This allows the learner to travel to diﬀerent
parts of the survey site at each iteration. This is in contrast to sampling instances
spread out over the entire site at each iteration. Other more sophisticated cluster
selection criteria can be employed to better improve the tradeoﬀ but they are the
subject of future work.
We will discuss these relationships in more detail in the results section. It should be
noted that CExp-Spatial-H is the appropriate spatial extension to CExp and CExp-
Spatial-C has just been proposed to gain some insight into CExp-Spatial and to
contrast the beneﬁt of the representativeness heuristic of CExp-Spatial-H.
4.5 Path Planning
Given that our sampling process is iterative and at each iteration we intend to select
a batch of instances, a trajectory needs to be planned from our current position (the
last sampling position at the previous iteration) through all points in the batch. As
the objective is to minimize the distance travelled implies that we need to compute
the shortest route that will visit each of the points in the batch. Note that the learner
only knows which samples it will take in the next iteration once it has sampled the
batch for the current iteration. This implies that we need to compute the shortest
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path at every iteration, starting from our last sampling position in the previous it-
eration. We can model this as a Traveling Salesman Problem (TSP) with a ﬁxed
starting point [70]. This problem is NP-hard and therefore we must resort to approx-
imations [17]. There exist a variety of methods for ﬁnding an approximate solution,
some of which include using evolutionary programming, simulated annealing, elastic
nets, ant colonies, genetic algorithms, etc. [34]. In this work we adopted the popular
genetic algorithm based approximation of the TSP [11]. Once the trajectory for an
iteration has been computed the learner collects samples in the order speciﬁed by the
trajectory. The optimal approximation to the TSP was not critical for the experi-
ments in this chapter as the batch sizes were relatively small. Genetic Algorithms are
provide competetive solutions to the TSP problem and thus were selected for the work
in this thesis [61]. However, other more optimal approximations are also possible.
4.6 Experiments
In this section we investigate the performance of CExp-Spatial-H and compare it
to CExp-Spatial-C and two baseline approaches. We start by a description of the
datasets we have used in Section 4.6.1. In Section 4.6.2 we specify the experiments
that will give us insight into the behavior of CExp-Spatial and its performance. Here
we also describe the experimental setup. In Section 4.6.3 we give the reader an insight
in to the behavior of each of the algorithms on our datasets by showing example
trajectories on real world datasets.
In Section 4.6.4 we present results on each of the experiments.
4.6.1 Data
In order to verify our approach on real data, aerial images of diﬀerent natural scenes
were taken using a kite with a mounted camera. Each image was an RGB matrix of
320× 240 pixels. Two of the images used in this work are displayed in the top row of
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Figure 4.3. For each pixel in an image we also calculated a 52 dimensional feature vec-
tor which comprised of location and shape cues, color descriptors, texture descriptors,
and perspective descriptors (such as line intersections and vanishing points) [51]. The
features for pixel i were calculated at a spatial scale of 8 × 8 patches of pixel neigh-
borhoods centered at pixel i. We also manually labelled each pixel into the classes:
{rock, water} (for the image in Figure 4.3(a)), and {sand, bush} (for the image in
Figure 4.3(b)). Thus each pixel had an associated 52-dimensional feature vector and
a class label. The feature vector and label pairs for all pixels in each image formed
the two datasets we used to validate our spatial active learning algorithm: rock-water
and sand-bush datasets.
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Figure 4.3  Kite data images (a,b) and the corresponding spatial proﬁles of the class
labels (c,d, respectively).
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With reference to our problem deﬁnition in Section 4.2.1, we now describe how we
will use this data in the context of spatial mapping. The grid G is the image (survey
site), where each pixel in the image is a point in G. These points are equally spaced
and each point has an associated feature vector (as described above) and geographical
coordinates (the (x, y) pixel indices). We assume the feature vectors associated with
each pixel are readily available over G (survey site/image). The task is now to collect
labels for a subset of the points (pixels) in G (image) so that we can accurately predict
labels for each pixel in G (image). This form of validation draws inspiration from
some of the earlier work in spatial active learning by [78, 122], where hyperspectral
imagery was used instead of normal ones from which the feature vectors were derived.
Note that the features are correlated with the classes. The coordinates for each pixel
were taken to be the x and y pixel indices, with (x = 0, y = 0) being on the bottom left
corner of each image. The Euclidean distance between two horizontally (or vertically)
adjacent pixels in the grid was taken to be a unit distance of 1.
4.6.2 Experimental Setup
The objective of our experiments was to investigate the behavior of CExp-Spatial-
H and to compare its performance (this will be deﬁned in more detail shortly) to
CExp-Spatial-C and baseline strategies suggested in the active learning literature.
The speciﬁc objectives are outlined below.
• Experiment 1 (Loss in Precision): The objective here was to illustrate the loss
in accuracy of CExp when we take a cluster sample instead of a simple random
sample from the sampling window.
• Experiment 2 (CExp vs. Random Sampling): The objective of this experiment
was to illustrate the motivation for taking the spatial layout of the data into
account, i.e., applying CExp directly to learn a map can be less cost-eﬀective
than taking a normal random sample.
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• Experiment 3 (Eﬀect of the Learning Rate λ): The objective here was to inves-
tigate how the eﬀect of the learning rate parameter λ aﬀects the performances
of CExp-Spatial-H and CExp-Spatial-C.
• Experiment 4 (Comparison to Baseline Strategies): The objective here was to
investigate the performance of CExp-Spatial-H in contrast to CExp-Spatial-C
and the spatial counterparts of Random and Uncertainty sampling.
The strategies used in our experiments were CExp, CExp-Spatial-H (abbreviated
to CExp-Sp.-H), CExp-Spatial-C (abbreviated to CExp-Sp.-C), Random-TSP, and
Uncertainty-TSP. Note, the only diﬀerence between CExp and Uncertainty-TSP and
their non-spatial counterparts in the previous chapter is that we compute the shortest
route over a batch at an iteration. The distance travelled at each iteration for the
active learning algorithms is then added to the total distance traveled up until the
current iteration. Regarding Random-TSP we know that it is a passive learning
strategy, so we calculated the shortest route over all sampled points up until the
current iteration, instead of computing the shortest route over the current batch and
adding the resulting distance to that travelled so far. The objective of doing so was
to incorporate the strength of Random-TSP, i.e., we traverse the entire site only
once instead of iterative circling it at every iteration. This makes the non-iterative
Random-TSP a harder baseline to compare against since our strategies are iterative.
Recall that this point was discussed in detail in Section 4.2.2 and was illustrated in
Figure 4.1.
A similar SVM-based setup to the one described in the previous chapter was also
used for the experiments here. We were interested in two criteria for evaluation:
• Minimize Training Set Size (Accuracy vs. Number of Samples): This is the
traditional framework under which active learning techniques are evaluated, and
was used in the previous chapter. This criteria has been used because the usual
objective is to minimize the training eﬀort by reducing the training set size, since
training on large datasets can be costly. Recall that active learning methods
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typically make the assumption that labeling cost is uniform. For presentational
convenience we give this criteria the acronym AvNS. Though this evaluation
technique ignores distance travelled it suﬃces to compare CExp-Spatial in the
traditional setting for sake of completeness.
• Minimize Distance Traveled (Accuracy vs. Distance Traveled): This criteria
takes into account that labeling cost is not uniform but ignores the training set
size. Hence, we can label as many points as we want as long as the distance
traveled is small. This criteria is important if we are to evaluate techniques in
a spatial active learning setting. We give this criteria the acronym AvDT.
In order to compare diﬀerent approaches we ﬁxed a sampling budget of 200 instances
to be labeled. We experimented with batch sizes b = {5, 10, 20, 40} and limited
the active learning iterations to 10, unless stated otherwise. Given a seed dataset,
the resulting accuracy and total distance travelled was recorded at the end of every
iteration for each strategy, except in the case of Random-TSP which was done as
described above. The same seed dataset was used for all strategies and the results
were averaged over 100 diﬀerent seed datasets. This allowed us to collect data for the
Accuracy vs. Number of Samples criteria. In addition to recording the accuracy, we
also recorded the distance traveled at the end of each iteration allowing us to look
at the Accuracy vs. Distance Traveled criteria. Since diﬀerent approaches can travel
diﬀerent distances in our experimental setting, we also speciﬁed a traveling budget (we
will specify the budget for each experiment in the corresponding sections). This was
implemented by recording the accuracy when the learner has exhausted the budget
and was considered as the ﬁnal accuracy.
Another way of comparing accuracy and distance is to set a travelling budget for each
iteration, and record the resulting accuracies. However, when applying a traveling
budget at each iteration to Random-TSP it becomes diﬃcult to identify how many
points should be labeled so that the budget is not exhausted. In order to overcome this
problem [77] started with a maximum batch size b and selected a random sample of
size b. If the total cost (after applying TSP) over this batch exceeded the budget they
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then repeated the process with b− 1. However, this method is biased towards small
sized batches for Random-TSP in contrast to CExp-Spatial as larger, hence more
uniformly spread out, batches are more likely to cover a larger distance. For instance,
consider the shortest path between 5 points. Now add 5 more points to the current set
and recompute the shortest path. It is obvious the larger sample will deﬁnitely have a
larger path, unless each of the new points fall along the shortest path over the initial 5
points. This also applies to random samples, except we can also sometimes see larger
batches cluttered over a smaller region in contrast to smaller batches. Given that the
method of [77] is biased towards smaller random samples implies that Random-TSP
(and CExp) may often not have suﬃcient training data, and hence, may result in a
biased comparison. Furthermore, we noted that [77] took a random sample at every
iteration and calculated the shortest path over that sample adding it to the total
distance traveled, which is in contrast to our approach (described above). Hence, our
experimental setting presents a more robust, and stricter, comparison.
In addition to the learning curves, we also provided a quantitative comparison of
diﬀerent approaches by characterizing them by the area under their learning curve
(for both AvNS and AvDT). The best approach has the largest area under its learning
curve, i.e., it was skewed towards the top left corner of the graph.
4.6.3 Demonstrating Adaptive Sampling Using CExp-Spatial
In this section we provide a demonstration of both instances of CExp-Spatial, Uncertainty-
TSP, and Random-TSP on the data sets described in Section 4.6.1. The objective
is to give the reader insight into the behavior of the algorithms prior to presenting
experimental results. It should be noted that in this section we only present example
runs of diﬀerent algorithms to provide insight in to how each approach works. Due to
the stochastic nature of the problem, we expect a diﬀerent realization for each run.
The statistical validation over multiple runs is the subject of the following section.
The behavior of Uncertainty-TSP and Random-TSP on the rock-water data is illus-
trated in Figures 4.4 and 4.5. Note, we have not displayed the seed sample for it
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is the same for all the algorithms and does not convey any extra information. The
display begins with iteration 1, i.e., the sample taken after the seed batch. Since
Uncertainty-TSP selects the most informative instances we can expect some overlap
in the information content, i.e., some of these instances are similar to each other in
the feature space. Similarity in the feature space together with spatial continuity can
lead to some of these instances being geographically close to each other. This can be
seen from Figure 4.4, where the selected instances are generally cluttered together.
This results in lesser distance in contrast to Random-TSP which has instances spread
out over the entire site, as can be seen from Figure 4.5. However, due to the overlap
in information content we would not expect much gain in generalization accuracy,
which was also observed from the results in the previous chapter where Uncertainty
sampling generally performed poorly. On the other hand Random-TSP captures the
diversity of the dataset resulting in large gains in generalization accuracy, but at a
high cost. Though Random-TSP is good for getting a rough estimate of the classiﬁer,
if the cost can be tolerated, however it does not reﬁne the classiﬁer.
On the other hand CExp-Spatial-H balances exploration and exploitation by exploring
within a geographic clusters. The demonstrations for CExp-Spatial-H and CExp-
Spatial-C are provided on the rock-water data in Figures 4.6 and 4.7, and on the
sand-bush data are provided in Figures 4.8 and 4.9. Note how CExp-Spatial-H moves
from one region to the next over successive iterations. Every region that it visits
becomes less informative and is discarded from the sampling window. This is evident
by the occurrence of the black regions which the learner visited earlier. Furthermore,
the geographic clusters tend to dominate the un-visited regions. This phenomenon is
observed for both instances of CExp-Spatial. However, since CExp-Spatial-C chooses
clusters based on spatial proximity, we can see that its tendency to explore is lesser
than CExp-Spatial-H on the rock-water data because its stays in the lower left half
of the site throughout the 5 iterations. The contrary was observed on the sand-bush
data, where CExp-Spatial-C moved around the entire site because the closest clusters
hailed from un-visited regions. This can happen when instances from a region visited
in the near past show up again in the sampling window. A particular example of
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this can be seen at iteration 4 (4th row) in Figure 4.7, where the learner re-visits the
region it had been to in iteration 3 because it was the closest cluster even though it
was sampled from in the previous iteration.
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Accuracy 74.85 Distance Travelled 117.97
Accuracy 75.32 Distance Travelled 151.14
Accuracy 76.93 Distance Travelled 308.90
Accuracy 76.90 Distance Travelled 402.93
Accuracy 77.41 Distance Travelled 476.37
Figure 4.4  Adaptive trajectories based on Uncertainty-TSP on the rock-water data.
The seed sample at iteration t = 0 is not displayed. The rows (top to bottom)
represent iterations t = {1, 2, 3, 4, 5}. The ﬁrst column illustrates the actual image
overlaid with the actual spatial proﬁle of the classes rock (magenta) and water
(turquoise). The second column illustrates the predicted class map at iteration t.
The third column shows the entropy map. The trajectories are the arrowed red
lines with dots as sampling locations and squares designating the start points and
circles designating the end points.
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Accuracy 78.77 Distance Travelled 1050.69
Accuracy 87.45 Distance Travelled 1546.61
Accuracy 89.74 Distance Travelled 1709.49
Accuracy 89.70 Distance Travelled 2076
Accuracy 89.26 Distance Travelled 2265.16
Figure 4.5  Adaptive trajectories based on Random-TSP on the rock-water data.
The seed sample at iteration t = 0 is not displayed. The rows (top to bottom)
represent iterations t = {1, 2, 3, 4, 5}. The ﬁrst column illustrates the actual image
overlaid with the actual spatial proﬁle of the classes rock (magenta) and water
(turquoise). The second column illustrates the predicted class map at iteration t.
The third column shows the entropy map. The trajectories are the arrowed red
lines with dots as sampling locations and squares designating the start points and
circles designating the end points.
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Accuracy 80.69 Distance Travelled 458.32
Accuracy 84.87 Distance Travelled 824.49
Accuracy 85.34 Distance Travelled 1376.6
Accuracy 90.4 Distance Travelled 1826.87
Accuracy 91.26 Distance Travelled 2291
Figure 4.6  Adaptive trajectories based on CExp-Spatial-H on the rock-water data.
The seed sample at iteration t = 0 is not displayed. The rows (top to bottom) repre-
sent iterations t = {1, 2, 3, 4, 5}. The ﬁrst column illustrates the geographic clusters
of the sampling window at iteration t (the black space represents the instances dis-
carded by the window). The second column displays the actual image overlaid with
the actual spatial proﬁle of the classes rock (magenta) and water (turquoise). The
third column illustrates the predicted class map at iteration t. The trajectories are
the arrowed red lines with dots as sampling locations and squares designating the
start points and circles designating the end points.
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Accuracy 75.27 Distance Travelled 374.44
Accuracy 76.44 Distance Travelled 924.17
Accuracy 77.01 Distance Travelled 1227.47
Accuracy 75.78 Distance Travelled 1328.68
Accuracy 76.72 Distance Travelled 1525.71
Figure 4.7  Adaptive trajectories based on CExp-Spatial-C on the rock-water data.
The seed sample at iteration t = 0 is not displayed. The rows (top to bottom) repre-
sent iterations t = {1, 2, 3, 4, 5}. The ﬁrst column illustrates the geographic clusters
of the sampling window at iteration t (the black space represents the instances dis-
carded by the window). The second column displays the actual image overlaid with
the actual spatial proﬁle of the classes rock (magenta) and water (turquoise). The
third column illustrates the predicted class map at iteration t. The trajectories are
the arrowed red lines with dots as sampling locations and squares designating the
start points and circles designating the end points.
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Accuracy 69.28 Distance Travelled 576.95
Accuracy 91.92 Distance Travelled 977.74
Accuracy 92.23 Distance Travelled 1507.59
Accuracy 92.13 Distance Travelled 1812.75
Accuracy 93.64 Distance Travelled 2086.39
Figure 4.8  Adaptive trajectories based on CExp-Spatial-H on the sand-bush data.
The seed sample at iteration t = 0 is not displayed. The rows (top to bottom) repre-
sent iterations t = {1, 2, 3, 4, 5}. The ﬁrst column illustrates the geographic clusters
of the sampling window at iteration t (the black space represents the instances dis-
carded by the window). The second column displays the actual image overlaid with
the actual spatial proﬁle of the classes sand (magenta) and bush (turquoise). The
third column illustrates the predicted class map at iteration t. The trajectories are
the arrowed red lines with dots as sampling locations and squares designating the
start points and circles designating the end points.
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Accuracy 84.33 Distance Travelled 455.41
Accuracy 73.75 Distance Travelled 907.85
Accuracy 91.67 Distance Travelled 1331.07
Accuracy 93.53 Distance Travelled 1683.20
Accuracy 94.27 Distance Travelled 1978.94
Figure 4.9  Adaptive trajectories based on CExp-Spatial-C on the sand-bush data.
The seed sample at iteration t = 0 is not displayed. The rows (top to bottom) repre-
sent iterations t = {1, 2, 3, 4, 5}. The ﬁrst column illustrates the geographic clusters
of the sampling window at iteration t (the black space represents the instances dis-
carded by the window). The second column displays the actual image overlaid with
the actual spatial proﬁle of the classes sand (magenta) and bush (turquoise). The
third column illustrates the predicted class map at iteration t. The trajectories are
the arrowed red lines with dots as sampling locations and squares designating the
start points and circles designating the end points.
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4.6.4 Results
This section presents results of experiments in the same order of the objectives de-
scribed in the previous section.
Experiment 1: Loss in Precision
To compare the loss in accuracy due to cluster sampling from the window instead
of normal random sampling, we compared CExp to both instances of CExp-Spatial.
These experiments were carried out for diﬀerent values of the learning rate λ. The
results for batch size b = 20 on both datasets are presented in Figures 4.10 and 4.11.
The results show that there is some loss in accuracy of CExp-Spatial-H because of
cluster sampling in case of the rock-water dataset. This was expected because a
cluster sample may not be as representative of the sampling window as a normal
random sample.
The contrast between CExp and CExp-Spatial-H was less on the sand-bush dataset
which implies that the clusters on the sand-bush data were more representative of
the sampling window at each iteration in contrast to those on the rock-water dataset.
We did not observe much diﬀerence in contrast on the sand-bush data over diﬀerent
learning rates.
The results also illustrate that CExp-Spatial-C is consistently worse than both CExp-
Spatial-H and CExp. This can be explained by the fact that CExp-Spatial-C chooses
the cluster that is closest to the learners current location, and it is possible that
this cluster may not be as well representative of the sampling window as a cluster
farther away. We will see in the following sections that when accuracy is compared
to the distance traveled CExp-Spatial-C is not always inferior to Random-TSP and
Uncertainty-TSP also fares better. In fact CExp performs much worse than Random-
TSP, as will be shown in the following section.
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(d) λ = 2.5
Figure 4.10  Loss in precision on the rock-water dataset with a batch size b = 20.
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(d) λ = 2.5
Figure 4.11  Loss in precision on the sand-bush dataset with a batch size b = 20.
Experiment 2: CExp vs. Random Sampling
Recall that in Section 4.2.2 we pointed out that random sampling is a passive learning
strategy, and therefore, one big batch can be taken instead of iteratively taking a
random sample from the whole site. This would allow random sampling to circle
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the site only once, whereas CExp is likely to circle the site at every iteration. This
problem was illustrated in Figure 4.1. Here we show that indeed this behavior renders
random sampling superior to CExp when the distance travelled is taken into account,
i.e., it achieves high accuracy with lesser distance travelled. We set a traveling budget
of 10, 000 pixel meters as CExp can take a lot of traveling eﬀort prior to insigniﬁcant
increase in accuracy. The results are illustrated in Figure 4.12 for 2 diﬀerent batch
sizes, and demonstrate that it is more cost-eﬀective to use Random-TSP as opposed
to CExp. It should be noted that Random does not even exhaust the budget for
both batch sizes, and Random is superior to all instantiations of CExp with diﬀerent
learning rates. These results clearly motivate the need to take into account the spatial
layout of the data.
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Figure 4.12  Demonstrating that CExp is more costly than Random-TSP on the
rock-water and sand-bush datasets.
Experiment 3: The Eﬀect of the Learning Rate λ
In this section we investigate the eﬀect of the learning rate λ on both CExp-Spatial-H
and CExp-Spatial-C. We were interested in looking at the behavior of both instances
of CExp-Spatial in terms of (1) Accuracy vs. Number of Samples (AvNS), and (2)
Accuracy vs. Distance Travelled (AvDT). The travelling budget for batch sizes b =
{5, 10, 20, 40} was set to 2000 pixel meters, respectively. The results on the rock-
water data are presented in Table 4.1 with learning curves for batch sizes b = {5, 10}
illustrated in Figure 4.13. Note that for approaches which did not exhaust the distance
budget (but exhausted the number of samples budget) the area was computed by
extending the last attained accuracy to the maximum distance, by assuming no change
in accuracy for increasing distance. The results on the sand-bush data are presented
in Table 4.2 with learning curves for batch sizes b = {5, 10} illustrated in Figure 4.14.
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CExp-Spatial-H on Rock-Water Data
Area Under Curve Random λ = 1 λ = 1.5 λ = 2 λ = 2.5
Accuracy vs.
# Samples
b = 5 0.85 0.84 0.85 0.86 0.86
b = 10 0.87 0.86 0.87 0.87 0.86
b = 20 0.89 0.87 0.88 0.88 0.87
b = 40 0.90 0.86 0.88 0.89 0.88
Accuracy vs. Distance
b = 5 0.81 0.83 0.83 0.84 0.84
b = 10 0.81 0.84 0.83 0.83 0.83
b = 20 0.81 0.82 0.83 0.83 0.81
b = 40 0.80 0.80 0.81 0.81 0.81
CExp-Spatial-C on Rock-Water Data
Area Under Curve Random λ = 1 λ = 1.5 λ = 2 λ = 2.5
Accuracy vs.
# Samples
b = 5 0.85 0.82 0.83 0.83 0.82
b = 10 0.87 0.86 0.85 0.86 0.85
b = 20 0.89 0.83 0.84 0.85 0.87
b = 40 0.90 0.84 0.84 0.86 0.85
Accuracy vs. Distance
b = 5 0.81 0.82 0.82 0.81 0.81
b = 10 0.81 0.85 0.83 0.82 0.82
b = 20 0.81 0.79 0.79 0.80 0.81
b = 40 0.80 0.77 0.77 0.77 0.77
Table 4.1  Comparing CExp-Spatial for diﬀerent learning rates λ = {1, 1.5, 2, 2.5}
and batch sizes b = {5, 10, 20, 40} on the rock-water data. The best approach is
characterized as the one with the largest area under its learning curves. Note the
area under the curve is normalized by the maximum possible area (the ideal case).
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Figure 4.13  Accuracy versus distance curves for CExp-Spatial-H (a-d) and CExp-
Spatial-C (e-h) on the rock-water dataset using diﬀerent learning rates and batch
sizes b = {5, 10}.
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CExp-Spatial-H on Sand-Bush Data
Area Under Curve Random λ = 1 λ = 1.5 λ = 2 λ = 2.5
Accuracy vs.
# Samples
b = 5 0.87 0.89 0.90 0.91 0.90
b = 10 0.90 0.91 0.92 0.91 0.91
b = 20 0.91 0.92 0.92 0.92 0.91
b = 40 0.92 0.93 0.93 0.92 0.92
Accuracy vs. Distance
b = 5 0.86 0.88 0.90 0.90 0.89
b = 10 0.88 0.90 0.91 0.89 0.89
b = 20 0.87 0.90 0.90 0.89 0.89
b = 40 0.86 0.89 0.89 0.88 0.87
CExp-Spatial-C on Sand-Bush Data
Area Under Curve Random λ = 1 λ = 1.5 λ = 2 λ = 2.5
Accuracy vs.
# Samples
b = 5 0.87 0.87 0.88 0.87 0.87
b = 10 0.90 0.88 0.88 0.88 0.86
b = 20 0.91 0.89 0.90 0.89 0.89
b = 40 0.92 0.90 0.90 0.89 0.90
Accuracy vs. Distance
b = 5 0.86 0.89 0.89 0.87 0.86
b = 10 0.88 0.88 0.87 0.86 0.85
b = 20 0.87 0.87 0.87 0.86 0.86
b = 40 0.86 0.86 0.87 0.85 0.86
Table 4.2  Comparing CExp-Spatial for diﬀerent learning rates λ = {1, 1.5, 2, 2.5}
and batch sizes b = {5, 10, 20, 40} on the sand-bush data. The best approach is
characterized as the one with the largest area under its learning curves. Note the
area under the curve is normalized by the maximum possible area (the ideal case).
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Recall from the previous chapter that we expect CExp to perform best (in terms of
AvNS) for a certain value of the learning rate λ and as we diverge from this value
the performance drops. We see, from Tables 4.1 and 4.2, that this also holds for
CExp-Spatial-H (in terms of AvNS) on both datasets. We can see also observe this
trend for CExp-Spatial-H when the comparison is based on AvDT. A large learning
rate can retain potentially un-informative clusters in the window, which can still be
diverse. Sampling from such clusters can require more eﬀort (distance travelled) with
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Figure 4.14  Accuracy versus distance curves for CExp-Spatial-H (a-d) and CExp-
Spatial-C (e-h) on the sand-bush dataset using diﬀerent learning rates and batch
sizes b = {5, 10}.
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little gain in generalization accuracy as compared to less diverse yet more informative
clusters. On the other hand, a small learning rate can leave out potential clusters,
which could give a greater gain in generalization accuracy if they were explored. Thus,
the results suggest that as we diverge away from the best learning rate λ we see a
drop in performance for both AvNS and AvDT.
Recall from our earlier discussions that using a larger batch size means that we better
represent the sampling window in our training set as compared to a smaller batch
size, prior to constricting the window resulting in an inverse relationship between the
batch size and the learning rate. We were generally able to observe this relationship
for CExp-Spatial-H, in Tables 4.1 and 4.2, on both datasets for AvNS and AvDT.
We did not observe either of the trends discussed above for CExp-Spatial-C since the
closest cluster may not be suﬃciently representative of the sampling window.
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Experiment 4: Accuracy vs. Cost Eﬀectiveness
In this section we compare CExp-Spatial-H and CExp-Spatial-C to Random-TSP
and Uncertainty-TSP using the best values of learning rates identiﬁed in the previous
experiment. As before, we ﬁxed the traveling budget to 2000 pixel meters. The results
on both data sets are displayed in Tables 4.3, with learning curves (based on AvDT)
for b = {5, 10, 20, 40} illustrated in Figures 4.15 and 4.16.
We can see that CExp-Spatial-H outperformed all other approaches on the sand-bush
data using both criteria; AvNS and AvDT. On the rock-water data we can see that
CExp-Spatial-H is superior, in terms of AvDT, to Random-TSP and Uncertainty-
TSP for b = {5, 10}, however, the contrast is not signiﬁcant for the larger batch
sizes, except in the early phases of the learning process. This observation also held in
terms of AvNS for batch size b = {5}, however, Random-TSP outperformed CExp-
Spatial-H for b = {10, 20, 40}. The comparable AvDT performance of CExp-Spatial-
H to Random-TSP for larger batch sizes suggests that smaller batch sizes provided
suﬃcient information given the distance travelled. This suggests that larger batch
sizes incur cost that can compromise the tradeoﬀ between accuracy and distance
travelled. It also suggests that for restricted budgets (small batch sizes) CExp-Spatial-
H is beneﬁcial. Naturally, the shortest path can be eﬀectively computed for a large
batch taken in one go, than batches taken iteratively, explaining this observation.
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Comparing Approaches on Rock-Water Data
Area Under Curve Uncertainty-TSP Random-TSP CExp-Sp.-H CExp-Sp.-C
Accuracy vs.
# Samples
b = 5 0.80 0.85 0.86 0.82
b = 10 0.81 0.87 0.86 0.86
b = 20 0.81 0.89 0.88 0.87
b = 40 0.80 0.90 0.88 0.85
Accuracy vs.
Distance
b = 5 0.82 0.81 0.84 0.82
b = 10 0.82 0.81 0.84 0.85
b = 20 0.82 0.81 0.83 0.81
b = 40 0.79 0.80 0.81 0.77
Comparing Approaches on Sand-Bush Data
Area Under Curve Uncertainty-TSP Random-TSP CExp-Sp.-H CExp-Sp.-C
Accuracy vs.
# Samples
b = 5 0.84 0.87 0.90 0.87
b = 10 0.88 0.90 0.92 0.88
b = 20 0.87 0.91 0.92 0.89
b = 40 0.86 0.92 0.93 0.90
Accuracy vs.
Distance
b = 5 0.86 0.85 0.89 0.88
b = 10 0.89 0.87 0.90 0.87
b = 20 0.87 0.86 0.89 0.87
b = 40 0.86 0.85 0.89 0.86
Table 4.3  Comparing Uncertainty-TSP, Random-TSP, and CExp-Spatial-(H,C) on
the rock-water and sand-bush datasets. The best approach is characterized as the
one with the largest area under its learning curves, and is highlighted in bold. The
next best approach is underlined. Note the area under the curve is normalized by
the maximum possible area (the ideal case).
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Figure 4.15  Comparing CExp-Spatial-H and CExp-Spatial-C to Uncertainty-TSP
and Random-TSP for diﬀerent batch sizes on the rock-water dataset.
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Figure 4.16  Comparing CExp-Spatial-H and CExp-Spatial-C to Uncertainty-TSP
and Random-TSP for diﬀerent batch sizes on the sand-bush dataset.
4.7 Conclusion
In this chapter we have combined exploration and exploitation into a spatial active
learning framework (CExp-Spatial) by extending CExp to take into account the spa-
tial proﬁle of the data. We showed that directly applying CExp to spatial active
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learning can be very costly and passive sampling strategies could prove more cost-
eﬀective.
Our proposed framework relies on geographic clustering of the sampling window,
after which a single cluster is chosen to focus the sampling eﬀort. The underlying
idea behind CExp-Spatial is that once a region has been sampled, it is less likely to
show up again in the sampling window. This allows the learner to move from one
geographic region to the next over successive iterations. In case the learner revisits a
region, it is likely that this is where the class boundaries lie, hence justifying revisiting.
We proposed two simple instantiations of CExp-Spatial: (1) CExp-Spatial-H (this
algorithm selects the most heterogeneous cluster to sample from), and (2) CExp-
Spatial-C (this algorithm selects the closest cluster to the current position). We
observed that as we diverge away from the best learning rate the performance of
CExp-Spatial-H drops. We did not observe the same eﬀect of the learning rate on
CExp-Spatial-C because it ignores the representativeness of the cluster. We also
observed that the batch size is inversely related to the learning rate. Finally, we
showed that CExp-Spatial-H outperforms baseline strategies for sampling for more
limited sampling budgets, i.e., it produces shorter more accurate surveys when budget
is limited. This was not always true for CExp-Spatial-C motivating the need to
investigate more rigorous instantiations of CExp-Spatial that result in a better choice
of a cluster based on capturing the representativeness of the feature vectors in the
sampling window.
Chapter 5
Autonomous Benthic Habitat
Mapping
5.1 Introduction
In this chapter we present an application of CExp and CExp-Spatial to a real world
environmental mapping problem known as Benthic Habitat Mapping where class over-
lap is observed. In particular we employ an Autonomous Underwater Vehicle (AUV)
that is capable of generating benthic habitat maps through a completely automated
processing pipeline. The objective of this chapter is two fold: (1) show that CExp can
outperform state of the art on problems with class overlap and (2) applying CExp-
Spatial-H to AUV-based benthic habitat mapping results in completely autonomous
and cost-eﬀective sampling trajectories over baseline sampling methods.
Benthic imaging Autonomous Underwater Vehicles (AUVs) can collect geo-referenced,
high quality optical imagery ideal for habitat characterization [4, 49, 139]. This
imagery provides ﬁne-scale, high-resolution detail suﬃcient to determine habitat type
and the biological assemblages present in the survey area. However, marine habitats
of interest may extend over many hundreds of square kilometers, and it is infeasible
to collect and analyze full coverage imagery data or video footage over entire sites of
this size.
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Since coarse multibeam sonar based seabed bathymetry can be gathered readily in
a cost-eﬀective manner over large areas, and benthic habitats are strongly correlated
with their underlying bathymetry and associated seabed morphology [29, 54, 56, 56,
65, 66], it is possible to develop predictive models of habitat type as a function of
seabed terrain. In practice, this is accomplished by extrapolating correlations present
between sparse ground-truth optical imagery and features derived from the associated
seabed terrain [5, 54, 54, 82, 83]. These procedures produce high-resolution habitat
maps over regions that are orders of magnitude larger than would be practical using
optical imagery alone. However, accurately learning the correlations from limited
training data always raises the question of how well these extrapolations generalize
to broad-scales.
Accurate generalization of the extrapolations can be attained if we simplify the prob-
lem to that of accurately labeling a particular benthic habitat site. Given that we
have the freedom to choose the data to sample (from which we will learn our corre-
lations), the issue then becomes which set of samples should we take such that we
can accurately extrapolate our correlations. This reduces benthic habitat mapping to
an active learning problem. However, in order to apply active learning to adaptively
sample data for benthic habitat mapping we need to take into account two problems:
• We need to take into account the spatial proﬁle of the data. One way to do
so for an active learning algorithm is to compute the shortest path over the
batch of samples as previously discussed in detail within Section 4.5 and ﬁrst
proposed by [78].
• Active learning can compromise the savings in the number of samples if the
estimate of the underlying correlations is incorrect [94] and we have seen in
Chapter 3 that this problem increases in severity with increasing class over-
lap. This problem is particularly prevalent in benthic habitat mapping [106]
since the seabed terrain can only describe morphological characteristics such
as the surface slope, curvature, and roughness, and may fail to distinguish the
ﬁne details between diﬀerent habitat classes. For instance it might be diﬃ-
cult to distinguish between sand and screw shell rubble purely on the basis of
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seabed morphology as both classes are typically found in deeper waters on ﬂat
non-rugose areas of the seabed. Sample images of both classes collected from
the Tasman Peninsula oﬀ the eastern coast of Australia are illustrated in Fig-
ure 5.1. It may be possible to diﬀerentiate between the two classes if we have
millimeter scale resolution for the multibeam bathymetry, however, in general
the resolution is much coarser 1, hence, exacerbating the class overlap problem.
(a) Sand (b) Screw Shell Rubble
Figure 5.1  Sample images from two habitat classes with very similar seabed mor-
phology. Note these images were photographed at an altitude of 2 m above the
seabed.
We have previously seen that directly applying active learning ( for instance Uncertainty-
TSP - described in the previous chapter) without taking into account exploration and
exploitation can result in less accurate generalization given a ﬁxed sampling budget.
We have also seen that CExp-Spatial takes into account both of the above mentioned
problems. Hence motivating its use to design surveys for benthic habitat mapping.
In this chapter we present the following contributions:
1. We present a completely automated processing pipeline for benthic habitat map-
ping.
2. We show that applying CExp to benthic habitat mapping can result in better
generalization accuracy with fewer samples than state of the art methods and
1The resolution typically varies between 2-4 m for a shipborne multibeam sonar and 0.5 m for
an AUV-borne multibeam sonar.
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baseline active learning strategies. This demonstrates that CExp is superior on
classiﬁcation problems with class overlap.
3. We show that CExp-Spatial can be applied to benthic habitat mapping resulting
in completely autonomous and more cost-eﬀective surveys in contrast to baseline
sampling strategies.
We begin the chapter with a description of the benthic habitat mapping process in
Section 5.2. In Section 5.3 we present a description of the data and the completely
automated data acquisition process that produces benthic habitat maps. In Sec-
tion 5.4 we present an empirical analysis of CExp on benthic habitat mapping data.
We also compare CExp and state of the art and show that CExp is superior. We
conclude the chapter with Section 5.5 where we compare CExp-Spatial to baseline
sampling strategies by their respective trajectories and present empirical evidence
showing CExp-Spatial can result in more cost-eﬀective survey designs for benthic
habitat mapping.
5.2 The Process of Benthic Habitat Mapping
In this section we provide general descriptions of bathymetric features that can be
extracted from multibeam bathymetry and are also correlated with the habitat classes.
We then describe two existing approaches used to generate habitat maps based on
these features.
5.2.1 Identifying Bathymetric Features
Bathymetric features have been broadly characterized into four main classes: bathymetry,
slope, seabed curvature, and seabed variability. Bathymetry and slope have been cited
as important predictors of benthic habitats [140], as seabed facies and benthic fauna
vary with bathymetry and slope [54, 56, 106, 140]. Seabed curvature can be de-
scribed by proﬁle curvature (the second derivative of bathymetry in the direction of
5.2 The Process of Benthic Habitat Mapping 131
the slope) and plan curvature (the second derivative of bathymetry in the direction
perpendicular to that of the slope), mean curvature (a combined index of proﬁle and
plan curvatures) are all informative instances of seabed curvature [54, 140]. Other
features describing seabed curvature are the bathymetric position index (BPI) which
compares the elevation of a point with its neighboring values and characterizes the
point as a part of a trough or a crest [56, 106, 140], and the hypsometric index which
indicates whether the seaﬂoor is a local high or low within a neighborhood [54]. Ex-
amples of features describing seabed variability are rugosity (the ratio of surface area
of a neighborhood about a point to its planimetric surface area) [54, 140], range (the
diﬀerence between maximum and minimum elevations) [54, 140], terrain ruggedness
index (a measure of the local variation in the seabed terrain about a certain point)
[140], fractal dimensions (a measure that lies between 2 for a ﬂat plain and 3 for a
surface that goes through every point in a volume) [140], and the Moran's I (a mea-
sure of the heterogeneity of elevation values within speciﬁed radii) [54]. Multibeam
backscatter signal strengths have also been employed as predictors of benthic habitats
in a number of studies [56, 66], where the variations in the high and low frequency
signal scattering properties of the substratum have been found to have a predictable
inﬂuence in the distribution of the biological assemblages [56].
In this work we compute depth, slope, aspect, proﬁle curvature, plan curvature, and
rugosity at a number of scales. We chose these features based on the ease of their
derivation from gridded bathymetry and their widespread use in the ﬁeld of bathy-
metric mapping.
5.2.2 Two Approaches to Generating Habitat Maps
There are two basic methods by which acoustic data can be used for the purposes
of benthic habitat mapping. One approach is to cluster the seabed terrain features
derived from the acoustic data into distinct habitat classes (unsupervised learning is
used to identify the habitat classes), after which samples are collected to validate the
character of the habitats. An example of such an approach is the use of sidescan
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sonagraphs to map tileﬁsh habitats [62]. Here the authors cluster seabed terrain
features into clusters based on similarity of the features and then obtain ground truth
for each of those clusters by sampling the seabed. The main problem with such an
approach is that the diﬀerences apparent in the acoustic data may not be indicative
of relevant diﬀerences in habitat, i.e., bathymetric features derived from acoustic data
are not strong enough to disciminate between some of the benthic habitats (classes)
an example of which has been provided in Figure 5.1.
The second method requires collecting ground truth data independent of the acoustic
data, classifying this into distinct habitat classes and then modelling the relation-
ship between the acoustic data and the classes at sampled locations. A particular
instance of this approach combined broad scale multibeam bathymetry and backscat-
ter data with ﬁne scale optical imagery and seaﬂoor sediment samples to identify
a number of benthic habitats [66]. Diﬀerent sediment types; thick sand, sand over
gravel lag, gravel lag and gravel lag with thin sand, were identiﬁed using multibeam
bathymetry and backscatter imagery and were conﬁrmed by sea ﬂoor sample grabs
and sidescan sonagrams. A cluster analysis of the relative frequencies of occurrence
of benthic habitats revealed their aﬃnities for diﬀerent sea ﬂoor sediment types. Six
habitats were deﬁned based on the sediment type and habitat complexity derived
from multibeam data, benthic assemblages inferred from photographs, and relative
water current strength. A cluster analysis was then use to determine the aﬃnity of
species to sediment types, from which habitats were inferred at unsampled regions,
i.e., where no ground truth was taken. A second example of this approach learned
a decision tree model to relate seabed terrain features and habitat labels determined
from optical imagery [106]. Five seabed terrain features were employed; reﬂectiv-
ity, rugosity, bathymetric position index, surface complexity, and slope. The benthic
classes were obtained by classifying towed video data. Additional examples of this
approach appear in [1, 2, 54, 56] which use bathymetric features computed at multiple
scales, and more sophisticated decision tree models, respectively.
In this work we have adopted the second basic approach in which the ground truth
is ﬁrst classiﬁed into distinct habitat types and these are then related to the seabed
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terrain features. This approach does not assume that the clusters of seabed terrain
features directly correspond to benthic habitat classes, but instead allows us to learn
the relationship between the benthic features and the habitats they support.
5.3 General Description of the Data and Acquisition
Methods
This section explains how the data is acquired using an Autonomous Underwater
Vehicle (AUV), processed and compiled to form the data used to train the classiﬁer
and then extrapolate class labels to the broad-scale. We also discuss the existing
classiﬁers used to relate acoustic data to the habitat classes derived from the optical
imagery.
5.3.1 The Vehicle
Our AUV Sirius, Figure 5.2, is equipped with a high resolution stereo camera pair and
strobes, a multibeam sonar, depth and conductivity/temperature sensors, Doppler
Velocity Log (DVL) including a compass with integrated roll and pitch sensors, Ul-
tra Short Baseline Acoustic Positioning System (USBL) and forward looking obsta-
cle avoidance sonar [138]. Sirius is a seabed hugging vehicle that usually acquires
geo-referenced stereo images of the seabed at an altitude of 2 m and multibeam
bathymetry at an altitude of 20 m.
134 Autonomous Benthic Habitat Mapping
(a) (b)
Figure 5.2  (a) The vehicle Sirius on-board the R/V Challenger prior to deployment.
The dolerite cliﬀs of the peninsula can be seen in the background. (b) Components
of Sirius.
5.3.2 Bathymetric Data
We used seabed terrain features derived from gridded bathymetry, i.e., a digital ele-
vation map (DEM). The DEM grid can be acquired using the AUV-borne multibeam
sonar, or can be provided, a priori, to the vehicle using a ship-borne multibeam sonar.
The DEM grid was used to extract depth and compute slope, aspect, proﬁle curva-
ture, plan curvature, and rugosity. Each of these features are computed at a point
in the DEM grid based on its neighbors. Let the DEM consist of three matrices that
specify the easting, northing and depth at a point, D = 〈X, Y, Z〉. We deﬁne the
neighborhood of a point pij = 〈xi, yj, zij〉 ∈ D at a scale S(k:s) (where k denotes the
number of grid points from pij and s denotes the resolution of the DEM) as D
S(k:s)
ij
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Figure 5.3  Scale computations for deriving bathymetric features using a Digital
Elevation Map (DEM).
such that DS
(k:s)
ij ⊂ D and ∀〈xi′ , yj′ , zi′j′〉 ∈ DS(k:s)ij
xi −
√
S(k:s)
2
≤ xi′ ≤ xi +
√
S(k:s)
2
yj −
√
S(k:s)
2
≤ yj′ ≤ yj +
√
S(k:s)
2
. (5.1)
The scale S(k:s) corresponds to an area of 2ks× 2ks and has units of length squared;
as S(k:s) grows, so will DS
(k:s)
ij .
Next we perform a surface ﬁt on DS
(k:s)
ij using a bivariate quadratic equation
zi′j′ = ax
2
i′ + by
2
j′ + cxi′yj′ + dxi′ + eyj′ + f (5.2)
as described in [140]. For illustrative purposes assume we have a set of points such
as that shown in Figure 5.3 where the resolution of the DEM is 2 m. Suppose we are
interested in computing features at the point p22 at a scale of S
(1:2m) = 4 × 4m2. In
order to do so, we ﬁrst deﬁne a neighborhood for DS
(1:2m)
22 . Using (5.1) we ﬁnd that
DS
(1:2m)
22 = {p11, p12, p13, p21, p22, p23, p31, p32, p33}. Next we ﬁt a surface on DS(1:2m)22
by deﬁning the system of equations
z11 = ax1
2 + by1
2 + cx1y1 + dx1 + ey1 + f
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...
z33 = ax3
2 + by3
2 + cx3y3 + dx3 + ey3 + f .
We then determine the coeﬃcients of this system using least squares.
Once the coeﬃcients for Equation 5.2 have been determined, Slope (SL), Proﬁle
Curvature (PR), and Plan Curvature (PC) can be computed as follows
SL = arctan(
√
d2 + e2) (5.3)
PR = −200(ad
2+be2+cde)
(e2+d2)(1+e2+d2)1.5
(5.4)
PC = 200(bd
2+ae2−cde)
(e2+d2)1.5
. (5.5)
Aspect (resolved into two components; Eastness (AE) and Northness (AN)), is com-
puted as
AE = sin(arctan( e
d
)) (5.6)
AN = cos(arctan( e
d
)) . (5.7)
We compute rugosity using the method described by Jennes [60]. First a Delaunay
triangulation is computed over DS
(k:s)
ij and used to determine the total area of the
triangulated surface. Rugosity is the ratio of this area to the planimetric area of
DS
(k:s)
ij , which in the case of Figure 5.3 is S
(1:2m) = 4× 4 m2.
For each point 〈xi, yj, zij〉 ∈ D, and at each scale S(k:s) for k = 1, 2 . . . , n, we
compute a scale-dependent feature vector f
(k:s)
ij = 〈SL,AE,AN, PR, PC,R〉. We
then combine these into a multiscale feature vector with the addition of depth:
f
(1,2...,n:s)
ij = 〈zij, f (1:s)ij , f (2:s)ij , . . . , f (n:s)ij 〉. Note that depth is scale-independent. The
set of all feature vectors for D for a certain set of scales 〈S(1:s), S(2:s), . . . , S(n:s)〉 yield
the feature set F (1,2...,n:s).
The feature vectors for each point in the grid can be derived on board Sirius using
the AUV-borne multibeam sonar, or can be provided, a priori, using a ship-borne
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multibeam sonar.
5.3.3 Image-derived Ground Truth
Ground truth habitat labels used in this study are derived from high-resolution im-
agery collected by an AUV. The AUV was programmed to maintain an altitude of 2
meters above the seabed while traveling at 0.5 m/s during surveys. The imagery has
been autonomously labelled by a generative, nonparametric Bayesian classiﬁer  the
Variational Dirichlet Process (VDP) model [69]. The VDP is a mean-ﬁeld variational
approximation of a Dirichlet process mixture model (DPMM) [3, 39], and uses vari-
ational Bayesian Expectation-Maximization [9] to automatically infer the number of
classes present in a dataset [121].
All of the stereo image-pairs collected by the AUV are classiﬁed in one batch process,
where each image pair has been reduced to a vector of fairly simple scene descriptors.
The descriptor vector has a dimensionality of 16 and is comprised of a visual rugosity
index [43], a local binary pattern histogram [93], and a few ﬁrst and second order
statistics taken from modiﬁed Hue-Saturation-Value (MHSV) histograms [91]. A
batch of image-pairs for an entire dive can be processed on the order of a few minutes
using the processor on-board the vehicle.
5.3.4 Compiling the Labelled Data
Since bathymetry and ground truth may be sampled at diﬀerent resolutions and
each may have positioning errors, compiling labelled data is not a straightforward
process. We ﬁrst extract all the points in our feature dataset that are spatially
closest to points in the imagery, resulting in a feature dataset F
(1,2...,n:s)
∗ ⊂ F (1,2...,n:s).
However, simply assigning a class label from the imagery to its counterpart in the
F
(1,2...:s)
∗ would be sensitive to positioning errors in both feature and imagery datasets.
Furthermore, the data may also exhibit instances of a habitat class interrupting a
contiguous stream of another habitat class. Therefore, in order to overcome these
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problems we considered the mode of class labels contained within a window centered
around each point in F
(1,2...:s)
∗ . The choice of window size is of importance as a large
window size will bias the class label assignment towards classes that are dominant
within the window, whereas a small window size would be insuﬃcient to account for
potential positioning errors in both data sets. Therefore, a window size should be
greater than the maximum positioning error and small enough to conﬁdently capture
the mode of the classes within the window.
5.3.5 Reported Classiﬁers Used For Benthic Habitat Mapping
Existing classiﬁcation approaches in the ecological literature include decision trees,
maximum likelihood classiﬁers, and rule based classiﬁers [46]. Additional methods
include Discriminant Analysis [81] and Canonical Correspondence Analysis [14] but
these make restrictive assumptions on the distribution of the data and the indepen-
dence of features [46]. Recently, decision trees have been used extensively for habitat
classiﬁcation tasks similar to the one considered here [54, 56, 106].
Decision trees are essentially a set of rules, e.g., if SL > 0.1 then 1.005 ≤ R ≤ 1.1,
which are learned directly from the data and then used as splitting conditions. Each
leaf in the decision tree is a class label and the path from the root to that leaf corre-
sponds to all the instances in the data that satisfy each of the splitting conditions on
that path. Classiﬁcation using a rule-based classiﬁer proceeds the same way; however,
in that case the structure of the tree is pre-speciﬁed based on a priori knowledge and
only the splitting thresholds are determined using the data [71]. Recently, it was
shown that decision trees outperform maximum likelihood classiﬁers for predicting
benthic habitats based on seabed terrain features [56]. Furthermore, Decision trees
are easier to interpret and are computationally more eﬃcient than Neural Networks
while yielding comparable accuracies [46].
Support Vector Machines (SVM's) have not be used in the benthic habitat mapping
literature because they are not readily interpretable. However, SVM's are the most
studied platform in active learning and have shown promise in a wide variety of ﬁelds.
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Since our objective is to apply active learning to improve generalization accuracy
for benthic habitat mapping and that CExp has been proven in a margin classiﬁer
context, we used SVM's for our experiments.
5.4 Results 1: CExp on Datasets with Class Overlap
The objective of this section is to demonstrate that CExp is a superior active learning
approach over state of the art on datasets with class overlap, i.e., in this case benthic
habitat mapping datasets. We begin the section with a description of the datasets
acquired by the AUV Sirius at two diﬀerent locations around Australia. On these
datasets we demonstrate that CExp performs best for some value of the learning rate
λ and performance decreases as we diverge from this value. We also demonstrate
that the sampling window size and rewards decay monotonically with the number of
samples, and we converge to uncertainty sampling at high accuracies and low rewards.
Finally we compare CExp to state of the art and show that it is the superior approach.
The experimental setup used in this section, and the experiments considered, were
similar to those described in Sections 3.4 and 3.5.
5.4.1 Data
In this section we present an overview of the data used for our experiments. We
collected multibeam bathymetry at two sites in Scott Reef (Site 1 and 2), located
oﬀ the western coast of Australia, and three sites in the Tasman Peninsula (O'Hara
Reef, Chevron Reef Site 1, and Chevron Reef Site 2), located oﬀ the South Eastern
coast of Australia.
The VDP algorithm identiﬁed a total of 5 classes for both sites at Scott Reef. The
long transect at Scott reef Site 1 was ∼ 6km long resulting in 2972 class labels. The
multibeam bathymetry for the site was acquired using a ship-borne multibeam sonar
and was gridded to a 4 m resolution by courtesy of Geoscience Australia. This re-
sulted in a DEM grid with 575,240 depth observations. The dense transect at Scott
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reef Site 2 covered an area of 50× 75m resulting in 9815 class labels. The multibeam
bathymetry was acquired by the AUV-borne multibeam sonar at an altitude of 20 m,
and was converted to a DEM grid resulting in a total of 136,064 depth observations
with a resolution of 0.2 m. The VDP clusters and the multibeam bathymetry over-
laid with the spatial proﬁle of the VDP clusters for both the sites are illustrated in
Figure 5.4. The bathymetry for Scott Site 1 contains a few shallow regions near the
bottom end of Figure 5.4, with the diﬀerence in depth being approximately 30m.
This can greatly aﬀect the biodiversity because the availability of light is greater at
shallower depths. Furthermore, the biodiversity is also aﬀected by the inﬂow of water
into the region. This is typically dependent on currents which are deﬁned by the
curvature (valleys, troughs, etc.). Therefore, we expect sloped and curved regions to
contain more biodiversity. Examples of such habitats are Reefs. This is in contrast to
habitats such as Sand which are typically characterized by a ﬂat non-rugose seabed.
Figure 5.4(a,b) we can see that the Screw Shell Rubble (which is essentially sand
with shells in it - blue class) dominates the deeper and ﬂatter portions of Site 1.
Whereas Foliose (cyan and red) along with Foliose and Halimeda (green) classes tend
to dominate the shallower and topologically complex regions. Note that the Foliose
and Halimeda are found in the valley between the three peaks at the bottom of Site 1.
Scientists are also generally much more interested in imaging such classes in contrast
to taking shots of long and un-informative stretches of Sand. At site 2 there is not
much of a depth gradient over the entire site. However, most life (similar habitat
classes to Site 1) seems to occupy the sloping regions or the main valley that starts
from the bottom middle-right of Figure 5.4(c,d) and curves upwards towards the top
center. Note that Figure 5.4(d) presents the spatial proﬁle of the visual clusters at
site 2. Therefore, this valley and the region around the hill at the center-right of the
site would be the appropriate spots to expend the sampling budget.
The VDP labels for dives in Tasmania were collectively identiﬁed over all the dives
resulting in a total of 12 classes. The data for O'Hara reef was collected over two
approximately 2 km transects resulting in a total of 15,812 class labels. The data
for the Chevron reef sites (Site 1 and 2) was collected over ∼ 200 × 500 m grids
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resulting in 5,659 and 2,972 observations, respectively. The multibeam bathymetry
for the Tasmania dives was acquired using a ship-borne multibeam sonar and gridded
(by courtesy of Geoscience Australia) to a 2 m resolution, resulting in 693,112 depth
observations for O'Hara reef, and 24,453 depth observations for Chevron Site 1, and
24,100 depth observations for Chevron Site 2. The VDP clusters and the multibeam
bathymetry overlaid with the spatial proﬁle of the VDP clusters for the 3 sites are
illustrated in Figure 5.5. Figure 5.5(b) presents the clusters that were identiﬁed by the
VDP algorithms. It can be seen that the top half clusters are variants of non-complex
habitats such as Sand and Scew Shell Rubble. These habitats exhibit less life and
are typically ﬂat and non-rugose, as explained earlier. In contrast the variety of reef
habitats identiﬁed by the VDP algorithms are much more informative to scientists
due to the greater biodiversity they contain. It can be seen (Figure 5.5(a)) that the
reef like regions dominate the shallower areas where as variants of Sand dominate the
deeper and ﬂatter regions. Similar trends can also be seen for the Chevron Sites 1
and 2.
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(a) Multibeam bathymetry over-
laid with dive proﬁle at Scott reef
Site 1
(b) Sample images from each VDP cluster for
Scott reef Site 1
5.4 Results 1: CExp on Datasets with Class Overlap 143
(c) Bathymetry for the Scott reef Site 2
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(d) Spatial proﬁle for each of the VDP clusters
identiﬁed at Scott reef Site 2
(e) Sample images from each VDP clus-
ter for Scott reef Site 2
Figure 5.4  Multibeam bathymetry and spatial proﬁle of VDP cluster labels for the
two sites at Scott reef.
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(a) O'Hara Reef (b) VDP labels for Tasmania
(c) Chevron reef Site 1 (d) Chevron reef Site 2
Figure 5.5  Multibeam bathymetry overlaid with dive proﬁle colored by the VDP
cluster labels for dive sites in Tasmania.
The multibeam bathymetry was used to derive the bathymetric features described
in Section 5.3.2 at a variety of spatial scales: 1 × 1 m2, 5 × 5 m2, 10 × 10 m2,
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15 × 15 m2 and 20 × 20 m2. It should be noted that the multibeam data comprised
of missing values, which particularly aﬀected our feature computations at the larger
scales yielding even more missing values, explaining the blank spaces in our feature
maps and eventually our habitat and entropy maps.
In order to compile labelled data a window size of 2 m was considered, allowing 5
class labels to be considered within a window2. This was chosen as it was a suﬃcient
distance to account for vehicle's positioning errors. Furthermore, 5 classes would
allow us to conﬁdently capture the mode class within the window, as some classes
exhibited relatively small contiguities in the data. This allowed us to generate a
multiscale labelled dataset for each site.
We now focus our attention on experimental analysis on these data sets.
5.4.2 Varying the Learning Rate λ
In this section we present the eﬀect of the learning rate λ on CExp using datasets
with class overlap. As before we experimented with a variety of diﬀerent learning
rates λ = {0.5, 1, 1.5, 2, 2.5, 3} along with the automatric approximation of λ using
(3.28). We report results on Scott reef Sites 1 and 2. The results are presented in
Figure 5.6.
2Recall that the class labels were sampled every 0.5 m.
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(b) Site 1 b = 10
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(c) Site 1 b = 20
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(d) Site 2 b = 5
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(e) Site 2 b = 10
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(f) Site 2 b = 20
Figure 5.6  A comparison of CExp with diﬀerent values of the learning rate λ and
diﬀerent batch sizes on Scott reef Sites 1 and 2.
The results are similar to those observed on non-benthic habitat mapping datasets in
Section 3.5.3. It can be observed that the performance is best for one particular value
of the learning rate, i.e., λ = 2 and 1.5 in case of Scott reef Site 1 and 2, respectively.
We can also observe that as we diverge from this best value of λ the performance
becomes poorer, with λ = 3 (light blue line) being similar to Random. We also
observe that CExp with auto λ performs comparably to the best learning rates. The
approximated lower bound on the learning rates are compared for diﬀerent batch sizes
in Table 5.1. It can be seen that as the batch size increases the lower bound reduces,
indicating a larger drop in the error, hence implying a faster learning rate. The lower
bound was observed to be larger for the Scott Reef Site 1 dataset and an increase
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in batch sizes from 5 to 10 have little eﬀect on the error rate, indicating that Scott
Site 1 may possibly exhibit more class overlap.
Data λ
Site 1 b = 5 2.39(±0.23)
Site 1 b = 10 2.39(±0.19)
Site 1 b = 20 2.35(±0.21)
Site 2 b = 5 2.03(±0.36)
Site 2 b = 10 1.89(±0.4)
Site 2 b = 20 1.79(±0.38)
Table 5.1  Distribution of average approximated lower bound on the learning rates λ
over 100 trials for the Scott Site 1 and 2 datasets for diﬀerent batch sizes.
5.4.3 The Sampling Window Size and Reward
The experiment in this section is similar to that of Section 3.5.3 where the objective
was to get an understanding of how the sampling window and rewards behave as
active learning progresses when we use datasets with class overlap. We carried out
experiments where we compared both of these quantities to the number of samples
take so far and the corresponding accuracy. The results are presented in Figure 5.7.
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Figure 5.7  (a,b) An illustration of how τ and reward behave as the number of samples
increase on Scott reef Sites 1 and 2. (c, d) An illustration of how τ and reward vary
with accuracy.
The results are similar to those presented on non-benthic habitat mapping datasets
in Section 3.5.3. It can be seen that as the number of samples increase τ reduces until
it reaches the lower bound on all datasets, i.e., we are selecting b most informative
samples. The same is true for rewards. As before, the important observation here is
that we do not observe any signiﬁcant jumps in both τ and rewards on both datasets.
We can also see that high accuracies are attained for large τ and by the time τ reaches
its lower bound we have accuracies& 77% on both datasets. Furthermore, the rewards
become 0 at about 40% accuracy, and steadily decrease as accuracy increases which
suggests that they serve as a reasonable heuristic indicator of error. In fact, by the
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time we have very low rewards we see accuracies greater than 80%. This further,
suggests the potential of rewards as a stopping criteria.
5.4.4 Comparison to State of the Art
The objective of this section is to compare CExp to the state of the art on datasets
with class overlap. The experimental setup and approaches used are analogous to
that described in Section 3.5.3. We experimented with batch sizes b = {5, 10, 20} on
the Scott reef datasets, whilst ﬁxing b = 5 on the Tasmania datasets. The learning
was automatically determined using (3.28). The results are illustrated in Figures 5.8
and 5.9. The results demonstrate that CExp outperforms all other approaches on all
datasets. We can also see that this contrast remains the same for diﬀerent batch sizes
except the overall accuracy increases (which is obviously expected).
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(c) Scott reef Site 1 - b = 20
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(d) Scott reef Site 2 - b = 5
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(f) Scott reef Site 2 - b = 20
Figure 5.8  Number of samples obtained versus accuracy (proportion of correctly
classiﬁed instances on all unlabeled data) for diﬀerent approaches with diﬀerent
batch sizes on the Scott reef datasets.
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(a) O'Hara Site
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(b) Chevron Site 1
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Figure 5.9  Number of samples obtained versus accuracy (proportion of correctly
classiﬁed instances on all unlabeled data) for diﬀerent approaches and a ﬁxed batch
size of b = 5 on the Tasmania datasets
5.4.5 Summary of CExp on Datasets with Class Overlap
In this section we showed that observations made on datasets normally used in the
machine learning literature also hold for datasets that have class overlap. We il-
lustrated that CExp was a superior approach to state of the art on these datasets.
We also showed that the performance of CExp peaks for a particular value of λ and
worsens as we diverge from this value. Finally, we showed that when rewards and
sampling window sizes become small we have high accuracies suggesting their poten-
tial as a stopping criteria. However, to establish this as a fact we need to carry out
more experiments and is work underway.
5.5 Results 2: CExp-Spatial
Having demonstrated the performance of CExp on data with class overlap, our ob-
jective now is to demonstrate that CExp-spatial can also be be successfully applied
to such data resulting in cost-eﬀective surveys. Our experimental setup is similar
to that of Section 4.6. However, there is one main diﬀerence stated as follows. In
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Chapter 4 we assumed the general situation: acquiring a label for a sample can be
costly. For instance, a label is attained after a lengthy chemical analysis on a soil sam-
ple, drilling a deep hole into the earth and collecting a sample, mixing an expensive
substance with a sediment sample, etc. In such cases point wise samples are taken.
However, Sirius can readily acquire stereo imagery of the seabed (at 0.5 m intervals)
when it is traveling from waypoint to waypoint. In this chapter our path planning
for all sampling strategies is similar to that of Chapter 4, except we also include in
our training data the samples (feature vectors+labels) between the waypoints at half
meter intervals.
The rest of this section is organized as follow: In Section 5.5.1 we provide sample
trajectories for each of the sampling methods to give an insight into the diﬀerences in
behavior. Furthermore, we also showcase the behavior of CExp-Spatial and demon-
strate its advantage over baseline sampling techniques. In Section 5.5.2 we investigate
the eﬀect of the learning rate on both CExp-Spatial-H and CExp-Spatial-C. Choos-
ing one value for the learning rate we then demonstrate a performance comparison
to baseline sampling strategies Random-TSP and Uncertainty-TSP in Section 5.5.3.
In this section we use the data from Scott reef site 2 as it was the only data from the
ones listed above that was a fully gridded and labelled spatial map complying with
our deﬁnition of the spatial active learning problem in Section 4.2.1).
5.5.1 Demonstrating Adaptive Trajectories
In this section we compare diﬀerent strategies by comparing their respective adaptive
trajectories at Scott Reef Site 2 and the spatial proﬁle of their predictive uncertainty.
The objective is to give the reader insight into the behavior of the algorithms prior to
presenting experimental results. It should be noted that in this section we only present
example runs of diﬀerent algorithms to provide insight in to how each approach works.
Due to the stochastic nature of the problem, we expect a diﬀerent realization for each
run. The statistical validation over multiple runs is the subject of the following
section.
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Before we present this comparison it suﬃces to present, for completeness, the spatial
proﬁle of the features at Scott Reef Site 2. Recall that this is a 50× 75m dense grid
of bathymetry points. The feature maps computed for two diﬀerent scales and are
illustrated in Figure 5.10. The idea is that more extreme values of these features
typically correlate with more complex habitat types. For example the surface of a
reef would exhibit much more curvature and rugosity, and is also likely to lie along a
slope. In contrast simpler classes such as Sand are typically characterized by a ﬂatter
and non-rugose seabed. These ideas can be observed in Figure 5.10, where the blue
and orange classes (which have been visually identiﬁed as diﬀerent types of sand -
sample images in Figure 5.4(e)) predominantly appear in ﬂat and non-rugose regions
in contrast to the other classes. In contrast traces of Halimeda and Foliose can be
found in the more complex regions (non-rugose and sloped) at the bottom to center of
the survey site. The most interesting region of this sites contains decision boundaries
between 3 classes and curves upwards from the bottom near right end of the site to
the top center (both sides of the orange class). The other more interesting regions lie
towards the left half of the dataset where the blue and and green classes interface.
Collecting images in these regions is not only beneﬁcial from a learning perspective
(reﬁning decision boundaries) but is also of interest to Benthic Ecologists who are
more interested in marine life rather than long stretches of Sand.
The adaptive trajectories, predicted class maps and predictive uncertainty maps for
Uncertainty-TSP, Random-TSP, CExp-Spatial-H, and CExp-Spatial-C are displayed
in Figures 5.11, 5.12, 5.13, and 5.14, respectively.
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Figure 5.10  Spatial proﬁle of features sets 1 m×1 m (ﬁrst column) and 10 m×10 m
(second column) derived from the AUV-borne multibeam bathymetry at Scott Reef
Site 2 along with the spatial proﬁle of the class labels (third column). The listed
features from top-left to bottom-right are Slope, Aspect Eastings, Aspect Northings,
Proﬁle Curvature, Plan Curvature, and Rugosity.
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Figure 5.11  Adaptive trajectories using Uncertainty-TSP at Scott Reef Site 2. The
columns (left to right) represent iterations t = {1, 2, 3, 4, 5, 6}. The ﬁrst row displays
the actual class map. The second and third rows illustrate the predicted class maps
and entropy maps, respectively, over diﬀerent iterations. The trajectories are the
arrowed red lines with dots as sampling locations and squares designating the start
points and circles designating the end points.
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Figure 5.12  Adaptive trajectories using Random-TSP at Scott Reef Site 2. The
columns (left to right) represent iterations t = {1, 2, 3, 4, 5, 6}. The ﬁrst row displays
the actual class map. The second and third rows illustrate the predicted class maps
and entropy maps, respectively, over diﬀerent iterations. The trajectories are the
arrowed red lines with dots as sampling locations and squares designating the start
points and circles designating the end points.
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Figure 5.13  Adaptive trajectories using CExp-Spatial-H at Scott Reef Site 2. The
columns (left to right) represent iterations t = {1, 2, 3, 4, 5, 6}. The ﬁrst row illus-
trates the geographic clusters of the sampling window at iteration over diﬀerent
iterations (the black space represents the instances discarded by the window). The
second row displays the actual class map. The third and fourth rows illustrate the
predicted class maps and entropy maps, respectively, over diﬀerent iterations. The
trajectories are the arrowed red lines with dots as sampling locations and squares
designating the start points and circles designating the end points.
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Figure 5.14  Adaptive trajectories using CExp-Spatial-C at Scott Reef Site 2. The
columns (left to right) represent iterations t = {1, 2, 3, 4, 5, 6}. The ﬁrst row illus-
trates the geographic clusters of the sampling window at iteration over diﬀerent
iterations (the black space represents the instances discarded by the window). The
second row displays the actual class map. The third and fourth rows illustrate the
predicted class maps and entropy maps, respectively, over diﬀerent iterations. The
trajectories are the arrowed red lines with dots as sampling locations and squares
designating the start points and circles designating the end points.
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Note that Uncertainty-TSP tends to sample along the estimated boundaries. Fur-
thermore, the learner is relatively certain about predictions at iteration 2 reducing
the possibility of sampling area that contain actual class boundaries earlier in the
sampling process. The learner starts to develop a better notion of what is truly in-
formative later during the sampling process, but by that time it has travelled a fair
distance. This is in contrast to Random-TSP which, with lesser eﬀort, develops a
good notion of whats really informative due to its exploratory nature. However, since
it takes no classiﬁer input (nor is it iterative - samples taken in one go), it cannot
make use of the information contained within the uncertainty maps to reﬁne the clas-
siﬁer. These examples demonstrate that there is beneﬁt in exploring the dataset prior
to exploiting the classiﬁer in a spatial active learning setting.
CExp-Spatial-H implements exploration by visiting diﬀerent regions as can be seen
from Figure 5.13, and because this exploration is constrained to local regions, it
develops a good notion of truly informative regions with little eﬀort. The areas
it visits that do not contain class boundaries are then discarded from the sampling
window, and the chance of revisiting these regions is minimized. This can be observed
from Figure 5.13 where the learner becomes certain over the region covered by the
green cluster at iteration 1 that does not contain the actual class boundaries. This
causes the sampling window to discard this area (observed by the black space at later
iterations) minimizing the chances of revisiting. The learner then moves from one
region to the next, only retaining regions containing actual class boundaries in the
sampling window. This can be observed by the consistent recurrence of the region
visited at iteration 4 containing the yellow cluster, at the later iterations 5 and 6.
Apart from reﬁning the map quality, these regions are also of interest to scientists
as the AUV can collect optical imagery containing greater diversity, as opposed to
taking homogeneous imagery along stretches of sand, or any other class. We can
also see from Figure 5.14 that CExp-Spatial-C also moves from one region to the
next and eventually focuses on class boundaries, since other regions are discarded
from the window. However, because it does not explicitly explore the survey site, it
requires more eﬀort to improve the map quality. This depends on whether the next
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closest cluster is more informative, i.e., it either contains actual class boundaries or
it contains a relatively sub-sampled region of the feature space.
We now turn our attention toward an empirical analysis of CExp-Spatial on the Scott
Reef Site 2 data.
5.5.2 The Eﬀect of the Learning Rate λ
In this section we demonstrate the eﬀect of the learning rate on CExp-Spatial-H and
CExp-Spatial-C. The experimental setup is similar to that used in Section 4.6.4. The
sampling budget for batch sizes b = {5, 10, 20, 40} is restricted to 10 iterations and a
maximum distance of 500m. The results on the Scott Reef Site 2 data are presented
in Table 5.2.
From Table 5.2 we note that we do not observe any best learning rate such that if we
diverge from it we observe a drop in performance for both criteria AvNS and AvDT.
This is in contrast to the results in the previous chapter where this relationship was
observed. One explanation for this is that in this chapter we are sampling continuously
between way points at half meter intervals. This can include sampling from regions
that are outside the chosen cluster, as the clusters can be irregularly shaped. For
instance the yellow cluster at iteration 4 in Figure 5.13 is observed to span over
disconnected regions. Since the disconnected regions may contain instances along
actual class boundaries (for instance the blue cluster at iteration 6 in Figure 5.13), it is
possible that sampling from these regions may improve generalization accuracy, even
though it has been left out of the sampling window because the learning rate is small,
i.e., the sampling window has been constricted prematurely. Under such conditions
it becomes diﬃcult to expect the performance drop to be directly proportional to
the divergence from some best learning rate λ. Due to this problem, it also becomes
diﬃcult to to observe a relation between batch size and the learning rate.
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CExp-Spatial-H on Scott Reef Site 2 Data
Area Under Curve Random λ = 1 λ = 1.5 λ = 2 λ = 2.5
Accuracy vs.
# Samples
b = 5 0.74 0.79 0.79 0.78 0.79
b = 10 0.80 0.81 0.81 0.81 0.82
b = 20 0.84 0.84 0.83 0.84 0.85
b = 40 0.86 0.86 0.85 0.86 0.86
Accuracy vs. Distance
b = 5 0.71 0.76 0.74 0.73 0.75
b = 10 0.73 0.75 0.75 0.74 0.75
b = 20 0.74 0.74 0.74 0.75 0.75
b = 40 0.72 0.73 0.74 0.73 0.72
CExp-Spatial-C on Scott Reef Site 2 Data
Area Under Curve Random λ = 1 λ = 1.5 λ = 2 λ = 2.5
Accuracy vs.
# Samples
b = 5 0.74 0.74 0.79 0.78 0.79
b = 10 0.80 0.80 0.81 0.81 0.82
b = 20 0.84 0.81 0.83 0.84 0.85
b = 40 0.86 0.84 0.85 0.86 0.86
Accuracy vs. Distance
b = 5 0.71 0.73 0.74 0.73 0.75
b = 10 0.73 0.74 0.75 0.74 0.75
b = 20 0.74 0.74 0.74 0.75 0.75
b = 40 0.72 0.72 0.75 0.75 0.74
Table 5.2  Comparing CExp-Spatial for diﬀerent learning rates λ = {1, 1.5, 2, 2.5} and
batch sizes b = {5, 10, 20, 40} on the Scott Reef Site 2 data. The best approach is
characterized as the one with the largest area under its learning curves. Note the
area under the curve is normalized by the maximum possible area (the ideal case).
5.5.3 Comparison to Baseline Strategies
In this section we compare CExp-Spatial-H and CExp-Spatial-C to Random-TSP
and Uncertainty-TSP using the best values of learning rates identiﬁed in the previous
experiment. The results are illustrated are summarized in Table 5.3 and illustrated
in Figure 5.15.
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Comparing Approaches on Scott Reef Site 2 Data
Area Under Curve Uncertainty-TSP Random-TSP CExp-Sp.-H CExp-Sp.-C
Accuracy vs.
# Samples
b = 5 0.70 0.75 0.79 0.75
b = 10 0.73 0.81 0.81 0.80
b = 20 0.76 0.84 0.84 0.81
b = 40 0.79 0.86 0.85 0.82
Accuracy vs.
Distance
b = 5 0.69 0.71 0.75 0.72
b = 10 0.69 0.73 0.75 0.74
b = 20 0.68 0.73 0.74 0.72
b = 40 0.67 0.71 0.74 0.71
Table 5.3  Comparing Uncertainty-TSP, Random-TSP, and CExp-Spatial-(H,C) on
the Scott reef Site 2 data. The best approach is characterized as the one with the
largest area under its learning curves, and is highlighted in bold. Note the area
under the curve is normalized by the maximum possible area (the ideal case).
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(f) b = 40
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Figure 5.15  Scott reef site 2 comparison of CExp-Spatial-H and CExp-Spatial-C to
Random-TSP and Uncertainty-TSP for diﬀerent batch sizes.
It can be seen that CExp-Spatial-H outperforms the other approaches, however, as
in the previous chapter, the contrast is more signiﬁcant for smaller batch sizes. This
suggests that gain in accuracy is greater for smaller batch sizes than the distance
travelled indicating a better tradeoﬀ for limited budgets. Naturally, the shortest
path can be eﬀectively computed for a large batch taken in one go, than batches taken
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iteratively, explaining this observation. We can also observe that Uncertainty-TSP
consistently performs worse in comparison to the other approaches indicating that
exploration was beneﬁcial on this dataset, which is also indicated by the observation
that Random-TSP performs much better than Uncertainty-TSP.
Surprisingly, we can also see that CExp-Spatial-C is competitive with Random-TSP.
Though it does not aim at attaining the representativeness of the sampling window,
it can make large savings in terms of distance travelled due to its conservative policy
of choosing the next closest cluster. This explains its competitiveness since the other
other approaches tend to explore and that requires travelling eﬀort.
5.5.4 Summary of Results
We have demonstrated that CExp-Spatial-H provides for cost-eﬀective survey trajec-
tories when the budget is limited in contrast to Random-TSP and Uncertainty-TSP
on a multiclass benthic habitat mapping dataset with class overlap. We noted that
CExp-Spatial-C also performed well on this dataset, but because we did not observe
similar results on non-benthic habitat mapping datasets makes it harder to conclude
anything about its behavior. In fact, this disparity of CExp-Spatial-C and the con-
sistency of CExp-Spatial-H over the datasets in the previous chapter and this one,
suggest that CExp-Spatial-H is using a much more eﬀective criteria for choosing a
cluster. We also observed that Uncertainty-TSP consistently performed worse than
all other approaches, indicating that exploration was necessary on the Scott reef site 2
dataset. Finally, we observed that smaller learning rates resulted in best performance
as the batch size increases.
5.6 Conclusion
In this chapter we introduced the costly process of benthic habitat mapping which ex-
trapolates the correlations between habitat classes and their underlying bathymetry
170 Autonomous Benthic Habitat Mapping
to broad-scales. We argued that the accuracy of the extrapolations is always ques-
tionable given the choice of the limited data collected. We then argued that the
choice of the data is an active learning problem converting the original problem to
that of driving cost-eﬀective adaptive trajectories. We also pointed out that seabed
multibeam bathymetry (and derived features) are typically at coarse scales, which
may not be enough to discriminate the ﬁne diﬀerences between some of the habitat
classes. For instance diﬀerences between sand and screw shell rubble are hard to pick
out purely based on bathymetry. Given this problem of class overlap, we motivated
the application of CExp-Spatial on such data. The results of the chapter concluded
that CExp outperformed state of the art on datasets with class overlap. We have also
shown that CExp-Spatial outperforms baseline sampling approaches on multiclass
benthic habitat mapping datasets when the budget is limited. Having demonstrated
that the AUV data acquisition and processing pipeline is fully automated, we have
presented an application of CExp-Spatial to drive completely autonomous AUV-based
cost-eﬀective adaptive trajectories.
Chapter 6
Conclusion
This thesis investigated the problem of model bias in active learning due to class
overlap in a normal and spatial active learning setting. It also investigate the ap-
plicability of these methods on benthic habitat mapping. The contributions of this
thesis are summarized in Section 6.1 and directions for future work are presented in
Section 6.2.
6.1 Summary of Contributions
There are 2 theoretical contributions in the thesis and an applied contribution. These
are summarized in the following subsections.
6.1.1 Constrained Exploration (CExp)
We have proposed a novel framework for combining exploration and exploitation in
active to minimize model bias. The key underlying concept behind this framework is
a sampling window, that is centered around the estimated decision boundary. This
window has a large width at the start of the active learning process which is gradually
constricted as active learning progresses. At each iteration a random batch (ﬁxed size)
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is drawn from the window. Eventually the window becomes very small and we are
purely exploiting the classiﬁer. The desired eﬀect of this technique is that it increases
the density of sampling in informative regions. The main beneﬁt of our proposed
approach is that it minimizes model bias by only relying on the classiﬁer to discard
instances, whilst it uniformly scores the remaining.
We showed that the window can be deﬁned as a function of the distance to the
estimated decision boundary. We showed that under certain conditions it is safe to
discard instances outside the window, i.e., they will not improve generalization error.
Based on these conditions we showed that it is safe to constrict the sampling window
only when the training set is suﬃciently representative of the sampling window. We
used this idea to construct an algorithm that implements our approach. We also
showed that sampling from the window does not only reduce generalization error
but results in better generalization than random sampling. We demonstrated the
superiority of CExp over state of the art methods in active learning on both general
machine learning datasets and benthic habitat mapping datasets.
6.1.2 Constrained Exploration-Spatial (CExp-Spatial)
We have proposed a spatial active learning algorithm by extending CExp to take into
account the spatial proﬁle of the data. We showed that CExp can be impractical
when applied to spatial mapping problems because it draws a random sample from
the sampling window. We proposed to replace random sampling from the window
to cluster sampling from the window, a well known, and widely used, alternative
to random sampling. The idea was to geographically partition the sampling window
and to choose a single cluster to sample. Given the spatial continuity in the data
(we expect instances in the partitions to be more similar to each other in contrast
to instances from other clusters) and the fact that active learning is iterative this
approach allows the learner to travel from one region to the next in the survey site
without revisiting. However, if the learner does end up revisiting, then these regions
are expected to represent class boundaries. In fact, it is precisely these regions that
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should be revisited as they will help reﬁne the classiﬁer.
We demonstrated the technique on two real datasets and showed that CExp-Spatial
performs better than baseline sampling strategies proposed in the literature, partic-
ularly when the budget is limited.
6.1.3 Autonomous Benthic Habitat Mapping
We demonstrated an application of active learning to benthic habitat mapping. We
introduced the costly process of benthic habitat mapping and showed the generaliza-
tion of typical approaches to benthic habitat mapping is always questionable since we
can only collect a very limited amount of data. This allowed us to re-frame the benthic
habitat mapping problem in the context of active learning. We then presented how an
Autonomous Underwater Vehicle (AUV) is capable of collecting data and generating
benthic habitat maps through an automated processing pipeline. We showed that
we can use CExp-Spatial to drive AUV-based completely autonomous cost-eﬀective
sampling trajectories for benthic habitat mapping in comparison to baseline sampling
strategies.
6.2 Future Work
During this work several issues became apparent which represent potential future
research directions. We characterize these directions by the corresponding contribu-
tions.
6.2.1 Sampling Window based Active Learning
We outline some of the future research directions that extend from our sampling
window based active learning algorithm (CExp).
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Stopping Criteria
A stopping criteria is always important since we do not know the true generalization
accuracy. Therefore, using a reward measure that directly correlates with general-
ization accuracy is always important. In Sections 3.5.3 and 5.4.3 we saw that by
the time CExp attained rewards close to −1 the generalization accuracies were fairly
high on all datasets. This observation indicated the potential of reward as a stopping
criteria. In future, we would like to investigate this further by comparing reward with
other stopping criteria available in the literature. We would also like experiment with
diﬀerent datasets exhibiting varying degrees of class overlap.
Better Exploration Techniques
We employed random sampling as our exploration strategy in this thesis. The prime
reason for doing so was to uniformly score the instances within the sampling window.
However, this does not necessarily have to be the case. For instance, we can always
search regions of the feature space that have not been visited before. Examples of
techniques that enable such forms of exploration that have been successfully applied
are Kernel Farthest First (KFF) [8]. Since our active learning framework is generic we
can replace random sampling with KFF without any modiﬁcations to the algorithm.
This can also be applied to our spatial active learning algorithm and benthic habitat
mapping. However, using a diﬀerent exploration technique implies that getting a
representative sample of the window prior to constriction may not correspond to the
learning rates that perform well for random sampling. In order to use a new technique
the eﬀect of the learning rate needs to be investigated.
6.2.2 Sampling Window based Spatial Active Learning
We outline some of the future research directions that extend from our sampling
window based spatial active learning algorithm (CExp-Spatial).
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Heuristics for Choosing a Cluster
We used some basic heuristics for choosing a cluster, one of which was aimed at
choosing the cluster which is most representative of the sampling window in the
feature space, and so we chose the cluster with the greatest heterogeneity (in the
feature space). Other more sophisticated measures of representativeness such as
Kullbeck-Leibler Divergence based distance methods [75] are more principled methods
at choosing representative clusters. This is an open area that is most promising for
extending CExp-Spatial. Since the framework is generic new measures can be easily
incorporated without any modiﬁcation to the algorithm.
Alternative Methods to Geographic Partitioning of the Sampling Window
In this thesis we capitalized on spatial continuity in the data and that our active
learning process is iterative to execute active learning by visiting a diﬀerent region
in each iteration. An alternative way of thinking, and popular in the sampling the-
ory literature [23], is to construct geographic partitions that maximize inter-cluster
homogeneity and maximize intra-cluster heterogeneity.
Multi-Cost Models
In the longer term it would be desirable to extend the CExp-Spatial algorithm to not
only take into account spatial costs, but instead have a general cost model that can
be applied to a larger diversity of ﬁelds.
Learning Rate and Distance Travelled
We have shown that the learning rate considers how well we have represented the
sampling window in our training set. However, it completely ignores the distance
travelled by the learner. It would be worthwhile to investigate techniques that would
allow the learning to take into account the distance travelled. This may lead to more
cost-eﬀective trajectories.
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Validation
Currently we have tested CExp-Spatial on datasets where the environment was based
on aerial images. In the future, it would be worthwhile to test our approach on other
real-world multiclass datasets.
6.2.3 Autonomous Benthic Habitat Mapping
We outline some of the future research directions that extend from autonomous ben-
thic habitat mapping using active learning.
Field Trials
In this thesis our tests were run oine, however, since our algorithms are computa-
tionally eﬃcient we do not see any major problem in running these tests in real-time.
Validation on Broad-Scale Datasets
Finally, the Scott Reef Site 2 data set was much smaller in area in contrast to survey
sites typically of interest. However, we used this dataset for validation purposes,
and such datasets can only be collected over a small area. To further explore the
application of CExp-Spatial for autonomous benthic habitat mapping we believe it
is important to conduct similar experiments over larger survey sites. This requires
developing novel validation methods to be able to get a better understanding of how
cost-eﬀective spatial active learning can be for benthic habitat mapping.
Learning Rate
We noted in the previous chapter that when we also sample the data between the
waypoints the drop in performance is not proportional to the divergence from the
best learning rate. This motivates looking to more sophisticated ways of modeling
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the learning rate, that not only looks at the change in the classiﬁer but also takes
into account the value of the data sampled between waypoints.
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