Abstract-We propose a novel encoding scheme for algebraic codes such as codes on algebraic curves, multidimensional cyclic codes, and hyperbolic cascaded Reed-Solomon codes and present numerical examples. We employ the recurrence from the Grobner basis of the locator ideal for a set of rational points and the twodimensional inverse discrete Fourier transform. We generalize the functioning of the generator polynomial for Reed-Solomon codes and develop systematic encoding for various algebraic codes.
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Abstract-We propose a novel encoding scheme for algebraic codes such as codes on algebraic curves, multidimensional cyclic codes, and hyperbolic cascaded Reed-Solomon codes and present numerical examples. We employ the recurrence from the Grobner basis of the locator ideal for a set of rational points and the twodimensional inverse discrete Fourier transform. We generalize the functioning of the generator polynomial for Reed-Solomon codes and develop systematic encoding for various algebraic codes.
I. INTRODUCTION
Heretofore, there have been some researches on the encoding of codes on algebraic curves, although they are fewer than researches on the decoding of codes. Heegard et al. [1] proposed an encoding for linear codes with nontrivial automorphism groups by using Grobner bases for modules over polynomial rings, which was applied by Chen et al. [3] . Matsumoto et al. [4] proposed another encoding for codes on curves, based on the linear combination of extended ReedSolomon (RS) codes by the work of Yaghoobian et al. [5] .
In this research, we propose a novel encoding scheme for various algebraic codes; this scheme is considered to be the natural generalization of the well-known encoding for RS codes. We first establish a simple but non-systematic encoding that employs two-dimensional (2-D) inverse discrete Fourier transforms (IDFT) and that generalizes the encoding for RS codes by using one-dimensional IDFT (that is, the MattsonSolomon polynomial). Since the syndromes correspond to the discrete Fourier transform (DFT), we also obtain a concise decoding via Berlekamp-Massey-Sakata (BMS) algorithm. Next, we establish systematic encoding in the sense of the separation of given information and generated redundant in a resulting code-word. This second method of encoding employs a Grobner basis and its 2-D linear feedback shift-register and corresponds to the Euclidean division by the generator polynomial in the case of RS codes.
Both the methods often employ the enlargement of the finite-field arrays to the entire plane by the elements of Grobner bases, typically, the defining equation of the algebraic curves. As a more essential idea of our encoding and decoding scheme, we can mention the following duality for substitution iy .yjs a (X ') (a", ags) = (rys)(a', a-,) = at+
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II. CODES ON ALGEBRAIC CURVES
Let Zo denote the set of non-negative integers. Let X denote a non-singular Cb algebraic curves over K := EFq for a, b C Zo with a < b and gcd(a, b) = 1. Then, the genus of X is given by g := (a -1)(b -1)/2, and X has only one K-rational point at infinity P,. We fix a primitive element a of K. Let P {Ph}o<h< denote a set of K-rational points of the form Ph (ar, aS), i.e., non-zero coordinates. We construct codes of symbol-field K on Ph's in P; K-rational points whose coordinates include zero are considered in section VIII. We define a subset Dm of 20 as ={(i:j) C0| i < q 1,j < a, ai+ bj < m}, where ai + bj is equal to the pole order o(x'yJ) of x'y-at P,O In this study, we consider codes on algebraic curves (1) where c(x, y) := E cnO with monomials Zh := Ph = (ar, a). For simplicity, we assume m > 2g we obtain n -k = m-g+1 m= t( P. Then, we can systematically encode information symbols (I,<)o<,<k to a code-word (Ch) := (I,)G. However, this requires the multiplication of (k x (n-k)) matrix H. Thus, our goal should be to eliminate the matrix-multiplication from the encoding algorithm.
On the other hand, with regard to the computing of syndromes, the situation is similar but better than the above encoding because of (1) . We We represent 24 IF9-rational points as monomials {xrys (ar, a') C P}, which correspond to the shaded boxes of (c) in Fig 
Theorem 1: We have C(r,s) = 0 if there is no Ph e P with Ph = (ar, a'). Moreover, the transform (3) defines an injective linear map and a code-word (Ch)O<h<n C C(Tn).
We omit the proof and discuss RS-code case in section VI.
The received word (rh)O<h<n is viewed as (r(i,j)) for 0 < i, j < q-1 and r(i,j) : rh if there is Ph C P with Ph (at, ao); otherwise r(ij,) := 0 (cf. Fig. 1(d) ).
The syndromes from the received word (rh) can be obtained by the substitution of (a".,a-) for (i, j) C .m into r(x, y), as described in Section II. In our framework, it is convenient, as shown in Fig. 1(e) , to substitute the entire { (i,j)}o<i,j<q-1, which can be considered as the DFT (r(ai,aj))0<ij<q 1. We notice that the values (e(ait, aj)) are not yet known for (i,j) C -J\<m since '(i,j) #t 0 outside -m, To obtain and subtract all syndrome-values (e(at, caj)) for 0 < i,j < q -1 from (r(a,aia)), we run the BMS algorithm to calculate the Grobner basis of the ideal Is, where S denotes the set of error locations. Since the Grobner basis provides the 2-D linear recurrence formula for syndromes, we can extend (e(ai, v)) (i,j) to the entire plane, where the array (f) represents the result. Finally, as illustrated in 14 -16 4 Thus, DFT is utilized for both the encoding and computing of syndromes; the decoding consists of two steps, i.e., this DFT and BMS algorithm to remove the syndrome-values, without Chien search and error-evaluator formula.
IV. SYSTEMATIC ENCODING
Since the conventional RS codes are usually encoded systematically, it is natural to consider effective systematic encoding for codes on algebraic curves. However, while the roots of the generator polynomial can be considered a subset of locations in RS code-words, it does not hold in general for our C(m) since actually {Q}10<1<n-<k > 'P. In this section, we apply Theorem 1 and its argument to this problem and obtain a satisfactory solution.
As preliminaries, we choose p and p' so that p U p' 2, p n o' = 0, and p = n-k; p is the redundant-point set and is considered to satisfy = {Ph}o<h<n-k without loss of generality, and p' is the information-point set. We calculate the Grobner basis of the ideal 1. in advance. In the example of Fig. 2 [6] , that is, the support corresponds to L(mP,,); this assumption is not very strong since the generic support has the probability (q-1)/q. Then we represent k information symbols {I,(ij)}(ij)'p, as shown in Fig. 2(h) Fig. 2(i)) on the support into {I(i,j)}o<i,j<q-1 on the entire plane by the Grobner basis (*), or more precisely, by its recursive formula (6) (Fig. 2(j) ), i.e., we compute While the error-value estimation was performed by using the IDFT of (n) in [8] , it is efficiently incorporated into our procedure. In the encoding of Section III, each procedure of encoding and decoding contains either the DFT or IDFT. Although in this section, each step of encoding and decoding requires both the DFT and IDFT, we can use only one DFT calculator for all transforms in practical circuits for the encoder and decoder.
Recall that the systematic matrix-encoding described in Section II requires multiplications of the k x (n -k) matrix; our method requires the calculators of the 2-D feedback shift-registers and memory-elements for at most a x (n -k) coefficients, which correspond to the (n -k) coefficients of the generator polynomial for RS codes. 
V. APPLICATION TO HCRS CODES
Our encoding and decoding scheme is widely applied to various algebraic codes such as 2-D cyclic codes and hyperbolic cascaded RS (HCRS) codes; for these codes, the encodings in sections 3 and 4 are similarly performed except for the total order in the BMS algorithm. Here, we deal with the systematic encoding of HCRS codes. The non-systematic encoding is equal to the IDFT of (p).
To encode systematically, we first compute a Grobner basis of an ideal {f C R f(,i) = 0, (i,j) C (Jm}, where R : K[x, y]/(Xq-1 1, yq-1 _ 1, ), with respect to a total order (i,j) C (i', j")
The elements of the basis that is needed for the extension in the systematic encoding are shown below. Then, the values after DFT on (m in (q) are extended by the recurrence formula similar to (6) . Thus, the IDFT of (r), where (r) equals (q) minus the extended array, is a systematic code-word (s).
To decode a received word (t) from the channel, we perform, for syndrome values on (m in (u), the BMS algorithm with respect to the total order (-C) [2] . In the case of our example, the error-locator polynomials are expressed as follows. The recurrence similar to (6) by the above basis extends the syndrome values on Jm to the entire plane, as Fig. 3(v) . Finally, the IDFT of (u -v) in Fig. 3 provides the correct transmitted word Fig. 3(w) . i.e., Ch =Ih for n -k < h < n.
If we have received a polynomial -c(x) = O<h<n ChXh c(x) +e(x) containing an error polynomial e(x) in the channel, the values of syndromes {e(aK')}o<,;<n-k can be computed as {-c(aK)} by substituting the roots of G(x) into -c(x). We notice that -(cC) hO<h<n chch can be also considered to be the DFT of {Th}. Thus, we obtain another encoding method (non-systematic) by the IDFT Ch := O<i<n ia ih It is possible to systematically encode by using an alternative procedure. From (5), we obtain I(a') = R(a') for I5 (x) Information (aa) Inv. discrete Fourier trans. -Ei-GiSi+h-(n-kc) n -k < h < n, n k 1 + Xk<h<k where G(x) = : -k-Gizx + ' n k Then, it follows that dh = 0k 1 Riaih with R(x) = y 0n-k-1 Rix' not only for O< h < n-k but also for n-k < h < n. Thus, the IDFT (-d(ozi)) for (dh)O<h<n is observed to agree with (Ri) of R(x) by using Fourier inversion forfmula; c(x) := I(x)-R(x) again indicates the encoding, and moreover we obtain two ways of calculating R(x), i.e., a commutative diagram.
I(x) DFT I(at )
Remainder Extension R(x) IDFT (dh ) Thus, we obtain two encoding methods for RS codes, which we have generalized.
VII. RECURSIVE FORMULA FROM GROBNER BASIS
We generate {I(ij) } for 0 < i, j < q -1 recursively from {I(iji) (i,j) GDas in the encoding at Section III and IV, which is stated here more precisely. It may be assumed that we have the support lm C {(ij) 0 < i < q -1 0 < j < a} and that each Grobner basis consists of a + 1 elements {f()}O< t<a U {g}, where f(t) = (i,j)cD f(l) x iyJ + x tyt with i, The resulting values do not depend on the order of the generation because of the property of Grobner bases.
VIII. TREATMENT OF LOCATIONS INCLUDING ZERO
With regard to the systematic encoding in Section 4, we can treat locations including zero in a manner similar to the case of non-zero locations. There are three IF9-rational points ( 1, -1), (-1, 2), and (-1, 6) for our example of Hermitian codes, which are denoted by the shaded boxes in the top row of Fig. 4(x) . Although we cannot compute the DFT for three information symbols at these locations, we note that if an error 1 = o has occurred on, e.g., (1, -1) 
