A Sylvester-Gallai (SG) configuration is a set of points S such that the line through any two points in S contains a third point of S. According to the Sylvester-Gallai Theorem a finite SG configuration in real projective space must be collinear. A problem of Serre (1966) asks whether a finite SG configuration in a complex projective space must be coplanar. This was proved by Kelly (1986) , and also by Elkies (1988) . We use Elkies' approach to show that a finite SG configuration in projective space over the quaternions must be contained in a three-dimensional flat.
Introduction
We denote the fields of real and complex numbers by R and C, respectively, and the division ring of quaternions by H. We let P n (D) denote the n-dimensional projective space over the division ring D. A subset S of P n (D) is a SylvesterGallai configuration (SG configuration) if for any distinct x, y ∈ S there exists z ∈ S such that x, y, z are distinct collinear points. It is a classical fact that the nine inflection points of a non-degenerate cubic curve in P n (C) is an SG configuration. These nine points are not collinear. Sylvester [9] asked whether a finite SG configuration in P 2 (R) must be collinear. Later Erdős independently asked this question [4] , which was solved by Gallai and others [8] (see [2] for a survey). Since the n-dimensional case trivially follows from the two-dimensional case, we formulate this result as follows:
Theorem 1 (Sylvester-Gallai). An SG configuration in P n (R) must be collinear.
Serre [7] asked whether a finite SG configuration in P n (C) must be coplanar (i.e. lie in a two-dimensional flat). This was solved by Kelly [6] using an inequality of Hirzebruch [5] involving the number of incidences of points and lines in P 2 (C). This inequality follows from deep results in algebraic geometry. Soon after Elkies [3] found an elementary proof.
Theorem 2 (Kelly (1986) , Elkies (1988) ). An SG configuration in P n (C) must be coplanar.
Of course a similar question may now be asked for projective space over the quaternions: What is the smallest dimension k such that a finite SG configuration in P n (H) must lie in a k-dimensional flat. We show that the method of Elkies may be adapted to this case to prove the following: Theorem 3. An SG configuration in P n (H) must lie in a three-dimensional flat.
We do not know whether this result is sharp, i.e., we have no example of a finite SG configuration that spans P 3 (H). We follow Elkies' approach of proving Theorem 2: First assume that there is an SG configuration spanning P 4 (H), dualize, choose an appropriate hyperplane at infinity, for any "simplex" determined by five hyperplanes with empty intersection we define its "volume", fix a "simplex" with minimum volume, and then find some other simplices using the SG condition, and compare their volumes to that of the simplex of minimum volume, to obtain a set of 75 inequalities and 10 equations in 20 variables in H, which reduces to a geometric problem in R 4 . (Elkies obtained a set of 28 inequalities and 6 equations in 12 variables in C, which reduced to a geometric problem in the plane).
Notation and definitions
We use the usual representation α = t + xi + yj + zk = t + v for a quaternion, with v a vector in R 3 . We let |α| denote its norm and α * = t − v its conjugate. We let ·, · denote the standard inner product in R n . We consider the ndimensional vector space H n to be the space of column vectors, with scalar multiplication from the right, and thus the action of linear transformations as matrix multiplication from the left.
We consider the (k+1)-dimensional subspaces of H n+1 to be the k-dimensional flats of the n-dimensional projective space P n (H) in the usual way. When passing to the affine space H n we use barycentric coordinates, i.e., we take the hyperplane at infinity of P n (H) to correspond to n+1 p=1 x p = 0 in H n+1 , and the coordinates of a point P not at infinity to be the coordinates of the intersection of the hyperplane n+1 p=1 x p = 1 and the 1-dimensional subspace of H n+1 corresponding to P . It is well-known that H can be represented in the ring of 2 × 2 complex matrices, by identifying a + bi + cj + dk = (a + bi) + (c + di)j with
If we replace each entry a pq of an n × n determinant A with quaternion entries by its corresponding 2 × 2 complex matrix, we obtain a 2n × 2n complex matrix
See [1] for an exposition. The Study determinant is a non-negative real number, is multiplicative, and hence is positive if A is invertible. The Study determinant of the 1
Proof of Theorem 3
It is sufficient to consider the four-dimensional case. Dualizing the finite SG configuration spanning P 4 (H), we obtain a finite collection S of hyperplanes with empty intersection, and with the property that any two-dimensional flat in which two of the hyperplanes in S intersect, also contains a third hyperplane from S. We call any five hyperplanes Π 1 , . . . , Π 5 with empty intersection a simplex. The vertices of such a simplex are the five points
Since all hyperplanes in S have empty intersection, S contains at least one simplex. Choose any hyperplane Π ∞ at infinity avoiding the vertices of some simplex in S. We now define the measure of a simplex Π 1 , . . . , Π 5 to be the Study determinant of their vertices, i.e.,
We now fix Π 1 , . . . , Π 5 to be a simplex of minimum measure, with vertices P 1 , . . . , P 5 .
(By the choice of Π ∞ , there is at least one simplex of finite measure. In fact we could have chosen any Π ∞ ; by the assumptions on S there will always be a simplex of finite measure.) We now change coordinates by a basis change in H 5 , by letting each P i become the point associated to the 1-dimensional subspace of H 5 generated by the standard unit vector e p = [δ p1 , . . . , δ p5 ] T , and letting Π ∞ become the hyperplane associated to the 4-dimensional subspace of H 5 with equation 5 p=1 x p = 0. I.e., we now use barycentric coordinates with respect to P 1 , . . . , P 5 . Because the Study determinant is multiplicative, Π 1 , . . . , Π 5 still has minimum measure. Furthermore,
By the condition on S we may choose for each 1 ≤ p < q ≤ 5 a hyperplane Π pq = Π p , Π q such that Π p ∩ Π q ⊂ Π pq . Because P r ∈ Π pq for all r = p, q and Π pq = Π p , Π q , the equation of Π pq may be written as α pq x p + x q = 0 for some α pq ∈ H. We now set Π qp = Π pq , and we can write its equation as α qp x q + x p = 0 if we set
We now calculate the measures (all of which must be ≥ 1) of each of the following simplices:
We
(In the case where P ′ 1 is at infinity and V = ∞ we have 1 − α 12 = 0, and the above inequality is satisfied trivially.)
Similarly, when doing the other cases, we obtain the following inequalities:
By permuting indices we obtain 75 inequalities in total:
for any distinct 1 ≤ p, q, r, s, t ≤ 5. We now prove the following: (2), (3), (4), and (5).
Then each α pq = 1/2 + v pq , where the vectors v pq , 1 ≤ p = q ≤ 5, satisfy
for all distinct 1 ≤ p, q, r ≤ 5, and equality holds in all of (2), (3), (4), and (5). Thus for each p = 1, . . . , 5, {v pq : q = p} is the vertex set of a regular tetrahedron inscribed in the sphere in R 3 of radius √ 3/2 and centre the origin.
It can be shown that (6), (7), and (8) together imply that {v pq : 1 ≤ p = q ≤ 5} is the vertex set of a regular dodecahedron inscribed in the sphere of radius √ 3/2. However, it is sufficient for the proof to work with the five antipodal pairs of tetrahedra.
Proof of Lemma 4. It follows from (1) and the inequality between the arithmetic and geometric means of two positive numbers that |α pq | + |α qp | ≥ 2 with equality iff |α pq | = |α qp | = 1.
Therefore, p,q:p =q |α pq | ≥ 20, with equality iff all α pq are unit quaternions.
On the other hand we obtain an upper bound from the following lemma: Thus if we apply Lemma 5 to α pq , q = p, for each p = 1, . . . , 5, we obtain that p,q:p =q |α pq | ≤ 20. Thus we have equality, and again by Lemma 5 we obtain (7), (8) , and equality in (2), (3), (4), (5), and (9) . Since the α pq are now unit quaternions, we obtain (6) from α qp = α 
Indeed,
Since there is equality in (2), we have 
T be the barycentric coordinates of a point with respect to the P satisfy the analogues of (6), (7), (8) .
T the original barycentric coordinates with respect to the P p , we have the transformation of coordinates M x ′ = x, where M is the matrix with columns the P ′ p in barycentric coordinates with respect to the P p , i.e., M = [P Proof of Lemma 5. In this lemma we only refer to the additive structure of the quaternions, so we may consider the β p to be vectors b p ∈ R 4 . The given condition (10) implies that the vertices of the parallelotope
hence the whole P , is contained in the ball with centre [1, 0, 0, 0] T and radius 1. The conclusion is equivalent to the statement that the sum of the lengths of the four edges of P emanating from the vertex o is at most 4, with equality iff the b p form an orthonormal basis of R 4 . The Lemma therefore follows from the following slightly stronger statement:
If P is a parallelotope in R 4 contained in a ball of unit radius, the sum of the lengths of the four generating vectors of P is at most 4, with equality iff P is a hypercube inscribed in the ball (and then necessarily of side length 1).
We now prove this statement. Without loss of generality we let the centre of the ball B be o. Let c be the centroid of P . Clearly −P is another parallelotope contained in B with centroid −c. Since P is centrally symmetric we also have that −P is a translate of P . By the convexity of B we may translate P continuously along a straight line to −P , with the translate staying inside B. The centroids of these translates lie on the segment joining c and −c, hence one of these translates has centroid o. Thus we have reduced the problem to parallelotopes with centroid o.
Assume now P has centroid o. It is clear that it remains only to prove the following, where a p = 
over all 16 sign sequences, we obtain 16 4 p=1 a p 2 ≤ 16, and by the CauchySchwarz inequality we obtain the required 4 p=1 a p ≤ 2. Equality forces equality in Cauchy-Schwarz, giving that all a p have the same norm, i.e., a p = 1/2, and equality in (14), giving a p , a q = 0 for all distinct p, q.
