Linked data endpoints are online query gateways to semantically annotated linked data sources. In order to query these data sources, SPARQL query language is used as a standard. Although a linked data endpoint (i.e. SPARQL endpoint) is a basic Web service, it provides a platform for federated online querying and data linking methods. For linked data consumers, SPARQL endpoint availability and discovery are crucial for live querying and semantic information retrieval. Current studies show that availability of linked datasets is very low, while the locations of linked data endpoints change frequently. It is observed that around half of the endpoints listed in existing repositories are not accessible (i.e. offline or dead). These endpoint URLs are shared through repository websites, such as Datahub.io, however, they are weakly maintained and revised by their publishers. In this study, a novel metacrawling method is proposed for discovering and monitoring linked data sources on the Web. We implemented the method in a prototype system, named SPARQL Endpoints Discovery (SpEnD). SpEnD starts with a "search keyword" discovery process for finding relevant keywords for the linked data domain and specifically SPARQL endpoints. Then, these search keywords are utilized to find linked data sources via popular search engines (Google, Bing, Yahoo, Yandex). By using this method, most of the currently listed SPARQL endpoints in existing endpoint repositories, as well as a significant number of new SPARQL endpoints, have been discovered. Finally, we have developed a new SPARQL endpoint crawler (SpEC) for crawling and link analysis.
Introduction
Semantic Web standards and technologies [1] are being used widely in today's Web. "Linked data" is a term referring to large structured data sources that conform to Semantic Web standards, such as the Resource Description Framework (RDF) data model. Linked data sources are the main Semantic Web data sources on the current Web and they are used in many applica-tions, from enhancing search results to open knowledge extraction. As Semantic Web technologies are getting more popular in use, linked data sources are continuously growing in number and size. Recent statistics [2] list more than one thousand data sets and billions of triples in the cloud.
The quality of a linked data source is highly dependent on its availability and content. The availability and content quality for linked data sources are being tracked by a number of projects [2] [3] . It is clear that linked data sources are not always alive. Sometimes they do not respond due to request overload, maintenance, or they may go offline permanently. Therefore, it is critical to monitor, report and provide verification about these data sources' accessibility continuously, if the future Web aims to utilize these data sources online and in real-time. It is also critical to deliver information about the quality, correctness, integrity, and conformance of these datasets [4] . Although there are existing projects for monitoring, reporting and analysis of these data sources, there is a lack of a methodology on discovering new data sources. In order to fill this gap, we have created an open source linked data crawling and monitoring tool named SpEC. With the help of this tool, we have crawled the Web via search engines in order to discover continuously new data sources.
The related work about linked data and crawling is presented in Section 2. Our method of discovering unknown SPARQL endpoints is presented in Section 3 and our SPARQL Endpoints Discovery (SpEnD) system workflow we developed is described in Section 4, together with the SpEC software. Then, SpEnD metadata collection is comparatively analyzed with the other metadata collections in Section 5. Finally, Section 6 concludes the paper and indicates future work.
Linked Data
Linked data is a term for expressing structured Semantic Web data, which is data on the Web that is linked to each other using URIs and RDF. Bizer et al. [5] explain linked data as a way to interconnect data sources on the Web, so that this data becomes machine-readable, semantically annotated and linked to other data sources. The basic standard for linked data publishing [6] recommends that data is named or identified using URIs, just like other Web content, and linked to each other using the RDF model. Linked data sources are either published as RDF documents or SPARQL endpoints on the Web [5] . If a linked data source is published on the Web by following the linked data publishing principles † , it is called "Linked Open Data" (LOD). A LOD source is qualified to be included in the "Linking Open Data Project" (LOD Cloud) as long as it meets certain criteria † † . In the LOD Cloud, all data sources are classified and defined by meta descriptions. In order to provide these meta descriptions, VoID vocabulary is commonly used as a vocabulary, which was created by [7] . VoID vocabulary recommends specific terms and patterns to describe linked data sources. For instance, a SPARQL endpoint URL of a dataset can be expressed by the void:sparqlEndpoint property in the VoID vocabulary. Moreover, data source statistics can be expressed by using VoID properties such as the number of triples (void:triples), the number of entities (void:entities), the number of classes (void:classes) and the number of properties (void:properties). In this paper, we used these statistics to examine and compare the collected linked data sources.
Semantic Web Crawling and Metacrawling
With the announcement of the Semantic Web [8] in 2001, the scope for Web crawlers had changed. In the Semantic Web domain, classical Web crawling and indexing techniques for HTML documents are incapable of collecting knowledge-enhanced (meta)data. Thus, in order to create proper crawling and indexing methodologies for semantically annotated data, new retrieval techniques have been proposed. BioCrawler [9] was created as an intelligent crawler for evaluating semantic contents of Web pages using the BioTope framework [10] as its engine. MultiCrawler [11] was developed as a pipelined crawler and indexer for collecting semistructured data from the classical Web and the Semantic Web. OntoCrawler [12] used ontology-based website modeling for crawling and classifying classical Web documents.
However, linked data source crawling also fell short of retrieving adequate data in a limited time and resource [13] . Thus, more powerful Web crawlers are needed, which have the capacity of continuously crawling a large portion of the visible Web. A way to achieve this without investing huge amounts in computing infrastructures, is by harnessing the operation of classical existing search engines. This approach could constitute an effective way to extend classical crawling methods by including search engines in the crawling stage [14] , creating a metacrawling scenario.
The term metacrawling on the classical Web is usually discussed under the term "meta search engine" [15] 
Methodology
The following subsections describe the methodology followed in this paper to develop SPARQL Endpoints Discovery (SpEnD), a novel metacrawling method for discovering and monitoring linked data sources on the Web, based on the following two steps:
1. Discovery of SPARQL Endpoints. 2. Meta analysis of linked data sources discovered.
Discovery of SPARQL Endpoints
SPARQL endpoint discovery is a step by step approach to crawl public search engines based on different search queries. In the crawling stage, a unified novel metacrawling methodology (applicable to any search engine) was applied on major search engines. By using this methodology, the limitations of the search API interfaces provided by existing search engines can be overcome. Moreover, a new search engine can be included in the system by simply inserting its XML record in a configuration file we have developed for this purpose. A sample record of this configuration file is listed below. Its XML schema is designed to specify the common features and parameters to crawl any search engine.
Some search engines have further limitations to restrict access for common Web crawlers such as Crawler4J † † † and WebSphinx [25] . For example, the Google † † † † search engine results in an HTML error response 403 † † † † † for requests coming from Crawler4J and WebSphinx. Frequent requests from crawlers and unknown browsers are blocked by Google. However, if the search request is made by simulating a browser (e.g. Google Chrome, Mozilla, Internet Explorer) using the HtmlUnit † browser library, all search engines return reliable end-user results. Hence, a metacrawler was developed in SpEnD to crawl a search engine for a specific search query. In this metacrawler, the search engine browser objects are initialized by using the XML parameters, then a crawling thread is created for each search engine.
Below is a sample XML object created for the Yahoo search engine, which has a query box named 'p', submit button named 'search-submit', and next button named 'Next'.
1 <s e a r c h E n g i n e> 
x t B u t t o n I d e n t i f i e r>Next</ n e x t B u t t o n I d e n t i f i e r>

<u s e U r l R e d i r e c t i o n> f a l s e</ u s e U r l R e d i r e c t i o n>
11 <w a i t I n t e r v a l M s>1000</ w a i t I n t e r v a l M s> 12 </ s e a r c h E n g i n e>
Creating Search Keywords for Metacrawling
In order to identify metacrawling keywords that can be used to find SPARQL endpoints, we collected a set of SPARQL endpoints' HTML page sources (which are listed in Datahub.io website) and analyzed them to find their common patterns. First, we identified the shared single words that are mentioned in most of the documents. For this purpose, a modified Inverse Document Frequency (idf ) scoring (idf (w, D) = n t /N ) is used for each word included in SPARQL endpoint web pages (D).
Before calculating idf scores, English stop words were excluded from the source. Besides single words, we also looked at key phrases mentioned in specific HTML tags in the same HTML source documents. These HTML tags are: label, a, span, title, meta, h1, h2, h3, li, dt, p, option. The same idf scoring function is further applied on the HTML tag fragments extracted from the sources. We finally combined these results and gathered a list of metacrawling search keywords and specific search directives. This step requires some trials and tests by combining different words and phrases together in a single search. † http://htmlunit.sourceforge.net/
Metacrawling Linked Data Endpoints
In this step, URLs listed in search engine result pages are extracted by parsing the HTML source code. These URLs are then filtered by using Web data extraction methods such as pre-defined regular expressions and filtering criteria [26] . In Algorithm 3.1, the metacrawling, extraction, and filtering processes are defined. In this algorithm, a meta-search task is performed for each search keyword at every search engine. At the beginning, the search engine parameters are initialized for the search engine object. Afterwards, a search task is performed for each search keyword. The algorithm visits all search result pages listed under the search task until the end. Through this metacrawling process, all URLs hidden under the HTML source code are extracted, irrelevant file types (e.g. pdf, gif, jpeg) and the excluded keywords are filtered out.
URL analysis
After the metacrawling step, every URL is checked for validity. This is a two-step process. First, the URL is checked if it is tested and listed in Datahub repository. If the URL is listed in Datahub repository as a SPARQL endpoint, the URL is then automatically marked as a valid SPARQL endpoint. If it is not listed in Datahub, then it is tested for validity by sending the following simple and generic SPARQL query to the URL endpoint; if the URL returns some results to this query, then the URL is marked as a valid endpoint.
Domain Learning
Even though the method in Algorithm 3.1 is capable of locating linked data-related websites, the SPARQL endpoint pages may not show up in the search result pages with the common keywords like "sparql endpoint". In order to make a more complete search, we have created another step. After the preliminary comment: Performs a meta-search for the queries
removeU RLsW ithIrrelevantF ileT ypes() U RLList.removeU RLsW ithExcludedKeywords() U RLList.save() currentP age ← GetN extP age(currentP age) search trials by using search query texts created for metacrawling (as explained above), a simple learning algorithm makes one more sophisticated search by using the previous results. The PLD (Pay Level Domain) names are extracted from previous URLs and then a new search query is created by using the "site" keyword (e.g. "sparql site:domain.com"). With this search extension, a more effective search is performed at each domain.
Meta analysis of linked data sources discovered
In order to create the meta analysis for a linked data source, the VoID † vocabulary includes a set of properties to define a linked data source in terms of statistics, numbers, names and descriptions. As a background for this vocabulary, the VoID vocabulary implementation project offers several SPARQL queries to collect statistical information about an existing data source. By sending these queries to the SPARQL endpoints, the total number of the properties are collected. The results for these queries include information about the size and range of the linked data sources listed in that repository. As the final SPARQL endpoint URL collection refinement, these statistical results are used to filter out the same URLs from the SpEnD URL collection, i.e. URLs covering the same number of triples and entities.
Implementation
The SpEnD project contains a metacrawler and a linked data resource repository. The system's architecture is visualized in Figure 1 . The SpEnD system has three major steps: (a) metacrawling, (b) URL analyzer, and (c) domain learner. Metacrawling Linked Data Endpoints step (Section 3.1.2) utilizes HtmlUnit † † , which is a Web browser emulator for traversing over Bing, Yahoo, Google, and Yandex search engines. In order to analyze the URLs retrieved at the previous step, Jena Framework † † † is used in the URL Analyzer step (Section 3.1.3), by sending SPARQL queries to candidate endpoints. All URLs found in crawling are then processed in the Domain Learner step (Section 3.1.4), by using Google Guava libraries † † † † for domain name analysis. All these three steps are discussed in detail below.
SpEnD is built as a multi-threaded Java application, which has mainly three types of worker threads: (a) crawler, (b) endpoint extractor, and (c) statistical analyzer. In Figure 2 , the information flow between these threads is described as an activity diagram. A main thread is controlling user interactions and worker † http://www.w3.org/TR/void/ † † http://htmlunit.sourceforge.net/ † † † https://jena.apache.org/ † † † † https://github.com/google/guava threads.
Worker threads are described as follows.
• Crawler: Performs search engine metacrawling jobs and feeds the endpoints extractor threads in terms of the new candidate links.
• Endpoint Extractor: Analyzes the candidate links generated by the crawler threads by sending SPARQL queries to every link.
• Statistical Analyzer: Analyzes the SPARQL endpoints by using statistical SPARQL queries listed in VoID descriptions. The queries are sent periodically as long as the thread runs.
Inside SpEnD, we have developed the "SPARQL Endpoint Crawler" (SpEC), in order to metacrawl search engines, analyze resulting URLs, and perform statistical analysis on the SPARQL endpoints discovered. Figure 3 shows the main screen of the SpEnD desktop application. The screen has two tabs, (a) Crawler, and (b) Projects. In the Crawler section, multi-threaded search engine crawling is performed by using the search queries entered by the user. In the Projects section, the statistical analysis on the discovered SPARQL endpoints is performed. This software is designed to run continuously, enabling an on-going crawling and analysis of all SPARQL endpoints. Currently, the results are updated daily, while by using classical Web crawling techniques it would take weeks or months, unless vast investments on computing infrastructure were made. 
Evaluation
We evaluated SpEnD by running it on four major search engines, namely Google, Yahoo, Bing, and Yandex. The linked data sources discovered are analyzed in section 5. 
Search Engine Results
During the experiments, 29 preliminary search queries were sent in the first stage defined in Section 3.1.2. Afterwards, for the domain learning step defined in Section 3.1.4, totally 3341 domain specific search queries were sent. From the collection of these query results, a total of 295K URLs have been extracted. Out of these 295K URLs, 1,037 of them were marked as SPARQL endpoints based on the method described in section 3.1.3. After the discovery process, these endpoints are analyzed based on their availability and meta information. Out of these 1,037 endpoints, 211 of them are not available (not accessible but listed in the search engine results), so they are eliminated. The remaining 826 endpoints are then checked for duplications, whether the same dataset is listed more than once at different URL endpoints. To this end, the contents of the datasets are checked by evaluating their VoID statistics, that is the number of triples, entities, classes, and so on. If two endpoints return the same VoID statistics, they are considered the same dataset but somehow listed in seperate endpoints. And then, we eliminate all duplicate datasets from the collection. With this evaluation we eliminated a further 168 endpoints from the remaining datasets and ended up with only 658 unique dataset endpoints. Table 1 shows the search phrases we used that return the most results. For example, keywords "sparl query" return 207 unique SPARQL endpoints. We also utilize search directives such as "allinurl" for searching keywords in the URL of sites, or "allintitle" for searching in the title of sites. The rest of the 3370 search phrases and the results are available in the project Web site † . Table 2 shows the number of SPARQL endpoint links discovered by each search engine, which is also illustrated graphically in Figure 4 . Exclusive endpoint counts line in Table 2 shows the number of endpoints found only in each specific search engine. For example, 219 unique endpoints have been found only in Google. Figure 4 shows the overlaps of the results in detail for the four search engines. 107 endpoints have been found by all four search engines. The results also show that Google returns a significantly higher number of SPARQL endpoints (454 endpoints) than any other search engine. Although Google dominates the result set, the other search engines also contribute to enlarging the final SPARQL endpoint collection. Table 3 compares the results retrieved from Datahub and those discovered by SpEnD. We also checked their availability, i.e. if the endpoint is responding or not. In order to make this availability check, we performed a one month status monitoring task by sending simple SPARQL queries to every endpoint regularly (scheduled to send a query every 10 minutes). In this table, the endpoints responding to more than 90% of the requests are counted as high available and less are counted as low available. Besides, the endpoints that did not respond to any of the queries are listed as offline. Figure 5 visualizes the number of exclusive and common endpoints found by SpEnD and Datahub along with their online/offline status. SpEnD dominates the results with 437 exclusive endpoints. There are some SPARQL endpoints not discovered by SpEnD. This is mainly due to the current unavailability of many of the endpoints in Datahub (obsolete records).
The green shaded areas in Figure 5 shows the active and available endpoint numbers only, at the time we tested the endpoints. In this inner set, 221 out of 273 endpoints listed in Datahub collection are found also by SpEnD (80.9% precision).
Although the number of online URLs shown in Figure 5 is mostly dominated by SpEnD data collection (437), some of these URLs are not domain-significant, meaning there are several SPARQL endpoints under the same domain names. Therefore, we also analyzed the SPARQL endpoint URLs based on their PLDs (Pay-Level-Domains). Figure 6 shows the number of unique PLDs, 119 out of 130 domains listed in the other collections were discovered (91.5% precision). There are 11 PLDs, which are not discovered at all. After the discovery process, the search results for these 11 PLDs are manually reviewed. It has been observed that these PLDs are restricted for search engine crawling tasks and are not listed in any search engine. In Table 4 , the total number of online/offline PLDs and endpoint URLs The 437 significant endpoint URLs and 146 significant domains discovered by SpEnD project are not qualified by using the quality measures [27] [28] [29] ; however it is still valuable because they are not listed and included in any other collections. For a deeper analysis on the endpoints not discovered by SpEnD, Table 6 summarizes the number of URLs listed in SpEnD and Datahub for each PLD. In this table, the 11 PLDs which are not discovered by SpEnD are listed at the bottom. The other 14 PLDs above are the partially discovered ones by SpEnD. This table shows that some URLs in some PLDs are not listed in search engine results.
Comparative Statistics
The statistical queries defined by the VoID vocabulary were applied to each of the endpoints listed in the Datahub and SpEnD projects. The results are listed in Table 5 . In this table, SpEnD project has more online triples, entities, resources, classes, predicates, subjects, and objects than the Datahub repository. In Table 7 , from 710 online SPARQL endpoints shown in Figure 5 , top five SPARQL endpoint URLs based on their size of triples are sampled. As previously shown in Figure 5 , SpEnD includes 437 distinct endpoint URLs. In Table 8 , top 5 of these URLs are listed based on their size of triples.
The SpEnD URL collection covers all SPARQL endpoints listed in Table 7 , and contains much more online endpoints like the URLs listed in Table 8 . These URLs are continuously monitored and the SpEnD system continues its discovery on new SPARQL endpoints.
Conclusion and Future Work
Although linked data collections are mostly stored in centralized repositories, such as Datahub, it is clearly shown in this paper that this approach is not effective and dynamic enough for tracing and discovering new online SPARQL endpoints and identifying the existing ones going offline after sometime. Thus, in this study, we employed a metacrawling approach harnessing search engines, which are continuously queried and analyzed by our SpEC engine. Our results show that the majority of linked data SPARQL endpoints are available by Google search engine. Through this methodology, our SPARQL endpoint collection is growing incrementally and it is available to researchers for further analysis and research. At present, SPARQL endpoints collection through the SpEnD project has a better coverage of the Linked Open Data cloud both in terms of URLs and PLDs than any other project. The next steps in this research involve a semantic analysis [30] and a semantic ranking [31] of the collected SPARQL endpoints. This will help to have a better understanding about the content in the underlying linked data sources, and it will be possible to classify SPARQL endpoints according to their domain or context [32] . 
