Abstract. For a prime number p, let Qp denote the p-adic field and let
for any f ∈ L 1 (Q d p ).
Introduction
For a prime number p, let Q p denote the p-adic field. From the standard p-adic analysis [8] , we see that any non-zero element x ∈ Q p has a unique representation like
where 0 ≤ x j ≤ p − 1 and x 0 = 0. Here we call γ = γ(x) the p-adic valuation of x and we write γ = ord p (x) with convention ord p (0) = ∞. Then it is wellknown [1, 8] that the nonnegative function | · | p on Q p given by |x| p = p
becomes a non-Archimedean norm on Q p and Q p is defined as the completion of Q with respect to the norm 
if the limit exists. We now mention some of the previous works on harmonic analysis on the p-adic field Q p as follows; Haran [2, 3] obtained the explicit formula of Riesz potentials on Q p and developed an analytical potential theory on the p-adic field
The reader can refer to [6] for the definition on the Euclidean case. Then we prove the following theorem.
where
If we set
where Φ(t) is a monotone decreasing function on (0, ∞) satisfying
Remark. We observe that (1.4) and (3.8) imply that 0 
In order to obtain the finiteness of c(p, Φ), we observe the following inequalities;
If we set t = p −d in (1.5), then we have that 
The p-adic version of the Marcinkiewicz interpolation theorem
First of all, we shall obtain the relation between Riemann-Stieltjes integrals and Haar integrals which we mentioned in (1.3). Let f be a measurable function on
Then we easily obtain the following proposition as in the Euclidean case.
E j is the disjoint union of measurable sets. Thus we have that
, and so we obtain that
Hence we complete the proof by taking P
Proof. It easily follows from Lemma 2.2 and the p-adic version [5, 8] of Lebesgue's dominated convergence theorem.
Proof. It easily follows from the integration by parts on the Riemann-Stieltjes integral, Proposition 2.1 (Chebyshev's inequality), and the p-adic version of Lebesgue's dominated convergence theorem.
Next we need the p-adic version of the Marcinkiewicz interpolation theorem [3] which is one of powerful tools for L q (Q 
Suppose that T is both of weak type (1, 1) and of weak type (r, r) ; that is, there exist some constants c 1 > 0 and c r > 0 such that
Sketch of the proof. For λ > 0, we define a function f 1 by
In case that r = ∞, we may assume that
by dividing T by the constant c ∞ . From the assumption we can easily obtain that
Applying Lemma 2.4 and changing the order of integration, try to derive that
We now consider the case 1 < r < ∞. If we set f 2 = f − f 1 , then it easily follow from the above assumptions that
Then apply Lemma 2.4 and changing the order of integration to obtain that
Therefore we complete the proof.
-estimates of maximal operators First of all we observe several interesting properties on the family
of all the p-adic balls, which differ from those of the Euclidean case.
Lemma 3.1. The family F p has the following properties:
Proof. The first part (a) can easily be derived from the non-Archimedean property of the p-adic norm | · | p . Also the second part (b) is a natural by-product of (a). 
then the subfamily C is a partially ordered set by inclusion which has a unique maximal element.
Proof. By Lemma 3.1, it is trivial that C is a partially ordered set by inclusion. We now state a covering lemma which will be useful in proving Theorem 1.1. 
Then there exists a pairwise disjoint countable subcovering
Proof. We see that sup α∈A r(B α ) = p γ 0 for some γ 0 ∈ Z. First we choose a ball B 1 ∈ C with r(
2 the covering C of E must be a partially ordered set by inclusion whose unique maximal element with radius p γ0 contains E, and so we are done. So we may assume that C 1 = φ. Then we choose B 2 ∈ C 1 so that
We set C 2 = {B α ∈ C : B α ∩ (B 1 ∪ B 2 ) = φ }. If C 2 = φ, then by Lemma 3.2 the covering C must be the union of two disjoint partially ordered sets by inclusion the union of whose two distinct unique maximal elements with radius less than p γ 0 contains E, and thus we are done. Thus we may assume that C 2 = φ. Next we choose B 3 ∈ C 2 so that
Assume that B 1 , B 2 , . . . , B k have been selected likewise. We now set
2 again the covering C should be the union of k pairwise disjoint partially ordered sets by inclusion the union of whose k distinct unique maximal elements with radius less than p γ0 contains E, and so we are done. Thus we may assume that C k = φ. Next we choose B k+1 ∈ C k so that
Continuing this process, we obtain a countable collection < ε.
Taking ε ↓ 0, we have that |{x ∈ Q d p : Ω(f )(x) > 0}| H = 0. This implies the required result. Hence we complete the proof.
