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Zusammenfassung
Das Vergleichen und Aggregieren von Informationen ist ein zentraler Bereich in
der Analyse von Wahlsystemen. In diesen müssen die verschiedenen Meinungen von
Wählern über eine Menge von Kandidaten zu einem möglichst gerechten Wahler-
gebnis aggregiert werden. In den meisten politischen Wahlen entscheidet sich jeder
Wähler durch Ankreuzen für einen einzigen Kandidaten. Daneben werden aber auch
Rangordnungsprobleme als eine Variante von Wahlsystemen untersucht. Bei diesen
bringt jeder Wähler seine Meinung in Form einer totalen Ordnung über der Menge
der Kandidaten zum Ausdruck, wodurch seine oftmals komplexe Meinung exakter
repräsentiert werden kann als durch die Auswahl eines einzigen, favorisierten Kandi-
daten. Das Wahlergebnis eines Rangordnungsproblems ist dann eine ebenfalls totale
Ordnung der Kandidaten, welche die geringste Distanz zu den Meinungen der Wäh-
ler aufweist. Als Distanzmaße zwischen zwei totalen Ordnungen haben sich neben
anderen Kendalls Tau-Distanz und Spearmans Footrule-Distanz etabliert.
Durch moderne Anwendungsmöglichkeiten von Rangordnungsproblemen im ma-
schinellen Lernen, in der künstlichen Intelligenz, in der Bioinformatik und vor allem
in verschiedenen Bereichen des World Wide Web rücken bereits bekannte, jedoch bis-
lang eher wenig studierte Aspekte in den Fokus der Forschung. Zum einen gewinnt
die algorithmische Komplexität von Rangordnungsproblemen an Bedeutung. Zum
anderen existieren in vielen dieser Anwendungen unvollständige „Wählermeinungen“
mit unentschiedenen oder unvergleichbaren Kandidaten, so dass totale Ordnungen
zu deren Repräsentation nicht länger geeignet sind.
Die vorliegende Arbeit greift diese beiden Aspekte auf und betrachtet die algo-
rithmische Komplexität von Rangordnungsproblemen, in denen Wählermeinungen
anstatt durch totale Ordnungen durch schwache oder partielle Ordnungen repräsen-
tiert werden. Dazu werden Kendalls Tau-Distanz und Spearmans Footrule-Distanz
auf verschiedene nahe liegende Arten verallgemeinert. Es zeigt sich dabei, dass nun
bereits die Distanzberechnung zwischen zwei Ordnungen ein algorithmisch komple-
xes Problem darstellt. So ist die Berechnung der verallgemeinerten Versionen von
Kendalls Tau-Distanz oder Spearmans Footrule-Distanz für schwache Ordnungen
noch effizient möglich. Sobald jedoch partielle Ordnungen betrachtet werden, sind
die Probleme NP-vollständig, also vermutlich nicht mehr effizient lösbar. In diesem
Fall werden Resultate zur Approximierbarkeit und zur parametrisierten Komplexität
der Probleme vorgestellt. Auch die Komplexität der Rangordnungsprobleme selbst
erhöht sich. Für totale Ordnungen effizient lösbare Varianten werden für schwache
OrdnungenNP-vollständig, für totale OrdnungenNP-vollständige Varianten hinge-
gen liegen für partielle Ordnungen teilweise außerhalb der Komplexitätsklasse NP.
Die Arbeit schließt mit einem Ausblick auf offene Problemstellungen.
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Einleitung
1.1 Einführung
Die Suche nach einem guten oder sogar dem besten Wahlsystem ist vermutlich ge-
nauso alt wie der Gedanke der Demokratie selbst und hat von der Philosophie bis
hin zur Mathematik verschiedenste wissenschaftliche Fachrichtungen über Jahrhun-
derte hinweg beschäftigt. Selbst in der jüngeren Vergangenheit dauert die Suche
an. So wurden in 27 westlichen Demokratien in der Zeit von 1945 bis 1990 rund
70 verschiedene Wahlsysteme angewandt [Lij94]. Das wesentliche Kriterium für die
Güte eines Wahlsystems ist dabei die Frage, wie exakt das Ergebnis der Wahl die
Meinungen der Wähler repräsentiert. Dabei zeigen sich selbst in den Wahlsystemen
der westlichen Demokratien Schwächen. So ist es im deutschen Bundestagswahl-
recht möglich durch weniger Zweitstimmen mehr Mandate zu gewinnen oder durch
mehr Zweitstimmen Mandate zu verlieren [Dec11]. Bei der Wahl zum Präsidenten
der Vereinigten Staaten von Amerika trat im Jahr 2000 sogar der Fall ein, dass der
Kandidat, der im offiziellen Wahlergebnis der Federal Election Commission [Com01]
mehr Stimmen als jeder andere Kandidat auf sich vereinigen konnte, die Wahl nicht
gewann.
Es stellt sich nun die Frage, wie sich die informelle Eigenschaft eines Wahlsys-
tems, in seinem Wahlergebnis die Meinungen der Wähler gut zu repräsentieren, for-
mal definieren lässt. Hierzu existiert eine Vielzahl vernünftig erscheinender Kriterien,
beispielsweise die Bedingung der Nicht-Diktatur, der Nicht-Manipulierbarkeit oder
das Condorcet-Kriterium. Die Forschung auf dem Gebiet der Wahlsysteme erhielt
eine neue Richtung als Arrow [Arr50] und später Gibbard [Gib73] und Sattertwaithe
[Sat75] zeigten, dass kein Wahlsystem existieren kann, welches alle diese Kriterien
erfüllt, und damit die Suche nach dem einen, besten Wahlsystem als aussichtslos
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darstellten.
Ein zusätzliches formales Kriterium zur Güte von Wahlsystemen wurde 1989
durch eine Arbeit von Bartholdi et al. [BTT89b] eingeführt, die vorschlugen, Wahl-
systeme auch aufgrund ihrer algorithmischen Komplexität zu bewerten. In derselben
Arbeit wurde gezeigt, dass das Problem, einen Wahlsieger im Wahlsystem nach Ke-
meny [Kem59] zu bestimmen, NP-hart ist. Das Kriterium der Komplexität gewann
nochmals an Bedeutung, als Dwork et al. [DKNS01a] zeigten, dass die Problemstel-
lung von Wahlsystemen zu vielen Problemstellungen im Bereich des World Wide
Web, speziell in der Metasuche, der Bekämpfung von Spam in Suchmaschinenergeb-
nissen, der Multi-Kriterien-Suche, der Ähnlichkeitssuche und der Mustererkennung
Parallelen aufweist. Anwendungsmöglichkeiten von Wahlsystemen fanden sich wenig
später auch im maschinellen Lernen und in der künstlichen Intelligenz, im Daten-
bankbereich und auch beispielsweise in der Biologie.
An dieser Stelle setzt die vorliegende Arbeit an. Wahlsysteme werden als Rang-
ordnungsprobleme formuliert, in denen die Meinungen von Wählern zu einem Wahl-
ergebnis in Form einer totalen Ordnung aggregiert werden. Als Teilproblem ergeben
sich Distanzprobleme, also die Frage nach der Ähnlichkeit zweier Wählermeinungen.
Die Arbeit untersucht nun diese Distanzprobleme und Rangordnungsprobleme im
Hinblick auf ihre Komplexität.
Im Folgenden sollen zunächst die verschiedenen Parameter der betrachteten Dis-
tanzprobleme und Rangordnungsprobleme genauer betrachtet und motiviert werden.
(Partielle) Ordnungen als Wählermeinungen: Damit ein Wahlsystem in sei-
nem Wahlergebnis die Meinungen der Wähler gut repräsentieren kann, ist es es-
sentiell, diese Meinungen überhaupt möglichst exakt zu kennen. Hierfür eignet es
sich, diese als Ordnungen über der Menge der Kandidaten darzustellen. Dies soll
nun am Beispiel einer fiktiven Wahl kurz motiviert werden. Obwohl das Beispiel als
politische Wahl formuliert ist, kann es leicht auch auf andere Anwendungen in den
Bereichen des World Wide Web oder im Sport übertragen werden.
Man stelle sich das folgende Szenario vor. Es soll ein politisches Amt besetzt
werden. Dazu soll der Amtsträger aus einer Menge von Kandidaten durch direkte
Wahl bestimmt werden. Die Reihenfolge der restlichen Kandidaten im Wahlergeb-
nis ist ebenfalls relevant, da beispielsweise die Besetzung von Stellvertreterposten
anhand des Wahlergebnisses entschieden werden soll. Es stehen die Kandidaten aus
Tabelle 1.1 zur Wahl.
Angenommen die Wahl wird durch Mehrheitsentscheid (plurality vote) durchge-
führt, d. h. jeder Wähler entscheidet sich für einen Kandidaten und die Rangfolge
der Kandidaten im Wahlergebnis ergibt sich aus der Anzahl der Stimmen, die jeder
Kandidat auf sich vereint. Es stellt sich nun aber die Frage, ob durch die Auswahl
nur eines Kandidaten die Meinung eines Wählers bereits hinreichend bekannt ist.
Ein Wähler habe sich beispielsweise für Kandidat A entschieden. Das bedeu-
tet, er bevorzugt A gegenüber den Kandidaten B bis H. Letztere sind für ihn da-
mit gleichwertig. Es ist fraglich, ob dieser Sachverhalt tatsächlich der vollständigen
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Tabelle 1.1. Die Kandidaten des Wahlbeispiels
Kandidat Partei Ausrichtung Schwerpunkte
A “die Bären” demokratisch, konservativ Umwelt, Bildung
B “die Bären” demokratisch, konservativ Umwelt
C “die Bären” demokratisch, konservativ Wirtschaft
D “die Adler” demokratisch, liberal Umwelt, Bildung
E “die Adler” demokratisch, liberal Umwelt
F “die Adler” demokratisch, liberal Wirtschaft
G “die Schlangen” radikal Wirtschaft, Bildung
H “die Schlangen” radikal Umwelt
Meinung des Wählers entspricht. Ein Wähler mit demokratischer Grundeinstellung
würde vermutlich die demokratischen Kandidaten B bis F den radikalen Kandidaten
G und H vorziehen. Ein Anhänger der “Bären” würde wohl die Kandidaten B und
C den Kandidaten D bis H vorziehen. Aus der tatsächlichen Meinung des Wählers
wird also nur ein einziger Aspekt herausgegriffen, während seine restliche Meinung
unbekannt und unberücksichtigt bleibt.
Es erscheint also sinnvoller, die Meinung des Wählers in Form einer totalen Ord-
nung über der Menge der Kandidaten einzuholen. Jedoch ergibt sich auch hier ein
Nachteil. Durch die Vollständigkeit der totalen Ordnung muss der Wähler für jedes
Paar von Kandidaten die Entscheidung treffen, welchen er bevorzugt (und dabei
die Transitivität und die Zyklenfreiheit seiner Präferenzen beachten). Während der
Mehrheitsentscheid also davon ausgeht, dass ein Wähler bis auf seinen Favoriten
alle Kandidaten gleich stark präferiert, wird nun davon ausgegangen, dass ein Wäh-
ler überhaupt keine zwei Kandidaten gleich stark präferiert. Auch dies muss jedoch
keineswegs der Fall sein. Ein demokratisch eingestellter Anhänger der “Adler” wird
wohl die Kandidaten D bis F den Kandidaten A bis C und diese wiederum den
Kandidaten G und H vorziehen. Innerhalb der Kandidaten D bis F entspricht es
aber unter Umständen tatsächlich seiner Meinung, dass diese drei Kandidaten für
ihn gleichwertig sind. Ein anderer Wähler möchte die Kandidaten vielleicht nur in
die Kategorien “gut”, “normal” und “schlecht” einteilen, ohne sich innerhalb einer
Kategorie weiter festzulegen. Ein politisch enttäuschter Wähler möchte vielleicht
seinem Protest dadurch Ausdruck verleihen, dass er alle Kandidaten als gleich gut
bzw. schlecht einstuft. Hier liegt es nahe, die Meinungen der Wähler anhand von
schwachen Ordnungen zu erheben, also beinahe totalen Ordnungen, die jedoch Un-
entschieden zulassen. Bekannt sind diese bereits aus dem Sport, wo beispielsweise
geteilte i-te Plätze oftmals im Regelwerk vorgesehen sind.
Unter Umständen wird jedoch die Meinung eines Wählers auch durch eine schwa-
che Ordnung nicht exakt dargestellt. Beispielsweise ist es möglich (oder vermutlich
sogar die traurige Realität), dass ein Wähler gar nicht alle Kandidaten kennt, die
ihm zur Auswahl stehen. Häufig wird dieses Problem einfach dadurch gelöst, dass
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davon ausgegangen wird, dass ein unbekannter Kandidat am wenigsten präferiert
wird. Ein Wähler, der beispielsweise Kandidat C nicht kennt, aber den “Bären” na-
he steht, würde diesen aber vermutlich immer noch den Kandidaten der anderen
Parteien vorziehen. Weiterhin kann der Fall eintreten, dass ein Wähler Kandidaten
bewusst für unvergleichbar hält. Die Meinung eines Wählers kann beispielsweise ei-
ne vollständige Reihenfolge der Kandidaten mit Schwerpunkt in Umweltfragen und
eine vollständige Reihenfolge der Kandidaten mit Schwerpunkt in Wirtschaftsfragen
enthalten. Da er beide Bereiche für wichtig hält, möchte er zwischen diesen beiden
Gruppen von Kandidaten keine weiteren Präferenzen festlegen, da er nicht “Äpfel
mit Birnen” vergleichen möchte. Hier kommen zu den Unentschieden also noch Un-
vergleichbarkeiten hinzu und es liegt nahe die Meinung des Wählers durch partielle
Ordnungen zu modellieren, die genau dies zulassen und nur die Transitivität und
die Zyklenfreiheit der Präferenzen fordern.
Insgesamt können also die Meinungen eines Wählers mit Hilfe von partiellen Ord-
nungen exakter modelliert werden, wenngleich sich sicher noch Argumente finden
würden, auch diese noch weiter zu verallgemeinern. An dieser Stelle sei noch ange-
merkt, dass im deutschen Wahlrecht tatsächlich seit Langem der Vorschlag existiert,
einen Wähler neben seinem Favoriten (Partei) noch zumindest einen zweitplatzierten
Kandidaten auswählen zu lassen [Jes85]. Hintergrund ist hier jedoch die Vermeidung
des Verlustes der Stimme, wenn der Favorit unter der 5%-Hürde bleibt.
Kendalls Tau-Distanz und Spearmans Footrule-Distanz: Rangordnungs-
probleme erhalten nun die Meinungen der Wähler in Form von Ordnungen und bil-
den daraus ein Wahlergebnis in Form einer totalen Ordnung. Es liegt offensichtlich
nahe als Wahlergebnis eine derjenigen totalen Ordnungen zu wählen, die die Summe
der Distanzen zu den Meinungen der Wähler minimiert. Es stellt sich also die Frage,
wie sich die Distanz zwischen zwei Ordnungen überhaupt messen lässt. Zur Bestim-
mung der Distanz zwischen totalen Ordnungen bzw. Permutationen über der Menge
der Kandidaten existiert bereits eine Vielzahl von Möglichkeiten. In der vorliegenden
Arbeit werden aus diesen Kendalls Tau-Distanz und Spearmans Footrule-Distanz
herausgegriffen. Kendalls Tau-Distanz zwischen zwei totalen Ordnungen ist die An-
zahl der Paare von Kandidaten, die in den beiden Ordnungen in unterschiedlicher
Reihenfolge auftreten. Spearmans Footrule-Distanz (auch L1-Norm) summiert da-
gegen über alle Kandidaten die Differenzen zwischen ihren Positionen in den beiden
totalen Ordnungen auf.
Für die Wahl von Kendalls Tau-Distanz spricht zunächst einmal eine Vielzahl
von wünschenswerten statistischen Eigenschaften (siehe [KG90] für eine ausführ-
liche Betrachtung). Weiterhin erfüllt das Kemeny-Wahlsystem, welches auf Ken-
dalls Tau-Distanz aufbaut, beweisbar als einziges das Condorcet-Kriterium und ist
gleichzeitig neutral und konsistent [YL78]. Ein Wahlsystem erfüllt das Condorcet-
Kriterium, wenn derjenige Kandidat, der von der Mehrheit der Wähler allen an-
deren Kandidaten gegenüber im paarweisen Vergleich bevorzugt wird, die Wahl
definitiv gewinnt. Obwohl nicht immer ein solcher Kandidat existieren muss, gilt
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das Condorcet-Kriterium als eines der wichtigsten Kriterien für ein Wahlsystem.
Die Konsistenz eines Wahlsystems ist wie folgt definiert. Wenn zwei Wahlen mit
Mengen von Wählern K1 und K2 dieselbe Menge von Wahlsiegern ergeben, dann
sind diese auch die Sieger in der Wahl mit den Wählern K1 ∪K2. Ein Wahlsystem
heißt neutral, wenn das Vertauschen zweier Wählermeinungen keinen Einfluss auf
das Wahlergebnis hat. Die Vorteilhaftigkeit von Kendalls Tau-Distanz lässt sich auch
daran erkennen, dass die Güte vieler heuristischer Verfahren anhand von Kendalls
Tau-Distanz zwischen der berechneten und der optimalen Lösung bewertet wird
(siehe z. B. [DKNS01a]). Nicht zuletzt ist Kendalls Tau-Distanz in der Praxis weit
verbreitet.
Spearmans Footrule-Distanz wird aufgrund fehlender statistischer Eigenschaften
oft abgelehnt [KG90], ist jedoch in der Praxis aufgrund ihrer Einfachheit und ihrer
Intuitivität ebenfalls weit verbreitet. Da sie sich nur um einen konstanten Faktor von
Kendalls Tau-Distanz unterscheidet [DG77] und Problemstellungen mit ihr teilweise
effizienter berechenbar sind als mit Kendalls Tau-Distanz [DKNS01a], hat sie sich
auch als Näherungslösung für Problemstellungen mit Kendalls Tau-Distanz bewährt.
Insgesamt gesehen sind also die beiden Distanzen, die in der vorliegenden Arbeit
betrachtet werden sollen, jeweils sowohl theoretisch als auch praktisch relevant und
weit verbreitet.
Verallgemeinerungen von Distanzen auf partielle Ordnungen: Es stellt
sich nun die Frage, wie sich Kendalls Tau-Distanz und Spearmans Footrule-Distanz
auf partielle Ordnungen übertragen lassen. In der vorliegenden Arbeit wird dies auf
Grundlage der Menge der totalen Erweiterungen einer partiellen Ordnung durchge-
führt. Eine totale Erweiterung einer partiellen Ordnung ist dabei eine totale Ord-
nung, die ihr nicht widerspricht. Die Menge der totalen Erweiterungen einer par-
tiellen Ordnung (eines Wählers) wird dabei als die Menge der für ihn akzeptablen
Kompromisse aufgefasst.
Es werden nun die Minimal-, die Maximal-, die Zentral- und die Hausdorff-
Version von Kendalls Tau-Distanz bzw. von Spearmans Footrule-Distanz zwischen
zwei Wählern (partiellen Ordnungen, Mengen von totalen Erweiterungen) betrach-
tet. Diese wurden für schwache Ordnungen teilweise bereits studiert [Cri85], unter
anderem auch im Zusammenhang mit Rangordnungsproblemen [FKM+06, Ail10a].
Haben zwei Wähler eine minimale Distanz von k, so beträgt die Distanz (Ken-
dalls Tau-Distanz bzw. Spearmans Footrule-Distanz) zwischen dem besten, d. h. dem
ähnlichsten, Paar von Kompromissen genau k. Haben sie dagegen eine maximale Dis-
tanz von k, so hat das schlechteste, d. h. das unähnlichste, Paar eine Distanz von
k. Haben sie eine Hausdorff-Distanz von k, so hat jeder Kompromiss eines Wählers
einen besten Partner in der Menge der Kompromisse des anderen Wählers inner-
halb einer Distanz von höchstens k. Haben sie eine zentrale Distanz von k, so gibt
es zumindest für einen Wähler einen Kompromiss, dessen schlechtester Partner sich
innerhalb einer Distanz von k befindet.
Die Minimalversion einer Distanz bewertet die Übereinstimmungen der beiden
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Wähler (partiellen Ordnungen, Mengen von totalen Erweiterungen). Existiert ein
Kompromiss, der für beide Wähler akzeptabel ist, so beträgt die minimale Distanz
zwischen den beiden null. Dies erscheint als eine vernünftige Eigenschaft, denn wenn
beide Wähler sich auf einen Kompromiss einigen können, sollte keine Distanz zwi-
schen ihnen bestehen.
Die Hausdorff-Version einer Distanz bringt als einzige der vier Verallgemeine-
rungen die Eigenschaft einer Metrik mit sich, wenn es sich bei der Distanz um eine
Metrik handelt. Dies ist in vielen speziell mathematischen Anwendungen gewünscht,
besonders deshalb, weil eine Metrik die Dreiecksungleichung erfüllt.
Die Maximalversion einer Distanz bewertet die Widersprüche zwischen zwei
Wählermeinungen. Sie bringt den Vorteil mit sich, dass sie in einigen Fällen mit
der Hausdorff-Version der Distanz zusammenfällt, jedoch deutlich intuitiver ist als
diese. Dies wird in der vorliegenden Arbeit genutzt, indem Beweise für die Maxi-
malversion einer Distanz geführt und dann auf ihre Hausdorff-Version übertragen
werden.
Die Minimalversion, die Maximalversion und die Hausdorff-Version einer Dis-
tanz lassen sich jeweils mit zwei Quantoren ausdrücken. Die Zentralversion einer
Distanz stellt die vierte Möglichkeit dar, die durch zwei Quantoren angegeben wer-
den kann. Sie ist gleichzeitig eine eingeschränkte Version des 1-Zentrumsproblems
(siehe [MS84] für eine Übersicht), einem Problem aus der algorithmischen Geometrie
mit Anwendungsmöglichkeiten beispielsweise im Bereich der Standortplanung.
Die vorliegende Arbeit modelliert also Wahlsysteme als Rangordnungsprobleme,
in denen die Meinungen von Wählern in Form von totalen Ordnungen, schwachen
Ordnungen, Intervallordnungen oder partiellen Ordnungen über der Menge der Kan-
didaten vorliegen. Gesucht ist ein Wahlergebnis in Form einer totalen Ordnung,
welche die Summe der Distanzen zu den Wählermeinungen minimiert. Als Distanz
zwischen totalen Ordnungen werden Kendalls Tau-Distanz und Spearmans Footrule-
Distanz verwendet, welche in naheliegender Weise durch die Minimal-, die Maximal-,
die Zentral- und die Hausdorff-Version von Kendalls Tau-Distanz bzw. Spearmans
Footrule-Distanz auf allgemeinere Ordnungen erweitert werden. Als Teilproblem des
Rangordnungsproblems ergibt sich das Distanzproblem, in welchem die Distanz zwi-
schen zwei Ordnungen gesucht ist. Die Arbeit untersucht nun diese Distanzprobleme
und Rangordnungsprobleme im Hinblick auf ihre Komplexität. Dabei wird festge-
stellt, dass Distanzprobleme für alle betrachteten Distanzen effizient lösbar sind,
solange nur schwache Ordnungen gegeben sind. Sobald jedoch partielle Ordnungen
gegeben sind, stellen sich die Distanzprobleme allesamt als NP-vollständig bzw.
coNP-vollständig dar. In diesem Fall werden die Probleme weiterhin auf ihre Ap-
proximierbarkeit und ihre parametrisierte Komplexität hin untersucht. Die Komple-
xität der Rangordnungsprobleme ändert sich durch Verallgemeinerung der gegebe-
nen Ordnungen ebenfalls. Für totale Ordnungen effizient lösbare Varianten werden
für partielle Ordnungen NP-vollständig, für totale Ordnungen NP-vollständige Va-
rianten liegen teilweise nicht mehr in der Komplexitätsklasse NP.
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Die Arbeit ist dabei wie folgt aufgebaut. Im weiteren Verlauf dieses Kapitels
werden die notwendigen Grundbegriffe der Arbeit eingeführt und Rangordnungs-
probleme und Distanzprobleme formal definiert. In Kapitel 2 werden verwandte Ar-
beiten aufgelistet. Kapitel 3 stellt bekannte und neue, grundlegende Ergebnisse vor,
die in den weiteren Kapiteln Verwendung finden. In Kapitel 4 und Kapitel 5 wer-
den die Distanzprobleme unter den Verallgemeinerungen von Kendalls Tau-Distanz
und Spearmans Footrule-Distanz betrachtet. Entsprechend untersuchen Kapitel 6
und Kapitel 7 Rangordnungsprobleme unter den Verallgemeinerungen von Kendalls
Tau-Distanz und Spearmans Footrule-Distanz. Die Arbeit schließt mit einer Zusam-
menfassung und einem Ausblick in Kapitel 8.
1.2 Grundlegende Definitionen
In diesem Abschnitt werden die grundlegenden Begriffe der Arbeit eingeführt. Ne-
ben einigen Grundbegriffen aus der Graphentheorie werden die betrachteten Ord-
nungen und einige Operationen auf diesen definiert. Anschließend werden Kendalls
Tau-Distanz und Spearmans Footrule-Distanz auf totalen Ordnungen eingeführt und
verschiedene Möglichkeiten, sie auf allgemeinere Ordnungen zu übertragen, betrach-
tet.
1.2.1 Grundbegriffe
Zunächst werden einige benötigte Grundbegriffe aus der Graphentheorie eingeführt.
Die Definitionen finden sich in dieser oder ähnlicher Form in praktisch allen Büchern
über Graphentheorie, beispielsweise in [Har69, Die97, Bol98].
Ein Graph G ist ein geordnetes Paar (V,E). Dabei sind V und E endliche Men-
gen, von denen V als Knoten(menge) und E als Kanten(menge) von G bezeichnet
wird. Die Kantenmenge E besteht dabei entweder aus ungeordneten Paaren von
Knoten, d. h. E ⊆ V (2), oder aus geordneten Paaren von Knoten, d. h. E ⊆ V × V .
Im ersten Fall heißt G ungerichteter Graph, im zweiten Fall gerichteter Graph. Für
eine Kante e = {x, y} ∈ E eines ungerichteten Graphen heißen die Knoten x und y
Endknoten von e. Für eine Kante e = (x, y) ∈ E eines gerichteten Graphen heißt x
Startknoten und y Zielknoten von e. Sowohl in ungerichteten als auch in gerichteten
Graphen werden x und y als zueinander adjazent bezeichnet. Weiterhin sind x und
y zu e inzident. Falls x 6= y für alle Kanten {x, y} ∈ E bzw. (x, y) ∈ E gilt, so
spricht man von einem schleifenfreien Graphen. Alle in dieser Arbeit verwendeten
Graphen sind schleifenfrei, deshalb wird auf diesen Zusatz im Folgenden verzichtet.
Ein ungerichteter Graph G = (V,E), für den {x, y} ∈ E für alle x, y ∈ V mit
x 6= y gilt, wird als vollständiger Graph (über |V | Knoten) bezeichnet und mit K|V |
notiert. Ein gerichteter Graph, für den entweder (x, y) ∈ E oder (y, x) ∈ E für alle
x, y ∈ V mit x 6= y gilt, heißt Turniergraph (über |V | Knoten). Es ist zu beachten,
dass in der Literatur auch gewichtete Turniergraphen existieren, die zusätzlich eine
Gewichtsfunktion auf den Kanten besitzen, und in denen es möglich ist, dass sowohl
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(x, y) ∈ E als auch (y, x) ∈ E gilt.
Sei G = (V,E) ein ungerichteter Graph. Dann heißt ein Graph G′ = (V ′, E ′)
(von V ′ induzierter) Subgraph von G, wenn V ′ ⊆ V und E ′ = {{x, y} : {x, y} ∈
E ∧ x ∈ V ′ ∧ y ∈ V ′} gilt. Analog dazu existieren auch Subgraphen von gerichteten
Graphen, die jedoch in dieser Arbeit nicht benötigt werden.
Sei G = (V,E) ein gerichteter Graph. Ein Pfad in G von x1 nach xt ist eine
Menge von Knoten P = {x1, x2, . . . , xt} ⊆ V für die (xi, xi+1) ∈ E für 1 ≤ i ≤ t− 1
gilt. Wenn zusätzlich noch (xt, x1) ∈ E gilt, dann spricht man von einem Zyklus (der
Länge t). Falls alle Knoten in P paarweise verschieden sind, so spricht man auch
von einem einfachen Pfad bzw. Zyklus. Alle in dieser Arbeit verwendeten Pfade und
Zyklen sind einfach, deshalb wird auf diesen Zusatz im Folgenden verzichtet. Ein
gerichteter Graph, der keinen Zyklus besitzt, heißt zyklenfrei. Ein Zyklus der Länge
drei wird auch als Dreieck bezeichnet. Analog zum Pfad und zum Zyklus existieren
in ungerichteten Graphen Wege und Kreise. Diese werden in der vorliegenden Arbeit
jedoch nicht benötigt.
Ein gerichteter Graph G = (V,E) heißt stark zusammenhängend, wenn für alle
x, y ∈ V ein Zyklus Z existiert, so dass x, y ∈ Z gilt. Als starke Zusammenhangs-
komponente in G wird eine maximale Teilmenge V ′ ⊆ V bezeichnet, so dass für alle
x, y ∈ V ′ ein Zyklus Z existiert mit x, y ∈ Z. Ein stark zusammenhängender Graph
besitzt also nur eine starke Zusammenhangskomponente.
1.2.2 Ordnungen
Ein Teil der Eingabe der in dieser Arbeit betrachteten Problemstellungen sind Ord-
nungen. Um welche Ordnungen es sich handelt, ist dabei ein entscheidender Parame-
ter der Probleme. Im Folgenden werden nun die betrachteten Ordnungen eingeführt.
Sei R eine binäre Relation über einer Grundmenge bzw. Domäne D. Für x, y ∈ D
wird x ≺R y geschrieben, wenn (x, y) ∈ R ist, und x ⊀R y, wenn (x, y) /∈ R ist.
Aufgrund des Ursprungs der hier behandelten Probleme werden die Elemente der
Domäne auch als Kandidaten bezeichnet. Mit A,B, C, E ,F , . . . werden Teilmengen
der Domäne notiert.
Eine binäre Relation κ ist eine strikte partielle Ordnung, wenn sie irreflexiv,
asymmetrisch und transitiv ist, d. h. wenn für alle x, y, z ∈ D gilt x ⊀κ x, x ≺κ y ⇒
y ⊀κ x und x ≺κ y ∧ y ≺κ z ⇒ x ≺κ z. Alle Ordnungen in dieser Arbeit sind strikt.
Der Übersichtlichkeit halber wird dieser Zusatz im Folgenden weglassen.
Die Intuition hinter x ≺κ y ist, dass κ x vor y ordnet bzw. y nach x ordnet, was
einer Präferenz für x entspricht. Dabei heißt x ≺κ y eine Vorgabe von κ (bezüglich x
und y). Zwei Elemente x, y ∈ D heißen unvergleichbar (in κ), wenn x ⊀κ y ∧ y ⊀κ x
gilt. Dies wird als x 6≺κ y notiert.
Eine binäre Relation κ ist eine Intervallordnung, wenn eine Abbildung I von D
in eine Menge von Intervallen existiert, wobei I(x) = [lx, rx] ist. Für alle x, y ∈ D
gilt dann x ≺κ y, genau dann wenn rx < ly ist. Dabei lässt sich zeigen, dass sich
jede Intervallordnung repräsentieren lässt, wenn lx, rx ∈ N und 0 ≤ lx, rx ≤ |D| für
alle x ∈ D gilt (siehe z. B. [Fis85]).
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Eine binäre Relation κ ist eine schwache Ordnung, wenn sie irreflexiv, asymme-
trisch, transitiv und negativ transitiv ist, d. h. x ≺κ y ⇒ x ≺κ z ∨ z ≺κ y gilt für
alle x, y, z ∈ D. Die Domäne D wird also in (Rang-)Klassen B1, . . . ,Bt partitioniert,
so dass x ≺κ y ist, wenn i, j ∈ N mit i < j existieren und x ∈ Bi und y ∈ Bj ist.
Die Kandidaten x und y befinden sich immer dann in derselben Klasse, wenn sie
unvergleichbar sind. Im Zusammenhang mit schwachen Ordnungen heißen x und y
dann unentschieden (in κ) anstatt unvergleichbar. Dies wird als x ∼=κ y notiert.
Eine binäre Relation τ ist eine totale Ordnung, wenn sie irreflexiv, asymmetrisch,
transitiv und vollständig ist, wobei Letzteres bedeutet, dass für alle x, y ∈ D mit
x 6= y entweder x ≺τ y oder y ≺τ x gilt. Eine totale Ordnung τ kann also auch als
Permutation der Elemente aus D oder als Bijektion τ : D → {1, . . . , |D|} betrachtet
werden. Diese Sichtweise wird wann immer nötig verwendet. Für x, y ∈ D und ein
i ∈ N wird τ(x) = i bzw. τ−1(i) = x geschrieben, wenn x von τ an Position i
geordnet wird. Wenn τ(x) = τ(y)− 1 gilt, dann ordnet τ x unmittelbar vor y bzw. y
unmittelbar nach x bzw. x und y direkt nebeneinander.
Im Laufe der Arbeit werden totale Ordnungen mit τ , σ, ρ und pi (gegebenenfalls
mit Indizes) bezeichnet, allgemeinere Ordnungen mit κ, µ und ν. Im Folgenden wird
außerdem die Menge aller totalen Ordnungen bzw. aller schwachen Ordnungen bzw.
aller Intervallordnungen bzw. aller partiellen Ordnungen über einer Domäne D mit
Mt(D) bzw. Ms(D) bzw. Mi(D) bzw. Mp(D) notiert.
Offensichtlich entspricht eine totale Ordnung einer schwachen Ordnung, in der
jede Klasse genau ein Element aus D enthält. Weiterhin entspricht eine schwache
Ordnung einer Intervallordnung, in der zwei Intervalle entweder disjunkt sind oder
in ihren Intervallgrenzen exakt übereinstimmen. Aufgrund der Transitivität der <-
Relation auf den natürlichen Zahlen ist zuletzt jede Intervallordnung eine partielle
Ordnung. Es gilt also Mt(D) ⊆Ms(D) ⊆Mi(D) ⊆Mp(D).
Im Laufe der Arbeit werden totale Ordnungen τ über einer Domäne D als Per-
mutationen der Elemente aus D notiert, für D = {c1, c2, c3, c4, c5} also beispielsweise
als
c4 ≺τ c2 ≺τ c1 ≺τ c5 ≺τ c3
oder einfach durch Kommata getrennt als
τ = c4, c2, c1, c5, c3 .
Zum Angeben einer schwachen Ordnung κ über D wird jede Klasse als Teil-
menge von D notiert und κ selbst als totale Ordnung über den Klassen, für D =
{c1, c2, c3, c4, c5} also beispielsweise als
{c1, c3} ≺κ {c5} ≺κ {c2, c4} .
Die schwache Ordnung, die überhaupt keine Vorgaben besitzt, d. h. die alle Kandi-
daten in einer einzigen Klasse ordnet, wird als leere Ordnung bezeichnet.
Für eine Intervallordnung oder eine partielle Ordnung κ über D werden die Vor-
gaben von κ einzeln angegeben. Lediglich Vorgaben, die sich aus der Transitivität
der Ordnung automatisch ergeben, werden nicht explizit angegeben.
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1.2.3 Operationen auf Ordnungen
In diesem Abschnitt werden einige Operationen auf totalen Ordnungen, auf schwa-
chen Ordnungen und auf partiellen Ordnungen eingeführt, die im Laufe der Arbeit
häufig verwendet werden.
Sei τ eine totale Ordnung über einer Domäne D und seien x, y ∈ D. Für die
totale Ordnung τ ′, die durch eine Vertauschung von x und y aus τ hervorgeht, gilt
τ ′(x) = τ(y), τ ′(y) = τ(x) und τ ′(c) = τ(c) für alle c ∈ D mit c 6= x, y. Falls
|τ(x)− τ(y)| = 1 ist, d. h. falls τ die Kandidaten x und y direkt nebeneinander
ordnet, wird von einer lokalen Vertauschung von x und y gesprochen. Abbildung 1.1
illustriert eine Vertauschung.
τ . . .
x
. . .
y
. . .
τ ′ . . . y . . . x . . .
Abbildung 1.1. τ ′ geht aus τ durch eine Vertauschung von x und y hervor.
Sei τ erneut eine totale Ordnung über einer Domäne D, sei x ∈ D, sei i ∈ N mit
τ(x) < i ≤ |D| und sei j ∈ N mit 1 ≤ j < τ(x). Sei weiterhin X1 = {c ∈ D : τ(x) <
τ(c) ≤ i} und sei X2 = {c ∈ D : j ≤ τ(c) < τ(x)}. Für die totale Ordnung τ ′, die
durch eine Rechtsverschiebung von x auf Position i aus τ hervorgeht, gilt τ ′(x) = i,
τ ′(c) = τ(c) − 1 für alle c ∈ X1 und τ ′(c) = τ(c) für alle c ∈ D \ (X1 ∪ {x}). Für
die totale Ordnung τ ′′, die durch eine Linksverschiebung von x auf Position j aus
τ hervorgeht, gilt entsprechend τ ′′(x) = j, τ ′′(c) = τ(c) + 1 für alle c ∈ X2 und
τ ′′(c) = τ(c) für alle c ∈ D\(X2∪{x}). Wenn die Richtung aus dem Zusammenhang
klar ist, dann wird auch einfach von einer Verschiebung von x auf Position i bzw. j
gesprochen. Abbildung 1.2 illustriert eine Rechtsverschiebung.
τ . . .
x
. . . . . .
τ ′ . . . . . . x . . .
Abbildung 1.2. τ ′ geht aus τ durch eine Rechtsverschiebung von x hervor.
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Seien κ und µ schwache Ordnungen über einer Domäne D. Die Verfeinerung von
κ anhand von µ (siehe auch [FKM+06]), die mit µ ∗ κ notiert wird, ist die schwache
Ordnung, für die x ≺µ∗κ y ⇔ x ≺κ y ∨ x ∼=κ y ∧ x ≺µ y für alle x, y ∈ D gilt. Zwei
Kandidaten x und y sind also in µ∗κ unentschieden, genau dann wenn sie sowohl in
κ als auch in µ unentschieden sind. Wenn µ eine totale Ordnung ist, dann ist auch
µ ∗ κ eine totale Ordnung. Verfeinerungen sind weiterhin assoziativ.
Während die Verfeinerung einer schwachen Ordnung durch eine zweite schwache
Ordnung in jedem Fall wieder eine schwache Ordnung liefert, muss dies für zwei
Intervallordnungen oder partielle Ordnungen κ und µ nicht der Fall sein. Zur Ver-
anschaulichung sei D = {x, y, z}. Die Intervallordnung κ sei durch die Intervalle
[lx, rx] = [1, 1], [ly, ry] = [2, 2] und [lz, rz] = [1, 2] gegeben. Damit besteht κ nur aus
der Vorgabe x ≺κ y. Die Intervallordnung µ sei durch die Intervalle [lx, rx] = [3, 3],
[ly, ry] = [1, 1] und [lz, rz] = [2, 2] gegeben. Damit besteht µ aus den Vorgaben
y ≺µ z, z ≺µ x und y ≺µ x. Eine Verfeinerung µ ∗ κ besteht nun aus den Vorgaben
x ≺µ∗κ y, y ≺µ∗κ z und z ≺µ∗κ x und ist keine Ordnung mehr. Um diesen Unter-
schied deutlich zu machen, wird bei Intervall- oder partiellen Ordnungen deshalb
nicht von einer Verfeinerung gesprochen. Stattdessen sei die Ableitung von κ anhand
von µ, die mit µ?κ notiert wird, eine irreflexive und asymmetrische binäre Relation,
die wie folgt definiert ist. Für alle x, y ∈ D gilt
x ≺κ y ∧ x ≺µ y ⇒ x ≺µ?κ y (Einigkeit),
x ≺κ y ∧ x 6≺µ y ⇒ x ≺µ?κ y (Übernahme),
x ≺κ y ∧ y ≺µ x⇒ x ≺µ?κ y (Uneinigkeit),
x 6≺κ y ∧ x ≺µ y ⇒ x ≺µ?κ y (Übergabe) und
x 6≺κ y ∧ x 6≺µ y ⇒ x 6≺µ?κ y (Unvergleichbarkeit).
Falls µ eine totale Ordnung und damit vollständig ist, enthält µ ? κ keine Über-
nahmen und Unvergleichbarkeiten. Beispielhafte Ableitungen sind in Abbildung 1.3
dargestellt. Ableitungen lassen sich als gerichtete Graphen interpretieren. Die Defini-
tionen eines Zyklus, eines Dreiecks und des starken Zusammenhangs können deshalb
auch auf Ableitungen angewendet werden.
Sei κ eine partielle Ordnung über einer Domäne D. Für die Umkehrung von κ,
die mit κR notiert wird, gilt dann x ≺κ y ⇔ y ≺κR x und x 6≺κ y ⇔ x 6≺κR y für alle
x, y ∈ D.
Sei κ wieder eine partielle Ordnung über einer Domäne D und sei x ∈ D. Eine
partielle Ordnung κ′ entsteht aus κ durch Entfernen von x, indem κ′ auf die Domäne
D \ {x} eingeschränkt wird. Intuitiv werden also alle Vorgaben, die x betreffen,
entfernt.
Sei κ wieder eine partielle Ordnung über einer Domäne D, jedoch gelte nun
x /∈ D. Eine partielle Ordnung κ′ entsteht aus κ durch Hinzufügen von x, indem κ′
auf die Domäne D ∪ {x} erweitert wird. Je nach Zusammenhang werden Vorgaben
für x zu κ′ hinzugefügt. Wird nichts weiter erwähnt, so wird x 6≺κ′ y für alle y ∈ D
ergänzt.
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c1
c2
c3c4
c5
(a) partielle Ordnung κ
c1
c2
c3c4
c5
(b) partielle Ordnung µ
c1
c2
c3c4
c5
U
ÜN
ÜN
E
ÜG
ÜG
(c) Ableitung µ ? κ
c1
c2
c3c4
c5
U
ÜN
ÜN
E
ÜG
ÜG
(d) Ableitung κ ? µ
Abbildung 1.3. Illustration von Ableitungen: Dabei sind Einigkeiten (E), Übernah-
men (ÜN), Uneinigkeiten (U) und Übergaben (ÜG) angegeben. Unvergleichbarkeiten
sind nicht eingezeichnet.
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1.2.4 Metriken auf totalen Ordnungen
Um die Ähnlichkeit zweier Ordnungen zu messen, wird eine binäre Funktion d :
Mp ×Mp → N benötigt. Dabei wird d als Distanz bezeichnet. Eine Distanz heißt
symmetrisch, falls d(κ, µ) = d(µ, κ) für alle κ, µ ∈Mp gilt. Sie heißt weiterhin regulär,
falls d(κ, µ) = 0 gilt, genau dann wenn κ = µ ist. Eine Distanz, die symmetrisch
und regulär ist, bezeichnet man als Distanzmaß. Erfüllt ein Distanzmaß d zusätzlich
die Dreiecksungleichung, d. h. gilt d(κ, µ) + d(µ, ν) ≥ d(κ, ν) für alle κ, µ, ν ∈ Mp,
dann bezeichnet man d als Metrik.
Um die Ähnlichkeit zweier totaler Ordnungen zu messen, existieren diverse Dis-
tanzen, von denen die folgenden beiden in dieser Arbeit betrachtet werden sollen.
Beide Distanzen sind als Metriken bekannt (siehe z. B. [KG90]).
Definition 1.1 (Distanzen auf totalen Ordnungen). Seien σ und τ totale Ord-
nungen über einer Domäne D.
• Spearmans Footrule-Distanz F zwischen σ und τ ist definiert als
F (σ, τ) =
∑
x∈D
|σ(x)− τ(x)| .
• Kendalls Tau-Distanz K zwischen σ und τ ist definiert als
K(σ, τ) = |{x, y} ⊆ D : x ≺σ y ∧ y ≺τ x| .
Kendalls Tau-Distanz zwischen σ und τ entspricht außerdem der minimalen
Anzahl an lokalen Vertauschungen, die nötig ist, um σ in τ zu überführen.
1.2.5 Distanzen auf allgemeineren Ordnungen
Die eben definierten Metriken werden nun auf allgemeinere Ordnungen bis hin zu
partiellen Ordnungen übertragen, indem eine partielle Ordnung als Menge von tota-
len Ordnungen aufgefasst wird, die ihr nicht widerspricht. Formal ergibt sich damit
die folgende Definition.
Definition 1.2 (Erweiterung einer Ordnung). Sei κ eine partielle Ordnung über
einer Domäne D. Eine partielle Ordnung µ über D heißt Erweiterung von κ, wenn
x ≺κ y ⇒ x ≺µ y für alle x, y ∈ D gilt. Ist µ zusätzlich eine totale Ordnung, so heißt
µ totale Erweiterung von κ. Die Menge aller totalen Erweiterungen von κ wird mit
Ext(κ) notiert.
Die Menge aller totalen Erweiterungen einer partiellen Ordnung κ über einer
Domäne D kann dabei zwischen eins und |D|! viele Elemente enthalten. Ersterer Fall
tritt ein, wenn κ eine totale Ordnung ist, letzterer Fall, wenn κ die leere Ordnung
ist. Für eine partielle Ordnung κ ist die Ermittlung der Mächtigkeit von Ext(κ) als
#P-vollständig bekannt [BW92].
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Allgemeine Konzepte zur Messung des Abstandes zweier Punktmengen mit Hilfe
der Minimalversion, der Maximalversion, der Hausdorff-Version und der Zentralver-
sion einer Distanz können nun zur Messung des Abstandes zwischen zwei Ordnungen
übertragen werden. Die Hausdorff-Version ist dabei eine bekannte Methode, um Me-
triken von Punkten auf Punktmengen zu übertragen [Hau78].
Definition 1.3 (Distanzen auf Ordnungen). Seien κ und µ partielle Ordnungen
über einer Domäne D und sei d Kendalls Tau-Distanz bzw. Spearmans Footrule-
Distanz. Die Minimalversion bzw. die Maximalversion bzw. die Hausdorff-Version
bzw. die Zentralversion von d zwischen κ und µ ist dann wie folgt definiert.
• Die Minimalversion von d zwischen κ und µ ist definiert als
dMin(κ, µ) = min
τ∈Ext(κ)
min
σ∈Ext(µ)
d(τ, σ) .
• Die Maximalversion von d zwischen κ und µ ist definiert als
dMax(κ, µ) = max
τ∈Ext(κ)
max
σ∈Ext(µ)
d(τ, σ) .
• Die Hausdorff-Version von d zwischen κ und µ ist definiert als
dH(κ, µ) = max{ max
τ∈Ext(κ)
min
σ∈Ext(µ)
d(τ, σ), max
σ∈Ext(µ)
min
τ∈Ext(κ)
d(τ, σ)} .
• Die Zentralversion von d zwischen κ und µ ist definiert als
dZ(κ, µ) = min{ min
τ∈Ext(κ)
max
σ∈Ext(µ)
d(τ, σ), min
σ∈Ext(µ)
max
τ∈Ext(κ)
d(τ, σ)} .
Bevor die Äquivalenz zwischen Distanzen formal eingeführt wird, sollen die Mini-
malversion, die Maximalversion, die Hausdorff-Version und die Zentralversion einer
Distanz d an einem Beispiel veranschaulicht werden. Für d wird dabei Kendalls
Tau-Distanz gewählt.
Sei die schwache Ordnung κ über der Domäne D = {c1, c2, c3, c4} gegeben als
{c1, c2} ≺κ {c3, c4} .
Weiterhin sei die partielle Ordnung µ ebenfalls über D = {c1, c2, c3, c4} durch die
beiden Vorgaben c1 ≺µ c4 und c3 ≺µ c2 gegeben. Eine triviale Möglichkeit die
Minimalversion, die Maximalversion, die Hausdorff-Version und die Zentralversion
von Kendalls Tau-Distanz zwischen κ und µ zu berechnen besteht nun darin die
Menge aller totalen Erweiterungen von κ und die Menge aller totaler Erweiterungen
von µ zu bestimmen und zwischen den Elementen der beiden Mengen paarweise
Kendalls Tau-Distanz zu berechnen.
Die Menge aller totaler Erweiterungen von κ enthält genau die folgenden totalen
Ordnungen:
τ1 : c1 ≺τ1 c2 ≺τ1 c3 ≺τ1 c4 ,
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τ2 : c2 ≺τ2 c1 ≺τ2 c3 ≺τ2 c4 ,
τ3 : c1 ≺τ3 c2 ≺τ3 c4 ≺τ3 c3 ,
τ4 : c2 ≺τ4 c1 ≺τ4 c4 ≺τ4 c3 .
Die Menge aller totaler Erweiterungen von µ enthält genau die folgenden totalen
Ordnungen:
σ1 : c1 ≺σ1 c3 ≺σ1 c2 ≺σ1 c4 ,
σ2 : c1 ≺σ2 c3 ≺σ2 c4 ≺σ2 c2 ,
σ3 : c1 ≺σ3 c4 ≺σ3 c3 ≺σ3 c2 ,
σ4 : c3 ≺σ4 c1 ≺σ4 c2 ≺σ4 c4 ,
σ5 : c3 ≺σ5 c1 ≺σ5 c4 ≺σ5 c2 ,
σ6 : c3 ≺σ6 c2 ≺σ6 c1 ≺σ6 c4 .
Berechnet man nun paarweise Kendalls Tau-Distanz zwischen den totalen Er-
weiterungen, dann ergeben sich die in Tabelle 1.2 aufgelisteten Distanzen.
Tabelle 1.2. Kendalls Tau-Distanz zwischen totalen Erweiterungen von κ und µ
σ1 σ2 σ3 σ4 σ5 σ6
τ1 1 2 3 2 3 3
τ2 2 3 4 3 2 2
τ3 2 3 2 3 4 4
τ4 3 4 3 4 5 3
Die Minimalversion von Kendalls Tau-Distanz zwischen κ und µ entspricht Ken-
dalls Tau-Distanz zwischen τ1 und σ1, da dies das Paar von totalen Erweiterungen
mit der minimalen Distanz ist. Es gilt also KMin(κ, µ) = 1.
Die Maximalversion von Kendalls Tau-Distanz zwischen κ und µ entspricht Ken-
dalls Tau-Distanz zwischen τ4 und σ5, da dies das Paar von totalen Erweiterungen
mit der maximalen Distanz ist. Es gilt also KMax(κ, µ) = 5.
Für der Berechnung der Hausdorff-Version von Kendalls Tau-Distanz zwischen
κ und µ wird aus beiden Mengen von totalen Erweiterungen dasjenige Element mit
der größten minimalen Distanz zu einem Element der anderen Menge bestimmt. Aus
der Menge der totalen Erweiterungen von κ ist dies τ4 mit einer minimalen Distanz
von 3. Aus der Menge der totalen Erweiterungen von µ ist dies σ2, σ3, σ4, σ5 oder
σ6 mit einer minimalen Distanz von jeweils 2. Die Hausdorff-Version von Kendalls
Tau-Distanz zwischen κ und µ ergibt sich nun als der größere der beiden Werte. Es
gilt also KH(κ, µ) = 3.
Für der Berechnung der Zentralversion von Kendalls Tau-Distanz zwischen κ
und µ wird aus beiden Mengen von totalen Erweiterungen dasjenige Element mit
der kleinsten maximalen Distanz zu einem Element der anderen Menge bestimmt.
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Aus der Menge der totalen Erweiterungen von κ ist dies τ1 mit einer maximalen
Distanz von 3. Aus der Menge der totalen Erweiterungen von µ ist dies σ1 mit einer
maximalen Distanz von ebenfalls 3. Die Zentralversion von Kendalls Tau-Distanz
zwischen κ und µ ergibt sich nun als der kleinere der beiden Werte. Es gilt also
KZ(κ, µ) = 3.
Zum Abschluss dieses Abschnitts wird nun ein nützliches Werkzeug zum Über-
tragen von Ergebnissen zwischen zwei Distanzen vorgestellt. Das Konzept der Äqui-
valenz zwischen Distanzen bedeutet intuitiv, dass sich zwei Distanzen nur um einen
konstanten Faktor unterscheiden. Formal ist es wie folgt definiert.
Definition 1.4 (Äquivalenz von Distanzen). Seien dM und d′M ′ zwei Distanzen.
Dabei entsprechen d und d′ jeweils Kendalls Tau-Distanz bzw. Spearmans Footrule-
Distanz. Weiterhin seien M und M ′ jeweils die entsprechende Minimalversion bzw.
Maximalversion bzw. Hausdorff-Version bzw. Zentralversion. Dann heißen dM und
d′M ′ äquivalent auf totalen Ordnungen (bzw. schwachen Ordnungen bzw. Intervallord-
nungen bzw. partiellen Ordnungen), wenn für zwei beliebige totale Ordnungen (bzw.
schwache Ordnungen bzw. Intervallordnungen bzw. partielle Ordnungen) κ und µ
über einer Domäne D zwei positive, nicht von D abhängige Konstanten c1 und c2
existieren, so dass gilt:
c1dM(κ, µ) ≤ d′M ′(κ, µ) ≤ c2dM(κ, µ) .
Die Äquivalenzbeziehung zwischen zwei Distanzen ist reflexiv, symmetrisch und
transitiv und damit eine Äquivalenzrelation.
1.3 Problemstellungen der Arbeit
Die vorliegende Arbeit befasst sich mit der Komplexität zweier Problemstellun-
gen, der Distanzprobleme und der Rangordnungsprobleme. In diesem Abschnitt
werden nun zunächst die dazu verwendeten Komplexitätsklassen eingeführt. An-
schließend werden Distanzprobleme und Rangordnungsprobleme definiert. Zuletzt
werden Feedback-Arc-Set-Probleme, welche in der Arbeit häufig verwendet werden,
eingeführt.
1.3.1 Verwendete Komplexitätsklassen
Eine algorithmische Problemstellung (siehe z. B. [GJ90, Pap94, Weg03]) besteht zu-
nächst aus der Beschreibung einer generischen Instanz des Problems. Diese kann
beispielsweise Graphen oder Ordnungen enthalten. Weiterhin besteht das Problem
aus der Beschreibung einer Funktion, die jeder Instanz eine Menge von korrekten
Antworten zuordnet. Die (einzige) korrekte Antwort auf eine Instanz eines Ent-
scheidungsproblems lautet dabei entweder „ ja“ („ja“-Instanz ) oder „nein“ („nein“-
Instanz ). Antworten auf Instanzen eines Optimierungsproblems besitzen entweder
„Qualität“ oder „Kosten“ in Form einer rationalen Zahl. Die korrekte Antwort auf
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eine Instanz eines Optimierungsproblems ist nun entweder eine Antwort mit maxi-
maler Qualität (Maximierungsproblem) oder minimalen Kosten (Minimierungspro-
blem). Ist anstatt nach der korrekten Antwort nur nach dem Wert der maximalen
Qualität (der minimalen Kosten) gefragt, so spricht man anstatt von einem Opti-
mierungsproblem auch von einem Wertproblem. Durch Weglassen bzw. Hinzufügen
einer Schranke für den zu optimierenden Wert lässt sich aus den meisten Entschei-
dungsproblemen ein zugehöriges Optimierungsproblem konstruieren und umgekehrt.
Die Problemstellungen der Arbeit werden zunächst auf ihre (algorithmische)
Komplexität hin untersucht. Dazu werden die folgenden Komplexitätsklassen be-
nötigt (siehe auch [GJ90, Pap94, Weg03]). Eine Problemstellung gehört zur Klasse
P, wenn ein deterministischer Algorithmus (formaler: eine deterministische Turing-
maschine) für die Problemstellung existiert, wobei dieser zur Lösung des Problems
höchstens polynomiell (in der Größe der Instanz) viele Rechenschritte benötigen
darf. Problemstellungen in der Komplexitätsklasse P werden auch als effizient lös-
bare Probleme bezeichnet. Ein Entscheidungsproblem gehört zur Klasse NP, wenn
ein nicht-deterministischer Algorithmus (formaler: eine nicht-deterministische Tu-
ringmaschine) für die Problemstellung existiert, wobei dieser für jede „ ja“-Instanz
einen gültigen Rechenweg besitzt, der die korrekte Antwort in polynomiell vielen
Rechenschritten ermittelt, und wobei dieser für jede „nein“-Instanz in allen gülti-
gen Rechenwegen in polynomiell vielen Rechenschritten die korrekte Antwort lie-
fert. Eine verbreitete Sichtweise auf Probleme in NP bzw. die dazugehörigen nicht-
deterministischen Algorithmen ist das „Raten und Verifizieren“. Dementsprechend
heißen Probleme in NP auch effizient verifizierbar. Zu jedem Entscheidungsproblem
existiert ein Komplementproblem, welches wiederum ein Entscheidungsproblem ist
und aus denselben Instanzen besteht, jedoch ist jede „ ja“-Instanz des ursprünglichen
Problems eine „nein“-Instanz seines Komplementproblems und umgekehrt. Die Kom-
plexitätsklasse coNP besteht genau aus den Komplementproblemen der Probleme
in NP.
Da jeder deterministische Algorithmus gleichzeitig ein nicht-deterministischer Al-
gorithmus ist, gilt P ⊆ NP. Ob P = NP oder P 6= NP gilt, ist unbekannt, jedoch
wird weitgehend letzterer Fall als wahrscheinlich angesehen. Das bedeutet, es existie-
ren vermutlich Probleme in NP, welche intuitiv schwieriger sind als die Probleme in
P. Zum Vergleich der Schwierigkeit zweier Entscheidungsprobleme existiert das Kon-
zept der (many-one) Reduzierbarkeit. Ein Entscheidungsproblem L1 heißt (many-
one) reduzierbar auf ein Entscheidungsproblem L2, wenn eine Funktion existiert, die
jede „ ja“-Instanz („nein“-Instanz) von L1 auf eine „ ja“-Instanz („nein“-Instanz) von
L2 abbildet, und die von einem deterministischen Algorithmus in polynomiell vielen
Schritten berechenbar ist.
Die intuitiv schwierigsten Probleme innerhalb der Komplexitätsklasse NP sind
die NP-vollständigen Probleme, welche wie folgt definiert sind. Ein Entscheidungs-
problem L ist NP-vollständig, wenn L ∈ NP gilt, und wenn jedes andere Problem
in NP auf L reduzierbar ist. Die letztere Bedingung wird als NP-Härte von L
bezeichnet. Aufgrund des Satzes von Cook [Coo71] kann die Definition der NP-
Vollständigkeit wie folgt abgewandelt werden. Ein Entscheidungsproblem L ist NP-
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vollständig, wenn L ∈ NP gilt, und wenn ein bereits als NP-vollständig bekanntes
Problem auf L reduzierbar ist.
Im Verlauf der Arbeit werden auch Probleme auftreten, die außerhalb der Kom-
plexitätsklasse NP aber innerhalb der polynomiellen Hierarchie [Sto76, Wag90,
BH91] liegen. Charakteristisch für die Komplexitätsklassen in der polynomiellen
Hierarchie ist die Benutzung eines Orakels C, wobei C eine Komplexitätsklasse
darstellt. Das Orakel kann dabei für ein Entscheidungsproblem aus der Klasse C
in einem Schritt die korrekte Antwort liefern. Ein weiterer Parameter der Kom-
plexitätsklassen ist die mögliche Einschränkung des Zugriffs auf das Orakel. Unter
parallelem Zugriff wird dabei die Tatsache verstanden, dass der Algorithmus nur
zu einem Zeitpunkt eine Menge von Anfragen an das Orakel stellen darf. Loga-
rithmisch beschränkter Zugriff bedeutet, dass nur logarithmisch (in der Größe der
Instanz) viele Anfragen an das Orakel erlaubt sind. Konkret werden in der vorliegen-
den Arbeit die beiden folgenden Komplexitätsklassen aus der polynomiellen Hier-
archie benötigt. In der Klasse PNP|| liegen alle Entscheidungsprobleme, welche von
einem deterministischen Algorithmus, der parallelen Zugriff auf ein Orakel NP hat,
in polynomiell vielen Schritten gelöst werden können. Die Klasse PNP|| ist äquivalent
zu Klasse PNPlogn mit logarithmisch beschränktem Zugriff auf das Orakel [Wag90].
In der Klasse NPNP liegen alle Entscheidungsprobleme, welche von einem nicht-
deterministischen Algorithmus, der unbeschränkten Zugriff auf ein Orakel NP hat,
in polynomiell vielen Schritten gelöst werden können. Die Klasse NPNP ist dabei
äquivalent zur Klasse NPNP|| mit parallelem Zugriff und zur Klasse NP
NP
logn mit lo-
garithmisch beschränktem Zugriff [Wag90]. Analog zu den NP-vollständigen und
den NP-harten Problemen existieren PNP|| -vollständige und P
NP
|| -harte Probleme,
sowie NPNP-vollständige und NPNP-harte Probleme.
Wenn die bereits erwähnte Vermutung P 6= NP gilt, dann sind viele für die
Praxis relevante Probleme nicht effizient lösbar. Für zu NP-vollständigen Entschei-
dungsproblemen gehörige Optimierungsprobleme, die NP-Optimierungsprobleme,
bedeutet dies, dass eine exakte Lösung bzw. eine korrekte Antwort nicht in vernünf-
tiger Zeit gefunden werden kann. In diesem Fall bietet es sich an eine Approximati-
onslösung (siehe [Hoc97, Vaz04]) zu ermitteln, d. h. eine Antwort zu finden, die nur
„kontrollierbar“ höhere Kosten oder geringere Qualität als die korrekte Antwort be-
sitzt, und die in der Praxis oft ausreichend ist. Ein NP-Optimierungsproblem heißt
-approximierbar für eine Konstante  > 1, wenn ein deterministischer Algorithmus
existiert, der in polynomiell vielen Rechenschritten eine Antwort liefert, die für ein
Minimierungsproblem höchstens die -fachen Kosten der korrekten Antwort, und für
ein Maximierungsproblem mindestens die 1

-fache Qualität der korrekten Antwort
besitzt. Dann heißt  die Approximationsgüte des Algorithmus und das Problem bis
auf einen konstanten Faktor approximierbar. Die Komplexitätsklasse APX enthält
nun genau die NP-Optimierungsprobleme, für die ein solcher Algorithmus mit kon-
stanter Approximationsgüte existiert. Existiert zu einem NP-Optimierungsproblem
sogar für jedes  > 1 ein Approximationsalgorithmus mit einer Approximationsgüte
von höchstens , so bezeichnet man diese Algorithmen als polynomial time appro-
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ximation scheme (PTAS). Genau die NP-Optimierungsprobleme, für die ein PTAS
existiert, bilden die Komplexitätsklasse PTAS. In der vorliegenden Arbeit wird für
einige Probleme deren Zugehörigkeit zu APX gezeigt. Für einige verwandte Pro-
blemstellungen ist bereits ein PTAS bekannt.
Eine alternative Herangehensweise an NP-harte Probleme ist die Betrachtung
ihrer parametrisierten Komplexität [DF99, FG06, Nie06]. Hier wird davon ausgegan-
gen, dass bei vielen dieser Probleme in praktischen Anwendungen einzelne Parame-
ter nur kleine Werte annehmen. Deshalb werden die Probleme daraufhin untersucht,
ob es möglich ist, einen Algorithmus zu entwickeln, dessen Laufzeit zwar exponen-
tiell ist, jedoch ausschließlich bezüglich eines bestimmten Parameters. Formal ist
ein parametrisiertes Problem also gegeben als (I, k), wobei k der zu untersuchen-
de Parameter ist und I die restliche Eingabe des Problems. Das Problem heißt
nun fixed-parameter-tractable, wenn ein Algorithmus existiert, der in f(k) · |I|O(1)
vielen Schritten eine korrekte Antwort ermittelt. Dabei ist f(k) eine Funktion, die
ausschließlich von k abhängig ist. Im Laufe der Arbeit werden sich zwei Entschei-
dungsprobleme als fixed-parameter-tractable bezüglich ihrer Schranke herausstel-
len. Parametrisierte Probleme, die nicht fixed-parameter-tractable sind, werden in
die W -Hierarchie eingeordnet. Diese spielt in der vorliegenden Arbeit jedoch keine
Rolle.
1.3.2 Distanzprobleme und Rangordnungsprobleme
In diesem Abschnitt sollen nun die in der vorliegenden Arbeit betrachteten Pro-
blemstellungen eingeführt werden. Ein Rangordnungsproblem fragt intuitiv, ob es
eine totale Ordnung gibt, welche gegebene Ordnungen möglichst gut repräsentiert,
also einen guten Kompromiss darstellt. Die entscheidenden Parameter sind dabei die
Distanz, mit der die Ähnlichkeit zwischen Ordnungen gemessen wird, und welche
Ordnungen als Eingabe erlaubt sind.
Definition 1.5 (Rangordnungsproblem). Sei dM eine Distanz. Dabei entspricht
d Kendalls Tau-Distanz bzw. Spearmans Footrule-Distanz und M sei die entspre-
chende Minimalversion bzw. Maximalversion bzw. Hausdorff-Version bzw. Zentral-
version. Im Rangordnungsproblem (Entscheidungsproblem) ist nun eine Liste von
Ordnungen κ1, . . . , κr über einer Domäne D sowie ein k ∈ N gegeben. Gefragt ist,
ob eine totale Ordnung τ ∗ über D existiert, so dass
r∑
i=1
dM(κi, τ
∗) ≤ k
gilt. Je nachdem, welche Ordnungen als Eingabe zugelassen werden, wird auch vom
Rangordnungsproblem unter dM für totale / schwache / Intervall- / partielle Ord-
nungen gesprochen.
Das zugehörige Optimierungsproblem erhält entsprechend eine Liste von Ord-
nungen κ1, . . . , κr über einer Domäne D als Eingabe und fragt nach einer totalen
Ordnung τ ∗, die
∑r
i=1 dM(κi, τ
∗) minimiert. Diese wird dann als Konsens bezeichnet.
20 Kapitel 1. Einleitung
Ein wichtiges Teilproblem bei der Betrachtung eines Rangordnungsproblems ist
die Frage nach der Berechnung der Distanz zwischen zwei Ordnungen.
Definition 1.6 (Distanzproblem). Sei dM eine Distanz. Dabei entspricht d wieder
Kendalls Tau-Distanz bzw. Spearmans Footrule-Distanz und M sei wieder die ent-
sprechende Minimalversion bzw. Maximalversion bzw. Hausdorff-Version bzw. Zen-
tralversion. Im Distanzproblem (Entscheidungsproblem) sind nun zwei Ordnungen
κ und µ über einer Domäne D und ein k ∈ N gegeben. Gefragt ist, ob
dM(κ, µ) ≤ k
gilt. Je nachdem, um welche Ordnungen es sich bei κ und µ handelt, wird auch vom
Distanzproblem unter dM für eine totale / schwache / Intervall- / partielle Ordnung
und eine totale / schwache / Intervall- / partielle Ordnung gesprochen.
Das zugehörige Optimierungsproblem erhält entsprechend als Eingabe zwei Ord-
nungen κ und µ über einer Domäne D und fragt nach totalen Erweiterungen τ ∈
Ext(κ) und σ ∈ Ext(µ), für die
dM(κ, µ) = d(τ, σ)
gilt.
Im Verlauf der Arbeit werden sowohl Entscheidungsprobleme als auch Optimie-
rungsprobleme betrachtet. Effiziente Algorithmen und Approximationsalgorithmen
werden für die Optimierungsprobleme angegeben, während für Beweise der NP-
Härte und für Fixed-Parameter-Algorithmen Entscheidungsprobleme herangezogen
werden.
1.3.3 Feedback-Arc-Set-Probleme
Rangordnungsprobleme und Distanzprobleme weisen häufig Ähnlichkeiten zu Vari-
anten des Feedback-Arc-Set-Problems auf. Diese werden im Folgenden also häufig
benötigt und deshalb an dieser Stelle bereits eingeführt.
Es werden zunächst die Entscheidungsprobleme definiert. Das Feedback-Arc-Set-
Problem auf allgemeinen Graphen erhält als Eingabe einen gerichteten Graphen
G = (V,E) und ein k ∈ N. Gefragt ist, ob eine Teilmenge der Kanten E ′ exis-
tiert, wobei |E ′| ≤ k ist, und wobei G′ = (V,E \ E ′) zyklenfrei ist. Das Feedback-
Arc-Set-Problem für Turniergraphen ist bis auf die Tatsache, dass als Eingabe
ein Turniergraph gefordert ist, analog definiert. Eine Instanz des eingeschränkten
Feedback-Arc- Set-Problems besteht aus einem k ∈ N und einem gerichteten Gra-
phen G = (V,Efix∪Efrei), wobei die Kanten aus Efix eine partielle Ordnung bilden.
Das bedeutet für alle u, v, w ∈ V gilt (u, v) ∈ Efix ∧ (v, w) ∈ Efix ⇒ (u,w) ∈ Efix
(Transitivität) und es existiert kein Zyklus, der ausschließlich aus Kanten aus Efix
besteht. Gefragt ist, ob eine Teilmenge E ′ ⊆ Efrei existiert, wobei |E ′| ≤ k ist, und
wobei G′ = (V,Efix ∪ (Efrei \E ′)) zyklenfrei ist. Das eingeschränkte Feedback-Arc-
Set-Problem auf Turniergraphen ist wieder analog definiert. Die Menge E ′ wird in
allen Varianten des Problems auch als Feedback-Arc-Set bezeichnet.
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Zu allen eben definierten Varianten von Entscheidungsproblemen des Feedback-
Arc Set-Problems existieren zugehörige Optimierungsprobleme. Diese erhalten als
Eingabe keine Schranke k und fragen entsprechend einem Feedback-Arc-Set mit
minimaler Kardinalität.
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2
Verwandte Arbeiten
Dieses Kapitel stellt die wichtigsten Arbeiten vor, die sich mit demselben Themen-
gebiet wie die vorliegende Arbeit beschäftigen, oder die für dessen Entwicklung
maßgeblich waren.
Historische Arbeiten: Das Problem, Wählermeinungen zu einem Wahlergebnis
zu aggregieren, wird bereits im 13. Jahrhundert betrachtet. Erste bekannte Arbei-
ten stammen von Lullus [Lul83a, Lul83b, Lul99]. Darin werden Verfahren zur Wahl
von kirchlichen Würdenträgern beschrieben, die im Wesentlichen auf Abstimmungen
über jedes Paar von Kandidaten beruhen. Inhalt der Arbeiten ist in erster Linie die
praktische Durchführung der Wahl mit dem Ziel der Vermeidung von Wahlfälschung
und Ämterkauf. Es werden jedoch auch einige algorithmische Aspekte aufgeworfen,
z. B. die Behandlung von Unentschieden bei Abstimmungen und die Tatsache, dass
eine ungerade Anzahl von Wählern das Wahlverfahren erleichtert. Im 15. Jahrhun-
dert beschreibt Cusanus [Cus33] ein Verfahren zur Wahl eines Königs. Er beschreibt
dabei eine Wahl durch Punktevergabe, die im Gegensatz zu den Verfahren von Lul-
lus geheim abläuft. So erstellt jeder Wähler eine totale Ordnung der n Kandida-
ten und vergibt dann die Punktezahlen n bis eins. Borda [Bor81] (1781) greift das
Wahlsystem von Cusanus erneut auf und analysiert dessen Eigenschaften. Dabei er-
wähnt er implizit auch das erst später formulierte Condorcet-Kriterium. Cusanus’
Wahlsystem wird heute meist Borda zugeschrieben (Borda-Wahl) und findet z. B.
im Sport Anwendung. Condorcet [Con85] (1785) formuliert in seinem Wahlsystem
das Condorcet-Kriterium, welches die Entwicklung von Wahlsystemen entscheidend
beeinflusst. Eine ausführliche Analyse und teilweise Übersetzung der Arbeiten von
Borda und Condorcet ins Englische sowie eine Beurteilung weiterer historischer Ar-
beiten finden sich in [Bla71]. Die Behandlung von Unentschieden in den Präferen-
zen der Wähler, die bislang lediglich am Rande erwähnt wird, wird durch Kendall
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[Ken45] ausführlicher studiert.
Bestimmung eines Wahlsiegers: Die folgenden Arbeiten zu Wahlsystemen be-
fassen sich nicht mit dem Aggregieren der Wählermeinungen zu einem Wahlergebnis
in Form einer totalen Ordnung über der Menge der Kandidaten, sondern bestimmen
nur den oder die Wahlsieger, wobei die Reihenfolge der verbleibenden Kandidaten
irrelevant ist. Condorcet [Con85] formuliert das Kriterium, dass derjenige Kandidat
die Wahl gewinnen soll, der allen anderen Kandidaten im paarweisen Vergleich von
der Mehrheit der Wähler vorgezogen wird (Condorcet-Wahlsieger), falls ein solcher
Kandidat existiert. Dieses wird im Folgenden als Condorcet-Kriterium bekannt und
etabliert sich als eine Eigenschaft, die ein gutes Wahlsystem besitzen soll. Viele in
der Folge entworfene Wahlsysteme erfüllen das Condorcet-Kriterium, gehen aber
unterschiedlich mit der Frage um, was zu tun ist, wenn kein Condorcet-Wahlsieger
existiert.
Dodgson [Dod76] schlägt vor, dass derjenige Kandidat die Wahl gewinnen soll,
der mit der geringsten Anzahl an lokalen Vertauschungen in den Präferenzen der
Wähler zum Condorcet-Wahlsieger wird. Die Anzahl der lokalen Vertauschungen,
die nötig ist, um einen Kandidaten zum Condorcet-Wahlsieger zu machen, wird
auch als dessen Dodgson-Score bezeichnet. Eine Wahl nach Young [You77] gewinnt
dagegen derjenige Kandidat, der durch das Entfernen der geringsten Anzahl an
Wählern zum Condorcet-Wahlsieger wird. Entsprechend heißt die größte Anzahl an
Wählern, die einen Kandidaten zum Condorcet-Wahlsieger machen, Young-Score.
Copeland [Cop51] schlägt denjenigen Kandidaten als Wahlsieger vor, der die höch-
ste Differenz aufweist zwischen Kandidaten, denen er im paarweisen Vergleich von
der Mehrheit der Wähler vorgezogen wird, und den Kandidaten, die ihm vorgezogen
werden. Kemeny [Kem59] (genauer spezifiziert in [Lev75]) schlägt als Wahlsieger
diejenigen Kandidaten vor, die in einer totalen Ordnung über der Menge der Kan-
didaten, welche Kendalls Tau-Distanz zu den Präferenzen der Wähler minimiert, an
der Spitze stehen. Kemeny formuliert damit also das Rangordnungsproblem für to-
tale Ordnungen unter Kendalls Tau-Distanz, welches deshalb in der Literatur auch
als Kemeny-Wahlsystem bezeichnet wird. Weitere bekannte Wahlregeln stammen
unter anderem von Nanson [Nan07], Black [Bla71], Schwartz [Sch72] und Fishburn
[Fis77]. Für eine ausführlichere Betrachtung der einzelnen Wahlregeln wird an dieser
Stelle auf die Arbeiten von Black [Bla71] und von Fishburn [Fis73] verwiesen.
Die Probleme, von einem gegebenen Kandidaten festzustellen, ob es sich um
einen Dodgson-, Kemeny- oder Young-Wahlsieger handelt, sind allesamt als PNP|| -
vollständig bekannt [HHR97a, HSV05, RSV03] und werden als die natürlichsten
Probleme dieser Art bezeichnet (z. B. in [HHR97a]). Einen Überblick über die Ana-
lyse von Wahlsystemen und speziell über PNP|| -vollständige Problemstellungen aus
diesem Bereich liefern Hemaspaandra und Hemaspaandra [HH00]. Approximations-
möglichkeiten in Dodgson- und Young-Wahlsystemen werden von Caragiannis et al.
[CCF+09, CKKP10] untersucht. Betzler et al. [BGN10] zeigen, dass das Problem,
den Dodgson-Score eines Kandidaten anzugeben, fixed-parameter-tractable bezüg-
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lich des Dodgson-Score ist, während dies für den Young-Score nicht der Fall ist.
Kendalls Tau-Distanz und Spearmans Footrule-Distanz: Weniger aus dem
Bereich der Wahlsysteme als vielmehr aus statistischen Anwendungen heraus ent-
wickeln sich Kendalls Tau-Distanz und Spearmans Footrule-Distanz. Kendalls Tau-
Distanz wird von Kendall [Ken38] für Anwendungen in der Psychologie formal defi-
niert und eingeführt. Spearmans Footrule-Distanz entwickelt sich aus Arbeiten von
Spearman [Spe04, Spe06] über statistische Untersuchungen in der Psychologie. Sta-
tistische Eigenschaften sowohl von Kendalls Tau-Distanz als auch von Spearmans
Footrule-Distanz, beispielsweise als Rangkorrelationskoeffizient, in der Regressions-
analyse oder als Fehlerreduktionsmaß, wurden ausgiebig studiert (siehe [KG90] für
einen Überblick), wobei Spearmans Footrule-Distanz für statistische Anwendungen
teilweise als ungeeignet eingestuft wird [KG90]. Während sich die obigen Arbeiten
größtenteils auf Distanzen zwischen totalen Ordnungen beschränken, führt Critchlow
[Cri85] Hausdorff-Versionen dieser Distanzen auf schwachen Ordnungen ein. Auch
das Hauptaugenmerk von [Cri85] liegt dabei auf statistischen Eigenschaften.
Die Äquivalenz zweier Distanzen ist ein nützliches Instrument, z. B. um Ap-
proximationsalgorithmen zu übertragen. Für Kendalls Tau-Distanz und Spearmans
Footrule-Distanz für totale Ordnungen besagen die Diaconis-Graham-Ungleichungen
[DG77], dass die beiden sich nur um einen konstanten Faktor unterscheiden. Fagin
et al. [FKM+06] betrachten Distanzen für schwache Ordnungen und zeigen, dass
die Diaconis-Graham-Ungleichungen auf die Hausdorff-Version von Kendalls Tau-
Distanz und die Hausdorff-Version von Spearmans Footrule-Distanz für zwei belie-
bige Mengen von totalen Ordnungen übertragen werden können.
Distanzprobleme unter Spearmans Footrule-Distanz und Kendalls Tau-
Distanz: Die Betrachtung von Distanzproblemen beschränkt sich bislang weitest-
gehend auf geeignete Methoden, Kendalls Tau-Distanz für totale Ordnungen zu be-
rechnen, da sich Spearmans Footrule-Distanz für totale Ordnungen trivial in Li-
nearzeit berechnen lässt. Kendalls Tau-Distanz für totale Ordnungen kann trivial
in quadratischer Zeit berechnet werden, lässt sich jedoch auch in O(n log n) Schrit-
ten ermitteln [Kni66]. Dabei bezeichnet n die Größe der Domäne der betrachte-
ten Ordnungen. Durch ausgefeilte Datenstrukturen lässt sich auch diese Laufzeit
noch leicht verbessern [Die89, AP98]. Fagin et al. [FKM+06] zeigen, dass sich die
Hausdorff-Version von Kendalls Tau-Distanz und die Hausdorff-Version von Spear-
mans Footrule-Distanz für zwei schwache Ordnungen mittels Verfeinerungen charak-
terisieren lassen. Daraus ergibt sich für ihre Berechnung eine Laufzeit von O(n log n)
bzw. O(n). Knight [Kni66] gibt für die Minimalversion von Kendalls Tau-Distanz für
schwache Ordnungen ebenfalls eine Charakterisierung mittels Verfeinerungen (ohne
Beweis) an.
Rangordnungsprobleme unter Spearmans Footrule-Distanz und Kendalls
Tau-Distanz: Die hier betrachteten Rangordnungsprobleme und viele weitere Va-
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rianten werden im Gegensatz zu den Distanzproblemen, besonders auch im Hin-
blick auf ihre Komplexität, deutlich ausgiebiger studiert. Die NP-Vollständigkeit
des Rangordnungsproblems für totale Ordnungen unter Kendalls Tau-Distanz wird
von Bartholdi et al. [BTT89b] gezeigt. Dabei wird die Verwandtschaft des Problems
mit dem Feedback-Arc-Set-Problem genutzt und von diesem reduziert. Dwork et al.
[DKNS01a] reduzieren ebenfalls vom Feedback-Arc-Set-Problem und zeigen dabei,
dass das Rangordnungsproblem für totale Ordnungen unter Kendalls Tau-Distanz
bereits für eine gerade Anzahl von mindestens vier gegebenen Ordnungen NP-
vollständig ist. Kleinere Fehler im Beweis von [DKNS01a] werden in [BBD09] verbes-
sert. Das Rangordnungsproblem für totale Ordnungen unter Spearmans Footrule-
Distanz kann dagegen als bipartites Matching formuliert und effizient gelöst werden
[DKNS01a]. Als Knoten im vollständigen bipartiten Graphen dienen einerseits die
Kandidaten und andererseits die Positionen im Konsens. Für jeden Kandidaten c
und jede Position i werden nun als Gewichte der Kante {c, i} die Beiträge von c zu
Spearmans Footrule-Distanz zu den einzelnen Ordnungen aufsummiert, wenn c im
Konsens an Position i geordnet wird.
Biedl et al. [BBD09] zeigen, dass die Wahl der besten gegebenen Ordnung als
Konsens im Rangordnungsproblem für totale Ordnungen unter Kendalls Tau-Distanz
eine (2− 2
m
)-Approximation liefert, wobei m die Anzahl der gegebenen Ordnungen
ist. Ailon et al. [ACN08] geben weitere Approximationsalgorithmen für das Rang-
ordnungsproblem unter Kendalls Tau-Distanz für totale Ordnungen an. In [Ail10a]
werden diese auf das Rangordnungsproblem für schwache Ordnungen unter der Mini-
malversion von Kendalls Tau-Distanz übertragen. Der Approximationsalgorithmus
aus [Ail10a] startet dabei mit der leeren Ordnung als Ausgangslösung. Diese wird
von allen gegebenen schwachen Ordnungen und zuletzt von einer beliebigen tota-
len Ordnung verfeinert. Ailon zeigt, dass dieser Algorithmus eine 2-Approximation
liefert. Ein komplexerer, randomisierter Algorithmus aus [Ail10a], der die Mini-
malversion von Kendalls Tau-Distanz von Tripeln von Kandidaten in die Analyse
der Approximationsgüte miteinbezieht, liefert sogar eine 1.5-Approximation. Zuletzt
wird gezeigt, dass sich beide Algorithmen auf das Rangordnungsproblem für schwa-
che Ordnungen unter weiteren Distanzen, unter anderem die Hausdorff-Version von
Kendalls Tau-Distanz, übertragen lassen und auch diese bis auf einen konstanten
Faktor approximieren. Durch van Zuylen und Williamson [vZW09] wurde mit einem
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5
-Approximationsalgorithmus die aktuell beste deterministische Approximation für
das Rangordnungsproblem für schwache Ordnungen unter der Minimalversion von
Kendalls Tau-Distanz vorgestellt. Durch dieselben Autoren [vZW09] wird die 2-
Approximation aus [Ail10a] auf eine Variante des Rangordnungsproblems für totale
Ordnungen unter Kendalls Tau-Distanz übertragen, in der eine partielle Ordnung
als Vorgabe für den Konsens gegeben ist. Schalekamp und van Zuylen [SvZ09] ver-
gleichen verschiedene, heuristische Algorithmen für das Rangordnungsproblem für
totale bzw. schwache Ordnungen und zeigen, dass eine Kombination mehrerer Al-
gorithmen einem einzelnen dieser Algorithmen immer überlegen ist. In [KMS07]
wird ein PTAS für das Feedback-Arc-Set-Problem auf Turniergraphen entworfen
und dieses auf das Rangordnungsproblem für totale Ordnungen unter Kendalls Tau-
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Distanz übertragen. Die Arbeit stellt als offenes Problem die Frage, ob sich das
PTAS auf das Feedback-Arc-Set-Problem auf allgemeine Graphen, für deren Kan-
tengewichte die Dreiecksungleichung gilt, übertragen lässt. Dies würde ein PTAS für
das Rangordnungsproblem unter der Minimalversion von Kendalls Tau-Distanz für
schwache Ordnungen implizieren. Ailon [Ail10b] wandelt das PTAS aus [KMS07]
für ein Feedback-Arc-Set-Problem auf Turniergraphen ab, in dem sich die Kosten
eines Algorithmus durch die Anzahl der betrachteten Kanten des Turniergraphen
ergeben und nicht mehr durch die Anzahl der Berechnungsschritte des Algorithmus.
Als Ausblick wird auf eine entsprechende Variante des Rangordnungsproblems für
totale Ordnungen unter Kendalls Tau-Distanz verwiesen.
Die parametrisierte Komplexität des Rangordnungsproblems für totale Ordnun-
gen unter Kendalls Tau-Distanz wird im Zusammenhang mit dem Wahlsystem nach
Kemeny intensiv studiert. Dabei stellt sich heraus, dass das Problem fixed-parame-
ter-tractable unter anderem bezüglich seiner Schranke [BFG+09a], bezüglich der
Anzahl der Kandidaten [BFG+09a], bezüglich dem maximalen Wert von Kendalls
Tau-Distanz zwischen zwei gegebenen totalen Ordnungen [BFG+09a], bezüglich dem
durchschnittlichen Wert von Kendalls Tau-Distanz zwischen zwei gegebenen totalen
Ordnungen [BFG+09b] und bezüglich seiner Schranke geteilt durch die Anzahl der
Wähler [Sim09] ist. Karpinski und Schudy [KS10] geben einen Fixed-Parameter-
Algorithmus mit subexponentieller Laufzeit an. Bezüglich des durchschnittlichen
Werts von Kendalls Tau-Distanz zwischen zwei gegebenen Ordnungen wurden qua-
dratische [BGKN11] und lineare [BBN10] partielle Kerne angegeben. Ein partieller
Kern beschränkt dabei nur die Anzahl der Kandidaten, nicht jedoch die Anzahl
der Ordnungen. Bezüglich der Schranke des Problems wird ein linearer Kern so-
wohl in der Anzahl der Kandidaten, als auch in der Anzahl der Wähler angegeben
[BFG+09a].
Conitzer et al. [CDK06] sowie Davenport und Kalagnanam [DK04] betrachten in
experimentellen Studien nicht-effiziente, exakte Verfahren, z. B. Branch-and-Bound
Algorithmen, zur Berechnung eines Konsenses für das Rangordnungsproblem unter
Kendalls Tau-Distanz für totale Ordnungen.
NP-harte Varianten von Rangordnungsproblemen unter Spearmans Footrule-
Distanz, die eine Analyse der Approximierbarkeit oder der parametrisierten Kom-
plexität erfordern würden, wurden bislang nicht betrachtet.
Verallgemeinerungen von totalen Ordnungen und Spezialfälle von schwachen
Ordnungen, auf die Kendalls Tau-Distanz und Spearmans Footrule-Distanz erweitert
wurden, und für die Rangordnungsprobleme untersucht wurden, sind Top-k-Listen
[Ail10a, FKS03a] und p-Ratings [Ail10a]. Rangordnungsprobleme mit Top-k-Listen
erhalten als Eingabe totale Ordnungen über unterschiedlichen Domänen. Kandi-
daten, die nicht in der Domäne einer Ordnung enthalten sind, werden von dieser
Ordnung am wenigsten präferiert. Ailon [Ail10a] zeigt, dass das Rangordnungspro-
blem unter der Minimalversion von Kendalls Tau-Distanz für Top-k-Listen und p-
RatingsNP-vollständig ist. Dabei wird vom Feedback-Arc-Set Problem auf Turnier-
graphen reduziert. Eine Alternative zu Top-k-Listen stellt die „Coherence“-Variante
[CDFZ04] von Rangordnungsproblemen dar, die als Eingabe ebenfalls Ordnungen
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über unterschiedlichen Domänen erhält und die Größe der Schnittmengen der Domä-
nen in die Berechnung der Distanz zwischen zwei totalen Ordnungen miteinbezieht.
Eine Maximums-Variante von Rangordnungsproblemen (nicht zu verwechseln
mit der Maximumsversion einer Distanz) wird in [BBD09] erstmals vorgestellt. Hier
wird nach einem Konsens gefragt, welcher anstatt die Summe der Distanzen zu
den gegebenen Ordnungen zu minimieren, die maximale Distanz zu einer gegebe-
nen Ordnung minimiert. Es wird die NP-Vollständigkeit der Maximums-Variante
des Rangordnungsproblems für totale Ordnungen unter Kendalls Tau-Distanz, sogar
für eine konstante, gerade Anzahl von mindestens vier Ordnungen, gezeigt. Dabei
wird vom Rangordnungsproblem unter Kendalls Tau-Distanz reduziert. Weiterhin
kann das Problem 2-approximiert werden, indem eine beliebige gegebene Ordnung
als Konsens verwendet wird. Für den Beweis der Approximationsgüte wird ausge-
nutzt, dass Kendalls Tau-Distanz auf totalen Ordnungen die Dreiecksungleichung
erfüllt. Die „Popular“-Variante von Rangordnungsproblemen nach van Zuylen et al.
[vZSW11] sucht als Konsens eine totale Ordnung, so dass keine andere totale Ord-
nung existiert, die für eine Mehrheit der Wähler eine geringeren Wert von Kendalls
Tau-Distanz aufweist.
Anwendungen: Die Anwendungsmöglichkeiten von Rangordnungsproblemen be-
schränken sich bei Weitem nicht auf Wahlsysteme, aus deren Erforschung sie sich
entwickelt haben. Einen wichtigen Schritt in dieser Hinsicht stellt die Arbeit von
Dwork et al. [DKNS01a] dar, die mehrere Anwendungsmöglichkeiten von Rangord-
nungsproblemen in den Technologien des World Wide Web aufzeigt und so Impulse
für verschiedene Forschungsrichtungen gibt.
Eine in [DKNS01a] vorgeschlagene Anwendung von Rangordnungsproblemen fin-
det sich in der Metasuche. Hier sollen die Suchergebnisse einzelner Suchmaschinen
zu einem einzigen Ergebnis zusammengefasst werden. Im Gegensatz zum klassischen
Wahlsystem mit meist vielen Wählern und wenigen Kandidaten findet man hier eine
Situation mit in der Regel wenigen Wählern (Suchmaschinen) und vielen Kandida-
ten (Websites) vor. Die Vorteile der Metasuche im Vergleich zur Benutzung einer
einzigen Suchmaschine liegen vor allem darin, dass jeder einzelne Algorithmus zur
Suche im Web jeweils Vor- und Nachteile besitzt und anfällig gegen bestimmte Arten
von Spam ist. Zusätzlich verfolgen einzelne Suchmaschinen kommerzielle Interessen
und passen ihre Suchergebnisse diesen an. Dwork et al. [DKNS01a] gehen davon
aus, dass das optimale Ergebnis einer Metasuche dem Konsens eines Rangordnungs-
problems unter Kendalls Tau-Distanz entspricht. Da ein solcher NP-vollständig zu
berechnen ist, werden verschiedene Heuristiken vorgestellt und experimentell er-
probt, unter anderem ein Borda Wahlsystem und das Rangordnungsproblem für
totale Ordnungen unter Spearmans Footrule-Distanz. Letzteres erweist sich experi-
mentell dem Borda Wahlsystem gegenüber als überlegen. In einer weiteren Arbeit
entwerfen Dwork et al. [DKNS01b] eine abgeschwächte Version des Rangordnungs-
problems für totale Ordnungen unter Kendalls Tau-Distanz, welche effizient gelöst
werden kann, indem sie lokale anstatt globale Optima als Konsens zulässt. Eine to-
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tale Ordnung ist hier also ein Konsens, wenn es nicht möglich ist, mit einer einzelnen
lokalen Vertauschung die Summe der Werte von Kendalls Tau-Distanz zu den ge-
gebenen totalen Ordnungen zu verringern. Diese Variante wird experimentell in der
Metasuche getestet und stellt sich als geeignet heraus, um Spam in Suchmaschin-
energebnissen zu bekämpfen. Yager und Kreinovich [YK99] führen die Metasuche
mit Varianten des Borda Wahlsystems durch und formulieren Kriterien, die ein sol-
ches erfüllen sollte. Aslam und Montague [AM01b] vergleichen eine Metasuche mit
Hilfe von Borda-Wahlsystemen („Borda-Fuse“) mit anderen Metasuchverfahren. Sie
stellen dabei als Vorteil die Einfachheit des Algorithmus, sowie die Tatsache, dass
keine Trainingsdaten und Lernphasen benötigt werden, heraus. Dieselben Autoren
vergleichen in [AM01a] Borda-Fuse experimentell mit anderen Metasuchverfahren
im Hinblick auf Konsistenz, d. h. auf die Fähigkeit, das sich mit der Zeit ändernde
Verhalten einer Suchmaschine „auszubalancieren“. Ebenfalls Aslam und Montague
[MA02] entwerfen einen Metasuchalgorithmus, der dem Rangordnungsproblem un-
ter Kendalls Tau-Distanz ähnelt („Condorcet-Fuse“). Für dieses wird eine Lösung
angenähert, indem das Problem als Feedback-Arc-Set-Problem formuliert wird, und
anschließend Zyklen derart aufgebrochen werden, dass das Condorcet-Kriterium er-
halten bleibt. Experimente der Autoren zeigen, dass Condorcet-Fuse ein besseres
Ergebnis liefert als Borda-Fuse. Wegen der höheren Laufzeit wird er aber als in der
Praxis schlecht einsetzbar bezeichnet. Renda und Straccia [RS03] vergleichen ex-
perimentell Borda-Fuse mit einem vergleichsbasierten Verfahren auf Grundlage von
Markov-Ketten. Sie stellen dabei fest, dass Letzteres die besseren Ergebnisse liefert.
Fagin et al. [FKM+03] analysieren die unterschiedlichen Bedürfnisse von Rangord-
nungsproblemen als Lösungsverfahren für die Metasuche im Intranet im Vergleich
zum Internet.
Mit der Metasuche eng verwandte Anwendungen von Rangordnungsproblemen
nach [DKNS01a] liegen im Bereich des Information-Retrieval und in der Multi-
Kriterien-Suche. Als Beispiel für ein Information-Retrieval-Verfahren [DKNS01a]
werden auf einer Menge von Dokumenten verschiedene Suchanfragen durchgeführt.
Dabei existieren verschiedene Methoden, die für eine Suchanfrage die passendsten
Ergebnisse liefern. Auch hier stellt sich das Problem, die Ergebnisse verschiede-
ner Methoden zu einem passenden Gesamtergebnis zusammenzustellen. Die Multi-
Kriterien-Suche findet sich beispielsweise bei der Suche im Web anhand mehrerer
Suchbegriffe. Während eine Verknüpfung der Suchbegriffe mit „UND“ oft keine oder
nur sehr wenige Suchtreffer liefert, liefert eine Verknüpfung mit „ODER“ meist ein
zu großes und unübersichtliches Suchergebnis. Abhilfe kann hier laut [DKNS01a] ein
Rangordnungsproblem schaffen, welches die Anfragen für jeden einzelnen Suchbegriff
stellt, und die Suchergebnisse aggregiert.
Rangordnungsprobleme werden auch in der Ähnlichkeitssuche, beispielsweise in
der Schrifterkennung oder für Anfragen in Multimedia-Datenbanken, verwendet.
Hier stehen verschiedene Verfahren zur Verfügung, die ein gegebenes Muster klassifi-
zieren und dabei eine totale Ordnung über der Menge der Klassen liefern. Je höher ei-
ne Klasse geordnet wird, umso größer ist die Wahrscheinlichkeit, dass das Muster zu
dieser Klasse gehört. Für eine zuverlässigere Mustererkennung empfiehlt es sich nun,
30 Kapitel 2. Verwandte Arbeiten
die Ergebnisse von verschiedenen Verfahren zu kombinieren, und damit ein Rang-
ordnungsproblem zu lösen. In [vES00] werden dazu teilweise abgewandelte Borda-
Wahlsysteme vorgeschlagen, getestet und Vor- und Nachteile erörtert. Multimedia-
Datenbanken enthalten oft komplexe Objekte (z. B. Bilder und Videos), die anhand
von verschiedenen Kriterien geordnet werden können. Eine Datenbankanfrage nach
Objekten, die mehrere Kriterien „gut erfüllen“, stellt ebenfalls ein Rangordnungs-
problem dar. Verschiedene Verfahren zu dessen Lösung werden in [Fag99, FLN03]
vorgestellt, ein Überblick findet sich in [Fag02]. Fagin et al. [FKS03b] entwickeln
mit Hilfe eines Rangordnungsproblems einen Algorithmus für Datenbankanwendun-
gen, der mit nur wenigen Informationen aus den gegebenen Ordnungen bereits ein
Ergebnis liefert.
Auch in lernenden Verfahren treten Rangordnungsprobleme als Teilprobleme auf.
Cohen et al. [CSS99] geben als Beispiel unter anderem ein Verfahren an, welches ei-
nem Kunden eine Liste von Kaufvorschlägen unterbreitet. Diese Liste wird aus den
Ergebnissen diverser Präferenz-Funktionen berechnet, die für jedes Paar von Kan-
didaten / Produkten durch einen Wert zwischen 0 und 1 die Wahrscheinlichkeit
für die Reihenfolge des Paares angibt. Zusätzlich fließt auch immer wieder Feed-
back vom Kunden in die Berechnung der Liste mit ein. In [CSS99] wird die NP-
Vollständigkeit solcher Probleme gezeigt. Verschiedene Lösungsansätze finden sich
in [CSS99, LL02, ACN08].
Biedl et al. [BBD09] zeigen Zusammenhänge zwischen Rangordnungsproblemen
und dem Zeichnen von Graphen auf. Es werden speziell das Rangordnungsproblem
für totale Ordnungen unter Kendalls Tau-Distanz und Kreuzungsminimierungspro-
bleme in bipartiten Graphen gegenüber gestellt, sowie der Zusammenhang zwischen
Rangordnungsproblemen und Penaltygraphen beleuchtet.
Rangordnungsprobleme finden weiterhin Anwendung in der Biologie. Sese und
Morishita [SM01] schlagen vor, Ordnungen mit Informationen zur Genexpression, die
auf verschiedene Arten gefunden wurden, mit Hilfe eines Rangordnungsproblems für
totale Ordnungen unter Kendalls Tau-Distanz zu einem Gesamtergebnis zusammen-
zufassen. Die Lösung des Verfahrens wird dabei mit einem Sortierverfahren ähnlich
dem Bubblesort-Algorithmus angenähert. Ihr Vorschlag wurde beispielsweise aufge-
griffen, um jeweils verschiedene Forschungsergebnisse über das Endocannabinoid-
System beim Menschen bzw. bei der Ratte zu aggregieren [MGP07]. Auch das Zu-
sammenstellen von genetischen Informationen, die aus verschiedenen Populationen
einer Spezies gewonnen wurden, lässt sich als Rangordnungsproblem formulieren.
Jackson et al. [JSA08] modellieren dies als ein Rangordnungsproblem für partielle
Ordnungen unter einer Variante von Kendalls Tau-Distanz und lösen das Problem,
indem ein Branch-and-Bound Algorithmus mit einem heuristischen Verfahren kom-
biniert wird.
Die praktische Relevanz der Erforschung von Rangordnungsproblemen wird nicht
zuletzt auch gut anhand eines Artikels von Aggarwal et al. [AAC+08] deutlich, in
welchem zehn Schwerpunkte in der theoretischen Forschung bei Google aufgelistet
werden. Einer davon ist der Zusammenhang zwischen Rangordnungsproblemen und
dem maschinellen Lernen.
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Feedback-Arc-Set-Probleme: Die in der Arbeit betrachteten Problemstellun-
gen weisen häufig Parallelen zum Feedback-Arc-Set Problem auf allgemeinen Gra-
phen, zum Feedback-Arc-Set-Problem auf Turniergraphen und zum eingeschränkten
Feedback-Arc-Set-Problem auf Turniergraphen auf. Aus diesem Grund soll auch der
aktuelle Stand der Forschung über diese Probleme bezüglich ihrer Komplexität, ihrer
Approximierbarkeit und ihrer parametrisierten Komplexität hier kurz wiedergege-
ben werden. Im Folgenden sei n die Anzahl der Knoten des gegebenen Graphen
und k die Schranke des Problems. Das Feedback-Arc-Set-Problem auf allgemei-
nen Graphen ist eines der „klassischen“ NP-vollständigen Probleme [GJ90, Kar72].
Die NP-Härte des Problems wird durch eine Reduktion vom Vertex-Cover-Problem
gezeigt. Das Problem ist weiterhin als APX-hart bekannt [Kan92]. Der im Mo-
ment beste Approximationsalgorithmus für das Feedback-Arc-Set-Problem auf all-
gemeinen Graphen stammt von Even et al. [ENSS98] und besitzt eine Approxima-
tionsgüte von O(log n log log n). Zuletzt ist das Problem auch als fixed-parameter-
tractable bekannt. Chen et al. [CLL+08] geben hierzu einen Algorithmus mit Laufzeit
O(n44kk3k!) an. Ihr Algorithmus ist ursprünglich für das gerichtete Feedback-Vertex-
Set-Problem gedacht, lässt sich aber auf das Feedback-Arc-Set-Problem übertragen.
Eades et al. [ELS93] zeigen, dass immer ein Feedback-Arc-Set bestehend aus m
2
− n
6
Kanten existiert.
Ein Spezialfall des Feedback-Arc-Set-Problems auf allgemeine Graphen ist das
Feedback-Arc-Set-Problem auf Turniergraphen. SeineNP-Vollständigkeit wird zwar
bereits 1992 vermutet [BJT92], gilt dann allerdings lange als bekanntes offenes Pro-
blem. Einen entscheidenden Schritt zum Beweis dieser Vermutung stellt eine ran-
domisierte Reduktion vom Feedback-Arc-Set-Problem auf allgemeinen Graphen auf
das Feedback-Arc-Set-Problem auf Turniergraphen dar [ACN08]. Den endgültigen
Beweis der NP-Härte des Problems liefern unabhängig voneinander Alon [Alo06]
und Charbit et al. [CTY07], die diese Reduktion derandomisieren. Nachdem bereits
eine 5-Approximation für Spezialfälle der gewichteten Version bekannt ist [CFR10],
zeigen Ailon et al. [ACN08], dass das Feedback-Arc-Set-Problem auf Turniergraphen
3-approximierbar ist. Sie verwenden dabei einen Algorithmus, der an das Quicksort-
Sortierverfahren angelehnt ist. Die parametrisierte Komplexität des Feedback-Arc-
Set-Problems auf Turniergraphen ist ein ausgiebig studiertes Problem. Seine Fixed-
Parameter-Tractability wurde von Raman und Saurab [RS06] durch Angeben eines
Algorithmus mit Laufzeit O(2.415k ·nO(1)) gezeigt. Dom et al. [DGH+10] geben einen
Algorithmus an, der einen Kern, bestehend aus O(k2) Knoten, berechnet. Dieses Re-
sultat wird in [BFG+11] verbessert, indem ein Kern bestehend aus O(k) Knoten er-
rechnet wird. Die aktuell schnellsten Fixed-Parameter-Algorithmen zur Lösung des
Feedback-Arc-Set-Problems auf Turniergraphen stammen von Alon et al. [ALS09]
mit einer Laufzeit von O(2O(
√
k+log2 k)+nO(1)) und von Karpinsky und Schudy [KS10]
mit einer Laufzeit von O(2O(
√
k) + nO(1)).
Die NP-Härte des eingeschränkten Feedback-Arc-Set-Problems auf Turniergra-
phen ergibt sich sofort aus der NP-Härte des Feedback-Arc-Set-Problems auf Tur-
niergraphen. Das eingeschränkte Feedback-Arc-Set-Problem auf Turniergraphen ist
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weiterhin 3-approximierbar und in Spezialfällen sogar 2-approximierbar [vZW09].
Der Approximationsalgorithmus aus [vZW09] wird im Beweis von Satz 4.4 leicht
abgewandelt verwendet. Bezüglich seiner parametrisierten Komplexität wird das ein-
geschränkte Feedback-Arc-Set-Problem auf Turniergraphen bislang nicht gesondert
untersucht, jedoch lässt sich zumindest der quadratische Kern aus [DGH+10] für das
Feedback-Arc-Set-Problem auf Turniergraphen leicht übertragen.
Eine Variante von Rangordnungsproblemen, die näher mit Feedback-Arc-Set-
Problemen verwandt ist als die in dieser Arbeit untersuchten Probleme, sind Slater-
Rankings. Hier wird für ein Paar von Kandidaten x und y nur berücksichtigt, welcher
von beiden von der Mehrheit der Wähler bevorzugt wird, jedoch nicht die Differenz
zwischen der Anzahl der Wähler, die x bevorzugen, und der Anzahl der Wähler, die
y bevorzugen. Die Problemstellung ist NP-vollständig, kann jedoch in Spezialfällen
effizient gelöst werden [Con06].
Manipulierbarkeit von Wahlsystemen: Ein komplexes Forschungsgebiet im
Bereich der Wahlsysteme, in welchem die Analyse von deren Komplexität eine zen-
trale Rolle spielt, ist die Frage nach deren Manipulierbarkeit. Hier wird festgestellt,
dass jedes vernünftige Wahlsystem manipulierbar ist [Gib73, Sat75, DS00]. In fun-
damentalen Arbeiten von Bartholdi et al. [BTT89a, BTT92] und von Bartholdi
und Orlin [BO91] wird deshalb die Frage nach der Komplexität einer Manipulation
aufgeworfen. Da sich diese Arbeit nicht mit Fragen der Manipulierbarkeit auseinan-
dersetzt, wird hier auf die Übersichten über dieses Forschungsgebiet von Faliszewski
et al. [FHH10, FHHR06] verwiesen.
Grundlegende Arbeiten: Die vorliegende Arbeit befasst sich mit der Analyse
von Problemen in mehreren Teilbereichen der Algorithmik, zu denen grundlegende
Arbeiten und eine Vielzahl von Büchern existieren. Die Grundlagen der Algorithmik
und der effizienten Algorithmen finden sich beispielsweise in [CLRS00]. Speziell mit
Approximationsalgorithmen befassen sich beispielsweise [Hoc97, Vaz04]. Für einen
Einblick in die parametrisierte Komplexität wird auf die Arbeiten von Downey und
Fellows [DF99], Flum und Grohe [FG06], sowie Niedermeier [Nie06] verwiesen. Die
Grundlagen der Komplexitätstheorie werden in [GJ90, Pap94] zusammengefasst.
Die grundlegenden Arbeiten zur polynomiellen Hierarchie stammen von Stockmeyer
[Sto76], Wagner [Wag87, Wag90] sowie Buss und Hay [BH91].
Fazit: Aus der Übersicht über die verwandten Arbeiten lässt sich feststellen, dass
es sich bei vorliegendem Themengebiet um ein sehr altes und ausgiebig studiertes
Forschungsgebiet handelt. Auffällig ist, dass sich die Anwendungsgebiete im Laufe
der Zeit stark verschoben haben, was auch der Erforschung des Themengebiets im-
mer wieder neue Impulse gegeben hat. Während ursprünglich die Frage der Fairness
einer (politischen) Wahl im Vordergrund stand, ist durch neue Anwendungen in der
heutigen Zeit die Komplexität der Probleme zu einem entscheidenden Aspekt gewor-
den. Zu den klassischen Meilensteinen der Analyse von Wahlsystemen beispielsweise
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von Condorcet [Con85], Borda [Bor81], Arrow [Arr50], Kemeny [Kem59], Dodgson
[Dod76] und Young [You77] sind dementsprechend einige neue, entscheidende Arbei-
ten hinzugekommen. So haben z. B. die Arbeiten von Bartholdy et al. [BTT89b] und
von Dwork et al. [DKNS01a] die Erforschung der Komplexität von Wahlsystemen
angestoßen bzw. motiviert.
Als Ausgangspunkt für die vorliegende Arbeit können die Arbeiten von Critch-
low [Cri85] und von Fagin et al. [FKM+06] gesehen werden. Hier wurden Kendalls
Tau-Distanz und Spearmans Footrule-Distanz von totalen Ordnungen auf schwache
Ordnungen verallgemeinert und in den Kontext der Rangordnungsprobleme gestellt,
so dass sich unmittelbar die Frage nach der Betrachtung noch allgemeinerer Ord-
nungen stellte.
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3
Grundlagen
In diesem Kapitel werden teils bekannte und teils neue Sachverhalte aufgezeigt,
die im weiteren Verlauf der Arbeit immer wieder benötigt werden, oder die für
zukünftige Arbeiten von Bedeutung sein könnten.
3.1 Distanzen auf allgemeinen Ordnungen
3.1.1 Alternative Sichtweise auf Distanzprobleme
Eine alternative Sicht auf Distanzprobleme ergibt sich durch die Darstellung der
Minimalversion, der Maximalversion, der Hausdorff-Version nd der Zentralversion
einer Distanz mit Quantoren. Diese Sichtweise wird im Laufe der Arbeit mehrmals
intuitiv verwendet. Ihre Korrektheit ergibt sich direkt aus der Definition der Dis-
tanzprobleme (Definition 1.6) und der Definition von Distanzen auf allgemeineren
Ordnungen (Definition 1.3).
Lemma 3.1. Seien κ und µ partielle Ordnungen über einer Domäne D, sei k ∈ N
und sei d Kendalls Tau-Distanz bzw. Spearmans Footrule-Distanz. Dann gilt
(i) für das Distanzproblem unter dMin für κ und µ:
dMin(κ, µ) ≤ k ⇔ ∃
κ′∈Ext(κ)
∃
µ′∈Ext(µ)
d(κ′, µ′) ≤ k
(ii) für das Distanzproblem unter dMax für κ und µ:
dMax(κ, µ) ≤ k ⇔ ∀
κ′∈Ext(κ)
∀
µ′∈Ext(µ)
d(κ′, µ′) ≤ k
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(iii) für das Distanzproblem unter dH für κ und µ:
dH(κ, µ) ≤ k ⇔ ∀
κ′∈Ext(κ)
∃
µ′∈Ext(µ)
d(κ′, µ′) ≤ k ∧ ∀
µ′∈Ext(µ)
∃
κ′∈Ext(κ)
d(κ′, µ′) ≤ k
(iv) für das Distanzproblem unter dZ für κ und µ:
dZ(κ, µ) ≤ k ⇔ ∃
κ′∈Ext(κ)
∀
µ′∈Ext(µ)
d(κ′, µ′) ≤ k ∨ ∃
µ′∈Ext(µ)
∀
κ′∈Ext(κ)
d(κ′, µ′) ≤ k
3.1.2 Die Verallgemeinerungen einer Distanz auf totalen Ord-
nungen
Betrachtet man die Minimalversion, Maximalversion, Hausdorff-Version und Zen-
tralversion einer Distanz zwischen zwei totalen Ordnungen, so stellt man sofort fest,
dass alle Distanzen zusammenfallen.
Lemma 3.2. Seien σ und τ zwei totale Ordnungen über einer Domäne D und
sei d Kendalls Tau-Distanz bzw. Spearmans Footrule-Distanz. Dann gilt d(σ, τ) =
dMin(σ, τ) = dMax(σ, τ) = dH(σ, τ) = dZ(σ, τ).
Beweis. Die Aussage folgt unmittelbar aus der Tatsache, dass für totale Ordnungen
σ und τ offensichtlich Ext(σ) = {σ} und Ext(τ) = {τ} gilt. 
Aufgrund dieser Erkenntnis wird im weiteren Verlauf der Arbeit für zwei totale
Ordnungen keine Unterscheidung zwischen d, dMin, dMax, dH und dZ gemacht und
einfach von der d Distanz zwischen zwei totalen Ordnungen gesprochen.
Für Distanzprobleme, bei denen zumindest noch eine Ordnung total ist, fallen
ebenfalls Distanzen zusammen. Auch hier wird ausgenutzt, dass Ext(σ) = {σ} für
jede totale Ordnung σ gilt. Betrachtet man die Minimalversion, Maximalversion,
Hausdorff-Version und Zentralversion einer Distanz zwischen einer totalen und einer
partiellen Ordnung, so lässt sich folgendes Ergebnis festhalten.
Lemma 3.3. Sei σ eine totale Ordnung und sei κ eine partielle Ordnung über einer
Domäne D und sei d Kendalls Tau Distanz bzw. Spearmans Footrule-Distanz. Dann
gilt dMin(κ, σ) = dZ(κ, σ) und dMax(κ, σ) = dH(κ, σ).
Beweis. Es wird zunächst dMin(κ, σ) = dZ(κ, σ) gezeigt. Für dMin(κ, σ) und ein
k ∈ N gilt
dMin(κ, σ) ≤ k ⇔ ∃
κ′∈Ext(κ)
∃
σ′∈Ext(σ)
d(κ′, σ′) ≤ k
⇔ ∃
κ′∈Ext(κ)
d(κ′, σ) ≤ k .
Die erste Äquivalenz gilt aufgrund von Lemma 3.1. Da σ eine totale Ordnung
ist, gilt Ext(σ) = {σ} und daraus folgt die zweite Äquivalenz.
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Für dZ(κ, σ) und ein k ∈ N gilt
dZ(κ, σ) ≤ k ⇔ ∃
κ′∈Ext(κ)
∀
σ′∈Ext(σ)
d(κ′, σ′) ≤ k ∨ ∃
σ′∈Ext(σ)
∀
κ′∈Ext(κ)
d(κ′, σ′) ≤ k
⇔ ∃
κ′∈Ext(κ)
d(κ′, σ) ≤ k ∨ ∀
κ′∈Ext(κ)
d(κ′, σ) ≤ k
⇔ ∃
κ′∈Ext(κ)
d(κ′, σ) ≤ k .
Die ersten beiden Äquivalenzen gelten analog zu oben. Die dritte Äquivalenz gilt, da
offensichtlich das zweite Argument der Disjunktion das erste Argument impliziert.
Damit gilt dMin(κ, σ) ≤ k ⇔ dZ(κ, σ) ≤ k und damit dMin(κ, σ) = dZ(κ, σ).
Es wird nun dMax(κ, σ) = dH(κ, σ) gezeigt. Die einzelnen Äquivalenzen gelten
analog zu eben. Für dMax(κ, σ) und ein k ∈ N gilt
dMax(κ, σ) ≤ k ⇔ ∀
κ′∈Ext(κ)
∀
σ′∈Ext(σ)
d(κ′, σ′) ≤ k
⇔ ∀
κ′∈Ext(κ)
d(κ′, σ) ≤ k .
Für dH(κ, σ) und ein k ∈ N gilt
dH(κ, σ) ≤ k ⇔ ∀
κ′∈Ext(κ)
∃
σ′∈Ext(σ)
d(κ′, σ′) ≤ k ∧ ∀
σ′∈Ext(σ)
∃
κ′∈Ext(κ)
d(κ′, σ′) ≤ k
⇔ ∀
κ′∈Ext(κ)
d(κ′, σ) ≤ k ∧ ∃
κ′∈Ext(κ)
d(κ′, σ) ≤ k
⇔ ∀
κ′∈Ext(κ)
d(κ′, σ) ≤ k .
Damit gilt dMax(κ, σ) ≤ k ⇔ dH(κ, σ) ≤ k und damit dMax(κ, σ) = dH(κ, σ). 
3.1.3 Distanzen, Distanzmaße und Metriken
Bei der Betrachtung von Distanzen kann es aus vielerlei Hinsicht nützlich sein, dass
diese die Eigenschaften einer Metrik erfüllen. Kendalls Tau-Distanz für totale Ord-
nungen und Spearmans Footrule-Distanz für totale Ordnungen sind als Metriken
bekannt [KG90]. Da für eine Metrik d ihre Hausdorff-Version ebenfalls eine Metrik
ist [Hau78], sind auch die Hausdorff-Version von Kendalls Tau-Distanz auf partiellen
Ordnungen und die Hausdorff-Version von Spearmans Footrule-Distanz auf partiel-
len Ordnungen Metriken. Durch ein einfaches Gegenbeispiel lässt sich zeigen, dass
die weiteren in dieser Arbeit betrachteten Distanzen keine Metriken sind.
Lemma 3.4. Die folgenden Distanzen sind keine Metriken:
(i) die Minimalversion von Kendalls Tau-Distanz für schwache Ordnungen,
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(ii) die Minimalversion von Spearmans Footrule-Distanz für schwache Ordnungen,
(iii) die Maximalversion von Kendalls Tau-Distanz für schwache Ordnungen,
(iv) die Maximalversion von Spearmans Footrule-Distanz für schwache Ordnungen,
(v) die Zentralversion von Kendalls Tau-Distanz für schwache Ordnungen und
(vi) die Zentralversion von Spearmans Footrule-Distanz für schwache Ordnungen.
Beweis. Alle Aussagen lassen sich durch Auswerten eines einfachen Gegenbeispiels
zeigen. Sei dazu D = {c1, c2, c3, c4} und seien die Ordnungen κ und µ über D wie
folgt gegeben.
c1 ≺κ c2 ≺κ c3 ≺κ c4
c4 ≺µ c3 ≺µ c2 ≺µ c1
Zusätzlich sei ν die leere Ordnung über D.
(i) Es gilt KMin(κ, ν) = 0, KMin(µ, ν) = 0 und KMin(κ, µ) = 6.
(ii) Es gilt FMin(κ, ν) = 0, FMin(µ, ν) = 0 und FMin(κ, µ) = 8.
(iii) Es gilt KMax(ν, ν) = 6.
(iv) Es gilt FMax(ν, ν) = 8.
(v) Es gilt KZ(κ, ν) = 0, KZ(µ, ν) = 0 und KZ(κ, µ) = 6.
(vi) Es gilt FZ(κ, ν) = 0, FZ(µ, ν) = 0 und FZ(κ, µ) = 8.
Aus diesem Beispiel lässt sich sofort ablesen, dass die Minimalversion n die Zentral-
version von Kendalls Tau-Distanz bzw. Spearmans Footrule-Distanz sowohl die Be-
dingung der Regularität als auch die Dreiecksungleichung verletzen. Ebenso verletzt
die Maximalversion von Kendalls Tau-Distanz bzw. Spearmans Footrule-Distanz die
Bedingung der Regularität. Damit ist keine der Distanzen ein Distanzmaß oder eine
Metrik.
Der Vollständigkeit halber wird noch bewiesen, dass die Maximalversion von
Kendalls Tau-Distanz bzw. Spearmans Footrule-Distanz für partielle Ordnungen
die Dreiecksungleichung erfüllt. Seien dazu κ, µ und ν beliebige partielle Ordnungen
über einer Domäne D. Seien weiterhin κ′ ∈ Ext(κ) und µ′ ∈ Ext(µ) totale Erweite-
rungen, so dass gilt KMax(κ, µ) = K(κ′, µ′). Sei zuletzt ν ′ ∈ Ext(ν) eine beliebige
totale Erweiterung von ν. Da Kendalls Tau-Distanz auf totalen Ordnungen eine
Metrik ist, folgt K(κ′, µ′) ≤ K(κ′, ν ′) + K(ν ′, µ′). Da aber K(κ′, ν ′) ≤ KMax(κ, ν)
und K(ν ′, µ′) ≤ KMax(ν, µ) gilt, ergibt sich sofort KMax(κ, µ) ≤ KMax(κ, ν) +
KMax(ν, µ). Damit gilt die Dreiecksungleichung für die Maximalversion von Kendalls
Tau-Distanz. Für den entsprechenden Beweis für die Maximalversion von Spearmans
Footrule-Distanz seien κ′′ ∈ Ext(κ) und µ′′ ∈ Ext(µ) totale Erweiterungen, so dass
3.2. Erweiterung und Anpassung der Ergebnisse von Fagin et al. über Verfeinerungen 39
gilt FMax(κ, µ) = F (κ′′, µ′′). Weiterhin sei ν ′′ ∈ Ext(ν) eine beliebige totale Erwei-
terung von ν. Da Spearmans Footrule-Distanz auf totalen Ordnungen eine Metrik
ist, folgt F (κ′′, µ′′) ≤ F (κ′′, ν ′′) + F (ν ′′, µ′′). Da aber F (κ′′, ν ′′) ≤ FMax(κ, ν) und
F (ν ′′, µ′′) ≤ FMax(ν, µ) gilt, ergibt sich sofort FMax(κ, µ) ≤ FMax(κ, ν)+FMax(ν, µ).
Damit gilt die Dreiecksungleichung für die Maximalversion von Spearmans Footrule-
Distanz. 
3.2 Erweiterung und Anpassung der Ergebnisse von
Fagin et al. über Verfeinerungen
Fagin et al. [FKM+06] untersuchen die Hausdorff-Version von Kendalls Tau-Distanz
und die Hausdorff-Version von Spearmans Footrule-Distanz für schwache Ordnun-
gen. Im Laufe der Arbeit werden diese Erkenntnisse auf andere Distanzen für schwa-
che Ordnungen übertragen. In diesem Abschnitt werden nun zwei Aussagen aus
[FKM+06] angegeben und für die Zwecke dieser Arbeit geeignet abgewandelt, so-
dass insgesamt sechs Aussagen entstehen, die für die Berechnung der Minimalversi-
on, der Maximalversion, der Hausdorff-Version und der Zentralversion von Kendalls
Tau-Distanz bzw. Spearmans Footrule-Distanz von zentraler Bedeutung sein wer-
den.
Lemma 3.7 und Lemma 3.9 befassen sich mit einer totalen Ordnung σ und einer
schwachen Ordnung κ über einer Domäne D. Gesucht ist eine totale Erweiterung
τ ∈ Ext(κ), so dass K(τ, σ) minimal ist unter allen totalen Erweiterungen von
κ bzw. F (τ, σ) minimal ist unter allen totalen Erweiterungen von κ bzw. K(τ, σ)
maximal ist unter allen totalen Erweiterungen von κ bzw. F (τ, σ) maximal ist unter
allen totalen Erweiterungen von κ. Lemma 3.7 und Lemma 3.9 ermitteln nun mit
welcher totalen Ordnung κ verfeinert werden muss um als Ergebnis τ zu erhalten.
Die Ergebnisse der beiden Lemmata sind in Tabelle 3.1 aufgelistet.
Tabelle 3.1. Ergebnisse von Lemma 3.7 und Lemma 3.9 im Überblick
Lemma 3.7 K(τ, σ) wird minimiert für τ = σ ∗ κ
Lemma 3.7 F (τ, σ) wird minimiert für τ = σ ∗ κ
Lemma 3.9 K(τ, σ) wird maximiert für τ = σR ∗ κ
Lemma 3.9 F (τ, σ) wird maximiert für τ = σR ∗ κ
Lemma 3.8, Lemma 3.10, Lemma 3.11 und Lemma 3.12 befassen sich anschlie-
ßend mit zwei schwachen Ordnungen µ und κ über einer Domäne D. Gesucht ist eine
totale Erweiterung σ ∈ Ext(µ), so dass K(σ ∗ κ, σ) minimal ist unter allen totalen
Erweiterungen von µ bzw. F (σ ∗κ, σ) minimal ist unter allen totalen Erweiterungen
von µ bzw. K(σ ∗ κ, σ) maximal ist unter allen totalen Erweiterungen von µ bzw.
F (σ ∗ κ, σ) maximal ist unter allen totalen Erweiterungen von µ bzw. K(σR ∗ κ, σ)
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minimal ist unter allen totalen Erweiterungen von µ bzw. F (σR ∗ κ, σ) minimal ist
unter allen totalen Erweiterungen von µ bzw. K(σR ∗ κ, σ) maximal ist unter allen
totalen Erweiterungen von µ bzw. F (σR∗κ, σ) maximal ist unter allen totalen Erwei-
terungen von µ. Lemma 3.8, Lemma 3.10, Lemma 3.11 und Lemma 3.12 ermitteln
nun mit welcher totalen Ordnung µ verfeinert werden muss um als Ergebnis σ zu
erhalten. Die Ergebnisse der Lemmata sind in Tabelle 3.2 aufgelistet.
Tabelle 3.2. Ergebnisse von Lemma 3.8, Lemma 3.10, Lemma 3.11 und Lemma 3.12
im Überblick
Lemma 3.8 K(σ ∗ κ, σ) wird maximiert für σ = ρ ∗ κR ∗ µ
Lemma 3.8 F (σ ∗ κ, σ) wird maximiert für σ = ρ ∗ κR ∗ µ
Lemma 3.10 K(σ ∗ κ, σ) wird minimiert für σ = ρ ∗ κ ∗ µ
Lemma 3.10 F (σ ∗ κ, σ) wird minimiert für σ = ρ ∗ κ ∗ µ
Lemma 3.11 K(σR ∗ κ, σ) wird maximiert für σ = ρ ∗ κR ∗ µ
Lemma 3.11 F (σR ∗ κ, σ) wird maximiert für σ = ρ ∗ κR ∗ µ
Lemma 3.12 K(σR ∗ κ, σ) wird minimiert für σ = ρ ∗ κ ∗ µ
Lemma 3.12 F (σR ∗ κ, σ) wird minimiert für σ = ρ ∗ κ ∗ µ
Vor den bereits erwähnten zentralen Aussagen dieses Abschnitts werden zwei
Aussagen aus [FKM+06], die für deren Beweis benötigt werden, angegeben.
Lemma 3.5. [FKM+06] Seien i1, i2, j1, j2 ∈ N und gelte i1 ≤ j1 und i2 ≤ j2. Dann
gilt |i1 − i2|+ |j1 − j2| ≤ |i1 − j2|+ |i2 − j1|.
Lemma 3.6. [FKM+06] Sei σ eine totale Ordnung und sei κ eine schwache Ordnung
über einer Domäne D. Weiterhin gelte σ 6= κ. Dann existieren Kandidaten x, y ∈ D,
so dass σ(y) = σ(x) + 1 und y ≺κ x oder y ∼=κ x gilt. Wenn κ ebenfalls eine totale
Ordnung ist, dann gilt y ≺κ x.
Im Folgenden werden nun die oben bereits im Überblick erwähnten Aussagen
vorgestellt. Die ersten beiden Aussagen sind direkt aus [FKM+06] übernommen und
werden deshalb ohne Beweis angegeben.
Lemma 3.7. [FKM+06] Sei σ eine totale Ordnung und sei κ eine schwache Ordnung
über einer Domäne D. Dann wird F (τ, σ) über allen τ ∈ Ext(κ) minimiert für
τ = σ ∗ κ. Ebenso wird K(τ, σ) über allen τ ∈ Ext(κ) minimiert für τ = σ ∗ κ.
Lemma 3.8. [FKM+06] Seien κ und µ schwache Ordnungen und sei ρ eine beliebige
totale Ordnung über einer Domäne D. Dann wird F (σ ∗ κ, σ) über allen σ ∈ Ext(µ)
maximiert für σ = ρ∗κR∗µ. Ebenso wird K(σ∗κ, σ) über allen σ ∈ Ext(µ) maximiert
für σ = ρ ∗ κR ∗ µ.
Analog zu Lemma 3.7 und Lemma 3.8 werden nun die weiteren Aussagen bewie-
sen. Dabei lassen sich die Beweistechniken aus [FKM+06] übertragen.
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Lemma 3.9. (angepasst aus [FKM+06]) Sei σ eine totale Ordnung und sei κ eine
schwache Ordnung über einer Domäne D. Dann wird F (τ, σ) über allen τ ∈ Ext(κ)
maximiert für τ = σR ∗κ. Ebenso wird K(τ, σ) über allen τ ∈ Ext(κ) maximiert für
τ = σR ∗ κ.
Beweis. Für eine totale Erweiterung τ ∈ Ext(κ) existiert eine totale Ordnung pi über
D, so dass gilt τ = pi∗κ. Die Aussage des Lemmas wird nun bewiesen, indem gezeigt
wird, dass F (σ, σR ∗ κ) ≥ F (σ, pi ∗ κ) und K(σ, σR ∗ κ) ≥ K(σ, pi ∗ κ) für alle totalen
Ordnungen pi über D gilt. Sei nun
U = {pi ∈Mt(D) : F (σ, σR ∗ κ) < F (σ, pi ∗ κ)}
und sei
V = {pi ∈Mt(D) : K(σ, σR ∗ κ) < K(σ, pi ∗ κ)} .
Weiterhin sei S = U ∪ V .
Wenn S leer ist, dann ist das Lemma bewiesen. Deshalb wird nun angenommen,
dass S nicht leer ist und dies zumWiderspruch geführt. Von allen totalen Ordnungen
aus S wird nun pi+ derart gewählt, dass K(σR, pi+) minimiert wird.
Offensichtlich gilt σR /∈ S, denn σR ∈ S würde F (σ, σR ∗ κ) < F (σ, σR ∗ κ) oder
K(σ, σR ∗ κ) < K(σ, σR ∗ κ) implizieren. Damit ist σR 6= pi+ und nach Lemma 3.6
existieren x, y ∈ D mit pi+(y) = pi+(x) + 1 und y ≺σR x. Sei nun pi∗ diejenige totale
Ordnung, die aus pi+ durch eine lokale Vertauschung von x und y entsteht. Dann gilt
K(σR, pi∗) = K(σR, pi+) − 1. Falls also im Folgenden festgestellt wird, dass pi∗ ∈ S
gilt, so stellt dies einen Widerspruch dar zur Annahme, dass pi+ von allen totalen
Ordnungen aus S Kendalls Tau-Distanz zu σR minimiert. Das Lemma kann also
gezeigt werden, indem pi∗ ∈ S gezeigt wird.
Es werden nun zwei Fälle unterschieden, je nachdem ob x und y in κ unentschie-
den sind oder nicht.
Fall 1: Die Kandidaten x und y sind in κ nicht unentschieden, sondern es gilt
entweder x ≺κ y oder y ≺κ x. In beiden Fällen gilt nun pi+ ∗ κ = pi∗ ∗ κ, denn pi+
und pi∗ unterschieden sich nur bezüglich der Vorgabe für x und y voneinander.
Fall 1a: Es gilt pi+ ∈ U . Aus pi+∗κ = pi∗∗κ folgt sofort F (σ, pi+∗κ) = F (σ, pi∗∗κ).
Damit impliziert F (σ, σR ∗ κ) < F (σ, pi+ ∗ κ) auch F (σ, σR ∗ κ) < F (σ, pi∗ ∗ κ) und
es gilt pi∗ ∈ U und damit pi∗ ∈ S. Damit ergibt sich ein Widerspruch zur Tatsache,
dass pi+ von allen totalen Ordnungen in S Kendalls Tau-Distanz zu σR minimiert.
Fall 1b: Es gilt pi+ ∈ V . Aus pi+∗κ = pi∗∗κ folgt nun K(σ, pi+∗κ) = K(σ, pi∗∗κ).
Damit impliziert K(σ, σR ∗ κ) < K(σ, pi+ ∗ κ) auch K(σ, σR ∗ κ) < K(σ, pi∗ ∗ κ) und
es gilt pi∗ ∈ V und damit pi∗ ∈ S. Erneut ergibt sich ein Widerspruch zur Tatsache,
dass pi+ von allen totalen Ordnungen in S Kendalls Tau-Distanz zu σR minimiert.
Fall 2: Die Kandidaten x und y sind in κ unentschieden, d. h. es gilt x ∼=κ y.
Das bedeutet, dass x und y von κ in derselben Klasse geordnet werden. Dann gilt
(pi+ ∗ κ)(x) = (pi∗ ∗ κ)(y) und (pi+ ∗ κ)(y) = (pi∗ ∗ κ)(x). Aus pi+(x) < pi+(y) folgt
nun x ≺pi+∗κ y. Analog folgt y ≺pi∗∗κ x aus pi∗(y) < pi∗(x). Weiterhin ist bekannt,
dass σR(y) < σR(x) ist, und damit dass σ(x) < σ(y) gilt.
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Fall 2a: Es gilt pi+ ∈ U . An dieser Stelle wird Lemma 3.5 verwendet mit i1 =
σ(x), i2 = (pi+ ∗ κ)(x), j1 = σ(y) und j2 = (pi+ ∗ κ)(y). Dann gilt∣∣σ(x)− (pi+ ∗ κ)(x)∣∣+ ∣∣σ(y)− (pi+ ∗ κ)(y)∣∣
≤ ∣∣σ(x)− (pi+ ∗ κ)(y)∣∣+ ∣∣σ(y)− (pi+ ∗ κ)(x)∣∣ .
Wegen (pi+ ∗ κ)(x) = (pi∗ ∗ κ)(y) und (pi+ ∗ κ)(y) = (pi∗ ∗ κ)(x) folgt nun∣∣σ(x)− (pi+ ∗ κ)(x)∣∣+ ∣∣σ(y)− (pi+ ∗ κ)(y)∣∣
≤ |σ(x)− (pi∗ ∗ κ)(x)|+ |σ(y)− (pi∗ ∗ κ)(y)| .
Das bedeutet, der Beitrag von x und y zu F (pi∗ ∗ κ, σ) ist mindestens so groß wie
ihr Beitrag zu zu F (pi+ ∗ κ, σ). Da sich der Beitrag aller anderen Kandidaten zu
F (pi∗∗κ, σ) und zu F (pi+∗κ, σ) nicht unterscheidet, folgt F (σR∗κ, σ) < F (pi+∗κ, σ) ≤
F (pi∗ ∗ κ, σ). Daraus folgt pi∗ ∈ U und damit pi∗ ∈ S. Dies ist ein Widerspruch zur
Tatsache, dass pi+ von allen totalen Ordnungen in S Kendalls Tau-Distanz zu σR
minimiert.
Fall 2b: Es gilt pi+ ∈ V . Da pi+ und pi∗ die Kandidaten x und y direkt nebeneinan-
der ordnen, und da x und y von κ in einer Klasse geordnet werden, folgt sofort, dass
x und y auch in pi+ ∗ κ und in pi∗ ∗ κ direkt nebeneinander geordnet werden. Damit
unterscheiden sich pi+ ∗ κ und pi∗ ∗ κ ausschließlich bezüglich der Vorgabe für x und
y voneinander. Da σR(y) < σR(x) und damit σ(x) < σ(y) gilt, folgt K(pi∗ ∗ κ, σ) >
K(pi+ ∗ κ, σ). Damit ergibt sich K(σR ∗ κ, σ) < K(pi+ ∗ κ, σ) < K(pi∗ ∗ κ, σ) und es
gilt pi∗ ∈ V und damit pi∗ ∈ S. Dies ist erneut ein Widerspruch zur Tatsache, dass
pi+ von allen totalen Ordnungen in S Kendalls Tau-Distanz zu σR minimiert.
Da beide Fälle einen Widerspruch liefern, folgt S = ∅. Damit ist das Lemma
bewiesen. 
Lemma 3.10. (angepasst aus [FKM+06]) Seien κ und µ zwei schwache Ordnungen
und sei ρ eine beliebige totale Ordnung über einer Domäne D. Dann wird F (σ, σ ∗κ)
für alle σ ∈ Ext(µ) minimiert für σ = ρ ∗ κ ∗ µ. Ebenso wird K(σ, σ ∗ κ) für alle
σ ∈ Ext(µ) minimiert für σ = ρ ∗ κ ∗ µ.
Beweis. Es existiert für jedes σ ∈ Ext(µ) eine totale Ordnung pi über D, so dass
σ = pi ∗ µ gilt.
Es wird nun gezeigt, dass ρ ∗ κ unter anderem die beste Wahl für eine totale
Ordnung pi ist, wenn F (σ, σ ∗ κ) bzw. K(σ, σ ∗ κ) minimiert werden sollen. Das
bedeutet, für alle totalen Ordnungen pi über D gilt
K(ρ ∗ κ ∗ µ, ρ ∗ κ ∗ µ ∗ κ) ≤ K(pi ∗ µ, pi ∗ µ ∗ κ)
und
F (ρ ∗ κ ∗ µ, ρ ∗ κ ∗ µ ∗ κ) ≤ F (pi ∗ µ, pi ∗ µ ∗ κ) .
Aus diesen Aussagen folgt sofort das Lemma.
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Sei nun
U = {pi ∈Mt(D) : F (pi ∗ µ, pi ∗ µ ∗ κ) < F (ρ ∗ κ ∗ µ, ρ ∗ κ ∗ µ ∗ κ)}
und sei
V = {pi ∈Mt(D) : K(pi ∗ µ, pi ∗ µ ∗ κ) < K(ρ ∗ κ ∗ µ, ρ ∗ κ ∗ µ ∗ κ)} .
Weiterhin sei S = U ∪ V .
Wenn S leer ist, dann ist das Lemma bewiesen. Deshalb wird nun angenommen,
dass S nicht leer ist und dies zumWiderspruch geführt. Von allen totalen Ordnungen
aus S wird nun pi+ derart gewählt, dass K(ρ ∗ κ, pi+) minimiert wird. Offensichtlich
gilt ρ∗κ /∈ S, denn ρ∗κ ∈ S würde F (ρ∗κ∗µ, ρ∗κ∗µ∗κ) < F (ρ∗κ∗µ, ρ∗κ∗µ∗κ)
bzw. K(ρ ∗ κ ∗ µ, ρ ∗ κ ∗ µ ∗ κ) < K(ρ ∗ κ ∗ µ, ρ ∗ κ ∗ µ ∗ κ) implizieren. Damit ist
ρ ∗ κ 6= pi+ und nach Lemma 3.6 existieren x, y ∈ D mit pi+(y) = pi+(x) + 1 und
ρ∗κ(y) < ρ∗κ(x). Sei nun pi∗ diejenige totale Ordnung, die aus pi+ durch eine lokale
Vertauschung von x und y entsteht. Dann gilt K(ρ ∗ κ, pi∗) = K(ρ ∗ κ, pi+)− 1. Falls
nun im Folgenden festgestellt wird, dass pi∗ ∈ S gilt, so stellt dies einen Widerspruch
dar zur Annahme, dass pi+ von allen totalen Ordnungen aus S Kendalls Tau-Distanz
zu ρ ∗ κ minimiert. Das Lemma kann also bewiesen werden, indem pi∗ ∈ S gezeigt
wird.
Es werden nun drei Fälle unterschieden, je nachdem ob x und y in µ und in κ
unentschieden sind.
Fall 1: Es gilt x ≺µ y oder y ≺µ x. Dann folgt pi∗ ∗ µ = pi+ ∗ µ.
Fall 1a: Sei pi+ ∈ U . Wegen pi∗ ∗ µ = pi+ ∗ µ ist nun F (pi+ ∗ µ, pi+ ∗ µ ∗ κ) =
F (pi∗ ∗ µ, pi∗ ∗ µ ∗ κ) und es gilt pi∗ ∈ U und damit pi∗ ∈ S. Damit ergibt sich
ein Widerspruch zur Tatsache, dass pi+ von allen totalen Ordnungen in S Kendalls
Tau-Distanz zu ρ ∗ κ minimiert.
Fall 1b: Sei pi+ ∈ V . Dann folgt aus pi∗ ∗µ = pi+ ∗µ sofort K(pi+ ∗µ, pi+ ∗µ∗κ) =
K(pi∗ ∗ µ, pi∗ ∗ µ ∗ κ) und es gilt pi∗ ∈ V und damit pi∗ ∈ S. Erneut ergibt sich
ein Widerspruch zur Tatsache, dass pi+ von allen totalen Ordnungen in S Kendalls
Tau-Distanz zu ρ ∗ κ minimiert.
Fall 2: Es gilt x ∼=µ y und x ∼=κ y. Damit werden die Positionen von x und y
sowohl in pi∗ ∗µ im Vergleich zu pi+ ∗µ als auch in pi∗ ∗µ∗κ im Vergleich zu pi+ ∗µ∗κ
vertauscht.
Fall 2a: Sei pi+ ∈ U . Aus obiger Überlegung folgt nun∣∣(pi+ ∗ µ)(x)− (pi+ ∗ µ ∗ κ)(x)∣∣ = |(pi∗ ∗ µ)(y)− (pi∗ ∗ µ ∗ κ)(y)|
und ∣∣(pi+ ∗ µ)(y)− (pi+ ∗ µ ∗ κ)(y)∣∣ = |(pi∗ ∗ µ)(x)− (pi∗ ∗ µ ∗ κ)(x)| .
Damit tragen x und y zusammen zu F (pi+ ∗ µ, pi+ ∗ µ ∗ κ) genauso viel bei wie zu
F (pi∗ ∗ µ, pi∗ ∗ µ ∗ κ). Da alle anderen Kandidaten ebenfalls zu F (pi+ ∗ µ, pi+ ∗ µ ∗ κ)
genauso viel beitragen wie zu F (pi∗ ∗ µ, pi∗ ∗ µ ∗ κ) folgt F (pi+ ∗ µ, pi+ ∗ µ ∗ κ) =
F (pi∗ ∗ µ, pi∗ ∗ µ ∗ κ). Daraus wiederum folgt pi∗ ∈ U und damit pi∗ ∈ S. Dies ist ein
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Widerspruch zur Tatsache, dass pi+ von allen totalen Ordnungen in S Kendalls Tau
Distanz zu ρ ∗ κ minimiert.
Fall 2b: Sei pi+ ∈ V . Da pi+ und pi∗ die Kandidaten x und y direkt nebeneinander
ordnen, und da x und y von κ und von µ jeweils in einer Klasse geordnet werden,
folgt sofort, dass x und y auch in pi+ ∗ µ, pi∗ ∗ µ, pi+ ∗ µ ∗ κ und in pi∗ ∗ µ ∗ κ direkt
nebeneinander geordnet werden. Damit folgt, dass sich pi+∗µ und pi∗∗µ ausschließlich
in der Vorgabe bezüglich x und y unterscheiden, und dass sich pi+∗µ∗κ und pi∗∗µ∗κ
ebenfalls ausschließlich in der Vorgabe bezüglich x und y unterscheiden. Damit gilt
K(pi+ ∗ µ, pi+ ∗ µ ∗ κ) = K(pi∗ ∗ µ, pi∗ ∗ µ ∗ κ). Daraus wiederum folgt pi∗ ∈ V und
damit pi∗ ∈ S. Dies ist ein Widerspruch zur Tatsache, dass pi+ von allen totalen
Ordnungen in S Kendalls Tau-Distanz zu ρ ∗ κ minimiert.
Fall 3: Es gilt x ∼=µ y und entweder x ≺κ y oder y ≺κ x. Dann ergibt sich die
folgende Situation. Zunächst entspricht pi∗ ∗ µ wieder pi+ ∗ µ bis auf die Tatsache,
dass die nebeneinander geordneten Kandidaten x und y vertauscht sind. Außerdem
gilt pi+ ∗µ∗κ = pi∗ ∗µ∗κ, da x und y in κ nicht unentschieden sind. Die Kandidaten
x und y sind weiterhin so gewählt worden, dass x ≺pi+ y, y ≺pi∗ x und y ≺κ x gilt.
Daraus folgt x ≺pi+∗µ y, y ≺pi∗∗µ x, y ≺pi+∗µ∗κ x und y ≺pi∗∗µ∗κ x.
Fall 3a: Sei pi+ ∈ U . Es wird nun Lemma 3.5 folgendermaßen verwendet. Sei
i1 = (pi
∗ ∗ µ ∗ κ)(y), i2 = (pi∗ ∗ µ)(y), j1 = (pi∗ ∗ µ ∗ κ)(x) und j2 = (pi∗ ∗ µ)(x). Dann
gilt
|(pi∗ ∗ µ ∗ κ)(y)− (pi∗ ∗ µ)(y)|+ |(pi∗ ∗ µ ∗ κ)(x)− (pi∗ ∗ µ)(x)|
≤ |(pi∗ ∗ µ ∗ κ)(y)− (pi∗ ∗ µ)(x)|+ |(pi∗ ∗ µ)(y)− (pi∗ ∗ µ ∗ κ)(x)| .
Aus der Tatsache, dass sich pi∗ ∗ µ und pi+ ∗ µ bis auf die nebeneinander geordneten
und vertauschten Kandidaten x und y nicht unterscheiden, und dass (pi∗∗µ∗κ)(x) =
(pi+ ∗ µ ∗ κ)(x) sowie (pi∗ ∗ µ ∗ κ)(y) = (pi+ ∗ µ ∗ κ)(y) ist, folgt
|(pi∗ ∗ µ ∗ κ)(y)− (pi∗ ∗ µ)(x)|+ |(pi∗ ∗ µ)(y)− (pi∗ ∗ µ ∗ κ)(x)|
=
∣∣(pi+ ∗ µ ∗ κ)(y)− (pi+ ∗ µ)(y)∣∣+ ∣∣(pi+ ∗ µ)(x)− (pi+ ∗ µ ∗ κ)(x)∣∣ .
Insgesamt ergibt sich also
|(pi∗ ∗ µ ∗ κ)(y)− (pi∗ ∗ µ)(y)|+ |(pi∗ ∗ µ ∗ κ)(x)− (pi∗ ∗ µ)(x)|
≤ ∣∣(pi+ ∗ µ ∗ κ)(y)− (pi+ ∗ µ)(y)∣∣+ ∣∣(pi+ ∗ µ)(x)− (pi+ ∗ µ ∗ κ)(x)∣∣ .
Damit tragen x und y zusammen zu F (pi+∗µ, pi+∗µ∗κ) mindestens so viel bei wie
zu F (pi∗∗µ, pi∗∗µ∗κ). Da alle anderen Kandidaten zu F (pi+∗µ, pi+∗µ∗κ) genauso viel
beitragen wie zu F (pi∗ ∗µ, pi∗ ∗µ∗κ), folgt F (pi∗ ∗µ, pi∗ ∗µ∗κ) ≤ F (pi+ ∗µ, pi+ ∗µ∗κ).
Daraus wiederum folgt pi∗ ∈ U und damit pi∗ ∈ S. Dies ist ein Widerspruch zur
Tatsache, dass pi+ von allen totalen Ordnungen in S Kendalls Tau-Distanz zu ρ ∗ κ
minimiert.
Fall 3b: Sei pi+ ∈ V . Da sich pi∗ ∗ µ und pi+ ∗ µ bis auf die nebeneinander
geordneten und vertauschten Kandidaten x und y nicht unterscheiden, und da pi+ ∗
3.2. Erweiterung und Anpassung der Ergebnisse von Fagin et al. über Verfeinerungen 45
µ ∗ κ = pi∗ ∗ µ ∗ κ ist, folgt sofort, dass das Paar {x, y} zu K(pi+ ∗ µ, pi+ ∗ µ ∗ κ) eins
beiträgt, während es zu K(pi∗ ∗ µ, pi∗ ∗ µ ∗ κ) null beiträgt. Da alle anderen Paare
zu K(pi+ ∗ µ, pi+ ∗ µ ∗ κ) beitragen, genau dann wenn sie zu K(pi∗ ∗ µ, pi∗ ∗ µ ∗ κ)
beitragen, ergibt sich K(pi∗ ∗µ, pi∗ ∗µ ∗κ) < K(pi+ ∗µ, pi+ ∗µ ∗κ) und es gilt pi∗ ∈ V
und damit pi∗ ∈ S. Dies ist erneut ein Widerspruch zur Tatsache, dass pi+ von allen
totalen Ordnungen in S Kendalls Tau-Distanz zu ρ ∗ κ minimiert.
Da alle Fälle einen Widerspruch liefern, folgt S = ∅. Damit ist das Lemma
bewiesen. 
Lemma 3.11. (angepasst aus [FKM+06]) Seien κ und µ schwache Ordnungen und
sei ρ eine beliebige totale Ordnung über einer Domäne D. Dann wird F (σR ∗ κ, σ)
über allen σ ∈ Ext(µ) maximiert für σ = ρ ∗ κR ∗ µ. Ebenso wird K(σR ∗ κ, σ) über
allen σ ∈ Ext(µ) maximiert für σ = ρ ∗ κR ∗ µ.
Beweis. Der Beweis der Aussage verläuft in weiten Teilen analog zum Beweis von
Lemma 3.8 (aus [FKM+06]) und zum Beweis von Lemma 3.10.
Es existiert für jedes σ ∈ Ext(µ) eine totale Ordnung pi über D, so dass σ = pi∗µ
gilt. Es wird gezeigt, dass ρ ∗ κR unter anderem die beste Wahl für eine totale
Ordnung pi ist, wenn F (σ, σR ∗ κ) bzw. K(σ, σR ∗ κ) maximiert werden sollen. Das
bedeutet, für alle totalen Ordnungen pi über D gilt
K(ρ ∗ κR ∗ µ, (ρ ∗ κR ∗ µ)R ∗ κ) ≥ K(pi ∗ µ, (pi ∗ µ)R ∗ κ)
und
F (ρ ∗ κR ∗ µ, (ρ ∗ κR ∗ µ)R ∗ κ) ≥ F (pi ∗ µ, (pi ∗ µ)R ∗ κ) .
Aus diesen Aussagen folgt sofort das Lemma.
Da (ρ∗κR∗µ)R∗κ = ρR∗κ∗µR∗κ = ρR∗µR∗κ ist, und da (pi∗µ)R∗κ = piR∗µR∗κ
ist, ergibt sich für alle totalen Ordnungen pi über D
K(ρ ∗ κR ∗ µ, ρR ∗ µR ∗ κ) ≥ K(pi ∗ µ, piR ∗ µR ∗ κ)
und
F (ρ ∗ κR ∗ µ, ρR ∗ µR ∗ κ) ≥ F (pi ∗ µ, piR ∗ µR ∗ κ) .
Zum Beweis dieser Aussagen sei wieder
U = {pi ∈Mt(D) : F (pi ∗ µ, piR ∗ µR ∗ κ) > F (ρ ∗ κR ∗ µ, ρR ∗ µR ∗ κ)}
und sei
V = {pi ∈Mt(D) : K(pi ∗ µ, piR ∗ µR ∗ κ) > F (ρ ∗ κR ∗ µ, ρR ∗ µR ∗ κ)}.
Weiterhin sei S = U ∪ V .
Wenn S leer ist, dann ist das Lemma bewiesen. Deshalb wird nun angenommen,
dass S nicht leer ist und dies zumWiderspruch geführt. Von allen totalen Ordnungen
aus S wird nun pi+ derart gewählt, dass K(ρ ∗ κR, pi+) minimiert wird. Dabei gilt
wieder ρ ∗ κR /∈ S. Damit ist ρ ∗ κR 6= pi+ und nach Lemma 3.6 existieren x, y ∈ D
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mit pi+(y) = pi+(x) + 1 und ρ ∗ κR(y) < ρ ∗ κR(x). Wieder sei pi∗ diejenige totale
Ordnung, die aus pi+ durch eine lokale Vertauschung von x und y entsteht. Dann
gilt K(ρ ∗ κR, pi∗) = K(ρ ∗ κR, pi+) − 1. Analog zum Beweis von Lemma 3.10 kann
das Lemma bewiesen werden, indem pi∗ ∈ S gezeigt wird.
Es werden wieder drei Fälle unterschieden, je nachdem ob x und y in µ und in
κ unentschieden sind oder nicht.
Fall 1: Es gilt x ≺µ y oder y ≺µ x. Dann folgt pi∗ ∗µ = pi+ ∗µ und pi+R ∗µR ∗κ =
pi∗R ∗ µR ∗ κ. Analog zu Lemma 3.10 gilt deshalb F (pi+ ∗ µ, pi+R ∗ µR ∗ κ) = F (pi∗ ∗
µ, pi∗R ∗ µR ∗ κ) und K(pi+ ∗ µ, pi+R ∗ µR ∗ κ) = K(pi∗ ∗ µ, pi∗R ∗ µR ∗ κ). Aus pi+ ∈ S
folgt damit pi∗ ∈ S und es ergibt sich ein Widerspruch zur Tatsache, dass pi+ von
allen totalen Ordnungen in S Kendalls Tau-Distanz zu ρ ∗ κR minimiert.
Fall 2: Es gilt x ∼=µ y und x ∼=κ y. Damit werden die Positionen von x und y
sowohl in pi∗ ∗ µ im Vergleich zu pi+ ∗ µ als auch in pi∗R ∗ µR ∗ κ im Vergleich zu
pi+R ∗ µR ∗ κ vertauscht.
Fall 2a: Sei pi+ ∈ U . Aus obiger Überlegung folgt nun∣∣(pi+ ∗ µ)(x)− (pi+R ∗ µR ∗ κ)(x)∣∣ = ∣∣(pi∗ ∗ µ)(y)− (pi∗R ∗ µR ∗ κ)(y)∣∣
und ∣∣(pi+ ∗ µ)(y)− (pi+R ∗ µR ∗ κ)(y)∣∣ = ∣∣(pi∗ ∗ µ)(x)− (pi∗R ∗ µR ∗ κ)(x)∣∣ .
Analog zu Lemma 3.10 folgt damit F (pi+ ∗µ, pi+R ∗µR ∗κ) = F (pi∗ ∗µ, pi∗R ∗µR ∗κ).
Damit gilt pi∗ ∈ U und damit pi∗ ∈ S. Dies ist ein Widerspruch zur Tatsache, dass
pi+ von allen totalen Ordnungen in S Kendalls Tau-Distanz zu ρ ∗ κR minimiert.
Fall 2b: Sei pi+ ∈ V . Da pi+ und pi∗ die Kandidaten x und y direkt nebeneinander
ordnen, und da x und y von κ und von µ jeweils in einer Klasse geordnet werden, folgt
sofort, dass x und y auch in pi+∗µ, in pi∗∗µ, in pi+R ∗µR ∗κ und in pi∗R ∗µR ∗κ direkt
nebeneinander geordnet werden. Damit folgt, dass sich pi+∗µ und pi∗∗µ ausschließlich
in der Vorgabe bezüglich x und y unterscheiden, und dass sich pi+R ∗ µR ∗ κ und
pi∗R ∗µR ∗κ ebenfalls ausschließlich in der Vorgabe bezüglich x und y unterscheiden.
Damit gilt analog zu Lemma 3.10 K(pi+ ∗µ, pi+R ∗µR ∗ κ) = K(pi∗ ∗µ, pi∗R ∗µR ∗ κ).
Daraus wiederum folgt pi∗ ∈ V und damit pi∗ ∈ S. Dies ist ein Widerspruch zur
Tatsache, dass pi+ von allen totalen Ordnungen in S Kendalls Tau-Distanz zu ρ∗κR
minimiert.
Fall 3: Es gilt x ∼=µ y und entweder x ≺κ y oder y ≺κ x. Dann ergibt sich die
folgende Situation. Zunächst entspricht pi∗∗µ wieder pi+∗µ bis auf die Tatsache, dass
die nebeneinander geordneten Kandidaten x und y vertauscht sind. Außerdem gilt
pi+R∗µR∗κ = pi∗R∗µR∗κ, da x und y in κ nicht unentschieden sind. Die Kandidaten
x und y sind weiterhin so gewählt worden, dass x ≺pi+ y, y ≺pi∗ x und y ≺ρ∗κR x gilt.
Aus Letzterem folgt, da x und y in κ nicht unentschieden sind, y ≺κR x, und daraus
wiederum x ≺κ y. Damit ergibt sich insgesamt x ≺pi+∗µ y, y ≺pi∗∗µ x, x ≺pi+R∗µR∗κ y
und x ≺pi∗R∗µR∗κ y.
Fall 3a: Sei pi+ ∈ U . Es wird nun Lemma 3.5 folgendermaßen verwendet. Sei
i1 = (pi
+R ∗µR ∗κ)(x), i2 = (pi+ ∗µ)(x), j1 = (pi+R ∗µR ∗κ)(y) und j2 = (pi+ ∗µ)(y).
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Dann gilt∣∣(pi+R ∗ µR ∗ κ)(x)− (pi+ ∗ µ)(x)∣∣+ ∣∣(pi+R ∗ µR ∗ κ)(y)− (pi+ ∗ µ)(y)∣∣
≤ ∣∣(pi+R ∗ µR ∗ κ)(x)− (pi+ ∗ µ)(y)∣∣+ ∣∣(pi+ ∗ µ)(x)− (pi+R ∗ µR ∗ κ)(y)∣∣ .
Aus der Tatsache, dass sich pi∗∗µ und pi+∗µ bis auf die nebeneinander geordneten und
vertauschten Kandidaten x und y nicht unterscheiden, und dass (pi∗R ∗µR ∗ κ)(x) =
(pi+R ∗ µR ∗ κ)(x) sowie (pi∗R ∗ µR ∗ κ)(y) = (pi+R ∗ µR ∗ κ)(y) ist, folgt∣∣(pi+R ∗ µR ∗ κ)(x)− (pi+ ∗ µ)(y)∣∣+ ∣∣(pi+ ∗ µ)(x)− (pi+R ∗ µR ∗ κ)(y)∣∣
=
∣∣(pi∗R ∗ µR ∗ κ)(x)− (pi∗ ∗ µ)(x)∣∣+ ∣∣(pi∗ ∗ µ)(y)− (pi∗R ∗ µR ∗ κ)(y)∣∣ .
Insgesamt ergibt sich also∣∣(pi+R ∗ µR ∗ κ)(x)− (pi+ ∗ µ)(x)∣∣+ ∣∣(pi+R ∗ µR ∗ κ)(y)− (pi+ ∗ µ)(y)∣∣
≤ ∣∣(pi∗R ∗ µR ∗ κ)(x)− (pi∗ ∗ µ)(x)∣∣+ ∣∣(pi∗ ∗ µ)(y)− (pi∗R ∗ µR ∗ κ)(y)∣∣ .
Damit tragen x und y zusammen zu F (pi+ ∗µ, pi+R ∗µR ∗κ) höchstens so viel bei
wie zu F (pi∗ ∗µ, pi∗R ∗µR ∗κ). Da alle anderen Kandidaten zu F (pi+ ∗µ, pi+R ∗µR ∗κ)
genauso viel beitragen wie zu F (pi∗ ∗µ, pi∗R ∗µR ∗κ), folgt F (pi+ ∗µ, pi+R ∗µR ∗κ) ≤
F (pi∗ ∗ µ, pi∗R ∗ µR ∗ κ). Daraus wiederum folgt pi∗ ∈ U und damit pi∗ ∈ S. Dies ist
ein Widerspruch zur Tatsache, dass pi+ von allen totalen Ordnungen in S Kendalls
Tau-Distanz zu ρ ∗ κR minimiert.
Fall 3b: Sei pi+ ∈ V . Da sich pi∗∗µ und pi+∗µ bis auf die nebeneinander geordneten
und vertauschten Kandidaten x und y nicht unterscheiden, und da pi+R ∗ µR ∗ κ =
pi∗R ∗ µR ∗ κ ist, folgt sofort, dass das Paar {x, y} zu K(pi∗ ∗ µ, pi∗R ∗ µR ∗ κ) eins
beiträgt, während es zu K(pi+ ∗µ, pi+R ∗µR ∗κ) null beiträgt. Da alle anderen Paare
zu K(pi+ ∗µ, pi+R ∗µR ∗κ) beitragen, genau dann wenn sie zu K(pi∗ ∗µ, pi∗R ∗µR ∗κ)
beitragen, ergibt sich K(pi+ ∗ µ, pi+R ∗ µR ∗ κ) < K(pi∗ ∗ µ, pi∗R ∗ µR ∗ κ) und es gilt
pi∗ ∈ V und damit pi∗ ∈ S. Dies ist erneut ein Widerspruch zur Tatsache, dass pi+
von allen totalen Ordnungen in S Kendalls Tau-Distanz zu ρ ∗ κR minimiert.
Da alle Fälle einen Widerspruch liefern, folgt S = ∅. Damit ist das Lemma
bewiesen. 
Lemma 3.12. (angepasst aus [FKM+06]) Seien κ und µ schwache Ordnungen und
sei ρ eine beliebige totale Ordnung über einer Domäne D. Dann wird F (σR ∗ κ, σ)
über allen σ ∈ Ext(µ) minimiert für σ = ρ ∗ κ ∗ µ. Ebenso wird K(σR ∗ κ, σ) über
allen σ ∈ Ext(µ) minimiert für σ = ρ ∗ κ ∗ µ.
Beweis. Der Beweis der Aussage verläuft wieder in weiten Teilen analog zum Beweis
von Lemma 3.8 (aus [FKM+06]) und zum Beweis von Lemma 3.10.
Es existiert für jedes σ ∈ Ext(µ) eine totale Ordnung pi über D, so dass σ = pi∗µ
gilt. Es wird gezeigt, dass ρ∗κ unter anderem die beste Wahl für eine totale Ordnung
pi ist, wenn F (σ, σR ∗ κ) bzw. K(σ, σR ∗ κ) minimiert werden sollen. Das bedeutet,
für alle totalen Ordnungen pi über D gilt
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K(ρ ∗ κ ∗ µ, (ρ ∗ κ ∗ µ)R ∗ κ) ≤ K(pi ∗ µ, (pi ∗ µ)R ∗ κ)
und
F (ρ ∗ κ ∗ µ, (ρ ∗ κ ∗ µ)R ∗ κ) ≤ F (pi ∗ µ, (pi ∗ µ)R ∗ κ) .
Aus diesen Aussagen folgt sofort das Lemma.
Da (ρ∗κ∗µ)R∗κ = ρR∗κR∗µR∗κ = ρR∗µR∗κ ist, und da (pi∗µ)R∗κ = piR∗µR∗κ
ist, ergibt sich für alle totalen Ordnungen pi über D
K(ρ ∗ κ ∗ µ, ρR ∗ µR ∗ κ) ≤ K(pi ∗ µ, piR ∗ µR ∗ κ)
und
F (ρ ∗ κ ∗ µ, ρR ∗ µR ∗ κ) ≤ F (pi ∗ µ, piR ∗ µR ∗ κ) .
Zum Beweis dieser Aussagen sei wieder
U = {pi ∈Mt(D) : F (pi ∗ µ, piR ∗ µR ∗ κ) < F (ρ ∗ κ ∗ µ, ρR ∗ µR ∗ κ)}
und sei
V = {pi ∈Mt(D) : K(pi ∗ µ, piR ∗ µR ∗ κ) < F (ρ ∗ κ ∗ µ, ρR ∗ µR ∗ κ)}.
Weiterhin sei S = U ∪ V .
Wenn S leer ist, dann ist das Lemma bewiesen. Deshalb wird nun angenommen,
dass S nicht leer ist und dies zumWiderspruch geführt. Von allen totalen Ordnungen
aus S wird nun pi+ derart gewählt, dass K(ρ ∗ κ, pi+) minimiert wird. Dabei gilt
wieder ρ ∗ κ /∈ S. Damit ist ρ ∗ κ 6= pi+ und nach Lemma 3.6 existieren x, y ∈ D
mit pi+(y) = pi+(x) + 1 und ρ ∗ κ(y) < ρ ∗ κ(x). Wieder sei pi∗ diejenige totale
Ordnung, die aus pi+ durch eine lokale Vertauschung von x und y entsteht. Dann
gilt K(ρ ∗ κ, pi∗) = K(ρ ∗ κ, pi+)− 1. Analog zum Beweis von Lemma 3.10 kann das
Lemma bewiesen werden, indem pi∗ ∈ S gezeigt wird.
Es werden wieder drei Fälle unterschieden, je nachdem ob x und y in µ und in
κ unentschieden sind oder nicht.
Fall 1: Es gilt x ≺µ y oder y ≺µ x. Dann folgt pi∗ ∗µ = pi+ ∗µ und pi+R ∗µR ∗κ =
pi∗R ∗ µR ∗ κ. Analog zu Lemma 3.10 gilt deshalb F (pi+ ∗ µ, pi+R ∗ µR ∗ κ) = F (pi∗ ∗
µ, pi∗R ∗ µR ∗ κ) und K(pi+ ∗ µ, pi+R ∗ µR ∗ κ) = K(pi∗ ∗ µ, pi∗R ∗ µR ∗ κ). Aus pi+ ∈ S
folgt damit pi∗ ∈ S und es ergibt sich ein Widerspruch zur Tatsache, dass pi+ von
allen totalen Ordnungen in S Kendalls Tau-Distanz zu ρ ∗ κ minimiert.
Fall 2: Es gilt x ∼=µ y und x ∼=κ y. Damit werden die Positionen von x und y
sowohl in pi∗ ∗ µ im Vergleich zu pi+ ∗ µ als auch in pi∗R ∗ µR ∗ κ im Vergleich zu
pi+R ∗ µR ∗ κ vertauscht.
Fall 2a: Sei pi+ ∈ U . Aus obiger Überlegung folgt nun∣∣(pi+ ∗ µ)(x)− (pi+R ∗ µR ∗ κ)(x)∣∣ = ∣∣(pi∗ ∗ µ)(y)− (pi∗R ∗ µR ∗ κ)(y)∣∣
und ∣∣(pi+ ∗ µ)(y)− (pi+R ∗ µR ∗ κ)(y)∣∣ = ∣∣(pi∗ ∗ µ)(x)− (pi∗R ∗ µR ∗ κ)(x)∣∣ .
3.2. Erweiterung und Anpassung der Ergebnisse von Fagin et al. über Verfeinerungen 49
Analog zu Lemma 3.10 folgt damit F (pi+ ∗µ, pi+R ∗µR ∗κ) = F (pi∗ ∗µ, pi∗R ∗µR ∗κ).
Damit gilt pi∗ ∈ U und damit pi∗ ∈ S. Dies ist ein Widerspruch zur Tatsache, dass
pi+ von allen totalen Ordnungen in S Kendalls Tau-Distanz zu ρ ∗ κ minimiert.
Fall 2b: Sei pi+ ∈ V . Da pi+ und pi∗ die Kandidaten x und y direkt nebeneinander
ordnen, und da x und y von κ und von µ jeweils in einer Klasse geordnet werden, folgt
sofort, dass x und y auch in pi+∗µ, in pi∗∗µ, in pi+R ∗µR ∗κ und in pi∗R ∗µR ∗κ direkt
nebeneinander geordnet werden. Damit folgt, dass sich pi+∗µ und pi∗∗µ ausschließlich
in der Vorgabe bezüglich x und y unterscheiden, und dass sich pi+R ∗ µR ∗ κ und
pi∗R ∗µR ∗κ ebenfalls ausschließlich in der Vorgabe bezüglich x und y unterscheiden.
Damit gilt analog zu Lemma 3.10 K(pi+ ∗µ, pi+R ∗µR ∗ κ) = K(pi∗ ∗µ, pi∗R ∗µR ∗ κ).
Daraus wiederum folgt pi∗ ∈ V und damit pi∗ ∈ S. Dies ist ein Widerspruch zur
Tatsache, dass pi+ von allen totalen Ordnungen in S Kendalls Tau-Distanz zu ρ ∗ κ
minimiert.
Fall 3: Es gilt x ∼=µ y und entweder x ≺κ y oder y ≺κ x. Dann ergibt sich die
folgende Situation. Zunächst entspricht pi∗ ∗ µ wieder pi+ ∗ µ bis auf die Tatsache,
dass die nebeneinander geordneten Kandidaten x und y vertauscht sind. Außerdem
gilt pi+R ∗ µR ∗ κ = pi∗R ∗ µR ∗ κ, da x und y in κ nicht unentschieden sind. Die
Kandidaten x und y sind weiterhin so gewählt worden, dass x ≺pi+ y, y ≺pi∗ x und
y ≺ρ∗κ x gilt. Aus Letzterem folgt, da x und y in κ nicht unentschieden sind, y ≺κ x.
Damit ergibt sich insgesamt x ≺pi+∗µ y, y ≺pi∗∗µ x, y ≺pi+R∗µR∗κ x und y ≺pi∗R∗µR∗κ x.
Fall 3a: Sei pi+ ∈ U . Es wird nun Lemma 3.5 folgendermaßen verwendet. Sei
i1 = (pi
∗R ∗ µR ∗ κ)(y), i2 = (pi∗ ∗ µ)(y), j1 = (pi∗R ∗ µR ∗ κ)(x) und j2 = (pi∗ ∗ µ)(y).
Dann gilt∣∣(pi∗R ∗ µR ∗ κ)(y)− (pi∗ ∗ µ)(y)∣∣+ ∣∣(pi∗R ∗ µR ∗ κ)(x)− (pi∗ ∗ µ)(x)∣∣
≤ ∣∣(pi∗R ∗ µR ∗ κ)(y)− (pi∗ ∗ µ)(x)∣∣+ ∣∣(pi∗ ∗ µ)(y)− (pi∗R ∗ µR ∗ κ)(x)∣∣ .
Aus der Tatsache, dass sich pi∗∗µ und pi+∗µ bis auf die nebeneinander geordneten und
vertauschten Kandidaten x und y nicht unterscheiden, und dass (pi∗R ∗µR ∗ κ)(x) =
(pi+R ∗ µR ∗ κ)(x) sowie (pi∗R ∗ µR ∗ κ)(y) = (pi+R ∗ µR ∗ κ)(y) ist, folgt∣∣(pi∗R ∗ µR ∗ κ)(y)− (pi∗ ∗ µ)(x)∣∣+ ∣∣(pi∗ ∗ µ)(y)− (pi∗R ∗ µR ∗ κ)(x)∣∣
=
∣∣(pi+R ∗ µR ∗ κ)(y)− (pi+ ∗ µ)(y)∣∣+ ∣∣(pi+ ∗ µ)(x)− (pi+R ∗ µR ∗ κ)(x)∣∣ .
Insgesamt ergibt sich also∣∣(pi∗R ∗ µR ∗ κ)(y)− (pi∗ ∗ µ)(y)∣∣+ ∣∣(pi∗R ∗ µR ∗ κ)(x)− (pi∗ ∗ µ)(x)∣∣
≤ ∣∣(pi+R ∗ µR ∗ κ)(y)− (pi+ ∗ µ)(y)∣∣+ ∣∣(pi+ ∗ µ)(x)− (pi+R ∗ µR ∗ κ)(x)∣∣ .
Damit tragen x und y zusammen zu F (pi+∗µ, pi+R∗µR∗κ) mindestens so viel bei
wie zu F (pi∗ ∗µ, pi∗R ∗µR ∗κ). Da alle anderen Kandidaten zu F (pi+ ∗µ, pi+R ∗µR ∗κ)
genauso viel beitragen wie zu F (pi∗ ∗µ, pi∗R ∗µR ∗κ), folgt F (pi+ ∗µ, pi+R ∗µR ∗κ) ≤
F (pi∗ ∗ µ, pi∗R ∗ µR ∗ κ). Daraus wiederum folgt pi∗ ∈ U und damit pi∗ ∈ S. Dies ist
ein Widerspruch zur Tatsache, dass pi+ von allen totalen Ordnungen in S Kendalls
Tau-Distanz zu ρ ∗ κ minimiert.
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Fall 3b: Sei pi+ ∈ V . Da sich pi∗∗µ und pi+∗µ bis auf die nebeneinander geordneten
und vertauschten Kandidaten x und y nicht unterscheiden, und da pi+R ∗ µR ∗ κ =
pi∗R ∗ µR ∗ κ ist, folgt sofort, dass das Paar {x, y} zu K(pi+ ∗ µ, pi+R ∗ µR ∗ κ) eins
beiträgt, während es zu K(pi∗ ∗ µ, pi∗R ∗ µR ∗ κ) null beiträgt. Da alle anderen Paare
zu K(pi+ ∗µ, pi+R ∗µR ∗κ) beitragen, genau dann wenn sie zu K(pi∗ ∗µ, pi∗R ∗µR ∗κ)
beitragen, ergibt sich K(pi∗ ∗ µ, pi∗R ∗ µR ∗ κ) < K(pi+ ∗ µ, pi+R ∗ µR ∗ κ) und es gilt
pi∗ ∈ V und damit pi∗ ∈ S. Dies ist erneut ein Widerspruch zur Tatsache, dass pi+
von allen totalen Ordnungen in S Kendalls Tau-Distanz zu ρ ∗ κ minimiert.
Da alle Fälle einen Widerspruch liefern, folgt S = ∅. Damit ist das Lemma
bewiesen. 
3.3 Beziehungen zwischen den Distanzen
Dieser Abschnitt befasst sich mit der Äquivalenz der in der Arbeit betrachteten Va-
rianten von Spearmans Footrule-Distanz und Kendalls Tau-Distanz. Deren Äquiva-
lenz auf totalen Ordnungen ist durch die Diaconis-Graham-Ungleichungen [DG77]
bereits bekannt. Ausgehend von diesen, werden Äquivalenzen zwischen Distanzen
auf partiellen Ordnungen ermittelt. Hier haben Fagin et al. [FKM+06] bereits ge-
zeigt, dass die Äquivalenz zweier Distanzen auf totalen Ordnungen die Äquivalenz
ihrer Hausdorff-Versionen auf partiellen Ordnungen impliziert. Die Beweisführung
aus [FKM+06] kann hier für die weiteren Verallgemeinerungen von Distanzen auf
partielle Ordnungen weitgehend angepasst werden.
Grundlage für die Ergebnisse in diesem Abschnitt ist die folgende Aussage.
Lemma 3.13. [DG77] Für zwei beliebige totale Ordnungen σ und τ über einer
Domäne D gilt
K(σ, τ) ≤ F (σ, τ) ≤ 2K(σ, τ) .
Lemma 3.13 stammt von Diaconis und Graham [DG77] und wird daher ohne
formalen Beweis angegeben. Intuitiv muss σ durch eine Folge von lokalen Vertau-
schungen schrittweise in τ überführt werden. An dieser Stelle sei angemerkt, dass
Kendalls Tau-Distanz zwischen zwei totalen Ordnungen alternativ auch als die An-
zahl der lokalen Vertauschungen, die nötig ist um eine totale Ordnung in die andere
zu überführen, definiert werden kann (siehe Definition 1.1). Jede einzelne lokale Ver-
tauschung verringert also den Wert von Kendalls Tau-Distanz zwischen σ und τ um
genau eins. In [DG77] wird nun ermittelt, dass jede lokale Vertauschung Spearmans
Footrule-Distanz zwischen σ und τ entweder um zwei verringert oder unverändert
belässt. Durch das Ermitteln, welcher der beiden Fälle wie oft auftritt, ergibt sich
obige Ungleichung.
Die Äquivalenzen zwischen Distanzen auf totalen Ordnungen lassen sich nun wie
folgt auf partielle Ordnungen übertragen.
Lemma 3.14. (teilweise aus [FKM+06]) Seien κ und µ zwei beliebige partielle Ord-
nungen über einer Domäne D. Dann gelten die folgenden Äquivalenzen.
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(i) KMin(κ, µ) ≤ FMin(κ, µ) ≤ 2KMin(κ, µ)
(ii) KMax(κ, µ) ≤ FMax(κ, µ) ≤ 2KMax(κ, µ)
(iii) KH(κ, µ) ≤ FH(κ, µ) ≤ 2KH(κ, µ) [FKM+06]
(iv) KZ(κ, µ) ≤ FZ(κ, µ) ≤ 2KZ(κ, µ)
Beweis.
(i) Seien τF , τK ∈ Ext(κ) und σF , σK ∈ Ext(µ) totale Erweiterungen, so dass
FMin(κ, µ) = F (τF , σF ) und KMin(κ, µ) = K(τK , σK) gilt. Dann folgt
KMin(κ, µ) = K(τK , σK) ≤ K(τF , σF ) ≤ F (τF , σF ) = FMin(κ, µ) .
Dabei folgt K(τK , σK) ≤ K(τF , σF ) aus der Tatsache, dass KMin(κ, µ) =
K(τK , σK) ist, und K(τF , σF ) ≤ F (τF , σF ) ergibt sich aus Lemma 3.13. Analog
gilt
FMin(κ, µ) = F (τF , σF ) ≤ F (τK , σK) ≤ 2K(τK , σK) = 2KMin(κ, µ) .
Die Kombination der beiden Ungleichungen liefert die Aussage (i).
(ii) Seien τF , τK ∈ Ext(κ) und σF , σK ∈ Ext(µ) totale Erweiterungen, so dass nun
FMax(κ, µ) = F (τF , σF ) und KMax(κ, µ) = K(τK , σK) gilt. Dann folgt
KMax(κ, µ) = K(τK , σK) ≤ F (τK , σK) ≤ F (τF , σF ) = FMax(κ, µ) .
Dabei folgt K(τK , σK) ≤ F (τK , σK) aus Lemma 3.13. Weiterhin folgt die
Ungleichung F (τK , σK) ≤ F (τF , σF ) aus der Tatsache, dass FMax(κ, µ) =
F (τF , σF ) gilt, und damit F (τ, σ) ≤ F (τF , σF ) für alle τ ∈ Ext(κ) und σ ∈
Ext(µ) gelten muss. Analog ergibt sich
FMax(κ, µ) = F (τF , σF ) ≤ 2K(τF , σF ) ≤ 2K(τK , σK) = 2KMax(κ, µ) .
Die Kombination der beiden Ungleichungen liefert die Aussage (ii).
(iv) Seien τF , τK ∈ Ext(κ) und σF , σK ,∈ Ext(µ) totale Erweiterungen, so dass gilt
K(τK , σK) = min
τ∈Ext(κ)
max
σ∈Ext(µ)
K(τ, σ)
und
F (τF , σF ) = min
τ∈Ext(κ)
max
σ∈Ext(µ)
F (τ, σ)
Weiterhin sei σ′ ∈ Ext(µ) eine totale Erweiterung, für welche F (τK , σ′) =
maxσ∈Ext(µ) F (τK , σ) gilt, und zuletzt sei σ′′ ∈ Ext(µ) eine totale Erweiterung,
für die K(τF , σ′′) = maxσ∈Ext(µ) K(τF , σ) gilt.
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Intuitiv gelten für τF , τK , σF , σK , σ′ und σ′′ also die folgenden Sachverhalte.
Von allen totalen Erweiterungen von κ besitzt τK den minimalen maximalen
Wert von Kendalls Tau-Distanz zu einer totalen Erweiterung von µ. Diese
wird (evtl. neben anderen totalen Erweiterungen) von σK „verursacht“. Von
allen totalen Erweiterungen von µ besitzt σ′ den größten Wert von Spearmans
Footrule-Distanz zu τK . Von allen totalen Erweiterungen von κ besitzt τF den
minimalen maximalen Wert von Spearmans Footrule-Distanz zu einer totalen
Erweiterung von µ. Diese wird (evtl. neben anderen totalen Erweiterungen)
von σF „verursacht“. Von allen totalen Erweiterungen von µ besitzt σ′′ den
größten Wert von Kendalls Tau-Distanz zu τF .
Dann folgt
min
τ∈Ext(κ)
max
σ∈Ext(µ)
K(τ, σ) = K(τK , σK)
≤ K(τF , σ′′)
≤ F (τF , σ′′)
≤ F (τF , σF )
= min
τ∈Ext(κ)
max
σ∈Ext(µ)
F (τ, σ) .
Die Ungleichung K(τK , σK) ≤ K(τF , σ′′) ergibt sich dabei wie folgt. Da τK von
allen totalen Erweiterungen von κ den minimalen maximalen Wert von Ken-
dalls Tau-Distanz zu einer totalen Erweiterung von µ besitzt, welcheK(τK , σK)
entspricht, muss für jede andere totale Erweiterung von κ, also auch für τF , eine
totale Erweiterung von µ mit einem Wert von Kendalls Tau-Distanz, der min-
destens so groß ist wie K(τK , σK), existieren. Da σ′′ von allen totalen Erweite-
rungen von µ eine derjenigen mit dem größten Wert von Kendalls Tau-Distanz
zu τF ist, gilt K(τK , σK) ≤ K(τF , σ′′). Die Ungleichung K(τF , σ′′) ≤ F (τF , σ′′)
ergibt sich aus Lemma 3.13. Zuletzt gilt F (τF , σ′′) ≤ F (τF , σF ), da σF eine
derjenigen totalen Erweiterungen von µ mit dem größten Wert von Spearmans
Footrule-Distanz zu τF ist.
Analog gilt
min
τ∈Ext(κ)
max
σ∈Ext(µ)
F (τ, σ) = F (τF , σF )
≤ F (τK , σ′)
≤ 2K(τK , σ′)
≤ 2K(τK , σK)
= min
τ∈Ext(κ)
max
σ∈Ext(µ)
K(τ, σ) .
Ebenfalls analog lässt sich
min
σ∈Ext(µ)
max
τ∈Ext(κ)
K(τ, σ) ≤ min
σ∈Ext(µ)
max
τ∈Ext(κ)
F (τ, σ) ≤ 2 · min
σ∈Ext(µ)
max
τ∈Ext(κ)
K(τ, σ)
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zeigen.
Da für beliebige i1, i2, j1, j2 ∈ N mit i1 ≤ j1 und i2 ≤ j2 offensichtlich auch
min{i1, i2} ≤ min{j1, j2} gilt, lassen sich die obigen Ungleichungen zu Aussage
(iv) kombinieren.

3.4 Auswirkung der Komplexität von Distanzpro-
blemen auf Rangordnungsprobleme
In diesem Abschnitt wird untersucht, wie sich die NP-Härte einer speziellen Varian-
te des Distanzproblems auf die Komplexität des entsprechenden Rangordnungspro-
blems auswirkt. Sei im Folgenden dM eine Distanz, wobei d Kendalls Tau-Distanz
bzw. Spearmans Footrule-Distanz und damit eine Metrik ist, und wobei M für die
Minimalversion, bzw. die Maximalversion bzw. die Hausdorff-Version bzw. die Zen-
tralversion von d steht. Ein einseitiges Distanzproblem unter dM besteht nun aus
einer partiellen Ordnung κ und einer totalen Ordnung σ über einer Domäne D so-
wie einem k ∈ N. Im Unterschied zum allgemeinen Distanzproblem ist hier also
eine der Ordnungen als totale Ordnung festgelegt. Es wird nun gezeigt, dass aus der
NP-Härte des einseitigen Distanzproblems unter dM sofort die NP-Härte des Rang-
ordnungsproblems unter dM folgt. Dieses Resultat wird zum Beweis der NP-Härte
einiger in dieser Arbeit betrachteter Rangordnungsprobleme dienen.
Lemma 3.15. Sei dM eine Distanz, wobei d Kendalls Tau-Distanz bzw. Spearmans
Footrule-Distanz und damit eine Metrik ist, und wobei M für die Minimalversion,
bzw. die Maximalversion bzw. die Hausdorff-Version bzw. die Zentralversion von d
steht. Wenn das einseitige Distanzproblem unter dM NP-hart bzw. coNP-hart ist,
dann ist auch das Rangordnungsproblem unter dM NP-hart bzw. coNP-hart. Die
NP-Härte bzw. coNP-Härte des Rangordnungsproblems ist dabei bereits ab zwei
Ordnungen gegeben.
Beweis. Das einseitige Distanzproblem unter dM sei NP-hart. bzw coNP-hart. Die
NP-Härte bzw. coNP-Härte des Rangordnungsproblems unter dM lässt sich nun
durch Reduktion vom einseitigen Distanzproblem zeigen. Eine Instanz des einsei-
tigen Distanzproblems bestehend aus einer partiellen Ordnung κ und einer totalen
Ordnung σ über einer Domäne D sowie aus einem k ∈ N wird in eine Instanz des
Rangordnungsproblems transformiert, indem κ und σ als die einzigen gegebenen
Ordnungen verwendet werden, und k unverändert gelassen wird.
Es wird nun gezeigt, dass dM(κ, σ) ≤ k gilt, genau dann wenn ein Konsens τ ∗
existiert mit dM(κ, τ ∗) + dM(σ, τ ∗) ≤ k, d. h. dass die Instanz des Distanzproblems
eine positive Antwort liefert, genau dann wenn die Instanz des Rangordnungspro-
blems eine positive Antwort liefert.
Es gelte zunächst dM(κ, σ) ≤ k. Es werden entsprechend der Ausprägung vonM
vier Fälle unterschieden.
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Fall 1: Sei M = Min, d. h. es gilt dMin(κ, σ) ≤ k. Dann existiert eine totale
Erweiterung κ′ ∈ Ext(κ) mit d(κ′, σ) ≤ k. Wähle nun als Konsens τ ∗ = σ. Dann gilt
d(κ′, τ ∗) ≤ k und damit dMin(κ, τ ∗) ≤ k. Da es sich bei d um eine Metrik handelt,
gilt weiterhin d(σ, τ ∗) = d(σ, σ) = 0 und damit ist dMin(σ, τ ∗) = 0. Summiert man
beide Distanzen auf, so ergibt sich dMin(κ, τ ∗) + dMin(σ, τ ∗) ≤ k.
Fall 2: Sei M = Max, d. h. es gilt dMax(κ, σ) ≤ k. Dann gilt d(κ′, σ) ≤ k für
alle totalen Erweiterungen κ′ ∈ Ext(κ). Es wird nun wieder τ ∗ = σ als Konsens
gewählt. Dann gilt d(κ′, τ ∗) ≤ k ebenfalls für alle totalen Erweiterungen κ′ ∈ Ext(κ)
und damit ist dMax(κ, τ ∗) ≤ k. Erneut gilt d(σ, τ ∗) = d(σ, σ) = 0, da d eine Metrik
ist, und damit ist dMax(σ, τ ∗) = 0. Das Aufsummieren der beiden Distanzen ergibt
dMax(κ, τ
∗) + dMax(σ, τ ∗) ≤ k.
Fall 3: Sei M = Z, d. h. es gilt dZ(κ, σ) ≤ k. Nach Lemma 3.3 folgt daraus
dMin(κ, σ) ≤ k. In Fall 1 wurde bereits gezeigt, dass in diesem Fall eine totale Ord-
nung τ ∗ existiert mit dMin(κ, τ ∗) + dMin(σ, τ ∗) ≤ k. Durch eine erneute Anwendung
von Lemma 3.3 gilt dann auch dZ(κ, τ ∗) + dZ(σ, τ ∗) ≤ k.
Fall 4: Sei M = H, d. h. es gilt dH(κ, σ) ≤ k. Nach Lemma 3.3 folgt daraus
dMax(κ, σ) ≤ k. In Fall 2 wurde bereits gezeigt, dass in diesem Fall eine totale Ord-
nung τ ∗ existiert mit dMax(κ, τ ∗) + dMax(σ, τ ∗) ≤ k. Durch eine erneute Anwendung
von Lemma 3.3 gilt dann auch dH(κ, τ ∗) + dH(σ, τ ∗) ≤ k.
Fasst man die Ergebnisse der vier Fälle zusammen, dann impliziert eine positive
Antwort für das einseitige Distanzproblem unter dM eine positive Antwort für das
Rangordnungsproblem unter dM .
Für den zweiten Teil des Beweises existiere ein Konsens τ ∗ mit dM(κ, τ ∗) +
dM(σ, τ
∗) ≤ k. Es werden erneut vier Fälle unterschieden.
Fall 1: Sei M = Min, d. h. es gilt dMin(κ, τ ∗) + dMin(σ, τ ∗) ≤ k. Damit existiert
eine totale Erweiterung κ′ ∈ Ext(κ) mit d(κ′, τ ∗) + dMin(σ, τ ∗) ≤ k. Da σ und τ ∗
totale Ordnungen sind, gilt dMin(σ, τ ∗) = d(σ, τ ∗), und damit d(κ′, τ ∗)+d(σ, τ ∗) ≤ k.
Da es sich bei d um eine Metrik handelt, für die die Dreiecksungleichung gilt, folgt
d(κ′, σ) ≤ k und damit ist dMin(κ, σ) ≤ k.
Fall 2: Sei M = Max, d. h. es gilt dMax(κ, τ ∗) + dMax(σ, τ ∗) ≤ k. Damit gilt
d(κ′, τ ∗) + dMax(σ, τ ∗) ≤ k für alle totalen Erweiterungen κ′ ∈ Ext(κ). Da σ und τ ∗
totale Ordnungen sind, gilt dMax(σ, τ ∗) = d(σ, τ ∗), und damit d(κ′, τ ∗)+d(σ, τ ∗) ≤ k
für alle κ′ ∈ Ext(κ). Da es sich bei d um eine Metrik handelt, für die die Dreiecksun-
gleichung gilt, folgt d(κ′, σ) ≤ k für alle κ′ ∈ Ext(κ), und damit ist dMax(κ, σ) ≤ k.
Fall 3: Sei M = Z, d. h. es gilt dZ(κ, τ ∗) + dZ(σ, τ ∗) ≤ k. Nach Lemma 3.3 folgt
daraus dMin(κ, τ ∗) + dMin(σ, τ ∗) ≤ k. In Fall 1 wurde bereits gezeigt, dass dann
dMin(κ, σ) ≤ k gilt. Wiederum nach Lemma 3.3 folgt daraus dZ(κ, σ) ≤ k.
Fall 4: Sei M = H, d. h. es gilt dH(κ, τ ∗) + dH(σ, τ ∗) ≤ k. Nach Lemma 3.3 folgt
daraus dMax(κ, τ ∗) + dMax(σ, τ ∗) ≤ k. In Fall 2 wurde bereits gezeigt, dass dann
dMax(κ, σ) ≤ k gilt. Wiederum nach Lemma 3.3 folgt daraus dH(κ, σ) ≤ k.
Damit sind die Instanz des einseitigen Distanzproblems und die Instanz des
Rangordnungsproblems mit zwei Wählern äquivalent. Die Tatsache, dass die ver-
wendete Reduktion offensichtlich in polynomieller Zeit durchgeführt werden kann,
vervollständigt den Beweis. 
4
Distanzprobleme unter Kendalls
Tau-Distanzen
Dieses Kapitel befasst sich mit Distanzproblemen unter Kendalls Tau-Distanzen.
Kendalls Tau Distanz für totale Ordnungen kann trivial in O(n2) Zeit berechnet
werden, lässt sich jedoch auch in O(n log n) Schritten ermitteln [Kni66, BBD09].
Fagin et al. [FKM+06] zeigen, dass sich die Hausdorff-Version von Kendalls Tau-
Distanz für zwei schwache Ordnungen mittels Verfeinerungen charakterisieren lässt.
Daraus ergibt sich für die Berechnung dieser Distanz ebenfalls eine Laufzeit von
O(n log n). Knight [Kni66] gibt für die Minimalversion von Kendalls Tau-Distanz für
schwache Ordnungen eine Charakterisierung mittels Verfeinerungen (ohne Beweis)
an. In den Laufzeiten bezeichnet n jeweils die Größe der Domäne der gegebenen Ord-
nungen. NP-harte Varianten von Distanzproblemen unter Kendalls Tau-Distanzen,
die Approximationsalgorithmen oder eine Analyse der parametrisierten Komplexität
erfordern würden, wurden bislang nicht betrachtet.
4.1 Komplexität
Es werden zunächst Distanzprobleme für schwache Ordnungen betrachtet. Dabei
werden die Ergebnisse aus [FKM+06] über das Distanzproblem für zwei schwache
Ordnungen unter der Hausdorff-Version von Kendalls Tau-Distanz auf Distanzpro-
bleme für schwache Ordnungen unter den anderen Verallgemeinerungen von Kendalls
Tau-Distanz übertragen. Insgesamt ergibt sich dann das folgende Resultat.
Satz 4.1. Seien κ und µ zwei schwache Ordnungen über einer Domäne D und sei
n = |D|. Dann sind die folgenden Probleme effizient in einer Laufzeit von O(n log n)
lösbar:
55
56 Kapitel 4. Distanzprobleme unter Kendalls Tau-Distanzen
(i) das Distanzproblem unter der Hausdorff-Version von Kendalls Tau-Distanz für
κ und µ (aus [FKM+06]),
(ii) das Distanzproblem unter der Minimalversion von Kendalls Tau-Distanz für
κ und µ (aus [Kni66] ohne Beweis),
(iii) das Distanzproblem unter der Maximalversion von Kendalls Tau-Distanz für
κ und µ und
(iv) das Distanzproblem unter der Zentralversion von Kendalls Tau-Distanz für κ
und µ.
Beweis. Die folgende Behauptung charakterisiert die Hausdorff-Version von Kendalls
Tau-Distanz zwischen κ und µ mit Hilfe von Verfeinerungen. Ihre Korrektheit wurde
von Fagin et al. [FKM+06] gezeigt.
Behauptung 4.1. [FKM+06] Für eine beliebige totale Ordnung ρ über D gilt
KH(κ, µ) = max{K(ρ ∗ µ ∗ κ, ρ ∗ κR ∗ µ), K(ρ ∗ µR ∗ κ, ρ ∗ κ ∗ µ)} .
Eine entsprechende Charakterisierung der Minimalversion von Kendalls Tau-
Distanz aus [Kni66] lautet wie folgt.
Behauptung 4.2. [Kni66] Für eine beliebige totale Ordnung ρ über D gilt
KMin(κ, µ) = K(ρ ∗ µ ∗ κ, ρ ∗ κ ∗ µ) .
Der Beweis der Behauptung kombiniert die Aussagen von Lemma 3.7 und Lem-
ma 3.10. Für ein beliebiges, aber festes σ ∈ Ext(µ) wird nach Lemma 3.7 der Wert
K(τ, σ) über allen τ ∈ Ext(κ) minimiert für τ = σ ∗ κ. Nach Lemma 3.10 wird der
Wert K(σ ∗ κ, σ) über allen σ ∈ Ext(µ) minimiert für σ = ρ ∗ κ ∗ µ. Damit ergibt
sich
min
σ∈Ext(µ)
min
τ∈Ext(κ)
K(τ, σ) = K(ρ ∗ κ ∗ µ ∗ κ, ρ ∗ κ ∗ µ) .
Da ρ ∗ κ ∗ µ ∗ κ = ρ ∗ µ ∗ κ gilt, ist die Behauptung bewiesen.
Eine entsprechende Behauptung lässt sich für die Maximalversion von Kendalls
Tau-Distanz auf ähnliche Weise zeigen.
Behauptung 4.3. Für eine beliebige totale Ordnung ρ über D gilt
KMax(κ, µ) = K(ρ
R ∗ µR ∗ κ, ρ ∗ κR ∗ µ) .
Der Beweis der Behauptung kombiniert in diesem Fall die Aussagen von Lem-
ma 3.9 und Lemma 3.11. Für ein beliebiges, aber festes σ ∈ Ext(µ) wird nach
Lemma 3.9 der Wert K(τ, σ) über allen τ ∈ Ext(κ) maximiert für τ = σR ∗ κ.
Nach Lemma 3.11 wird der Wert K(σR ∗ κ, σ) über allen σ ∈ Ext(µ) maximiert für
σ = ρ ∗ κR ∗ µ. Damit ergibt sich
max
σ∈Ext(µ)
max
τ∈Ext(κ)
K(τ, σ) = K((ρ ∗ κR ∗ µ)R ∗ κ, ρ ∗ κR ∗ µ) .
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Da (ρ∗κR ∗µ)R ∗κ = ρR ∗κ∗µR ∗κ = ρR ∗µR ∗κ gilt, ist die Behauptung bewiesen.
Zuletzt wird eine entsprechende Behauptung für die Zentralversion von Kendalls
Tau-Distanz ebenfalls auf ähnliche Weise gezeigt.
Behauptung 4.4. Für eine beliebige totale Ordnung ρ über D gilt
KZ(κ, µ) = min{K(ρR ∗ µR ∗ κ, ρ ∗ κ ∗ µ), K(ρ ∗ µ ∗ κ, ρR ∗ κR ∗ µ)} .
Der Beweis der Behauptung kombiniert in diesem Fall die Aussagen von Lem-
ma 3.9 und Lemma 3.12. Es wird eine Charakterisierung für den Fall KZ(κ, µ) =
minσ∈Ext(µ) maxτ∈Ext(κ) K(τ, σ) gezeigt. Die entsprechende Charakterisierung für den
Fall KZ(κ, µ) = minτ∈Ext(κ) maxσ∈Ext(µ) K(τ, σ) ergibt sich analog.
Für ein beliebiges, aber festes σ ∈ Ext(µ) wird nach Lemma 3.9 der Wert K(τ, σ)
über allen τ ∈ Ext(κ) maximiert für τ = σR ∗ κ. Nach Lemma 3.12 wird der Wert
K(σR ∗ κ, σ) über allen σ ∈ Ext(µ) minimiert für σ = ρ ∗ κ ∗ µ. Damit ergibt sich
min
σ∈Ext(µ)
max
τ∈Ext(κ)
K(τ, σ) = K((ρ ∗ κ ∗ µ)R ∗ κ, ρ ∗ κ ∗ µ) .
Da (ρ∗κ∗µ)R ∗κ = ρR ∗κR ∗µR ∗κ = ρR ∗µR ∗κ gilt, ist die Behauptung bewiesen.
Damit lassen sich alle Versionen von Kendalls Tau-Distanz für zwei schwache
Ordnungen mit Hilfe von Verfeinerungen charakterisieren. Die Aussage des Satzes
ergibt sich dann aus der Tatsache, dass sich Verfeinerungen inO(n) Schritten berech-
nen lassen und Kendalls Tau-Distanz zwischen zwei totalen Ordnungen in O(n log n)
Schritten berechnet werden kann. 
Im Folgenden befasst sich dieser Abschnitt mit dem allgemeinsten Fall des Dis-
tanzproblems unter Kendalls Tau-Distanz, der Distanzberechnung zwischen parti-
ellen Ordnungen. Es wird gezeigt, dass die Berechnung aller Versionen von Ken-
dalls Tau-Distanz zwischen zwei partiellen Ordnungen entwederNP-vollständig oder
coNP-vollständig ist, selbst wenn eine der beiden Ordnungen eine totale Ordnung
ist.
Zunächst wird die NP-Vollständigkeit der Berechnung Minimalversion von Ken-
dalls Tau-Distanz zwischen einer totalen und einer partiellen Ordnung durch eine
Reduktion vom OSCM-4-Stern Problem, dem einseitigen Zwei-Level Kreuzungsmini-
mierungsproblem, gezeigt. Die NP-Vollständigkeit bzw. coNP-Vollständigkeit für
die Zentralversion von Kendalls Tau-Distanz, die Hausdorff-Version von Kendalls
Tau-Distanz und die Maximalversion von Kendalls Tau-Distanz wird später aus
diesem Resultat folgen. Die NP-Vollständigkeit des OSCM-4-Stern Problems wur-
de durch eine Reduktion vom Feedback-Arc-Set-Problem gezeigt [MUV02].
Satz 4.2. Das Distanzproblem für eine totale und eine partielle Ordnung unter der
Minimalversion von Kendalls Tau-Distanz ist NP-vollständig.
Beweis. Zum Beweis der Aussage wird das OSCM-4-Stern Problem benötigt. Dabei
ist zunächst ein 4-Stern wie folgt definiert. Ein 4-Stern ist ein ungerichteter Graph
bestehend aus fünf Knoten, davon vier Knoten vom Grad 1, die zum fünften Knoten
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vom Grad 4 adjazent sind. Eine Instanz des OSCM-4-Stern-Problems besteht nun
aus einem ungerichteten Wald von n 4-Sternen, deren Knoten sich auf zwei Level,
dem oberen und dem unteren Level, befinden. Für jeden 4-Stern i befinden sich die
vier Knoten a1(i), a2(i), a3(i), a4(i) vom Grad 1 auf dem oberen Level und der Kno-
ten a∗(i) vom Grad 4 auf dem unteren Level befindet. Dabei wird a∗(i) als Zentrum
des 4-Sterns bezeichnet. Weiterhin besteht die Instanz aus einer vorgegebenen Per-
mutation σ′ der Knoten auf dem oberen Level, sowie aus einem k′ ∈ N. Gefragt ist
nun, ob eine Permutation der Knoten auf dem unteren Level existiert, so dass in der
entstehenden Zeichnung des Graphen höchstens k′ viele Kantenkreuzungen vorhan-
den sind. Zur Definition des OSCM-4-Stern Problems siehe auch Abbildung 4.1.
σ′
a1(1) a1(2) a2(1) a1(3) a2(2) a3(1) a2(3) a4(1) a3(3) a4(3) a3(2) a4(2)
a∗(1) a∗(2) a∗(3)
Abbildung 4.1. Zwei-Level Zeichnung einer Instanz des OSCM-4-Stern Problems
In einer Instanz des OSCM-4-Stern Problems seiA(i) = {a1(i), a2(i), a3(i), a4(i)}
die Menge der Knoten vom Grad 1 des Sterns i. Es sei weiterhin A = ⋃i∈{1,...,n}A(i)
die Menge der Knoten vom Grad 1 aller Sterne und damit die Menge aller Knoten auf
dem oberen Level. Zuletzt bezeichne A∗ =
⋃
i∈{1,...,n} a∗(i) die Menge aller Zentren
und damit alle Knoten auf dem unteren Level.
Zum Beweis der NP-Vollständigkeit des Distanzproblems unter der Minimalver-
sion von Kendalls Tau-Distanz wird das OSCM-4-Stern Problem, bestehend aus n
4-Sternen, einer Permutation σ′ auf A sowie einem k′ ∈ N, reduziert auf eine Instanz
des Distanzproblems, bestehend aus einer partiellen Ordnung κ und einer totalen
Ordnung σ über einer Domäne D sowie aus einem k ∈ N.
Zunächst werden alle Zentren a∗(i) ∈ A∗ in vier Knoten vom Grad 1 aufge-
spalten. Jeder der entstandenen Knoten ist zu einem der Knoten aus A(i) adjazent
und wird im Folgenden mit diesem identifiziert. Damit befindet sich nun auf dem
unteren Level eine Knotenmenge mit der selben Kardinalität wie A, wobei durch
die Adjazenzbeziehung der Knoten eine Bijektion zwischen den beiden Mengen de-
finiert ist. Das Aufsplitten der Knoten ist in Abbildung 4.2 dargestellt. Damit lässt
sich das OSCM-4-Stern Problem nun leicht abgewandelt formulieren. Gegeben ist
nun eine Permutation σ′ auf einer Domäne A und ein k′ ∈ N. Gesucht ist weiter-
hin eine Permutation τ+ über der Domäne A, so dass in einer entstehenden Zwei-
Level-Zeichnung höchstens k′ viele Kreuzungen vorhanden sind, jedoch gilt nun die
Einschränkung, dass für jedes i die vier Knoten a1(i), a2(i), a3(i) und a4(i) in τ+
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unmittelbar aufeinander folgen müssen. Diese Eigenschaft von τ+ wird im Folgenden
als Nichtverschachtelung (NV) bezeichnet. NV stellt sich formal wie folgt dar.
(NV) ∀
i,j∈{1,...,n}
i 6=j
A(i) ≺τ+ A(j) ∨ A(j) ≺τ+ A(i) ,
Die Kreuzungszahl in der Zeichnung entspricht nun Kendalls Tau-Distanz zwi-
schen σ′ und τ+. Eine ausführlichere Betrachtung zum Zusammenhang zwischen der
Kreuzungszahl und Kendalls Tau-Distanz findet sich in [BBD09].
σ
τˆ
a1(1) a1(2) a2(1) a1(3) a2(2) a3(1) a2(3) a4(1) a3(3) a4(3) a3(2) a4(2)
A(1) A(2) A(3)
Abbildung 4.2. Die Instanz des OSCM-4-Stern Problems nach dem Aufsplitten
der Zentren
Um nun NV zu erzwingen, wird die Domäne A um Kandidaten erweitert, die
ihrer Funktion entsprechend als Blocker bezeichnet werden. Entsprechend werden
auch in die gegebene totale Ordnung σ′ an geeigneten Stellen Blocker eingefügt und
so eine totale Ordnung σ konstruiert. Das Ziel dieser Vorgehensweise ist es eine parti-
elle Ordnung κ auf der erweiterten Domäne festzulegen. Für eine totale Erweiterung
τ ∈ Ext(κ) und ein noch geeignet zu wählendes k soll dann K(τ, σ) ≤ k nur möglich
sein, wenn NV von τ erfüllt wird. Insgesamt soll KMin(κ, σ) ≤ k gelten, genau dann
wenn ein τ ∗ ∈ Ext(κ) existiert mit K(σ, τ ∗) ≤ k, welches zusätzlich NV erfüllt und,
eingeschränkt auf die bisherige Domäne A, höchstens k′ Kreuzungen zu σ′ in einer
Zwei-Level Zeichnung verursacht. Die Instanz des OSCM-4-Stern Problems ist dann
äquivalent zum Distanzproblem unter der Minimalversion von Kendalls Tau-Distanz
auf κ, σ und k.
Für alle i ∈ {1, . . . , n} werden nun also die Kandidaten l1(i), l′1(i), l2(i), l′2(i),
r1(i), r′1(i), r2(i) und r′2(i) als Blocker eingeführt. Es wird nun folgende Notation
verwendet. Sei L1(i) = {l1(i), l′1(i)}, L2(i) = {l2(i), l′2(i)}, R1(i) = {r1(i), r′1(i)}
und R2(i) = {r2(i), r′2(i)}. Weiterhin sei L(i) = L1(i) ∪ L2(i), R(i) = R1(i) ∪
R2(i), L1 =
⋃
i∈{1,...,n} L1(i), L2 =
⋃
i∈{1,...,n} L2(i), R1 =
⋃
i∈{1,...,n}R1(i) und R2 =⋃
i∈{1,...,n}R2(i). Seien zuletzt B(i) = L(i) ∪ R(i) die i-ten Blocker, A(i) die i-
ten inneren Kandidaten und G(i) = L(i) ∪ A(i) ∪ R(i) das i-te Gadget. Zuletzt
sei D = ⋃i∈{1,...,n} G(i) die neue Domäne. Aus einer Instanz des OSCM-4-Stern
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Problems mit n 4-Sternen wird also eine Domäne D bestehend aus 12n Kandidaten
konstruiert.
Die partielle Ordnung κ sei durch die folgenden Vorgaben definiert.
∀
i∈{1,...,n}
a1(i) ≺κ a2(i) ≺κ a3(i) ≺κ a4(i)
∀
i∈{1,...,n}
l1(i) ≺κ l′1(i) ≺κ l2(i) ≺κ l′2(i)
∀
i∈{1,...,n}
r1(i) ≺κ r′1(i) ≺κ r2(i) ≺κ r′2(i)
∀
i∈{1,...,n}
L(i) ≺κ A(i) ≺κ R(i)
∀
i,j∈{1,...,n}
∀
g∈G(i)
∀
g′∈G(j)
i 6= j ⇒ g 6≺κ g′
Jedes Gadget G(i) wird also durch κ total geordnet, während Kandidaten aus
zwei verschiedenen Gadgets miteinander unvergleichbar sind.
Die totale Ordnung σ auf D ist wie folgt definiert.
R2 ≺σ R1 ≺σ A ≺σ L2 ≺σ L1
∀
a,a′∈A
a ≺σ′ a′ ⇒ a ≺σ a′ und
∀
i,j∈{1,...,n}
i < j ⇒ L1(i) ≺σ L1(j)
∀
i,j∈{1,...,n}
i < j ⇒ R2(i) ≺σ R2(j)
∀
i,j∈{1,...,n}
i > j ⇒ L2(i) ≺σ L2(j)
∀
i,j∈{1,...,n}
i > j ⇒ R1(i) ≺σ R1(j)
∀
i∈{1,...,n}
l1(i) ≺σ l′1(i)
∀
i∈{1,...,n}
l2(i) ≺σ l′2(i)
∀
i∈{1,...,n}
r1(i) ≺σ r′1(i)
∀
i∈{1,...,n}
r2(i) ≺σ r′2(i)
Die Anordnung der Kandidaten eines einzelnen Gadgets durch κ und σ ist in
Abbildung 4.3 illustriert. Zuletzt sei k = 32n2 + 24n+ k′.
Vor dem eigentlichen Korrektheitsbeweis der Reduktion werden nun die Lösun-
gen τ ∗ des Distanzproblems bezüglich der Anzahl der Kreuzungen verursacht durch
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Blocker und innere Kandidaten analysiert. Dazu wird folgende Notation verwendet.
Für Teilmengen X, Y ⊆ D, sei
χστ∗(X, Y ) = |{(x, y) ∈ X × Y : (σ(x)− σ(y))(τ ∗(x)− τ ∗(y)) < 0}|
und sei χστ∗(X) =
1
2
χστ∗(X,X). Damit zählt also χστ∗(X, Y ) die Paare (x, y) ∈ X×Y ,
in denen sich τ ∗ und σ widersprechen, d. h. in denen τ ∗ x vor y ordnet und σ y vor
x ordnet oder umgekehrt. Dann gilt K(τ ∗, σ) = χστ∗(D).
Kendalls Tau-Distanz zwischen τ ∗ und σ entspricht wie bereits erwähnt der Kreu-
zungszahl in einer Zwei-Level-Zeichnung (siehe auch [BBD09]). Diese wiederum setzt
sich zusammen aus den Kreuzungen von Kandidaten
• innerhalb eines Gadgets, χστ∗(G(i)),
• zwischen den Blockern eines Gadgets und den Blockern eines anderen Gadgets,
χστ∗(B(i),B(j)),
• zwischen den inneren Kandidaten eines Gadgets und den Blockern eines an-
deren Gadgets, χστ∗(A(i),B(j)), sowie
• zwischen den inneren Kandidaten eines Gadgets und den inneren Kandidaten
eines anderen Gadgets, χστ∗(A(i),A(j)).
Behauptung 4.5. χστ∗(G(i)), also die Anzahl der Kreuzungen innerhalb des i-ten
Gadgets, ist konstant 56 für alle i ∈ {1, . . . , n}.
Da jedes Gadget sowohl durch σ als auch durch κ total geordnet ist, ist χστ∗(G(i))
konstant. Der Wert 56 kann anhand von Abbildung 4.3 nachgezählt werden.
σ
τ ∗
r2(i) r
′
2(i) r1(i) r
′
1(i) a1(i) a2(i) a3(i) a4(i) l2(i) l
′
2(i) l1(i) l
′
1(i)
l1(i) l
′
1(i) l2(i) l
′
2(i) a1(i) a2(i) a3(i) a4(i) r1(i) r
′
1(i) r2(i) r
′
2(i)
Abbildung 4.3. Die Kreuzungszahl innerhalb eines Gadgets
Behauptung 4.6. χστ∗(B(i),B(j)), also die Anzahl der Kreuzungen zwischen den
Blockern eines Gadgets G(i) und den Blockern eines anderen Gadgets G(j), ist 32
wenn G(i) und G(j) in τ ∗ nicht verschachtelt auftreten, d. h. wenn gilt G(i) ≺τ∗
G(j)∨G(j) ≺τ∗ G(i), also wenn jeder Kandidat aus G(i) von τ ∗ vor jedem Kandidaten
aus G(j) geordnet wird oder umgekehrt. Anderenfalls gilt χστ∗(B(i),B(j)) > 32.
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O.B. d.A. sei i < j. Da jedes Gadget sowohl von σ als auch von τ ∗ total geordnet
wird, ist χστ∗(B(i),B(j)) ausschließlich von der Verschachtelung der beiden Gadgets
abhängig, d. h. welcher Blocker des i-ten Gadgets in welchem Sektor (zwischen wel-
chen Blockern) des j-ten Gadgets platziert wird (siehe dazu Abbildung 4.4). Die
Sektoren des j-ten Gadgets seien dabei wie folgt definiert.
Sektor Beschreibung
S0 vor l1(j)
S1 zwischen l1(j) und l′1(j)
S2 zwischen l′1(j) und l2(j)
S3 zwischen l2(j) und l′2(j)
S4 zwischen l′2(j) und r1(j)
S5 zwischen r1(j) und r′1(j)
S6 zwischen r′1(j) und r2(j)
S7 zwischen r2(j) und r′2(j)
S8 nach r′2(j)
Die Anzahl der Kreuzungen kann nun für jedes Paar von Blocker und Sektor
getrennt berechnet werden.
Das Problem die Verschachtelung zweier Gadgets mit der kleinsten Anzahl an
Kreuzungen zu finden wird nun als Wegeproblem modelliert (siehe Abbildung 4.5).
Enthält ein Pfad eine Kante (Sm, b), so entspricht dies dem Platzieren von b in Sektor
Sm. Das Gewicht der Kante (Sm, b) entspricht der zusätzlichen Anzahl an Kreuzun-
gen, die entstehen, wenn b in Sektor Sm anstatt in Sektor S0 platziert wird. Wenn
also beispielsweise der Kandidat r′1(i) in Sektor S2 platziert wird, d. h. l′1(j) ≺τ∗
r′1(i) ≺τ∗ l2(j), verursacht er χστ∗({r′1(i)},B(j)) = 6 Kreuzungen. Wird r′1(i) dage-
gen in Sektor S0 platziert, d. h. r′1(i) ≺τ∗ l1(j), verursacht er χστ∗({r′1(i)},B(j)) = 4
Kreuzungen. Damit wird also das Gewicht der Kante (S2, r′1(i)) auf 6 − 4 = 2 ge-
setzt. Jeder Pfad im Graphen entspricht also einer möglichen Verschachtelung der
Gadgets G(i) und G(j). Die Länge des Pfades entspricht der Differenz zwischen dem
Wert von χστ∗(B(i),B(j)), wenn die entsprechende Verschachtelung gewählt wird,
und dem Wert von χστ∗(B(i),B(j)), wenn alle Kandidaten aus B(i) im Sektor S0, al-
so vor allen Kandidaten aus B(j), platziert werden. Werden nun alle Kandidaten aus
B(i) im Sektor S0 platziert, dann ergibt sich durch Nachzählen (siehe Abbildung 4.4)
χστ∗(B(i),B(j)) = 32. Der Pfadgraph (siehe Abbildung 4.5) enthält nun zwei kürzeste
Wege der Länge 0, die den Verschachtelungen entsprechen, in denen G(i) und G(j)
von τ ∗ getrennt werden. Diese beiden Verschachtelungen verursachen also jeweils 32
Kreuzungen, während alle anderen Verschachtelungen echt mehr Kreuzungen verur-
sachen. Damit ist die Behauptung bewiesen.
Behauptung 4.7. χστ∗(A(i),B(j)), die Anzahl der Kreuzungen zwischen den inne-
ren Elementen eines Gadgets i und den Blockern eines anderen Gadgets j, beträgt 16,
wenn A(i) und B(j) von τ ∗ getrennt werden. Ansonsten gilt χστ∗(A(i),B(j)) > 16.
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Jeder innere Kandidat aus A(i) verursacht Kreuzungen entweder mit allen Kan-
didaten aus L(j) oder mit allen Kandidaten aus R(j). Werden A(i) und B(j) von τ ∗
getrennt, so entstehen keine weiteren Kreuzungen und es gilt χστ∗(A(i),B(j)) = 16.
Jeder innere Kandidat a ∈ A(i), der von τ ∗ nicht von A(j) getrennt wird, d. h.
L(j) ≺τ∗ a ≺τ∗ R(j), verursacht zusätzliche Kosten von 4, da er Kreuzungen so-
wohl mit den vier Kandidaten aus L(j) als auch mit den vier Kandidaten aus R(j)
verursacht.
8 8 0 0 −4 −4 −4 −4
7 7 1 1 −3 −3 −3 −3
6 6 2 2 −2 −2 −2 −2
5 5 3 3 −1 −1 −1 −1
4 4 4 4 0 0 0 0
3 3 3 3 1 1 1 1
2 2 2 2 2 2 2 2
1 1 1 1 1 1 1 1
0 0 0 0 0 0 0 0
s
t
r′2(i) r2(i) r
′
1(i) r1(i) l
′
2(i) l2(i) l
′
1(i) l1(i)
S0
S1
S2
S3
S4
S5
S6
S7
S8
Abbildung 4.5. Die Abbildung zeigt einen Pfadgraph, der die Verschachtelung
zweier Gadgets i und j modelliert. Der rote Pfad entspricht der Verschachtelung,
die in Abbildung 4.4 dargestellt ist. Der rote und der grüne Pfad sind die beiden
kürzesten Wege im Pfadgraph und entsprechen G(i) ≺τ∗ G(j) bzw. G(j) ≺τ∗ G(i).
Mit Hilfe der obigen drei Behauptungen lässt sich nun die Korrektheit der Re-
duktion zeigen.
Zunächst wird angenommen, dass eine Permutation τ+ über A für die Instanz
des OSCM-4-Stern Problems existiert, die höchstens k′ viele Kreuzungen verursacht.
Aus τ+ lässt sich eine totale Erweiterung τ ∗ ∈ Ext(κ) über D ermitteln, wobei
K(τ ∗, σ) ≤ k ist. Sei τ ∗ diejenige totale Ordnung, die die einzelnen Gadgets trennt
und sie dabei entsprechend der Reihenfolge der Zentren der Sterne aus τ+ ordnet.
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Die Gesamtzahl der Kreuzungen zwischen τ ∗ und σ ergibt sich nun wie folgt.
χστ∗(D) =
∑
i∈{1,...,n}
χστ∗(G(i)) +
∑
i,j∈{1,...,n}
i<j
χστ∗(B(i),B(j))+
+
∑
i,j∈{1,...,n}
i 6=j
χστ∗(A(i),B(j)) +
∑
i,j∈{1,...,n}
i<j
χστ∗(A(i),A(j)) .
Es werden nun die obigen Behauptungen angewendet, wobei berücksichtigt wird,
dass G(i) und G(j) für alle i, j ∈ {1, . . . , n} und i 6= j von τ ∗ getrennt werden. Damit
ergibt sich ∑
i∈{1,...,n}
χστ∗(G(i)) = 56n ,
∑
i,j∈{1,...,n}
i<j
χστ∗(B(i),B(j)) = 32
n(n− 1)
2
und
∑
i,j∈{1,...,n}
i 6=j
χστ∗(A(i),B(j)) = 16n(n− 1) .
Aufgrund der Annahme, dass die Lösung τ+ der Instanz des OSCM-4-Stern
Problems höchstens k′ Kreuzungen verursacht, folgt zuletzt∑
i,j∈{1,...,n}
i<j
χστ∗(A(i),A(j)) ≤ k′.
Das Aufsummieren dieser Werte liefert
KMin(κ, σ) ≤ K(τ ∗, σ) = χστ∗(D) ≤ 56n+ 32
n(n− 1)
2
+ 16n(n− 1) + k′ =
= 32n2 + 24n+ k′ = k .
Für den zweiten Teil des Korrektheitsbeweises wird nun angenommen, dass
KMin(κ, σ) ≤ k gilt. Dann existiert ein τ ∗ ∈ Ext(κ) mit K(τ ∗, σ) ≤ k. Es wer-
den nun zwei Fälle unterschieden, je nachdem, ob τ ∗ NV erfüllt oder nicht.
Fall 1: Die Ordnung τ ∗ erfüllt NV. Dann kann aus τ ∗ eine Lösung τ+ für die
Instanz des OSCM-4-Stern Problems erzeugt werden, indem die Zentren der Ster-
ne in τ+ entsprechend der Gadgets in τ ∗ angeordnet werden. Dann verursacht τ+
ebenso viele Kreuzungen wie χστ∗(A(i),A(j)), die inneren Kandidaten in τ ∗. Die
Anzahl der Kreuzungen der inneren Kandidaten in τ ∗ wiederum ergibt sich unter
Berücksichtigung der obigen Behauptungen wie folgt.∑
i,j∈{1,...,n}
i<j
χστ∗(A(i),A(j)) ≤ k − 32n2 − 24n = k′
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Fall 2: Die Ordnung τ ∗ erfüllt NV nicht. Es wird nun eine totale Ordnung τ ∗∗ ∈
Ext(κ) aus τ ∗ konstruiert. Dabei trennt τ ∗∗ die einzelnen Gadgets und ordnet sie in
der Reihenfolge, in der τ ∗ die entsprechenden a1-Kandidaten ordnet, d. h.
∀
i,j∈{1,...,n}
i 6=j
G(i) ≺τ∗∗ G(j)⇔ a1(i) ≺τ∗ a1(j) .
Nun erfüllt τ ∗∗ offensichtlich NV. Es bleibt zu zeigen, dass K(τ ∗∗, σ) ≤ K(τ ∗, σ) ≤ k
gilt. Angenommen K(τ ∗∗, σ) > K(τ ∗, σ). Aufgrund der obigen Behauptungen ver-
ursacht τ ∗ aber mehr Kreuzungen zwischen Paaren von Blockern und mindestens
genauso viele Kreuzungen zwischen Blockern und inneren Kandidaten wie τ ∗∗. Da-
mit muss τ ∗ weniger Kreuzungen zwischen den inneren Kandidaten verursachen als
τ ∗∗. Sei a ein beliebiger innerer Kandidat und sei j ein Gadget mit a /∈ A(j). Im
Vergleich zu τ ∗∗ kann τ ∗ höchstens χστ∗∗({a},A(j)) ≤ 4 Kreuzungen einsparen, in-
dem es a zwischen den Elementen von A(j) platziert. Dann gilt jedoch wie oben
gezeigt χστ∗({a},B(j)) = χστ∗∗({a},B(j)) + 4. Damit kann τ ∗ durch keine Platzie-
rung der inneren Kandidaten weniger Kreuzungen verursachen als τ ∗∗ und es gilt
K(τ ∗∗, σ) ≤ K(τ ∗, σ) ≤ k. Da τ ∗∗ zusätzlich NV erfüllt, folgt analog zu Fall 1, dass
eine Lösung τ+ für die Instanz des OSCM-4-Stern Problems existiert, die höchstens
k′ viele Kreuzungen verursacht.
Zusammenfassend wurde also gezeigt, dass aus einer Instanz des OSCM-4-Stern
Problems eine Instanz des Distanzproblems konstruiert werden kann, so dass ei-
ne Lösung der Instanz des OSCM-4-Stern Problems mit höchstens k′ Kreuzungen
existiert, genau dann wenn die Minimalversion von Kendalls Tau-Distanz höchstens
den Wert k annimmt. Damit ist das Distanzproblem NP-hart. Da in polynomieller
Zeit eine totale Ordnung τ ∗ geraten werden kann, und da ebenfalls in polynomi-
eller Zeit überprüft werden kann, ob τ ∗ ∈ Ext(κ) und K(τ ∗, σ) ≤ k gilt, ist das
Distanzproblem in NP und damit NP-vollständig. 
Aus der eben gezeigten NP-Vollständigkeit des Distanzproblems unter der Mi-
nimalversion von Kendalls Tau-Distanz für eine partielle und eine totale Ordnung
und der Tatsache, dass die Minimalversion und die Zentralversion von Kendalls Tau-
Distanz identisch sind, wenn zumindest eine der beiden beteiligten Ordnungen total
ist (Lemma 3.3), ergibt sich sofort das folgende Resultat.
Korollar 4.1. Das Distanzproblem unter der Zentralversion von Kendalls Tau-
Distanz für eine partielle und eine totale Ordnung ist NP-vollständig.
Das eben gezeigte Resultat bildet nun den Ausgangspunkt für die Analyse der
Komplexität des Distanzproblems unter Maximalversion und der Hausdorff-Version
von Kendalls Tau-Distanz.
Satz 4.3. Das Distanzproblem unter Maximalversion von Kendalls Tau-Distanz für
eine partielle und eine totale Ordnung ist coNP-vollständig.
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Beweis. Die coNP-Vollständigkeit des Distanzproblems unter der Maximalversion
von Kendalls Tau-Distanz zwischen einer partiellen und einer totalen Ordnung wird
ausgehend vom entsprechenden Distanzproblem unter der Minimalversion von Ken-
dalls Tau-Distanz gezeigt, dessen NP-Vollständigkeit bereits bekannt ist (Satz 4.2).
Als Zwischenschritt muss dazu die NP-Vollständigkeit eines modifizierten Distanz-
problems bewiesen werden.
Seien eine partielle Ordnung κ und eine totale Ordnung σ über einer Domäne
D, sowie eine natürliche Zahl k eine Instanz des Distanzproblems unter der Mini-
malversion von Kendalls Tau-Distanz, in welchem gefragt ist, ob KMin(κ, σ) ≤ k
gilt. Dieses wird nun auf eine Instanz des modifizierten Distanzproblems, bestehend
aus einer partiellen Ordnung κ′ und einer totalen Ordnung σ′ über D, sowie einer
natürlichen Zahl k′ reduziert. Im modifizierten Distanzproblem ist gefragt, ob eine
totale Erweiterung τ ′ ∈ Ext(κ′) existiert mit K(τ ′, σ) ≥ k′. Für die Reduktion wird
κ′ = κ, σ′ = σR und k′ =
(|D|
2
)− k gesetzt.
Zum Beweis der Korrektheit der Reduktion lässt sich zunächst feststellen, dass
für jedes τ ∈ Ext(κ), jedes der (|D|
2
)
Paare von Kandidaten genau eins entweder zu
K(τ, σ) oder zu K(τ, σR) beiträgt, d. h. K(τ, σ) + K(τ, σR) =
(|D|
2
)
. Wegen κ = κ′
folgt dann sofort ∃τ ∈ Ext(κ) : K(τ, σ) ≤ k ⇔ ∃τ ′ ∈ Ext(κ′) : K(τ ′, σ′) ≥ (|D|
2
) −
k und die NP-Härte des modifizierten Distanzproblems ist bewiesen. Seine NP-
Vollständigkeit ergibt sich nun sofort, da die Zugehörigkeit des Problems zur Klasse
NP offensichtlich ist, und da die obige Reduktion in polynomieller Zeit durchgeführt
werden kann.
Aus der NP-Vollständigkeit des modifizierten Distanzproblems folgt nun die
coNP-Vollständigkeit des Distanzproblems unter der Maximalversion von Kendalls
Tau-Distanz. Sei eine partielle Ordnung κ′′ und eine totale Ordnung τ ′′ über D, sowie
eine natürliche Zahl k′′ eine Instanz des Distanzproblems unter der Maximalversi-
on von Kendalls Tau-Distanz, in der gefragt ist, ob KMax(κ′′, σ′′) ≤ k′′ gilt. Nach
Lemma 3.1 ist gefragt, ob K(τ ′′, σ′′) ≤ k′′ für alle τ ′′ ∈ Ext(κ′′) gilt. Damit ist das
Distanzproblem unter der Maximalversion von Kendalls Tau-Distanz das komple-
mentäre Problem des modifizierten Distanzproblems. Das komplementäre Problem
eines NP-vollständigen Problems ist immer coNP-vollständig (siehe beispielsweise
[GJ90, Pap94]). 
Aus der eben gezeigten coNP-Vollständigkeit des Distanzproblems unter der
Maximalversion von Kendalls Tau-Distanz für eine partielle und eine totale Ordnung
und der Tatsache, dass die Maximalversion und die Hausdorff-Version von Kendalls
Tau-Distanz identisch sind, wenn zumindest eine der beiden beteiligten Ordnungen
total ist (Lemma 3.3), ergibt sich sofort das folgende Resultat.
Korollar 4.2. Das Distanzproblem unter der Hausdorff-Version von Kendalls Tau-
Distanz für eine partielle und eine totale Ordnung ist coNP-vollständig.
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4.2 Approximierbarkeit
Es wird nun die Approximierbarkeit des Distanzproblems unter der Minimalversion
und der Zentralversion von Kendalls Tau-Distanz zwischen einer partiellen und einer
totalen Ordnung betrachtet. Dazu wird gezeigt, dass ersteres Problem ein Spezialfall
des eingeschränkten Feedback-Arc-Set-Problems auf Turniergraphen ist. Dieses wie-
derum ist bereits als 3-approximierbar bekannt [vZW09]. In vorliegendem Spezialfall
ist sogar eine 2-Approximation möglich. Um dies zu zeigen, ist eine Anpassung des
Beweises aus [vZW09] nötig.
Satz 4.4. Das Distanzproblem unter der Minimalversion von Kendalls Tau-Distanz
zwischen einer partiellen und einer totalen Ordnung ist 2-approximierbar.
Beweis. Es wird zunächst das eingeschränkte Feedback-Arc-Set-Problem auf Tur-
niergraphen betrachtet, dessen 3-Approximierbarkeit bekannt ist, und als dessen
Spezialfall sich das Distanzproblem unter der Minimalversion von Kendalls Tau-
Distanz erweisen wird. Eine Instanz des eingeschränkten Feedback-Arc-Set-Problems
auf Turniergraphen besteht aus einem Turniergraphen T = (V,Afix ∪ Afrei), wobei
die Kanten aus Afix eine partielle Ordnung bilden. Das bedeutet für alle u, v, w ∈ V
gilt (u, v) ∈ Afix ∧ (v, w) ∈ Afix ⇒ (u,w) ∈ Afix (Transitivität) und es existiert
kein Zyklus, der ausschließlich aus Kanten aus Afix besteht. Die von einer partiel-
len Ordnung geforderten Eigenschaften der Symmetrie und der Irreflexivität gelten
ebenfalls, da alle in dieser Arbeit betrachteten Graphen schleifenfrei sind, und da
es sich bei dem gegebenen Graphen um einen Turniergraphen handelt. Gesucht ist
nun eine totale Ordnung τ ∗ auf V , so dass x ≺τ∗ y für alle Kanten (x, y) ∈ Afix gilt,
und so dass die Anzahl der Kanten (x, y) ∈ Afrei, für die y ≺τ∗ x gilt, minimal ist.
Behauptung 4.8. Das Distanzproblem unter der Minimalversion von Kendalls
Tau-Distanz für eine partielle und eine totale Ordnung kann in ein äquivalentes
eingeschränktes Feedback-Arc-Set-Problem auf Turniergraphen überführt werden.
Das Distanzproblem unter der Minimalversion von Kendalls Tau-Distanz zwi-
schen einer partiellen Ordnung κ und einer totalen Ordnung σ über einer Domäne
D sucht eine totale Erweiterung τ ∗ ∈ Ext(κ), in der so wenige Paare von Kandida-
ten wie möglich widersprüchlich zu σ geordnet werden. Dabei werden alle Paare von
Kandidaten x, y ∈ D mit x ≺κ y und y ≺σ x (oder umgekehrt) von τ ∗ in jedem Fall
widersprüchlich zu σ geordnet. Die Anzahl dieser Paare ist für alle totalen Erweite-
rungen von κ gleich und kann effizient berechnet werden. Eine totale Erweiterung,
in der so wenige Paare von Kandidaten wie möglich widersprüchlich zu σ geordnet
werden, ist damit gleichzeitig eine totale Erweiterung, in der so wenige Paare von
Kandidaten x, y ∈ D mit x 6≺κ y widersprüchlich zu σ geordnet werden.
Um diese totale Erweiterung zu finden werden, nun κ und σ in einen Turnier-
graphen T = (V,Afix ∪ Afrei) überführt. Führe dazu für jeden Kandidaten einen
Knoten ein und für jedes Paar von Knoten x, y ∈ V eine Kante (x, y) ∈ Afix, wenn
x ≺κ y gilt, bzw. eine Kante (x, y) ∈ Afrei, wenn x 6≺κ y und x ≺σ y gilt. Eine Kante
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(x, y) ∈ Afrei entspricht also einem Paar von Kandidaten, das in κ unvergleichbar
ist, während die Richtung der Kante angibt, auf welche Weise die Unvergleichbarkeit
σ entsprechend aufgelöst werden sollte.
Da σ als totale Ordnung vollständig ist, entsteht in jedem Fall ein Turniergraph.
Da es sich bei κ um eine partielle Ordnung handelt, bilden die Kanten aus Afix
ebenfalls eine solche.
Eine totale Ordnung τ ∗ ∈ Ext(κ), die K(τ ∗, σ) minimiert, entspricht nun genau
einer Permutation τ ∗ auf V , so dass x ≺τ∗ y für alle Kanten (x, y) ∈ Afix gilt,
und so dass die Anzahl der Kanten (x, y) ∈ Afrei, für die y ≺τ∗ x gilt, minimal ist.
Umgekehrt entspricht eine Lösung des eingeschränkten Feedback-Arc-Set-Problems
einer totalen Erweiterung τ ∗ ∈ Ext(κ) mit KMin(κ, σ) = K(τ ∗, σ). Damit ist die
Behauptung bewiesen.
Es ist zu beachten, dass in den auf diese Weise konstruierten Instanzen des
eingeschränkten Feedback-Arc-Set-Problems kein Zyklus existiert, der ausschließlich
aus Kanten aus Afrei besteht, denn diese gehen aus den (zyklenfreien) Vorgaben der
totalen Ordnung σ hervor. Im Folgenden wird diese Eigenschaft als Zyklenfreiheit
von Afrei bezeichnet.
Behauptung 4.9. (angepasst aus [vZW09]) Eine nach Behauptung 4.8 aus einem
Distanzproblem für eine totale und eine partielle Ordnung unter der Minimalversion
von Kendalls Tau-Distanz hervorgegangene Instanz des eingeschränkten Feedback-
Arc-Set-Problems auf Turniergraphen ist 2-approximierbar.
Das eingeschränkte Feedback-Arc-Set-Problem auf Turniergraphen ist bereits als
3-approximierbar bekannt [vZW09]. Es wird nun gezeigt, dass eine aus einem Dis-
tanzproblem hervorgegangene Instanz des Problems sogar 2-approximierbar ist. Da-
bei wird der Beweis der 3-Approximierbarkeit aus [vZW09] angepasst. Der folgende
Beweis entspricht also größtenteils [vZW09], lediglich am Ende des Beweises wird
eine Ergänzung vorgenommen, in der die Zyklenfreiheit von Afrei genutzt wird,
um anstatt einer 3-Approximation eine 2-Approximation zu erreichen. Es bleibt
festzuhalten, dass [vZW09] auch 2-approximierbare Spezialfälle des eingeschränkten
Feedback-Arc-Set-Problems auf Turniergraphen ermitteln. Diese haben aber andere
Voraussetzungen als die hier betrachteten Instanzen.
Die Grundidee des Beweises aus [vZW09] ist, aus der optimalen Lösung eines
linearen Programms einen zweiten Turniergraphen abzuleiten, welcher eine unte-
re Schranke für das eingeschränkte Feedback-Arc-Set-Problem auf Turniergraphen
darstellt. Aus diesem wird dann mit Hilfe eines Pivotierungsalgorithmus eine totale
Ordnung τ+ auf V berechnet.
Sei also ein Turniergraph T = {V,Afix ∪ Afrei} entsprechend den Bedingungen
des eingeschränkten Feedback-Arc-Set-Problems auf Turniergraphen gegeben. Es
werden nun folgendermaßen Kantengewichte für die Tupel (x, y) und (y, x) mit x, y ∈
V definiert. Wenn (x, y) ∈ (Afix ∪ Afrei) ist, dann sei wxy = 1 und wyx = 0. Wenn
dagegen (y, x) ∈ (Afix ∪ Afrei) ist, dann sei wxy = 0 und wyx = 1. Die Eingabe des
Pivotierungsalgorithmus ist nun ein zweiter Turniergraph T ′ = (V,A′), welcher aus
dem folgenden linearen Programm (LP) abgeleitet wird. LP enthält Variablen vxy
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und vyx für alle Tupel (x, y) und (y, x) mit x, y ∈ V . Diese werden benutzt, um A′
zu bestimmen.
LP: min
∑
x<y (vxywyx + vyxwxy)
wobei (1) vxy + vyz + vzx ≥ 1 für alle x 6= y 6= z
(2) vxy + vyx = 1 für alle x 6= y
(3) vxy = 1 für alle (x, y) ∈ Afix
(4) vxy ≥ 0 für alle x 6= y
Aus einer optimalen Lösung von LP lässt sich T ′ konstruieren, wobei (x, y) ∈ A′
gilt, wenn vxy ≥ 12 . Falls vxy = 12 = vyx gilt, kann trotzdem nur entweder (x, y) ∈ A′
oder (y, x) ∈ A′ sein. Diese Entscheidung wird derart getroffen, dass keine Drei-
ecke entstehen, die eine Kante aus Afix enthalten. Das bedeutet, es wird kein
{(x, y), (y, z), (z, x)} ⊆ A′ existieren, so dass (x, y) ∈ Afix gilt. Sei dazu ρ ∈ Ext(κ)
eine beliebige totale Erweiterung. Falls vxy = 12 = vyx gilt, dann sei (x, y) ∈ A′, genau
dann wenn x ≺ρ y. Angenommen, es ist nun ein Dreieck {(x, y), (y, z), (z, x)} ⊆ A′
vorhanden, so dass (x, y) ∈ Afix gilt. Wegen (x, y) ∈ Afix, gilt dann wegen den Be-
dingungen (2) und (3) von LP auch vxy = 1 und vyx = 0. Weiterhin ist vyz, vzx ≥ 12 ,
weil (y, z), (z, x) ∈ A′. gilt. Da Bedingung (1) von LP auch für das entgegengesetzt
gerichtete Dreieck (x, z), (z, y), (y, x) gilt und vyx = 0 ist, ist dann vxz + vzy = 1.
Damit müssen vxz und vzy jeweils exakt den Wert 12 besitzen. Da die Entscheidun-
gen, ob (y, z) ∈ A′ oder (z, y) ∈ A′ gilt, bzw. ob (z, x) ∈ A′ oder (x, z) ∈ A′ gilt,
anhand von ρ getroffen wurden, und da {(x, y), (y, z), (z, x)} ⊆ A′ ist, muss y ≺ρ z
und z ≺ρ x gelten. Aufgrund der Transitivität folgt dann y ≺ρ x. Dies ist nun ein
Widerspruch zur Tatsache, dass aus ρ ∈ Ext(κ) unmittelbar x ≺ρ y folgt. Damit war
die Annahme falsch und es ist sichergestellt, dass A′ kein Dreieck enthält, welches
eine Kante aus Afix enthält.
Der Pivotierungsalgorithmus berechnet τ+ aus T ′ nun rekursiv, indem er wieder-
holt Pivotknoten bestimmt. Auf die Auswahl des Pivotknotens wird später einge-
gangen. Für einen Pivotknoten z platziert der Algorithmus einen Knoten y vor oder
nach z, abhängig davon, ob (y, z) ∈ A′ oder (z, y) ∈ A′ ist. Anschließend ruft sich
der Algorithmus jeweils auf der Menge der Knoten, die vor z platziert wurden, und
auf der Menge der Knoten, die nach z platziert wurden, rekursiv auf. Dabei bleibt
T ′ während des kompletten Ablaufs des Algorithmus erhalten und LP wird nicht in
jedem Rekursionsschritt neu berechnet.
Für ein Paar von Knoten x, y existiert nun eine einzige Möglichkeit, dass obwohl
(x, y) ∈ A′ ist, y ≺τ+ x gilt. Dazu müssen sich x und y im selben rekursiven Aufruf
befunden haben und es muss ein Pivotknoten z gewählt worden sein, so dass (z, x) ∈
A′ und (y, z) ∈ A′ ist. In anderen Worten bilden (x, y), (y, z) und (z, x) ein Dreieck
in A′. Damit gilt τ+ ∈ Ext(κ), da eben sichergestellt wurde, dass keine Kante aus
Afix (die den Vorgaben von κ entsprechen) an einem Dreieck in A′ beteiligt ist.
Es werden nun die Kosten der ermittelten Lösung τ+ im Vergleich zur optima-
len Lösung von LP, welche offensichtlich eine untere Schranke darstellt, analysiert.
Dazu werden die Kosten betrachtet, die im ersten rekursiven Aufruf auftreten. Die
Kostenanalyse der weiteren rekursiven Aufrufe erfolgt dann analog. Es werden bei
der Kostenanalyse Paare von Knoten {x, y} betrachtet. Die Kosten von {x, y} in
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τ+ betragen wyx, wenn x ≺τ+ y ist, oder wxy, wenn y ≺τ+ x ist. Die Kosten von x
und y in der optimalen Lösung von LP betragen vxywyx + vyxwxy. Im Folgenden sei
cxy = vxywyx + vyxwxy.
Sei z der Pivotknoten. In einem rekursiven Aufruf werden die Kosten für Paare
von Knoten {y, z} und für Paare {x, y}, bei denen x und y nicht beide vor oder
beide nach z platziert werden, betrachtet. Kosten für Paare, die in einem rekursiven
Aufruf betrachtet werden, werden also in späteren Aufrufen nicht mehr betrachtet.
Betrachte zunächst die Kosten eines Paares {y, z} in τ+, wobei y ≺τ+ z gilt.
Damit ist (y, z) ∈ A′ und damit ist vyz ≥ 12 . Es wird nun gezeigt, dass die Kosten
für das Paar {y, z} in τ+ höchstens zweimal so groß sind wie seine Kosten in der
optimalen Lösung von LP, d. h. wzy ≤ 2cyz = 2(vyzwzy + vzywyz). Falls wzy = 0 ist,
gilt die Ungleichung trivialerweise. Falls wzy = 1 und damit wyz = 0 ist, dann erhält
man durch Einsetzen dieser Werte als Ungleichung 1 ≤ 2vyz. Da vyz ≥ 12 ist, ist die
Ungleichung auch in diesem Fall erfüllt. Auf analoge Weise lässt sich zeigen, dass
auch die Kosten für ein Paar {y, z}, wenn y durch den Algorithmus nach z platziert
wird, sowie die Kosten für Paare {x, y}, wenn {(x, z), (z, y), (x, y)} ⊆ A′ gilt, in τ+
höchstens zweimal so groß sind wie in der optimalen Lösung von LP.
Als einzige problematische Paare bleiben die kritischen Kanten (y, x), die zu-
sammen mit z ein Dreieck bilden, d. h. {(x, z), (z, y), (y, x)} ⊆ A′. Dadurch ord-
net der Algorithmus x vor y obwohl (y, x) ∈ A′ ist. Für einen Pivotknoten z
bezeichne ∆z(A′) die Menge seiner kritischen Kanten, d. h. ∆z(A′) = {(y, x) :
(x, z), (z, y), (y, x) ∈ A′}. Es muss nun in jeder Iteration des Algorithmus möglich
sein einen Pivotknoten z zu finden, so dass∑
(y,x)∈∆z(A′) wyx∑
(y,x)∈∆z(A′) cyx
≤ 2 ,
gilt. Damit sind dann die Kosten über die Summe der kritischen Kanten für z in
τ+ höchstens zweimal so groß wie in der optimalen Lösung von LP. Es wird nun
gezeigt, dass
∑
z∈V
∑
(y,x)∈∆z(A′) wyx ≤ 2 ·
∑
z∈V
∑
(y,x)∈∆z(A′) cyx gilt, denn wenn
dieses Verhältnis zwischen den Kosten von τ+ und den Kosten der optimalen Lösung
von LP für die Summe aller Pivotknoten gilt, dann existiert immer auch ein einzelner
Pivotknoten mit diesem Verhältnis. Jede Kante, die in einem Dreieck in A′ enthalten
ist, ist für exakt einen Pivotknoten z eine kritische Kante. Deshalb kann anstatt über
alle Pivotknoten und dann über alle ihre kritischen Kanten auch über alle Kanten in
allen Dreiecken in A′ aufsummiert werden. Formal sei ∆ die Menge von Dreiecken
{(x, z), (z, y), (y, x)} ⊆ A′ und für ein Dreieck t ∈ ∆ sei w(t) = ∑e∈twe und sei
c(t) =
∑
e∈t ce. Dann gilt∑
z∈V
∑
(y,x)∈∆z(A′)
wyx =
∑
t∈∆
∑
(y,x)∈t
wyx =
∑
t∈∆
w(t) und
∑
z∈V
∑
(y,x)∈∆z(A′)
cyx =
∑
t∈∆
∑
(y,x)∈t
cyx =
∑
t∈∆
c(t) .
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Es wird nun gezeigt, dass w(t) ≤ 2c(t) für jedes einzelne t ∈ ∆, und damit erst
recht für die Summe über alle t ∈ ∆, gilt. Dies stellt die Existenz eines geeigneten
Pivotknotens sicher und komplettiert den Beweis der Behauptung.
Sei t = {e1, e2, e3}. Für e = (x, y) sei we = wxy, ve = vxy, we = wyx, und ve = vyx.
Es muss also gezeigt werden, dass
w(t) = we1 + we2 + we3 ≤
≤ 2
ve1we1 + ve1we1︸ ︷︷ ︸
ce1
+ ve2we2 + ve2we2︸ ︷︷ ︸
ce2
+ ve3we3 + ve3we3︸ ︷︷ ︸
ce3
 = 2c(t)
gilt. Es wurde bereits sichergestellt, dass keine Kante aus Afix an einem Zyklus
in A′ beteiligt ist, und dass alle Kanten aus Afix in A′ vorkommen (Bedingung
(3) von LP). Damit besteht t ausschließlich aus Kanten (x, y), so dass entweder
(x, y) ∈ Afrei oder (y, x) ∈ Afrei ist. Wegen der Zyklenfreiheit von Afrei muss Afrei
entweder eine oder zwei Kanten von e1, e2 und e3 enthalten. O.B. d.A. sei e1 /∈ Afrei
und sei e3 ∈ Afrei und damit we1 = 0 und we3 = 1. Daraus ergibt sich die folgende
vereinfachte Ungleichung.
w(t) = we2 + 1 ≤ 2 (ve1 + ve2we2 + ve2we2 + ve3) = 2c(t) .
Es bleiben zwei Fälle zu unterscheiden, je nachdem ob e2 ∈ Afrei gilt oder nicht.
Fall 1: Sei e2 ∈ Afrei und damit we2 = 1. Dann ist
w(t) = 2 ≤ 2 (ve1 + ve2 + ve3) = 2c(t) .
Es gilt nun ve1 ≥ 12 , da e1 ∈ A′ ist. Weiterhin gilt ve2 + ve3 ≥ 12 wegen Bedingung
(1) von LP und wegen ve1 ≤ 12 . Damit ist die Ungleichung erfüllt.
Fall 2: Sei e2 /∈ Afrei und damit we2 = 0. Dann ist
w(t) = 1 ≤ 2 (ve1 + ve2 + ve3) = 2c(t) .
Es gilt nun wieder ve1 ≥ 12 und die Ungleichung ist erfüllt.
Da die Ungleichung in beiden Fällen erfüllt ist, ist die Behauptung bewiesen.
Das Distanzproblem unter der Minimalversion von Kendalls Tau-Distanz zwischen
einer partiellen Ordnung κ und einer totalen Ordnung σ über einer Domäne D sucht
eine totale Erweiterung τ ∗ ∈ Ext(κ), sodass K(τ ∗, σ) minimal ist. Im Beweis zu Be-
hauptung 4.8 wurde bereits festgestellt, dass sich K(τ, σ) für jede totale Erweiterung
τ ∈ Ext(κ) aus zwei Komponenten zusammensetzt. Zunächst werden alle Paare von
Kandidaten x, y ∈ D mit x ≺κ y und y ≺σ x (oder umgekehrt) von τ in jedem
Fall widersprüchlich zu σ geordnet. Die Anzahl dieser Paare, die im Folgenden mit
χ(κ, σ) bezeichnet wird, ist für alle totalen Erweiterungen von κ gleich. Die zweite
Komponente sind diejenigen Paare von Kandidaten, die in κ unvergleichbar sind,
und die in τ widersprüchlich zu σ geordnet werden, also alle x, y ∈ D mit x 6≺κ y,
x ≺τ y und y ≺σ x. Deren Anzahl wird für ein τ ∈ Ext(κ) im Folgenden mit χ(τ, σ)
notiert.
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Aufgrund von Behauptung 4.8 und Behauptung 4.9 kann eine totale Erweiterung
τ+ ∈ Ext(κ) effizient berechnet werden, für die gilt χ(τ+, σ) ≤ 2χ(τ ∗, σ). Wegen
K(τ+, σ) = χ(κ, σ)+χ(τ+, σ) undK(τ ∗, σ) = χ(κ, σ)+χ(τ ∗, σ) gilt dannK(τ+, σ) ≤
2K(τ ∗, σ). Da K(τ+, σ) ebenfalls effizient berechnet werden kann, ist die Aussage
bewiesen. 
Aufgrund der Tatsache, dass für eine partielle und eine totale Ordnung die Mini-
malversion und die Zentralversion von Kendalls Tau-Distanz zusammenfallen (Lem-
ma 3.3), folgt das entsprechende Resultat für die Zentralversion von Kendalls Tau-
Distanz.
Korollar 4.3. Das Distanzproblem unter der Zentralversion von Kendalls Tau-
Distanz zwischen einer partiellen und einer totalen Ordnung ist 2-approximierbar.
4.3 Parametrisierte Komplexität
Als nächstes wird die parametrisierte Komplexität von Distanzproblemen unter Ken-
dalls Tau-Distanzen betrachtet. Dabei wird gezeigt, dass das Distanzproblem un-
ter der Minimalversion und der Zentralversion von Kendalls Tau-Distanz für eine
partielle Ordnung und eine totale Ordnung fixed-parameter-tractable ist. Zunächst
wird das Problem unter der Minimalversion von Kendalls Tau-Distanz betrachtet.
Die Fixed-Parameter-Tractability des Problems wird durch Angeben eines linea-
ren Kerns gezeigt. Das bedeutet, es existieren effizient ausführbare Regeln, die die
Probleminstanz in eine äquivalente Instanz überführen, deren Größe nur noch von
einem Parameter, in diesem Fall von der Schranke k, abhängig ist. Nach Anwen-
dung der Regeln verbleiben im Folgenden nur noch O(k) viele Kandidaten. Obwohl
das Distanzproblem hier nicht explizit in ein Feedback-Arc-Set-Problem überführt
wird, lassen sich doch einige Parallelen zum Feedback-Arc-Set Problem auf Turnier-
graphen ausnutzen. Es bleibt festzuhalten, dass für letzteres Problem ein quadrati-
scher Kern existiert [DGH+10], der sich leicht auf das Distanzproblem übertragen
lässt. Einige Ansätze aus [DGH+10] werden deshalb für den folgenden Beweis über-
nommen. Auch einige Ideen aus [BFG+09a] über die parametrisierte Komplexität
von Rangordnungsproblemen unter Kendalls Tau-Distanzen finden Anwendung. Das
Feedback-Arc-Set-Problem auf Turniergraphen besitzt weiterhin einen linearen Kern
[BFG+11], der sich jedoch nicht ohne weiteres übertragen lässt, und der auch kom-
plexere Regeln benötigt als die hier folgenden.
Satz 4.5. Das Distanzproblem unter der Minimalversion von Kendalls Tau-Distanz
für eine partielle und eine totale Ordnung ist fixed-parameter-tractable bezüglich sei-
ner Schranke k, da es einen Kern, bestehend aus O(k) vielen Kandidaten besitzt.
Die Laufzeit für die Berechnung des Kerns ist quadratisch in der Größe der Domäne
der gegebenen Ordnungen.
Beweis. Gegeben seien also im Folgenden eine partielle Ordnung κ und eine totale
Ordnung σ über einer Domäne D sowie ein k ∈ N und gefragt sei, ob KMin(κ, σ) ≤ k
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ist, d. h. ob eine totale Erweiterung τ ∈ Ext(κ) existiert, so dass K(τ, σ) ≤ k ist.
Zunächst wird die Ableitung σ ? κ betrachtet. Da σ vollständig ist, enthält σ ? κ
keine Unvergleichbarkeiten oder Übernahmen.
Es wird eine einzige Vereinfachungsregel benötigt. Eine solche Regel heißt gültig,
wenn sie eine Instanz des Distanzproblems in eine bezüglich der Antwort (ja oder
nein) äquivalente Instanz überführt.
Zyklenregel: Wenn ein Kandidat x ∈ D existiert, der in σ?κ in keinem Dreieck
enthalten und an keiner Uneinigkeit beteiligt ist, dann entferne x aus κ und σ und
belasse k unverändert.
Sei x ∈ D ein Kandidat, auf den die Zyklenregel angewendet wird. Dann bezeich-
nen σˆ und κˆ die Ordnungen, die aus σ und κ durch das Entfernen von x entstehen.
Im Folgenden heißt eine totale Erweiterung τ ∈ Ext(κ) optimal, wenn K(τ, σ) ≤ k
gilt. Entsprechend heißt ein τˆ ∈ Ext(κˆ) optimal, wenn K(τˆ , σˆ) ≤ k gilt.
Behauptung 4.10. Die Zyklenregel ist gültig.
Sei x ∈ D ein Kandidat, auf den die Zyklenregel angewendet wird. Partitioniere
nun D \ {x} in die Menge der Vorgänger und der Nachfolger von x in σ ? κ, X− =
{y ∈ D \ {x} : y ≺σ?κ x} und X+ = {z ∈ D \ {x} : x ≺σ?κ z}. Dann gilt
y ≺σ?κ z für alle y ∈ X− und z ∈ X+, da ansonsten x, y und z ein Dreieck bilden
würden. Die Zyklenregel ist nun gültig, wenn KMin(κ, σ) ≤ k gilt, genau dann wenn
KMin(κˆ, σˆ) ≤ k gilt.
Angenommen es gilt KMin(κ, σ) ≤ k. Zunächst wird gezeigt, dass eine optimale
totale Erweiterung τ ∗ ∈ Ext(κ) existiert, so dass y ≺τ∗ x für alle y ∈ X− und
x ≺τ∗ z für alle z ∈ X+ gilt. Von allen optimalen τ ∈ Ext(κ), sei τ ′ eine derjenigen,
die Kendalls Tau-Distanz zu σ minimiert, d. h. für die gilt K(τ ′, σ) = KMin(κ, σ).
Wenn τ ′ dem gesuchten τ ∗ entspricht, dann ist die Aussage bewiesen. Angenommen
τ ′ entspricht also nicht dem gesuchten τ ∗, woraus folgt, dass ein y ∈ X− existiert
mit x ≺τ ′ y, oder dass ein z ∈ X+ existiert mit z ≺τ ′ x. Es wird nun ersterer Fall
zum Widerspruch geführt. Der zweite Fall liefert analog einen Widerspruch. Von
allen Vorgängern y ∈ X− mit x ≺τ ′ y sei y∗ derjenige, der von τ ′ als erstes nach x
geordnet wird. Damit existiert kein y ∈ X− mit x ≺τ ′ y und y ≺τ ′ y∗. Es werden
zwei Fälle unterschieden.
Fall 1: Die Ordnung τ ′ ordnet y∗ unmittelbar nach x, d. h. es gilt τ ′(y∗)−τ ′(x) =
1. Dann sei τ ′′ die totale Ordnung, die aus τ ′ durch eine lokale Vertauschung von
y∗ und x hervorgeht. Es kann nun wegen y∗ ≺σ?κ x nicht x ≺κ y∗ gelten. Außerdem
kann nicht y∗ ≺κ x gelten, da τ ′ ∈ Ext(κ) und x ≺τ ′ y∗ gilt. Damit verbleibt als
einzige Möglichkeit x 6≺κ y∗. Daraus folgt sofort τ ′′ ∈ Ext(κ), weil sich τ ′′ bis auf
die Vorgabe für x und y∗ nicht von τ ′ unterscheidet. Aus x 6≺κ y∗ folgt weiterhin,
dass y∗ ≺σ?κ x eine Übergabe ist, die y∗ ≺σ x geschuldet ist. Damit trägt aber das
Paar {x, y∗} zu K(τ ′, σ) bei, während es zu K(τ ′′, σ) nicht beiträgt. Da alle anderen
Paare von Kandidaten zu K(τ ′, σ) beitragen, genau dann wenn sie zu K(τ ′′, σ)
beitragen, folgt K(τ ′, σ) > K(τ ′′, σ). Dies ist ein Widerspruch zur Annahme, dass
KMin(κ, σ) = K(τ
′, σ) gilt.
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Fall 2: Die Ordnung τ ′ ordnet y∗ nicht unmittelbar nach x, d. h. es gilt τ ′(y∗)−
τ ′(x) > 1. Betrachte nun den Kandidaten, der von τ ′ unmittelbar vor y∗ geordnet
wird, also den Kandidaten z∗ ∈ D, für den τ ′(y∗) − τ ′(z∗) = 1 gilt. Da es keinen
Vorgänger y mit x ≺τ ′ y und y ≺τ ′ y∗ gibt, muss z∗ ein Nachfolger von x in σ ? κ
sein. Sei τ ′′ die totale Ordnung, die aus τ ′ durch eine lokale Vertauschung von z∗
und y∗ hervorgeht. Analog zu Fall 1 kann nun wegen y∗ ≺σ?κ z∗ nicht z∗ ≺κ y∗
gelten. Außerdem kann nicht y∗ ≺κ z∗ gelten, da τ ′ ∈ Ext(κ) und z∗ ≺τ ′ y∗ gilt,
und es verbleibt als einzige Möglichkeit y∗ 6≺κ z∗. Damit gilt wieder τ ′′ ∈ Ext(κ),
weil sich τ ′′ bis auf die Vorgabe für y∗ und z∗ nicht von τ ′ unterscheidet. Erneut
folgt aus y∗ 6≺κ z∗, dass y∗ ≺σ?κ z∗ eine Übergabe ist, die y∗ ≺σ z∗ geschuldet
ist. Damit trägt das Paar {y∗, z∗} zu K(τ ′, σ) bei, während es zu K(τ ′′, σ) nicht
beiträgt. Alle anderen Paare von Kandidaten tragen wieder zu K(τ ′, σ) bei, genau
dann wenn sie zu K(τ ′′, σ) beitragen, und es folgt K(τ ′, σ) > K(τ ′′, σ). Dies ist
erneut ein Widerspruch zur Annahme, dass KMin(κ, σ) = K(τ ′, σ) gilt.
Da beide Fälle zu einem Widerspruch führen, existiert, falls KMin(κ, σ) ≤ k
gilt, eine optimale totale Erweiterung τ ∗ ∈ Ext(κ) mit y ≺τ∗ x für alle y ∈ X−
und x ≺τ∗ z für alle z ∈ X+. Sei dann τˆ ∗ die totale Ordnung, die aus τ ∗ durch
Entfernen von x hervorgeht. Da die Vorgaben von κˆ bis auf die fehlenden Vorgaben
für x den Vorgaben von κ entsprechen, und da die Vorgaben von τˆ ∗ bis auf die
fehlenden Vorgaben für x den Vorgaben für τ ∗ entsprechen, folgt aus τ ∗ ∈ Ext(κ)
sofort τˆ ∗ ∈ Ext(κˆ). Es bleibt also zu zeigen, dass τˆ ∗ optimal ist.
Es wurde bereits gezeigt, dass y ≺τ∗ x für alle y ∈ X− und x ≺τ∗ z für alle z ∈
X+ gilt. Das bedeutet, alle Vorgänger (Nachfolger) von x in σ?κ sind auch Vorgänger
(Nachfolger) von x in τ ∗. Es wird nun gezeigt, dass alle Vorgänger (Nachfolger) von
x in τ ∗ bzw. σ ? κ auch Vorgänger (Nachfolger) von x in σ sind. Sei y ∈ X−. Da
auf x die Zyklenregel angewendet wird, kann y ≺σ?κ x keine Uneinigkeit sein. Wenn
y ≺σ?κ x eine Einigkeit ist, dann gilt y ≺σ x. Wenn y ≺σ?κ x eine Übergabe ist, dann
gilt y 6≺κ x und y ≺σ?κ x ist y ≺σ x geschuldet. Damit ist jeder Vorgänger von x in
τ ∗ auch ein Vorgänger von x in σ. Die entsprechende Aussage für die Nachfolger von
x lässt sich analog zeigen. Vergleicht man nun K(τ ∗, σ) und K(τˆ ∗, σˆ), so existiert
kein Paar von Kandidaten, das x enthält und zu K(τ ∗, σ) beiträgt. Da x in τˆ ∗ und
σˆ nicht auftritt, gibt es natürlich auch kein Paar von Kandidaten, das x enthält
und zu K(τˆ ∗, σˆ) beiträgt. Jedes andere Paar von Kandidaten trägt zu K(τ ∗, σ)
bei, genau dann wenn es zu K(τˆ ∗, σˆ) beiträgt. Damit gilt K(τ ∗, σ) = K(τˆ ∗, σˆ).
Zusammenfassend folgt aus KMin(κ, σ) ≤ k also KMin(κˆ, σˆ) ≤ k.
Der zweite Teil des Beweises verwendet ähnliche Methoden. Angenommen es gilt
KMin(κˆ, σˆ) ≤ k. Es wird nun gezeigt, dass dann eine optimale totale Erweiterung
τˆ ∗ ∈ Ext(κˆ) existiert, sodass y ≺τˆ∗ z für alle y ∈ X− und z ∈ X+ gilt. Von
allen optimalen τˆ ∈ Ext(κˆ) sei τˆ ′ eine derjenigen, die Kendalls Tau-Distanz zu σˆ
minimiert, d. h. es gilt KMin(κˆ, σˆ) = K(τˆ ′, σˆ). Wenn τˆ ′ dem gesuchten τˆ ∗ entspricht,
ist die Aussage gezeigt. Angenommen τˆ ′ entspricht nicht dem gesuchten τˆ ∗, woraus
folgt, dass ein y ∈ X− und ein z ∈ X+ existieren mit z ≺τˆ ′ y. Offensichtlich existieren
dann auch ein y∗ ∈ X− und ein z∗ ∈ X+ mit τˆ ′(z∗) = τˆ ′(y∗)−1. Sei nun τˆ ′′ diejenige
totale Ordnung, die aus τˆ ′ durch eine lokale Vertauschung von z∗ und y∗ hervorgeht.
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Es kann nun nicht z∗ ≺κˆ y∗ gelten, da y∗ ≺σ?κ z∗ gilt. Ebenso wenig kann y∗ ≺κˆ z∗
gelten, da τˆ ′ ∈ Ext(κˆ) und z∗ ≺τˆ ′ y∗ gelten. Damit verbleibt y∗ 6≺κˆ z∗ als einzige
Möglichkeit. Da sich τˆ ′ und τˆ ′′ nur bezüglich der Vorgabe für y∗ und z∗ voneinander
unterscheiden, folgt aus τˆ ′ ∈ Ext(κˆ) sofort τˆ ′′ ∈ Ext(κˆ). Aus y∗ 6≺κˆ z∗ folgt weiterhin,
dass y∗ ≺σ?κ z∗ eine Übergabe ist, die y∗ ≺σˆ z∗ geschuldet ist. Damit trägt das Paar
{y∗, z∗} zu K(τˆ ′, σˆ) bei, zu K(τˆ ′′, σˆ) jedoch nicht. Da alle anderen Paare zu K(τˆ ′, σˆ)
beitragen, genau dann wenn sie zu K(τˆ ′′, σˆ) beitragen, folgt K(τˆ ′, σˆ) > K(τˆ ′′, σˆ).
Dies ist ein Widerspruch zur Annahme, dass KMin(κˆ, σˆ) = K(τˆ ′, σˆ) gilt. Damit
existiert, falls KMin(κˆ, σˆ) ≤ k ist, eine optimale totale Erweiterung τˆ ∗ ∈ Ext(κˆ), so
dass y ≺τˆ∗ z für alle y ∈ X− und z ∈ X+ gilt. An dieser Stelle bleibt festzuhalten,
dass aus jedem optimalen τˆ ein solches τˆ ∗ effizient berechnet werden kann, indem
- solange vorhanden - Kandidaten y∗ ∈ X− und z∗ ∈ X+ mit τˆ(z∗) = τˆ(y∗) − 1
ermittelt werden und auf diesen eine lokale Vertauschung ausgeführt wird.
Sei nun τ ∗ diejenige totale Ordnung, die aus τˆ ∗ entsteht, indem x zwischen dem
als letzten geordneten y ∈ X− und dem als erstes geordneten z ∈ X+ eingefügt
wird. Damit ist jeder Vorgänger (Nachfolger) von x in σ ? κ auch ein Vorgänger
(Nachfolger) von x in τ ∗. Im ersten Teil des Beweises wurde bereits gezeigt, dass
jeder Vorgänger (Nachfolger) von x in σ ? κ auch ein Vorgänger (Nachfolger) von
x in σ ist. Vergleicht man nun wieder K(τ ∗, σ) und K(τˆ ∗, σˆ), so existiert deshalb
wiederum kein Paar von Kandidaten, das x enthält und zuK(τ ∗, σ) oder zuK(τˆ ∗, σˆ)
beiträgt. Jedes andere Paar von Kandidaten trägt zu K(τ ∗, σ) bei, genau dann wenn
es zu K(τˆ ∗, σˆ) beiträgt. Damit folgt aus K(τˆ ∗, σˆ) ≤ k also K(τ ∗, σ) ≤ k und es gilt
insgesamt KMin(κ, σ) ≤ k, genau dann wenn KMin(κˆ, σˆ) ≤ k gilt.
Zusammenfassend ist die Zyklenregel also gültig und die Behauptung ist bewie-
sen. Wenn das Distanzproblem für κ, σ und k einen Kandidaten enthält, auf den die
Zyklenregel anwendbar ist, dann kann stattdessen auch das Distanzproblem für κˆ, σˆ
und k betrachtet werden. Es bleibt festzuhalten, dass im Falle einer positiven Ant-
wort des Distanzproblems für κˆ, σˆ und k aus einem optimalen τˆ ∈ Ext(κˆ) effizient
ein optimales τ ∈ Ext(κ) berechnet werden kann.
Im Folgenden wird nun gezeigt, dass eine Instanz des Distanzproblems im Falle
einer positiven Antwort immer aus höchstens 2k Kandidaten besteht.
Behauptung 4.11. Das Distanzproblem unter der Minimalversion von Kendalls
Tau-Distanz für eine partielle und eine totale Ordnung besitzt einen linearen Kern,
bestehend aus höchstens 2k Kandidaten.
Es wird eine Instanz des Distanzproblems bestehend aus einer partiellen Ordnung
κ und einer totalen Ordnung σ über einer Domäne D sowie einem k ∈ N betrachtet,
auf die die Zyklenregel nicht mehr anwendbar ist. Betrachte erneut die Ableitung
σ ? κ. Die Kandidaten x, y und z seien ein Dreieck in σ ? κ mit x ≺σ?κ y, y ≺σ?κ z
und z ≺σ?κ x. Es wird zunächst gezeigt, dass eine dieser Vorgaben eine Uneinigkeit
ist, und dass zwei dieser Vorgaben Übergaben sind. Offensichtlich sind nicht alle drei
Vorgaben Übergaben, denn dann würde x 6≺κ y ∧ y 6≺κ z ∧ z 6≺κ x und damit x ≺σ
y∧y ≺σ z∧z ≺σ x folgen und σ wäre keine totale Ordnung. Entsprechend sind nicht
alle drei Vorgaben Einigkeiten oder Uneinigkeiten, da dann x ≺κ y∧y ≺κ z∧z ≺κ x
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folgen würde und κ keine partielle Ordnung wäre. Damit ist zumindest eine der
Vorgaben, o. B. d.A. x ≺σ?κ y, eine Einigkeit oder Uneinigkeit und zumindest eine
der Vorgaben, o. B. d.A. z ≺σ?κ x, eine Übergabe. Damit gilt x ≺κ y, x 6≺κ z und
z ≺σ x. Angenommen die verbleibende Vorgabe y ≺σ?κ z ist eine Einigkeit oder eine
Uneinigkeit. Dies impliziert y ≺κ z. Da bereits x ≺κ y gilt, folgt nun x ≺κ z aufgrund
der Transitivität von κ. Dies widerspricht jedoch x 6≺κ z. Damit ist y ≺σ?κ z eine
Übergabe und es gilt y 6≺κ z und y ≺σ z. Schließlich ist x ≺σ?κ y eine Uneinigkeit
und keine Einigkeit, da eine Einigkeit x ≺σ y implizieren würde. Wegen y ≺σ z,
z ≺σ x und der Transitivität von σ gilt aber y ≺σ x. Zusammenfassend besteht also
jedes Dreieck aus einer Uneinigkeit und zwei Übergaben.
Angenommen KMin(κ, σ) ≤ k. Dann existiert eine totale Erweiterung τ ∗ ∈
Ext(κ) mit K(τ ∗, σ) ≤ k. Damit gibt es höchstens k viele Paare von Kandida-
ten x, y ∈ D mit x ≺τ∗ y und y ≺σ x. Offensichtlich widerspricht τ ∗ mindestens
einer von drei Vorgaben, die in σ?κ ein Dreieck bilden. Es widerspricht jedoch nicht
der Uneinigkeit, da aus einer Uneinigkeit x ≺σ?κ y sofort x ≺κ y und damit x ≺τ∗ y
folgt. Damit widerspricht τ ∗ zumindest einer Übergabe, die im Folgenden als teure
Übergabe bezeichnet wird. Insgesamt enthält ein Dreieck also eine Uneinigkeit und
zumindest eine teure Übergabe. Eine Uneinigkeit x ≺σ?κ y trägt zu K(τ ∗, σ) bei, da
y ≺σ x und x ≺κ y gelten, wobei letzteres x ≺τ∗ y impliziert. Eine teure Übergabe
trägt ebenfalls zu K(τ ∗, σ) bei, da x ≺σ y und y ≺τ∗ x gelten. Wegen K(τ ∗, σ) ≤ k
können zusammen höchstens k Uneinigkeiten und teure Übergaben in σ ? κ vorhan-
den sein. Entsprechend können höchstens 2k teure Kandidaten, also Kandidaten,
die an einer Uneinigkeit oder einer teuren Übergabe beteiligt sind, vorhanden sein.
Zum Beweis der Behauptung genügt es also zu zeigen, dass jeder Kandidat teuer ist.
Wenn ein Kandidat an einem Dreieck beteiligt ist, dann ist er an einer Uneinigkeit
oder einer teuren Übergabe oder an beidem beteiligt. Wenn ein Kandidat nicht in
einem Dreieck enthalten ist, dann ist er an einer Uneinigkeit beteiligt, da anson-
sten die Zyklenregel auf ihn anwendbar wäre. In jedem Fall ist ein Kandidat also
teuer. Damit existieren nur noch höchstens 2k Kandidaten und die Behauptung ist
bewiesen.
Im Folgenden bleibt noch die Laufzeit zu untersuchen, mit der der lineare Kern
berechnet werden kann. Dabei sei |D| = n.
Behauptung 4.12. Der lineare Kern kann in einer Laufzeit von O(n2) berechnet
werden.
Es wird die Ableitung σ ? κ als gerichteter Graph G = (V,E) betrachtet mit
einem Knoten für jeden Kandidaten x ∈ D und einer Kante (x, y) ∈ E, genau dann
wenn x ≺σ?κ y gilt. Damit ergibt sich sofort |V | = n, und da σ vollständig ist,
|E| = (n
2
) ∈ O(n2). Aufgrund der Vollständigkeit von σ ist G also ein Turniergraph.
Gesucht sind nun zunächst alle Knoten, die in G an keinem Dreieck beteiligt
sind. Da G ein Turniergraph ist, ist ein Knoten an einem Dreieck beteiligt, genau
dann wenn er an einem Zyklus beteiligt ist, und es genügt alle Knoten zu finden, die
an einem Zyklus beteiligt sind. Aus der Definition einer starken Zusammenhangs-
komponente ergibt sich, dass sich zwei Knoten x, y ∈ V in einer starken Zusammen-
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hangskomponente befinden, genau dann wenn ein Zyklus Z existiert mit x, y ∈ Z.
Umgekehrt besteht eine starke Zusammenhangskomponente nur aus einem einzelnen
Knoten x ∈ V , genau dann wenn für keinen Knoten y ∈ V mit y 6= x ein Zyklus Z
existiert mit x, y ∈ Z. Die Knoten, die an keinem Zyklus beteiligt sind, können also
einfach ermittelt werden, indem die starken Zusammenhangskomponenten von G
ermittelt werden. Dafür existieren mehrere auf der Tiefensuche basierende Algorith-
men (beispielsweise [Tar72, CM96]) mit einer Laufzeit von O(|V | + |E|), in diesem
Fall also O(n2).
Weiterhin müssen alle Kandidaten bestimmt werden, die an einer Uneinigkeit
beteiligt sind. Dies kann durch eine Suche über allen Vorgaben trivial in O(n2)
durchgeführt werden.
Da durch die Anwendung der Zyklenregel keine neuen Zyklen oder Uneinigkeiten
entstehen, genügt es die obigen Verfahren einmal als Vorarbeit auszuführen. Damit
ist die Behauptung bewiesen.
Die Fixed-Parameter-Tractability des Problems folgt unmittelbar aus der Exis-
tenz eines effizient berechenbaren linearen Kerns [DF99, FG06, Nie06]. 
Aufgrund der Tatsache, dass für eine partielle und eine totale Ordnung die Mini-
malversion und die Zentralversion von Kendalls Tau-Distanz zusammenfallen (Lem-
ma 3.3), folgt das entsprechende Resultat für die Zentralversion von Kendalls Tau-
Distanz.
Korollar 4.4. Das Distanzproblem unter der Zentralversion von Kendalls Tau-
Distanz für eine partielle und eine totale Ordnung ist fixed-parameter-tractable be-
züglich seiner Schranke k, da es einen Kern, bestehend aus O(k) vielen Kandidaten
besitzt. Die Laufzeit für die Berechnung des Kerns ist quadratisch in der Größe der
Domäne der gegebenen Ordnungen.
4.4 Zusammenfassung
Dieses Kapitel befasste sich mit Distanzproblemen unter Verallgemeinerungen von
Kendalls Tau-Distanz. Dabei wurden im Wesentlichen zwei Ergebnisse erzielt.
• Die Distanzprobleme für zwei schwache Ordnungen sind für alle Verallgemei-
nerungen von Kendalls Tau-Distanz effizient lösbar.
• Die Distanzprobleme für zwei partielle Ordnungen sind für alle Verallgemei-
nerungen von Kendalls Tau-Distanz NP-vollständig oder coNP-vollständig.
Dies gilt sogar, wenn eine der beiden Ordnungen total ist. Letzterer Spezial-
fall ist aber zumindest 2-approximierbar und fixed-parameter-tractable für die
Minimalversion und die Zentralversion von Kendalls Tau-Distanz.
Ein offenes Problem, auf dessen Komplexität die vorliegenden Ergebnisse keiner-
lei Rückschlüsse zulassen, sind Distanzprobleme unter den Verallgemeinerungen von
Kendalls Tau-Distanz für Intervallordnungen. Eine Antwort auf dieses Problem wäre
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ein weiterer Schritt, um die Grenze zwischen effizient lösbaren undNP-vollständigen
bzw. coNP-vollständigen Distanzproblemen exakt festlegen zu können.
Offen bleibt sowohl die Frage nach der Approximierbarkeit als auch nach der
parametrisierten Komplexität der Distanzprobleme unter Kendalls Tau-Distanzen
für zwei partielle Ordnungen. Entsprechend dem Ergebnis über das Distanzproblem
für eine totale und eine partielle Ordnung, das sich für die Minimalversion von Ken-
dalls Tau-Distanz als Spezialfall des eingeschränkten Feedback-Arc-Set-Problems auf
Turniergraphen darstellt (Satz 4.4), stellt sich die Frage, ob hier ein Zusammenhang
zum eingeschränkten Feedback-Arc-Set-Problem auf allgemeineren Graphen besteht,
und ob sich bekannte Approximationsalgorithmen [ENSS98] oder Fixed-Parameter-
Algorithmen für das allgemeine Feedback-Arc-Set Problem [CLL+08] hier übertra-
gen oder sogar verbessern lassen. Hoffnung macht diesbezüglich die Tatsache, dass
die entstehenden Graphen sich aus zwei partiellen Ordnungen zusammensetzen und
daher nicht völlig beliebig sind. Obwohl das Feedback-Arc-Set Problem zu den am
intensivsten studierten NP-vollständigen Problemen zählt, scheint dieser durchaus
interessante Spezialfall weder bezüglich seiner Approximierbarkeit, noch bezüglich
seiner parametrisierten Komplexität betrachtet worden zu sein.
Es muss aber definitiv davon ausgegangen werden, dass auch für diesen Spezialfall
die hier verwendeten Techniken zur Ermittlung eines linearen Kerns zum Beweis der
Fixed-Parameter-Tractability nicht übertragen werden können. In der vorliegenden
Arbeit war es dazu im Wesentlichen ausreichend, für eine partielle Ordnung κ und
eine totale Ordnung σ die Ableitung σ ?κ zu betrachten und darin alle Kandidaten,
die nicht an einem Zyklus der Länge zwei (Uneinigkeit) oder der Länge drei (Dreieck)
beteiligt sind, zu entfernen. An einem einfachen Beispiel lässt sich erkennen, dass
das Entfernen aller Kandidaten, die nicht an einem Zyklus in µ?κ oder κ?µ beteiligt
sind, für zwei partielle Ordnungen κ und µ nicht ausreichend sein kann. Sei dazu
D = {c1, . . . , cn}, wobei n eine gerade Zahl ist. Sei ferner κ durch die Vorgaben
ci ≤ ci+1 für alle geraden i mit 1 ≤ i ≤ n − 1 und durch die Vorgabe cn ≤ c1
gegeben. Weiterhin sei µ durch die Vorgaben ci ≤ ci+1 für alle ungeraden i mit
1 ≤ i ≤ n gegeben. Zuletzt sei beispielsweise k = 1. Sowohl µ ? κ als auch κ ? µ
entspricht nun einem einzigen Zyklus bestehend aus allen n Kandidaten. Damit kann
kein Kandidat entfernt werden und die Größe der Instanz des Distanzproblems für
κ und µ bleibt von n abhängig.
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5
Distanzprobleme unter Spearmans
Footrule-Distanzen
Dieses Kapitel befasst sich mit Distanzproblemen unter den verschiedenen Varianten
von Spearmans Footrule-Distanz. Für totale Ordnungen kann Spearmans Footrule-
Distanz trivial in O(n) Zeit berechnet werden. Fagin et al. [FKM+06] zeigen, dass
sich die Hausdorff-Version von Spearmans Footrule-Distanz für zwei schwache Ord-
nungen mittels Verfeinerungen charakterisieren lässt. Daraus ergibt sich für die Be-
rechnung dieser Distanz ebenfalls eine Laufzeit von O(n). In den Laufzeiten bezeich-
net n jeweils die Größe der Domäne der gegebenen Ordnungen. NP-harte Varianten
von Distanzproblemen unter Varianten von Spearmans Footrule-Distanz, die Appro-
ximationsalgorithmen oder eine Analyse der parametrisierten Komplexität erfordern
würden, wurden bislang nicht betrachtet.
5.1 Komplexität
Es werden zunächst Distanzprobleme für schwache Ordnungen betrachtet. Dabei
werden die Ergebnisse von Fagin et al. [FKM+06] über das Distanzproblem für zwei
schwache Ordnungen unter der Hausdorff-Version von Spearmans Footrule-Distanz
auf Distanzprobleme für schwache Ordnungen unter den anderen Verallgemeinerun-
gen von Spearmans Footrule-Distanz übertragen. Insgesamt ergibt sich dann das
folgende Resultat.
Satz 5.1. Seien κ und µ zwei schwache Ordnungen über einer Domäne D und sei
n = |D|. Dann sind die folgenden Probleme in einer Laufzeit von O(n) lösbar:
(i) das Distanzproblem unter der Hausdorff-Version von Spearmans Footrule-Dis-
tanz für κ und µ (aus [FKM+06]),
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(ii) das Distanzproblem unter der Minimalversion von Spearmans Footrule-Distanz
für κ und µ,
(iii) das Distanzproblem unter der Maximalversion von Spearmans Footrule-Dis-
tanz für κ und µ und
(iv) das Distanzproblem unter der Zentralversion von Spearmans Footrule-Distanz
für κ und µ.
Beweis. Der Beweis dieser Aussagen läuft weitestgehend analog zum Beweis von
Satz 4.1 ab, in dem die entsprechenden Aussagen für die Varianten von Kendalls
Tau-Distanz gezeigt werden.
Die folgende Behauptung charakterisiert die Hausdorff-Version von Spearmans
Footrule-Distanz zwischen κ und µ mit Hilfe von Verfeinerungen. Ihre Korrektheit
wurde von Fagin et al. [FKM+06] gezeigt.
Behauptung 5.1. [FKM+06] Für eine beliebige totale Ordnung ρ über D gilt
FH(κ, µ) = max{F (ρ ∗ µ ∗ κ, ρ ∗ κR ∗ µ), F (ρ ∗ µR ∗ κ, ρ ∗ κ ∗ µ)} .
Eine entsprechende Charakterisierung der Minimalversion von Spearmans Foot-
rule-Distanz lautet wie folgt.
Behauptung 5.2. Für eine beliebige totale Ordnung ρ über D gilt
FMin(κ, µ) = F (ρ ∗ µ ∗ κ, ρ ∗ κ ∗ µ) .
Der Beweis der Behauptung kombiniert die Aussagen von Lemma 3.7 und Lem-
ma 3.10. Für ein beliebiges, aber festes σ ∈ Ext(µ) wird nach Lemma 3.7 der Wert
F (τ, σ) über allen τ ∈ Ext(κ) minimiert für τ = σ ∗ κ. Nach Lemma 3.10 wird der
Wert F (σ ∗ κ, σ) über allen σ ∈ Ext(µ) minimiert für σ = ρ ∗ κ ∗ µ. Damit ergibt
sich
min
σ∈Ext(µ)
min
τ∈Ext(κ)
F (τ, σ) = F (ρ ∗ κ ∗ µ ∗ κ, ρ ∗ κ ∗ µ) .
Da ρ ∗ κ ∗ µ ∗ κ = ρ ∗ µ ∗ κ gilt, ist die Behauptung bewiesen.
Eine entsprechende Behauptung für die Maximalversion von Spearmans Footrule-
Distanz lässt sich auf ähnliche Weise zeigen.
Behauptung 5.3. Für eine beliebige totale Ordnung ρ über D gilt
FMax(κ, µ) = F (ρ
R ∗ µR ∗ κ, ρ ∗ κR ∗ µ) .
Der Beweis der Behauptung kombiniert in diesem Fall die Aussagen von Lem-
ma 3.9 und Lemma 3.11. Für ein beliebiges, aber festes σ ∈ Ext(µ) wird nach
Lemma 3.9 der Wert F (τ, σ) über allen τ ∈ Ext(κ) maximiert für τ = σR ∗ κ.
Nach Lemma 3.11 wird der Wert F (σR ∗ κ, σ) über allen σ ∈ Ext(µ) maximiert für
σ = ρ ∗ κR ∗ µ. Damit ergibt sich
max
σ∈Ext(µ)
max
τ∈Ext(κ)
F (τ, σ) = F ((ρ ∗ κR ∗ µ)R ∗ κ, ρ ∗ κR ∗ µ) .
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Da (ρ∗κR ∗µ)R ∗κ = ρR ∗κ∗µR ∗κ = ρR ∗µR ∗κ gilt, ist die Behauptung bewiesen.
Zuletzt wird eine entsprechende Behauptung für die Zentralversion von Spear-
mans Footrule-Distanz ebenfalls auf ähnliche Weise gezeigt.
Behauptung 5.4. Für eine beliebige totale Ordnung ρ über D gilt
FZ(κ, µ) = min{F (ρR ∗ µR ∗ κ, ρ ∗ κ ∗ µ), F (ρ ∗ µ ∗ κ, ρR ∗ κR ∗ µ)} .
Der Beweis der Behauptung kombiniert in diesem Fall die Aussagen von Lem-
ma 3.9 und Lemma 3.12. Es wird eine Charakterisierung für den Fall FZ(κ, µ) =
minσ∈Ext(µ) maxτ∈Ext(κ) F (τ, σ) gezeigt. Die entsprechende Charakterisierung für den
Fall FZ(κ, µ) = minτ∈Ext(κ) maxσ∈Ext(µ) F (τ, σ) ergibt sich analog.
Für ein beliebiges, aber festes σ ∈ Ext(µ) wird nach Lemma 3.9 der Wert F (τ, σ)
über allen τ ∈ Ext(κ) maximiert für τ = σR ∗ κ. Nach Lemma 3.12 wird der Wert
F (σR ∗ κ, σ) über allen σ ∈ Ext(µ) minimiert für σ = ρ ∗ κ ∗ µ. Damit ergibt sich
min
σ∈Ext(µ)
max
τ∈Ext(κ)
F (τ, σ) = F ((ρ ∗ κ ∗ µ)R ∗ κ, ρ ∗ κ ∗ µ) .
Da (ρ∗κ∗µ)R ∗κ = ρR ∗κR ∗µR ∗κ = ρR ∗µR ∗κ gilt, ist die Behauptung bewiesen.
Damit lassen sich alle Varianten von Spearmans Footrule-Distanz für zwei schwa-
che Ordnungen mit Hilfe von Verfeinerungen charakterisieren. Die Aussage des Sat-
zes ergibt sich aus der Tatsache, dass sich sowohl Verfeinerungen als auch Spearmans
Footrule-Distanz zwischen zwei totalen Ordnungen jeweils in O(n) berechnen lassen.

Das Distanzproblem unter der Minimalversion und der Zentralversion von Spear-
mans Footrule-Distanz für eine Intervallordnung und eine totale Ordnung kann eben-
falls in Linearzeit gelöst werden. Die zugrunde liegende Idee entstammt dabei ei-
nem Algorithmus von Lawler [Law78] für ein Single-Processor-Scheduling-Problem.
Es wird zunächst das Distanzproblem unter der Minimalversion von Spearmans
Footrule-Distanz untersucht. Das Ergebnis für die Zentralversion von Spearmans
Footrule-Distanz ergibt sich dann aus Lemma 3.3.
Satz 5.2. Sei κ eine Intervallordnung und sei σ eine totale Ordnung über einer
Domäne D und sei n = |D|. Dann ist das Distanzproblem unter der Minimalversion
von Spearmans Footrule-Distanz für κ und σ in einer Laufzeit von O(n) lösbar.
Beweis. Sei für die Intervallordnung κ für jeden Kandidaten c ∈ D ein Intervall
[lc, rc] gegeben. Der folgende Algorithmus berechnet nun eine totale Erweiterung
τ ∗ ∈ Ext(κ) mit F (τ ∗, σ) = FMin(κ, σ). Der Algorithmus konstruiert τ ∗ in |D| vielen
einzelnen Schritten. Für t = 1, . . . , |D| wird im t-ten Schritt derjenige Kandidat
x ∈ D bestimmt, für den τ ∗(x) = t gilt. Dies wird als das Platzieren von x an
Position t bezeichnet. In jedem Schritt t speichert der Algorithmus die Menge der
zulässigen Kandidaten At. Dies sind alle noch nicht platzierten Kandidaten x für die
alle Kandidaten y mit y ≺κ x bereits an einer Position kleiner als t platziert wurden.
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Dies stellt sicher, dass die berechnete totale Ordnung τ ∗ eine totale Erweiterung der
Intervallordnung κ ist.
Algorithmus 5.1. Berechnung der Minimalversion von Spearmans Footrule-
Distanz für eine Intervallordnung und eine totale Ordnung
Input : Intervallordnung κ, totale Ordnung σ über einer Domäne D
Output : Totale Ordnung τ ∗ ∈ Ext(κ) mit F (τ ∗, σ) = FMin(κ, σ)
foreach x ∈ D do setze τ ∗(x)←⊥
for t = 1, . . . , |D| do
At = {x ∈ D : τ ∗(x) =⊥ ∧∀y≺κxτ ∗(y) 6=⊥}
Tt = {x ∈ At : σ(x) ≤ t}
Et = {x ∈ At : σ(x) > t}
if Tt 6= ∅ then
wähle einen beliebigen Kandidaten x ∈ Tt und setze τ ∗(x)← t
else
wähle einen beliebigen Kandidaten x ∈ Et mit rx = miny∈Et ry und
setze τ ∗(x)← t
end
return τ ∗
Die in Schritt t zulässigen Kandidaten werden in verspätete Kandidaten Tt (für
tardy) und in verfrühte Kandidaten Et (für early) partitioniert. Ein Kandidat ist
verspätet, wenn sein Beitrag zu F (τ ∗, σ) sich um eins erhöhen würde, wenn er an-
statt im t-ten Schritt im t+ 1-ten Schritt platziert werden würde. Entsprechend ist
ein Kandidat verfrüht, wenn sein Beitrag zu F (τ ∗, σ) um eins sinken würde, wenn
er anstatt im t-ten Schritt im t + 1-ten Schritt platziert werden würde. Es ist zu
beachten, dass derjenige Kandidat x, für den σ(x) = t gilt, der also, wenn er im t-ten
Schritt platziert wird, nichts zu F (τ ∗, σ) beiträgt, zu den verspäteten Kandidaten
gehört. Weiterhin ist anzumerken, dass jeder Kandidat höchstens einmal von einem
verfrühten zu einem verspäteten Kandidaten wird.
Wenn verspätete Kandidaten vorhanden sind, wählt der Algorithmus einen belie-
bigen von ihnen aus und platziert ihn an Position t. Andernfalls wird ein beliebiger
Kandidat unter denjenigen verfrühten Kandidaten ausgewählt, die in κ die kleinste
rechte Intervallgrenze besitzen.
Im Folgenden wird die Korrektheit von Algorithmus 5.1 gezeigt. Dabei heißt eine
totale Erweiterung τ ∈ Ext(κ) mit F (τ, σ) = FMin(κ, σ) optimal.
Behauptung 5.5. Die totale Ordnung τ ∗, die Algorithmus 5.1 berechnet, ist opti-
mal.
Die Tatsache, dass τ ∗ ∈ Ext(κ) gilt, folgt sofort aus der Definition der zulässigen
Kandidaten.
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Für eine optimale totale Ordnung τ sei nun s(τ) die Länge des Präfixes, in
welchem τ mit τ ∗ übereinstimmt, d. h. für alle i ≤ s(τ) gilt τ ∗−1(i) = τ−1(i). Es
wird nun mit τ ′ eine derjenigen optimalen totalen Ordnungen betrachtet, deren Wert
s(τ ′) maximal ist. Wenn s(τ ′) = |D| ist, dann stimmen τ ∗ und τ ′ komplett überein
und die Behauptung ist bewiesen. Es wird daher s(τ ′) < |D| angenommen und
zum Widerspruch geführt. Der Übersichtlichkeit halber sei im Folgenden z = s(τ ′).
Betrachte nun den Kandidaten x mit τ ∗(x) = τ ′(x) = z und den Kandidaten y mit
τ ∗(y) = z + 1 und τ ′(y) > z + 1. Der Kandidat x ist also der letzte Kandidat im
gemeinsamen Präfix von τ ∗ und τ ′, und y ist derjenige Kandidat, der von τ ∗ an
der ersten Position geordnet wird, an der sich τ ∗ und τ ′ unterscheiden. Es wird nun
aus τ ′ durch Verschiebungen und Vertauschungen eine optimale totale Ordnung τ ′′
erzeugt, für die τ ∗−1(i) = τ ′′−1(i) für alle i ≤ z+1 gilt. Dies ist dann ein Widerspruch
zur Tatsache, dass der Wert z = s(τ ′) maximal ist unter allen optimalen totalen
Ordnungen. Sei X = {c ∈ D : τ ′(x) < τ ′(c) < τ ′(y)} die Menge aller Kandidaten,
die von τ ′ zwischen x und y geordnet werden. Es werden zwei Fälle unterschieden.
Fall 1: Als y von Algorithmus 5.1 an Position z + 1 in τ ∗ platziert wurde, war
y verspätet, d. h. y ∈ Tz+1. Damit gilt σ(y) ≤ z + 1. Sei nun τ ′′ diejenige totale
Ordnung, die aus τ ′ durch eine Linksverschiebung von y auf Position z+ 1 entsteht.
Für alle c ∈ X gilt dann τ ′′(c) = τ ′(c) + 1 (siehe Abbildung 5.1).
Da τ ∗ ∈ Ext(κ) gilt und τ ∗ den Kandidaten y vor jedem Kandidaten c ∈ X
ordnet, kann nicht c ≺κ y gelten. Da auch τ ′ ∈ Ext(κ) gilt und τ ′ den Kandidaten
y nach jedem Kandidaten c ∈ X ordnet, kann umgekehrt auch nicht y ≺κ c gelten.
Daraus folgt y 6≺κ c für alle c ∈ X . Da sich τ ′′ von τ ′ nur bezüglich der Vorgaben für
y und die Kandidaten aus X unterscheidet, folgt aus τ ′ ∈ Ext(κ) auch τ ′′ ∈ Ext(κ).
σ . . .
y
. . .
τ∗ . . .
y
. . .
τ−1(1) . . . τ−1(z)
τ ′ . . . . . .
y
. . .
X
τ ′′ . . . y . . . . . .X
Abbildung 5.1. σ, τ ∗, τ ′ und τ ′′ aus Fall 1 von Behauptung 5.5.
Es werden nun F (τ ′′, σ) und F (τ ′, σ) verglichen. Dabei gilt τ ′′(c) = τ ′(c) für alle
c ∈ D \ (X ∪ {y}), τ ′′(c) = τ ′(c) + 1 für alle c ∈ X , und zuletzt τ ′′(y) = τ ′(y)− |X |.
Einerseits kann nun für jeden Kandidaten c ∈ X sein Beitrag zu F (τ ′′, σ) um eins
größer sein als sein Beitrag zu F (τ ′, σ). Andererseits ist wegen τ ′′(y) = z+1, τ ′(y) =
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z + 1 + |X| und σ(y) ≤ z + 1 der Beitrag von y zu F (τ ′′, σ) um |X | kleiner als sein
Beitrag zu F (τ ′, σ). Da alle verbleibenden Kandidaten zu F (τ ′′, σ) genauso viel
beitragen wie zu F (τ ′, σ), gilt F (τ ′′, σ) ≤ F (τ ′, σ). Damit ist auch τ ′′ optimal, was
einen Widerspruch darstellt zur Tatsache, dass der Wert z = s(τ ′) maximal ist unter
allen optimalen totalen Ordnungen.
Fall 2: Als y von Algorithmus 5.1 an Position z + 1 in τ ∗ platziert wurde, war y
verfrüht, d. h. Tz+1 = ∅ und y ∈ Ez+1.
Zunächst wird X ⊆ Az+1 gezeigt, woraus zusammen mit der Tatsache, dass
Tz+1 = ∅ gilt, X ⊆ Ez+1 folgt. Angenommen es existiert ein c ∈ X mit c /∈ Az+1.
Dann existiert zumindest ein Kandidat c′, der zulässig ist, und der verhindert, dass
c ebenfalls zulässig ist. Es gilt also c′ ≺κ c bzw. rc′ < lc. Wegen Tz+1 = ∅ muss
c′ ∈ Ez+1 gelten. Da der Algorithmus nicht c′ sondern y an Position z + 1 platziert
hat, muss ry ≤ rc′ sein (siehe Zeile 9 von Algorithmus 5.1). Dies impliziert jedoch
y ≺κ c, was wegen c ≺τ ′ y und τ ′ ∈ Ext(κ) nicht gelten kann. Damit ist die Annahme
zum Widerspruch geführt und es gilt X ⊆ Az+1, woraus wiederum X ⊆ Ez+1 folgt.
Aus diesem Zwischenergebnis folgen nun zwei wichtige Tatsachen. Zum einen ist
σ(c) > z + 1 für alle c ∈ X und zum anderen sind alle Kandidaten aus X ∪ {y}
paarweise unvergleichbar in κ, da sie ansonsten nicht alle zur gleichen Zeit verfügbar
sein könnten.
Die totale Ordnung τ ′′ entsteht nun aus τ ′ durch mehrere Vertauschungen (siehe
Abbildung 5.2). Sei c1 ∈ X der Kandidat mit τ ′(c1) = z + 1. Es wird nun eine
Vertauschung von y und c1 ausgeführt. Falls σ(c1) ≥ z+ 1 + |X | ist, endet die Folge
von Operationen an dieser Stelle. Wenn andernfalls z+ 1 < σ(c1) < z+ 1 + |X | gilt,
dann sei c2 ∈ X der Kandidat mit σ(c1) = τ ′(c2). Es wird nun eine Vertauschung
von c1 und c2 ausgeführt. Diese Prozedur wird nun so lange wiederholt, bis ein
Kandidat ci mit σ(ci) ≥ z + 1 + |X | in eine Vertauschung involviert ist. Aufgrund
des Schubfachprinzips wird dieser Fall eintreten.
Es wurden nur Vertauschungen durchgeführt, die Kandidaten aus X ∪{y} betref-
fen. Auch die Kandidaten, die jeweils zwischen den betroffenen Kandidaten geordnet
waren, sind ausschließlich aus X ∪ {y}. Diese Kandidaten sind, wie bereits gezeigt,
in κ paarweise unvergleichbar. Damit folgt aus τ ′ ∈ Ext(κ) sofort τ ′′ ∈ Ext(κ).
Es werden nun wieder F (τ ′′, σ) und F (τ ′, σ) verglichen. Alle c ∈ D \ (X ∪ {y})
und alle c ∈ X , die nicht von einer Vertauschung betroffen waren, tragen zu F (τ ′′, σ)
genauso viel bei wie zu F (τ ′, σ), da τ ′′(c) = τ ′(c) gilt. Da y von τ ′′ um |X | Positionen
weiter links geordnet wird als von τ ′, d. h. τ ′′(y) = τ ′(y)−|X |, und da σ(y) > z gilt,
trägt y zu F (τ ′′, σ) um bis zu |X | mehr bei als zu F (τ ′, σ). Für jeden Kandidaten
c ∈ X , der von einer Vertauschung betroffen ist, gilt nun |τ ′(c)− τ ′′(c)| = ic für
ein ic ≥ 1. Jeder dieser Kandidaten wird von τ ′′ um ic Positionen näher an σ(c)
geordnet als von τ ′ und trägt damit zu F (τ ′′, σ) um ic weniger bei als zu F (τ ′, σ).
Insgesamt gilt
∑
c∈X ic ≥ |X |, da mit dem Kandidaten c1 begonnen wird, für den
τ ′(c1) = z + 1 gilt, und da in der letzten Vertauschung ein Kandidat an Position
z + 1 + |X | platziert wird. Damit gilt F (τ ′′, σ) ≤ F (τ ′, σ) und τ ′′ ist optimal, was
5.1. Komplexität 87
σ . . .
c2
. . .
c3
. . .
c1
. . .
y
. . .
c4
. . .
τ∗ . . .
y
. . .
τ−1(1) . . . τ−1(z)
τ ′ . . .
c1
. . .
c3
. . .
c4
. . .
c2
. . .
y
. . .
X
τ ′′ . . . y . . . c2 . . . c3 . . . c1 . . . c4 . . .
Xτ−1(1) . . . τ−1(z)
Abbildung 5.2. σ, τ ∗, τ ′ und τ ′′ aus Fall 2 von Behauptung 5.5. In diesem Beispiel
gilt τ ′′(y) = τ ′(c1), τ ′′(c1) = τ ′(c2), τ ′′(c2) = τ ′(c3), τ ′′(c3) = τ ′(c4) und τ ′′(c4) =
τ ′(y).
einen Widerspruch darstellt zur Tatsache, dass der Wert z = s(τ ′) maximal ist unter
allen optimalen totalen Ordnungen.
Damit ist die Behauptung, d. h. die Korrektheit von Algorithmus 5.1, gezeigt.
Zur Vervollständigung des Satzes muss noch dessen Laufzeit betrachtet werden.
Behauptung 5.6. Algorithmus 5.1 berechnet τ ∗ in Linearzeit.
Algorithmus 5.1 benötigt |D| viele Schleifendurchläufe. Für eine lineare Laufzeit
darf also ein einzelner Schleifendurchlauf nur konstante Zeit benötigen. Dazu ist es
nötig, dass die Mengen A, L und E nicht in jedem Durchlauf neu berechnet wer-
den, sondern in konstanter Zeit aus den entsprechenden Mengen im vorhergehenden
Schleifendurchlauf berechenbar sind.
Die Intervalle der Kandidaten werden in einer Hash-Tabelle h[ ] der Größe |D|
gespeichert. An dieser Stelle kann ausgenutzt werden, dass die Intervallgrenzen na-
türliche Zahlen zwischen 1 und |D| sind. Für einen Kandidaten x wird das Intervall
I(x) = [lx, rx] an den Positionen h[lx] und h[rx] abgelegt, wodurch der Beginn und
das Ende des Intervalls aus h[ ] ablesbar sind. Sobald ein Kandidat vom Algorithmus
platziert wurde, werden seine Einträge aus h[ ] gelöscht. Insgesamt enthält h[ ] also
höchstens 2 |D| viele Einträge und kann in O(|D|) Schritten initialisiert werden.
Weiterhin wird jedem Kandidaten ein Attribut time vergeben, welches angibt, ob
er verspätet oder verfrüht ist. Initial sind alle Kandidaten verfrüht. In jedem Schritt
t des Algorithmus wird das time-Attribut des Kandidaten x ∈ D mit σ−1(x) = t
von verfrüht auf verspätet geändert. Die Initialisierung und das Update von time
können also insgesamt in O(|D|) Schritten durchgeführt werden.
Die Mengen T und E werden in einer Datenstruktur abgelegt, die ein Einfügen
und Löschen eines Elements in konstanter Zeit erlaubt, z. B. in einer Liste. Die
Menge A wird nicht explizit gespeichert, sondern ergibt sich aus T und E .
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Die Mengen T und E werden von einer Sweepline L berechnet, die h[ ] schrittwei-
se von h[1] bis h[|D|] durchläuft. Dabei wird L nach folgenden Regeln bewegt. Sei
L = h[i] die aktuelle Position von L in h[ ]. Solange im Hash-Bucket h[i] die rechte
Intervallgrenze rx eines Kandidaten x ∈ D gespeichert ist, wird L nicht bewegt. So-
bald die letzte rechte Intervallgrenze eines Kandidaten aus h[i] gelöscht wird, wird L
schrittweise weiterbewegt bis zum ersten Hash-Bucket h[j], in dem die rechte Inter-
vallgrenze eines Kandidaten gespeichert ist. Damit ist L immer auf dem Hash-Bucket
platziert, indem die kleinste rechte Intervallgrenze eines noch nicht platzierten Kan-
didaten gespeichert ist. Wird L auf bzw. über ein Hash-Bucket bewegt, so werden
alle Kandidaten, deren linke Intervallgrenze darin abgelegt ist, je nach ihrem time-
Attribut zu T oder zu E hinzugefügt. Auf diese Weise kann kein Kandidat zu T
oder E hinzugefügt werden, der noch nicht zulässig ist. Insgesamt wird L also über
|D| viele Hash-Buckets bewegt, die zusammen 2 |D| Einträge enthalten.
Soll nun in einem Schritt t des Algorithmus ein Kandidat platziert werden, so
muss getestet werden, ob T = ∅ gilt. Ist dies nicht der Fall, so kann ein beliebiger
Kandidat aus T gewählt werden, der dann an Position t in τ ∗ platziert und aus h[ ]
gelöscht wird. Gilt dagegen T = ∅, so muss einer der Kandidaten aus E mit der
kleinsten rechten Intervallgrenze platziert werden. Dieser kann nun anhand der Po-
sition von L in konstanter Zeit gefunden werden. Damit läuft ein Schleifendurchlauf
des Algorithmus in konstanter Zeit ab und für das gesamte Verfahren ergibt sich
eine lineare Laufzeit von O(|D|). Damit ist die Behauptung bewiesen.
Aus Behauptung 5.5 und Behauptung 5.6 ergibt sich die Aussage des Satzes. 
Da die Minimalversion und die Zentralversion von Spearmans Footrule-Distanz
und für eine Intervallordnung und eine totale Ordnung zusammenfallen (Lemma 3.3),
kann obiges Resultat übertragen werden.
Korollar 5.1. Sei κ eine Intervallordnung und sei σ eine totale Ordnung über einer
Domäne D und sei n = |D|. Dann ist das Distanzproblem unter der Zentralversion
von Spearmans Footrule-Distanz für κ und σ in einer Laufzeit von O(n) lösbar.
Während sich die Distanzprobleme für zwei schwache Ordnungen bzw. für eine
Intervallordnung und eine totale Ordnung unter der Minimalversion und der Zen-
tralversion von Spearmans Footrule-Distanz effizient lösen lassen, bietet sich ein
deutlich verändertes Bild, sobald partielle Ordnungen ins Spiel kommen. So wird im
Folgenden gezeigt, dass die entsprechenden Distanzprobleme für eine partielle und
eine totale Ordnung NP-vollständig sind.
Satz 5.3. Das Distanzproblem unter der Minimalversion von Spearmans Footrule-
Distanz für eine partielle und eine totale Ordnung ist NP-vollständig.
Beweis. Das Distanzproblem unter der Minimalversion von Spearmans Footrule-
Distanz fragt für eine partielle Ordnung κ und eine totale Ordnung σ über einer
Domäne D sowie für ein k ∈ N, ob FMin(κ, σ) ≤ k gilt. Die NP-Vollständigkeit des
Distanzproblems lässt sich durch eine Reduktion vom Clique-Problem, welches als
NP-vollständig bekannt ist [Kar72, GJ90], zeigen. Für einen Graphen G = (V , E)
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und ein k′ ∈ N fragt das Clique-Problem, ob eine Teilmenge der Knoten V∗ ⊆ V
existiert, so dass |V∗| = k′ und {u, v} ∈ E für alle u, v ∈ V∗ gilt. Der von V∗
induzierte Teilgraph wird dann als Clique der Größe k′ bezeichnet.
Sei also ein Graph G = (V , E) mit V = {v1, . . . , vn} und E = {e1, . . . , em} sowie
ein k′ ∈ N eine Instanz des Clique-Problems. Dieses ist für k′ ≤ 2 trivial lösbar, da
hier lediglich nach der Existenz eines Knotens (k′ = 1) bzw. einer Kante (k′ = 2)
gefragt ist. Damit ist das Clique-Problem für k′ ≥ 3 NP-vollständig und für die
folgende Reduktion kann eben diese Tatsache angenommen werden. Der Übersicht-
lichkeit halber sei außerdem k∗ = k′ +
(
k′
2
)
. Es lässt sich weiterhin feststellen, dass
das Clique-Problem für m ≥ k∗ NP-vollständig bleibt, da andernfalls Knoten v′i, v′′i
und Kanten {v′i, v′′i } für 1 ≤ i ≤ k∗−|E| zu V bzw. E hinzugefügt werden, die wegen
k′ ≥ 3 die Lösung nicht beeinflussen können. Im Folgenden gelte also m ≥ k∗.
Eine Instanz des Clique-Problems wird nun auf eine Instanz des Distanzproblems
wie folgt reduziert. Verwende V und E als Mengen von Kandidaten. Führe außerdem
zwei weitere Mengen von Kandidaten B = {b1, . . . , bn8} (für Blocker) und F =
{f1, . . . , fm−k∗} (für Füllelemente) ein. Damit ist D = V ∪ E ∪ B ∪ F . Die totale
Ordnung σ wird nun konstruiert als
[E ] ≺σ [B] ≺σ [V ] ≺σ [F ] .
Dabei müssen V , E , B und F in beliebiger, aber eindeutiger Weise total geordnet
sein. Der Einfachheit halber seien sie jeweils entsprechend der aufsteigenden Num-
merierung ihrer Elemente total geordnet. Die partielle Ordnung κ wird wie folgt
konstruiert. Die Kandidaten aus F sind in κ auf dieselbe Weise total geordnet wie
in σ, also entsprechend ihrer aufsteigenden Nummerierung. Die Kandidaten aus V
sind paarweise unvergleichbar in κ, ebenso die Kandidaten aus E und B. Weiterhin
ist b 6≺κ c für alle b ∈ B und c ∈ {V ∪ E ∪ F} sowie f ≺κ c für alle f ∈ F und
c ∈ {V ∪ E}. Der wichtigste Teil der Reduktion ist die Beziehung zwischen V und E
in κ. Für alle v ∈ V und e ∈ E gilt hier v ≺κ e, falls e in G inzident zu v ist, und
anderenfalls v 6≺κ e. Diese Eigenschaft wird im Folgenden als Inzidenzeigenschaft
bezeichnet. Die Spezifikation von σ und κ ist in Abbildung 5.3 dargestellt. Zuletzt
sei k =
(
2m− 2(k′
2
))
n8 + 10n4.
Eine totale Ordnung τ ∈ Ext(κ) wird als optimal bezeichnet, wenn F (τ, σ) =
FMin(κ, σ) ist. Vor dem eigentlichen Korrektheitsbeweis der Reduktion wird eine
hilfreiche Behauptung gezeigt, die besagt, dass immer eine optimale Ordnung exis-
tiert, die die Blocker an dieselben Positionen ordnet wie σ dies tut.
Behauptung 5.7. Es existiert eine optimale Ordnung τ ∗, so dass τ ∗(b) = σ(b) für
alle b ∈ B.
Für eine optimale Ordnung τ sei s(τ) die Länge des Präfixes von b1, . . . , bn8 , die
τ an dieselbe Position ordnet wie σ. Für alle 1 ≤ i ≤ s(τ) gilt also τ(bi) = σ(bi). Von
allen optimalen Ordnungen sei nun τ ′ diejenige, die s(τ ′) maximiert. Falls s(τ ′) = n8,
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so ordnet τ ′ alle Kandidaten b ∈ B an dieselbe Position wie σ und die Behauptung ist
bewiesen. Es wird also angenommen, dass s(τ ′) < n8 gilt und dies zum Widerspruch
geführt. Der Übersichtlichkeit halber sei z = s(τ ′). Im Folgenden wird nun gezeigt,
dass aus τ ′ mittels Verschiebungen und Vertauschungen eine totale Ordnung τ ′′
erzeugt werden kann, welche ebenfalls optimal ist, und für die σ(bi) = τ ′′(bi) für
alle 1 ≤ i ≤ z + 1 = s(τ ′) + 1 gilt. Dies stellt dann einen Widerspruch dar zur
Annahme, dass τ ′ den Wert s(τ ′) maximiert. Betrachte dazu nun den Kandidaten
bz+1. Es werden zwei Fälle unterschieden.
Fall 1: Es gilt τ ′(bz+1) > σ(bz+1). Sei X = {c ∈ D : τ ′(bz) < τ ′(c) < τ ′(bz+1)}.
Damit enthält X also alle Kandidaten, die von τ ′ zwischen bz und bz+1 geordnet wer-
den. Sei nun τ ′′ die totale Ordnung, die aus τ ′ entsteht, indem eine Linksverschiebung
von bz+1 auf die Position τ ′(bz) + 1 = σ(bz+1) ausgeführt wird. Dadurch wird jedes
c ∈ X um eine Position in die Gegenrichtung verschoben (siehe Abbildung 5.4). Da
bz+1 in κ zu allen anderen Kandidaten unvergleichbar ist, und da sich τ ′′ von τ ′ nur
in den Vorgaben bezüglich bz+1 und den Kandidaten aus X unterscheidet, folgt aus
τ ′ ∈ Ext(κ) sofort τ ′′ ∈ Ext(κ).
σ . . .
b1 b2
. . .
bz bz+1
. . .
bn8
. . .
τ ′ . . .
b1 b2
. . .
bz bz+1
. . . . . .
X
τ ′′ . . .
b1 b2
. . .
bz bz+1
. . . . . .
X
Abbildung 5.4. σ, τ ′ und τ ′′ wie sie in Fall 1 von Behauptung 5.7 (Satz 5.3)
auftreten
Es werden nun F (τ ′′, σ) und F (τ ′, σ) verglichen. Dabei gilt τ ′′(c) = τ ′(c) für alle
c ∈ D \ (X ∪ {bz+1}), τ ′′(c) = τ ′(c) + 1 für alle c ∈ X , und zuletzt τ ′′(bz+1) =
τ ′(bz+1) − |X |. Einerseits trägt also jedes c ∈ X zu F (τ ′′, σ) um höchstens eins
mehr bei als zu F (τ ′, σ). Auf der anderen Seite trägt bz+1 wegen τ ′′(bz+1) = σ(bz+1)
zu F (τ ′′, σ) um |X | weniger bei als zu F (τ ′, σ). Alle weiteren Kandidaten tragen
zu F (τ ′′, σ) genauso viel bei wie zu F (τ ′, σ). Damit gilt F (τ ′′, σ) ≤ F (τ ′, σ) und
τ ′′ ist ebenfalls optimal. Da keiner der Kandidaten b1, . . . , bz von der Verschiebung
betroffen wurde, gilt σ(bi) = τ ′′(bi) für alle 1 ≤ i ≤ z + 1 = s(τ ′) + 1. Dies stellt
einen Widerspruch dar zur Annahme, dass τ ′ den Wert s(τ ′) maximiert.
Fall 2: Es gilt τ ′(bz+1) < σ(bz+1). Da σ(bi) = τ ′(bi) für alle 1 ≤ i ≤ z gilt,
folgt daraus sofort τ ′(bz+1) < τ ′(b1). Die Methoden, mit denen dieser Fall zum
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Widerspruch geführt wird, gleichen weitestgehend denen aus Fall 1. Sei X = {c ∈
D : τ ′(bz+1) < τ ′(c) < τ ′(b1)}. Damit enthält X also alle Kandidaten, die von τ ′
zwischen bz+1 und b1 geordnet werden. Sei τ ′′ die totale Ordnung, die aus τ ′ entsteht,
indem eine Rechtsverschiebung von bz+1 auf Position τ ′(b1) − 1 durchgeführt wird.
Dadurch wird jedes c ∈ X um eine Position in die Gegenrichtung verschoben (siehe
Abbildung 5.5). Da bz+1 in κ zu allen anderen Kandidaten unvergleichbar ist, folgt
analog zu Fall 1 aus τ ′ ∈ Ext(κ) sofort τ ′′ ∈ Ext(κ).
Es wird nun wieder F (τ ′′, σ) und F (τ ′, σ) verglichen. Dabei gilt τ ′′(c) = τ ′(c)
für alle c ∈ D \ (X ∪ {bz+1}), τ ′′(c) = τ ′(c) − 1 für alle c ∈ X und τ ′′(bz+1) =
τ ′(bz+1) + |X |. Einerseits trägt also jedes c ∈ X zu F (τ ′′, σ) um höchstens eins
mehr bei als zu F (τ ′, σ). Auf der anderen Seite gilt |σ(bz+1)− τ ′′(bz+1)| = z+ 1 und
|σ(bz+1)− τ ′(bz+1)| = z+ 1 + |X |, weshalb bz+1 zu F (τ ′′, σ) um |X | weniger beiträgt
als zu F (τ ′, σ). Alle weiteren Kandidaten tragen zu F (τ ′′, σ) genauso viel bei wie zu
F (τ ′, σ). Damit gilt F (τ ′′, σ) ≤ F (τ ′, σ) und τ ′′ ist ebenfalls optimal. Da keiner der
Kandidaten b1, . . . , bz von der Verschiebung betroffen wurde, gilt σ(bi) = τ ′′(bi) für
alle 1 ≤ i ≤ z.
Sei nun x derjenige Kandidat mit τ ′′(x) = σ(bz+1) und sei τ ′′′ die totale Ordnung,
die aus τ ′′ durch eine Vertauschung von bz+1 und x entsteht (siehe Abbildung 5.5). Da
τ ′′ zwischen bz+1 und x genau die Kandidaten b1, . . . , bz ordnet, welche in κ zu allen
anderen Kandidaten unentschieden sind, und da auch bz+1 und x in κ zueinander
unentschieden sind, folgt aus τ ′′ ∈ Ext(κ) sofort τ ′′′ ∈ Ext(κ).
σ . . .
b1 b2
. . .
bz bz+1
. . .
bn8
. . .
τ ′ . . .
bz+1
. . .
b1 b2
. . .
bz x
. . .
X
τ ′′ . . . . . .
bz+1 b1 b2
. . .
bz x
. . .
τ ′′′. . . . . . x b1 b2 . . . bz bz+1 . . .X
Abbildung 5.5. σ, τ ′, τ ′′ und τ ′′′ wie sie in Fall 2 von Behauptung 5.7 (Satz 5.3)
auftreten
Es wird nun F (τ ′′′, σ) und F (τ ′′, σ) verglichen. Es gilt τ ′′′(c) = τ ′′(c) für alle
c ∈ D \ {bz+1, x}, τ ′′′(x) = τ ′′(x)− (z + 1) und τ ′′′(bz+1) = τ ′′(bz+1) + z + 1. Damit
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kann einerseits x zu F (τ ′′′, σ) um bis zu z + 1 mehr beitragen als zu F (τ ′′, σ). Auf
der anderen Seite trägt bz+1 wegen τ ′′′(bz+1) = σ(bz+1) zu F (τ ′′′, σ) um genau z + 1
weniger bei als zu F (τ ′′, σ). Alle weiteren Kandidaten tragen zu F (τ ′′′, σ) genauso
viel bei wie zu F (τ ′′, σ). Damit gilt F (τ ′′′, σ) ≤ F (τ ′′, σ) ≤ F (τ ′, σ) und τ ′′′ ist eben-
falls optimal. Da keiner der Kandidaten b1, . . . , bz von der Vertauschungsoperation
betroffen wurde, gilt σ(bi) = τ ′′′(bi) für alle 1 ≤ i ≤ z + 1 = s(τ ′) + 1. Dies stellt
einen Widerspruch dar zur Annahme, dass τ ′ den Wert s(τ ′) maximiert.
Damit liefern beide Fälle einen Widerspruch und Behauptung 5.7 ist bewiesen.
Mit Hilfe von Behauptung 5.7 lässt sich nun die Korrektheit der Reduktion zeigen,
d. h. G besitzt eine Clique der Größe k′, genau dann wenn FMin(κ, σ) ≤ k ist.
Angenommen G enthält eine Clique der Größe k′. Das bedeutet, es existiert ein
vollständiger Subgraph G∗ = (V∗, E∗), wobei |V∗| = k′ und |E∗| = (k′
2
)
ist. Daraus
wird nun eine totale Ordnung τ ∗ über D konstruiert als
[F ] ≺τ∗ [V∗] ≺τ∗ [E∗] ≺τ∗ [B] ≺τ∗ [V \ V∗] ≺τ∗ [E \ E∗] ,
wobei B und F jeweils entsprechend der aufsteigenden Nummerierung ihrer Elemen-
te total geordnet sind. Die Mengen V∗, E∗, V \ V∗ und E \ E∗ sind jeweils beliebig
total geordnet (siehe Abbildung 5.6).
Es muss nun gezeigt werden, dass τ ∗ ∈ Ext(κ) und F (τ ∗, σ) ≤ k gilt, woraus
wiederum FMin(κ, σ) ≤ k folgt. Zunächst wird τ ∗ ∈ Ext(κ) verifiziert. Dass τ ∗ bis
auf die Inzidenzeigenschaft alle Vorgaben von κ erfüllt, ergibt sich direkt aus der
Spezifikation von κ und von τ ∗. Auch die Inzidenzeigenschaft, d. h. die Tatsache,
dass keine Kante vor einem zu ihr inzidenten Knoten geordnet wird, lässt sich leicht
verifizieren. Eine Verletzung der Inzidenzeigenschaft würde nur dann auftreten, wenn
eine Kante aus E∗ zu einem Knoten aus V \V∗ inzident wäre. Da aber G∗ = (V∗, E∗)
eine Clique in G ist, kann dies nicht der Fall sein. Damit gilt τ ∗ ∈ Ext(κ).
Als Nächstes wird F (τ ∗, σ) betrachtet. Man stellt leicht fest, dass τ ∗ und σ beide
jeweils m Kandidaten vor b1 ordnen. Da beide die Kandidaten aus B in derselben
Reihenfolge direkt hintereinander ordnen, folgt τ ∗(b) = σ(b) für alle b ∈ B. Damit
tragen die Kandidaten b ∈ B nichts zu F (τ ∗, σ) bei. Seiner Funktion im Folgenden
entsprechend wird B wieder als Blocker bezeichnet.
Alle Kandidaten c ∈ {V ∪ E ∪ F} werden nun dahingehend unterschieden, ob
sie sowohl von τ ∗ als auch von σ vor dem Blocker geordnet werden (Typ 1 ), ob
sie sowohl von τ ∗ als auch von σ nach dem Blocker geordnet werden (Typ 2 ), oder
ob sie von τ ∗ vor dem Blocker und von σ nach dem Blocker geordnet werden oder
umgekehrt (Typ 3 ). Wie sich aus der Spezifikation von τ ∗ und σ (siehe noch einmal
Abbildung 5.6) ergibt, sind alle e ∈ E∗ vom Typ 1, alle v ∈ V \ V∗ vom Typ 2 und
alle c ∈ {F ∪V∗ ∪ (E \ E∗)} vom Typ 3. Insgesamt gibt es also n− k′+ (k′
2
) ≤ n+m
viele Kandidaten vom Typ 1 und 2 sowie m− k∗ + k′ +m− (k′
2
)
= 2m− 2(k′
2
)
viele
Kandidaten vom Typ 3. Da sowohl τ ∗ als auch σ jeweils m Kandidaten vor dem
Blocker und n + m − k∗ ≤ n + m Kandidaten nach dem Blocker ordnen, trägt ein
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Kandidat vom Typ 1 oder 2 höchstens n + m zu F (τ ∗, σ) bei. Ein Kandidat vom
Typ 3 dagegen kann bis zu |D| = n8 + n + m + m− k∗ ≤ n8 + n + 2m zu F (τ ∗, σ)
beitragen. Unter Berücksichtigung der Tatsachen, dass k′ ≤ n und m ≤ n2 gilt,
werden diese Werte nun aufsummiert.
F (τ ∗, σ) ≤ (n+m)(n+m) +
(
2m− 2
(
k′
2
))
(n8 + n+ 2m)
= (n+m)(n+m) +
(
2m− 2
(
k′
2
))
n8 +
(
2m− 2
(
k′
2
))
(n+ 2m)
≤
(
2m− 2
(
k′
2
))
n8 + (n+m)(n+m) + 2m(n+ 2m)
=
(
2m− 2
(
k′
2
))
n8 + n2 + 2mn+m2 + 2mn+ 4m2
≤
(
2m− 2
(
k′
2
))
n8 + 5n4 + 4n3 + n2
≤
(
2m− 2
(
k′
2
))
n8 + 10n4
= k .
Da FMin(κ, σ) ≤ F (τ ∗, σ) ist, folgt FMin(κ, σ) ≤ k.
Für den zweiten Teil des Beweises wird nun angenommen, dass FMin(κ, σ) ≤ k
ist. Dann existiert wegen Behauptung 5.7 eine totale Ordnung τ ∗ ∈ Ext(κ), so dass
F (τ ∗, σ) ≤ k und τ ∗(b) = σ(b) für alle b ∈ B gilt. Damit trägt jeder Kandidat aus B
null zu F (τ ∗, σ) bei. Die Menge B wird wieder als Blocker bezeichnet und es werden
analog zum ersten Teil des Beweises die Kandidaten aus V ∪E ∪F in Typ 1, 2 oder
3 eingeteilt. Wegen |B| = n8 trägt jeder Kandidat vom Typ 3 mindestens n8 zu
F (τ ∗, σ) bei. Da F (τ ∗, σ) ≤ k =
(
2m− 2(k′
2
))
n8 + 10n4 ist, können also höchstens
b k
n8
c = 2m − 2(k′
2
)
Kandidaten vom Typ 3 sein. Da τ ∗ ∈ Ext(κ) ist, ordnet τ ∗ alle
Kandidaten aus F vor allen Kandidaten aus V ∪ E . Von diesen wiederum müssen
zumindest einige vor dem Blocker geordnet werden, da |V ∪ E| = n + m ist, τ ∗
jedoch nur n+m−k∗ viele Kandidaten nach dem Blocker ordnet (siehe noch einmal
Abbildung 5.6). Damit werden alle m − k∗ Kandidaten aus F von τ ∗ ebenfalls vor
dem Blocker geordnet. Da sie von σ jedoch nach dem Blocker geordnet werden, sind
sie vom Typ 3. Daraus folgt, dass höchstens 2m− 2(k′
2
)− (m− k∗) = m+ k′ − (k′
2
)
viele Kandidaten aus V ∪ E vom Typ 3 sein können. Aus der Spezifikation von κ
und σ ergibt sich, dass ein v ∈ V vom Typ 3 ist, genau dann wenn v von τ ∗ vor dem
Blocker geordnet wird. Dagegen ist ein e ∈ E vom Typ 3, genau dann wenn e von
τ ∗ nach dem Blocker geordnet wird. Seien nun V∗ bzw. E∗ die Mengen derjenigen
Kandidaten aus V bzw. E , die von τ ∗ vor dem Blocker geordnet werden. Damit sind
|V∗|+ |E \ E∗| viele Kandidaten aus V ∪E vom Typ 3. Da τ ∗ nun m Kandidaten vor
dem Blocker ordnet, von denen m − k∗ aus F sind, gilt |V∗| + |E∗| = k∗. Es wird
96 Kapitel 5. Distanzprobleme unter Spearmans Footrule-Distanzen
nun gezeigt, dass |V∗| = k′ ist, indem alle anderen Fälle zum Widerspruch geführt
werden.
Fall 1: Angenommen es gilt |V∗| > k′, woraus dann |E∗| < (k′
2
)
folgt. Dann sind
|V∗|+ |E \ E∗| = |V∗|+ |E| − |E∗| > k′+m− (k′
2
)
viele Kandidaten vom Typ 3. Dies
ist ein Widerspruch zur Tatsache, dass höchstens m+k′−(k′
2
)
Kandidaten aus V ∪E
vom Typ 3 sind.
Fall 2: Angenommen es gilt |V∗| < k′, woraus dann |E∗| > (k′
2
)
folgt. Da τ ∗ ∈
Ext(κ) ist, besitzt es die Inzidenzeigenschaft, d. h. jede Kante wird von τ ∗ nach
den beiden zu ihr inzidenten Knoten geordnet. Da die einzigen Knoten, die vor E∗
geordnet werden, diejenigen aus V∗ sind, folgt, dass jede Kante aus E∗ ausschließlich
zu Knoten aus V∗ inzident ist. Das bedeutet, dass mehr als (k′
2
)
viele Kanten zu
weniger als k′ vielen Knoten inzident sind. Dies ist offensichtlich ein Widerspruch.
Damit ist nun bekannt, dass |V∗| = k′ und |E∗| = (k′
2
)
ist. Da wegen der Inzidenz-
eigenschaft von τ ∗ jede der
(
k′
2
)
Kanten aus E∗ zu zwei der k′ Knoten aus V∗ inzident
ist, ist G∗ = (V∗, E∗) eine Clique der Größe k′ in G. Damit ist die Korrektheit der
Reduktion bewiesen.
DieNP-Vollständigkeit des Distanzproblems folgt nun sofort, da sowohl die poly-
nomielle Laufzeit der Reduktion als auch die Zugehörigkeit des Problems zur Klasse
NP offensichtlich sind. 
Da die Minimalversion und die Zentralversion von Spearmans Footrule-Distanz
und für eine partielle und eine totale Ordnung zusammenfallen (Lemma 3.3), kann
obiges Resultat übertragen werden.
Korollar 5.2. Das Distanzproblem unter der Zentralversion von Spearmans Foot-
rule-Distanz für eine partielle und eine totale Ordnung ist NP-vollständig.
5.2 Approximierbarkeit
Analog zum Distanzproblem unter der Minimalversion und der Zentralversion von
Kendalls Tau-Distanz für eine partielle und eine totale Ordnung kann auch das
Distanzproblem unter der Minimalversion und der Zentralversion von Spearmans
Footrule-Distanz für eine partielle und eine totale Ordnung bis auf einen konstanten
Faktor approximiert werden. Dabei wird ausgenutzt, dass sich die Varianten von
Kendalls Tau-Distanz und von Spearmans Footrule-Distanz für partielle Ordnungen
nur um einen konstanten Faktor unterscheiden.
Satz 5.4. Das Distanzproblem unter der Minimalversion von Spearmans Footrule-
Distanz zwischen einer partiellen und einer totalen Ordnung ist 4-approximierbar.
Beweis. In Satz 4.4 wurde gezeigt, dass das Distanzproblem unter der Minimalversi-
on von Kendalls Tau-Distanz für eine partielle Ordnung κ und eine totale Ordnung
σ über einer Domäne D 2-approximierbar ist. Wegen KMin(κ, σ) ≤ FMin(κ, σ) ≤
2KMin(κ, σ) (Lemma 3.14) ist eine 2-Approximation für das Distanzproblem un-
ter der Minimalversion von Kendalls Tau-Distanz gleichzeitig eine 4-Approximation
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für das entsprechende Distanzproblem unter der Minimalversion von Spearmans
Footrule-Distanz. 
Aufgrund der Tatsache, dass für eine partielle und eine totale Ordnung die Mini-
malversion nd die Zentralversion von Spearmans Footrule-Distanz zusammenfallen
(Lemma 3.3), folgt das entsprechende Resultat für die Zentralversion von Spearmans
Footrule-Distanz.
Korollar 5.3. Das Distanzproblem unter der Zentralversion von Spearmans Foot-
rule-Distanz zwischen einer partiellen und einer totalen Ordnung ist 4-approximier-
bar.
5.3 Parametrisierte Komplexität
Der folgende Abschnitt befasst sich mit der parametrisierten Komplexität des Dis-
tanzproblems unter der Minimalversion von Spearmans Footrule-Distanz für eine
totale und eine partielle Ordnung. Dabei wird die Fixed-Parameter-Tractability des
Problems bezüglich seiner Schranke k durch das Angeben eines linearen Kerns be-
stehend aus 2k Kandidaten gezeigt.
Es wird zunächst das folgende allgemeine Resultat über Spearmans Footrule-
Distanz für zwei totale Ordnungen benötigt.
Lemma 5.1. Seien σ und τ zwei totale Ordnungen über einer Domäne D. Seien
weiterhin x, y ∈ D mit σ(x) < σ(y) und τ(x) = τ(y) + 1. Sei nun τ ′ diejenige totale
Ordnung, die aus τ durch eine lokale Vertauschung von x und y hervorgeht. Dann
gilt F (σ, τ ′) ≤ F (σ, τ).
Beweis. Es wird eine vollständige Fallunterscheidung bestehend aus drei Fällen
durchgeführt (siehe Abbildung 5.7).
Fall 1: Sei τ(x) ≤ σ(x). Dann gilt |τ ′(x)− σ(x)| = |τ(x)− σ(x)| + 1. Wegen
τ(y) = τ(x) − 1, τ(x) ≤ σ(x) und σ(x) < σ(y) folgt τ(y) < σ(y) und damit
|τ ′(y)− σ(y)| = |τ(y)− σ(y)| − 1. Da für alle z ∈ D mit z 6= x, y offensichtlich
|τ ′(z)− σ(z)| = |τ(z)− σ(z)| gilt, folgt F (τ ′, σ) = F (τ, σ).
Fall 2: Sei σ(x) < τ(x) ≤ σ(y). Wegen σ(x) < τ(x) gilt |τ ′(x)− σ(x)| =
|τ(x)− σ(x)| − 1. Wegen τ(x) ≤ σ(y) und τ(y) = τ(x) − 1 gilt τ(y) < σ(y) und
damit |τ ′(y)− σ(y)| = |τ(y)− σ(y)| − 1. Da wieder für alle z ∈ D mit z 6= x, y
offensichtlich |τ ′(z)− σ(z)| = |τ(z)− σ(z)| gilt, folgt F (τ ′, σ) = F (τ, σ)− 2.
Fall 3: Sei τ(x) > σ(y). Wegen τ(x) > σ(y) und σ(y) > σ(x) gilt τ(x) > σ(x) und
damit |τ ′(x)− σ(x)| = |τ(x)− σ(x)| − 1. Wegen τ(x) > σ(y) und τ(y) = τ(x) − 1
gilt τ(y) ≥ σ(y) und damit |τ ′(y)− σ(y)| = |τ(y)− σ(y)| + 1. Da wieder für alle
z ∈ D mit z 6= x, y offensichtlich |τ ′(z)− σ(z)| = |τ(z)− σ(z)| gilt, folgt F (τ ′, σ) =
F (τ, σ).
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Abbildung 5.7. Illustration der drei Fälle aus Lemma 5.1
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In allen drei Fällen gilt also F (τ ′, σ) ≤ F (τ, σ). Damit ist die Korrektheit der
Aussage bewiesen. 
Der nun folgende Beweis der Fixed-Parameter-Tractability des Distanzproblems
unter der Minimalversion von Spearmans Footrule-Distanz für eine totale und eine
partielle Ordnung ähnelt stark dem Beweis der Fixed-Parameter-Tractability des
Distanzproblems unter der Minimalversion von Kendalls Tau-Distanz für eine to-
tale und eine partielle Ordnung (Satz 4.5). Die Tatsache, dass das Distanzproblem
unter der Minimalversion von Kendalls Tau-Distanz für eine partielle und eine to-
tale Ordnung einen linearen Kern bestehend aus höchstens 2k Kandidaten besitzt
(Behauptung 4.11), kann im Beweis sogar direkt verwendet werden.
Satz 5.5. Das Distanzproblem unter der Minimalversion von Spearmans Footrule-
Distanz für eine partielle und eine totale Ordnung ist fixed-parameter-tractable be-
züglich seiner Schranke k, da es einen Kern, bestehend aus O(k) vielen Kandidaten,
besitzt. Die Laufzeit für die Berechnung des Kerns ist quadratisch in der Größe der
Domäne der gegebenen Ordnungen.
Beweis. Seien im Folgenden eine partielle Ordnung κ und eine totale Ordnung σ
über einer Domäne D sowie ein k ∈ N eine Instanz des Distanzproblems unter der
Minimalversion von Spearmans Footrule-Distanz. Gefragt ist also, ob FMin(κ, σ) ≤ k
ist, d. h. ob eine totale Erweiterung τ ∈ Ext(κ) existiert, so dass F (τ, σ) ≤ k ist.
Es wird wieder die Ableitung σ ?κ betrachtet. Da σ vollständig ist, enthält σ ?κ
keine Unvergleichbarkeiten oder Übernahmen.
Erneut wird die Zyklenregel als einzige Vereinfachungsregel benötigt.
Zyklenregel: Wenn ein Kandidat x ∈ D existiert, der in σ?κ in keinem Dreieck
enthalten und an keiner Uneinigkeit beteiligt ist, dann entferne x aus κ und σ und
belasse k unverändert.
Es wird nun gezeigt, dass die Zyklenregel auch für die Minimalversion von Spear-
mans Footrule-Distanz gültig ist. Sei x ∈ D ein Kandidat, auf den die Zyklenregel an-
gewendet wird. Dann bezeichnen σˆ und κˆ die Ordnungen, die aus σ und κ durch das
Entfernen von x entstehen. Im Folgenden heißt eine totale Erweiterung τ ∈ Ext(κ)
optimal, wenn F (τ, σ) ≤ k gilt. Entsprechend heißt ein τˆ ∈ Ext(κˆ) optimal, wenn
F (τˆ , σˆ) ≤ k gilt.
Behauptung 5.8. Die Zyklenregel ist gültig.
Sei x ∈ D ein Kandidat, auf den die Zyklenregel angewendet wird. Partitioniere
nun D \ {x} in die Menge der Vorgänger und der Nachfolger von x in σ ? κ, X− =
{y ∈ D \ {x} : y ≺σ?κ x} und X+ = {z ∈ D \ {x} : x ≺σ?κ z}. Dann gilt
y ≺σ?κ z für alle y ∈ X− und z ∈ X+, da ansonsten x, y und z ein Dreieck bilden
würden. Die Zyklenregel ist nun gültig, wenn FMin(κ, σ) ≤ k gilt, genau dann wenn
FMin(κˆ, σˆ) ≤ k gilt.
Angenommen es gilt FMin(κ, σ) ≤ k. Zunächst wird gezeigt, dass eine optimale
totale Erweiterung τ ∗ ∈ Ext(κ) existiert, so dass y ≺τ∗ x für alle y ∈ X− und
x ≺τ∗ z für alle z ∈ X+ gilt. Für eine optimale totale Erweiterung τ ∈ Ext(κ)
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sei s(τ) die Anzahl aller Paare {x, y} mit y ∈ X− und x ≺τ y plus die Anzahl
aller Paare {x, z} mit z ∈ X+ und z ≺τ x plus die Anzahl aller Paare {y, z} mit
y ∈ X−, z ∈ X+ und z ≺τ y. Von allen optimalen totalen Erweiterungen τ ∈ Ext(κ)
sei τ ′ eine derjenigen mit dem minimalen Wert s(τ ′). Wenn s(τ ′) = 0 gilt, dann
entspricht τ ′ dem gesuchten τ ∗ und die Aussage ist bewiesen. Angenommen es gilt
also s(τ ′) > 0, woraus folgt, dass ein y ∈ X− existiert mit x ≺τ ′ y, oder dass ein
z ∈ X+ existiert mit z ≺τ ′ x, oder dass ein y ∈ X− und ein z ∈ X+ existieren mit
z ≺τ ′ y. Es wird nun ersterer Fall zum Widerspruch geführt. Die beiden anderen
Fälle liefern analog einen Widerspruch. Von allen Vorgängern y ∈ X− mit x ≺τ ′ y
sei y∗ derjenige, der von τ ′ als erstes nach x geordnet wird. Damit existiert also kein
y ∈ X− mit x ≺τ ′ y und y ≺τ ′ y∗. Es werden zwei Fälle unterschieden.
Fall 1: Die Kandidaten x und y∗ werden von τ ′ direkt nebeneinander geordnet,
also τ ′(y∗)−τ ′(x) = 1. In diesem Fall sei τ ′′ diejenige totale Ordnung, die aus τ ′ durch
eine lokale Vertauschung von x und y∗ entsteht. Damit gilt s(τ ′′) = s(τ ′) − 1. Da
y∗ ≺σ?κ x gilt, folgt, dass nicht x ≺κ y∗ gelten kann. Da laut Annahme τ ′ ∈ Ext(κ)
ist und x ≺τ ′ y∗ gilt, kann auch nicht y∗ ≺κ x gelten, weshalb x und y∗ in κ
unvergleichbar sein müssen. Da τ ′′ sich nur bezüglich der Vorgabe für x und y∗
von τ ′ unterscheidet, ist dann auch τ ′′ ∈ Ext(κ). Wegen y∗ 6≺κ x handelt es sich
weiterhin bei y∗ ≺σ?κ x um eine Übergabe, die y∗ ≺σ x geschuldet ist. Damit gilt
nach Lemma 5.1 F (τ ′′, σ) ≤ F (τ ′, σ) ≤ k und τ ′′ ist ebenfalls optimal. Dies ist
jedoch ein Widerspruch zur Tatsache, dass τ ′ eine optimale totale Erweiterung mit
minimalem Wert s(τ ′) ist.
Fall 2: Die totale Ordnung τ ′ ordnet y∗ nicht unmittelbar nach x, d. h. es gilt
τ ′(y∗) − τ ′(x) > 1. Betrachte nun den Kandidaten, der von τ ′ unmittelbar vor y∗
geordnet wird, also den Kandidaten z∗ ∈ D, für den τ ′(y∗) − τ ′(z∗) = 1 gilt. Da es
keinen Vorgänger y mit x ≺τ ′ y und y ≺τ ′ y∗ gibt, muss z∗ ein Nachfolger von x
in σ ? κ sein. Sei τ ′′ die totale Ordnung, die aus τ ′ durch eine lokale Vertauschung
von z∗ und y∗ hervorgeht. Damit gilt wieder s(τ ′′) = s(τ ′) − 1. Analog zu Fall 1
kann nun nicht z∗ ≺κ y∗ gelten, wegen y∗ ≺σ?κ z∗. Außerdem kann nicht y∗ ≺κ z∗
gelten, da τ ′ ∈ Ext(κ) und z∗ ≺τ ′ y∗ gelten, und es verbleibt als einzige Möglichkeit
y∗ 6≺κ z∗. Damit gilt wieder τ ′′ ∈ Ext(κ), weil sich τ ′′ bis auf die Vorgabe für
y∗ und z∗ nicht von τ ′ unterscheidet. Erneut folgt aus y∗ 6≺κ z∗, dass y∗ ≺σ?κ z∗
eine Übergabe ist, die y∗ ≺σ z∗ geschuldet ist. Aufgrund von Lemma 5.1 gilt dann
F (τ ′′, σ) ≤ F (τ ′, σ) ≤ k und τ ′′ ist ebenfalls optimal. Dies ist jedoch erneut ein
Widerspruch zur Tatsache, dass τ ′ eine optimale totale Erweiterung mit minimalem
Wert s(τ ′) ist.
Da beide Fälle zu einem Widerspruch führen, existiert, falls FMin(κ, σ) ≤ k gilt,
eine optimale totale Erweiterung τ ∗ ∈ Ext(κ) mit y ≺τ∗ x für alle y ∈ X− und
x ≺τ∗ z für alle z ∈ X+. Sei dann τˆ ∗ die totale Ordnung, die aus τ ∗ durch Entfernen
von x hervorgeht. Da die Vorgaben von κˆ bis auf die fehlenden Vorgaben für x den
Vorgaben von κ entsprechen, und da die Vorgaben von τˆ ∗ bis auf die fehlenden
Vorgaben für x den Vorgaben von τ ∗ entsprechen, folgt aus τ ∗ ∈ Ext(κ) sofort
τˆ ∗ ∈ Ext(κˆ). Es bleibt also zu zeigen, dass τˆ ∗ optimal ist.
Es wurde bereits gezeigt, dass y ≺τ∗ x für alle y ∈ X− und x ≺τ∗ z für alle
5.3. Parametrisierte Komplexität 101
z ∈ X+ gilt. Das bedeutet, alle Vorgänger (Nachfolger) von x in σ ? κ sind auch
Vorgänger (Nachfolger) von x in τ ∗. Es wird nun analog zu Behauptung 4.10 gezeigt,
dass alle Vorgänger (Nachfolger) von x in τ ∗ bzw. σ ?κ auch Vorgänger (Nachfolger)
von x in σ sind. Sei y ∈ X−. Da auf x die Zyklenregel angewendet wird, kann
y ≺σ?κ x keine Uneinigkeit sein. Wenn y ≺σ?κ x eine Einigkeit ist, dann gilt y ≺σ x.
Wenn y ≺σ?κ x eine Übergabe ist, dann gilt y 6≺κ x und y ≺σ?κ x ist y ≺σ x
geschuldet. Damit ist jeder Vorgänger von x in τ ∗ auch ein Vorgänger von x in σ.
Die entsprechende Aussage für die Nachfolger von x lässt sich analog zeigen.
Vergleicht man nun F (τ ∗, σ) und F (τˆ ∗, σˆ), so gilt τ ∗(y) = τˆ ∗(y) und σ(y) = σˆ(y)
für jeden Vorgänger y ∈ X−. Daraus folgt |τ ∗(y)− σ(y)| = |τˆ ∗(y)− σˆ(y)|. Weiterhin
gilt τ ∗(z) − 1 = τˆ ∗(z) und σ(z) − 1 = σˆ(z) für jeden Nachfolger z ∈ X+. Daraus
folgt |τ ∗(z)− σ(z)| = |τˆ ∗(z)− σˆ(z)|. Zuletzt gilt τ ∗(x) = σ(x). Damit trägt x null
zu F (τ ∗, σ) bei. Da der Kandidat x nicht zur Domäne von τˆ ∗ und σˆ gehört, trägt er
zu F (τˆ ∗, σˆ) offensichtlich ebenfalls null bei. Insgesamt trägt also jeder Kandidat aus
D ebenso viel zu F (τ ∗, σ) bei wie zu F (τˆ ∗, σˆ). Damit folgt aus F (τ ∗, σ) ≤ k sofort
F (τˆ ∗, σˆ) ≤ k.
Für die Korrektheit der Behauptung bleibt noch zu zeigen, dass FMin(κˆ, σˆ) ≤
k ⇒ FMin(κ, σ) ≤ k gilt. Dies kann jedoch größtenteils analog zum bisherigen Beweis
geschehen. Sei also FMin(κˆ, σˆ) ≤ k. Es wird nun gezeigt, dass dann eine optimale
totale Erweiterung τˆ ∗ ∈ Ext(κˆ) existiert, so dass y ≺τˆ∗ z für alle y ∈ X− und
z ∈ X+ gilt. Für eine optimale totale Erweiterung τˆ ∈ Ext(κˆ) sei nun s(τˆ) die
Anzahl aller Paare {y, z} mit y ∈ X−, z ∈ X+ und z ≺τˆ y. Von allen optimalen
totalen Erweiterungen τˆ ∈ Ext(κˆ) sei τˆ ′ eine derjenigen mit dem minimalen Wert
s(τˆ ′). Wenn s(τˆ ′) = 0 gilt, dann entspricht τˆ ′ dem gesuchten τˆ ∗ und die Aussage ist
bewiesen. Angenommen es gilt also s(τˆ ′) > 0, woraus folgt, dass ein y ∈ X− und
ein z ∈ X+ existieren mit z ≺τˆ ′ y. Offensichtlich existieren dann auch ein y∗ ∈ X−
und ein z∗ ∈ X+ mit τˆ ′(z∗) = τˆ ′(y∗) − 1. Sei nun τˆ ′′ diejenige totale Ordnung,
die aus τˆ ′ durch eine lokale Vertauschung von z∗ und y∗ hervorgeht. Damit ist
s(τˆ ′′) = s(τˆ ′)−1. Es kann nun nicht z∗ ≺κˆ y∗ gelten, da y∗ ≺σ?κ z∗ gilt. Ebenso wenig
kann y∗ ≺κˆ z∗ gelten, da τˆ ′ ∈ Ext(κˆ) und z∗ ≺τˆ ′ y∗ gelten. Damit verbleibt y∗ 6≺κˆ z∗
als einzige Möglichkeit. Da sich τˆ ′ und τˆ ′′ nur bezüglich der Vorgabe für y∗ und z∗
voneinander unterscheiden, folgt aus τˆ ′ ∈ Ext(κˆ) sofort τˆ ′′ ∈ Ext(κˆ). Aus y∗ 6≺κˆ z∗
folgt weiterhin, dass y∗ ≺σ?κ z∗ eine Übergabe ist, die y∗ ≺σˆ z∗ geschuldet ist.
Dann folgt aus Lemma 5.1 F (τˆ ′′, σˆ) ≤ F (τˆ ′, σˆ) ≤ k. Dies ist jedoch ein Widerspruch
zur Tatsache, dass τˆ ′ eine optimale totale Erweiterung mit minimalem Wert s(τˆ ′)
ist. Damit existiert, falls FMin(κˆ, σˆ) ≤ k ist, eine optimale totale Erweiterung τˆ ∗ ∈
Ext(κˆ), so dass y ≺τˆ∗ z für alle y ∈ X− und z ∈ X+ gilt. An dieser Stelle kann erneut
festgehalten werden, dass aus jedem optimalen τˆ ein solches τˆ ∗ effizient berechnet
werden kann, indem - solange vorhanden - Kandidaten y∗ ∈ X− und z∗ ∈ X+
mit τˆ(z∗) = τˆ(y∗) − 1 ermittelt werden und auf diesen eine lokale Vertauschung
ausgeführt wird.
Sei nun τ ∗ die totale Ordnung, die aus τˆ ∗ durch das Einfügen von x zwischen dem
von τˆ ∗ als letztes geordneten y ∈ X− und dem als erstes geordneten z ∈ X+ entsteht.
Analog zu oben lässt sich nun zeigen, dass τ ∗ ∈ Ext(κ) gilt. Ebenfalls analog lässt
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sich durch Berechnung des Beitrags der einzelnen Kandidaten zu F (τ ∗, σ) und zu
F (τˆ ∗, σˆ) zeigen, dass F (τ ∗, σ) ≤ k, und damit dass FMin(κ, σ) ≤ k ist.
Damit gilt FMin(κ, σ) ≤ k, genau dann wenn FMin(κˆ, σˆ) ≤ k gilt, die Zyklenregel
ist gültig und die Behauptung ist bewiesen. Enthält also das Distanzproblem für κ,
σ und k einen Kandidaten x, auf den die Zyklenregel anwendbar ist, dann kann es
gelöst werden, indem x aus κ und σ entfernt wird und das Distanzproblem für κˆ,
σˆ und k gelöst wird. Es bleibt anzumerken, dass im Falle einer positiven Antwort
des Distanzproblems für κ, σ und k leicht eine totale Erweiterung τ ∈ Ext(κ) mit
F (τ, σ) ≤ k bestimmt werden kann. Wenn das Distanzproblem für κˆ, σˆ und k positiv
beantwortet wird, kann aus einer totalen Ordnung τˆ ∈ Ext(κˆ) mit F (τˆ , σˆ) ≤ k
effizient eine totale Erweiterung τˆ ∗ ∈ Ext(κˆ) mit F (τˆ ∗, σˆ) ≤ k berechnet werden,
für die y ≺τˆ∗ z für alle y ∈ X− und alle z ∈ X+ gilt. Aus dieser wiederum kann
durch geeignetes Einfügen von x das gesuchte τ bestimmt werden.
Mit Hilfe der Zyklenregel lässt sich nun die Fixed-Parameter-Tractability des Dis-
tanzproblems unter der Minimalversion von Spearmans Footrule-Distanz zwischen
einer partiellen und einer totalen Ordnung zeigen.
Behauptung 5.9. Das Distanzproblem unter der Minimalversion von Spearmans
Footrule-Distanz für eine partielle und eine totale Ordnung besitzt einen linearen
Kern, bestehend aus höchstens 2k Kandidaten.
Aus FMin(κ, σ) ≤ k folgt wegen Lemma 3.14 sofort KMin(κ, σ) ≤ k. Für eine
Instanz des Distanzproblems unter der Minimalversion von Kendalls Tau-Distanz
zwischen einer partiellen und einer totalen Ordnung, in der die Zyklenregel nicht
mehr anwendbar ist, ist bereits aus Behauptung 4.11 bekannt, dass sie nur aus
höchstens 2k Kandidaten bestehen kann. Damit ist die Behauptung bewiesen.
Die Existenz des linearen Kerns folgt aus Behauptung 5.8 und aus Behaup-
tung 5.9. Die Laufzeit, die zur Berechnung des Kerns nötig ist, wurde bereits in
Behauptung 4.12 gezeigt.
Aus der Existenz eines effizient berechenbaren, linearen Kerns folgt sofort die
Fixed-Parameter-Tractability des Problems [DF99, FG06, Nie06]. 
Aufgrund der Tatsache, dass für eine partielle und eine totale Ordnung die Mini-
malversion und die Zentralversion von Spearmans Footrule-Distanz zusammenfallen
(Lemma 3.3), folgt das entsprechende Resultat für die Zentralversion von Spearmans
Footrule-Distanz.
Korollar 5.4. Das Distanzproblem unter der Zentralversion von Spearmans Foot-
rule-Distanz für eine partielle und eine totale Ordnung ist fixed-parameter-tractable
bezüglich seiner Schranke k, da es einen Kern, bestehend aus O(k) vielen Kandida-
ten, besitzt. Die Laufzeit für die Berechnung des Kerns ist quadratisch in der Größe
der Domäne der gegebenen Ordnungen.
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5.4 Zusammenfassung
Dieses Kapitel befasste sich mit Distanzproblemen unter Verallgemeinerungen von
Spearmans Footrule-Distanz. Dabei wurden im Wesentlichen zwei Ergebnisse er-
zielt, die denen über Distanzprobleme unter Verallgemeinerungen von Kendalls Tau-
Distanz beinahe gleichen.
• Die Distanzprobleme für zwei schwache Ordnungen sind für alle Verallgemeine-
rungen von Spearmans Footrule-Distanz effizient lösbar. Weiterhin ist das Dis-
tanzproblem unter der Minimalversion und der Zentralversion von Spearmans
Footrule-Distanz für eine totale Ordnung und eine Intervallordnung effizient
lösbar.
• Die Distanzprobleme für zwei partielle Ordnungen sind für die Minimalversi-
on und die Zentralversion von Spearmans Footrule-Distanz NP-vollständig.
Dies gilt sogar, wenn eine der beiden Ordnungen total ist. Letzterer Spezial-
fall ist aber zumindest 4-approximierbar und fixed-parameter-tractable für die
Minimalversion und die Zentralversion von Spearmans Footrule-Distanz.
Es liegt nahe, zu versuchen Algorithmus 5.1 zur Berechnung der Minimalversion
von Spearmans Footrule-Distanz zwischen einer totalen Ordnung und einer Intervall-
ordnung auf die Berechnung der Minimalversion von Spearmans Footrule-Distanz
zwischen einer schwachen Ordnung und einer Intervallordnung zu übertragen, indem
beispielsweise neben verfrühten und verspäteten Kandidaten noch passende Kandi-
daten eingeführt werden. Damit ergibt sich die folgende Vermutung.
Vermutung 5.1. Das Distanzproblem für eine schwache Ordnung und eine Inter-
vallordnung unter der Minimalversion von Spearmans Footrule-Distanz ist effizient
lösbar.
Ein offenes Problem, auf dessen Komplexität die vorliegenden Ergebnisse kei-
nerlei Rückschlüsse zulassen, sind Distanzprobleme unter den Verallgemeinerungen
von Spearmans Footrule-Distanz für zwei Intervallordnungen. Ebenfalls offen ist
die Frage, ob sich Algorithmus 5.1 zur Berechnung der Maximalversion und der
Hausdorff-Version von Spearmans Footrule-Distanz abwandeln lässt. Diese Distan-
zen scheinen hier eine zusätzliche Schwierigkeit im Vergleich zur Minimalversion von
Spearmans Footrule-Distanz aufzuweisen. Während Algorithmus 5.1 für jeden Kan-
didaten eine “optimale Position” kennt, an der dieser platziert werden sollte, existiert
beispielsweise bei der Maximalversion von Spearmans Footrule-Distanz stattdessen
eine “ungünstigste Position”, um einen Kandidaten zu platzieren. Dabei ergibt sich
die Entscheidungsmöglichkeit, den Kandidaten möglichst früh vor oder möglichst
spät nach dieser Position zu platzieren.
Offen bleibt weiterhin die Frage nach der Komplexität der Distanzprobleme für
partielle Ordnungen unter der Hausdorff-Version und der Maximalversion von Spear-
mans Footrule-Distanz. Die coNP-Härte der entsprechenden Probleme unter der
Hausdorff-Version und der Maximalversion von Kendalls Tau-Distanz folgt beinahe
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unmittelbar aus derNP-Härte der Probleme unter der Minimalversion von Kendalls
Tau-Distanz. Dabei wird im Wesentlichen die Tatsache ausgenutzt, dass für zwei to-
tale Ordnungen σ und τ über einer Domäne D immer K(σ, τ)+K(σ, τR) = K(τ, τR)
ist. Spearmans Footrule-Distanz weist eine solche Eigenschaft jedoch nicht auf, so
dass sich dieser Weg hier nicht beschreiten lässt. Eine Abwandlung der Redukti-
on vom Clique-Problem (Satz 5.3) scheitert ebenfalls, da Behauptung 5.7 über die
Position des Blockers auf die Maximalversion und die Hausdorff-Version von Spear-
mans Footrule-Distanz nicht übertragbar erscheint. Trotzdem ist nicht zu erwarten,
dass sich die Distanzprobleme für partielle Ordnungen unter der Maximalversion
und der Hausdorff-Version von Spearmans Footrule-Distanz effizient lösen lassen, so
dass folgende Vermutung nahe liegt.
Vermutung 5.2. Das Distanzproblem für partielle Ordnungen unter der Maxi-
malversion und der Hausdorff-Version von Spearmans Footrule-Distanz ist coNP-
vollständig.
Die Frage nach der Approximierbarkeit und der parametrisierten Komplexi-
tät der Distanzprobleme unter den Verallgemeinerungen von Spearmans Footrule-
Distanz ist durch Äquivalenzbeziehungen (Lemma 3.14) eng mit den entsprechen-
den Fragestellungen unter den Verallgemeinerungen von Kendalls Tau-Distanz ver-
knüpft. Eine Beantwortung der offenen Probleme in diesem Bereich sollte sich also
auf die jeweils andere Problemstellung übertragen lassen.
6
Rangordnungsprobleme unter
Kendalls Tau-Distanzen
Dieses Kapitel befasst sich mit Rangordnungsproblemen unter den verschiedenen
Verallgemeinerungen von Kendalls Tau-Distanz. Das Rangordnungsproblem für to-
tale Ordnungen unter Kendalls Tau-Distanz ist NP-vollständig [BTT89b]. Die NP-
Vollständigkeit gilt sogar für eine konstante, gerade Anzahl von mindestens vier
gegebenen Ordnungen [BBD09, DKNS01a]. Während das Problem für eine und für
zwei gegebene Ordnungen offensichtlich effizient lösbar ist, ist die Komplexität für ei-
ne ungerade Anzahl von mindestens drei Ordnungen ein offenes Problem. Das Rang-
ordnungsproblem unter Kendalls Tau-Distanz für totale Ordnungen ist weiterhin bis
auf einen konstanten Faktor approximierbar [ACN08, Ail10a, BBD09, vZW09]. Es
existiert außerdem ein PTAS für das Problem [KMS07]. Die Approximationen lassen
sich teilweise auf das Rangordnungsproblem unter der Minimalversion von Kendalls
Tau-Distanz für schwache Ordnungen übertragen [Ail10a, vZW09]. Das Rangord-
nungsproblem für totale Ordnungen unter Kendalls Tau-Distanz ist zuletzt auch
als fixed-parameter-tractable für diverse Parameter bekannt [BFG+09a, BFG+09b,
BGKN11, BBN10, KS10, Sim09].
6.1 Komplexität
Im Folgenden wird die Komplexität der Rangordnungsprobleme unter den Verall-
gemeinerungen von Kendalls Tau-Distanz für partielle Ordnungen untersucht. Aus
den bekannten Ergebnissen für totale Ordnungen folgt sofort deren NP-Härte. Es
wird nun noch gezeigt, dass das Rangordnungsproblem für partielle Ordnungen un-
ter den Verallgemeinerungen von Kendalls Tau-Distanz bereits ab zwei gegebenen
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Ordnungen NP-hart bzw. coNP-hart ist und unter der Maximalversion und der
Hausdorff-Version von Kendalls Tau-Distanz nicht mehr in der Komplexitätsklasse
NP liegt, außer wenn NP = coNP gilt.
Satz 6.1. Das Rangordnungsproblem für partielle Ordnungen unter der Minimal-
version und der Zentralversion von Kendalls Tau-Distanz ist NP-vollständig. Die
NP-Vollständigkeit gilt sogar für eine konstante Anzahl von mindestens zwei Ord-
nungen.
Beweis. Nach Satz 4.2 ist das Distanzproblem unter der Minimalversion von Kendalls
Tau-Distanz für eine totale und eine partielle Ordnung NP-hart. Nach Lemma 3.15
folgt daraus sofort die NP-Härte des Rangordnungsproblems unter der Minimal-
version von Kendalls Tau-Distanz für zwei Ordnungen. Entsprechendes gilt wegen
Korollar 4.1 und Lemma 3.15 für das Rangordnungsproblem unter der Zentralversion
von Kendalls Tau-Distanz.
Das Rangordnungsproblem mit zwei gegebenen Ordnungen lässt sich auf die
Rangordnungsprobleme mit jeder größeren Anzahl an Ordnungen reduzieren, indem
eine entsprechende Anzahl an leeren Ordnungen über der Domäne D des Rangord-
nungsproblems hinzugefügt wird. Eine leere Ordnung κ besitzt keine Vorgaben und
die Menge der totalen Erweiterungen von κ enthält alle Permutationen über D. Für
jede totale Ordnung τ gilt damit KMin(κ, τ) = K(τ, τ) = 0. Wegen Lemma 3.3 folgt
daraus auch KZ(κ, τ) = 0. Damit ist die Minimalversion bzw. die Zentralversion
von Kendalls Tau-Distanz zwischen den zusätzlichen Ordnungen und jeder mögli-
chen totalen Ordnung identisch und erstere haben keinen Einfluss auf die Lösung
des Rangordnungsproblems unter der Minimalversion bzw. der Zentralversion von
Kendalls Tau-Distanz
Das Rangordnungsproblem für eine beliebige Anzahl an Wählern liegt innerhalb
der Komplexitätsklasse NP. Eine Instanz des Rangordnungsproblems bestehend
aus Ordnungen κ1, . . . , κr und einem k ∈ N kann durch eine nicht-deterministische
Turingmaschine wie folgt in polynomieller Zeit gelöst werden. Es wird eine totale
Ordnung τ ∗ sowie weitere totale Ordnungen κ′1, . . . , κ′r geraten. Anschließend wird
verifiziert, dass κ′1 ∈ Ext(κ1), . . . , κ′r ∈ Ext(κr) gilt, und dass
∑r
i=1 K(κ
′
i, τ
∗) ≤ k ist.
Aus Letzterem folgt
∑r
i=1KMin(κi, τ
∗) ≤ k bzw. nach Lemma 3.3∑ri=1KZ(κi, τ ∗) ≤
k. 
Satz 6.2. Das Rangordnungsproblem für partielle Ordnungen unter der Maximal-
version und der Hausdorff-Version von Kendalls Tau-Distanz ist sowohl NP-hart,
als auch coNP-hart. Die NP-Härte gilt auch für eine konstante, gerade Anzahl von
mindestens vier gegebenen Ordnungen. Die coNP-Härte gilt sogar für eine kon-
stante Anzahl von mindestens zwei gegebenen Ordnungen. Das Problem liegt in der
Komplexitätsklasse NPNP, jedoch nicht in NP, außer wenn NP = coNP gilt.
Beweis. Die NP-Härte der Probleme folgt, wie bereits erwähnt, aus Lemma 3.2 und
aus der NP-Härte des Rangordnungsproblems für totale Ordnungen unter Kendalls
Tau-Distanz [BTT89b, BBD09, DKNS01a].
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Nach Satz 4.3 ist das Distanzproblem unter der Maximalversion von Kendalls
Tau-Distanz für eine totale und eine partielle Ordnung coNP-hart. Nach Lem-
ma 3.15 folgt daraus sofort die coNP-Härte des Rangordnungsproblems unter der
Maximalversion von Kendalls Tau-Distanz für zwei gegebene Ordnungen. Entspre-
chendes gilt wegen Korollar 4.2 und Lemma 3.15 für das Rangordnungsproblem
unter der Hausdorff-Version von Kendalls Tau-Distanz.
Vom Rangordnungsproblem mit zwei gegebenen Ordnungen lässt sich auf die
Rangordnungsprobleme mit jeder größeren Anzahl an Ordnungen reduzieren, indem
wieder eine entsprechende Anzahl an leeren Ordnungen über der Domäne D des
Rangordnungsproblems hinzugefügt wird. Für eine leere Ordnung κ und für jede be-
liebige totale Ordnung τ gilt nun τR ∈ Ext(κ) und damit KMax(κ, τ) = K(τR, τ) =(|D|
2
)
. Wegen Lemma 3.3 folgt daraus auch KH(κ, τ) =
(|D|
2
)
. Damit haben die zu-
sätzlichen Ordnungen keinen Einfluss auf die Lösung des Rangordnungsproblems
unter der Maximalversion oder der Hausdorff-Version von Kendalls Tau-Distanz.
Das Rangordnungsproblem für eine beliebige Anzahl an gegebenen Ordnungen
liegt innerhalb der Komplexitätsklasse NPNP, also der Klasse der Probleme, die
durch eine NP-Turingmaschine gelöst werden können, die Zugriff auf ein Orakel
hat. Das Orakel ist dabei wieder eine NP-Turingmaschine. Eine Instanz des Rang-
ordnungsproblems bestehend aus Ordnungen κ1, . . . , κr und einem k ∈ N kann durch
eine solche Turingmaschine wie folgt in polynomieller Zeit gelöst werden. Es werden
eine totale Ordnung τ ∗ sowie Zahlen k1, . . . , kr ∈ N geraten. Anschließend wird mit
Hilfe des Orakels verifiziert, dass KMax(κi, τ ∗) ≤ ki für jedes 1 ≤ i ≤ r gilt. Weiter-
hin wird verifiziert, dass
∑r
i=1 ki ≤ k gilt. Damit folgt dann
∑r
i=1 KMax(κi, τ
∗) ≤ k
bzw. nach Lemma 3.3
∑r
i=1KH(κi, τ
∗) ≤ k.
Ein Problem, das gleichzeitigNP-hart und coNP-hart ist, liegt bekanntermaßen
nicht in NP, wenn nicht NP = coNP gilt. 
6.2 Zusammenfassung
Die wesentliche Erkenntnis aus diesem Kapitel ist, dass die NP-Härte des Rang-
ordnungsproblems, die für totale Ordnungen und Kendalls Tau-Distanz ab einer ge-
raden Anzahl von vier gegebenen Ordnungen gilt, für partielle Ordnungen und die
Minimalversion bzw. die Zenatralversion von Kendalls Tau-Distanz schon ab einer
geraden oder ungeraden Anzahl von zwei gegebenen Ordnungen gilt. Für das Rang-
ordnungsproblem unter der Maximalversion und der Hausdorff-Version von Kendalls
Tau-Distanz gilt entsprechend die coNP-Härte ab einer geraden oder ungeraden
Anzahl von zwei gegebenen Ordnungen.
Das Rangordnungsproblem unter der Minimalversion von Kendalls Tau-Distanz
für nur eine gegebene Ordnung ist trivial lösbar, da jede von deren totalen Erwei-
terungen einen Konsens darstellt, und dieser damit leicht mittels eines Topsort-
Verfahrens gefunden werden kann. Umso interessanter ist die Tatsache, dass das
Rangordnungsproblem für nur eine gegebene Ordnung unter der Maximalversion
von Kendalls Tau-Distanz offen ist, denn hier müsste eine Art „Zentrum“ für alle
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totalen Erweiterungen gefunden werden.
Die wohl interessanteste offene Frage ist die exakte Einordnung des Rangord-
nungsproblems für partielle Ordnungen unter der Maximalversion und der Hausdorff-
Version von Kendalls Tau-Distanz in die polynomielle Hierarchie. Es wurde gezeigt,
dass das Problem nicht in der Klasse NP liegt, außer wenn NP =coNP gilt, und
dass es sicher in der Komplexitätsklasse NPNP liegt. Es scheint die Struktur eines
NPNP-vollständigen Problems zu besitzen [SU02], daher liegt die folgende Vermu-
tung nahe.
Vermutung 6.1. Das Rangordnungsproblem für partielle Ordnungen unter der
Maximalversion bzw. der Hausdorff-Version von Kendalls Tau-Distanz ist NPNP-
vollständig.
Für einen möglichen Beweis dieser Vermutung kann zum einen eine Sammlung
von NPNP-vollständigen Problemen von Schaefer und Umans [SU02] hilfreich sein
und zum anderen eine Arbeit über Probleme, die als NP-hart bzw. coNP-hart be-
kannt waren, und die mittlerweile als PNP|| -vollständige Probleme identifiziert wur-
den [HHR97b].
Offen bleiben die Fragen nach der Approximierbarkeit und der parametrisierten
Komplexität des Rangordnungsproblems unter der Minimalversion und der Zentral-
version von Kendalls Tau-Distanz für partielle Ordnungen. Die Approximationsal-
gorithmen, die bereits für das Rangordnungsproblem unter der Minimalversion von
Kendalls Tau-Distanz für schwache Ordnungen bzw. unter Kendalls Tau-Distanz für
totale Ordnungen existieren [ACN08, Ail10a, BBD09, vZW09], eignen sich hier nicht
ohne Weiteres. So scheitern beispielsweise einfache Algorithmen, wie die Auswahl
einer gegebenen totalen Ordnung als Konsens, schon an der Tatsache, dass kei-
ne totalen Ordnungen mehr gegeben sind. Andere Approximationsalgorithmen für
Probleme unter schwachen Ordnungen bauen auf Verfeinerungen auf [Ail10a]. Diese
sind aber für partielle Ordnungen nicht mehr definiert bzw. ihre Anwendung liefert
keine Ordnung. Ähnlich verhält es sich beim Versuch bestehende Fixed-Parameter-
Algorithmen vom Rangordnungsproblem unter Kendalls Tau-Distanz für totale Ord-
nungen zu übertragen. Diese bauen beispielsweise auf der Betrachtung von „wider-
sprüchlichen Paaren“ in den gegebenen Ordnungen auf [BFG+09a]. Die Erweite-
rung auf die Betrachtung von Unentschieden oder Unvergleichbarkeiten wird dabei
durch Verwendung einer Profilvektor-Version von Kendalls Tau-Distanz vorgenom-
men. Deren Beziehung zu den in dieser Arbeit verwendeten Varianten von Kendalls
Tau-Distanz ist für partielle Ordnungen unbekannt (siehe dazu auch Kapitel 8.1).
7
Rangordnungsprobleme unter
Spearmans Footrule-Distanzen
Dieses Kapitel befasst sich mit Rangordnungsproblemen unter der Minimalversion
und der Zentralversion von Spearmans Footrule-Distanz. Während das Rangord-
nungsproblem unter Spearmans Footrule-Distanz für totale Ordnungen als effizient
lösbares, bipartites Matching-Problem formuliert werden kann [DKNS01a], wird hier
gezeigt, dass das Problem für schwache Ordnungen unter der Minimalversion und
der Zentralversion von Spearmans Footrule-Distanz NP-vollständig ist. Sobald par-
tielle Ordnungen ins Spiel kommen, ist die NP-Vollständigkeit sogar schon ab zwei
Ordnungen gegeben.
7.1 Komplexität
Bevor das Rangordnungsproblem unter der Minimalversion von Spearmans Footrule-
Distanz für schwache Ordnungen analysiert werden kann, müssen zunächst Linear-
Arrangement-Probleme betrachtet werden, die im Folgenden für Reduktionen benö-
tigt werden.
Eine Instanz des Optimal-Linear-Arrangement-Problems besteht aus einem Gra-
phen G = (V,E) und einem k ∈ N. Gefragt ist, ob eine Permutation τ ∗ über V exis-
tiert, für die
∑
{u,v}∈E |τ ∗(u)− τ ∗(v)| ≤ k gilt. Das Problem ist als NP-vollständig
bekannt [GJS76, GJ90]. Das Maximum-Optimal-Linear-Arrangement-Problem ist
eine Abwandlung, in der für einen Graphen G = (V,E) und ein k ∈ N gefragt
wird, ob eine Permutation τ ∗ über V existiert, so dass
∑
{u,v}∈E |τ ∗(u)− τ ∗(v)| ≥ k
ist. Es wird nun zunächst die NP-Vollständigkeit des Maximum-Optimal-Linear-
Arrangement-Problems durch eine Reduktion vom Optimal-Linear-Arrangement-
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Problem gezeigt.
Lemma 7.1. Maximum-Optimal-Linear-Arrangement ist NP-vollständig.
Beweis. Seien ein Graph G = (V,E) und ein k ∈ N eine beliebige Instanz des
Optimal-Linear-Arrangement-Problems, wobei n = |V | sei. Diese wird auf eine In-
stanz des Maximum-Optimal-Linear-Arrangement-Problems, einen Graphen G′ =
(V ′, E ′) und ein k′ ∈ N, wie folgt reduziert. Setze V ′ = V , E ′ = {{u, v} : {u, v} /∈
E ∧ u 6= v} und k′ = n3−n
6
− k. Der Graph G′ wird auch als Komplementgraph von
G bezeichnet.
Betrachte für die Korrektheit der Reduktion den GraphenGn = (V,En) mit En =
{{u, v} : u 6= v}, also den vollständigen Graphen mit n Knoten. Die Korrektheit der
Reduktion folgt nun unmittelbar, da sich leicht durch Induktion zeigen lässt, dass für
Gn und eine beliebige Permutation τ über V immer
∑
{u,v}∈En |τ(u)− τ(v)| = n
3−n
6
gilt. Da E und E ′ eine Partition von En bilden, gilt für eine Permutation τ ∗ über
V also
∑
{u,v}∈E |τ ∗(u)− τ ∗(v)| ≤ k, genau dann wenn
∑
{u,v}∈E′ |τ ∗(u)− τ ∗(v)| ≥
n3−n
6
−k gilt. Damit ist eine Lösung für die Instanz des Optimal-Linear-Arrangement-
Problems immer auch eine Lösung für die Instanz des Maximum-Optimal-Linear-
Arrangement-Problems, und umgekehrt.
DieNP-Vollständigkeit folgt, da sowohl die polynomielle Laufzeit der Reduktion,
als auch die Zugehörigkeit des Maximum-Optimal-Linear-Arrangement Problems
zur Klasse NP offensichtlich sind. 
Mit Hilfe dieses Resultats wird nun die NP-Vollständigkeit des Rangordnungs-
problems für schwache Ordnungen unter der Minimalversion von Spearmans Foot-
rule-Distanz gezeigt.
Satz 7.1. Das Rangordnungsproblem für schwache Ordnungen unter der Minimal-
version von Spearmans Footrule-Distanz ist NP-vollständig.
Beweis. Für eine Multimenge K = {κ1, . . . , κr} von schwachen Ordnungen über
einer Domäne D und eine natürliche Zahl k fragt das Rangordnungsproblem unter
der Minimalversion von Spearmans Footrule-Distanz, ob eine totale Ordnung τ ∗
existiert, so dass
∑r
i=0 FMin(κi, τ
∗) ≤ k gilt. Die NP-Vollständigkeit des Problems
wird durch eine Reduktion vom Maximum-Optimal-Linear-Arrangement-Problem
gezeigt. Sei deshalb ein Graph G = (V , E) und ein k′ ∈ N eine Instanz des Letzteren.
Im Folgenden sei n = |V| und m = |E|.
Für die Reduktion sei zunächst k = 4nm + 4m − 2k′. Weiterhin werden zwei
Kandidaten x1 und x2, sowie zusätzlich ein Kandidat für jeden Knoten des Graphen
eingeführt, d. h. D = {x1, x2} ∪ V . Für jede Kante {u, v} ∈ E werden zwei Wähler
κuv und κvu erzeugt. Dabei ist κuv gegeben als
{u} ≺κuv (D \ {u, v}) ≺κuv {v}
und κvu als
{v} ≺κvu (D \ {u, v}) ≺κvu {u} .
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Schwache Ordnungen, die auf diese Weise entstanden sind, werden in der Multimen-
ge KE = {κuv, κvu : {u, v} ∈ E} zusammengefasst und werden im Folgenden als
Kantenwähler bezeichnet. Zusätzlich zu den Kantenwählern werden k+ 1 identische
Wähler κs eingeführt, die gegeben sind als
{x1} ≺κs V ≺κs {x2} .
Diese schwachen Ordnungen werden in der Multimenge KS zusammengefasst und
als statische Wähler bezeichnet. Die Menge der gegebenen Ordnungen des Rangord-
nungsproblems sei nun K = KE ∪KS.
Vor dem Korrektheitsbeweis der Reduktion werden totale Ordnungen über D be-
züglich der Summe ihrer Werte der Minimalversion von Spearmans Footrule-Distanz
zu den schwachen Ordnungen aus K genauer analysiert und zwei Behauptungen be-
wiesen, die dann im Korrektheitsbeweis verwendet werden.
Behauptung 7.1. Sei τ eine totale Ordnung über D. Falls τ(x1) = 1 und τ(x2) =
|D| gilt, dann ist ∑κs∈KS FMin(κs, τ) = 0, ansonsten ist ∑κs∈KS FMin(κs, τ) > k.
Angenommen es gilt τ(x1) = 1 und τ(x2) = |D|. Nach Satz 5.1 folgt daraus
FMin(κs, τ) = F (ρ ∗ τ ∗ κs, ρ ∗ κs ∗ τ), wobei ρ eine beliebige totale Ordnung über D
ist. Da τ eine totale Ordnung ist, gilt FMin(κs, τ) = F (τ ∗ κs, τ). Wegen τ(x1) = 1
und τ(x2) = |D|, und da alle anderen Kandidaten von κs in einer einzigen Klasse
geordnet werden, ist nun τ ∗ κs = τ , und damit ist FMin(κs, τ) = F (τ, τ) = 0. Da
alle statischen Wähler identisch sind, folgt sofort
∑
κs∈KS FMin(κs, τ) = 0.
Angenommen es gilt τ(x1) > 1. Der Fall für τ(x2) < |D| lässt sich analog
beweisen. Offensichtlich ist κ′s(x1) = 1 für alle κ′s ∈ Ext(κs). Daraus folgt nun
|κ′s(x1)− τ(x1)| ≥ 1, und damit ist F (κ′s, τ) ≥ 1 für alle κ′s ∈ Ext(κs). Damit ist
wiederum FMin(κs, τ) ≥ 1 für alle κs ∈ KS. Aufgrund der Tatsache, dass |KS| = k+1
ist, gilt dann
∑
κs∈KS FMin(κs, τ) > k und die Behauptung ist bewiesen.
Behauptung 7.2. Sei τ eine totale Ordnung über D, wobei τ(x1) = 1 und τ(x2) =
|D| gilt. Dann ist ∑κe∈KE FMin(τ, κe) = 4nm+ 4m− 2 ·∑κuv ,κvu∈KE |τ(u)− τ(v)|.
Betrachte zunächst ein einzelnes Paar von Kantenwählern κuv, κvu ∈ KE. Nach
Satz 5.1 gilt FMin(τ, κuv) = F (ρ ∗ κuv ∗ τ, ρ ∗ τ ∗ κuv), wobei ρ eine beliebige totale
Ordnung über D ist. Da τ eine totale Ordnung ist, folgt ρ∗κuv∗τ = τ und ρ∗τ ∗κuv =
τ∗κuv. Damit ist FMin(τ, κuv) = F (τ, τ∗κuv). Mit einer analogen Argumentation lässt
sich FMin(τ, κvu) = F (τ, τ ∗ κvu) zeigen. O.B. d.A. sei nun τ(u) < τ(v) (andernfalls
werden die Rollen von u und v vertauscht). Es sei nun A die Menge der Kandidaten
aus D \{x1, x2}, die von τ vor u geordnet werden, B die Menge der Kandidaten aus
D\{x1, x2}, die zwischen u und v geordnet werden, und C die Menge der Kandidaten
aus D \ {x1, x2}, die nach v geordnet werden, d. h. A = {c ∈ D : 2 ≤ τ(c) < τ(u)},
B = {c ∈ D : τ(u) < τ(c) < τ(v)} und C = {c ∈ D : τ(v) < τ(c) ≤ |D| − 1}.
Entsprechend wird mit [A] im Folgenden τ−1(2), . . . , τ−1(τ(u)− 1) bezeichnet, und
[B] und [C] werden analog verwendet. Laut der Definition von κuv und κvu in obiger
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Reduktion ergibt sich
τ ∗ κuv = u, x1, [A], [B], [C], x2, v ,
τ ∗ κvu = v, x1, [A], [B], [C], x2, u , und
τ = x1, [A], u, [B], v, [C], x2 .
Damit ergibt sich ein Beitrag von 2 zu F (τ, τ ∗ κuv) + F (τ, τ ∗ κvu) für jedes
c ∈ A ∪ C ∪ {x1, x2}, ein Beitrag von 0 für jedes c ∈ B und ein Beitrag von jeweils
|D| − 1 für u und für v. Weiterhin gilt |A| = τ(u) − 2, |B| = τ(v) − τ(u) − 1 und
|C| = |D| − τ(v) − 1. Das Aufsummieren dieser Beiträge unter Berücksichtigung,
dass τ(u) < τ(v), und dass |D| = n+ 2 ist, liefert
FMin(τ, κuv) + FMin(τ, κvu) = 2 |A|+ 2 |C|+ (|D| − 1) |{u, v}|+ 2 |{x1, x2}|
= 2(τ(u)− 2) + 2(|D| − τ(v)− 1) + 2(|D| − 1) + 2 · 2
= 2τ(u)− 4 + 2 |D| − 2τ(v)− 2 + 2 |D| − 2 + 4
= 4 |D| − 4 + 2(τ(u)− τ(v))
= 4 |D| − 4− 2 |τ(u)− τ(v)|
= 4n+ 4− 2 |τ(u)− τ(v)| .
Durch Summieren über alle m Paare κuv, κvu ∈ KE, ergibt sich∑
κe∈KE
FMin(τ, κe) = 4nm+ 4m− 2 ·
∑
κuv ,κvu∈KE
|τ(u)− τ(v)|
und die Behauptung ist bewiesen.
Die beiden eben gezeigten Behauptungen werden nun verwendet, um die Kor-
rektheit der Reduktion zu beweisen.
Es wird zunächst angenommen, dass eine Permutation τ ∗1 über V existiert, so
dass
∑
{u,v}∈E |τ ∗1 (u)− τ ∗1 (v)| ≥ k′ ist. Aus τ ∗1 lässt sich nun die Permutation τ ∗2 =
x1, τ
∗−1
1 (1), . . . , τ
∗−1
1 (n), x2 über D konstruieren. Da τ ∗2 (x1) = 1 und τ ∗2 (x2) = |D|
gilt, folgt aus Behauptung 7.1, dass
∑
κs∈KS FMin(τ
∗
2 , κs) = 0 ist. Wegen Behaup-
tung 7.2 gilt∑
κ∈K
FMin(τ
∗
2 , κ) =
∑
κe∈KE
FMin(τ
∗
2 , κe) = 4nm+ 4m− 2 ·
∑
κuv ,κvu∈KE
|τ ∗2 (u)− τ ∗2 (v)| .
Unter Berücksichtigung, dass τ ∗2 (u) = τ ∗1 (u) + 1 ist, dass τ ∗2 (v) = τ ∗1 (v) + 1 ist, und
dass laut Annahme
∑
{u,v}∈E |τ ∗1 (u)− τ ∗1 (v)| ≥ k′ ist, ergibt sich∑
κe∈KE
FMin(τ
∗
2 , κe) = 4nm+ 4m− 2 ·
∑
{u,v}∈E
|τ ∗1 (u)− τ ∗1 (v)| ≤ 4nm+ 4m− 2k′ = k .
Für den zweiten Teil des Korrektheitsbeweises wird angenommen, dass eine to-
tale Ordnung τ ∗2 über D existiert mit
∑
κ∈K FMin(τ
∗
2 , κ) ≤ 4nm + 4m − 2k′ =
k. Wegen Behauptung 7.1 muss τ ∗2 (x1) = 1 und τ ∗2 (x2) = |D| gelten. Damit ist
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∑
κs∈KS FMin(τ
∗
2 , κs) = 0 und
∑
κ∈K FMin(τ
∗
2 , κ) =
∑
κe∈KE FMin(τ
∗
2 , κe). Aus τ ∗2
wird nun eine Permutation τ ∗1 über V konstruiert, indem τ ∗1 (u) = τ ∗2 (u)− 1 für jedes
u ∈ V gewählt wird.
Da τ ∗2 (x1) = 1 und τ ∗2 (x2) = |D| ist, gilt nach Behauptung 7.2∑
κe∈KE
FMin(τ
∗
2 , κe) = 4nm+ 4m− 2 ·
∑
κuv ,κvu∈KE
|τ ∗2 (u)− τ ∗2 (v)| .
Aufgrund der Annahme, dass τ ∗2 eine Lösung der Instanz des Rangordnungsproblems
darstellt, ergibt sich
4nm+ 4m− 2 ·
∑
κuv ,κvu∈KE
|τ ∗2 (u)− τ ∗2 (v)| ≤ 4nm+ 4m− 2k′ = k
und damit ∑
κuv ,κvu∈KE
|τ ∗2 (u)− τ ∗2 (v)| ≥ k′ .
Unter Berücksichtigung der Tatsachen, dass τ ∗2 (u) = τ ∗1 (u) + 1 ist, und dass τ ∗2 (v) =
τ ∗1 (v) + 1 ist, lässt sich zusammenfassen∑
{u,v}∈E
|τ ∗1 (u)− τ ∗1 (v)| ≥ k′ ,
und die Korrektheit der Reduktion ist bewiesen.
Die NP-Vollständigkeit des Rangordnungsproblems folgt nun sofort, da sowohl
die polynomielle Laufzeit der Reduktion als auch die Zugehörigkeit des Problems
zur Klasse NP offensichtlich sind. 
Da die Minimalversion und die Zentralversion von Spearmans Footrule-Distanz
für eine schwache Ordnung und eine totale Ordnung zusammenfallen (Lemma 3.3),
kann obiges Resultat übertragen werden.
Korollar 7.1. Das Rangordnungsproblem für schwache Ordnungen unter der Zen-
tralversion von Spearmans Footrule-Distanz ist NP-vollständig.
Im Folgenden wird nun die Komplexität der Rangordnungsprobleme unter der
Minimalversion und der Zentralversion von Spearmans Footrule-Distanz für parti-
elle Ordnungen untersucht. Aufgrund der eben gezeigten NP-Vollständigkeit der
entsprechenden Rangordnungsprobleme für schwache Ordnungen (Satz 7.1 und Ko-
rollar 7.1) folgt sofort die NP-Vollständigkeit auch für partielle Ordnungen. Es wird
nun noch gezeigt, dass das Rangordnungsproblem für partielle Ordnungen unter der
Minimalversion und der Zentralversion von Spearmans Footrule-Distanz bereits ab
zwei Wählern NP-vollständig ist.
Satz 7.2. Das Rangordnungsproblem für partielle Ordnungen unter der Minimal-
version und der Zentralversion von Spearmans Footrule-Distanz ist NP-vollständig.
Die NP-Vollständigkeit gilt sogar für eine konstante Anzahl von mindestens zwei
gegebenen Ordnungen.
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Beweis. Nach Satz 5.3 ist das Distanzproblem unter der Minimalversion von Spear-
mans Footrule-Distanz für eine totale und eine partielle Ordnung NP-hart. Auf-
grund von Lemma 3.15 folgt daraus dieNP-Härte des Rangordnungsproblems unter
der Minimalversion von Spearmans Footrule-Distanz für zwei Ordnungen. Entspre-
chendes gilt wegen Korollar 5.2 und Lemma 3.15 für das Rangordnungsproblem
unter der Zentralversion von Spearmans Footrule-Distanz.
Vom Rangordnungsproblem mit zwei Wählern lässt sich auf die Rangordnungs-
probleme mit jeder größeren Anzahl an Wählern reduzieren, indem eine entsprechen-
de Anzahl von leeren Ordnungen über der Domäne D des Rangordnungsproblems
zu dessen gegebenen Ordnungen hinzugefügt wird. Eine leere Ordnung κ besitzt
keine Vorgaben, und die Menge der totalen Erweiterungen von κ enthält alle Per-
mutationen über D. Für jede totale Ordnung τ gilt damit FMin(κ, τ) = F (τ, τ) = 0.
Wegen Lemma 3.3 folgt daraus auch FZ(κ, τ) = 0. Damit ist der Wert der Minimal-
version bzw. der Zentralversion von Spearmans Footrule-Distanz der zusätzlichen
Wähler zu jeder möglichen totalen Ordnung identisch, und letztere haben keinen
Einfluss auf die Lösung des Rangordnungsproblems unter der Minimalversion oder
der Zentralversion von Spearmans Footrule-Distanz.
Das Rangordnungsproblem für eine beliebige Anzahl an Wählern liegt innerhalb
der Komplexitätsklasse NP. Eine Instanz des Rangordnungsproblems bestehend
aus Ordnungen κ1, . . . , κr und einem k ∈ N kann durch eine nicht-deterministische
Turingmaschine wie folgt in polynomieller Zeit gelöst werden. Es werden eine totale
Ordnung τ ∗ sowie weitere totale Ordnungen κ′1, . . . , κ′r geraten. Anschließend wird
verifiziert, dass κ′1 ∈ Ext(κ1), . . . , κ′r ∈ Ext(κr) gilt, und dass
∑r
i=1 F (κ
′
i, τ
∗) ≤ k
gilt. Aus Letzterem folgt
∑r
i=1 FMin(κi, τ
∗) ≤ k bzw. aufgrund von Lemma 3.3∑r
i=1 FZ(κi, τ
∗) ≤ k. 
7.2 Approximierbarkeit
Dieser Abschnitt befasst sich mit der Approximierbarkeit des Rangordnungspro-
blems unter der Minimalversion und der Zentralversion von Spearmans Footrule-
Distanz für schwache Ordnungen. Die Approximierbarkeit der beiden Probleme folgt
im Wesentlichen aus Ergebnissen von Ailon [Ail10a] sowie van Zuylen und William-
son [vZW09] über die Approximierbarkeit des Rangordnungsproblems unter der Mi-
nimalversion von Kendalls Tau-Distanz für schwache Ordnungen.
Satz 7.3. Das Rangordnungsproblem für schwache Ordnungen unter der Minimal-
version und der Zentralversion von Spearmans Footrule-Distanz ist 16
5
-approximier-
bar und randomisiert 3-approximierbar.
Beweis. Das Rangordnungsproblem unter der Minimalversion von Kendalls Tau-
Distanz ist als 8
5
-approximierbar [vZW09] und als randomisiert 1.5-approximierbar
[Ail10a] bekannt. Aufgrund der Tatsache, dass für zwei partielle Ordnungen κ und
µ (und damit auch für zwei schwache Ordnungen) KMin(κ, µ) ≤ FMin(κ, µ) ≤
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2KMin(κ, µ) gilt (Lemma 3.14), stellt die 85 -Approximation bzw. die randomisier-
te 1.5-Approximation des Rangordnungsproblems unter der Minimalversion von
Kendalls Tau-Distanz gleichzeitig eine 16
5
-Approximation bzw. eine randomisier-
te 3-Approximation für das Rangordnungsproblem unter der Minimalversion von
Spearmans Footrule-Distanz dar.
Das entsprechende Resultat für das Rangordnungsproblem unter der Zentralver-
sion von Spearmans Footrule-Distanz folgt sofort aus der Tatsache, dass für eine
schwache Ordnung und eine totale Ordnung die Minimalversion und die Zentralver-
sion von Spearmans Footrule-Distanz zusammenfallen (Lemma 3.3). 
7.3 Zusammenfassung
In diesem Kapitel wurde gezeigt, dass das Rangordnungsproblem unter der Mini-
malversion und der Zentralversion von Spearmans Footrule-Distanz für schwache
Ordnungen NP-vollständig ist. Dies ist insofern überraschend, da ein Matching-
Algorithmus mit dem das Rangordnungsproblem für totale Ordnungen unter Spear-
mans Footrule-Distanz effizient gelöst werden kann [DKNS01a], auch hier auf den
ersten Blick als ein vielversprechender Lösungsansatz erscheint.
Es wurde weiterhin bewiesen, dass das Rangordnungsproblem unter der Minimal-
version und der Zentralversion von Spearmans Footrule-Distanz für partielle Ord-
nungen bereits für zwei gegebene Ordnungen NP-vollständig ist. Im Gegensatz zu
den Verallgemeinerungen von Kendalls Tau-Distanz konnten jedoch keine Aussagen
über die Komplexität des Rangordnungsproblems unter der Maximalversion und der
Hausdorff-Version von Spearmans Footrule-Distanz getroffen werden. Grund hierfür
sind die fehlenden Ergebnisse über die Komplexität der Distanzprobleme für parti-
elle Ordnungen unter diesen Distanzen. Da aber davon auszugehen ist, dass diese
coNP-hart sind (Vermutung 5.2), ergibt sich die folgende Vermutung.
Vermutung 7.1. Das Rangordnungsproblem unter der Maximalversion und der
Hausdorff-Version von Spearmans Footrule-Distanz für partielle Ordnungen ist be-
reits für zwei gegebene Ordnungen coNP-hart.
Weiterhin bleibt die Frage nach der Approximierbarkeit der Rangordnungspro-
bleme unter der Minimalversion und der Zentralversion von Spearmans Footrule-
Distanz für partielle Ordnungen offen. Hier bieten sich im Wesentlichen zwei Lö-
sungsmöglichkeiten an. Zunächst erscheint der „Umweg“ über Rangordnungsproble-
me unter der Minimalversion und der Zentralversion von Kendalls Tau-Distanz für
partielle Ordnungen vielversprechend. Sollte sich für die Probleme unter Kendalls
Tau-Distanzen ein Approximationsalgorithmus finden, so wäre dieser auch eine Ap-
proximation für die Rangordnungsprobleme unter Spearmans Footrule-Distanzen
(wie dies bereits in Satz 7.3 genutzt wurde). Alternativ wäre auch die Frage nach ei-
nem speziell auf Spearmans Footrule-Distanz zugeschnittenen Approximationsalgo-
rithmus interessant. Da in dieser Arbeit jedoch erstmals NP-vollständige Varianten
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von Rangordnungsproblemen unter Spearmans Footrule-Distanz betrachtet wurden,
existieren bislang keinerlei Vorarbeiten in diese Richtung.
Zuletzt bietet sich bei der Frage nach der parametrisierten Komplexität der
Rangordnungsprobleme unter Spearmans Footrule-Distanzen für schwache oder noch
allgemeinere Ordnungen ein ähnliches Bild wie bei deren Approximierbarkeit. Es
könnten sich entsprechende Resultate für die Rangordnungsprobleme unter Ken-
dalls Tau-Distanzen finden und übertragen lassen, wie dies beispielsweise bei Dis-
tanzproblemen in dieser Arbeit gemacht wurde (Satz 4.5 und Satz 5.5), oder völlig
neue Ansätze sind nötig. Es kann jedoch speziell bei Rangordnungsproblemen für
partielle Ordnungen natürlich nicht ausgeschlossen werden, dass diese gar nicht ap-
proximierbar oder fixed-parameter-tractable sind.
8
Ausblick
8.1 Zukünftige Arbeiten
Die Analyse von Wahlsystemen im Allgemeinen und von Rangordnungsproblemen
im Speziellen ist ein großes und sehr aktives Forschungsgebiet mit einer Vielzahl an
offenen Fragestellungen und Problemen. Neben den bereits am Ende eines jeden Ka-
pitels erwähnten offenen Problemen lassen sich die Problemstellungen dieser Arbeit
auf vielerlei Weise variieren, so dass sich neue, interessante Fragestellungen ergeben.
Einige davon sollen hier kurz erörtert werden.
Andere Distanzen zwischen totalen Ordnungen: Es liegt nahe auch andere
Distanzen auf totalen Ordnungen zu betrachten, sie auf allgemeine Ordnungen zu
erweitern und die zugehörigen Distanzprobleme und Rangordnungsprobleme zu un-
tersuchen. Neben Kendalls Tau-Distanz und Spearmans Footrule-Distanz, die wohl
am häufigsten verwendet werden, existieren weitere Distanzen zwischen totalen Ord-
nungen, wie Cayleys Distanz, Ulams Distanz und Hammings Distanz. Cayleys Dis-
tanz entstammt einer Anmerkung von Cayley über Permutationen [Cay49]. Ulams
Distanz wurde von Ulam [Ula72] für Anwendungen in der Biologie vorgeschlagen.
Dabei existieren auch leicht abgewandelte Varianten [BSSU74, WSB76]. Hammings
Distanz hat ihren Ursprung in der Fehlererkennung und -korrektur bei Datenüber-
tragungen [Ham50]. Für zwei totale Ordnungen σ und τ über einer Domäne D sind
diese Distanzen wie folgt definiert.
Hammings Distanz ist definiert als
H(σ, τ) = |{c ∈ D : σ(c) 6= τ(c)}| .
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Cayleys Distanz ist definiert als
C(σ, τ) = |D| − Anzahl der Zyklen in G .
Dabei ist G ein gerichteter Graph, der für jede Position der totalen Ordnung einen
Knoten besitzt, und der eine Kante von Knoten i nach Knoten j besitzt, genau
dann wenn das Element der Domäne, welches von σ auf Position i geordnet wird,
von τ auf Position j geordnet wird. Formal ist also G = (V,E) gegeben, wobei V =
{1, 2, . . . , |D|} und E = {(i, j) : σ−1(i) = τ−1(j)} ist. Cayleys Distanz entspricht
außerdem der minimalen Anzahl an Vertauschungen, die nötig ist, um σ in τ zu
überführen.
Ulams Distanz ist definiert als
U(σ, τ) = |D| − LCS(σ, τ) .
Dabei bezeichnet LCS(σ, τ) die längste gemeinsame Teilsequenz von σ und τ .
Die Fragestellungen dieser Arbeit lassen sich analog auf diese Distanzen über-
tragen. Dabei liegen folgende Vermutungen nahe.
Vermutung 8.1. Die Distanzprobleme für zwei schwache Ordnungen unter allen
Varianten von Hammings Distanz, Cayleys Distanz und Ulams Distanz sind effizient
lösbar.
Vermutung 8.2. Das Distanzproblem für eine totale und eine Intervallordnung
unter der Minimalversion von Ulams Distanz ist mittels dynamischer Programmie-
rung effizient lösbar. Die Berechnung der längsten gemeinsamen Teilsequenz zweier
Zeichenketten [WF74] kann hier übertragen werden.
Vermutung 8.3. Das Distanzproblem für zwei partielle Ordnungen unter der Mini-
malversion von Cayleys Distanz ist NP-vollständig. Dies kann durch eine Reduktion
vom Vertex-Cover-Problem gezeigt werden. Die Reduktion ähnelt dabei der Redukti-
on vom Vertex-Cover-Problem auf das Feedback-Arc-Set-Problem [Kar72].
Vermutung 8.4. Das Rangordnungsproblem für totale Ordnungen unter Hammings
Distanz lässt sich analog zum Rangordnungsproblem für totale Ordnungen unter
Spearmans Footrule-Distanz [DKNS01a] als bipartites Matching formulieren und lö-
sen. Als Knoten im vollständigen bipartiten Graphen dienen einerseits die Kandida-
ten und andererseits die Positionen im Konsens. Für jeden Kandidaten c und jede
Position i wird nun als Gewicht der Kante {c, i} die Anzahl der gegebenen Ordnun-
gen verwendet, die den Kandidaten c nicht an Position i ordnen.
Bezüglich Ulams Distanz besteht die Hoffnung, dass sich Resultate über das Pro-
blem der Berechnung der längsten gemeinsamen Teilsequenz zweier Zeichenketten
nicht nur übertragen, sondern sogar verbessern lassen. Grund hierfür ist die Tatsa-
che, dass für Ulams Distanz die Berechnung der längsten gemeinsamen Teilsequenz
lediglich auf totalen Ordnungen (also auf Permutationen) durchgeführt werden muss.
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Ein Beispiel für eine solche Verbesserung und eine Diskussion der Unterschiede zwi-
schen den beiden Problemen findet sich in [AN10].
Während Kendalls Tau-Distanz und Cayleys Distanz mit Hilfe von lokalen Ope-
rationen auf Paaren von Kandidaten definiert werden können, legen Anwendungen
aus der Biologie, speziell aus der Genetik, globale Operationen nahe.
Zwei globale Operationen sind die Reversion und die Transposition. Sei τ ′ die
totale Ordnung, die aus einer totalen Ordnung τ über einer Domäne D durch Re-
version der Positionen i bis j für 1 ≤ i < j ≤ |D| hervorgeht. Für x, y ∈ D gilt dann
x ≺τ y ⇒ y ≺τ ′ x, falls i ≤ τ(x) ≤ j und i ≤ τ(y) ≤ j ist, und x ≺τ y ⇒ x ≺τ ′ y
ansonsten. Für die totale Ordnung τ ′′, die durch Transposition der Positionen i bis
j (für i ≤ j) um k Positionen nach rechts aus τ hervorgeht, gilt τ ′′(x) = τ(x) + k,
falls i ≤ τ(x) ≤ j ist, τ ′′(x) = τ(x) − (j − i + 1), falls j < τ(x) ≤ j + k ist, und
τ ′′(x) = τ(x) ansonsten, für alle x ∈ D. Die Transposition nach links ist analog
definiert. Die Reversionsdistanz bzw. Transpositionsdistanz zwischen zwei totalen
Ordnungen τ und σ ist dann die minimale Anzahl an Reversionen bzw. Transpo-
sitionen, die nötig ist, um τ in σ zu überführen. Beide Probleme haben vielfältige
Anwendungen in der Biologie (siehe beispielsweise [BP96, BP98] und die Referen-
zen darin). Das Problem der Berechnung der Reversionsdistanz wurde erstmals von
Kececioglu und Sankoff [KS95] erwähnt. Es ist als NP-hart bekannt [Cap99], und es
existieren gute Approximationen [Chr98, BHK02], jedoch kein PTAS [BK99]. Für
einen in den biologischen Anwendungen häufig auftretenden Spezialfall von totalen
Ordnungen ist die Berechnung der Reversionsdistanz in polynomieller Zeit möglich
[HP99]. Auch die Berechnung der Transpositionsdistanz ist NP-hart [BFR11], es
existieren aber ebenfalls gute Approximationen [BP98, EH06].
Andere Wähler: Neben totalen Ordnungen, schwachen Ordnungen, Intervall-
ordnungen und partiellen Ordnungen lassen sich noch einige weitere Möglichkeiten
finden, Wählerpräferenzen als Eingaben für Rangordnungsprobleme zu definieren.
Neben den bereits gut studierten p-Ratings und Top-k-Listen [Ail10a, FKS03a] wer-
den in vielen Arbeiten, beispielsweise bereits durch Condorcet [Con85], widersprüch-
liche Wähler erwähnt, deren Präferenzen Zyklen enthalten dürfen. Widersprüchli-
che Wähler scheinen besonders interessant, wenn sie bereits aggregierte Präferenzen
widerspiegeln, beispielsweise bei der Aggregation von Turnierergebnissen, die im
Jeder-gegen-Jeden-Modus gespielt wurden.
Andere Verallgemeinerungen auf partielle Ordnungen: In der vorliegenden
Arbeit werden Ordnungen als Menge ihrer totalen Erweiterungen betrachtet und
Kendalls Tau-Distanz bzw. Spearmans Footrule-Distanz auf diese erweitert.
Eine alternative, verbreitete Möglichkeit der Verallgemeinerung von Kendalls
Tau-Distanz und Spearmans Footrule-Distanz von totalen Ordnungen auf allgemei-
nere Ordnungen sind Profilvektordistanzen. Fagin et al. [FKM+06] definieren Pro-
filvektorversionen von Kendalls Tau-Distanz und Spearmans Footrule-Distanz für
schwache Ordnungen und zeigen, dass diese sich von den Hausdorff-Versionen der
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beiden Distanzen nur um einen konstanten Faktor unterscheiden. Die Profilvektor-
versionen lassen sich auf mehrere naheliegende Arten auch auf partielle Ordnungen
übertragen. Offen ist dabei jedoch die Frage, ob die in [FKM+06] gezeigten Äquiva-
lenzen dann noch bestehen. Da Rangordnungsprobleme unter der Profilvektorversion
von Spearmans Footrule-Distanz teilweise analog zum Rangordnungsproblem für to-
tale Ordnungen unter Spearmans Footrule-Distanz [DKNS01a] effizient lösbar sind,
würde eine positive Antwort auf diese Frage neue Approximationsalgorithmen für
die hier vorgestellten Probleme liefern.
Eine alternative Variante der Einbeziehung von partiellen Ordnungen in Rang-
ordnungsprobleme wurde von Konczak und Lang [KL05] vorgestellt. Diese unter-
suchen für diverse Wahlregeln das Problem einen Wahlsieger zu bestimmen. Als
Wähler sind dabei partielle Ordnungen zugelassen, in einer Wahl entscheidet sich
ein Wähler dann jedoch für eine totale Erweiterung seiner partiellen Ordnung. Ein
Kandidat ist ein zwingender Wahlsieger, wenn er - unabhängig von der Wahl der
totalen Erweiterungen durch die Wähler - die Wahl gewinnt, und ein möglicher
Wahlsieger, wenn es zumindest die Möglichkeit für die Wähler gibt, sich für je ei-
ne totale Erweiterung zu entscheiden, so dass der Kandidat die Wahl gewinnt. In
[KL05, PRVW07, Wal07, XC08, BD10] wird die Komplexität dieser Probleme für
verschiedene Wahlregeln untersucht. Betzler et al. [BHN09] untersuchen die parame-
trisierte Komplexität für einige Wahlregeln. Analog zu diesen Arbeiten lassen sich
Rangordnungsprobleme definieren, die zwischen einem zwingenden Konsens und ei-
nem möglichen Konsens unterscheiden. Die Betrachtung aller Konsense eines Rang-
ordnungsproblems erhöht dabei vermutlich dessen Komplexität. Andererseits kann
die Ermittlung nur eines einzigen Konsenses auch als Nachteil der in dieser Arbeit
vorgestellten Verfahren angesehen werden.
Andere Aggregatoren: Die Maximums-Variante [BBD09] und die „Popular“-
Variante [vZSW11] von Rangordnungsproblemen sind bislang kaum untersucht wor-
den. In [vZSW11] wird außerdem die Frage nach weiteren derartigen Variationsmög-
lichkeiten in der Definition von Rangordnungsproblemen aufgeworfen. Speziell für
die Maximums-Variante von Rangordnungsproblemen könnten Algorithmen, basie-
rend auf lokaler Suche, wie sie beispielsweise für das Feedback-Arc-Set-Problem auf
Turniergraphen existieren [FLRS10], von Interesse sein.
Geometrische Interpretation: In der vorliegenden Arbeit wird nicht auf die
geometrische Repräsentation von Wahlsystemen eingegangen. Diese wird in Ar-
beiten von Saari [Saa95, Saa00a, Saa00b, SM00] unter anderem für das Kemeny-
Wahlsystem entwickelt. Ratliff [Rat01] untersucht mit Hilfe der geometrischen Re-
präsentation die Unterschiede zwischen dem Dodgson-Wahlsystem und dem Rang-
ordnungsproblem für totale Ordnungen unter Kendalls Tau-Distanz und stellt fest,
dass ab vier vorhandenen Kandidaten der Dodgson-Wahlsieger an jeder Stelle im
Konsens des Rangordnungsproblems vorkommen kann. Zukünftige Arbeiten könn-
ten sich mit der Frage befassen, inwieweit aus einer möglichen geometrischen Re-
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präsentation der hier vorgestellten Problemstellungen weitere Ergebnisse bezüglich
ihrer Gemeinsamkeiten und Unterschiede erzielt werden können.
Andere Approximationstechniken: Homan und Hemaspaandra [HH09] ent-
werfen einen effizienten Algorithmus, der für eine gegebene Menge von Wählern und
einen Kandidaten c die Frage, ob c ein Dodgson-Wahlsieger ist, folgendermaßen be-
antworten kann: definitiv ja, definitiv nein, vielleicht ja und vielleicht nein. Die Güte
des Algorithmus hängt dabei von der Anzahl der definitiven Antworten ab. Die Mög-
lichkeit, nach einem solchen Algorithmus auch für das Kemeny-Wahlsystem bzw. für
die hier vorgeschlagenen Rangordnungsprobleme zu suchen, liegt nahe, scheint aber
bislang nicht betrachtet worden zu sein.
8.2 Zusammenfassung
In der vorliegenden Arbeit wurden Rangordnungsprobleme, deren Ursprung im Be-
reich der Wahlsysteme liegt, betrachtet. Das Interesse an der Komplexität dieser Pro-
bleme ergibt sich jedoch in erster Linie aus ihren modernen Anwendungen beispiels-
weise im Bereich des World Wide Web. Während in bisherigen Arbeiten zumeist
totale oder schwache Ordnungen als Eingabe für Rangordnungsprobleme betrachtet
wurden, ließ die vorliegende Arbeit auch Intervallordnungen und partielle Ordnun-
gen als Eingabe zu. Zu diesem Zweck wurden Kendalls Tau-Distanz und Spearmans
Footrule-Distanz von totalen Ordnungen in nahe liegender Weise durch die Minimal-
version, Maximalversion, Hausdorff-Version und Zentralversion von Kendalls Tau-
Distanz bzw. Spearmans Footrule-Distanz auf partielle Ordnungen verallgemeinert.
Als in diesem Zusammenhang wichtige Teilprobleme ergaben sich Distanzprobleme,
in welchen die Distanz zwischen zwei Ordnungen gesucht ist. In der vorliegenden
Arbeit wurden Distanzprobleme und Rangordnungsprobleme im Hinblick auf ihre
Komplexität untersucht.
Zunächst konnte festgestellt werden, dass alle Distanzprobleme effizient lösbar
sind, solange zwei schwache Ordnungen betrachtet werden. Hierzu wurden die Dis-
tanzen mit Hilfe von Verfeinerungen charakterisiert. Sobald jedoch eine der beiden
betrachteten Ordnungen eine partielle Ordnung war, ergab sich ein völlig ande-
res Bild. Die Distanzprobleme stellten sich in diesem Fall als NP-vollständig oder
coNP-vollständig heraus. Durch erste Ergebnisse in dieser Richtung zeigte sich,
dass Distanzprobleme mit Intervallordnungen wohl im Grenzbereich zwischen ef-
fizient lösbaren und NP- bzw. coNP-vollständigen Distanzproblemen liegen. Die
Spezialfälle der Distanzprobleme mit partiellen Ordnungen, in denen eine der bei-
den Ordnungen total ist, stellten sich als gut approximierbar und fixed-parameter-
tractable heraus.
In Bezug auf Rangordnungsprobleme für partielle Ordnungen stellte sich nun
eine im Vergleich zu den bisher betrachteten Problemen mit totalen Ordnungen völ-
lig neue Situation dar. Während die Distanzprobleme bisher effizient lösbar waren,
war nun bereits dieses Teilproblem der Rangordnungsprobleme NP- bzw. coNP-
122 Kapitel 8. Ausblick
vollständig. Es wurde gezeigt, dass sich dies nur teilweise auf deren Komplexität
auswirkt. Während die Rangordnungsprobleme unter der Minimalversion und der
Zentralversion von Kendalls Tau-Distanz nach wie vor in der Komplexitätsklasse
NP liegen, ist dies für die Rangordnungsprobleme unter der Maximalversion und
der Hausdorff-Version von Kendalls Tau-Distanz beweisbar nicht mehr der Fall, au-
ßer wenn NP = coNP gilt. Zuletzt wurde gezeigt, dass das Rangordnungsproblem
unter der Minimalversion und der Zentralversion von Spearmans Footrule-Distanz
bereits für schwache Ordnungen NP-vollständig ist. Es zeigte sich aber, dass sich
zumindest eine Approximation bis auf einen konstanten Faktor von entsprechenden
Rangordnungsproblemen unter Kendalls Tau-Distanzen [Ail10a, vZW09] übertragen
lässt.
Während einige der Ergebnisse dieser Arbeit so zu erwarten waren, haben sich
doch auch einige überraschende Sachverhalte gezeigt.
Zunächst einmal ist das Rangordnungsproblem unter der Minimalversion und
der Zentralversion von Spearmans Footrule-Distanz bereits für schwache Ordnun-
gen NP-vollständig. Dies stellt einen starken Kontrast zur effizienten Lösbarkeit
des Rangordnungsproblems unter Spearmans Footrule-Distanz für totale Ordnun-
gen [DKNS01a] dar. Während das Rangordnungsproblem unter Spearmans Footrule-
Distanz als nahe liegende, effizient berechenbare Approximation des Rangordnungs-
problems für totale Ordnungen unter Kendalls Tau-Distanz verwendet werden kann,
ist dies also für allgemeinere Ordnungen nun nicht mehr möglich.
Weiterhin überraschend ist die Tatsache, dass einige der betrachteten Rangord-
nungsprobleme nicht mehr in der KomplexitätsklasseNP liegen, sondern vollständig
bezüglich einer der Komplexitätsklassen aus der polynomiellen Hierarchie, vermut-
lich bezüglich NPNP, sind. Analog zur Tatsache, dass einige Probleme aus dem
Bereich der Wahlsysteme als die natürlichsten PNP|| -vollständigen Probleme gelten
[HHR97a, HSV05, RSV03], könnten sich die hier betrachteten Rangordnungsproble-
me als natürliche NPNP-vollständige Probleme herausstellen.
Während Probleme unter Spearmans Footrule-Distanz im Vergleich zu Proble-
men unter Kendalls Tau-Distanz bislang tendenziell leichter zu lösen waren, zeigt
sich hier, dass sich die beiden Distanzen bzw. ihre Verallgemeinerungen von der
Komplexität her meist gleich verhalten. Ebenso überraschend ist die Tatsache, dass
sich Approximationen von Problemen unter Kendalls Tau-Distanzen auf Probleme
unter Spearmans Footrule-Distanzen übertragen lassen, während bisher Probleme
unter Spearmans Footrule-Distanz als Approximationen von Problemen unter Ken-
dalls Tau-Distanz dienten.
Fazit: Die Analyse der in dieser Arbeit betrachteten Problemstellungen lässt sich
leicht durch zahlreiche Anwendungen motivieren. Aus theoretischer Sicht ergeben
sich interessante Fragestellungen wie die Suche nach natürlichenNPNP-vollständigen
Problemen oder nach bislang nicht untersuchten Spezialfällen des Feedback-Arc-Set-
Problems. Die praktische Verwendbarkeit der betrachteten Probleme ist im Moment
aufgrund von deren Komplexität nicht gegeben. Wie erste Ergebnisse zur Approxi-
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mierbarkeit und zur parametrisierten Komplexität der Probleme zeigen, ist eine
solche jedoch in Zukunft keineswegs auszuschließen.
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