This paper is concerned with the application of an asymptotic quasi-likelihood practical procedure to estimate the unknown parameters in linear stochastic models of the form 
Introduction
Linear models are very popular in practical situations. Examples of such applications may be found in Weisberg (1985) and references therein. In a similar manner we also limit our attention to linear models in this paper. In particular we concentrate on the following model: + t < T, where ft(O) is a linear function of O and Mt is random error. Here {yt} could be a sequence of independent observations from a population or a sequence of observations from a stochastic process (in this case, we call it one realisation of the stochastic process). To estimate the parameter 0 in this model, the ordinary least squares (OLS) method, in general, can provide a very good estimate subject to the {M} being mutually uncorrelated and the variances of the {M } being equal.
However, the last condition does not always hold in reality. To reduce the effect from unequal variances of random error, a weighted least squares method is needed and proper weights need to be allocated. How to determine the weights becomes interesting. When {y } is a sequence of independent observations from a population, we can sometimes estimate the weights via groups of observations. In each group of observations, all of the observations are associated with approximately the same value of ft()(see Weisberg, 1985) . However, when {y} is a path of realisation of a 22 R. BIONDINI, Y-X LIN AND S. MVOI process, it seems that it is not possible to use the same method to obtain an estimate of the weights. To cope with this problem a practical inference procedure, called the asymptotic quasi-likelihood method, is derived by Lin (1995) . The asymptotic quasi-likelihood method given by Lin (1995) is different from that of Heyde and Gay (1989) although they share the same name. Lin (1995) also proved the asymptotic quasi-likelihood method is asymptotically optimal. Mvoi, Lin and Biondini (1998) prove the consistency of the asymptotic quasi-likelihood estimate for linear models. This paper will only focus on some techniques in applying the practical asymptotic procedure. For the theoretical discussion on the properties of the asymptotic quasilikelihood method see Lin (1995) and Mvoi, Lin and Siondini (1998) .
In Section 2, we can see in order to succeed in our application of the asymptotic quasi-likelihood method a predictable process, denoted by g, needs to be determined, which is used to help adjust the estimation procedure. In practice, for given {ye}, several predictable processes can be determined. The choice of gt, however, will affect the accuracy of the estimate of 0. In this paper, we will focus on the important question: how do we choose a proper ge for a given data set. We show how the different choice of ge affects inference results. To simplify our discussion, in this paper all gt's are given in autoregressive form and determined by the Box-Jenkins method. Instead of focusing on the form of gt we are interested in whether or not gt satisfies certain criteria. Based on our experience, several criteria are presented in Section 3 to help choose a proper g. In Section 4, the criteria are applied to three models. In Section In this section we will list the criteria in selecting a predictable process g to approach y and then provide the logic to each point listed. The criteria discussed here will be applied to three simulated models in the next section.
In practice, we found that the criteria in selecting a predictable process which yields accurate asymptotic quasi-likelihood estimates can be summarised as follows; Examine the time series plot of gt and yt , gt should be chosen such that it is close to y.
Examine the stationarity of e (where et = yt gt), gt should be chosen such that e for that particular gt is sttionry. The correlation between g and e should not be very large.
As mentioned previously, it would be expected that the better the g approaches y, the more ccurate the ymptotic quasi-likelihood estimates of the parameters are likely to be. This is because of the relationship between these two quantities, i.e.
E(Mt_) E(yIY-)-Z(e)
If g, is close to y, then the predictable process gt will be close to E(yI-).
Therefore gt-f(O) will be close to E(MIt_). In practice it is better to use Ig-fl to approach E(MIt-) since E(MIt-) is always positive. If, however, we cnnot find gt such that gt-f(O) is close to E(MIt_ we my be able to find a gt such that this gt "mimics" y. By "mimics" we mean that the change in successive observations of y should be subsequently accounted for by gt. Therefore, even if the graph of gt does not ccurately approach y it should model the pttern of the y, in these cases positive constant may be dded (or subtracted) to improve both the graphical pproximation of y by gt and thus the corresponding ymptotic qui-likelihood estimates.
In examining the adequacy of the predictable process gt n analysis of the residuals et should be carried out. Analysis of the autocorrelation and partial utocorrelation functions of the residuals is of utmost importance. It is preferred that minimal correlation between gt and et exists. Once the model is fitted, the residuals should resemble a white noise process, i.e. {et} should be sequence of uncorrelted random variables with constant mean (0 in this case) and constant variance nd the utocorrelation and partial autocorreltion functions of {et} should ideally be identically equal to 0.
In the process of obtaining the AQL estimate, as we mentioned before, the ymp- 
27
(ii) Substitute The estimation procedure is briefly described as follows; for a given set of observations (Xk k = 1, 2, n) with sample mean .(n) and sample variance the modified rescaled adjusted range or the modified R/S-statistic (see Lo, 1991) is given by A straight line is ,plotted in the log-log scale: c + Hlog(n) / e(n) (6) and the estimate of H is obtained via the ordinary least squares method.
We note the similarity between (5) and (1) . The standard method for estimating H is based on the assumption that the {e(n)} are independently and identically distributed. However, this assumption is not necessarily true based on the R/S estimation procedure mentioned above. Therefore it would be expected that the ordinary least squares method may not provide a good estimate of H. In this paper, instead of applying the method of ordinary least squares we apply the asymptotic quasi-likelihood method to estimate H.
The quantity log[R(n)/S(n)] is then plotted against log(n). This plot is known as the rescaled adjusted range plot (also called the pox diagram of R/S). A typical rescaled adjusted range plot commences with a transient region representing the short-range dependence structure in the sample (in this transient region the statistic grows faster than n '5 for small n than it does for relatively larger n).
That is why we must examine the accuracy of the estimates when different initial window sizes are considered. With smaller initial window sizes the power of R/S analysis may be severely compromised. This behaviour, however, eventually settles
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It. BIONDINI, Y-X LIN AND S. MVOI down and fluctuates in a straight "street" with a certain asymptotic slope. For a fractional Gaussian process this graph should have slope H as n increases.
In this section we apply the asymptotic quasi-likelihood method to (5) These predictable processes are analysed because the coefficients of each g are all significant. The predictable processes g2t and g4t are examined because it appears as though y is non-stationary from the time-series plots, we know this is true from our generation of the data. The plots of the autocorrelation and partial autocorrelation functions of y2 however do not reveal any significant non-stationarity. The second and fourth predictable processes g and g4 (see Figure 3 ) are found to graphically approach the quantity y2 better than when the two other predictable processes are chosen. The first and third predictable processes also appear to be good if the constant is not taken into consideration but rather only the y_ term. If this is done, however, the predictable process gt will be poor at approaching y at large values of y. From Figure 2 the ARIMA(1,0,0) model is not good at approaching y2 if the constant term is taken into account. Similarly it can be seen that the ARIMA(2,0,0) model is also not good at approaching y. The {et) are stationary for each of the four 9t's. From Table 3 it is seen that the most accurate asymptotic quasilikelihood estimates occur when the second predictable process is used. The S- The S-value surprisingly is much smaller than when the quasi-likelihood method is invoked. Table 4 . However, the estimates when gt is based on the ARIMA(1,0,0) model result in an S-value of 0.234 whereas the S-value, when the second predictable process is selected, is equal to 0.054. The estimates of each parameter can be seen to be much more accurate when the second predictable process is used.
The first predictable process in this particular simulation even produces an S-value which is greater than that obtained via the method of ordinary least squares. The process is stationary and we want to estimate the value of H, which from the selection of d we know to be 0.8 (since H = d / 1/2). The data was analysed using the R/S-statistic and the estimate of the Hurst parameter is obtained via both the method of ordinary least squares and the asymptotic quasi-likelihood method.
There are 10,000 values generated for this simulation. For the higher order models the approximation of yt by gt was not as good as it was for the lower order models. This could well be due to the fact that the yt is generated to be dependent of yt-1 and not dependent upon the observation of y at higher order lags. However, lower order processes will be more respondent to outliers than higher order processes and therefore place all weight upon the previous observation of y. Higher order models will tend to spread the weight upon previous values (e.g. the ARIMA(1,1,0) model will consider only the yt_l and yt_2 terms whereas an ARIMA(2,1,0) process will consider the yt_l, yt_2 and yt_3 terms).
Higher order autoregressive processes will therefore produce a "smoothing" effect on the predictable process, thus it is preferred that a lower order gt be chosen.
Taking into account that y may possibly be non-stationary is important when selecting gt. The graphs of gt and y seem to be very similar when the gt is based on the ARIMA (1,1,0 
