Some prime factorization results for free quantum group factors by Isono, Yusuke
ar
X
iv
:1
40
1.
69
23
v2
  [
ma
th.
OA
]  
25
 A
pr
 20
14
Some prime factorization results for free quantum
group factors
Yusuke Isono
Abstract
We prove some unique factorization results for tensor products of free quantum
group factors. They are type III analogues of factorization results for direct products of
bi-exact groups established by Ozawa and Popa. In the proof, we first take continuous
cores of the tensor products, which satisfy a condition similar to condition (AO),
and discuss some factorization properties for the continuous cores. We then deduce
factorization properties for the original type III factors. We also prove some unique
factorization results for crossed product von Neumann algebras by direct products of
bi-exact groups.
1 Introduction
We say a II1 factor is prime if it is not isomorphic to tensor products of II1 factors.
The first example of such a factor was given by Popa [19]. He proved that any free group
factor LF∞ (with uncountably many generators) is prime. In [7], Ge proved that LFn
(with n ≥ 2) are prime by computing Voiculescu’s free entropy. Ozawa then proved that
all free group factors are solid [14], meaning that the relative commutant of any diffuse
von Neumann subalgebra is amenable (namely, injective). Solidity immediately yields
primeness of any diffuse non-amenable subalgebras. Ozawa’s proof relied on the notion
of condition (AO) (see Subsection 2.1) and C∗-algebraic methods. Peterson gave a new
proof of solidity of free group factors [16].
In [7], Ge asked the following question:
• Is LF2 ⊗¯ LF2 isomorphic to LF2 ⊗¯ LF2 ⊗¯ LF2?
Here the symbol ⊗¯ means the tensor product as von Neumann algebras. This is an
extended primness problem for free group factors, which mentions numbers of tensor
components. The question was solved by Ozawa and Popa [15]. They used a combination
of a tensor product analogue of condition (AO) and Popa’s intertwining techniques, and
obtained a relative version of Ozawa’s solidity theorem. As a result, they deduced the
following theorem, which gave a complete answer to the problem. See [2, Section 15] for
bi-exactness below.
Factorization theorem of Ozawa and Popa. Let Γi (i = 1, . . . ,m) be non-amenable,
ICC, bi-exact discrete groups and Nj (j = 1, . . . , n) be II1 factors. If LΓ1 ⊗¯ · · · ⊗¯ LΓm =
N1 ⊗¯ · · · ⊗¯ Nn (=: M) and m ≤ n, then m = n and there are u ∈ U(M), σ ∈ Sn,
and ti > 0 with t1 · · · tn = 1 such that uNσ(i)u
∗ = LΓtii for a fixed decomposition M =
LΓt11 ⊗¯ · · · ⊗¯ LΓ
tn
n .
Here recall that for a II1 factor M and t > 0, the amplification M
t is defined (up to
∗-isomorphism) as pMp ⊗¯Mn for any n ∈ N with t ≤ n and any projection p ∈ M with
trace t/n. We also recall that II1 factors M and N are stably isomorphic if M
t ≃ N s for
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some t, s > 0. For any II1 factors Mi and t > 0, M1 ⊗¯M2 ≃ (pM1p ⊗¯ qM2q) ⊗¯Mn ⊗¯Mm ≃
M t1 ⊗¯M
1/t
2 for some large n,m and projections p, q with traces t/n and 1/mt. So any
II1 factor tensor decomposition is determined up to amplifications of tensor components.
The theorem above then means the uniqueness of the tensor decomposition up to stable
isomorphism.
In the present paper, we study similar factorization results for free quantum group
factors. It is known that these factors satisfy condition (AO) [28][30][29], and in fact
tensor products of these factors satisfy an analogue of condition (AO) mentioned above
for free group factors (see Proposition 3.1.2). So Ozawa–Popa’s factorization result is true
if each tensor component is a non-amenable II1 factor. However these factors often become
type III and, in the general case, Popa’s techniques are no loner available.
To avoid the difficulty, we take continuous cores. A condition (AO) type phenomenon
on cores of these factors was already observed in [10], and we generalize it to cores of the
tensor products. This enables us to discuss some factorization properties on the continuous
cores. In particular, we deduce some one-to-one correspondence with respect to Popa’s
embedding  (see Subsection 2.3) between tensor components on the cores. We then turn
to see original type III algebras and deduce some factorization results. Thus we obtain
the following theorem which is the main conclusion of the paper. See Definition 2.2.1 for
the class C, which contains (duals of) free quantum groups, and Subsection 2.1 for type
III1 factors, Sd-invariants, continuous cores Cφ(N), and centralizer algebras (Ni)φi below.
Theorem A. Let Gˆi (i = 1, . . . ,m) be discrete quantum groups in C and Nj (j = 1, . . . , n)
be non-amenable von Neumann algebras which admit almost periodic states. Assume that
there is an inclusion N := N1 ⊗¯ · · · ⊗¯Nn ⊂ L
∞(G1) ⊗¯ · · · ⊗¯L
∞(Gm) =:M with a faithful
normal conditional expectation. Then we have n ≤ m.
Assume further n = m, N =M , and the following conditions:
• Each L∞(Gi) is a factor of type II1 or III1 and its Haar state hi is Sd(L
∞(Gi))-
almost periodic. Write h := h1 ⊗ · · · ⊗ hn.
• Each Ni is a factor of type II1 or III1 and any III1 factor Ni admits an almost
periodic state φi such that (Ni)
′
φi
∩ Ni = C (put the trace as φi when Ni is a II1
factor). Write φ := φ1 ⊗ · · · ⊗ φn.
Then under the canonical isomorphism Cφ(N) ≃ Ch(M) with the canonical trace Tr, there
exists a unique σ ∈ Sn such that
pCφi(Ni)p Ch(M) Cσ(i)(L
∞(Gσ(i)) (i = 1, . . . , n)
for any projection p ∈ LR ⊂ Cφ(N) with Tr(p) <∞. In this case, Ni and L
∞(Gσ(i)) are
isomorphic when Ni is a III1 factor, and stably isomorphic when Ni is a II1 factor.
We mention that for any Gˆ ∈ C, if L∞(G) is a type III1 factor and its Haar state h is
Sd(L∞(G))-almost periodic, then it satisfies L∞(G)′h ∩ L
∞(G) = C (see Subsections 2.1
and 2.2). So as a particular case, we can put Ni = L
∞(Hi) for Hˆi ∈ C with Haar state φi
which is a trace or Sd(L∞(Hi))-almost periodic.
In the paper, we also prove some unique factorization results for crossed product von
Neumann algebras by direct product groups. In this situation, we assume that the given
isomorphism preserves subalgebras on which groups act, so that we can compare direct
product groups. We obtain the following theorem. In the theorem, the symbol ⋊ means
the crossed product von Neumann algebras.
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Theorem B. Let Γi (i = 1, . . . ,m) and Λj (j = 1, . . . , n) be non-amenable discrete
groups. Let (A,TrA) and (B, τB) be semifinite tracial von Neumann algebras with TrA|Z(A)
semifinite and τB(1) = 1. Write Γ := Γ1 × · · · × Γm and Λ := Λ1 × · · · ×Λn. Let α and β
be trace preserving actions of Γ and Λ on (A,TrA) and (B, τB) respectively. Assume the
following conditions:
• There is an inclusion B⋊Λ ⊂ p(A⋊Γ)p for a TrA-finite projection p ∈ Z(A), which
sends B onto pAp.
• Either that Z(A) is diffuse or A is a II1 factor.
• Actions α and β are free on A and B respectively. Actions α|Γi and β|Λj are ergodic
on Z(A) and Z(B) respectively for all i and j.
• All Γi are bi-exact and A is amenable.
Then we have n ≤ m. If moreover n = m, then there exists a unique σ ∈ Sn such that
B ⋊ Λi A⋊Γ A⋊ Γσ(i) (i = 1, . . . , n).
The same conclusions are true without amenability of A, if Γ is weakly amenable, TrA is
finite and p = 1A.
We mention that for B ⋊ Λi A⋊Γ A ⋊ Γσ(i), we can find an embedding and an
intertwiner of a special form, which is discussed in Subsection 4.2.
In the final section, we give a different approach to factorization properties for bi-exact
and weakly amenable group factors.
Throughout the paper, we always assume that discrete groups are countable, quan-
tum group C∗-algebras are separable, von Neumann algebras have separable predual, and
Hilbert spaces are separable.
Acknowledgement. The author would like to thank Yuki Arano, Cyril Houdayer, Ya-
suyuki Kawahigashi, Narutaka Ozawa, Hiroki Sako, and Yoshimichi Ueda for fruitful con-
versations. He was supported by JSPS, Research Fellow of the Japan Society for the
Promotion of Science.
2 Preliminaries
2.1 Fullness and Discrete decompositions
In the subsection, we recall Connes’s discrete decomposition and related notions. We
refer the reader to [4] (see also [6]).
Let ω be a free ultra filter on N. Consider two C∗-algebras
Aω := {(xn)n ∈ ℓ
∞(M) | ‖φ(·xn)− φ(xn ·)‖M∗ → 0 as n→ ω, for all φ ∈M∗},
Jω := {(xn)n ∈ ℓ
∞(M) | xn → 0 as n→ ω in the ∗-strong topology}.
The quotient C∗-algebra Aω/Jω becomes a von Neumann algebra and we denote it byMω.
We say a factor M is full if Inn(M) is closed in Aut(M) in the u-topology, namely, the
topology of pointwise norm convergence in M∗. A factor M is full if and only if Mω ≃ C
for some (any) ultra filter ω.
Let M be a von Neumann algebra and φ a faithful normal semifinite weight on M .
Then the modular operator ∆φ and the modular conjugation Jφ are defined on L
2(M,φ)
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as a closed operator and an anti linear map. The map Jφ satisfies M
′ = JφMJφ ≃ M
op
and it gives a canonical right action of Mop on L2(M,φ). The family σφt := Ad∆
it
φ (t ∈ R)
gives an R-action on M called the modular action of φ. The continuous core is defined as
Cφ(M) :=M ⋊σφ R, which does not depends on the choice of φ. We say a type III factor
M is of type III1 if Cφ(M) is a II∞ factor. The centralizer algebra is defined as
Mφ := {x ∈M | ∆
it
φx = x∆
it
φ for all t ∈ R},
We say the weight φ is almost periodic if the modular operator ∆φ is diagonalizable,
namely, it is of the form ∆φ =
∑
λ∈ptSp(∆φ)
λEλ, where ptSp(∆φ) ⊂ R
∗
+ is the point
spectrum of ∆φ and Eλ are spectrum projections. For a subgroup Λ ⊂ R
∗
+, we say φ is
Λ-almost periodic if it is almost periodic and ptSp(∆φ) ⊂ Λ. Any almost periodic weight
φ is semifinite on Mφ and hence there is a faithful normal conditional expectation from
M onto Mφ [23, Theorem IX.4.2]. When M is a factor with an almost periodic weight, its
Sd-invariant is defined as
Sd(M) :=
⋂
φ is almost periodic on M
ptSp(∆φ).
It becomes a subgroup of R∗+. When M is a full type III factor, an almost periodic wight
φ is Sd(M)-almost periodic if and only if (Mφ)
′ ∩M = C.
Recall from [14] that a von Neumann algebra M ⊂ B(H) satisfies condition (AO) if
there are σ-weakly dense C∗-subalgebras A ⊂ M and B ⊂ M ′ such that A is locally
reflexive and the map A ⊗alg B ∋ a ⊗ b 7→ ab ∈ B(H)/K(H) is bounded with respect to
the minimal tensor norm. The following lemma is well known.
Lemma 2.1.1. Let M be a von Neumann algebra. If M is non-amenable and satisfies
condition (AO) in B(L2(M)), then C∗{M,M ′} ∩K(L2(M)) 6= 0.
Proof. Write K := K(L2(M)). Let A ⊂ M and B ⊂ M ′ be σ-weakly dense unital
C∗-subalgebras satisfying that the map ν : A ⊗alg B ∋ a ⊗ b 7→ ab ∈ B(L
2(M))/K is
bounded on A ⊗min B. If C
∗{M,M ′} ∩ K = 0, then the image of ν is contained in
(C∗{M,M ′}+K)/K ≃ C∗{M,M ′}/(C∗{M,M ′}∩K) ≃ C∗{M,M ′}. Hence ν is bounded
without the quotient of K. Since A is locally reflexive, A is unital, and ν is normal on
A ⊗min C, we can extend ν on M ⊗min B. We again extend ν on B(L
2(M)) ⊗min B
by Arveson’s theorem and denote by Φ. The restriction of Φ on B(L2(M)) ⊗min C is a
conditional expectation onto B′ = M (since C ⊗min B is contained in the multiplicative
domain of Φ). Thus M is amenable.
The following lemma is a general version of [5, Corollary 2.3]. We thank Cyril Houdayer
for demonstrating the proof of the lemma.
Lemma 2.1.2. Let M and N be factors. If C∗{M,M ′} ∩ K(L2(M)) 6= 0, then the map
Nω ∋ (xn)n 7→ (1 ⊗ xn)n ∈ (M ⊗¯ N)ω is surjective. In particular, M ⊗¯ N is full if N is
full (possibly N = C).
Proof. Since M is a factor, we have C∗{M,M ′}′′ = (M ∩M ′)′ = B(L2(M)). Let x ∈
C∗{M,M ′} ∩ K(L2(M)) and y ∈ B(L2(M)) be non-zero elements. Let yi ∈ C
∗{M,M ′}
be a bounded net converging to y strongly. Then the net yix converges to yx in the
norm topology and hence we have yx ∈ C∗{M,M ′}. This implies B(L2(M))xB(L2(M)) ⊂
C∗{M,M ′} and hence K(L2(M)) ⊂ C∗{M,M ′}.
Let φ and ψ be faithful normal states on M and N respectively and write H :=
L2(M,φ)⊗L2(N,ψ), where the symbol ⊗ means the tensor product of Hilbert spaces. Let
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(xn)n ∈ (M⊗¯N)ω, namely, (xn)n be a bounded sequence satisfying limn→ω ‖[xn, χ]‖(M⊗¯N)∗ =
0 for any χ ∈ (M ⊗¯N)∗. We will show xn − (φ⊗ idN )(xn)→ 0 as n→ ω in the ∗-strong
topology, which means (xn)n = ((φ ⊗ idN )(xn))n ∈ Nω. Since [xn, ba] = b[xn, a] → 0
∗-strongly for a ∈ M ⊗min C and b ∈ M
′ ⊗min C, we have [xn, a] → 0 for any a ∈
C∗{M,M ′} ⊗min C. Let Pa,1 be the partial isometry from C1ˆ to Caˆ for a ∈ M , which is
contained in K(L2(M)) ⊂ C∗{M,M ′}. Then for any a ∈M and b ∈ N , we have
(xn − (φ⊗ idN )(xn))(aˆ⊗ bˆ) = xn(Pa,1 ⊗ 1)(1ˆ⊗ bˆ)− (Pa,1 ⊗ 1)(φ ⊗ idN )(xn))(1ˆ ⊗ bˆ)
= xn(Pa,1 ⊗ 1)(1ˆ⊗ bˆ)− (Pa,1 ⊗ 1)xn(1ˆ⊗ bˆ)
= [xn, (Pa,1 ⊗ 1)](1ˆ ⊗ bˆ)→ 0
in the norm topology of H. Since the same is true for x∗n, we have xn− (φ⊗ idN )(xn)→ 0
in the ∗-strong topology.
Lemma 2.1.3. Let Mi be full factors with C
∗{Mi,M
′
i}∩K(L
2(Mi)) 6= 0. Let φi be faithful
normal semifinite weight on Mi which is Sd(Mi)-almost periodic. Then φ1 ⊗ · · · ⊗ φn is
Sd(M1 ⊗¯ · · · ⊗¯Mn)-almost periodic. In particular Sd(M1 ⊗¯ · · · ⊗¯Mn) = Sd(M1) · · · Sd(Mn)
and (M1 ⊗¯ · · · ⊗¯Mn)φ1⊗···⊗φn is a factor.
Proof. By the previous lemma, M1 ⊗¯ · · · ⊗¯Mn is a full factor. We have
(M1 ⊗¯ · · · ⊗¯Mn)
′
φ1⊗···⊗φn ∩ (M1 ⊗¯ · · · ⊗¯Mn)
⊂ ((M1)φ1 ⊗¯ · · · ⊗¯ (Mn)φn)
′ ∩ (M1 ⊗¯ · · · ⊗¯Mn)
= (M1 ∩ (M1)
′
φ1) ⊗¯ · · · ⊗¯ (Mn ∩ (Mn)φn)
′ = C.
Next we recall discrete decompositions. Let M be a von Neumann algebra and φ a
Λ-almost periodic wight onM for a countable subgroup Λ ⊂ R∗+. As a discrete group, take
the Pontryagin dual of Λ and denote by K. By definition, we have a map R ≃ R̂∗+ → K,
which is injective and has a dense image if Λ ⊂ R∗+ is dense, and which is surjective
if Λ ⊂ R∗+ is periodic. The modular action of R extends to an action of K. Take the
crossed product von Neumann algebra M ⋊K by the action. Then by Takesaki duality,
we have (M ⋊ K) ⋊ Λ ≃ M ⊗¯ B(ℓ2(Λ)). The dual weight of M ⊗¯ B(ℓ2(Λ)) is of the
form φ ⊗ ω, where ω := Tr(λ ·) for a closed operator λ on ℓ2(Λ) given by λ(a) = a.
Since M ⋊ K is the fixed point algebra of the dual action on (M ⋊ K) ⋊ Λ, we have
M⋊K ≃ (M ⊗¯B(ℓ2(Λ)))φ⊗ω =: Dφ(M). WhenM is of type III, we have Dφ(M)⋊Λ ≃M ,
which is called a discrete decomposition. The subalgebra Dφ(M) is called a discrete core
of M. Since φ ⊗ ω is almost periodic (or Λ is discrete), there exists a faithful normal
conditional expectation from M onto Dφ(M). When M is a full factor, there always
exists an Sd(M)-almost periodic weight φ onM . In this case, since φ⊗ω is Sd(M)-almost
periodic on M ⊗¯ B(ℓ2(Λ)) ≃ M , the discrete core Dφ(M) = (M ⊗¯ B(ℓ
2(Λ)))φ⊗ω is a II∞
factor, and hence is identified as Mφ ⊗¯ B(H) for some separable infinite Hilbert space H.
Finally M is amenable if and only if Dφ(M) is amenable for any von Neumann algebra
M and its almost periodic weight φ. Hence whenM is of type III and non-amenable, since
Dφ(M) ≃ (M ⊗¯B(ℓ
2(Λ)))φ⊗ω , there is an almost periodic weight on M(≃M ⊗¯ B(ℓ
2(Λ)))
such that its centralizer algebra is non-amenable. By using a type decomposition, We have
the same result for any von Neumann algebra with almost periodic weights. We write this
observation as follows.
Lemma 2.1.4. Let M be a non-amenable von Neumann algebra which admits an al-
most periodic wight. Then there exists an almost periodic weight φ such that Mφ is non-
amenable.
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2.2 Compact and discrete quantum groups
Let G be a compact quantum group. In the paper, we use the following notation,
which are same as in our previous works [10][12]. We denote the Haar state by h, the set
of all equivalence classes of all irreducible unitary corepresentations by Irred(G), and right
and left regular representations by ρ and λ respectively. For x ∈ Irred(G), (uxi,j)
nx
i,j=1 are
coefficients of x and we frequently omit nx. We regard Cred(G) := ρ(C(G)) as our main
object. The GNS representation of h is written as L2(G). All dual objects are written
with hat (e.g. Gˆ).
Let F be a matrix in GL(n,C). The free unitary quantum group (resp. free orthogonal
quantum group) of F [31][32] is the C∗-algebra C(Au(F )) (resp. C(Ao(F ))) defined as
the universal unital C∗-algebra generated by all the entries of a unitary n by n matrix
u = (ui,j)i,j satisfying that F (u
∗
i,j)i,jF
−1 is unitary (resp. F (u∗i,j)i,jF
−1 = u).
In [12], we observed for free quantum groups, there is a nuclear C∗-algebra
Cl ⊂ C
∗{Cred(G), λˆ(ℓ
∞(Gˆ))} ⊂ B(L2(G))
such that
(a) it contains Cred(G) and K(L
2(G));
(b) all commutators of Cl and Cred(G)
op are contained in K(L2(G)), where Cred(G)
op
acts on L2(G) canonically.
When we see it in the continuous core L∞(G) ⋊ R ⊂ B(L2(G) ⊗ L2(R)) (with respect to
the Haar state h), it also satisfies:
(c) a family of maps Ad∆ith (t ∈ R) gives a norm continuous action of R on Cl;
(d) all commutators of π(Cl) and Cred(G)
op ⊗min 1 are contained in K(L
2(G)) ⊗min
B(L2(R)).
Here π means the canonical ∗-homomorphism from B(L2(G)) into B(L2(G) ⊗ L2(R)) de-
fined by (π(x)ξ)(t) := ∆−ith x∆
it
h ξ(t) for x ∈ B(L
2(G)), t ∈ R, and ξ ∈ L2(G)⊗ L2(R).
In the paper, our essential assumptions on quantum groups are these four conditions
and we actually treat quantum subgroups at the same time. We are only interested in
non-amenable von Neumann algebras, since amenable one is not prime. So we use the
following terminology.
Definition 2.2.1. Let Gˆ be a discrete quantum group. We say Gˆ is in C if L∞(G) is
non-amenable and there exists a discrete quantum group Hˆ such that
• the quantum group Gˆ is a quantum subgroup of Hˆ;
• there exists a nuclear C∗-algebra Cl ⊂ C
∗{Cred(H), λˆ(ℓ
∞(Hˆ))} ⊂ B(L2(H)) which
satisfies conditions from (a) to (d) for Hˆ.
In our previous work, we already found following examples (see Subsection 3.2 and the
proof of Theorem C in [12]).
Proposition 2.2.2. Let G be one of the following quantum groups.
(i) A co-amenable compact quantum group.
(ii) The free unitary quantum group Au(F ) for any F ∈ GL(n,C).
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(iii) The free orthogonal quantum group Ao(F ) for any F ∈ GL(n,C).
(iv) The quantum automorphism group Aaut(B,φ) for any finite dimensional C
∗-algebra
B and any faithful state φ on B.
(v) The dual of a bi-exact discrete group Γ.
(vi) The dual of a free product Gˆ1 ∗ · · · ∗ Gˆn, where each Gi is as in from (i) to (v) above.
Then the dual Gˆ is in C if L∞(G) is non-amenable.
Since conditions (a) and (b) above implies bi-exactness [12, Lemmas 3.1.4 and 3.3.1],
which obviously implies condition (AO), we easily deduce the following lemma.
Lemma 2.2.3. Let Gˆ be in C. Then we have C∗{L∞(G), L∞(G)′} ∩K(L2(G)) 6= 0.
Let G be a compact quantum groups and h its Haar state. Let (uxi,j)
x
i,j be a fixed basis
of the dense Hopf ∗-algebra A of Cred(G). Assume that they are orthogonal in L
2(G). In
this case, the modular action of the Haar state h satisfies σht (u
x
i,j) = (λ
x
i λ
x
j )
ituxi,j for some
scalars λxi . Let Eh be the h-preserving conditional expectation from L
∞(G) onto L∞(G)h
which extends to the projection eh from L
2(G) onto L2(L∞(G)h). Let Ah ⊂ L
∞(G)h be
all the linear spans of {uxi,j | λ
x
i λ
x
j = 1}, which is a ∗-algebra, and Cred(G)h be its norm
closure. For a ∈ L∞(G)h with the Fourier expansion a =
∑
x∈Irred(G),i,j a
x
i,ju
x
i,j, we have
a = σht (a) =
∑
x∈Irred(G),i,j a
x
i,j(λ
x
i λ
x
j )
ituxi,j in L
2(G) and hence axi,j = 0 if λ
x
i λ
x
j 6= 1. This
means that eh is the projection onto the subspace spanned by Ah, and hence we have
Eh(u
x
i,j) = u
x
i,j when λ
x
i λ
x
j = 1, and Eh(u
x
i,j) = 0 when λ
x
i λ
x
j 6= 1. Hence Eh is a map
from A onto Ah which is the identity on Ah. This implies that Ah is σ-weakly dense in
L∞(G)h and Eh restricts to a conditional expectation from Cred(G) onto Cred(G)h.
2.3 Popa’s intertwining techniques
In the paper, we use Popa’s intertwining techniques for type III subalgebras, although
there is no useful equivalent conditions in this case. So our definition here is more general
than usual one.
Definition 2.3.1. LetM be a von Neumann algebra, p and q projections inM , A ⊂ pMp
and B ⊂ qMq von Neumann subalgebras. Assume that B is finite or type III. We say A
embeds in B inside M and denote by A M B if there exist non-zero projections e ∈ A
and f ∈ B, a unital normal ∗-homomorphism θ : eAe → fBf , and a partial isometry
v ∈M such that
• vv∗ ≤ e and v∗v ≤ f ,
• vθ(x) = xv for any x ∈ eAe.
We first recall characterizations of this condition for non-finite and semifinite von
Neumann algebras (with finite subalgebras).
Theorem 2.3.2 (non-finite version, [18][17][25][9]). Let M,p, q,A, and B be as in the
definition above and let EB be a faithful normal conditional expectation from qMq onto
B. Assume that B is finite with a trace τB. Then the following conditions are equivalent.
(i) We have A M B.
(ii) There exists no sequence (wn)n of unitaries in A such that ‖EB(b
∗wna)‖2,τB → 0
for any a, b ∈ pMq.
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(iii) There exists a non-zero A-B-submodule H of pL2(M)q with dim(B,τB)H <∞.
Theorem 2.3.3 (semifinite version, [3][8]). Let M be a semifinite von Neumann algebra
with a faithful normal semifinite trace Tr, and B ⊂M be a von Neumann subalgebra with
TrB := Tr|B semifinite. Denote by EB the unique Tr-preserving conditional expectation
from M onto B. Let p be a Tr-finite projection in M and A ⊂ pMp a von Neumann
subalgebra. Then the following conditions are equivalent.
(i) There exists a non-zero projection p ∈ B with TrB(p) < ∞ such that A rMr qBq,
where r := p ∨ q.
(ii) There exists no sequence (wn)n in unitaries of A such that ‖EB(b
∗wna)‖2,TrB → 0
for any a, b ∈ pM .
We use the same symbol A M B if one of these conditions holds.
Remark 2.3.4. By the proof, when A M B for semifinite B ⊂ M , for any increasing
net (qi)i ⊂ B of TrB-finite projections, we can find some qi such that A rMr qiBqi where
r := p∨ qi. So we can choose such a qi from any semifinite subalgebra of B on which TrB
is semifinite.
Since we mainly study continuous cores in the paper, the theorem for semifinite al-
gebras are important for us. Theorem 2.3.3 is a generalization of the statement (ii) in
Theorem 2.3.2 and this formulation is, for example, useful in the next subsection. How-
ever, to study our factorization properties, the statement (iii) is also important since the
proof of Ozawa and Popa for prime factorization result relied on them. Hence here we
give corresponding statements in the semifinite setting. We include sketches of proofs,
since we use similar strategies later. See [2, Theorem F.12] for the details. Recall that any
opposite von Neumann algebra Mop has a canonical right action on L2(M), and we write
its element as aop ∈Mop for a ∈M .
Proposition 2.3.5. Let M,B,Tr, p, A, and EB be as in the previous theorem. Let q ∈ B
be a non-zero projection with TrB(q) < ∞ and write as zq the central support projection
of q in B. Let eB be the Jones projection of B ⊂ M and let Tr〈M,B〉 be the semifinite
trace on 〈M,B〉 given by MeBM ∋ xeBy 7→ Tr(xy). Then the following conditions are
equivalent.
(i) We have A rMr qBq for r := p ∨ q.
(ii) There exists a non-zero positive element d0 ∈ 〈M,B〉 such that d0pz
op
q = d0, Tr〈M,B〉(d0) <
∞, and KAd0 6∋ 0. Here K
A
d0
is the σ-weak closure of co{wd0w
∗ | w ∈ U(A)}.
(iii) There exists a non-zero positive element d ∈ 〈M,B〉 ∩ A′ such that dpzopq = d and
Tr〈M,B〉(d) <∞.
(iv) There exists a non-zero pAp-qBq-submodule H of pL2(M,Tr)q with dim(qBq,τq)H <
∞, where τq := TrB(q · q)/TrB(q).
We use the same symbol A M B if one of these conditions holds.
Proof. The equivalence of (i) and (iv) follows from Theorem 2.3.2, since we canonically
have pL2(M,Tr)q = pL2(rMr,Tr(r · r))q. We show implications (i)⇒ (ii)⇒ (iii)⇒ (iv).
Suppose condition (i). Then by the theorem above, we can find δ > 0 and a finite
subset F ⊂ pMq such that ‖EB(y
∗wx)‖2,τq > δ for any x, y ∈ F and w ∈ U(A), where
τq := Tr(q · q)/Tr(q). Put d0 :=
∑
x∈F xeBx
∗ ∈ 〈M,B〉. It obviously satisfies d0 = d0p
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and Tr〈M,B〉(d0) <∞. We also have d0z
op
q = d0 since z
op
q eB = zqeB . To see the condition
on KAd0 , we calculate for any w ∈ U(A)
∑
x∈F
〈w∗d0wxˆ|xˆ〉 =
∑
x,y∈F
〈eBy
∗wxˆ|y∗wxˆ〉 =
∑
x,y∈F
‖eBy
∗wxˆ‖2,τq =
∑
x,y∈F
‖EB(y
∗wx)‖2,τq > δ.
Hence we get KAd0 6∋ 0 and (ii) holds.
Next suppose condition (ii). We regard KAd0 ⊂ 〈M,B〉 as an L
2-norm bounded, convex,
weak closed (and hence L2-norm closed) subset of L2(〈M,B〉,Tr〈M,B〉). Then we can find
the circumcenter d of KAd0 , which is non-zero by assumption. By the uniqueness of the
circumcenter, we have wdw∗ = d and hence d is contained in 〈M,B〉 ∩A′. Since d ∈ KAd0 ,
we have Tr〈M,B〉(d) <∞ by the normality of Tr〈M,B〉. Thus condition (iii) holds.
Suppose condition (iii). Take a non-zero spectral projection f of d such that Tr〈M,B〉(f) <
∞. Since f is also contained in 〈M,B〉 ∩ A′ with f = fpzopq , the closed subspace
H := fqopL2(M), which is nonzero since f ≤ zopq , has a pAp-qBq-bimodule structure
as a submodule of L2(M). Now the dimension of H with respect to (qBq, τq) is smaller
than Tr〈M,B〉(f)/Tr〈M,B〉(q) and henceH has a finite dimension. We get condition (iv).
Corollary 2.3.6. Keep the setting in the previous proposition. Then A M B if and only
if there exists a non-zero positive element d ∈ p〈M,B〉p ∩ A′ such that Tr〈M,B〉(d) < ∞.
Also A M B if and only if eAe rMr fBf for any (some) projections e ∈ A and f ∈ B
with TrB(f) <∞ and with central supports 1A and 1B respectively.
Proof. For the first half, the only if direction is trivial from the previous theorem. Let
(qi) ⊂ B be an increasing net of TrB-finite projections converging to 1B . Let d be in the
statement. Then there is some i such that d˜ := dzopqi 6= 0. Then d˜ satisfies Tr〈M,B〉(d˜) <∞
and d˜ = d˜zopqi p. Since z
op
qi ∈ Z(〈M,B〉) ⊂ 〈M,B〉 ∩A
′, we have d˜ ∈ 〈M,B〉 ∩A′.
For the second half, suppose A M B and take d in the first statement. If de = 0,
then dzA(e) = d is also zero since d ∈ A
′. So de = dezopf is non-zero and we have
eAe rMr fBf .
Corollary 2.3.7. Keep the setting in the previous proposition and assume that A is of
type II. Then the following condition is also equivalent to A rMr qBq.
(v) There exist non-zero projections e ∈ A and f ∈ qBq, and a partial isometry V ∈
〈M,B〉 such that V ∗V ∈ eA′ and V V ∗ = feB, where eB is the Jones projection for
B ⊂M .
In the case, e ∈ A is taken from any type II subalgebra of A.
Proof. Before the proof, we observe that there is an extended center valued trace T on
zopq 〈M,B〉 such that T (qeB) = z
op
q (for extended center valued traces, see the final part
of [22, Subsection V.2]). Note that zopq is the central support of qop in Bop and hence is
contained in Z(〈M,B〉).
Since the central support of qeB in 〈M,B〉 is z
op
q , we have an isomorphism
π : zopq Z(〈M,B〉) = (zqZ(B))
op ∋ (zqa)
op 7→ qeB(zqa)
op = qeBa ∈ qeBZ(B).
Put φ := Tr〈M,B〉 ◦π. Then φ is a faithful normal positive functional on z
op
q Z(〈M,B〉) and
hence there is an extended center valued trace T on zopq 〈M,B〉 defined by the equation
Tr〈M,B〉(xa) = φ(T (x)a) for all x ∈ z
op
q 〈M,B〉+ and a ∈ z
op
q Z(〈M,B〉)+. It holds that
T (qeB) = z
op
q .
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Suppose condition (iii) in the previous proposition. Taking a spectral projection, we
assume d is a projection. Let T be the extended center valued trace on zopq 〈M,B〉 con-
structed above. Since Tr〈M,B〉(d) <∞, it is a finite projection and so it takes finite values
almost everywhere as a function on the spectrum of Z(〈M,B〉) (e.g. [22, Proposition
V.2.35]). Hence there exists a projection z ∈ Z(〈M,B〉) such that T (zd) ≤ nzopq for some
n ∈ N. Replacing d with zd, we may assume T (d) ≤ nzopq . Since A is of type II, there
exist mutually orthogonal and equivalent projections ei such that 1A =
∑n
i=1 ei. Then it
is easy to show that 0 6= T (de1) ≤ z
op
q . Write e := e1. Then T (de) ≤ z
op
q implies de ≺ qeB .
There is a partial isometry V ∈ zopq 〈M,B〉 such that V ∗V = de and V V ∗ ≤ qeB . Writing
V V ∗ = feB for some f ∈ qBq, we are done. Note that ei above are taken from any type
II subalgebra of A and hence the final assertion also holds.
Next suppose condition (v). Since V eAeV ∗ ⊂ feB〈M,B〉feB = fBfeB ≃ fBf and
V ∗V commutes with eAe, we can define a unital normal ∗-homomorphism θ from eAe into
fBf by θ(x) = V xV ∗. Put ξ := V ∗fˆ ∈ L2(eMf) ⊂ L2(rMr). It holds that xξ = ξθ(x)
for any x ∈ eAe. Take a polar decomposition of ξ in L2(rMr) and denote its pole by
v ∈ rMr. Then we have v = ev = vf and xv = vθ(x) for any x ∈ eAe. This means
A rMr qBq.
We next consider the case that the subalgebra B is of type III. In the case, equivalent
conditions above no longer hold, but still there are some fundamental properties. For
simplicity, from now on, we assume that subalgebras A and B are of type II1 or III. We
write as 1A and 1B the units of A and B.
Proposition 2.3.8. The following conditions are equivalent.
(i) We have A M B.
(ii) There are a nonzero normal ∗-homomorphism π : A⊗¯Ce1,1 → B⊗¯Mn for some n ∈ N
and a nonzero partial isometry w ∈ (1A⊗e1,1)(M ⊗¯Mn) such that wπ(x) = (x⊗e1,1)w
for all x ∈ A, where (ei,j)i,j is a fixed matrix unit in Mn.
Proof. The case that B is of type II1 was already discussed in [25, Proposition 3.1]. So
we assume that B is of type III.
Suppose A M B and take e, f, v and θ as in the definition. If A is of type III, then
e ∼ zA(e) in A with a partial isometry u ∈ A such that uu
∗ = e and u∗u = zA(e), where
zA(e) is the central support projection of e in A. The composite map
A
×zA(e)
−−−−→ AzA(e)
Adu
−−−−→ eAe
θ
−−→ fBf
and the partial isometry u∗v satisfy condition (ii) (for n = 1). If A is of type II1, then the
same argument as in [25, Proposition 3.1] works.
Suppose next condition (ii). The central support of π(1A) in B ⊗¯Mn is of the form
zB ⊗ 1 for some central projection zB ∈ B. Then since central supports of π(1A) and
zB⊗e1,1 are same in the type III algebra B ⊗¯Mn, we have π(1A) ∼ zB⊗e1,1 with a partial
isometry u ∈ B ⊗¯Mn such that u
∗u = π(1A) and uu
∗ = zB ⊗ e1,1. Then the composite
map
A ⊗¯ Ce1,1
π
−−→ π(1A)(B ⊗¯Mn)π(1A)
Adu
−−→ (zB ⊗ e1,1)(B ⊗¯Mn)(zB ⊗ e1,1) = BzB ⊗¯ Ce1,1
and the partial isometry wu∗ ∈ (1A ⊗ e1,1)(M ⊗¯ Mn)(zB ⊗ e1,1) ⊂ M ⊗¯ Ce1,1 work by
identifying M ⊗¯ Ce1,1 ≃M .
From the characterization, it is easy to deduce the following properties.
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Corollary 2.3.9. The following statements are true.
(i) If pAp M B for some p ∈ A or A
′ ∩M , then A M B.
(ii) If A M qBq for some q ∈ B or B
′ ∩M , then A M B.
(iii) If A M B, then D M B for any type II1 or III unital subalgebra D ⊂ A.
The next lemma is a special case of [26, Lemma 3.5], but it treats type III subalgebras.
Lemma 2.3.10. Assume that M and B are of the form M =M1 ⊗¯M2 and B =M1 for
von Neumann algebras M1 and M2. Assume that M2 is of type III and A
′ ∩ 1AM1A is of
type II1 or III. If A M M1, then M2 M A
′ ∩ 1AM1A.
Proof. Take e ∈ A, f ∈ M1, θ, and v ∈ eMf as in the definition of A M M1. Write
p = vv∗ and q := v∗v. We have an inclusion v∗p(eAe)pv ⊂ qθ(eAe) as subalgebras of qMq.
Taking relative commutants in qMq, we have
q(θ(eAe)′ ∩ fMf)q = (qθ(eAe))′ ∩ qMq ⊂ (v∗eAev)′ ∩ qMq = v∗p((eAe)′ ∩ eMe)pv.
This implies q(θ(eAe)′ ∩ fMf)q M p((eAe)
′ ∩ eMe)p with the partial isometry v. Note
that θ(eAe)′ ∩ fMf is of the form (θ(eAe)′ ∩ fM1f) ⊗¯M2 and hence is of type III. So by
the previous lemma, we have θ(eAe)′ ∩ fMf M (eAe)
′ ∩ eMe = e(A′ ∩ 1AM1A)e and
hence fM2 M e(A
′ ∩ 1AM1A)e, since fM2 ⊂ θ(eAe)
′ ∩ fMf . Again by the lemma, we
have M2 M A
′ ∩ 1AM1A.
2.4 Approximately containment in continuous cores
In the subsection, we introduce a notion of approximately containment formulated by
Vaes [27, Section 2]. Our notion here is a slightly generalized but essentially the same one.
Since we follow the same strategy as in [27, Section 2], we basically omit the proofs.
Let G be a compact quantum group and h its Haar state. During the subsection, we
consider following two cases at the same time.
• Case 1. Our target is the continuous core L∞(G) ⋊σh R and its canonical trace,
denoted by M and Tr.
• Case 2. The quantum group G is of Kac type and the dual Gˆ acts on a semifinite
tracial von Neumann algebra (N,TrN ) as a trace preserving action. Our target is
the crossed product von Neumann algebra Gˆ ⋉N and its canonical trace, which is
also denoted by M and Tr.
For a discrete quantum subgroup Hˆ ⊂ Gˆ, we write M
Hˆ
:= L∞(H) ⋊σh R or Hˆ ⋉ N . For
E ,F ⊂ Irred(G) and x, y ∈ Irred(G), we use the notation
EF := {z ∈ Irred(G) | z ∈ e⊗ f for some e ∈ E , f ∈ F},
xEy := {z ∈ Irred(G) | z ∈ x⊗ e⊗ y for some e ∈ E}.
Let S be a family of discrete quantum subgroups of Gˆ. We say a subset F ⊂ Irred(G) is
small relative to S if it is contained in a finite union of subsets of the form xIrred(H)y for
some x, y ∈ Irred(G) and Hˆ ∈ S. For any subset F ⊂ Irred(G), we write the orthogonal
projection from L2(G)⊗L2(R) onto L2(F)⊗L2(R) (or L2(G)⊗L2(N) onto L2(F)⊗L2(N))
as PF , where L
2(F) is the closed subspace spanned by all uxi,j for x ∈ F . For a subgroup Hˆ,
the restriction of PIrred(H) on M is the trace preserving conditional expectation onto MHˆ.
We write NTr := {a ∈M | Tr(a
∗a) <∞} and note that any element a ∈ NTr has a Fourier
expansion in L2(M,Tr) written as a =
∑
x∈Irred(G),i,j u
x
i,ja
x
i,j for a
x
i,j = E(u
x∗
i,ja), where
we take (uxi,j) as an orthogonal family in L
2(G) and E is the Tr-preserving conditional
expectation onto LR or N .
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Definition 2.4.1. Let V be a norm bounded subset in NTr ⊂ M . We say V is ap-
proximately contained in MS , and denote by V ⊂approx M
S , if for any ǫ > 0, there is
F ⊂ Irred(G) which is small relative to S such that
‖b− PF (b)‖2 = ‖PFc(b)‖2 < ǫ
for all b ∈ V.
We also use the notation B ⊂approx M
S when (B)1 ⊂approx M
S for a subalgebra
B ⊂M , and V ⊂approx L
∞(H)⋊R or Hˆ ⋉N when S = {Hˆ}.
We start with a simple lemma.
Lemma 2.4.2. For any F ⊂ Irred(G), ua ∈ span{uai,j | i, j = 1, . . . , na} for a = x, y ∈
Irred(G), and b ∈ NTr, we have
‖PF (u
x∗buy)‖2 ≤ ‖u
x∗‖‖PxF y¯(b)‖2‖u
y‖.
Proof. We first assume y = ǫ, the trivial corepresentation. Write b =
∑
z∈Irred(G),p,q u
z
p,qb
z
p,q
for some bzp,q ∈ LR (or N). For z ∈ Irred(G), (x¯ ⊗ z) ∩ F 6= ∅ is equivalent to z ∈ xF .
Hence we have
‖PF (u
x∗b)‖2 = ‖
∑
z∈Irred(G),p,q
PF (u
x∗uzp,qb
z
p,q)‖2
= ‖
∑
z∈xF ,p,q
PF (u
x∗uzp,qb
z
p,q)‖2
≤ ‖ux∗‖‖
∑
z∈xF ,p,q
uzp,qb
z
p,q‖2 = ‖u
x∗‖‖PxF (b)‖2.
By the same manner, we also have ‖PF (bu
y)‖2 ≤ ‖PF y¯(b)‖2‖u
y‖. Hence
‖PF (u
x∗buy)‖2 ≤ ‖u
x∗‖‖PxF (bu
y)‖2 ≤ ‖u
x∗‖‖PxF y¯(b)‖2‖u
y‖.
By the lemma, we can prove the following lemma, which corresponds to [27, Lemma
2.3].
Lemma 2.4.3. Let V ⊂ NTr be a norm bounded subset. If V ⊂approx M
S , then xVy ⊂approx
MS for any x, y ∈ NTr.
Let p ∈M be a Tr-finite projection and (vλ)λ be a bounded net in pMp. If ‖PF (vλ)‖2 →
0 for all F which is small relative to S, then ‖PIrred(H)(b
∗vλa)‖2 → 0 for all a, b ∈ pM and
all Hˆ ∈ S.
To continue our argument, we need one more assumption which is an opposite phe-
nomena to the second statement in the last lemma. More precisely we need the following
condition:
• For any Hˆ ∈ S, Tr-finite projection p ∈ M , and any net (wλ)λ in U(pMp), if
‖PIrred(H)(b
∗wλa)‖2 converges to 0 for all a, b ∈ pM , then ‖PxIrred(H)y¯(wλ)‖2 also
converges to 0 for all x, y ∈ Irred(G).
When we treat a discrete group, since the inequality in Lemma 2.4.2 becomes the equality
(because PF (λ
∗
xbλy) = PxFy−1(b)), this condition trivially holds. However, in the quantum
situation, this equality is no longer true and hence we have to assume that our target Gˆ
and S satisfy this condition. Fortunately our main target, direct product quantum groups,
always satisfy the condition.
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Lemma 2.4.4. Assume either that (i) Gˆ is a group or (ii) Gˆ is a direct product quantum
group Gˆ1×· · ·× Gˆm and S consists of subgroups generated by some of Gˆi for i = 1, . . . ,m.
Then the condition above holds.
Proof. The assumption (i) was already mentioned just before the lemma. So we assume
(ii). Take any Hˆ ∈ S which is generated by some Gˆi. Exchanging their indices and writing
Gˆ = Hˆ1 × Hˆ2, where Hˆ1 := Gˆ1 × · · · × Gˆn and Hˆ2 := Gˆn+1 × · · · × Gˆm for some n, we
may assume Hˆ = {ǫ1}× Hˆ2. Here ǫ1 is the unit of Hˆ1. In the case, for any x, y ∈ Irred(G)
there is a finite subset F ⊂ Irred(H1) such that xIrred(H)y ⊂ F × Irred(H2). Since
PF×Irred(H2) =
∑
z∈F P{z}×Irred(H2), we may assume x ∈ Irred(H1) and y is trivial.
Take a Fourier expansion of wλ along Hˆ1, namely, decompose wλ =
∑
z∈Irred(H1),k,l
uzk,l(wλ)
z
k,l
for (wλ)
z
k,l = PIrred(H2)(u
z∗
k,lwλ) ∈ MHˆ2 , where (u
z
k,l)
z
k,l is taken as an orthogonal system.
Then for any uxi,j we have
0← ‖uxi,j‖
−2
2 ‖PIrred(H)(u
x∗
i,jwλ)‖2 = ‖u
x
i,j‖
−2
2 ‖
∑
y,k,l
h(ux∗i,ju
y
k,l)(wλ)
y
k,l‖2 = ‖(wλ)
x
i,j‖2,
and hence
‖P{x}×Irred(H2)(ωλ)‖2 = ‖
∑
i,j
uxi,j(wλ)
x
i,j‖2 ≤
∑
i,j
‖(wλ)
x
i,j‖2 → 0.
From now on, we assume that G and S satisfy the condition above. Then we can follow
all the proofs in [27, Section 2] and get the following four statements.
Lemma 2.4.5. Let p be a Tr-finite projection in M and B ⊂ pMp be a von Neumann
subalgebra generated by a group of unitaries G ⊂ U(B). The following statements are
equivalent.
• For every Hˆ ∈ S, we have B 6M MHˆ.
• There exists a net of unitaries (wi) in G such that ‖PF (wi)‖2 → 0 for every subset
F ⊂ Irred(G) which is small relative to S.
Lemma 2.4.6. Let p be a Tr-finite projection in M and B ⊂ pMp be a von Neumann
subalgebra. The following statements are equivalent.
1. There exists an Hˆ ∈ S such that B M MHˆ.
2. There exists a nonzero projection q ∈ B′ ∩ pMp such that (Bq)1 ⊂approx M
S .
Also the following two statements are equivalent.
a. For every nonzero projection q ∈ B′ ∩ pMp, there exists an Hˆ ∈ S such that Bq M
M
Hˆ
.
b. We have (B)1 ⊂approx M
S .
Proposition 2.4.7. The set of projections
P := {q0 ∈ B
′ ∩ pMp | (Bq0)1 ⊂approx M
S}
attains its maximum in a unique projection q ∈ P. This projection belongs to Z(NpMp(B)
′′).
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Lemma 2.4.8. Let S1, S2 and S be families of discrete quantum subgroups of Gˆ. Assume
that for any Fi which is small relative to Si, F1∩F2 is small relative to S. If (B)1 ⊂approx
MSi for i = 1, 2, then (B)1 ⊂approx M
S .
Remark 2.4.9. As mentioned in [27, Lemma 2.7], when Gˆ is a discrete group Γ, we can
put S := {Σ1 ∩ gΣ2g
−1 | Σi ∈ Si for i = 1, 2 and g ∈ Γ}. For our main target, direct
product quantum groups, we can put S := {Hˆ1 ∩ Hˆ2 | Hˆi ∈ Si for i = 1, 2}.
In the proof of main theorems, we often use the following lemma, which is an easy
consequence of lemmas above.
Lemma 2.4.10. Let p be a Tr-finite projection in M and B ⊂ pMp be a von Neumann
subalgebra. Assume that B′ ∩ pMp is a factor. Then for any S, (B)1 ⊂approx M
S if and
only if there exists an Hˆ ∈ S such that B M MHˆ.
Proof. The only if direction is trivial. Assume B M MHˆ for some Hˆ ∈ S. Then by
Lemma 2.4.6, there is a nonzero projection q0 ∈ B
′ ∩ pMp such that (q0B)1 ⊂approx M
S .
Take the maximum projection q ∈ B′ ∩ pMp in Proposition 2.4.7 such that (qB)1 ⊂approx
MS . Since q is non-zero and is contained in B′∩pMp∩Z(NpMp(B)
′′) ⊂ Z(B′∩pMp) = C,
q = 1 and we get (B)1 ⊂approx MS .
3 Prime factorization results for type III factors
In the section, we prove the main theorem. As we mentioned in Introduction, we
begin our work by generalizing condition (AO) to the tensor product setting. We then
study locations of subalgebras and intertwiners inside cores of tensor products by Popa’s
intertwining method. We obtain factorization results for cores first, and then deduce
factorization results for the original algebras.
3.1 Condition (AO) for tensor product algebras
As we mentioned, a discrete quantum group in C is bi-exact, and hence the associated
von Neumann algebra satisfies condition (AO). In the subsection, we study some appropri-
ate conditions on direct products of quantum groups in C. Such an observation was first
given in [15] for direct products and then generalized in [2, Section 15] with the notion of
relative bi-exactness. Our approach here is close to the first one. In the subsection, we
use the notation
BG := B(L
2(G)), KG := K(L
2(G)), BR := B(L
2(R)), KR := K(L
2(R)),
for any compact quantum group G and the real numbers R.
Let Gˆi (i = 1, . . . ,m) be discrete quantum groups in C. By definition there are Hˆi
containing Gˆi with nuclear C
∗-algebras Cil . For simplicity, we first assume Gˆi = Hˆi. We
will get the same conclusions in the general case (Lemma 3.1.5). We use the notation
Cl := C
1
l ⊗min · · · ⊗min C
m
l , Gˆ := Gˆ1 × · · · × Gˆm,
Gˆ
′
i := Gˆ1 × · · · × Gˆi−1 × {ǫi} × Gˆi+1 × · · · × Gˆm,
where ǫi is the unit of Gˆi. Note that Cl is also nuclear and contains Cred(G). Consider a
multiplication map
ν : Cl ⊗alg Cred(G)
op ∋ a⊗ bop 7→ abop ∈ B(L2(G)),
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This is a well defined linear map but not a ∗-homomorphism in general. In fact, ν is
a ∗-homomorphism if and only if commutators [ν(Cl), ν(Cred(G)
op)] are zero. If there
is a non-unital C∗-algebra J ⊂ B(L2(G)) which contains [ν(Cl), ν(Cred(G)
op)] and whose
multiplier algebraM(J) contains ranν, then exchanging the range of ν from B(L2(G)) with
M(J)/J , ν becomes a ∗-homomorphism. In our situation, we can find an appropriate J
as follows.
Lemma 3.1.1. Denote
Ki := BG1 ⊗min · · · ⊗min BGi−1 ⊗min KGi ⊗min BGi+1 ⊗min · · · ⊗min BGn .
Put J :=
∑
iKi. Then J is a C
∗-algebra containing [ν(Cl), ν(Cred(G)
op)] and the multiplier
algebra M(J) contains ranν.
Proof. Since each Ki is an ideal in BG1⊗min · · ·⊗minBGn, J is a C
∗-algebra. Since ranν is
contained in BG1⊗min· · ·⊗minBGn , it is contained inM(J). To show [ν(Cl), ν(Cred(G)
op)] ⊂
J , we have only to check [ν(Cil ), ν(Cred(Gj)
op)] ⊂ J for any i, j, because J is an ideal in
M(J). The commutators are zero when i 6= j, and are contained in Ki when i = j.
We keep J in the lemma. Then we get a ∗-homomorphism ν from Cl ⊗alg Cred(G)
op
into M(J)/J , which is bounded with respect to the max tensor product norm. Since Cl
is nuclear, the max norm coincides with the minimal tensor norm. Finally restricting the
map on Cred(G)⊗alg Cred(G)
op, we get the following proposition which is an analogue of
condition (AO) on tensor product algebras.
Proposition 3.1.2. The C∗-algebra Cred(G) is exact and the multiplication map
Cred(G)⊗alg Cred(G)
op ∋ a⊗ bop 7→ abop ∈M(J)/J
is bounded with respect to the minimal tensor norm.
We next investigate a similar property on continuous cores. Recall that commutants
of continuous cores are of the form
L∞(G)⋊R =W ∗{π(L∞(G)), 1⊗ λt (t ∈ R)},
(L∞(G)⋊R)′ = (L∞(G)⋊R)op =W ∗{L∞(G)op ⊗¯ 1, ∆it ⊗ ρt (t ∈ R)}.
where π is the canonical ∗-homomorphism into B(L2(G) ⊗ L2(R)), ∆ is the modular
operator of the Haar state of G, and ρt is the right regular representation of R. We go
along a similar line to above by exchanging Cred(G) with Cred(G)⋊rR, the reduced norm
continuous crossed product, which is a dense subalgebra in the core.
Keep the notation above and let us first consider a multiplication map
µ : Cl ⊗alg Cred(G)
op ∋ a⊗ b 7→ π(a)(b⊗ 1) ∈ B(L2(G)⊗ L2(R)).
In (the proof of) [10, Proposition 3.2.3], we verified that M(KG ⊗min BR) contains the
C∗-algebra D which is generated by
• the image of µ;
• 1⊗ λt, ∆
it ⊗ ρt (t ∈ R);
•
∫
R
f(s)(1⊗ λs) · ds,
∫
R
f(s)(∆is ⊗ ρs) · ds (f ∈ L
1(R))
(for the fact, we do not need any assumption onG). In our situation, since [µ(Cl), µ(Cred(G)
op)]
is not contained in KG⊗minBR, the algebraM(KG⊗minBR) should be exchanged byM(J˜)
for some appropriate J˜ .
15
Lemma 3.1.3. Put J˜ := J ⊗min BR =
∑
iKi⊗minBR. Then J˜ is a C
∗-algebra containing
[µ(Cl), µ(Cred(G)
op)] ⊂ J˜ and the multiplier algebra M(J˜) contains D.
Proof. Since each Ki ⊗min BR is an ideal in BG1 ⊗min · · · ⊗min BGn ⊗min BR, J˜ is a C
∗-
algebra. Obviously 1 ⊗ λt and ∆
it ⊗ ρt (t ∈ R), and µ(Cred(G)
op) are contained in
BG1⊗min · · ·⊗minBGn⊗minBR and hence inM(J˜). Let (p
i
j)j be an increasing net of central
projections in λˆ(c0(Gˆi)) ⊂ KGi converging to 1 strongly, which automatically commute
with ∆it (t ∈ R) and λˆ(ℓ∞(Gˆi)). Then
∫
R
f(s)(1 ⊗ λs) · ds and
∫
R
f(s)(∆is ⊗ ρs) · ds
(f ∈ L1(R)), and µ(ℓ∞(Gˆ)) commute with 1G′ip
i
j⊗1R ∈ Ki⊗minBR. So they are contained
in M(Ki ⊗min BR) for all i and hence in M(J˜). Let (u
x
k,l) be a basis of the dense Hopf
∗-algebra of Cred(G), which is orthogonal in L
2(G). Then since σht (u
x
k,l) = (λ
x
k,l)
ituxk,l
(t ∈ R) for some λxk,l > 0, π(u
x
k,l) is of the form u
x
k,l ⊗ f
x
k,l, where f
x
k,l ∈ L
∞(R) is given by
fxk,l(t) = (λ
x
k,l)
−it. This is contained in M(J˜) and hence µ(Cl) is contained in M(J˜).
To prove [µ(Cl), µ(Cred(G)
op)] ⊂ J˜ , it suffice to show [µ(Cil ), µ(Cred(Gj)
op)] ⊂ J˜ for
any i, j. The commutators are zero when i 6= j, and are contained in Ki ⊗min BR when
i = j.
We keep J˜ in the lemma. Exchange the range of µ with M(J˜)/J˜ and get a ∗-
homomorphism. It is bounded with respect to the minimal tensor norm since Cl is
nuclear. Then consider (R × R)-actions on Cl ⊗min Cred(G)
op and M(J˜)/J˜ given by
(s, t) 7→ Ad(∆is ⊗ ∆it) and (s, t) 7→ Ad([1 ⊗ λs][∆
it ⊗ ρt]) respectively. It is easy to
verify that µ is (R × R)-equivariant. Since M(J˜) contains D and R × R is amenable, we
get the following map
(Cl ⋊r R)⊗min (Cred(G)⋊r R)
op ≃ (Cl ⊗min Cred(G)
op)⋊r (R× R)→M(J˜)/J˜ .
Restricting the map, we get the following proposition, which is also an analogue of condi-
tion (AO) on tensor products.
Proposition 3.1.4. The C∗-algebra Cred(G)⋊r R is exact and the multiplication map
(Cred(G)⋊r R)⊗alg (Cred(G)⋊r R)
op ∋ a⊗ bop 7→ abop ∈M(J˜)/J˜
is bounded with respect to the minimal tensor norm.
Recall that we assumed Gˆi = Hˆi at the first stage in the subsection. In the general
case, cutting by eGi , which is the projection from L
2(Hi) onto L
2(Gi), we can easily deduce
the following lemma (e.g. [12, Lemma 3.3.1]).
Lemma 3.1.5. Propositions 3.1.2 and 3.1.4 are true for general Gˆi in C.
Remark 3.1.6. In the end of Subsection 2.2, we observed that the Haar state preserving
conditional expectation Eh onto L
∞(G)h gives a conditional expectation from Cred(G)
onto Cred(G)h. By the same argument above, we can also exchange all objects of Gˆi in
Proposition 3.1.2 with Cred(Gi)h, L
∞(Gi)h and L
2(L∞(Gi)h). Hence by Ozawa–Popa’s
method, we can prove prime factorization results for L∞(G1)h1 ⊗¯ · · · ⊗¯ L
∞(Gn)hn if each
tensor component is a non-amenable II1 factor.
3.2 Location of subalgebras
In this subsection, we give a key observation for our factorization results. Our condition
(AO) phenomena is used only to prove the following proposition. It is a generalization of
[10, Theorem C] and its origin is [13, Theorem 4.6] (see also [11, Theorem 5.3.3]).
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Let Gˆi (i = 1, . . . ,m) be discrete quantum groups in C and hi be Haar states of Gi.
Write h := h1 ⊗ · · · ⊗ hn. We use the notation in the previous section such as Gˆ, Gˆ
′
i and
J˜ .
Proposition 3.2.1. Let p be a Tr-finite projection in Ch(L
∞(G))(=: Ch), where Tr is the
canonical trace on Ch, and N ⊂ pChp a von Neumann subalgebra. Then we have either
one of the following statements:
(i) The relative commutant N ′ ∩ pChp is amenable.
(ii) We have N Ch L
∞(G′i)⋊R for some i.
Proof. We give only a sketch of the proof. By [11, Proposition 5.2.4], we may assume
that N is amenable. Suppose by contradiction that N 6rChr q(L
∞(G′i) ⋊ R)q for any i
and any Tr-finite projection q ∈ L∞(G′i)⋊R and r := p ∨ q.
Define a proper conditional expectation ΨN : B(L
2(Ch))→ N
′. For any i, we will show
ΨN (eGi ⊗ 1G′i ⊗ 1R) = 0, where eGi is the projection from L
2(Gi) onto C1ˆGi . This implies
K(L2(Gi))⊗min B(L
2(G′i)⊗ L
2(R)) ⊂ kerΨN and hence J˜ ⊂ kerΨN .
Let q ∈ L∞(G′i)⋊R be any projection with Tr(q) <∞ and zq be the central support
of q in L∞(G′i) ⋊ R. Write s := z
op
q ΨN (eGi ⊗ 1G′i ⊗ 1R)z
op
q . Then s is contained in
N ′ ∩ ((L∞(G′i) ⋊ R)
op)′ and satisfies s = szopq p. Since N 6rChr q(L
∞(G′i) ⋊ R)q, by
Proposition 2.3.5, Tri(s) is zero or infinite, where Tri is the canonical trace on the basic
construction of L∞(G′i)⋊R ⊂ Ch. This actually has a finite value because
Tri(s) ≤ Tri(ΨN (eGi ⊗ 1G′i ⊗ 1R))
≤ Tri(p(eGi ⊗ 1G′i ⊗ 1R)p)
≤ Tri((eGi ⊗ 1G′i ⊗ 1R)Ei(p))
= Tr(Ei(p)) = Tr(p) <∞,
where Ei is the Tr-preserving conditional expectation from Ch onto L
∞(G′i) ⋊ R. Thus
we get Tri(s) = 0 and this means ΨN (eGi ⊗ 1G′i ⊗ 1R) = 0.
Now considering the composite map
(Cred(G)⋊r R)⊗min (Cred(G)⋊r R)
op µ−→M(J˜)/J˜
Ψ
−→ N ′,
where µ is as in Proposition 3.1.4, we can follow the same method as in [13, Theorem 4.6]
(or [11, Theorem 5.3.3]).
3.3 Intertwiners inside type III algebras and continuous cores
In the work of Ozawa and Popa on prime factorizations, they first found an intertwiner
between tensor components of both sides and then constructed a unitary element which
moves tensor components from one side to the other. In the subsection we study corre-
sponding statements for type III factors. We recall the statement on II1 factors and then
prove a similar one on type III factors.
Lemma 3.3.1 ([15, Proposition 12]). LetMi and Ni be II1 factors withM1⊗¯M2 = N1⊗¯N2
(=:M). Assume N1 M M1. Then there is a unitary element u ∈M and a decomposition
M ≃M t1 ⊗¯M
1/t
2 for some t > 0 such that uN1u
∗ ⊂M t1.
Lemma 3.3.2. Let Mi and Ni be factors with M1 ⊗¯M2 = N1 ⊗¯N2(=:M). Assume that
M2 and N2 are type III factors and N1 M M1. Then there is a partial isometry u ∈ M
such that u∗u ∈ N1, uu
∗ ∈M1, and uN1u
∗ ⊂ uu∗M1uu
∗. If moreover M1 and N1 are also
type III factors, the element u can be taken as a unitary element.
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Proof. By assumption, there are e ∈ N1, f ∈ M1, v ∈ M , and θ : eN1e → fM1f . Since
vv∗ ∈ N ′1∩eMe = eN2 and eN2 is a type III factor, we have vv
∗ ∼ e with a partial isometry
u ∈ eN2 such that uu
∗ = e and u∗u = vv∗. Replacing v with u∗v, we may assume that
e = vv∗. Since v∗v ∈ θ(eAe)′∩fMf = (θ(eAe)′∩fM1f) ⊗¯M2 and (θ(eAe)
′∩fM1f) ⊗¯M2
is of type III, v∗v ∼ z ⊗ 1M2 for some z ∈ Z(θ(eAe)
′ ∩ fM1f) with a partial isometry
u ∈ (θ(eAe)′ ∩ fM1f) ⊗¯M2 such that uu
∗ = z ⊗ 1M2 and u
∗u = v∗v. Replacing θ and v
with (z ⊗ 1M2)θ(x) for x ∈ eN1e and vu
∗, we may assume f = v∗v. So the first statement
holds.
We next assume M1 and N1 are of type III. Then since e ∼ 1N1 in N1 and f ∼ 1M1 in
M1, replacing v, we can assume vv
∗ = v∗v = 1.
3.4 Proof of Theorem A
We start with two simple lemmas.
Lemma 3.4.1. Let M be a von Neumann algebra and N ⊂M a subfactor with a faithful
normal conditional expectation EN . Let φ be a faithful normal state on M with φ◦EN = φ.
If M = N ∨ (N ′ ∩M), then we have an isomorphism N ⊗¯ (N ′ ∩M) ∋ a⊗ b 7→ ab ∈M .
Proof. See the proof of [24, Lemma XIV.2.5].
Lemma 3.4.2. Let Mi be von Neumann algebras and φi faithful normal states on Mi. If
M1 ∩ (M1)
′
φ1
= C, then Cφ1⊗φ2(M1 ⊗¯M2) ∩ (M1)
′
φ1
= Cφ2(M2). If moreover M1 is a III1
factor, then Cφ1⊗φ2(M1 ⊗¯M2) ∩ Cφ1(M1)
′ = (M2)φ2 .
Proof. Write N := Cφ1⊗φ2(M1 ⊗¯M2). Since N is contained in M1 ⊗¯M2 ⊗¯ B(L
2(R)),
N ∩ (M1)
′
φ1
is contained in M1 ⊗¯M2 ⊗¯B(L
2(R))∩ ((M1)φ1 ⊗¯C ⊗¯C)
′ = C ⊗¯M2 ⊗¯B(L
2(R)).
Hence it is contained in C ⊗¯ Cφ2(M2) and the first statement holds. We then have
N ∩ Cφ1(M1)
′ ⊂ C ⊗¯ Cφ2(M2) ∩ (C ⊗¯ C ⊗¯ LR)
′ = C ⊗¯ (M2)φ2 ⊗¯ LR
(use [8, Proposition 2.4] if necessary). If M1 is a III1 factor, exchanging the first and the
second tensor components, we have
((M2)φ2 ⊗¯ C ⊗¯ LR) ∩ (C ⊗¯ Cφ1(M1)
′) ⊂ (M2)φ2 ⊗¯ (Cφ1(M1) ∩ Cφ1(M1)
′) = (M2)φ2 ⊗¯ C.
By the first lemma, we identify M as N ⊗¯ (N ′ ∩M) if N ⊂M satisfy the assumption
of the lemma.
Let Gi and Nj be as in the first statement in Theorem A. For simplicity, we use the
notationMi := L
∞(Gi),M :=M1 ⊗¯· · ·⊗¯Mm, N := N1⊗¯· · ·⊗¯Nn,MX := ⊗¯i∈XMi (M∅ :=
C) and NY := ⊗¯j∈YNj (N∅ := C) for any subsets X ⊂ {1, . . . ,m} and Y ⊂ {1, . . . , n}.
Since the inclusion N ⊂ M is with expectation, we have an inclusion C(N) ⊂ C(M) for
some continuous cores. Since each Ni has an almost periodic state, there exist almost
periodic weights φi such that (Ni)φi is non-amenable and φi is semifinite on (Ni)φi . Write
φ := φ1 ⊗ · · · ⊗ φn. We fix an inclusion
Cφ(N) ≃ C(N) ⊂ C(M) ≃ Ch(M),
which preserves canonical traces. We denote this trace by Tr. Since the inclusion does
not preserve LR, we write LR inside Cφ(N) and Ch(M) as LRN and LRM respectively.
Identifying MX = MX ⊗¯ 1MXc and NY = NY ⊗¯ 1NY c , we often write Ch(MX), Cφ(NY ),
(MX)h, and (NY )φ (instead of ChX (MX) for example, where hX := ⊗i∈Xhi).
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Lemma 3.4.3. For any subset Y ⊂ {1, . . . , n} with |Y c| ≤ m and any Tr-finite projection
p ∈ LRN , there are X ⊂ {1, . . . ,m} and φi-finite projections pi ∈ (Ni)φi such that |X
c| =
|Y c| and qCφ(NY )q C(M) Ch(MX), where q := p1 ⊗ · · · ⊗ pn ⊗ p.
Proof. Let zi ∈ Z((Ni)φi) be projections such that zi(Ni)φi has no amenable summand.
Since (Ni)φi are semifinite, there are φi-finite projections pi ∈ (Ni)φi such that pizi 6= 0.
Put p˜i := pizi, p˜ := p˜1 ⊗ · · · ⊗ p˜n, N˜i := p˜iNip˜i, and N˜ := N˜1 ⊗¯ · · · ⊗¯ N˜n. For a Tr-finite
projection p ∈ LR, we have pCφ(N˜)p = pp˜Cφ(N)p˜p ⊂ Ch(M). We apply Proposition 3.2.1
to pCφ(N˜2 ⊗¯ · · · ⊗¯ N˜n)p ⊂ Ch(M) and get pCφ(N˜2 ⊗¯ · · · ⊗¯ N˜n)p Ch(M) Ch(MX1), where
X1 = {1, . . . ,m} \ i for some i, by non-amenability of (N˜1)φ1 . For simplicity we assume
i = 1. Note that (N˜n)φ = p˜n(Nn)φp˜n has no amenable summand and hence is of type II. By
Corollary 2.3.7, there exist nonzero projections e1 ∈ p(N˜n)φp, f1 ∈ Ch(MX1), and a partial
isometry V1 ∈ 〈Ch(M), Ch(MX1)〉 such that Tr(f1) < ∞, V
∗
1 V1 ∈ e1Cφ(N˜2 ⊗¯ · · · ⊗¯ N˜n)
′,
and V1V
∗
1 = f1eX1 , where eX1 is the Jones projection for Ch(MX1) ⊂ Ch(M). We have
V1e1Cφ(N˜2 ⊗¯ · · · ⊗¯ N˜n)e1V
∗
1 ⊂ f1eX1〈Ch(M), Ch(MX1)〉f1eX1
= CeM1 ⊗¯ f1Ch(MX1)f1,
where eM1 is the projection from L
2(M1) onto C1ˆM1 . We again apply Proposition 3.2.1 to
the inclusion and get V1e1Cφ(N˜3⊗¯· · ·⊗¯N˜n)e1V
∗
1 CeM1⊗¯Ch(MX1 ) CeM1 ⊗¯Ch(MX2) for some
X2 (since (N˜2)φ has no amenable summand). We assume X2 = X1 \{2}. Then there exist
nonzero projections e2 ∈ e1(N˜n)φe1, f2 ∈ Ch(MX2), and a partial isometry V2 ∈ CeM1 ⊗¯
〈Ch(MX1), Ch(MX2)〉 such that Tr(f2) < ∞, V
∗
2 V2 ∈ V1e2V
∗
1 (V1Cφ(N˜3 ⊗¯ · · · ⊗¯ N˜n)V
∗
1 )
′,
V2V
∗
2 = CeM1 ⊗¯ f2e
X1
X2
, where eX1X2 is the Jones projection for Ch(MX2) ⊂ Ch(MX1). We
get
V2V1e2Cφ(N˜3 ⊗¯ · · · ⊗¯ N˜n)e2V
∗
1 V
∗
2 ⊂ CeM1 ⊗¯ CeM2 ⊗¯ f2Ch(MX2)f2,
where eM2 is the projection from L
2(M2) onto C1ˆM2 . Since V2V1 ∈ 〈Ch(M), Ch(MX2)〉,
(V2V1)
∗V2V1 ∈ e2Cφ(N˜3 ⊗¯ · · · ⊗¯ N˜n)
′, and V2V1(V2V1)
∗ = V2V
∗
2 = eX2f2, where eX2 is the
Jones projection for Ch(M) ⊂ Ch(MX1), we have pCφ(N˜3 ⊗¯ · · · ⊗¯ N˜n)p Ch(M) Ch(MX2).
Hence qCφ(N3 ⊗¯ · · · ⊗¯Nn)q Ch(M) Ch(MX2). Repeating this operation, we can prove the
lemma.
Remark 3.4.4. In the proof of the lemma, we in fact proved the following statement:
if qCφ(NY )q C(M) Ch(MX) (resp. q(NY )φq C(M) Ch(MX)) for some X,Y and q =
p1 ⊗ · · · ⊗ pn ⊗ p, where p ∈ LRN is a Tr-finite projection and pi ∈ (Ni)φ are φ-finite
projections with pi(Ni)φpi non-amenable, then for any i ∈ Y there is some j ∈ X such
that qCφ(NY \{i})q C(M) Ch(MX\{j}) (resp. q(NY \{i})φq C(M) Ch(MX\{j})).
Corollary 3.4.5. If q(NY )φq C(M) Ch(MX) for some X,Y , where q is as in the previous
remark, then |Y | ≤ |X|.
Proof. Suppose |Y | > |X|. By the remark above, we get q(NY˜ )φq Ch(M) LR for some
Y˜ 6= ∅. This is a contradiction since q(NY˜ )φq has no amenable summand.
It is now easy to prove the first half of Theorem A, since qCφ(NY )q C(M) Ch(MX)
implies q(NY )φq C(M) Ch(MX).
We next assume Mi = L
∞(Gi) and Nj satisfy conditions in the second statement in
Theorem A. In the case, M is full from Lemmas 2.1.2 and 2.2.3, and hence each Ni is also
full. So Ni = (Ni)φi is a non-amenable II1 factor if Ni is a II1 factor. If Ni is a III1 factor,
as we mentioned in Subsection 2.1, φi is Sd(Ni)-almost periodic and the discrete core
Dφi(Ni) is a II∞ factor and is isomorphic to (Ni)φi ⊗¯ B(H) for some H. Hence (Ni)φi is
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a non-amenable II1 factor. Thus we can apply Lemma 3.4.3 and get that for any Tr-finite
projection p ∈ LRN and any i there is some j such that pCφ(Ni)p Ch(M) Ch(Mj). We
first prove this correspondence is one to one. For simplicity, from now on we assume that
there is at least one III1 factor among Mi.
Lemma 3.4.6. Let X,Y be subsets in {1, . . . , n} and p ∈ LRN a Tr-finite projection.
(i) If NY is a II1 factor, then (NY )φp Ch(M) Ch(MX) implies (NY )φp ⊂approx Ch(MX).
(ii) If NY is a III1 factor, then pCφ(NY )p Ch(M) Ch(MX) implies pCφ(NY )p ⊂approx
Ch(MX).
Proof. Use Lemmas 2.1.3, 2.4.10, and 3.4.2.
Lemma 3.4.7. Let X1,X2, and Y be subsets in {1, . . . , n} with |X1| = |X2| = |Y | and
let p1, p2 ∈ LRN be Tr-finite projections. Assume that pi(NY )φpi Ch(M) Ch(MXi) for
i = 1, 2 when NY is a II1 factor, or piCφ(NY )pi Ch(M) Ch(MXi) for i = 1, 2 when NY is
a III1 factor. Then X1 = X2.
Proof. Replacing p1 and p2 with p1 ∨ p2, we may assume p1 = p2(=: p). By the previous
lemma, we have (NY )φp ⊂approx Ch(MXa) for a = 1, 2. Lemma 2.4.8 (and Remark 2.4.9)
then implies (NY )φp ⊂approx Ch(MX1∩X2). Thus we get (NY )φp Ch(M) Ch(MX1∩X2).
This contradicts to Corollary 3.4.5 when X1 6= X2, since |X1 ∩X2| < |Y |.
Lemma 3.4.8. Let X,Y1, and Y2 be subsets in {1, . . . , n} with |X| = |Y1| = |Y2| and let
p1, p2 ∈ LRN be Tr-finite projections. If p1Cφ(NY1)p1 Ch(M) Ch(MX) and p2Cφ(NY2)p2 Ch(M)
Ch(MX), then Y1 = Y2.
Proof. Replacing p1 and p2 with p1 ∨ p2, we may assume p1 = p2(=: p). By Lemma
3.4.3, there is some X2 with |X2| = |Y
c
1 | such that pCφ(NY c1 )p Ch(M) Ch(MX2). We
claim that X ∩ X2 6= ∅ when Y1 6= Y2. Take i ∈ Y
c
1 ∩ Y2. Since i ∈ Y
c
1 , by Remark
3.4.2, we have pCφ(Ni)p Ch(M) Ch(Mj) for some j ∈ X2. Since i ∈ Y2, we also have
pCφ(Ni)p Ch(M) Ch(Ml) for some l ∈ X by Remark 3.4.2 and assumption. By the
previous lemma, j = l ∈ X ∩X2.
By assumption, there is q ∈ LRM such that pCφ(NY1)p rCh(M)r qCh(MX)q for r :=
p ∨ q. By [26, Lemma 3.5] and Lemma 3.4.2, we have
qCh(MX)
′q ∩ qCh(M)q rCh(M)r pCφ(NY1)
′p ∩ pCh(M)p
and
(MXc)hq ⊂ qCh(MX)
′q  pCφ(NY1)
′p ⊂ pCφ(NY c1 )p  qCh(MX2)q.
When NY c
1
is a III1 factor, the final embedding becomes ⊂approx. When NY c
1
is a II1
factor, since NY1 is a III1 factor, we have Cφ(NY1)
′ = (NY c
1
)φ and hence replacing the
final embedding with (NY c
1
)φp  qCh(MX2)q, we again get ⊂approx. In any case, by
[26, Lemma 3.8], we get (MXc)hq Ch(M) Ch(MX2). By Lemma 2.4.6, there is some
s ∈ (MXc)
′
h ∩ qCh(M)q such that (MXc)hqs ⊂approx Ch(MX2). Since we trivially have
(MXc)hq ⊂approx Ch(MXc), it also holds that (MXc)hqs ⊂approx Ch(MXc) by Lemma 2.4.3.
Finally from Remark 2.4.10, we get (MXc)hqs ⊂approx Ch(MXc∩X2). Since |X
c∩X2| < |X
c|
by the claim above, we get a contradiction from Corollary 3.4.5.
Thanks for previous two lemmas, there is a unique σ ∈ Sn such that
pCφ(Ni)p Ch(M) Ch(Mσ(i)) (i = 1, . . . , n)
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for any Tr-finite projection p ∈ LRN . In this case, we in fact have
pCφ(NY )p Ch(M) Ch(Mσ(Y )) (Y ⊂ {1, . . . , n}).
To see this, fix any Y ⊂ {1, . . . , n}. We use Lemma 3.4.3 and find some X ⊂ {1, . . . , n},
which is unique by Lemma 3.4.7, such that pCφ(NY )p Ch(M) Ch(MX) and |X| = |Y |.
By Remark 3.4.4, for any i ∈ Y there is j ∈ X such that pCφ(Ni)p Ch(M) Ch(Mj). This
implies σ(i) = j and, since σ is bijective and |X| = |Y |, we get σ(Y ) = X.
We next take the relative commutants of the embedding (with respect to Y c) and get
(Mσ(Y ))hq ⊂ qCh(Mσ(Y c))
′q Ch(M) Cφ(NY c)
′ ⊂ (NY )φ ⊗¯ LR
for some Tr-finite projection q ∈ LRM . Then by (the proof of) [1, Proposition 2.10], we
finally get
(Mσ(Y ))h M (NY )φ (Y ⊂ {1, . . . , n}).
Lemma 3.4.9. In the setting, Mσ(i) is a II1 factor if and only if so is Ni.
Proof. Suppose that Mσ(i) is a II1 factor. Then since
(Ni)φ ⊗¯ LRp ⊂ pCφ(Ni)p Ch(M) Ch(Mσ(i)) = (Mσ(i))h ⊗¯ LR
for any Tr-finite projection p ∈ LRN , we have (Ni)φ M (Mσ(i))h by [1, Proposition 2.10].
If Ni is of type III, we can apply Lemma 2.3.10 two times and get
Ni = ((Ni)
′
φ ∩M)
′ ∩M M ((Mσ(i))
′
h ∩M)
′ ∩M =Mσ(i).
HenceNi must contains a finite direct summand and hence a contradiction. Since (Mσ(i))h M
(Ni)φ, the converse holds by the same argument.
Proof of Theorem A. The first half statement was already proved by Corollary 3.4.5.
So we see the second half.
• Case 1: all Mi are II1 factors.
In the case, we can apply the prime factorization result of Ozawa and Popa. So there
are u ∈ U(M), σ ∈ Sn, and ti > 0 such that uNiu
∗ =M tiσ(i) (which implies Ni M Mσ(i)).
By the same method as in Lemmas 3.4.7 and 3.4.8, we can prove that σ ∈ Sn is unique
with the condition Ni M Mσ(i) for all i. On the other hand, by Lemma 3.4.3, for any
i there is some j such that Ni ⊗¯ LRp = pCφ(Ni)p Ch(M) Ch(Mj) = Mj ⊗¯ LR for any
Tr-finite projection p ∈ LRN . By [1, Proposition 2.10], this implies Ni M Mj . So by the
uniqueness, we get σ(i) = j and σ is determined from pCφ(Ni)p Ch(M) Ch(Mσ(i)).
We next consider the case that there is at least one III1 factor among Mi. As we men-
tioned before Lemma 3.4.9, there is a unique σ ∈ Sn with pCφ(Ni)p Ch(M) Ch(Mσ(i)),
and it then holds that (Mσ(i))h M (Ni)φ.
• Case 2: there are more than two III1 factors among Mi.
By Lemma 3.4.9, the same is true for Ni. For simplicity we assume σ = id. When
Mi and Ni are III1 factors, since so are M{i}c and N{i}c , we can apply Lemma 2.3.10 to
(Mi)h M (Ni)φ two times and get Mi M Ni. Also Mi M Ni holds for II1 factors Mi
and Ni. We fix i and apply Lemma 3.3.2 and get a partial isometry or a unitary u ∈ M
such that uMiu
∗ ⊂ uu∗Niuu
∗. Write p = uu∗ ∈ Ni and q = u
∗u ∈Mi. We have
uMiu
∗ ⊗¯ uM{i}cu
∗ = uMu∗ = pMp = pNip ⊗¯N{i}c ,
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and hence
uM{i}cu
∗ = (uMiu
∗)′ ∩ pMp = ((uMiu
∗)′ ∩ pNip) ⊗¯N{i}c .
Since Mi ≃ uMiu
∗, we can apply the first half of Theorem A, and then get amenability of
((uMiu
∗)′∩pNip). SinceM{i}c is full from Lemmas 2.1.2 and 2.2.3, ((uMiu
∗)′∩pNip) must
be a type I factor, say B(K). Since uMu∗ = uMiu
∗ ⊗¯ uM{i}cu
∗ = uMiu
∗ ⊗¯B(K) ⊗¯N{i}c ,
we get pNip = (N{i}c)
′ ∩ pMp = uMiu
∗ ⊗¯ B(K). This means Ni and Mi are isomorphic
when they are III1 factors, and are stably isomorphic when they are II1 factors.
• Case 3: there is only one III1 factor among Mi.
The same is true for Ni. Assume for simplicity that σ = id and M1 and N1 are III1
factors. For i 6= 1, since Mi M Ni, Mi and Ni are stably isomorphic by the same manner
as above. So we see the case i = 1. Put X := {1}c. Since NX and MX are also II1 factors,
we have MX = (MX)h M (NX)φ = NX . So there is a partial isometry u ∈M such that
uMXu
∗ ⊂ pNXp, where p := uu
∗. We have uM1u
∗ = ((uMXu
∗)′ ∩ pNXp) ⊗¯ N1. The
algebra (uMXu
∗)′∩pNXpmust be a type I factor and henceM1 andN1 are isomorphic.
4 Prime factorization results for crossed product algebras
In the proof of Theorem B, we go along a similar line to the proof of Theorem A. We
first prove a key proposition with condition (AO) and then study intertwiners on crossed
products. We finally prove some one-to-one correspondence between each component of
direct product groups.
4.1 Location of subalgebras
Let Γ and Λ be discrete groups acting on semifinite tracial von Neumann algebras
(A,TrA) and (B, τB) with τB(1) = 1 as trace preserving actions. Assume that we have an
inclusion B⋊Λ ⊂ p(A⋊Γ)p with B ⊂ pAp (not necessarily B = pAp) for some TrA-finite
projection p ∈ Z(A). Write M := A⋊ Γ.
Lemma 4.1.1. Let Λ0 ⊂ Λ and Γ0 ⊂ Γ be subgroups and q ∈ Z(A) a TrA-finite projection
with p ≤ q. If LΛ0 qMq q(A⋊ Γ0)q, then we have B ⋊ Λ0 qMq q(A⋊ Γ0)q.
Proof. By assumption, there exist δ > 0 and a finite subset F ⊂ pMq such that∑
x,y∈F ‖EA⋊Γ0(y
∗wx)‖22 > δ for all w ∈ U(LΛ0). We may assume that F consists of
elements of the form pλsq for some s ∈ Γ. Put d0 :=
∑
x∈F xeA⋊Γ0x
∗. By the proof
of (i) ⇒ (ii) in Proposition 2.3.5, d0 satisfies condition (ii) in the proposition. Since d0
commutes with B ⊂ pAp, d0 actually satisfies that the σ-weak closure of
co{wd0w
∗ | w = λsb for some s ∈ Λ0, b ∈ U(B)}
does not contain zero. Then by the same manner as in the proof of (ii) ⇒ (iii) in
Proposition 2.3.5, we get d ∈ 〈M,A ⋊ Γ0〉 ∩ (LΛ0 ∪ B)
′ satisfying condition (iii). Since
(LΛ0 ∪B)
′ = (B ⋊ Λ0)
′, we get B ⋊ Λ0 qMq q(A⋊ Γ0)q.
Proposition 4.1.2. Assume that TrA|Z(A) is semifinite and Γ is bi-exact relative to G,
where G is a countable family of subgroups of Γ. Assume either A is amenable or Γ is
weakly amenable. Then for any subgroup Λ0 ⊂ Λ, we have either one of the following
conditions:
(i) There is a conditional expectation from p〈M,A〉p onto LΛ′0 ∩ pMp, which restricts
to the trace preserving expectation on pMp.
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(ii) There exists Γ0 ∈ G and a TrA-finite projection q ∈ Z(A) with p ≤ q such that
B ⋊ Λ0 qMq q(A⋊ Γ0)q.
Proof. Since TrA|Z(A) is semifinite, condition (ii) is equivalent to that there exists Γ0 ∈ G
such that B ⋊ Λ0 M A⋊ Γ0.
Suppose that A is amenable. Then since p〈M,A〉p is also amenable, condition (i)
means amenability of LΛ′0 ∩ pMp. Assume that LΛ
′
0 ∩ pMp is non-amenable. Then by
[11, Theorem 5.3.3 and Remark 5.3.4], there exists Γ0 ∈ G and a projection q ∈ Z(A) with
TrA(q) < ∞ such that LΛ0 rMr q(A ⋊ Γ0)q, where r := p ∨ q. Exchanging r with q, we
may assume p ≤ q and r = q. By the last lemma, we get B ⋊ Λ0 qMq q(A⋊ Γ0)q.
Suppose next Γ is weakly amenable and B ⋊ Λ0 6M A ⋊ Γ0 for any Γ0 ∈ G. This
means LΛ0 6M A⋊ Γ0 for any Γ0 ∈ G by the previous lemma. Then by [11, Proposition
5.2.4], there is a unital diffuse abelian subalgebra A0 ⊂ LΛ0 such that A0 6M A⋊ Γ0 for
any Γ0 ∈ G. By [20, Theorem 3.1], there is a conditional expectation from p〈M,A〉p onto
NpMp(A0)
′′, which restricts to the trace preserving expectation on pMp. Since NpMp(A0)
′′
contains LΛ′0 ∩ pMp, we are done.
4.2 Intertwiners inside crossed product von Neumann algebras
In the subsection, we study intertwiners in crossed product von Neumann algebras.
Under the assumption of freeness of actions, we can construct a special form of an embed-
ding and an intertwiner.
Lemma 4.2.1. Let A be a commutative von Neumann algebra and pi ∈ A (i ∈ N) be
projections. If
∑
i pi ≤ n for some n ∈ N, then there exists a projection z ∈ A such that∑
i zpi 6= 0 and zpi = 0 except for finitely many i.
Proof. If p1 is orthogonal to any other pi, then p1 does the work. If not, then we find
the minimum number i2 in the set {j | p1pj 6= 0, j 6= 1}. If p1pi2 is orthogonal to any
other pi, then p1pi2 does the work. Repeating this argument, we get p1pi2 · · · pim (m ≤ n)
which is orthogonal to any other pi. In fact, if we have a non-zero projection p1pi2 · · · pim
for n + 1 ≤ m, then we have m · p1pi2 · · · pim ≤ p1 + pi2 + · · · + pim ≤ n. Hence a
contradiction.
Lemma 4.2.2. Let Γ be a discrete group and α a free action on a commutative von
Neumann algebra A. For any non-zero projection p ∈ A and any distinct elements
s1, . . . , sn ∈ Γ, there is a non-zero projection q ∈ A such that q ≤ p and αsi(q)αsj (q) = 0
for any i, j with i 6= j.
Proof. Write A = L∞(X,µ) for some standard probability space (X,µ). We may assume
that Γ acts on (X,µ) as a free action. Put Xg := {x ∈ X | g · x = x} for any g ∈ Γ. Then
by freeness, we have µ(Xs−1i sj
) = 0 for i, j with i 6= j. Hence we have µ(∪i 6=jXs−1i sj
) = 0.
This implies Y ∩ (∪i 6=jXs−1i sj
)c is non-null for any non-null set Y ⊂ X.
Since X is a standard Borel space, it is isomorphic to R (or a countable set). Let Ek
(k ∈ N) be a countable basis of open subsets of R (or the countable set). Let Ek ⊂ X
(k ∈ N) be Borel subsets satisfying for any x1, . . . , xn2 ∈ X with x1 6= xi for any i 6= 1,
there exists Ek such that x1 ∈ Ek and xi 6∈ Ek for any i 6= 1 (e.g. take a basis of open
subsets of R). Then we have
(∪i 6=jXs−1i sj
)c = ∩i 6=jX
c
s−1i sj
= {x ∈ X | s−1i sj · x 6= x for any i 6= j}
= ∪k(Ek \ (∪i 6=js
−1
j siEk)).
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Let Y ⊂ X be a non-null set whose characteristic function is p. Then we can find some k
such that Y ∩ (Ek \ (∪i 6=js
−1
j siEk)) is non-null. Let q be the projection corresponding to
this set. Then it satisfies q ≤ p and αs−1j si
(q)q = 0 for i 6= j.
Lemma 4.2.3. Let M be a II1 factor and A ⊂ M be a regular von Neumann subalgebra
(namely, NM (A)
′′ = M). If non-zero projections e, f ∈ Z(A) have the same trace in M ,
then there exists u ∈ NM (A) such that ueu
∗ = f .
Proof. See the proof of [2, Lemma F.16].
Lemma 4.2.4. Let Γ be a discrete group and α an action on a von Neumann algebra A.
Let Γ0 be a (possibly trivial) subgroup of Γ and σ : Γ/Γ0 → Γ a section with σ(Γ0) = e,
where e is the unit of Γ. Consider the unitary element
Uσ : L
2(A)⊗ ℓ2(Γ)→ L2(A)⊗ ℓ2(Γ0)⊗ ℓ
2(Γ/Γ0); aˆ⊗ δσ(sΓ0)g 7→ aˆ⊗ δg ⊗ δsΓ0 .
Then Uσ gives an identification
AdUσ : 〈A⋊ Γ, A⋊ Γ0〉
∼
−→ (A⋊ Γ0) ⊗¯ B(ℓ
2(Γ/Γ0)).
We have AdUσ(a) =
∑
sΓ0∈Γ/Γ0
α−1σ(sΓ0)(a) ⊗ esΓ0 for a ∈ A, where esΓ0 is the orthogonal
projection onto CδsΓ0 . If the action α is free on A, we have
AdUσ : A
′ ∩ 〈A⋊ Γ, A⋊ Γ0〉
∼
−→ Z(A) ⊗¯ ℓ∞(Γ/Γ0).
Proof. Since the right action of A⋊Γ0 satisfies Uσx
opU∗σ = x
op⊗¯1B(ℓ2(Γ/Γ0)) for x ∈ A⋊Γ0,
we have
Uσ〈A⋊ Γ, A⋊ Γ0〉U
∗
σ = Uσ((A ⋊ Γ0)
op)′U∗σ = ((A⋊ Γ0)
op)′ ⊗¯ B(ℓ2(Γ/Γ0))
= (A⋊ Γ0) ⊗¯ B(ℓ
2(Γ/Γ0)).
The formula of AdUσ(a) for a ∈ A follows from a direct calculation.
Next assume that the action is free. Let x be in (A ⋊ Γ0) ⊗¯ B(ℓ
2(Γ/Γ0)). Write it as
x =
∑
s,t∈Γ/Γ0
xs,t⊗ es,t, where xs,t ∈ A⋊ Γ0 and es,t is the matrix unit along s, t ∈ Γ/Γ0.
By the first part of the statement, elements of A in (A⋊ Γ0) ⊗¯B(ℓ
2(Γ/Γ0)) is of the form
a =
∑
s∈Γ/Γ0
as,s ⊗ es,s, where as,s = α
−1
σ(s)(a). If x commutes a ∈ A, a simple calculation
shows that xs,tat,t = as,sxs,t for any s, t ∈ Γ/Γ0.
When s = t, then we get xs,sα
−1
σ(s)(a) = α
−1
σ(s)(a)xs,s for any a ∈ A. Hence by the
freeness, we get xs,s ∈ A
′ ∩ (A ⋊ Γ0) = Z(A). When s 6= t, then we have xs,tα
−1
σ(t)(a) =
α−1σ(s)(a)xs,t for any a ∈ A. This means xs,ta = α
−1
k (a)xs,t for all a ∈ A, where k =
σ(t)−1σ(s) 6= e. Let xs,t =
∑
b∈Γ0
λb(xs,t)b be the Fourier expansion of xs,t in A ⋊ Γ0.
Then the equality means (xs,t)ba = α
−1
kb (a)(xs,t)b for any b ∈ Γ0 and a ∈ A. Since kb is
not the unit of Γ, we get (xs,t)b = 0 for b ∈ Γ0 and hence xs,t = 0. Thus x is contained in
Z(A) ⊗¯ ℓ∞(Γ/Γ0).
From now on, we keep the following setting. Let Γ be a discrete group and α a trace
preserving free action of Γ on a semifinite tracial von Neumann algebra (A,TrA) with
TrA|Z(A) semifinite. Write M := A⋊ Γ. Let Γ0 ⊂ Γ be a (possibly trivial) subgroup. Let
p ∈ Z(A) be a projection with TrA(p) = 1 and N ⊂ p(A⋊Γ)p a von Neumann subalgebra
containing pAp. Assume either that Z(A) is diffuse, or A is a II1 factor (so that TrA is
finite and p = 1A). We fix Uσ in the previous lemma for a section σ and write s˜ := σ(s)
for s ∈ Γ/Γ0.
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Proposition 4.2.5. If N M A ⋊ Γ0, then there exist non-zero projections e ∈ Z(A)p
and d ∈ (N)′e ∩ 〈M,A ⋊ Γ0〉 such that UσdU
∗
σ is contained in (C ⊗¯ ℓ
∞(S))UσeU
∗
σ for
a finite subset S ⊂ Γ/Γ0. In the case, choosing an appropriate S, a ∗-homomorphism
π : eNe ∋ x 7→ UσdxU
∗
σ ∈ (A ⋊ Γ0) ⊗¯ B(ℓ
2(S)) satisfies that π(eAe) ⊂ A ⊗¯ ℓ∞(S) and
π(a) =
∑
s∈S α
−1
s˜ (a)⊗ es,s for a ∈ eAe.
Proof. By assumption there is an element d ∈ N ′ ∩ 〈M,A ⋊ Γ0〉 satisfying d = dp and
Tr〈M,A⋊Γ0〉(d) < ∞. Taking a spectral projection of d, we may assume d is a projection.
By the last lemma, d is contained in
N ′ ∩ p〈M,A⋊ Γ0〉p ⊂ p(A
′ ∩ 〈M,A ⋊ Γ0〉)p ≃ (Z(A) ⊗¯ ℓ
∞(Γ/Γ0))UσpU
∗
σ .
We write UσdU
∗
σ = (ds)s∈Γ/Γ0 as an element in Z(A) ⊗¯ ℓ
∞(Γ/Γ0). Note that the canonical
trace on 〈M,A⋊Γ0〉 is of the form TrA⋊Γ0 ⊗Trℓ2(Γ/Γ0) on Z(A) ⊗¯ ℓ
∞(Γ/Γ0). When A is a
II1 factor and p = 1, then since d is a trace finite projection, it is contained in C ⊗¯ ℓ
∞(S)
for some finite S. So we assume Z(A) is diffuse.
We claim that there exists a projection e ∈ Z(A)p such that UσdeU
∗
σ = (dses)s 6= 0
and dses = 0 except for finitely many s ∈ Γ/Γ0, where es = α
−1
s˜ (e). Let ψ be an
isomorphism from Z(A) ⊗¯ ℓ∞(Γ/Γ0) onto itself given by ψ((xs)s) = (αs˜(xs))s. Put
(d˜s)s := ψ((ds)s) = (αs˜(ds))s. We regard (idZ(A) ⊗ Trℓ2(Γ/Γ0))((d˜s)s) =
∑
s∈Γ/Γ0
d˜s(=:
f) as a function on the spectrum of Z(A) which takes values on [0,∞]. Note that
idZ(A) ⊗ Trℓ2(Γ/Γ0) gives an extended center valued trace on Z(A) ⊗¯ B(ℓ
2(Γ/Γ0)). Since∑
s∈Γ/Γ0
TrA(d˜s) =
∑
s∈Γ/Γ0
TrA(ds) = Tr〈M,A⋊Γ0〉(d) < ∞, the function f actually takes
values on [0,∞). Let z be a projection in Z(A) which corresponds to the characteristic
function on f−1([0, n]) for some large n ∈ N. Then we have 0 6=
∑
s∈Γ/Γ0
d˜sz = fz ≤ n
and hence the element fz is contained in Z(A). Now by Lemma 4.2.1, we can find a
projection w ∈ Z(A) such that fzw 6= 0 and d˜szw = 0 except for finitely many s ∈ Γ/Γ0.
Hence we get 0 6= ψ−1((d˜szw)s) = (dsα
−1
σ(s)(zw))s. Thus e := zw does the work.
Finally replacing e ∈ Z(A)p in the claim with a sufficiently small one, we can assume
dsα
−1
s˜ (e) = α
−1
s˜ (e) or 0. Putting S := {s | dsα
−1
s˜ (e) = α
−1
s˜ (e)}, we can end the proof.
For finite von Neumann algebras A ⊂M , we say that the inclusion is a finite extension
if for any trace on A, the associated semifinite trace on 〈M,A〉 is finite. We use this notion
in the next subsection with the following observation.
Let B ⊂ A ⊂ M be finite von Neumann algebras with a fixed trace. We iden-
tify 〈M,A〉 = MeAM
w
⊂ 〈M,B〉 and 〈A,B〉 = AeBA
w
⊂ 〈M,B〉 and notice that
Tr〈M,B〉|〈A,B〉 = Tr〈A,B〉. Assume that B ⊂ A is a finite extension. Then since Tr〈M,B〉 is
still semifinite on 〈M,A〉 (because Tr〈M,B〉(eA) = Tr〈A,B〉(eA) <∞), there is a conditional
expectation from 〈M,B〉 onto 〈M,A〉.
Remark 4.2.6. Let π and e be as in the previous proposition. When A is a II1 factor, π
is defined on N as a unital and normal one. The inclusion π(A) ⊂ A ⊗¯B(ℓ2(S)) is a finite
extension. When Z(A) is diffuse, if we further assume N and A ⋊ Γ0 are II1 factors and
pAp ⊂ N is regular, then we can extend π on N in the following way. We first extend π on
pAp by π(a) :=
∑
s∈S α
−1
s˜ (a)⊗ es,s. Exchanging e with a small one, we may assume e has
trace 1/m in N . Then π(e) =
∑
s∈S α
−1
s˜ (e)⊗ es,s ∈ π(p)(Z(A) ⊗¯ B(ℓ
2(S)))π(p) has trace
1/m with TrA⊗Trℓ2(S), where Trℓ2(S) is the normalized trace. Let e1 := e and ei ∈ Z(A)p
(i = 2, . . . ,m) be mutually orthogonal projections having trace 1/m. We have p =
∑m
i=1 ei.
By Lemma 4.2.3, take partial isometries vi ∈ N and wi ∈ π(p)(A⋊Γ0 ⊗¯B(ℓ
2(S)))π(p) (i =
1, . . . ,m) satisfying that viv
∗
i = e1, wiw
∗
i = π(e1), v
∗
i vi = ei, w
∗
iwi = π(ei), viAv
∗
i = Ae1
and wi(A⊗¯ℓ
∞(S))w∗i = (A⊗¯ℓ
∞(S))π(e1). Define π˜(x) :=
∑m
i,j=1w
∗
i π(vixv
∗
j )wj for x ∈ N .
Then π˜ is a unital normal ∗-homomorphism from N into π(p)(A ⋊ Γ0 ⊗¯ B(ℓ
2(S)))π(p)
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satisfying π˜ = π on eNe. Since π(eAe) ⊂ π(e)(A ⊗¯ B(ℓ2(S)))π(e) is a finite extension,
π(pAp) ⊂ π(p)(A ⊗¯ B(ℓ2(S)))π(p) is also a finite extension.
Corollary 4.2.7. Assume either that α|Γ0 is ergodic on Z(A) so that A⋊Γ0 is a II1 factor,
or α is free on Z(A). If N M A⋊Γ0, then there exist non-zero projections e, f ∈ Z(A) (or
e, f ∈ A when A is a II1 factor) with e ≤ p, a normal unital ∗-homomorphism θ : eNe→
f(A ⋊ Γ0)f , and a non-zero partial isometry v ∈ e(A ⋊ Γ)f such that xv = vθ(x) for
x ∈ eNe, vv∗ ∈ Z(A)e∩N ′, and θ(eAe) ⊂ fAf . In the case, the inclusion θ(eAe) ⊂ fAf
is a finite extension.
Proof. Let e, d, S, and π be as in the previous proposition. Write S = {s1, . . . , sn}
and write the matrix unit of B(ℓ2(S)) along si as (ei,j)i,j . Assume first Z(A) is diffuse
and A ⋊ Γ0 is a II1 factor. Then there are projections ei ∈ Z(A) such that e =
∑n
i=1 ei
and each ei has the same trace in A ⋊ Γ0. We may assume de1 6= 0 so that π(e1) 6= 0.
By the proof of Corollary 2.3.7 (regarding e1Ne1 ≃ e1Ne1 ⊗¯ Ce1,1), there is a partial
isometry w ∈ (e1 ⊗ e1,1)(M ⊗¯Mn) such that (x ⊗ e1,1)w = wπ(x) for any x ∈ e1Ne1.
This equation implies awj = wjα
−1
s˜j
(a) for all a ∈ A, where we write w =
∑
j wj ⊗ e1,j .
By a similar manner to that in the proof of the last lemma, we get wj = ajλs˜j for
some aj ∈ e1Z(A). By Lemma 4.2.3, take partial isometries ui in A ⋊ Γ0 such that
u∗iui = ei, uiu
∗
i = α
−1
s˜i
(e1), and u
∗
iAui = eiA. Put U := (δi,jui)i,j . Let V be a partial
isometry in (A ⋊ Γ0) ⊗¯ B(ℓ
2(S)) given by Vi,j = eiδ1,j and note V V
∗ = U∗π(e1)U . Put
θ := Ad(V ∗U∗) ◦ π : e1Ne1 → A ⋊ Γ0 ⊗¯ Ce1,1 ≃ A ⋊ Γ0, θ(e1) =
∑n
i=1 ei =: f and
wUV ≃
∑
i aiλs˜iui =: v. We have vθ(x) = xv for x ∈ e1Ne1 and hence vv
∗ ∈ (e1Ne1)
′.
Also we have vv∗ =
∑
i aiλs˜iuiu
∗
i λ
∗
s˜i
a∗i =
∑
i aiλs˜iα
−1
s˜i
(e1)λ
∗
s˜i
a∗i =
∑
i aia
∗
i ∈ e1Z(A) and
θ(a) =
∑n
i=1 u
∗
iα
−1
s˜ (a)ui ∈ fAf for a ∈ Ae1. Finally θ(e1Ae1) ⊂ fAf is a finite extension,
since so is AdU∗ ◦ π(e1Ae1) ⊂ E(A ⊗¯ B(ℓ
2(S)))E, where E := AdU∗ ◦ π(e1).
Next assume that A is a II1 factor so that TrA is finite and p = 1. Then decomposing
e = 1A =
∑n
i=1 ei for ei ∈ A with ei ∼ ej in A, we can take ui, U, V, v, π, and θ as above,
which do the work.
Finally assume Z(A) is diffuse and α is free on Z(A). By Lemma 4.2.2, there is e1 ≤ e
such that α−1s˜ (e1)α
−1
t˜
(e1) = 0 for any s, t ∈ S with s 6= t. In the case, we do not need to
take ui above. So putting θ := AdV
∗ ◦ π|e1Ne1 , we are done.
4.3 Proof of Theorem B
In the subsection, we use the same notation as in Theorem B. We write M := A⋊ Γ,
ΓX :=
∏
i∈X Γi and ΛY :=
∏
j∈Y Λj for Y ⊂ {1, . . . , n} and X ⊂ {1, . . . ,m}.
Lemma 4.3.1. For any subset Y ⊂ {1, . . . , n} with |Y | ≤ m, there is X ⊂ {1, . . . , n}
such that |X| = |Y | and B ⋊ ΛY M A⋊ ΓX .
Proof. We apply Proposition 4.1.2 to B⋊(Λ2×· · ·×Λn) ⊂ pMp. If there is an expectation
from p〈M,A〉p onto L(Λ2 × · · · × Λn)
′ which contains LΛ1, then we have a contradiction
when A is amenable because 〈M,A〉 is amenable. When A is non-amenable and p = 1, we
have an expectation from C1B ⊗¯ B(ℓ
2(Λ)) ⊂ 〈B ⋊ Λ, B〉 ⊂ 〈M,A〉 into LΛ1 and hence a
contradiction. So we have B⋊(Λ2×· · ·×Λn) M A⋊ΓX1 for some X1 := {1, . . . ,m}\{i}.
For simplicity we assume i = 1.
We take e, d,S, and π in Proposition 4.2.5 and write B(ℓ2(S)) =: Mm1 and A˜ := A ⊗¯
Mm1 . Considering the trivial action of ΓX1 onMm1 , we regard (A⋊ΓX1)⊗¯Mm1 = A˜⋊ΓX1 .
Here we claim that π(e(B ⋊ (Λ3 × · · · × Λn))e) π(e)(A˜⋊ΓX1)π(e)
π(e)(A˜ ⋊ ΓX2)π(e) for
some X2 := X1 \ {i} (we assume i = 2 for simplicity). By Remark 4.2.6, we extend π on
B⋊(Λ2×· · ·×Λn) and apply again Proposition 4.1.2 to π(B⋊(Λ3×· · ·×Λn)) ⊂ A˜⋊ΓX1 . If
26
there is an expectation from π(p)〈A˜⋊ΓX1 , A˜〉π(p) onto π(L(Λ3×· · ·×Λn))
′ which contains
π(LΛ2), then we have a contradiction when A is amenable. When A is non-amenable and
p = 1, since π(B) ⊂ A˜ is a finite extension, there is an expectation from 〈A˜⋊ ΓX1 , π(B)〉
onto 〈A˜⋊ΓX1 , A˜〉. So we have an expectation from 〈π(B⋊ (Λ2× · · · ×Λn)), π(B)〉, which
is a subalgebras of 〈A˜⋊ ΓX1 , π(B)〉, onto π(LΛ2). This contradicts to the amenability of
Λ2. Thus we get π(B⋊ (Λ3×· · ·×Λn)) A˜⋊ΓX1
A˜⋊ΓX2 for some X2. By Corollary 2.3.6,
we get the claim.
Now by construction, we are in fact seeing e(B⋊ (Λ2× · · · ×Λn))ed ⊂ π(e)(A⋊ΓX1 ⊗¯
B(ℓ2(S)))π(e). So by the same manner as in the proof of Lemma 3.4.3, we can deduce
B ⋊ (Λ3 × · · · × Λn) M A⋊ ΓX2 . This completes the proof.
Proof of Theorem B (first half). Suppose by contradiction that n > m. Then by
the previous lemma, we have B ⋊ ΛY M A for some Y 6= ∅. By Proposition 4.2.5
and Remark 4.2.6, we have a ∗-homomorphism π : B ⋊ ΛY → A ⊗¯Mn for some n such
that π(B) ⊂ π(p)(A ⊗¯ Mn)π(p) is a finite extension. Then since π(B) is co-amenable
in π(p)(A ⊗¯Mn)π(p), π(B) is co-amenable in π(B ⋊ ΛY ). This contradicts to the non-
amenability of ΛY .
By Lemma 4.3.1, if n = m, for any i there is some j such that B⋊Λi M A⋊Γj . We
show that the assignment i 7→ j is one to one.
Lemma 4.3.2. If B⋊Λi M A⋊Γj and B⋊Λi M A⋊Γl for some i, j and l, then we
have j = l.
Proof. Suppose j 6= l. Since (B ⋊ Λi)
′ ∩ pMp = Cp, by Lemma 2.4.6, we have B ⋊
Λi ⊂approx A ⋊ Γa for a = j, l. Hence we have B ⋊ Λi ⊂approx A by Lemma 2.4.8. This
implies B⋊Λi M A and it contradicts to (the proof of) the first part of Theorem B.
The proof of the following lemma was from that of [21, Lemma 33].
Lemma 4.3.3. If B ⋊ Λi M A⋊ Γj and B ⋊ Λk M A⋊ Γj for some i, j and k, then
we have i = k.
Proof. By assumption, there are non-zero trace finite projections ea ∈ (B ⋊Λa)
′ ∩ ((A⋊
Γj)
op)′ with ea = eap for a = i, k. Observe that for any s ∈ Λ{i}c and g ∈ Γ{j}c ,
the element ρgλseiλ
∗
sρ
∗
g satisfies the same condition as that on ei. Let e be the element
sups∈Λ{i}c ,g∈Γ{j}c ρgλseiλ
∗
sρ
∗
g. Then e is contained in
(LΛ{i}c)
′ ∩ (B ⋊ Λi)
′p ∩ ((LΓ{j}c)
op)′ ∩ ((A ⋊ Γj)
op)′
= (B ⋊ Λ)′p ∩ ((A ⋊ Γ)op)′
= (B ⋊ Λ)′p ∩ (A⋊ Γ)
= (B ⋊ Λ)′ ∩ pZ(A) = LΛ′ ∩ Z(B) = Cp.
Hence we have e = p. Thus there exist finite subsets E ⊂ Λ{i}c and F ⊂ Γ{j}c satisfying
that ∨s∈E,g∈Fρgλseiλ
∗
sρ
∗
g is not orthogonal to ek. By exchanging ei with this element, we
can assume eiek 6= 0.
Suppose now i 6= k. We claim that B ⋊ (Λi × Λk) M A ⋊ Γj . Consider the σ-weak
closure of co{λseiλ
∗
s | s ∈ Λk} and, regarding this set as a subset of L
2(〈A ⋊ Γ, A ⋊ Γj〉),
take the circumcenter d, which is contained in LΛ′k ∩ (B ⋊ Λi)
′p ∩ ((A ⋊ Γj)
op)′ = (B ⋊
(Λi × Λk))
′p ∩ ((A⋊ Γj)
op)′. This is non-zero since we have for any s ∈ Λk,
〈λseiλ
∗
s, ek〉 = Tr〈A⋊Γ,A⋊Γi〉(λseiλ
∗
sek) = Tr〈A⋊Γ,A⋊Γi〉(eiek) > 0.
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So we get the claim.
Now by the proof of Lemma 4.3.1, we have B ⋊ Λi M A. This contradicts to (the
proof of) the first part of Theorem B.
Thanks for previous two lemmas, the assignment i 7→ j above gives a bijective map on
{1, . . . , n}. Putting j = σ(i), we complete the proof.
5 Another approach to prime factorization results
5.1 Irreducibility and primeness
In the number theory, there are two notions of prime numbers. Recall that a number
p ∈ N is irreducible if for any q, r ∈ N with p = qr, we have q = 1 or r = 1; and is prime
if for any q, r, s ∈ N with pq = rs, we have p | r or p | s. In our von Neumann algebra
theory, we used irreducibility as a definition of primeness for von Neumann algebras. If we
adopt primeness of the number theory, the following condition should be a corresponding
notion:
• We say a II1 factor M is “prime” if for any II1 factor N,K,L with M ⊗¯N = K ⊗¯L,
there is a unitary u ∈ U(M) and t > 0 such that uMu∗ ⊂ Kt or uMu∗ ⊂ Lt.
We prove that there are such examples.
Theorem 5.1.1. Let Γ be a discrete group. Assume that Γ is non-amenable, ICC, bi-exact
and weakly amenable. Then for any II1 factor B, K and L with LΓ ⊗¯B = K ⊗¯L(=:M),
we have either LΓ M K or LΓ M L. If LΓ M K, then there is a unitary u ∈ U(M)
and t > 0 such that uLΓu∗ ⊂ Kt.
Proof. Suppose by contradiction that LΓ 6M K and LΓ 6M L. By [26, Lemma 3.5], this
exactly means K 6M B and L 6M B. By [2, Corollary F.14], there is a diffuse abelian
subalgebra A ⊂ K such that A 6M B. By [20, Theorem 1.4], NM(A)
′′ is amenable relative
to B in M. Since L ⊂ NM (A)
′′, L is also amenable relative to B. We again apply [20,
Theorem 1.4] to L and get that M = NM(L)
′′ is amenable relative to B. This means LΓ
is amenable and hence a contradiction. The last assertion follows from Lemma 3.3.1.
Remark 5.1.2. Since we generalized [20, Theorem 1.4] to quantum groups of Kac type [12,
Theorem A], the same thing is true for II1 factors of L
∞(Gi), where Gˆi is non-amenable,
bi-exact and weakly amenable.
Once we get the property, it is easy to deduce the following prime factorization results.
Since proofs are straightforward, we leave it to the reader.
Corollary 5.1.3. Let Mi (i = 1, . . . ,m) be II1 factors. Assume that each Mi is “prime”
in the above sense. Let M0 and Nj (j = 0, 1, . . . , n) be prime II1 factors in the usual sense
satisfying M0 ⊗¯M1 ⊗¯ · · · ⊗¯Mm = N0 ⊗¯ · · · ⊗¯ Nn(=: M). Then n = m and there are a
unitary u ∈ U(M), σ ∈ Sn+1, and ti > 0 with t0 · · · tn = 1 such that uMiu
∗ = N tiσ(i).
Corollary 5.1.4. Let Mi (i = 1, . . . ,m), M0, and M be as in the previous corollary.
Then F(M) = F(M0)F(M1) · · · F(Mm). Here F(M) and F(Mi) are fundamental groups
of M and Mi.
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