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 Feature selection involves identifying a subset of the most useful features 
that produce the same results as the original set of features. In this paper, we 
present a new approach for improving classification accuracy. This approach 
is based on quantum clustering for feature subset selection and wavelet 
transform for features extraction. The feature selection is performed in three 
steps. First the mammographic image undergoes a wavelet transform then 
some features are extracted. In the second step the original feature space is 
partitioned in clusters in order to group similar features. This operation is 
performed using the Quantum Clustering algorithm. The third step deals with 
the selection of a representative feature for each cluster. This selection is 
based on similarity measures such as the correlation coefficient (CC) and the 
mutual information (MI). The feature which maximizes this information (CC 
or MI) is chosen by the algorithm. This approach is applied for breast cancer 
classification. The K-nearest neighbors (KNN) classifier is used to achieve 
the classification. We have presented classification accuracy versus feature 
type, wavelet transform and K neighbors in the KNN classifier. An accuracy 








Copyright © 2015 Institute of Advanced Engineering and Science. 
All rights reserved. 
Corresponding Author: 
Khalid Auhmani 
Departement of Industrial Engineering,  
National School of Applied Sciences, 
Cadi Ayyad University, 





The high dimensional nature of many data in bioinformatics, has given rise to a wealth of feature 
subset selection techniques. Feature selection aims identifying a subset of the most useful features that allows 
the same results as the original set of features. Feature subset selection is an effective method for removing 
irrelevant features, improving learning accuracy, and improving classification accuracy. Many methods have 
been studied for different applications. They are generally classified into three categories: the Wrapper, 
Filter, and Embedded [1]. 
The Wrapper approaches use the classification error rate as a evaluation criteria [2]. They then 
incorporate the classification algorithm in the search and selection of attributes. These methods allow the 
obtaining of high performance. However, the use of such methods requires for each subspace of attributes to 
perform classification, which can become costly in calculation time especially when the dimension d of the 
input space is large. These methods are very dependent of the used classification algorithm. 
Filter approaches use an evaluation function based on the characteristics of all data, independently 
of any classification algorithm [3-7]. These methods are fast, general and less expensive in computation time, 
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which allows them to operate more easily with databases of very large dimensions. However, as they are 
independent of the classification stage, they do not guarantee to reach the best classification accuracy. 
In order to combine the advantages of both methods, hybrid algorithms "embedded" have been 
proposed. The feature selection process is performed in conjunction with the classification process. A filter-
type evaluation function is first used to screen the most discriminating feature subspace. Then the error rates 
of misclassification, by considering each discriminant subspace previously selected, are compared in order to 
determine the final subspace [8, 9].  
Due to their computational efficiency and independence of any classification algorithm, the “filter” 
approaches are more popular and commonly used. 
With respect to the filter feature selection methods, the application of cluster analysis has been 
demonstrated to be more effective than traditional feature selection algorithms [1]. 
In contrary with feature selection for supervised learning systems, relatively few approaches have 
been proposed for unsupervised learning (automatic classification or clustering). Indeed, the feature selection 
problem for automatic classification is a much more difficult problem in supervised cases (discrimination) 
where the data are labeled [10]. Another important problem associated with classification concerns the 
automatic determination of the number of clusters that is clearly influenced by the outcome of the feature 
selection. 
In cluster analysis data are divided into groups (clusters). The goal is that the objects within a group 
be similar (or related) to one another and different from (or unrelated to) the objects in other groups. This 
step is useful for feature selection purposes. 
In our study we propose a new method for feature selection based on clustering. This method works 
in two steps. In the first features are grouped in clusters. We apply the quantum clustering algorithm (QC) 
presented in [11] for this purpose. In the second step, the most representative feature that is strongly related 
to target classes is selected from each cluster to form the final subset of features. This selection is performed 
by using the similarity measures such as correlation coefficient (CC) and the mutual information (MI). The 
feature which maximizes this information is chosen by the algorithm. 
 
 
2. MATERIALS AND METHODS 
 
2.1 Framework 
Mammography is currently the most effective imaging modality for breast cancer screening. 
However, the sensitivity of mammography is highly challenged by the presence of dense breast parenchyma, 
which deteriorates both detection and characterization tasks [12-13]. Computer Aided  diagnosis (CAD) 
systems have been developed to aid radiologists in detecting mammographic lesions, characterized by 
promising performance [14-15]. CAD systems for aiding the decision concerning biopsy and follow-up are 
still under development.  
Various CAD diagnosis algorithms have been proposed. These algorithms are based on extracting 
image features from regions of interest (ROIs) and estimating the probability of malignancy. A variety of 
computer-extracted features and classification schemes have been used to automatically discriminate between 
benign and malignant image. The majority of these studies have followed three steps.  
The first step deals with two problems: suppress the noise and enhance the contrast between the 
region of interest (ROI) and background. It is the task of preprocessing. The second step deals with the 
extraction of features. This task can be done on the image without any transformation or on the image after 
an adequate transformation. The third step deals with the selection of features and classification. 
Figure 1 presents the framework we realized to improve the classification accuracy of 
mammoghraphic images through the proposed method. 
The proposed algorithm was tested on the original mammographic images of MIAS database [16].  
Preprocessing is an important issue in low-level image processing. The underlying principle of 
preprocessing is to enlarge the intensity difference between objects and background and to produce reliable 
representations of breast tissue structures. More details of the proposed preprocessing method can be found in 
[17, 18]. 
Before extracting some features we decided to transform the input image by a wavelet transform. 
This choice is imposed by the fact that microcalcifications are characterized by high frequency behavior. 
Microcalcifications are a sign of possible presence of cancer in breast. 
The basic idea behind wavelet transform is to analyze different frequencies of an image using 
different scales. High frequencies are analyzed using low scales whilst low frequencies are analyzed in high 
scales. This is a far more flexible approach than the Fourier transform, enabling analysis of both local and 
global features [19].  
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In this work we use the discrete wavelet transform (DWT) based on the concept of multiresolution 
analysis (MRA) introduced by Mallat [20] and the Double Density Wavelet transform (DDWT) introduced 





Figure 1. Framework of the proposed feature subset selection algorithm 
 
 
2.2 Discrete Wavelet Transform 
For the DWT, an image is first transformed by a filter in the horizontal direction. The high-pass 
filter and the low-pass filter are finite impulse response filters. The filtered outputs are down sampled by a 
factor of 2 in horizontal direction. The signals are then filtered by an identical filter in the vertical direction 
and down sampled by a factor of 2 again. The result is a decomposition of the image into four sub-bands. An 
approximation sub-band and three details sub-bands. 
The three details sub-bands represent the finest scale wavelet coefficients while the approximation 
sub-band corresponds to coarse level coefficients. To obtain the next coarse level of wavelet coefficients, the 
approximation sub-band is further decomposed and critically sampled. This results in two-level wavelet 
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2.3 Double Density Wavelet Transform 
Although the DWT is a powerful signal processing tool, it has two severe disadvantages [24]:  
a. Lack of shift-invariance, which means that minor shifts in the input signal, can cause major variations in 
the distribution of energy between wavelet coefficients at different scales. 
b. Since the wavelet filters are separable and real, it causes poor directional selectivity for diagonal features 
The double density wavelet transform provides higher directional selectivity, better peak signal to 
noise ratio and visual perception than the spatial domain methods and other frequency domain methods [23]. 
DDWT is a shift insensitive, directional, complex wavelet transform with a very low redundancy factor of 
two regardless of the number of scales. Double density wavelets have a single scaling function and two 
wavelet functions. Figure 3 shows the DDWT scheme [23]. 
 
 
Figure 3. Double density wavelet transform scheme [23] 
 
 
2.4 Features Extraction 
Features are extracted from a set of two classes labeled images (normal and abnormal). The 
following features are extracted:  
- A vector of 24 texture descriptors is formed from a multi-level histogram of 3, 5, 7, and 9 bins 
[25].  
- A vector of descriptors is calculated from the first order of statistical moments [26]. 
- Three of the six parameters introduced by Tamura are used [27, 28]. 
- Radon’s characteristics are calculated [29, 30]. 
- Zernike’s moments of order n = 12 are calculated corresponding to 49 features [31].  
If the used wavelet transform is the double density discrete wavelet transform (DDWT), the image is 
divided into nine sub-images, so the number of features is 9 * 139=1251. If the transformation is based on the 
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discrete wavelet transform (DWT), the original image is decomposed into four sub-images, and the number 
of calculated features is 4*139= 556. Each original image will be represented by a group of 556 or 1251 
features. 
 
2.5 Feature Selection 
Extra features can increase computation time, and can impact the accuracy of the Detection System. 
Feature selection improves classification by searching for the subset of features, which best classify the 
training data [32]. Feature selection reduces the dimensionality of data by selecting only a subset of measured 
features (predictor variables) to create a model [33]. 
Feature subset selection is a process of identifying and removing irrelevant and redundant features. 
Irrelevant features, along with redundant features, severely affect the accuracy of the learning machines [34, 
35]. Thus, feature subset selection should be able to identify and remove as much of the irrelevant and 
redundant information as possible 
Many feature subset selection algorithms have been developed. Some of theme can effectively 
eliminate irrelevant features but fail to handle redundant features, yet some of others can eliminate the 
irrelevant while taking care of the redundant features [1,35]. We propose a method that falls into the second 
group. 
Clustering occurs in unsupervised learning tasks where the labels of training examples are not 
known a priori. The goal is to find an organization point cloud corresponding to the training examples, M 
areas, called clusters. We will use clustering in a particular context in which it will be applied directly to 
vectors of attributes: we will see that we need to reorganize these attributed by grouping those that are 
"closer" to each other in clusters (classes), forming superclasses. We will use a particular clustering 
approach: quantum clustering 
 
Quantum Clustering  
Clustering occurs in unsupervised learning tasks where the labels of training examples are not 
known. The goal is to find an organization point cloud corresponding to the training examples, M areas, 
called clusters. The result is a forest and each tree in the forest represents a cluster [1]. We will use clustering 
in a particular context in which it will be applied directly to feature vector. We will see that we need to 
reorganize these features by grouping those that are "closer" to each other in clusters. We will use a particular 
clustering approach: quantum clustering. 
Horn [11] estimated locally probability densities at the point x by observing the training set around 
this point. They are implemented by the windows Parzen technique [36]  
 
Bravais-Pearson Correlation Coefficient (CC) 
The correlation coefficient of Bravais-Pearson is a statistical index that expresses the intensity and 
direction (positive or negative) of the linear relationship between two quantitative variables. It is a measure 
of the linear link, i.e. the ability to predict a variable x by another variable y using a linear model. 
It allows measuring the relationship intensity between two quantitative variables. It is therefore an 
important parameter in the linear regressions (single or multiple) analysis. However, this coefficient is zero (r 
= 0) when there is no linear relationship between the variables (which does not exclude the existence of a non 
linear relationship). Moreover, the coefficient has a positive sign if the relationship is positive (direct, 
increasing) and negative sign if the relationship is negative (inverse, decreasing). 
 
Mutual Information (MI) 
The mutual information of a pair of variables (X, Y) represents the dependence degree in the 
probabilistic sense. It measures the amount of information brought by a random variable on another. It is a 
reduction of uncertainty about a random variable due to the knowledge of another. 
The mutual information and the correlation coefficient procedures are not based on a particular 
model. The construction of a K-nearest neighbors (KNN) model is feasible on the d selected variables. The 
obtained results for the QC-CC and QC-IM model will be presented. 
 
 
3. RESULTS AND DISCUSSIONS 
In order to measure the performance of the QC-FS algorithm we have used the KNN classifier. 
Experiments are performed under Matlab software. The experiment carried out deals with the effect of 
wavelet transform in association with similarity measure on the classification accuracy. Figures 4 and 5 show 
results corresponding to double density and discreet wavelet transforms associated with the correlation 
coefficient and mutual information respectively.  
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First, we note the superiority of DDWT independently of used features and employed similarity 
measure for feature selection. Indeed, the best classification accuracies are obtained with the Zernike 
moments (100%) followed by the statistical moments (91.5 %). However, associated with the discrete 
wavelet transform, Zernike moments give the least satisfactory results, although they are the most successful 
with DDWT. Here, we show a relation between the feature type and the used Transformation. For discrete 
wavelet (DWT) we reach low performance (61.6%). 
Concerning the contribution of CC and MI similarity measures in classification accuracy we can 
deduce that MI provides results better than CC. Indeed we find that the average of classification accuracy for 





Figure 4. Classification accuracy versus wavelet transform and features types associated with similarity 





Figure 5. Classification accuracy versus wavelet transform and features types associeted with similarity 
measure-based Mutual Information (MI) 
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4. CONCLUSION 
In this paper we have presented a new approach to improve classification accuracy. This approach is 
based first on wavelet transform for feature extraction and second on quantum clustering to select relevant 
features. We have applied a double density wavelet transform on the mammographic image and then we 
extracted some features to be used in classification. The subset feature selection algorithm achieves the 
selection task in two steps. The first step deals with the clustering of data. This clustering is carried out by the 
quantum clustering algorithm. The second step deals with the selection of a representative feature of each 
cluster. This selection is based on mutual information or on correlation coefficient.  
Classification accuracy of mammographic image was computed versus the feature type and the used 
wavelet transform. 
We noticed that the DDWT provides good accuracies independently of the used features and the 
employed similarity measure. Indeed, the best classification accuracies were reached with the Zernike 
moments (100%) followed by the statistical moments (91.5 %). However, associated with the discrete 
wavelet transform, Zernike moments give the least satisfactory results, although they are the most successful 
with DDWT. For discrete wavelet (DWT) we reach low performance (61.6%). 
Concerning the contribution of CC and MI similarity measures in classification accuracy we can 
deduce that MI provides results better than CC. Indeed we find that the average of classification accuracy for 
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