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SUR LES PAQUETS D’ARTHUR DES GROUPES
UNITAIRES ET QUELQUES CONSE´QUENCES POUR LES
GROUPES CLASSIQUES
par
Colette Moeglin & David Renard
Re´sume´. — Nous donnons une construction explicite des paquets d’Arthur des groupes
unitaires re´els par induction cohomologique et induction parabolique et en suivant une ide´e
communique´e par P. Trapa, nous e´tablissons la proprie´te´ de multiplicite´ un de ceux-ci. Nous
montrons en particulier des re´sultats d’irre´ductibilite´ de certaines induites paraboliques
pour les groupes unitaires, ce qui nous permet de comple´ter les de´monstrations d’e´nonce´s
analogues annonce´s dans nos travaux sur les paquets d’Arthur des groupes classiques.
Abstract. — We give an explicit construction of Arthur packets for real unitary groups
by cohomological and parabolic induction and following an idea communicated to us by P.
Trapa, we show that they satisfy the multiplicity one property. In particular, we show the
irreducibility of some parabolically induced representations for unitary groups, and use this
to give the proof of analogous statements made in our work on Arthur packets of classical
groups.
1. Introduction
Le premier objet de cet article est de de´terminer explicitement les paquets d’Arthur
des groupes unitaires re´els, et d’e´tablir un re´sultat de multiplicite´ un pour ceux-ci. Dans
[MRc] et les articles affe´rents [MRb], [MRa], des re´sultats analogues ont e´te´ e´tablis pour
les groupes classiques (ie. spe´ciaux orthogonaux et symplectiques) re´els. Nous comple´tons
aussi nos re´sultats sur les groupes classiques en donnant les de´monstrations d’e´nonce´s de
re´duction aux parame`tres de bonne parite´ et d’irre´ductibilite´ d’induites paraboliques dans
cette re´duction annonce´s dans [MRc]. Cette de´monstration d’irre´ductibilite´ d’induites
pour les groupes classiques utilise le re´sultat analogue pour les groupes unitaires de´montre´
dans cet article, ce qui explique qu’elle apparaisse seulement ici.
Les paquets d’Arthur des groupes classiques et unitaires sont de´termine´s par leurs
proprie´te´s, plus pre´cise´ment par certaines identite´s endoscopiques ([Art13], [Mok15]).
Le but est de donner une construction la plus explicite possible des repre´sentations dans
ces paquets. Nous renvoyons a` [MRc], §2 pour une discussion ge´ne´rale sur les paquets
d’Arthur et §4 pour les e´nonce´s de nos re´sultats pour les groupes classiques. Rappelons
simplement ici quelques e´le´ments. Soit G un groupe alge´brique connexe re´ductif de´fini
sur R et notons G le groupe de ses points re´els. Soit ψG : WR × SL2(C) → LG un
parame`tre d’Arthur. Notons SψG le centralisateur de l’image de ψG dans Ĝ, (SψG)0 sa
composante neutre, et posons A(ψG) = SψG/(SψG)0. Supposons pour simplifier que ces
groupes soient abe´liens (c’est une hypothe`se qui porte sur G et qui est ve´rifie´e si G est
un groupe classique ou unitaire). D’autre part, supposons que G soit quasi-de´ploye´, ou
bien forme inte´rieure pure d’un groupe quasi-de´ploye´. Les conjectures d’Arthur ([Art84],
[Art89]) dans ce cadre reviennent alors a` affirmer l’existence d’une certaine combinaison
line´aire a` coefficients complexes de repre´sentations irre´ductibles unitaires de G×A(ψG),
que nous notons πA(ψG), et qui doit ve´rifier certaines proprie´te´s, notamment des identite´s
de transfert endoscopique. Pour les groupes classiques quasi-de´ploye´s, ceci est e´tabli dans
[Art13], ou` πA(ψG) est caracte´rise´e par les identite´s de transfert endoscopique attache´es
aux donne´es endoscopiques elliptiques de G et par une identite´ de transfert endoscopique
vers un groupe ge´ne´ral linaire tordu. Il est de´montre´ de plus que les coefficients complexes
dans πA(ψG) sont en fait des entiers positifs. Ainsi on peut voir π
A(ψG) comme une
repre´sentation unitaire de longueur finie de G×A(ψG). De´composons cette repre´sentation
selon les repre´sentations irre´ductibles unitaires de G en e´crivant
πA(ψG) =
⊕
π∈Π(ψG)
π ⊠ ρπ.
Ici, Π(ψG) est donc un ensemble fini de repre´sentations irre´ductibles unitaires de G,
le paquet d’Arthur attache´ a` ψG, et pour tout π ∈ Π(ψG), ρπ est une repre´sentation
unitaire de dimension finie de A(ψG) (une somme directe de caracte`res car A(ψG) est
abe´lien). La dimension de ρπ est la multiplicite´ de π dans le paquet Π(ψG) (rappelons
que les paquets d’Arthur ne sont pas disjoints). Ces re´sultats sont aussi de´montre´s pour les
groupes classiques non quasi-de´ploye´s, c’est-a`-dire les groupes spe´ciaux orthogonaux re´els
SO(p, q), dans [MRb] et pour les groupes groupes unitaires dans [Mok15] et [KMSW].
Le travail entrepris dans [MRc] auquel nous renvoyons pour plus de de´tails, est de
donner une construction explicite de πA(ψG) pour les groupes classiques. Un proble`me
important qui nous occupe aussi est d’e´tablir que les multiplicite´s sont 1, c’est-a`-dire que
ρπ est un caracte`re de A(ψG). Conside´rons la composition de ψG avec la repre´sentation
standard StdG du L-groupe de G. On obtient un parame`tre
ψ = StdG ◦ ψG :WR × SL2(C) −→ GLN(C)
que l’on voit comme une repre´sentation comple`tement re´ductible de dimension N de
WR × SL2(C). On e´crit une de´composition de ψ de la forme
ψ = ψmp ⊕ ψbp = ψmp ⊕ ψbp,disc ⊕ ψbp,u
ou` ψmp est la partie de mauvaise parite´ du parame`tre, ψbp,disc la partie de bonne parite´
discre`te, et ψbp,u la partie de bonne parite´ unipotente. Les constructions de [MRc] se font
en quatre e´tapes. La premie`re e´tape est le cas ψ = ψbp,u des parame`tres unipotents et de
bonne parite´. Dans ce cas, πA(ψG) est de´termine´e dans [Moe] par des correspondance de
Howe et la proprie´te´ de multiplicite´ un de tels paquets y est e´tablie. Les repre´sentations
de G dans ces paquets sont faiblement unipotentes au sens de [KV95], chapter XII. La
deuxie`me e´tape est le cas ou` ψ = ψbp,disc⊕ψbp,u, lorsque le parame`tre ψbp,disc posse`de cer-
taines proprie´te´s de re´gularite´. Les repre´sentations dans le paquet Π(ψG) sont alors obte-
nues par l’induction cohomologique de Vogan-Zuckerman a` partir des repre´sentations fai-
blement unipotentes dans le paquet Π(ψGu), ou` ψGu est un parame`tre d’Arthur unipotent
pour un groupe Gu de meˆme type que G et de rang plus petit, qui apre`s composition
avec la repre´sentation standard StdGu donne ψbp,u, et de caracte`res de groupes unitaires
associe´s a` ψu,disc. Sous l’hypothe`se de re´gularite´ mentionne´e, les inductions cohomolo-
giques se font dans le ≪ good range ≫, et en particulier sont irre´ductibles, les parame`tres
de Langlands des induites se de´duisent facilement de ceux des induisantes, et la proprie´te´
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de multiplicite´ un des paquets est conserve´e. Les re´sultats sont de´montre´s dans [MRc]
et utilisent de manie`re cruciale les constructions d’Adams et Johnson [AJ87], [Joh84]
qui sont relie´es a` celles d’Arthur dans [AMR]. La troisie`me e´tape e´tablie dans [MRa]
consiste a` s’affranchir de l’hypothe`se de re´gularite´ de ψbp,disc, et l’on utilise pour cela les
proprie´te´s des foncteurs de translation ([KV95], chapter VII). Les repre´sentations dans
Π(ψG) sont encore obtenues par induction cohomologique comme dans le cas re´gulier,
mais celle-ci a maintenant lieu dans le ≪ weakly fair range ≫, ou` les re´sultats ge´ne´raux
sont moins fort. En particulier, l’irre´ductibilite´ n’est plus pre´serve´e, il peut y avoir des
annulations, les parame`tres de Langlands des induites deviennent tre`s de´licats a` calcu-
ler car il n’y a pas de formule ge´ne´rale. En conse´quence, on perd dans cette e´tape la
conservation de la proprie´te´ de multiplicite´ un (mais nous conjecturons que celle-ci reste
vraie, il faudrait l’e´tablir en utilisant d’autres outils). Enfin, la quatrie`me e´tape consiste a`
passer des paquets de bonne parite´ aux paquets ge´ne´raux. Les e´nonce´s sont simples, cela
se fait par une induction parabolique a` partir des repre´sentations du paquet Π(ψGbp), ou`
ψGbp est un parame`tre d’Arthur de bonne parite´ pour un groupe Gbp de meˆme type que
G et de rang plus petit, qui apre`s composition avec la repre´sentation standard StdGbp
donne ψbp et d’une repre´sentation d’un groupe line´aire attache´e a` ψmp. Ces re´sultats de
re´duction a` la bonne parite´ ont e´te´ annonce´s dans [MRc] sans de´monstrations, et nous
donnons celles-ci ici (Proposition 5.2 et The´ore`me 5.4).
L’objet principal de cet article est donc d’e´tablir des re´sultats analogues, mais pour les
groupes unitaires. La strate´gie suit les meˆmes e´tapes, mais les re´sultats sont plus simples.
Soit G un groupe unitaire de rang N de´fini sur R, disons G = U(p, q), p + q = N , et
ψG : WR × SL2(C) → LG un parame`tre d’Arthur pour G. Maintenant, on remplace la
composition avec la repre´sentation standard par la restriction du parame`tre a` C× →֒WR
(changement de base). On obtient donc un parame`tre
ψ = ψG|C× : C
× × SL2(C) = WC × SL2(C) −→ GLN(C),
que l’on voit comme un parame`tre pourGLN(C). La` encore, on de´compose ψ en somme de
repre´sentations irre´ductibles de C× (donc de dimension 1) et l’on se´pare les composantes
de bonne et de mauvaise parite´ (voir section 2) :
ψ = ψmp ⊕ ψbp.
La premie`re simplification par rapport au cas des groupes classiques et qu’il n’y a pas a`
conside´rer de partie unipotente. La premie`re e´tape consiste donc a` e´tablir les re´sultats
dans le cas ψ = ψbp, en faisant d’abord la` aussi une hypothe`se de re´gularite´ du parame`tre.
Ecrivons
ψ = ψbp =
ℓ⊕
i=1
(χti ⊠ R[ai])
ou` R[ai] est la repre´sentation irre´ductible alge´brique de dimension ai de SL2(C) et χti ,
ti ∈ Z, est le caracte`re de C× de´fini par z 7→
(
z
z¯
) ti
2 . La condition de bonne parite´ est que
pour tout i = 1, . . . , ℓ, ti+ai−N est pair. On suppose les ti range´s dans l’ordre de´croissant,
ce qui est loisible. La condition de re´gularite´ est alors que pour tout i = 1, . . . , ℓ− 1,
(1.1) ti − (ai − 1) > ti+1 + (ai+1 − 1).
Remarquons que N =
∑ℓ
i=1 ai. On note D(ψ) l’ensemble des familles d = (pi, qi)i=1,...,ℓ
de couples d’entiers tels que
∑ℓ
i=1 pi = p et
∑ℓ
i=1 qi = q. La repre´sentation π
A(ψ) est
construite par induction cohomologique. Notons g l’alge`bre de Lie complexifie´e de G =
3
U(p, q), K un sous-groupe compact maximal de G associe´ a` une involution de Cartan
θ, et k la complexification de l’alge`bre de Lie de k. A un e´le´ment d de D(ψ), on associe
de manie`re explicite une sous-alge`bre parabolique θ-stable qd = ld ⊕ vd de g. On pose
Ld = NormG(qd). C’est un c-Levi deG, au sens de Shelstad [She15], isomorphe au produit
×ℓi=1U(pi, qi), et la complexifie´e de l’alge`bre de Lie de ce groupe est ld. On introduit un
caracte`re Λd de ce groupe, explicitement de´termine´ par les (ti, ai) (voir Equation (4.2)),
et l’on pose
(1.2) Ad(ψ) =
(
Rg,Kqd,Ld∩K
)dim(vd∩k)
(Λd)
ou`
(
Rg,Kqd,Ld∩K
)k
est le foncteur d’induction cohomologique de Vogan-Zuckerman en degre´
k (cf. [KV95] chapter V). La condition de re´gularite´ (1.1) assure que cette induction
cohomologique est dans le ≪ good range ≫. De ceci, il de´coule que
(
Rg,Kqd,Ld∩K
)k
(Λd) = 0,
si k 6= dim(vd ∩ k) , et que Ad(ψ) est un module unitaire et irre´ductible. De plus, les
Ad(ψ) lorsque d parcourt D(ψ) sont distincts.
De´finissons maintenant pour tout d ∈ D(ψ) un caracte`re ǫd du groupe A(ψ). On de´finit
d’abord ǫd comme une application de [1, ℓ] dans ±1. Pour cela on pose pour tout entier
i ∈ [1, ℓ], a<i =
∑
j<i aj et
(1.3) ǫd(i) = (−1)pia<i+qi(a<i+1)+
ai(ai−1)
2 .
Le groupe A(ψG) s’identifie de manie`re naturelle a` (±1)ℓ et ǫd a` un caracte`re de A(ψ). Il
de´coule alors essentiellement des re´sultats de [AJ87], [Joh84] et de [AMR] (voir aussi
[MRc]) que
(1.4) πA(ψ) =
∑
d∈D(ψ)
Ad(ψ)⊠ ǫd.
D’apre`s la remarque faite ci-dessus sur le fait que les Ad(ψ) sont non isomorphes deux a`
deux, on en de´duit la proprie´te´ de multiplicite´ un pour ces paquets.
Ensuite, on abandonne l’hypothe`se de re´gularite´ (1.1) pour ne conserver que l’hy-
pothe`se de de´croissance de la suite (ti)i=1,...,ℓ, et l’on de´finit Ad(ψ) comme ci-dessus.
L’induction cohomologique a alors lieu dans le ≪ weakly fair range ≫ et l’on a toujours(
Rg,Kqd ,Ld∩K
)k
(Λd) = 0, si k 6= dim(vd ∩ k). De plus, si Ad(ψ) n’est pas nul, c’est un
module unitaire et irre´ductible, cette dernie`re proprie´te´ e´tant propre aux groupes uni-
taires (cf. [Mat96], [Tra01]) et est due a` Barbasch et Vogan. Le groupe A(ψG) s’identifie
maintenant a` un quotient de {±1}ℓ. Nous e´tablissons que le caracte`re ǫd de´fini ci-dessus
ce factorise par ce quotient si Ad(ψ) est non nul (Proposition 4.4). Nous montrons que
le terme de droite de (1.4), qui est donc encore bien de´fini comme repre´sentation de
G× A(ψG), est bien la repre´sentation πA(ψ). On a donc (The´ore`me 4.1 du texte)
The´ore`me 1.1. — On suppose que ψ est de bonne parite´. Alors la repre´sentation as-
socie´e a` ψ est
πA(ψ) =
∑
d∈D(ψ)
Ad(ψ)⊠ ǫd.
De plus, les repre´sentations Ad(ψ) non nulles sont non isomorphes deux a` deux.
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Comme dans le cas des groupes classiques on passe du cas re´gulier au cas ge´ne´ral (de
bonne parite´) en utilisant les foncteurs de translation. Pour les groupes unitaires, on a
donc en plus le fait que les Ad(ψ) sont irre´ductibles ou nuls (on ne de´termine pas quand
ces modules sont nuls, voir la remarque 4.2). De plus, la seconde assertion du the´ore`me
montre que la proprie´te´ de multiplicite´ un est conserve´e.
Passons maintenant a` un parame`tre ψG ge´ne´ral, avec ψ = ψmp ⊕ ψbp. A la partie de
bonne parite´ ψbp on attache donc un paquet Π(ψGbp) d’un groupe unitaire de rang Nbp
plus petit par la construction que l’on vient de donner, a` la partie de mauvaise parite´
on attache une repre´sentation irre´ductible unitaire ρ d’un groupe GLNρ(C), et l’on a
N = 2Nρ+Nbp. Ceci de´termine un sous-groupe parabolique standard P =MN de G, du
moins si inf(p, q) ≥ Nρ, avec un facteur de Levi M isomorphe a` GLNρ(C)×Gbp (et donc
Gbp ≃ U(p − Nρ, q − Nρ)). On a alors (The´ore`me 5.3 du texte), en remarquant que les
groupes A(ψG) et A(ψGbp) sont naturellement isomorphes,
The´ore`me 1.2. — La repre´sentation πA(ψG) est obtenue a` partir de π
A(ψGbp) par in-
duction parabolique, c’est-a`-dire
πA(ψG) =
⊕
πbp∈Π(ψGbp )
IndGP (ρ⊠ πbp)⊠ ρπbp .
De plus, les induites paraboliques dans le membre de droite sont irre´ductibles.
Dans cette e´tape, la conservation de la proprie´te´ de multiplicite´ un des paquets est
e´vidente. On a donc
The´ore`me 1.3. — Les paquets d’Arthur des groupes unitaires re´els ont la proprie´te´ de
multiplicite´ un.
Remerciements. Nous remercions P. Trapa qui nous a indique´ que l’on pouvait de´duire
le re´sultat de multiplicite´ un du the´ore`me 1.1 d’une lecture attentive des re´sultats de la
litte´rature sur les proprie´te´s des foncteurs de translation. Le deuxie`me auteur a be´ne´ficie´
d’une aide de l’agence nationale de la recherche ANR-13-BS01-0012 FERPLAY.
2. De´composition des A-parame`tres
Supposons d’abord que G est un groupe classique. On note StdG la repre´sentation
standard du L-groupe de G dans GLN (C) (voir [MRc], §3.1), par exemple si G =
Sp2n(R),
LG = SO2n+1(C) ×WR et StdG est donne´ par l’inclusion de SO2n+1(C) dans
GL2n+1(C).
Si ψG : WR×SL2(C)→ LG est un parame`tre d’Arthur pour G, on pose ψ = StdG ◦ψG
et l’on voit ψ comme une repre´sentation comple`tement re´ductible de WR×SL2(C). Dans
[MRc], §4.1, on a de´compose´ cette repre´sentation en repre´sentations irre´ductibles, et
se´pare´ ces repre´sentations irre´ductibles selon leur parite´, qui peut eˆtre bonne ou mauvaise,
ce qui permet d’e´noncer certains re´sultats de re´duction.
Nous allons maintenant faire de meˆme pour les groupes unitaires. Soit donc maintenant
G un groupe unitaire re´el de rang N , et soit
(2.1) ψG : WR × SL2(C) −→ LG = GLN(C)⋊WR
un parame`tre d’Arthur pour G. On note ψ la restriction de ψG au sous-groupe C
× ×
SL2(C) de WR × SL2(C), que l’on voit comme une repre´sentation de C× × SL2(C) de
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dimension N . Cette repre´sentation est comple`tement re´ductible. Pour tout a ∈ Z>0,
notons R[a] la repre´sentation alge´brique de SL2(C) de dimension a, et pour tout (t, s) ∈
Z× iR, notons
(2.2) χt,s : z 7→ (z/z)t/2(zz)s/2 = z t+s2 z¯−t+s2 .
C’est un caracte`re unitaire de C×. On note pour tout a ∈ Z>0,
(2.3) χt,s,a = χt,s ◦ deta
ou` deta est le de´terminant de GLa(C).
La forme ge´ne´rale de la de´composition de ψ en irre´ductibles (apre`s une e´ventuelle
conjugaison dans GLN(C)) est
(2.4) ψ =
⊕
(t,s,a)∈E(ψ)
χt,s ⊗R[a]
pour un certain ensemble avec multiplicite´s finies E(ψ) de triplets (t, s, a) ∈ Z× iR×Z>0 .
De´finition 2.1. — On dit que le triplet (t, s, a) est de bonne parite´ si s = 0, et si
t+a−1
2
+ N−1
2
∈ Z.
Remarque 2.2. — Le fait que ψ provient d’un A-parame`tre pour G = U(p, q) est
e´quivalent a la proprie´te´ suivante : si (t, s, a) ∈ E(ψ) n’est pas de bonne parite´, alors la
multiplicite´ de ce triplet dans E(ψ) est e´gale a` la multiplicite´ du triplet (t,−s, a) dans le
cas ou` s 6= 0, et si s = 0, la multiplicite´ de (t, 0, a) est paire. Cela revient a` dire, en notant
E(ψ)bp les triplets de E(ψ) ayant bonne parite´, qu’il existe une de´composition de E(ψ) en
l’union disjointe de trois sous-ensembles, E(ψ)bp, E ′(ψ), et E ′′(ψ) tel que si (t, s, a) ∈ E ′(ψ)
alors (t,−s, a) ∈ E ′′(ψ) avec la meˆme multiplicite´.
On note
(2.5) ψbp :=
⊕
(t,s,a)∈E(ψ)bp
χt,s ⊗R[a].
Alors ψbp est un morphisme de C
× × SL2(C) dans GLNbp(C) ou`
(2.6) Nbp =
∑
(t,s,a)∈E(ψ)bp
a,
qui provient d’un A-parame`tre comme en (2.1), mais pour les groupes unitaires de rang
Nbp.
3. Re´alisation des groupes unitaires et de leur c-Levi. Induction
cohomologique
3.1. Paires paraboliques. — Soit G le groupe des points re´els d’un groupe alge´brique
connexe re´ductif de´fini sur R. On fixe une involution de Cartan θ de G, et l’on note K
le sous-groupe des points fixes de θ : c’est un sous-groupe compact maximal de G. On
suppose que G et K sont de meˆme rang ; autrement dit, G posse`de un sous-groupe de
Cartan T inclus dansK et donc compact. On note t0, k0 et g0 les alge`bres de Lie respectives
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de T ,K et G et t, k et g leur complexifie´es. Les sous-alge`bres paraboliques θ-stables de g
sont obtenues de la manie`re suivante. On fixe un e´le´ment ν ∈ √−1t∗0, et l’on pose :
(3.1) l = gν = t⊕

 ⊕
α∈∆(g,t),〈ν,α〉=0
gα

 , v = ⊕
α∈∆(g,t),〈ν,α〉>0
gα, q = l⊕ v, L = NormG(q).
Dans cet article, nous appellerons paire parabolique une paire (q, L) obtenue comme ci-
dessus, avec q sous-alge`bre parabolique θ-stable de g. Le sous-groupe L de G sera appele´
c-Levi de G (terminologie de Shelstad [She15]).
On note
(
Rg,Kq,L∩K
)k
le foncteur d’induction cohomologique de Vogan-Zuckerman (cf.
[Vog81], §6.3.1) en degre´ k, de la cate´gorie des (l, K ∩ L)-modules vers la cate´gorie des
(g, K)-modules. Dans ce contexte, le degre´ qui nous inte´resse particulie`rement, et meˆme
exclusivement, est S = dim(v∩k), et dans l’article, nous e´crirons
(
Rg,Kq,L∩K
)S
sans pre´ciser
de nouveau ce qu’est S.
Si Λ est un caracte`re unitaire de L, on note λ sa diffe´rentielle, que l’on voit comme un
e´le´ment de it∗0. On pose alors
Aq(Λ) =
(
Rg,Kq,L∩K
)S
(Λ).
Si le groupe L est connexe, λ de´termine Λ et l’on note alors cette repre´sentation Aq(λ).
Sous certaines conditions sur le caracte`re infinite´simal de la repre´sentation σ de L que
l’on induit, on a des re´sultats d’annulation, d’irre´ductibilite´ et d’unitarite´ des modules(
Rg,Kq,L∩K
)S
(σ). Nous renvoyons a` [KV95] pour les de´finitions du (weakly) good range, du
(weakly) fair range et des repre´sentations faiblement unipotentes, pour lesquels on a les
re´sultats suivants : dans le weakly good range
(
Rg,Kq,L∩K
)k
(σ) est nul si k 6= S = dim(v∩k).
Si σ est irre´ductible et dans le good range (resp. weakly good range), RSq,L,G(σ) est
irre´ductible (resp. irre´ductible ou nul). Si σ est unitaire et dans le weakly good range,(
Rg,Kq,L∩K
)S
(σ) est unitaire. Si σ est faiblement unipotente et dans le weakly fair range,
alors
(
Rg,Kq,L∩K
)k
(σ) est nul si k 6= S et
(
Rg,Kq,L∩K
)S
(σ) est unitaire si σ est de plus unitaire.
En revanche, on n’a pas de re´sultat d’irre´ductibilite´ en ge´ne´ral dans le weakly fair range,
ni meˆme le fair range.
3.2. Le groupe symplectique. — Une manie`re commode de re´aliser les groupes uni-
taires U(p, q), p + q = N , est de les re´aliser comme c-Levi d’un groupe symplectique
Sp(2N,R), les c-Levi des U(p, q) s’identifient alors eux aussi a` des c-Levi de Sp(2N,R).
On suppose R2N (identifie´ a`M2N,1(R), les matrices colonnes) muni de sa forme symplec-
tique usuelle, c’est-a`-dire, si X, Y ∈ R2N
(X|Y ) = tXJY ou` J =
(
0N IN
−IN 0N
)
.
Soit G = Sp(2N,R) le groupe des isomorphismes de (R2N , (.|.)), que l’on muni de l’in-
volution de Cartan θ : g 7→ tg−1. Le sous-groupe de G des points fixes sous θ est un
sous-groupe compact maximal de G , que l’on note K , et qui est isomorphe au groupe
7
unitaire U(N). On note g0 et k0 les sous-alge`bres de Lie respectives de G et K , re´alise´es
comme sous-alge`bre de Lie de M2N(R). Pour tout (a1, . . . , aN) ∈ RN , on pose :
t(a1, . . . , aN ) =


a1
a2
. . .
aN
−a1
−a2
. . .
−aN


.
Alors t0 := {t(a1, . . . , aN ), (a1, . . . , aN) ∈ RN} est une sous-alge`bre de Cartan de k0 et
aussi de g0.
Notons g, k, t les complexifications des alge`bres de Lie g0, k0, t0, respectivement. Soient
∆(g, t), ∆(k, t) les syste`mes de racines de g et k respectivement, relativement a` la sous-
alge`bre de Cartan t. On a
∆(g, t) = {±(ei ± ej), 1 ≤ i < j ≤ N} ∪ {±2ei, 1 ≤ i ≤ N},
∆(k, t) = {±(ei − ej), 1 ≤ i < j ≤ N},
ou` ei ∈
√−1 t∗0 ⊂ t∗ est la forme line´aire t(a1, . . . , aN ) 7→
√−1 ai. On fixe les syste`mes de
racines positives
∆+(g, t) = {(ei ± ej), 1 ≤ i < j ≤ N} ∪ {2ei, 1 ≤ i ≤ N},
∆+(k, t) = {(ei − ej), 1 ≤ i < j ≤ N}.
On identifie t∗ et CN graˆce a` la base (ei)1≤i≤N de t
∗, et de meˆme pour t graˆce a` la base
duale.
3.3. Paires paraboliques maximales et induction cohomologique. — On conti-
nue avec les notations du paragraphe pre´ce´dent, en particulier G = Sp(2N,R). Soit (q, L)
une paire parabolique pour G , et l’on suppose que la sous-alge`bre parabolique θ-stable
q = l⊕ v est maximale. Une telle sous-alge`bre est obtenue en prenant un e´le´ment de t de
la forme
tp,q = (1, . . . , 1︸ ︷︷ ︸
p
, 0, . . . , 0︸ ︷︷ ︸
N−p−q
,−1, . . . ,−1︸ ︷︷ ︸
q
)
avec p+ q ≤ N . On pose alors
(3.2) lp,q = g
tp,q = t⊕

 ⊕
α∈∆(g,t)|α(t)=0
gα

 , v′p,q = ⊕
α∈∆(g,t)|α(t)>0
gα, q
′
p,q = lp,q ⊕ v′p,q.
(3.3) Lp,q = NormG (qp,q)
Dans le cas ou` p + q = N , Lp,q est une re´alisation du groupe unitaire U(p, q). Les
racines de t dans lp,q sont :
± (ei − ej), 1 ≤ i < j ≤ p ou p+ 1 ≤ i < j ≤ N,
± (ei + ej), 1 ≤ i ≤ p < j ≤ N.
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On choisit comme syste`me de racines positives :
∆+p,q = ∆
+(lp,q, t) =


ei − ej , 1 ≤ i < j ≤ p,
−(ei − ej), p+ 1 ≤ i < j ≤ N
ei + ej , 1 ≤ i ≤ p < j ≤ N

 .
On pose
(3.4) δ(lp,q) =
1
2
∑
α∈∆+p,q
α =
1
2
(N − 1, N − 3, . . . , q − p+ 1︸ ︷︷ ︸
p
, p− q + 1, . . . , p − q + 3, . . . , N − 1︸ ︷︷ ︸
q
).
On a K = LN,0 et Lp,q ∩K ≃ U(p)×U(q).
3.4. c-Levi des U(p, q). — On continue avec les notations de la section pre´ce´dente.
Notons D(p, q) l’ensemble des familles d = (pi, qi)i=1,...,ℓ de couples d’entiers positifs ou
nuls tels que
∑
i pi = p et
∑
i qi = q et D(N) =
∐
p,q|p+q=N D(p, q). Pour tout d =
(pi, qi)i=1,...,ℓ ∈ D(N), notons
td = (ℓ, . . . , ℓ︸ ︷︷ ︸
p1
, . . . , 2, . . . , 2︸ ︷︷ ︸
pℓ−1
, 1, . . . , 1︸ ︷︷ ︸
pℓ
,−1, . . . ,−1︸ ︷︷ ︸
qℓ
,−2, . . . ,−2︸ ︷︷ ︸
qℓ−1
, . . . ,−ℓ, . . . ,−ℓ︸ ︷︷ ︸
q1
).
On de´finit la sous-alge`bre parabolique θ-stable q′d = ld ⊕ v′d et le c-Levi Ld associe´s a` td
comme en (3.1). Si d ∈ D(p, q), alors ld ⊂ lp,q et Ld est un c-Levi de Lp,q, associe´ a` la
sous-alge`bre parabolique θ-stable qd de lp,q, ou`
(3.5) qd = q
′
d ∩ lp,q = ld ⊕ (lp,q ∩ v′d) = ld ⊕ vd.
On pose ∆+(ld, t) = ∆(ld, t) ∩∆+(lp,q, t) et pour tout i = 1, . . . , ℓ,ai = pi + qi
(3.6) δ(ld) =
1
2
∑
α∈∆+(ld,t)
α
=
1
2
(a1 − 1, a1 − 3, . . . , q1 − p1 + 1
︸ ︷︷ ︸
p1
, a2 − 1, a2 − 3, . . . , q2 − p2 + 1
︸ ︷︷ ︸
p2
, . . . , aℓ − 1, aℓ − 3, . . . , qℓ − pℓ + 1
︸ ︷︷ ︸
pℓ
,
pℓ − qℓ + 1, . . . , pℓ − qℓ + 3, . . . , aℓ − 1
︸ ︷︷ ︸
qℓ
, . . . , p2 − q2 + 1, . . . , p2 − q2 + 3, . . . , a2 − 1
︸ ︷︷ ︸
q2
, p1 − q1 + 1, . . . , p1 − q1 + 3, . . . , a1 − 1
︸ ︷︷ ︸
q1
).
4. Parame`tres de bonne parite´
Soit ψ un A-parame`tre pour U(p, q) comme en (2.1). On suppose que ψ est de bonne
parite´, i.e. ψ = ψbp. On a donc
(4.1) ψ =
ℓ⊕
i=1
(χti ⊗R[ai]).
On a supprime´ les parame`tres si des notations, puisque dans le cas de bonne parite´, ils
sont tous nuls. On ordonne les indices i pour que t1 ≥ · · · ≥ tℓ et si ti = ti+1 alors
ai ≥ ai+1.
On reprend les notations de la section 3.4, en particulier la re´alisation deU(p, q) comme
sous-groupe Lp,q d’un groupe symplectique. Pour tout i ∈ [1, ℓ], on fixe une de´composition
ai = pi + qi en somme de deux entiers e´ventuellement nuls. On note D(ψ) l’ensemble
de ces de´compositions qui ve´rifient de plus p =
∑
i pi. On a donc D(ψ) ⊂ D(p, q), ce
dernier ensemble e´tant de´fini dans la section 3.4, et en particulier un e´le´ment d ∈ D(ψ)
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de´termine un c-Levi Ld de Lp,q isomorphe a` ×iU(pi, qi) et une sous-alge`bre parabolique
θ-stable qd = ld ⊕ vd de lp,q dont la sous-alge`bre de Levi est pre´cise´ment l’alge`bre de Lie
complexifie´e de Ld. Pour tout i ∈ [1, ℓ], on pose a<i :=
∑
j<i aj.
On de´finit le caracte`re Λd du groupe Ld via l’isomorphisme de Ld avec ×iU(pi, qi) par
(4.2) Λd = ⊠i det
ti+ai−N
2
−a<i .
On peut aussi de´finir ce caracte`re en donnant sa diffe´rentielle comme un e´le´ment de t∗
dans le syste`me de coordonne´es de la section 3.2. Posons λi =
ti+ai−N
2
− a<i. On a alors
dΛd =

λ1, . . . , λ1︸ ︷︷ ︸
p1
, . . . , λℓ, . . . , λℓ︸ ︷︷ ︸
pℓ
,−λℓ,− . . . , λℓ︸ ︷︷ ︸
qℓ
, . . . ,−λ1, . . . ,−λ1︸ ︷︷ ︸
q1


Le foncteur d’induction cohomologique
(
Rg,Kqd,Ld∩K
)dim(vd∩k)
permet de produire une
repre´sentation de U(p, q) a` partir de ce caracte`re. On pose
(4.3) Ad(ψ) =
(
Rg,Kqd,Ld∩K
)dim(vd∩k)
(Λd).
La condition t1 ≥ · · · ≥ tℓ assure que cette induction cohomologique est dans le weakly fair
range (cf. [KV95] p. 35). De ceci, il de´coule que
(
Rg,Kqd,Ld∩K
)i
(Λd) = 0, si i 6= dim(vd∩ k),
et que si Ad(ψ) n’est pas nul, c’est un module unitaire et irre´ductible, cette dernie`re
proprie´te´ e´tant propre aux groupes unitaires (cf. [Mat96], [Tra01]).
On a de´fini l’application ǫd de [1, ℓ] dans ±1 en (1.3). Nous allons expliquer plus loin
comment A(ψ) s’identifie a` un quotient de {±1}ℓ et ǫd a` un caracte`re de A(ψ).
The´ore`me 4.1. — On suppose que ψ est de bonne parite´. Alors la repre´sentation as-
socie´e a` ψ est
πA(ψ) :=
∑
d
Ad(ψ)⊠ ǫd.
De plus, les repre´sentations Ad(ψ) non nulles sont non isomorphes deux a` deux.
Remarque 4.2. — On ne pre´cise pas ici quand les Ad(ψ) sont non nulles. Toutefois
l’article [Tra01] donne un algorithme pour re´soudre cette question ; c’est un proble`me
difficile. La deuxie`me assertion du the´ore`me est une assertion de multiplicite´ un dans les
paquets d’Arthur pour des parame`tres de bonne parite´. Les re´sultats de re´duction a` la
bonne parite´ e´tablis dans la section 5.2 montrent qu’il y a multiplicite´ un dans tous les
paquets d’Arthur des groupes unitaires.
De´monstration. Le the´ore`me est de´ja` e´tabli sous la condition que les induites cohomolo-
giques (4.3) soient re´alise´es dans le good range, ce qui est plus restrictif que le weakly
fair range, la condition sur ψ e´tant (1.1). Dans ce cas, A(ψG) s’identifie naturellement a`
{±1}ℓ .
En effet, sous cette condition, le the´ore`me est un cas particulier de [MRc], The´ore`me
9.3, qui re´sulte fondamentalement de [AJ87], [Joh84] et [AMR]. De plus, dans ce cas,
les Ad(ψ) sont non nulles et non isomorphes deux a` deux.
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On se rame`ne a` ce cas en utilisant les foncteurs de translation (cf. [KV95] chapter
VII et chapter VII, §5). On fixe des entiers T1 >> · · · >> Tℓ ≥ 0 et on note ψ+ le
A-parame`tre
(4.4) ψ+ =
⊕
i
(χti+Ti ⊗R[ai]),
de sorte que ψ+ ve´rifie les hypothe`se de good range (1.1), et l’on a donc
πA(ψ+) =
⊕
d∈D(ψ+)
Ad(ψ+)⊠ ǫd,
ou` les modules Ad(ψ+) sont de´finis comme en (4.3) en remplac¸ant les ti par les ti + Ti
dans la de´finition de Λd en (4.2). Avec ces hypothe`ses, comme nous l’avons dit, A(ψ+)
s’identifie a` {±1}ℓ et cette expression est alors bien de´finie.
On conside`re le foncteur de translation correspondant a` la repre´sentation de dimension
finie F qui est la restriction a` U(p, q) de la repre´sentation de GLN(C) de plus bas poids
(dans les coordonne´es usuelles pour ce groupe)
−T1/2, · · · ,−T1/2︸ ︷︷ ︸
a1
, · · · ,−Tℓ/2, · · · ,−Tℓ/2︸ ︷︷ ︸
aℓ

 .
Dans les coordonne´es choisies ci-dessus pour t∗, ce plus bas poids est
γ =

−T1/2, . . . ,−T1/2︸ ︷︷ ︸
p1
, . . . ,−Tℓ/2, . . . ,−Tℓ/2︸ ︷︷ ︸
pℓ
, Tℓ/2,− . . . , Tℓ/2︸ ︷︷ ︸
qℓ
, . . . , T1/2, . . . , T1/2︸ ︷︷ ︸
q1

 .
Remarque 4.3. — Posons δ(vd) = δ(lp,q)−δ(ld). On voit facilement avec les expressions
(3.4) et (3.6) que l’on peut de´finir les Ti ve´rifiant les conditions ci-dessus en posant
γ = −2mδ(vd) pour un entier m assez grand.
On note T ce foncteur et on sait d’apre`s [MRa], the´ore`me 4.1 que l’on a
T (πA(ψ+)) = πA(ψ),
et d’autre part, d’apre`s [MRa], the´ore`me 4.3, en remarquant que D(ψ+) = D(ψ), on a
T (Ad(ψ+)) = Ad(ψ) pour tout d ∈ D(ψ). Pour un tel d fixe´, le caracte`re ǫd se factorise
en un caracte`re de A(ψ) si et seulement si pour tout i, j ∈ [1, ℓ] tels que ti = tj et ai = aj ,
on a ǫd(i) = ǫd(j). Or on a d’apre`s [Mat96] et [Tra01] que l’on commentera ci-dessous
Proposition 4.4. — La repre´sentation T (Ad(ψ+)) est non nulle seulement si pour tout
i ∈ [1, ℓ[ tel que ti+1 = ti on a pi ≥ qi+1 et qi ≥ pi+1.
Comme l’a remarque´ Matumoto, cette proposition est une conse´quence du paragraphe
4.2 de [BV83]. On peut donc dire que cette proposition est essentiellement due a` Barbasch
et Vogan. On peut faire des inductions par e´tage et donc supposer que ℓ = 2, i = 1 et
t1 = t2. On rappelle que l’on a ordonne´ les couples (ti, ai) tel que si ti = ti+1 alors
ai ≥ ai+1 sans cette hypothe`se la proposition serait fausse. Cette hypothe`se est un oubli
dans [Mat96] et les choix de cette re´fe´rence pour l’induction cohomologique e´tant oppose´s
aux noˆtres les ine´galite´s sont inverse´es.
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Ainsi pour tout d ∈ D(ψ), soit le caracte`re ǫd se factorise en un caracte`re de A(ψ),
soit Ad(ψ) est nul, et ceci donne un sens a` la formule donnant π
A(ψ) dans le the´ore`me
et e´tablit la premie`re partie de celui-ci.
De´montrons maintenant l’assertion de multiplicite´ un. La difficulte´ vient de l’utilisation
du foncteur de translation permettant de passer du good range au weakly fair range.
Avec les notations ci-dessus, on sait que si d 6= d′, alors Ad(ψ+) et Ad′(ψ+) sont non
isomorphes, et l’on voudrait en de´duire que si les repre´sentations Ad(ψ) = T (Ad(ψ+)) et
Ad′(ψ) = T (Ad′(ψ+)) sont non nulles, alors elles sont non isomorphes.
Pour cela, nous allons utiliser des re´sultats sur les foncteurs de translation disse´mine´s
dans [KV95], et nous allons expliquer comment nous y ramener, ce qui nous oblige a`
quelques de´tours. Signalons aussi que les ide´es sont explique´es et mises en oeuvre dans
[Vog88] dans un contexte diffe´rent, et que c’est P. Trapa qui nous a sugge´re´ que la
de´monstration de l’irre´ductibilite´ de l’induction cohomologique convenablement comprise
pouvait aussi donner l’e´nonce´ de multiplicite´ un voulu. La premie`re chose a` faire est de
se ramener a` des foncteurs d’induction cohomologique ou` la sous-alge`bre parabolique θ-
stable q est fixe´e et ou` ce sont les formes re´elles fortes au sens de [ABV92] qui vont
varier. Expliquons le formalisme. On part du groupe compact U(N) et de sa re´alisation
usuelle comme sous-groupe des points fixes de l’involution σ : g 7→ tg¯−1 de GLN (C). On
note ici g l’alge`bre de Lie de GLN(C). On choisit un tore maximal T de U(N), et l’on
note t la complexifie´e de son alge`bre de Lie. On fixe une sous-alge`bre de Borel b de g
contenant t. On identifie T a` U(1)N , t a` CN de sorte que les racines simples de t dans b
soient les formes line´aires ei−ei+1, i = 1, . . . , N−1, ou` (ei)i=1,...,N est la base canonique de
(CN)∗. La partition N =
∑ℓ
i=1 ai de´termine alors une sous-alge`bre parabolique q = l⊕ v
de g contenant b. Notons T [2] l’ensemble des e´le´ments d’ordre 2 de T . Pour tout t ∈ T [2],
posons
σt = Ad(t) ◦ σ, θt = Ad(t).
Alors σt est une forme re´elle de GLN(C) et nous notons Ut le groupe de ses points
re´els. L’involution θt est une involution de Cartan de Ut, et l’on note Kt le sous-groupe
de ses points fixes. C’est un sous-groupe compact maximal de Ut. Les Ut sont des
formes inte´rieures pures de U(N) = Ut=1. Si l’on e´crit t = (η1, . . . , ηi) par l’identifi-
cation T = U(1)N , avec ηi ∈ {±1} pour tout i = 1, . . . , N , alors Ut est isomorphe au
groupeU(n1(t), n−1(t)) ou` n1(t) est le nombre des ηi e´gaux a` 1 et n−1(t) celui des ηi e´gaux
a` −1. Pour t1, t2 ∈ T [2], les formes re´elles Ut1 et Ut2 sont e´quivalentes si et seulement
si n1(t1) = n1(t2) et n−1(t1) = n−1(t2). La sous-alge`bre parabolique q est θt-stable pour
tout t ∈ T [2]. Posons Lt = NormUt(q) : c’est un c-Levi de Ut et la complexifie´e de son
alge`bre de Lie est l. Ces groupes Lt, pour t ∈ T [2], sont des formes re´elles d’un groupe
complexe LC isomorphe a` ×iGLai(C). Le groupe Lt est isomorphe a` ×iU(pi, qi), ou` p1
(resp q1) est le nombre de 1 (resp. de −1) dans les a1 premie`res coordonne´es de t, et ainsi
de suite. On a donc pour chaque t des foncteurs d’induction cohomologique
(
Rg,Ktq,Lt∩Kt
)k
que nous allons toujours conside´rer dans le bon degre´, c’est-a`-dire St = dim(v ∩ kt).
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On revient maintenant a` p et q fixe´s avec p+ q = N et pour tout e´le´ment d = (pi, qi) ∈
D(ψ), on pose
td = (1, . . . , 1︸ ︷︷ ︸
p1
,−1, . . . ,−1︸ ︷︷ ︸
q1
, . . . , 1, . . . , 1︸ ︷︷ ︸
pℓ
,−1, . . . ,−1︸ ︷︷ ︸
qℓ
).
On fixe un caracte`re Λ de LC : dans l’identification de LC avec ×iGLai(C), il est donne´
par
Λ = ⊠i det
ti+ai−N
2
−a<i .
On pose alors pour tout d = (pi, qi) ∈ D(ψ),
A
′
d(ψ) =
(
Rg,Ktdq,Ltd∩Ktd
)Std
(Λ).
C’est un (g, Ktd)-module. Comme les formes re´elles Utd sont toutes e´quivalentes lorsque
d de´crit D(ψ), c’est-a`-dire conjugue´es deux a` deux par un automorphisme inte´rieur de
GLN (C), on peut voir les classes d’e´quivalence de (g, Ktd)-modules comme des classes
d’e´quivalence de modules de Harish-Chandra pour U(p, q), et les modules A ′d(ψ) corres-
pondent aux modules Ad(ψ). Il s’agit donc de montrer que les modules A
′
d(ψ) non nuls
sont ine´quivalents deux a` deux, vus comme modules de Harish-Chandra pour U(p, q).
D’autre part, comme les groupes unitaires sont connexes, la cate´gorie des (g, Ktd)-modules
est une sous-cate´gorie pleine de la cate´gorie des U(g)-modules, ou` U(g) est l’alge`bre
enveloppante de g, et il s’agit donc de montrer que les modules A ′d(ψ) non nuls sont
ine´quivalents deux a` deux comme U(g)-modules.
Bien suˆr, on peut remplacer ψ par ψ+ dans ces conside´rations, et l’on obtient de meˆme
des modules A ′d(ψ+), d ∈ D(ψ+) = D(ψ) et l’on sait qu’ils sont ine´quivalents deux a` deux
comme U(g)-modules.
Rappelons maintenant quelques e´le´ments sur le foncteur de translation tire´s de [KV95],
Chapter VII. Celui-ci est donc de´fini par la repre´sentation de dimension finie F de plus
bas poids γ = −2mδ(v), d’apre`s la remarque 4.3, et nous sommes donc dans les hy-
pothe`ses de la Proposition 8.31 de [KV95]. Le foncteur T nous fait passer des modules
ayant comme caracte`re infinite´simal ge´ne´ralise´ celui donne´ par le parame`tre ψ+, notons-
le µ+, a` des modules ayant comme caracte`re infinite´simal ge´ne´ralise´ celui donne´ par le
parame`tre ψ, notons-le µ = µ+ + γ = µ+ − 2mδ(v). Ici, on voit µ+ et µ comme des
e´le´ments de t∗ qui de´terminent chacun un caracte`re du centre de l’alge`bre enveloppante.
Reprenons des e´le´ments de la de´monstration de la Proposition 8.31 de [KV95], que l’on
particularise au cas des groupes unitaires e´tudie´s ici, en adaptant le´ge`rement les notations.
On y introduit pour tout λ′ ∈ t∗, un module de Verma ge´ne´ralise´ note´ M(λ′), et l’on
montre que si λ′ ve´rifie les conditions du weakly fair range, alors T (M(λ′ + 2mδ(v)) =
M(λ′) (Lemma 8.35). On en de´duit (Lemma 8.39) que pour toute forme re´elle G du
groupe complexe ambiant muni d’une involution de Cartan θ ayant comme groupe des
points fixes le sous-groupe compact maximal K de G, tel que q soit une sous-alge`bre
parabolique θ-stable, avec de plus les conditions de weakly fair range sur λ′, que l’on a
T (Ag,Kq,L∩K(λ′ + 2mδ(v)) = Ag,Kq,L∩K(λ′). En particulier, ceci s’applique aux formes re´elles
Utd de´finies ci-dessus et a λ
′ + δ = µ (δ de´signe bien entendu la demi-somme des racines
positive), et l’on a donc
T (A ′d(ψ+)) = A ′d(ψ),
pour tout d ∈ D(ψ). On introduit Q(λ′) = End(M(λ′)), qui est un U(g) ⊗ U(g)-module
ayant pour caracte`re infinite´simal (λ′ + δ,−(λ′ + δ)) muni d’une application naturelle
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ϕ : U(g) → Q(λ′) qui respecte les actions a` gauche de U(g). Ensuite, on prend les
e´le´ment U(N)-finis de l’alge`bre Q(λ′) en posant R(λ′) = End(M(λ′))U(N). Ainsi, R(λ
′)
devient un (g ⊕ g,U(N) ×U(N))-module, et l’image de φ est a` valeurs dans R(λ′). On
pose alors S = S(λ′) = R(λ′)⊗End(F ), et cette alge`bre admet une de´composition selon
ses composantes primaires (a` gauche et a` droite), S = ⊕α,βSβα.
Prenons maintenant λ′ = µ+ − δ. La composante S−µµ est une sous-alge`bre de S. Soit
M un U(g)-module ayant pour caracte`re infinite´simal µ+, et supposons que M soit aussi
un module a` gauche unife`re pour R(λ′) tel que les deux actions soient compatibles via
ϕ. Alors la composante µ-primaire Nµ du S-module N = M ⊗F est naturellement un
S−µµ -module. Ce qui est fondamental pour nous ici est le re´sultat suivant : si M est un
R(λ′)-module simple, alors Nµ est S
−µ
µ -module simple ou bien 0, et de plus, si M
1, M2
sont deux R(λ′)-module simples non e´quivalents, et si N1µ et N
2
µ sont non nuls, alors ce
sont deux S−µµ -modules simples non e´quivalents. On trouve la de´monstration a` la page
524 de [KV95], pour une alge`bre S diffe´rente, mais la de´monstration est formelle et
se transpose sans changements. D’ailleurs un re´sultat formel ge´ne´ral analogue (avec la
meˆme de´monstration) dans le cadre des alge`bres a` idempotents se trouve dans [Ren10],
proposition I.3.2.
Il y a un foncteur de translation pour les U(g)⊗ U(g)-modules construit avec End(F )
allant des modules ayant pour caracte`re infinite´simal ge´ne´ralise´ (µ+,−µ+) vers les mo-
dules ayant pour caracte`re infinite´simal ge´ne´ralise´ (µ,−µ). Notons le T 2. On a alors
S−µµ = T 2(R(µ+ − δ)) = R(µ− δ).
De plus, on peut munir les A ′d(ψ+), d ∈ D(ψ), d’une structure de R(λ′)-module com-
patibles avec l’action de U(g), ceci apparaˆıt a` la page 577 de [KV95]. Il re´sulte de ceci
que les A ′d(ψ+), d ∈ D(ψ) sont des R(µ− δ)-modules nuls ou simples, les non nuls e´tant
ine´quivalents deux a` deux. La proposition 8.31 de [KV95] a en fait pour but d’e´noncer
un crite`re pour en de´duire que ce sont des U(g)-modules nuls ou simple, il suffit que l’ap-
plication naturelle ϕ de U(g) dans R(µ−δ) soit surjective. Or c’est le cas pour les groupes
unitaires, cela vient du fait que les orbites nilpotentes en type A sont de Richardson avec
une application moment birationnelle et sont d’adhe´rence normale. C’est ainsi que l’on
montre que les Aq(λ)-modules dans le weakly fair range sont nuls ou irre´ductibles pour
les groupes unitaires. Ce que nous venons de remarquer ici, c’est que l’inspection de la
de´monstration montre en plus que les modules A ′d(ψ), d ∈ D(ψ) non nuls ne sont pas
e´quivalents en tant que U(g)-modules et ceci termine la de´monstration du the´ore`me.
Remarque 4.5. — La de´finition des paquets d’Arthur par les identite´s de transfert
endoscopiques suppose avoir choisi parmi les formes re´elles fortes (au sens de [ABV92])
Ut, t ∈ T [2], introduites ci-dessus, une forme quasi-de´ploye´e, et pour celle-ci, une donne´e
de Whittaker. Ici, la forme quasi-de´ploye´e choisie est donne´ par
t∗ = (1,−1, 1,−1, . . . , (−1)N−1)
et est donc isomorphe a` U(N/2, N/2) si N est pair et U(⌊N/2⌋ + 1, ⌊N/2⌋) si N est
impair. D’autre part, on peut conside´rer un parame`tre de se´ries discretes ψG, pour les
groupes unitaires de rang N , c’est-a`-dire avec ψ = ⊕Ni=1(χti ⊠ R[1]) avec les ti distincts.
Les constructions faites ci-dessus pour d ∈ D(ψ) = ((1, 0), (0, 1), (1, 0), . . .) de´terminent
une se´rie discre`te ge´ne´rique de ce groupe unitaire quasi-de´ploye´, et l’on fixe la donne´e
de Whittaker pour que cette se´rie discre`te admette une fonctionnelle de Whittaker. Des
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choix diffe´rents me`neraient a` une formule diffe´rente en (1.3) en tordant la parame´trisation
par un caracte`re de A(ψG).
5. Re´duction au cas de bonne parite´
5.1. Mauvaise parite´ et induction parabolique. — Dans cette section, nous
de´montrons des re´sultats e´nonce´s sans de´monstration dans [MRc] ainsi que leurs ana-
logues pour les groupes unitaires. Soient G un groupe classique ou unitaire, et ψG, ψ
comme dans la section 2. Conside´rons une de´composition de ψ de la forme :
(5.1) ψ = ρ⊕ ρ∗ ⊕ ψ′
ou`, dans ρ, il n’apparaˆıt que des facteurs de mauvaise parite´. Ici ρ∗ de´signe la
repre´sentation contragre´diente si G est un groupe classique, et la duale hermitienne si
G est un groupe unitaire. Remarquons que toute la partie de mauvaise parite´ peut se
mettre sous la forme ρ⊕ ρ∗.
Si G est classique, le parame`tre ψ′ se factorise par le L-groupe d’un groupe classique
quasi-de´ploye´ G♭ de meˆme type que G. Soit ψG♭ le parame`tre d’Arthur pour le groupeG
♭
tel que ψ′ = StdG′ ◦ψG♭. De meˆme, si G est unitaire, ψ′ est la restriction a` C××SL2(C)
d’un parame`tre ψG′ pour un groupe unitaire quasi-de´ploye´ G
♭ de rang plus petit.
Notons Nρ la dimension de la repre´sentation ρ. Si G est classique, c’est une
repre´sentation de WR × SL2(C), et l’on note ΠGLρ la repre´sentation de GLNρ(R) de
parame`tre d’Arthur ρ (cf. [AMR], §3.1). Si G est unitaire, c’est une repre´sentation de
C× × SL2(C), et l’on note ΠGLρ la repre´sentation de GLNρ(C) de parame`tre d’Arthur ρ.
Pour unifier les notations, on note simplement GLNρ pour le groupe GLNρ(R) si l’on est
dans le cadre des groupes classiques, et GLNρ(C) si l’on est dans le cadre des groupes
unitaires.
Selon la forme inte´rieure G et la dimension Nρ de ρ, le groupe G admet ou pas un
sous-groupe de Levi maximal standard M isomorphe a` GLNρ ×G′, ou` G′ est une forme
inte´rieure de G♭. Par exemple, si G = U(p, q), la condition est que inf(p, q) ≥ Nρ, et si
c’est le cas, on a G′ = U(p−Nρ, q −Nρ), et on a la meˆme condition si G = SO(p, q). Si
G est quasi-de´ploye´, la condition est toujours ve´rifie´e avec G′ = G♭, et ceci fournit une
injection
(5.2) ι : LM =
(
ĜLNρ × Ĝ♭
)
⋊WR →֒ LG
de sorte que ψG = ι◦ψM ou` ψM : WR → LM est construit a` partir de ρ et ψG♭ . Ici ĜLNρ =
GLN (C) si GLNρ = GLNρ(R) et ĜLNρ = GLN(C)×GLN(C) si GLNρ = GLNρ(C).
Comme le groupe G♭ ne joue pas de roˆle dans ce qui suit, on note plutoˆt ψG′ pour ψG♭
du moins si la condition d’existence de G′ est satisfaite. On ve´rifie facilement l’e´nonce´
suivant.
Remarque 5.1. — Les groupes A(ψG) et A(ψG′) sont naturellement isomorphes.
Reprenons les notations de l’introduction, ou` pour un parame`tre d’Arthur ψG pour
le groupe G, nous avons note´ πA(ψG) la repre´sentation unitaire de longueur finie de
G× A(ψG) attache´e a` ψG. On la note aussi πA(ψG, G). On de´compose maintenant cette
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repre´sentation selon les caracte`res du groupe abe´lien fini A(ψ) :
(5.3) πA(ψ,G) =
⊕
η∈Â(ψG)
π(ψG, η, G)⊠ η
ou` les π(ψG, η, G) sont maintenant des repre´sentations unitaires de longueur finie de G.
Proposition 5.2. — Avec les notations ci-dessus, si la condition d’existence de la forme
inte´rieure G′ n’est pas ve´rifie´e, on a πA(ψG) = 0.
Si la condition d’existence de la forme inte´rieure G′ est ve´rifie´e, soit η ∈ Â(ψG) et
soient π(ψG, η, G) et π(ψG′, η, G
′) les repre´sentations semi-simples de G et G′ respective-
ment attache´es par Arthur (cf. (5.3), ou` pour π(ψG′, η, G
′) on tient compte de la remarque
ci-dessus). On a alors
(5.4) π(ψG, η, G) = Ind
G
P
(
ΠGLρ ⊗ π(ψG′ , η, G′)
)
,
ou` P est un sous-groupe parabolique standard maximal de G de facteur de Levi M iso-
morphe a` GLNρ ×G′.
Pour les groupes classiques, c’est la proposition 4.3 de [MRc], e´nonce´e sans
de´monstration.
De´monstration. Notons πB(ψG, η, G) la repre´sentation induite du membre de droite
dans (5.4), et πB(ψG, G) = ⊕η∈Â(ψG)πB(ψG, η, G) ⊠ η. Nous avons besoin de savoir que
πB(ψG, G) est non nul si G est quasi-de´ploye´ avant de pouvoir de´montrer que cette
repre´sentation est πA(ψG, G). Evidemment si G est quasi-de´ploye´, on a remarque´ que la
condition d’existence deG′ est toujours satisfaite, et queG′ = G♭ est quasi-de´ploye´. Ainsi
πB(ψG, G) est non nul si et seulement si π
A(ψG′ , G
′) est non nul. Or on sait que le paquet
ΠA(ψG′ , G
′) est non nul, car il contient au moins les repre´sentations dans le paquet de
Langlands associe´ au paquet d’Arthur. Ceci montre l’assertion voulue. Conside´rons alors
la repre´sentation virtuelle stable πA(ψG′ , G
′)(sψ′) = [π(ψG′ , G
′)] (cf. ([MRc] (2.3.3)). Elle
ve´rifie l’identite´ endoscopique tordue ([MRc] (3.2.4). Comme le transfert endoscopique
tordu commute avec l’induction, on obtient que le transfert tordu de la repre´sentation
virtuelle πB(ψG, G)(sψ) est la trace tordue de l’induite pour le parabolique standard
de GLN de Levi standard GLNρ × GLN ′ de la repre´sentation ΠGLρ ⊠ ΠGLψ′ . Or cette
induite est ΠGLψ , d’apre`s la de´finition des paquets d’Arthur des groupes line´aires (voir
[AMR], section 3.2). D’autre part πA(ψG, G)(sψ) = [π(ψG, G)] ve´rifie aussi l’identite´
endoscopique tordue. On obtient donc que πA(ψG, G)(sψ) = π
B(ψG, G)(sψ), puisque ces
deux repre´sentations virtuelles stables ont meˆme transfert endoscopique tordu.
Nous allons de´montrer que πB(ψG, G) ve´rifie aussi les identite´s endoscopiques ordinaires
([MRc] (2.3.5)). On ne suppose plus que G est quasi-de´ploye´, mais l’on suppose que la
condition d’existence de G′ est satisfaite, car sinon, il est clair que πA(ψG, G) = 0. Soit
H = (H, x, ξ : LH → LG, . . .) une donne´e endoscopique elliptique de G (cf. [Art13]) telle
que ψG se factorise par le groupe dual de H et on fixe une telle factorisation ψG = ξ ◦ψx.
En particulier l’e´le´ment x ∈ LG s’identifie a` un e´le´ment du commutant de ψG. Il faut
alors de´montrer qu’il existe une donne´e endoscopique elliptique H′ = (H ′, x′, . . .) de G′,
tel que l’e´le´ment x′ de cette donne´e soit dans le centralisateur de ψG′ et tel que le transfert
de la distribution stable associe´e a` H et a` la factorisation de ψG soit l’induite du produit
tensoriel des donne´es analogues pour ψG′ et H
′ et de la repre´sentation ΠGLρ . Expliquons
maintenant comment construire explicitement cette donne´e endoscopique H′. Comme
il est loisible de le faire ici, on suppose que x ve´rifie x2 = 1. On de´compose alors ψ en
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ψ+⊕ψ− suivant les valeurs propres de x. On remarque que l’on a aussi une de´composition
analogue pour ψ′ et pour ρ. On a alors
ψ+ = ρ+ ⊕ ρ∗+ ⊕ ψ′+
et une de´composition analogue avec + remplace´ par −. C’est ici qu’a servi l’hypothe`se
sur la mauvaise parite´ des composantes de ρ, pour que le dual de ρ+ apparaisse lui
aussi dans dans l’espace propre de valeur propre +1. Notons Nρ± les dimensions des
repre´sentations ρ±, et Π
GL
ρ±
la repre´sentation de GLNρ± associe´e a` ce parame`tre. On a
bien suˆr Nρ = Nρ+ +Nρ− et Π
GL
ρ est l’induite parabolique de Π
GL
ρ+
⊠ ΠGLρ− .
Ainsi il existe un sous-groupe de Levi
MH ≃
(
GLNρ+ ×M+
)
×
(
GLNρ− ×M−
)
de H tel que ψx se factorise par le L-groupe de MH et la repre´sentation virtuelle stable
[π(ψx, H)] de H associe´e a` ψx est une induite a` partir de ce Levi. Notons H
′ le facteur
M+ ×M− de M : c’est un groupe endoscopique pour G′, s’inscrivant dans une donne´e
endoscopique H′ = (H ′, x′, ξ′, . . .) de G′ et le parame`tre d’Arthur ψG′ se factorise en
ξ′ ◦ ψx′ . L’e´le´ment x′ est dans le centralisateur de ψG′ , on peut le prendre tel que x′2 = 1
et ψ′ = ψ′+ ⊕ ψ′− est la de´composition de ψ′ selon les valeurs propres ±1 de x′. Partons
de la repre´sentation stable [π(ψx′ , H
′)] associe´e a` ψx′ . On peut d’abord conside´rer son
transfert endoscopique vers G′, puis induire vers G avec ΠGLρ :
IndGP=MN
(
ΠGLρ ⊠ Trans
G′
H′([π(ψx′, H
′)])
)
ou` TransG
′
H′ de´signe le transfert endoscopique (spectral) du groupe endoscopique H
′ de G′
vers G′. Or, ceci est e´gal a`
IndGP=MN
(
ΠGLρ ⊠ π
A(ψG′ , H
′)(sψ′x
′))
)
= πB(ψG, G)(sψx).
Le fait que le transfert commute a` l’induction nous dit que l’on obtient le meˆme re´sultat
en prenant le produit tensoriel exte´rieur avec ΠGLρ+ et Π
GL
ρ−
pour obtenir une repre´sentation
virtuelle de MH que l’on induit vers H , puis en prenant ensuite le transfert endoscopique
de H vers G :
TransGH(Ind
H
Ph=MHNH
(
ΠGLρ+ ⊠Π
GL
ρ−
⊠ [π(ψx′ , G
′)]
)
.
Or ceci est e´gal a`
TransGH([π(ψx, H)]) = π
A(ψG, G)(sψx).
On obtient donc que πB(ψG, G)(sψx) = π
A(ψG, G)(sψx). Comme on a ceci pour tout
x ∈ A(ψG), que G soit ou non quasi-de´ploye´, on en de´duit par inversion de Fourier que
πB(ψG, G) = π
A(ψG, G).
5.2. Irre´ductibilite´ de l’induite parabolique pour les groupes unitaires. —
Nous allons reformuler la proposition 5.2 de manie`re un peu plus explicite pour les groupes
unitaires, en y ajoutant un re´sultat d’irre´ductibilite´ des induites paraboliques.
The´ore`me 5.3. — Soient ψG un A-parame`tre pour G = U(p, q), ψ sa restriction a`
C× × SL2(C) comme en (2.4) et ψbp la partie de bonne parite´ de ce parame`tre. Soient
N = p + q et Nbp comme en (2.6). En particulier N − Nbp est pair, et l’on pose amp =
N−Nbp
2
, c’est le cardinal de l’ensemble E ′(ψ). On a alors :
(i) si inf(p, q) < amp, alors π
A(ψG, G) = 0.
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(ii) Si inf(p, q) ≥ amp on pose pbp = p− amp, qbp = q − amp et ψbp est la restriction a`
C×× SL2(C) d’un parame`tre ψGbp pour Gbp = U(pbp, qbp). On a donc une repre´sentation
unitaire πA(ψGbp , Gbp) de U(pbp, qbp)× A(ψGbp), qui s’e´crit
πA(ψGbp , Gbp) =
⊕
η∈ ̂A(ψGbp )
π(ψGbp, η, Gbp)⊠ η.
Alors πA(ψG, G) s’e´crit π
A(ψG, G) =
⊕
η∈Â(ψ)
π(ψG, η, G)⊠ η, avec pour tout η ∈ A(ψG)
(rappelons qu’en vertu de la remarque 5.1, on peut identifier A(ψGbp) et A(ψG)),
π(ψG, η, G) = Ind
G
P
((
⊠(t,s,a)∈E ′(ψ)χt,s,a
)
⊠ π(ψGbp , η, Gbp)
)
pour le sous-groupe parabolique standard P de U(p, q) dont le sous-groupe de Levi est
×(t,s,a)∈E ′(ψ)GL(a,C)×U(pbp, qbp).
De plus, si τ est une sous-repre´sentation irre´ductible de π(ψGbp , η, Gbp), alors
IndGP
((
⊠(t,s,a)∈E ′(ψ)χt,s,a
)
⊠ τ
)
est irre´ductible.
De´monstration. Seule la dernie`re assertion est nouvelle par rapport a` la proposition. Les
repre´sentations τ de la dernie`re assertion du the´ore`me sont les repre´sentations Ad(ψbp)
de la section 4 attache´e a` la partie de bonne parite´ du parame`tre. Il est de´montre´ dans
[Mat96] 3.2.2 que l’induite parabolique de(
⊠(t,s,a)∈E ′(ψ)χ(t,s,a)
)
⊠Ad(ψbp)
est irre´ductible, ce qui est exactement l’assertion voulue.
5.3. Irre´ductibilite´ de l’induction parabolique pour les groupes classiques.
— Nous comple´tons maintenant la proposition 5.2 pour les groupes classiques en y
ajoutant le fait que, comme pour les groupes unitaires, l’induction parabolique pre´serve
l’irre´ductibilite´. Ce re´sultat avait e´te´ e´nonce´ sans de´monstration dans [MRc], The´ore`me
4.4.
The´ore`me 5.4. — On se place dans les hypothe`ses de la proposition 5.2. On suppose
que la condition d’existence de la forme inte´rieure G′ est ve´rifie´e. Soit η ∈ Â(ψG).
Si τ est une sous-repre´sentation irre´ductible de π(ψG′, η, G
′), alors IndGP
(
ΠGLρ ⊠ τ
)
est
irre´ductible.
Rappelons que pour un groupe classique G, la mauvaise parite´ est : impaire si Ĝ est
un groupe spe´cial orthogonal, paire si Ĝ est un groupe symplectique. On e´crit la partie
de mauvaise parite´ ρ (cf. [MRc], §4.1) sous la forme
ρ =
⊕
i=1,...,ℓ
δti,si ⊠R[ai]⊕
⊕
j=1,...,ℓ′
ηǫj ,sj ⊠ R[a
′
j ].
Dans la premie`re somme, ti ∈ Z>0, si ∈ iR, et δti,si est le parame`tre de Langlands de
la se´rie discre`te de caracte`re infinite´simal
(
ti+si
2
, −ti+si
2
)
de GL2(R), et si si = 0, alors
ti + ai − 1 est de mauvaise parite´. Dans la seconde somme ǫj ∈ {±1}, sj ∈ iR, et ηǫj ,sj
est le parame`tre de Langlands du caracte`re x 7→ sgn(x) 1−ǫj2 |x|sj de GL1(R), et si sj = 0,
alors a′j − 1 est de mauvaise parite´. On note encore δti,si et ηǫj ,sj les repre´sentations de
GL2(R) et GL1(R) dont ce sont les parame`tres. Pour chaque indice i, on conside`re la
repre´sentation de Speh, note´e Speh(δti,si, ai) de GL2ai(R) qui est irre´ductible et unitaire,
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et pour chaque indice j, le caracte`re unitaire ηǫj ,sj ◦ det de GLa′j (R). La repre´sentation
ΠGLρ est alors obtenue par induction parabolique irre´ductible a` partir de la repre´sentation
(⊠i=1,...,ℓ Speh(δti,si, ai))⊠
(
⊠j=1,...,ℓ ηǫj ,sj ◦ det
)
du facteur de Levi
(×i=1,...,ℓGL2ai(R))×
(
×j=1,...,ℓGLa′j (R)
)
de GLNρ(R).
Soit G0 le groupe de meˆme type que G tel que GLNρ(R)× G0 est un sous-groupe de
Levi d’un parabolique P de G. On note τ0 une repre´sentation unitaire irre´ductible de
G0. On note N0 son rang. On suppose que le caracte`re infinite´simal de τ0 a bonne parite´,
c’est-a`-dire qu’il est forme´ d’entiers si la demi-somme des racines positive de G0 est forme´e
d’entiers et est forme´ de demi-entiers non entiers sinon. Le fait que τ0 soit unitaire n’est
absolument pas ne´cessaire mais simplifie le´ge`rement la preuve. Le the´ore`me re´sulte alors
de la proposition plus ge´ne´rale suivante.
Proposition 5.5. — La repre´sentation induite IndGP
(
ΠGLρ ⊠ τ0
)
est irre´ductible.
De´monstration. On note π = IndGP
(
ΠGLρ ⊠ τ0
)
. Nous allons scinder la de´monstration en
plusieurs e´tapes.
Premie`re e´tape. Pour tout j ∈ [1, ℓ′], on remplace ηǫj ,sj ⊠ R[a′j ] dans la partie de
mauvaise parite´ ρ par
(ηǫj ,sj ⊠ R[a
′
j)]⊕ (η−ǫj ,sj ⊠ R[a′j ]).
On obtient ainsi un parame`tre ρ♯ de dimension plus grande, et toujours de mauvaise
parite´, et il est clair que la proposition est vraie pour ρ si elle l’est pour ρ♯. Remarquons
que l’on peut poser ηǫj ,sj ⊕ η−ǫj ,sj = δ0,sj (la limite de se´ries discre`tes δ0,sjde GL2(R)
est l’induite de ηǫj ,sj ⊠ η−ǫj ,sj). Ainsi, on peut supposer que ρ =
⊕
i=1,...,ℓ δti,si ⊠ R[ai],
mais il est maintenant possible que certains ti soient nuls. La dimension Nρ de ρ est
paire, et l’on pose N ′ρ = Nρ/2 =
∑
i ai. On change maintenant le´ge`rement les notations,
P = MN de´signe maintenant le sous-groupe parabolique standard de G de facteur de
Levi isomorphe a` (×iGL2ai(R))×G0. La repre´sentation π est donc avec ces notations
π = IndGP ((⊠iSpeh (δti,si, ai))⊠ τ0) .
Deuxie`me e´tape. Les repre´sentations Speh (δti,si, ai) sont obtenues a` partir du caracte`re
χti,si,ai de GLai(C) par induction cohomologique. Ceci est bien connu, voir par exemple
[KV95], p. 586, et l’on uitilise ici la version normalise´e de l’induction cohomologique loc.
cit. (11.150b). Ainsi, π est obtenue en deux e´tapes, d’abord une induction cohomologique,
puis une induction parabolique. Le the´ore`me de transfert du chapitre 11 de loc. cit.
permet d’e´changer l’ordre de ces deux inductions. Une re´fe´rence commode pour cela est
[Mat04], Thm. 2.2.3 qui nous donne exactement l’e´nonce´ voulu. Donnons les de´tails.
Matumoto introduit la terminologie de σθ-paire pour un couple (p, q) de sous-alge`bres
paraboliques de G. La sous-alge`bre p est la complexifie´e de l’alge`bre de Lie d’un sous-
groupe parabolique P de G, qui ici a e´te´ fixe´e a` la fin de la premie`re e´tape. La sous-alge`bre
q est une sous-alge`bre parabolique θ-stable. On pose L = NormG(q). On choisit ici cette
sous-alge`bre de sorte que d’une part L soit isomorphe a` U(N ′ρ, N
′
ρ)×G0 et que d’autre part
la condition S2 de la de´finition 2.2.1 de [Mat04] soit ve´rifie´e, c’est-a`-dire que p∩q contient
une sous-alge`bre de Cartan σ et θ-stable de g. Il est facile de ve´rifier que l’on trouve une
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telle sous-alge`bre q, en partant d’un sous-groupe de Cartan isomorphe a` (C×)N
′
ρ×U(1)N0
de M . On adopte les notations de Matumoto, qui sont usuelles (p = m ⊕ n, q = l ⊕ u,
etc). On a ainsi
π = IndGP
((
nRm,M∩Kq∩m,L∩M∩K
)dim(u∩m∩k)
((⊠iχti,si,ai)⊠ τ0)
)
.
Remarquons que ici L∩M est isomorphe a` (×iGLai(C))×G0. Le re´sultat de Matumoto
nous permet alors d’e´crire, sous certaines conditions de positivite´ des parame`tres,
π =
(
Rg,Kq,L∩K
)dim(u∩k) (
IndLP∩L
(
(⊠χti,si,ai)⊠ τ0)⊗ C−δ(u)
))
.
Ici, on a simplifie´ la formulation de Matumoto, en utilisant le fait que le groupe L ∩M
est connexe, et ainsi le caracte`re note´ Cδ(n¯∩u)′ par Matumoto venant de la normalisation
subtile des foncteurs d’induction cohomologique dans [KV95] co¨ıncide ici avec Cδ(n¯∩u) (en
ge´ne´ral ces deux caracte`res sont seulement e´gaux sur la composante neutre de L ∩M).
D’autre part, si l’on suppose les ti suffisamment grand, les hypothe`ses de positivite´ dans
le the´ore`me de Matumoto sont ve´rifie´es.
On veut montrer que π est irre´ductible. Or, avec les ti suffisamment grand, l’in-
duction cohomologique
(
Rg,Kq,L∩K
)dim(u∩k)
se fait dans le good range et pre´serve donc
l’irre´ductibilite´. Il suffit alors de de´montrer que IndLP∩L
(
(⊠χti,si,ai)⊠ τ0)⊗ C−δ(u)
)
est
irre´ductible. Or
IndLP∩L
(
(⊠χti,si,ai)⊠ τ0)⊗ C−δ(u)
)
=
(
Ind
U(N ′ρ,N
′
ρ)
P ′
(
(⊠χti,si,ai)⊗ C−δ(u)
))
⊠ τ0
Ici P ′ est un sous-groupe parabolique de U(N ′ρ, N
′
ρ) de facteur de Levi isomorphe a`
×iGLai(C) (ce dernier se plonge naturellement dans GLNρ(C) et l’on voit GLNρ(C)
comme le Levi du parabolique de Siegel). On est ramene´ a` montrer l’irre´ductibilite´ de
Ind
U(N ′ρ,N
′
ρ)
P ′
(
(⊠χti,si,ai)⊗ C−δ(u)
)
. Ceci de´coule de la dernie`re assertion du the´ore`me 5.3
car l’hypothe`se de mauvaise parite´ pour le groupe unitaire U(N ′ρ, N
′
ρ) est ve´rifie´e, comme
on le montre ci-dessous.
On calcule le caracte`re de torsion C−δ(u). Posons ǫG = 0 si G est un groupe orthogonal
pair, ǫG = 1 si G est un groupe symplectique, et ǫG =
1
2
si G est un groupe orthogonal
impair. Dans le syste`me de coordonne´es usuelles pour G, on a
δ(u) = (N −N ′ρ −
1
2
+ ǫG, . . . , N −N ′ρ −
1
2
+ ǫG︸ ︷︷ ︸
Nρ
, 0, . . . , 0︸ ︷︷ ︸
N0
).
L’hypothe`se de mauvaise parite´ des (ti, si, ai) pour G est : soit si 6= 0, soit si = 0 et
ti+ai−1
2
+ ǫG ∈ 12Z \ Z. Dans les deux cas, (ti + N − N ′ρ − 12 + ǫG, si, ai) est de mauvaise
parite´ pour U(N ′ρ, N
′
ρ), car dans le second cas
ti + ai − 1
2
+N −N ′ρ −
1
2
+ ǫG +
2N ′ρ − 1
2
∈ 1
2
Z \ Z.
Ceci termine la deuxie`me e´tape ou` l’on a e´tabli le re´sultat voulu si la condition que les
ti soient suffisamment grands.
Troisie`me e´tape. On ne suppose plus ici que les ti sont suffisamment grand, mais on
choisit T suffisamment grand pour que la repre´sentation πT obtenue en remplac¸ant les ti
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par ti + T soit irre´ductible d’apre`s la deuxie`me e´tape. C’est-a`-dire que l’on pose
πT = Ind
G
P ((⊠iSpeh (δti+T,si, ai))⊠ τ0)
= IndGP
((
nRm,M∩Kq∩m,L∩M∩K
)dim(u∩m∩k)
((⊠iχti+T,si,ai)⊠ τ0)
)
On veut montrer que π s’obtient de πT par un foncteur de translation ([KV95], Chapter
7), c’est-a`-dire que l’on obtient π en tensorisant πT par une repre´sentation de dimension
finie F de G, et l’on projette sur la composante de caracte`re infinite´simal ge´ne´ralise´ le
caracte`re infinite´simal de π. On note n0 le rang de G0. Le rang de G est donc n0 +Nρ =
n0 + 2N
′
ρ.
On choisit une sous-alge`bre de Cartan h de g et un syste`me de racines positives ∆+(g, h)
de h dans g. On conside`re la repre´sentation de dimension finie F , de G de plus haut poids
(T/2, . . . , T/2︸ ︷︷ ︸
2N ′ρ
, 0, . . . , 0︸ ︷︷ ︸
n0
).
On remarque que cette repre´sentation admet le poids extre´mal
µ0 := (−T/2, . . . ,−T/2︸ ︷︷ ︸
N ′ρ
, T/2, . . . , T/2︸ ︷︷ ︸
N ′ρ
, 0, . . . , 0︸ ︷︷ ︸
n0
).
On note p′ = m′⊕ n′ la sous-alge`bre parabolique de g qui stabilise le sous-espace poids
µ0 de F (qui est de dimension 1 car µ0 est extre´mal). Son facteur de Levi m
′ est isomorphe
a` glN ′ρ(C)× glN ′ρ(C)× g0. On note q′ = l′ ⊕ u′ la sous-alge`bre parabolique de g contenue
dans p′ dont la sous-alge`bre de Levi l′ est isomorphe a`
gla1(C)× · · · × glaℓ(C)× glaℓ(C)× · · · × gla1(C)× g0.
Ceci ne de´termine pas pas q′ : on a l′ ⊂ m′, n′ ⊂ u′, u′ = n′ ⊕ (m′ ∩ u′) et l’on fixe m′ ∩ u′
en demandant que pour toute racine β ∈ ∆(u′, h),
(5.5) β(t1, . . . , t1︸ ︷︷ ︸
a1
, . . . , tℓ, . . . , tℓ︸ ︷︷ ︸
aℓ
−tℓ, . . . , tℓ︸ ︷︷ ︸
aℓ
, . . . ,−t1, . . . ,−t1︸ ︷︷ ︸
a1
) ≤ 0.
On note λ˜ le caracte`re infinite´simal de π et λ˜T celui de πT que l’on voit aussi comme
e´le´ments de h∗. On veut montrer que π s’obtient de πT par le foncteur de translation
de´fini par F , c’est-a`-dire que
π = (πT ⊗ F )λ˜
ou` ( . )λ˜ de´note la projection d’un module Z(g)-fini sur sa composante primaire pour le
caracte`re infinite´simal ge´ne´ralise´ de´fini par λ˜.
Pour cela, on suit [Vog88] Prop. 4.7 en modifiant convenablement les hypothe`ses. On
commence par montrer un analogue du lemme 4.8 de Vogan.
Lemme 5.6. — Soit µ ∈ h∗ le plus haut poids d’une composante irre´ductible de la res-
triction de F a` l′. On suppose que pour un certain w dans le groupe de Weyl de G, on
a
(λ˜T + µ) = w.λ˜,
Alors µ = µ0.
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De´monstration. On pose hl = h∩ [l′, l′] et l’on note zl le centre de l′. On a alors h = hl⊕ zl
et h∗ = h∗l ⊕ z∗l . C’est une somme directe orthogonale. Si ν ∈ h∗, on note ν = νl ⊕ νz sa
de´composition selon cette somme orthogonale. Le poids µ s’e´crit µ0 +
∑
β∈∆(n′,h)mβ β,
avec les coefficients mβ entiers ne´gatifs. On a donc
(λ˜T + µ)z = (λ˜T + µ0)z +
∑
β∈∆(n′,h)
mβ β|zl
Dans le syste`me de coordonne´es choisi, λ˜T s’e´crit
1
2
(t1 + T + (a1 − 1), . . . , t1 + T − (a1 − 1)
︸ ︷︷ ︸
a1
, . . . , tℓ + T + (aℓ − 1), . . . , tℓ + T + (aℓ − 1)
︸ ︷︷ ︸
aℓ
,
−tℓ − T + (aℓ − 1), . . . ,−tℓ − T − (aℓ − 1)
︸ ︷︷ ︸
aℓ
,−t1 − T + (a1 − 1), . . . ,−t1 − T − (a1 − 1)
︸ ︷︷ ︸
a1
, ∗, . . . , ∗)
ou` sur les dernie`re coordonne´es, il apparaˆıt le caracte`re infinite´simal de τ0 que nous
n’explicitons pas. Ainsi λ˜T + µ0 s’e´crit
1
2
(t1 + (a1 − 1), . . . , t1 − (a1 − 1)
︸ ︷︷ ︸
a1
, . . . , tℓ + (aℓ − 1), . . . , tℓ + (aℓ − 1)
︸ ︷︷ ︸
aℓ
,
−tℓ + (aℓ − 1), . . . ,−tℓ − (aℓ − 1)
︸ ︷︷ ︸
aℓ
,−t1 −+(a1 − 1), . . . ,−t1 − (a1 − 1)
︸ ︷︷ ︸
a1
, ∗, . . . , ∗)
et λ˜T + µ0 = λ˜, d’ou`
(λ˜T + µ)z = λ˜z +
∑
β∈∆(n′,h)
mβ β|zl
et en utilisant (5.5), on en conclut
(5.6) ‖(λ˜T + µ)z‖ ≤ ‖λ˜z‖
avec e´galite´ si tous les mβ sont nuls.
D’autre part λ˜T + µ et λ˜ = λ˜T + µ0 ont meˆme projection sur hl car µ− µ0 ∈ h∗z . Ainsi
‖(λ˜T + µ)l‖ = ‖λ˜l‖. Or l’hypothe`se force λ˜T + µ et λ˜ a` avoir meˆme norme, et il y a donc
e´galite´ dans (5.6), d’ou` µ = µ0.
Pour en de´duire le fait que la translation de πT est bien π, on raisonne comme
dans [Vog88], ou` la proposition 4.7 est de´duite du lemme 4.8. Ici, on utilise le
fait que pour toute repre´sentation τ de M et pour toute repre´sentation de di-
mension finie F de G, IndGP (τ) ⊗ F = IndGP (τ ⊗ F|M). On applique ceci a` τ =(
nRm,M∩Kq∩m,L∩M∩K
)dim(u∩m∩k)
((⊠iχti+T,si,ai)⊠ τ0) et a` F comme ci-dessus, et l’on obtient
πT ⊗ F = IndGP
((
nRm,M∩Kq∩m,L∩M∩K
)dim(u∩m∩k)
((⊠iχti+T,si,ai)⊠ τ0)⊗ F|M
)
.
Ensuite, on utilise le fait que l’induction cohomologique a lieu dans le weakly fair
range, ou` il y a annulation des foncteurs d’induction cohomologique en degre´ diffe´rent de
dim(u∩m∩ k), ce qui nous permet de remplacer le foncteur
(
nRm,M∩Kq∩m,L∩M∩K
)dim(u∩m∩k)
par
R :=∑i(−1)i (nRm,M∩Kq∩m,L∩M∩K)dim(u∩m∩k)−i (on obtient alors une e´galite´ de repre´sentations
virtuelles). Ceci nous permet d’utiliser [Vog81], Lemma 7.2.9 (b), et l’on a alors
πT⊗F = IndGP
(R ((⊠iχti+T,si,ai)⊠ τ0)⊗ F|M) = IndGP (R (((⊠iχti+T,si,ai)⊠ τ0)⊗ F|M∩L)) .
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On remarque alors, avec les notations employe´es, que l’on a en fait l′ = l ∩ m et
q′ = l′⊕n. On conclut en remarquant que les contributions a` la projection de πT ⊗F sur
la composante primaire λ˜ proviennent des composantes de la restriction de F a` l′ de plus
haut poids µ ve´rifiant l’hypothe`se du lemme, et que ceci donne alors le re´sultat voulu.
Quatrie`me e´tape. La translation pre´serve l’irre´ductibilite´ si l’image de l’alge`bre envelop-
pante dans l’alge`bre des endomorphismes G-finis de la repre´sentation induite du caracte`re
de p est surjective. Un crite`re pour cela est que l’orbite de Richardson du parabolique
P soit de fermeture normale et que l’application moment soit birationnelle. Les orbites
de´crites par Barbasch en [Bar89] 14.5 ve´rifient ces crite`res. La description de Barbasch
en termes d’induite de Richardson s’applique directement pour nous : dans le cas des
groupes symplectiques, il suffit que G0 soit trivial, et pour les groupes orthogonaux a`
l’inverse, il suffit que le rang de G0 soit grand par rapport aux ai, et que la repre´sentation
τ0 soit de dimension finie. Comme on suppose τ0 unitaire, si τ0 n’est pas de dimension
1, cela veut dire que G0 est un groupe compact, mais nous n’allons utiliser que le cas ou`
τ0 est la repre´sentation triviale. Ainsi, on obtient l’irre´ductibilite´ de π a` condition que τ0
soit la repre´sentation triviale du groupe trivial si G est symplectique, et la repre´sentation
triviale d’un groupe G0 de rang suffisamment grand si G est orthogonal.
Cinquie`me e´tape. On revient a` l’e´nonce´ ge´ne´ral de la proposition en utilisant toutefois
la re´duction effectue´e dans la premie`re e´tape. On a donc
π = IndGP ((⊠iSpeh (δti,si, ai))⊠ τ0) .
L’ide´e est de construire un ope´rateur d’entrelacement de π dans dans un module stan-
dard en position de Langlands ne´gative, l’irre´ductibilite´ de π e´tant alors conse´quence de
l’injectivite´ de cet ope´rateur : rappelons que l’on a suppose´ τ0 unitaire, et donc π est de
longueur finie et unitaire, donc semi-simple, et bien suˆr, le module standard en position
de Langlands ne´gative admet un unique sous-module irre´ductible.
Pour cela, nous allons avoir besoin de quelques conside´rations pre´liminaires sur les
repre´sentations induites des groupes ge´ne´raux line´aires. Utilisons les notations usuelles
pour les induites depuis les sous-groupes paraboliques standard dans les groupes ge´ne´raux
line´aires et classiques. Comme pre´ce´demment, notons δt,s la repre´sentation de GL2(R)
essentiellement de carre´ inte´grable de caracte`re infinite´simal
(
−t+s
2
, t+s
2
)
, ou` t ∈ Z>0 et
s ∈ C (jusque la`, nous n’avions introduit que les se´ries discre`tes, c’est-a`-dire les δt,s avec
s ∈ iR), et notons ηǫ,s le caracte`re de GL1(R) de´fini par x 7→ sgn(x) 1−ǫ2 |x|s, ǫ ∈ ±1,
s ∈ C, de caracte`re infinite´simal s. Si δ est l’une de ces repre´sentations δt,s ou ηǫ,s de
GL2(R) ou GL1(R), notons Z(δ) l’ensemble
t+s
2
+Z dans le premier cas, et s+Z dans le
second. D’apre`s un re´sultat de B. Speh ([Spe82]), si δ1 et δ2 sont deux repre´sentations
de cette forme, alors la repre´sentation induite δ1 × δ2 est irre´ductible si Z(δ1) 6= Z(δ2).
En particulier, comme dans le groupe de Grothendieck on a δ1 × δ2 = δ2 × δ1 en toute
ge´ne´ralite´, on voit dans ce cas que δ1 × δ2 et δ2 × δ1 sont isomorphes. On a des familles
d’ope´rateurs d’entrelacements
M(y1, y2) : δ1|.|y1 × δ2|.|y2 −→ δ2|.|y2 × δ1|.|y1
et
N(y1, y2) : δ2|.|y2 × δ1|.|y1 −→ δ1|.|y1 × δ2|.|y2
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me´romorphes en (y1, y2) ∈ C2. Les compositions M(y1, y2) × N(y1, y2) et N(y1, y2) ×
N(y1, y2) sont des ope´rateurs scalaires donne´s par une meˆme fonction me´romorphe
η(y1, y2) a` valeurs complexes. Cette fonction n’a pas de poˆle en (0, 0) (a` cause de la
condition sur Z(δ1) et Z(δ2)) et l’un des ope´rateursM(y1, y2) ou N(y1, y2) est holomorphe
en (0, 0) (celui pour lequel le terme de gauche de la fle`che est en position de Langlands
positive, et le terme de droite en position ne´gative). Les ope´rateurs d’entrelacement
M(0, 0) et N(0, 0) sont donc de´finis et re´alisent l’isomorphisme entre δ1 × δ2 et δ2 × δ1.
On tire de ceci le re´sultat suivant
Proposition 5.7. — Soient τ1 et τ2 des repre´sentations irre´ductibles de GLn1(R) et
GLn2(R) respectivement. Supposons que pour un x1 ∈ C, le caracte`re infinite´simal de τ1
soit forme´ de nombres tous dans x+Z, et supposons qu’aucune composante du caracte`re
infinite´simal de τ2 ne soit dans x+Z. Alors les repre´sentations induites τ1× τ2 et τ2× τ1
de GLn1+n2(R) sont isomorphes.
De´monstration. On re´alise τ1 et τ2 comme sous-module de repre´sentations standards en
position de Langlands ne´gative :
τ1 →֒ δ1,1 × . . .× δ1,r1 , τ2 →֒ δ2,1 × . . .× δ2,r2 .
On a une famille me´romorphe d’ope´rateurs d’entrelacement M(y1, y2) :
δ1,1|.|y1×. . .×δ1,r1 |.|y1×δ2,1|.|y2×. . .×δ2,r2 |.|y2 −→ δ2,1|.|y2×. . .×δ2,r2 |.|y2×δ1,1|.|y1×. . .×δ1,r1 |.|y1
qui se factorise en un produit de composition d’ope´rateurs d’entrelacement e´le´mentaires
de la forme conside´re´e avant l’e´nonce´ de la proposition et qui sont tous holomorphes
bijectifs en (0, 0). L’ope´rateur M(y1, y2) est donc holomorphe bijectif en (0, 0).
Revenons maintenant a` notre but principal dans cette cinquie`me e´tape.
Pour tout indice i, la repre´sentation de Speh (δti,si, ai) est re´alise´e comme unique sous-
module de la repre´sentation standard
Sti,si,ai = δti,si |.|−
ai−1
2 × δti,si|.|−
ai−3
2 × . . .× δti,si|.|
ai−3
2 × δti,si|.|
ai−1
2 .
Re´alisons aussi la repre´sentation τ0 comme sous-module de Langlands d’une
repre´sentation standard τ˜ de G0 en position ne´gative. Ecrivons τ˜ = τ˜−− × τ˜temp,
ou` τ˜temp est tempe´re´e irre´ductible, et τ−− est en position de Langlands strictement
ne´gative (ici τ˜−− est donc une repre´sentation d’un produit de GL1(R) et GL2(R), et
τ˜temp une repre´sentation d’un produit de GL1(R) et GL2(R) et d’un groupe classique,
le produit de ces deux facteurs formant un sous-groupe de Levi standard de G0). On
obtient donc un plongement
(5.7) π →֒ (×iSti,si,ai)× τ˜−− × τ˜temp.
Formons maintenant une repre´sentation standard en position ne´gative de la manie`re
suivante. La repre´sentation ×iSti,si,ai × τ˜−− s’e´crit comme un produit de repre´sentations
de la forme δ|.|x ou` δ est une se´rie discre`te de GL1(R) ou GL2(R) et x est un demi-
entier. Remplac¸ons dans ce produit les termes comme ci-dessus avec x > 0 par δ|.|−x et
re´ordonnons les facteurs pour les mettre dans l’ordre des x croissants. Ecrivons le produit
obtenu comme e´tant ∆−− ×∆temp ou` ∆−− est le produit des facteurs δ|.|x avec x < 0 et
∆temp celui avec x = 0. Notons N l’ope´rateur d’entrelacement standard pour le groupe G
qui envoie (×iSti,si,ai)×τ−−× τ˜temp dans ∆−−×∆temp× τ˜temp. L’ope´rateur d’entrelacement
N se factorise en ope´rateurs e´le´mentaires, l’effet d’un ope´rateur e´le´mentaire e´tant de
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remplacer un facteur δ|.|x avec x > 0 par δ|.|−x ou bien un produit de la forme δ1|.|x1 ×
δ2|.|x2 avec 0 ≥ x1 > x2 par δ2|.|x2 × δ1|.|x1 et ceux-ci sont bien de´finis (holomorphes)
dans le domaine ou` on les conside`re. Notons encore N la composition de N avec (5.7)
(5.8) N : π →֒ (×iSti,si,ai)× τ˜−− × τ˜temp −→ ∆−− ×∆temp × τ˜temp.
La repre´sentation ∆temp × τ˜temp est une repre´sentation tempe´re´e d’un groupe classique,
induite d’une tempe´re´e irre´ductible. La the´orie du R-groupe et l’hypothe`se sur les parite´s
de ∆temp (mauvaise) et de τ˜temp (bonne) nous dit que cette repre´sentation est irre´ductible.
D’autre part, ∆−− est en position de Langlands strictement ne´gative. Le terme de droite
est donc une repre´sentation standard en position de Langlands ne´gative, qui admet un
unique sous-module irre´ductible.
Ainsi, on a bien construit un ope´rateur d’entrelacement de π vers un module standard
en position de Langlands ne´gative, et il reste a` montrer son injectivite´. Faisons tout
d’abord quelques observations sur ∆−− et ∆temp. La premie`re est forme´e a` partir de
facteurs δ|.|x venant soit des Sti,si,ai, soit de τ˜−−. Mais un facteur δ1|.|x1 venant d’un
Sti,si,ai et un facteur δ1|.|x1 venant de τ˜−− commutent, car leur produit est irre´ductible
d’apre`s le re´sultat de B. Speh et les hypothe`ses sur les parite´s. On a donc en fait ∆−− =
∆Speh−− × τ˜−− = τ˜−− × ∆Speh−− ou` ∆Speh−− est obtenue comme ci-dessus en changeant des
exposants en leurs oppose´s et en remettant le tout dans l’ordre, mais seulement pour
les facteurs provenant des repre´sentations de Speh. Le terme ∆temp est lui un produit
de facteurs provenant des repre´sentations de Speh. On peut donc noter ∆temp = ∆
Speh
temp
pour insister sur ce fait. D’autre part, il commute avec τ˜−− en vertu du re´sultat de Speh
invoque´ ci-dessus. Ainsi (5.8) peut aussi s’e´crire
(5.9) N : π −→ ∆Speh−− ×∆Spehtemp × τ˜−− × τ˜temp.
Montrons maintenant que pour l’injectivite´ de N , on se rame`ne au cas ou` τ0 est
une repre´sentation d’un groupe compact. En effet, supposons que τ0 soit sous-module
d’une se´rie principale (×jγj) × τ ′0 ou` les γj sont des caracte`res de GL1(R) et τ ′0 est une
repre´sentation d’un groupe compact G′0 de meˆme type que G (G
′
0 est la partie compacte
du facteur de Levi d’un parabolique minimal de G0). On a donc
(5.10) π = (×iSpeh(δti,si, ai))× τ0 →֒ (×iSpeh(δti,si, ai))× (×jγj)× τ ′0.
Graˆce a` la proposition ci-dessus, (×iSpeh(δti,si, ai))×(×jγj) = ×(×jγj)×(×iSpeh(δti,si, ai))
et l’on peut re´e´crire le terme de droite en permutant les facteurs. On obtient donc un
plongement
(5.11) π = (×iSpeh(δti,si, ai))× τ0 →֒ (×jγj)× (×iSpeh(δti,si, ai))× τ ′0 = (×jγj)× π′.
Admettons le re´sultat pour τ ′0, a` savoir que l’ope´rateur d’entrelacement
N ′ : π′ = (×iSpeh(δti,si, ai))× τ ′0 →֒ ∆′−− ×∆′temp × τ˜ ′temp
construit comme ci-dessus en partant de π′ plutoˆt que de π, et avec les notations e´videntes,
est injectif. Remarquons que comme τ ′0 est une repre´sentation irre´ductible d’un groupe
compact, on a avec ces notations τ˜ ′ = τ˜ ′temp = τ
′
0 et τ˜
′
−− est triviale et en particulier
∆′−− = ∆
Speh
−− D’autre part ∆
′
temp = ∆
Speh
temp = ∆temp. On a donc un ope´rateur injectif
N ′ : π′ = (×iSpeh(δti,si, ai))× τ ′0 →֒ ∆Speh−− ×∆Spehtemp × τ ′0.
Par exactitude du foncteur d’induction parabolique, on en de´duit un ope´rateur injectif,
N ′ : (×jγj)× π′ →֒ (×jγj)×∆Speh−− ×∆Spehtemp × τ ′0.
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On utilise a` nouveau la proposition 5.7 pour e´crire le terme de droite sous la forme
∆Speh−− × ∆Spehtemp × (×jγj) × τ ′0, et on compose avec le plongement (5.11) pour obtenir un
morphisme injectif que l’on note encore N ′ :
N ′ : π →֒ ∆Speh−− ×∆Spehtemp × (×jγj)× τ ′0.
L’injection τ0 →֒ (×jγj)× τ ′0 est obtenue en composant l’injection τ0 →֒ τ˜−− × τ˜temp et
un morphisme τ˜−−× τ˜temp → (×jγj)× τ ′0. Ainsi l’on voit que N ′ se factorise par N . Ceci
e´tablit le fait que l’injectivite´ de N ′ implique celle de N .
Pour les groupes symplectiques, qui sont de´ploye´s, τ ′0 est la repre´sentation triviale du
groupe trivial. L’injectivite´ de N ′ provient alors de l’irre´ductibilite´ de π′ e´tablie a` la
quatrie`me e´tape, et du fait que N ′ est non nul.
Les groupes orthogonaux demandent encore un peu de travail pour conclure comme
ci-dessus car G′0 peut eˆtre de rang trop petit pour pouvoir appliquer l’irre´ductibilite´
de´montre´e a` la quatrie`me e´tape. On utilise les foncteurs de translation pour se ramener
au cas ou` le caracte`re infinite´simal de τ ′0 est celui de la repre´sentation triviale, c’est-a`-dire
que τ ′0 est la repre´sentation triviale TrivG′0 de G
′
0.
Soit σ un facteur irre´ductible de π′ = (×iSpeh(δti,si, ai)) × TrivG′0 (rappelons que
π′ est unitaire et donc semi-simple). Notons n0 le plus grand entier entrant dans le
caracte`re infinite´simal de TrivG′0 . Soit T un entier suffisamment grand. Notons G
′′
0 le
groupe de meˆme type que G′0 et de rang T + rg(G
′
0) tel que GL1(R)
T ×G′′0 soit un sous-
groupe de Levi de G′0, et soit TrivG′′0 la repre´sentation triviale de ce groupe. On suppose
donc T assez grand pour que les hypothe`ses de la quatrie`me e´tape soient ve´rifie´es pour
π′′ = (×iSpeh(δti,si, ai))×TrivG′′0 qui est donc irre´ductible. La repre´sentation induite
(5.12) |.|n0+T × |.|n0+T−1 × · · · × |.|n0+1 × σ
posse`de un seul quotient irre´ductible car elle est quotient de la repre´sentation
|.|n0+T × |.|n0+T−1 × · · · × |.|n0+1 × S(σ)
ou` S(σ) est une repre´sentation standard en position de Langlands positive et dont σ est
le quotient de Langlands. Graˆce a` la proposition 5.7, on peut mettre (5.12) en position
de Langlands positive, et elle admet donc un unique quotient irre´ductible. Ce quotient
irre´ductible est isomorphe a` l’image de l’ope´rateur d’entrelacement standard
|.|n0+T × |.|n0+T−1 × · · · × |.|n0+1 × σ −→ |.|−n0−T × |.|−n0−T+1 × · · · × |.|−n0−1 × σ
Donc les quotients irre´ductibles de
(5.13) |.|n0+T × |.|n0+T−1 × · · · × |.|n0+1 × π′
sont isomorphes aux sous-modules irre´ductibles de l’image de l’ope´rateur d’entrelacement
standard
(5.14) |.|n0+T ×|.|n0+T−1×· · ·× |.|n0+1×π′ −→ |.|−n0−T ×|.|−n0−T−1×· · ·× |.|−n0−1×π′
et il y a bijection entre ces sous-modules irre´ductibles de l’image (et cette image est
semi-simple) et les sous-modules irre´ductibles de π′.
L’ope´rateur d’entrelacement (5.14) se re´e´crit en utilisant la proposition 5.7 ci-dessus
(5.15) (×iSpeh(δti,si, ai))× |.|n0+T × |.|n0+T−1 × · · · × |.|n0+1 ×TrivG′0 −→
(×iSpeh(δti,si, ai))× |.|−n0−T × |.|−n0−T+1 × · · · × |.|−n0−1 ×TrivG′0
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Or |.|n0+T × |.|n0+T−1 × · · · × |.|n0+1 × TrivG′0 , (resp. |.|−n0−T × |.|−n0−T+1 × · · · ×
|.|−n0−1 × TrivG′0) est la repre´sentation standard en position de Langlands positive
(resp. ne´gative) dont TrivG′′0 est l’unique quotient irre´ductible (resp. sous-module). Ainsi
π′′ = (×iSpeh(δti,si, ai)) × TrivG′′0 apparaˆıt comme image de (5.15), et cette image est
irre´ductible. Mais (5.15) s’e´crit comme la composition de l’isomorphisme
(×iSpeh(δti,si, ai))× |.|n0+T × |.|n0+T−1 × · · · × |.|n0+1 ×TrivG′0
≃ |.|n0+T × |.|n0+T−1 × · · · × |.|n0+1 × (×iSpeh(δti,si, ai))×TrivG′0
= |.|n0+T × |.|n0+T−1 × · · · × |.|n0+1 × π′,
de (5.14), et de l’isomorphisme
|.|n0+T × |.|−n0−T+1 × · · · × |.|−n0−1 × π′
= |.|−n0−T × |.|−n0−T+1 × · · · × |.|−n0−1 × (×iSpeh(δti,si, ai))×TrivG′0
≃ (×iSpeh(δti,si, ai))× |.|−n0−T × |.|−n0−T+1 × · · · × |.|−n0−1 ×TrivG′0
Ainsi l’image de (5.15) est d’une part irre´ductible et d’autre part a autant de compo-
santes irre´ductibles que π′ d’apre`s la remarque faite apre`s (5.14). Ceci montre que π′ est
irre´ductible.
Ceci termine la de´monstration de la proposition 5.5.
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