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RANDOM DATA CAUCHY THEORY FOR THE FOURTH ORDER NONLINEAR
SCHRO¨DINGER EQUATION WITH CUBIC NONLINEARITY
HIROYUKI HIRAYAMA AND MAMORU OKAMOTO
Abstract. We consider the Cauchy problem for the fourth order nonlinear Schro¨dinger equation with
derivative nonlinearity (i∂t+∆2)u = ±∂(|u|2u) on Rd, d ≥ 3, with random initial data, where ∂ is a first
order derivative with respect to the spatial variable, for example a linear combination of ∂
∂x1
, . . . , ∂
∂xd
or |∇| = F−1[|ξ|F ]. We prove that almost sure local in time well-posedness, small data global in time
well-posedness and scattering hold in Hs(Rd) with max(d−5
2
, d−5
6
) < s, whose lower bound is below
the scale critical regularity sc =
d−3
2
.
1. Introduction
We consider the Cauchy problem for the fourth order nonlinear Schro¨dinger equation with derivative
nonlinearity:
(1.1)
{
(i∂t +∆
2)u = ±∂(|u|2u),
u(0, ·) = φ.
Here, u : R×Rd → C is an unknown function, φ : Rd → C is a given function, ∂ is a first order derivative
with respect to the spatial variable, for example a linear combination of ∂∂x1 , . . . ,
∂
∂xd
or |∇| = F−1[|ξ|F ].
The fourth order Schro¨dinger equation appears in the study of deep water wave dynamics [7], solitary
waves [15], [16], vortex filaments [8], and so on. The fourth order Schro¨dinger equation are widely
studied, for the results for derivative nonlinearity see [13], [9], [14], [19], [10], [11], [12] and references
cited therein.
This equation has scale invariance. Namely, if u is a solution, then uµ(t, x) := µ
− 3
2u( tµ4 ,
x
µ ) is also
solution. A simple calculation shows
‖uµ(0, ·)‖H˙s = µ−s+
d−3
2 ‖u(0, ·)‖H˙s .
Hence, the scale critical regularity is sc :=
d−3
2 . We may expect that the scale critical exponent is a
threshold between regularity to be well-posed and ill-posed. According to expectation, the fourth order
nonlinear Schro¨dinger equation (1.1) is well-posed in H
d−3
2 (Rd) if d ≥ 2, see for example [12]. Of cause,
it is not always true and there is also a possibility of presence of a gap between the scaling prediction
and the optimal well-posedness regularities (see for example [5]).
Burq and Tzvetkov [3], [4] however proved that the Cauchy problem for the cubic wave equation on
the three dimensional compact Riemannian manifoldM is almost surely well-posed in Hs(M) with s > 14
which is deterministically ill-posed in Hs(M) if s < 12 . Recently, Be´nyi, Oh, and Pocovnicu [1, 2] and
Lu¨hrmann and Mendelson [17] showed that the almost sure well-posedness for the Cauchy problem on
unbounded domains Rd in the super critical Sobolev spaces. Because of these results, we expect that the
scale critical exponent is not the threshold in the random data Cauchy problem. We therefore consider
the almost sure well-posedness of the Cauchy problem with the initial data in the super critical Sobolev
spaces.
Following the papers [1], [2], we define the randomization. Let ψ ∈ S(Rd) satisfy
suppψ ⊂ [−1, 1]d,
∑
n∈Zd
ψ(ξ − n) = 1 for any ξ ∈ Rd.
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Let {gn} be a sequence of independent mean zero complex valued random variables on a probability
space (Ω,F , P ), where the real an imaginary parts of gn are independent and endowed with probability
distributions µ
(1)
n and µ
(2)
n . Throughout this paper, we assume that there exists c > 0 such that∣∣∣∣∫
R
eκxdµ(j)n (x)
∣∣∣∣ ≤ ecκ2
for all κ ∈ R, n ∈ Zd, j = 1, 2. This condition is satisfied by the standard complex valued Gaussian
random variables and the standard Bernoulli random variables. We then define the Wiener randomization
of φ by
(1.2) φω :=
∑
n∈Zd
gn(ω)ψ(D − n)φ.
The randomization has no smoothing in terms of differentiability ([3, Appendix B]). However, it
improves the integrability (see for example Lemma 2.3 in [1]). From this point of view, the randomization
makes the problem subcritical in some sense.
Theorem 1.1. Let d ≥ 3 and max(d−52 , d−56 ) < s < d−32 . Given φ ∈ Hs(Rd), let φω be its randomization
defined by (1.2). Then, for almost all ω ∈ Ω, there exist Tω > 0 and a unique solution u to (1.1) with
u(0, x) = φω(x) in a space continuously embedded in
S(t)φω + C((−Tω, Tω);H d−32 (Rd)) ⊂ C((−Tω, Tω);Hs(Rd)).
More precisely, there exist C, c > 0, γ > 0 such that for each 0 < T < 1, there exists ΩT ⊂ Ω with
P (ΩT ) ≥ 1− C exp
(
− c
Tγ‖φ‖2
Hs
)
.
Since well-posedness in Hs(Rd) with s ≥ sc = d−32 holds in the deterministic setting, we concentrate
in the case s < d−32 . Theorem 1.1 says that almost sure local in time well-posedness for (1.1). Namely,
(1.1) possesses local strong solutions for a large class of functions in Hs(Rd) with s < d−32 .
Decomposing u into the linear and nonlinear parts, we estimate the contributions for each part to
the nonlinearity. Thanks to the Strichartz estimates, the nonlinear part has more regularity than the
initial data. More precisely, the nonlinear part belongs to C((−Tω, Tω);H d−32 (Rd)) even if φ ∈ Hs(R)
with s < d−32 . On the other hand, by the randomization, the improved Strichartz estimate holds for the
linear part with randomized initial data (see Lemma 2.4 below), but it remains C((−Tω, Tω);Hs(Rd)).
Next, we focus on the global behavior of the solution.
Theorem 1.2. Let d ≥ 3 and max(d−52 , d−56 ) < s < d−32 . Given φ ∈ Hs(Rd), let φω be its randomization
defined by (1.2). Then, there exist C, c > 0 and Ωφ ⊂ Ω such that with the following properties:
(a) P (Ωφ) ≥ 1− C exp
(
− c
‖φ‖2
Hs
)
.
(b) For each ω ∈ Ω, there exists a (unique) global in time solution u to (1.1) with u(0, x) = φω(x)
in the class
S(t)φω + C(R;H
d−3
2 (Rd)) ⊂ C(R;Hs(Rd)).
(c) For each ω ∈ Ωφ, there exists vω± ∈ H
d−3
2 (Rd) such that
‖u(t)− S(t)(φω + vω±)‖H d−32 → 0
as t→ ±∞.
The uniqueness holds in the space Xs defined by (3.1) below, which is a subspace continuously
embedded in S(t)φω + C(R;H
d−3
2 (Rd))
Theorem 1.2 says that the probabilistic small data global well-posedness and scattering because (a)
is meaningful if
‖φ‖Hs ≤
(
c
logC
) 1
2
.
Moreover, it follows from Theorem 1.2 that for almost all ω ∈ Ω, there exists ε(ω) > 0 such that for
every ε ∈ (0, ε(ω)), there exists a global in time solution u to (1.1) with u(0, x) = εφω(x) in a space
continuously embedded in C(R;Hs(Rd)) (see Remark 4.1).
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Remark 1.3. The one and two dimensional cases are not included in Theorems 1.1 and 1.2. We believe
that it is hard to prove the same results in d = 1, 2 because of the following difficulties. The worst
interaction, which is so called “resonance,” occurs, because we focus on the nonlinearity ∂(|u|2u). Ac-
cordingly, to recover derivative, we only rely on the Strichartz estimates. In other words, we can not
expect some good structure of the nonlinearity.
Since the randomization makes the integrability better, but the smoothness the same, from the ran-
domized Strichartz estimate, it only recovers the one half derivative in d = 1 and one derivative in d ≥ 2,
which is the same as the deterministic case. To consider the nonlinear estimate, we can therefore recover
at most one derivative in d = 1 and two derivatives in d ≥ 2 even in the randomized case. It however does
not enough to get almost sure well-posedness in Hs(R) with s < 0 and Hs(R2) with s < − 12 because of
the presence of one derivative in front of the nonlinear part. Furthermore, the lower bound d−52 = sc− 1
for d ≥ 5 is almost optimal from this point of view.
From a scaling argument as in [2], we may consider the global well-posedness for large initial data in
a large probability. Given µ > 0, define ψµ by
ψµ(ξ) = ψ
(
ξ
µ
)
.
Then, the following decomposition holds: for any function φ on Rd,
φ =
∑
n∈Zd
ψµ(D − µn)φ.
We define the randomization of φω,µ of φ on dilated cubes of scale µ by
(1.3) φω,µ :=
∑
n∈Zd
gn(ω)ψ
µ(D − µn)φ.
Then, we have the following global in time well-posedness of (1.1) for large initial data with a large
probability.
Theorem 1.4. Let d ≥ 4 and φ ∈ Hs(Rd) for max(d−52 , d−56 ) < s < d−32 . Then, for each 0 < ε ≪ 1,
there exists a small dilation scale µ0 = µ0(ε, ‖φ‖Hs) > 0 such that for every µ ∈ (0, µ0), there exists a
set Ωµ ⊂ Ω with the following properties:
(a) P (Ωµ) ≥ 1− ε.
(b) If φω,µ is the randomization define in (1.3), then for each ω ∈ Ω, there exists a (unique) global
in time solution to (1.1) with u(0, x) = φω,µ(x) in the class
S(t)φω,µ(x) + C(R;H
d−3
2 (Rd)) ⊂ C(R;Hs(Rd)).
(c) For each ω ∈ Ωµ, there exists vω± ∈ H
d−3
2 (Rd) such that
‖u(t)− S(t)(φω,µ + vω±)‖H d−32 → 0
as t→ ±∞.
Since we have to extract a measurable set with positive measure because of (a), Theorem 1.4 is not
an almost sure global well-posednss result.
We observe that thanks to s > 0
(1.4) ‖uµ(0, ·)‖Hs = µ d−32 ‖〈µ−1ξ〉sû(0, ξ)‖L2
ξ
≤ µ d−32 −max(s,0)‖u(0, ·)‖Hs
for 0 < µ < 1. Roughly speaking, by the scaling which makes the initial data small enough for
max{s, 0} < d−32 , Theorem 1.4 is reduced to the small data setting. To modify randomization as in
(1.3), we can treat the random data Cauchy problem. In order to employ the scaling argument, we
assume d ≥ 4 because d = 3 is the mass critical. Indeed, by the scaling argument (1.4), we can not make
the norm ‖φ‖Hs small if d = 3.
We now give a brief outline of this article. In Section 2, we collect lemmas which are used in the proof
of our main results. In Section 3, we define the function spaces and show these properties and prove the
main nonlinear estimates. In Section 4, we give a proof of almost sure well-posedness results, Theorems
1.1, 1.2. In Section 5, we prove Theorem 1.4.
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2. The probabilistic lemmas
Firstly, we recall the probabilistic estimate.
Lemma 2.1 ([3]). There exists C > 0 such that∥∥∥∥∥∥
∑
n∈Zd
gn(ω)cn
∥∥∥∥∥∥
Lp(Ω)
≤ C√p‖cn‖l2
for all p ≥ 2 and {cn} ∈ l2.
The randomization keeps differentiability of the function.
Lemma 2.2 ([1]). Given φ ∈ Hs(Rd), let φω be its randomization defined by (1.2). Then, there exist
C, c > 0 such that
P (‖φω‖Hs > λ) < C exp
(
−c λ
2
‖φ‖2Hs
)
for all λ > 0.
Let S(t) := eit∆
2
be the linear propagator of the fourth order Schro¨dinger group, Namely, v(t) = S(t)φ
solves
(i∂t +∆
2)v = 0, v(0) = φ.
We say that a pair (q, r) is Schro¨dinger admissible if 2 ≤ q, r ≤ ∞, (q, r, d) 6= (2,∞, 2), and
2
q
+
d
r
=
d
2
.
We say that a pair (q, r) is biharmonic admissible if 2 ≤ q, r ≤ ∞, (q, r, d) 6= (2,∞, 4), and
4
q
+
d
r
=
d
2
.
The following Strichartz estimates hold.
Proposition 2.3 ([18]). (1) Let (q, r) be biharmonic admissible. Then, we have
‖S(t)φ‖LqtLrx(R×Rd) . ‖φ‖L2 .
Let (q˜, r˜) be also biharmonic admissible and (q˜′, r˜′) be the pair of conjugate exponents of (q˜, r˜).
Then, we have∥∥∥∥∫
R
S(−t′)F (t′)dt′
∥∥∥∥
L2x(R
d)
+
∥∥∥∥∫ t
0
S(t− t′)F (t′)dt′
∥∥∥∥
LqtL
r
x(R×R
d)
. ‖F‖
Lq˜
′
t L
r˜′
x (R×R
d)
.
(2) Let (q, r) be Schro¨dinger admissible. Then, we have
‖S(t)φ‖LqtLrx(R×Rd) . ‖|∇|−
2
q φ‖L2 .
Let (q˜, r˜) be also Schro¨dinger admissible and (q˜′, r˜′) be the pair of conjugate exponents of (q˜, r˜).
Then, we have∥∥∥∥∫
Rd
S(−t′)F (t′)dt′
∥∥∥∥
L2x(R
d)
. ‖|∇|− 2q˜F‖
Lq˜
′
t L
r˜′
x (R×R
d)
,∥∥∥∥∫ t
0
S(t− t′)F (t′)dt′
∥∥∥∥
LqtL
r
x(R×R
d)
. ‖|∇|− 2q− 2q˜F‖
Lq˜
′
t L
r˜′
x (R×R
d)
.
By the randomization, improved Strichartz type estimates hold.
Lemma 2.4. Given φ ∈ L2(Rd), let φω be its randomization defined by (1.2).
(i) Let (q, r) be biharmonic admissible with q, r < ∞ and r ≤ r¯ < ∞. Then, there exist C, c > 0
such that
P (‖S(t)φω‖LqtLr¯x(R×Rd) > λ) ≤ C exp
(
−c λ
2
‖φ‖2L2
)
for all λ > 0.
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(ii) Let (q, r) be Schro¨dinger admissible with q, r < ∞ and r ≤ r¯ < ∞. Then, there exist C, c > 0
such that
P (‖|∇| 2q S(t)φω‖LqtLr¯x(R×Rd) > λ) ≤ C exp
(
−c λ
2
‖φ‖2L2
)
for all λ > 0.
Proof. By the same argument as in [3] and [1], it suffices to show that(∫
Ω
‖S(t)φω‖p
LqtL
r¯
x
dP
)1/p
.
√
p‖φ‖L2 .
for p ≥ max(q, r˜). By the Minkowski and Bernstein inequalities, Lemma 2.1, and Proposition 2.3, we
have (∫
Ω
‖S(t)φω‖p
LqtL
r¯
x
dP
)1/p
.
∥∥‖S(t)φω‖Lp(Ω)∥∥LqtLr¯x . √p ‖‖ψ(D − n)S(t)φ‖l2‖LqtLr¯x
.
√
p
∥∥‖ψ(D − n)S(t)φ‖Lr¯x∥∥Lqt l2 . √p ∥∥‖ψ(D − n)S(t)φ‖LqtLrx∥∥l2
.
√
p
∥∥‖ψ(D − n)S(t)φ‖L2x∥∥l2 ∼ √p‖φ‖L2 .
Since the case (b) is similarly handled, we omit the details here. 
3. Nonlinear estimates
Before showing the probabilistic nonlinear estimates, we observe some corollaries of the Strichartz
estimates.
Definition 3.1. We define X to be the space of the completion of S(R×Rd) with respect to the following
norm:
‖u‖X := ‖u‖L∞t L2x + ‖|∇|u‖
L2tL
2d
d−2
x
+ ‖|∇| 12 u‖
L4tL
2d
d−1
x
+ ‖|∇|2δu‖
L
1
δ
t L
2d
d−4δ
x
,
where δ > 0 is a small constant. We also define the space Y to be the space dual to X with appropriate
norm. In other words, the space Y is the sum of Banach spaces L1tL2x, L2t |∇|L
2d
d+2
x , L
4
3
t |∇| 12L
2d
d+1
x , and
L
1
1−δ
t |∇|2δL
2d
d+4δ
x whose norm is defined by the usual manner. Let s ∈ R. We define Xs to be the space
of completion of S(R× Rd) with respect to the norm
(3.1) ‖u‖Xs := ‖〈∇〉su‖X
We note that (2, 2dd−2 ), (4,
2d
d−1 ) and (
1
δ ,
2d
d−4δ ) are Schro¨dinger admissible pairs if d ≥ 3. By Proposition
2.3, we have
(3.2) ‖S(t)φ‖X . ‖φ‖L2 ,
∥∥∥∥∫ t
0
S(t− t′)F (t′)dt′
∥∥∥∥
X
. ‖F‖Y .
Given an interval I ⊂ R, we define by Xs(I) the time restricted space of Xs. Namely,
‖u‖Xs(I) := inf{‖v‖Xs : u = v on I × Rd}.
Put N (u) = ∂(|u|2u). Let z(t) = zω(t) := S(t)φω and v(t) = u(t)− z(t) be the linear and nonlinear
parts of u respectively. Then, (1.1) is equivalent to the following perturbed equation:
(3.3)
{
(i∂t +∆
2)v = ±N (v + z),
v(0, x) = 0
Define Γ by
Γv(t) := ∓i
∫ t
0
S(t− t′)N (v + z)(t′)dt′.
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To state probabilistic nonlinear estimates, we define the following norms: For an interval I ⊂ R,
‖u‖S0(I) := max{‖u‖LqtLrx(I×Rd) : (q, r) = (1δ , 2dd−8δ ), (1δ , d), (1δ , d1−2δ ), (1δ , 4dd−1+8δ )}
+max{‖|∇| 2q u‖LqtLrx(I×Rd) : (q, r) = (4, 2d), (4, 4d1+16δ ), ( 21−2δ , d4δ ), ( 21−2δ , 4d),
( 21−2δ ,
4d
d−3+16δ ), (
2
1−4δ ,
2d
d−2), (
2
1−4δ ,
d
8δ ), (
2
1−4δ ,
2d
d−4+16δ ), (
2
1−4δ ,
4d
d−1+8δ )},
(3.4)
‖u‖S′
0
(I) := max{‖u‖LqtLrx(I×Rd) : (q, r) = (1δ , 2dd−8δ ), (2δ , d), (2δ , d1−2δ ), (2δ , 4dd−1+8δ )}
+max{‖|∇| 2q u‖LqtLrx(I×Rd) : (q, r) = ( 41−δ , 2d), ( 41−δ , 4d1+16δ ), ( 21−3δ , d4δ ), ( 21−3δ , 4d),
( 21−3δ ,
4d
d−3+16δ ), (
2
1−5δ ,
2d
d−2), (
2
1−5δ ,
d
8δ ), (
2
1−5δ ,
2d
d−4+16δ ), (
2
1−5δ ,
4d
d−1+8δ )}.
(3.5)
The following is the main result in this section.
Lemma 3.2. Let d ≥ 3, max(d−52 , d−56 ) < s < d−32 , and δ > 0 be sufficiently small depending only on d
and s. Given φ ∈ Hs(Rd), let φω be its randomization defined by (1.2). For R > 0, we put
ER := {ω ∈ Ω : ‖φω‖Hs + ‖〈∇〉sS(t)φω‖S0(R) ≤ R}.
Then, we have
‖Γv‖
X
d−3
2
≤ C1
(
‖v‖3
X
d−3
2
+R3
)
,(3.6)
‖Γv1 − Γv2‖
X
d−3
2
≤ C2
(
‖v1‖2
X
d−3
2
+ ‖v2‖2
X
d−3
2
+R2
)
‖v1 − v2‖
X
d−3
2
(3.7)
for all v, v1, v2 ∈ X d−32 and ω ∈ ER.
Proof. We only prove (3.6) because (3.7) follows from in a similar manner. Proposition 2.3 yields that
‖Γv‖
X
d−3
2
. ‖〈∇〉 d−32 ∂(w1w2w3)‖Y
where wj = v or z (j = 1, 2, 3).
We firstly note that the following facts:
(f1) (4, 2dd−1 ) is Schro¨dinger admissible and its dual pair is (
4
3 ,
2d
d+1).
(f2) (1δ ,
2d
d−8δ ) is biharmonic admissible and its dual pair is (
1
1−δ ,
2d
d+8δ ).
(f3) ( 21−2δ ,
2d
d−2+4δ ) and (
2
1−4δ ,
2d
d−2+8δ ) are Schro¨dinger admissible.
(f4) (2, 2dd−2 ) is Schro¨dinger admissible and its dual pair is (2,
2d
d+2 ).
We use the dyadic decomposition except for the Case 1 below:
‖〈∇〉 d−32 ∂(w1w2w3)‖Y .
∑
N1,N2,N3,N4∈2N0
N
d−3
2
4 ‖PN4∂(PN1w1PN2w2PN3w3)‖Y .
We observe elementary summation properties: For 2 ≤ q, r <∞
(3.8)
∑
N∈2N0
‖PNf‖LqtLrx . ‖〈∇〉δf‖LqtLrx , ‖PNf‖LqtLrx . ‖f‖LqtLrx .
Indeed, putting a := max(q, r), from the Ho¨lder and Minkowski inequalities, and the Littlewood-Paley
theory, we obtain
∑
N∈2N0
‖PNf‖LqtLrx ≤
 ∑
N∈2N0
N−δ

a
1−a ∥∥‖〈∇〉δPNf‖LqtLrx∥∥la
N
≤
 ∑
N∈2N0
N−δ

a
1−a ∥∥‖〈∇〉δPNf‖la
N
∥∥
LqtL
r
x
. ‖〈∇〉δf‖LqtLrx .
The second inequality follows from the Lq boundedness of the Littlewood-Paley projection.
Case 1: vvv case.
This is the deterministic case and the estimate is the same as in [12]. But, we repeat it for completeness.
In this case, we need not to use the dyadic decomposition.
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Thanks to (f1), the fractional Leibniz rule (see [6]), Ho¨lder’s inequality, the Sobolev embedding
W
d−2
2
, 2d
d−1 (Rd) →֒ L2d(Rd), and Proposition 2.3 yield
‖〈∇〉s∂(vvv)‖Y . ‖〈∇〉s|∇| 12 (vvv)‖
L
4
3
t L
2d
d+1
x
. ‖〈∇〉s|∇| 12 v‖
L4tL
2d
d−1
x
‖v‖2L4tL2dx
. ‖〈∇〉sv‖X ‖|∇| d−22 u‖
L4tL
2d
d−1
x
. ‖v‖3Xs .
Case 2: zzz case.
Without loss of generality, we may assume N1 ≥ N2 ≥ N3.
Subcase 2-1: N1 ∼ N2 & N3, N4.
By Ho¨lder’s inequality, the Sobolev embedding W˙ 2δ,
2d
d+8δ (Rd) →֒ L 2dd+4δ (Rd), and (3.8), we get
‖PN4∂(PN1zPN2zPN3z)‖Y . N4‖|∇|−2δPN4(PN1zPN2zPN3z)‖
L
1
1−δ
t L
2d
d+4δ
x
. N4‖PN4(PN1zPN2zPN3z)‖
L
1
1−δ
t L
2d
d+8δ
x
. N4‖PN1z‖
L
2
1−2δ
t L
d
4δ
x
‖PN2z‖
L
2
1−2δ
t L
d
4δ
x
‖PN3z‖
L
1
δ
t L
2d
d−8δ
x
. N−s−1+2δ1 N
−s−1+2δ
2 N
−s
3 N4R
3
for ω ∈ ER. We note that d4δ > 2dd−2+4δ holds if d ≥ 3 and δ > 0 is sufficiently small. We have∑
N1,N2,N3,N4∈2
N0
N1∼N2&N3,N4
N
d−3
2
4 ‖PN4∂(PN1zPN2zPN3z)‖Y .
∑
N1,N2,N3,N4∈2
N0
N1∼N2&N3,N4
N−2s−2+4δ1 N
−s
3 N
d−1
2
4 R
3
.
∑
N1∈2N0
N
−2s+max(−s,0)+ d−5
2
+4δ
1 R
3 . R3.
Here, we used the assumption s > max(d−54 ,
d−5
6 ) and δ > 0 is sufficiently small in the last inequality.
Subcase 2-2: N1 ∼ N4 & N2, N3.
By d ≥ 3, Ho¨lder’s inequality, and (3.8), we get
‖PN4∂(PN1zPN2zPN3z)‖Y . ‖PN4(PN1zPN2zPN3z)‖
L2tL
2d
d+2
x
. ‖PN1z‖
L
2
1−4δ
t L
2d
d−2
x
‖PN2z‖
L
1
δ
t L
d
x
‖PN3z‖
L
1
δ
t L
d
x
. N−s−1+4δ1 N
−s
2 N
−s
3 R
3
for ω ∈ ER. We therefore have∑
N1,N2,N3,N4∈2
N0
N1∼N4&N2,N3
N
d−3
2
4 ‖PN4∂(PN1zPN2zPN3z)‖Y .
∑
N1,N2,N3,N4∈2
N0
N1∼N4&N2,N3
N
−s+ d−5
2
+4δ
1 N
−s
3 N
−s
2 R
3
.
∑
N1∈2N0
N
−s+max(−2s,0)+ d−5
2
+4δ
1 R
3
. R3,
if s > max(d−52 ,
d−5
6 ) and sufficiently small δ > 0.
Case 3: vvz case.
Without loss of generality, we assume N1 ≥ N2. We further split the proof into the four subcases.
Subcase 3-1: N1 ∼ N2 & N3, N4.
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If N3 ∼ 1, tanks to PN3φ ∈ H
d−3
2 (Rd), it is reduced to Case 1. We therefore assume N3 ≫ 1. By (f1),
(3.8), the Sobolev embedding W
d−2
2
, 2d
d−1 (Rd) →֒ L2d(Rd), we have
‖PN4∂(PN1vPN2vPN3z)‖Y . N
1
2
4 ‖PN4(PN1vPN2vPN3z)‖
L
4
3
t L
2d
d+1
x
. N
1
2
4 ‖PN1v‖
L4tL
2d
d−1
x
‖PN2v‖L4tL2dx ‖PN3z‖L4tL2dx
. N
1
2
4 N
d−2
2
2 ‖PN1v‖
L4tL
2d
d−1
x
‖PN2v‖
L4tL
2d
d−1
x
‖PN3z‖L4tL2dx
. N
− 1
2
1 N
d−3
2
2 N
−s− 1
2
3 N
1
2
4 ‖PN1v‖X ‖PN2v‖XR
for ω ∈ ER. Hence, from, s > −1/2, we obtain
∑
N1,N2,N3,N4∈2
N0
N1∼N2&N3,N4
N
d−3
2
4 ‖PN4∂(PN1vPN2vPN3z)‖Y
.
∑
N1,N2,N3,N4∈2
N0
N1∼N2&N3,N4
N
d−4
2
1 N
−s− 1
2
3 N
d−2
2
4 ‖PN1v‖X ‖PN2v‖XR
.
∑
N1,N2∈2
N0
N1∼N2
Nd−31 ‖PN1v‖X ‖PN2v‖XR
. ‖v‖2
X
d−3
2
R.
Subcase 3-2: N1 ∼ N3 & N2, N4.
Thanks to d ≥ 3, (f2), (f4), Ho¨lder’s inequality, (3.8), and the Sobolev embedding W˙ d−22 +2δ, 2dd−4δ (Rd) →֒
L
d
1−4δ (Rd), we have
‖PN4∂(PN1vPN2vPN3z)‖Y . N4‖PN4(PN1vPN2vPN3z)‖
L
1
1−δ
t L
2d
d+8δ
x
. N4‖PN1v‖
L2tL
2d
d−2
x
‖PN2v‖
L
1
δ
t L
d
1−4δ
x
‖PN3z‖
L
2
1−4δ
t L
d
8δ
x
. N4N
d−2
2
2 ‖PN1v‖
L2tL
2d
d−2
x
‖|∇|2δPN2v‖
L
1
δ
t L
2d
d−4δ
x
‖PN3z‖
L
2
1−4δ
t L
d
8δ
x
. N−11 N
d−2
2
2 N
−s−1+4δ
3 N4‖PN1v‖X ‖PN2v‖XR
for ω ∈ ER. From (3.8),
∑
N1,N2,N3,N4∈2
N0
N1∼N3&N2,N4
N
d−3
2
4 ‖PN4∂(PN1vPN2vPN3z)‖Y
.
∑
N1,N2,N3,N4∈2
N0
N1∼N3&N2,N4
N−s−2+4δ1 N
d−2
2
2 N
d−1
2
4 ‖PN1v‖X ‖PN2v‖XR
.
∑
N1∈2N0
N
−s+d−4
2
+5δ
1 ‖PN1v‖X ‖v‖X d−32 R . ‖v‖
2
X
d−3
2
R
if s > − 12 and δ is sufficiently small.
Subcase 3-3: N1 ∼ N4 & N2, N3
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From (f2), (f3), (f4), (3.8), the Sobolev embedding W˙
d−2
2
+2δ, 2d
d−4δ (Rd) →֒ L d1−4δ (Rd), and s > − 12 , we
have
‖PN4∂(PN1vPN2vPN3z)‖Y . ‖PN4(PN1vPN2vPN3z)‖
L2tL
2d
d+2
x
. ‖PN1v‖
L
2
1−4δ
t L
2d
d−2+8δ
x
‖PN2v‖
L
1
δ
t L
d
1−4δ
x
‖PN3z‖
L
1
δ
t L
d
x
. N
d−2
2
2 ‖PN1v‖
L
2
1−4δ
t L
2d
d−2+8δ
x
‖|∇|2δPN2v‖
L
1
δ
t L
2d
d−4δ
x
‖PN3z‖
L
1
δ
t L
d
x
. N−1+4δ1 N
d−2
2
2 N
−s
3 ‖PN1v‖X ‖PN2v‖XR
for ω ∈ ER. Hence, thanks to (3.8), we get∑
N1,N2,N3,N4∈2
N0
N1∼N4&N2,N3
N
d−3
2
4 ‖PN4∂(PN1vPN2vPN3z)‖Y
.
∑
N1,N2,N3,N4∈2
N0
N1∼N4&N2,N3
N
d−5
2
+4δ
1 N
d−2
2
2 N
−s
3 ‖PN1v‖X ‖PN2v‖XR
.
∑
N1∈2N0
N
max(−s,0)+ d−4
2
+5δ
1 ‖PN1v‖X ‖v‖XsR
. ‖v‖2
X
d−3
2
R
provided that s > − 12 and δ is sufficiently small.
Subcase 3-4: N3 ∼ N4 ≫ N1 ≥ N2.
By (f2), (3.8), d ≥ 3, and the Sobolev embedding W˙ d−32 +2δ, 2dd−4δ (Rd) →֒ L 2d3−8δ (Rd), we have
‖PN4∂(PN1vPN2vPN3z)‖Y . ‖PN4(PN1vPN2vPN3z)‖
L2tL
2d
d+2
x
. ‖PN1v‖
L
1
δ
t L
2d
3−8δ
x
‖PN2v‖
L
1
δ
t L
2d
3−8δ
x
‖PN3z‖
L
2
1−4δ
t L
2d
d−4+16δ
x
. N
d−3
2
1 N
d−3
2
2 ‖PN1v‖
L
1
δ
t L
2d
d−8δ
x
‖|∇|2δPN2v‖
L
1
δ
t L
2d
d−4δ
x
‖PN3z‖
L
2
1−4δ
t L
2d
d−4+16δ
x
. N
d−3
2
1 N
d−3
2
2 N
−s−1+4δ
3 ‖PN1v‖X ‖PN2v‖XR
for ω ∈ ER. From s > d−52 and (3.8), we obtain∑
N1,N2,N3,N4∈2
N0
N3∼N4&N1≥N2
N
d−3
2
4 ‖PN4∂(PN1vPN2vPN3z)‖Y
.
∑
N1,N2,N3,N4∈2
N0
N3∼N4&N1≥N2
N
d−3
2
1 N
d−3
2
2 N
−s+ d−5
2
+4δ
3 ‖PN1v‖X ‖PN2v‖XR
.
∑
N3∈2N0
N
−s+ d−5
2
+6δ
3 ‖v‖3
X
d−3
2
R . ‖v‖2
X
d−3
2
R,
provided that δ > 0 is sufficiently small.
Case 4: vzz case.
Without loss of generality, we assume N2 ≥ N3. If N2 ∼ 1 and N2 ≫ N3 ∼ 1, it is reduced to the Case
1 and Case 3 respectively. Hence, we also assume N3 ≫ 1. We divide the proof into the four subcases.
Subcase 4-1: N1 ∼ N4 & N2 ≥ N3 ≫ 1.
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By (f3), (f4), and (3.8), we have
‖PN4∂(PN1vPN2zPN3z)‖Y . ‖PN4(PN1vPN2zPN3z)‖
L2tL
2d
d+2
x
. ‖PN1v‖
L
2
1−4δ
t L
2d
d−2+8δ
x
‖PN2z‖
L
1
δ
t L
d
1−2δ
x
‖PN3z‖
L
1
δ
t L
d
1−2δ
x
. N−1+4δ1 N
−s
2 N
−s
3 ‖PN1v‖XR2
for ω ∈ ER. Thanks to s > − 12 and (3.8), we have∑
N1,N2,N3,N4∈2
N0
N1∼N4&N2≥N3≫1
N
d−3
2
4 ‖PN4∂(PN1vPN2zPN3z)‖Y .
∑
N1,N2,N3,N4∈2
N0
N1∼N4&N2≥N3≫1
N
d−5
2
+4δ
1 N
−s
2 N
−s
3 ‖PN1v‖XR2
.
∑
N1∈2N0
N
2max(−s,0)+ d−5
2
+4δ
1 ‖PN1v‖XR2
. ‖v‖
X
d−3
2
R2
if δ > 0 is sufficiently small.
Subcase 4-2: N1 ∼ N2 & N3, N4.
By (f1), (f2), (3.8), d ≥ 3, we have
‖PN4∂(PN1vPN2zPN3z)‖Y . N4‖PN4(PN1vPN2zPN3z)‖
L
1
1−δ
t L
2d
d+8δ
x
. N4‖PN1v‖
L4tL
2d
d−1
x
‖PN2z‖
L
2
1−2δ
t L
4d
x
‖PN3z‖
L4tL
4d
1+16δ
x
. N
− 1
2
1 N
−s−1+2δ
2 N
−s− 1
2
3 N4‖PN1v‖XR2
for ω ∈ ER. Thanks to s > − 12 , 0 < δ ≪ 1, and (3.8), we have∑
N1,N2,N3,N4∈2
N0
N1∼N2&N3,N4
N
d−3
2
4 ‖PN4∂(PN1vPN2zPN3z)‖Y .
∑
N1,N2,N3,N4∈2
N0
N1∼N2&N3,N4
N
−s− 3
2
+2δ
1 N
−s− 1
2
3 N
d−1
2
4 ‖PN1v‖XR2
.
∑
N1∈2N0
N
−s+ d−4
2
+2δ
1 ‖PN1v‖XR2 . ‖v‖X d−32 R
2.
Subcase 4-3: N2 ∼ N4 & N1, N3.
By (f2), (f4), (3.8), d ≥ 3, the Sobolev embedding W˙ d−32 +2δ, 2dd−4δ (Rd) →֒ L 2d3−8δ (Rd), we have
‖PN4∂(PN1vPN2zPN3z)‖Y . ‖PN4(PN1vPN2zPN3z)‖
L2tL
2d
d+2
x
. ‖PN1v‖
L
1
δ
t L
2d
3−8δ
x
‖PN2z‖
L
2
1−4δ
t L
4d
d−1+8δ
x
‖PN3z‖
L
1
δ
t L
4d
d−1+8δ
x
. N
d−3
2
1 ‖|∇|2δPN1v‖
L
1
δ
t L
2d
d−4δ
x
‖PN2z‖
L
2
1−4δ
t L
4d
d−1+8δ
x
‖PN3z‖
L
1
δ
t L
4d
d−1+8δ
x
. N
d−3
2
1 N
−s−1+4δ
2 N
−s
3 ‖PN1v‖XR2
for ω ∈ ER. From (3.8), we get∑
N1,N2,N3,N4∈2
N0
N2∼N4&N1,N3
N
d−3
2
4 ‖PN4∂(PN1vPN2zPN3z)‖Y
.
∑
N1,N2,N3,N4∈2
N0
N2∼N4&N1,N3
N
d−3
2
1 N
−s+ d−5
2
+4δ
2 N
−s
3 ‖PN1v‖XR2
.
∑
N2∈2N0
N
−s+ d−5
2
+5δ+max(−s,0)
2 ‖v‖X d−32 R
2 . ‖v‖
X
d−3
2
R2,
provided that s > max(d−52 ,
d−5
4 ) and sufficiently small δ > 0.
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Subcase 4-4: N2 ∼ N3 ≫ N1, N4.
By (f2), (3.8), and the Sobolev embedding W
d−3
2
+2δ, 2d
d−4δ (Rd) →֒ L 2d3−8δ (Rd), we have
‖PN4∂(PN1vPN2zPN3z)‖Y . N4‖PN4(PN1vPN2zPN3z)‖
L
1
1−δ
t L
2d
d+8δ
x
. N4‖PN1v‖
L
1
δ
t L
2d
3−8δ
x
‖PN2z‖
L
2
1−2δ
t L
4d
d−3+16δ
x
‖PN3z‖
L
2
1−2δ
t L
4d
d−3+16δ
x
. N4N
d−3
2
1 ‖|∇|2δPN1v‖
L
1
δ
t L
2d
d−4δ
x
‖PN2z‖
L
2
1−2δ
t L
4d
d−3+16δ
x
‖PN3z‖
L
2
1−2δ
t L
4d
d−3+16δ
x
. N
d−3
2
1 N
−s−1+2δ
2 N
−s−1+2δ
3 N4‖PN1v‖XR2
for ω ∈ ER. We get by (3.8) ∑
N1,N2,N3,N4∈2
N0
N2∼N3&N1,N4
N
d−3
2
4 ‖PN4∂(PN1vPN2zPN3z)‖2Y
.
∑
N1,N2,N3,N4∈2
N0
N2∼N3&N1,N4
N
d−3
2
1 N
−2s−2+4δ
2 N
d−1
2
4 ‖PN1v‖XR2
.
∑
N2∈2N0
N
−2s+ d−5
2
+5δ
2 ‖v‖X d−32 R
5 . ‖v‖
X
d−3
2
R2,
provided that s > d−54 and sufficiently small δ > 0. 
Remark 3.3. From (f1), (f2), (f3), (f4) in the proof of Lemma 3.2, Lemma 2.4 implies that ER in Lemma
3.2 satisfies the bound
P (Ω\ER) ≤ C exp
(
−c R
2
‖φ‖2Hs
)
.
In the local in time case, that is the estimates with X
d−3
2 replaced by X
d−3
2 ((−T, T )), we can gain the
factor T
δ
4 . Indeed, for example, ‖PN3z‖L4tL2dx , ‖PN3z‖L 21−4δt L
d
8δ
x
, ‖PN3z‖
L
1
δ
t L
d
x
, and ‖PN3z‖
L
2
1−4δ
t L
2d
d−4+16δ
x
in the Subcases 3-1, 3-2, 3-3, and 3-4 are bounded by
T
δ
4 ‖PN3z‖
L
4
1−δ
t L
2d
x
, T
δ
2 ‖PN3z‖
L
2
1−5δ
t L
d
8δ
x
, T
δ
2 ‖PN3z‖
L
2
δ
t L
d
x
, T
δ
2 ‖PN3z‖
L
2
1−5δ
t L
2d
d−4+16δ
x
respectively. Since ( 41−δ ,
2d
d−1+δ ), (
2
1−5δ ,
2d
d−2+10δ ) are Schro¨dinger admissible pairs and (
2
δ ,
2d
d−4δ ) is a
biharmonic admissible pair, thanks to Lemma 2.4, the above quantities are bounded by
T
δ
4N−s3 R
outside a set of probability ≤ C exp(−c R2
‖φ‖2
Hs
). A similar procedure is applicable for the cases 2 and
4 because at least one pair of the exponents of the Lebesgue norm for z is not admissible. Hence, we
obtain T
δ
4 in the all cases, except for the case 1, in the proof of Lemma 3.2. We therefore obtain the
following local in time estimate.
Lemma 3.4. Let d ≥ 3, max(d−52 , d−56 ) < s < d−32 , and δ > 0 be sufficiently small depending only on d
and s. Given φ ∈ Hs(Rd), let φω be its randomization defined by (1.2). For R > 0, we put
E′R := {ω ∈ Ω : ‖φω‖Hs + ‖S(t)φω‖S′0(R) ≤ R}.
Then, we have
‖Γv‖
X
d−3
2 ((−T,T ))
≤ C′1
(
‖v‖3
X
d−3
2 ((−T,T ))
+ T
δ
4R3
)
,(3.9)
‖Γv1 − Γv2‖
X
d−3
2 ((−T,T ))
≤ C′2
(
‖v1‖2
X
d−3
2 ((−T,T ))
+ ‖v2‖2
X
d−3
2 ((−T,T ))
+ T
δ
4R2
)
‖v1 − v2‖
X
d−3
2 ((−T,T ))
(3.10)
for all v, v1, v2 ∈ X d−32 ((−T, T )) and R > 0, outside a set of probability ≤ C exp(−c R2‖φ‖2
Hs
).
12 H. HIRAYAMA AND M. OKAMOTO
Remark 3.5. We give a similar remark as in Remark 3.3. Since (1δ ,
2d
d−8δ ) and (
2
δ ,
2d
d−4δ ) are biharmonic
admissible and ( 41−δ ,
2d
d−1+δ ), (
2
1−3δ ,
2d
d−2+6δ ), and (
2
1−5δ ,
2d
d−2+10δ ) are Schro¨dinger admissible, Lemma
2.4 implies that E′R in Lemma 3.4 satisfies the bound
P (Ω\E′R) ≤ C exp
(
−c R
2
‖φ‖2Hs
)
.
4. Proof of Theorems 1.1 ,1.2
To use the contraction argument, we establish the almost sure local in time well-posedness and prob-
abilistic small data global existence and scattering.
Proof of Theorem 1.1. Let η be small enough such that
(4.1) 2C′1η
2 ≤ 1, 2C′2η2 ≤
1
4
,
where C′1 and C
′
2 are the constants as in (3.9) and (3.10). For any R > 0, we choose T = T (R) such that
T := min
(
η
2C′1R
3
,
1
4C′2R
2
) 4
δ
.
We show that Γ = Γω is a contraction on the ball Bη defined by
Bη := {u ∈ X d−32 ((−T, T )) : ‖u‖
X
d−3
2 ((−T,T ))
≤ η}
outside a set of probability ≤ C exp(−c 1Tγ‖φ‖Hs ) for some γ > 0, which leads the almost sure local in
time well-posedness. Put
ΩT := {ω ∈ Ω : ‖φω‖Hs + ‖〈∇〉sS(t)φω‖S′
0
((−T,T )) < R},
where the norm ‖ · ‖S′
0
((−T,T )) is defined by (3.5) with I = (−T, T ). Lemma 3.4, Remark 3.5 and (4.1)
yield that
‖Γv‖
X
d−3
2 ((−T,T ))
≤ C′1(η3 + T
δ
4R3) ≤ η,
‖Γv1 − Γv2‖
X
d−3
2 ((−T,T ))
≤ C′2(2η2 + T
δ
4R2)‖v1 − v2‖
X
d−3
2 ((−T,T ))
≤ 1
2
‖v1 − v2‖
X
d−3
2 ((−T,T ))
for v, v1, v2 ∈ Bη, ω ∈ Ω\ΩT , and
1− P (ΩT ) ≤ C exp
(
−c R
2
‖φ‖2Hs
)
∼ C exp
(
−c 1
T γ‖φ‖2Hs
)
for some γ > 0. Setting
Σ :=
⋃
n∈N
Ω 1
n
,
we have P (Σ) = 1. This completes the proof of Theorem 1.1. 
Proof of Theorem 1.2. Let η > 0 be sufficiently small such that
(4.2) 2C1η
2 ≤ 1, 3C2η2 ≤ 1
2
,
where C1 and C2 are the constants as in (3.6) and (3.7). The probabilistic small data global existence is
reduced to show that Γ = Γω is a contraction on the ball BR defined by
Bη := {u ∈ X d−32 (R) : ‖u‖
X
d−3
2
≤ η}
outside a set of probability ≤ C exp(−c η2‖φ‖Hs ). Put
Ωφ := {ω ∈ Ω : ‖φω‖Hs + ‖〈∇〉sφω‖S0(R) < η},
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where the norm ‖ · ‖S0(R) is defined by (3.4) with I = R. By Lemma 3.2, Remark 3.3, and (4.2), we have
‖Γv‖
X
d−3
2
≤ 2C1η3 ≤ η,(4.3)
‖Γv1 − Γv2‖
X
d−3
2
≤ 3C2η2‖v1 − v2‖
X
d−3
2
≤ 1
2
‖v1 − v2‖
X
d−3
2
(4.4)
for v, v1, v2 ∈ Bη, ω ∈ Ω\Ωφ, and
1− P (Ωφ) ≤ C exp
(
−c η
2
‖φ‖2Hs
)
.
Next, we prove probabilistic small data scattering. Fix ω ∈ Ωφ and let u = u(ε, ω) be the global in
time solution with u(0, x) = φω(x) constructed above. Set zω(t) = S(t)φω and v(t) = u(t) − z(t). To
show scattering, we need to prove that there exists vω+ ∈ H
d−3
2 (Rd) such that
S(−t)v(t) = ∓i
∫ t
0
S(−t′)N (v + z)(t′)dt′ → vω+
in H
d−3
2 (Rd) as t→∞. Proposition 2.3 and Lemma 3.2 implies∥∥∥∥∫ ∞
0
S(−t′)N (v + z)(t′)dt′
∥∥∥∥
H
d−3
2
. ‖〈∇〉 d−32 N (v + z)‖Y ≤ C1
(
‖v‖3
X
d−3
2
+ η3
)
for ω ∈ Ωφ, which shows that the existence of the limit of S(−t)v(t) in H d−32 (Rd) as t → ∞. The
negative time direction deduces from the same manner. 
Remark 4.1. To get almost sure small data global well-posedness and scattering, we employ the same
argument as in the end of the proof of Theorem 1.1. Let η be small as above. Replacing φ in the proof
of Theorem 1.2 with εφ for 0 < ε≪ 1, we define
Ωε := {ω ∈ Ω : ε‖φω‖Hs + ε‖〈∇〉sφω‖S0(R) < η}.
Then, Lemma 3.2, Remark 3.3, and (4.2) yield (4.3) and (4.4) for v, v1, v2 ∈ Bη, ω ∈ Ω\Ωε, and
1− P (Ωε) ≤ C exp
(
−c η
2
ε2‖φ‖2Hs
)
.
Putting
Σ :=
⋃
n∈N
Ω 1
n
,
we have P (Σ) = 1.
5. Proof of Theorem 1.4
We consider the scaled equation instead of (1.1):
(5.1)
{
(i∂t +∆
2)uµ = ±∂(|uµ|2uµ),
uµ(0, x) = (φ
ω,µ)µ(x),
where (φω,µ)µ(x) = µ
− 3
2φω,µ(xµ ). We write (φ
ω,µ)µ as φ
ω,µ
µ for short. Putting the linear and nonlinear
parts of uµ by zµ(t) = z
ω
µ (t) := S(t)φ
ω,µ
µ and vµ(t) = uµ(t)− S(t)φω,µµ respectively, we reduce (5.1) to
(5.2)
{
(i∂t +∆
2)vµ = ±(|vµ + zµ|2(vµ + zµ),
vµ(0, x) = 0.
Define Γµ by
Γµvµ(t) := ∓i
∫ t
0
S(t− t′)N (vµ + zµ)(t′)dt′.
We show that for every ε > 0 there exists µ0 = µ0(ε, ‖φ‖Hs) > 0 such that for µ ∈ (0, µ0) the estimates
‖Γµvµ‖
X
d−3
2
≤ C1
(
‖vµ‖3
X
d−3
2
+ η3
)
,(5.3)
‖Γµvµ,1 − Γvµ,2‖
X
d−3
2
≤ C2
(
‖vµ,1‖2
X
d−3
2
+ ‖vµ,2‖2
X
d−3
2
+ η2
)
‖vµ,1 − vµ,2‖
X
d−3
2
(5.4)
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for all vµ, vµ,1, vµ,2 ∈ X
d−3
2
0 , outside a set of probability ≤ ε, where η satisfies (4.2). From
F [ψ(D − n)φµ](ξ) = ψ(ξ − n)F [φµ](ξ) = ψ(ξ − n)µd− 32F [φ](µξ) = F [(ψµ(D − µn)φ)µ](ξ),
we get
(5.5) φω,µµ = (φ
ω,µ)µ =
∑
n∈Zd
gn(ω)ψ(D − n)φµ.
In addiction, a simple calculation shows
Fx[(S(t)φω,µ)µ](ξ) = µd− 32 e−i
t
µ4
|µξ|4F [φω,µ](µξ) = e−it|ξ|4F [φω,µµ ](ξ) = F [zµ](t, ξ).
Given η as in (4.2) and µ > 0, we define Ωµ by
Ωµ := {ω ∈ Ω : ‖φω,µµ ‖Hs + ‖〈∇〉sS(t)φω,µµ ‖S0(R) ≤ η},
where the norm ‖ · ‖S0(R) is defined by (3.4) with I = R. Lemma 2.4, (f1), (f2), (f3), (f4), (1.4), and (5.5)
yield
1− P (Ωµ) ≤ C exp
(
−c η
2
‖φµ‖2Hs
)
≤ C exp
(
−c η
2
µd−3−2max(s,0)‖φ‖2Hs
)
for 0 < µ < 1. By setting
µ0 ∼
(
η
‖φ‖Hs(− log ε) 12
) 1
d−3
2
−s
,
we have
1− P (Ωµ) < ε
for µ ∈ (0, µ0). The same argument as in the proof of Lemma 3.2, whose v and z are replaced with vµ
and zµ respectively, shows that the desired estimates (5.3) and (5.4). By repeating the proof of Theorem
1.2, we obtain Theorem 1.4.
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