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Branching rules for cell modules on a tower of
the partition algebras
Pei Wang
Abstract
Partition algebras with non-zero parameters are cellularly stratified and thus
have the features of both cellular algebras and stratified algebras. Also, parti-
tion algebras form a tower of algebras. In this paper, we provide a diagrammatic
approach to study the branching rules for cell modules on a tower of the par-
tition algebras. This also allows us to calculate the structure constants of the
Grothendieck ring of the tower.
1 Introduction
To depict the Pott model in statistical mechanics, Martin [13] and Jones [10] defined
the partition algebra independently in 1990. Such algebra is a typical diagram
algebra, which contains the Temperley-Lieb algebra and the Brauer algebra as its
subalgebras. The partition algebra is proved to be cellular [17] and in some cases
is also quasi-hereditary [12]. Therefore, it admits good properties of representation
and homology. Moreover, as shown in [6], the partition algebra is cellularly stratified
provided the parameter is non-zero, which leads the cell modules to form a standard
system and the algebra to admit a Schur algebra. Also, there is the typical Schur-
Weyl duality between partition algebra and symmetric group [5].
Many diagram algebras have the following features: For same diagram alge-
bras, the low-dimensional algebras are usually the subalgebras of high-dimensional
algebras. So, we may consider using the tower of algebras to study the diagram
algebras. This approach was originally used to study the tower of semi-simple al-
gebras and called as the Jones basic construction [9]. Later, people tried to extend
the framework to study the towers of non-semisimple algebras, such as the towers
of quasi-hereditary and cellular algebras [2, 3].
Another important feature of the tower of diagram algebras is as follows: As two
diagrams can be juxtaposed, i.e., diagram A is placed on the left of diagram B, we
can define a tensor product AbB of two diagrams (see Figure2(1) as an example).
Thus, we can consider a tower of algebras A0 Ă A1 Ă A2 Ă ¨ ¨ ¨ with the following
axiom as a tensor product.
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Axiom (T): There is an external multiplication ρm,n : Am b An Ñ
Am`n, for all m,n ě 0, such that
(1) For all m and n, ρm,n is an injective homomorphism of algebras,
sending 1m b 1n to 1m`n;
(2) ρ is associative, that is, ρl`m,n ¨ pρl,mb1nq “ ρl,m`n ¨ p1nbρm,nq,
for all l,m, n.
Through the tensor product, on the one hand, for any m,n P N, we can consider
the restriction and induction functors between module categories of algebras Am b
An and Am`n; and on the other hand, the Grothendieck group of the category
of finitely generated modules over a tower of algebras can be endowed with an
algebra structure. In paper [16], we studied a tower of Temperley-Lieb algebras
TLn and introduced the concept of walled modules by studying the characteristics
of the restricting Temperley-Lieb diagrams. Through this concept, the branching
rules for cell modules of algebras TLm b TLn and TLm`n were obtained and the
algebra structure of the Grothendieck group for the tower was calculated. For Brauer
algebras, Hartmann and Paget studied permutation modules and young modules of
Brauer algebras in [7], at the same time obtaining the branching rules between cell
modules. However, for the partition algebra, things became more complex. Recently,
Paul studied the Specht modules of partition algebras in [15] and the permutation
modules of cellularly stratified algebras in [14].
In this paper, we draw on the approach used to study the tower of Temperley-
Lieb algebras in [16] to study the tower of partition algebras. Precisely, In Section
2, we first recall the concept of partition algebras and the inflation approach used
by Xi [17] in proving the cellularity of partition algebras. The inflation approach,
introduced by Ko¨nig and Xi in [11], not only effectively describes the structure of
cellular algebras, but is also a powerful tool for proving that an algebra admits
cellularity. In [17], Xi also introduced the standard form of a partition diagram,
which laid a foundation for us to study the tower of partition algebras in terms
of a diagrammatic approach. We then study the diagrammatic presentation of the
standard form in Section 3. In Section 4, we offer the concept of walled modules
and give the branching rules for cell modules of partition algebras Pm b Pn and
Pm`n based on it. In Section 5, we further compute the structure constants of the
Grothendieck ring for a tower of partition algebras through the branching rules.
Throughout this paper, the partition algebras are over an algebraically closed
field k of arbitrary characteristic. All modules are finitely generated left modules.
2 Preliminaries
In this section, we shall recall basic definitions and facts on partition algebras, which
are elementary elements in our proofs.
2.1 Partition algebra
Let n P N, and M be a finite set. We denote by EM the set of all partitions of the
set M :
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EM :“ tρ “ ppM1qpM2q ¨ ¨ ¨ pMiq ¨ ¨ ¨ q|H ‰Mi ĂM, Yi Mi “M,
Mi XMj “ H pi ‰ jqu
For instance, suppose M “ t1, 2, 3u, then
EM “ tp123q, p1qp23q, p12qp3q, p13qp2q, p1qp2qp3qu.
Now we are interested in the case M “ t1, ..., n, 11, ..., n1u with n P N. Fixed an
element δ P k, the partition algebra Pnpδq (simply denote by Pn) is the associative
k-algebra with basis consisting of the set EM . We can also regard Pnpδq as a diagram
algebra. This means that the basis consists of diagrams with two rows of n dots each
(top row labelled by 1, ..., n and bottom row labelled by 11, ..., n1), where dots which
belong to the same part of the partition are jointed by arcs transitively. We call
such diagram an n-diagram. Note that this description is not unique. For example,
the set partition
tp12131q, p2q, p3455161q, p641q, p11qu
corresponds different diagrams, but they are equivalent under the same connectivity
in each part:
‚1
❏❏
❏❏
‚2 ‚3 ‚4
‚11 ‚21 ‚31 ‚41
”
‚1
❏❏
❏❏
❚❚❚
❚❚❚
❚❚❚ ‚
2 ‚3 ‚4
‚11 ‚21 ‚31 ‚41
The parts connecting top and bottom row are often called propagating parts in
the literature. The number of propagating parts of an n-diagram is called prop-
agating number. We call the actual line connecting a top and a bottom row dot
propagating line.
The multiplication is given by concatenating two n-diagrams: Stacking the first
diagram on top of the second diagram, identifying the bottom row of the upper
with the top row of the lower diagram and following the lines from top to bottom
or within one row. A part which has no dot in top or bottom row are replaced by a
factor δ. This multiplication is independent of the choice of diagram. The following
example gives the multiplication of two 6-diagrams.
Let
x “
‚
●●
● ‚ ‚
❙❙❙
❙❙❙
❙ ‚ ‚ ‚
‚ ‚ ‚ ‚ ‚ ‚
and
y “
‚ ‚ ‚ ‚ ‚ ‚
✇✇
✇
‚ ‚ ‚ ‚ ‚ ‚
Then
xy “
‚
●●
● ‚ ‚
❙❙❙
❙❙❙
❙ ‚ ‚ ‚
‚ ‚ ‚ ‚ ‚ ‚
‚ ‚ ‚ ‚ ‚ ‚
✇✇
✇
‚ ‚ ‚ ‚ ‚ ‚
“ δ ¨
‚
●●
● ‚ ‚ ‚ ‚ ‚
✇✇
✇
‚ ‚ ‚ ‚ ‚ ‚
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2.2 Standard form
We keep the notation introduced in the previous section and simply denote by En
the set of all partition of t1, 2, ..., nu.
For each ρ P En, we may write ρ in a standard form: Suppose ρ “ ppM1q ¨ ¨ ¨ pMsqq,
we write each Mi “ pa
piq
1
a
piq
2
¨ ¨ ¨ a
piq
ti
q with a
piq
1
ă a
piq
2
ă ¨ ¨ ¨ ă a
piq
ti
. We next define
an order, called the standard order, on the set of all parts of ρ by saying that
Mj ă Mk if and only if a
pjq
1
ă a
pkq
1
and then say that ρ is a standard form when
a
p1q
1
ă a
p2q
1
ă ¨ ¨ ¨ ă a
psq
1
. It is easy to see that the standard form is unique. For
example, the partition pp13qp28qp456qp7qq is the standard form.
For each r P t0, 1, ..., nu, we define a k-space V rn with the basis consisting of the
set
tpρ, Sq | ρ P En, |ρ| ě r, S is a subset of the set of all parts of ρ with |S| “ ru.
By such standard form, Xi [17] shows that each ρ P EM can be written uniquely
as an element of V rn bV
r
n b kΣr for a number r P t0, 1, ¨ ¨ ¨ , nu, where Σr is the sym-
metric group of all permutations on t1, 2, ¨ ¨ ¨ , ru and kΣr denotes the corresponding
group algebra over the field k.
For a partition ρ P En, let x be the partition of En obtained by deleting all
primed elements and y be obtained by deleting all unprimed elements. Let Sρ be
the set of parts of ρ containing both primed and unprimed elements. We next let
S be the set of x which are obtained from elements of Sρ by deleting the numbers
contained in t11, 21, ¨ ¨ ¨ , n1u. We similarly get a subset T of the set of all parts of y.
Clearly, both S and T contain r p“ |Sρ|q elements.
Now we write S “ tS1, ¨ ¨ ¨ , Sru and T “ tT1, ¨ ¨ ¨ , Tru preserved standard order,
saying, S1 ă S2 ă ¨ ¨ ¨ ă Sr and T1 ă T2 ă ¨ ¨ ¨ ă Tr. Thus, we may define a
permutation pi P Σr by sending j to k if there exists a part of Sρ containing both Sj
and Tk. Consequently, by means of a standard form, we can associate with each ρ
a unique element
px, Sq b py, T q b pi.
For example, a standard form of the partition
tp12131q, p2q, p3455161q, p641q, p11qu
can be written
px, Sq “ prp1qp2qp345qp6qs, tp1q, p345q, p6quq,
py, T q “ prp2131qp5161qp41qp11qs, tp2131q, p41q, p5161quq
and
pi “ p23q P kΣ3
Actually, Xi [17] shows that Pnpδq is cellular by considering it as iterated inflation
of group algebras of symmetric groups, that is, there is a chain of two-sided ideals
0 “ J0 Ď J1 Ď ... Ď Jn “ Pnpδq such that each subquotient Jr{Jr´1 ( called as
layers) is a non-unital algebra of the form V rn b V
r
n b kΣr. It is easy to see that
multiplication cannot move to a higher layer, i.e., for x P Jr{Jr´1 and y P Js{Js´1
we have xy P Jmintr,su.
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Theorem 2.1 ([17, Theorem 4.1 & Corollary 4.10]) The partition algebra Pnpδq
is cellular as an iterated inflation of the form
nÀ
r“0
V rn bk V
r
n bk kΣr, with respect to
the involution i turning a diagram upside down. The cell modules are of the form
V rnbkvrbk∆pλq with r P t0, ..., nu and λ a partition of r, where vr is a fixed non-zero
element of V rn and ∆pλq is a cell module for kΣr.
3 Diagrammatic presentation of the standard forms
In this section, we shall depict the characteristics of partition diagrams.
Keeping the notations in the previous section, note that, for a standard form
px, Sq b py, T qb pi, S and T are in fact the parts of jointing propagating lines in the
corresponding diagram, and the standard order in S or T is only determined by the
first number in each part. Thus, the corresponding dots of these numbers become
those who joint propagating lines. We hence write such dots as empty circles ˝
instead of dots ‚, called labelled dots. Also, the parts containing labelled dots are
called by labelled parts . It is clear that the labelled dots must be leftmost dots of
the parts in S and T . A diagram replaced by empty circles according to standard
order is called a standard diagram.
For example, a standard form for previous partition
tp12131q, p2q, p3455161q, p641q, p11qu
can be presented by a standard diagram
˝1
❏❏
❏❏
‚2 ˝3
❚❚❚
❚❚❚
❚❚❚ ‚
4 ‚5 ˝6
❥❥❥
❥❥❥
❥❥❥
‚11 ˝21 ‚31 ˝41 ˝51 ‚61
It should be noted that propagating lines can be jointed only by empty circles ˝.
Therefore, if one top part is jointed with a bottom part, then they can be jointed only
by one propagating line, for example, the empty circle 3 in top part p345q is jointed
with empty circle 51 in bottom part p5161q. Hence the permutation pi “ p23q P Σ3 in
previous example can be presented by
˝1 ˝3
❏❏
❏❏
˝6
tt
tt
˝21 ˝41 ˝51
Furthermore, for a standard form px, Sq b py, T q b pi, px, Sq and py, T q can be pre-
sented by the pn, rq-half diagrams with r labelled dots of total n dots, which ob-
tained from a standard diagram by dropping propagating lines, and the top and
bottom half diagrams correspond to px, Sq and py, T q, respectively. For instance,
˝1 ‚2 ˝3 ‚4 ‚5 ˝6 and ‚11 ˝21 ‚31 ˝41 ˝51 ‚61 are p6, 3q-half
diagrams in previous example.
Therefore, V rn can be also regarded as the space with the basis of all n dots
half diagrams with exactly r labelled dots. Moreover, the space V rn in fact admits a
very natural action of the partition algebra Pn by concatenation. Precisely, for an
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n-diagram x P Pn and an pn, rq-half diagrams v P V
r
n , by stacking x on the top of
v and identifying the bottom dots of x with v, we then get a new diagram w and
denote its top row by toppwq, where a part is labelled if and only if it joined by
both labelled parts of x and v. Then we let xv “ δj ¨ toppwq, with j the number of
parts which have no dot in top row, if w has exactly r labelled parts(equivalently, r
labelled dots), and xv “ 0 otherwise.
˝1
■■
■■
‚2 ‚3
‚1
1
˝2
1
‚3
1
˝12 ‚22 ‚32
” δ ¨ ˝1 ‚2 ‚3 in V 1
3
p1q
˝1
■■
■■
‚2 ‚3
‚1
1
˝2
1
‚3
1
˝12 ˝22 ‚32
“ δ ¨ ˝1 ‚2 ‚3 ” 0 in V 2
3
p2q
˝1 ‚2 ˝3
˝1
1
‚2
1
˝3
1
˝12 ˝22 ‚32
“ ˝1 ‚2 ‚3 ” 0 in V 2
3
p3q
Figure 1: The facts of diagram action
Figure 1 illustrates that the action of an n-diagram D and an pn, rq-half diagram
as well as gives the following facts:
A. If a labelled part in a half diagram is still labelled through action,
then the necessary condition is that such labelled part is joined with a
labelled part (in fact joined with a propagating part) in D.
B. A labelled part will vanish in the result diagram if it is joined with
a non-labelled part.
For Fact A, as shown in Figure 1(1), p1222q is a labelled part in the half diagram,
p1221q is a propagating part. After the two parts are concatenated, the part (12)
obtained is still a labelled part. However, in Figure 1(2), p1232q is a labelled part
in the half diagram and there is no propagating line concatenated with it, thus
it vanishes in the result diagram. This illustrates the Fact B. Figure 1(3) shows
that two labelled parts, saying p1232q and p22q, joined as one labelled part p13q by
concatenation, hence the result diagram is 0 in V 2
3
and the condition in Fact A is
not sufficient.
We will refer to the module V rn as the half diagram module. As we know, the
group algebra kΣr is cellular with cell modules the dual Specht modules Sλ with
λ $ r. By Theorem 2.1, the module ∆npr, λq “ V
r
n b Sλ is a cell module with the
action of Pn: Given an n-diagram x P Pn and a pure tensor v b s P V
r
n b Sλ, we
define
xpv b sq “
"
pxvq b pipx, vqs if xv has r labelled dots,
0 otherwise,
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where xv is given above and pipx, vq P Σr is the permutation on the labelled dots of
xv.
The following result is a generalization of [[7], Proposition 3] from Brauer algebras
to partition algebras.
Proposition 3.1 Keep the notations above. Let M and N be kΣr-modules, and let
V rn be a half diagram module of Pn. Then
HomPnpV
r
n bM,V
r
n bNq – HomkΣrpM,Nq.
Proof. Firstly, we denote by v0 P V
r
n the half diagram
˝ ˝ ¨ ¨ ¨ ˝ ˝ ‚ ‚ ¨ ¨ ¨ ‚ ‚
with r labelled dots on the left hand side and n´ r arcs all on the right side.
For φ P HomPnpV
r
n bM,V
r
n b Nq and m P M , let φpv0 b mq “
ř
iPI vi b ni
and apply the idempotent er “
˝1 ... ˝ ˝r ‚ ... ‚n
˝11 ... ˝ ˝r1 ‚ ... ‚n1
on both sides.
Note that erpv0 b mq “ v0 b m and each ervi is either zero or a multiple of v0 .
Hence it must be some v0 b n
1. We let φˆ be the map induced on M and it is clear
φˆ P HomkΣrpM,Nq. Further, it is easy to see that for each v P V
r
n there exists an
element a P Pn such that v “ av0. Therefore for each m PM and v P V
r
n we have
φpv bmq “ φppav0q bmq “ φppav0q b pipa, v0qpi
´1pa, v0qmq
“ aφpv0 b pi
´1pa, v0qmq “ apv0 b φˆppi
´1pa, v0qmqq
“ v b pipa, v0qφˆppi
´1pa, v0qmq “ v b φˆpmq.
Consequently, given any φˆ P HomkΣrpM,Nq, we can define a may φ by previous
equalities. It is further a Pn-homomorphism since for d P Pn
dφpv bmq “ dpv b φˆpmqq “ dv b ppipd, vqφˆpmqq
“ dv b φˆppipd, vqmq “ φpdv b pipd, vqmq
“ φpdpv bmqq.
. ✷
4 Walled modules
In this section, we first give the concept of walled module in Definition 4.1. By
using such a notion, we describe the branching rules for cell modules on a tower of
the partition algebras and then give a composition series of the restricting module
Res
Pm`n
PmbPn
p∆m`npr, λqq in Theorem 4.2.
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4.1 Walled modules
The main concept in the article comes from the following observations: Given an m-
diagram and an n-diagram, we can juxtapose them into an pm`nq-diagram. At this
point, if we imagine there is a wall between the two diagrams, this pm`nq-diagram
will become a walled diagram, which we can call an pm|nq-walled diagram(simply,
an pm|nq-diagram). It is clear that all such diagrams form a basis of PmbPn. Figure
2(1) demonstrates the juxtaposition of a 5-diagram in P5 and a 4-diagram in P4.
Similarly, when ∆m`npr, λq “ V
r
m`n b Sλ is restricted as a Pm b Pn-module,
an pm ` n, rq-half diagram in V rm`n can be viewed as a ‘walled’ half diagram if we
imagine that there is a wall which separates the dots m,m ` 1. Thus we call the
diagram as an pm|n, rq-walled half diagram(simply, an pm|n, rq-half diagram) and
rewrite V rm`n by V
r
m|n.
An pm|n, rq-half diagram consists of some parts, which can be classified into the
following four types:
1. Non-labelled parts crossing the wall, called Non-Labelled Through Parts;
2. Labelled parts crossing the wall, called Labelled Through Parts;
Furthermore, for such a diagram, we call all Non-Labelled Through Parts and
Labelled Through Parts as Through Parts .
3. Non-labelled parts not crossing the wall, called Non-Labelled Normal Parts;
4. Labelled parts not crossing the wall, called Labelled Normal Parts.
Further, we call a Labelled Normal Part on the right side of the wall as a Right
Labelled Normal Part, and a Labelled Normal Part on the left side as a Left Labelled
Normal Part.
1 2 3 4 5 6 7 8 9
˝
❏❏
❏❏ ‚ ‚ ‚ ‚ ‚ ˝ ˝
✐✐✐
✐✐✐
✐✐ ‚
‚ ˝ ‚ ‚ ‚ ˝ ˝ ‚ ‚
11 21 31 41 51 61 71 81 91
(1)
1 2 3 4 5 6 7 8 9 81 71 61 51 41 31 21 11
˝ ‚ ‚ ‚ ˝ ‚ ‚ ˝ ‚ ‚ ‚ ‚ ‚ ‚ ˝ ‚ ‚
(2)
Figure 2: Walled diagrams
When an pm|nq-diagram D bD1 acts on an pm|n, rq-half diagram, it is easy to
see the following facts:
C. A Labelled Through Part in a walled half diagram may become
Labelled Normal Part in the new walled half diagram through the action
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of diagram, but it will certainly not become a Non-Labelled Through
Part.
D. A Non-Labelled Through Part in a walled half diagram may vanish
in the new diagram through the action of diagram, and may also become
a Labelled Through Part through a Labelled Normal Part.
˝1 ˝2 ‚3 ‚4 ‚5 ˝6 ‚7 ˝8 ‚9 ˝10 ˝11 ‚12
˝1
1
˝2
1
‚3
1
‚4
1
‚5
1
˝6
1
‚7
1
˝8
1
‚9
1
˝10
1
˝11
1
‚12
1
‚12 ˝22 ‚32 ‚42 ˝52 ˝62 ‚72 ‚82 ‚92 ‚102 ‚112 ˝122
“ δ ¨
˝1 ˝2 ‚3 ‚4 ‚5 ˝6 ‚7 ˝8 ‚9 ‚10 ‚11 ‚12
Figure 3: Cases of the diagram action
For Fact C, Figure 3 illustrates the first half of the statement. Part p6272q and
p5282q are Labelled Through Parts in the half diagram and become Labelled Normal
Parts, saying p6q and p8q, by the action of diagram. The second half of the statement
immediately follows form the Facts A and B: As can be known from Facts A and
B, a Labelled Through Part in a half diagram may become a labelled part or vanish
through action, thus it is impossible to obtain a Non-Labelled Through Part.
For Fact D, as shown in Figure 3, part p4292q is a Non-Labelled Through Part,
which vanishes through the action of diagram. However, we can see that p12112q is
a Non-Labelled Through Part. Through the action of diagram, it is combined with
a Labelled Normal Part p122q to obtain p1 11q which is a Labelled Through Part.
It is similar for p32102q. The part is combined with a Labelled Normal Part p22q to
obtain p2 10q which is a Labelled Through Part.
We then endow each pm|n, rq-half diagram with a 4-tuple
pTnon´l, Tlabel, Lleft, Lrightq,
where Tnon´l is the number of the Non-Labelled Through Parts and Tlabel is the
number of Labelled Through Parts, Lleft and Lright are numbers of Left and Right
Labelled Normal Parts respectively. It is clear that Tlabel ` Lleft ` Lright “ r.
For instance, Figure 2(2) illustrates that an (17,3)-half diagram in V 3
17
can be
viewed as a p9|8, 3q-half diagram when ∆17p3, λq “ V
3
17
bSλ is restricted as a P9bP8-
module. Here, p771q and p95141q are Non-Labelled Through Parts; p5681q and p861q
are Labelled Through Parts; p13q and p3111q are Left and Right Labelled Normal
Parts respectively, and hence it corresponds to the tuple p2, 2, 1, 1q.
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We denote by Ir
m|n the index set consisting of all possible tuples
pTnon´l, Tlabel, Lleft, Lrightq
of the pm|n, rq-half diagrams, and we may further endow the index set with a partial
order defined as follows: Let
pT 1non´l, T
1
label, L
1
left, L
1
rightq ă pTnon´l, Tlabel, Lleft, Lrightq
if
T 1non´l ă Tnon´l and T
1
label ´ Tlabel ď Tnon´l ´ T
1
non´l,
or
T 1non´l “ Tnon´l and T
1
label ă Tlabel.
Due to the above-mentioned observations, we define
Definition 4.1 Suppose t “ pTnon´l, Tlabel, Lleft, Lrightq is a possible tuple of the
pm|n, rq-half diagrams. Let W λ
m|nptq be the subspace V
ďt
m|n b Sλ of the restriction
module Res
Pm`n
PmbPn
p∆m`npr, λqq with λ $ r, where the space V
ďt
m|n spanned by all
pm|n, rq-half diagrams with indices in Ir
m|n no more than t. We call the module
W λ
m|nptq as an pm|nq-walled module with the tuple t.
The fact that W λ
m|nptq is actually a PmbPn-module will be showed in Theorem
4.2. Through the walled modules, we then get a chain by means of a linear extension
of the order on Ir
m|n:
0 Ă ¨ ¨ ¨ ĂW λm|npt
1q ĂW λm|nptq Ă ¨ ¨ ¨ Ă Res
Pm`n
PmbPn
p∆m`npr, λqq. paq
Now, we claim
Theorem 4.2 Keep the notation as above. Then:
(1) W λ
m|nptq is a Pm b Pn-module;
(2) Let ∆λ
m|nptq be a subquotient of the chain (a). Then
∆λm|nptq » V
t
m|n b Sλ,
where the space V t
m|n spanned by all pm|n, rq-half diagrams with indices t.
(3) Moreover, let T “ Tnon´l`Tlabel be the number of all Through Parts. Then,
as a PmbPn-module, the summand of ∆
λ
m|nptq is filtered by cell modules of the form
V
pLleft`T q
m b Ind
kΣLleft`T
kΣpTlabel`Lleftq
bkΣTnon´l
rpSλL ‘ pSµL Òqq b SµN s (left)Â
V
pT`Lrightq
n b Ind
kΣT`Lright
kΣTbkΣLrght
rSµ b SλRs (right)
,
where we simply denote SµL Ò:“ Ind
kΣTlabel`Lleft
kΣTlabel
pSµLq, and λL $ Lleft, λR $ Lright, µ $
T, µL $ Tlabel and µN $ Tnon´l.
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Here, by Littlewood-Richardson Rule in [8], the restriction of Sλ from kΣr to
kΣLleftbkΣLright is filtered by modules of the form SλLbSλR, denoted the multiplicity
by cλ
λL|λR
, and the restriction of Sµ from kΣT to kΣTlabel b kΣTnon´l is filtered by
modules of the form SµL b SµN , denoted the multiplicity by c
µ
µL|µN
.
Therefore, the multiplicity of the form in chain (a) equals to cλ
λL|λR
¨ cµ
µL|µN
.
(4) The chain (a) after refined by (3) is a composition series of the restricting
module Res
Pm`n
PmbPn
p∆m`nprqq.
It is easy to see that Theorem 4.2(4) immediately follows from 4.2(3), since it is
filtered by cell modules. Theorem 4.2(2) follows from the definition of walled module
and 4.2(1). For proving 4.2(1) and 4.2(3), the following observations are critical.
In fact, the first observation says that an pm|n, rq-half diagram with a tuple
pTnon´l, Tlabel, Lleft, Lrightq also can be viewed as an pm,nq-diagram, which is a di-
agram with m dots on the top row and n dots on the bottom row marking the dots
in a clockwise direction and the parts in the pm,nq-diagram is the same as in the
pm|n, rq-half diagram. Figure 4 is an example. The tuple pTnon´l, Tlabel, Lleft, Lrightq
corresponding to the first diagram is p2, 2, 1, 1q. It can be read in the second dia-
gram as follows: T “ Tnon´l ` Tlabel “ 4 is the number of propagating parts ( or
propagating number); Lleft “ 1, saying p13q, is the number of the top labelled part
but non-propagating parts; Lright “ 1, saying p1
131q, is the number of the bottom
labelled part but non-propagating parts; Tlabel “ 2 is the number of the labelled
propagating parts, saying p5681q, p861q, and Tnon´l “ 2 is the number of the non-
labelled propagating parts, saying p771q, p95141q.
When an pm|n, rq-half diagram becomes an pm,nq-diagram, we also can represent
a propagating part in standard form. In this standard form, the dots connecting
propagating strings are new labelled dots, which are denoted by ✷ (distinct from
the old labelled dots in an pm|n, rq-half diagram denoted by ˝). Further, if a new
labelled dot coincides with an old labelled dot, we denote it by e. See Figure 4(2)
for an example.
Another fact is that PmbPn-action on an pm|n, rq-half diagram can be viewed as
a left Pm-right P
op
n -action on the corresponding pm,nq-diagram. Here, an n-diagram
in Popn is obtained by rotating an n-diagram in Pn by a half turn. Take Figure 5 as
an example.
Recall that the propagating number (labelled dots) never increases in a con-
catenation of the two diagrams, and for an pm|n, rq-half diagram with a tuple
pTnon´l, Tlabel, Lleft, Lrightq, rp“ Tlabel ` Lleft ` Lrightq is the number of all labelled
parts(or labelled dots) and T :“ Tnon´l ` Tlabel is the number of all Through Parts.
The following lemma lists more facts of diagram action.
Lemma 4.3 Let x be an pm|n, rq-half diagram with a tuple pTnon´l, Tlabel, Lleft, Lrightq,
and let d be an pm|nq-diagram. Suppose the result diagram of the PmbPn-action d¨x
has the number r1 of labelled parts with the tuple pT 1non´l, T
1
label, L
1
left, L
1
rightq.Then:
(1) T 1 ď T , that is, the number of Through Parts never increases;
(2) r1 ď r, that is, the number of labelled parts never increases;
(3) T 1non´l ď Tnon´l;
Suppose further r “ r1, then:
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1 2 3 4 5 6 7 8 9 81 71 61 51 41 31 21 11
˝ ‚ ‚ ‚ ˝ ‚ ‚ ˝ ‚ ‚ ‚ ‚ ‚ ‚ ˝ ‚ ‚
(1)
Ó
1 2 3 4 5 6 7 8 9
˝ ‚ ‚ ‚ e
❳❳❳❳
❳❳❳❳
❳❳❳❳
❳ ‚ ✷ e
❥❥❥
❥❥❥
❥❥ ✷
❝❝❝❝❝❝
❝❝❝❝❝❝
❝❝❝❝❝❝
❝❝❝❝
‚ ‚ ˝ ✷ ‚ ✷ ✷ ✷
11 21 31 41 51 61 71 81
(2)
Figure 4: A p9|8, 4q-half diagram represented as a p9, 8q-diagram
(4) If the number of Labelled Through Parts increases, each additional Labelled
Through Part is obtained by joining a Non-Labelled Through Part with a Labelled
Normal Part.
Therefore if Tlabel ď T
1
label, then the number of Non-Labelled Through Parts at
least decreases T 1label ´ Tlabel, where
T 1label ´ Tlabel “ pLleft ´ L
1
leftq ` pLright ´ L
1
rightq.
(5) If there are no Non-Labelled Through Parts, then the Labelled Normal Parts
cannot be converted into Labelled Through Parts. At this point, the number of La-
belled Through Parts will not increase.
(6) When there are no Through Parts, the numbers of Left and right Labelled
Normal Parts will remain unchanged.
Proof. (1) As indicated in Figure 4, an pm|n, rq-half diagram can be deemed as
an pm,nq-diagram. When the two diagrams are concatenated (can be concatenated),
the propagating number will not increase.
(2) In a cell chain, the number of labelled dots of diagram in the lower layer is
not more than the number of labelled dots of diagram in the higher layer.
(3) First, it can be known from (1) that the total number of Through Parts will
not increase. If the number of Non-Labelled Through Parts increases, this increase is
definitely obtained from the Labelled Through Parts. However, this will not happen,
as can be known from Fact C.
(4) It can be obtained directly from Fact D;
(5) As there are no Non-Labelled Through Parts, a Labelled Normal Part must be
joined with a Labelled Through Part if it is intended to become a Labelled Through
Part in terms of the action of diagram. At this point, the number of labelled dots
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1 2 3 4 5 6 7
˝
●●
● ‚ ˝
●●
● ‚ ‚ ˝
●●
● ˝
❦❦❦
❦❦❦
❦
‚ ˝ ‚ ˝ ˝ ‚ ˝
‚ ˝ ‚ ‚ ‚ ‚ ‚
ù 1 2 3 4
˝
■■
■ ‚ ˝
❏❏
❏❏ ‚
‚ ˝ ‚ ˝
‚ e
❀❀
❀❀
❀
‚ ✷
rr
rr
rr
rr
✷ ✷ ‚
˝
❏❏
❏❏ ˝
tt
tt
‚
˝ ˝ ‚
7 6 5
“ δ ¨ 1 2 3 4 5 6 7
˝ ‚ ‚ ‚ ‚ ‚ ‚
ù “ δ ¨ 1 2 3 4
e
❀❀
❀❀
❀
‚ ✷ ‚
✷ ✷ ‚
7 6 5
Figure 5: Action as a bimodule on a walled diagram
will decrease, which contradicts the conclusion that the number of labelled dots will
remain unchanged.
(6) According to the observations above, when there are no Through Parts, an
pm|n, rq-half diagram can be regarded as the juxtaposition (tensor) of an m-half
diagram and an n-half diagram. When the diagram is in action, as the number of
each side of labelled parts does not increase, the numbers of labelled parts of both
m-half diagram and n-half diagram will remain unchanged in the assumption that
the number of labelled parts is unchanged. ✷
The order defined on Ir
m|n is due to the lemma and Theorem 4.2(1) holds by
this order. For half diagram module ∆λ
m|np2, 1, 1, 1q with Tlabel ` Lleft ` Lright “ 3,
Figure 6 illustrates the partial order structure on the tuples.
4.2 Proof of Theorem 4.2(3)
We are now in the position to give a proof of Theorem 4.2(3).
Proof. Recall that an pm|n, rq-half diagram can be presented by an pm,nq-
diagram, we can represent propagating parts in standard form. The labelled dots in
the pm|n, rq-half diagram are called old labelled dots, denoted by ˝. However, those
who connect propagating strings in the pm,nq-diagram are called new labelled dots,
denoted by ✷. Moreover, if a new labelled dot coincides with an old labelled dot ˝,
we denote it by e.
For case pTnon´l,0,0,0q
In this case, there are no labelled dots in an pm|n, rq-half diagram, and hence
r “ 0 and the walled module ∆λ
m|npTnon´l, 0, 0, 0q is just Vm|npTnon´l, 0, 0, 0q with
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p2, 1, 1, 1q
❚❚❚
❨❨❨❨❨
❨❨❨❨❨
❨❨❨❨❨
❨
❬❬❬❬❬❬❬
❬❬❬❬❬❬
❬❬❬❬❬❬❬
❬❬❬❬❬❬❬
❬
p2, 0, 2, 1q
❚❚❚
p2, 0, 1, 2q
❚❚❚
p1, 2, 1, 0q
❡❡❡❡❡
❡❡❡❡❡
❡❡❡❡❡
❡
❥❥❥ ❚❚
❚
p1, 2, 0, 1q
❡❡❡❡❡
❡❡❡❡❡
❡❡❡❡❡
❡
❥❥❥
p1, 1, 2, 0q
◆◆
◆◆
◆◆
◆
❬❬❬❬❬❬
❬❬❬❬❬❬
❬❬❬❬❬❬
❬❬❬❬❬❬
❬❬❬❬❬❬
❬❬❬❬❬❬
❬❬❬❬❬ p1, 1, 1, 1q
◆◆
◆◆
◆◆
◆
❨❨❨❨❨
❨❨❨❨❨
❨❨❨❨❨
❨❨❨❨❨
❨❨❨❨❨
❨❨❨❨
❬❬❬❬❬❬
❬❬❬❬❬❬
❬❬❬❬❬❬
❬❬❬❬❬❬
❬❬❬❬❬❬
❬❬❬❬❬❬
❬❬❬❬❬ p1, 1, 0, 2q
◆◆
◆◆
◆◆
◆
❨❨❨❨❨
❨❨❨❨❨
❨❨❨❨❨
❨❨❨❨❨
❨❨❨❨❨
❨❨❨❨
p0, 3, 0, 0q
◆◆
◆◆
◆◆
◆
❲❲❲
❲❲❲
❲❲❲
❲❲❲
❲❲❲
❲
p1, 0, 3, 0q p1, 0, 2, 1q
♣♣
♣♣
♣♣
♣
p1, 0, 1, 2q
♣♣
♣♣
♣♣
♣
p1, 0, 0, 3q
♣♣
♣♣
♣♣
♣
p0, 2, 1, 0q
❝❝❝❝❝❝
❝❝❝❝❝❝
❝❝❝❝❝❝
❝❝❝❝❝❝
❝❝❝❝❝❝
❝❝❝❝❝❝
❝❝❝❝❝
❡❡❡❡❡
❡❡❡❡❡
❡❡❡❡❡
❡❡❡❡❡
❡❡❡❡❡
❡❡❡❡
p0, 2, 0, 1q
❝❝❝❝❝❝
❝❝❝❝❝❝
❝❝❝❝❝❝
❝❝❝❝❝❝
❝❝❝❝❝❝
❝❝❝❝❝❝
❝❝❝❝❝
❡❡❡❡❡
❡❡❡❡❡
❡❡❡❡❡
❡❡❡❡❡
❡❡❡❡❡
❡❡❡❡
p0, 1, 2, 0q
❚❚❚
p0, 1, 1, 1q
❚❚❚
p0, 1, 0, 2q
❚❚❚
p0, 0, 3, 0q p0, 0, 2, 1q p0, 0, 1, 2q p0, 0, 0, 3q
Figure 6: Partial order on the tuples
λ $ 0. The later is a vector space spanned by a basis consisting of these walled
half diagrams which just contain Tnon´l Non-Labelled Through Parts. When such
a walled half diagram is presented by an pm,nq-diagram, an element σ P ΣTnon´l
is identified by new labelled dots ✷. Therefore, it can be known from the inflation
theory that Vm|npTnon´l, 0, 0, 0q » V
Tnon´l
m b V
Tnon´l
n b kΣTnon´l as a k-space. Here,
kΣTnon´l as a kΣTnon´lbkΣTnon´l-module, the action is given by pσ1bσ2qσ “ σ1σσ
´1
2
.
As kΣTnon´l is cellular, it has a filtration with subquotients Sµ b Sµ. Hence, as a
Pm b Pn-module, ∆
λ
m|npTnon´l, 0, 0, 0q is filtered by modules of the form:
pV
Tnon´l
m b Sµq
Â
pV
Tnon´l
n b Sµq.
(top) (bottom)
1 2 3 4 41 31 21 11
‚ ‚ ‚ ‚ ‚ ‚ ‚ ‚
ù 1 2 3 4
‚ ✷
❏❏
❏ ✷
tt
t
‚
‚ ✷ ✷ ‚
11 21 31 41
The above figure is an example, labelled dots ✷ on top line correspond to one
Sµ, and the labelled dots ✷ on bottom line correspond to another Sµ.
For case p0,Tlabel,0,0q
In this case,
∆λm|np0, Tlabel, 0, 0q » Vm|np0, Tlabel, 0, 0q b Sλ,
and the number of total labelled parts in a walled half diagram equals Tlabel. Ac-
cording to the standard order, the old labelled dot is the leftmost dot in a labelled
part, thus all old labelled dots in Labelled Through Parts are on the left of wall.
These labelled dots correspond to Sλ. Similar to the previous case, as a walled half
diagram is considered as an pm,nq-diagram, an element σ P ΣTlabel is decided by
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connecting propagating strings with new labelled dots. As the cellularity of kΣTlabel ,
it has a filtration with subquotients SµbSµ. It should be noted that the old labelled
dots on the left side of the wall coincide with all new labelled dots, hence denoted
by e. Thus, both Sλ and one Sµ correspond to labelled dots e on the left side of
the wall, and the other Sµ corresponds to labelled dots ✷ on the right side of the
wall. Therefore, as a Pm b Pn-module, ∆
λ
m|np0, Tlabel, 0, 0q is filtered by modules of
the form:
pV Tlabelm b pSλ ‘ Sµqq
Â
pV Tlabeln b Sµq.
(top) (bottom)
1 2 3 4 41 31 21 11
‚ ˝ ˝ ‚ ‚ ‚ ‚ ‚
ù 1 2 3 4
‚ e
■■
■ e
✉✉
✉
‚
‚ ✷ ✷ ‚
11 21 31 41
As shown in figure above, all labelled dots e correspond to Sλ and one Sµ, and
all labelled dots ✷ correspond to another Sµ.
For case pTnon´l,0,Lleft,Lrightq
In this case, the number of labelled dots is Lleft`Lright with Lleft labelled dots
on the left side of the wall and Lright labelled dots on the right side. As a result,
when Sλ as a kΣLleft`Lright-module is restricted to be a kΣLleft b kΣLright-module,
it has a filtration with subquotients SλL b SλR , where SλL corresponds to the left
labelled dots ˝ with λL $ Lleft and SλR corresponds to the right labelled dots ˝
with λR $ Lright.
Similar to case pTnon´l, 0, 0, 0q, as a walled half diagram is considered as an
pm,nq-diagram, the Tnon´l propagating strings are jointed by new labelled dots
✷ and determine kΣTnon´l which has a filtration with subquotients Sµ b Sµ. It
is noted that the set of new labelled dots ✷ and the set of old labelled dots ˝
are disjointed. Therefore, the number of total labelled dots on the top line in
the pm,nq-diagram equals Tnon´l ` Lleft. Accordingly, we consider the induction
Ind
kΣTnon´l`Lleft
kΣTnon´lbkΣLleft
pSλL b Sµq. Similarly, the number of total labelled dots on the
bottom is Tnon´l ` Lright, and the induction Ind
kΣTnon´l`Lright
kΣTnon´lbkΣLrght
pSµ b SλRq is con-
sidered.
Therefore, as a PmbPn-module, ∆
λ
m|npTnon´l, 0, Lleft, Lrightq is filtered by mod-
ules of the form:
V
pLleft`Tnon´lq
m b Ind
kΣTnon´l`Lleft
kΣTnon´lbkΣLleft
pSλL b Sµq (top)Â
V
pTnon´l`Lrightq
n b Ind
kΣTnon´l`Lright
kΣTnon´lbkΣLrght
pSµ b SλRq (bottom)
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1 2 3 4 41 31 21 11
˝ ‚ ‚ ‚ ‚ ‚ ‚ ˝
ù 1 2 3 4
˝ ✷
❏❏
❏ ✷
tt
t
‚
‚ ✷ ✷ ˝
11 21 31 41
The figure gives an example, SλL corresponds to all dots labelled with ˝ on the
top line, while SλR corresponds to all dots labelled with ˝ on the bottom line. The
dots labelled with ✷ on the top correspond to one Sµ, and those on the bottom
correspond to another Sµ.
For case p0,Tlabel,Lleft,Lrightq
In this case, the number of labelled dots is Tlabel`Lleft`Lrightp“ rq. Precisely,
the number of labelled dots on the left side of the wall is Tlabel ` Lleft and the
number of labelled dots on the right side is Lright. Therefore it has a filtration with
subquotients SλLbSλR , when Sλ as a kΣr-module is restricted to be a kΣTlabel`Lleftb
kΣLright-module with λL $ Tlabel ` Lleft, λR $ Lright, and here SλL corresponds to
the left labelled dots and SλR corresponds to that of the right.
Similar to Case p0, Tlabel, 0, 0q, as a walled half diagram represented as an pm,nq-
diagram, the Tlabel propagating strings determine kΣTlabel which has a filtration with
subquotients Sµ b Sµ.
Also, the propagating strings determine new labelled dots. It is noted that
the top old labelled dots jointing propagating strings coincide with the top new
labelled dots, hence presented by e, which correspond to one Sµ. Since the number
of total labelled dots on the top is Tlabel ` Lleft, we consider induction Sµ Ò:“
Ind
kΣTlabel`Lleft
kΣTlabel
pSµq. Accordingly, for labelled dots on the top line we consider SλL‘
pSµ Òq. However, the sets of old and new labelled dots on bottom are disjointed,
so it denotes new labelled dots on bottom by ✷, which correspond to another Sµ.
Therefore the number of total labelled dots on bottom is Tlabel ` Lright, and the
induction Ind
kΣTlabel`Lright
kΣTlabelbkΣLrght
pSµ b SλRq is considered.
Consequently, as a Pm b Pn-module, ∆
λ
m|np0, Tlabel, Lleft, Lrightq is filtered by
modules of the form:
pV
pTlabel`Lleftq
m b pSλL ‘ pSµ Òqqq
Â
pV
pTlabel`Lrightq
n b Ind
kΣTlabel`Lright
kΣTlabelbkΣLrght
pSµ b SλRqq
(top) (bottom)
1 2 3 4 41 31 21 11
˝ ˝ ˝ ‚ ‚ ‚ ‚ ˝
ù 1 2 3 4
˝ e
■■
■ e
✉✉
✉
‚
‚ ✷ ✷ ˝
11 21 31 41
As shown in figure above, SλL corresponds to all dots labelled with ˝ and e
on the top line, while SλR corresponds to all dots labelled with ˝ on bottom. The
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dots labelled with e on top correspond to one Sµ, and the dots labelled with ✷ on
bottom correspond to another Sµ.
For case pTnon´l,Tlabel,Lleft,Lrightq
In this case, T p“ Tnon´l ` Tlabelq is the number of all Through Parts as well as
is the number of propagating strings when a walled half diagram is considered as an
pm,nq-diagram. The number of the old labelled dots is Tlabel ` Lleft ` Lright “ r
with Tlabel`Lleft old labelled dots on top and Lright old labelled dots on bottom. As
a result, it has a filtration with subquotients SλL b SλR , when Sλ as a kΣr-module
is restricted to be a kΣTlabel`Lleft b kΣLright-module with λL $ Tlabel ` Lleft, λR $
Lright.
The Tnon´l ` Tlabel propagating strings determine kΣT which has a filtration
with subquotients Sµ b Sµ, and meanwhile determine new labelled dots. Similar to
the previous case, the sets of old and new labelled dots on bottom are disjointed, so
it denotes new labelled dots on bottom by ✷, which correspond to one Sµ. There-
fore the number of total labelled dots on bottom is T ` Lright, and the induction
Ind
kΣT`Lright
kΣTbkΣLrght
pSµ b SλRq is considered.
However, the new labelled dots on the top line should be divided into two types:
One type is those who jointing Non-Labelled Through Parts in walled diagram.
Thus, they are different from the top old labelled dots when a walled diagram is
considered as an pm,nq-diagram, hence presented by ✷; the other type is those who
jointing Labelled Through Parts in walled diagram and they coincide with a subset
of old labelled dots on top, hence presented by e. Thus, according to the two types,
the kΣT -module Sµ can be further restricted as a kΣTnon´l b kΣTlabel-module with
subquotients SµL b SµN .
Moreover, it is similar to the previous case that the set of the new labelled dots
e in an pm,nq-diagram is a subset of all old labelled dots ˝ on the left side of
the wall in the corresponding walled diagram. The numbers of new and old such
dots are Tlabel and Tlabel ` Lleft respectively, we hence consider induction SµL Ò:“
Ind
kΣTlabel`Lleft
kΣTlabel
pSµLq.
Accordingly, for the left side labelled dots of the wall we consider
Ind
kΣLleft`T
kΣpTlabel`Lleftq
bkΣTnon´l
rpSλL ‘ pSµL Òqq b SµN s.
Consequently, as a Pm b Pn-module, ∆
λ
m|npTnon´l, Tlabel, Lleft, Lrightq is filtered
by modules of the form:
V
pLleft`T q
m b Ind
kΣLleft`T
kΣpTlabel`Lleftq
bkΣTnon´l
rpSλL ‘ pSµL Òqq b SµN s (top)Â
V
pT`Lrightq
n b Ind
kΣT`Lright
kΣTbkΣLrght
rSµ b SλRs (bottom)
,
with λL $ Lleft, λR $ Lright, µ $ T, µL $ Tlabel and µN $ Tnon´l.
As indicated in Figure 4, SλL corresponds to all dots labelled with ˝ and e on
top, while SλR corresponds to all dots labelled with ˝ on bottom. The dots labelled
with e on top correspond to SµL , the dots labelled with ✷ on bottom correspond
to SµN and the dots labelled with ✷ on bottom correspond to another Sµ. ✷
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5 Grothendieck ring of a tower of partition algebras
In this section, we shall recall the associative algebra structure on the Grothendieck
group of the towers with Axiom (T) in 5.1. The structure constants of the Grothendieck
ring over a tower of partition algebras will be calculated in 5.2.
5.1 Grothendieck ring of a tower
Let A :“ pAnqně0 be a tower of algebras with Axiom (T). Denote by G0pAnq the
Grothendieck group of An, and let G0pAq :“ ‘ně0G0pAnq. One can consider the
inductions on G0pAq in terms of the tensor products.
Form,n P N, letM be a left Am-module, and N be a left An-module. Recall that
the tensor productMbkN is a left AmbkAn-module with the action pabbq¨pwbuq “
aw b bu for a P Am, b P An, w PM and u P N .
The multiplication of the isomorphism classes of an Am-module M and an An-
module N can be defined by the induction product:
rM s ¨ rN s “ rInd
Am`n
AmbAn
pM bNqs,
where
Ind
Am`n
AmbAn
pM bNq “ Am`n
â
AmbAn
pM bNq
“
Am`n b pM bNq
ă ab rpbb cqpw b uqs ´ raρm,npbb cqs b w b u ą
,
for a P Am`n, b P Am, c P An, w PM and u P N .
If Am`n is a two-sided projective Am b An-module, then the multiplication is
well-defined and admits the associativity(for example, see [1, Theorem 3.5]). Thus,
G0pAq is an associative algebra with rks as the unit. It is clear that the conclusion
holds provided a tower A is semi-simple (that is, each An is semi-simple ). As showed
in [5], if we let C be the field of complex numbers, then the partition algebra Pnpδq
is semi-simple for all but a finite number of δ P C.
5.2 Structure constants
For semi-simple cases, all cell modules of the algebra Pn form a complete set of
non-isomorphism simple modules by [4, Prop 3.4, 3.8]. Moreover, all tensor product
of cell modules ∆mprm, ν1q b ∆nprn, ν2q, for rm, rn P N, ν1 $ rm and ν2 $ rn,
form a complete set of non-isomorphism simple modules of the semi-simple algebra
Pm bk Pn.
Suppose ∆m`npr, λq is a cell module of the partition algebra Pm`n with λ $ r.
Recall that when ∆m`npr, λq “ V
r
m`nbSλ is restricted as a Pmbk Pn-module, each
pm` n, rq-half diagram in V rm`n can be viewed as a walled pm|n, rq-half diagram in
V r
m|n as well as it can be endowed with a 4-tuple
t “ pTnon´l, Tlabel, Lleft, Lrightq
such that Tlabel`Lleft`Lright “ r. The index set I
r
m|n consists of all possible tuples.
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Recall also that T “ Tnon´l ` Tlabel and as a Pm b Pn-module, the summand of
the module ∆λ
m|nptq is filtered by cell modules of the form
V
pLleft`T q
m b Ind
kΣLleft`T
kΣpTlabel`Lleftq
bkΣTnon´l
rpSλL ‘ pSµL Òqq b SµN s (left)Â
V
pT`Lrightq
n b Ind
kΣT`Lright
kΣTbkΣLrght
rSµ b SλRs (right)
.
Here, µ $ T “ pTnon´l ` Tlabelq, µN $ Tnon´l, µL $ Tlabel, λL $ Lleft, λR $ Lright.
We simply denote as
pµ, µN , µL, λL, λRq $ pTnon´l, Tlabel, Lleft, Lrightq,
and further define
Λ
pr,λq
m|n “ tpµ, µN , µL, λL, λRq | pµ, µN , µL, λL, λRq $ pTnon´l, Tlabel, Lleft, Lrightq P I
r
m|nu.
Theorem 5.1 Keep the notations above. Let Ppδq be a semi-simple tower of the
partition algebras with δ P k, and for m,n P N let ∆mprm, ν1q and ∆nprn, ν2q be cell
modules of Pm and Pn, respectively, with rm, rn P N, ν1 $ rm and ν2 $ rn. Then we
have
r∆mprm, ν1qs ¨ r∆nprn, ν2qs “
ÿ
pr,λq
aλν1|ν2r∆m`npr, λqs,
where the pair pr, λq in sum runs over all indices of cell modules of Pm`n and the
structure constant
aλν1|ν2 “
ÿ
r
rcλλL|λR ¨ c
µ
µL|µN
¨ pcν1
λL|µN
`
ÿ
ω
cωµL ¨ c
ν1
ω|µN
q ¨ cν2
µ|λR
s,
where the index r “ pµ, µN , µL, λL, λRq p$ pTnon´l, Tlabel, Lleft, Lrightqq runs over
all indices of the set Λ
pr,λq
m|n such that
rm “ Lleft ` T and rn “ Lright ` T,
and the index ω runs over all partitions ω $ Tlabel`Lleft and c
ω
µL
and the symbols of
the form cτ
τ1|τ2
are the Littlewood-Richardson coefficients, that is, the multiplicities
of the Specht module SµL in restricting module Sω ÓkΣTlabel and the tensor product
Sτ1 b Sτ2 in restricting module RespSτ q, respectively.
Proof. Firstly, we have the following equalities.
r∆mprm, ν1qs ¨ r∆nprn, ν2qs “ rInd
Pm`n
PmbPn
p∆mprm, ν1q b∆nprn, ν2qqs
“
ÿ
pr,λq
aλν1|ν2r∆m`npr, λqs,
where
aλν1|ν2 :“ dimHompInd
Pm`n
PmbPn
p∆mprm, ν1q b∆nprn, ν2qq,∆m`npr, λqq
“ dimHomp∆mprm, ν1q b∆nprn, ν2q,Res
Pm`n
PmbPn
p∆m`npr, λqqq. (1)
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Due to Theorem 4.2(3), the restricting module Res
Pm`n
PmbPn
p∆m`npr, λqq is filtered
by cell modules of the form pV p1q b IndpSp1qqq
Â
pV p2q b IndpSp2qqq :“
V
pLleft`T q
m b Ind
kΣLleft`T
kΣpTlabel`Lleftq
bkΣTnon´l
rpSλL ‘ pSµL Òqq b SµN s (left)Â
V
pT`Lrightq
n b Ind
kΣT`Lright
kΣTbkΣLrght
rSµ b SλRs (right)
corresponding to the index r “ pµ, µN , µL, λL, λRq, and the the multiplicity equals
cλ
λL|λR
¨ cµ
µL|µN
.
Recall that ∆mprm, ν1q “ V
rm
m bSν1 and ∆nprn, ν2q “ V
rn
n bSν2 , and by Propo-
sition 3.1, it implies HomppV rmm b Sν1q, pV
p1q b IndpSp1qqqq
“ HomppV rmm b Sν1q, V
pLleft`T q
m b Ind
kΣLleft`T
kΣTlabel`LleftbkΣTnon´l
rpSλL ‘ pSµL Òqq b SµN sq
“
#
HompSν1 , Ind
kΣLleft`T
kΣpTlabel`Lleftq
bkΣTnon´l
rpSλL ‘ pSµL Òqq b SµN sq if rm “ Lleft ` T , (2)
0 otherwise.
and
HomppV rnn b Sν2q, pV
p2q b IndpSp2qqqq
“ HomppV rnn b Sν2q, V
pT`Lrightq
n b Ind
kΣT`Lright
kΣTbkΣLrght
rSµ b SλRsq
“
#
HompSν2 , Ind
kΣT`Lright
kΣTbkΣLrght
rSµ b SλRsq if rn “ Lright ` T , (3)
0 otherwise.
Further, by Frobenius reciprocity, for formula (2), it yields
HompSν1 , Ind
kΣLleft`T
kΣpTlabel`Lleftq
bkΣTnon´l
rpSλL ‘ pSµL Òqq b SµN sq
“ HompRespSν1q, SλL b SµN q ‘HompRespSν1q, pSµL Òq b SµN q.
Here, the dimension of the first summand is the Littlewood-Richardson coefficient
cν1
λL|µN
. For the second summand, SµL Ò can be filtrated by Specht modules Sω with
multiplicity cωµL , and hence
HompRespSν1q, pSµL Òq b SµN q
“
à
ω
cωµLHompRespSν1q, Sω b SµN q,
and the dimension equals
ř
ω c
ω
µL
¨ cν1
ω|µN
by Littlewood-Richardson rule.
On the other hand, for formula (3), we have
HompSν2 , Ind
kΣT`Lright
kΣTbkΣLrght
rSµ b SλRs
“ HompRespSν2q, Sµ b SλRq,
and hence the dimension is the Littlewood-Richardson coefficient cν2
µ|λR
.
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Consequently, it yields
aλν1|ν2 “
ÿ
r
rcλλL|λR ¨ c
µ
µL|µN
¨ pcν1
λL|µN
`
ÿ
ω
cωµL ¨ c
ν1
ω|µN
q ¨ cν2
µ|λR
s,
where the index r “ pµ, µN , µL, λL, λRq runs over all indices of the set Λ
pr,λq
m|n such
that
rm “ Lleft ` T and rn “ Lright ` T.
✷
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