Power-intensive processes can lower operating expenses when adjusting production planning according to time-dependent electricity pricing schemes. In this paper, we describe a deterministic MILP model that allows optimal production planning for continuous powerintensive processes. We emphasize the systematic modeling of operational transitions, that result from switching the operating modes of the plant equipment, with logic constraints. We prove properties on the tightness of several logic constraints. For the time horizon of one week and hourly changing electricity prices, we solve an industrial case study on air separation plants, where transitional modes help us capture ramping behavior. We also solve problem instances on cement plants where we show that the appropriate choice of operating modes allows us to obtain practical schedules, while limiting the number of changeovers. Despite the large size of the MILPs, the required solution times are small due to the explicit modeling of transitions.
Introduction
The profitability of industrial power-intensive processes is affected by the availability and pricing of electricity supply. Nowadays, two major trends increase the complexity of managing power-intensive processes. First, deregulation in the 1990s introduced hourly as well as seasonal variations. Second, the environmental pressure to reduce CO 2 emissions and diminishing natural resources lead to an increasing share of renewable energies, which intensifies the aforementioned problem. These trends have added a considerable amount of uncertainty and variability in the daily operating expenses of power-intensive industries, which in turn affect their competitiveness.
One important component of the current and future power system is the concept of Demand Side Management (DSM), consisting of Energy Efficiency (EE) and Demand Response (DR). A report released by The World Bank (Charles River Associates, 2005) defines DSM as the "systematic utility and government activities designed to change the amount and/or timing of the customer's use of electricity for the collective benefit of the society, the utility and its customers." While EE aims for permanently reducing demand for energy, DR focusses on the operational level (Voytas et al., 2007) . The official classification of DR by the North American Electric Reliability Corporation (NERC) distinguishes between dispatchable and non-dispatchable programs (see Figure 1 ).
Dispatchable DR programs include any kind of demand response that is according to instructions from a grid operator's control center. They are divided into capacity services, such as load control and interruptible demand, and ancillary services, such as spinning and nonspinning reserves as well as regulation. The control actions, which balance the electricity supply and demand, differ on the time scale and usually range from a few seconds to an hour. Hence, participation in one of these dispatchable DR programs requires the process to be highly flexible, while process feasibility and safety have to be maintained. Nowadays, chemical companies, which operate flexible processes like chlor-alkali synthesis, market already a few percent of their total load as operative capacity reserve (e.g. in Germany (Paulus and Borggrefe (2011) ). The potential of ancillary services for aluminum production was recently evaluated in a case study by ALCOA (Todd et al., 2009 ). However, both processes, chlor-alkali synthesis and aluminum production, are examples of capital-intensive processes that are operated at a high level of capacity utilization. Thus, these processes usually only shift production on a minute level around a predefined setpoint.
In contrast to dispatchable DR programs, non-dispatchable DR programs do not involve instructions from a control center. Instead, the electricity consumption of industrial customers is influenced by the market price of electricity. Typical examples of time-sensitive electricity prices are timeof-use (TOU) rates and real-time prices (RTP). While TOU rates are usually specified in terms of on-peak, mid-peak and off-peak hours, real-time prices vary every hour and are quoted either on a day-ahead or hourly basis. Other pricing models exist but strongly depend on the characteristics of the regional market (NERC study (Voytas et al., 2007) .
Non-dispatchable DR programs allow industrial customers to perform production planning based on predefined hourly prices. At first glance it may seem that production planning due to price fluctuations is only attractive for processes that are operated significantly below the process ca- pacity, and therefore have operational flexibility. However, major demand drops due to economic changes, such as the 2008 recession, can lead to over-capacities, which in turn make a systematic production planning more attractive. Promising examples can be found in the industrial gases sector (cryogenic air separation plants) and in the cement industry.
The purpose of this paper is to describe a general model that helps decision-makers for power-intensive production processes to optimize their production schedules with respect to operating costs that are due to fluctuations in electricity prices, which are in turn caused by non-dispatchable DR programs.
Literature Review
The economic potential for DSM of industrial processes in developed countries has been recognized by numerous institutions and authors (World Bank report (Charles River Associates, 2005) , NERC study (Voytas et al., 2007) , Klobasa (2006) , Gutschi and Stigler (2008) , Paulus and Borggrefe (2011) ). In these publications, we can find a list of various chemical processes where the consumption of electricity is due to different unit operations: grinding (cement), compression (air separation), electrolysis (chlor-alkali, aluminum) and drying (paper pulp production). Figure 1 illustrates possible DR applications for these processes. In chemical engineering, two different lines of research address optimizing operations of these processes according to time-sensitive pricing.
The first line of research proposes a control approach. For the economic optimization of air separation plants, Zhu et al. (2010) developed a model based on heat and mass balances, including nonlinear thermodynamics. Huang (2010) proposed the application of economically-oriented nonlinear model predictive control. While these approaches have the advantage of providing an accurate process representation, they cannot readily incorporate discrete decisions such as equipment shutdowns and startups and corresponding operational constraints such as enforcing a minimum upor downtime. Furthermore, the resulting NLP problems tend to be large, and therefore problems of only 24-48 hours time horizon can be efficiently solved. The problems become even harder to solve when parallel production lines or whole process networks are included.
The second line of research comes from the area of planning and scheduling. An initial approach by Daryanian et al. (1989) shows the economic benefit of demand response for air separation plants, but does not consider discrete operating decisions such as equipment shutdowns and startups. Ierapetritou et al. (2002) as well as Karwan and Keblis (2007) extend the methodology to incorporate discrete operating decisions. However, their models do not capture the transient behavior between different operating modes. Moreover, some of their logic constraints show room for improvement with respect to the tightness of the linear relaxation.
For continuous paper pulp production, Pulkkinen and Ritala (2008) develop a scheduling model to determine the number of operating units and production levels for each time period. They use stochastic constraints to handle uncertainty in model parameters, introducing nonlinearities. However, their optimization procedure is not rigorous in the sense that heuristic methods such as simulated annealing and genetic algorithms are employed. Furthermore, the model does not include a detailed description of plant dynamics in terms of transitions and logic constraints.
For cement plants, Castro et al. (2009 Castro et al. ( , 2011 extend the MILP formulation of the Resource Task Network (RTN) to incorporate hourly changing electricity prices. In their paper from 2009, Castro and co-workers propose a discrete time formulation (DT) that cannot be solved to optimality within a reasonable amount of time for some case studies, although the final gap is small. Additionally, the obtained schedules may contain a significant number of changeovers. Castro and co-workers also show a continuous time formulation (CT), which is unfortunately computationally intractable. In their paper from 2011, Castro and co-workers develop an aggregate formulation (AG) and a rolling horizon formulation (RH). While AG and RH can be solved considerably faster and yield schedules with fewer transitions than DT, the obtained schedules may be suboptimal under power restrictions. Furthermore, AG seems to only adequately work in a setting with time-of-use (TOU) prices, since it aggregates periods with the same price level.
In this paper, we first introduce the generic problem statement for a continuous power-intensive process in section 3. In section 4, we generalize the approaches proposed by Ierapetritou et al. (2002) and Karwan and Keblis (2007) . We discuss the concept of transitional modes to allow for a more detailed modeling of transitional behavior that is due to plant dynamics. Furthermore, we enhance the computational efficiency of their formulations by improving the formulation of logic constraints. In section 5, we apply the proposed methodology to a variety of power-intensive processes. We solve an industrial case study on air separation plants where transitional modes help us capture ramping behavior, as well as problem instances on cement plants that are reported in Castro et al. (2009 Castro et al. ( , 2011 . We show that the appropriate choice of operating modes allows us to solve the cement problem instances with a discrete time model to optimality within a reasonable amount of time, while limiting the number of changeovers.
The focus of this paper is to obtain an efficient deterministic formulation that can handle transient plant behavior. Therefore, we do not consider uncertainty in electricity prices explicitly. However, it should be mentioned that our formulation can be used as a basis to also incorporate uncertainty in electricity prices, e.g. in a rolling horizon fashion (e.g. Karwan and Keblis (2007) ) or with a stochastic programming approach (e.g. Ierapetritou et al. (2002)). Furthermore, note that seasonal electricity tariffs, e.g. time-of-use (TOU) contracts, contain no uncertainty for the timespan of the operational planning (usually a few days or a week). Hence, the deterministic optimization model allows to obtain the optimal production plan for seasonal electricity tariffs.
Generic Problem Statement
Given is a set of products g ∈ G that can be produced in different continuously operated plants or production lines p ∈ P . While some products can be stored on-site (g ∈ Storable), other products must be directly delivered to customers (g ∈ Nonstorable). The plants have to satisfy demand for the products that can be specified on a weekly, daily or hourly basis. The costs of production vary for every hour h ∈ H and are related to electricity costs, which also undergo seasonal changes. We assume that a seasonal electricity price forecast for a typical week is available on an hourly basis. The problem is to determine production levels, modes of operation (including start-up and shut-down of equipment), inventory levels and product sales on an hourly basis, so that the given demand is met. The objective is to minimize the operating costs that are mostly due to energy expenses.
Model Formulation
The traditional way of modeling a process involves heat and mass balances for each individual equipment, which requires the detailed description of the system's performance (e.g. thermodynamics, kinetics). The disadvantage of this approach is that the model can become prohibitively hard to solve due to its nonlinearities and its size for longer time horizons.
An alternative approach is to model the plant in a reduced space, e.g. the product space. To determine the feasible region of the plant in the product space, either a sequence of steady-state simulations or the insights of flexibility theory by Swaney and Grossmann (1985) , Grossmann and Floudas (1987) and Ierapetritou (2001) can be used. While it is still useful to have a detailed plant model based on heat and mass balances, we shift the computational burden of evaluating the feasible region to offline computations to obtain a surrogate model. A similar idea is employed by Sung and Maravelias (2007) for batch planning and scheduling.
In absence of a detailed plant model, the surrogate model can also be built from historic plant data. The evaluation of the production levels for the feasible region must be performed according to the chosen time discretization ∆t, which is usually on an hourly basis due to the hourly price changes of non-dispatchable DR programs.
The model can be classified into three sets of constraints. The first set deals with the previously mentioned surrogate description for the feasible region in the product space. The second set contains constraints for transitions between different operating points and modes. The third and last set describes the mass balances that capture inventory relationships and demand.
Production Modes and Feasible Region
To describe the feasible region of a power-intensive plant, the unit operations that consume electricity have to be first identified. The equipment operation involves discrete as well as continuous operating decisions. A discrete operating decision refers to the state of an equipment, e.g. "off", "production mode" or "ramp-up transition". A continuous operating decision refers to production levels, i.e. flowrates of material.
To distinguish discrete operating decisions of a plant, we formally introduce the concept of a mode:
A mode is a set of operating points, for which the same discrete operating decisions are active (i.e. selection of running equipment). The operating points vary in terms of the continuous variables in the product space. The feasible region of each mode is approximated by a convex region consisting of known operating points. In addition, the energy consumption is approximated by a correlation for the entire feasible region of a mode. In any given time period only one mode can be active, in other words the modes are disjoint. However, modes may overlap in the product space while usually exhibiting different correlations. In Figure 2 , a plant can be seen that produces two products (A and B) having three distinct production modes.
We assume that offline computations or plant measurements provide the data that describes the disjunctive set of modes for the feasible region. We can formulate constraint (1) to describe the disjunction between the modes m ∈ M for each plant p and every hour h (see nomenclature section). Each term of the disjunction is defined in terms of the binary variable y h p,m , which when true (y h p,m = 1) defines the term that applies in the disjunction. The data for all modes is represented as a collection of operating points (slates). x p,m,i,g are the extreme points i of mode m of plant p in terms of the products g. These extreme points have to be determined a-priori by using an appropriate tool such as MATLAB (The MathWorks Inc., 2010) or PORTA (Christof and Lobel, 1997) . The convex combination of the extreme points, with weight factors λ h p,m,i , determines the production Pr h p,g at hour h for each plant p and product g.
The disjunction (1) is reformulated using the convex hull (Balas (1985) ) to allow for solving the program with an MILP solver. The convex hull reformulation can be written with constraints (2) - (7) . Note that M 2,p,g,m is the maximum production of product g in mode m.
Transitions
Due to the hourly changing electricity prices, it might be economically desirable to run the plant at different time-dependent operating points. If the operating point is changed, a transition occurs. Transitions deserve special attention because they are closely related to the system dynamics. There are two major types of transitions:
1. Transitions between operating points of different modes -these transitions are described first and are the major focus of this section 2. Transitions between operating points that are both part of the same mode -these transitions are described at the end of this section (rate of change constraints)
Transitions between operating points of different modes
A typical case of a transition between operating points of different modes is the start-up of a plant. During the first few hours the plant might produce Figure 3 : State graph of a plant with one production and one transitional ramp-up mode. The edges indicate the direction of the allowed transitions and operational constraints of the system. a specified amount of off-spec product until a steady-state is reached. Furthermore, the plant cannot be turned off immediately after. The dynamics of the plant in terms of switching behavior can be visualized with a state graph as shown in Figure 3 . Each node represents the state of the system. The edges represent the direction of the allowed transitions and show the operational constraints. We can model the ramp-up characteristics using three modes: "off", "ramp-up transition" and "production mode". In the given example, the plant can switch from "off" to "ramp-up transition" immediately, but has to stay in the "ramp-up transition" mode for 6 hours. Then, a transition occurs to the mode "production mode", in which the plant has to stay at least 24 hours. The plant can switch from "production mode" to mode "off" immediately, but if the plant is shut down, the plant has to stay in the mode "off" at least 48 hours. All transitional constraints faced by the plant operator, who decides on a sequence of states as a control input, have to be expressed in terms of logic constraints.
Switch variables constraints
To model the transitional constraints efficiently, we introduce the binary transitional variable z h p,m,m , which is true if and only if a transition from state m to state m at plant p occurs from time step h − 1 to h. Hence, the logic relationship to express is the following:
Using propositional logic (Raman and Grossmann, 1991) , the following constraints can be derived for the "⇐" direction:
In a similar fashion, the constraint for the "⇒" direction can be derived:
Note that the constraints (9) - (11) are also used in Ierapetritou et al. (2002) and Karwan and Keblis (2007) to model an equivalent relationship for air separation plants. However, as shown by Sahinidis and Grossmann (1991) as well as by Erdirik-Dogan and Grossmann (2008) , the logic relationship (8) can be more effectively modeled by the following set of constraints:
The reformulation (12)- (13) requires the same number of variables but fewer constraints ((2 * |M |) * |P | * |H| vs 3|M | 2 * |P | * |H|). Furthermore, its relaxation is tighter. Note that the logic is expressed differently, for more details see the aforementioned references, where the modes are equivalent to tasks in batch scheduling.
Minimum Stay Constraint
Some modes have a minimum time that the plant has to stay in that particular mode, depending on the previous mode that was active before the plant switched. An example can be found in Figure 3 , where the plant has to stay for six hours in mode "rampup transition" after it switched from mode "off". Formally, this behavior can be expressed by the following logic relationship:
Let AL be the set of allowed transitions of plant p from mode m to mode m . Some of the allowed transitions require a minimum stay constraint. For these transitions, let M inStay(m, m ) be the associated placeholder, which describes a set that contains the elements 0, 1, ..., K min m,m − 1 to model the duration of the minimum stay constraint. K min m,m is the minimum amount of time the plant has to stay in mode m after a transition from mode m. Examples for substitutes of M inStay(m, m ) include the set T T (to model the duration of a transition), the set U T (minimum uptime for a production mode) and the set DT (minimum downtime after a shut-down). Note that M inStay(m, m ) is the empty set for transitions that do not require a minimum stay constraint. The previous logic statement can be converted into the following constraint:
Note that Ierapetritou et al. (2002) (constraints (8) and (9) in their paper) and Karwan and Keblis (2007) (constraint (11) in their paper) used a different constraint for the same relationship. With our nomenclature their constraint can be written as:
We show in appendix I that despite fewer number of constraints, formulation (15) is weaker in the LP relaxation compared to that of constraint (14) .
Maximum Stay Constraint
If the duration that a mode can be operated is restricted, one has to express a maximum stay constraint. An example can be found for an auxiliary equipment that cannot be operated longer than a specified amount of time. Figure 3 , the transition from "off" to "ramp-up transition" is coupled with the transition to "production mode" after 6 hours. More formally, let (p, m, m , m ) ∈ T rans be the set of transitions from mode m to mode m , which require the plant to stay in the transitional mode m for a certain specified time K min m,m , as defined before. Aside from a minimum stay constraint for the transitional mode m , the transition from m to m and the transition from m to m have to be coupled, which is conceptually visualized in Figure  4 . In terms of propositional logic, we can express it as follows:
This can be written as:
Forbidden Transitions Since the logic relationship (8) implies
∀p, m, m , h, it is sufficient to fix z h p,m,m to zero for transitions that are not allowed (denoted by the set DAL):
The concept of the z h p,m,m variables is very useful to describe systems with slow dynamics, i.e. where the impact of transitions on later time periods has to be modeled. However, if the systems dynamics are fast and there are no minimum stay restrictions, then the z h p,m,m variables can be avoided. Thus, forbidden transitions have to be modeled in a slightly different way.
Let us denote the set of all combinations for possible transitions of plant p from mode m to mode m by (p, m, m ) ∈ P T . We can partition PT into two disjoint subsets: The subset of allowed transitions AL and the subset of disallowed transitions DAL. Note that AL ∩ DAL = ∅.
To model forbidden transitions, one of the following logic relationships, which are equivalent since AL and DAL are disjoint sets and can be translated by negating, has to be satisfied.
These logic statements (19) and (20) can be expressed by the corresponding constraints (21) and (22):
Constraint (21) has the advantage that fewer constraints in total are needed (|M | * |P | * |H| instead of |M | * |M | * |P | * |H| (M = disallowed m )) and it is furthermore tighter than constraint (22 have assumed so far that for a given discrete operating decision, each point of the feasible region is reachable within the given time discretization. However, for transitions between operating points that are both part of the same mode, the rate of change might be restricted by a parameter r p,m,g . To model these restrictions in terms of the production variablesPr h p,m,g , the following constraints on the production levels from hour h to hour h + 1 can be formulated:
Note that r p,m,g is specified in [mass/∆t], where ∆t is the chosen time discretization (e.g. one hour).
Mass balances
A mass balance has to be enforced to describe the relationship between production levels, inventory levels and satisfied demand. The demand can be specified on an hourly, daily or weekly basis. The products G can be partitioned into two sets: the storable products Storable and the non-storable products N onstorable.
The amount of each product g that is stored at each plant p for each hour h is denoted by IN V h p,g and the hourly outputs for each product are described by S h p,g . The mass balance for the storable products is:
The inventory levels IN V h p,g are constrained by the outage levels (INV 
If a product g cannot be stored, the inventory level is simply INV h p,g = 0, ∀h and the mass balance becomes:
We have to satisfy demand, that is usually specified on an hourly basis:
However, it is also possible to specify demand for the storable products on a daily or weekly basis (d
), e.g. if the exact sales points for the products are unknown:
Note that stockouts are not allowed, but the extension can easily be made by introducing slack variables in the demand constraints with corresponding penalty terms in the objective function. Furthermore, the notation used above assumes that every plant p has its own demand. However, it is also possible to aggregate demand of the customers for multiple plants. Due to space limitation the corresponding equations are omitted.
Objective Function
The objective function minimizes the total cost that consists of production cost, inventory cost and transition cost for every hour h. Hence, we need a correlation between the power consumption and the production levelsPr h p,m,g . We denote by Φ p,m,g the coefficients that have to be determined by a multivariate regression. The inventory cost coefficients are denoted by δ p,g and the cost coefficients related to transition cost are described by ζ p,m,m . Hence, the objective function can be written as follows:
Power Availability Restrictions
If the available power is restricted, e.g. due to a contracted power curve, the previously defined correlation between the power consumption and the production levelsPr 5 Case Studies
Air separation plants
The first case study is on air separation plants, which produce liquid oxygen (LO2), nitrogen (LN2) and argon (LAr) as well as gaseous oxygen (GO2) and nitrogen (GN2). All liquid products can be stored on-site in storage tanks. In contrast to that, the gaseous products must be provided to industrial on-site customers according to previously negotiated contracts on an hourly basis and cannot be stored if the air separation plant is in proximity to the consumer. Therefore, plants that are connected to a gas pipeline have fewer degrees of freedom in their daily operation.
In our case study, we optimize two different air separation plants that supply the liquid merchant market without on-site customers. Thus, the power consumption for cryogenic air separation is mostly due to the compressors that are required to provide cooling for liquefaction by exploiting the Joule-Thompson effect. Hence, each operating mode can be related to a liquefier in the air separation plant. If the plant ramps up production, a transitional mode is active in which a specified amount of off-spec product is generated and vented. If the plant has a second liquefier installed and switches its operation from one to two liquefiers, the plant also undergoes a transitional mode for a few hours.
Model Formulation
The feasible region for each mode is modeled with constraints (2) -(7). The switch variables constraints (12) and (13) (14) is used to enforce a minimum uptime once the plant is switched on, a minimum downtime once the plant is switched off and transition times for transitional modes. Constraints (17) and (18) are used to express logic relationships between different modes. The mass balance for the storable liquid products (LO2, LN2, LAr) is expressed by constraints (24) and (25), the mass balance for the non-storable gaseous products (GO2, GN2) is described by constraint (26). The demand for all products is specified on an hourly basis using constraint (27).
Objective function
For air separation plants, Karwan 2002), namely between the equivalent liquid rate for liquid production, the gaseous oxygen production, the gaseous nitrogen production and the power consumption. Startup costs are described with respect to the energy consumption of the corresponding transitional modes.
The equivalent liquid rate,Pr A multivariate regression, based on a given set of operating points, was applied to obtain the model parameters for each operating mode of each plant. Note that the statistical significance of this cost model can be measured by several metrics. Student's t-test for a 95% confidence interval reported t-values greater than 2 for all parameters of every plant configuration. Also, the R 2 value, the standard deviation in the residual and the overall F-test were analyzed. With fitting parameters α p,m , β p,m , γ p,m and the hourly electricity prices at each plant p (e h p ), the expenses for electricity can be formulated based on (30) as: Note that storage technology allows to keep the liquid products without additional cooling and negligible losses. Hence, we neglect inventory cost. The transitional cost term of (30) is removed because transitional cost are implicitly modeled by a higher energy consumption in transitional modes, which reflects the efficiency losses during mode transitions. Therefore, equation (33) is the objective function of our optimization model, which we intend to minimize.
Results
Based on real industrial data, we modeled two different air separation plants: a plant with one liquefier (P1) and a plant with two liquefiers (P2). We tested the computational performance of our model for five different cases (A-E) that differ in the demand that is specified for the liquid products on a six hour basis (which is similar to assume that a certain number of tanker trucks arrive within that time window) for a time horizon of one week (168 hours). The electricity price forecast of the real-time prices (see Figure 5 ) was given on an hourly basis. Due to confidentiality issues we cannot disclose the actual LO2 and LN2 demands and production levels. Therefore, scales are omitted, but the total demand is reported as a function of the plants' production capacity in Table 1 .
For the same demand data, we solved the problem using time intervals of one hour for two different setups: for a non-cyclic schedule and a cyclic schedule. An optimal non-cyclic schedule might suggest to shut down the plant at the end of the week. This is an undesirable situation if the decision maker can assume that the market conditions will be similar in the following week, because a shut-down hinders successful operations in the following week, e.g. due to minimum downtime restrictions. In contrast to the non-cyclic schedule, the cyclic schedule also satisfies all mass balances and transitional constraints in a cyclic manner throughout the week. To assess the economic impact of our optimization model, we compare our solutions for the noncyclic schedules with a heuristic: we assume con- stant operation throughout the week and find a set point that locally minimizes the energy consumption while satisfying the demand constraints. In Table 1 we can see that for both plants the potential savings increase with decreasing demand that is reported in percent of the total production capacity. For test cases A and B the realized savings are mostly due to plant shutdowns, which is illustrated in Figure 5 for the electricity consumption profiles of plants P1 and P2 for test case B. We can also see that the electricity consumption is reduced during hours of high electricity prices -due to higher operational flexibility plant P2 can produce 5.2% cheaper than plant P1. The corresponding inventory profiles for plant P1 are reported in Figure  6 and the inventory profiles for plant P2 are shown in Figure 7 . The lower bound corresponds to the outage level and the upper bound is the storage tank capacity. We can clearly observe how the demand is served from the storage tank during plant shutdowns.
For test cases C, D and E no shutdowns are reported since the storage tank capacity is not large enough to store the products required for the minimum downtime of the plant. Nevertheless, savings are observed that are due to the presence of plant P2 second liquefier that is turned on during hours of low electricity prices and turned off during hours of peak prices.
In Table 2 the problem sizes are reported. The problem sizes differ signif- icantly for the two plants since plant P1 has only three operating modes, in contrast to plant P2, which has six operating modes (including transitional modes). However, the problem sizes for the cyclic and noncyclic schedules differ only slightly, because the implementation for the noncyclic schedule includes a few redundant constraints that could be filtered with conditional statements. However, the pre-solve operations of the MILP solver eliminate those constraints reliably. The computational results can be found in Table 3 . We solved all test cases with the commercial solvers CPLEX 12.2.0.1 and XPRESS 21.01 (both with default settings, no parallel computing features were used) in GAMS 23.6.2 on a Intel i7 (2.93GHz) machine with 4GB RAM, using a termination criterion of 0.1% optimality gap. Except for test case P2B, all test cases can be solved within less than 30 seconds. CPLEX and XPRESS perform similarly, except for test cases A and B with advantages on both solvers. We can observe that with increasing demand the problems become easier to solve since operational flexibility decreases. This can be seen in terms of CPU time and also in terms of the tightness of the LP relaxation (RMIP). For cases P1A and P2E with the highest demands the initial gap is in fact 0 %. Furthermore, the cyclic schedule is harder to obtain when compared to the non-cyclic schedule. review) . One of the time representations they use is a discrete formulation with a one-hour time grid. They outline three major issues with this approach. First, due to the time discretization the obtained schedules might be slightly suboptimal because changeovers cannot take place between two time points. Second, due to solution degeneracy the obtained schedules might have a large number of undesirable changeovers. Third and lastly, the presence of shared storage adds even more symmetry to the problem. Altogether these issues lead to the observation that the discrete time formulation of Castro et al. cannot be solved to optimality within a reasonable time. However, they report only a small final gap in all their test cases.
Cement plant
In the following we will describe how our framework can be used to model the cement plant with a discrete time formulation that can be solved to optimality within a reasonable amount of time, while limiting the number of changeovers.
Model Formulation
We make the same basic assumptions that are reported in Castro et al. (2009) and use the same model parameters. We model the parallel lines as individual manufacturing facilities denoted by index p. In all cases, we use constraints (2) -(6) to define the feasible region of the operating modes. However, the main challenge is the appropriate definition of the operating modes. This "procedure" can be seen as choosing how and which of the capacity constraints of plant p are projected in the product space for each mode.
Single Product Modes (model SPM)
The most intuitive way to define the operating modes is to have one mode for each product. The concept is illustrated for two products in the left part of Figure 8 , where each node represents a single product mode ("Mode P1" and "Mode P2"). The feasible region of each mode m is the interval [0, ρ max p,g ], where ρ max p,g is the maximum processing rate of production line p of product g. This approach is very similar to the DT formulation of Castro et al. since we only allow for transitions at the predefined event points (every hour). Obviously, the number of modes in model SPM scales linearly with the number of products |G|. 
Convex Hull Mode (model CHM)
The feasible region for each production line p can also be described with only one mode, as illustrated in the middle part of Figure 8 by "Mode P1, P2". "Mode P1, P2" is the convex hull of all maximum production levels for each product and the origin. In other words, all capacity constraints of plant p are projected in the product space for one single mode. The feasible region of model CHM for two products is also shown in the middle part of Figure 8 . Note that this definition of the feasible region allows for product transitions at any point in time and there are no restrictions on the batch processing time. Hence, we can obtain the lowest possible production costs. The drawback of this feasible region is that we cannot limit the number of transitions that are occurring since the transitions are not linked to any binary variables.
Transitional Modes (model TM and extensions)
If we want to combine SPM with the ability to allow for transitions at any point in time, we need to introduce ideas from model CHM, e.g. transitional modes that account for changeovers between two products. In the right part of Figure 8 , model TM is illustrated with the state graph for two products. As one can see in the upper right corner of , model CHM is used for each pair of products to derive the corresponding feasible region of the transitional mode ("Mode P1|P2"). More formally, the feasible region of the transitional mode m of production line p that accounts for the transition from product g to g is the convex combination of the origin, ρ max p,g and ρ max p,g . We modify the feasible region of the single product modes ("Mode P1" and "Mode P2") as Figure 9 : Scalability of different choices for operating modes for cement plants as a function of the number of products |G|, here illustrated for three products. In the lower part of the figure, the number of modes and transitional variables per production line is reported. SPM: model with single product modes, CHM: model with convex hull (one mode), TM: model with transitional modes, single product modes and zero production mode.
well. In order to avoid batch interruptions that may result from a definition of the feasible region as in SPM, we define the feasible region for each product g as a single point, namely [ρ max p,g ]. Therefore, we have to introduce a "Mode 0" corresponding to a shutdown of the plant, which only contains [0] in the feasible region. We also define transitional modes ("Mode 0|P1" and "Mode 0|P2") to allow for production ramp-ups at any point in time. The feasible region of these transitional modes is the interval [0, ρ max p,g ]. We use the switch variables constraints (12) and (13) to link mode variables y h p,m and transitional variables z h p,m,m . Forbidden transitions are implemented with constraint (18) . To ensure the coupling of transitions between transitional and single product modes as well as shutdown, transitional and production modes, constraint (17) is applied. In Figure 8 , for each transitional mode the two transitions with dashed lines as well as the two transitions with solid lines are coupled as previously described in section 4.2.4.
With the setup of modes in model TM, we can limit the number of transitions in different ways:
1. Model TM+MS, where we utilize the minimum stay constraint (14) to enforce a minimum uptime once the plant is switched on and a minimum downtime once the plant is switched off (e.g. at least two subsequent time periods).
2.
Model TM+RT, which restricts the total number of transitions that occur.
3.
Model TM+MSRT, which is the combination of both aforementioned methods.
Alternatively, changeover costs can be introduced, which we do not further explore in this paper.
In Figure 9 , we illustrate how the number of modes increases depending on the number of products |G| with the case of three products. We observe that despite model TM growing (|G| 2 − |G|)/2 + 2|G| + 1 in the number of modes as a function of the number of products |G|, the computational results show favorable CPU times. Note that the restricted power availability can be described in terms of equation (32).
Mass balances for shared storage constraints
To model the shared storage and the associated mass balances we need additional constraints. X h st,g is a binary variable that indicates which product g is stored in storage st at hour h. Store h p,st,g keeps track how much of product g is transferred from production line p to storage tank st in hour h. Therefore, independent of the operating modes, the material transfers are tracked on an hourly basis. The shared storage constraints can be written as:
In addition, we use constraint (27) to enforce the hourly specified demand for each product. The objective function is based on (30). The terms for inventory cost and transition cost are neglected, analogous to the papers by Castro and co-workers (2009, 2011).
Results
We compare the different model choices for the operating modes with respect to the known issues of the discrete time scheduling model of Castro et al. (2009) : potentially suboptimal solutions, including a small final gap since optimality cannot be proven within a reasonable amount of time, as well as large number of changeovers. All test cases were solved with the commercial solver GUROBI 4.0.0 (with default settings, no parallel computing features were used) in GAMS 23.6.2 on a Intel i7 (2.93GHz) machine with 4GB RAM, using a termination criterion of 10 −6 optimality gap (as in Castro et al. (2009) ). GUROBI was found to be more efficient than CPLEX and XPRESS on these problems. Our computational results for test cases Ex5-Ex10 (the "harder" problem instances) are reported in Table 4 .
Single Product Modes (model SPM)
The first observation is that model SPM yields exactly the same suboptimal objective values as the discrete time formulation of Castro et al. (2009) , except for Ex8. Moreover, the number of binary variables, which indicate the status of the equipment and the storage tanks, is the same. Despite the newer hard-and software, we cannot solve the test cases to optimality within 2 hours neither (except Ex7).
Convex Hull Mode (model CHM)
On the contrary, model CHM yields the same optimal objective values as the ones reported in Castro et al. (2011) for all test cases. Since each production line has only one operating mode, the problem size is significantly smaller and CHM can be solved in less than 20s for all test cases. Unfortunately, the number of transitions cannot be controlled with model CHM, which leads to schedules that are hard to implement.
Transitional Modes (model TM and extensions)
The computational results show that the ability to obtain the optimal solution due to the introduction of transitional modes in conjunction with the tightness of the linear relaxation are key to the success of model TM.
Test cases Ex5-7 and Ex9 can be solved to optimality in less than 30s, yielding the same objective value as CHM. For test case Ex8, TM yields a slightly suboptimal solution within 420s. This is due to the fact that TM implicitly assumes a batch processing time of at least one hour, but Ex8 (restricted power availability) requires a few batches with batch processing times less than 1 hour. If we use the convex hull mode instead of the previously described transitional mode for production ramp-ups, we can allow for batch processing time less than one hour and we obtain the optimal objective value within 36s (model TMb).
For test case Ex10, the optimal solution of TM requires 4079s. We can speed up the solution process if we strengthen the relaxation of TM by adding the objective value that we computed with model CHM as a lower bound. The corresponding model TMS can be solved within 118s (including 17s from CHM).
We use model TM+MS to enforce a minimum uptime once the plant is switched on and a minimum downtime once the plant is switched off, both for at least two subsequent time periods. Despite the additional constraints, we can obtain the same optimal objective value as CHM for Ex6, Ex7 and Ex10. For Ex5, Ex8 and Ex9 the objective is slightly larger. In all cases, the optimization runs terminate in less than 6 minutes. As previously mentioned, another possibility to limit the number of occurring transitions is restricting the total number of transitions (model TM+RT). Thus, we have to find an appropriate value for the total number of allowed transitions. One possibility is counting the number of orders and estimate the number of batches required to fulfill each order. Ramping up production, production of a single batch and shutting down production requires 4 transitions. If we assume that each order needs between 1 and 2 batches, reasonable values for the total number of transitions can be found in the range [4×no.orders, 8×no.orders]. In Table 5 , we report the parameter values for the number of allowed transitions that we used for our computational experiments. The computational results for model TM+RT show that we can obtain the optimal solution with the same objective as CHM in less than 2 minutes for all test cases except Ex10, which takes less than 8 minutes to solve.
Combining the minimum up-and downtime constraints with the restriction of the total number of transitions leads to model TM+MSRT, which can produce even more practical schedules. For the number of allowed transitions, we use again the values reported in Table 5 . The obtained objective values are the same as for model TM+MS, the solution times are longer than the ones reported for model TM+MS but smaller than 15 minutes. In Figure 10 we show a practical schedule obtained with model TM+MSRT for Ex10. One can see that the schedule avoids production during hours of peak prices and has a comparable number of batches to the schedule obtained by the rolling horizon approach in Castro et al. (2011).
Conclusions
In this paper, we have presented a model for the optimal operational production planning for continuous power-intensive processes that participate in non-dispatchable demand response programs. We described a determinis- Figure 10 : Cement production: optimal schedule and storage profiles for problem instance Ex10 using model TMS+MSRT. The optimal schedule avoids production during hours of peak prices (brown vertical blocks). M1-M3 are the three parallel production lines, S1-S4 are the four storage tanks, P1-P5 indicate the five different products. tic MILP model that allows an accurate and efficient modeling of transitions between operating modes using a discrete time representation. Properties on the tightness of several logic constraints were proved. We successfully applied the model to two different real-world air separation plants that supply to the liquid merchant market, as well as cement plants.
In the air separation case study, the operational optimization model produced savings of more than 10% when compared to a simple heuristic. We also learned that operational flexibility, in terms of production and storage capacity, is the key to lower operating expenses. For the same demand profile, a plant with two liquefiers was able to save 5% on costs when compared with a single liquefier plant.
We observed in the case of the cement plant that the introduction of transitional modes resulted in a large-scale model. Nevertheless, the model was superior compared to a smaller model that only had single product modes, and thus lacked the capability of limiting the number of occurring transitions, and could not be solved to optimality. Despite the large size of the MILP model with transitional modes, the required solution times to obtain the optimal solution were small for all test cases. Furthermore, the obtained schedules were practical to implement because we were able to limit the number of occurring transitions.
• N onstorable ⊆ G: The subset of products that are not storable. For air separation plants it is {GO2, GN2}.
• ST : The set of shared storage tanks
The set of hours of a week in the operational model
• H x ⊆ H: Subset of hours, where x can stand for e.g. a certain day
• MinStay(m,m') a placeholder for the sets U T , DT and T T
• U T (p), abbreviated as U T : The set of hours that a plant p has stay online, once it was started
• DT (p), abbreviated as DT : The set of hours that a plant p has stay offline, once it was shut down 
Variables

Binary variables
• X h st,g : Indicates which product g is stored in storage st at hour h (for shared storage)
• y h p,m : Determines whether plant p operates in mode m in hour h
• Z h p,m,m : Indicates whether there is a transition from mode m to mode m at plant p from hour h − 1 to h
Continuous variables
•Pr : Daily/weekly demand for the products g of plant p. For air separation plants, it is the demand for the liquid products.
• d h,hourly p,g : Hourly demand for the products g of plant p in hour h. For air separation plants, it is the demand for the gaseous products.
• INV U p,st,g : Tank capacity of tank st for product g at plant p
• PW (14) for the minimum stay relationship
We prove that constraint (14) is tighter in the LP relaxation than constraint (15). If we add over index θ all K min m,m constraints of constraint (14) we get the following inequality: 
We can substitute each y h+θ p,m using the equality constraint (7), by y and Karwan and Keblis (2007) . Therefore, the set of constraints (14) implies constraint (15) . Furthermore, let us consider the following nonintegral point: assume one of the y 
II. On the tightness of constraint (21) for forbidden transitions
We prove that constraint (21), which we rewrite here as Note that both constraints are equivalent for integer values since AL and DAL are disjoint sets. The key to the proof is equality constraint (7), which results from the disjunction of modes. We can rewrite (7) for a given m in the following way: 
