The nonlinear inverse problem for seismic reflection data is solved in the acoustic approximation. The method is based on the generalized least-squares criterion, and it can handle errors in the data set and a priori information on the model. Multiply reflected energy is naturally taken into account, as well as refracted energy or surface waves. The inverse problem can be solved using an iterative algorithm which gives, at each iteration, updated values of bulk modulus, density, and time source function. Each step of the iterative algorithm essentially consists of a forward propagation of the actual sources in the current model and a forward propagation (backward in time) of the data residuals. The correlation at each point of the space of the two fields thus obtained yields the corrections of the bulk modulus and density models. This shows, in particular, that the general solution of the inverse problem can be attained by methods strongly related to the methods of migration of unstacked data, and commercially competitive with them.
INTRODUCTION
This is the second of a series of papers giving the solution of the inverse problem for seismic reflection data. In Tarantola (1984) herein referred as "paper I," I discussed the philosophy of inverse theory, compared to the philosophy of "migration" or "direct inversion." I demonstrated in that paper that the linearization of the forward problem leads to an inverse solution strongly related to the Kirchhoff migration method (French, 1974; Schneider, 1978) . In this paper I attack the nonlinear acoustic problem, as a new step toward the solution of the nonlinear viscoelastic problem.
Although this paper is clearly a generalization of paper I, a special effort has been made to make it self-contained.
The objective of the paper is ambitious in the sense that I look for a method which is able to provide accurate models of the Earth starting with very crude (i.e., homogeneous) models. In addition, I want the method to handle waves other than the usual primary reflections. This means that the approach is necessarily nonlinear. I confess that the task appeared insurmountable at the beginning, but the computer time necessary for solving the problem has been decreasing by one order of magnitude per month, over many months. The current computing time is reasonable enough to justify this report.
THE FORWARD PROBLEM
I limit this paper to the acoustic approximation of the elastic wave equation, The generalization of the method to the elastic case will be developed later.
In the acoustic approximation, a medium is characterized by the density p(r) and the bulk modulus K(r). Given a source field s(r, t) and given initial and boundary conditions, the pressure field p(r, t) is uniquely defined by the acoustic wave equation
Lz-div(-&grad)]p(r,I)=s(r,Q.
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For short, one can denote by K, p, s, and p the functions appearing in equation (1) considered as elements of a suitably chosen space. Formally, the solution of equation (1) can be written P = f(K P, s),
where f represents a given, nonlinear operator. Throughout the paper I assume that one is able to solve equation (1). The results given in this paper will be valid for any method used for solving the forward problem, e.g., finite-differencing or ray-tracing methods.
Introducing the Green' s function _!.._' -(p(r) )] K(r) at2
div -!-grad g(r, t; r' , t' ) = S(r -r' )8(t -t' ), one can write p(r, t) = dr' s I dt' g(r, t; r' , t' )s(r' , t' ).
Since K and p are assumed independent of time the Green' s function will be invariant with respect to time-translation i.e., 
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Tarantola g(r, t; r' , t' ) = g(r, t -t' ; r' , 0) = g(r, 0; r' , t' -t). Equation (3) can then be rewritten as (4) p(r, t) = dr' g(r, t ; r' , 0) * s(r' , t),
where * denotes time convolution. Throughout this paper, equations (2) or (5) will represent the solution to the forward problem. Equation (2) has the advantage of allowing the solution of the forward problem to appear as the output of a black box, without reference to any numerical algorithm (finite-differencing or ray-tracing), while equation (5) allows an easy demonstration of the formulas used.
In the seismic reflection problem, actual sources can be considered as points in space, and if we assume that they are isotropic, they can simply be described using a source time function S(r). Denoting by r = rs the source position,
s(r, t) = h(r -r,)S(t).
Denoting by p(r, t; rs) the pressure field due to a source located at r = rs, equation (5) can be simplified to p(r, r ; r,) = g(r, t ; r, , 0) * SW. Equation (2) will be rewritten P = f(K, P, S),
where I have replaced the source field s by the source time function S.
THE DATA SET, THE A PRIORI INFORMATION ON THE MODEL
The solution of the forward problem allows the computation of the pressure field p(r, t; r,) for any value of r and t. Measurements of the actual pressure field are performed at discrete values of r. Let r = rg represent a generic receiver position (g stands for "geophone"). The observations take then the form p(rg, t; r,) where rs and rs belong to a discrete and Jinite set, while the variable t can either be considered continuous (analog recording) or discrete (digital recording). Actual measurements will give some definite values for p(rB, t; r,) which will be named the "observed" values of the pressure field and which will be denoted by pa (rs , t; r,) or, for short, p,, .
Experimental data are never perfect. A useful and rather general way for describing estimated uncertainties in a data set (due to noise) is the use of a covariance operator, which describes not only the estimated variance for each particular datum, but also the estimated correlation between errors. The most general covariance operator corresponding to this particular data set takes the form C, (ra, t; r,; r$, t' ; ri). One particular example is C, (rs, t; r, I r$, t' ; r,) = c$fi,,, 6,, 6,,,
where cris represents the estimated error in the seismogram corresponding to the gth receiver for the sth source, and where errors are assumed to be uncorrelated. For short, the covariante operator will be denoted by C, .
We will now try to introduce the a priori information about bulk modulus and density. By a priori I mean information which has been obtained independently of the observed values of the data set. The use of a priori information is useful to avoid instability in the inversion of data, which could otherwise arise in the present problem if, for instance, a given small region in the space was very poorly resolved by the data set, or if the data set could not resolve separately density and bulk modulus in a given region. However, one can expect that in the regions which are well covered by the seismic survey, the final solution will be practically independent of the a priori estimate. Nevertheless, I will try to give some rules for setting reasonable a priori models.
From an ideal point of view, one could collect a statistically significant collection of actual models for K and p from logging and seismic surveys in regions similar to the region presently under survey. In that case, and using the classical definitions of statistics, one could obtain the mean model K,(r) and p0 (r) and the covariance functions C,, (r, r' ), C,, (r, r' ), and C,, (r, r' ). As I
have not yet performed such a numerical experiment, I must, for the moment, be overconservative in the statement of the a priori information. That means that the a priori variances will be taken as very large, and that the covariances will be neglected.
An example of a priori information is the following: 
where the factor 2 is introduced for subsequent simplifications. Before turning to the problem of the effective resolution of the minimization problem (12), let us emphasize that with such a formulation one would not have troubles with the problem of data sufhciency; even in the worst case when the number of data points tends to zero, the solution of the minimization of (12) 
ic, CT C; iCpO -fh)l -h -md). (17)
The algorithm thus obtained (or any of its equivalents) was named the algorithm of total inversion in Tarantola 
Using equation (9) it is clear that the operator F can be written, in partitioned form,
where U, V, and T represent, respectively, the derivatives of the pressure field with respect to K, p, and S. The recurrence It has just been shown that Sfi, are the weighted data residuals.
As defined in equations (26) 
These equations can easily be understood. If at a point in space there is a diffractor (a point perturbation of bulk modulus or of density), there will be a diffracted pressure field which at that point will be correlated with the incident wave field. The sums over time in equations (37) are the appropriate measures of correlation between the incident field and the missing diffracted field. At points where these correlations do not vanish, the current values of bulk modulus and density have to be modified according to equations (37a)-(37b) and to equation (39) below. This resembles the "imaging principle" of Claerbout (1971). Here, rather than defining a "reflectivity field" by the ratio of upgoing and downgoing wave fields, I show that the correlations in (37) rigorously give weighted models of bulk modulus and density. The last step for the implementation of the iterative loop is the computation of equation (31) 
problem, the same inverse method leads naturally to an algorithm for a solution which strongly resembles the migration method based on the imaging principle of Claerbout (1971) . I have shown in the previous section that each iterative loop of the inversion requires the solution of two times as many forward problems as there are source locations. Although this is a big task, it is within the capabilities of present day vector computers.
The advantage of an inversion of the type presented here with respect to classical migration is of two orders. First, it can probably handle strong lateral variations much better than conventional methods, because the velocity model is elaborated as the iterative sequence proceeds, and it is not given independently, as in migration. Second, it is important to emphasize that the inversion gives absolute values of density and bulk modulus. If errors due to the neglect of attenuation and elastic (versus acoustic) effects in the forward modelization are not too severe, these absolute values of density and bulk modulus can be of great help for direct hydrocarbon detection.
I do not assume any particular numerical solution of the forward problem, although it is clear that the finite-differencing technique is well adapted to the problem. I must emphasize that if the forward scheme accounts for surface, refracted, or multiply reflected waves, the inverse solution presented here will use these waves.
Numerical examples are now being implemented and will be the subject of another paper. The generalization of the present results to the viscoelastic case is presently being studied. as(t' ) = T(r,, t; rs 1 t' ) = b,, t; rs, t' ).
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We now turn to look for the action of the operators U*, V*, and T*. 
