INTRODUCTION
Structural collapse of buildings can be caused by the sum of minor damage caused by aging phenomena, prolonged pressure to the structural load curve limit, and many other stress causes which, if promptly identified, could prevent loss of human life [1] . With this aim, several inspections and building maintenance programmes are carried out and regulated by law, according to importance, ownership, use, risk, and hazard [2] .
These solutions are insufficient for guaranteeing high safety levels because the periodicity of the human inspections carried out are generally unrelated to the unpredictable time in which structure damage events can occur.
The need to carry out continuous and more accurate monitoring has led to increased research and development in the field of structural health monitoring (SHM) [3] - [4] . The efforts have been devoted to developing methods, techniques, and systems designed to perform real-time and automated monitoring of buildings [5] , detecting the occurrence of structural damaging events (such as a crack in a concrete pillar) that could provoke structural failure or those in any other concrete structures.
The sensing part of an SHM system generally constitutes a set of wired or wireless sensors, typically based on fibre Bragg gratings [6] or micro-electro-mechanical-systems (MEMSs) [2] . Both estimate the impact of static and dynamic loads on a pillar, measuring the structural vibration response. Other innovative techniques are based on the analysis of the natural frequency of the structure [7] - [10] and investigate the information transmission problem [11] .
Nowadays, techniques based on the use of acoustic emission (AE) associated with a crack event show interesting results in pillar damage detection. AEs are elastic radiations generated by the release of energy within the material [12] , converted to voltage signals by using piezoelectric sensors applied to the different faces of the pillar. The acquired signal contains information about fracture and plastic deformations, impacts, friction, corrosive film rupture, and other aging processes [13] , [14] .
The pillars and beams are considered as critical points of the structure that must be monitored in order to prevent critical damage. The number of pillars is determined by several factors, such as the architecture of the structure, in order to transfer the load to the foundation. The use of multiple sensors for each monitoring point determined by the designer of the infrastructure permits detection and localisation of the damage. In the implementation of the monitoring system, the use of wireless networks allows for easy allocation of wireless sensors in the space, increasing the volume of the monitored structure and reducing hardware costs (compared to the adoption of a wired ad hoc network technology).
In this article, an improvement on the author's previous AEbased SHM system [15] , [16] is proposed. The overall system can be divided into two subsections: the first deals with the monitoring of the state of a single structure, and the second, instead, is responsible for sending a notification alarm not only within the building but also to the competent authorities and to the other building alarm systems within the neighbourhood. In fact, if a subsoil event affects a certain area, it is likely that more than a single building may have been damaged. Communication among structures is a useful feature for improving the reliability of the SHM system by covering possible failure in the detection of damaging events occurring in the building. In fact, if a structure receives a critical event notification from a neighbour, the preventive alert is performed, even if its sensing part has not detected any event.
According to the IoT paradigm [17] , [18] , the proposed SHM system is designed as a distributed measurement system which follows a layered implementation. Each layer has a specific role and requires the fulfilment of specific temporal constraints to work properly, according to the goals that it has to achieve. This is a preliminary study to determine the applicability of the technologies considered therein. Future research will be focused on the dislocation of the sensor by analysing a scaling model of the structures and then the number of sensors required to monitor a structure.
The paper is structured as follows. Section II covers the state of the art in the use of IoT system for SHM is provided. Section III presents an overview on the methodology used to develop each layer of an SHM. In section IV the results of the experimental validation of the proposed SHM are carried out. Finally, in Section V the conclusions are drawn.
STATE OF THE ART IN THE IOT SYSTEM FOR SHM
In the field of SHM, different technologies and techniques are presented in the literature. The information used to infer the health state of a structure are related to global or local structural properties. The methods used to determine these properties are typically based on: ultrasonic or AE; vibration; strain; comparative vacuum monitoring; Lamb wave; and E/M impedance.
Among the architectures proposed in the literature to apply the IoT paradigm to the SHM, in [19] , a real-time platform for SHM combining the information provided by two techniques implemented on wireless sensors is proposed: the pitch-catch and pulse-echo sensors. The former is used to detect damage, the second to localise the damage. One limitation of this proposal is that each node needs a cable to connect the ultrasonic transmitter and receiver to the opposite side of the critical point under monitoring and it is tested only on homogeneous material. In [20] , an open platform to implement a bridge structural health monitoring system based on IoT is proposed. Similarly, in [21] , a smart wireless structural monitoring system for a self-anchored suspension bridge is proposed. The system in [21] uses Bluetooth technology and a TCP/IP network protocol. Among the methods proposed in the literature for SHM, which can be used in an IoT-based system, in [22] an ultrasonic inspection system for the SHM is proposed. Additionally, in [23] , the HuangHilbert Transform is used to analyse the sensor data to infer the health of a structure. However, the analysis was only made on simulated data. In [1] , the Hilbert transform was used on AE signals, and it has enabled the experimental highlighting of two different phases in the damage to the concrete.
Further possibilities of IoT in civil engineering for SHM include the recording and storage of a large quantity of data related to the engineering constants of the materials of a structure (elastic modulus; Poisson coefficient; and compressive and tensile strength). These constants can thus be used to improve the analysis of numerical models based on a finite element [24] .
SHM BASED ON MULTI-AGENT IOT
The proposed system considers the SHM system as a network of interconnected smart objects (SOs) that can be installed in a non-invasive way on the pillars of a structure in order to carry out real-time structural monitoring. Each SO is modelled by following a hierarchical layered architecture (see Figure 1) , comprising:
• a physical part that includes all the sensors and actuators; and • a cyber part that includes all the algorithm and software protocols. Challenging in this design is the matter of ensuring that all the time constraints on the synchronisation accuracy required by each layer to work properly are satisfied. Moreover, although it is going up in the hierarchy, the growing level of abstraction is coupled with the relaxation of the time constraints, and problems could arise from the synchronisation functioning among different layers (for example, in operations such as data exchange), which limits the reactivity of the overall system, highlighting a separate block: non-holistic functioning. By collecting, processing, and combining the information coming from the individual SOs, it is possible to achieve complex monitoring applications. In particular, the operations computed by each SO are gathered into two groups. The first group includes all the tasks finalised to the local detection of damage, such as:
• acquisition of AE signals;
• processing of acquired signals to classify whether they are associated with a critical event or not; and • correlation of multiple critical events to infer whether a dangerous damage event has occurred. After the identification of a critical event or the reception of a dangerous event notification, the second group of operations performs tasks aimed at guaranteeing people's safety. Exploiting the IoT paradigm, SOs can communicate with each other through the network [25] , [26] , and the performed actions include:
• the propagation of an alarm throughout the building in order to evacuate it; • the sending of a remote message to advise the competent authorities; and • the sending of a remote notification to the other buildings included in a fixed neighbourhood to suggest their evacuation. The latter feature is introduced to increase the reliability of a group of SOs installed in the same building and to extend the implementation of an SHM system on a set of structures. In fact, since events generated in the subsoil generally affect a wide geographic area, it is probable that not only has one single structure been damaged, but also its neighbours have suffered damage. Therefore, if a building detects structural damage in itself, it spreads the news towards its neighbours to advise their preventive evacuation. This is useful for avoiding risks due to a possible failure in the detection of a dangerous event.
All local and remote communication operations performed by the SOs are carried out exploiting the agent programming paradigm. As defined in [27] , an agent is a software entity that is capable of performing an autonomous operation in order to reach an established behavioural goal. Each SO is equipped with an agent that, through its properties (such as reactivity and proactiveness [27] ), supervises and manages the monitoring operations, choosing autonomously when it is necessary to interact with other SOs. The main properties that agents offer that are useful for modelling the functioning and the dynamics of a distributed system [27] are: • sociality and mobility, which simplify the implementation of data exchange and offer a distributed view of the application; • concurrent data processing, which allows the acquisition of a high computational throughput; • extensibility, which allows the addition of new features to the application or updating of the used technologies, avoiding any redesign cost; • easy detection of malfunctions by simple problem isolation;
• role decomposition, which permits the system to be scaled.
The whole SHM system can be seen as a federation of interacting agents, also called multi-agent system (MASs). In such a system, critical aspects relate to the implementation and synchronisation issues connected with the development of a single SO.
These aspects can be addressed by analysing each layer of Figure 1 in detail.
Sensing layer
To detect the structural damage, avoiding the use of invasive techniques, the proposed architecture uses the detection of the AE generated in a pillar and in the evaluation of its characteristics. As shown in Figure 2 , if a pillar is over-stressed, a set of microcracks will be generated within it. If the pressure is exceeded for a long time or if it increases in its intensity, these micro-cracks tend to be generated at multiple points inside the pillar. Consequently, if the micro-cracks couple with each other, highly critical damage can be caused inside the pillar, which can be recognised by detecting the occurrence of the cracks in a time window.
As shown in Figure 1 , the lowest level of the proposed hierarchy is the sensing layer. That layer is responsible for carrying out continuous real-time monitoring of the structure, exploiting the SOs installed on the pillars, and raising the alarm if a critical event occurs. Low-level AE acquisition is achieved using a set of piezoelectric sensors (PSs) equipped on each SO. The main problems resolved in this layer by using the proposed architecture are concerned with:
• the identification of the signals of interest, distinguishing it among environmental noise and sounds produced by a mini-crack i.e. a crack that has low amplitude with respect to a preestablished threshold and cannot be considered significant in the evaluation of the pillar health; • the storage and acquisition only of signals associated with potentially critical events in order to save computational resources; and • the synchronisation of measurements coming from different SOs in order to ensure that they are related to the same phenomenon. Figure 3 presents that all these issues have been solved by using the logic flat amplifier and trigger (L-FAT) component, described in [15] . L-FAT works together with the data acquisition system (DAQ), extending its capabilities and guaranteeing no loss of signal and no wastage of storage memory. The wastage of memory is related to the requirements of continuous storage of the input signals to guarantee no loss of events. L-FAT allows for the implementation of a suitable logic for the memorisation.
The L-FAT component is responsible for conditioning the input signals coming from PSs, amplifying their values, and managing the beginning of the acquisition operations by sending a trigger to the DAQ. That trigger is generated only when one of the signals perceived on the input channels exceeds an experimentally fixed threshold. By appropriately calibrating that threshold, it is possible to store and process only signals associated with a potential event of interest. To avoid the loss of signal of interest samples due to the trigger propagation delay (estimated in the order of ns), it is possible to set DAQ functioning in a pre-trigger mode. In this way, the board is enabled to acquire a fixed number of samples before the trigger occurrence, estimated for the AEs using the Hsu-Nielsen test [28] .
All the operations involved in the acquisition phase are timecritical, and a synchronisation accuracy in the order of the s is needed to establish that the different measurements are related to a same event/phenomenon. The parallel-channel architecture of the L-FAT component is able to satisfy that constraint, introducing a propagation delay among the acquired signals estimated in the order of 20 ns, with an uncertainty of a few ns [15] , which can be considered negligible.
Signal processing layer
The processing layer includes the algorithms needed to perform low-level processing of the acquired signal. In particular, the sensing layer using the L-FAT acquires the signals related to a crack. This level acts as a filter, discarding among the signals received all those with an intensity that is insufficient for consideration as being associated with the occurrence of a dangerous event.
To achieve this goal, the signal processing layer implements all the mathematical operations and the procedures finalised to:
• achieve the processing of the acquired signals; and • make the information about the number of the crack identified as dangerous available to the higher software levels. Exploiting the similarity among the crack AE signals and those associated with earthquakes [29] , it is possible to use the Gutenberg Richter (GBR) law in order to estimate the crack intensity and to determine the damage level. Using a variant of the GBR law [30] , reported in Equation (1), critical cracks are characterised by a value of b in the neighbour of 1 [13] .
( ) = − • (1) where N is the number of hits higher than the threshold noise, experimentally fixed at 40 dB. The Adm variable represents the maximum amplitude peak of the AE signal. The a and b parameters are two constants that are experimentally fixed by using the techniques reported in [13] .
Considering that for an event characterised by a higher magnitude and the b-value tends to 1, the a value is experimentally evaluated by using Equation (1) . With this value, b is also estimated by using Equation (1) for the non-critical events. With this technique, the a value obtained for a sample of RCK25 is 14.45.
As shown in Figure 4 , the signal processing layer keeps track of the number of potentially dangerous cracks within a counter variable (CV). The value of the CV is needed by the higher software level in the hierarchy for it to carry out its own operations. To make the system as reactive as possible, the decoupling among the updating time of the signal processing layer (determined by the event occurrence) from the periodicity associated with the event detection layer is required. To perform the data exchange, non-blocking mechanisms are used, specifically to increase parallelism and to improve performance. The CV variable is stored in a shared memory location, accessible in Windows by using other software, using the dynamic link library. Consequently, the main problem in this layer lies in synchronising the read-and-write access of the shared variable among the different software components. To overcome this issue, the Dekker mutual exclusion algorithm was used [31] .
Event detection layer
Continuing to rise in the hierarchy of Figure 1 , the next level is the event detection layer. It represents a front end between the functioning of the single smart object and the remaining part of the system. The event detection layer:
• allows for the identification of the occurrence of effective dangerous damage in the pillar, which is monitored locally by the specific SO; and • sends a notification to the node hosting the application layer through the LAN. The operation of this tier and the algorithms needed to achieve its goals are schematized in Figure 5 and implemented within the behaviour of a software entity called the event detection agent (EDA). Each SO is equipped with one EDA, which exploits the agent message-passing protocol in order to exchange data with the next layer. To detect dangerous damage within a pillar, the first operation that the EDA algorithm performs is the continuous monitoring of the CV value according to an observation period TO=1 s. This periodicity is acceptable, and a greater resolution is not required because TO is compatible with the time constraints needed by the higher layer to perform its operations. Since the recent literature [32] assesses that the structure can be considered dangerously damaged if at least three events of interest are detected in a time interval of 60 s, if the EDA detects a variation in the CV of 3, it automatically detects the hazard situation and sends the appropriate notifications.
Application layer
When the EDA in the event detection layer identifies dangerous damage, it sends a message to the monitoring agent (MA), which implements the high-level operations of the application layer (see Figure 6 ). That MA is responsible for:
• enabling the actuators (such as alarms) to command the evacuation of the building. This is performed by sending an alert message to all the SOs spread throughout the structure, using the LAN; • sending two types of remote notifications using the WAN:
o the first to the authorities (such as firefighters), to require their intervention; and o the second to the monitoring agents installed on the structures included in the neighbourhood. No strict time constraints are required to implement the notification mechanism via LAN and globally via WAN, because any propagation delay, estimated in hundreds of ms [32] , is negligible. The reaction-actions that will be performed by humans do not in fact require the fulfilment of hard real-time constraints. In fact, the addition of a few ms has no impact on the time needed to carry out an evacuation, the implementation, or the arrival of the authorities for the inspection.
The only critical constraint that must be satisfied is that both remote and local notification messages must arrive at their destination.
In order to also implement the propagation of the warning to nearby structures, it is necessary that the MA knows and can contact the MAs installed thereon. To solve this problem, the proposed SHM system offers two solutions. According to the first solution, each MA statically memorises information about the neighbours' IPs in a map, which are appropriately initialised during configuration. The advantage of this approach is that no further network communication is required to discover the neighbourhood, and the disadvantage is that if a new structure is built or if the neighbourhood radius is extended, manual reconfiguration in needed. The second proposed solution is a compromise between the advantage and disadvantage of the previous solution. Following the agent philosophy, a single MA can periodically update its list of neighbouring nodes, requesting it for a yellow pages service, which acts as a directory facilitator. Issues concerning fault tolerance and possible reduction of incoming traffic on the node that offers this service are resolved with node replication mechanisms.
Remote transmission protocol
If all the agents are on the same SO, they can exchange information locally, exploiting their sociality propriety by means of local message passing. Instead, if they are deployed on different SOs, the data exchange requires the use of the network and mechanisms that support the correct message delivery in a distributed environment.
The MAS architecture proposed in [33] includes the Gateway component, which has the task of managing the distributed data exchange, exploiting different protocols. In particular, it exposes to the agents the basic read-and-write operations needed to interact with physical devices or other remote cyber components, hiding all the details about the communication protocols used. To develop the proposed SHM, the Gateway has been improved with the introduction of a new module, which enables data exchange on the Internet.
According to the IoT paradigm, in order to avoid the active waiting due to the polling cycle between sender and receiver agents (i.e. different MAs or among EDAs and MAs) and to guarantee no packet loss in the communication, the message queue telemetry transport (MQTT) protocol is used [23] . MQTT is based on the publish-subscribe communication paradigm. The architecture does not allow direct data exchange between publisher and subscriber but provides an entity called a broker, which acts as a mediator. Subscribers register themselves to the broker, specifying the topic of the data that they want to receive. When the publisher makes a piece of data available, it dispatches that information to the broker, adding a topic string label that summarises its content. When the broker receives the data, it forwards and delivers the data to the appropriate receivers only if the associated topic is the same as the one that was requested. It is worth noting that by using the broker, publishers ignore the details related to the subscribers' locations and vice-versa, guaranteeing the operations asynchronicity.
MQTT was also chosen because it is designed for networks with low bandwidths and high latency. It uses reduced header and payload for the packet transmission, estimating the transmission's upper bounds delays in the order of 56 ms [35] . Furthermore, MQTT also offers three quality-of-service (QoS) levels for the reliability of message delivery [36] , summarised as follows:
Level 0 guarantees a best-effort performance because a message is delivered once at the most, and no acknowledgement of receipt is required. This level ensures reduced transmission times, but there is no reliability concerning delivery.
In Level 1, every message is delivered at least once to the receiver, and confirmation of message receipt is required. This level ensures that the message arrives with the receiver, but duplicates can occur.
Level 2, by means of a four-way handshake mechanism, guarantees that each message is received only once by the receiver. It is the safest and also the slowest QoS level, and it ensures that delivery occurs and that network congestion and packet duplication are avoided. To ensure that the notification alarm produced by an SO of the application layer reaches the other destinations, it is appropriate to use QoS level 2. This level ensures delivery and reduces network traffic at the cost of a slightly longer transmission delay. The increase in the delay is acceptable compared with the timing of human reactions.
EXPERIMENTAL VALIDATION
Experiments were carried out to validate the proposed SHM system. Figure 7(a) ▪ MacBook, 8GB of RAM. Figure 7 (b) shows the detail of the sensors' positioning over the concrete specimen. In particular, the four sensors were placed on the free faces of the specimen. According to [37] , [38] , the b-value acceptability parameter for the detection algorithm, is selected in the range [0.9-1.2].
The threshold of the L-FAT for sending the acquisition trigger is established with the Hsu-Nielsen test [39] , which is 0.7 V. The number of pre-trigger samples settled in the DAQ is 1000.
Tests were conducted on six specimens, and four are characterised by the typical resistance used in concrete structures. Two of them are characterised by a very high resistance with respect to the typical values. The results show that in the case of typical resistance, the three dangerous cracks in the time interval of 60 s detected around 80 % of the maximum load curve ( Figure  8 ). In the other two cases, however, the ISHM system identified only two cracks instead of three. This may be due to the a and b values used in the identification of the events that are established on the basis of typical resistance values.
The validation of the sensing layer with respect to the time constraint is performed by comparing, for each event, the time difference among the p-wave of the signals acquired by the four sensors and by verifying that this time difference is compatible with a position of the crack inside the specimen according to the speed of the wave in the concrete.
In order to evaluate the one-way delay from publisher to subscriber, it is considered that the IoT devices operate in the same LAN. In this scenario, the one-way delay is evaluated by executing multiple instances of MQTT publishers and subscribers. The subscribers provide multiple messages that flow through the broker to the subscribers. Figure 9 depicts the architecture of the test bed. Several instances of MQTT publishers run equally distributed on two RaspberryPi miniPCs called Raspberry#0 and Raspberry#1. One instance of the selected MQTT broker (Mosquito) is executed on PC#1. Several instances of MQTT subscribers run equally distributed on two RaspberryPi systems called Raspberry#2 and Raspberry#3. The delay measurement system is installed on PC#2. The delay measurement system deploys the open-source network analyser tool Wireshark [39] in order to (i) capture network packets in real time, (ii) select only the packet exchanged by the agents running on the HP and MAC computers, (iii) save the acquired information in human-readable format, together with the acquisition timestamp, and (iv) evaluate the one-way delay from the transmission of a packets up to its receipt. It is worth noting that the packets are timestamped by Wireshark by using the clock that equips PC#1. This solution does not require the use of protocols to synchronise the clocks that equip the RaspberryPi board in order to evaluate the packet delay [38] . Consequently, we avoid that the synchronisation uncertainty that characterises the actual realisation of such protocols would degrade the accuracy of the packet delay measurement [40] , [41] .
All components in the testbed are connected to a network hub. This connection allows each packet to be captured as soon as it is sent by the RaspberryPi board and then the one-way delay values are considered as a function only of the message flows.
The proposed application scenario is the worst case because in a typical scenario, all the subscribers and publishers have a dedicated device. The implementation on the same device of difference publisher or subscriber processes has the following effects: (i) all the publishers/subscribers share the reduced computational resources and (ii) several messages sent by the publishers are queued to the same network interface. Table 1 shows the results obtained by the experimental testbed considering different numbers of message flows produced by the publishers and received by the subscribers.
As expected, the mean  and standard deviation  values increase along with an increase in the number of message flows. The maximum delay, in the order of tens of ms, is acceptable to correlate in time dangerous events registered on different components of the same structure.
The evaluation of the one-way delay from publisher to subscriber on the Internet is not useful, since it is related to human reaction in the case of an event. Therefore, a delay in the order of some seconds, typically in the case that the Internet is used, is fully acceptable on this level. Conversely, guarantee of the receipt of the alarm by the authorities is a fundamental requirement. Such a need is satisfied by using the MQTT with acknowledgment of receipt.
CONCLUSIONS
In this article, a SHM system based on an IoT paradigm was proposed. The features provided by the proposed system include the localisation of the damage; the classification of the damage to recognise a possible danger for a single building and for neighbouring buildings; and the sharing of the information with the authorities to prevent the critical degradation of the building status. Particular attention was given to the synchronisation problems arising from the distributed sensor network composing the proposed system. In this regard, a hardware and software architecture is proposed that fulfils all the synchronisation requirements. Experimental tests validated the effectiveness and suitability of the proposed system in a real context. 
