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Alla mia famiglia.
3
Introduction
The aim of this thesis is to do intersection theory on spherical varieties, i.e.
varieties on which a reductive group G acts with an open B-orbit, where B
is a Borel subgroup of G. It turns out that on these varieties intersection
theory is easier (for a smooth complete spherical variety over C it is its
simplicial cohomology), and in fact the action of the group gives us an
explicit description of how the Chow ring A∗(X) works.
In the first chapter we will recall what we need for the rest of the thesis
about intersection theory: the definition of the intersection product and how
the Chow rings are related to the cohomology, if the field is C.
The second one is really the hearth of the thesis: we give a set of gen-
erators for the Chow groups of a spherical variety and we describe how
intersection product works.
In the third chapter we study the varieties of the form G/P , where G
is a semisimple group and P a parabolic subgroup of it. In this setting the
Bruhat decomposition allows us to calculate the Chow group, and we will
find another description of the Chow ring of G/P .
In the fourth chapter we discuss the geometry of spherical varieties: the
main results will be that those varieties can be described combinatorially.
In fact, we can associate to a spherical variety a fan, which can be used to
describe our variety both locally and globally: we can translate in a com-
binatorial language questions such as when this variety is quasiprojective?
When it is proper? Moreover, we will describe morphisms between spherical
varieties using these fans. The main examples of spherical varieties are toric
varieties, Grassmannians and complete symmetric varieties.
The fifth chapter is mostly aimed at defining the Halphen ring of a homo-
geneous space in a more friendly environment (which is more explicit than
the general one). But what is the Halphen ring: the idea is the following.
Assume that we want to do intersection theory on a homogeneous spherical
variety, for example (C∗)n. Then the Chow ring does not give us a lot of
information because it is always 0 but in degree n, so we need something
else: this somethig else is the Halphen ring. The idea is that if we consider
all the compactifications p : X → (C∗)n where X is a spherical variety, we
can consider lim→ A
∗(X) instead of simply A∗((C∗)n). This ring is much big-
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ger than A∗((C∗)n); it will describe better how “intersection theory” works,
and we will give a description of this ring using the action of G. Actually
this intersection theory depends on the action of the group on our spherical
variety, see the examples of this section.
In the last chapter we will talk about intersection theory on another
particular case of spherical varieties: toric varieties. We will find ways to
compute the cap product with combinatorial methods and we will give a
combinatorial description of both the Chow ring of a complete smooth toric
variety, and the Halphen ring of (Gm)n.
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Conventions
In this thesis we will assume some conventions: they will always hold, if
not stated differently. In this thesis every scheme is meant to be a scheme
of finite type over the field k: starting from the second chapter k will be
algebraically closed. We assume also that every scheme is separated even if
this is not necessary in this first chapter. When we write variety we mean an
integral scheme, and a subvariety of a scheme X is a variety which is also a
closed subscheme of X. A point will always be a closed point, and if a group
G acts on a scheme X, X will be connected. Every map between schemes
is meant to be an algebraic morphism. Every group which will appear is a
connected affine algebraic group, every action is algebraic, and starting from
the third chapter G will be reductive. For us a valuation over a field k will
always have rational values, i.e. v : k → Q. Given X a scheme, k[X] will be
the ring of regular functions on it. When we have a cone σ in a vector space
V over R, σ˚ is the interior part of σ thought as a subspace of < σ >R. Gm
will be the multiplicative group k∗ with the algebraic structure of k − {0}.
6
Chapter 1
Intersection theory: basics
In this chapter we will introduce the terminology and the results about
intersection theory (and algebraic geometry in general) that we will need in
the remaining part of the thesis. We will not prove anything, the proofs can
be found in the book of Fulton [7], in the first 8 chapters, in chapter 17 and
19.
Notation 1.1. Given X a scheme, OX will be its structure sheaf, if V is a
subvariety of X, OX,V will be the stalk of OX on the generic point of V . If
X is a variety, k(X) will be its field of rational functions.
Definition 1.1. Let V be a subvariety of codimension 1 of a scheme X,
and let f ∈ OX,V . We define ordV (f) := l(OX,V /(f)) where l is the length.
Lemma 1.1. ([7] section A.3). Let X be a variety, V ⊆ X a subvariety
of codimension 1, and let f = ab =
a′
b′ be a rational function on X with
a, b, a′, b′ ∈ OX,V . Then ordV (a) − ordV (b) = ordV (a′) − ordV (b′). Thus
there is a well-defined homomorphism k(X) → Z, ab 7→ ordV (a) − ordV (b).
We call ordV (f) the order of f along V .
This definition if X is normal or regular in codimension 1 is the usual
definition of order of a rational function along a codimension 1 subvariety.
Definition 1.2. Let X be a scheme of dimension n. Zk(X) is the free
abelian group generated by the classes of the subvarieties of X of dimension
k. If X is a variety and f ∈ K(X), then we define
div(f) :=
∑
V⊆X,codim(V )=1
ordV (f)V ∈ Zn−1(X)
where V is a subvariety of X. Rk(X) is the free abelian subgroup of
Zk(X) generated by div(f) where f is a rational function on a subvariety
W ⊆ X of dimension k + 1. Ak(X) := Zk(X)/Rk(X).
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Ak(X) is called the Chow group of k-cycles of X, and
⊕
iAi(X) will be
the Chow group of X. The class of a subvariety V in A∗(X) will be denoted
by [V ].
Theorem 1.1. ([7] theorem 1.4). Given f : X 7→ Y a proper morphism
of schemes, and given V ⊆ X a k-dimensional subvariety of X for a cer-
tain k, let deg(V, f(V )) = 0 if dim(f(V )) < dim(V ) and deg(V, f(V )) =
[k(V ) : k(f(V ))] otherwise. We define a map f∗ : Zk(X) 7→ Zk(Y ), V 7→
deg(V, f(V ))f(V ): this map sends Rk(X) to Rk(Y ), therefore gives a well-
defined homomorphism f∗ : Ak(X)→ Ak(Y ).
This is essentially because of the following Lemma:
Lemma 1.2. ([7] proposition 1.4). Let f : X → Y a proper dominant
morphism of varieties of the same dimension, and let g ∈ k(X). Then
f∗(div(g)) = div(N(g)) where N is the norm (which, given a finite field
extension L ⊆ K and given a ∈ K, is the determinant of s 7→ as thought
as a L-linear map) of k(X)/k(Y ) and f∗ is the push-forward on Zk(X)
previously defined.
Notice that this leads to another possible definition of ordV (f), where f
is a rational function on a variety X and V a 1-codimensional subvariety. In
fact we can take p : X˜ → X the normalization of X (which is proper) and
define div(f) = div(N(f)) = p∗(div(f)) where the last f is meant as a ratio-
nal function on X˜, which has the same field of rational functions as X (thus
N(f) = f). We can therefore define ordV (f) :=
∑
W 7→V ordW (f)[k(W ) :
k(V )] where the sum is over all W subvarieties of X˜ of codimension 1 which
map surjectively to V .
Observation 1.1. Notice that this push-forward is functorial: if we have
two proper morphisms X
f−→ Y , Y g−→ Z then (g ◦ f)∗ = g∗ ◦ f∗.
Notation 1.2. If X is complete, we can define the map deg : A∗(X) →
A∗(spec(k)) = A0(spec(k)) = Z the push forward map.
Note that this is not well-defined if X is not complete: take for example
A1 7→ spec(k). In A1 the class of [0] is rationally equivalent to 0 but as an
element in Z1(A1) it does not go to something rationally equivalent to 0 if
we push it forward.
Definition 1.3. Let Z ⊆ X be a closed subscheme of X of pure dimension
m, with irreducible components {Vi}i∈I . Then we define [Z] :=
∑
l(OZ,Vi)[Vi]
where l is the length.
Assume now that we have a flat morphism f : X → Y of relative di-
mension m, i.e. for all subvarieties V of Y , all irreducible components of
f−1(V ) have dimension dim(V ) + m. An easy way to check this property
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is the following: if f is flat, Y is irreducible and X has pure dimension
dim(Y ) +m then f has relative dimension m ([13] III.9.6). So if f is flat of
relative dimension m, we can define a map f∗ : Zk(Y ) → Zk+m(X) in this
way: we can send V ⊆ Y to f−1(V ). Then the result is:
Theorem 1.2. With the notations as before, if f is flat of relative dimension
m, f∗ gives us a well-defined map Ak(Y )→ Ak+m(X) for every k.
Remark 1.1. In this thesis every flat morphism is meant to be of a certain
relative dimension.
Observation 1.2. ([7] proposition 1.7). As in the previous observation,
also the flat pull-back is functorial. Furthermore, it is true that if we have
the following fiber square with X,Y, V,W schemes and f flat and g proper,
then f∗(g∗(α)) = g∗(f
∗
(α)) for every α ∈ A∗(V ).
W V
Y X
f
f
g g
There are two important lemmas which are helpful to compute the Chow
groups:
Lemma 1.3. ([7] proposition 1.8). Given U ⊆ X an open subset, let Z :=
X −U , i : Z → X the closed embedding and j : U → X the open one. Then
for every integer k the following sequence is exact:
Ak(Z)
i∗−→ Ak(X) j
∗
−→ Ak(U)→ 0
Lemma 1.4. ([7] Theorem 3.3). Consider the (flat) projection p : X×A1 →
X. Then p∗ is an isomorphism.
Now we define two maps on the Chow group of X which will be very
important to define a product on Ak(X).
Theorem 1.3. ([7] proposition 1.10 a). Let X,Y be two schemes, there is a
well-defined map Ak(X)⊗Ah(Y )→ Ak+h(X×Y ) which sends [V ]⊗ [W ] 7→
[V ×W ]. When we write α ⊗ β, with α ∈ A∗(X) and β ∈ A∗(Y ), we will
always think at it as its image in A∗(X × Y ).
If f : X ′ → X and g : Y ′ → Y are proper, then f × g : X ′ × Y ′ → X × Y is
proper and (f × g)∗(α⊗ β) = (f∗α)⊗ (g∗β), and an analogue property holds
replacing proper with flat and push forwards with pull backs.
Observation 1.3. Notice in particular that, with the same notations as
before, if pi : X × Y → Y is the projection, it is flat. Then we can perform
the flat pull-back. Checking it on the generators, we see that pi∗(α) = α⊗[X]
for every α ∈ A∗(Y ).
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Definition 1.4. ([17] definition 6.3.4). A morphism f : Y → X is a
regular immersion if it factors through an open immersion followed by a
closed immersion, and for every p ∈ X the ideal Ker(OY,f(x) → OX,x) is
generated by a regular sequence.
Theorem 1.4. ([7] theorem 6.2) Let f : Y → X be a regular immersion
of codimension d, let V be a scheme and let V → X be a morphism. Form
then the following fiber square:
W V
Y X
c
f
a b
Then there is a well-defined homomorphism, called the Gysin homomor-
phism, f ! : Ak(V )→ Ak−d(W ). This homomorphism satisfies the following
properties: consider this diagram in which every rectangle is a fiber rectangle,
W ′ V ′
W V
Y X
c
e
f
a
d
b
d
Then the Gysin homomorphism satisfies:
Proper push-forward:
If d is proper then f !(d∗(a)) = d∗(f !(a)) for every a ∈ A∗(V ′).
Flat pull-back:
If d is flat with relative dimension m then f !(d∗(a)) = d∗(f !(a)) for every
a ∈ A∗(V ).
Compatibility:
If c is a regular immersion of codimension d, then f !(a) = c!(a) for every
a ∈ A∗(V ′).
For other properties of this Gysin homomorphism see [7] chapter 6.
The first of these two theorems is not so difficult, whereas the other is
very difficult. The first 6 chapters of [7] are mostly aimed at defining this
homomorphism.
We will give an idea of what this theorem means: assume first that
V = X is a variety, b = Id and Y ↪→ X is a closed embedding. Then this
homomorphism sends the class of a subvariety [Z] to an element v ∈ A∗(X),
and we want v to be “the class of the intersection of Z and Y ”.
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For example, if Y ⊆ X is the zero-set of a global section of OX(D) for
a certain Cartier divisor D, a∗(f !([Z])) = c1(OX(D)) ∩ [Z] where c1 is the
first Chern class ([7] example 6.3.4).
Now, this is how we will use this Gysin homomorphism: assume that
we have two subvarieties V1, V2 of our variety X. Consider the following
diagram in which every rectangle is fiber:
Z V2
X
V1 × V2
V1 X × V1
X X ×X
diag
Looking at the two upper-squares, we see that Z = V1×X V2. Looking at the
squares on the left we see that Z = X ×X×X (V1 × V2). Thus we can think
at V1∩V2 in two ways: intersecting V1 and V2 and intersecting X embedded
diagonally in X×X with V1×V2. The proof the latter point of view is that,
provided that X is smooth, the diagonal embedding is a regular embedding
([17] Proposition 6.3.13).
Thus using these two theorems we can define a product on A∗(X) when
X is a smooth variety: in fact being X smooth, being the diagonal map
X → X ×X a regular embedding, we define:
[V ] · [W ] := diag!([V ]⊗ [W ])
where [V ]⊗ [W ] ∈ A∗(X ×X) and diag!([V ]⊗ [W ]) ∈ A∗(X).
Thanks to the Gysin homomorphism we can define an action of the
Chow groups of X on the Chow groups of Y : assume that X is a smooth
variety, and let f : Y → X be a morphism. Then x ∈ A∗(X) defines a
homomorphism on A∗(Y ): in fact, consider the following diagram:
Y X × Y
X X ×X
γf
diag
f a
Then we can define the action in this way: x ∈ A∗(X) acts sending y ∈
A∗(Y ) to diag!(x ⊗ y). (In fact, even γf is a regular embedding of codi-
mension n: we could replace diag! with γ!f ). We will write f
∗(x) ∩ y :=
diag!(x⊗ y), and f∗(x) := f∗(x) ∩ [Y ].
Observation 1.4. ([7] proposition 8.1.2 (b)) and ([7] proposition 8.1.2 (a)).
If i : V → X is a regular embedding with X smooth, for every x ∈ A∗(X)
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i∗(x) = i!(x) where the last Gysin homomorphism is made with the fiber
diagram obtained with i : V → X and Id : X → X.
This pull-back coincides with the flat pull-back when f is flat, thus when
we consider the pull-back, we will always consider the one defined above,
using the Gysin homomorphism.
Notice that the first part of the previous observation agrees with our
“naive” idea of pull-backs and Gysin homomorphism: assume that x = [W ],
then i!([W ]) would be the “class of the intersection” of V and W , and if we
consider the diagram below, we see that i∗(i∗([W ])) = i∗(diag![V ×W ]) =
diag![V ×W ] = [V ] · [W ] where in the third equality we have used that the
Gysin homomorphism commutes with proper push-forward.
V V ×X
X X ×X
X X ×X
diag
e
diag
Id
i
Id
j
The main theorem is the following:
Theorem 1.5. ([7] Proposition 8.3 and proposition 17.3.2). i) If Y is a
smooth variety of dimension n, then the product previously defined makes
A∗(X) into a commutative, associative ring with 1. If Y is smooth, we
define Ak(X) := An−k(X), then we get a graded ring, i.e. α ∈ Aa(X),
β ∈ Ab(X) =⇒ α · β ∈ Aa+b(X).
ii) The assignment Y  A∗(Y ) is a contravariant functor from non-
singular varieties to rings, using that f∗(α · β) = f∗(α) · f∗(β).
iii) If f : X → Y is a morphism from a scheme X to a nonsingular
variety Y , then
Ap(Y )⊗Aq(X) ∩−→ Aq−p(X)
makes A∗(X) into an A∗(Y )-module.
iv) If f : X → Y is a proper morphism of nonsingular varieties, then
f∗(f∗y · x) = y · f∗(x)
The previous formula is called projection formula.
v) Furthermore with the notations of the point iv), given a Cartier divisor
OY (D) on Y , f
∗(c1(OY (D))∩α) = c1(f∗OY (D))∩f∗(α) and f∗(c1(f∗OY (D))∩
x) = c1(OY (D) ∩ f∗(x) where c1 is the first Chern class.
Remark 1.2. Notice that f∗ does not commute with the product: consider
for example P2 → spec(k), then the product of two lines is a point which does
not map to 0, but every line maps to 0 because of a dimensional reason.
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Notation 1.3. We will write x · y as x ∩ y or x ∪ y. We will use both
notations, the second one follows from the link that there is between the
cohomology and the Chow rings. In particular, follows from the fact that if
X is a topological space and x, y ∈ H∗(X), then (x∪y)∩ [X] = x∩ (y∩ [X]).
This last sentence and the reason why we are using ∪ will be clearer after
last two sections of this chapter.
1.1 How to compute the cap product
The definitions given before are quite abstract. In this section we will dis-
cuss the tools that we will use in this thesis to compute these products.
First consider the following fiber diagram, with i a regular embedding of
codimension d, and V a subvariety of X of dimension k, j : V → Y its
associated closed embedding:
W V
X Y
f
i
g j
This is the hypothesis that we will need:
Assume that every irreducible component of W has dimension
k − d
Definition 1.5. When this hypothesis is satisfied we say that X and V
intersect properly.
Observation 1.5. ([7] Lemma 7.1). If we intersect two subvarieties of
dimension k and d respectively with k ≥ d, there can not be any component
which has dimension less than k − d.
Then if this is the case, let Wi be the irreducible components of W .
Then i![V ] =
∑
ai[Wi] for dimensional reasons. Therefore everything boils
down to computing ai, we will denote ai as i(Wi, X · V ;Y ), which is the
intersection multiplicity of Wi in X · V . Thus we have:
Theorem 1.6. ([7] Proposition 7.1). Let A := OV,Wi, then if J is the ideal
of Wi we get:
i) 1 ≤ i(Wi, X · V ;Y ) ≤ l(A/J) where l is the length,
ii) If J is generated by a regular sequence, then i(Wi, X ·V ;Y ) = l(A/J).
If A is Cohen-Macaulay then the local equations for X in Y give a regular
sequence generating J , thus the equality ii) holds.
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This is particularly useful when l(A/J) = 1. We can restate this theorem
in a way more useful to calculate intersection products: the first two points
of the following theorem follow easily form the previous theorem, while the
other requires a proof.
Theorem 1.7. ([7] proposition 8.2). Let X be a smooth variety with two
subvarieties V,W which intersect properly. Let Zi be the irreducible compo-
nents of the intersection, then if [V ] ∩ [W ] = ∑i ai[Zi]:
i) 1 ≤ ai ≤ l(OW∩V,Zi);
ii) If the local ring of V × W along Zi (diagonally embedded in it) is
Cohen-Macaulay, then ai = l(OW∩V,Zi);
iii) l(OW∩V,Zi) = 1 if and only if the maximal ideal of OX,Zi is the sum
of the prime ideals of V and W . In this case both OW,Z and OV,Z are regular.
Definition 1.6. Let V1, V2 be two subvarieties of a smooth variety X, let
p ∈ V1 ∩ V2. Then we say that V1 intersects V2 transversally in p if:
i) Both V1 and V2 are smooth at p;
ii) If the maximal ideal of OX,p is m, there is a set of generators of
m, {f1, ..., fr}, such that r = dimOX,p, f1, ..., fa generates the prime ideal
associated to V1 and fa+1, ..., fb the one associated to V2, for a certain couple
of integers a < b.
We say that V1, V2 intersect transversally if they intersect transversally
at each point p ∈ V1 ∩ V2.
Assume that the field is algebraically closed and V1, V2 intersect transver-
sally at p, and let Z1 be the irreducible component of the intersection passing
through p. Then, with the same notations as before, there is an open affine
neighbourhood of p, U , such that: fi ∈ OX(U) for every i; the ideal defining
V1 in U is (f1, ..., fa) whereas the one defining V2 is (fa+1, ..., fb). Then the
ideal defining V1 ∩ V2 in OX(U) is (f1, ..., fb).
V1 ∩ V2 is smooth at p, the smooth locus is open, thus up to replacing
U we can assume V1 ∩ V2 ∩U to be irreducible. This means that f1, ..., fb is
prime and the maximal ideal in OZ,X is the sum of the prime ideals defining
V1 and V2. Therefore, using the previous theorem, we get
Observation 1.6. If the field is algebraically closed and the intersection is
transversal, then the multiplicity of each component of the intersection is 1.
Now, the problem is that it is not clear whether we can reduce ourselves
to proper intersections. Then the following theorem helps us:
Theorem 1.8. ([7] Moving Lemma section 11.4). If X is a smooth quasi-
projective variety, α and β are two cycles on X, then there is a cycle α′
rationally equivalent to α such that α′ and β meet transversally. This means
that if β =
∑
ni[Wi], there is α
′ rationally equivalent to α such that α′ =∑
mj [Vj ] and Vj ∩Wi is proper for every i, j.
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1.2 Bivariant intersection theory
In what we have said before, we have restricted ourselves to smooth varieties.
In this section we will extend this definition to a generic scheme. The main
idea is that, as for homology and cohomology, the cohomology acts on the
homology using the cap product. The same happens for the Chow ring:
when X is smooth A∗(X) acts on A∗(X). Moreover, using both pull-back
and cap product, whenever we have a map f : Y → X the cohomology
of X acts on the homology of Y , and whenever we have f : Y → X with
X smooth, A∗(X) acts on A∗(Y ) (as we said before). The idea now is the
following: we could try to reconstruct A∗(X) from these actions. ([7] chapter
17).
Let X be a scheme with a morphism X
f−→ Y , we can define A∗(X f−→ Y )
in this way:
For each g : Y ′ → Y consider the following fiber square:
X ′ Y ′
X Y
f ′
f
g′ g
A bivariant class c in Ap(X
f−→ Y ) is a collection of homomorphisms
c
(k)
g : Ak(Y
′)→ Ak−p(X ′)
for evry k and g compatible with proper push-forward, flat pull back and
commutes with the Gysin homomorphism, i.e.:
Proper push forward:
If d : Y ′′ → Y is proper and b : Y ′ → Y arbitrary, consider the following
fiber diagram
X ′′ Y ′′
X ′ Y ′
X Y
c
e
f
a
d
b
d
Then we want that for every α ∈ Ak(Y ′′), c(k)b (d∗(α)) = d∗(c(k)bd (α)).
Flat pull back:
Consider again the previous fiber diagram, with d flat instead of proper
with relative dimension n. Then we want that for every α ∈ Ak(Y ′),
c
(k+n)
bd (d
∗(α)) = d∗(c(k)b (α)).
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Gysin homomorphism:
Consider the following diagram, where d is the usual closed embedding:
X ′′ {0}
A1
Y ′′
X ′ Y ′
X Y
c
h
g
e
f
a′
d′′
a
d′ d
Then we want that for all α ∈ Ak(Y ′), d!c(k)a (α) = c(k−1)ad′ (d!(α)).
Observation 1.7. ([7] theorem 17.1). We have called this third property
the property of being compatible with Gysin homomorphism, but we want it
to hold just for {0} → A1. In fact it is true that if c commutes with the
Gysin homomorphism which comes from the embedding {0} → A1 (as asked
before), then it commutes with any Gysin homomorphism which comes from
any regular embedding i : V →W .
Definition 1.7. Given X a scheme, A˜∗(X) := A∗(X Id−→ X).
I have mentioned the general definition of A∗(X f−→ Y ) above just for
completeness, we will deal just with A˜∗(X). If f is the identity the three
properties above are easier to be understood.
Observation 1.8. We can put a multiplication on A˜∗(X), which is naturally
an abelian group. In fact, given α, β ∈ A˜k(X) and A˜h(X) respectively,
we define α ◦ β in this way: given g : Y → X and given y ∈ Am(Y ),
(α ◦ β)(y) := α(β(y)) ∈ Am−k−h(X)
The following theorem is what we are looking for:
Theorem 1.9. ([7] Corollary 17.4, Poincare´ duality). i) If Y is smooth
of dimension n then the homomorphism A˜p(Y )→ An−p(Y ) defined sending
c→ c([Y ]) is an isomorphism.
ii) For Y smooth, the ring structure on A˜∗(Y ) is compatible with that
defined previously on A∗(X), i.e. c 7→ c([Y ]) is a ring homomorphism. More
generally if f : X → Y is a morphism, α ∈ A∗(X) and β ∈ A˜∗(Y ), then
β(α) = f∗(β([Y ])) ∩ α.
Therefore we will omit the tilde in A˜k(X), i.e.:
Notation 1.4. We will write A∗(X) instead of A˜∗(X): in this way A∗(X)
is a ring even for singular varieties. When we write A∗(X) in this thesis we
will always mean A˜∗(X), idem with Ak(X) and A˜k(X).
It is not known whether this ring remains commutative if X is not
smooth.
16
1.3 The cl morphism
Some references for this section are [7] chapter 19 and [8] appendix B2.
Assume that the ground field is C and let X be a smooth variety. Then
we can think at its (closed) points as a complex smooth variety and therefore
we can take its singular holmology and cohomology. In this section we recall
the link between Chow rings and cohomology.
Definition 1.8. A manifold will be a real C∞ connected oriented manifold.
An n-manifold is a manifold of dimension n.
Let M be an n-manifold and let i : X ↪→ M be a closed topological
subspace of M , then we can define
Hj(i,X) := H
n−j(M,M −X)
This is something that a priori depends on the embedding i:
Theorem 1.10. Given another closed embedding i′ : X →M ′ where M ′ is
another C∞ manifold, Hj(i,X) = Hj(i′, X) for every integer j. Thus we
can define the Borel-Moore homology of X as
HBMj (X) := Hj(i,X)
for every integer j, for every C∞ manifold M and every embedding i : X →
M .
So in particular HBMj (M) = H
dim(M)−j(M, ∅) = Hdim(M)−j(M).
Observation 1.9. Assume that Z ⊆ X ⊆M are closed subsets of a mani-
fold M , then we have the following exact sequence in cohomology:
...→ H i(M,X)→ H i(M,Z)→ H i(X,Z)→ H i+1(M,X)→ ...
Then in particular if U ⊆ X is an open subset of X and Y := X − U , we
have M −X ⊆M − Y ⊆M which implies
...→ Hdim(M)−i(M,M − Y )→ Hdim(M)−i(M,M −X)
→ Hdim(M)−i(M − Y,M −X)→ Hdim(M)−i+1(M,M − Y )→ ...
Now, being X closed, we have that M − X = M − Y − U , and M − Y is
a manifold. Thus Hdim(M)−i(M − Y,M − X) = HBMi (U) and we get the
following exact sequence:
..→ HBMi (Y )→ HBMi (X)→ HBMi (U)→ ...
Lemma 1.5. Let X be a smooth algebraic variety over C and Z ⊆ X a closed
reduced subscheme of dimension k. Then HBM2k (Z) is free with a canonical
generator for every irreducible component of Z of maximal dimension, and
HBMi (Z) = 0 for every i > 2k.
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Proof. If Z is smooth the theorem is true because HBMi (Z) = Hi(Z). If Z
has dimension 0 it is true because, being it reduced, if it has dimension 0 it
is smooth. Assume that Z is not smooth, and let Z◦ the smooth locus of Z:
it is not empty because we are assuming Z to be reduced, and it is open ([17]
Lemma 4.2.21, proposition 4.2.24). Furthermore, dim(Z − Z◦) < dim(Z)
then for Z −Z◦ (with the reduced structure) the inductive hypothesis hold,
therefore using the exact sequences above and inductive hypothesis we get
0→ HBMdim(Z)(Z)→ HBMdim(Z)(Z◦)→ 0
This proves the lemma because Z◦ is smooth, and the isomorphismHBMdim(Z)(Z)→
HBMdim(Z)(Z
◦) is canonical.
Definition 1.9. Given Z ⊆ X a closed subvariety of a smooth variety, we
define ηZ the canonical generator of H
BM
dim(Z)(Z), and cl(Z) its image in
HBMdim(Z)(X) under the map defined in observation 1.9.
This defines a map Zk(X)→ H2k(X), the theorem now is:
Theorem 1.11. ([7] corollary 19.2). If α ∈ Z∗(X) is rationally equivalent
to 0, then cl(α) = 0: cl gives a well-defined map A∗(X) → H∗(X) using
Poincare´ duality. This map is a ring homomorphism, contravariant for
morphism of non-singular varieties.
Furthermore, if f : X → Y is a proper morphism of smooth varieties,
then cl commutes with proper push forward ([7] lemma 19.1.2 and observa-
tions below).
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Chapter 2
Intersection theory when a
connected solvable group
acts
In this chapter we assume that a solvable connected group B acts on our
scheme X.
Remark 2.1. From now on we assume that the ground field k is algebraically
closed.
We want mainly to present four theorems in this chapter. The main
reference is the article by Fulton [11].
Definition 2.1. Assume that B acts on a vector space V . Then we say that
v ∈ V is B-semiinvariant if it is an eigenvector for every b ∈ B. In this
case we have a morphism λ : B → Gm (which is the character of v) such
that for every b ∈ B, bv = λ(b)v.
Definition 2.2. Let ZBk (X) be the free Z-module generated by the k-dimensional
B-stable subvarieties of X, let RBk (X) be the subgroup of Z
B
k (X) generated by
{div(f)} such that f is a non 0 B-semiinvariant rational function on some
Y ⊆ X subvariety of dimension k + 1; and let ABk (X) := ZBk (X)/RBk (X).
We have a graded map IX : A
B∗ (X) → A∗(X), which comes from the
natural inclusion ZB∗ (X) ⊆ Z∗(X).
Theorem 2.1. ([11] theorem 1). IX is an isomorphism.
So for example when XΣ is a toric variety, we can describe the generators
of the Chow group in terms of the cones of the fan describing X, namely
Ak(X) is generated by {V (τ) : τ ∈ Σ, codim(τ) = k}. Assume that B is
unipotent, then there are no rational eigenfunctions but the constants, so
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we have that the Chow group of dimension k is freely generated by the k-
dimensional subvarieties. This gives for example a description of the Chow
groups of G/P , with G semisimple and P parabolic. In particular when
G = SL(Cn) and P the stabilizer of [e1 ∧ · · · ∧ er] ∈ P(ΛrCn), G/P is
the Grassmannian, i.e. we have a description of the Chow group for the
Grassmannians. We will come back on this in chapter 3, when we will
discuss the ring structure of G/B.
Theorem 2.2. Assume that X is complete and B has finitely many orbits.
Then for any scheme Y the Kunneth map A∗(X)⊗A∗(Y )→ A∗(X × Y ) is
an isomorphism.
So in particular this holds for X×X: if we label the B-stable subvarieties
of X with indices λ ∈ Σ for a certain set Σ, and δ : X → X × X is the
diagonal embedding, we can write δ(V (λ)) =
∑
σ,τ
mλσ,τ [V (σ)]⊗ [V (τ)], where
dim(V (σ)) + dim(V (τ)) = dim(V (λ)).
Theorem 2.3. Assume that X is complete and B has finitely many orbits.
Then the Kronecker duality map
Kr : Ak(X)→ Hom(Ak(X),Z), a 7→ (α 7→ deg(a ∩ α))
is an isomorphism.
This is an analogous of the map H i(X,Z) → Hom(Hi(X),Z), which
comes from the universal coefficient theorem, and which is an isomorphism
at least up to torsion. Using this theorem we can identify an element a
in Ak(X) with the function Kr(a). So using the previous theorems, we
can identify an element in Hom(Ak(X),Z) with a function from the k-
dimensional subvarieties of X to Z which satisfies
∑
σ nσc(V (σ)) = 0 for all∑
σ nσ[V (σ)] ∈ RB(X).
Theorem 2.4. Assume that X is complete and B has finitely many or-
bits, and let δ : X → X × X is the diagonal embedding. Then using the
previous theorem we can write δ(V (λ)) =
∑
σ,τ
mλσ,τ [V (σ)]⊗ [V (τ)], where
dim(V (σ)) + dim(V (τ)) = dim(V (λ)).
Now, let c ∈ Ap(X), then
c ∩ [V (λ)] =
∑
σ,τ
mλσ,τKr(c)([V (σ)])[V (τ)]
This description will allow us to compute the Chow ring of any toric
variety: we will come back on it in chapter 6.
Let now focus on the last three theorems of this chapter:
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Theorem 2.2
Let X be as in the theorem, and let Y be an arbitrary scheme with the
trivial action of B. Consider the following square, where f and g are the
maps defined in chapter 1:
AB∗ (X)⊗AB∗ (Y ) AB∗ (X × Y )
A∗(X)⊗A∗(Y ) A∗(X × Y )
f
g
IX ⊗ IY IX×Y
If we prove that f is an isomorphism, then the theorem follows from the first
theorem of this chapter. The fact that f is an isomorphism follows from the
following two lemmas:
Lemma 2.1. Every B-stable subvariety of X×Y has the form V ×W where
V is a B-stable subvariety of X and W is a suvariety of Y .
Proof. Let Z be a B-stable subvariety of X × Y , pi : X × Y → Y . For every
orbit closure V in X, define
ZV := {y ∈ Y such that V × {y} is an irreducible component of
Z ∩ (X × {y})}
Remind the following facts about constructible subsets of a Zariski topolog-
ical space:
1) Let f : X → Y a morphism of finite type between noetherian schemes,
then the image of any constructible subset of X is a constructible subset of
Y ,
2) Finite union of constructible subsets is constructible,
3) A constructible subset of a Zariski irreducible subset is dense iff it con-
tains an open nonempty subset.
Let’s show that each ZV is constructible, by induction on the dimension
of V . If V is itself an orbit in X, let {Oi}ki=1 be the orbits of X such that
V ( Oi, and let Ai := p(Z×XOi), where p is the composition of Z ↪→ X×Y
and pi : X × Y → Y , and we are thinking at Z ×X Oi as its image in Z.
Its points are the points of Z which map to Oi. Then p(Z ×X V ) −
⋃
iAi
is constructible and it is ZV . In fact, let y ∈ ZV , then y ∈ p(Z ×X V ). If
y ∈ Ai for a certain i, Z ∩ (X ×{y}) is a closed B-stable subset of X which
contains a point of Oi. Therefore it contains Oi and then y does not belong
to ZV . On the other hand let y ∈ p(Z×X V )−
⋃
iAi, (X×{y})∩Z contains
V because it is B-stable and contains a point which belongs to V . Let V0
be its irreducible component which contains V , it is the closure of a B-orbit
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of X, because there are only finitely many orbits of B. But then if it is not
V it should be Oi for a certain i, and then y ∈ Ai which is absurd. If V is
not an orbit, we take as before Oi the B-orbits such that V ( Oi, and Ai
defined as before. Then ZV = p(Z ×X V )−
⋃
iAi −
⋃
ZVj where Vj are the
B-orbit closures such that Vj ( V .
Consider
⋃
V ZV . By the second point it is a constructible subset of Y
contained in A := pi(Z) which is irreducible, it contains every (closed) point
of pi(Z) so it is dense and therefore there exists a V such that ZV contains an
open subset U of A. So let’s consider V × U . V × U is contained in Z and on
the other hand, Z ⊆ V × U because if not, let W := Z−V × U . It is an open
nonempty subset of Z, Z is irreducible so W = Z. Then choose y ∈ U such
thatW∩(X×{y}) is not empty, we get thatW∩(X×{y}) = W ∩ (X × {y}):
it is the closure of an open subset of Z ∩ (X × {y}), open subset which
does not intersect V ×{y}; the latter is an irreducible component, therefore
W ∩ (X × {y}) does not contain V × {y} which is absurd because W = Z.
Therefore Z = V × U = V ×A
Lemma 2.2. For V and W as in the previous lemma, every eigenfunction
for B in the field of rational functions on V ×W has the form fg where f
is an eigenfunction for B on k(V ) and g is in k(W ).
Proof. Let h be such an eigenfunction, with character λ. There exists an
open set U ⊆ W such that for each w ∈ U the restriction of h to V × {w}
is a nonzero rational function hw on V , by the previous lemma, because the
zero set of h is a B-stable subvariety. hw is an eigenfunction with the same
character λ for every w ∈ U . Fix w0 ∈ U and set f := hw0 . For any w ∈W
hw/f is an eigenfunction with trivial character, B has a dense orbit in V ,
and therefore such an eigenfunction is constant, g(w). This is a rational
function on W and thus h = fg.
Corollary 2.1. Assume moreover that X is smooth. Then A∗(X) is free,
and if we are working on C, the cycle map from A∗(X) → H∗(X) is an
isomorphism.
This corollary follows from the fact that when we have X a complete
smooth variety over the field C such that the class of the diagonal is in the
image of A∗(X)⊗A∗(X), then cl is an isomorphism:
Proof. We have that cl(diag∗[X]) =
∑
cl(αi)⊗ cl(βi). Let X ×X p−→ X and
X ×X q−→ X be the two canonical projections. The cap and cup products
in cohomology will have a subscript H, and given ξ ∈ H∗(X), ξ∨ will be its
Poincare´ dual in cohomology, and similarly given η ∈ H∗(X), η∨ := η ∩H
[X]. Using Poincare´ duality we can define a push forward in cohomology:
p∗(α) := (p∗(α∨))∨. We will use this as a definition in the following proof.
Now, we have:
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α ∈ H∗(X), p∗(α) ∩H cl([diag∗([X])) =
=
∑
p∗(α) ∩H cl(αi)⊗ cl(βi) =
∑
p∗(α) ∩H (p∗(cl(αi)) ∩H q∗(cl(βi))) =
=
∑
(p∗(α)) ∪H p∗(cl(αi)) ∩H q∗(cl(βi)). But now recall that
q∗(p∗(α) ∩H cl(diag∗([X]))) = α ∩H [X]
This follows from the definition of pull back and push forward: p∗(α) ∩H
cl(diag∗([X])) = p∗(α)∩H diag∗[X] = diag∗(diag∗(p∗(α))∩H [X]), where the
first equality follows from cl[X] = [X] and the fact that cl commutes with
taking the push forward and the last is the projection formula. Then we
get q∗(p∗(α)∩H cl(diag∗([X]))) = q∗(diag∗(diag∗(p∗(α))∩H [X])), but Id =
q◦diag and Id = p◦diag, thus q∗(p∗(α)∩H cl(diag∗([X]))) = diag∗(p∗(α))∩H
[X] = α ∩H [X].
Thus we get, using the projection formula and functoriality,
α = q∗(
∑
(p∗(α) ∪H p∗(cl(αi)) ∩H q∗(cl(βi))) =
=
∑
q∗(p∗(α) ∪H p∗(cl(αi))) ∩H (cl(βi)) =
=
∑
q∗(p∗(α ∩H cl(αi))) ∩H (cl(βi))
But now for every γ ∈ H∗(X), q∗(p∗(γ))) = 0 whenever γ has dimension
greater than 0 and when it has dimension 0 then q∗(p∗(γ))) = m[X]: this fol-
lows for a dimensional reason: if γ has dimension greater than 0 in homology,
then its Poincare´ dual has dimension less than dim(X) in cohomoloy, thus
the Poincare´ dual of p∗(γ) has dimension more than dim(X) in homology,
thus its push forward is 0.
Thus q∗(p∗(α ∩H cl(αi))) ∩H (cl(βi)) is a multiple of cl(βi) and then
α =
∑
q∗(p∗(α ∩H cl(αi))) ∩H (cl(βi)) ∈< cl(βi) >Z:
cl is surjective
Now, A∗(X) is free because assume that γ 6= 0 but kγ = 0 for a certain
k 6= 0. Then proceeding in the same way as before, replacing homoogy and
cohomology with A∗(X) and A∗(X) respectively, we see that there must
exist an αi such that q∗(p∗(γ ∩ αi))) = m[X] 6= 0 =⇒ q∗(p∗(kγ ∩ αi))) =
mk[X] = 0, which is absurd because An(X) is free generated by [X].
This implies also that cl is injective: in fact assume that γ ∈ Ker(cl),
then proceeding as before there must exist an i such that αi ∩ γ = m[p]
where [p] is the class of a point. Then using that cl is a ring homomorphism
and that cl : A0(X) → H0(X) is an homomorphism and [p] does not go to
0, we are done.
Theorems 2.3 and 2.4
Proposition 2.1. Let X be a complete scheme such that the Kunneth map
A∗X ⊗A∗Y → A∗(X × Y ) is an isomorphism for all schemes Y . Then the
Kronecker duality maps are isomorphisms.
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This implies the third theorem.
Proof. Surjective:
Let φ be a homomorphism Ak(X) → Z, we want to define an element cφ
in Ak(X) which corresponds to φ (chapter 1 bivariant intersection theory).
Let f : Y → X be a morphism and let m ≥ k, we must construct an
homomorphism Am(Y )→ Am−k(Y ). This homomorphism will be the com-
posite of Am(Y )→ Am(X × Y ), Am(X × Y ) =
∑
p(Ap(X)⊗ Am−p(Y ))→
Ak(X)⊗Am−k(Y ); and Ak(X)⊗Am−k(Y )→ Z⊗Am−k(Y ) where the first
map is the inclusion induced by the graph of f (γf is proper because we
have the following fiber square)
Y X × Y
X X ×X
γf
The second map is the projection and the third one is φ ⊗ Id. This ho-
momorphism must satisfy the conditions of the first chapter, i.e. it must
commute with:
Proper push forward for maps Y ′ → Y → X with Y ′ → Y proper:
Consider the following diagram:
Y ′ Y ′ ×X
Y Y ×X
X X ×X
γf
γf ′
diag
d d
We get that for every α ∈ A∗(Y ′), (γf ′)∗(α) =
∑
xi ⊗ y′i thus cφ(α) =∑
xi∈Ak(X) φ(xi)y
′
i and d∗(cφ(α)) =
∑
xi∈Ak(X) φ(xi)d∗(y
′
i). On the other
hand to compute cφ(d∗(α)) we need to compute (γf )∗((d)∗(α)) = d∗((γf ′)∗(α)) =
d∗(
∑
xi ⊗ y′i) =
∑
xi ⊗ d(y′i) where we have used in the first equality the
functoriality of proper push-forward and then theorem 1.3. Therefore again
cφ(d∗(α)) =
∑
xi∈Ak(X) φ(xi)d∗(y
′
i).
Flat pull back for maps Y ′ → Y → X with Y ′ → Y flat:
Consider again the diagram before, with d and d flat instead of proper. Then
with the same computations as before, using observation 1.2 instead of the
functoriality of proper push-forward, we have the thesis.
Gysin homomorphism:
Consider s a regular function on Y and Y ′ its zero-locus. Let i′ : Y ′ → Y the
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closed embedding defined by this zero-locus, consider the following diagram:
Y ′ {0}
A1
Y ′ ×X
Y X × Y
X X ×X
e′
e
i
γf
γf◦i′
i′′i′
Then we have (γf◦i′)∗(i!(α)) = i!((γf )∗(α)) because the Gysin homomor-
phism commutes with the push forward, if (γf )∗(α) =
∑
xi ⊗ yi with
xi ∈ A∗(X) and yi ∈ A∗(Y ) then we have to show that i!(xi⊗yi) = xi⊗i!(yi).
In fact, if this is the case, we have
(γf◦i′)∗(i!(α)) =
∑
xi ⊗ i!(yi) =⇒
cφ(i
!(α)) =
∑
xi∈Ak(X)
φ(xi)⊗ i!(yi) = i!(cφ(α))
This is true because we can reduce ourselves to [V ] ⊗ [W ] = [V ×W ]
with V a subvariety of Y and W a subvariety of X by linearity and recalling
theorem 1.3. We can reduce ourselves to the case X = W because the Gysin
homomorphism commutes with proper push-forward d in the following fiber
diagram:
Y ′ ×W Y ×W
Y ′ ×X Y ×X
{0} A1
i
d d
Finally we have the thesis because of the following fiber diagram and
because the Gysin homomorphism commutes with the flat pull-backs d and
d′:
V ′
V ′ ×X
V
V ×X
Y ′ Y
{0} A1
dd′
i
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Thus we get i!([V ×X]) = i!(d∗([V ])) = d′∗(i![V ]) = i∗[V ]⊗ [X], where the
last equality follows from observation 1.3.
Therefore each of the maps above is compatible with these conditions,
so it defines an element in Ak(X).
Injective:
Let γf : Y → X×Y be the graph of f and let pi1 and pi2 the two projections
from X×Y to X and Y . Note that pi2 is proper. Since pi1 ◦γf = f , pi2 ◦γf =
IdY , f
∗(c)∩z = (pi2)∗(γf )∗(γ∗f (pi∗1(c))∩z) = (pi2)∗((pi∗1(c))∩(γf )∗(z))) where
we have used functoriality and the projection formula. Now: (γf )∗(z) =∑
ui ⊗ vi, and since c commutes with flat pull back we have that pi∗1(c) ∩∑
(ui ⊗ vi) = pi∗1(c) ∩
∑
pi∗1(ui)pi∗2(vi) =
∑
(c ∩ ui) ⊗ vi. So in this case we
have (pi2)∗(
∑
(c ∩ ui)⊗ vi) =
∑
deg(c ∩ ui)vi (verify this on the generators:
[V ]⊗ [W ] = [V ×W ]).
Observation 2.1. This proves theorem 2.4 if f = Id. In fact we have
shown that if c ∈ A∗(X),
(γf )∗(z) =
∑
ui ⊗ vi =⇒ c ∩ z =
∑
deg(c ∩ ui)vi
which is the thesis if z = [V (λ)].
Note that deg(c ∩ ui) = 0 if ui does not belong to Ak(X). This shows
that c can be recovered from the functional deg(c ∩ ·) on Ak(X) applying
the above sequence of three maps. Therefore it is uniquely determined by
Kr(c): Ak(X)→ Hom(Ak(X),Z) is injective.
Observation 2.2. Note that an important equality follows from these the-
orems: assume that X is as in theorem 2.4, and let c, c′ ∈ Ap(X), Aq(X)
respectively. Then for every [V (γ)] ∈ Ap+q(X) the following equality holds:
Kr((c ∪ c′))([V (γ)]) =
∑
σ,τ
mγσ,τKr(c)([V (σ)])Kr(c
′)([V (τ)])
where the sum is over (σ, τ) such that dim(V (σ)) = p and dim(V (τ)) = q.
In fact from theorem 2.4 we have Kr((c ∪ c′))(V (γ)) = deg((c ∪ c′) ∩
(V (γ))) = deg(c ∩ (c′ ∩ V (γ))) = deg(c ∩ (
∑
σ,τ
mγσ,τKr(c
′)([V (σ)])[V (τ)]))
which is equal to ∑
σ,τ
mγσ,τKr(c)([V (σ)])Kr(c
′)([V (τ)])
Now we recall a fact that will be very useful:
Observation 2.3. Assume that we have a connected solvable group B which
acts on a smooth variety X, and let V be a subvariety of X. Then for every
g ∈ B [gV ] = [V ].
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Proof. We can think at B as a subgroup of GL(W ) for a certain W , and up
to choosing the right basis of W we can assume that every matrix belonging
to B is upper-triangular. Let B′ be the subgroup of GL(W ) in which every
matrix is upper-triangular in the chosen basis, let T ′ be the maximal torus
of diagonal matrices in it and U ′ its unipotent radical. Then we can define
a map: φ1 : B
′ → T ′ which sends a matrix in B to its diagonal, and a map
φ2 : B
′ → U ′ sending A→ φ1(A)−1A.
Consider now a maximal subtorus T ofB. We can assume that T ′ ⊆ T up
to conjugate T ′ with an element of B (i.e. changing the embedding B ↪→ B′,
[21] corollary 6.3.6 (i) and [21] theorem 6.3.5). Remember that B′ = T ′nU ′
where U is its unipotent radical, then consider the product map T ×U → B,
(t, u) → tu. This map has an inverse which is g → (φ1(g), φ2(g)), therefore
as a variety
B ∼= (Gm)dim(T ) × Adim(U)
This implies that any two points in B can be joined by a sequence of lines
(curves in B isomorphic to A1). Consider then a line A1 ⊆ B, consider
the two points 0 and 1 in it, which will correspond to some b1 and b2 in B
respectively. Consider then the following diagram:
{1} ×X
A1 ×X X
{0} ×X
α
γ
β
b1·
b2·
Here α is the restriction of the action B ×X → X to A1, β and γ are the
closed embeddings which correspond to the points {0} and {1} and bi· is
the multiplication by bi for i = 1, 2.
Then b1· and b2· are isomorphisms thus flat, then (b2·)∗[V ] = [b−12 V ] and
(b1·)∗[V ] = [b−11 V ], furthermore (b2·)∗ = β∗ ◦ α∗ and (b1·)∗ = γ∗ ◦ α∗ by
functoriality. Now let us observe the following fact:
Observation 2.4. Consider the (flat) projection p : X × A1 → X, then
for every subvariety W ⊆ X, p∗([W ]) = [W × A1]. Given a section s :
X → X ×A1, s is a regular embedding, therefore we can consider the Gysin
homomorphism associated to it, with the upper fiber square of this diagram:
we will call it (s!)up, to distinguish it from the one obtained with the lower
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square, which we will call simply s!.
V V × A1
X X × A1
X X × A1
s
s
Id
i
Id
i× Id
Computing everything locally we see that (s!)up[V × A1] = [V ] (i.e. i∗(s!)up
is the inverse of p∗, lemma 1.4). This implies that
i∗(s!)up does not depend on the chosen section
and if we consider s!, using that the Gysin homomorphism commutes with
proper push forward, we have again that
s! does not depend on the chosen section
Recall (observation 1.4) that s! = s∗, then noticing that both β and γ
are sections, we get that γ∗ = β∗. Therefore:
[b−12 V ] = (b2·)∗([V ]) = (β∗ ◦ α∗)([V ]) = β∗(α∗([V ])) = γ∗(α∗([V ])) = [b−11 V ]
Assume now that the group which acts on our variety is connected but a
priori not solvable, then we have again that [gV ] = [V ] for every subvariety
[V ] of X because of the following theorem:
Theorem 2.5. ([21] theorem 6.4.5). Assume that G is a connected algebraic
group and let g ∈ G. Then there exists a Borel subgroup B of G such that
g ∈ B.
Therefore we have found that
Theorem 2.6. Whenever a connected (algebraic affine) group acts on our
variety X, for every subvariety Y of X and for every g ∈ G
[gY ] = [Y ]
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Chapter 3
The G/P case
In this chapter we will discuss the case in which our variety is a complete
homogeneous variety G/P : G will be a semisimple simply connected group
and P will be a parabolic subgroup. The field will be (algebraically closed
and) of characteristic 0. The standard reference is [1].
In this chapter B will be Borel subgroup of G, T a maximal torus con-
tained in B, U the unipotent radical of B and W = NG(T )/T will be the
Weyl group of G. t will be the Lie algebra of T , g the Lie algebra of G and
b and u those of B and U respectively. The root decomposition of g will be
g = t⊕⊕α∈Φ gα with root system Φ, ∆ will be the basis associated to B and
Λ will be the character group of T . We will use the same notation also for
the character group of t. For every Lie algebra l, E(l) will be its envelopping
algebra. For every w ∈ W , Φ+(w) will be the set of positive roots α such
that wα is negative, and l(w) will be the length of w.
A main point of this section is the Bruhat decomposition of G/P ([21]
corollary 8.3.9):
Theorem 3.1. For every w ∈ W , let w be a representative of the class of
w and let C(w) := BwB.
i) G is the disjoint union of the double cosets C(w).
ii) (u, b) → uwb is an isomorphism of varieties Uw−1 × B → C(w), where
Uw =
∏
α∈Φ+(w) Uα.
Let p be the Lie algebra of P , if WP ⊆W is the Weyl group of the Levi
subgroup of P , then for every w ∈ WP and α ∈ Φ+(w), gwα ⊆ p. Therefore
∀w ∈ WP C(w) ⊆ P : the variety G/P has a cellular decomposition, in
which every cell is labeled by a coset of W/WP .
This holds in particular for G/B. We will discuss the geometry of G/B
and the structure of its Chow ring, and from the P = B case, the description
of the Chow ring of a general G/P will be clear.
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3.1 The geometry of G/B
Definition 3.1. Given α ∈ Φ, σα is the reflection through the hyperplane
perpendicular to α.
Definition 3.2. (Bruhat order). Given w1, w2 ∈ W and γ ∈ Φ+, we will
write w1
γ−→ w2 if l(w2) = l(w1) + 1 and w2 = σγw1.
We will write w ≤ w′ if there is a chain w = w1 → w2 → ...→ wk = w′.
We will begin this section with some combinatorial results on the root
system Φ.
Lemma 3.1. Let w = σα1 ...σαl be a reduced decomposition for w. Then
{σα1 ...σαi−1(αi)}li=1 = Φ+ ∩ wΦ−: those roots are the roots of Φ+(w−1).
This follows from a corollary in [14], pag 50.
Corollary 3.1. Let w = σα1 ...σαl be a reduced decomposition for w, and let
γ ∈ Φ+ be a root such that w−1γ ∈ Φ−. Then:
i) for some i σγσα1 ...σαi = σα1 ...σαi−1;
ii) Let w ∈W , γ ∈ Φ+. Then l(w) < l(σγw)⇐⇒ w−1γ ∈ Φ+.
Proof. i): From the previous Lemma we get γ = σα1 ...σαi−1(αi) for a certain
i, and from [14], pag 43, which states σσασ
−1 = σσ(α) for α ∈ Φ and σ ∈W ,
get the thesis.
ii): If w−1γ ∈ Φ− then by the previous point σγw = σα1 ...σαi−1σαi+1 ...σαl ,
that is l(σγw) < l(w). Interchanging w and σγw we get that if w
−1γ ∈ Φ+
then l(w) < l(σγw).
The main result on the ordering previously defined is the following:
Proposition 3.1. Let a be a partial ordering w a w′ on W with the follow-
ing properties:
i) if α ∈ ∆ and w ∈W with l(σαw) = l(w) + 1, then w a σαw;
ii) if w a w′ and α ∈ ∆, then either σαw a w′, or σαw a σαw′.
Then w a w′ ⇐⇒ w ≤ w′.
We will not give the proof of this proposition, which can be found in [1],
because it goes beyond the point of this chapter.
Theorem 3.2. Let V be an irreducible finite dimensional representation of
the Lie algebra g with dominant weight λ. Assume that all the weights wλ
are distinct. Select for each w ∈W a non-zero vector fw ∈ V of weight wλ.
Then
w′ ≤ w ⇐⇒ fw′ ∈ E(u)fw
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Before starting the proof, let me recall some facts which will be used
in this proof (a reference is [10]): whenever we have a representation of an
algebraic group G ⊆ GL(W ), ρ : G → GL(V ), the differential of ρ at the
identity gives a Lie algebra representation g→ gl(V ) = M(V ). Whenever we
have an agebraic group G, it acts on its Lie algebra g differentiating the map
AdGs : G → G, a 7→ sas−1 for every s ∈ G; we will call such a differential
adGs , if the group G is clear we will omit the apex G. Then we get for every
s ∈ G and x ∈ g, dρ1(AdGs (x)) = AdGL(V )ρ(s) dρ1(x) = ρ(s)dρ1(x)ρ(s)−1.
Let w ∈ NG(T ), with it class in NG(T )/ZG(T ) denoted by [w], then
for each s ∈ T , ad(w−1sw)xγ = γ([w]−1 ◦ s)xγ = (wγ)(t)xγ where the ac-
tion [w]−1 ◦ s is the action of W on T and the action wγ is the action
of W on Φ. But then, ad(s)ad(w)xγ = ad(w)ad(w
−1)ad(s)ad(w)xγ =
ad(w)((wγ)(s)xγ) = (wγ)(s)ad(w)(xγ), i.e. ad(w)xγ ∈ gwγ . Therefore
xwγ = k · ad(w)xγ for a suitable constant k.
Finally let me recall that when we have a unipotent group U ⊆ GL(V )
and we have another injective homomorphism ρ : U ∈ GL(W ), then if u is
the Lie algebra of U , then for every u ∈ u, ρ(exp(u)) = exp(dρ1u).
Proof. To prove this theorem we introduce a partial ordering on W : w′ a w
if fw′ ∈ E(u)fw: we want to use the previous proposition.
For each γ ∈ Φ+ let xγ ∈ gγ − {0}, yγ ∈ g−γ − {0} and hγ ∈ [gγ : g−γ ]
the sl(2) triplet corresponding to γ. lγ ∼= sl(2) will be the Lie subalgebra of
g generated by such a triplet. Let w′ γ−→ w and V˜ the smallest lγ subspace
of V containing fw′ . Using the previous corollary, w
′−1γ ∈ Φ+ =⇒ 0 =
xw′−1γfe = w
′xw′−1γfe. By what we have recalled before this proof we get
0 = w′xw′−1γfe = xγw′fe = xγfw′ : fw′ is a vector of maximal weight for
xγ . Therefore by the theory of the representations of sl(2) we get that if
n := w′λ(hγ), ynγ fw′ is a vector of weight wλ (a multiple of fw), and therefore
fw′ = cx
n
γfw where c is a non zero constant: fw′ ∈ E(u)fw.
Let w a w′. We choose α ∈ ∆ such that w α−→ σαw. Replacing w′ by σαw′
if necessary, we may assume that σαw
′ → w′, and we want to prove that
σαw a w′. If we have w′ → σαw′ then w → σαw′ and then σασαw′ → σαw′.
We would prove instead that σαw → σαw′, which is OK as well. From what
we have done before and from the theory of the representations of sl(2),
fσαw = cy
n
αfw. Let pα be the Lie algebra generated by b, lα. Since w a w′,
fw ∈ E(u)fw′ and so fσαw = cynαfw = Xfw′ , where X ∈ E(pα). But now,
every element of U(pα) can be represented as X =
∑
YiY
′
i + Y˜ yα where
Yi ∈ E(u), Y ′i ∈ E(t) and Y˜ ∈ E(pα) (here we are using α ∈ ∆). But again
from the representations of sl(2), yαfw′ = 0; therefore
∑
YiY
′
i + Y˜ yαfw′ =∑
YiY
′
i fw′ which is the proof.
Definition 3.3. Let pi : G→ G/B, given w ∈W we will call Xw = pi(C(w))
the Schubert cell relative to w.
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We want to use the preceding theorem to describe the mutual disposition
of the Schubert cells. Given λ a strictly dominant weight, we think at
X := G/B as imbedded as a closed subscheme of P(Vλ). For each w ∈ W
choose a representative of w˜ ∈ w and fλ a vector of weight λ. Consider
then the functional φw ∈ V ∗λ which is 1 on fw := w˜fλ and 0 on a T -stable
complement of < fw >⊆ Vλ. Let V := Vλ.
Lemma 3.2. Let f ∈ V − {0} be such that [f ] ∈ X. Then [f ] ∈ Xw ⇐⇒
f ∈ E(u)fw and φw(f) 6= 0
Proof. Let [f ] = [gfe] ∈ Xw, i.e. g ∈ UwB. Then f = c1exp(Y )wfe for
some Y ∈ u. Therefore f ∈ E(u)fw and φw(f) 6= 0. On the other hand, for
each f ∈ V there is at most one w ∈W such that f ∈ E(u)fw and φw(f) 6= 0.
In fact, if we choose a basis of V of eigenvectors for T , the lowest weight
for which a coordinate of f is non zero is less then or equal to wλ (this is
the condition f ∈ E(u)fw) and in particular it is equal to wλ (the condition
φw(f) 6= 0).
Theorem 3.3. Let w ∈W , then Xw′ ⊆ Xw ⇐⇒ w′ ≤ w.
Proof. Let Xw′ ⊆ Xw, then [fw′ ] ∈ Xw because the condition φw′(f) 6= 0 is
an open condition, and fw′ ∈ E(u)fw, which implies w′ ≤ w by the previous
theorem.
To prove the other inclusion it is enough to consider the case w′ γ−→ w.
We will use the same notations as the ones in the previous theorem: n :=
wλ(hγ), then as in the proof of theorem 3.2 we get x
n
γfw = cfw′ and 0 =
xn+1γ fw = cfw′ . Therefore lim
t→∞ t
−nexp(txγ)fw =
c
n!
fw′ which is the proof of
our theorem.
3.2 The ring of polynomials on Λ
Definition 3.4. Let R := Sym∗(ΛQ) the graded ring of polynomials on the
lattice Λ of characters of t. W acts on Λ and therefore it acts on R, and let
J the ideal of R generated by {f such that ∀w ∈W wf = f and f(0) = 0}.
Definition 3.5. Let R := R/I.
The reason why we are introducing these rings is that they will give a
description of the Chow ring of G/B.
Definition 3.6. For every γ ∈ Φ(⊆ Λ), we define an operator on R,
Aγ : R→ R, f 7→ f−σγfγ
Observation 3.1. Note that Aγ(f) is actually a polynomial, i.e. γ|f−σγf :
if s ∈ t is such that γ(s) = 0 then for every α ∈ Λ (σγ(α))(s) = (α− < α, γ >
γ)(s) = α(s). Therefore γ(s) = 0 =⇒ s− σγ(s) = 0 =⇒ γ|s− σγ(s).
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Observation 3.2. Given f ∈ R homogeneous, deg(Aγ(f)) = deg(f) − 1 if
Aγ(f) 6= 0.
Observation 3.3. Aγ(J) ⊆ J : in fact given f = f1f2 with wf1 = f1 and
f2 ∈ R, f1f2−σγf1f2γ = f1f2−f1σγf2γ = f1 f2−σγf2γ ∈ J .
The following one is the main theorem about those operators Aγ , we will
not report the proof here. A proof can be found in [1].
Theorem 3.4. Let α1, ..., αl ∈ ∆, and let w := σα1 ...σαl. Then:
i) If l(w) < l then Aα1 · ... ·Aαl = 0 (· stands for the composition).
ii) If l(w) = l then Aα1 · ... · Aαl depends just on w and not on the set
(α1, ..., αl). In this case we will denote Aw := Aα1 · ... ·Aαl.
iii) For every χ ∈ ΛQ the commutator of Aw with the operator of multipli-
cation by χ satisfies the following relation:
[w−1Aw, χ] =
∑
w′
γ−→w
w′χ(hγ)w−1Aw′
where hγ are defined as in the beginning of theorem 3.2.
As pointed out before, R is a graded ring, where the grading is given by
the degree: R =
⊕
Ri.
Definition 3.7. Let Si be the dual of R
i, S :=
⊕
Si and Fγ the dual of Aγ.
We will denote as (·, ·) the pairing between R and S.
Then similar theorems hold for Fγ :
Theorem 3.5. Let α1, ..., αl ∈ ∆, and let w := σα1 ...σαl. Then:
i) If l(w) < l then Fαl · ... · Fα1 = 0 (· stands for the composition).
ii) If l(w) = w then Fαl · ... · Fα1 depends just on w and not on the set
(α1, ..., αl). In this case we will denote Fw := Fα1 · ... · Fαl.
iii) For every χ ∈ ΛQ the commutator of Fw with the dual of the operator
of multiplication by χ satisfies the following relation:
[χ∗, Fww] =
∑
w′
γ−→w
w′χ(hγ)Fw′w
Definition 3.8. For every w ∈W we set Dw := Fw(1).
In the following theorem we will recall some properties of Dw for w ∈W ,
which follow from the definition of Dw and the previous theorem:
Theorem 3.6. i) Dw ∈ Sl(w);
ii) Let χ ∈ ΛQ, then χ∗(Dw) =
∑
w′
γ−→w
w′χ(hγ)Dw′.
iii) Let w ∈W with l(w) = l, χ1, ..., χl ∈ ΛQ. Then
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(Dw, χ1...χl) =
∑
χ1(hγ1)...χl(hγl)
where the summation extends over all chains e
γ1−→ w1 γ2−→ ... γl−→ wl = w−1
Proof. The first follows from the definition of Fw and the observation 3.2,
and the second one as well (χ∗(1) = 0). We will focus now on the third one.
The point is that if we put D˜w := Dw−1 then
χ∗(D˜w) =
∑
w′′
α−→w
χ(hα)D˜w′′
Once this equality is proved, we have the thesis by induction. As regards
this equality, we are essentially rewriting the equality of the second point,
in fact:
w′χ(hγ) = χ(w′−1 · hγ) = χ(hw′−1(γ));
σγw
′ = w =⇒ w−1 = w′−1σγ = σw′−1γw′−1;
therefore if α := w′−1γ we are done.
We will reinterpret all these combinatorial results in a geometric way
once the main theorem of this chapter is proved. In particular, the last point
of this theorem will give us a way to compute the intersection of a Schubert
cell and a product of Chern classes of line bundles (the line bundles on G/B
which on the fiber of [B] are representations of weight χi).
Definition 3.9. Let H be the subspace of S orthogonal to J .
Observation 3.4. 1 ∈ H, using observation 3.3 H is Fγ-invariant, there-
fore {Dw}w∈W ⊆ H.
Theorem 3.7. The functionals Dw, w ∈W form a basis for H.
Proof. Linearly independent:
First of all notice that if w0 is the element of maximal length in W , r :=
l(w0) and δ is the semisum of all the positive roots, then using the pre-
vious theorem, Dw0(δ
r) =
∑
δ(hγ1)...δ(hγr). But this quantity is posi-
tive because δ is strictly dominant. Now, let 0 =
∑
cwDw, and let w˜ be
an element of minimal length l such that cw˜ 6= 0. There is a sequence
α1, ..., αr−l such that w˜σα1 ...σαr−l = w0. Then from theorem 3.4 follows
that Fαr−l ...Fα1Dw˜ = Dw0 and Fαr−l ...Fα1Dw = 0 for any other w such that
cw 6= 0 and w˜σα1 ...σαr−l 6= w0, i.e. for any w such that cw 6= 0 and w 6= w˜.
Therefore 0 = Fαr−l ...Fα1(
∑
cwDw) = cw˜Ds 6= 0 which is absurd.
Generators:
It is enough to prove that if f ∈ R and (Dw, f) = 0 for all w ∈ W , then
f ∈ J . We can assume f to be homogeneous of degree k, and do it by in-
duction on k. If k = 0 OK, let k > 0. Then for every α ∈ ∆ and w ∈W we
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get (Dw, Aα(f)) = (FαDw, f) = 0 from theorem 3.4 (remind how we have
chosen f !). But then by inductive hypothesis Aα(f) ∈ J =⇒ f − σαf ∈ J .
Therefore for every w ∈ W f ≡ wf(mod J) =⇒ f ≡
∑
w∈W wf
|W | (mod J).
But the left hand side is W -invariant and therefore it belongs to J : this
proves the theorem.
Definition 3.10. {Pw} will be the basis of R/J dual to {Dw}, i.e. (Dw, Pw′) =
1 iff w = w′, otherwise it is 0.
3.3 Description of the Chow ring A∗(G/B)
In this section we will discuss the main theorem of this chapter.
Theorem 3.8. A basis for the Chow group A∗(G/B) is given by the classes
of the closures of the Schubert cells {[Xw]}w∈W . We will denote sw := [Xw].
Proof. This follows from the first theorem of this chapter and what we have
said after theorem 2.1 in the second chapter.
From now on, we will assume that the Chow group has coefficients in
Q (i.e. we will forget the subscript Q in A∗(X)Q). We are working with a
group which is simply connected, which means that every λ ∈ Λ gives rise to
a line bundle Eλ → G/B. Therefore we can define a map Λ 3 λ 7→ c1(Eλ)
where c1(·) is the first Chern class. Using the fact that the Chow ring is
commutative we get a map α : R → A∗(G/B), which extends λ 7→ c1(Eλ).
Thus for every w ∈W we get a map R→ Q which sends p 7→ deg(α(p)∩sw),
this map is linear therefore we get a map β : A∗(X)→ S.
Theorem 3.9. β(sw) = Dw.
Before giving with the proof of this theorem, we will make some obser-
vations which follow from the theorem:
Observation 3.5. β is surjective: both H and A∗(G/B) have dimension
|W |.
Observation 3.6. deg(α(p) ∩ sw) = (Dw, p): this follows from the defini-
tions.
Observation 3.7. p ∈ J =⇒ α(p) = 0, in fact from the previous observa-
tion there are no elements x ∈ A∗(X) such that deg(α(p) ∩ x) 6= 0, and the
Kronecker duality map is an isomorphism (theorem 2.3).
Observation 3.8. R/J → A∗(X) is an isomorphism: both rings have the
same dimension, and using the previous observations, it is injective.
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Observation 3.9. If we come back to Chow rings with integral coefficients
we have A∗(X) =< {sw}w∈W >, and again using the Kronecker duality map
(theorem 2.3) and the previous observations we get that a dual (integral)
basis for A∗(X) is given by {α(Pw)}w∈W .
We are now ready to prove the theorem:
Proof. We want to prove the thesis by induction on the length of w: if w = 1
the thesis is clear. For the inductive hypothesis, it is enough to show that
β(sw) satisfies the following equality:
χ∗(β(sw)) =
∑
w′
γ−→w
w′χ(hγ)β(sw′) (*)
Geometrically, we have to show that
α(χ) ∩ sw = c1(Eχ) ∩ sw =
∑
w′
γ−→w
w′χ(hγ)sw′
In fact, from the previous observations and the associativity of ∩ inA∗(G/B),
we get (χ∗(β(sw)), p) = (β(sw), χp) = deg((c1(Eχ) ∩ sw) ∩ α(p)). Using the
linearity of c1, we can assume χ to be a regular dominant weight. Therefore
we have the following situation: if i is the composition Xw ↪→ /B ↪→ P(Vχ),
then c1(Eχ)∩sw is the divisor associated to a section of i∗OP(Vχ)(1). From the
description of the geometry of G/B and using the fact that the Chow ring of
G/B is generated by B-orbits closures (i.e. sw) we get c1(i
∗OP(Vχ)(1))∩sw =∑
w′
γ−→w
aw′sw′ . The point of the theorem is to show that aw′ = w
′χ(hγ).
For a root γ ∈ Σ+ we construct a three dimensional Lie subalgebra lγ ⊆ g
as in the proof of theorem 3.2. This corresponds to a group homomorphism
i : SL(2)→ G which sends the subgroup B′ of upper-triangular matrices of
SL(2) in our Borel subgroup B, sending the diagonal matrices in SL(2) in
the torus. Let w′ γ−→ w, and let V˜ be the smallest lγ-invariant subspace of
V containing fw′ . Then V˜ is SL(2)-invariant and the stabilizer of the point
[fw′ ] is B
′. But δ : SL(2)/B′ ∼= P1, therefore we have a map P1 → X. We
identify the points 0 ∈ P1 and ∞ ∈ P1 as the classes of the identity and
of σ =
[
0 1
−1 0
]
respectively. Notice that σ goes in a representative of
σγ ∈W , we will call it wγ . If U is the unipotent radical of B and U− is its
opposite, let Uw′ := w
′U−(w′)−1 ∩ U (its Lie algebra is corresponds to the
sum of root spaces gw′(α) such that α is negative w
′(α) is positive). We can
define a map ξ : Uw′ × P1 → X, (x, z) 7→ xδ(z). Then ξ has the following
properties:
i) ξ(Uw′ × {0}) = Xw′ ,
ii) ξ(Uw′ × (P1 − 0)) ⊆ Xw,
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iii) the restriction of ξ to Uw′×(P1−∞) is an isomorphism onto a certain
open subset of Xw, we will call it U0.
The first assertion follows from the definition of Xw, and as regards the
second assertion it is enough to show that δ(z) ∈ Xw for z ∈ P1 − 0. So,
given h ∈ SL(2) an inverse image of z, we can write h as h = b1σb2 with
bi ∈ B. Then: δ(b1σb2) = i(b1)wγi(b2)fw′ = i(b1)wγcfw′ = i(b2)c′fw = c′′fw
where c, c′, c′′ are constants. Therefore δ(x) ∈ Xw.
In order to prove the last assertion, let us remind the following result:
Proposition 3.2. Let B be a solvable connected group with a maximal torus
T and unipotent radical U . Then G ∼= TnU and Lie(G) = Lie(T )⊕Lie(U).
Assume that Lie(U) =
⊕
α∈φ(U) gα with dim(gα) = 1, and assume that
there is Uα < U such that Lie(Uα) = gα. Then, chosen any order on
φ(U) = {α1, ..., αn}, the multiplication m : Uα1 × ... × Uαn → U is an
isomorphism.
Consider now the mapping w′−1◦ξ : Uw′×(P1−∞)→ X. The space P1−
∞ is isomorphic to the one one parameter subgroup U ′− := {
[
1 0
x 1
]
} and
the mapping Uw′×U ′− → X is given by the rule ξ(n, n1) = ni(n1)[fw′ ] where
n ∈ U and n1 ∈ U ′−. Therefore w′−1 ◦ ξ(n, n1) = w′−1nw′w′−1i(n1)w′[fe].
Now we will use the previous preposition: in fact w′−1i(U ′−)w′ ⊆ U−, and
w′−1Uw′w′ ⊆ U−. The first follows from corollary 3.1 whereas the second
by the definition of Uw′ . The map U− → X which maps n 7→ n[fe] is an
inclusion of an open subset of X, and the image of w′−1 ◦ ξ is contained in
this open subset. So we get a map j : Uw′ × U ′− → U−: using the previous
proposition with this map we are done, because the Lie algebra of Uw′ by
the map d1(j|Uw′×{1}) is mapped to the sum of root spaces gα such that
α is negative and w′(α) is positive, and this space has 0 intersection with
gw′−1(−γ) because −γ = w′w′−1(−γ) is still negative.
Now, consider the global section of φw ∈ OP(Vχ)(1)(P(Vχ)) previously
defined: we want to show that µ := (φw)|Xw has divisor
∑
w′
γ−→w
w′χ(hγ)sw′ .
By theorem 3.8 div(µ) =
∑
w′
γ−→w
aγsw′ , we want to evaluate aγ . Using the
maps previously defined, we get that the coefficient aγ equals the multiplic-
ity at 0 of the section δ∗(µ). In fact, by iii), the open subset U0 of Xw is
isomorphic to An × A1 and µ vanishes on An × {0}, which maps to Xw′ . If
c is the multiplicity of the divisor of An ×{0} in µ, then c is also the multi-
plicity of 0 in the divisor δ∗(µ). This is the multiplicity of 0 of the function
φw(exp(tx−γ)[fw′ ]), but again from the theory of the representations of sl(2)
we get, as in the proof of theorem 3.3, that this multiplicity is n = w′χ(hγ),
which proves the theorem.
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3.4 The G/P-case
Let I ⊆ ∆ such that the levi subgroup of P has Weyl group WI generated
by σα such that α ∈ I. Let piI : G → G/PI and pi : G → G/B be the
projections.
Lemma 3.3. Let W 1I := {w ∈ W such that wI ⊆ Σ+}. Then each coset
of W/WI contains exactly one element of W
1
I . Furthermore, the element
w ∈ W 1I is characterized by the fact that its length is less than that of any
other element in the coset wWI .
We will not prove it, a proof can be found in [21].
Using what we have said at the beginning of this chapter, we get that the
cells piI(C(w)), w ∈W 1I give a cellular decomposition of G/P . Therefore, as
for G/P , we get:
Theorem 3.10. The classes piI(C(w)), with w ∈ W 1I , form a free basis of
A∗(G/P ).
Therefore we are almost done: in fact if p : G/B → G/P is the pro-
jection, p∗ : A∗(G/B) → A∗(G/P ) is surjective, then using the projection
formula p∗ is injective.
p∗ is surjectve because if w ∈ W 1I , then dim(pi(C(w))) = |Φ+(w−1)| =
|{α ∈ φ+ : gw−1α ∩ p = {0}}| = dim(piI(C(w))) (so p∗(sw) = [piI(C(w))]). In
fact ≥ is clear, assume that there is no equality then there exists an α ∈ Φ+
such that gw−1α ⊆ p but w−1α < 0. Then w−1α = −
∑
niαi with αi ∈ I,
therefore α = −∑niwαi < 0 by definition of W 1I which is absurd.
In the following theorem we will characterize the image of p∗:
Theorem 3.11. Pw ∈ Im(p∗) for w ∈W 1I and {(p∗)−1Pw}w∈W 1I is the basis
in A∗(G/P ) dual to the basis {p∗(sw)}w∈W 1I .
Proof. This follows from the projection formula and from the previous the-
orem.
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Chapter 4
Spherical varieties
4.1 Spherical varieties: basic definitions
In this section we will introduce the basic notations and properties of a
spherical variety. In this chapter the field k will be of characteristic 0, if not
stated differently all groups G will be reductive and connected, B < G will
be a Borel subgroup of G with maximal torus T .
Definition 4.1. Given a vector space V with an action of B, V (B) will be
the set of B-semiinvariant vectors, i.e. the vectors v ∈ V such that there
exists a character λ of B such that bv = λ(b)v.
The main reference for this chapter is [16]
Definition 4.2. A spherical homogeneous variety is a homogeneous variety
G/H such that G/H has an open dense B − orbit.
A spherical variety X is a (connected) normal variety with an action of
G such that X has an open orbit O ⊆ X and a point p ∈ O such that
G/Stab(p) is a spherical homogeneous variety. We will say that X is a
G/Stab(p)-embedding or a spherical embedding of G/Stab(p).
Observation 4.1. There is a more direct way to define what a spherical
variety is: it is a normal variety X with an action of a reductive group G
such that X has an open B-orbit.
Toric varieties (chapter 6), flag varieties (chapter 3), and symmetric
varieties (chapter 5) are the examples that we will mainly discuss in this
thesis. The main observation when we are dealing with open orbits is the
following one:
Observation 4.2. Let X be a variety on which a group G acts with an open
orbit. Then any G-invariant function is constant, because it is constant on
this open orbit.
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This ensures us that when we have two B-semiinvariant rational func-
tions, with the same character, then they are multiple one of the other.
It is very important to deal with normal varieties, because we want to
work with valuations of k(G/H).
Definition 4.3. VG/H is the set of G-invariant valuations of k(G/H).
Let X be a spherical variety, D(X) is the set of B−stable irreducible divisors
of X. We will omit X if the total space is clear.
Definition 4.4. Let X be a spherical variety and let Y ⊆ X be an orbit of
G, DY (X) := {B− stable divisors D of X such that Y ⊆ D}.
Notice that being X normal, every such a divisor defines a valuaion on
the field of rational functions:
Definition 4.5. Given a normal variety X with an irreducible divisor D,
we will call vD the valuation associated to this divisor. Moreover if v is
a valuation on X, assume that there is a closed subset D ⊆ X such that,
if we perform the blow-up of X along D and D′ is the exceptional divisor,
v = vD′, then we will say that D is the center of v.
The following two theorems are two basic results of this section, we will
not give a proof of them because it goes beyond the aim of this thesis. A
reference is [16]: the first one is Theorem 1.3 in [16] whereas the other is
Corollary 1.7 always in [16].
Theorem 4.1. Let G be a connected reductive group acting on a normal
variety X, let Y ⊆ X be an orbit. Then there is a B-stable affine open
subset U ⊆ X such that U ∩ Y 6= ∅
Theorem 4.2. Let X be a spherical embedding of G/H and x be a point
in the open B-orbit. Let f ∈ k[Bx], v0 ∈ V; then there is f ′ ∈ k(G/H)(B)
such that v0(f
′) = v0(f), v(f ′) ≥ v(f) for every v ∈ V, and vD(f ′) ≥ vD(f)
for every D ∈ D(G/H).
In the first theorem we say that there is an open affine B-stable set which
meets Y , now we will show that there is even a canonical one:
Definition 4.6. Given Y an orbit of G, let XY0 := X −
⋃
D∈D−DY (X)
D. If
X has a unique closed orbit we will say that X is simple and we will denote
X0 := X
Y
0 where Y is this closed orbit.
Observation 4.3. Notice that for X simple, the B-stable divisors which
intersect X0 are exactly those which contain Y .
Theorem 4.3. Given Y an orbit of G, we have:
i) XY0 is affine B-stable and open;
ii) Y is the only closed orbit of GXY0 ;
iii) XY0 ∩ Y is a B-orbit.
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Proof. The orbit Y is fixed, thus for simplicity we will drop the apex Y . i)
Let U be the affine set of theorem 4.1, and let f be a function which vanishes
on all D ∈ D(X)−DY (X) which meet U but does not vanish on Y (this
is possible because U is affine). Let v0 be the valuation associated to the
variety Y (i.e. the one of the exceptional divisor of the blow up of X on
Y ), then using the previous theorem with such a v0 we get a B-semistable
regular function f ′ on K[U ]. This function does not vanish on Y and Uf ′
satisfies our requirements.
ii) Assume that there is another closed orbit Z, then Z ∩X0 6= ∅. Therefore
in X0 there are two B-stable subsets (namely Y ∩ X0 and Z ∩ X0) which
do not intersect, thus there are two closed B-orbits in X0. Then the thesis
follows from a general fact: let X be an affine variety with an action of a
solvable group B with an open orbit. Then X has just one closed orbit. In
fact, assume the contrary. Then there are two closed orbits with ideals I1
and I2. Two orbits do not intersect therefore I1 + I2 = A so A/(I1 + I2)→
A/I1 × A/I2 is an isomorphism, i.e. p : A → A/I1 × A/I2 is surjective.
Furthermore, Ij is B-stable therefore p is B-equivariant. Let f1 ∈ A which
maps to (1, 0) and f2 which maps to (0, 1), then there are functions of the
shape fi + hi with hi ∈ Ii which are B-invariant for every i. This is absurd
because X has an open orbit.
iii) Assume the contrary, and let O be a dense B-orbit in Y . Then Y ∩X0
is B-stable and then it contains a closed B-orbit. Let O′ be such a closed
orbit, then using theorem 4.2 we can find a B-semiinvariant regular function
on U which vanishes on O′ but not on Y . This is absurd because the divisor
of f is a sum of B-stable divisors, and every B-stable divisor of X0 contains
Y ∩X0.
Corollary 4.1. The number of G-orbits is finite and each orbit is spherical
Proof. There are only finitely many possibilities for X0 and Y is uniquely
determined by X0. By the third point of the previous theorem every orbit
Y is spherical.
Even more is true:
Theorem 4.4. Let X be a spherical variety. Then X has finitely many
B-orbits.
Proof. Using the fact that it has finitely many G-orbits, it is enough to prove
this result for X = G/H a homogeneous spherical variety.
Case 1: assume G = SL(2).
Then X = G/H, and X has an open B-orbit. Thus dimH ≥ 1, which
implies that H contains a torus of positive dimension or that H contains a
unipotent subgroup. If H contains a unipotent subgroup, then we have the
thesis because of the Bruhat decomposition of G (theorem 3.1). If instead H
contains a torus T ′, we can assume that it is a subtorus of T : the diagonal
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matrices in SL(2). T has finitely many orbits in G/B ∼= P1 therefore every
element x−1 in G = SL(2) can be written uniquely as tgb with t ∈ T , g in
a finite subset of G and b ∈ B, where B are the upper triangular matrices.
Therefore x can be written uniquely as x = b−1g−1t−1: B has finitely many
orbits in G/T . Using the fact that T ′ has finite index in T we have again
the thesis.
General case.
It is enough to show that each irreducible B-stable subvariety Y contains
an open B-orbit. We argue by induction on the codimension n of Y .
If n = 0 we have the thesis by the definition of spherical variety. Oth-
erwise: being X a homogeneous space, GY = X; then G is generated by
its minimal parabolic subgroups which contain B. Every such a parabolic
subgroup has its Levi subgroup S which is either isomorphic to PSL(2) or
to SL(2), and there must exist a minimal parabolic subgroup P such that
Y ( PY =: Z. Now, for Z the inductive hypothesis holds, thus Z contains
an open B-orbit Z0. Thus PZ0 is a homogeneous variety for P , contained
in Z. Therefore Z0 is an open B-orbit for PZ0. Consider now (PZ0)/R(P )
where R(P ) is the unipotent radical of P . It is a homogeneous variety for the
Levi subgroup S, because P = SR(P ) is the Levi decomposition of P , and
it contains Z0/R(P ) as an open orbit for B/R(P ). Thus it is a spherical ho-
mogeneous space for S: it contains finitely many B/R(P ) orbits, thus every
element of PZ0 can be written uniquely as b1gb2 with b1 ∈ B, g in a finite
subset of P and b2 ∈ R(P ). But R(P ) is normal, thus b1gb2 = b1gb2g−1g,
and gb2g
−1 ∈ R(P ): this implies that PZ0 contains only finitely many orbits
of B.
Assume now that PZ0∩Y 6= ∅, then it has to be an open B-stable subset
of Y with finitely many orbits, thus it contains an open orbit and therefore
Y contains an open orbit. So it in enough to show that PZ0 ∩ Y 6= ∅.
This follows from the fact that PZ0 is an open subset of PY = Z: given
z0 ∈ PZ0, there is p ∈ P and y ∈ Y such that z0 = py =⇒ p−1z0 = y.
The previous theorem is what we need more about spherical varieties
to do intersection theory on them. In fact all the theorems of the previous
chapter but the first one require that we have finitely many B orbits.
Definition 4.7. Let Y be an orbit on X a G/H-embedding, then we can
define
BY (X) := {vD ∈ V such that D ∈ DY (X) is G-stable }
FY (X) := {D ∈ DY (X) such that D ∩G/H 6= ∅}.
Theorem 4.5. Let X be a simple G/H embedding with closed orbit Y . Then
X is uniquely determined by the pair (BY (X), FY (X)).
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Proof. Let X ′ be another simple embedding with the same data, and let X ′0
be an analogous to X0. Then, if X1 = G/H −
⋃
D∈FY (X)c D, then using
again normality we get
k[X0] = {f ∈ k[X1] such that v(f) ≥ 0 for all v ∈ BY (X)} = k[X ′0]
Therefore X0 = X
′
0, but X = GX0, so the isomorphism X0 → X ′0 extends
to X.
Now, we have the following exact sequence:
0 −→ k∗ −→ k(G/H)(B) −→ Λ −→ 0
where Λ is the coker and k∗ −→ k(G/H)(B) is the inclusion. We will denote
the map k(G/H)(B) −→ Λ by χ. Notice that we can think at Λ as a
subset of χ(B), the characters of B. In fact, we can associate to every
B-semiinvariant rational function f its character, and this map is injective
because of observation 4.2.
Definition 4.8. QG/H := Hom(Λ,Z). If the quotient G/H is clear, we will
omit the subscript.
Given X a simple embedding with closed orbit Y , every element D of
FY (X) gives a valuation vD and an element ρ(vD) in Q, f → vD(f), and
the same holds for BY (X). Furthermore, given v ∈ BY (X) − {0}, the
corresponding element in Q is not 0. This is not always the case for a
valuation in FY (X).
Definition 4.9. Let CY (X) be the cone in QQ generated by the elements of
BY (X) and ρ(v) for v ∈ FY (X).
Notation 4.1. If the space X is clear, we will omit (X) in the definitions
of BY (X), FY (X) and CY (X).
Furthermore, assume that we have two Q-vector spaces V1 and V2 of
finite dimension, assume that (·, ·) is a pairing between them and let σ ⊆ V1
be a cone in V1. Then σ
∨ will be the dual cone of σ, i.e. σ∨ := {v ∈ V2 :
(v, w) ≥ 0 for every w ∈ σ}.
Definition 4.10. Let G/H be a spherical homogeneous space. A colored
cone is a pair (C,F ) with C ⊆ Q and F ⊆ D(G/H) such that:
i) C is a cone generated by ρ(F ) and finitely many elements of V
ii) C◦ ∩V is not empty, where C◦ is the interior part of C in the vector
space generated by C.
A colored cone (C,F ) is strictly convex if C is strictly convex and 0 does
not belong to ρ(F ).
If (C,F ) is a colored cone, F is called the set of colors.
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Theorem 4.6. i) For every simple spherical embedding X of G/H with
closed orbit Y , (CY , FY ) is a strictly convex colored cone.
ii) For every strictly convex colored cone (C,F ) (with C ⊆ (QG/H)Q, i.e.
we have chosen G/H), there is a simple spherical embedding of G/H with
closed orbit Y such that (C,F ) = (CY , FY ).
We will just sketch some parts of the proof. The first point is true
because we can observe that
k[X0]
(B) = {f ∈ k(G/H)(B) such that χ(f) ∈ CY (X)∨} (4.1)
Now, let v be the valuation associated to Y , if v did not belong to C◦, then
there would exists a non-zero f with χ(f) ∈ CY (X)∨ which vanishes on
v but is not 0 on CY (X), therefore there would exists a non-invertible B-
invariant function on k[X0]
(B) which do not vanish on Y . But this is absurd:
the set of B-stable divisors which intersect X0 is the set of B-stable divisors
which contain Y . The cone is strictly convex because we can consider a
regular function on the open set which vanishes on Y : this cone is contained
in {v : χ(f)(v) ≥ 0} and has intersection 0 with {v : χ(f)(v) = 0}.
One direction of the second point is true because we can reconstruct
BY (X) from the data (CY , FY ). The second direction of the second point
is non-trivial. We will not prove it here, a reference is [16] theorem 3.1.
Observation 4.4. ([16] theorem 3.1). Assume that G is a torus. Then
those simple embeddings are the affine toric embeddings, the theorem in the
case of a toric variety simply states that a simple toric variety is uniquely
determined by its cone, in fact for a toric variety there are no B-stable
divisors in G/H because G = B.
Now, as for toric varieties, we want to describe how these simple spherical
embeddings glue together:
Definition 4.11. We will denote a colored cone as Cc. A pair (C0, F0) is
called a face of the colored cone (C,F ) if C0 is a face of C, C
◦
0 ∩V is not
empty and F0 = F ∩ ρ−1(C0).
Note that, as for the toric varieties, the faces of a colored cone give us
an information about the action of the group G:
Proposition 4.1. If X is a simple spherical embedding for G/H with closed
orbit Y , there is a bijection between faces of the colored cone Cc = (CY , FY )
and G-orbits Z.
Proof. In fact, let (C,F ) be a face of Cc. Then by definition there is a v ∈
V ∩C◦. v ∈ CY (X) then by equation (4.1) it has a center because it is non
trivial on k[X0] (remember that if X
′ is an affine variety and v is a valutation
on k(X ′), then v has a center on X ′ iff it is nonnegative on k[X ′], and in
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that case the ideal of the center of this valutation is {f ∈ k[X ′] : v(f) > 0}).
If Z is its center, it contains an open G-orbit Z: we consider (CZ , FZ). We
want to prove that (CZ , FZ) = (C,F ). F is uniquely determined by C, thus
it is enough to prove that CZ = C.
Let f ∈ k[X0](B) which does not vanish on Z but vanishes on all B-stable
divisors in X0 containing Y which do not contain Z. Then χ(f) vanishes on
C because it vanishes on v, and by equation (4.1) f ∈ C∨Y .
Let C ′ := CY ∩ {χ(f) = 0}, it is a face of CY and C ⊆ C ′. If D is
a B-stable divisor in X0 which does not contain Z, f vanishes on it, i.e.
0 6= vD(f) = χ(f)(vD), therefore C ′ is generated by BZ(X) and ρ(FZ(X)),
i.e. C ′ = CZ . But v0 ∈ C◦Z ∩ C◦ =⇒ CZ = C.
On the other hand, let Z ⊆ X be an orbit, then there exists a f ∈
k[X0]
(B) with f |Z 6= 0 but vanishes on all B-stable divisors in X0 containing
Y which do not contain Z. This implies that CcZ(X) is the face defined by
χf .
Again as for the toric varieties, we can glue those simple varieties to-
gether:
Definition 4.12. A colored fan is a finite nonempty set F of colored cones
with the following properties:
i) every face of Cc ∈ F belongs to F ;
ii) for every v ∈ V there is at most one (C,F ) ∈ F with v ∈ C◦.
A colored fan F is strictly convex if (0, ∅) ∈ F , or equivalently if all the
elements of F are strictly convex.
Definition 4.13. For an embedding X denote F (X) := {CcY (X) such that
Y ⊆ X is a G-orbit }.
Theorem 4.7. The map X 7→ F (X) gives a bijection between isomorphism
classes of embeddings and strictly convex colored fans.
This is essentially because for each colored cone C ∈ F we have the
simple G/H embedding X associated to this cone (theorem 4.6) and we
glue them on the open sets defined by the faces (to each face is associated a
G-orbit Z, and we consider GXZ0 ). The content of the theorem is that what
we obtain is separated.
4.2 Morphisms between spherical varieties
As for the toric varieties, we can define morphisms just using our combinato-
rial data, i.e. the colored fans. Let G/H and G/H ′ be two spherical homoge-
neous varieties with H ⊆ H ′. Then there is a projection p : G/H → G/H ′,
assume that we have two spherical varieties G/H ⊆ X and G/H ′ ⊆ X ′, we
want to understand whether p extends to a map X → X ′.
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First of all notice that p induces a map p∗ : QG/H → QG/H′ . In fact,
p induces a map k(G/H ′) → k(G/H), therefore a map k(G/H ′)(B) →
k(G/H)(B) and then a map QG/H → QG/H′ . It is a theorem proved in [16]
that p∗(VG/H) = VG/H′ (even more is true: for every valuation v ∈ VG/H
we can lift it to a valuation v ∈ VG) and notice that if Fp := {D such that
D is a B-stable divisor on G/H which p maps dominantly on G/H ′}, then
we get a map p∗ : F cp → D(G/H ′), where F cp is the complement of Fp.
Definition 4.14. Let (C,F ) and (C ′, F ′) be colored cones for G/H and
G/H ′ respectively. We say that (C,F ) maps to (C ′, F ′) if the following
conditions hold:
i) p∗(C◦) ⊆ C ′◦;
ii) p∗(F cp ) ⊆ F ′.
Definition 4.15. Let F , F be two colored fans for G/H and G/H ′, we say
that F maps to F if every element of F maps to some element of F
Theorem 4.8. With the same notations as before, p extends to a morphism
X → X ′ if and only if F (X) maps to F (X ′).
Observation 4.5. Notice that this morphism if exists it is unique. In fact,
it is uniquely determined in the nonempty open set G/H.
We now prove the previous theorem:
Proof. Assume first that both X and X ′ are simple, with closed orbits Y
and Y ′.
If p extends to p : X → X ′, then for every D ∈ F colour of the fan F (X),
Y ′ ⊆ p(D) because p(Y ) ⊆ p(D) and any G-orbit closure contains Y ′: the
second condition in definition 4.14 is satisfied. Now, let f ∈ k[X ′0](B), p∗(f)
is a rational function on X which has not poles along any B-stable divisor
which contains Y . Therefore, being it B-semiinvariant and being Y ∩ X0
the only colsed B-orbit of X0, p
∗f ∈ k[X0]. Thus we get the first point of
definition 4.14 using equation 3.1 and the fact that ·∨ inverts the inclusions.
As regards the other arrow: assume that Cc(X) maps to Cc(X ′). Let
X1 := X0 ∩ G/H and X ′1 := X ′0 ∩ G/H ′: then the second condition of
definition 4.14 implies that
p(X1) ⊆ X ′1
In fact if this is not the case, then p(X1) would intersect a B-stable divisor
D in D − DY ′ (remember the definition of X0). Then p∗D would be a
B-stable divisor in X0 and thus it would be a colour: this contradicts the
second point of definition 4.14.
From the first condition and equation 3.1 follows that p∗(k[X ′0](B)) ⊆
k[X0]
(B): this implies that k[X ′0]
p∗−→ k[X0]. In fact given a regular function
f on X ′0, p∗f does not belong to k[X0] if and only if there is a divisor D in
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X0 such that vD(f) < 0. But from what we have said before p
∗f belongs
to k[X1], therefore this divisor must be a B stable divisor. Every B-stable
divisor of X0 contains Y , thus using theorem 4.2 with v0 the valuation
associated to Y , we can assume f to be B-semiinvariant, which contradicts
p∗(k[X ′0](B)) ⊆ k[X0](B). Therefore the rational morphism X 99K X ′ is
defined on X0, thus it is defined on GX0 = X.
For the general case (i.e. X and X ′ can also be not simple), for one
arrow (p exists as hypothesis) we have the thesis restricting p to the open
subsets which correspond to the maximal cones of F (X). For the other
arrow we can construct p on every open subset corresponding to a cone, and
notice that all these maps glue together because they coincide on the open
set G/H.
Definition 4.16. Given a spherical variety X, the support of F (X) is
Supp(F (X)) := V ∩ (
⋃
(C,F )∈F
C)
Theorem 4.9. With the same notations as above, the extension of p is
proper iff Supp(F (X)) = p−1∗ (Supp(F (X ′))).
Proof. For the first arrow notice that Supp(F (X)) is the set of G-invatiant
valuations which have a center on X. In fact if v has a center on X, let
Y be its center. Consider then XY0 , for every f ∈ k[XY0 ](B) f vanishes
on Y thus v ∈ C where C is the cone CY . If v ∈ Supp(F (X)) there
must exist a cone C (associated to the orbit Y ) such that v ∈ C◦, this
implies that Y is the center of v. Therefore if the morphism is proper then
follows using the valutative criterion of properness ([13] theorem 2.4.7) we
get Supp(F (X)) = p−1∗ (Supp(F (X ′))).
As regards the other arrow, let v be such that it does not belong to
Supp(F (X)) but p∗(v) ∈ Supp(F (X ′)). Then we can consider X∗ the em-
bedding associated to the fan F (X) ∪ {Q+v, ∅}. Then there exists a mor-
phism X∗ → X ′, X is an open subset (check it locally) and p factors through
X → X∗ and X∗ → X ′: p can not be proper.
In particular this holds for p : G/H → G/G = spec(k), i.e. a spherical
variety is complete iff Supp(F (X)) = VG/H .
Observation 4.6. Every spherical homogeneous variety admits a projective
normal embedding.
Proof. We will use the following two facts:
G/H is quasi-projective ([21] corollary 5.5.6)
which implies that there is an ample sheaf on G/H. Then we use that
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given L a line bundle on a normal G-variety, there is n ∈ N such that L⊗n
is G-linearized ([20], introduction)
This implies that we can find a G-representation V such that G/H is a
closed embedding in an open subset of P(V ), and the map G/H → P(V )
is equivariant. Take X, the closure of the image. If it is normal, we are
done, otherwise take its normalizaion X ′. Using the universal property of
normalizations, G acts on X ′ because it acts on X. If p : X ′ → X is
the normalization morphism, it is an isomorphism on G/H because G/H
is smooth thus it is a spherical embedding. The normalization is again
projective because p is finite thus proper and X was proper, and furthermore
the pull-back of an ample line bundle through a finite morphism is still
ample, thus we have an ample sheaf on a proper variety: it is projective.
Definition 4.17. A spherical variety is toroidal if every cone of its fan has
the form (C, ∅), i.e. has no color.
Proposition 4.2. Given G/H a spherical homogeneous variety, there exists
a complete toroidal G/H-embedding
Proof. Consider any complete G/H embedding and let F its fan. Remove
the colors from F and consider the corresponding embedding of G/H: this
is toroidal and complete.
In particular for every G/H spherical homogeneous variety, VG/H is a
union of finitely generated cones, and therefore we get:
Observation 4.7. For every spherical homogeneous space G/H and every
X embedding of G/H, there exists X a toroidal embedding of G/H and a
G-equivariant morphism X → X with X toroidal.
In fact it is enough first to delete the colors from the fan of X. The
previous observation is what we mainly use about toroidal varieties.
The geometry of these spherical varieties is very similar to the one of
toric varieties, the reason is the following proposition:
Proposition 4.3. ([22], theorem 29.1). Let G/H be a spherical homoge-
neous space and let X a toroidal embedding of G/H. Let ∆X :=
⋃
D∈D(G/H)D,
PX the parabolic subgroup of G which stabilizes ∆X and PX = LPu its
Levi decomposition. Then there exists a closed subvariety Z of X − ∆X
which is stable for the Levi subgroup of PX , such that the map Pu × Z →
X −∆X , (p, z) 7→ pz is an isomorphism. Furthermore, [L : L] acts trivially
on Z, Z is a toric variety for L/[L : L] defined by the same fan of X, and
there is a well defined map which is a bijection
{ Orbits of G in X } −→ { Orbits of L/[L : L] in Z }, O −→ O ∩ Z
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We will not prove this, in chapter 5 we will prove a special case of this
result. Notice that X is smooth if and only if the corresponding toric variety
is smooth. Furthermore, let X be a G/H toroidal embedding. As for toric
varieties, we can perform blow ups along G-orbits closures, obtaining again
a toroidal embedding of G/H. In fact, given an orbit closure O, O ∩ Z is a
L/[L : L]-orbit closure. Therefore if we consider the fan of the toric variety
obtained by blowing up such an orbit, the toroidal variety that has this fan
is the blow up of X along O.
Definition 4.18. A toroidal smooth projective embedding of G/H is also
called a regular embedding of G/H.
Furthermore, when we are dealing with complete smooth toroidal vari-
eties, it is possible to characterize the property of being projective in terms
of the fan. The theorem is the following:
Theorem 4.10. ([2], theorem 3.1 and 3.3). i) Let X be a spherical variety.
Then any Cartier divisor can be written as
δ =
∑
v∈VX
l(v)Dv +
∑
D∈A
l(vD)D +
∑
D∈D(X)−A
nDD
where A :=
⋃
Y⊆X DY (X) where Y is a G-orbit l is a continuous function
which is linear on each maximal cone and has integral value on VX and on
A.
ii) if l is strictly convex (l(v + w) ≥ l(v) + l(w) with = if and only if v and
w belong to the same cone) and nD > l(vD) for every D ∈ D(X) − A then
δ is ample.
If a toroidal variety is smooth then the condition nD > l(vD) for every
D ∈ D−A can always be fulfilled up to adding some D ∈ D(X)−A which
are Cartier. Thus we have just to take care of the existence of a strictly
convex function on our fan. This follows from the toric Chow’s lemma:
Theorem 4.11. ([4] theorem 6.1.18). Let X be a toric variety, which is a
spherical embedding of a torus T , with fan Σ. We can find another fan, Σ˜,
which refines Σ, and such that there exists a strictly convex piecewise linear
function, linear on each cone of Σ˜.
This implies that the toric variety defined by Σ˜ is projective.
Proof. Let n be the dimension of X, let σ be a (n − 1)-dimensional cone
in Σ and let mσ be a primitive element generating σ
⊥. The arrangiament
of all the hyperplanes defined by {mσ = 0} defines a fan Σ˜ in N which is
a subdivision of Σ and thus gives us a refinement of Σ. We can define a
function
ψ : N → Q, u 7→ −∑σ∈Σ(n−1) |(u,mσ)|
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where Σ(n − 1) are the (n − 1)-dimensional cones of Σ. Now ψ is strictly
convex, in fact it is convex because by the triangular inequality ψ(u+ v) ≥
ψ(u) +ψ(v), with equality if and only if for every cone σ ∈ Σ(n− 1), u and
v belongs to the same half-space defined by {mσ = 0}, i.e. if and only if
they belong to the same cone σ.
We can apply it in this way: consider the fan of our complete toroidal
variety X, consider then the fan of the toric variety associated to it, complete
the latter fan to obtain a fan of a complete toric variety and then use the
previous theorem to get a toric projective toric variety X˜. A subset of the
fan of X˜ refines the fan of X, consider the toroidal variety X ′ associated
to this fan. X ′ is projective: X˜ is projective, thus there is a piecewise
linear function on its fan which is strictly convex, and its restriction to this
function to the fan of X ′ is still strictly convex.
The fact that our piecewise linear function ψ must have integral value
on VX is easy to solve: in fact we can to all the theory working on Q, thus
if ψ does not meet our requirements, we can take a multiple of it.
Therefore we have:
Corollary 4.2. Every complete embedding of G/H is dominated by a pro-
jective toroidal embedding of G/H.
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Chapter 5
Symmetric varieties and
Halphen ring
In this chapter we will work on the field of complex numbers. We will present
the content of the article by De Concini and Procesi Complete symmetric
varieties 2 [6].
5.1 Regular configurations
Definition 5.1. Given X a smooth variety, a finite family of hypersurfaces
S := {Si}i∈I is a regular configuration if the following properties are satisfied:
a) Each Si is smooth;
b) If the intersection of Si1 , ..., Sir is not empty, then it is transversal.
Furthermore, given a regular configuration and J ⊆ I, SJ :=
⋂
j∈J Sj is
called a coordinate variety.
Let us give some examples of a regular configuration:
1) If S is a regular configuration, then any subset S′ ⊆ S is a regular config-
uration.
2) If X is a smooth torus embedding we can take as configurations the fam-
ily of closures of codimension 1 orbits.
3) Let Y be a variety with a principal T -bundle P for a torus T ; and let
X be a smooth torus embedding of a quotient of T . Then P ×T X has a
regular configuration: {P ×T Si} where {Si} is the regular configuration of
X.
4) If X has a regular configuration {Si} and Y ⊆ X is a smooth subvariety
such that, if S′i := Si ∩ Y ; S′i is not empty, the intersection of Y with any
coordinate variety SJ is transversal; then {S′i} is a regular configuration.
Theorem 5.1. Any regular configuration can be obtained through the pre-
vious examples.
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Proof. Let {Si}i∈I be a regular configuration in X, and let n := |I|. For each
i we can consider OX(Si) the line bundle with a section si with divisor Si.
Let F :=
⊕
OX(Si). Let U be an open subset on which the vector bundle
is trivial, then F |U ∼= U × An and we have a natural action of the torus
R := (C∗)n on F |U , which is (t1, ..., tn)·(u, (a1, ..., an)) := (u, (t1a1, ..., tnan)).
The change of cohordinates maps are equivariant, because our vector bundle
is the sum of line bundles, therefore this action comes from a global action
of (C∗)n on F . The set locally described as (u, (a1, ..., an)) with ai not 0
for each i is our principal R-bundle P . Given v = (a1, ..., an) ∈ An, let
Jv := {i : ai = 0}. Define Y as the smooth torus embedding {v ∈ An
such that SJv 6= ∅} ⊆ An. Then the fiber bundle P ×R Y is the open
subset of F described fiberwise in the same way: given a p = (u, v) ∈ F ,
p ∈ P ×R Y ⇔ v ∈ Y . The regular configuration in Y ⊆ An is given
from the one of the hyperplanes xi = 0 in An. Therefore: given a smooth
variety Y with a regular configuration, we obtain a principal bundle P and
a regular configuration Σ := {P ×R Y ∩ (⊕j 6=iOX(Si))} on P ×R Y . Let
j := s1 ⊕ ...⊕ sn. Now it is clear by our definition that:
1) j defines an embedding X ↪→ P ×R Y ;
2) ΣJ = ∅ ⇐⇒ SJ = ∅;
3) j(X) meets ΣJ transversally in SJ ; because all these properties are of
local nature. This is the proof of the theorem.
Remark 5.1. Given a smooth variety X with a regular configuration S :=
{Si}ni=1, we can associate to this configuration some geometric objets, as in
the proof of the previous theorem:
RX;S := (C∗)n a torus of dimension n (R in the proof above),
FX;S, a vector bundle on X (F in the proof above),
YX;S, an open RX;S-stable subvariety of An (Y in the proof above),
PX;S, a principal RX;S-bundle on X (P in the proof above),
A closed embedding j : X → PX;S ×RX;S YX;S.
We will omit the subscript X;S if the space X and the regular configuration
S are clear.
Let X be a smooth variety with a regular configuration S = {Si} as
above. Assume that we have a smooth torus embedding of R, Z, with a
torus morphism pi : Z → YX,S . Then we can construct the map between
fiber bundles pi : P ×R Z → P ×R Y , and we can consider the variety
XZ := pi
−1(j(X)).
Definition 5.2. With the previous notations, we will call XZ the variety
obtained from X, the regular configuration {Si} and pi.
The map pi and the associated map XZ → X share some properties, in
fact using that being proper and birational are stable under base change,
we get:
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Proposition 5.1. i) the projection XZ → X = j(X) is birational;
ii) pi proper implies pi proper.
Observation 5.1. Assume, with the previous notations, that Z is obtained
from Y blowing up C: a T -stable subvariety of codimension k. Then also
P ×R Z is obtained from P ×R Y blowing up P ×R C.
Proof. Let U be an open subset of X such that F = P ×R An is trivial over
it: F |U ∼= U × An, and consider the fiber square
U × Z U × Y
Z Y
blow up
p
p : U×Y → U is flat, and therefore if I is the sheaf of ideals defining the
blow up in U then p−1(I) = p∗(I)⇒ Proj(Sym(p−1(I))) = Proj(Sym(p∗(I))) =
U × Z: U × Z is the blow up of U × Y along p−1(C).
Now, since j(X) is transversal to our regular configuration, XZ :=
pi−1(j(X)) is obtained blowing up X along X∩P×RC. In fact the following
is true:
Observation 5.2. Let X be a smooth variety and let Y ⊆ X, Z ⊆ X be two
closed smooth subvarieties of X, which intersect transversally. Let BZ(X)
be the blow up of X along Z and BZ∩Y (Y ) the blow up of Y along Z ∩ Y .
Then the following diagram is a fiber diagram:
BZ∩Y (Y ) BZ(X)
Y X
i
Proof. This statement is of local nature, i.e. we can assume X = spec(A),
p1 and p2 the prime ideals defining Z and Y . As before, it is enough to
show that i∗I = i−1I which means that we want the following sequence to
be exact:
0→ p2 ⊗A A/p1 → A/p1 → A/(p1 + p2)→ 0
This sequence is exact if and only if it is exact locally for each maxi-
mal ideal m containing p1 + p2, so we can assume A local with maxi-
mal ideal m = (f1, ..., fn). The intersection is transversal therefore we
can assume p1 = (f1, ..., fr) and p2 = (fr+1, ..., fs). We prove the the-
sis by induction on a = r − s. If a = 1 the thesis is true because fr+1
is not a 0-divisor in A/p1. Assume now the thesis true for s = r + k −
1, then TorA1 (A/p1, A/(fr+1, ..., fr+k−1)) = 0, but Tor is a bifunctor so
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TorA1 (A/(fr+1, ..., fr+k−1), A/p1) = 0 as well and therefore the following
sequence is exact:
0→ p1 ⊗A A/(fr+1, ..., fr+k−1)→ A/(fr+1, ..., fr+k−1)→
A/(p1, fr+1, ..., fr+k−1)→ 0
Let R := A/(fr+1, ..., fr+k−1). The previous sequence becomes:
0→ p1 ⊗A R→ R→ R/p1R→ 0
Now, the maximal ideal of R is (f1, ..., fr, fs, fs+1, ..., fn) and we know that
the thesis is true for a = 1, i.e. TorR1 (R/p1, R/fs) = 0, so tensoring the
previous sequence by R/fs = A/p2 we are done.
So summarizing we get the following theorem:
Theorem 5.2. Given a regular configuration {Si}ni=1 in X we can construct
a smooth torus embedding Y of T = (C∗)n, a principal bundle P on X and
an embedding j : X → P ×R Y such that:
i) for any smooth torus embedding f : Z → Y for the torus R, the fiber
product of the following diagram is birational over X and proper over X if
Z is proper over Y .
XZ P ×R Z
X P ×R Y
pi
ii) If Z is obtained by a sequence of blow ups of orbit closures, XZ is obtained
from X by a sequence of blow ups of coordinate varieties. In particular, it
is smooth.
5.2 Complete symmetric varieties
Recalling some facts about symmetric varieties
G will be a semisimple simply connected group and H will be the fixed
subgroup of an automorphism σ : G → G such that σ2 = Id. In [5] the
authors give a natural compactification of the symmetric variety G/H, called
wonderful. Let me remind the basic properties of this compactification.
When we have such an automorphism, we can choose a maximal torus T
such that σ(T ) = T . For such a maximal torus, σ acts on its Lie algebra t,
which decomposes as t = t1⊕ t0 where t1 is the -1 eigenspace, whereas t0 is the
1-eigenspace. Let’s choose a σ-stable torus which maximizes the dimension
of its t1, and let T1 the connected component of the identity of the maximal
subtorus of T such that for each s ∈ T1 σ(s) = s−1. We can decompose Φ as
Φ = Φ0 unionsqΦ1 where Φ0 = {α ∈ Φ : σ(α) = α} and Φ1 is its complement. For
54
such a T it is proved in [5] that we can choose a Borel subgroup T ⊆ B such
that the corresponding set of positive roots Φ+ satisfies (Φ+1 )
σ ⊆ Φ−. Let
∆ = ∆0 unionsq∆1 the set of simple roots, where ∆i ⊆ Φi. Let {α1, ..., αl} := ∆1
and let ωi the fundamental weight dual to αi. Then ([5]) ω
σ
i = ωσ˜(i) for
a certain σ˜ ∈ Sl. We define a dominant weight special if it is of the form∑
niωi with ni = nσ˜(i) and special regular if none of the ni is 0.
Proposition 5.2. If λ is a special weight, there exists an H-invariant vector
in V2λ − {0} unique up to scalar multiplication, we will call it hλ.
Definition 5.3. Let λ be a special regular weight, we define Xλ := G[hλ] ⊆
P(V2λ) a compactification of G/H.
Theorem 5.3. If λ, µ are two special regular weights, then there is an equiv-
ariant isomorphism Xλ → Xµ which maps [hλ]→ [hµ]: this compactification
is unique up to G-isomorphism, in this chapter we will call it X.
So summarizing, let me remind how to construct X: first of all we have
to choose a regular special weight λ, then pick the unique H-invariant point
[hλ] ∈ P(V2λ), finally X = G[hλ].
Theorem 5.4. Let λ be a regular special weight and let i : G → X, g 7→
g[hλ] ∈ P(V2λ). Let A be the open subset of P(V2λ) where the coordinate
relative to the weight 2λ does not vanish. Then there is a T1-equivariant
isomorphism i : Al → (i(T1))A, where the action on the coordinates of Al is
with the characters −2αi|T1/T1∩H .
Theorem 5.5. Let λ be a special regular weight and let U be the unipotent
radical of the parabolic subgroup which fixes [v−λ] ∈ P(V−w0λ) where w0 is
the longest element in the Weyl group of G. Then the map φ : U × Al →
X, (u, r) 7→ u·i(r) is an isomorphism with its image, which is an open subset
of X, we will call this image V . In particular X has an open B−-orbit.
Theorem 5.6. The complement of the open B−-orbit of X is the union of
l smooth divisors Si := φ(U ×Hi) where Hi := {xi = 0} and Al has ring
of regular functions k[x1, ..., xl]. They intersect with transversal intersection
and S1 ∩ ... ∩ Sl is the unique closed orbit, isomorphic to G/Q where Q is
the parabolic subgroup associated to the set ∆0. Furthermore X is smooth
because
⋃
g∈G gφ(U × Al) = X
Theorem 5.7. Every line bundle on X admits a G-linearization.
The category Sym
By theorem 5.6, we have a regular configuration on X, therefore we can
apply what we have previously done. We will use the notations recalled in
remark 5.1. The last theorem holds for OX(Si), so this holds for F : we
obtain an action of G on F which commutes with the action of R.
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Observation 5.3. si is G-equivariant.
This implies in particular that j : X → P ×R Al is a G-equivariant
embedding.
Proof. In fact for each Si and g ∈ G, the section si ∈ OX(Si) with divisor Si
has the same divisor of gsi. Then, restricting these sections to U ×Al ∼= Am
we get that they are multiples. But G is semisimple, so it does not have any
character but the trivial one, so gsi = si, i.e., si is equivariant.
Assume now that we have a toric morphism f : Z → Al for the torus
R, where Z is a smooth toric variety for R ∼= Cl. Then we can consider
XZ the variety obtained from X, the regular configuration {Si}, and f ; let
ψ : XZ → X be the induced morphism. Notice that G acts also on P ×R Z
because it acts on P , and XZ is G-invariant because j(X) is G-invariant.
Theorem 5.8. i) XZ is smooth
ii)The G-orbits in XZ are in one to one correspondence with the R-orbits
in Z.
Proof. Let us consider V , the open set of X previously defined. The closure
in V of the open T -orbit is isomorphic to Al with the action given by the
characters −2αi|T1/T1∩H and the regular configuration of X restricted to V
is given by the hypersurfaces U ×Hi, where Hi are the hyperplanes xi = 0
in Al. Let VZ := ψ−1(V ), we can think at VZ also as the variety obtained
from V , the regular configuration {U×Hi} and the toric morphism Z → Al.
Now, the map j : U × Al → U × Al × Al = F |V is a map between affine
varieties, so it is uniquely determined by the associated map between regular
functions on them. Looking at j at the ring-level, we note that the section
j : U × Al → U × Al × Al is the map obtained using the universal property
of fiber products with the maps Id : U → U and diag : Al → Al × Al, so
considering the following two fiber diagrams
(U × Al)Z U × Al × Z
U × Al U × Al × Al
pi
and
(Al)Z Al × Z
Al Al × Al
α
β
γ pi
56
we get that (U × Al)Z ∼= U × (Al)Z . Then to check the smoothness it is
enough to look at (Al)Z , but looking again at the second diagram we note
that it is a piece of a bigger fiber diagram
(Al)Z Al × Z
Al Al × Al
Z
Al
α
β
γ pi
and therefore (Al)Z ∼= Z (looking at α on the ring of regular functions
we get that it is the graph of f). The first point is done.
Observation 5.4. Note furthermore that we have shown that ψ−1(Al) ∼= Z,
and ψ−1(V ) ∼= U × Z.
Since (T1/T1 ∩ H)◦ is identified with (C∗)l ⊆ Al, we can canonically
identify it with R. In fact the actions on Z coincide, because they coincide
on an open subset.
Every G orbit of X intersects Al, thus every G-orbit of XZ intersects
(Al)Z and the intersection is a union of R-orbits. We want to prove that it
is exactly one R orbit. The main point is that G is irreducible, and therefore
every orbit of G is irreducible.
Let Wi be the closures of the orbits of codimension 1 in (Al)Z , and let
O be an orbit of G. If O = G/H then O∩ (Al)Z is the open orbit, otherwise
O ∩ (Al)Z is irreducible and contained in (Al)Z − R =
⋃m
i=1Wi. Let I be
the biggest subset of {1, ...,m} such that O ⊆ ⋂i∈IWi. ⋂i∈IWi has an
open R-orbit, UO. Then O contains a point of this orbit UO, because Z is
smooth and in a smooth toric variety every orbit closure is the intersection
of codimension 1 orbits which contain this orbit closure; and because I is
minimal. But then we get a map
{ Orbits of G in XZ } −→ { Orbits of R in Z }, O −→ UO
It is surjective because for each R-orbit o we can take G · o. In fact, U × o ⊆
V is an orbit for U × T1, which is dense in G/H. Therefore dim(Go) =
dim(U × o) =⇒ Go ∩ Z ⊆ o. It is injective because any two orbits can not
intersect.
Corollary 5.1. j(XZ) is transversal to the configuration of P ×R Z
Proof. In fact the regular configuration is given by the closures of the G-
orbits of codimension 1, the statement is true in the open set VZ , and using
theorem 5.6 every point of X is conjugate to a point in VZ .
Definition 5.4. Let Sym be the category in which the objects are the smooth
varieties Y such that G acts on Y with an open orbit isomorphic to G/H and
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there is an equivariant morphism ψY : Y → X. The maps are G-equivariant
X-morphisms.
Observation 5.5. If X1, X2 belong to Sym, then X1×XX2 belongs to Sym
as well: the objects of Sym are a direct family.
Observation 5.6. Assume more generally that we have two varieties X1, X2
with an open subset isomorphic to Y : i1 : Y ↪→ X1, i2 : Y ↪→ X2 and two
maps f : X1 → X2 and g : X2 → X1 such that f ◦ i1 = i2 and g ◦ i2 = i1,
then f and g are isomorphism, because they are inverse one of the other on
the open set Y
Let Y1, Y2 be two object of Sym. Then we can perform the fiber product
Y1 ×X Y2, which is a new embedding of G/H.
Lemma 5.1. There exists a map from Y1 → Y2 if and only if the canonical
projection Y1 ×X Y2 → Y1 is an isomorphism.
Proof. If Y1 ×X Y2 → Y1 is an isomorphism we can take the projection
Y1 ×X Y2 → Y2. As regards the other direction, if we have Y1 → Y2 then we
have f : Y2 → Y2 ×X Y1 the map induced from the universal property and
g : Y2×X Y1 → Y2 the projection. They satisfy the condition of the previous
observation so we are done.
Lemma 5.2. Let Y1, Y2 be objects of Sym and f : Y1 → Y2 a morphism in
Sym. Assume that f |ψ−1Y1 (V ) : ψ
−1
Y1
(V )→ ψ−1Y2 (V ) (where V is as in theorem
5.5) is an isomorphism, then f is an isomorphism.
Proof. The main point is to use Theorem 5.6.
f is injective:
In fact let x1, x2 ∈ Y1 such that f(x1) = f(x2). Let g ∈ G such that
gψY1 ◦ f(x1) ∈ V , then gx1, gx2 ∈ f−1 ◦ ψ−1Y1 (V ). But f |ψ−1Y1 (V ) : ψ
−1
Y1
(V ) →
ψ−1Y2 (V ) is an isomorphism, so gx2 = gx1 ⇒ x2 = x1.
f is surjective:
It is essentially the same.
Finally it is an isomorphism on the level of rings because it is a local property
and locally it is true.
The following one is the main theorem of this section:
Theorem 5.9. Let Y an object of Sym with the map ψY : Y → X, and let
p ∈ Y be the unique point which maps to (0, (1, ..., 1)) ∈ U × Al:
i)ψ−1Y (A
l) is the closure in (ψY )
−1(V ) of the orbit of p under T1
ii) ψ−1Y (V ) ∼= U × ψ−1Y (Al);
iii) The map f : Z → Al gives an equivalence between the category of em-
beddings of G/H over X and the category of embeddings of (T1/(T1 ∩H))◦
over Al
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Proof. Proof of i) and ii):
Let us consider the composite map φ : ψ−1Y (V ) → U × Al → U , and let
ξ : ψ−1Y (V )→ ψ−1Y (V ), x 7→ (φ(x))−1 ·x. Let N be the closure of the T1-orbit
of p in ψ−1Y (V ), then N is contained in ψ
−1
Y (A
l). We claim that ξ(x) ∈ N
for every x ∈ ψ−1Y (V ). This holds because it is true in x ∈ G/H, and G/H
is open and dense, therefore it is true in V . Consider now the following two
maps:
i) U ×N → ψ−1Y (V ) given by the action of U ;
ii) ψ−1Y (V )→ U ×N given by x 7→ (φ(x), ξ(x)).
Those maps are one the inverse of the other on G/H ∩ ψ−1Y (V ), but this is
an open dense subset, so they are inverse one of the other: this proves the
first statement. The second statement is clear as well.
Proof of iii): We must show that Y ∼= XZ where Z := ψ−1Y (Al). Let
ψ : XZ → X, first of all note that ψ−1(V ) ∼= ψ−1Y (V ). So, using again
lemma 5.2, in order to get an isomorphism it is enough to produce a G-
equivariant map Y → XZ . We want to use lemma 5.1. Consider the fiber
product Y ×X XZ . The projection Y ×X XZ → Y is an isomorphism if and
only if it is an isomorphism on the preimage of V , but consider the following
diagram:
ψ−1(V ) ψ−1(V )
ψ−1(V ) V
Id
ψ
Id ψ
it is a fiber diagram. In fact the diagram
Y Y
Y X
is a fiber diagram because of the lemma 5.1, and if we restrict it on the open
set V we get the previous one. Therefore ψ−1Y (V ) = ψ
−1
Y (V ) ×V ψ−1Y (V ).
But then if we restrict to V the following one
XZ ×X Y Y
XZ X
τ
we obtain again the first one, i.e. τ−1(ψ−1Y (V )) ∼= ψ−1Y (V ) which proves the
theorem.
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Observation 5.7. Therefore any object of Sym is of the form XZ for a
suitable Z which maps to Al (actually, Sym is the category of the toroidal
compactifications of G/H).
Let us recall a theorem about 2-blow ups on a toric variety, where a
2-blow up is a blow up on the closure of an orbit of codimension 2.
Theorem 5.10. ([6] Theorem 2.4). Given a fan Σ = {σα} in which each
σα is non singular, and another fan Σ
′ = {τβ}, we can perform on XΣ a
sequence of 2-blow ups so that the resulting fan Σ′′ = {σ′′α} has the prop-
erty that for each γ, σ′′γ is either contained in one of the τ ′βs or is in the
complement of
⋃
β τβ.
Therefore given a toric variety Z for (C∗)l, and a proper toric morphism
p : Z → Al, we can perform a sequence of 2-blow ups of Al, pi : Z ′ → Al, in
such a way that there exists a map f : Z ′ → Z such that pi = p ◦ f .
Furthermore, in observation 5.2, we have pointed out that if we have ob-
tained Z from Y by a sequence of blow ups of codimension-2 orbits closures,
then the same holds for XZ and XY . Therefore by this observation and the
correspondence between G-orbits and R-orbits of theorem 5.8, we get:
Observation 5.8. Given a smooth complete variety X ′ which is an object
of Sym, we can perform a sequence of blow ups of codimension-2 orbits in
X, X ′′ → X, such that we have a morphism in Sym X ′′ → X ′.
Therefore, whenever we have to perform a direct limit on the objects of
Sym, we can do this limit just on the varieties obtained by a sequence of
2-blow ups. This last sentence will be clearer in the next section.
The Halphen ring, or the ring of conditions
We start this section reminding two theorems. The first one is due to
Kleiman, [15], corollary 8; while the other one to De Concini and Procesi [6]
Theorem 4.7 and proposition 4.2. We will just sketch the proof of the first
one, because the second goes beyond the aim of this thesis.
Theorem 5.11. Let G be an algebraic group, X an integral scheme with a
transitive action of G, let Y1, Y2 be two subvarieties of X. Then Y1 ∩ gY2 is
a proper intersection with multiplicity 1 in each component for g belonging
to a non empty open set of G. If codim(Y1) + codim(Y2) > dimX, Y1 ∩ gY2
is empty for g belonging to a non empty open set of G.
The main point is to prove this result:
Proposition 5.3. Let X be a homogeneous space for an algebraic group G.
Let f : Y → X and g : Z → X be two morphisms of nonsingular varieties to
X. Then for any σ ∈ G, we consider Y σ := σ(f(Y )): there is a nonempty
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open subset of G, V , such that for every σ ∈ V , Y σ×X Z is smooth in every
irreducible component and it is either empty or it has dimension exactly
dim(Y ) + dim(Z)− dim(X).
Proof. Consider the map h : G × Y → X obtained composing f with the
action G ×X → X. Y and G are smooth, thus Y ×G is smooth; the field
is algebraically closed of characteristic 0 thus there is an open subset U of
X such that h : h−1(U) → U is smooth. But now G acts on both G × Y
and X, and h is equivariant thus h is smooth everywhere, because X is a
homogeneous space. Consider now W := (G × Y ) ×X Z, with projections
h′ : W → Z and g′ : W → G × Y . h is smooth, thus h′ is smooth by
base change, and since Z is smooth also W is smooth. Therefore we can
again apply the criterion of generic smoothness to the map q := pi ◦ g′ where
g′ : W → G × Y and pi : G × Y → G: we get that there is q : V ⊆ G such
that q : q−1(V )→ V is smooth.
So, let σ ∈ V , then the fiber of q in σ, Wσ, is smooth, but this fiber is
Y σ × Z: this proves the smoothness part of the theorem.
As regards the dimension, h is smooth of relative dimension dim(G) +
dim(Y )−dim(X) thus also h′ has the same relative dimension ([13] III.10.1).
Moreover, dim(W ) = dim(G) + dim(Y )− dim(X) + dim(Z).
Thus if W is nonempty, then q on q−1(V ) has relative dimension equal to
dim(W )−dim(G), which means that dimWσ = dimW −dimG = dim(Y )−
dim(X) + dim(Z).
Now using this proposition and using that the smooth locus is open it
is easy to prove (by induction) the thesis of the dimensional part of the
theorem. As regards the multiplicity 1 of the intersection, we have to use
again the proposition, the fact that the smooth locus is open, and theorem
1.7.
Definition 5.5. Let X be a smooth scheme with a regular configuration
S = {Si}ni=1, and let SI be a coordinate subvariety. Then if we consider
X ′ the blow up of X along SI , the proper transforms of the Si and the
exceptional divisor are a regular configuration (check it locally). We will
call it the regular configuration associated to the configuration S and the
blow up along SI .
Definition 5.6. Let X be a smooth variety with a regular configuration
S = {Si}. Then we say that Y ⊆ X is transversal to S in a point p if
the following property is satisfied. Let S1, ..., Sn be the hypersurfaces of S
passing through p and x1, ..., xn their local equations in a neighborhood of p,
then x1, ..., xn is a regular configuration in the local ring OY,p of Y in p.
This implies that, when Y is a subvariety, the intersection of Y with
every coordinate subvariety SJ is proper.
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Theorem 5.12. Let X be a smooth variety with a regular configuration
S, and let Y ⊆ X be a subscheme. Then there is a sequence of blow ups
X ′ = Xm → Xm−1 → ... → X where Xr → Xr−1 is a blow up along a
codimension-2 coordinate subvarieties of Xr−1, such that the proper trans-
form Y ′ ⊆ X ′ is transversal to S′, where S′ is the regular configuration in
X ′ associated to the configuration S and the sequence of blow ups. If Y is
already transversal to the configuration S, then Y ′ is transversal to S′ and
Y ′ = pi−1(Y ).
Note that when we have more than one Y , Y1, ..., Yn, we make all of them
transversal to the configuration. In fact once we have performed a sequence
of blow ups such that Y˜1 is transversal to the configuration, we can work
on Y˜2 knowing that any successive blow up will not affect the property of
being transversal to the configuration of Y˜1, and once Y˜1, Y˜2 are transversal
we can work on Y˜3 and so on.
Observation 5.9. Let X be a smooth variety, V1, V2 two subvarieties of X.
Assume that there are open subsets Ui ⊆ Vi such that for every x ∈ U1 ∩ U2
the intersection U1 ∩ U2 is transversal in x, and such that U1 ∩ U2 is dense
in V1 ∩ V2. Then the intersection V1 ∩ V2 is proper and [V1]∩ [V2] =
∑
[Wi],
where Wi are the irreducible components of V1∩V2: we are saying that every
irreducible component has multiplicity 1.
This follows from the fact that the Gysin homomorphism commutes with
flat pull back, the following diagram, and the fact that for a schemeX of pure
dimension m with a dense open subset i : U ↪→ X, i∗ : Am(X)→ Am(U) is
an isomorphism.
V1 ∩ V2 V1 × V2
X X ×X
U1 × U2U1 ∩ U2
diag
Proposition 5.4. Let X be a smooth variety over which G acts with a finite
number of orbits {Oi}mi=0, where O0 is the open orbit. Let Z :=
⋃
i≥1Oi.
If Y1 and Y2 are two subvarieties which have proper intersection with every
orbit closure Oj, then there is an open set U ⊆ G such that gY1 ∩ Y2 is
proper with multiplicity 1 in each component for every g ∈ U ; and gY1 ∩ Y2
has proper intersection with each orbit closure Oj for g ∈ U .
Proof. The intersection of Yi with Oj is proper for each i, then codimOjYi∩
Oj = codimXYi if Yi ∩ Oj is not empty. We apply Kleiman transversality
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lemma to each orbit Oj , and we can find a unique U open subset of G such
that for each Oj , gY1 ∩ Y2 ∩Oj is proper with multiplicity 1. Therefore for
every orbit Oj which is not the open one, dim(gY1∩Y2∩Oj) < dim(gY1∩Y2)
and for the open one, there is an equality. Then if Wi are the irreducible
components of gY1 ∩ Y2 ∩ O0, gY1 ∩ Y2 =
⋃
iWi, the multiplicity of each
component is 1 because it is 1 on the open set O0 (we are using the previous
observtion). As regards the intersection with the orbit closures, it follows
from codimOj (gY1 ∩ Y2 ∩ Oj) = codimOj (Y1 ∩ Oj) + codimOj (Y2 ∩ Oj) =
codim(Y1) + codim(Y2).
Corollary 5.2. If Y1, Y2 are irreducible varieties of complementary codi-
mension, for g in a open subset of G, gY1 ∩ Y2 ⊆ O0
Observation 5.10. Assume furthermore that X is complete and smooth,
then we can compute the number of points given by the previous corollary
using the Chow groups. In fact, this number is deg([gY1]∩ [Y2]) = deg([Y1]∩
[Y2]).
Proposition 5.5. If G is connected and Y1, Y2 are irreducible closed sub-
schemes of a variety X of complementary codimension, by the proof of
Kleiman transversality lemma, the number of points in gY1 ∩ Y2 is not only
finite, but constant, for g belonging to an open subset U ⊆ G.
Therefore using this proposition we can define a pairing Zk(X)×Zn−k(X)→
Z:
Definition 5.7. Let X be a variety of dimension n on which a connected
algebraic group G acts transitively. Then we can define a pairing Zk(X)×
Zn−k(X)→ Z, defined on the generators in this way: if Y1, Y2 are irreducible
subvarieties of codimension k and n − k respectively, then the number of
points of gY1 ∩ Y2 for g belonging to an open subset of G is constant, and
we define (Y1, Y2) to be this number.
Definition 5.8. Let X and G be as before, then Br(X) := {x ∈ Zk(X)
such that ∀y ∈ Zn−k(X), (x, y) = 0}. Let Cr(X) := Zr(X)/Br(X). If Y is
a cycle we will denote its class by {Y }.
A question that could come to our minds is whether this definition de-
pends just on the geometry of our homogeneous space or the action of G is
essential.
Example 5.1.
If V is a 2-dimensional vector space, it is an homogeneous space for its
own action, by translation, and for GL(V )nV . The groups B∗(V ) depends
on the group chosen: for the group V two lines are equivalent iff they are
parallel, for the group GL(V )n V any two lines are equivalent.
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Now we want to define a compatible product on C∗(X). Given g, h in
an open subset of G such that gY1 ∩ Y2 and hY1 ∩ Y2 is a proper intesection
with multiplicity 1 in each component (proposition 5.4) with Z1, ..., Zr the
irreducible components of gY1 ∩ Y2 and W1, ...,Ws the ones of hY1 ∩ Y2, we
would like that
∑{Zi} = ∑{Wj}.
Definition 5.9. With the previous notations, if
∑{Zi} = ∑{Wj}, we will
define a product on C∗(G/H) in this way: {Yi}{Y2} := {gY1∩Y2} :=
∑{Zi}.
The problem is that this is not always well-defined:
Example 5.2.
Let G := V be a 3-dimensional vector space acting on itself by trans-
lation. It is clear that two lines (resp. planes) are equivalent if an only if
they are parallel. Consider the quadric xy − z: we want to intersect it with
a generic translate of the plane x = 0, i.e. x = t. We get x = t, yt = z i.e.
x = t, z/t = y: a family of inequivalent lines.
But if we restrict our attention to homogeneous spaces of the form G/H
with G semisimple simply connected and H fixed by an automorphism of G
of order 2, then we can actually define a product:
Theorem 5.13. i) There is a canonical isomorphism of graded vector spaces
φ : lim−→ A
∗(XZ)→ C∗(G/H), where the limit is taken over the class of the
smooth complete XZ .
ii) Given two cycles Y1, Y2 in G/H, the class {gY1∩Y2} is constant for g in a
nonempty open set of G. We have φ−1({gY1∩Y2}) = φ−1({Y1})∩φ−1({Y2}).
iii) Given a ∈ Ck(G/H), b ∈ Cn−k(G/H), the value (a, b) is deg(φ−1(a) ∩
φ−1(b)).
Definition 5.10. The ring we obtain is C∗(G/H) and it is called the Halphen
ring of G/H, or its ring of conditions.
Proof. Using the observation 5.2 it is enough to do the limit on the XZ ’s
which are projective. Let a ∈ Ak(XZ) for a certain XZ . Then using the
Chow moving lemma, a can be represented by
∑
niYi, with Yi which in-
tersects the regular configuration properly, for every i. We define φ(a) :=∑
ni{Yi ∩G/H}.
Well defined:
One important point is the following observation:
Observation 5.11. ([7], chapter 6 corollary 6.7.2). In general, let X be a
smooth variety with two closed subvarieties Y , V with Y smooth. Then if
the intersection of V and Y is proper and BY (X) is the blow up of X along
Y with pi : BY (X) → X the projection, we get that [V˜ ] = pi∗[V ] where V˜ is
the proper transform of V .
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Using this observation, if pi : XZ′ → XZ is a blow-up along an or-
bit closure, then pi∗([Yi]) = (Yi ∩G/H)X′Z . Therefore [Yi] ∈ A∗(XZ) and
pi∗([Yi]) ∈ A∗(XZ′) represent the same element in lim−→ A
∗(XZ).
Let
∑
miWi be another representative for a in A
k(XZ), and let D ∈
Zn−k(G/H): we want that the following equality holds: (
∑
mi(Wi∩G/H), D) =
(
∑
ni(Yi ∩G/H), D).
By theorem 5.12 we can find a sequence of blow ups pi : XZ′ → XZ
such that the closure D = (D)XZ of D, Wi and Yi are transversal to the
regular configuration: in fact thanks to theorem 5.12 the property of being
transversal to a configuration is preserved under blow-ups along coordinate
subvarieties. Therefore we may assume that Yi, D and Wj have all proper
intersection with the regular configuration. Let [D] be the class of D in
A∗(XZ′), then for every g belonging to an open subset U ⊆ G, for every orbit
Oi ⊆ XZ′ , gYi ∩D∩Oi and gWj ∩D∩Oi have codimension n for every i, j.
Therefore gYi∩D ⊆ G/H and the number of points with multiplicity of this
intersection is deg([gYi]∩ [D]) = ({Yi ∩G/H}, D) which implies (
∑
ni{Yi ∩
G/H}, D) = deg(∑ni[Yi] ∩ [D]) = deg(∑mi[Wi] ∩ [D]) = (∑mi{Wi ∩
G/H}, D). In particular, given a ∈ Ck(G/H), b ∈ Cn−k(G/H), the value
(a, b) is deg(φ−1(a) ∩ φ−1(b)), which is the proof of iii).
Injective:
Using theorem 2.3 the Kronecker duality map is an isomorphism, then for
every a ∈ Ak(XZ) there is a b ∈ An−k(XZ) such that deg(a ∩ b) 6= 0.
Therefore if a =
∑
ni[Yi] and b =
∑
mi[Di], proceeding as before we get
(φ(a), φ(b)) = deg(a ∩ b) 6= 0. So, assume that φ(a) = 0, this would imply
that (φ(a), φ(b)) = 0.
Surjective:
Let Y ∈ Zm(G/H). There is an XZ such that Y has proper intersection
with the regular configuration of XZ , therefore φ([Y ]) = {Y }.
The ii) point follows from the fact that φ is well-defined: in fact given
two sbvarieties Y1, Y2 of X with intersection with multiplicity 1 in each
component, then [Y1]∩[Y2] =
∑
[Zi] where Zi are the irreducible components
of the intersection.
5.3 Halphen ring in general
We want to generalize what we have done in the specific case of the varieties
in Sym with spherical varieties. A reference is [22]. The main idea is that
we can perform the limit on toroidal embeddings which, as in the Sym case,
have a geometry which is not so far from the geometry of a toric variety.
In this section G will be a reductive connected group over an algebraically
closed field of characteristic 0. The main proposition that we will use is
proposition 4.3, which is an analogous of theorems 5.8 and 5.9. In fact, the
varieties defined in Sym are toroidal varieties.
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Theorem 5.14. Let O := G/H a spherical homogeneous space, then C∗(O)
is a ring with the product {Z} · {Z ′} := {gZ ∩ Z ′} with g belonging to an
open subset of G. Furthermore, C∗(O) = lim−→ A
∗(X) where the limit is over
all smooth complete G/H-embeddings.
Proof. We have just to follow what we have said in the previous proof, and
notice that we can follow very closely the proof. The required observations
are
We can perform the limit on projective smooth toroidal embeddings.
This is because what we have said in chapter 3 (it is important to work with
projective varieties because we want to use the Chow moving lemma). In
this case the G-orbits closures of codimension one are a regular configuration
(follows from proposition 4.3 ).
We can perform blow-ups along G-orbit closures, the result is still a
toroidal variety
This ensures us that we can use theorem 5.12 remaining in the category of
toroidal embeddings. Then the proof is the same as before.
Observation 5.12. The Halphen ring of G/P coincides with the Chow ring.
The reason is that when we perform the limit of theorem 5.14, this limit
is trivial because there are no complete G/P embeddings but G/P . We can
check it explicitly, the points which we will use are the following:
i) The Kronecker duality map is an isomorphism (theorem 2.3);
ii) Given Y ⊆ G/P a subvariety of G/P , g ∈ G, [gY ] = [Y ] in A∗(G/P )
(theorem 2.6);
iii) A0(G/P ) ∼= Z and an isomorphism is deg.
In fact, consider the map f : Z∗(G/P ) → C∗(G/P ), Z 7→ {Z}. If z :=∑
niZi ∈ Zk(G/P ) with
∑
ni[Zi] = 0 in A
∗(G/P ), then f(z) = 0. In fact
given a =
∑
mj{Yj} ∈ Ck(G/P ), if (a, z) 6= 0 then by definition there
is an open subset U of G such that for every g ∈ U , gYi ∩ Zj is proper
with multiplicity 1 for every i, j. Therefore (a, z) =
∑
i,j nimj |Zi ∩ gYj | =∑
i,j nimjdeg([Zi]∩[gYj ] = deg((
∑
ni[Zi])∩(
∑
mj [Yj ]) where the last equal-
ity follows from ii). In this equality the latter is 0 because z = 0, which
contraddicts (a, z) 6= 0.
Thus we get a map A∗(G/P )→ C∗(G/P ) which is surjective and, using
i) and iii) it is injective.
A particular case is the one of toric varieties. We will study the toric
case more in detail in the last part of this thesis.
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5.4 An example
The idea behind the Halphen ring:
What is this Halphen ring: the idea is that we want to find a ring such
that it codifies properly how two subvarieties of a variety intersect. The
properties that we want are the following two:
i) when two subvarieties intersect in some points, we want to be able to
count how many are these points (here the usual Chow ring fails).
ii) if we want to count the points of intersection of two subvarieties, the
answer must be “generic” (something similar to theorem 2.6).
To explain better what does generic mean, think at the example of two
lines l1, l2 in C2. In how many points do they intersect? Well, they could
intersect in 1 point, they could be the same line and they could not intersect
at all (if they are parallel). But, in general, they intersect in 1 point: this
means that up to changing l1 with gl1 for g belonging to an open subset
of Aff(C2) (the group of affine transformations of C2), the intersection is
one point, so we want a theory that answers us one point: to codify what
generic menas, we want an action of a gropu G on our variety (in this case
G = Aff(C2)), and we want that this action is transitive.
Intersecting quadrics:
Consider a complex vector space V ∼= Cn+1 of dimension n+1, let Mn+1(V )
be the matrices on it and let S be the set of symmetric matrices S := {A ∈
Mn+1(V ) such that A si symmetric}. Then any quadric can be identified
with a symmetric matrix up to scalars, and we can associate to every sym-
metric matrix (up to scalars) a quadric, i.e. M := P(S) is a moduli space
for the quadrics. We will call Q(A) the quadric associated to the matrix A
and A(Q) will be a matrix associated to the quadric Q.
Notation 5.1. In this section G will be PSL(n+ 1).
Now, G acts on M : given [B] ∈ M and given A ∈ PSL(n + 1), the
action sends (A, [B]) 7→ [(A−1)tBA−1]. Consider the map σ : PSL(n+1)→
PSL(n+ 1), A 7→ (A−1)t where t is the transpose. This is an involution, let
H be the fixed subgroup. The stabilizer of Id ∈M (thought as a symmetric
matrix) is again H, and the orbit of 1 are all the non degenerate symmetric
matrices (i.e. the nonsingular quadric). Therefore M is a compactification
of the nonsingular quadric, PSL(n+ 1)/H.
Observation 5.13. We can think at non-singular quadric as points of G/H.
We want to solve the following problem: find the number of non-degenerate
quadrics in P3 tangent to 9 quadrics in general position. We will not solve
the problem completely (for this see [5] section 10), we will just find the
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right compactification. First notice the following proposition: we will prove
it in detail later.
Proposition 5.6. Given a nondegenerate quadric Q, the set of quadrics
which are tangent to Q are a closed subset D of codimension 1 in PSL(n+
1)/H.
So for our problem of the 9 quadrics, we want to calculate {D}9 (In our
problem M has dimension 9): this gives a certain number of points, which
is the number of non-degenerate quadrics tangent 9 general quadrics.
Using the previous theorem, first we want to find a compactification, and
this compatification should be such that D intersects every orbit properly,
i.e. it has codimension 1 in every orbit.
Assume that we find a simple compactification, then being X smooth it
is enough to see that it intersects just the closed orbit properly.
Why M does not work:
First, notice that an orbit decomposition for M is given by the rank of
the matrices. Then if we consider just the matrices with rank one, they are
tangent to every nonsingular matrix: this compactification does not work,
D does not have proper intersection with the closed orbit.
Another compactification:
Notation 5.2. Fix the canonical basis for Cn+1 ∼= V , e1, ..., en+1, and the
corresponding dual basis for V ∨: x1, ..., xn+1.
Let T be the maximal torus of diagonal matrices of PSL(n + 1) with
respect to the choosen basis e1, ..., en+1.
For every 1 ≤ i ≤ n consider ωi, the character on T which sends
(t1, ..., tn+1)→ t1 · ... · ti (we will use the same notations also for SL(n+1)).
Notice that T is the maximal torus mentioned at the beginning of the sec-
tion “complete symmetric varieties”, and the weights ωi are special weights,
i.e. with the notations of the beginning of the section “complete symmetric
varieties”, σ˜ = Id.
Notation 5.3. For every character λ, Vλ will be the representation of
SL(n+ 1) with maximal weight λ
Then Vωi is a subrepresentation of Λ
iV , and V2ωi is a subrepresentation
of S2(Λ
iV ) where Sj(V ) is the j-th symmetric power of V .
Observation 5.14. Thank to proposition 5.2, we have an unique H-fixed
point in P(V2ωi) for every i, [h2ωi ].
Definition 5.11. Let X ′ be the closure of the orbit of ([h2ω1 ], ..., [h2ωn ]) in∏n
i=1 P(V2ωi).
Theorem 5.15. ([5] section 4, the lemma). X ′ is isomorphic to X, the
complete symmetric variety defined in theorem 5.3.
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So in particular it is simple. We have reintroduced X in this way because
it is more helpful for our purpose.
Now, fix a flag in Pn: pi0 ⊆ pi1 ⊆ .... ⊆ pin−1 where pii has dimension i
(for example we fix the flag given by pii =< e1, ..., ei+1 >k). We want to
consider, for every i, the set of nondegenerate quadrics Di tangent to pii.
Observation 5.15. The condition of being tangent to pii is an algebraic
condition, in particular Di is a divisor.
Proof. Consider the set of nondegenerate quadrics as an open subset of M .
Then a quadric Q is tangent to the subspace pii if and only if there is a point
p ∈ pii such that, if this point p has coordinates [v1, ..., vn+1], p ∈ pii and, if
the matrix of the qudaric is A := A(Q), for every q = [(w1, ..., wn+1)] ∈ pii,
(w1, ..., wn+1)A(v1, ..., vn+1) = 0. But this is the same as requiring that
Q|pii is degenerate: this condition is a divisor because it is the condition of
vanishing of the determinant a certain minor in the matrix A.
Observation 5.16. Di is the divisor of the pull-back of a section of OP(V2ωn−i+1 )(1),
where p : X → P(V2ωn−i+1) is the projection.
This is why we have reintroduced X as a subvariety of
∏n
i=1 P(V2ωi).
Proof. First recall that a maximal weight of ΛiVωn is ωn−i+1 for the action
of SL(n+ 1).
In fact it is enough to notice that:
i) The element w of the Weyl group sending the diagonal matrix diag(t1, ..., tn+1) 7→
diag(tn+1, ..., t1) is a root of maximal length;
ii) Using that the maximal weight of the dual of Vωi is −wωi, we see that
Vωi is the dual of Vωn+1−i ;
iii) Finding a root-decomposition for V ∨ we see that in ΛiVωn there is just
one maximal vector of weight ωn+1−i.
Furthermore, notice that the action of A ∈ SL(n+ 1) on V ∨ is this one:
A acts in the basis x1, ..., xn+1 through the matrix (A
−1)t. Thus in the basis
of ΛiV ∨ given by the vectors xj1 ∧ ...∧xji , the action is given by the matrix
Λi(At)−1.
SL(n + 1) acts on the symmetric matrices over ΛiVωn in this way: B
sends the matrix A 7→ (ΛiB−1)tAΛiB−1, and checking with coordinates we
see that the symmetric matrices with this action are isomorphic to S2(Λ
iVωn)
(the isomorphism sends S2(Λ
iVωn) 3 eiej 7→ 12(ei,j + ej,i) where ei,j has 1 in
the coordinate (i, j) and 0 otherwhere).
Furthermore, looking at the weights of S2(Λ
iVωn), we see that it has a
(unique) subrepresentation isomorphic to V2ωn−i+1 , thus there is a SL(n+1)-
equivariant surjective homomorphism S2(Λ
iVωn)→ V2ωn−i+1 .
Consider the identity Id ∈ S2(ΛiVωn) thinked as a symmetric matrix on
ΛiVωn . Looking at the coordinates we see that it does not go to 0 if we
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project it to V2ωn−i+1 (for example look at the coordinate relative to the
maximal weight 2ωn−i+1), and < Id >k is H-invariant, thus if we consider
the rational map given by this projection P(S2(ΛiVωn)) 99K P(V2ωn−i+1), we
see that it is defined at [Id] and [Id] goes to [h2ωn−i+1 ].
So we have the commutative diagram below, where ψ(A) = (ΛiAt)−1Id(ΛiA)−1:
G
P(S2(ΛiVωn)) P(V2ωn−i+1)rational
ψ p
Now, looking at the equation of the map P(S2(ΛiVωn)) 99K P(V2ωn−i+1) we
see that p∗(OP(V2ωn−i+1 )(1))
∼= ψ∗(OP(S2(ΛiVωn ))(1)). So it is enough to check
the thesis for the latter line bundle.
But now the thesis is true because (ΛiAt)−1Id(ΛiA)−1 = Λi((At)−1A−1)
and the condition that a quadric passes through a point is a linear condition
on P(S2(ΛiVωn)) (look at the equations).
Now notice that the condition that Λi((At)−1A−1) passes through x1 ∧
...∧xi is the same as requiring that the quadric Q := Q((At)−1A−1) has the
determinant relative to the minor given by the first i columns and i rows is
0: as pointed out in the previous observation, this is the same as requiring
that the quadric Q has a point p ∈ pii such that the plane tangent to Q at
p contains pii.
Observation 5.17. Notice that V ∨ is isomorphic, as a SL(n + 1) repre-
sentation, to ΛnV . Thus P(V ∨) is isomorphic to P(ΛnV ) and the isomor-
phism is PSL(n+ 1)-equivariant. Looking closely, we see that this isomor-
phism sends an element [φ] to the hyperplane {v : φ(v) = 0}, we will call
ψ : P(V ∨)→ P(ΛnV ) this isomorphism.
Definition 5.12. Let Y1 := {(Q; p) ∈ G/H × P(V ) such that Q(p) = 0},
where we think at G/H as a moduli space for the non-degenerate quadrics.
Notice that dim(Y1) = dimX + n− 1 (look at the equations!).
Observation 5.18. With the action previously defined on the quadrics, Y1 is
G-invariant: (Q, [v]) ∈ Y1 ⇐⇒ vtA(Q)v = 0 ⇐⇒ vtgt(gt)−1A(Q)g−1gv = 0
which is (gQ, g[v]) ∈ Y1. Therefore we have an action of G on Y1.
Consider the map φ : Y1 → P(V ∨) which sends (Q; [v]) 7→ [A(Q)v] where
A(Q)v is written in the coordinates x0, ..., xn.
Observation 5.19. φ is G-equivariant. In fact 0 = φ((Q; [v]))[w] =⇒
φ((gQ, g[v]))(g[w]) = wtgt(gt)−1A(Q)g−1gv = 0.
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Consider then the graph of φ as a subspace of G/H × P(V ) × P(ΛnV ).
It is contained in G/H ×G/P0 where P0 is the parabolic subgroup defined
below. This follows from the fact that Q([v]) = 0 =⇒ vtA(Q)v = 0 which
implies that [v] belongs to the tangent plane through [v].
P0 :=

∗ ∗ ∗ ∗ ∗ ∗ ∗
0 ∗ ∗ ∗ ∗ ∗ ∗
0 ∗ ∗ ∗ ∗ ∗ ∗
0 ∗ ∗ ∗ ∗ ∗ ∗
0 ∗ ∗ ∗ ∗ ∗ ∗
0 ∗ ∗ ∗ ∗ ∗ ∗
0 0 0 0 0 0 ∗

Thus Y1 is a closed subset in G/H × G/P0 which is an open subset in
X ×G/P0.
Definition 5.13. Let Y := (Y1)X×G/P0.
Observation 5.20. G/P0 has dimension 2n− 1. Therefore in particular
An(G/P0)×An−1(G/P0)→ Z sending α, β 7→ deg(α ∩ β)
is a perfect pairing (theorem 2.3).
Proposition 5.7. Let G be a reductive group with a parabolic subgroup P ,
Y a variety with a G action on it, and let f : Y → G/P a G-equivariant
morphism. Then if F is the fiber of f at [1] ∈ G/P , Y ∼= F ×P G. In
particular, being locally a product, it is flat.
Proof. Consider the map α : G×P F → Y sending (g, f) 7→ gf . First notice
that it is equivariant. Moreover, it is surjective being f equivariant, and it
is injective because if g1f1 = g2f2 =⇒ g−12 g1f1 = f2 =⇒ g−12 g1 ∈ P which
implies (g1, f1) = (g1(g
−1
1 g2), g
−1
2 g1f1) = (g2, f2). Thus to show that it is an
isomorphism is enough to prove it locally.
If U is the unipotent subgroup of G opposite to the unipotent radical of
P and pi : G → G/P is the projection, pi|U : U → pi(U) is an isomorphism.
Let φ : U → pi(U) be the restriction of pi to U and let p : G ×P F → G/P
be the projection , sending (g, f)→ pi(g). Then p = f ◦ α.
We want to prove that α is an isomorphism if restricted to p−1(φ(U)).
p−1(φ(U)) ∼= F ×U because P ∩U = {1}, thus an inverse for α|p−1(φ(U))
sends x → (φ−1(f(x)), (φ−1(f(x)))−1x), which is algebraic. Using the fact
that α is G-equivariant and Gf−1(φ(U)) = Y , we are done.
Before going on, we need some facts about Grassmanians.
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More on A∗(G/P ):
We will use the notations and the results of the section “the G/P case” of
chapter 3.
Observation 5.21. If we think at the Weyl group W = NG(T )/T acting on
the diagonal matrices, we see that W = Sn+1. Moreover, if the matrix ei,i+1
in the Lie algebra of PSL(n + 1) is a generator for the root space relative
to αi, then our parabolic subgroup P0 is associated to a certain subset I of
the basis of our root sistem: I = {α2, ..., αn−1}. Thus the Weyl group WI is
the group generated by (2, 3), (3, 4), ..., (n− 1, n) in Sn+1.
In order to find a basis for the Chow ring of G/P0, we need to find a
family of representatives for the cosets of Sn+1/WI : this family is
{(1,m1)(m2, n+ 1)}
In fact, given σ ∈ Sn+1, in order to understand to which coset does it be-
long is it enough to look where σ sends {1, n+1}. Thus a basis for A∗(G/P0)
is given by U−[(1,m1)(m2, n+ 1)] where U− is the maximal unipotent sub-
group of the lower-triangular matrices in PSL(n+ 1).
Consider now the two parabolic subgroups made in this way:
P1 :=

∗ ∗ ∗ ∗ ∗ ∗ ∗
0 ∗ ∗ ∗ ∗ ∗ ∗
0 ∗ ∗ ∗ ∗ ∗ ∗
0 ∗ ∗ ∗ ∗ ∗ ∗
0 ∗ ∗ ∗ ∗ ∗ ∗
0 ∗ ∗ ∗ ∗ ∗ ∗
0 ∗ ∗ ∗ ∗ ∗ ∗

P2 :=

∗ ∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗
0 0 0 0 0 0 ∗

Then G/P1 ∼= Pn whereas G/P2 ∼= P(ΛnV ), and G/P0 ↪→ G/P1 ×G/P2 is a
closed subscheme.
Observation 5.22. The parabolic subgroup associated to I2 = {α1, ..., αn−1}
is P2, whereas P1 is associated to I1 = {α2, ..., αn}.
Tthe Weyl subgroup of P2 is WI2 :=< (1, 2), ..., (n− 1, n) > whereas the
one of P1 is WI1 :=< (2, 3), ..., (n, n + 1) >. Thus the cosets of Sn+1/WI1
are {[(1,m)]} whereas the ones of Sn+1/WI2 are {[(m,n)]}.
72
Example 5.3.
Assume that n+ 1 = 7, then U−Id are the matrices which are made as
the ones below 
1 0 0 0 0 0 0
∗ 1 0 0 0 0 0
∗ ∗ 1 0 0 0 0
∗ ∗ ∗ 1 0 0 0
∗ ∗ ∗ ∗ 1 0 0
∗ ∗ ∗ ∗ ∗ 1 0
∗ ∗ ∗ ∗ ∗ ∗ 1

These matrices in P(ΛnV ) are the vectors of the shape [ue1 ∧ ...∧ ue6] with
u ∈ U−: these are the hyperplanes generated by the first n columns of the
previous matrix.
But then notice that for every ai ∈ k,
[ue1 ∧ ... ∧ ue6] = [ue1 ∧ ... ∧ uei − a1ue1 − a2ue2 − ...− a6ue6 ∧ ... ∧ ue6]
This menas that, to understand which are the planes corresponding to the
previous matrix, we can perform the Gauss operations on the columns. So
in particular we can put a 0 “beside” every 1 in the first 6 columns, i.e. the
matrix we need to consider instead of all the ones above, are the ones below
(for U−Id). The planes spanned by the first 6 columns are in one to one
correspondence with points (a1, ..., a6) ∈ Cn:
1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 1 0
a1 a2 a3 a4 a5 a6 1

If we do the same calculations with (6, 7) we get:
1 0 0 0 0 0 0
∗ 1 0 0 0 0 0
∗ ∗ 1 0 0 0 0
∗ ∗ ∗ 1 0 0 0
∗ ∗ ∗ ∗ 1 0 0
∗ ∗ ∗ ∗ ∗ 0 1
∗ ∗ ∗ ∗ ∗ 1 ∗

and we have to consider just the one below:
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
1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 1 0 0
a1 a2 a3 a4 a5 0 1
0 0 0 0 0 1 ∗

Therefore, using that G/P0 ↪→ G/P1 × G/P2 is a closed subset, we see
that, for example a set of representatives for U−(6, 7) are the following
matrices: 
1 0 0 0 0 0 0
b1 1 0 0 0 0 0
b2 0 1 0 0 0 0
b3 0 0 1 0 0 0
b4 0 0 0 1 0 0
a1 a2 a3 a4 a5 0 1
b5 0 0 0 0 1 ∗

Observation 5.23. We want to find a basis for An(G/P0): proceding as in
the previous example we see that the classes
Yi := {U−[(1, j)(j + 1, n+ 1)]}1≤j≤n
form a basis for An(G/P0).
Example 5.4.
If n + 1 = 7 then the following ones are some classes which give rise to a
basis of A6(G/P0): 
1 0 0 0 0 0 0
b1 0 0 0 0 0 0
b2 1 0 0 0 0 1
b3 0 1 0 0 0 0
b4 0 0 1 0 0 0
b5 0 0 0 1 0 0
b6 0 0 0 0 1 0


0 1 0 0 0 0 0
1 0 0 0 0 0 1
b2 b1 0 0 0 0 0
b3 0 1 0 0 0 0
b4 0 0 1 0 0 0
b5 0 0 0 1 0 0
b6 0 0 0 0 1 0

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
0 1 0 0 0 0 0
0 0 1 0 0 0 0
1 0 0 0 0 0 0
b3 b1 b2 0 0 0 1
b4 0 0 1 0 0 0
b5 0 0 0 1 0 0
b6 0 0 0 0 1 0

Observation 5.24. Assume that P = P1 or P = P2. Then given σ in the
Weyl group, the cell dual to U−[σ] is U+[σ], and U−[σ] ∩ U+[σ] = [σ].
Proof. Case 1: P = P1.
Then we see that if [σ] = (1,m) then U−[σ] =
⋂m−1
j=0 {xj = 0}, whereas
U+[σ] =
⋂n
j=m+1{xj = 0}. This is clear looking at the matrices below: the
points corresponding to U−[σ] are the ones in the first matrix whereas the
ones corresponding to U+[σ] are the ones in the last one.
0 0 1 0 0 0 0
0 1 0 0 0 0 0
1 0 0 0 0 0 0
a1 0 0 1 0 0 0
a2 0 0 0 1 0 0
a3 0 0 0 0 1 0
a4 0 0 0 0 0 1


b2 0 1 0 0 0 0
b1 1 0 0 0 0 0
1 0 0 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 1

Therefore |U+[σ] ∩ U−[σ]| = 1 (counted with multiplicity) =⇒ [U+[σ]] ∩
[U−[σ]] = [p] where p is a point.
Case 2: P = P2. Also in that case it is useful to look at the problem
using matrices. In fact in this way we see that if w = (m,n+ 1) then a set
of representatives for the classes in U−[σ] is
{[w] = [v1 ∧ ... ∧ vn] such that w ∧ ei = 0 for every i ≥ m+ 1}
For example, if n+1 = 7 and m = 5, U−w can be represented by the matrix
below:
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
1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 1 0 0 0
a1 a2 a3 a4 0 0 1
0 0 0 0 1 0 0
0 0 0 0 0 1 0

whereas U+[σ] by this other matrix:
1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 b1 b2 1
0 0 0 0 1 0 0
0 0 0 0 0 1 0

Again we see that a set of representatives for the classes in U+[σ] are
{[w] = [v1 ∧ ... ∧ vn] such that w ∧ ei = 0 for every i ≤ m− 1}
Therefore again |U+[σ] ∩ U−[σ]| = 1 =⇒ [U+[σ]] ∩ [U−[σ]] = [p] where p is
a point.
Corollary 5.3. For our parabolic subgroup P0,
|U−[(1,m1)(m2, n+ 1)] ∩ U+[(1,m1)(m2, n+ 1)]| = 1
Proof. The idea is that G/P0 ↪→ G/P1 ×G/P2 is injective.
For simplicity, in this proof we will omit the overline to indicate the
closure of a subset: whenever we write U+[σ] or U−[σ] we always mean its
closure.
For every g ∈ G, [g] will be the class of g in G/P0, whereas [g]i will be
its class in G/Pi for i = 1, 2.
Now, if pi : G/P0 → G/Pi is the canonical projection, p1(U−[(1,m1)(m2, n+ 1)]) =
U−[(1,m1)(m2, n+ 1)]1 = U−[(1,m1)]1; p1(U+[(1,m1)(m2, n+ 1)]) = U+[(1,m1)(m2, n+ 1)]1 =
U+[(1,m1)]1 and similarly, p2(U
−[(1,m1)(m2, n+ 1)]) = U−[(1,m1)(m2, n+ 1)]2 =
U−[(m2, n+ 1)]2; p2(U+[(1,m1)(m2, n+ 1)]) = U+[(1,m1)(m2, n+ 1)]2 =
U+[(m2, n+ 1)]2.
Now, [(1,m1)(m2, n+1)] ∈ U−[(1,m1)(m2, n+ 1)]∩U+[(1,m1)(m2, n+ 1)]
thus this intersection is not empty.
Furthermore, p1(U
−[(1,m1)(m2, n+ 1)]∩U+[(1,m1)(m2, n+ 1)]) ⊆ U−[(1,m1)]1∩
U+[(1,m1)]1 = [(1,m1)]1 and
p2(U
−[(1,m1)(m2, n+ 1)] ∩ U+[(1,m1)(m2, n+ 1)]) ⊆ U−[(m2, n+ 1)]2 ∩
U+[(m2, n+ 1)]2 = [(m2, n+ 1)]2.
Therefore U−[(1,m1)(m2, n+ 1)] ∩ U+[(1,m1)(m2, n+ 1)] ⊆
p−12 (p2(U
−[(1,m1)(m2, n+ 1)] ∩ U+[(1,m1)(m2, n+ 1)]))∩
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p−11 (p1(U
−[(1,m1)(m2, n+ 1)]∩U+[(1,m1)(m2, n+ 1)]) which has cardinal-
ity 1. Therefore U−[(1,m1)(m2, n+ 1)]∩U+[(1,m1)(m2, n+ 1)] = [(1,m1)(m2, n+
1)].
Coming back to the example of the quadrics:
Fix the nondegenerate quadric Q = {x21 + ... + x2n+1 = 0} and consider
({Q}×G/P )∩ Y . This is the set (Q, (p, pi)) with Q passing through p with
tangent plane pi in p. Being f proper, we can perform the proper push-
forward on the Chow groups: consider FQ := f(({Q} ×G/P ) ∩ Y ). This is
the set of couples (p, pi) with p ∈ Q and with pi the tangent plane of Q at p:
we want to calculate [FQ].
Observation 5.25. The dimension of FQ is n− 1.
Therefore to calculate [FQ] it is enough to calculate [F ] ∩ [Yi] = [F ] ∩
[U−[(1, j)(j + 1, n+ 1)] for every 1 ≤ j ≤ n (observation 5.20).
Calculating F ∩ Yi:
First consider the set theoretic intersection. The points we have to look
for are the ones which belongs to
⋂
k<j{xk = 0} and to Q.
Moreover, these points must also belong to
⋂
j+2≤k{xk = 0} because its
tangent space must contain [ei] for j + 2 ≤ i and the quadric is {x21 + ... +
x2n+1 = 0}.
So we are looking at the points on the line P(< ej , ej+1 >) which vanish
on the quadric x2j+x
2
j+1. There are just two distinct points, with multiplicity
1. So we get that [FQ] ∩ [Yi] = 2:
Observation 5.26. Using observation 5.20,
[FQ] =
∑
2[Yi]
∨
From what we have said before [Yj ]
∨ = U+[(1, j)(j + 1, n+ 1)]
Definition 5.14. Let [Zj ] := U+[(1, j)(j + 1, n+ 1)]
Observation 5.27. Let Q′ be another nondegenerate quadric. Then there
is a g ∈ PSL(n + 1) such that g ·Q′ = Q. Thus if we define FQ′ as above,
we see that FQ′ = g · FQ, therefore using theorem 2.6, [FQ′ ] = [FQ].
Now we want to understand what is g∗f∗[Zj ].
First notice that being f flat and g proper, g∗f∗[Zj ] = [g(f−1(Zj))]. A
quadric Q ∈ g(f−1(Zj)) is such that there is a point [w] ∈ P(< e1, ..., ej >)
such that the tangent space of Q at [w] contains P(< e1, ..., ej >). Moreover,
given any quadric such that there is a point [w] ∈ P(< e1, ..., ej >) with the
tangent space pi of Q at p containing P(< e1, ..., ej >), then (p, pi) belongs
to Zi: this implies that
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g(f−1(Zj)) is the closure of the set of nondegenerate quadrics with the
determinant of the minor corresponding to the first j coordinates 0
This implies, recalling observation 5.15,
g∗f∗[Zj ] = [Dj ]
So g∗f∗[FQ] =
∑
i 2[Dj ], and g(f
−1(FQ))∩G/H is the set of quadrics tangent
to the quadric Q, we will call this divisor [D] ∈ A1(X).
Proposition 5.8. Dj does not contain the closed orbit.
Proof. For every i, consider the projection map p : X → P(V2ωi). p is closed
being X complete, and in P(V2ωi) there just one closed orbit G/PI for a
certain parabolic subgroup I. Thus the image of the closed orbit in X is
G/PI , because it is an orbit and it is closed.
Consider the divisor {a1x1 + ...+an+1xn+1 = 0}. Being V2ωi irreducible,
the closed orbit is not contained in this divisor, thus given a section of the
line bundle OP(V2ωi )(1), it does not vanish on the closed orbit, and therefore
the pull-back if any section of OP(V2ωi )(1) is a section of p
∗(OP(V2ωn−i+1 )(1))
which does not vanish on the closed orbit. But we have proved that Di is the
divisor of the pull-back of a section of OP(V2ωn−i+1 )(1), so we are done.
Definition 5.15. Let si be the section of p
∗(OP(V2ωi )(1)) corresponding to
Dj.
Then if we consider s⊗21 ⊗s⊗22 ⊗...⊗s⊗2n , this is a section of
⊗
p∗(OP(V2ωi )(1))
⊗2
with divisor D′ with [D′] = [D], therefore
D′ does not contain the closed orbit
In fact this closed orbit is irreducible, for every i si does not vanish on it
thus s⊗21 ⊗ s⊗22 ⊗ ...⊗ s⊗2n does not vanish on it.
78
Chapter 6
The toric case
In this chapter we will study intersection theory on a toric variety.
Definition 6.1. X is a toric variety for a torus T if it is a spherical em-
bedding of T = T/{1}, or equivalently X has an action of T with an open
T -orbit.
The two main references for the geometry of these varieties are [4], [9].
Notation 6.1. Whenever we have a toric variety X, we will consider the
torus T as an open subset of X: i.e. for us a toric variety is the data of a
variety X with a point p ∈ X such that X is a T -embedding with the open
T -orbit O and a point p ∈ O. Once p is fixed, T is a subset of X.
6.1 Basic notions about toric varieties
In this chapter T will be a torus T = (Gm)n, M will be its group of characters
and N its group of cocharacters. There is a natural perfect pairing (·, ·)
between M and N , and thank to this pairing, given A ⊆M , its orthogonal
is well-defined: A⊥ := {n ∈ N : (n, a) = 0 ∀a ∈ A}.
A toric variety is a spherical variety, then we can associate to it a colored
fan. But in this colored fan there are no colours because T = B, and more-
over every cone is contained in Hom(Λ,Z)Q = NQ. So the combinatorial
data associated to X now is a fan Σ = {σi}i. Note that in our case T is
the Borel subgroup of T , therefore by theorem 4.3 any simple toric variety
is affine.
How to construct the cone associated to a simple toric variety:
Given X an affine toric variety, we can decompose its ring of regular func-
tions OX(X) =
⊕
χ∈M Vχ where Vχ is a representation on which T acts
with character χ. Using observation 4.2, every Vχ has dimension less than
or equal than 1, and if S := {m ∈ M : Vm 6= 0}, S is a finitely generated
cone. The dual of this cone is a cone σ contained in N , and it is the cone
associated to the simple spherical T -variety X. Notice that it is saturated:
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Definition 6.2. Given σ a cone in N , we say that σ is saturated if for every
n ∈ N and c ∈ N, cn ∈ L =⇒ n ∈ L.
Notation 6.2. Given X a toric variety with fan Σ and given σ ∈ Σ, it
corresponds to a T orbit O(σ). We will call Uσ := X
O(σ)
0 (see definition 4.6
for the definition of X
O(σ)
0 ). Uσ is an affine toric variety with associated
cone σ.
Closed T -stable subvarieties:
As for spherical varieties, given X a toric variety with fan Σ, every closed T -
stable subvariety V of X is a toric variety as well. If τ is the cone associated
to V , we will put V (τ) := V . The dense torus in V (τ) is isomorphic to
Gm⊗ZHom((τ)⊥,Z), where (τ)⊥ ⊆M and thus Hom((τ)⊥,Z) ⊆ N , (notice
in particular that dim(V (τ)) = codim(τ)) and its corresponding lattice of
cocharacters is N/Nτ where Nτ :=< τ ∩N >Z.
Moreover, for every λ ∈ τ , s ∈ Gm and x ∈ V (τ) λ(s)x = x, i.e.
< τ >Z ⊗Gm ⊆ N ⊗Gm acts trivally on V (σ).
We can characterize V (τ) in this ways: given λ ∈ τ˚ , lim
s→0
λ(s) exists
and V (τ) = T lim
s→0
λ(s) (remember that for us a toric variety is an spherical
embedding of T : T is canonically an open subset of X).
The toric variety V (τ) has a fan itself, the result is the following:
Theorem 6.1. ([4] proposition 3.2.7). With the same notations as before,
the fan of the toric variety V (τ) is {pi(σ) ⊆ N/Nτ : τ is a face of σ}, where
pi : N → N/Nτ is the projection.
The following definition and theorem generalizes what we have said about
morphisms of spherical varieties:
Definition 6.3. Given two toric varieties X1, X2 for two different tori T1
and T2 respectively, a morphism φ : X1 → X2 is a toric morphism if maps
T1 → T2 and restricted to T1 is a group homomorphism.
Theorem 6.2. Let N1 and N2 be two lattices with Σi a fan in (Ni)Q. If
φ : N1 → N2 is a Z-linear map such that for every cone σ ∈ Σ1 there is
τ ∈ Σ2 with φ(σ) ⊆ τ , then there is a toric morphism φ : XΣ1 → XΣ2
compatible with the map φ⊗ Id : N1 ⊗Gm → N2 ⊗Gm.
On the other hand if φ : XΣ1 → XΣ2 is a toric morphism, then φ induces
a linear map φ : N1 → N2 such that for every cone σ ∈ Σ1 there is τ ∈ Σ2
with φ(σ) ⊆ τ .
Moreover, checking the proof of the previous theorem, we see that if
φ : XΣ1 → XΣ2 is a toric morphism with associated map φ : N1 → N2, then
if φ(σ) ⊆ τ =⇒ φ(Uσ) ⊆ Uτ .
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Theorem 6.3. Let X be a smooth affine toric variety. Then X ∼= ka ×
(k − {0})n−a for a suitable a where k is the ground field. The action is
(t1, ..., tn)(a1, ..., an) = (t1a1, ..., tnan), the cone associated to this simple
toric variety is simplicial (which means that the vectors generating the one-
dimensional rays are linearly independent) and the open subset of X iso-
morphic to T is (k − {0})n.
Observation 6.1. Assume that X is smooth. Then every closed T -stable
subvariety of X is smooth as well: in fact we can use theorem 6.3: a smooth
variety is covered by open T -stable affine sets isomorphic to (k)a×(Gm)n−a,
and we know the action on these open subsets.
Definition 6.4. Given a fan Σ with σ, τ ∈ Σ of dimension k + 1 and k
respectively and τ a face of σ, let nσ,τ be a lattice point in σ whose image
generates the 1-dimensional lattice Nσ/Nτ .
Observation 6.2. Given a rational T -semiinvariant function on X, it is a
rational T -semiinvariant function on T , i.e. a character of M . So, given
m ∈ M , if X is a toric variety, one can show that the divisor of m is∑
(m,nτ )[V (τ)] where the sum is on all over the 1-dimensional cones τ of
Σ, and nτ is the generator of the face τ . (One can show it locally on every
affine T -stable open subset).
Theorem 6.4. The Chow group Ak(X) of a complete toric variety X with
fan Σ is generated by the classes [V (σ)] where σ ∈ Σ has codimension k,
and the relations are < {
∑
σ
(u, nσ,τ )[V (σ)]} >Z with u ∈ M ; σ, τ ∈ Σ with
σ of codimension k and τ of codimension k + 1 is a face of σ. This follows
from the previous observation and theorem 2.1.
We will mainly deal with complete toric varieties:
Observation 6.3. Restricting our study to complete toric varieties is not
a great restriction: in fact given a toric variety which is not complete we
can always find X another complete toric variety with an open embedding
X ↪→ X, and we can use the following sequence (lemma 1.3)
Ak(X −X)→ Ak(X)→ Ak(X)→ 0
Now we state a result, by which it is clear why switching from the naive
definitions of Ak(X) := Adim(X)−k(X) to the bivariant definition is impor-
tant:
Proposition 6.1. ([7] corollary 2.4). Let X be a complete toric variety.
Then Pic(X) ∼= A1(X).
This is not true if we define A1(X) := An−1(X): here it is important to
define it using the bivariant definition of Chow rings. In fact it is not true
81
that for a complete toric variety Cl(X) = Pic(X), this is true if and only if
X is smooth.
There is a descriprtion of the Chow ring of a smooth complete variety
due to Danilov-Jurkiewicz, [4] theorem 12.4.1. Here it is proved that for a
smooth complete toric variety the Chow ring is isomorphic to the ring of
Stanley-Reisner. This is a ring described by generators and relations in this
way: suppose that our toric variety is associated to the fan Σ, then A∗(X)
is isomorphic to Z[Xρ where ρ is a 1-dimensional ray of Σ]/I. I is the ideal
generated by xρ1 · ... · xρr if ρ1, ..., ρr do not generate a cone in Σ, and by∑
< m,uρ > xρ for every m ∈M , where uρ is the generator of the ray ρ.
6.2 Computing mγσ,τ
Looking at theorem 2.4 and observation 2.2, the main combinatorial data to
describe how the intersection product works on a complete spherical variety
are the integers mγσ,τ . The first part of this chapter is aimed at describing
these integers: we have to describe how δ([V (γ)]) decomposes in A∗(X ×
X) ∼= A∗(X)⊗A∗(X). A reference for this section is [12].
Definition 6.5. Given L a saturated sublattice of N of dimension d, it
corresponds to a subtorus TL ⊆ T . Given v ∈ N , we define
∆L,N (v) := {σ ∈ Σ such that |(LR + v) ∩ σ˚| = 1}
If both L and N are clear, we will omit the subscript L,N .
Definition 6.6. Given a toric variety X with fan Σ, and L a saturated
sublattice of N , we say that v ∈ N is generic if it does not belong to L and
σ ∈ ∆(v) =⇒ dim(σ) = n − d. Note that if v is generic, |(LR + v) ∩ σ˚| =
1 =⇒ |(LR + v) ∩ σ| = 1.
Lemma 6.1. Let v be a generic lattice point in N for the lattice L, with cor-
responding subtorus TL, we have that [(TL)X ] =
∑
σ∈∆(v)
[N : L+Nσ][V (σ)].
We can use this lemma to prove the following theorem, which solves the
problem of finding mγσ,τ :
Theorem 6.5. Let (v1, v2) be a generic element for the diagonal sublattice
of N/Nγ ×N/Nγ, < {(n, n) ∈ N/Nγ ×N/Nγ} >. Given a toric variety with
fan Σ and given γ ∈ Σ,
[δ(V (γ))] =
∑
σ,τ
[N : Nσ +Nτ ][V (σ)× V (τ)]
The sum is over all pairs (σ, τ) of cones in Σ such that γ is a face of σ and
τ such that if pi : N → N/Nγ is the projection, pi(σ) meets pi(τ) + (v1 − v2),
codim(σ) + codim(τ) = codim(γ).
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Before proving the theorem, we make some considerations about the
property of being generic. Let L be a saturated sublattice of N of dimension
d, and let v ∈ N . For every cone τ ∈ Σ with dim(τ) < n−d, we can consider
Hτ := LR+ < τ >R.
Observation 6.4. If v∈ N −
⋃
τ∈Σ, dim(τ)<n−d
Hτ then it is generic.
Proof. In fact, if we pick v ∈ N −
⋃
τ∈Σ, dim(τ)<n−d
Hτ then σ ∈ ∆(v) =⇒
dim(σ) ≥ n − d. On the other hand if σ ∈ ∆(v) then for dimensional
reasons, dim(σ) ≤ n− d, therefore dim(σ) = n− d: v is generic.
With the notations of the theorem above, given a generic vector (v1, v2) ∈
N/Nγ × N/Nγ , if pi(v) = v1 and pi(w) = v2 then there exists an element
yσ,τ ∈< γ > and two elements xτ , xσ in τ, σ respectively such that xτ +
v − w − xσ = yσ,τ . But γ is a face of both σ and τ then up to changing
xτ and xσ we can assume 0 = yσ,τ . This means that up to choosing v
in N which is not contained in a certain finite family of hyperplanes, the
sum of the theorem is made over all pairs (σ, τ) such that σ meets τ + v,
codim(σ) + codim(τ) = codim(γ) and γ is a face of both σ and τ .
We now prove the theorem:
Proof. It is enough to prove the theorem with the whole variety X. In fact,
assume that the thesis is true for X, then we can replace X with V (γ),
and the multiplicity which we obtain is [N/Nγ : (Nσ + Nτ )/Nγ ] = [N :
Nσ +Nτ ]. Note that codim(pi(σ)) + codim(pi(τ)) = dim(N/Nγ) if and only
if codim(σ) + codim(τ) = codim(γ).
So let us prove the theorem when X = V (γ). We apply the previous
lemma to the diagonal embedding X ↪→ X ×X.
This corresponds to the diagonal inclusion of lattices N ↪→ N ×N : if we
take the dual of this inclusion we get M ×M →M , (a, b)→ a+ b which is
in terms of regular functions OT (T )⊗OT (T )→ OT (T ), p⊗ q → pq: we get
the diagonal embedding.
Note now that using a generic vector of the form (v1, v2) gives the same
formula in the previous lemma as using (v1 − v2, 0), because diag(N) +
(v1, v2) = {(n+ v1, n+ v2) ∈ N ×N} = {(n+ v1 − v2, n) ∈ N ×N}.
Points of intersection of interior part of the cone σ× τ with diag(NR) +
(v, 0) corresponds to points of intersection of σ with τ + v, and for such a v
there is at most one intersection point when dim(σ) + dim(τ) = n.
Lemma 6.1 implies that diag∗([X]) =
∑
mσ,τ [V (σ)× V (τ)], where the
sum is over all pairs σ, τ such that |˚σ∩(˚τ+v)| = 1 with dim(σ)+dim(τ) = n,
and the coefficient is [N ×N : {(n, n)}n∈N +Nσ ×Nτ ] = [N : Nσ +Nτ ].
Actually using the previous lemma it is possible to prove even more:
assume that c ∈ Ak(X) and let f : X ′ → X. Then it is possible to describe
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Ap(X
′)→ Ap−k(X ′) sending z 7→ f∗(c) ∩ z.
This actually is a generalization of the previous theorem: take f = Id. We
will not prove this result because it goes beyond the purpose of this thesis,
a reference is [12] theorem 3.5.
Now we come back to the proof of the lemma:
Proof. First notice that we can assume L+Zv to be a saturated sublattice,
in fact for every l ∈ L and every k ∈ N, ∆(v) = ∆(v+ l) and ∆(kv) = ∆(v).
Case 1: N = L⊕ Zv
Let u ∈M be an element which vanishes on L such that m(v) = −1, consider
the function f = xu − 1.Given a 1-dimensional cone σ ∈ Σ, [N : L+Nσ] <
∞⇐⇒ σ * L, and if this is the case we define mσ = min{m ∈ N : there is
an l ∈ L with mv + l ∈ σ}, if σ ⊆ L we put mσ = 0.
We want to show the following equality:
[div(f)] = [Y ]−
∑
σ∈∆(v)
mσ[V (σ)] (6.1)
The two sides of equation (6.1) have the same restriction to the open set T
because ([Y ]−∑σ∈∆(v)mσ[V (σ)])|T = ([Y ])|T is the torus associated to the
lattice L, which is the divisor of f by definition of u. Then it is enough to
show that for every ray σ ∈ Σ the irreducible divisor [V (σ)] has coefficient
−mσ in the divisor of f if σ ∈ ∆(v) and 0 otherwise.
Note that ordV (σ)(f) is a nonpositive integer. In fact this is a local
computation: assume that f has not a pole along V (σ). Therefore xu has
not a pole, thus if OX,V (σ) is the local ring along the generic point of V (σ),
xu ∈ OX,V (σ). Let m be the maximal ideal of OX,V (σ), then being m T -
stable we have a T -equivariant isomorphism of vector spaces OX,V (σ) ∼=T
k(V (σ)) ⊕T m, k(V (σ)) ∼=T< 1 > ⊕T
⊕
λ∈Λ′ kλ for a certain subset Λ ∈
M − {0}. Therefore OX,V (σ) ∼=T< 1 > ⊕T
⊕
λ∈Λ′ kλ⊕T m. The eigenspace
associated to the trivial character is 1 and xu is not constant, therefore if
pi : OX,V (σ) → k(V (σ)) is the projection, xu is either 0 or a T -eigenfunction
with nontrivial character: xu|V (σ) can not be constantly 1.
Then f can have just poles along V (σ), so ordV (σ)(f) = min{0, ordV (σ)(xu)} =
min{0, (u, r)} where r is the generator of the 1-dimensional ray σ (the last
equality follows from observation 6.2). So the point is to describe this gen-
erator r.
If Nσ ⊆ L then xu is a rational function on V (σ): its order is 0.
Let σ be a 1-dimensional cone in Σ such that [N : L + Nσ] is finite.
[N : L + Nσ] = [L ⊕ Zv : L + Nσ] = mσ, therefore a generator of the
1-dimensional lattice Nσ is mσn+ l for a certain l.
The 1-dimensional lattice Nσ contains the 1-dimensional cone σ, which
is a saturated cone: it is generated by either mσn + l or −mσn − l. In the
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first case, f has a pole along V (σ) of order mσ, in the other case x
u vanishes
on V (σ), so f |V (σ) ≡ 1.
Finally, the cone is generated by the former if and only if σ ⊆ {x ∈ N :
(n, u) < 0}, if and only if σ belongs to ∆(v). Summarizing:
f has a pole along V (σ)⇐⇒ xu has a pole along V (σ)⇐⇒ σ ∈ ∆(v).
and
xu has a pole along V (σ) =⇒ ordV (σ)(f) = ordV (σ)(xu) = −mσ
General case:
Let L′ := L ⊕ Zv < N . Let Σ′ be the fan in L′ whose cones are the
intersections σ ∩ L′R, σ ∈ Σ. This gives a toric variety X ′ and a proper
morphism p : X ′ → X (it is proper because X ′ is complete and X → spec(k)
is separated).
By the case we have proved above we have that if Y ′ is the closure of
the torus associated with L in X ′,
[Y ′] =
∑
σ′
mσ′ [V (σ
′)] (6.2)
where σ′ runs over all rays of ∆L′ that have the form σ ∩ L′R for some
σ ∈ ∆(v): in fact v is generic also for the lattice L ⊆ L′ and if N ⊇ σ ∈
∆L,N (v) =⇒ σ∩L′ ∈ ∆L,L′(v), and mσ′ = [L′ : L+Nσ′ ] = [L′+Nσ : L+Nσ].
p is proper, then the push forward on the chow group is defined: p∗([Y ′]) =∑
σ′
mσ′p∗([V (σ′)]). But p∗([Y ′]) = [Y ], we have to compute p∗([V (σ′)]).
If σ ∈ ∆L,N (v) then σ ∩ L′ ∈ ∆L,L′(v) and Uσ∩L′ maps to Uσ. Given
λ ∈ ˚σ ∩ L′, it belongs to σ˚. This is because if it belongs to a face τ then
τ ∩ L′ = σ ∩ L′ which implies that v is not general.
Now: the orbit corresponding to σ∩L′ is O(σ∩L′) := (L′⊗Gm)· lim
s→0
λ(s)
where as regards the limit we think (as usual) at Gm⊗L′ as imbedded in XΣ′ .
Therefore p(O(σ ∩ L′)) = p((L′ ⊗Gm) · lim
s→0
λ(s)) = (L′ ⊗Gm)p(lim
s→0
λ(s)) =
(L′ ⊗ Gm)lim
s→0
λ(s) where the last λ is thought as a cocharacter of T com-
posing it with the inclusion L′ ⊗Gm ⊆ N ⊗Gm = T .
But (L′ ⊗ Gm)lim
s→0
λ(s) ⊆ T lim
s→0
λ(s) = O(σ) (remember what we have
said before theorem 6.1) because λ ∈ σ˚.
Moreover, for every s ∈ Gm, for every µ ∈< σ >Z and for every x ∈ O(σ)
µ(s)x = x. Thus if we write N =< σ >Z ⊕N ′ (which is possible being σ
saturated) we get a decomposition of T : T = (Gm⊗ < σ >Z) × (Gm ⊗N ′)
and O(σ) = (Gm ⊗N ′)lim
s→0
λ(s).
But now notice that we can choose N ′ to be L: in fact it is saturated
and L∩ < σ >Z= {0} being σ ∈ ∆L,N (v). So (Gm ⊗N ′)lim
s→0
λ(s) = (Gm ⊗
L)lim
s→0
λ(s) : p(O(σ∩L)) = O(σ). Thus p(V (σ′)) = V (σ) because p is closed.
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The degree is a := [k(V (σ′)) : k(V (σ))]. k(V (σ)) is a T -stable subfield
of k(V (σ′)) then to compute a we can decompose k(V (σ′)) = k(V (σ′)) ⊕T⊕a
i=1 kχi where χi are characters and k is the ground field. This inclusion
corresponds to the inclusion of lattices L′/Nσ′ = L′/(L′ ∩ Nσ) = (L′ +
Nσ)/Nσ ↪→ N/Nσ, which gives us a = [N : L′ +Nσ].
Then [N : L′ + Nσ]mσ′ = [N : L′ + Nσ][L′ + Nσ : L + Nσ] = [N :
L+Nσ] = mσ: the coefficient of [V (σ)] is mσ.
We now present an example in which we use the theory developed: the
Chow ring of Pn. Notice that when the ground field is C we obtain the
cohomology of Pn (corollary 2.1).
Example 6.1. The Chow ring of the projective space Pn:
Choose a basis x0, ..., xn for OPn(1)(Pn). Then consider the follow-
ing action of the torus on the projective space: (t1, ..., tn)[a0, ..., an] :=
[t1a0, ..., tnan−1, an]. With this action X := Pn is a toric variety, and
let Σ be its fan. Let mi : T → k∗, (t1, ..., tn) 7→ ti and ni : k∗ → T ,
s 7→ (1, ..., 1, s, 1, ..., 1) be the element dual to mi with respect to the basis
of M m1, ...,mn, and let n0 := −n1, ...,−nn.
What is Σ?
For every J ⊆ {0, ..., n} the set of closed points are {⋂i∈J{xi = 0}}|J |=n:
for every (T -stable) open set of the form D(xi) the unique closed point
is [0, ..., 0, 1, 0, ..., 0] where the non-zero component is the i-th. Let σni be
the (n-dimensional) cone corresponding to the closed point in D(xi). The
ring of regular functions on D(xi) is k[y1, ..., ym] =
⊕
λ∈S
σ1
i
kλ. Looking
at the action on the regular functions we get that Sσ1i
is the cone gener-
ated by m1 − mi, ...,mn − mi,−mi when i 6= 0, with dual cone σ1i =<
n1, ..., nˆi, .., nn, n0 >N (the hat means that ni is missing); and when i = 0 it
is m1, ...,mn with dual cone σ
1
0 =< n1, ..., nn >N w. These are the maximal
cones of Σ.
What is A∗(X)?
Let 0 ≤ k ≤ n− 1 be an integer, we want to understand what is Ak(X)
(An(X) = Z is clear). First we start with An−1(X), where the setting is
easier but not so far from the general case. A set of generators is {Vn−1(i)}ni=0
where Vn−1(i) := V (< ni >N) (theorem 2.1). In order to determine the
relations we use theorem 6.4, and it is enough to look at the relations given
by the mi: they are [Vn−1(i)]− [Vn−1(0)]. Therefore
An−1(X) ∼= (Ze0 ⊕ ...⊕ Zen)/{(a0, ..., an) :
∑
ai = 0}
Now, let 1 ≤ k ≤ n. For every subset J ⊆ {0, ..., n} let Vn−|J |(J) :=
V (< {nj}j∈J >N): An−k(X) =< {[Vn−k(J)]}|J |=k >Z. Now we want to
understand which are the relations, so let 1 ≤ i1 < ... < ik−1 ≤ n: we want
to understand which are the relations given by the T -semiinvariant rational
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functions on the n−k+1-dimensional subvariety Vn−k+1({i1, ..., ik−1}). The
lattice of cocharacters of this subvariety is N ′ := N/ < ni1 , ..., nik−1 >Z with
projection pi : N → N ′, and if τ =< ni1 , ..., nik−1 >N, for every σ =<
ni1 , ..., nik−1 , nj >N, nσ,τ = pi(nj). Thus the relation given by mj with j
not in {i1, ..., ik−1} is [Vn−k({i1, ..., ik−1, j})] − [Vn−k({i1, ..., ik−1, 0})]: this
means that when we start with Vn−k(J) with 0 not belonging to J , we can
replace an element of J with 0. This implies that when we have J, J ′ two
sets of cardinality k, [Vn−k(J)]−[Vn−k(J ′)] = 0 (we can prove it by induction
on |J ∩ J ′| = r).
Now we have to add the relations given by any divisor on Vn−k+1(J) with
0 ∈ J . But these relations are already included because if we consider the
change of coordinates sending n1, ..., nn 7→ n0, n2, ..., nn, and m1, ...,mn →
−m1,m2−m1...,mn−m1 we can repeat the same argument as before, and get
that any divisor of a T -eigenfunction has the shape of [Vn−k(J)]− [Vn−k(J ′)]
for two suitable subsets J, J ′ of cardinality k. Therefore we have again
Ak(X) ∼= (Ze1 ⊕ ...⊕ Ze(n+1k ))/{(a1, ..., a(n+1k )) :
∑
ai = 0}
So summarizing, if Vk is a T -stable subvariety of timension k,
∀0 ≤ k ≤ n, Ak(X) = Z[Vk]
(Notice that all these subvarieties intersect transversally, theorem 6.3).
Now with this description is easy to see how intersection product works.
Instead, we will try to understand how this product works using what we
have done before.
The intersection product and Poincare´ duality:
Finally we want to understand how to intersect two such cycles us-
ing what we have done in this section. Using Poincare´ duality Ak(X) ∼=
An−k(X), let f : Ak(X) → An−k(X) be this isomorphism. By theorem 2.3
Ak(X) = Hom(Ak(X),Z) ∼= Z, let c be the map which has value 1 on [Vk].
Then c generates Ak(X), thus its dual could be either [Vk] or −[Vk]. Now,
looking at theorem 2.4 we see that c ∩ [X] = ∑|J |=k nJ [V (J)], each of the
coefficients nJ is greater or equal than 0, thus c ∩ [X] = [Vk].
Now we want to compute c ∩ [Vm]. If [Vm] = [V (λ)], we have to under-
stand what are the coefficients mλσ,τ . We take λ =< n1, ..., nn−m >N, then
N/Nλ ∼=< nn−m+1, ..., nn > and a generic vector for the diagonal sublattice
in N/Nλ × N/Nλ could be (0;nn−m+1 + 2nn−m+2 + ... + mnn). In fact it
does not belong to any subspace Hσ×τ with dim(σ × τ) < m (observation
6.4). Thus the vector we need to consider is
v = nn−m+1 + 2nn−m+2 + ...+mnn
Now, this is the question: if we consider the fan Σ′ in N ′ := N/Nλ
given by the maximal cones < e0, ..., eˆi, ..., em >N where ei = nn−m+i and
e0 = −e1 − ... − em, we want to find all the couples of cones σ, τ such
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that dim(σ) + dim(τ) = m and |(σ × τ) ∩ ({w,w − v}w∈N ′)| = 1 where
−v = −e1 − 2e2 − ...−mem.
Remark 6.1. Notice in particular the following fact: if we complete e0
as a basis for N ′ with elements belonging to {e1, ..., em}, and we write
−v in the coordinates relative to such a basis, we get that if the basis is
{e0, e1, ..., eˆi, ..., em} then the coordinate relative to e0 is i.
First notice that σ and τ can not share a face (but the face {0}): if
0 6= w ∈ σ ∩ τ and we have z ∈ τ and s ∈ σ such that z + v = s =⇒
z + v′ + v = s+ v′: 1 < |σ × τ ∩ ({w,w − v}w∈N ′)|. So, given I ⊆ {0, ..., n}
we want to see whether there is a J ⊆ {0, ..., n} − I with < {ej} >j∈J × <
{ei}i∈I >∈ ∆((0,−v)).
Case 1: assume first that 0 does not belong to I.
I = {i1, ..., ir} with a < b =⇒ ia < ib, then we have to look at the
r-codimensional cones in the fan Σ which intersect in just one point the
set −v+ < {ei}i∈I >N: there is such a cone if and only if I = {m,m −
1, ...,m − r + 1}. In fact if I = {m,m − 1, ...,m − r + 1} we can pick the
cone < e1, ..., er−1, e0 >N, pick em−r+1 + 2em−r+2 + ...+ rem ∈< {ei}i∈I >N
and −v + em−r+1 + 2em−r+2 + ...+ rem ∈< e1, ..., er−1, e0 >N. If I is not in
that way, assume that there is such a J , then we note that:
i) 0 ∈ J : for every point p ∈ −v+ < {ei}i∈I >N and for every j not in I,
(mj , p) < 0, thus 0 ∈ J .
ii) Let p be the unique point in < {ej}j∈J >N ∩ − v+ < {ei}i∈I >N and
j0 := max{j ∈ {1, ...,m}−I}, then if we complete the set {ej}j∈J as a basis
of N ′ adding elements of {ei}i∈I , the coefficient of e0 that we get writing p
in this basis is j0. This follows from p ∈ −v+ < {ei}i∈I >N and from what
are the coordinates of p in the basis {e1, ..., em}.
iii) Let j0 := max{j ∈ {1, ...,m}− I}, then every i < j0 should belong to J
because ∀p ∈ −v+ < {ei}i∈I >N, (mi, p) > −j0.
Case 2: assume now that 0 ∈ I.
Then 0 does not belong to J because the two cones can’t share a face,
and this is absurd because writing the points of −v+ < {ei}i∈I >N in the
basis {e1, ..., em} we see that there must be some coordinate with a negative
coefficient.
Therefore we get that the coefficient mλσ,τ = [N : Nσ +Nτ ] is either 0 or
1, it is 1 if and only if σ = λ+ < {nj}j>j0 >N for a certain n−m ≤ j0 and
τ = λ+ < nn−m+1, ..., nj0 >N. Therefore for a certain a ≥ dim(λ) there is
just a σ face of λ with dimension a and just one τ such that σ×τ ∈ ∆(v), and
the coefficientmλσ,τ = 1. Therefore we get that, if A := {I ⊆ {n−m+1, ..., n}
with i ∈ I =⇒ i+ 1 ∈ I}, then
c ∩ [V (λ)] =∑
I∈A c([V (λ+ (< {nn−m+i}i∈Ic >N))])[V (λ+ < {nn−m+j}j∈I >N)] =
[V (λ+ < {ni}i∈Ik >N)]
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where Ik is the unique I ∈ A with |I| = k and it is 0 if there are no I ∈ A
with |I| = k.
6.3 Another description of the Halphen ring of a
torus
In this section we will give another description for A∗(X)Q, in the case in
which X is a toric projective variety.
Remark 6.2. In this section we will work just with rational coefficients,
therefore in order to simplify the notations we will drop the subscript Q in
A∗(X)Q.
Our aim is to relate this ring with the polytope algebra. So let me recall
some facts about this algebra, a reference is [18].
Definition 6.7. The polytope algebra Π is a Q-algebra with a generator
[P ] for every polytope P ⊆ Qn, and [∅] = 0. These generators satisfy the
following relations:
[P ∪Q] + [P ∩Q] = [P ] + [Q] when P ∪Q is a convex polytope;
[P + t] = [P ] for all t ∈ Qn.
The multiplication in Π is given by the Minkowski sum: [P ] · [Q] = [P +Q]
where the last + is the Minkowski sum.
Observation 6.5. The identity is the class of a point [p].
The fundamental relation that should be kept in mind is the following
one:
Theorem 6.6. ([18] lemma 13). For every polytope P , ([P ]− 1)n+1 = 0.
This is a very important relation, in fact it permits us to compute
log([P ]) =
n∑
i=1
(−1)i+1
i
([P ]− 1)i, and now exp(log([P ])) = [P ], where the
map exp is defined as the usual infinite sum, which in this case is finite again
because of the previous theorem. Therefore using the expansion of exp it is
clear, at least as vector spaces, the following result:
Theorem 6.7. Π =
⊕n
r=0 Ξr where Ξi =< {(log([P ]))i : [P ] ∈ Π} >Q has
degree i.
Definition 6.8. Let [P ] be a polytope in Π. We define Π[P ] to be the
subalgebra of Π generated by all classes [Q] such that there exists a positive
c and a polytope [R] with P = cQ+R.
Given a polytope P , we can consider its normal fan ΣP , defined in this
way:
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Definition 6.9. If P = Conv(x1, ..., xr) and P ({1, ..., r}) is the set of sub-
sets of {1, ..., r} then ΣP = {(< {xj − xi}j∈J >R+)∨}J∈P ({1,...,r})−∅;i∈{1,...,r}.
Therefore they determine a toric variety. Notice that the resulting toric
variety is complete when the polytope has maximal dimension (theorem 4.9,
again because in this case ΣP is supported on the whole space).
Proposition 6.2. Let i : X ↪→ PN be a projective toric variety with fan
Σ, consider i∗OPN (1)(X). This is finite dimensional ([13] chapter 5) and if
we write i∗OPN (1)(X) =
⊕
λ∈P kλ a decomposition of the global functions
in T -eigenfunctions with P ⊆ M , then conv(P ) ⊆ NR is a polytope and
ΣP = Σ.
PD will be the polytope associated to the very ample line bundle D :=
i∗OPN (1).
If moreover we have a Cartier divisor which is globally generated, we
can again consider its associated polytope Q, then Σ refines the fan ΣQ. ([4]
proposition 6.2.5)
In the example of the projective space in this chapter, the polytope
associated to that action of T on Pn is the standard n-dimensional symplex.
A consequence of this theorem is that H0(i∗OPN (1), X) = |P ∩ M |,
and for every integer m > 0, H0(i∗OPN (m), X) = |mP ∩M |. Using Serre’s
vanishing theorem and the basic properties of the Euler polynomial Z 3 n 7→
χi∗OPN (n) ([13]) we get that mndeg(X)/n! = |mP ∩M | = |P ∩ 1mM |, thus
deg(X)/n! = 1mn |P ∩ 1mM |
n→∞−−−→ vol(P ) where vol is the volume form on
MR invariant under translation which has value 1 on the standard polytope
of the lattice of M .
Form now on we will identify N with the standard sublattice Zn ⊆ Qn.
Let me remind the following result:
Lemma 6.2. ([4] proposition 6.2.13). Let P , Q be two lattice polytopes in
Qn. Then [P ] ∈ Π[Q]⇐⇒ the fan ΣQ refines ΣP .
Then we are ready to state the main theorem of this chapter:
Theorem 6.8. Let X be a projective toric variety, with a very ample line
bundle with polytope P . There exists an injective homomorphism of graded
Q-algebras θ : Π[P ] → A∗(X) such that θ([PD]) =
n∑
i=0
[D]i
i!
for every very
ample line bundle OX(D). The image of θ equals the subalgebra of A
∗(X)
generated by A1(X).
Notice in particular that when X is smooth, the whole Chow ring is
generated in degree 1 because it is generated by the classes of the orbit
closures [V (τ)] and V (τ) =
⋃
ρ ray of τ V (ρ) and the intersection is transversal
because it is a local computations and we have theorem 6.3. Before starting
this proof, we need to recall some results about weights, a reference is [19].
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Definition 6.10. Given a polytope P ⊆ Rn, let Fk(P ) the set of k-dimensional
faces of the polytope. A k-weight on P is a function ω : Fk(P ) → R which
satisfies the following equation:∑
F⊆G
ω(F )vF,G = 0 for all G ∈ Fk+1(P )
where the sum is over all k-faces F of G, and vF,G is the unit outer normal
vector (in the vector subspace parallel to G) at the face F . The real vector
space of k-weights on P is denoted by Ωk(P ).
Example 6.2.
If we put an euclidean norm (and therefore a volume form on every
subspace) on Rn and P has dimension n, the map which sends a face F 7→
voln−1(F ) is a n− 1-weight (divergence theorem).
Assume that P is the Minkowski sum of Q and R. Then we can associate
to every face of P a face of Q (we will call it the corresponding face of Q).
In fact the following result holds:
Proposition 6.3. Let P1, ..., Pr be polytopes in Rd and let F be a face of
the Minkowski sum P1 + ... + Pr. Then there are faces Fi of Pi such that
F = F1 + ...+ Fr. The faces Fi are uniquely determined by F .
Definition 6.11. With the same notations as before, we define a map
Fk(P ) → R, F 7→ volk(F ′) where F ′ is the face of Q corresponding to
F . We call it volk(Q).
The main theorem which we will use is the following, a reference is [19]:
Theorem 6.9. With the same notations as before, volk(Q) ∈ Ωk(P );
there is a well-defined map
φ : Π[P ]→ Ω(P ) := ⊕nk=0 Ωk(P ), [Q]→ ⊕kvolk(Q)
which is injective.
Now we are ready to prove theorem 6.8:
Proof. Part 1:
Using theorem 2.3 and 2.1, we can think at an element a ∈ Ak(X) as
a function c : Σ(k) → Z, where Σ(k) is the set of cones in Σ which have
codimension k, such that it satisfies the following relation: for every cone
τ ∈ Σ(k+1) and every element u ∈M(τ),∑
σ∈Σ(k):τ⊆σ
(u, nσ,τ )c(σ) = 0 (6.3)
Using this identification we show that Ωk(P ) is canonically isomorphic to
Ak(X)R. Let M˜ := M ⊗ R and N˜ := N ⊗ R, and we identify both these
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spaces with Rn with the euclidean norm. When we have an euclidean norm,
we can associate to it a volume form, which has volume 1 on the cube with
sides of length 1. Therefore for every linear subspace we have a canonical
volume form on it, the one associated to the restriction of the norm to this
subspace. We will call such a volume form volk if it is on a k-dimesnional
subspace.
For every cone σ ∈ Σ, let M˜(σ) := M(σ)⊗R with an orthonormal basis
{m1, ...,mk}, and N˜σ := Nσ ⊗ R. We define
projσ : N˜/N˜σ → M˜(σ), v 7→
k∑
i=1
(v,mi)mi
Notice that with this definition, if < ·, · > is the scalar product on M˜(σ),
then (n,m) =< projσ(n),m >.
Part 2:
Let V olσ be a multiple of the standard volume form volk on M˜(σ) such
that it has value 1 on every primitive simplex T in M(σ), and let νσ be a
constant such that V olσ(·) = νσk!volk(·).
For every F ∈ Fk(P ), let σF be the normal cone to P at F . We claim
now that the map
ψk : A
k
R → Ωk(P ), ψk(c)(F ) := c(σF )/νσF
is a well-defined isomorphism.
We have to show that the function ψk(c) is a weight function. The point
is that ||projτ (nσ,τ )|| = ντνσ , where τ is a facet of σ. In fact, first notice
that M˜(σ) ⊆ M˜(τ). Then we can decompose M˜(τ) as M˜(σ)⊕ < v >R with
v orthogonal to M˜(σ) and ||v|| = 1. Then projτ (nσ,τ ) = cv for a certain
c ∈ R because for every m ∈M(σ), < projτ (nσ,τ ),m >= (nσ,τ ,m) = 0. The
absolute value of c will be the norm of projτ (nσ,τ ): we are interested in c.
Let v′ be such that M(τ) = M(σ)⊕Zv′, v′ = αv+w with w ∈ M˜(σ), and
if Tσ is the primitive simplex of M(σ) and Tτ the one of M(τ), volk+1(Tτ ) =
αvolk(Vσ)k+1 . Therefore we get:
1 = V olk+1(Tτ ) = (k + 1)!ντvolk+1(Tτ ) = α
volk(Vσ)
k + 1
(k + 1)!ντ =
αk!volk(Tσ)ντ = α
ντ
νσ
−→ α = νσ
ντ
Now, 1 = (nσ,τ , v
′) because nσ,τ generates the lattice Nσ/Nτ (thus we have
either 1 = (nσ,τ , v
′) or −1 = (nσ,τ , v′)) and nσ,τ belongs to the image of σ
(thus 1 = (nσ,τ , v
′)). So finally: 1 = (nσ,τ , v′) =< projτ (nσ,τ ), v′ >= cα
thus c = ντνσ . Then equation (6.3) translates into
0 =
∑
τ⊆σ
projτ (nσ,τ )c(σ) =
1
ντ
∑
τ⊆σ
projτ (nσ,τ )c(σ) =
∑
τ⊆σ
ψk(c)
projτ (nσ,τ )
||projτ (nσ,τ )||
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But the latter condition is exactly the condition of being a k-weight: ψk is
an isomorphism.
Part 3:
If we consider the composition θ := ψ−1 ◦ φ we get a graded injective
homomorphism of vector spaces θ : Π[P ]→ A∗(X)R.
For every ample divisor D, the corresponding polytope PD belongs to
Π[PD] (prop 6.2), and the element D
k ∈ Ak(X) is represented as the homo-
morphism σ 7→ V olσ(F ) where V (σ) has dimension k and F is the k-face
of PD polar to σ. In fact, if X ↪→ Pm is the embedding associated to
the ample sheaf OX(D), any face F of P of codimension k corresponds to
a T -stable subvariety V (σ) of X of dimension k. For such a subvariety
we can consider the projective embedding j : V (σ) ↪→ X ↪→ Pm, the re-
sult is that the polytope associated to this embedding is the face F . Thus
deg(Dk ∩ [V (σ)]) = deg(V (σ)) = vol′(F )/k! where vol′ is the volume which
has value 1 on the polytope of the lattice M(σ). Noting that vol′ = k!V olσ
we are done.
Part 4:
Finally, we get
ψk(D
k) = k!volk(PD) = φ(log([PD])
k) =⇒ θ([PD]) = exp(D) and
θ(log([PD])
k) = Dk
Now we use prop 6.2: the Picard group of X is generated by ample line
bundles, and A1(X) is the Picard group. Therefore θ is surjective in degree
1.
Moreover θ is a ring homomorphism:
θ([PD][P
′
D]) = θ([PD+D′ ]) = exp(D +D
′) = exp(D)exp(D′) (6.4)
where the first equality is true because if we consider the ebmedding given by
OX(D)⊗OX(D′), this is the composition of the maps X → Pn1×Pn2 and the
Segre embedding Pn1×Pn2 → P(n1+1)(n2+1)−1. Thus, recalling how the Segre
embedding is defined, we get OX(D1) ⊗ OX(D2)(X) = {fg : f ∈ OX(D1)
and g ∈ OX(D2)}: PD1+D2 = PD1 + PD2 .
Equation (6.4) implies the thesis.
Thank to this description, we can compute the Halphen ring with ratio-
nal coefficients of a torus:
Theorem 6.10. The algebra lim−→ A
∗(X), where the limit is over all the com-
pactifications of T , is isomorphic to the polytope algebra.
Proof. First notice that we can reduce ourselves to projective smooth toric
varieties, because these are a cofinal family. Let f : X1 → X2 be a morphism
of projective smooth toric varieties, and let Pi be the polytope associated to
Xi. Then we have the isomorphisms of the theorem θ
(i) : Π[Pi] → A∗(X).
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Using Lemma 6.2, we get that the polytope P2 is a Minkowski summand of
P1, thus we have an inclusion of the polytope algebras i : Π[P2] ↪→ Π[P1].
The point is that the following diagram commutes:
Π[P2] A
∗(X2)
Π[P1] A
∗(X1)
θ(2)
θ(1)
i f∗
In fact, let D be an ample divisor D with its associated sheaf OX2(D) on X2
and polytope [PD]. Then the divisor f
∗OX2(D) is a globally generated sheaf
on X1 with the same associated polytope, thus θ
(1)(i(PD)) = exp(f
∗(D)) by
definition of θ, exp(f∗D) = f∗exp(D) being f∗ a ring homomorphism, and
f∗(exp(D)) = f∗(θ(2)([PD])) which is the thesis because ample line bundles
generate A1(X), and A1(X) generates A∗(X) for X smooth.
Therefore the Halphen ring of a torus is isomorphic to the limit of the
algebras Π[P ], where the fan of P gives us a smooth variety and P has
maximal dimension. Using resolution of singularities and using proposition
6.2, we see that for every politope Q there is another polytope P whose fan
gives us a smooth toric variety such that Q ∈ Π[P ], thus this limit is the
whole polytope algebra, which is the thesis.
94
Bibliography
[1] I. N. Bernstein, I. M. Gel’fand, S. I. Gel’fand Schubert cells and the
cohomology of the space G/P . Russian Math. Surveys 28 (1973), 1-26.
[2] M. Brion: Groupe de Picard et nombres characteristique des varieties
spheriques. Duke Math. J. 58 (1989), 397–424.
[3] M. Brion: Piecewise polynomial functions, convex polytopes and enu-
merative geometry. Parameter spaces, Banach Center Publ., vol 36
(1996), 25-44.
[4] D. A. Cox, J. B. Little, H. K. Schenck: Toric varieties. American Math-
ematical Society, 2011.
[5] C. De Concini, C. Procesi: Complete Symmetric Varieties. Invariant
theory, Lecture Note in Mathematics (1983), 1-44.
[6] C. De Concini, C. Procesi: Complete Symmetric Varieties 2. Algebraic
Groups and Related Topics (1985), 481–514.
[7] W. Fulton: Intersection theory. Springer, 1998.
[8] W. Fulton: Young Tableaux. London mathematical society student
texts 35, 1999.
[9] W. Fulton: Introduction to Toric varieties. Annals of mathematics stud-
ies, Princeton University Press, 1993.
[10] W. Fulton, J. Harris: Representation theory, a first course. Springer,
2004.
[11] W. Fulton, R. MacPherson, F. Sottile, B. Sturmfels: Intersection theory
on spherical varieties. J. Algebraic Geom. 4 (1995), no.1, 181–193.
[12] W. Fulton, B. Sturmfels: Intersection theory on toric varieties. Topol-
ogy 36 (1997), no.2, 335-353.
[13] R. Hartshorne: Algebraic Geometry. Springer, 1977.
95
[14] J. E. Humphreys: Introduction to Lie Algebras and Representation The-
ory. Springer, 1972.
[15] S. Kleiman: The transversality of a general translate Compositio Math.,
28 (1974), 287-297.
[16] F. Knop: The Luna-Vust Theory of Spherical Embeddings. Proceedings
of the Hyderabad Conference on Algebraic Groups (1989), 225-249,
Manoj Prakashan, Madras 1991.
[17] Q. Liu: Algebraic Geometry and Arithmetic Curves. Oxford, 2002.
[18] P. McMullen: The polytope algebra. Advances in Math. 78 (1989), 76-
130.
[19] P. McMullen: On simple polytopes. Inventiones math. (1993) 419-444.
[20] H. Sumihiro: Equivariant completion II. J. Math. Kyoto Univ. 15 (1975)
n.3.
[21] T.A. Springer: Linear Algebraic Groups. Springer, 1998.
[22] D.A. Timashev: Homogeneous spaces an Equivariant Embedding.
Springer, 2011.
96
Ringraziamenti
Ringrazio prima di tutto il mio relatore Jacopo Gandini: e` stato molto
stimolante lavorare con lui. Lo ringrazio per avermi motivato e stimolato
intellettualmente, per avermi proposto una tesi che mi e` piaciuta moltissimo,
per avermi seguito e supportato molto senza mai perdere la pazienza (che
penso sia abbastanza difficile in generale). Grazie anche per aver fatto un
corso di varieta` toriche grandioso, e per avermi fatto conoscere il mondo
delle varieta` sferiche che mi piace molto.
Ringrazio Angelo Vistoli, che mi ha seguito nella prima parte della tesi
ed e` stato sempre un punto di riferimento.
Ringrazio anche Andrea Maffei: lui mi ha per primo fatto entrare in con-
tatto sia con la teoria dell’intersezione durante il colloquio del quarto anno,
sia con la teoria dei gruppi algebrici. Mi ha dedicato tantissimo tempo,
durante gli incontri per preparare il colloquio, ed ogni incontro e` stato il-
luminante. In generale lo ringrazio perche` ogni volta che mi ha parlato di
matematica (dal corso di gruppi e rappresentazioni al colloquio) ne sono
uscito molto arricchito.
Ringrazio poi i miei genitori e mio fratello, per avermi aiutato durante i
periodi difficili e per avermi sempre mostrato tutto il loro affetto: sono stati
un punto di riferimento irrinunciabile in questi anni a Pisa.
Ringrazio i miei nonni per avermi supportato in questi cinque anni, e
per essermi stati vicini.
Ringrazio tutti i miei familiari per aver sempre creduto in me.
Ringrazio Roberta per aver sempre creduto in me, per essermi stata vic-
ina e per avermi fatto passare dei momenti bellissimi: dai momenti di panico
in Belgio alle cenette spaziali al peperosa, dalle serate-film col proiettore ai
bagni alle cinque terre. Grazie per avermi sopportato con pazienza anche
nei momenti difficili, per avermi sempre ascoltato ed avermi aiutato a super-
are ogni ostacolo nel migliore dei modi. Sono davvero felice quando siamo
assieme, sei il mio punto di riferimento.
Ringrazio tutti i miei amici di Pisa, in particolare il Signorino Mariolino
e la Sign. Franceschina con cui sono stato molto bene in questi due anni
passati.
Un grazie speciale a Simone: grazie per per avermi sempre ascoltato e
aiutato nei momenti difficili, mi hai sempre fatto trovare la tua porta di casa
97
aperta, pronta ad accogliermi, sia quando ero di cattivo umore, sia quando
semplicemente cercavo un po’ di compagnia. Sei un punto di riferimento
importante per me.
Ringrazio moltissimo anche i ragazzi con cui ho suonato o in generale
condiviso la mia passione per la musica, ed a cui sono molto legato, tra
cui primi tra tutti Simone, Marco ed Andrea. Mi hanno fatto passare dei
momenti bellissimi assieme e mi hanno fatto divertire molto. Soprattutto
ringrazio Marco, la vera anima del gruppo, che con scrupolo e determi-
nazione ci ha fatti divertire tantissimo e che ha illuminato in noi quello che
prima era solo un’idea fumosta, il suonare assieme. Grazie Marco.
Ringrazio il gruppo di teatro di quest’anno con cui mi sono divertito
tantissimo. Mi hanno regalato dei momenti indimenticabili: tra le capri-
ole di Calibano e quel maledetto spadino di Ferdinando, hanno colorato di
splendidi colori ogni mercoled`ı sera (e qualche volta anche i marted`ı, Giu-
lia Elisabetta e Saverio ;)). Da un naufragio su un’isola “deserta” siamo
riusciti, assieme, di mercoled`ı in mercoled`ı, a tirarne fuori un matrimonio:
grazie per essere stati degli ottimi compagni di viaggio, e grazie Luca per
aver reso possibile tutto questo.
Ringrazio poi il mio compagno di viaggio per eccellenza, Davide. Grazie
per aver sopportato sempre le mie lamentele verso l’umidita`, poi la pioggia,
poi il sole, poi il peso della tanica, poi le cartine geografiche che mancano,..
Quei folli viaggi in bici resteranno sempre nella nostra memoria e nel nostro
cuore.
Ringrazio infine tutti i miei amici di Trento che mi hanno accompagnato
durante questi cinque anni a Pisa: grazie per essere sempre stati presenti.
Ringrazio di nuovo tutti per avermi sempre sopportato senza mai (o
almeno, io non me ne sono mai accorto) perdere la pazienza con me: grazie.
98
