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THE IMAGINARY PART OF THE SCATTERING GREEN
FUNCTION: MONOCHROMATIC RELATIONS TO THE REAL
PART AND UNIQUENESS RESULTS FOR INVERSE PROBLEMS
ALEXEY D. AGALTSOV∗, THORSTEN HOHAGE† , AND ROMAN G. NOVIKOV‡
Abstract. For many wave propagation problems with random sources it has been demonstrated
that cross correlations of wave fields are proportional to the imaginary part of the Green function
of the underlying wave equation. This leads to the inverse problem to recover coefficients of a wave
equation from the imaginary part of the Green function on some measurement manifold. In this paper
we prove, in particular, local uniqueness results for the Schro¨dinger equation with one frequency and
for the acoustic wave equation with unknown density and sound speed and two frequencies. As the
main tool of our analysis, we establish new algebraic identities between the real and the imaginary
part of Green’s function, which in contrast to the well-known Kramers-Kronig relations involve only
one frequency.
Key words. inverse scattering problems, uniqueness for inverse problems, passive imaging,
correlation data, imaginary part of Green’s function
AMS subject classifications. 35R30, 35J08, 35Q86, 78A46
1. Introduction. In classical inverse scattering problems one considers a known
deterministic source or incident wave and aims to reconstruct a scatterer (e.g. the
inhomogeniety of a medium) from measurements of scattered waves. In the case
of point sources this amounts to measuring the Green function of the underlying
wave equation on some observation manifold. From the extensive literature on such
problems we only mention uniqueness results in [25, 24, 4, 10, 1], stability results in
[31, 16, 20], and the books [26, 8] concerning many further aspects.
Recently there has been a growing interest in inverse wave propagation problem
with random sources. This includes passive imaging in seismology ([30]), ocean acous-
tics ([6]), ultrasonics ([33]), and local helioseismology ([13]). It is known that in such
situations cross correlations of randomly excited waves contain a lot of information
about the medium. In particular, it has been demonstrated both theoretically and
numerically that under certain assumptions such cross correlations are proportional
to the imaginary part of the Green function in the frequency domain. This leads to
inverse problems where some coefficient(s) in a wave equation have to be recovered
given only the imaginary part of Green’s function. The purpose of this paper is to
prove some first uniqueness results for such inverse problems. For results on related
problems in the time domain see, e.g., [12] and references therein.
Recall that for a random solution u(x, t) of a wave equation modeled as a station-
ary random process, the empirical cross correlation function over an interval [0, T ]
with time lag τ is defined by
CT (x1, x2, τ) :=
1
T
∫ T
0
u(x1, t)u(x2, t+ τ) dt, τ ∈ R,
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In numerous papers it has been demonstrated that under certain conditions the time
derivative of the cross correlation function is proportional to the symmetrized outgoing
Green function
∂
∂τ
E [CT (x1, x2, τ)] ∼ −[G(x1, x2, τ)−G(x1, x2,−τ)], τ ∈ R.
Taking a Fourier transform of the last equation with respect to τ one arrives at the
relation
E
[
ĈT (x1, x2, k)
]
∼ 1
ki
[
G+(x1, x2, k)−G+(x1, x2, k)
]
=
2
k
ℑG+(x1, x2, k), k ∈ R.
Generally speaking, these relations have been shown to hold true in situations where
the energy is equipartitioned, e.g. in an open domain the recorded signals are a super-
position of plane waves in all directions with uncorellated and identically distributed
amplitudes or in a bounded domain that amplitudes of normal modes are uncorrelated
and identically distributed, see [12, 27, 13, 28, 29]. This condition is fulfilled if the
sources are uncorrelated and appropriately distributed over the domain or if there is
enough scattering.
This paper has mainly been motivated by two inverse problems in local helioseis-
mology and in ocean tomography. In both cases we consider the problem of recovering
the density ρ and the compressibility κ (or equivalently the sound velocity c = 1/
√
ρκ)
in the acoustic wave equation
∇ · ( 1ρ(x)∇p)+ ω2κ(x)p = f, x ∈ Rd, d ≥ 2,(1.1)
with random sources f . We assume that correlation data proportional to the imagi-
nary part of Green’s function for this differential equation are available on the bound-
ary of a bounded domain Ω ⊂ Rd for two different values of the frequency ω > 0 and
that ρ and κ are constant outside of Ω. As a main result we will show that ρ and
κ are uniquely determined by such data in some open neighborhood of any reference
model (ρ0, κ0).
Let us first discuss the case of helioseismology in some more detail: Data on
the line of sight velocity of the solar surface have been collected at high resolution
for several decades by satellite based Doppler shift measurements (see [14]). Based
on these data, correlations of acoustic waves excited by turbulent convection can be
computed, which are proportional to the imaginary part of Green’s functions under
assumptions mentioned above. These data are used to reconstruct quantities in the
interior of the Sun such as sound velocity, density, or flows (see e.g. [17]). The aim
of this paper is to contribute to the theoretical foundations of such reconstruction
method by showing local uniqueness in the simplified model above.
In the case of ocean tomography we consider measurements of correlations of
ambient noise by hydrophones placed at the boundary of a circular area of interest.
If the ocean is modeled as a layered separable waveguide, modes do not interact, and
each horizontal mode satisfies the two-dimensional wave equation of the form (1.1)
(see [5, 6]).
The problem above can be reduced to the following simpler problem of indepen-
dent interest: Determine the real-valued potential v in the Schro¨dinger equation
−∆ψ + v(x)ψ = k2ψ, x ∈ Rd, d ≥ 2, k > 0(1.2)
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given the imaginary part of the outgoing Green function G+v (x, y, k) for one k > 0
and all x, y on the boundary of a domain containing the support of v. This problem
is a natural fixed energy version of the multi-dimensional inverse spectral problem
formulated originally by M.G. Krein, I.M. Gelfand and B.M. Levitan at a conference
on differential equations in Moscow in 1952 (see [3]).
In this connection recall that the Schro¨dinger operator admits the following spec-
tral decomposition in L2(Rd):
(1.3)
−∆+ v(x) =
∫ ∞
0
λ2 dEλ +
∑N
j=1
Ejej ⊗ ej,
dEλ =
2
piℑR+v (λ)λdλ,
where dEλ is the positive part of the spectral measure for −∆ + v(x), Ej are non-
positive eigenvalues of −∆ + v(x) corresponding to normalized eigenfunctions ej ,
known as bound states, and R+v (λ) = (−∆+ v−λ2− i0)−1 is the limiting absorption
resolvent for −∆+ v(x), whose Schwartz kernel is given by G+v (x, y, λ), see, e.g., [19,
Lem.14.6.1].
The plan of the rest of this paper is as follows: In the following section we present
our main results, in particular algebraic relations between ℑG+v and ℜG+v on ∂Ω at
fixed k (Theorem 2.4 and Theorem 2.5) and local uniqueness results given only the
imaginary part of Green’s function (Theorem 2.7 and Theorem 2.11). The remainder
of the paper is devoted to the proof of these results (see Figure 1). After discussing
the mapping properties of some boundary integral operators in section 3 we give
the rather elementary proof of the relations between ℑG+v and ℜG+v at fixed k in
section 4. By these relations, ℜG+v is uniquely determined by ℑG+v up to the signs
of a finite number of certain eigenvalues. To fix these signs, we will have to derive
an inertia theorem in section 5, before we can finally show in section 6 that ℜG+v
is locally uniquely determined by ℑG+v and appeal to known uniqueness results for
the full Green function to complete the proof of our uniqueness theorems. Finally,
in section 7 we discuss the assumptions of our uniqueness theorems before the paper
ends with some conclusions.
ℑGv TBT ∗ TAT ∗ ℜGv
ℑG+v B B˜ |A˜| A˜ A
Gv
v
(2.7)
(2.9)
(2.13) Thm.2.5 Prp.6.1
Prp.6.2
T inj.
[25, 3]
Fig. 1. Schema of demonstration of Theorems 2.7 and 2.11
2. Main results. For the Schro¨dinger equation (1.2) we will assume that
v ∈ L∞(Ω,R), v = 0 on Rd \ Ω,(2.1)
Ω is an open bounded domain in Rd with ∂Ω ∈ C2,1,(2.2)
where by definition a ∂Ω ∈ C2,1 means that ∂Ω is locally a graph of a C2 function
with Lipschitz continuous second derivatives, see [22, p.90] for more details.
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Moreover, we suppose that
k2 is not a Dirichlet eigenvalue of −∆+ v(x) in Ω.(2.3)
For equation (1.2) at fixed k > 0 we consider the outgoing Green function G+v =
G+v (x, y, k), which is for any y ∈ Rd the solution to the following problem:
(−∆+ v − k2)G+v (·, y, k) = δy,(2.4a) (
∂
∂|x| − ik
)
G+v (x, y, k) = o
(|x| 1−d2 ), |x| → +∞.(2.4b)
Recall that Gv(x, y, k) = Gv(y, x, k) by the reciprocity principle.
In the present work we consider, in particular, the following problem:
Problem 2.1. Determine the coefficient v in the Schro¨dinger equation (1.2) from
ℑG+v (x, y, k) given at all x, y ∈ ∂Ω, at fixed k.
As discussed in the introduction, mathematical approaches to Problem 2.1 are not
yet well developed in the literature in contrast with the case of the following inverse
problem from G+v (and not only from ℑG+v ):
Problem 2.2. Determine the coefficient v in the Schro¨dinger equation (1.2) from
G+v (x, y, k) given at all x, y ∈ ∂Ω, at fixed k.
For the acoustic equation (1.1) we impose the assumptions that
ρ ∈W 2,∞(Rd,R), ρ(x) > 0, x ∈ Ω, ρ(x) = ρc > 0, x 6∈ Ω,(2.5a)
κ ∈ L∞(Ω,R), κ(x) = κc > 0, x 6∈ Ω(2.5b)
for some constants ρc and κc. For equation (1.1) we consider the radiating Green
function P = Pρ,κ(x, y, ω), which is the solution of the following problem:
(2.6)
∇ · ( 1ρ∇P (·, y, ω))+ ω2κP (·, y, ω) = −δy, ω > 0,(
∂
∂|x| − iω
√
ρcκc
)
P (x, y, ω) = o
(|x| 1−d2 ), |x| → +∞.
In the present work we consider the following problem for equation (1.1):
Problem 2.3. Determine the coefficients ρ, κ in the acoustic equation (1.1) from
ℑPρ,κ(x, y, ω) given at all x, y ∈ ∂Ω, and for a finite number of ω.
Notation. If X and Y are Banach spaces, we will denote the space of bounded
linear operators from X to Y by L(X,Y ) and write L(X) := L(X,X). Moreover,
we will denote the subspace of compact operators in L(X,Y ) by K(X,Y ), and the
subset of operators with a bounded inverse by GL(X,Y ).
Besides, we denote by ‖ · ‖∞ the norm in L∞(Ω), and by 〈·, ·〉, ‖ · ‖2 the scalar
product and the norm in L2(∂Ω). Furthermore, we use the standard notation Hs(∂Ω)
for L2-based Sobolev spaces of index s on ∂Ω (under the regularity assumption (2.2)
we need |s| ≤ 3).
In addition, the adjoint of an operator A is denoted by A∗.
2.1. Relations between ℜG and ℑG. For fixed k > 0 let us introduce the
integral operator Gv(k) ∈ L(L2(∂Ω)) by
(2.7) (Gv(k)ϕ)(x) :=
∫
∂Ω
G+v (x, y, k)ϕ(y) ds(y), x ∈ ∂Ω
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where ds(y) is the hypersurface measure on ∂Ω. For the basic properties of Gv(k)
see, e.g., [22, Chapter 7]. Note that for the case v = 0 the Green function G+0 is the
outgoing fundamental solution to the Helmholtz equation, and G0 is the corresponding
single layer potential operator.
Recall that√
σΩ(−∆) :=
{
k > 0: k2 is a Dirichlet eigenvalue of −∆ in Ω}
is a discrete subset of (0,+∞) without accumulation points.
Theorem 2.4. Suppose that Ω, k, and v satisfy the conditions (2.1), (2.2), (2.3).
Then:
1. The mapping
(2.8) (0,+∞) \
√
σΩ(−∆)→ L(H1(∂Ω), L2(∂Ω)), λ 7→ Q(λ) := ℑG−10 (λ)
has a unique continuous extension to (0,+∞). In following we will often
write Q instead of Q(k).
2. Gv(k) ∈ L(L2(∂Ω), H1(∂Ω)) and the operators
(2.9) A := ℜGv(k), B := ℑGv(k)
satisfy the following relations:
AQA+BQB = −B(2.10a)
AQB −BQA = 0.(2.10b)
Theorem 2.4 is proved in subsection 4.1.
We would like to emphasize that relations (2.10a), (2.10b) are valid in any di-
mension d ≥ 1.
For the next theorem, recall that the exterior boundary value problem
∆u+ k2u = 0 in Rd \ Ω,(2.11a)
u = u0 on ∂Ω,(2.11b)
∂u
∂|x| − iku = o
(|x|(1−d)/2) as |x| → ∞(2.11c)
has a unique solution for all u0 ∈ C(∂Ω), which has the asymptotic behavior
u(x) =
eik|x|
|x|(d−1)/2 u∞
(
x
|x|
)(
1 +O
(
1
|x|
))
, |x| → ∞.
Here u∞ ∈ L2(Sd−1) is called the farfield pattern of u.
Theorem 2.5. Suppose that Ω, k, and v satisfy the conditions (2.1), (2.2), and
(2.3). Then:
I. The operator C(∂Ω) → L2(Sd−1), u0 7→
√
ku∞ mapping Dirichlet boundary
values u0 to the scaled farfield pattern u∞ of the solution to (2.11) has a
continuous extension to an operator T (k) ∈ L(L2(∂Ω), L2(Sd−1)), and T (k)
is compact, injective, and has dense range. Moreover, Q(k) defined in Theo-
rem 2.4 has a continuous extension to L(L2(∂Ω)) satisfying
Q(k) = −T ∗(k)T (k).(2.12)
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II. The operators A˜, B˜ ∈ L(L2(Sd−1)) defined by
(2.13) A˜ := ℜG˜v(k), B˜ := ℑG˜v(k), G˜v(k) := T (k)Gv(k)T ∗(k)
are compact and symmetric and satisfy the relations
A˜2 = B˜ − B˜2,(2.14a)
A˜B˜ = B˜A˜.(2.14b)
III. The operators A˜, B˜ are simultaneously diagonalisable in L2(Sd−1). Moreover,
if G˜v(k)f = (λA˜ + iλB˜)f for some f 6= 0 and λA˜, λB˜ ∈ R, then
(2.15) λ2
A˜
= λB˜ − λ2B˜ .
Theorem 2.5 is proved in subsection 4.2.
We could replace T (k) by any operator satisfying (2.12) in most of this paper,
e.g.
√
−Q(k). However, G˜∗v (k) has a physical interpretation given in Lemma 7.1, and
this will be used to verify condition (2.16) below.
In analogy to the relations (2.10a) and (2.10b), the relations (2.14a) and (2.14b)
are also valid in any dimension d ≥ 1.
Remark 2.6. The algebraic relations between ℜG+v andℑG+v given in Theorem 2.4
and Theorem 2.5 involve only one frequency in contrast to well-knownKramers-Kronig
relations which under certain conditions are as follows:
ℜG+v (x, y, k) =
1
pi
p.v.
∫ +∞
−∞
ℑG+v (x, y, k′)
k′ − k dk
′,
ℑG+v (x, y, k) = −
1
pi
p.v.
∫ +∞
−∞
ℜG+v (x, y, k′)
k′ − k dk
′,
where x 6= y, k ∈ R for d = 3 or k ∈ R\{0} for d = 2, and G+v (x, y,−k) := G
+
v (x, y, k),
G+0 (x, y,−k) := G
+
0 (x, y, k), k > 0.
In this simplest form the Kramers-Kronig relations are valid, for example, for
the Schro¨dinger equation (1.2) under conditions (2.1), (2.2), d = 2, 3, if the discrete
spectrum of −∆+ v in L2(Rd) is empty and 0 is not a resonance (that is, a pole of
the meromorphic continuation of the resolvent k 7→ (−∆+ v − k2)−1).
2.2. Identifiability of v from ℑGv. We suppose that
(2.16) if λ1, λ2 are eigenvalues of G˜v(k) with ℑλ1 = ℑλ2, then ℜλ1 = ℜλ2,
where G˜v(k) = A˜+ iB˜ is the operator defined in Theorem 2.5. Under this assumption
any eigenbasis of B˜ in L2(Sd−1) is also an eigenbasis for A˜ in L2(Sd−1) in view of
Theorem 2.5 (III).
Theorem 2.7. Let Ω satisfy (2.2), d ≥ 2, v0 satisfy (2.1) and let k > 0 be such
that ℜGv0(k) is injective in H−
1
2 (∂Ω) and (2.16) holds true with v = v0. Then there
exists δ = δ(Ω, k, v0) > 0 such that for any v1, v2 satisfying (2.1) and
‖v1 − v0‖∞ ≤ δ, ‖v2 − v0‖∞ ≤ δ,
the equality ℑG+v1(x, y, k) = ℑG+v2(x, y, k) for all x, y ∈ ∂Ω implies that v1 = v2.
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Theorem 2.7 is proved in subsection 6.1. In section 7 we present results indicating
that the assumptions of this theorem are “generically” satisfied.
We also mention the following simpler uniqueness result for ℜG+v based on ana-
lytic continuation if ℑG+v is given not only for one frequency, but for an interval of
frequencies. This uniqueness result is even global. However, analytic continuation
is notoriously unstable, and computing ℑG+v on an interval of frequencies from time
dependent data would require an infinite time window. Therefore, it is preferable to
work with a discrete set of frequencies.
Proposition 2.8. Let Ω satisfy (2.2), d ∈ {2, 3}, and v1, v2 satisfy (2.1). Sup-
pose that the discrete spectrum of the operators −∆ + vj in L2(Rd) is empty and 0
is not a resonance (that is, a pole of the meromorphic continuation of the resolvent
R+vj (k) = (−∆ + vj − k2 − i0)−1), j = 1, 2. Besides, let x, y ∈ Rd, x 6= y, be
fixed. Then if ℑG+v1(x, y, k) = ℑG+v2(x, y, k) for all k ∈ (k0 − ε, k0 + ε) for some
fixed k0 > 0, ε > 0, then G
+
v1(x, y, k) = G
+
v2(x, y, k) for all k > 0. In addition, if
ℑG+v1(x, y, k) = ℑG+v2(x, y, k) for all x, y ∈ ∂Ω, k ∈ (k0 − ε, k0 + ε), then v1 = v2.
Proof. Under the assumptions of Proposition 2.8 the functionsG+vj (x, y, k) at fixed
x 6= y admit analytic continuation to a neighborhood of each k ∈ R (k 6= 0 for d = 2)
in C. It follows that ℑG+vj (x, y, k) are real-analytic functions of k ∈ R (k 6= 0 for
d = 2). Moreover, ℑG+vj (x, y,−k) = −ℑG+vj (x, y, k) for all k > 0. Hence, the equality
ℑG+v1(x, y, k) = ℑG+v2(x, y, k) for k ∈ (k0 − ε, k0 + ε) implies the same equality for all
k ∈ R (k 6= 0 for d = 2). Taking into account Kramers-Kronig relations recalled in
Remark 2.6, we obtain, in particular, that G+v1(x, y, k) = G
+
v2(x, y, k), k > 0.
Moreover, the equality G+v1(x, y, k) = G
+
v2(x, y, k), x, y ∈ ∂Ω, k > 0, implies
v1 = v2 see, e.g., [3, 25].
2.3. Identifiability of ρ and κ from ℑPρ,κ. Let Pρ,κ(x, y, ω) be the function
of (2.6) and define Pρ,κ,ω, P˜ρ,κ,ω as(Pρ,κ,ωu)(x) := ∫
∂Ω
Pρ,κ(x, y, ω)u(y) ds(y), x ∈ ∂Ω, u ∈ H− 12 (∂Ω),
P˜ρ,κ,ω := T (k)Pρ,κ,ωT ∗(k), k := ω√ρcκc,
where T (k) is the same as in Theorem 2.5. We suppose that
(2.17) if λ1, λ2 are eigenvalues of P˜ρ,κ,ω with ℑλ1 = ℑλ2, then ℜλ1 = ℜλ2.
Let W 2,∞(Ω) denote the L∞-based Sobolev space of index 2.
The following theorems are local uniqueness results for the acoustic equation (1.1).
Theorem 2.9. Let Ω satisfy (2.2), d ≥ 2, and suppose that ρ0, κ0 satisfy (2.5a),
(2.5b) for some known ρc, κc. Let ω1, ω2 be such ℜPρ0,κ0,ωj is injective in H−
1
2 (∂Ω)
and (2.17) holds true with ρ = ρ0, κ = κ0, ω = ωj, j = 1, 2. Besides, let ρ1, κ1 and
ρ2, κ2 be two pairs of functions satisfying (2.5a), (2.5b). Then there exist constants
δ1,2 = δ1,2(Ω, ω1, ω2, κ0, ρ0) such that if
‖ρ1 − ρ0‖W 2,∞ ≤ δ1, ‖ρ2 − ρ0‖W 2,∞ ≤ δ1,
‖κ1 − κ0‖∞ ≤ δ2, ‖κ2 − κ0‖∞ ≤ δ2,
then the equality ℑPρ1,κ1(x, y, ωj) = ℑPρ2,κ2(x, y, ωj) for all x, y ∈ ∂Ω and j ∈ {1, 2}
implies that ρ1 = ρ2 and κ1 = κ2.
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Proof of Theorem 2.9. Put
vj(x, ω) = ρ
1
2
j (x)∆ρ
− 1
2
j (x) + ω
2(ρcκc − κj(x)ρj(x)), k2 = ω2ρcκc.
Then Pρj ,κj (x, y, ω) = ρcG
+
vj (x, y, k), where G
+
vj denotes the Green function for equa-
tion (1.2) defined according to (2.4). By assumptions we obtain that
ℑG+v1(x, y, k) = ℑG+v2(x, y, k), x, y ∈ ∂Ω, k = k1, k2, kj = ωj
√
ρcκc.
Using Theorem 2.7, we obtain that
v1(x, ωj) = v2(x, ωj), x ∈ Ω, j = 1, 2.
Together with the definition of vj it follows that ρ
1
2
1∆ρ
− 1
2
1 = ρ
1
2
2∆ρ
− 1
2
2 and κ1 = κ2.
In turn, the equality ρ
1
2
1∆ρ
− 1
2
1 = ρ
1
2
2∆ρ
− 1
2
2 together with the boundary conditions
ρ1|∂Ω = ρ2|∂Ω = ρc imply that ρ1 = ρ2, see, e.g., [1].
Theorem 2.10. Let Ω satisfy (2.2), d ≥ 2, and suppose that ρ0, κ0 satisfy (2.5a),
(2.5b) for some known ρc, κc. Let ω be such that ℜPρ0,κ0,ω is injective in H−
1
2 (∂Ω)
and (2.17) holds true with ρ = ρ0, κ = κ0. Besides, let κ1, κ2 satisfy (2.5b). Then
there exists δ = δ(Ω, ω, κ0, ρ0) such that the bounds
‖κ1 − κ0‖∞ < δ, ‖κ2 − κ0‖∞ < δ,
and the equality ℑPρ0,κ1(x, y, ω) = ℑPρ0,κ2(x, y, ω) for all x, y ∈ ∂Ω imply that κ1 =
κ2.
Proof of Theorem 2.10. In analogy to the proof of Theorem 2.9, put
vj(x, ω) = ρ
1
2
0 (x)∆ρ
− 1
2
0 (x) + ω
2(ρcκc − κj(x)ρ0(x)).
Then Pρ0,κj (x, y, ω) = ρcG
+
vj (x, y, k), where G
+
vj denotes the Green function for equa-
tion (1.2) defined according to (2.4). By assumptions we obtain that
ℑG+v1(x, y, k) = ℑG+v2(x, y, k), x, y ∈ ∂Ω.
Using Theorem 2.7 we obtain that
v1(x, ω) = v2(x, ω), x ∈ Ω.
Now it follows from the definition of vj that κ1 = κ2.
The following uniqueness theorem for the coefficient κ only does not require small-
ness of this coefficient, but only smallness of the frequency ω. Note that it is not an
immediate corollary to Theorem 2.7 since the constant δ in Theorem 2.7 depends on
k.
Theorem 2.11. Let Ω satisfy (2.2), d ≥ 2, and assume that ρ ≡ 1 and κc = 1 so
that (1.1) reduces to the Helmholtz equation
∆p+ ω2κ(x)p = f.
Moreover, suppose that κ1 and κ2 are two functions satisfying (2.5b) and
‖κ1‖∞ ≤M, ‖κ2‖∞ ≤M
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for someM > 0. Then for there exists ω0 = ω0(Ω,M) > 0 such that if ℑP1,κ1(x, y, ω) =
ℑP1,κ2(x, y, ω) for all x, y ∈ ∂Ω, for some fixed ω ∈ (0, ω0], then κ1 = κ2.
Theorem 2.11 is proved in section 6.
3. Mapping properties of some boundary integral operators. In what
follows we use the following notation:(
R+v (k)f
)
(x) =
∫
Ω
G+v (x, y, k)f(y) dy, x ∈ Ω, k > 0.
Remark 3.1. The operator R+v (k) is the restriction from R
d to Ω of the outgoing
(limiting absorption) resolvent k 7→ (−∆ + v − k2 − i0)−1. It is known that if v
satisfies (2.1) and k2 is not an embedded eigenvalue of −∆ + v(x) in L2(Rd), then
R+v (k) ∈ L
(
L2(Ω), H2(Ω)
)
, see, e.g., [2, Thm.4.2]. In turn, it is known that for the
operator −∆ + v(x) with v satisfying (2.1) there are no embedded eigenvalues, see
[19, Thm.14.5.5 & 14.7.2].
Recall that the free radiating Green’s function is given in terms of the Hankel functions
H
(1)
ν of the first kind of order ν by
(3.1) G+0 (x, y, k) =
i
4
(
k
2pi|x−y|
)ν
H(1)ν (k|x− y|) with ν := d2 − 1.
In addition, we denote the single layer potential operator for the Laplace equation by
(3.2)
(Ef)(x) :=
∫
∂Ω
E(x− y)f(y) ds(y), x ∈ ∂Ω with
E(x− y) :=
{
− 12pi ln |x− y|, d = 2,
1
d(d−2)ωd
|x− y|2−d, d ≥ 3,
where ωd is the volume of the unit d-ball and E is the fundamental solution for the
Laplace equation in Rd. Note that −∆xE(x− y) = δy(x).
Lemma 3.2. Let v, v0 ∈ L∞(Ω,R) and let k > 0 be fixed. There exist c1 =
c1(Ω, k, v0), δ1 = δ1(Ω, k, v0) such that if ‖v − v0‖∞ ≤ δ1, then
‖R+v (k)f‖H2(Ω) ≤ c1(Ω, k, v0)‖f‖L2(Ω), for any f ∈ L2(Ω).
In addition, for any M > 0 there exist constants c′1 = c
′
1(Ω,M) and k1 = k1(Ω,M)
such that if ‖v‖∞ ≤M , then
‖R+k2v(k)f‖H2(Ω) ≤
{
c′1(Ω,M)‖f‖L2(Ω), d ≥ 3,
| ln k| c′1(Ω,M)‖f‖L2(Ω), d = 2
for all f ∈ L2(Ω) and all k ∈ (0, k1).
Proof. We begin by proving the first statement of the lemma. The operators
R+v (k) and R
+
v0(k) are related by a resolvent identity in L
2(Ω):
(3.3) R+v (k) = R
+
v0(k)
(
Id + (v − v0)R+v0(k)
)−1
,
see, e.g., [19, p.248] for a proof. The resolvent identity is valid, in particular, if
‖v − v0‖∞ < ‖R+v0(k)‖−1, where the norm is taken in L
(
L2(Ω), H2(Ω)
)
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from (3.3) that
‖R+v (k)‖ ≤
‖R+v0(k)‖
1− ‖v − v0‖∞‖R+v0(k)‖
,
where the norms are taken in L
(
L2(Ω), H2(Ω)
)
. Taking δ1 < ‖R+v0(k)‖−1, we get the
first statement of the lemma.
To prove the second statement of the lemma, we begin with the case of v = 0. The
Schwartz kernel of R+0 (k) is given by the outgoing Green function for the Helmholtz
equation defined in formula (3.1). In particular, ℑG+0 (x− y, k) satisfies
(3.4) ℑG+0 (x, y, k) =
1
4
(2pi)−νkν |x− y|−νJν(k|x− y|) = k
2ν
22ν+2piνν!
(
1 +O(z2)
)
with the Bessel function Jν = ℜH(1)ν of order ν, where z = k|x− y| and O is an entire
function with O(0) = 0. In addition,
(3.5)
ℜG+0 (x− y, k) =

E(x− y)− 12pi
(
ln k2 + γ
)
(1 +O2(z
2)) + O˜2(z
2), d = 2,
E(x− y)(1 +O3(z2)), d ≥ 3 odd
E(x− y)(1 +Od(z2))
− kd−222ν+3piν+1ν! ln(z/2)(1 + O˜d(z2)), d ≥ 4 even
where z = k|x− y| and Od and O˜d are entire functions with Od(0) = 0 = O˜d(0), and
γ is the Euler-Mascheroni constant, see, e.g., [22, p.279]. These formulas imply the
second statement of the present lemma for v = 0.
Using the resolvent identity (3.3) we obtain
‖R+k2v(k)‖ ≤
‖R+0 (k)‖
1− k2M‖R+0 (k)‖
,
if k2M‖R+0 (k)‖ < 1, where the norms are taken in L
(
L2(Ω), H2(Ω)
)
. This inequality
together with the second statement of the lemma for v = 0 imply the second statement
of the lemma for general v.
Lemma 3.3. Let v0, v1, v2 ∈ L∞(Ω,R). Then for any k > 0
(3.6) Gv1(k)− Gv2(k) ∈ L
(
H−
3
2 (∂Ω), H
3
2 (∂Ω)
)
.
In addition, there exist c2(Ω, k, v0), δ2(Ω, k, v0) such that if ‖v1 − v0‖∞ ≤ δ2, ‖v2 −
v0‖∞ ≤ δ2, then
(3.7) ‖Gv1(k)− Gv2(k)‖ ≤ c2(Ω, k, v0)‖v1 − v2‖∞,
where the norm is taken in L
(
H−
3
2 (∂Ω), H
3
2 (∂Ω)
)
.
Furthermore, for any M > 0 there exist constants c′2 = c
′
2(Ω,M) and k2 =
k2(Ω,M) such that if ‖v1‖∞ ≤M , ‖v2‖∞ ≤M , then
(3.8) ‖Gk2v1(k)− Gk2v2(k)‖ ≤
{
c′2(Ω,M)k
2‖v1 − v2‖∞, for d ≥ 3,
c′2(Ω,M)k
2| ln k|2‖v1 − v2‖∞, for d = 2
holds true for all k ∈ (0, k2), where the norms are taken in L
(
H−
3
2 (∂Ω), H
3
2 (∂Ω)
)
.
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Proof. Note that
(3.9) Gvj (k) = γR+vj (k)γ∗, j = 1, 2,
where
γ ∈ L
(
Hs(Ω), Hs−
1
2 (∂Ω)
)
and γ∗ ∈ L
(
H−s+
1
2 (∂Ω), H˜−s(Ω)
)
for s ∈ (12 , 2] are the trace map and its dual (see, e.g., [22, Thm.3.37]). HereHs(Ω) de-
notes the space of distributions u on Ω, which are the restriction of some U ∈ Hs(Rd)
to Ω, i.e. u = U |Ω, whereas H˜s(Ω) denotes the closure of the space of distributions on
Ω in Hs(Rd) (see [22]). Recall that for a Lipschitz domain we have Hs(Ω)∗ = H˜−s(Ω)
for all s ∈ R ([22, Thm. 3.30]).
The operators R+v1(k) and R
+
v2(k) are subject to the resolvent identity
(3.10) R+v2(k)−R+v1(k) = R+v1(k)
(
v1 − v2
)
R+v2(k),
see, e.g., [19, p.248] for the proof. Together with (3.10) we obtain that
(3.11) Gv2(k)− Gv1(k) = γR+v1(k)(v1 − v2)R+v2(k)γ∗.
It follows from Remark 3.1 and from a duality argument that R+v (k) is bounded in
L
(
L2(Ω), H2(Ω)
)
and in L
(
H−2(Ω), L2(Ω)
)
. Taking into account that all maps in the
sequence
H−
3
2 (∂Ω)
γ∗−→ H˜−2(Ω) R
+
v2
(k)−→ L2(Ω) v1−v2−→ L2(Ω) R
+
v1
(k)−→ H2(Ω) γ−→ H 32 (∂Ω)
are continuous, we get (3.6).
It follows from (3.11) that there exists c′′2 = c
′′
2 (Ω) such that
‖Gv1(k)− Gv2(k)‖ ≤ c′′2(Ω)‖R+v1(k)‖‖R+v2(k)‖‖v1 − v2‖∞,
where the norm on the left is taken in L
(
H−
3
2 (∂Ω), H
3
2 (∂Ω)
)
, and the norms on the
right are taken in L
(
L2(Ω), H2(Ω)
)
. Using this estimate and Lemma 3.2 we obtain
the second assertion of the present lemma. Using the estimate for a pair of potentials
(k2v1, k
2v2) instead of (v1, v2) and using Lemma 3.2 we obtain the third assertion of
the present lemma.
Lemma 3.4. Suppose that (2.2) holds true and v satisfies (2.1). Then Gv(k)and
ℜGv(k) are Fredholm operators of index zero in spaces L(Hs− 12 (∂Ω), Hs+ 12 (∂Ω)), s ∈
[−1, 1], real analytic in k ∈ (0,+∞). If, in addition, v ∈ C∞(Rd,R), then Gv(k) is
boundedly invertible in these spaces if and only if (2.3) holds.
Proof. It is known that G0(k) is Fredholm of index zero in the aforementioned
spaces, see [22, Thm.7.17]. Besides, it follows from Lemma 3.3 that Gv(k) − G0(k)
is compact in each of the aforementioned spaces, so that Gv(k) is Fredholm of index
zero, since the index is invariant with respect to compact perturbations. Moreover,
it follows from (3.4) that ℑG0(k) has a smooth kernel, which implies that ℜGv(k) is
also Fredholm of index zero.
It follows from [22, Thm.7.17] and [24, Thm.1.6] that for any −1 ≤ s ≤ 1 the
operator Gv(k) is invertible in L
(
Hs−
1
2 (∂Ω), Hs+
1
2 (∂Ω)
)
if and only if k2 is not a
Dirichlet eigenvalue of −∆+ v(x).
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Now, since v satisfies (2.1), operator −∆+ v(x) has no embedded point spectrum
in L2(Rd) according to [2, Thm.4.2] and [19, Thm.14.5.5 & 14.7.2]. It follows that
R+v (k) has analytic continuation to a neighborhood of each k > 0 in C and the this is
also true for Gv(k) in view of formula (3.9). Hence, ℜGv(k) is real analytic for k > 0
and the same is true for ℜG0(k).
Let us introduce the operator
(3.12) W (k) :=
{
ℜG0(k)− E , d ≥ 3,
ℜG0(k)− E + 12pi
(
ln k2 + γ
)〈1, ·〉1, d = 2,
where γ is the Euler-Mascheroni constant, and 〈1, ·〉 denotes the scalar product with
1 in L2(∂Ω).
Lemma 3.5. There exist c3 = c3(Ω), k3 = k3(Ω) such that W (k) belongs to
K
(
H−
1
2 (∂Ω), H
1
2 (∂Ω)
)
and
‖W (k)‖ ≤

k2c3(Ω), d = 3 or d ≥ 5,
k| ln k|c3(Ω), d = 4,
k2| ln k|c3(Ω), d = 2
for all k ∈ (0, k3), where the norm is taken in L
(
H−
1
2 (∂Ω), H
1
2 (∂Ω)
)
.
Proof. It follows from (3.5) that W (k) ∈ L(L2(∂Ω), H2(∂Ω)). By duality and
approximation we get W (k) ∈ K(H− 12 (∂Ω), H 12 (∂Ω)). The estimates also follow
from (3.5), taking into account that k ln k = o(1) as k ց 0.
4. Derivation of the relations between ℜGv and ℑGv.
4.1. Proof of Theorem 2.4. It follows from Lemma 3.4 for v = 0 that if λ > 0 is
such that λ2 is not a Dirichlet eigenvalue of −∆ in Ω, then Q(λ) ∈ L(H1(∂Ω), L2(∂Ω))
is well defined as stated in (2.8). It also follows from Lemma 3.4 that Gv(k) ∈
L(L2(∂Ω), H1(∂Ω)) if (2.3) holds.
To prove the remaining assertions of Theorem 2.4 we suppose first that in addition
to the initial assumptions of Theorem 2.4 the condition (2.3) holds true for v = 0. Let
us define the Dirichlet-to-Neumann map Φv ∈ L
(
H1/2(∂Ω), H−1/2(∂Ω)
)
by Φvf :=
∂ψ
∂ν where ψ is the solution to
−∆ψ + vψ = k2ψ in Ω,
ψ = f on ∂Ω,
and ν is the outward normal vector on ∂Ω. Moreover, let Φ0 denote the corresponding
operator for v = 0. It can be shown (see e.g., [24, Thm.1.6]) that under the assump-
tions of Theorem 2.4 together with (2.3) for v = 0 these operators are related to G
and G0 as follows:
(4.1) G−1v − G−10 = Φv − Φ0.
For an operator T between complex function spaces let T f := T f denote the operator
with complex conjugate Schwarz kernel, and note that T −1 = T −1 if T is invertible.
Since v is assumed to be real-valued, it follows that Φv = Φv. Therefore, taking the
complex conjugate in (4.1), we obtain
(Gv)−1 − (G0)−1 = Φv − Φ0.
THE IMAGINARY PART OF THE SCATTERING GREEN FUNCTION 13
Combining the last two equations yields
(4.2) (G−1v )− (Gv)−1 = (G0)−1 − (G0)−1.
Together with the definitions (2.9) of A,B, and Q, we obtain the relation
(A+ iB)iQ(A− iB) = −iB,
which can be rewritten as the two relations (2.10). Thus, Theorem 2.4 is proved under
the additional assumption that (2.3) is satisfied for v = 0.
Moreover, it follows from formula (4.2) that the mapping (2.8) extends to all
k > 0, i.e. the assumption that k2 is not a Dirichlet eigenvalue of −∆ in Ω can be
dropped. More precisely, for any k > 0 one can always find v satisfying (2.1), (2.3)
such that the expression on the hand side left of formula (4.2) is well-defined and can
be used to define Q(k). The existence of such v follows from monotonicity and upper
semicontinuity of Dirichlet eigenvalues.
This completes the proof of Theorem 2.4.
4.2. Proof of Theorem 2.5. Part I. Let k > 0 be fixed. The fact that T (k)
extends continuously to L2(∂Ω) and is injective there is shown in [8, Thm.3.28]. More
precisely, the injectivity of T (k) in L(L2(∂Ω), L2(Sd−1)) is proved in this book only
in dimension d = 3, but the proof works in any dimension d ≥ 2. In addition,
T (k) ∈ L(L2(∂Ω), L2(Sd−1)) is compact as an operator with continuous integral
kernel (see [8, (3.58)]).
It follows from the considerations in the last paragraph of the proof of Theorem 2.4
that for any k > 0 there exists v ∈ C∞(Rd,R) with supp v ⊂ Ω such that k2 is not a
Dirichlet eigenvalue of −∆+ v(x) in Ω and such that Q(k) = ℑG−1v (k).
Recall the formula
(4.3) ℑG+v (x, y, k) = c1(d, k)
∫
Sd−1
ψ+v (x, kω)ψ
+
v (y, kω) ds(ω), c1(d, k) :=
1
8pi
(
k
2pi
)d−2
where ψ+v (x, kω) is the total field corresponding to the incident plane wave e
ikωx
(i.e. ψ+v (·, kω) solves (1.2) and ψ+v (·, kω) − eikω· satisfies the Sommerfeld radiation
condition (2.11c)), see, e.g., [23, (2.26)]. It follows that the operator ℑGv(k) admits
the factorization
ℑGv(k) = c1(d, k)Hv(k)H∗v (k),
where the operator Hv(k) ∈ L(L2(Sd−1), L2(∂Ω)) is defined as follows:(
Hv(k)g
)
(x) :=
∫
Sd−1
ψ+v (x, kω)g(ω) ds(ω)
Recall that Hv(k) with v = 0 is the Herglotz operator, see, e.g., [8, (5.62)].
Lemma 4.1. Under the assumption (2.3) H∗v (k) extends to a compact, injective
operator with dense range in L
(
H−1(∂Ω), L2(Sd−1)
)
. If (Rh)(ω) := h(−ω), the fol-
lowing formula holds in H−1(∂Ω):
(4.4) RH
∗
v(k) =
1√
k c2(d, k)
T (k)Gv(k) with c2(d, k) := 14pi exp
(−ipi d−34 ) ( k2pi ) d−32
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Proof of Lemma 4.1. We start from the following formula, which is sometimes
referred to as mixed reciprocity relation (see [11, (4.15)] or [8, Thm. 3.16]):
G+v (x, y, k) = c2(d, k)
eik|x|
|x|(d−1)/2ψ
+
v
(
y,−k x|x|
)
+O
(
1
|x|(d+1)/2
)
, |x| → +∞
This implies
(Gv(k)h)(x) = c2(d, k)
ei|k||x|
|x|(d−1)/2 (RH
∗
v(k)h)(x) +O
(
1
|x|(d+1)/2
)
, |x| → +∞
for h ∈ L2(∂Ω), where (Gv(k)ϕ)(x) is defined in the same way as Gvϕ(x) in formula
(2.7) but with x ∈ Rd \ Ω, and from this we obtain (4.4) in L2(∂Ω).
Recall also that Gv(k) ∈ GL(H−1(∂Ω), L2(∂Ω)) if (2.3) holds (see Lemma 3.4).
This together with injectivity of T (k) in L(L2(∂Ω), L2(Sd−1)) and formula (4.4) imply
that H∗v (k) extends by continuity to a compact injective operator with dense range
in L
(
H−1(∂Ω), L2(Sd−1)
)
where it satisfies (4.4).
Using (4.3), (4.4), and the identities R∗R = I = RR∗ and R = R, eq. (2.12) can
be shown as follows:
−Q(k) = −12i
(
G−1v − G
−1
v
)
= G−1v ℑGvG−1v = c1(d, k)(H∗vG−1v )∗H∗vG−1v
= c1(d,k)k|c2(d,k)|2T
∗(k)RR
∗
T (k) = T ∗(k)T (k).
Part II. The operators A˜, B˜ ∈ L(L2(∂Ω)) are compact in view of Lemma 3.4 and
Part I of Theorem 2.5. The relations (2.14a) and (2.14b) are direct consequences of
(2.10a), (2.10b) and of definition (2.13).
Part III. The operators A˜, B˜ ∈ L(L2(∂Ω)) are real, compact symmetric and
commute by (2.14b). It is well known (see e.g. [32, Prop. 8.1.5] that under these
conditions A˜ and B˜ must have a common eigenbasis in L2(∂Ω).
Moreover, if follows from (2.14a) that if f ∈ L2(∂Ω) is a common eigenfunction
of A˜ and B˜, then the corresponding eigenvalues λA˜ and λB˜ of A˜ and B˜, respectively,
satisfy the equation (2.15).
Theorem 2.5 is proved.
5. Stability of indices of inertia. Let S be a compact topological manifold (in
what follows it will be Sd−1 or ∂Ω). Let A ∈ L(L2(S)) be a real symmetric operator
and suppose that
(5.1) L2
R
(S) admits an orthonormal basis of eigenvectors of A.
We denote this basis by {ϕn : n ≥ 1}, i.e. Aϕn = λnϕn. Property (5.1) is obviously
satisfied if A is also compact. Let us define the projections onto the sum of the non
negative and negative eigenspaces by
(5.2) PA+ x :=
∑
n : λn≥0
〈x, ϕn〉ϕn PA−x :=
∑
n : λn<0
〈x, ϕn〉ϕn
In addition, let LA−, L
A
+ denote the corresponding eigenspaces:
(5.3) LA− = ranP
A
− , L
A
+ = ranP
A
+ .
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Then it follows from Ax =
∑∞
n=1 λn〈x, ϕn〉ϕn that
〈Ax, x〉 = |〈Ax+, x+〉| − |〈Ax−, x−〉| with x± := PA±x.
The numbers rkPA+ and rkP
A
− in N0 ∪ {∞} (where N0 denotes the set of non-
negative integers) are called positive and negative index of inertia of A, and the triple
rkPA+ , dimkerA, rkP
A
− is called inertia of A. A generalization of the Sylvester inertia
law to Hilbert spaces states that for a self-adjoint operator A ∈ L(X) on a separable
Hilbert space X and an operator Λ ∈ GL(X), the inertias of A and Λ∗AΛ coincide
(see [7, Thm.6.1, p.234]). We are only interested in the negative index of inertia, but
we also have to consider operators Λ which are not necessarily surjective, but only
have dense range.
Lemma 5.1. Let S1, S2 be two compact topological manifolds, (A, A˜,Λ) be a triple
of operators such that A ∈ L(L2(S1)) and A˜ ∈ L(L2(S2)) are real, symmetric,
Λ ∈ L(L2(S1), L2(S2)), A˜ = ΛAΛ∗ and A, A˜ satisfy (5.1). Then rkP A˜− ≤ rkPA− .
Moreover, if rkPA− <∞ and Λ is injective, then rkP A˜− = rkPA− .
Proof. For each x ∈ LA˜− \ {0} we have
0 > 〈A˜x, x〉 = 〈AΛ∗x,Λ∗x〉
=
∣∣〈APA+Λ∗x, PA+Λ∗x〉∣∣− ∣∣〈APA−Λ∗x, PA−Λ∗x〉∣∣
≥ −
∣∣〈APA−Λ∗x, PA−Λ∗x〉∣∣,
which shows that PA−Λ
∗x 6= 0. Hence, the linear mapping LA˜− → LA−, x 7→ PA−Λ∗x, is
injective. This shows that rkP A˜− ≤ rkPA− .
Now suppose that d = rkPA− <∞ and that Λ is injective. Note that the injectivity
of Λ implies that Λ∗ has dense range (see, e.g., [8, Thm. 4.6]). Let y1, . . . , yd be an
orthonormal basis of LA− with Ayj = λjyj . Let lmin = min{|λ1|, . . . , |λd|} and let x1,
. . . , xd be such that
‖yj − Λ∗xj‖2 < ε, 5ε
√
d‖A‖ < lmin, j = 1, . . . , d.
Let α1, . . . , αd ∈ R be such that
∑
j |αj |2 = 1 and put x =
∑
j αjxj , y =
∑
j αjyj .
Note that
‖y − Λ∗x‖2 ≤ ε
∑
j
|αj | ≤ ε
√
d,
〈Ay, y〉 ≥ 〈A˜x, x〉 − 5ε
√
d‖A‖ > 〈A˜x, x〉 − lmin.
Then we have
−lmin ≥ 〈Ay, y〉 > 〈A˜x, x〉 − lmin
=
∣∣〈A˜P A˜+ x, P A˜+ x〉∣∣−∣∣〈A˜P A˜−x, P A˜−x〉∣∣ − lmin
≥ −∣∣〈A˜P A˜−x, P A˜−x〉∣∣− lmin, j = 1, . . . , d.
Hence, P A˜−x 6= 0. Thus, the linear mapping LA− → LA˜−, defined on the basis by
yj → P A˜−xj , j = 1, . . . , d, is injective and rkPA− ≤ rkP A˜− .
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The assumption (5.1) in Lemma 5.1 can be dropped, but then the operators P A˜± ,
PA± must be defined using the general spectral theorem for self-adjoint operators.
The following two lemmas address the stability of the negative index of inertia
under perturbations. We first look at perturbations of finite rank.
Lemma 5.2. Let S be a compact topological manifold, let A1, A2 be compact self-
adjoint operators in L2(S) and set nj := rkP
Aj
− for j = 1, 2. If n1 <∞ and rk(A1 −
A2) <∞, then n2 ≤ n1 + rk(A1 −A2).
Proof. Let λ
Aj
1 ≤ λAj2 ≤ · · · < 0 denote the negative eigenvalues of Aj in L2(S),
sorted in ascending order with multiplicities. By the min-max principle we have that
max
Sk−1
min
x∈S⊥
k−1
,‖x‖=1
〈Ajx, x〉 = λAjk , 1 ≤ k ≤ nj ,
sup
Sk−1
min
x∈S⊥
k−1
,‖x‖=1
〈Ajx, x〉 = 0, k > nj
where the maximum is taken over all (k − 1)-dimensional subspaces Sk−1 of L2(S)
and S⊥ denotes the orthogonal complement of Sk−1 in L
2(S). Let K = A1 − A2,
r = rkK and note that A1x = A2x for any x ∈ kerK = (ranK)⊥. Also note that
(Sk−1 ⊕ kerK)⊥ ⊂
(
S⊥k−1 ∩ ranK
)
. For k = n1 + 1 we obtain
0 = sup
Sk−1
min
x∈S⊥
k−1
,‖x‖=1
〈A1x, x〉
≤ sup
Sk−1
min
{〈A2x, x〉 : x ∈ (Sk−1 ⊕ kerK)⊥, ‖x‖ = 1}
≤ sup
Sk−1+r
min
x∈Sk−1+r,‖x‖=1
〈A2x, x〉 =
{
λA2k+r if n2 ≥ k + r,
0 else.
Taking into account that λA2k+r < 0, we obtain that only the second case is possible,
and this implies n2 ≤ k − 1 + r.
In the next lemma we look at “small” perturbations. The analysis is compli-
cated by the fact that we have to deal with operators with eigenvalues tending to 0.
Moreover, we not only have to show stability of rkPA− but also of L
A
−.
Lemma 5.3. Let S1 be a C
1 compact manifold and S2 a topological compact man-
ifold. Let (A,A0,Λ) be a triple of operators such that A,A0 ∈ L
(
L2(S1)
)
are real,
symmetric, satisfying (5.1); Λ ∈ L (L2(S1), L2(S2)) is injective and
A0 ∈ GL
(
H−
1
2 (S1), H
1
2 (S1)
)
∩GL (L2(S1), H1(S1)) , rkPA0− <∞,
A−A0 ∈ K
(
H−
1
2 (S1), H
1
2 (S1)
)
Put A˜ = ΛAΛ∗, A˜0 = ΛA0Λ
∗. The following statements hold true:
1. rkPA− <∞.
2. For any σ > 0 there exists δ = δ(A0,Λ, σ) such that if ‖A − A0‖ < δ in
L
(
H−
1
2 (S1), H
1
2 (S1)
)
, then
(a) rkP A˜− = rkP
A˜0
− ,
(b) A is injective in H−
1
2 (S1),
(c) if A˜f = λ˜f for some f ∈ L2(S2) with ‖f‖2 = 1, then λ < 0 if and only
if d(f, L
A˜0
− ) <
1
2 ,
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(d) all negative eigenvalues of A˜ in L2(Sd−1) belong to the σ-neighborhood
of negative eigenvalues of A˜0.
Proof. First part. We have that
A = |A0| 12
(
Id +R+ |A0|− 12 (A−A0)|A0|− 12
)|A0| 12 ,
with R finite rank compact operator in L2(S1). More precisely, starting from the
orthonormal eigendecomposition of A0 in L
2(S1),
A0f =
∑∞
n=1
λn〈f, ϕn〉ϕn,
we define |A0|α for α ∈ R and R as follows:
|A0|αf =
∑∞
n=1
|λn|α〈f, ϕn〉ϕn, Rf = −2
∑
n:λn<0
〈f, ϕn〉ϕn.
By our assumptions and the polar decomposition, |A0|−1 is a symmetric operator
on L2(S1) with domain H
1(S1), and |A0|−1 ∈ L(H1(S1), L2(S1)). Consequently, by
complex interpolation we get
|A0|− 12 ∈ L
(
H
1
2 (S1), L
2(S1)
)
.
In a similar way, we obtain
|A0|− 12 ∈ L
(
L2(S1), H
− 1
2 (S1)
)
, |A0| 12 ∈ L
(
L2(S1), H
1
2 (S1)
)
.
Thus, the operator |A0|− 12 (A−A0)|A0|− 12 is compact in L2(S1). Hence, its eigenvalues
converge to zero. Let us introduce the operators D, D0 and ∆D by
D := D0 +∆D, D0 := Id +R, ∆D := |A0|− 12 (A−A0)|A0|− 12 ,
Then the eigenvalues of D converge to 1, and only finite number of eigenvalues of D
in L2(S1) can be negative. Applying Lemma 5.1 to the triple (D,A, |A0| 12 ), we get
the first statement of the present lemma.
Second part. At first, we show that there exists δ′ such that if ‖A − A0‖ < δ′,
then rkPA− ≤ rkPA0− . Here the norm is taken in L
(
H−
1
2 (S1), H
1
2 (S1)
)
. Note that
the spectrum of D0 in L
2(S1) consists at most of the two points −1 and 1. Thus, the
spectrum σD of D satisfies
σD ⊆ [−1− ‖∆D‖,−1 + ‖∆D‖] ∪ [1− ‖∆D‖, 1 + ‖∆D‖],
where ‖∆D‖ is the norm of ∆D in L(L2(S1)). It follows that if x ∈ LD− , ‖x‖2 = 1,
then
〈Dx, x〉 ≤ −1 + ‖∆D‖.
On the other hand,
〈Dx, x〉 ≥ 〈D0x, x〉 − ‖∆D‖ ≥ −
∣∣〈D0x−, x−〉∣∣− ‖∆D‖
for x− = P
D0
− x. It follows from the last two inequalities that∣∣〈D0x−, x−〉∣∣ ≥ 1− 2‖∆D‖.
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Thus, if ‖∆D‖ < 12 , the mapping LD− → LD0− , x → PD0− x is injective, so rkPD− ≤
rkPD0− . Using Lemma 5.1 to the triple (D,A, |A0|
1
2 ) and taking into account that
rkPD0− = rkP
A0
− we also get that rkP
A
− ≤ rkPA0− . Moreover, there exists δ′ =
δ′(A0,Λ) such that if ‖A − A0‖ < δ′ in the norm of L
(
H−
1
2 (S1), H
1
2 (S1)
)
, then
‖∆D‖ < 12 and consequently, rkPA− ≤ rkPA0− . In addition, taking into account
that |A0|− 12 ∈ GL
(
L2(S1), H
− 1
2 (S1)
)
, we obtain that A is injective in H−
1
2 (S1) if
‖A−A0‖ < δ′.
Applying Lemma 5.1 to the triple (A, A˜,Λ) and using the assumption that Λ is
injective, we obtain that rkP A˜− ≤ rkP A˜0− if ‖A−A0‖ < δ′ in L
(
H−
1
2 (S1), H
1
2 (S1)
)
.
Now let Σ be the union of circles of radius σ > 0 in C centered at negative
eigenvalues of A˜0 in L
2(S2). It follows from [21, Thm.3.16 p.212] that there exists
δ′′ = δ′′(A0,Λ, σ), δ
′′ < δ′, such that if ‖A − A0‖ < δ′′, then Σ also encloses rkP A˜0−
negative eigenvalues of A˜.
Taking into account that rkP A˜− ≤ rkP A˜0− if ‖A−A0‖ < δ′′, we get that rkP A˜− =
rkP A˜0− . In addition, it follows from [21, Thm.3.16 p.212] that there exists δ
′′′ =
δ′′′(A0,Λ, σ), δ
′′′ < δ′′, such that if ‖A−A0‖ < δ′′′, then ‖P A˜− − P A˜0− ‖ < 12 .
The second statement now follows from the following standard fact:
Lemma 5.4. The following inequalities are valid:
d(f, L
A˜0
− ) ≤ ‖P A˜− − P A˜0− ‖ for all f ∈ LA˜− with ‖f‖2 = 1 and
d(f, L
A˜0
− ) ≥ 1− ‖P A˜− − P A˜0− ‖ for all f ∈ LA˜+ with ‖f‖2 = 1.
Lemma 5.3 is proved.
6. Derivation of the uniqueness results. The proof of the uniqueness theo-
rems will be based on the following two propositions:
Proposition 6.1. For all κ ∈ L∞(Ω,R) and all ω > 0 the operator ℜG−ω2κ(ω)
(resp. ℜG˜−ω2κ(ω)) can have at most a finite number of negative eigenvalues in L2(∂Ω)
(resp. L2(Sd−1)), multiplicities taken into account. In addition, for all M > 0 there
exists a constant ω0 = ω0(Ω,M) such that for all κ satisfying ‖κ‖∞ ≤M the condition
(2.3) with v = −ω2κ is satisfied and the operator ℜG−ω2κ(ω) (resp. ℜG˜−ω2κ(ω)) is
positive definite on L2(∂Ω) (resp. L2(Sd−1)) if ω ∈ (0, ω0].
Proof. Step 1. We are going to prove that ℜG−ω2κ(ω) can have only finite number
of negative eigenvalues in L2(∂Ω) and, in addition, there exists ω′0 = ω
′
0(Ω,M) such
that if ω ∈ (0, ω′0], then ℜG−ω2κ(ω) is positive definite in L2(∂Ω).
Let E be defined according to (3.2). The operator E is positive definite in L2(∂D)
for d ≥ 3, see, e.g., [22, Cor.8.13]. For the case d = 2, the operator
Er = E + 12pi 〈1, ·〉 ln r
is positive definite in L2(∂Ω) if and only if r > Cap∂Ω, where Cap∂Ω denotes the
capacity of ∂Ω, see, e.g., [22, Thm.8.16]. We consider the cases d ≥ 3 and d = 2
separately.
d ≥ 3. We have that
E ∈ GL(H− 12 (∂Ω), H 12 (∂Ω)) ∩GL(L2(∂Ω), H1(∂Ω)).
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This follows from [22, Thm.7.17 & Cor.8.13]. Using Lemma 3.3 and Lemma 3.5 we
also get that
E − ℜG−ω2κ(ω) ∈ K
(
H−
1
2 (∂Ω), H
1
2 (∂Ω)
)
with
‖E − ℜG−ω2κ(ω)‖ ≤ ω2c′2(Ω,M)‖κ‖∞ + ω| lnω|c′3(Ω)
for all ω ∈ (0,min{k2(Ω,M), k3(Ω)}), with the norm in L
(
H−
1
2 (∂Ω), H
1
2 (∂Ω)
)
.
Applying Lemma 5.3 to the triple
(ℜG−ω2κ(ω), E , Id), we find that ℜG−ω2κ(ω) can
have at most finite number of negative eigenvalues in L2(∂Ω) and that there exists
ω′0 = ω
′
0(Ω,M) such that ℜG−ω2κ(ω) is positive definite in L2(∂Ω) if ω ∈ (0, ω′0].
d = 2. Let r > Cap∂Ω. We have that
Er ∈ GL
(
H−
1
2 (∂Ω), H
1
2 (∂Ω)
) ∩GL(L2(∂Ω), H1(∂Ω)).
This follows from [22, Thm.7.18 & Thm.8.16]. Using Lemma 3.3 and Lemma 3.5 we
also have that
Er −ℜG−ω2κ(ω) ∈ K
(
H−
1
2 (∂Ω), H
1
2 (∂Ω)
)
.
Note that
(6.1) ℜG−ω2κ(ω)− Er =
(ℜG−ω2κ(ω)−ℜG0(ω))+W (ω)− 12pi (ln ωr2 + γ)〈1, ·〉1,
where W (ω), γ are defined according to (3.12). Fix r > Cap∂Ω. Using Lemma 3.3,
Lemma 3.5 and formula (6.1) we obtain that
‖R(ω)− Er‖ ≤ ω2| lnω|2c′2(Ω,M)‖κ‖∞ + ω2| lnω|c′3(Ω),
with R(ω) := ℜG−ω2κ(ω) + 12pi
(
ln ωr2 + γ
)〈1, ·〉1
for all ω ∈ (0,min{k2(Ω,M), k3(Ω)}) with the norm in L
(
H−
1
2 (∂Ω), H
1
2 (∂Ω)
)
.
Applying Lemma 5.3 to the triple
(
R(ω), Er, Id
)
, we find that R(ω) can have
only finite number of negative eigenvalues in L2(∂Ω) and, in addition, there exists
ω′0 = ω
′
0(Ω,M, r) such that if ω ∈ (0, ω′0], then R(ω) is positive definite in L2(∂Ω).
Applying Lemma 5.2 to the pair of operators
(
R(ω),ℜG−ω2κ(ω)
)
we obtain that
ℜG−ω2κ(ω) can have only finite number of negative eigenvalues in L2(∂Ω), since it is
true for R(ω) and 12pi
(
ln ωr2 + γ
)〈1, ·〉1 is a rank one operator. Assuming, without loss
of generality, that ω′0 <
2
r e
−γ , one can also see that the operator ℜG−ω2κ(ω) is positive
definite for ω ∈ (0, ω′0], as long as R(ω) is positive definite and − 12pi
(
ln ωr2 + γ
)〈1, ·〉1
is non-negative definite.
Step 2. Applying Lemma 5.1 to the triple
(ℜG−ω2κ(ω),ℜG˜−ω2κ(ω), T (ω)),
we find that the operator ℜG˜−ω2κ(ω) can have only finite number of negative eigen-
values in L2(Sd−1) and, in addition, there exists ω0 = ω0(Ω,M), ω0 < ω
′
0, such that
ℜG˜−ω2κ(ω) is positive definite in L2(Sd−1) if ω ∈ (0, ω0].
Proposition 6.2. Let v, v0 ∈ L∞(Ω,R). Suppose that k > 0 is such that ℜGv0 (k)
is injective in H−
1
2 (∂Ω) and (2.16) holds true for v0. Moreover, let L
v0
− denote the
linear space spanned by the eigenfunctions of ℜG˜v0(k) corresponding to negative eigen-
values, and let f ∈ L2(Sd−1) with ‖f‖2 = 1, be such that ℜG˜v
(
k)f = λf . Then for
any σ > 0 there exists δ = δ(Ω, k, v0, σ) such that if ‖v − v0‖∞ ≤ δ, then
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1. ℜGv(k) is injective in H− 12 (∂Ω),
2. (2.16) holds true for v,
3. λ < 0 if and only if d(f, L
v0
− ) <
1
2 ,
4. all negative eigenvalues of ℜG˜v(k) in L2(Sd−1) belong to the σ-neighborhood
of negative eigenvalues of ℜG˜v0(k).
Proof. Put
A := ℜGv(k), A0 := ℜGv0 (k), A˜ := ℜG˜v(k), A˜0 := ℜG˜v0 (k).
It follows from Proposition 6.1 that rkPA0− <∞.
Using Lemma 3.4 and the injectivity of A0 in H
−1/2(∂Ω), we obtain that
A0 ∈ GL
(
H−1/2(∂Ω), H1/2(∂Ω)
) ∩GL(L2(∂Ω), H1(∂Ω)).
It also follows from Lemma 3.3 that
A−A0 ∈ K
(
H−1/2(∂Ω), H1/2(∂Ω)
)
.
Applying Lemma 5.3 to the triple
(
A,A0, T
)
, we find that there exists δ′ = δ′(Ω, k, v0)
such that if ‖A−A0‖ ≤ δ′ in L
(
H−1/2(∂Ω), H1/2(∂Ω)
)
, then rkP A˜− = rkP
A˜0
− and A is
injective in H−1/2(∂Ω). Moreover, if A˜f = λf with ‖f‖2 = 1, then λ < 0 if and only
if d(f, L
v0
− ) <
1
2 . Also note that, in view of Lemma 3.3, there exists δ = δ(Ω, k, v0)
such that if ‖v − v0‖∞ ≤ δ, then ‖A−A0‖ ≤ δ′.
It remains to show that if ‖v− v0‖∞ ≤ δ for δ small enough and (2.16) holds true
for v0, then it also holds true for v0. But this property follows from the upper semi-
continuity of a finite number of eigenvalues of G˜v(k) with respect to perturbations
(see [21, Thm.3.16 p.212]), from Lemma 3.3 and from the fact that G˜v(k) has at
most a finite number of eigenvalues with negative real part (see Proposition 6.1 with
−ω2κ = v, ω = k).
Proposition 6.2 is proved.
6.1. Proof of Theorem 2.7. Let k > 0 and v0 be the same as in the formulation
of Theorem 2.7. It follows from Proposition 6.1 with v0 = −ω2κ that the operator
ℜG˜v0(k) can have only finite number of negative eigenvalues in L2(∂Ω), multiplicities
taken into account.
Let δ = δ(Ω, k, v0) be choosen as in Proposition 6.2. Suppose that v1, v2 are two
functions satisfying the conditions of Theorem 2.7 and put
A˜j := ℜG˜vj (k), B˜j := ℑG˜vj (k), j = 1, 2.
By the assumptions of the present theorem,
B˜1 = B˜2.
Together with Theorem 2.5 and formula (2.16) it follows that the operators A˜1 and A˜2
have a common basis of eigenfunctions in L2(Sd−1) and that if A˜1f = λ1f , A˜2f = λ2f ,
for some f ∈ L2(Sd−1), ‖f‖2 = 1, then
(6.2) |λ1| = |λ2|.
More precisely, any eigenbasis of B˜1 is a common eigenbasis for A˜1 and A˜2.
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It follows from Proposition 6.2 that λ1 < 0 if and only if d(f, L
v0
− ) <
1
2 , and the
same condition holds true for λ2. Hence, λ1 < 0 if and only if λ2 < 0. Thus, we have
(6.3) A˜1 = A˜2.
Since by Theorem 2.5 (I) the operator T is injective with dense range the same is
true for T ∗ by [8, Thm. 4.6]. Injectivity of T and (6.3) imply A1T
∗ = A2T
∗. This
equality, density of the range of T ∗ and continuity of A1, A2 now imply that A1 = A2
and hence Gv1(k) = Gv2(k).
Now we can use that fact that Gv1(k) = Gv2(k) implies v1 = v2 if (2.3) holds true
for v = v1 and v = v2, see [25, 3]. In turn, property (2.3) for v = vj follows from
injectivity of ℜGvj (k) in H−1/2(∂Ω) (see Proposition 6.2). This completes the proof
of Theorem 2.7.
6.2. Proof of Theorem 2.11. Let ω0 = ω0(Ω,M) be as in Proposition 6.1 and
let ω ∈ (0, ω0] be fixed. Put
A˜j := ℜG˜−ω2κj (ω), B˜j := ℑG˜−ω2κj (ω), j = 1, 2.
It follows from Proposition 6.1 that all the eigenvalues of G˜−ω2κ(ω) have positive
real parts so that condition (2.16) is valid. As in the proof of Theorem 2.7 one can
show that A˜1, A˜2 have a common basis of eigenfunctions in L
2(Sd−1) (any eigenbasis
of B˜1 is a common eigenbasis for A˜1 and A˜2) and the relation (6.2) holds.
In view of Proposition 6.1 we also have that λ1 > 0, λ2 > 0 such that λ1 = λ2.
Thus, (6.3) holds true. Starting from equality (6.3) and reasoning as in the end of the
proof of Theorem 2.7, we obtain that κ1 = κ2, completing the proof of Theorem 2.11.
7. Discussion of the assumptions of Theorem 2.7. The aim of this section is
to present results indicating that the assumptions of Theorem 2.7 are always satisfied
except for a discrete set of exceptional parameters. As a first step we characterize the
adjoint operator G˜∗v (k) as a farfield operator for the scattering of distorted plane waves
at Ω with Dirichlet boundary conditions. Note that, in particular, − 1
kc2(d,k)
G˜∗0 (k) is
a standard farfield operator for Dirichlet scattering at Ω (see e.g. [8, §3.3]).
Lemma 7.1. Let v satisfy (2.1) and consider ψ+v and c2 as defined as in sub-
section 4.2. Then we have kc2(d, k)G˜∗v (k)g = u∞ for any g ∈ L2(Sd−1) where
u∞ ∈ L2(Sd−1) is the farfield pattern of the solution u to the exterior boundary
value problem (2.11) with boundary values
u0(x) =
∫
Sd−1
ψ+v (x,−kω)g(ω) ds(ω), x ∈ ∂Ω.
Proof. It follows from the definition of operators Hv, T , R in subsection 4.2 that
u0 = HvRg and u∞ = k
−1/2THvRg. Using eq. (4.4) in Lemma 4.1 we also find that√
k c2(d, k)HvR = G∗vT ∗. Hence, k c2(d, k)u∞ = TG∗vT ∗g = G˜∗vg.
Lemma 7.2. Let Ω satisfy (2.2) and suppose that Ω is stricty starlike in the sense
that xνx > 0 for all x ∈ ∂Ω, where νx is the unit exterior normal to ∂Ω at x. Let
v ∈ L∞(Ω,R) and let k > 0 be such that k2 is not a Dirichlet eigenvalue of −∆ in Ω.
Then there exist M = M(k,Ω) > 0, ε = ε(k,Ω) > 0, such that if ‖v‖∞ ≤ M , then
G˜v(ξ) satisfies (2.16) for all but a finite number of ξ ∈ [k, k + ε).
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Proof. Part I. We first consider the case v = 0. It follows from Lemma 7.1
together with the equality ψ+0 (x, kω) = e
ikωx that the operator G˜∗0 (k) is the farfield
operator for the classical obstacle scattering problem with obstacle Ω. Moreover,
S(k) := Id− 2iG˜∗0 (k),
is the scattering matrix in the sense of [18]. It follows from [18, (2.1) and the remark
after (1.9)] that all the eigenvalues λ 6= 1 of S(k) move in the counter-clockwise
direction on the circle |z| = 1 in C continuously and with strictly positive velocities
as k grows. More precisely, if λ(k) = eiβ(k), λ(k) 6= 1 is an eigenvalue of S(k)
corresponding to the normalized eigenfunction g(·, k), then
∂β
∂k
(k) =
1
4pi
(
k
2pi
)d−2 ∫
∂Ω
∣∣∣∣ ∂f∂νx (x, k)
∣∣∣∣2 xνx ds(x),
f(x, k) =
∫
Sd−1
g(θ, k)
(
e−ikθx − u(x, θ)) ds(θ), x ∈ Rd \ Ω,
where u(x, θ) is the solution of problem (2.11) with u0(x) = e
−ikθx (note that [18] uses
a different sign convention in the radiation condition (2.11c) resulting in a different
sign of ∂β/∂k). It follows from this formula that ∂β∂k (k) > 0:
1. the term xηx is positive by assumption,
2. ∂f∂νx cannot vanish on ∂Ω identically. Otherwise, f vanishes on the boundary
together with its normal derivative, and Huygens’ principle (see [8, Thm.3.14])
implies that the scattered field
∫
Sd−1 g(θ, k)u(x, θ) ds(θ) vanishes identically,
so that f is equal to f(x, k) =
∫
Sd−1
g(θ, k)e−ikθx ds(θ). One can see from this
formula that f extends uniquely to an entire solution of −∆f = k2f . More-
over, f is a Dirichlet eigenfunction for Ω and it implies that f is identically
zero, because k2 is not a Dirichlet eigenvalue of −∆ in Ω by assumption. Now
it follows [8, Thm.3.19] that the Herglotz kernel g(·, k) of f vanishes, but it
contradicts the fact that g(·, k) is a normalized eigenfunction of S(k).
It follows that all the non-zero eigenvalues of G˜∗0 (k) move continuously in the clockwise
direction on the circle |z + i/2| = 1/2 in C with non-zero velocities as k grows.
Moreover, since G˜∗0 (k) is compact in L2(Sd−1) (see Theorem 2.5), it follows that
z = 0 is the only accumulation point for eigenvalues of G˜∗0 (k). This together with
Proposition 6.1 for κ = 0, ω = k, implies that there exist δ(k,Ω) > 0, ε(k,Ω) > 0
such that all the eigenvalues λ of G˜∗0 (ξ) with ℜλ < 0 belong to the half plane ℑz < −δ
for ξ ∈ [k, k + ε).
This proves Lemma 7.2 with v = 0 if we take into account that the eigenvalues of
G˜∗0 (k) and G˜0(k) are related by complex conjugation.
Part II. Let k be such that (2.16) holds true for v = 0 and choose δ(k,Ω), ε(k,Ω)
as in the first part of the proof. Now let v ∈ L∞(Ω,R). It follows from Proposition 6.2
that for any σ > 0 there exists M = M(ξ, σ) such that if ‖v‖∞ ≤ M , then G˜∗v (ξ)
has a finite number of eigenvalues λ with ℜλ < 0, multiplicities taken into account,
and these eigenvalues belong to the σ-neighborhood of the eigenvalues of G˜∗0 (ξ) if
ξ ∈ [k, k + ε). In addition, M(ξ, σ) can be choosen depending continuously on ξ.
Hence, (2.16) holds true for v if it holds true for v = 0 and σ is sufficiently small.
This together with part I finishes the proof of Lemma 7.2 for a general v if we take into
account that the eigenvalues of G˜∗v (k) and G˜v(k) are related by complex conjugation.
Remark 7.3. It follows from analytic Fredholm theory (see, e.g., [15, Cor. 3.3])
and Lemma 3.4 below that the condition that ℜGv0(k) be injective in H−1/2(∂Ω) is
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“generically” satisfied. More precisely, it is either satisfied for all but a discrete set of
k > 0 without accumulation points or it is violated for all k > 0. Applying analytic
Fredholm theory again to z 7→ ℜGz2v0(zk) and taking into account Proposition 6.1,
we see that the latter case may at most occur for a discrete set of z > 0 without
accumulation points.
Remark 7.4. In the particular case of v0 = 0, Ω = {x ∈ Rd : |x| ≤ R}, d = 2, 3,
the injectivity of ℜGv0(k) in H−1/2(∂Ω) is equivalent to the following finite number
of inequalities:
(7.1)
jl(kR) 6= 0 and yl(kR) 6= 0 for 0 ≤ l < kR− pi2 , d = 3,
Jl(kR) 6= 0 and Yl(kR) 6= 0 for 0 ≤ l < kR− pi−12 , d = 2
where jl, yl are the spherical Bessel functions and Jl, Yl are the Bessel functions of
integer order l. The reason is that the eigenvalues of ℜGv0(k) are explicitly computable
in this case, see, e.g., [9, p.104 & p.144].
8. Conclusions. In this paper we have presented, in particular, first local unique-
ness results for inverse coefficient problems in wave equations with data given the
imaginary part of Green’s function on the boundary of a domain at a fixed frequency.
In the case of local helioseismology it implies that small deviations of density and
sound speed from the solar reference model are uniquely determined by correlation
data of the solar surface within the given model.
The algebraic relations between the real and the imaginary part of Green’s func-
tion established in this paper can probably be extended to other wave equations. An
important limitation of the proposed technique, however, is that it is not applicable
in the presence of absorption.
To increase the relevance of uniqueness results as established in this paper to
helioseismology and other applications, many of the improvements achieved for stan-
dard uniqueness results would be desirable: This includes stability results or even
variational source conditions to account for errors in the model and the data, the use
of many and higher wave numbers to increase stability, and results for data given only
on part of the surface.
REFERENCES
[1] A. D. Agaltsov and R. G. Novikov, Uniqueness and non-uniqueness in acoustic tomography
of moving fluid, Journal of Inverse and Ill-Posed Problems, 24 (2015), pp. 333–340.
[2] S. Agmon, Spectral properties of Schro¨dinger operators and scattering theory, Annali della
Scuola Normale Superiore di Piza, 2 (1975), pp. 151–218.
[3] Y. M. Berezanskii, On the uniqueness theorem in the inverse problem of spectral analysis for
the Schro¨dinger equation, Tr. Mosk. Mat. Obshch., 7 (1958), pp. 3–62.
[4] A. L. Bukhgeim, Recovering a potential from Cauchy data in the two-dimensional case, J. Inv
Ill-Posed Problems, 16 (2008), pp. 19–33.
[5] V. A. Burov, S. N. Sergeev, and A. A. Shmelev, The possibility of reconstructing the
seasonal variability of the ocean using acoustic tomography methods, Acoustical Physics,
53 (2007), pp. 257–267, https://doi.org/10.1134/S1063771007030037.
[6] V. A. Burov, S. N. Sergeev, and A. S. Shurup, The use of low-frequency noise in passive
tomography of the ocean, Acoustical Physics, 54 (2008), pp. 42–51, https://doi.org/10.
1134/S1063771008010077.
[7] B. E. Cain, Inertia theory, Linear Algebra and Its Applications, 30 (1980), pp. 211–240.
[8] D. Colton and R. Kress, Inverse Acoustic and Electromagnetic Scattering Theory, Springer,
Berlin, Heidelberg, New York, third ed., 2013.
[9] A. J. Devaney, Mathematical Foundations of Imaging, Tomography and Wavefield Inversion,
Cambridge University Press, Cambridge, 2012.
24 A. D. AGALTSOV, T. HOHAGE, AND R. G. NOVIKOV
[10] D. Dos Santos Ferreira, D. Kenig, J. Sjo¨strand, and G. Uhlmann, Determining a mag-
netic Schro¨dinger operator from partial Cauchy data, Comm. Math. Phys., 271 (2007),
pp. 461–488.
[11] L. D. Faddeev and S. P. Merkuriev, Quantum Scattering Theory for Multi-particule Systems,
Nauka, Moscow, 1985.
[12] J. Garnier and G. Papanicolaou, Passive sensor imaging using cross correlations of noisy
signals in a scattering medium, SIAM J. Imaging Sci., 2 (2009), pp. 396–437, https://doi.
org/10.1137/080723454.
[13] L. Gizon, H. Barucq, M. Durufle´, C. Hanson, M. Legue`be, A. Birch, J. Chabassier,
D. Fournier, T. Hohage, and E. Papini, Computational helioseismology in the fre-
quency domain: acoustic waves in axisymmetric solar models with flows, Astronomy &
Astrophysics, 600 (2017), p. A35, https://doi.org/10.1051/0004-6361/201629470.
[14] L. Gizon, A. Birch, and H. Spruit, Local helioseismology: Three-dimensional imaging of the
solar interior, The Annual Review of Astronomy and Astrophysics, 48 (2010), pp. 289–338.
[15] I. T. Gokhberg and E. I. Sigal, An operator generalization of the logarithmic residue theorem
and the theorem of Rouche´, Mat. Sb., 84 (1971), pp. 607–629.
[16] P. Ha¨hner and T. Hohage, New stability estimates for the inverse acoustic inhomogeneous
medium problem and applications, SIAM J. Math. Anal., 62 (2001), pp. 670–685.
[17] S. Hanasoge, L. Gizon, and K. R. Sreenivasan, Seismic sounding of convection in the
sun, Annual Review of Fluid Mechanics, 48 (2016), pp. 191–217, https://doi.org/10.1146/
annurev-fluid-122414-034534.
[18] J. W. Helton and J. V. Ralston, The first variation of the scattering matrix,
Journal of Differential Equations, 21 (1976), pp. 378–394, https://doi.org/10.1016/
0022-0396(76)90127-3.
[19] L. Ho¨rmander, The Analysis of Linear Partial Differential Operators II, Springer, Berlin
Heidelberg, 1983.
[20] M. Isaev and R. Novikov, New global stability estimates for monochromatic inverse acoustic
scattering, SIAM Journal on Mathematical Analysis, 45 (2013), pp. 1495–1504.
[21] T. Kato, Perturbation Theory for Linear Operators, Springer-Verlag, Berlin, Heidelberg, New-
York, 1980.
[22] W. McLean, Strongly elliptic systems and boundary integral equations, Cambridge University
Press, Cambridge, 2000.
[23] R. B. Melrose, Geometric Scattering Theory, Cambridge University Press, Cambridge, 1995.
[24] A. I. Nachman, Reconstructions from boundary measurements, Ann. of Math. (2), 128 (1988),
pp. 531–576, https://doi.org/10.2307/1971435.
[25] R. G. Novikov, A multidimensional inverse spectral problem for the equation −∆ψ+ (v(x)−
Eu(x))ψ = 0, Funktsional. Anal. i Prilozhen., 22 (1988), pp. 11–22, 96, https://doi.org/
10.1007/BF01077418.
[26] Scattering, Academic Press, London, 2002, https://doi.org/10.1016/B978-012613760-6/
50103-0.
[27] P. Roux, K. G. Sabra, W. A. Kuperman, and A. Roux, Ambient noise cross correlation in
free space: Theoretical approach, The Journal of the Acoustical Society of America, 117
(2005), pp. 79–84.
[28] R. Snieder, Extracting the Green’s function of attenuating heterogeneous acoustic media from
uncorrelated waves, Acoustical Society of America Journal, 121 (2007), p. 2637, https://
doi.org/10.1121/1.2713673.
[29] R. Snieder and E. Larose, Extracting earth’s elastic wave response from noise measurements,
Annual Review of Earth and Planetary Sciences, 41 (2013), pp. 183–206, https://doi.org/
10.1146/annurev-earth-050212-123936.
[30] R. Snieder, M. Miyazawa, E. Slob, I. Vasconcelos, and K. Wapenaar, A comparison
of strategies for seismic interferometry, Surveys in Geophysics, 30 (2009), pp. 503–523,
https://doi.org/10.1007/s10712-009-9069-z.
[31] P. Stefanov, Stability of the inverse problem in potential scattering at fixed energy, Ann. Inst.
Fourier, Grenoble, 40 (1990), pp. 867–884.
[32] M. Taylor, Partial Differential Equations II, Springer, New-York, Dordrecht, Heidelberg,
London, second ed., 2011.
[33] R. L. Weaver and O. I. Lobkis, Ultrasonics without a source: Thermal fluctuation correla-
tions at mhz frequencies, Physical Review Letters, 87 (2001), p. 134301.
