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Abstract-A multiple-nephron inner medullary model is extended to include the outer medulla. 
The number of solutes modeled is also increased to include osmolyte in the central compartment. 
Two efficient parallel algorithms are described for solving the systems of differential and algebraic 
equations arising in mathematical models of solute and water flow along the tubules with permeable 
walls. We show that both algorithms approach a perfect speedup rate when modeling a large number 
of nephrons. 
Keywords-Kidney models, Parallel computing, Numerical solutions. 
NOMENCLATURE 
SUBSCRIPTS 
i ith tubule 
j j th grid point along the medullary axis 
V volume flow or flux 
k solute (9, u, o represents salt, urea, and osmolyte, respectively) 
TUBULES 
DHL Descending Henle’s limb 
AHL Ascending Henle’s limb 
CD Collecting Duct 
CORE Medullary interstitial vascular space 
FLUXES, FLOWS, AND CONCENTRATIONS 
Fivj 7 Fiv (Xj ) net axial volume flow in the i th type of tubule at I = xj 
Fikj,Fik(Xj) net axial kth solute flow in the ith type of tubule at x = xj 
Jivj v Jiv (xj 1 outward transmural volume flux per unit length from one 
ith type of tubule at x = xj 
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Jikj> Jik(Xj) outward transmural lath solute flux per unit length from one 
i th type of tubule at z = xj 
Cikjt Cik(xj) kth solute concentration in the i th tubule at x = xj 
MISCELLANEOUS VAFUABLES AND PARAMETEFG 
“j normalized depth along the medullary axis for the j th level 
D ok axial diffusion coefficient for solute k in the CORE 
Ai nephron weighting factor for the i th tubule 
ncd(xj) collecting duct weighting factor at x = xj 
The COKE has index i = 0. The long DHLs and AHLs corresponding to the rth 
loop have indices i = 27 - 1 and i = 27 (7 = 1,. . . , n), respectively. The short DHL 
and AHL have indices i = 2n + 1 and i = 2n + 2, respectively. The CD has index 
i=2n+3. 
1. INTRODUCTION 
The primary function of the mammalian kidney is to regulate the volume and composition of 
body fluids. 
A lengthwise cross section shows that a large portion of the kidney is composed of two regions: 
the cortex and the medulla. The medulla is further subdivided into the outer and inner parts 
(see Figure 1). Within the cortex and medulla are many units called nephrons. Each nephron 
has the following four segments: the renal corpuscle, the proximal tubule, Henle’s loop, and the 
distal tubule (see Figure 2). Blood enters the kidney and is filtered at the renal corpuscle. The 
resulting ultrafiltrate then successively flows through the proximal tubule, Henle’s loop (which 
is composed of the descending and ascending Henle’s limbs, and may vary in length), and the 
distal tubule. Each cortical collecting duct receives the exiting ultrafiltrate of several nephrons. 
The collecting ducts merge into larger and larger collecting ducts until the final collecting ducts 
(papillary collecting ducts) connect to the renal pelvis. The ultrafiltrate then enters the ureter, 
empties into the bladder, and finally exits the body through the urethra as urine. The final 
urine may be either more or less concentrated than plasma or other body fluids. Until the 
ultrafiltrate reaches the renal pelvis, the tubules (proximal tubule, Henle’s loop, distal tubule, 
collecting duct) may selectively exchange solutes and water through the tubule walls with the 
surrounding environment. We model the structures in the surrounding medullary environment 
and call it the medullay interstitial vascular space (CORE). This selective reabsorption and 
secretion adjusts the composition of the fluid bathing the cells of the body within the strict 
tolerance necessary for life. Computer modeling using experimentally-found parameters have 
simulated the concentrating effect in the outer but not in the inner medulla. Increasingly more 
complicated mathematical models have been used in an attempt to simulate the concentrating 
effect in the inner medulla [l-3]. How the inner medulla concentrates is a major unresolved 
question in renal physiology. It seems that the distribution of various nephron lengths may affect 
the concentrating abilities (e.g., see [4,5]). N umerically solving a large multinephron model using 
a serial computer, however, requires a much larger amount of time. Since each nephron, up to 
the point of the initial collecting duct, is completely separated from the other nephrons, Wang 
et al. [6] took advantage of this inherent parallelism to solve an n-nephron model of the kidney 
of the inner medulla using a parallel algorithm. In this paper, the inner medullary model is 
extended to an inner-outer medullary model. We define two different sets of boundary conditions 
for the model, solve each case with a different parallel algorithm on a Paragon distributed-memory 
parallel machine, and then compare the speedup values of the algorithms. 
2. MODEL AND MODEL EQUATIONS 
Our multinephron model consists of n long nephrons of different lengths, one short nephron, 
and a collecting duct. Each of the long nephrons turns at a different level within the inner 
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Figure 1. Kindney cross section. Figure 2. Nephron cross section. 
medulla and has a weighting factor Xi which reflects the actual number of nephrons turning at 
that level. Since i = 27 - 1 and i = 27 are, respectively, the DHL and AHL from the same 
nephron, Xzr_i = XZ~ for 7 = 1,. . . , n. The short nephron turns at the outer-inner medulla 
boundary and has a weighting factor of four. The collecting duct also has a weighting factor 
ncd(z) which approximates the actual successive fusions of collecting ducts in the inner medulla. 
In the nephrons and the collecting duct, the transport of salt, urea, osmolyte, and water are 
described by the following differential equations: 
Long nephrons equations: 
dJ’i, 
x + XiJiJZ> = 0, i=1,2 ,...,2n, 
a! P%,Cik) 
dx 
+x&(x) = 0, i = 1,2 ,..., 2n, k = s, u. 
Short nephrons equations: 
dFi, x + 4&(z) = 0, i=2n+l, 2n+2, 
d (Fivcik) 
dx 
+ ‘i&k(X) = 0, i=2n+l, 2n+2, k=s,u. 
CD equations: 
d&+3,,, 
dx 
+ ncd(x)&+3,&) = 0, 
d (F2n+&‘2n+w) 
dx 
+ ncd(X)hn+3,k(x) = 0, k = s, u. 
CORE equations: 
dFov 
-&- + Jl&) = 0, 
dFok 
x + JOk(x) = 0, k = s,u,o, 
dcok 
DOk- dx + Fok - FovCok = 0, k = s,u,o. 
(1) 
(2) 
(3) 
(4) 
(5) 
(6) 
(7) 
(8) 
(9) 
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In addition, global mass conservation requires that both the sum of the volume fluxes and the 
sum of the solute fluxes at each level remain constant, viz., 
Jam + 5 &J&X) + ‘F 4J4x) + ncd(x)J2n+3,v(x) = 0, 
i=l i=2nfl 
(10) 
Joke(x) + 2 &&k(x) i- 222 4&(x) + nCd(x)&+3,k(x) = 0, 
i=l i=2n+1 (11) 
Ic = s, 21, ICI) =s,u,o. 
Once the tubule fluxes are known, then equations (10) and (11) can be used to compute the 
transmural fluxes for the CORE. 
We set a grid of m equally spaced grid points along the medulla 0 = xi < 22 < . . . < xj < . . . < 
X - 1 where m is odd, xi is at the cortex-medullary boundary, x(,+1)/2 is at the inner-outer m- 
medulla boundary, and x, is at the inner medullary-papilla boundary. 
At xp where p = m - (m - l)(~ - 1)/(2n), the r th long loop’s DHL makes a hairpin turn to 
become the AHL and, therefore, ~2r,v(ql) = -~2T-l,vcq3) and C2r,k(xfl) = C2A,k(xfl) for 
r=l ,..., n; k=s,u. 
In the first set of boundary conditions, we assume that in the CORE, Fe,,,(x,) = 0, 
CA,k(x,) = 0. The entering flows fzT-i,v(xi), and concentrations Gsr-i&(X1), for a single 
DHL of each length are given which implies that the entering flow of the DHL is Fzr-i,,,(xi) = 
X27-lf2r-l,v(Xl). 
In addition to the conditions given above, the second set of boundary conditions also has the 
entering flows f2n+3,v(xl), and concentrations Gzn+s,k(xi), for a single CD. Similarly, this implies 
that the flow entering the collecting duct is F2n+3,v(~l) = ncd(xi)fsn+s+,(xi). 
To solve the above equations, we discretize the set of differential equations into algebraic 
equations and then use Newton and quasi-Newton type methods. 
Designating the system of finite difference equations by H and the tubule and the CORE 
concentrations by W dsf [Cisj, Ciuj, Cooj]~~~,‘i;:~~22,+3 (Fivj, Fikj, Jivj, and Jikj can be expressed 
algebraically in terms of W and the boundary values), we seek a solution of the system of nonlinear 
equations 
H(W) = 0. (12) 
The full Jacobian H’(W) of the above system, which includes the tubule and the CORE 
variables, is sparse because the loops and collecting duct interact only through the CORE. 
To exploit the special structure of H’(W), we use the partitioning strategy developed by 
Tewarson et al. [7]. We divide the variables W into tubule and global variables as follows: W = 
[fir...,%n+3, 21, where the global variables 2 sf [clJkj]3k,f:~~> are CORE concentrations and 
certain boundary values. Yi dzf [cikj],k,":".,, are concentrations of the i th tubule i = 1, . . . ,2n+3. 
The equations in H are partitioned into H = [Fl, . . . , F2,,+3, GIT, where the global equations G 
and tubule equations Fi are equations associated with the CORE and the i th tubule, respectively, 
i=l , . . . ,2n + 3. 
Let Jo dgf [ Jovj 7 Jokj],“=f,‘~$* Then (12) is decomposed into 
Fl(K,.q = 0, 
F2W2,z) = 0, 
fin+3 (&+3,z) = 0, 
G(Jo, 2) = 0. 
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The tubule equations Fi can then be solved against the global variables 2 for each tubule 
(i = l,..., 2n + 3). The fluxes computed for the tubules are summed (from equations (10) 
and (11)) over all tubule indices for each level (grid point) to obtain -Jo and then substituted 
into the CORE equation G. If these flux values satisfy the CORE equation to some specified 
tolerance, then we have a solution; otherwise a correction vector for the global variables 2 is 
computed. In Newton’s method, this correction is computed by perturbing each global variable 
in turn to calculate the Jacobian. In quasi-Newton method, a rank one modification to the 
Jacobian or its approximation is computed. A linear system is solved to get the correction for 
the global variables. The process is then iterated until the convergence criterion is met. 
3. ALGORITHMS 
ALGORITHM 1. (For the first set of boundary conditions.) 
1. Read boundary values for all DHLs. Read parameters. Choose an initial 2. 
2. Solve the tubule equations excluding the CD: for i = 1,. . . ,2n + 2 solve 
Fi(l$, 2) = 0, (13) 
for x = K(Z). 
3. Compute the initial flow &+~,(0), and concentrations Czn+3,k(0), for the CD 
from the output of the long and short AHLs. Solve the CD equations: 
F2n+3 (h+3, z> = 0, (14 
for fin+3 = &+3(Z)* 
4. Compute J,-, and the global equations G: 
J0v.j = - 5 Xi Jivj - ‘c2 4Jivj - ncd(xj) Jzn+z,v,j, (15) 
i=l i=2n+l 
J~~oj=-~XiJ,tl- 222 4Jikj_nCd(Xj)J2n+3,k,j, k=s,u; k~=s,U,o, (16) 
i=l i=2n+1 
if jlGl1 satisfies convergence criterion then stop; else go to the next step. 
5. Compute the global Jacobian G’(2): for j = 1,. . . , m, for i = 1,. . . ,2n + 3, solve 
Fi (Yi, 2 + eej) = 0, (17) 
for Yi(.Z + eej) such that F~(YI,(Z + eej), 2 + eej) = 0. Set the jth column of G’(Z) 
Gle. = G(Jo(Z+eej)7Z+eej) -G(JO(z),z) 
3 , 
E 
where ej is the j th column of the identity matrix of same order us G’. 
6. Solve 
G’6Z = -G, (18) 
for dZ and set Z t Z + 62. Go to Step 2. 
The second algorithm is the same ss the first one except that it assumes that the boundary values 
for the CD are given. 
ALGORITHM 2. (For the second set of boundary conditions.) 
1. Read boundary values for all DHLs and the CD. Read parameters. Choose un 
initial Z. 
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Solve the tubule equations including the CD: for i = 1,. . . ,2n + 3 solve 
Fi(yi, 2) = 0, (19) 
for I$ = K(Z). 
Compute .7c and the global equations G: ij ]]G]] sa as t’ fi es convergence criterion then 
stop; else go to the next step. 
Compute the global Jacobian G’(2). 
Solve 
G’SZ = -G, 
for 6Z and set Z t Z + 6Z. Go to Step 2. 
(26) 
Both algorithms are similar to the nephron algorithms used in [8-121. Given an initial guess 
close to the solution, these algorithms have been shown to converge rapidly to the solution. If a 
good initial guess is not available, then we use the continuation method [9,13]. 
4. PARALLEL ALGORITHMS 
A distributed-memory parallel computer has the following clear advantages over its serial coun- 
terpart: it can perform computations and other operations concurrently and it can divide the 
program’s memory allocation among its processors (nodes). 
To code a parallel algorithm for a high speedup value, the work allocation (load balance) should 
be partitioned evenly and the internode communications time should be minimized. 
As indicated in [6], most of the work involved in solving a serial n-nephron program is in solving 
the DHLs, AHLs, and CD equations. In particular, these equations have to be repeatedly solved 
when computing the elements of the global Jacobian. From Amdahl’s law [14], if (Y is the fraction 
of the operations parallelizable, and P is the number of nodes used, then the speedup S is 
s= p 
P(l-a)+& 
Obviously, being able to solve the most time-consuming part of the model, the tubules, in a 
parallel manner would result in a high speedup value. 
Given the tubule’s boundary values and the CORE concentrations, each tubule equation may 
be separately solved. In Algorithm 2, we are given the CD’s boundary value. These two facts 
allow us to solve the loops and the CD equations concurrently. For an approximately equal load 
balance, we use the same method as in [6]. First, we pair the loops and CD together so that each 
pair has approximately the same number of levels (see Figure 4). Therefore, we always choose 
an even number of long loops. Afterwards, we distribute the same number of loops pairs to each 
node. This ensures that when solving the time-consuming loop equations, each node has the 
same amount of work. 
In Algorithm 1, the boundary values for the CD are not available. To solve the CD equations, 
the tubules are first solved and then the outputs of the AHLs are used to calculate the input to 
the CD. Since we cannot solve the loops and the CD equations concurrently, we choose an odd 
number of long loops and pair the loops in the manner shown in Figure 3. 
In both algorithms, the CORE flux can only be calculated after the tubule fluxes are known. 
Because the core can be thought of as a single tubule, we only need one node to solve for its 
values. However, if we only use a single node to solve the core equations, then the other nodes 
are idle during this time. An additional problem is that after it solves the core equations, this 
node must send the new core values to all of the other nodes so that they can calculate the new 
tubule values in the next iteration. Sending these messages lowers the program’s efficiency. To 
avoid these problems, we have all of the nodes simultaneously solve the same core equations. By 
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doing this, we are not solving the CORE in parallel since each node solves the same equations, 
but we are eliminating the need for message passing since all of the nodes calculate the new core 
values. 
To minimize the start-up cost during the communication among nodes, as much information as 
possible is packed into each message. When using either the global summation operation gdsum( ) , 
or the node-to-node message-passing operation csend( ), the starting address and memory size of 
the memory block determine what information is transferred. This means that the information 
to be sent must be stored in contiguous memory locations. We allocate memory for multiple- 
dimensional arrays by the method described in [15]. This stores the elements of an array in 
a contiguous manner. Storing the elements of the arrays contiguously, however, requires extra 
memory. Given a three-dimensional array with subscripts whose first, second, and third indices 
have size Ll, L2, and L3, respectively, the memory overhead is (Ll) + (Ll)(L2). We can minimize 
this overhead by storing the array in such a way that Ll 5 L2 5 L3. 
The dominant factor in determining the number of nephrons that can be modeled is the size 
of the global Jacobian. Creating the Jacobian requires an enormous amount of memory. The 
size of the Jacobian that needs to be solved with the CORE equations depends directly upon the 
number of solutes modeled in the CORE as well as the number of levels in the longest loop. Since 
the number of levels in the longest loop increases as the number of nephrons modeled increases, 
the size of the Jacobian also depends on the number of nephrons modeled. If we assume that 
the Jacobian is stored in a double precision array where each element requires 8 bytes of memory 
and denote k,, as the number of solutes and m as the number of levels in the longest loop, then 
the amount of memory needed to store the Jacobian is 8(k,m)2. The n-nephron inner medullary 
model [6] only uses salt and urea in the core. Therefore, the amount of memory needed to store 
its global Jacobian is 32 m2 bytes. The multinephron model uses salt, urea, and one more solute 
called osmolyte. This Jacobian requires 72 m2 bytes. By increasing the number of solutes from 2 
to 3, the amount of memory needed to store the Jacobian has more than doubled, and thus, the 
number of nephrons that can be modeled has been cut by more than half! 
We used a parallel linear algebra solver (PRDLA) [16] t o solve the linear equations generated 
from the CORE equations. PRDLA partitions all input matrices by row, thus splitting the 
memory needed for storing the Jacobian among the nodes. If a serial computer requires 8(k,m)2 
bytes to store the Jacobian, then a parallel computer with p nodes would only require roughly 
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8(/~~7-n)~/p bytes per node to store the same Jacobian. Thus, a large multinephron model which 
would exceed the memory capacity of a serial computer may work on a parallel computer if 
enough nodes are available. 
Solving a large multinephron model requires many nodes. If the number of available nodes is too 
few, then the amount of memory that each node needs to store is too high. Exceeding the amount 
of memory in RAM forces the nodes to access the hard disk (paging) for additional memory 
storage space which drastically increases the run-time of the program. This memory limitation, 
therefore, dictates the minimum number of nodes that may be used to solve a particular model. 
Table 1. Algorithm 1 values. 
n I Levels 
63 127 
63 127 
63 127 
63 127 
63 127 
Nodes Efficiency 
2 0.98 
4 0.90 -I- 8 0.84 16 0.72 32 0.56 
4 0.98 3.91 126 253 4 0.99 3.95 
8 0.93 7.43 126 253 8 0.97 7.74 
16 0.85 13.50 126 253 16 0.92 14.77 
32 0.71 22.80 126 253 32 0.84 26.77 
16 0.99 15.81 
32 0.91 29.24 
1 SPeedUP 
1.96 
3.61 
6.74 
11.47 
17.76 
Table 2. Algorithm 2 values. 
n Levels Nodes Efficiency Speedup 
62 125 2 0.99 1.98 
62 125 4 0.97 3.89 
62 125 8 0.94 7.48 
62 125 16 0.84 13.44 
62 125 32 0.72 23.18 
Note from Figures 5 and 6 and Tables 1 and 2, that the speedup values of Algorithm 1 are 
lower than those of Algorithm 2 for a similar number of nephrons. This lower efficiency is to be 
expected since Algorithm 1, unlike Algorithm 2, does not assume CD boundary conditions, and 
therefore, could solve the CD equations only after solving the loop equations instead of solving 
the CD and loops simultaneously. Obviously, having certain boundary conditions makes the 
problem more parallelizable. 
Yet, there are a number of reasons why programs that use fewer boundary conditions are 
necessary: certain boundary conditions may be unavailable in literature, obtaining boundary 
conditions through biological studies may either be too expensive or too difficult to realize, and a 
less parallelized algorithm may produce more realistic results. For instance, we found that some 
biological experiments have concentrations that more closely match the results from Algorithm 1 
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than those from Algorithm 2. Because of this reason, we prefer to use the first rather than the 
second algorithm, despite the lower speedup values of Algorithm 1. 
We have shown, however, that the speedup values for both algorithms, for larger number of 
nephrons, are both high. In future similar models, even though certain boundary values are 
unavailable, we expect high speedup values as long as enough nephrons are modeled and the 
loops continue to be solved in parallel. 
5. CONCLUSION 
The n-nephron inner medullary model has been expanded to include the outer medulla. We 
solved the inner-outer medullary model using two different sets of boundary conditions. Both 
algorithms have similar efficiencies when modeling many nephrons despite one algorithm solving 
the CD separately. The reason for this parity is that both algorithms solved the most time- 
consuming portion of the programs, the DHLs and AHLs, in a highly efficient manner. This is 
important toward modeling the entire kidney since it implies that increasingly complete models 
may also have reasonable speedups even though, given the available boundary conditions, not all 
portions of the kidney may be solved in a parallel manner. It is evident from Figures 5 and 6 that 
as the number of nephrons increases we approach a perfect speedup. In addition to including the 
outer medulla, our model also has one more species than the inner medullary model [6]. Naturally 
this increases the size of the Jacobian which, in turn, greatly increases the memory needed to 
run the program and, therefore, decreases the number of nephrons that we can model on a given 
machine. 
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