A distributed task is local if its time complexity is (nearly) constant, otherwise it is global. Unfortunately, local tasks are relatively scarce, and most distributed tasks require time at least logarithmic in the network size (and often higher than that). In a dynamic setting, i.e., when the network undergoes repeated and frequent topological changes, such as vertex and edge insertions and deletions, it is desirable to be able to perform a local update procedure around the modified part of the network, rather than running a static global algorithm from scratch following each change.
Introduction
Background and motivation. What can be computed locally on average in dynamic networks? Two decades ago, in their seminal paper [45] , Naor and Stockmayer raised a similar question in the static setting, and since then the locality of many tasks have been studied in static networks. A local algorithm allows the nodes to communicate with their direct neighbors in the network for a small (typically constant) number of rounds, after which they need to produce their outputs, which are required to form a valid global solution. The notion of locality usually means a running time that is independent of the network size n. In this paper we slightly extend this notion to include a running time of O(log * n); indeed, log * n ≤ 5 for all practical purposes. Since communication networks were traditionally viewed as mostly static (with changes being treated as faults or as exceptional events that have to be tolerated), the notion of locality was usually studied in the static setting, where the goal is to compute from scratch a (global) solution to a given distributed task. However, recent advances in networking and distributed systems drive the need for a theoretical understanding of locality issues in dynamic networks. Indeed, in many modern settings, e.g., in mobile and vehicular ad-hoc networks (VANETs), the topology constantly changes. The rapidly-growing presence of mobile communication in all realms of modern technology creates a pressing need for the development of distributed algorithms capable of dealing with constantly changing topologies and maintaining their operation in such settings.
The distinction between static and dynamic distributed settings emerges acutely when dealing with continuous maintenance tasks where the network is required to constantly preserve a certain (existing) structural property or an efficient data-structure with some desirable properties. The dynamic system is characterized by bursts of structural changes, such as vertex and edge insertions and deletions, which may violate the validity of the current solution maintained by the system and hence require a correction (or a re-balancing) procedure. The efficiency of those update procedures is a key parameter in evaluating the quality of a maintenance algorithm in the dynamic setting.
In the presence of frequent topological changes, it is only natural to place an emphasis on bounding the average (rather than worst-case) running time (in terms of communication rounds) of such update procedures, hence distributed maintenance tasks can be classified according to the average time required for their update operations. Hereafter, we refer to a distributed task of this type as local-on-average if the number of rounds required by the update procedure for repairing the global solution following a topological change in a dynamic network is constant or nearly-constant on average (over the topological changes). Ideally, just the updated vertices should wake up as a result of the topological change and the ensuing update operation -such a limitation (hereafter, the "local wake-up" limitation) reflects most real-life scenarios. So whereas in the standard setting one measures the maximum explored radius among all vertices of the network, in the dynamic setting the measure of interest is the average (over a sequence of update operations) explored radius among the updated vertices.
The challenge in developing algorithms for distributed dynamic networks that are local-on-average stems from the need to cope with the two types of uncertainties arising from the concurrent presence of distribution and dynamics, namely, (1) the possibly unstable local neighborhoods due to topological changes, and (2) the limited local view and lack of information about the global topology at any time.
The locality of various tasks have been studied thoroughly for static networks, yielding both positive and negative results. The key observation emerging from the long line of research efforts on static locality is the unfortunate fact that local tasks are rather scarce, and most distributed tasks (e.g., MIS, coloring, MST construction, etc.) are non-local. For example, in an n-vertex graph G with maximum degree ∆ and diameter D, computing a maximal independent set (MIS) requires Ω(max{ √ log n, log ∆}) rounds [40] and constructing an MST (as well as other types of spanning trees) requires Ω(D) rounds.
In contrast, very little is known about the localityon-average of distributed tasks. Clearly, any (statically) local problem is also local-on-average (as well as in the worst-case) in the dynamic setting. Yet given the scarcity of natural local distributed tasks, it is important to understand which (statically) non-local distributed tasks are dynamically local. To understand this fundamental question better, let us consider two examples of non-local (and significant) tasks: MIS selection and δ-edge-orientation. 1 In a dynamic setting, the goal is to maintain the required structure (MIS in the former example, δ-edge-orientation in the latter) while keeping a tab on the update time. It is easy to see that dynamically maintaining an MIS requires O(1) rounds in the worst-case, as for any addition or removal of a vertex v or an edge (u, v) , it is sufficient to explore the 2-neighborhoods around u and v. Hence MIS selec-1 A δ-edge-orientation (shortly, δ-orientation) is an orientation of the edges of an undirected graph (yielding a digraph) so that the outdegree of all vertices is bounded by some parameter δ ≥ 1.
tion is a dynamically local (even in the worst-case) task. Dynamically maintaining a δ-orientation seems, at first glance, to be non-local, even in trees (or forests) -as an update operation might require Ω(log δ n) rounds in the worst-case (as shown in the figure for δ = 2). Yet, as will be shown in this paper, a more careful exploration reveals that the task of maintaining edge-orientations with near-optimal outdegree is local-on-average (over a sequence of vertex and edge updates) in general graphs.
Towards the ultimate goal of understanding which non-local distributed task are local-on-average, we provide a novel amortization technique, referred to hereafter as log-starization. Our log-starization technique is then used to convert a number of O(polylog(n))-round static distributed algorithms for several variants of loadbalancing tasks, such as forest-decomposition, edge-orientation, and coloring, into O(log * n)-round dynamic distributed algorithms, i.e., ones that maintain the solution for the task within O(log * n) rounds on average in the presence of topological changes such as edge and vertex insertions and deletions).
While our log-starization technique can be applied to any of the aforementioned tasks (as well as others), in this extended abstract we chose to demonstrate it via the edge-orientation problem. Low outdegree orientations have found various applications, e.g., for finding simple cycles and paths via the "color-coding" scheme [4] , or for maintaining data-structures for answering adjacency and short-path queries [16, 12, 37, 38] . Such orientations have also proven to be useful in the contexts of load-balancing, maximal matchings, prize-collecting TSP's and more. (See [14, 23, 21, 19, 47, 30] , and the references therein.) A closely related problem is forest-decomposition, where one aims to decompose the edges of the graph G into a small number of edgedisjoint forests. Obviously, a decomposition of a graph into edge-disjoint forests immediately yields anorientation. In this paper we show the other direction: An -orientation yields a decomposition into at most 2 edge disjoint forests. Moreover, we observe that a dynamic maintenance of the former can be translated into a dynamic maintenance of the latter with a constant overhead in the update time (even in the worst-case), in both centralized and distributed networks; this resolves a question raised by Erickson [24] ; see Sec. 3.1.
Common to all aforementioned tasks is the need to maintain a "balanced" state of the network in which the "load" of each vertex is near-optimal, where the definitions of load and optimal are context-dependent. While the amortized time complexity of all our algorithms is O(log * n) for any graph, the load guarantee inevitably depends on the density of the graph. More concretely, the arboricity a(G) of a graph G is the minimum number of edge-disjoint forests into which G can be decomposed, thus measuring how uniformly sparse the graph is; see Sec. 1.6 for more details. For edge-orientation, the "load" of a vertex is the number of its outgoing neighbors, i.e., its outdegree, and it is easy to see that the overall load (i.e., the maximum outdegree of a vertex) must be at least a(G) − 1; thus in a "balanced" state the outdegrees of all vertices should be close to a(G). For forest-decomposition, the load of a vertex v can be viewed as the number of edge-disjoint forests that contain an edge incident on v, and the overall load (i.e., the number of edge-disjoint forests into which G is decomposed) cannot be smaller than a(G) by definition. As for coloring, the vertex load can be viewed as the number of distinct colors occupied by its neighbors, and the overall load is the number of colors used. While there are graphs with low chromatic number and high arboricity (e.g., a complete bipartite graph), there exist (infinitely many) graphs with arboricity Θ(a) and chromatic number Ω(a) (e.g., a clique on a vertices, with the remaining n − a vertices being isolated), for any parameter a. Consequently, one cannot hope to color every graph G with o(a(G)) colors. (See Theorems 1.2 and 1.3.) We stress that, although the family of constant arboricity graphs is important by itself (including all planar and excluded minor graphs), our results apply to general graphs.
Our work builds upon two lines of work. The first is the study of dynamic edge-orientations initiated by Brodal and Fagerberg [12] (and followed by [37, 27] ), who provided dynamic centralized algorithms for maintaining low outdegree orientations for general graphs, with the bound on the outdegree depending on the graph's arboricity; as mentioned, such a dependency is inevitable. In particular, for graphs with arboricity a, the algorithm of [12] maintains an O(a)-orientation with amortized update time O(log n + a).
2 The second line involves the work of Barenboim and Elkin [9] , who studied the forest-decomposition problem in the distributed static setting. Their main results are summarized in the following theorem. Theorem 1.1. [9] For a graph G with arboricity a(G) and any q > 2, there exists a distributed algorithm that computes a decomposition of G into at most ((2 + q) · a(G)) forests (and hence also a ((2 + q) · a(G))-orientation) in O( log n log q ) rounds; an O(q ·a(G)
2 )-coloring for G can be computed in O(log * n) more rounds.
A fundamental result of Linial [41] states that any O(log d n)-round algorithm for coloring d-regular nvertex trees uses Ω( √ d) colors. This lower bound was generalized in [9] for graphs with higher arboricity: Any distributed algorithm for computing O(q · a(G)
2 )-coloring requires Ω( log n log q+log a(G) ) rounds, where a(G) = O(n 1/4 ) and q = O(n 1/4 /a(G)). Moreover, the number of rounds required to compute a decomposition into at most O(q ·a(G)) forests (or an O(q ·a(G))-orientation) is Ω( log n log q+log a(G) )−O(log * n). In particular, none of these problems can be solved statically in sub-logarithmic time, even in trees!
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None of the above results consider the dynamic distributed setting: The former deals with the dynamic setting but provides a centralized solution, whereas the latter provides a distributed solution but concerns only the static setting (and it is unclear how these distributed algorithms can be extended to maintain their solution in a dynamic environment, without applying them from scratch following each update).
Our contributions. The main result of this paper is summarized in the following theorem. Theorem 1.2. For every n-vertex dynamic graph G with arboricity a(G), there is a distributed algorithm for maintaining an O(a(G) + log * n)-orientation in O(log * n) amortized time (per update operation).
In Sec. 3, we present some applications of our amortization scheme. Some of these applications (e.g., adjacency-labeling scheme) follow immediately from the maintenance algorithm for edge-orientation, whereas others (e.g., coloring) require a more delicate adaptation of the log-starization technique.
forests can be maintained with O(log * n) amortized time (per update operation).
(b) Dynamic coloring: An O(a(G)·log * n)-coloring can be maintained with O(log * n) amortized time.
(c) Dynamic adjacency labeling: an adjacency labeling scheme with label size of O(a(G) + log * n) bits can be maintained with O(log * n) amortized time.
To appreciate this contribution, note that while all these problems have a static logarithmic time-complexity even in trees, our results show that these problems are local-on-average in general graphs. Moreover, while a low amortized time does not imply a-priori any nontrivial worst-case guarantee, all our algorithms achieve O(log * n) amortized time together with a worst-case update time of O(log n).
We also provide a load-balancing scheme for expander graphs. Consider a dynamic model allowing edge, vertex and job insertions and deletions. The system evolution is described by a sequence of graphs σ = {G t }, where G t is the graph after the t th operation, containing n t vertices and J t jobs. Assume that throughout the execution, the graphs preserve two properties: (1) they are vertex-expanders (defined later); (2) the load ratio J t /n t is bounded by δ. Such a network is called load-bounded expander network.
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Theorem 1.4. Given a load-bounded expander network σ = {G t }, there is a distributed algorithm for maintaining O( δ + log * n) jobs at each vertex v ∈ G t with O(log * n) amortized time (per update operation).
A general hypothesis.
For our log-starization technique to work, it is critical to allow some slack in the load guarantee. However, this relaxation is justified for two reasons. First, allowing no slack whatsoever implies strong lower bounds on the amortized time complexity of many distributed tasks, under the local wake-up limitation. Indeed, a single update operation in one part of the network may trigger a change in a far away part of the network. Consider for example the maximum matching problem. Following a single edge deletion/insertion on one side of an n-vertex simple path, the matching edges must be swapped with the non-matching edges. Since most of these edges are at distance Ω(n) from the two updated vertices, we obtain a lower bound of Ω(n) on the amortized update time. A similar scenario happens with the edge-orientation and forest decomposition problems, assuming we aim for an a(G)-orientation or a decomposition into a(G) forests. There the lower bound on the amortized update time is Ω(n/a(G)
2 ). 5 Second, as mentioned in the paragraph following Theorem 1.1, the static time complexity of edge-orientation and forest-decomposition allowing a multiplicative slack of q is at least Ω( log n log q ) even in trees, which gives a lower bound of Ω(log 1− n) in the regime q = O(2 log n ); for coloring (with slack) there is a similar lower bound. In other words, all these statically nonlocal tasks (with slack) are local-on-average. Maybe this phenomenon holds in general? This paper makes an initial step towards the following hypothesis: For any distributed task (that allow for a small slack) with static time complexity t(n), its amortized time complexity is t * (n) (defined as the number of times the function t must be iteratively applied before the result is less than or equal to 1). Since the static time complexity of many distributed tasks is O(poly(log n)), our hypothesis suggests that all such tasks are local-on-average.
Our technique.
Our log-starization technique is based on the accounting method (cf. Chapter 17 in [17] ). 6 The underlying idea behind our technique applied to all problems studied is as follows. Each vertex will store tokens in its account, in proportion to its load. In a perfectly balanced state, all vertex loads are low (bounded by say min ), and all accounts are empty. More concretely, a vertex of load should have at least f ( ) tokens in its account, with f being a monotone increasing function satisfying f (0) = f (1) = . . . = f ( min ) = 0. A vertex whose load increases as a result of an update operation should be compensated by depositing sufficiently many tokens in its account. Consider an update operation that "defects" some vertex u, i.e., increases its load beyond the required threshold max . Our update scheme starts by exploring the local neighborhood Γ h0 (u) of radius h 0 = O(1) around u. If a balanced state can be restored by modifying only the local neighborhood Γ h0 (u), then we are done. Otherwise, a "reset" operation is applied on Γ h0 (u) in order to make it perfectly balanced. This reset may damage vertices on the boundaries of Γ h0 (u) (i.e., the vertices connecting it to the rest of the graph), thus turning these vertices to be imbalanced. Yet, our analysis shows that the subgraph induced on Γ h0 (u) has high expansion (i.e., number of vertices is exponential in the depth h 0 ), and that most vertices in Γ h0 (u) have high load. Hence, exponentially many tokens (in h 0 ) can be withdrawn from the accounts of the internal vertices of Γ h0 (u) due to the reset operation. This procedure can therefore be applied recursively for every imbalanced vertex w on the boundary of Γ h0 (u) (essentially, this can be done in parallel for all these vertices), with an exponentially increasing exploration radius h 1 = 2 h0 . Repeating this process results with a balancing procedure of "exponential speedup", which terminates within log * n phases. Although the balancing procedure consists of log * n phases, it is a-priori unclear why the amortized cost should exceed some constant. Indeed, assuming all neighborhood explorations at phase i of the procedure can be "paid for" by tokens released due to reset operations of previous phases, the entire procedure is carried out for free in the amortized sense.
The crux of the problem lies in the "termination cost" of the procedure. Consider the first phase of the procedure, and assume the subgraph induced on Γ h0 (u) does not have high expansion. In this case a balanced state can be restored by modifying the local neighborhood Γ h0 (u); that is, the load of u is decreased at the expense of increasing the load of a carefully chosen vertex w in Γ h0 (u) of significantly lower load. While w remains balanced, sufficiently many tokens should be deposited in its account (to compensate for its load increase). Since each update operation is followed by a grant of O(log * n) fresh tokens, these tokens can be used to cover the termination cost of this subgraph. The interesting case arises when the vertices of Γ h0 (u) are of high load, and we cannot terminate this subgraph. (We terminate a graph if it contains a low load vertex.) In general, the number of explored subgraphs (and thus the number of terminating subgraphs) may grow exponentially in each phase. Assuming the balancing procedure does not terminate its execution (at all explored subgraphs) within O(1) phases, the O(log * n) fresh tokens cannot cover the total termination costs of the procedure. Therefore, the tokens withdrawn due to a reset operation should cover the "termination costs" of the next phase, in addition to the aforementioned "exploration costs".
Let us take a deeper look at a terminating subgraph "rooted" at some vertex x that becames imbalanced, either by the update operation (which initiated the balancing procedure) or throughout the execution of the procedure. Suppose that the load of x increased from x to x + 1. Our analysis shows that, in addition to the f ( x ) tokens that are guaranteed to be stored at x's account, h( x ) more tokens can be deposited in x's account, where h( x ) < f ( x ) − f ( x − 1), either due to the fresh tokens of the update operation or due to reset operations of previous phases. To terminate this subgraph we decrease the load of x from x + 1 to say x , but this is done at the expense of increasing the load of some other vertex y from y to say y + 1. While the number of tokens that can be released from x's account (due to its load decrease) is h( x ), the number of tokens that we need to deposit in y's account (to compensate for its load increase) is f ( y + 1) − f ( y ). In order to terminate the subgraph, it is crucial that the total, i.e., h( x ) − (f ( y + 1) − f ( y )), will be non-negative. As h( x ) < f ( x ) − f ( x − 1), the load of y must be smaller than that of x by at least two units, i.e., y ≤ x − 2. Thus we need a "2-unit decay" to terminate a subgraph, which means that the load of the explored vertices may decrease by one unit at each phase of the procedure. Indeed, this is the worst-case scenario with respect to all the problems studied: A gradual "1-unit decay" in the vertex loads (thus precluding termination), starting with the updated vertex u whose load exceeds max , where in each phase of the procedure all subgraphs but one terminate, and the non-terminating subgraph has vertex loads smaller by 1 than those of the previous phase, but exponentially larger radius.
A gradual decay in vertex loads introduces a contradictory constraint: The loads of all vertices in a non-terminating subgraph must exceed min , otherwise no tokens can be withdrawn from their accounts due to the reset operations. Thus for this scheme to work, the required load threshold max must be larger than min by a factor of log * n (either additive or multiplicative, depending on the problem). As will be shown by a careful examination of this amortization scheme -the optimizing amortized cost due to the above constraints is O(log * n).
Related work. The design of distributed protocols for dynamic networks has received increasing attention in recent years. The first results [2, 7, 6, 8] employed simulation techniques to convert a distributed algorithm running in a static network to one running in a dynamic network (which undergoes topological changes). These results concern algorithms for one-time computations (from scratch). Since then, many other distributed algorithms have been designed for specific distributed tasks assuming some underlying dynamic model. These works can be roughly classified into two categories: (1) distributed dynamic computation, where one has to compute (not maintain) a one-time solution (from scratch) in the presence of topological changes, cf. [39, 25, 18, 29, 13, 42] ; the simulation results of [2, 7, 6] fall into this category; (2) distributed dynamic maintenance, where some target structure or function has to be maintained; our results fall into this category. This "dynamic maintenance" setting was studied for dynamic routing schemes [3, 32, 35] , informative labeling scheme [31, 36, 33, 34] , maximal independent set [15] , BFS trees [28] and sparse spanners [22, 10] . Another variant of distributed maintenance is selfhealing for reconfigurable networks. In this setting, the distributed local algorithm is allowed to add edges to the structure following adversarial removal of vertices or edges, in order to preserve certain graph properties (e.g., diameter, maximum degree, expansion) of the original network (i.e., before the attack), cf. [26, 50, 51] . Note that this approach requires the network to be reconfigurable, in the sense that it should be possible to change the network topology. In contrast, in the current work we follow the standard dynamic model where the input physical network is given (i.e., determined by the original network and the adversarial modifications over time). Here, the goal is to maintain a subnetwork that satisfies some desired properties. Finally, a long line of research focused on dynamic load balancing [20, 43, 44, 5, 11] . Related problems are token distribution (or job distribution) [49] and token aggregation [1] .
The dynamic distributed model. The dynamic distributed model is defined as follows. Starting with the empty graph G 0 = (V, E 0 = {∅}), in every round t > 0, the adversary chooses a vertex or an edge to be either inserted or deleted from G t−1 , resulting in G t . (As a result of a vertex deletion, all its incident edges are deleted. A vertex insertion does not entail any insertions of edges incident on it.) The communication model is the LOCAL model (cf. [48] ), which is a standard distributed computing model capturing the essence of spatial locality. In this model, computation proceeds in fault-free synchronous rounds during which every processor exchanges messages of unbounded size. Upon the insertion or deletion of a vertex v or an edge e = (u, v), only the affected vertices are woken up (v in the former case, u and v in the latter). We assume that the topological changes occur serially and are sufficiently spaced so that the protocol has enough time to complete its operation before the occurrence of the next change. since all our algorithms achieve a worst-case update time of O(log n), this assumption should be acceptable in many practical scenarios; also, it can be removed at the cost of increasing our time bounds by a factor of k, where k is a bound on the number of concurrent updates. In the distributed dynamic setting, an amortized update time bounds the average number of communication rounds in the LOCAL model, needed for repairing the solution per update operation, over a worst-case sequence of update operations.
Dynamic distributed orientation
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that the subgraph induced by each E i is a forest. The well-known theorem of Nash-Williams [46] states that a graph G has arboricity at most a iff G has an a-forestdecomposition. An immediate (yet inefficient) approach to maintaining forest-decomposition in a dynamic distributed setting is to apply, following each update operation, the static distributed algorithm of [9] . This approach results in O(log n) rounds per update. Note that the lower bound of [41, 9] does not hold for the dynamic case. Hence, better bounds can be obtained, as we show in this paper.
In the context of edge-orientations, another approach is to distribute the dynamic centralized algorithm of [12] . However, this approach will also result in O(log n) rounds on average (per update operation).
In this section we demonstrate our log-starization technique via the edge-orientation problem.
Notation. For an undirected graph
) denote the length of the shortest-path (resp., shortest directed path) from v to u.
Reset operations. An undirected (resp., directed) edge between u and v is denoted by {u, v} (resp., (u, v)). We define two types of operations. A flip operation of a directed edge e = (u, v), denoted by Edge-Flip(e), reverses the direction of the edge into (v, u), i.e., Edge-Flip(e) = (v, u). The reset operation, BE( Besides the BE algorithm, we refer throughout to two additional types of re-orientation operations applied on trees and paths. Let T (u) be a directed tree all whose edges are directed away from the root u. Denote by Tree-Reset(T (u), u) the operation of reversing the directions of all edges and directing them towards the root u (making the root's outdegree zero). For a directed u → v path P , let Path-Flip(P ) denote the operation of reversing the orientation of all path edges, i.e., transforming P into a directed v → u path. For an illustration of these operations see the above figure.
Observation 1. Every reset operation on a directed w → w path P increases (resp., decreases) the outdegree of w (resp., w) by 1 and does not change the outdegrees of the internal path vertices.
Our balancing procedure is applied only following edge insertions (all other update operations do not increase the outdegree of vertices). We assume there is an integer a such that throughout the execution, a(G t ) ≤ a, for every t ≥ 0. Our goal is to maintain a δ-orientation with amortized time O(log * n), where δ is close to the arboricity bound a of the dynamic graph G = G t .
The key technique: from O(log n)-static to O(log * n)-amortized. We introduce a new amortized log-starization technique, allowing one to obtain better bounds compared with the results of either Brodal and Fagerberg (in the dynamic centralized setting) or Barenboim and Elkin (in the static distributed setting). The crux of the problem is to collect Ω(log n) tokens, using which the system can be reset via a worst-case O(log n)-time algorithm. We start (Sect. 2.2) with graphs of arboricity 1, i.e., cycle-free graphs (or forests). First, we describe a simple amortization scheme that maintains a 3-orientation with amortized time O(log log n). Note, however, that the resulting algorithm has a bounded amortized (rather than worst-case) time, and hence one cannot simply repeat this algorithm to improve the amortized cost. Breaking the simple O(log log n)-time barrier is quite challenging; we focus on maintaining an O(log * n)-orientation with amortized time O((log * n)!), and then sketch the ideas for improving the amortized time further to O(log * n). This algorithm (for forests) already captures most of the high-level ideas that are needed for obtaining the ultimate result. In Sect. 2.3, we generalize this algorithm for arbitrary arboricity.
Handling forests.
Consider a sequence of cycle-free graphs {G t }. Initially, all edges are directed towards some arbitrary root (so that the maximum outdegree is 1) and the accounts of all vertices are empty. Every edge {u, v} insertion is followed by a grant of x tokens, where x equals the amortized cost of the update operation. Newly introduced edges are directed arbitrarily. The outdegrees of the vertices increase, and the number of tokens stored in their accounts increases accordingly. This token aggregation continues up to a predefined outdegree threshold δ.
Consider an update operation which increases the outdegree of a vertex u above the outdegree threshold δ. In such a case, u initially examines its local neighborhood Γ h (u) of radius h (where h is a small parameter to be determined later), aiming towards finding a directed path P to a nearby vertex v with outdegree at most δ − 1. Let T (u) be the h-depth directed BFS tree rooted at u. If T (u) has a low outdegree vertex v, then P is the unique u → v path from u to v in T (u). In this case we invoke the Path-Flip(P ) operation, thus reducing the outdegree of u back to δ at the expense of increasing the outdegree of v by 1, while the outdegrees of the internal vertices of P remain intact. In this case we say that T (u) is terminating. To compensate for the increase in v's outdegree, we need to store sufficiently many tokens in v's account. We refer to this quantity as the termination cost of u.
We henceforth assume that no such vertex exists, thus all vertices in T (u) have outdegree δ. In this case we invoke the Tree-Reset(T (u), u) operation, which orients all edges of T (u) towards the root u. As a result, the outdegree of all internal vertices of T (u) decreases from δ to (at most) 1, yielding a dramatic improvement in their outdegrees. On the negative side, the outdegree of the leaves of T (u) is increased from δ to δ + 1, thus violating the outdegree threshold. We say that these leaves are imbalanced.
Since all vertices of T (u) have outdegree δ before the reset and as the graph has no cycles, there is a good vertex expansion; in particular, it is easy to see that T (u) contains Ω(δ h−1 ) internal vertices. As the outdegree of each of these internal vertices decreased, the tokens aggregated in their accounts can be withdrawn, and used for balancing the newly imbalanced leaf set
The power of this reset operation stems from its ability to perfectly balance exponentially (in h) many vertices, hence releasing exponentially many tokens for balancing the imbalanced leaf set L(u) of T (u). Next, we show how to fix the imbalanced vertices. We present a simple solution whose amortized cost is O(log log n), and then carefully build on top of it to obtain the required log * n-style bounds.
Warm Up: 3-orientation in O(log log n) amortized cost. Let the initial radius h be Θ(log log n) and set δ = 3. As all internal vertices in T (u) have outdegree 3, their number is Ω(δ h−1 ) = Ω(log n). To obtain Ω(log n) tokens, all we need is to be able to withdraw a single token from each of these vertices' accounts. To this end, we store a single token at the account of a vertex whose outdegree increases from 2 to 3. Having the termination cost as small as 1 already suffices for maintaining the invariant that each vertex with outdegree 3 has a token at its account. (Note that the invariant does not guarantee any tokens for vertices with outdegree 2; we may henceforth assume that the vertices' outdegrees in the initial state are at most 2 rather than 1.)
Equipped with Ω(log n) tokens, the next phase starts. The idea is to handle each of the imbalanced leaves u 1 , . . . , u k in the same way we handled u, but in parallel, with the only difference being that the local neighborhoods examined by these leaves are of (exponentially larger) radius Θ(log n). Since the exploration radius is Θ(log n), there must exist a path P j from each leaf u j to a vertex v j of outdegree at most 1. We therefore invoke the Path-Flip(P j ) operation, for each 1 ≤ j ≤ k, thus reducing the outdegree of u j back to δ at the expense of increasing the outdegree of v j by 1; since the outdegree of v j increases to at most 2, this is done "for free", i.e., we do not need to deposit any tokens in v j 's account. It is crucial that the outdegree of v j will be at most 1 (prior to increasing its outdegree), otherwise we would have to deposit a token in its account to compensate for increasing its outdegree; making such a deposit for all vertices v j would be too costly. Thus, in order to terminate u j , we must have a "2-unit decay" between the outdegrees of u j and v j . We will return to this subtle point in the sequel.
Towards O(log * n) amortized cost. The simple argument above is based on the observation that O(log n) communication rounds suffice for finding a directed path from any imbalanced leaf to a vertex of outdegree at most 1. After flipping all edges along such a path (and doing so in parallel for all imbalanced leaves), all vertices will have low outdegree again, which completes the balancing procedure.
This approach leads to an amortized cost of O(log log n). To achieve an amortized cost of O(log * n), we must bound the initial radius h 0 = h by O(log * n). As a result, the number of vertices in the h 0 -depth directed BFS tree T (u) will be at most exponential in O(log * n), so the overall number of tokens that we can withdraw from the accounts of these vertices cannot come close to log n. Hence, balancing the imbalanced leaf set L(u) of T (u) requires a more intricate approach.
The In phase 1, each of the imbalanced leaves u j is handled in the same way we handled u, but in parallel.
The local neighborhoods examined by these leaves are of exponentially larger radius h 1 = 2 h0 . Consequently, the communication cost CommCost(1) of phase 1 is set as Θ(h 1 ) = Θ(2 h0 ). Let T (u 1 ), . . . , T (u k ) be the h 1 -depth directed BFS trees rooted at the k imbalanced leaves u 1 , . . . , u k . We terminate every tree T (u j ) that contains a low outdegree vertex v j by flipping the corresponding u j → v j path. The termination cost of this tree is the number of tokens needed to compensate for the increase in v j 's outdegree, and the sum of all such costs is the termination cost TermCost(1) of phase 1.
If all trees T (u j ) are terminating, then the balancing procedure terminates. So we henceforth assume that at least one of these trees T (u j ) has no vertices of low outdegree, and reset every such non-terminating tree T (u j ) (orienting all edges towards the root u j ). Such a reset will release exponentially (in h 1 = 2 h0 ) many tokens, thus allowing us to explore neighborhoods of radius h 2 = 2 This balancing procedure is applied repeatedly, ending up with an exponentially increasing sequence of radius explorations h 0 , h 1 = 2 h0 , h 2 = 2
After at most log * n − 1 phases, we are guaranteed to either terminate at all explored trees or collect Ω(log n) tokens that suffice to terminate all imbalanced leaves as described in the "Warm Up" section. Intuitively, this is why we get log * n-style bounds. Note also that the worst-case number of communication rounds required by the procedure is O(log n).
The communication costs of the balancing procedure are set in the obvious way, with CommCost(0) = Θ(h 0 ) = O(1), and
Determining the termination costs TermCost(i), for i ≥ 0, as well as the initial grant of tokens x (which dominates TermCost(0)) is more involved. The crux of the problem is to show that these parameters can be set so as to guarantee that the sum of costs i≥0 CommCost(i) + TermCost(i) of the balancing procedure does not exceed the initial grant of tokens x (that we can define as Gain(−1)) plus the overall number i≥0 Gain(i) of tokens released throughout all phases i ≥ 0 of the procedure. To this end, it suffices to guarantee that for each i ≥ 0, (2.1)
Almost there: O(log * n)-orientation in amortized cost O((log * n)!). In our amortization scheme, every vertex maintains an account of tokens in proportion to its current outdegree. For a vertex w ∈ V , let B i (w) be the number of tokens in w's account at the beginning of phase i, and let deg out (w, i) be its outdegree at the time. We show that the following invariant can be maintained throughout the balancing procedure. Consider the integer function f (k) = k! if k ≥ 2 and f (k) = 0 if k ∈ {0, 1}. (w, i) ), for every vertex w ∈ V and for every phase i ≥ 0.
To obtain outdegree δ = O(log * n) with amortized cost O((log * n)!), the algorithm initially issues x = Θ(δ!) = Θ((log * n)!) new tokens, which can easily cover the communication and termination costs of phase 0. This proves the validity of Equation (2.1) for i = 0.
We henceforth assume that the initial tree T (u) is non-terminating, and turn to proving the validity of Equation (2.1) for i = 1. Recall that upon a reset operation on T (u), the outdegree of the internal vertices is reduced from δ to at most 1. Since f (0) = f (1) = 0, all the tokens in the accounts of these vertices can be released. Thus, each internal vertex of T (u) releases f (δ) = δ! tokens. We need to show that the overall number of released tokens, namely Gain(0), is at least as large as CommCost(1) + TermCost(1).
Consider the parents of the imbalanced leaves in T (u). Each such parent distributes the f (δ) tokens it released uniformly among its δ imbalanced children. Thus, each leaf u j will receive at least f (δ)/δ = f (δ − 1) tokens for terminating its subtree T (u j ) in phase 1. (We later show that the total number of such tokens is at least TermCost(1).) Note also that the number of tokens released by the remaining internal vertices of T (u) is at least δ h0−2 · f (δ), and obviously suffices to cover CommCost(1) = Θ(2 h0 ). Next, consider a terminating tree T (u j ) with a low outdegree vertex v j , and recall that the root u j of T (u j ) has a surplus of f (δ − 1) tokens. Upon flipping the edges of the u j → v j path, the outdegree of v j increases by 1, say from δ to δ + 1. To maintain the invariant, the number of tokens needed to be transferred to v j 's account, or the termination cost of T (u j ), is thus f (δ + 1) − f (δ ). Note that this term increases with the outdegree δ of v j . For our amortization scheme to work, we require the outdegree δ of v j to be smaller than the outdegree δ of the root u j by at least two. This "2-unit decay" guarantees that the termination cost is bounded by f (δ + 1) ≤ f (δ − 1), which can be covered by the surplus of u j .
This proves the validity of Equation (2.1) for i = 1. The proof for larger values of i is similar, with a twist: As a by-product of the "2-unit decay" requirement, the outdegree threshold is prone to decrease by 1 at each phase of the procedure. Consequently, in a nonterminating tree of phase i, all vertices should have outdegree at least δ i −1 = δ−i−1, whereas a terminating tree of phase i should contain a vertex with outdegree at most δ i − 2. Let w be the root of such a terminating tree T (w), and let y be a low outdegree vertex in T (w). As before, w will receive a surplus of at least f (δ − i)/(δ − i) = f (δ − i − 1) from its parent in the tree, while the termination cost of T (w) is at most
. This shows that Gain(i − 1) will cover TermCost(i) in exactly the same way as before. In order for Gain(i − 1) to cover the cost of CommCost(i) = Θ(h i ), we must have a good vertex expansion in the trees explored at phase i − 1. To this end, the outdegree threshold δ − i of phase i − 1 should be at least 2. Since the procedure consists of at most log * n phases, it suffices to set the initial outdegree threshold δ as log * n+2. (See Fig. 2 for an illustration.)
O(log * n)-orientation in O(log * n) amortized cost. In the above balancing procedure, when a reset is applied on a non-terminating tree T (w), all the δ y outgoing edges of any internal vertex y (except for the one leading to its original parent in T (w)) flipped their orientation and became incoming to y, thus its outdegree became 1. Although this operation leads to the release of f (δ y ) − f (1) tokens, these tokens had to be distributed evenly among the δ y children of y. The key observation is that in order to improve the amortized cost to O(log * n), it is preferable to flip the edges towards two (arbitrary) children and not more. In this way only f (δ y ) − f (δ y − 1) tokens are released, but distributing them among two children of y enables us to work with the much-slower growing function f (k) = k 2 − 1 (for k ≥ 1). While the outdegree bound δ remains O(log * n), the amortized cost will be linear in f (δ) − f (δ − 1) = 2δ − 1 = O(log * n) (details omitted).
General arboricity.
For simplicity, we assume that the vertices know the bound δ of the maximum allowed outdegree (i.e., for preserving δ-orientations).
The balancing procedure described in Sect. 2.2 is based on basic expansion properties of trees. In Sect. 2.3.1 we show that these properties generalize naturally for arbitrary arboricity. We extend the balancing procedure to general graphs in Sect. 2.3.2. This extension requires a graph-theoretic result (Thm. 2.1), whose proof is deferred to Sect. 2.3.3. Finally, in Sect. 2.3.4 we derive stronger results for the easy case of large arboricity.
Expansion in general graphs.
Let G = (V, E) be a directed graph with arboricity a ≥ 1, and let s be some vertex in V . Denote by V i (resp.,V i ) the set of vertices reachable from s by directed paths of length at most (resp., exactly) i. Figure 2 : An illustration of a non-terminating tree T (w) of an i-active vertex w. The tokens of the top h i − 2 levels are used to cover the communication round complexity of phase i + 1. The tokens of the last internal level L(w) are used to cover the termination cost of every leaf vertex tree T (w ), w ∈ L(w). E.g., the vertex x ∈ L(w) covers the termination cost of its of its children y 1 , y 2 , y 3 .
Claim 1. Assume all vertices of
Proof. Note that the total number of edges incident on vertices in V i−1 is at least d · |V i−1 |, and all these edges are incident only on vertices of V i . Since the graph's arboricity is at most a, it follows that
The next corollary shows that the expansion is good whenever the outdegree is large w.r.t. the arboricity.
Corollary 2.1. If all vertices of
Proof.
(1) Apply Claim 1 inductively, with
Let T be a directed BFS tree of G rooted at s of depth h. By definition, V i denotes the set of vertices at directed distance i from s in T (not just in G). Hence the vertex set of T is V h ; Corollary 2.1(1) implies that there are at least We next argue that the expansion remains good even if we disregard the lonely vertices of the tree. Denote by n i the number of non-lonely vertices in V i , for i = 0, 1, . . . , h. By definition, we have n 0 = 1.
Proof. Fix any i = 1, 2, . . . , h. By Corollary 2.1(2),
By definition, any lonely vertex inV i is the only child of some vertex inV i−1 . Thus the number of lonely vertices inV i is at most |V i−1 |, and so the number n i of non-lonely vertices inV i is at least
(The last inequality follows from Corollary 2.1(3).)
Lem. 2.1 implies that
Consider the tree T * obtained from T by contracting all single-child paths. Note that no vertex in T * is lonely, i.e., every internal vertex in T * has at least two children. Moreover, there is a 1-1 correspondence between the vertices of T * and the non-lonely vertices of
A generalized balancing procedure.
By setting the initial outdegree threshold to δ = log * n + 3a + 1, the outdegree threshold in all phases of the procedure will be at least 3a + 1. By Corollary 2.1, we should continue to have a good expansion. Nevertheless, in order to generalize our scheme for general graphs, there are a few delicate issues that need to be addressed.
Issue 1: The outdegrees in a BFS tree may be much smaller than the respective outdegrees in the graph. Phase 0 starts as before, by computing the h 0 -depth directed BFS tree T (u) rooted at u. Note that in order to terminate such a tree, we need to find a vertex whose outdegree in the graph (rather than the tree) is small. If such a vertex v is found, we terminate the tree as before. Otherwise, there is a good expansion. In this case we would like to reset the tree T (u) as before (orienting all the edges towards the root u), in order to release exponentially many tokens for covering the communication and termination costs of the next phase. However, lower bounding the number of released tokens becomes more involved.
Consider some internal vertex y in T (u), whose outdegree in G (resp., T (u)) is d (resp., d ). Upon the reset of T (u) the outdegree of y is reduced to
tokens. These tokens are distributed uniformly among the d children of y in T (u), giving a surplus of
tokens to each of them. However, if d = 1, this surplus is zero. Thus, for our scheme to extend to general graphs, we must have d ≥ 2. To this end, we contract all singlechild paths in T (u), resulting in a smaller tree T * (u) where all internal vertices have outdegree at least 2. By Eq. (2.2), T * (u) has a good expansion. (The contracted vertices are disregarded only when analyzing the number of tokens released due to the reset of T (u). These vertices participate in the reset operation as all other vertices, i.e., the former parent in T (u) of such a vertex becomes its only outgoing neighbor after the reset.)
Issue 2: The BFS trees of phase i may overlap, i ≥ 1. Consider the leaves u 1 , . . . , u k that become imbalanced at phase i − 1 of the balancing procedure, for i ≥ 1. As before, we can compute at phase i of the procedure the h i -depth directed BFS trees T (u 1 ), . . . , T (u k ) rooted at u 1 , . . . , u k . In the cycle-free case, these trees are pairwise vertex-disjoint, so we could handle them in parallel. Indeed, terminating such a tree (flipping all edges along some u j → v j path) or resetting it (flipping all edges towards the root u j ) has no effect whatsoever on the other trees. If all these trees are terminating, all leaves u 1 , . . . , u k become balanced again and the balancing procedure terminates; otherwise, at least one of these trees has a good expansion, which provides us with enough tokens to cover the costs of the next phase.
In general graphs, these BFS trees may overlap, which complicates the parallel computation. The key observation is that in order to balance all k imbalanced leaves, it suffices to find k edge-disjoint (rather than vertex-disjoint) paths u 1 → v 1 , . . . , u k → v k leading to k distinct low outdegree vertices v 1 , . . . , v k . Indeed, flipping all edges along these paths will balance all vertices in the graph. But what if no such k edgedisjoint paths exist -must there be a good expansion then? We answer this question in the affirmative by proving the following graph-theoretic result. Let u 1 , . . . , u k be arbitrary vertices in G with outdegree at least 3a + 1, let H = (V H , E H ) be the union of the h-depth directed BFS trees T (u 1 ), . . . , T (u k ) rooted at these vertices, and letH = G[V H ] = (V H ,Ẽ) be the subgraph of G induced on the vertex set V H . If there do not exist k edge-disjoint paths inH from u 1 , . . . , u k to k distinct vertices v 1 , . . . , v k whose outdegree in G is at most 3a − 1, then |V H \ Q| ≥ 2 h , where Q is the set of vertices whose outdegree in G is at most 3a − 1.
Since the initial outdegree threshold δ is log * n + 3a + 1, the outdegree threshold in all phases of the balancing procedure is at least 3a + 1. By Theorem 2.1, if at some phase we cannot terminate at all the k imbalanced leaves (since there do not exist k edge-disjoint paths from them to k distinct low outdegree vertices), then we must have a good expansion, which should provide sufficiently many tokens to carry out the next phase. (Proving that |V H | ≥ 2 h is insufficient, as only vertices of sufficiently large outdegree are guaranteed to have enough tokens in their accounts.) In this case, resetting just the largest among these BFS trees should release enough tokens for covering the costs of the next phase.
But how can we efficiently determine if at some phase there exist k edge-disjoint paths as above, and if such paths do exist, how can we compute them? The simplest way around this hurdle is to simply upcast the entire information regarding these BFS trees (more accurately, regardingH) to the global root u, let the root solve the problem locally (local computation is free), and finally broadcast the "solution" (i.e., the edges that need to be flipped) to the appropriate descendants (those needing to flip some of their incident edges). Since we consider the LOCAL model, we may send messages of unbounded size. The distance between the global root u to any vertex in these BFS trees is at most i =0 h < 2h i , where the inequality holds as the depth of the BFS trees grows exponentially at each phase. Consequently, these additional upcast and broadcast operations will increase the total communication costs by at most a constant factor.
Finally, we would like the worst-case update time of the balancing procedure to be bounded by O(log n). The key observation is that there is no need to consider BFS trees of depth larger than O(log n). Indeed, we cannot have good expansion with respect to such depth (as 2 O(log n) > n), hence Theorem 2.1 implies that we are guaranteed to be able to terminate the k imbalanced leaves using BFS trees of depth O(log n). Consequently, once O(log n) tokens are collected, we compute directed BFS trees of depth O(log n), handle the imbalanced leaves by terminating these trees as explained above, and terminate the execution of the balancing procedure.
This completes the high level description of our scheme for any arboricity, thus proving Theorem 1.2. Ẽ) be the subgraph of G induced on the vertex set V H , with E H ⊆Ẽ. We add a dummy vertex s and connect it via outgoing edges to the k vertices u 1 , . . . , u k , and connect all vertices in Q (i.e., those of outdegree at most 3a − 1 in G) via outgoing edges to another dummy vertex t. Denote the resulting directed graph by H = (V H , E H ), where V H = V H ∪ {s, t} and
Proof of Theorem
The following observation is immediate.
Observation 2. There exist k edge-disjoint paths inH from u 1 , . . . , u k to k distinct vertices v 1 , . . . , v k whose outdegree in G is at most 3a − 1 iff there exist k edgedisjoint paths in H from s to t.
To prove Theorem 2.1, we assume there do not exist k edge-disjoint paths in H from s to t, and show that |V H \ Q| ≥ 2 h . By Menger's Theorem, there exists an s-t cut C in H of size at most k − 1.
Consider the graph H C = H \ C obtained from H after removing the cut edges. By definition, there is no s → t path in H C . By construction, s is connected in H via outgoing edges to the k vertices u 1 , . . . , u k . Denote by z 1 , . . . , z k the outgoing neighbors of s in H C , and note that {z 1 , . . . , z k } ⊆ {u 1 , . . . , u k }. Observe also that the remaining k − k vertices from {u 1 , . . . , u k } are incident on cut edges, implying that k−k ≤ |C| ≤ k−1, and so k ≥ 1. Besides the k − k cut edges incident on s, there arek = |C| − (k − k ) ≤ k − 1 cut edges; it is possible to havek = 0. Denote byC the set of cut edges that are not incident on s, and letŨ denote the set of vertices in H that have at least one outgoing edge iñ C; note that |Ũ | ≤k ≤ k − 1.
For j = 0, 1 . . . , h, denote by V j the set of vertices reachable from s in H C by directed paths of length at most j + 1, disregarding s itself. We have V 0 = {z 1 , . . . , z k }, and so |V 0 | = k . Proof. By definition, there is a directed path from s to all the vertices of V j in H C . Since C is an s-t cut, no vertex in V j may have an outgoing edge to t in H C . By construction, all vertices in V j with outdegree at most 3a − 1 have an outgoing edge to t in H , hence they all must belong toŨ .
hence each z i has outdegree at least 3a + 1. Thus the total number of outgoing edges leaving the vertices of V 0 is at least k · (3a + 1). Let E 1 denote the set of these edges, disregarding the at mostk ≤ k − 1 cut edges among them. We thus have
Note that all edges of E 1 are incident on vertices of V 1 . Moreover, neither s nor t belongs to V 1 , implying that the graph G 1 = (V 1 , E 1 ) is a subgraph of the original graph. Hence its arboricity is at most a, and so
Proof. The proof is by induction on j. The basis j = 1 follows from Claim 2. Induction
Step: We assume the correctness of the statement for j, with j ≥ 1, and prove it for j + 1. By the induction hypothesis,
By Observation 3, all vertices of V j \Ũ have outdegree at least 3a. Let E j+1 denote the set of all outgoing edges leaving the vertices of V j \Ũ , and note that no edge of E j+1 belongs to C. We have |E j+1 | ≥ |V j \Ũ | · 3a > (3·2 j ·k )·a. By definition, all edges of E j+1 are incident on vertices of V j+1 . Moreover, neither s nor t belongs to V j+1 , implying that the graph G j+1 = (V j+1 , E j+1 ) is a subgraph of the original graph. Hence its arboricity is at most a, and we have |Ej+1| |Vj+1|−1 ≤ a. It follows that
By Observation 3 and the fact that k ≥ 1, we have
By construction, each vertex in V h is within directed distance at most h + 1 from s in H C , and so within directed distance at most h from some imbalanced vertex u j in H. It follows that V h ⊆ V H . We thus have |V H \ Q| ≥ |V h \ Q| ≥ 2 h . Theorem 2.1 follows.
Easy case:
Arboricity a = Ω(log n). Note that the static lower bound of [41, 9] becomes weaker as the arboricity grows, suggesting that the static problem might be easier for larger arboricity. We next argue that this is indeed the case for the dynamic problem: When a = Ω(log n), one can maintain a δ-orientation
To see this, recall that every token pays for O(1) communication rounds. Following every edge {u, v} insertion, O(1) new tokens are issued at u and v. Hence when the outdegree of a vertex u exceeds δ, its account should have at least Ω(log n) tokens. We would like to use these tokens for applying the reset algorithm BE.
More concretely, let us set δ = 3a + log n, and show that the following invariant can be maintained: A vertex with outdegree 3a + i has Ω(i) tokens in its account.
When the outdegree of a vertex u exceeds δ, its account has at least Ω(log n) tokens. As mentioned, in order to apply the BE reset algorithm we need to wake up all vertices in the graph. If the O(log n)-depth BFS tree rooted at u contains all vertices in the graph, then we can wake up all of them within O(log n) communication rounds, and then apply the BE algorithm on the entire graph within O(log n) more rounds. Following this reset algorithm, all vertices in the graph will have outdegree at most O(a), hence no tokens need to be stored in their accounts. In particular, all Ω(log n) tokens that are stored in u's account can be withdrawn from its account and used to cover the cost of this update procedure.
However, it is possible that this O(log n)-depth BFS tree does not contain all vertices in the graph, in which case we cannot perform a "complete reset" of the entire graph. The key observation is that there is no need for a complete reset -a "partial reset" will suffice. Consider the O(log n)-depth directed BFS tree T (u) rooted at u, and let H(u) be the subgraph of G induced by the vertices of T (u). We set k = log n, and argue that there must exist k edge-disjoint paths in H(u) from u to k distinct vertices v 1 , . . . , v k whose outdegree in G is at most 3a − 1. Indeed, otherwise we can show that
O(log n) > n. The proof for this assertion follows similar lines as those in the proof of Theorem 2.1, and is thus omitted. By flipping the edges along all these paths, the outdegree of u is reduced by k = log n units, and so O(log n) tokens can be withdrawn from u's account to cover the cost of this update procedure. On the other hand, the outdegree of all vertices v 1 , . . . , v k will increase (by 1 unit) to at most 3a, hence no tokens need to be stored in the accounts of these vertices.
How can we compute these k edge-disjoint paths? Perhaps the simplest approach is to upcast the entire information regarding the subgraph H(u) to the global root u, let the root solve the problem locally (local computation is free), and finally broadcast the "solution" (i.e., the edges that need to be flipped) to the appropriate descendants (those needing to flip some of their incident edges). Recall that we consider the LOCAL model, hence we may send messages of unbounded size. The distance between u and any vertex of H(u) is O(log n), hence the entire update procedure requires O(log n) communication rounds.
Applications
3.1 Dynamic forest-decomposition. We show how to obtain a 2δ-forest-decomposition from a δ-orientation. Let − → G be a δ-orientation for G, Denote by i the ID of vertex v i ∈ G. The at most δ outgoing neighbors of vertex v i are divided into two classes: The first (resp., second) class consists of the outgoing neighbors whose ID's are smaller (resp., larger) than v i . The edge (v i , v j ) is mapped to forest (j, 1) (resp., (j, 2)) if v j is in the first (resp., second) class, i.e., ID(v i ) > ID(v j ) (resp. ID(v i ) < ID(v j )). Overall, there are at most 2δ forests. Clearly, this mapping induces no cycles and can be computed (from scratch) in a single communication round. The first assertion of Thm. 1.3 thus follows.
In the centralized static setting, the time needed to compute this forest-decomposition out of the given δ-orientation is at least linear in the number of edges. However, in the centralized dynamic setting, if we have a forest-decomposition respecting the above mapping, updating it upon a single edge flip in the underlying edge-orientation triggers a single change of that edge (moving from one forest to another). A straightforward implementation of this mapping (using doubly linked lists) yields a constant worst-case update time. In other words, the above mapping shows that the dynamic forest-decomposition problem reduces (up to a factor of 2) to the dynamic edge-orientation problem (both in the centralized and the distributed settings). In particular, this resolves the question raised by Erickson [24] .
Distributed dynamic adjacency labeling
schemes. An adjacency labeling scheme assigns an (ideally short) label to each vertex, allowing one to infer if any two vertices u and v are neighbors directly from their labels. For an adjacency representation scheme to be useful, it should be capable of reflecting online the current up-to-date picture in a dynamic setting. Moreover, the algorithm for generating and revising the labels must be distributed, in contrast with sequential and centralized label assignment algorithms. Given an f -forest-decomposition for G, the label of each vertex v can be given by Label(v) = (ID(v), ID(w 1 ), . . . , ID(w f )) where w i is the parent of v in the ith forest. Our dynamic O(a(G) + log * n)-forest-decomposition immediately implies the third assertion of Thm. 1.3.
Distributed coloring in dynamic graphs.
By Thm. 1.1, given an O(q ·a(G))-orientation of a graph G, one can compute an O(q·a(G)
2 )-coloring in O(log * n) additional rounds [9] . By Thm. 1.2, this immediately yields a dynamic maintenance of O((a(G) + log * n) 2 )-coloring in O(log * n) amortized time. However, this requires all the processors in the network to simultaneously wake up upon any update, which is impossible under the local wake-up limitation. As a result, our dynamic edge-orientation machinery cannot be applied as a black-box to maintain dynamic coloring. Instead, we tackle the dynamic coloring problem directly and, as a bonus, reduce the number of colors to O(a(G) · log * n). Consider a legal δ-coloring ϕ(G) of graph G, where ϕ(v) ∈ {1, . . . , δ} denotes the color of vertex v ∈ G.
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Newly inserted edges whose endpoints have the same color require to re-color one of their endpoints. The number of used colors increases and so does the number of tokens stored in their accounts. Similarly to before, in our log-starization scheme, every vertex maintains an account of tokens in proportion to its color. More specifically, we would like to maintain the invariant that the number of tokens stored at v's account is at least f (ϕ(v)), for some slowly-growing integer function f . However, for technical reasons, the new potential function f will not be strictly increasing as before, but rather monotone non-decreasing.
Specifically, we will use the potential function f (k) = k/a − 1, where a = Θ(a(G)). Intuitively, we replace each original color i = 1, 2, . . . , δ by a color class C i = {(i − 1) · a + 1, i · a + 2, . . . , i · a } of sufficiently large size a , thus viewing all colors in the same set as equivalent. (To this end, we increase the total number of colors by a factor of a .) Observe that the potential function f maps all colors of the ith color class C i to i − 1, thus f is strictly monotone when restricted to colors from different color classes. Setting δ = Θ(log * n), we will show how to get (δ · a )-coloring within O(log * n) amortized time. Following an insertion of edge {u, v} such that ϕ(u) = ϕ(v), we need to re-color one among u and v. Without loss of generality we will re-color u. The update algorithm first re-colors u in an arbitrary color ϕ (u) from the last color class C (δ) ; the old color ϕ(u) might be from another color class, thus we store enough tokens (at most f (δ · a ) − f (1) ≤ δ = O(log * n)) in u's account to compensate for this change. If C (δ) contains at least one free color c for u, we re-color u with c and terminate. Otherwise all colors of C (δ) are already occupied by the neighbors of u, and we apply the following re-coloring procedure. Similarly to before, we would like to explore the neighborhood of radius h around u. However, now we will consider the undirected (rather than directed) neighborhood, denoted here by Γ h (u). Moreover, we will not consider the entire graph G, but rather restrict ourselves to the subgraph G (δ) of G induced by the vertices with color from C (δ) ; denote by Γ h (u) contains exponentially (in h) many vertices, then the algorithm re-colors them using colors from the secondto-last color class C (δ−1) . Even though any graph with arboricity a can be legally colored with at most 2a colors, this re-coloring operation may cause conflicts at the boundaries of the neighborhood Γ h (u)). We begin by considering cycle-free graphs, and then extend the argument to general graphs.
3.3.1 Cycle-Free Graphs. In this section we consider the case where G (δ) is a tree (or a forest), denoted
h (u), and consider the subtree T h of T (δ) over the vertex set V h . Note that T h consists of the first h levels of T (δ) , or in other words, it contains all vertices of distance at most h from u in T (δ) . Let B = B h+1 be the set of neighbors in T (δ) of the boundary vertices of T h , i.e., B is the set of all vertices in T (δ) that are at distance precisely h + 1 from u. All vertices of B are locked, in the sense that we are not allowed to re-color them. Vertices of V h are being marked as either locked or free in the following way. We traverse the vertices of T h bottom-up, starting from the leaves, so that any internal vertex is traversed only after all its children have been traversed. Any leaf of T h with at least two locked neighbors (in B) becomes locked, otherwise it is free. Similarly, any internal vertex of T h with at least two locked children becomes locked, otherwise it is free.
If the root u is locked, it has at least two locked children, each having at least two locked children of its own. We have |V h | ≥ 2 h by induction, implying that
h (u) around u is of exponential size. In this case, as mentioned above, recoloring the vertices of V h in colors from the secondto-last color class C (δ−1) releases exponentially (in h) many tokens to carry out the next phase.
We henceforth assume that u is free. In this case, all locked vertices retain their original colors (all of which are from the last color class C (δ) ). The vertices of T h are then traversed top-down, starting from the root u, assigning each free vertex an arbitrary color from C (δ) that is different than the colors of its (at most one) parent and its (at most one) locked child. Assuming the size of the color classes is at least 3, we will have at least one free color in C (δ) to choose from. By this color assignment to free vertices, there cannot be any color conflicts between a free vertex and another (either free or locked) vertex. As all the locked vertices retain their original colors, the only potential conflict is between the root u and its new neighbor v. Since u is free, it follows that the new coloring is legal.
The above argument concerns phase 0, which resolves a conflict of a single vertex u, due to a single new neighbor v of u. In a general phase i ≥ 1 we need to resolve the conflicts of all the (potentially many) leaves that became illegally-colored (or imbalanced) during phase i − 1 of the procedure.
The key observation is that at the start of phase i, each of these imbalanced leaves u has a conflict with a single vertex, namely, its parent π(u ) in T (δ) . Consequently, the same argument as above can be applied for each of the imbalanced leaves u . If one of the leaves u is locked, then its h i -depth subtree is of exponential size, and re-coloring its vertices with colors from the preceding color class would release enough tokens to carry out the next phase. Otherwise, each leaf u is free, and can thus choose a color (from the same color class) different than the colors of its parent π(u ) and its (at most one) locked child.
General Arboricity.
Extending the above argument to general arboricity graphs requires several nontrivial adjustments. As before, let V h = Γ (δ) h (u), and let G h be the subgraph of G (δ) induced by the vertex set V h . Note that G h contains all vertices of distance at most h from u in G (δ) . Let B = B h+1 be the set of all vertices in G (δ) that are at distance precisely h + 1 from u; each such vertex has at least one neighbor in G h . We refer to the vertices of B as the boundary vertices.
The process of marking the vertices of V h as either locked or free becomes more involved. While in the cycle-free case we traversed the tree bottom-up, marking vertices with at least 2 children as locked, the idea here is to extend the notions of "bottom-up" and "children" to general graphs. We start by marking all the boundary vertices (i.e., those in B) as locked, and placing them in some queue Q. At each step, we extract an arbitrary vertex v from Q, scan all its unmarked neighbors in V h , and orient all the edges between v and these vertices into v. Once the out-degree of a vertex becomes at least 2a(G) (which is the general arboricity analogue of having at least 2 locked children), we mark it as locked and place it in Q. We repeat this process until the queue Q is empty.
It is immediate that all the vertices that entered the queue at some point are marked as locked; all the remaining vertices of V h are marked as free. We will use the following observation in the sequel.
Observation 4.
• Any free vertex has no incoming neighbors (as we oriented edges only towards vertices that were in the queue, and were thus locked), and at most 2a(G) − 1 outgoing neighbors.
• Any locked vertex has at least 2a(G) outgoing neighbors, all of which are locked by the first item.
All locked vertices will retain their original colors (all of which are from the last color class C (δ) ). Thus, among the locked vertices, the only potential conflict is between the root u and its new neighbor v (assuming both u and v are locked).
Next, we assign colors to all the free vertices in a manner that causes no conflicts whatsoever (that is, neither between pairs of free vertices nor between pairs of free and locked vertices). While in the cycle-free case we traversed the tree top-down, assigning each free vertex a color that is different than its parent and its at most one locked child, the idea here is to extend the notions of "top-down" and "parent" to general graphs. (Although the notions "bottom-up" and "children" were already extended above in a similar context, the notions "top-down" and "parent" in the current context are not symmetric to them.)
We remove from G h all the locked vertices and their incident edges, and consider the new graph G f ree = (V f ree , E f ree ) induced by the free vertices V f ree . Since the arboricity of G f ree is no greater than the arboricity a(G) of the entire graph G, we can partition the vertices of G f ree into at most = log |V f ree | subsets H 1 , ..., H , so that every vertex v ∈ H i , i ∈ {1, 2, . . . , }, will have at most 4a(G) neighbors from j=i H i . (See [9] for more details.) Next, we traverse the subsets one after another, starting from H and finishing at H 1 , i.e., for each i = , . . . , 1, we traverse the vertices of H i only after traversing the vertices of the subsets H i+1 , . . . , H . For each vertex v ∈ H i , i = , . . . , 1, we choose a color for v from C (δ) that is different than the colors assigned to its at most 4a(G) neighbors in j=i H i and its at most 2a(G) − 1 locked neighbors (all of which are outgoing of it). Assuming the size of the color classes is at least 6a(G), we will have at least one free color in C (δ) to choose from. By the description of the above coloring procedure, for a pair u, v of vertices to have the same color, both of them must be locked. However, since all locked vertices retain their original colors, the only potential conflict in colors is between the root u and its new neighbor v. In particular, in order to have an illegal coloring, the root u must be locked.
Assuming u is locked, we show that there is a good expansion. Since the root u is locked, it has at least 2a(G) locked outgoing neighbors. Denote by U 1 this set of locked neighbors, and generally, denote by U i the set of locked vertices that are within directed distance i from u. Recall that the undirected distance between u and any vertex in B is h + 1. We thus have:
Proof. The proof is by induction on i, the basis i = 1 is trivial. We assume the validity of the statement for i − 1, i.e., |U i−1 | ≥ 2 i−1 , and prove it for i. Let E i be the set of outgoing edges incident on all vertices in U i−1 . By definition, all these edges lead to locked vertices in V h . Hence, the edges of E i are incident on the vertices of U i . Since each vertex of U i−1 has out-degree at least 2a(G), it follows that
.
h (u) around u is of exponential size. In this case, as mentioned above, re-coloring the vertices of V h in colors from the secondto-last color class C (δ−1) releases exponentially (in h) many tokens to carry out the next phase.
The above argument concerns phase 0, which resolves a conflict of a single vertex u, due to a single new neighbor v of u. In a general phase i ≥ 1 we need to resolve the conflicts of all the (potentially many) vertices that became illegally-colored (or imbalanced) during phase i − 1 of the procedure.
In contrast to the case of cycle-free graphs, we can no longer argue that each of these imbalanced vertices u has a conflict with a single vertex. Indeed, each imbalanced vertex u may have conflicts with many neighbors in G (δ) , due to colors assigned to these neighbors of u during the previous phase i − 1. The key observation is that all these neighbors of u belong to the neighborhood around u of radius h i computed at phase i, and moreover, they are all at distance at least h i from any vertex in B hi+1 (where B hi+1 is the set of vertices at distance precisely h i + 1 from u). If u and all its conflicting neighbors are free, they can be assigned new non-conflicting colors (from the same color class) as shown above. Otherwise, at least one of these vertices is locked, in which case we must have a good expansion; that is, in this case the neighborhood around u is of exponential size (specifically, at least 2 hi−1 rather than 2 hi ) by exactly the same argument as before. Consequently, re-coloring the vertices in this neighborhood with colors from the preceding color class would release enough tokens to carry out the next phase.
3.4 Dynamic load balancing in expander graphs. Finally, we show that our approach is efficient also in a different class of graphs, β-expanders. In the dynamic load balancing problem, we seek to keep the job load roughly evenly distributed among the processors of a given network (regardless of its arboricity). Intuitively, the number of jobs a processor has can be viewed as the outdegree of this vertex. To reduce the number of jobs a processor has, we simply find an undirected path to a low load processor. While in the edgeorientation problem we had to argue in some cases that there is expansion in a given subgraph, here the expansion is given by definition. The vertex expansion Ψ(G) of an n-vertex graph G = (V, E) is defined as Ψ(G) = min{|Γ(S) \ S|/|S| | S ⊂ V, |S| ≤ n/2}. For β > 1, a graph G = (V, E) is β-expander if Ψ(G) ≥ β.
The insertion and deletion of jobs as well as the topological updates of the graph in hand are modified by an adversary restricted in its power. The dynamic of the system introduced in an adversarial manner is at two levels: (1) the topology of the graph, where in each round t, a subset of edges may be added or removed. Inaddition, vertices along with some incident edges may join or leave the network and (2) the number of jobs, where in each round a new job may be added or removed from one of the vertices of the network. Let G t be the n t -vertex graph at phase t and let J t denote the total jobs assigned to the vertices of G t . The adversary is restricted in two senses. First, at any time phase t, the communication graph G t is β-expander for β > 1 and second, the average job load J t /n t is bounded by some δ for every t ≥ 1. This latter assumption is not crucial and only added for simplification of presentation. In addition, for simplicity, also assume that the vertices know δ and have some bound on the number of vertices. This assumption again is not crucial and can be avoided with some extra work. Let δ = Θ( δ + log * β n). Our work plan to maintain a load of δ jobs at each vertex is as follows. Every job insertion is followed by a grant of I 0 = Θ(log * β n) tokens which is the amortized cost of the update operation. As jobs are introduced, the load on the vertices increases and so does the number of tokens stored in their accounts. This token aggregation continues up to a predefined level of maximum allowed load δ. When a vertex exceeds the allowed load level δ, it initiates a reset cascade applied on a exponentially growing radii of neighborhoods. A reset operation applied on a subgraph H of the network re-balances the vertices by removing exactly one job from each vertex. These surplus jobs accumulate, until sufficiently many low-load vertices are discovered and the surplus jobs are then distributed among these vertices. The benefit of the reset appears when it is applied on a subgraph By Cl. 4(c) and Equations (3.5) and (3.6),
Finally, it remains to consider the case where in phase i * the termination is applied since there are n i * ≥ n/4 vertices in T i * −1 (u). (Note that when i * = δ − δ − 1 = Θ(log * β n), by the definition of h i * , it holds that h i * = Θ(n) and since the diameter of G t is O(log β (n)), by that time n i * ≥ n/4 as well). Note that by the proof Cl. 4, H i * = Θ(n). Each of the H i * heavy vertices z has at least J t (z) ≥ δ − i * > δ jobs (since i * ≤ δ − δ − 1) and after the termination procedure it has one less job, J t+1 (z) = J t (z) − 1. By the invariant for the beginning of phase t, it holds that B t (z) ≥ f (J t (z)). Hence, at least f (δ − i * ) − f (δ − i * − 1) tokens can be withdrawn from the account each heavy vertex while maintaining that B t+1 (z) ≥ f (J t+1 (z)). Overall, at least N out = H i * · (f (δ − i * ) − f (δ − i * − 1)) tokens can be withdrawn from the H i * bank accounts. We now show that these tokens are sufficient to cover the communication costs and to maintain the invariant. The total communication costs is CommCost(i * ) = O(H i * + log β n) since the diameter of every β-expander is O(log β n) and H i * jobs are transferred via pipeline to u on the full depth BFS tree T i * (u). By setting the constants correctly, we get that N out ≥ CommCost(i * ). Since the load of the light vertices is increased up to the threshold δ, by the definition of potential function, Eq. (3.4), the bank accounts of these vertices are allowed to be empty, and hence the invariant holds vacuously for this vertices. This completes the proof of Thm. 1.4.
Discussion and future research
This paper does not address one particular task, but rather aims at presenting a general dynamic maintenance paradigm in distributed networks, which applies to a plethora of load-balancing tasks. Whereas almost all previous works in this context focused on optimizing the worst-case update time, thus incurring relatively high update time bounds, our paradigm gives rise to algorithms with nearly constant amortized update time.
There are a few natural directions for future research. First, it would be interesting to expand the class of local-on-average tasks. Are there distributed tasks (allowing some slack) that are not local-on-average? What are the conditions a task should satisfy in order to be local-on average? Our framework is deterministic. It is natural to ask whether randomization helps and if so, then to what extent. Finally, a major goal of interest would be to develop a general transformation tool, log-starization amortizer, that receives as input a static (non-local) O(polylog(n))-round algorithm for solving a given task (from scratch), and transforms it into a dynamic algorithm of O(log * n) rounds on average.
