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I. MỞ ĐẦU
Trong những năm gần đây, việc xây dựng các phương án lấy mẫu kiềm tra kinh tế định tính hoặc đính lượng 
được nhiều người quan tâm nghiên cứũ, ộcem chẳng hạn 0, 2; Ặ 4,6]). Hầu hết các nghiên cứu cho tới nay đeu glả 
thiết rằng, các lô khống được chấp nhận sẽ đều bị loại bỏ hay đều được «tem sàng lọc Tuy vậy, trong thực tế 
thường xảy ra tình huống đòi hòi phải có cách sử lý tính tế hon đối VỚI những 16 bị bác bỏ căn cứ vào ước lượng 
chất lượng (ti lệ phế phầÌn) hiện hành trong lô. cần thiết áp dụng một lược đồ lấy mẫu kiềm tra xây dựng trên cơ 
sờ ba quyết định. Phân mỗi lồ vào một trong ba cấp chất lượng A, B và Q chấp nhận lồ cấp A, sàng lọc lô cấp B và 
loại bỏ lô cấp c
Ý niệm về việc sử dụng ba quyết định trong vấn đề xây dựng các phương án lấy mẫu kiềm tra nghiệm thu 
được đưa ra đầu tiên bởi Pandaỹ và Chavvdhaiy 171 Gần đây, Schiìứdt, Bennett và Case 19] đã nghtón cứu mô hình 
xây dựng phương án lấy mẫu kiềm ữa định lượng với ba quyết định. Noon Oiam Rlevv và Do Sun Bal 13 cũng dã 
đưa ra một mô hình nhữ thế đối VỚI việc kiềm tra đjnh tính.
Trong bài này, chúng tôi nghiên cứu một cách tồng quát bài toán xây dựng phương án lấy mẫu kiềm tra kinh tế 
trong trường họp có ba quyết đinh có thề chọn. Pturơng pháp tiếp cận ¿ống kê Bayes của Hald ¡3] được sử dụng đề 
xác định phương án tối ữu. Các giả thiết cơ bản ở đáy là:
(Ị> Mỗi đơn vị sản phàm chi có thề là chính phầm hay phế phầm.
(Ịi> Quá trình sản xuất là quá trình chịu sự điều khiền nhị thức VÓI chất lượng trung bình của sản xuất thay đồi 
từ lô này sang lô khác theo luật phán bố oó mật độ tiên nghiệm (p).
ộli> Các chi phí là những hàm tuyến tính cửa chất lượng trung bình của sản xuất Mọl chl phí đều đo được bằng 
cùng một dom vt đo.
(Ịv> Phương án tối ưu (ân chọn là phương án làm cực tiều tồn thất trung bình.
II-M Ô HÌNH
Gdả sử, theo chu kỳ từng lô sản phầm cùng loại, có cữ cố đinh N được sản xuất ra bdrl một cơ sờ sản xuất Đề 
theo dỗi cải tiến quá trình sản xuất; người sản xuất muốn kiềm ba mỗi lô bằng phương pháp Iấy mẫu. vấn đề đật ra 
là càn chọn phưcmg án kiềm tra như thế nào ?
Giả thiết rằng:
a/ Mỗi sản phầm chi có thề là chính phầm hoặc phế phầra. Các quyết đinh oó thề chon liỀn quan tớl phần còn lại 




b / Quá trình sản xuất là quá bình chịu sự điều khlền nhl thức VÓI chất lượng trung bỉnh (cùa sản xuất) không 
đũi trong phạm vi một lô, nhưng thay đồ! từ lô này sang lô khác theo luật phân bổ có mật độ tiẻn nghiệm (p>
c/ Chi phí đề kiềm tra cũng như các tồn thất do việc chấp nhậnnvsàng lọc hoặc loại bỏ m ộ t sản  phầm là  những 





(xem P1 trang 12 về sự lý glảl ý nghía các hệ sổ).
à/  Đề phương ổn ba quyết định có ưu thế hơn phưomg án hal quyết định, ta glà thiết rằng
A l< T i< R i 0)
Al + A2 >Tl +T2 >Rl +R2 (3)
Giả thiết c) oó nghía là Ka(p) và Kt(P) cắt nhau tại điềm
_ _  ~  -^1 /KV
Pl ¿ 3 -T a  w
Kaơo và Krơo cắt nhau tạl
KtỗO và Kr(P) cắt nhau tại
i ỉ i  — Ả \
P2 -  - {6)
P 3 - Ä 1  -  _  _ , (7)
Ta--Ra’ 
trang đó O<P1 <P2 <P3 <I.
Một phương án kiềm ưa lấy mẫu một lần VÓI ba quyết đjnh được xác định bằng cỡ mẫu n và quy tắc quyết 
định 8n chi ĩữ quyết định cần thực hiện như một hàm của kết quả kiềm ưa mẫu. Phương án kiềm ừa Bayes là 
phương án làm cực tiều tồn thất trung bình toàn bộ lấy theo phân bố của trung bình cùa sản xuất
Giả sử 8nộ0 biều diễn quyết định cùa ta khl kiềm tra một mẫu CÖ n và quan sát thấy X phế phàm. VÓI các giá tri 
khác nhau CÓ thề có của X,tồn thất trung bình phải chịu khi sử dụng phương án (p, ôrõ kiềm tra những lô có trung 
bình của sản xuất p là n
L{N, n, sn/p ) =  (N  -  n) Kân(*)(p)Hx> n,p) +  nK.{p) (8)
x=0
trong đó /  \
b(x,n,p)  =  Í j p * ( l - p ) n * (xem [3], tr. 181-182)
VI p thay đồi từ lô này sang lô khac theo một phân bố xác suất có mật độ u(p) tồn thất trung bình khi sử dụng 
phương án (n, SiO kiềm tra các lô khác nhau là
1
L(JV,n,S„) =  Ị L(N,n,6n/p)*(p)dp. 
0
/ « > _ r /vr — O \
(9)
Vấn đề là cần chọn phương án làm cực tiều L(N, n, ôn).
III - LỜI GIẢI
Từ 03) và c?) taoó
L{N,n,Sn) =  [N -  n) 5 2  ỉ  K s„(x){p)b{x,n,p)*ịp)dp + n ỊK .{p ) r{p )dp .  (ỈO)
*=0¿ 5
Ta thấy, khi n cố djnh đề cực tiều hóa LỢM, V,6n) chi cần chọn 8n làm cực tiều
1
*)(p)6(a:,n,p)jr(p)dp (11)
vólmễỉx =0, ], 2,^11. Hơn nữa, vì
/
1
b(x,n,p)r{p) =  jr(p/n,*) Ị  b{n, x,t)x{t)dt,
.. _ . __   ^ 0
1
/
(theo Tinh lý Bayes), suy ra chi cần chọn 8nÔ0 làm cực tiều
K 6n(x){p)n{p/n,x)dp,
0
với mỗi giá tít cùa X, khi n đã cho.
Ta cần đến halbồđề quan trọng sau đây.
Bb đề 1 . Ký hiệu
1
* < ■ ) - /  PT{p/n>x)dP- 
0Taoócác mệnh đề sau đây
- d l là tốt nhất khi và chỉ khi pn(x) < pl 03)
- d2 là tốt nhất khi và chi khi plộc) <pn(x) < P3 04)
- d3 là tốt nhất khi và chi khi pnOO >P3 05)
Bồ đề này có thề chứng minh bằng cách so sánh trực tiếp tồn thất ứng VỚI mỗi quyết đinh.
Định lý 1 (xem 131 tr324). Chất lượng trung-tónh hậu nghiệm pnOO thỏa mẫn các mối quan hệ sau đây:
Nếu phân bố tiên nghiệm suy biến, pn(x) là một hằng sổ.




Từ bồ đề lvà định lý lta  thu được đinh lý 2 sau đây.
Định lý 2. Với n cố đinh, qui tắc quyết định tối ưu là
dl nếu X ắ  clGO 
d2 nếu CIỢO <x s  C2(ji) 
d3 nấu X >C2Ố0 
trong đóciốO làg iá trt nguyên lớn nhất của X thỏa
pnộO £  pl 07)
C2(ji) là giá ttt nguyên lớn nhất của X thỏa
pn(x) <. p3
HỆ quả ỉ . ci(n) và C2(n) là các hàm không giảm của n
Kết quả nêu trong đinh lý 2 cho phép hạn chế việc tìm phương án tối ưu trong số các phương én xác định bởi 
bộ ba số nguyên (p, c l cáx trong đó 0 ^  C1 <C2 ắ  n và qui tắc quyết định như néu trong Q6> ĐỐI VỚI các phương 
ổn loại này, c&ng thức QO) oó thề được viết lạl như sau :
6n00 =
L [ N ,n , 6n) = L (N ,n ,c i ,c 7) = n j  K t {p)ir[p)dp + {N -  n) j  K a[p) X
c »  Ị> 1  n  ç \  1
b(x,n,p)x{p)dp + J 2  /  Kt{p)b{x,n,p)x(p)dp+ /  K r{p)b{x,n,p)x(p)dp\
x = d  +  l ® *=C3+1 ® J
« * n /  K t {p)x{p)dp + {N -  n) ị [  K r(p)ir(p)dp+ í  (ifa(p) -  üft(p)]^6(*,n,p)jr(p)dp  
Jo I/o  Jo x=0
+ j l [Kt { p ) - K r{ p ) } ỵ t b(x,n,p)x{p)dpị = nK.  + ( N - n) { K r + j f V .( p )  -  JTt(p)l
B{cl t n,p)n{p)dp+ Ị  [Kt {p) -  K T{p)\B{c2,n,p)ir(ỹ)dp^ị = nK t + {N -  n)d(n,cí t c7), (19)
trongđó
c
B{cf n,p) =  ^ 6 ( i,n ,p ) ,
1=0
^  K,  = j  K,(p)*{p)dp, Kr = j  K r(p)*(p)dp>
d(n,c1,c2) =  f  [Ka{p)~ K t (p)]B(c1,n,p)7r{p)dp 
Jo
+ [  \Kt {p)~ Kr(p)]B{c2,n ,p)n{p)dp+Kr. (20)
Jo
d(p, Cl C2) được gọi là tồn ứiất quyết định VỚI mỗi gláữln,tồn thất quyết định cực tiều là :dội, clộỉ), C2(n)>
Đối VỚI các phương án Bayes ba quyết định ta cũng oó hal tính chất đã được chứng minh trong trường hợp hai 
quyết định ộcem P2.
Định lý 3 . Địnb nghĩa
d°(n) «B inf <¿(n,Cl, Ca), 0 íí Cl < Cj £  n, n m 1>2,...
vfc d%)-mm{Ka.Kt.Kr> C2U
Ta OÓ d°(A) là hàm không tăng của n.
Chứng minh: Ký hiệu §n ={fci, C2):0 $  cl<c2 £  n},khldỏSn Q Sn+lvà
d°(n) =  infsnư(n ,ci,c2) > infs.+xdín.ci.ea) =  d°{n +  1).
Hệ quả 2. Giao điềm của L(N, n, d ô ừ  C2&0) VỚI trục tun« »  (pks - nd°(n)) là hàm tăng của n.
Định lý 4. Nếu <ji°(N), c l &1°X C2&1°)) là phương án tổl ưu ứng VỚI cơ lô N, khi đó n°(N) là hàm không giảm 
củaN.
Chứng minh: Đề đơn giản hóa chứng minh, ta hãy mờ rộng đinh nghĩa của tồn thất trung binh 09) cho cả các 
glá trị không âm của cữ lô N.Đặt
" NKs khl 0<N  <n
L(N, n, c l C2) = C22)
nKs +íN-n)d(p,c],c2)khin ắ  N
và xem L như một hàm cùa cỡ lô N.
Trước hết chú ý rằng, một phương án On, c l £2) mà dfa C1 cá) >Ks sẽ không thề là phuưng án tốl ưu VỚI bất 
kỳgiátn nào của N, do đó oó thề loại bỏ ngay những phương án như thể.
Khi d(n, c l C2) s  Kg, (¡22) là hàm lỗm của n, do đó tồn thất ứng VÓI lược đồ lấy mẫu tối ưu
L0(N) = t inf U N t n,ci,ea) (23)
(n,cj,ea)
cũng là hàm lỗm của N.
Đồ thl của L°(N) tuyến tính từng khúc, hệ số góc tại điềm QM, L°(N)) là đ°(N) VÓI n = n°(ĨO. Vi L°(N) là hàm lỗm, 
d (ji(K)) sẽ là hàm không tâng cùa N và do đó n°(JỊ) là hàm không giảm cùa N, (theo ¿ịnh lý 3).
IV- XÂY DỰNG LƯỢC ĐỒ LẤY MẪU BAYES
Trong mục trước đã chứng minh rằng, tồn thất cực liều (23) là hèm lõm, tuyến tính từng khúc của cỡ lô. Các kết 
quả này giúp ta đua ra thuật toán dưới đây, xác định phương án tối ưu cho mọi cồ lô nhỏ hơn một số M cho trước 
Thuật toán này tương tự thuật toán của Hald trong C3] đối vối trưởng hợp có hai quyết đinh. Trước hết, chọn giá ttị 
n, sau đó tìm các số cl(n) C2(n). Xác đính khoảng các giá trị N mà ứng VỚI nó bộ ba vừa chọn (p, c¿0, C2(fl)) là 
phương án tối ưu. Lặp lại quá trình này vói các giá ùị n lớn bơn cho đến khi khoảng giá triN chứa cữ lô dược quan 
tâm. Như là sản phầm kèm theo, ta thu được phương án tối ưu ứng với mọi cữ lô nhỏ hơn M.
Định nghĩa
L,ub{N,n) — minZr(./Vr)i )ci(n),C2(n)), n =  0 ,1 ,2 ,... (24)
t<n
Ta thấy rằng 
Ltub{N,n) ị  L°{N) khi n —*oo
Giả sử muốn xác định phương án tối ưu ứng vói mỗl 0& lô nhỏ hơn M. Đề làm việc này, chi cần xác định 
L°(M)VÌ Lsub(M>n) =L°(M) khin ^  M,chi cần xác định liên tiếp các hàm
Isub(M, nì n = 0, \  2,-JM
Hon nữa dễ dàng thấy rằng, trên thực tế có thề dừng quá trình xác định này trước khi n =M ;o& mỉu n nhỏ 
nhất thỏa
nK, > L,ttb(M, n)
sẽ là cận ttên các cữ mẫu cần xét
Ta đã chứng minh rằng, hàm tồn thất trung bình cực tiều là hàm lồm tuyến tính từng khúc của cữ lô N.Đlều 
này dẫn đến có thề blều diễn L°(M) bằng các đinh. Cắc đinh này có thề đặc trưng bằng bộ tứ (Ni. n i Cl(n0, C2(P1Ä 
tráng đó Ni £  ru ằ  1. Giả sử đẵ xáic định đuực các đinh, phương án IdẾm tra tốl ưu khl đó sẽ là :
Nếu N <Ni không lấy mẫu;chấp nhận phần còn lạlcủalô nếu
/  p*{p)dp < Pu 
J 0
sàng lọc nếu
P i <  p n ( p ) d p  <  P3
J 0
và loại bỏ trong trưởng hợp còn lại.
Nếu Ni <, N <Ni+llấy mẫuo&mi.
Qiấp nhận nếu X £  clCnO,
ci(ai) < X Í  C2(m)’ 
X > Q2(n0.
Các gịá tri ci(ni) và C2(ni) được xác đinh theo cổng thức (17) v& (18), X là số phí phầm ldềm tra thấy 
trong mẫu.
Bộ tứ (Ni, m, ci(m), C2(n0) có thề xác định được bằng thuật toán mổ tả dưới đây. Thuật toán này 
dược xây dựng dựa trèn nhận xét rằng tồn thất kỹ vọng ỉà hàm tuyến tính của cỡ lố N với hộ sổ gốc [** 
d°(n)] giảm theo n và giao điềm với trục tung [=* nkg - nđ°(n)] tâng theo n. Giao điềm P(j,k) của hái hàm 
tôn trung bình ứng vói hai cờ mẫu j và k,0 £  j < k, được cho bởi
trong đó phương án với cỡ mẫu j có tồn thất trung bình nhỏ hơn khi N < P(j,k) và phương án với cỡ 
mẫu k có tồn thềt trung bình ohỏ hơn khi N > P(j, k). Các giao điềm được sử dụng đề xác định' 
đỉnh như sau:
Bước 1: Cho n = 1, sử dụng (17) và (18) tính ci(n) và Cỉ(n)
Bườc t  Sử dụng (25) tính p(0,n). Gán (Ni, ni, ci(n), C2(n)): -  (p(0,n), n, ci(n), <a(n)). Cho i ■ 1.
Bước 3: Tăng n lên 1, sử dụng (17) và (18) tính ci(n), C2(n).
Bước 4: Sử dụng (25) tính P(ni,n).
Bước 5: Nếu P(ni,n) > Ni, gán (Ni+1, ni+I,ci(ni+1), C2(ni+1)); = (P(m,n), n, ci(n), C2(n)). Tăng i lên
1. Chuyền sang bước 3. Nếu P(ni, n) £  Ni, giảm i đi 1. Nếu i = 0, chuyền sang bước 2, trường hợp ỉ >  
0, chuyền sang bước 4.
Thuật toán kết thức khỉ n đủ lớn. Hĩnh l  dưói đày mò tả thuật toán.
Hình 1: Xác định phương án lấy mẫu ki&n tra tối ưu dốt VÓI lô cỡ N. PQJ) là giao điềm hal dường ứng VỚI n =1 
và n =J.Nếu N <P(P,ft không lấy mẫu.Nếu P(0,ĩ) <N <P03),lấy mẫucữn =lKhiPCỤ3Ị) <N,láy mluc&n = a
(25)
L
P (0J) p(2,3) P Ơ J) M
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ABSTRACT
Cost-optimal Attributes Acceptance Sampling Pians With Three Decision Criteria
We discuss the problem of constructing cost-optimal attributes acceptance sampling plans with three decision 
criteria. Hald’s Bayesian approach Is utilized for finding the optimal plans. Basic assumptions are
- The production process Is In control with respect to the prior distribution ir(p) so that the prior distribution of 
lot quality is a mixed binomial.
- The decisions which will be considered regarding the remainder of lot are acceptance, screening and rejection.
- The per Item cost of inspection, acceptance, screening and rejection are linear functions of the process average
- The decision criterion used is minimum average cost.
