The class of single-input, single-output, minimum phase, nonlinear, time-invariant systems with uncertain output-dependent nonlinearities, uncertain parameters and known relative degree one or two is considered. The output regulation problem by output error feedback in the presence of periodic reference and/or disturbance signals with known common period is addressed and solved by following recent developments in the iterative learning control theory. A simple iterative learning control algorithm is derived: it can be interpreted as a generalization of the classical PID control which, for such a class of systems, solves the problem when reference and disturbance signals are constant. An application to autonomous vehicle control is presented to illustrate the potentiality of the proposed technique.
INTRODUCTION
In this paper we consider the class of single-input, singleoutput, minimum phase, nonlinear, time-invariant ndimensional systems with known relative degree ρ ∈ {1, 2} [x ∈ R n , u ∈ R, y ∈ R, w ∈ R n ] where: ψ(·) is an uncertain smooth vector-valued function; 0 (ρ−1)×1 is the column vector with (ρ−1) zero-components; b ρ , . . . , b n ∈ R + are uncertain positive reals such that the zeroes of the polynomial p(s) = b ρ s n−ρ +. . .+b n all belong to C − ; x(0) ∈ M x with M x ⊆ R n a connected compact subset of R n .
This class of nonlinear systems is usually called in "output feedback form" (see [5] and references therein). It can be proved that, in the case of constant output reference signal y * and disturbance w, for such a class of systems the classical PID control (ỹ = y − y * is the regulation error)
whose development started about one hundred years ago (see [12] and [8] ), guarantees, with a proper choice of the (positive) derivative, proportional and integral gains k D , k P , k I , exponential output regulation. When y * and/or w are non-constant, the PID control does not however suffice to guarantee asymptotic output tracking.
Since we are interested in generalizing the PID control to the case of periodic reference and disturbance signals with a known common period, we introduce the following notation. We will call the time function f (t) : [−l, +∞) → R (l ∈ R + ∪ {0}) a periodic function with period p if the set {τ ∈ R + : f (t + τ ) = f (t) ∀ t ≥ −τ } is non-empty and
Given any real q ∈ R, we thus call q(t) ≡ q a periodic signal with period p = 0. Let y * ∈ C py (p y ∈ N, p y ≥ 1 + ρ) be the uncertain reference signal for the output y, which is periodic with period T y , and let w j ∈ C pw (p w ∈ N, p w ≥ ρ), 1 ≤ j ≤ n, be the uncertain j-th component of the disturbance vector w, which is periodic with period T w with T y = αT w or T w = βT y (α, β ∈ N ∪ {0}). Let T = r max{T y , T w } be a known positive real with r any positive integer so that both y * and w can be considered as periodic with common period T . We thus address the problem of regulating the output y to the corresponding periodic (with period T ) uncertain reference y * despite the presence of the periodic (with period T ) uncertain disturbance w. Let us denote byỹ = y − y * the output tracking error and by u * the (periodic with period T ) reference input for system (1) guaranteeing perfect output tracking
for compatible initial conditions. We introduce the following definition.
Definition 1: A continuous control signal u(t) defined on [0, +∞) and depending on the measured signal y m (t) (y m =ỹ if ρ = 1, y m = ỹ,ẏ T if ρ = 2) is called a learning control for system (1) if it guarantees, for any sufficiently smooth periodic (with period T ) y * (t) and w(t):
a) boundedness of the output tracking errorỹ(t) on [0, +∞);
The main contribution of this paper is to solve the regulation problem formulated by Definition 1. In particular we prove that a learning control can be designed by following the iterative learning control techniques which have been recently developed in [3] , [13] , [7] and [2] for different classes of systems (see also [9] and [14] as classical reference books). It has a very simple structure and can be interpreted as a generalization of the classical PID control since it incorporates proportional-derivative terms (exactly as in the PID control) along with an iterative learning scheme which generalizes the integral action. Simulation tests on an autonomous vehicle control problem (in which the dynamical model is highly uncertain) are performed: they illustrate in practice the effectiveness of the presented approach.
CONTROL DESIGN AND STABILITY ANALYSIS
Let: 
is a learning control for system (1) since for any initial condition x(0) there exist positive reals k *
tend to zero and are exponentially attracted into residuals connected compact sets (containing the origin) whose diameters decrease as k I increases.
Sketch of the proof:
We first carry out the proof for w = 0 since the extension to the case of non-zero w is straightforward once the case of w = 0 is analyzed. Case of ρ = 1). Recalling that b 1 > 0, perform the linear change of coordinates [η
The property of asymptotic output tracking is stronger than the L 2 output tracking convergence obtained in [10] when w ≡ 0.
so that, in new coordinates, we have (see [6] )
so that the signal η * (t) is periodic with period T (see [2] for a similar approach). Consider the input reference signal
which, when η(0) = η * (0), y(0) = y * (0), achieves perfect tracking
T and let P η ∈ M(n − 1, R) be the positive definite symmetric solution of the Lyapunov equation
The result is based on the function
and its time derivative along the trajectories of the closed loop system. Case of ρ = 2). Introduce the linear filter
Introduce the variable
As before, define the reference subsystem and consider the input reference signal
which, when η(0) = η * (0), y(0) = y * (0), achieves perfect tracking η(t) ≡ η * (t), y(t) ≡ y * (t), ∀ t ≥ 0 and is a class C 2 periodic time function with period T . The corresponding reference input u * (t) =ξ * (t) + λξ * (t) which, when η(0) = η * (0), y(0) = y * (0), ξ(0) = ξ * (0), achieves perfect tracking η(t) ≡ η * (t), y(t) ≡ y * (t), ξ(t) ≡ ξ * (t), ∀ t ≥ 0 is a class C 1 periodic time function with period T . Define the variable Π =ẏ + k P k Dỹ so that the result is based on the function
and its time derivative along the trajectories of the closed loop system. The case of non-zero w can be simply addressed by replacing, in the preceding changes of coordinates, x, y, ξ byx = x − x * ,ỹ,ξ = ξ − ξ * , respectively, where x * , ξ * (with suitable initial conditions) satisfẏ
Remark 1: In this remark we explore the behaviour of the controller (4) when T tends to zero. To this purpose, neglecting the saturation action rewrite the iterative learning scheme in (4) as (k I =k I T )
û * (q) = 0, ∀ q ≤ 0 and take the limit for T → 0 (if it exists), which leads tô
in which the integral action of the PI and PID controls clearly appears.
Remark 2:
Assume that the output reference signal y * and disturbance w are constant along with the input reference u * ; then, replacing the integral quadratic term (k I =k I T )
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by the quadratic term
in the definition of V (t), standard adaptive techniques lead to: i) the classical PI control when ρ = 1; the classical PID control when ρ = 2. The iterative learning scheme [û * (t) is defined in (4)]
(T > 0) can be thus interpreted, according to Remark 1, as a generalization of the PID control since it simply contains proportional-derivative terms and an iterative learning scheme generalizing the integral action.
Remark 3:
If the convergence to zero ofỹ(t) andẏ(t) (if ρ = 2) in Theorem 1 is sufficiently fast, that is there exist three positive reals c ω , α ω ≥ 2, T ω such that
is also achieved.
For linear systems, stronger results can be established.
Corollary 1:
Consider the single-input, single-output, observable, minimum phase, linear, time-invariant system Σ L [ζ ∈ R n , u ∈ R, y ∈ R and F ∈ M(n, R), g ∈ R n , h T ∈ R n are uncertain]: ζ = F ζ + gu + w y = hζ with relative degree ρ ∈ {1, 2} and input-output transfer function [s ∈ C, b i ∈ R + and a j ∈ R are uncertain reals,
whose zeroes all belong to C − . Then the control (4) is a learning control for system Σ L since there exist positive reals k *
u and for any initial condition ζ(0), i) ζ(t) and u(t) are bounded on [0, +∞), ii)ỹ(t) (andẏ(t) if ρ = 2), as t → +∞, asymptotically tend to zero and are exponentially attracted into residuals connected compact sets (containing the origin) whose diameters decrease as k I increases.
Remark 4: When ρ = 2, a design approach similar to that presented in [5] can be followed: even though the availability ofẏ(t) is no longer required, the boundedness of the control time signal on [0, +∞) is however not guaranteed while, just like the D-type iterative learning control for relative degree one systems under identical initialization conditions (see [14] for more details), a derivative signal from the previous iteration is used for the present iteration. The resulting control, which represents the iterative learning counterpart of the adaptive learning control proposed in [5] , is (0) =φ(T ) = 0 and ϕ(t) = 1 for any t ≥ T . Arguments similar to those used to prove Theorem 1 (case of ρ = 2) are invoked: the variable
is introduced so that the result is based on the function
and its time derivative along the trajectories of the closed loop system.
SIMULATION RESULTS
We consider autonomous vehicles equipped with an artificial vision system for which the steering angle is the control input to be designed on the basis of the lateral offset from the road centerline (at a certain preview distance) in order to guarantee periodic obstacle avoidance in the case of a typical challenging and demanding manoeuvre to be performed at constant speed. The specific test is defined by a pre-determined cone placement at a known constant distance d c on the road in the presence of different tireroad adherences. Since the vehicle speed v is constant and known along with the cones distance d c , the manoeuvre can be considered, in first approximation, periodic (in time) with known constant period T = d c /v. This is a rather difficult problem to be solved since complete vehicle models -when available -are very complicated and depend on largely uncertain parameters (see [11] ). A simple PID control can be effectively used in this case: it relies, as we shall see, on the minimum phase properties of the reduced linear system with relative degree ρ = 2 (see [1] ) which, for small deviations from the uniform rectilinear motion, describes the behaviour of the simplified single track vehicle model (see Figure 1 ):
where: β is the vehicle sideslip angle; r is the vehicle yaw rate; ψ is the vehicle relative yaw angle; y L is the lateral offset measured by a CCD camera (see [4] ) from the road centerline at a preview distance l s ∈ R + ; δ s is the front steering angle; (t) = 1/R(t) is the time-varying uncertain reference trajectory curvature which can be considered, in first approximation, as a periodic function with known period T ; the vehicle mass m, the vertical axle inertia J, the tire-road adherence coefficient µ, the front axle and the rear axle distance (l f , l r ) from the vehicle center of gravity, the front and the rear tire cornering stiffness (µc f , µc r ) are typically positive constant parameters. Model (6) can be rewritten in a more compact form as (A ∈ M(4, R),
where
T is the state vector, δ s constitutes the control input to be designed and w(t) = [0, 0, −v (t), 0]
T represents the uncertain periodic disturbance vector (with known period T ) which is to be asymptotically rejected in order to guarantee asymptotic regulation of y L to zero. The transfer function of the fourth order time-invariant linear system (7) with relative degree ρ = 2 can be computed as [s ∈ C, I ∈ M(4, R) is the identity matrix, L[f (t)](s) denotes the Laplace transform of the time function f (t) :
Since the zeroes of W (s) all belong to C − , Corollary 1 applies and the resulting iterative learning steering control is
The simulation is carried out by using a detailed big sedan CarSim vehicle model (with l s = 6) which incorporates: i) nonlinear descriptions of tire forces according to combined sideslip theory and nonlinear spring models; ii) the major kinematics and compliance effects in suspensions and steering systems including differential load transfer for each wheel; iii) a nonlinear, second order, speed depending rack and pinion ratio steering system; iv) a realistic actuator with a bandwidth Figure 2 , is successfully performed by both the PID control and the proposed steering control. A larger (not improving with repetitions) output tracking error results with the PID control (even though relatively larger control parameter values are used): this is due to the absence of a learning mechanism. Analogous results (not reported here for the sake of brevity) can be obtained when µ = 0.5. Increasing the lateral deviation up to d l = 1.5 m leads to worst performances for the proposed control as shown by Figure 3 : this is mainly due to the nonlinear effects which have been neglected in the control design. The learning control is however still able to overperform the PID. This is made apparent in Figure 4 which illustrates that the proposed control is able to execute the previously defined manoeuvre even on the wet road (d l = 1.5 m, µ = 0.5) while the PID control is not.
CONCLUSIONS
The output regulation problem by output error feedback in the presence of periodic (with known common period) output reference and/or disturbance signals is addressed and solved for the class of nonlinear systems (1) . The iterative learning control (4) is proposed, which can be interpreted as a generalization of the classical PID control: it has been tested by simulations on an autonomous vehicle control problem in which the dynamical model is highly uncertain. 
