Abstract. We show that there is a β-model of second-order arithmetic in which the choice scheme holds, but the dependent choice scheme fails for a Π 1 2 -assertion, confirming a conjecture of Stephen Simpson. We obtain as a corollary that the Reflection Principle, stating that every formula reflects to a transitive set, can fail in models of ZFC − . This work is a rediscovery by the first two authors of a result obtained by the third author in [Kan79] .
Introduction
Models of arithmetic are two-sorted structures, having two types of objects, which we think of as numbers and sets of numbers. Their properties are formalized using a two-sorted logic with separate variables and quantifiers for numbers and sets. By convention, we will denote number variables by lower-case letters and sets variables by upper-case letters. The language of second-order arithmetic is the language of first-order arithmetic L A = {+, ·, <, 0, 1} together with a membership relation ∈ between numbers and sets. A multitude of second-order arithmetic theories, as well as the relationships between them, have been extensively studied (see [Sim09] ).
An example of a weak second-order arithmetic theory is ACA 0 , whose axioms consist of the modified Peano axioms, where instead of the induction scheme we have the single second-order induction axiom ∀X[(0 ∈ X ∧ ∀n(n ∈ X → n + 1 ∈ X)) → ∀n(n ∈ X)], and the comprehension scheme for first-order formulas. The latter is a scheme of assertions stating for every first-order formula, possibly with set parameters, that there is a set whose elements are exactly the numbers satisfying the formula. One of the strongest second-order arithmetic theories is Z 2 , often referred to as full second-order arithmetic, which strengthens comprehension for first-order formulas in ACA 0 to full comprehension for all second-order assertions. This means that for a formula with any number of second-order quantifiers, there is a set whose elements are exactly the numbers satisfying the formula. For example, the reals of any model of ZF give a model of Z 2 . We can further strengthen the theory Z 2 by adding choice principles for sets: the choice scheme and the dependent choice scheme.
The choice scheme is a scheme of assertions, which states for every second-order formula ϕ(n, X, A) with a set parameter A that if for every number n, there is a set
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X witnessing ϕ(n, X, A), then there is a single set Y collecting witnesses for every n, in the sense that ϕ(n, Y n , A) holds, where Y n = {m | n, m ∈ Y } and n, m is any standard coding of pairs. More precisely, an instance of the choice scheme for the formula ϕ(n, X, A) is ∀n∃X ϕ(n, X, A) → ∃Y ∀n ϕ(n, Y n , A).
We will denote by Σ 1 n -AC the fragment of the choice scheme for Σ 1 n -assertions, making an analogous definition for Π 1 n , and we will denote the full choice scheme by Σ The dependent choice scheme is a scheme of assertions, which states for every second-order formula ϕ(X, Y, A) with set parameter A that if for every set X, there is a set Y witnessing ϕ(X, Y, A), then there is a single set Z making infinitely many dependent choices according to ϕ. More precisely, an instance of the dependent choice scheme for the formula ϕ(X, Y, A) is ∀X∃Y ϕ(X, Y, A) → ∃Z∀n ϕ(Z n , Z n+1 , A).
We will denote by Σ It is not difficult to see that the theory Z 2 implies Σ 1 2 -AC, the choice scheme for Σ 1 2 -assertions. Models of Z 2 can build their own version of Gödel's constructible universe L. If a model of Z 2 believes that a set Γ is a well-order, then it has a set coding a set-theoretic structure constructed like L along the well-order Γ. It turns out that models of Z 2 satisfy a version of Shoenfield's absoluteness with respect to their constructible universes. For every Σ 1 2 -assertion ϕ, a model of Z 2 satisfies ϕ if and only its constructible universe satisfies ϕ with set quantifiers naturally interpreted as ranging over the reals. All of the above generalizes to constructible universes L[A] relativized to a set parameter A.
1 Thus, given a Σ 1 2 -assertion ϕ(n, X, A) for which the model satisfies ∀n∃X ϕ(n, X, A), the model can go to its constructible universe L[A] to pick the least witness X for ϕ(n, X, A) for every n, because L[A] agrees when ϕ is satisfied, and then put the witnesses together into a single set using comprehension. So long as the unique witnessing set can be obtained for each n, comprehension suffices to obtain a single set of witnesses. How much more of the choice scheme follows from Z 2 ? The reals of the classical Feferman-Lévy model of ZF (see [Lév70] , Theorem 8), in which ℵ 1 is a countable union of countable sets, is a β-model of Z 2 in which Π 1 2 -AC fails. This is a particulary strong failure of the choice scheme because, as we explain below, β-models are meant to strongly resemble the full standard model given by P (ω).
There are two ways in which a model of second-order arithmetic can resemble the full standard model given by P (ω). A model of second-order arithmetic is called an ω-model if its first-order part is ω, and it follows that its second-order part is some subset of P (ω). But even an ω-model can poorly resemble P (ω) because it may be wrong about well-foundedness by missing ω-sequences. An ω-model of second-order 1 Indeed, the much weaker theory ATR 0 suffices for everything we have said so far. See [Sim09] (Section VII.3 and VII.4) for details.
arithmetic which is correct about well-foundedness is called a β-model. The reals of any transitive ZF-model is a β-model of Z 2 . One advantage to having a β-model of Z 2 is that the constructible universe it builds internally is isomorphic to an initial segment L α of the actual constructible universe L.
The theory Z 2 also implies Σ 1 2 -DC (see [Sim09] , Theorem VII.9.2), the dependent choice scheme for Σ 1 2 -assertions. In this article, we construct a symmetric submodel of a forcing extension of L whose reals form a model of second-order arithmetic in which Z 2 together with Σ It should be noted that in our model the instance of Π 1 2 -DC failure is parameter-free. Theorem 1.1 has a long and complicated history. In 1973, Simpson submitted an abstract claiming a proof of the result [Sim73] , but he didn't follow it up with a publication because, as he kindly shared with the first author, he never worked out the details of the argument, which involved Jensen's forcing, but did not have all the parts needed to solve the problem. In 1979, the third author published, in Russian, a technical report with the result [Kan79] . Finally, after the third author's (joint with Lyubetsky) recent publications on uniqueness properties of Jensen's forcing, the first and second author independently rediscovered the third author's result, leading to this joint publication.
Our results also answer a long-standing open question of Zarach from [Zar96] about whether the Reflection Principle holds in models of ZFC − . The Reflection Principle states that every formula can be reflected to a transitive set, and holds in ZFC by the Lévy-Montague reflection because every formula is reflected by some V α . In the absence of the von Neumann hierarchy, it is not clear how to realize reflection, and indeed we show that it fails in H ω1 |= ZFC − of the symmetric model we construct. Theorem 1.2. The theory ZFC − does not imply the Reflection Principle.
Proposition 2.1. If T, S, and R are perfect trees, then
Let's recall now some facts about perfect posets, which are subposets of Sacks forcing closed under certain basic operations. Definition 2.2. We say that a collection P of perfect trees ordered by inclusion is a perfect poset 2 if
(1) ( <ω 2) s ∈ P for every s ∈ <ω 2, and for every T, S ∈ P, (2) T ∪ S ∈ P (closed under unions), (3) T ∧ S ∈ P, if T ∧ S = ∅ (closed under meets).
The smallest perfect poset, which we will denote by P min , is the closure under finite unions of the collection {( <ω 2) s | s ∈ <ω 2}. Note that two perfect trees T and S are compatible under the inclusion ordering precisely when T ∧ S = ∅. So if P ⊆ Q are perfect posets, then T, S ∈ P are compatible in Q if and only if they are already compatible in P. Standard arguments show that a generic filter G for a perfect poset P is determined by the generic real r that is a branch through T ∈ P if and only if T ∈ G.
2 Note that this is not a standard definition. In the literature, a perfect poset is usually defined to be a collection P of perfect trees such that <ω 2 ∈ P and whenever T ∈ P and s ∈ T , then Ts ∈ P.
Given a perfect poset P, we will denote by P <ω the ω-length finite-support product of P. Conditions in P <ω are functions p : ω → P such that for all but finitely many n, p(n) = <ω 2. We will sometimes abuse notation by writing p = T 0 , . . . , T n−1 for conditions in P <ω , meaning that all remaining coordinates are trivial.
Following [Abr84] , we associate to a perfect poset P, the poset Q(P) whose conditions are pairs (T, n) with T ∈ P and n ∈ ω ordered so that (T 2 , n 2 ) ≤ (T 1 , n 1 ) whenever T 2 ⊆ T 1 , n 2 ≥ n 1 , and T 1 ∩ n1 2 = T 2 ∩ n1 2. We will refer to Q(P) as the fusion poset for P because fusion arguments involving P amount to producing a filter for Q(P) meeting sufficiently many dense sets. If G ⊆ Q(P) is V -generic, then the union of T ∩ n 2 for (T, n) ∈ G is the generic perfect tree T added by Q(P). Note that T ≤ T for every T that appears in some condition in G.
Let Q(P) <ω denote the ω-length finite-support product of the Q(P). Conditions in Q(P) <ω are function q : ω → Q(P) such that for all but finitely many n, q(n) = ( <ω 2, 0), but we will sometimes abuse notation by writing the conditions as finite tuples.
Suppose that
be the ω-length sequence of generic perfect trees derived from G and letṪ n be the canonical Q(P) <ω -names for the trees
We will denote by P * the collection of perfect trees that is the closure under finite unions of P and U and argue that P * is a perfect poset extending P. This will be the case even when G is only generic for a countable transitive model M containing P. At successor stages α + 1 in the construction of Jensen's poset P J , if ♦ codes a certain countable transitive model M with P α ∈ M , we will extend P α to P α+1 = P * α constructed in a generic extension M [G] by Q(P α ) <ω . Suppose that M is a countable transitive model of ZFC − + "P(ω) exists" and P ∈ M is a perfect poset. Clearly we have Q(P) ∈ M . We will argue that if
is a perfect poset with the property that every maximal antichain of P that is an element of M remains maximal in P * . First, we need the following easy proposition.
Proposition 2.3. Suppose that P is a perfect poset and a condition q ∈ Q(P) <ω forces thatṪ n ∧Š = ∅ with S ∈ P. Then there is a conditionq ≤ q withq(n) = (T , m) and a node s ∈T ∩ m 2 for which (T ) s ≤ S.
Proof. Let q(n) = (T, m). Since q Ṫ n ∧Š = ∅, there must be some s ∈ T ∩ m 2 such that U = T s ∧ S = ∅. LetT be the perfect tree we get by replacing T s with U in T and letq ≤ q be such thatq(n) = (T , m) andq(i) = q(i) for all i = n. Note that the closure under unions property of perfect posets is needed to conclude that T ∈ P.
Proposition 2.4. Suppose M is a countable transitive model of ZFC − + "P(ω) exists" and P ∈ M is a perfect poset. If G ⊆ Q(P)
<ω is M -generic and P * is constructed in M [G] as above, then:
(1) P * is a perfect poset. (2) U is dense in P * and {T n | n < ω} is a maximal antichain of P * . (3) Every maximal antichain of P from M remains maximal in P * .
Proof. First, let's prove (2). We argue that every T ∈ P has some generic tree T n below it. Fix T ∈ P. Let q ∈ Q(P) <ω . Since q has finite support, we can choose some n such that q(n) = ( <ω 2, 0) and strengthen q to a conditionq such that q(m) =q(m) for all m = n andq(n) = (T, 0). Clearlyq Ṫ n ≤ T . So by density, there must be some suchq ∈ G.
Next, let's show that for i = j, T i ∧ T j = ∅, and so the generic trees T n form an antichain. Fix any condition p ∈ Q(P) <ω with p(n) = (T n , m n ). By strengthening further, we can assume that m i = m j = m. For each node s that is on level m of both T i and T j , we can choose disjoint perfect trees U s,i ⊆ (T i ) s and U s,j ⊆ (T j ) s . Let S i be the perfect tree which we get by replacing, for each s on level m of both T i and T j , (T i ) s with U s,i in T i , and let S j be obtained similarly. Now letp ≤ p be the condition where on coordinate i, we put S i instead of T i and on coordinate j, we put S j instead of T j . Clearlyp forces that T i ∧ T j = ∅. It remains to show that every tree T in P * is compatible with some T n . If T is a finite union of trees one of which is in U , then this is clear, and otherwise T ∈ P, and we just argued that then some T n ≤ T .
To prove (1), it suffices to show that P * is closed under meets. So suppose that R = i<n R i and
We will argue that each R i ∧R ′ j is either empty or in P∪U. If both R i and R ′ j are in P, then the conclusion follows since P is a perfect poset. If one of the R i or R ′ j is T k ∧S with S ∈ P and the other is
, then the conclusion follows and if k = k ′ , we just argued above that T k ∧ T k ′ = ∅. Let's now prove (3). Fix a maximal antichain A ∈ M of P. It suffices to show that every tree in U is compatible with some element of A. So suppose that T n ∧ S ∈ U with S ∈ P, and fix a condition q ∈ G forcing thatṪ n ∧Š = ∅. We will argue that there is a a condition q ′ ≤ q with q ′ (n) = (T ′ , m) such that there is a node s ∈ T ′ ∩ m 2 and A ∈ A for which T ′ s ≤ S, A. By Proposition 2.3, there isq ≤ q withq(n) = (T , m) such that there is s ∈ m 2 withT s ≤ S. Since A is maximal in P, there is A ∈ A and U ∈ P such that U ≤T s , A. Let T ′ be the tree we get by replacingT s with U inT and let q ′ ≤ q be the condition where q ′ (k) =q(k) for all k = n and q ′ (n) = (T ′ , m). By density, there is some such condition q ′ ∈ G. But this means that (T n ) s ≤ T n ∧ S and (T n ) s ≤ A, so that T n ∧ S is compatible with A ∈ A.
We let U <ω denote the collection of elements p ∈ P * <ω such that for all n, p(n) ∈ U or p(n) = <ω 2. Note that it follows from Proposition 2.4 that U <ω is dense in P * <ω . Proof. Fix a maximal antichain A ∈ M of P <ω . It suffices to show that every condition p ∈ U <ω is compatible with some element of A. Let
Note that the values i n do not have to be distinct and we need to carefully address this possibility. Fix a condition q ∈ G forcing thatṪ in ∧Š n = ∅ for every n ≤ m. Repeatedly using the construction in the proof of Proposition 2.3 and going to a large enough level, we can find a conditionq ≤ q withq(n) = (T n , k n ) such that for every n ≤ m, there is a node s n on level k in ofT in such that (T in ) sn ≤ S n , and
Since A is maximal in P <ω , the conditionp is compatible with some a ∈ A, and so for every n ≤ m, we can let U n =p(n) ∧ a(n) ∈ P. Now, for every i ∈ {i n | n ≤ m}, let R i be the tree we get by replacing (T i ) sn with U n inT i whenever i n = i. Let r be the condition such that r(i) = (R i , k i ) for i ∈ {i n | n ≤ m} and r(i) =q(i) otherwise. By density, there is some such r ∈ G. But this means that (T in ) sn ≤ S n ∧ a(n), so that p is compatible with a.
All our constructions will take place inside the constructible universe L. For reasons that will become obvious during the course of the constructions, we will restrict ourselves to countable models of ZFC − + "P(ω) exists" which happen to be initial segments L α of L. So let's call countable L α satisfying ZFC − +"P(ω) exists" suitable models. Relevant examples of suitable models for us will be transitive collapses of countable M ≺ L ω2 .
We are now ready to review the construction of Jensen's perfect poset P J , which will use the ♦-principle to anticipate and seal maximal antichains. So let's start by fixing a canonically defined ♦-sequence S α | α < ω 1 . Note that if M is a suitable model and δ = ω M 1 , then S α | α < δ is an element of M . Jensen's poset P J will be the union of the following increasing sequence P α | α < ω 1 of perfect posets. Let P 0 = P min . At limit stages, we will take unions. Suppose P α has been defined. We let P α+1 = P α , unless the following happens. Suppose S α codes a well-founded and extensional binary relation E ⊆ α × α such that the collapse of E is a suitable model M α with P α ∈ M α and α = ω Mα 1 . In this case, we take the L-least M α -generic filter G ⊆ Q(P α ) <ω and let
As we observed in Proposition 2.4, P α+1 is a perfect poset with the property that every maximal antichain of P α in M α remains maximal in P α+1 . Also, by Proposition 2.5, every maximal antichain of P <ω α in M α remains maximal in P <ω α+1 . Now let's argue that every maximal antichain of P <ω α in M α remains maximal in the final poset P J<ω . It suffices to argue that the models M α form an increasing sequence, which follows because if β > α, then β = ω M β 1 , and therefore M β has S α as an element and can collapse it to obtain M α . This shows that every maximal antichain of P <ω α that is an element of M α is sealed. Theorem 2.6. The finite-support product P J<ω of Jensen's poset P J has the ccc.
Proof. Fix a maximal antichain A of P J<ω . Choose some transitive M ≺ L ω2 of size ω 1 with A ∈ M . We can decompose M as the union of a continuous elementary chain of countable substructures
with A ∈ X 0 . By properties of ♦, there is some α such that α = ω 1 ∩ X α , P α = P J ∩ X α , and S α codes X α . Let M α be the transitive collapse of X α . Then P α is the image of P J under the collapse and α is the image of ω 1 . LetĀ = A ∩ X α be the image of A under the collapse. So at stage α in the construction of P J , we chose a forcing extension M α [G] of M α by Q(P α ) <ω and let P α+1 = P * α as constructed in M α [G] . Thus, by our observation above,Ā remains maximal in P J<ω , and henceĀ = A is countable.
Finally, we would like to observe that every maximal antichain of P α+1 from M α [G] , in particular the antichain T n | n < ω of generic perfect trees, remains maximal in P J .
Proof. Fix β > α. We already argued that M α ∈ M β . Since M β sees that M α is countable, it has some M -generic filter for Q(P α ) <ω . But since G α was chosen to be the L-least such filter, then by suitability,
The Kanovei-Lyubetsky Theorem
We will reprove here the Kanovei-Lyubetsky theorem from [KL17] showing that Jensen's poset P J from Section 2, has the property that in a forcing extension L[G] of L by the finite support ω-length product P J<ω , the only L-generic reals for P are the ω-many slices of G. This is a generalization of Jensen's uniqueness of generic filters property to products.
Suppose that P is a perfect poset and H is a generic filter for the product P <ω . We will call x n the real on the n-th coordinate of H and letẋ n be its canonical name.
For the next lemma, we suppose that P is a countable perfect poset that is an element of a suitable model M . We should think of P as one of the perfect posets P α arising at stage α in the construction of Jensen's poset P J and of M as the model M α from that stage.
Theorem 3.1 (Kanovei-Lyubetsky, [KL17] ). In M , suppose thatṙ is a P <ω -name for a real such that for all n ∈ ω, 1l P <ωṙ =ẋ n . Then in a forcing extension
Proof. Fix a condition p ∈ P * <ω and d ∈ ω. We need to find p
By strengthening if necessary, we can assume that for some n ≤ m, i n = d. As we argued in the proof of Proposition 2.5, there is a condition q ∈ G with q(n) = (T n , k n ) such that for every n ≤ m, there is a node s n on level k in of T in such that (T in ) sn ≤ S n and for n = n ′ , s n = s n ′ . Now we are going to construct a condition a q = W 0 , . . . , W l ′ , . . . , W l ∈ P <ω associated to q and satisfying the following properties.
( 
Using a q , we construct the following conditionq ≤ q. For i ∈ {i n | n ≤ m}, let R i be the tree we get by replacing (T i ) sn with W n in T i whenever i n = i and if i = d, then we also replace all T rn with the appropriate W j as well. Letq(i) = (R i , k i ) for i ∈ {i n | n ≤ m} andq(i) = q(i) otherwise. By density, some such conditionq, constructed from a q , is in G. It follows that each (T in ) sn ≤ W n ∧ S n and T d has a level k d such that for every node s on level k d , T d ≤ W j for some j. The first part gives us that p = T i0 ∧ S 0 , T i1 ∧ S 1 , . . . , T im ∧ S m is compatible with a q . Finally, we would like to argue that
Since every maximal antichain of P <ω in M remains maximal in P * <ω , it follows that H * restricts to an M -generic filter H for P <ω and a q ∈ H. Thus in M [H],ṙ H is not a branch through any W n . But this is absolute, and soṙ H is not a branch through
is a real which is not one of the x n . Letṙ be a nice P J<ω -name for r such that for all n ∈ ω, 1l P j<ω ṙ =ẋ n . Choose some transitive model M ≺ L ω2 of size ω 1 withṙ ∈ N . We can decompose M as the union of a continuous elementary chain of countable substructures
withṙ ∈ X 0 . By properties of ♦, there is some α such that α = ω 1 ∩ X α , P α = P J ∩ X α , and S α codes X α . Let M α be the collapse of X α . Then P α is the image of P J under the collapse and α is the collapse of ω 1 . Clearlyṙ is fixed by the collapse because it is a nice name and all antichains of P J<ω are countable (by Theorem 2.6). So at stage α in the construction of P J , we chose a forcing extension
. By elementarity, M α satisfies that 1l P <ω α ṙ =ẋ n for all n ∈ ω. Thus, by Theorem 3.1, for every n < ω, P <ω α+1 has a maximal antichain A n ∈ M α [G] consisting of conditions q such that q P <ω α+1ṙ / ∈ [T n ]. It follows, using Proposition 2.7, that all the antichains A n remain maximal in P J<ω . Also, by Proposition 2.7, T n | n < ω remains maximal in
J<ω be an L-generic filter containing q and letH be the restriction ofH
, but this statement is absolute and so also holds in
Finite iterations of perfect posets
An iteration of perfect posets is an iteration of forcing notions in which every initial segment forces that the next poset is perfect. Here we will only be dealing with finite iterations of perfect posets, so we are not concerned with issues of support.
Definition 4.1. A finite iteration of perfect posets is a finite iteration
such that Q 0 is a perfect poset and for 1 ≤ i < n, 1l Pi "Q i is a perfect poset".
Let r i be the unique real determined by G(i). It is not difficult to see that the sequence of reals r = r 0 , . . . , r n−1 determines G. Elements of G 1 are trees with r 0 as a branch, and inductively, elements of G i+1 are conditions p ∈ P i such that p ↾ i ∈ G i and r i ∈ p(i) Gi .
The analogue of the fusion poset Q(P) for a finite iteration P n of perfect posets is the fusion poset Q(P n ) whose conditions are pairs (p, F ) with p ∈ P n and F : n → ω, ordered so that (p 2 , F 2 ) ≤ (p 1 , F 1 ) whenever p 2 ≤ p 1 and for every i < n, we have
Fusion arguments with names for perfect trees require that we have some information about a fixed level n of the tree. We will now argue that there are densely many conditions in Q(P n ) where this is the case.
Suppose p ∈ P n and σ : n → <ω 2. Following [Abr84], let's define, by induction on n, what it means for σ to lie on p.
3 For n = 1, we shall say that σ lies on p whenever σ(0) ∈ p(0). If σ lies on p, we shall denote by p | σ the condition p(0) σ(0) . Note that p | σ ≤ p. So suppose that we have defined when σ lies on p for p ∈ P n , and for σ which lies on p, we have defined
and p(n) =Ṫ , whereṪ is a P n -name that is interpreted as p(n) σ(n) by any P n -generic filter containing (p ↾ n) | (σ ↾ n) and as p(n) otherwise. Clearly this gives that p | σ ≤ p.
Definition 4.2. Let F : n → ω and σ : n → <ω 2. We shall say that σ lies on levels F if σ(i) ∈ F (i) 2 for all i < n. 4 We shall say that a pair (p, F ) with p ∈ P n is determined if for every σ lying on levels F , either σ lies on p or there is some i < n such that σ ↾ i lies on p ↾ i and (
If σ lies on levels F and lies on p, we shall say that σ lies on (p, F ).
Observe that whenever a pair (p, F ) is determined, for every σ which lies on p,
Proposition 4.3. Suppose P n is a finite iteration of perfect posets.
Proposition 4.4. Suppose P n is a finite iteration of perfect posets and
For details of proofs, see [Abr84] . Since we will be working mainly with determined conditions, we will now introduce a kind of normal form for them.
Definition 4.5. Suppose P n is a finite iteration of perfect posets and σ : n → <ω 2. Let's call a condition p ∈ P n a σ-condition if
To motivate these definitions, consider a determined condition (p, F ) ∈ Q(P n ) and let X p F be the set of all σ that lie on it. In this case, the map ϕ p defined by
gives us a natural X F -assignment, and now conversely we would like to argue that any X F -assignment has a naturally associated determined condition (q, F ).
Suppose X F and ϕ are as in Definition 4.5. Observe that given any σ, σ
It follows, in particular, that for any i < n, the conditions ϕ(σ) ↾ i for σ ∈ X F form an antichain.
and for all i < n, (q | σ) ↾ i and ϕ(σ) ↾ i extend each other and force
Proof. Let q(0) be the union of the ϕ(σ)(0) for σ ∈ X F , which is in the perfect poset Q 0 . Let q(1) be the (canonical) P 1 -name for the tree which is the union of the collection of trees given by the interpretation of the name
Since each ϕ(σ)(0) ϕ(σ)(1) ∈Q 1 , andQ 1 is forced to be a perfect poset, it follows that q(0) q(1) ∈Q 1 . Let's see what q(1) G looks like in a forcing extension V [G] by P 1 . If ϕ(σ)(0) and ϕ(σ ′ )(0) are in G, then σ(0) = σ ′ (0) = s for some s, and so ϕ(σ)(0) = ϕ(σ ′ )(0) = p for some p. Thus, the interpretation q(1) G is the tree which is the union of the ϕ(σ)(1) G for σ(0) = s. Similarly, let q(i) be the P i -name for the tree which is the union of the collection of trees given by the interpretation of the name
First, we argue that every σ ∈ X F lies on (q, F ) and simultaneously show (2). So fix some σ ∈ X F . By construction σ(0) ∈ q(0) and q(0) σ(0) = ϕ(σ)(0). So assume inductively that for some i < n,
So σ ↾ i + 1 lies on q ↾ i + 1 and we have
Now suppose that τ : n → <ω 2 lies on (q, F ). By definition of q, it follows that τ (0) = σ(0) for some σ ∈ X F . So suppose inductively that for some i < n,
. So in the last step, we will obtain σ ∈ X F such that σ = τ .
We shall call the condition q constructed in Proposition 4.6 the amalgamation of ϕ.
Proposition 4.7. Suppose (p, F ) is determined and q is the amalgamation of the X p F -assignment ϕ p . Then q ≤ p and p ≤ q. Proof. Clearly p(0) = q(0). So let's suppose inductively that for some i < n, we have q ↾ i ≤ p ↾ i and p ↾ i ≤ q ↾ i. We will argue that both p ↾ i and q ↾ i force p(i) = q(i). So suppose G ⊆ P i is a V -generic filter containing p ↾ i, and hence also q ↾ i. Since the conditions (p | σ)
Let us say that a map τ : n → <ω 2 extends another map σ : n → <ω 2 if τ (i) extends σ(i) for every i < n. Now we would like to argue that given a determined condition (q, F ) and strengthenings q σ ≤ q | σ for every σ lying on (q, F ), we can obtain a determined condition (q,F ) ≤ (q, F ) such that for every σ lying on (q, F ), there is some τ lying on (q,F ) extending σ withq | τ ≤ q σ . Indeed, we will get the following stronger statement.
Proposition 4.8. Suppose (q, F ) ∈ Q(P n ) is determined and for every σ which lies on (q, F ), there is a finite set X σ of conditions p ≤ q | σ. Then there is a condition (q,F ) ≤ (q, F ), also determined, such that for every σ which lies on (q, F ) and p ∈ X σ , there is τ which lies on (q,F ) and extends σ havingq | τ ≤ p. Moreover, for every τ which lies on (q,F ),q | τ ≤ p for some p ∈ X σ with τ extending σ.
Proof. First, suppose n = 1. Let (T, n) be a condition in Q(P) and suppose that for every node t on level n of T , we have a finite set X t of trees S ≤ T t . Let T ′ be the tree we get by replacing T t with the union of S in X t for every t on level n of T . Fix t on level n of T ′ . Find a large enough level n t ≥ n such that for every s on level n t of T ′ , we can thin out T ′ s to P s with the property that P s ≤ S for some S ∈ X t , and moreover for every S ∈ X t , there is some node s such that P s ≤ S. LetT be the tree we obtain by replacing T ′ s with P s in T ′ . Letn ≥ n t for every t on level n of T ′ . Clearly the condition (T ,n) has all the desired properties. Next, let's consider the case n = 2. Let (q, F ) be a condition in Q(P 2 ) and suppose that for every σ which lies on (q, F ), we have a finite set X σ of conditions p ≤ q | σ. For every node t on level F (0) of q(0), let X t be the set of all trees p(0) with p ∈ X σ for σ(0) = t. Using the case n = 1, let (T ,n) be the condition for the sets X t . Fix a node s on leveln ofT and let t s be the node on level F (0) ofT which s extends. Since (q, F ) was determined,T s decides the F (1)-th level of q(1). So letṪ s be a P 1 -name for the tree we get by replacing, for every node t on level F (1) of q(1), each q(1) t with the union of p(1) for p ∈ X σ with σ = {(0, t s ), (1, t)} andT s ≤ p(0). StrengthenT s to P s deciding a level m s ≥ F (1) such that for every node u on level m s ofṪ s above a node t on level F (1), we can thin outṪ
, and moreover for every such p(1), there is some node u such thatṖ s,u ≤ p(1). We can assume, with some more thinning out, that all m s = m for a fixed m. LetT ′ be the tree we get by replacing eachT s with P s inT . LetṪ ′ s be a P 1 -name for the tree we get by replacing, for every node u on level m ofṪ s , eachṪ
σ(1) )}. Letq be the amalgamation of ϕ. Clearly the condition (q,F ) has all the desired properties.
Finally, assuming that the statement holds for n, let's argue that it holds for n + 1 by mimicking how the argument moves from n = 1 to n = 2. Let (q, F ) be a condition in Q(P n+1 ) and suppose that for every σ which lies on (q, F ), we have a finite set X σ of conditions p ≤ q | σ. For every τ which lies on (q ↾ n, F ↾ n), let X τ be the set of all conditions p ↾ n with p ∈ X σ for σ ↾ n = τ . Using the inductive hypothesis for n, let (r, J) be the condition for the sets X τ . Fix ρ lying on (r, J), and find τ ρ which lies on (q ↾ n, F ↾ n) such that ρ extends τ ρ . Since (q, F ) was determined, r | ρ decides the F (n)-th level of q(n). So letṪ ρ be a P n -name for the tree we get by replacing, for every node t on level F (n) of q(n), each q(n) t with the union of p(n) for p ∈ X σ with σ = τ ρ ∪ {(n, t)} and r | ρ ≤ p ↾ n. Strengthen r | ρ to r ′ ρ deciding a level m ρ ≥ F (n) such that for every node u on level m ρ ofṪ ρ above a node t on level F (n), we can thin outṪ ρ u toṖ ρ,u such thatṖ ρ,u ≤ p(n) for some p ∈ X σ with σ = τ ρ ∪ {(n, t)} and r | ρ ≤ p ↾ n, and moreover for every such p(n), there is some node u withṖ ρ,u ≤ p(n). We can assume, with some more thinning out, that all m ρ = m for a fixed m. Let (r ′ , J ′ ) be the condition we get by applying the inductive hypothesis to (r, J) and
′ ρ a P n -name for the tree we get by replacing, for every node u on level m ofṪ ρ , eachṪ
Let XF consist of σ : n + 1 → <ω 2 such that σ = τ ∪ {(n, u)} for some τ which lies on (r ′ , J ′ ) with τ extending ρ lying on (r, J) and u on level
where σ ↾ n extends ρ lying on (r, J). Letq be the amalgamation of ϕ. Clearly the condition (q,F ) has all the desired properties.
Growing finite iterations of perfect posets
In the construction of Jensen's poset P J , at nontrivial stages α, we used the ω-many perfect trees obtained from a partially generic filter for Q(P α ) <ω to grow the perfect poset P α to P α+1 . What we would like to do now is to find an appropriate generalization of this construction for growing a finite iteration P n of perfect posets using partially generic filters for the associated fusion poset Q(P n ). More precisely, we would like the following.
Given a finite iteration P n = Q 0 * Q 1 * · · · * Q n−1 of perfect posets, we would like to be able to extend it to a finite iteration P * n = Q * 0 * Q * 1 * · · · * Q * n−1 of perfect posets, constructed in a generic extension of some suitable model M , with the following properties:
(
forces thatQ i is a perfect poset andQ * i extends it. (3) P n ⊆ P * n . (4) Every maximal antichain A ∈ M of P n remains maximal in P * n . The next theorem from [Abr84] holds the main idea for constructing P * n . The set-up for the theorem is left intentionally vague with the details forthcoming in the next section.
Fix a suitable model M with P n ∈ M . We carry out the construction of P * n in n-steps, at each step i, constructing a P * i -nameQ * i for a perfect poset extendinġ Q i . We extend Q 0 to Q * 0 as before in a (carefully chosen) forcing extension of M by Q(Q 0 )
<ω . So suppose inductively that we already extended P i to P * i satisfying requirements (1)-(4). Thus, in particular, every maximal antichain A ∈ M of P i remains maximal in P * i , and so every V -generic filter H * for P * i restricts to an Mgeneric filter H for P i . From this it follows thatQ i is forced to be a perfect poset by P * i because M [H] satisfies that (Q i ) H is a perfect poset, and this statement is clearly absolute between M [H] and V [H * ]. Fix a carefully chosen M -generic filter G ⊆ Q(P i+1 ). Let τ (G) be a P * i -name for a subset of Q(Q i ) such that in any forcing extension V [H * ] by P * i τ (G) gets interpreted as the collection of all pairs (p(i) H * , F (i)) for (p, F ) ∈ G. Provided that the poset P * i contains a kind of master condition for G, we will be able to conclude that
whereḢ is the canonical name for the restriction of the generic filter to P i .
It follows that there is a P i -nameṪ for T such that
It follows that p ′ (i) H = T , and so (T, b) ∈ K. Next, we fix (p, F ) and (p ′ , F ′ ) both in G and argue that (p(i) H , F (i)) and
There is (q, J) ∈ G below both (p, F ) and
We claim that E is dense open in Q(P i+1 ). It is easy to see that E is open, so let's argue that it is dense. Fix some (q, J) ∈ Q(P i+1 ) and assume without loss that (q, J) is determined. There must be some pair (Ṫ ,k) such thatṪ is a P i -name for an element ofQ i ,k is a P i -name for a natural number, and
The set of conditions which decide the value ofk is dense open below q ↾ i in P i . So, by Proposition 4.4, there a determined condition (p
Next, we are going to obtain a stronger version of Theorem 5.1 that tells us how to get an M [H]-generic filter for Q(Q i ) <ω , which is really what we need to extendQ i toQ * i . For this, we will need to enlarge our fusion poset Q(P i+1 ). Let Q i (P i+1 ) be the following modification of Q(P i+1 ). Conditions inQ(P i+1 ) are pairs (p, F ) such that (p ↾ i, F ↾ i) ∈ Q(P i ), p(i) is some finite tuple Ṫ 0 ,Ṫ 1 , . . . ,Ṫ k−1 with p ↾ i Ṫ j ∈Q i for all j < k, and
The point is that if
<ω such that in any forcing extension
If it so happens that P * i has a master conditionp for G, then τ (G)
<ω , where H is the restriction of the V -generic filter
The proof is essentially the same as of Theorem 5.1. Using Theorem 5.2, we can leṫ Q * i be the canonical P * i -name for the extension ofQ i formed in
, wherė H is the restriction of the generic filter to P i . In the next section, we will show how to obtain the required M -generic filters G so that the inductive assumptions hold for P * i .
Tree iterations of perfect posets
Let's define that an ω-iteration of perfect posets is a sequence P = P n | n < ω , where P 0 = {∅} is a trivial poset and each P n , for n ≥ 1, is a finite iteration of perfect posets with the coherence requirement that for 0 < m < n, P n ↾ m = P m . The initial poset P 0 is included in the sequence to make the subsequent definitions more uniform. For this reason, we will also make the ad hoc definition that Q(P 0 ) = {∅}. Note that an ω-iteration of perfect posets is not itself an iteration, rather it is a coherent sequence of finite iterations.
A tree iteration is a non-linear forcing iteration along some tree. Given a tree of height ω, the tree iteration of perfect posets will use an ω-iteration P = P n | n < ω of perfect posets with conditions assigned to level n nodes of the tree coming from the poset P n . Conditions will be assigned to the nodes coherently so that if a node s on level n extends a node t on level m, then the condition p on node s will be such that p ↾ m is on node t.
Definition 6.1. Let P = P n | n < ω be an ω-iteration of perfect posets and let T be a tree of height ω. A T -iteration of perfect posets is the following partial order P( P , T ). Conditions in P( P , T ) are functions f X with domain some finite subtree X of T such that:
(1) For every node s on level n of X, f X (s) ∈ P n . (2) Whenever s ≤ t are two nodes in X, then f X (t) ↾ lev(s) = f X (s).
The ordering is f Y ≤ f X whenever Y extends X and for every node s ∈ X, f Y (s) ≤ f X (s).
The analogue of the fusion posets Q(P) and Q(P n ) for P( P , T ) will be the fusion poset Q( P , T ) whose conditions are functions f X with domain some finite subtree X of T such that:
(1) For every node s on level n of X, f X (s) ∈ Q(P n ).
(2) Whenever s ≤ t are two nodes in X, with f X (s) = (p s , F s ) and f X (t) = (p t , F t ), then p t ↾ lev(s) = p s and F t ↾ lev(s) = F s . The ordering is f Y ≤ f X whenever Y extends X and for every node s ∈ X, f Y (s) ≤ f X (s).
Proposition 6.2.
(1) Suppose f X ∈ P( P , T ), f X (s) = p, and q ≤ p. Then there is a condition
Proof. We will only prove (1) because the proof of (2) is analogous. Define g X as follows. Fix a node t ∈ X. If t ≤ s, then let g X (t) = q ↾ lev(t). If s ≤ t, then let g X (t) be q concatenated with the tail of f X (t). Otherwise, let t ′ be the largest node that is compatible with both t and s. Let g X (t) be q ↾ lev(t ′ ) concatenated with the tail of f X (t).
Let us call a condition f X ∈ Q( P , T ) determined if every f X (s) is determined. Clearly a condition f X is determined if and only if conditions on the terminal nodes are determined.
Proposition 6.3. The set of all determined conditions is dense in Q( P , T ).
Proof. Fix f X ∈ Q( P , T ). Let s i | i ≤ m be an enumeration of the terminal nodes of X. Using the construction in the proof of Proposition 6.2, strengthen f X to f (s i ) ↾ lev(s). Now using the definition of what it means to be determined, it is easy to see that the whole condition is determined.
We will initially consider tree iterations along the countable tree <ω ω, and then later extend our results to tree iterations along the uncountable tree <ω ω 1 . It is easy to see that the poset Q(Q 0 ) <ω completely embeds into Q( P , <ω ω) via the map sending a condition to the corresponding tree of height ≤ 2. <ω completely embeds into Q( P , <ω ω) via the following map ϕ:
(1) ϕ(1l Q(Q0) ) = f X , where X consists of the root node s and f X (s) = ∅. For p with some non-trivial p(i),
where X consists of the root node together with nodes i for non-trivial p(i), such that f X ( i ) = p(i).
More generally, for each node s on level n of <ω ω,Q(P n+1 ) completely embeds into Q( P , <ω ω) via the map sending a condition to the corresponding tree of height ≤ n + 2 whose stem stretches up to s.
Proposition 6.5. Fix a node s on level n of <ω ω. The posetQ(P n+1 ) completely embeds into Q( P , <ω ω) via the following map ϕ s :
where X consists of the branch ending in s together with nodes s i for
Suppose G ⊆ Q( P , <ω ω) is V -generic and fix some node s on level n of <ω ω. We will use the notation G s for the V -generic filter forQ(P n+1 ) added by G via the embedding ϕ s and we will use the notation G ∅ for the V -generic filter for Q(Q 0 ) <ω added by G via the embedding ϕ.
Suppose now that P = P n | n < ω is an ω-iteration of perfect posets that is an element of a suitable model M . Let G ⊆ Q( P , <ω ω) be M -generic. We will argue that in M [G], we can grow each iteration P n to an iteration P * n satisfying requirements (1)-(4) from Section 5:
(1) Q 0 ⊆ Q * 0 , (2) For all 1 ≤ i < n, 1l P * i forces thatQ i is a perfect poset andQ * i extends it. (3) P n ⊆ P * n . (4) Every maximal antichain A ∈ M of P n remains maximal in P * n . It is straightforward to extend Q 0 to Q * 0 . By Proposition 6.4, G adds an Mgeneric filter G ∅ for Q(Q 0 ) <ω . Let T 0 i for i < ω be the generic perfect trees added by G ∅ and construct Q * 0 as before. Recall that T 0 i | i < ω is a maximal antichain in Q * 0 and every maximal antichain A ∈ M of Q 0 remains maximal in Q * 0 . Now let's show how to extendQ 1 to a P * 1 -nameQ * 1 for a perfect poset. By Proposition 6.5, for each node s on level 1 of the tree <ω ω, G adds an M -generic filter G s forQ(P 2 ). Observe that each T 0 i ≤ p ↾ 1 for all p with (p, F ) ∈ G i . Thus, by Theorem 5.2, whenever H
<ω , where H is the restriction of H * to P 1 . Let τ be a mixed P *
-name that is interpreted as τ (G
whereḢ is the canonical name for the restriction of the generic filter to P 1 . So leṫ Q * 1 be a P * 1 -name for the perfect poset constructed as usual fromQ 1 and τ . For each j < ω, we can choose a P * This will allow us to apply Theorem 5.2 to growQ 2 toQ * 2 . Finally, let's argue that P 2 is actually a subset of P * 2 . Suppose p is a condition in P 2 . Then p(0) ∈ P 1 and hence p(0) ∈ P * 1 as well. Also, clearly p(1) is a P * (4), that every maximal antichain of P 2 from M remains maximal in P * 2 . We will provide an inductive proof of this later in Lemma 6.8.
For now to finish the construction, we assume that properties (1)-(4) hold for P * n . We will additionally assume that:
(1) For each node s on level n of <ω ω there is a condition With this set-up, we extendQ n toQ * n identically to the case n = 1 above, using Theorem 5.2. It is also easy to see inductively that P n is a subset of P * n . To get some intuition for the construction, let's fix an L-generic filter
and see what a condition
Then T 1 j is the union of T ∩ n 2 for (T, n) ∈ K. To give the promised argument that every maximal antichain of P n from M remains maximal in P * n , we first need to define the analogue of U ⊆ P * from Section 2 for P * n . Let U n be the subset of P * n consisting of conditions p = (p 0 ,ṗ 1 , . . . ,ṗ n−1 ) such that p 0 = T 0 j0 ∧ S 0 for some j 0 < ω and S 0 ∈ Q 0 , and for i < n, p ↾ i ṗ i =Ṫ i ji ∧Ṡ i for some j i < ω and a P i -nameṠ i such that 1l Pi Ṡ i ∈Q i .
Proposition 6.6. U n is dense in P * n .
Proof. We argue by induction on n. By Proposition 2.4, U 1 is dense in P * 1 and every maximal antichain of P 1 from M remains maximal in P * 1 . So let's suppose inductively that U n is dense in P * n and every maximal antichain of P n from M remains maximal in P * n . This argument is meant to take place simultaneously with the inductive proof of Lemma 6.8, where we use the density of U n to argue that maximal antichains stay maximal.
Fix a condition (q
, where H is the restriction of H * to P n . LetṠ be a P n -name in M such that (Ṡ) H = S and let p ∈ H force thatṠ ∈Q n . Let A ∈ M be any maximal antichain of P n extending {p} and letṠ n be the mixed name such that p Ṡ =Ṡ n and every other q ∈ A forces thatṠ n = <ω 2. So 1l Pn Ṡ n ∈Q n . Now let (q 0 ,q 1 , . . . ,q n−1 ) ≤ (q ) and a P n -nameṠ n such that 1l Pn Ṡ n ∈Q n and (q 0 ,q 1 , . . . ,q n−1 ) Ṫ n jn ∧Ṡ n ≤q ′ n for some j n < ω. Now, by the inductive assumption, there is a condition (p 0 ,ṗ 1 , . . . ,ṗ n−1 ) ≤ (q 0 ,q 1 , . . . ,q n−1 ) in U n . So clearly the condition (p 0 ,ṗ 1 , . . . ,ṗ n−1 ,Ṫ n jn ∧Ṡ n ) ∈ U n+1 . We will usually abuse notation by writing conditions in U n in the form
The next lemma is a generalization of Proposition 2.3.
Lemma 6.7. Suppose f X ∈ Q( P , <ω ω) forces that
Proof. The case n = 1 follows by Proposition 2.3. So suppose n = 2. Recall that every maximal antichain of P 1 from M remains maximal in P * 1 . By strengthening f X , we can assume that j 0 , j 1 ∈ X. Let f X ( j 0 , j 1 ) = (q,F ). By strengthening further, using the case n = 1, we can assume that there is a node s 0 on levelF (0) such thatq(0) s0 ≤ S 0 . By strengthening some more, we can assume that (q,F ) is determined.
Let's argue thatq(0) s0 forces that for some node s 1 on levelF (1) ofq(1),q(1) s1 ∧ S 1 = ∅. If this is not the case, then there is some T ≤q(0) s0 which forces that there is no such node. Let T ′ be the tree we get by replacingq(0) s0 with T in q(0). Letq ′ = (T ′ ,q(1)) and let f ′ X be a condition strengthening f X so that f
is a condition in P * 1 , and so we can fix some V -generic filter H * ⊆ P * 1 containing R. In particular, H * contains T 0 j0 ∧ S 0 and T . Thus, in M [H] (where H is the restriction of H * to P 1 ), q(1) H does not have any subtree on level F (1) which has a common subtree with
Let's strengthenq(0) s0 to some T 0 , so that there is a node s 1 on levelF (1) such that T 0 q(1) s1 ∧Ṡ 1 = ∅. LetṪ 1 be a P 1 -name such that
Since (q,F ) is determined, it follows thatq(0) s0 s 1 ∈q(1). Thus, τ = {(0, s 0 ), (1, s 1 )} lies on (q,F ) and (T 0 ,Ṫ 1 ) ≤q | τ . By Proposition 4.8, there is a determined condition (q, F ) ≤ (q,F ) with ρ lying on (q,F ) and extending τ such that q | ρ ≤ (T 0 ,Ṫ 1 ). So finally, we strengthen f X to a condition g X with g X ( j 0 , j 1 ) = (q, F ) using Proposition 6.2 (2). Suppose inductively that the statement holds for n and every maximal antichain of P n from M remains maximal in P * n . Let's argue that the statement holds for n + 1. This will basically be a generalization of the argument passing from n = 1 to n = 2. By strengthening f X , we can assume that j 0 , . . . , j n ∈ X and that f X is determined. Let f X ( j 0 , . . . , j n ) = (q,F ). By using our inductive assumption for n and strengthening further, we can assume that τ : n → <ω 2 lies on (q ↾ n,F ↾ n) such that q(0) τ (0) ≤ S 0 , and for all 1 ≤ i < n,
Let's argue that (q ↾ n) | τ forces that for some node s n on levelF (n) ofq(n), q(n) sn ∧Ṡ n = ∅. If this is not the case, then there is a condition p ≤ (q ↾ n) | τ which forces that there is no such node. By Proposition 4.8, there is a determined
, and so we can fix a V -generic filter H * containing R, and argue as in the case n = 2 towards a contradiction.
Thus, there is a condition
a P n -nameṪ n for a perfect tree, and a node s n on levelF (n) such that
Let σ = τ ∪ {(n, s n )}. So (T 0 ,Ṫ 1 , . . . ,Ṫ n−1 ,Ṫ n ) ≤q | σ, and it remains to construct the required condition using Proposition 4.8.
We are now ready to prove that every maximal antichain of P n from M remains maximal in P * n . Lemma 6.8. Every maximal antichain of P n from M remains maximal in P * n . Proof. The statement is true for n = 1. So we can assume inductively that U n is dense in P * n . Let A ∈ M be a maximal antichain in P n . It suffices to show that every condition in U n is compatible with an element of A. So let f X be some condition which forces that
By Proposition 6.7, we can strengthen f X to a condition g Y such that g Y ( j 0 , . . . , j n−1 ) = (q, F ) is determined and τ : n → <ω 2 lies on (q, F ) such that q(0) τ (0) ≤ S 0 , and
By Proposition 4.8, there is a determined condition (q,F ) ≤ (q, F ) with ρ lying on (q,F ) and extending τ such thatq | ρ ≤ q ′ . Strengthen g Y toḡ Y with (q, F ) strengthened to (q,F ) as in Proposition 6.2 (2). The conditionḡ Y forces that (T Let P * = P * n | n < ω be the ω-iteration made up of the extended iterations P * n . Let U be the subset of P( P * , <ω ω) consisting of conditions f X such that for all s ∈ X on level n, f X (s) ∈ U n . Proposition 6.9. U is dense in P( P * , <ω ω).
Next, we will prove the analogue of Proposition 2.5.
Lemma 6.10. Every maximal antichain of P( P , <ω ω) from M remains maximal in P( P * , <ω ω).
Proof. Fix a maximal antichain A ∈ M of P( P , <ω ω). By Proposition 6.9, it suffices to show that every condition f X ∈ U is compatible with some element of A. So fix f X ∈ U. For a node s ∈ X on level n of <ω ω, let
jn−1,s ∧Ṡ n−1,s ). Let j 0,s , . . . , j n−1,s = j s , and note that we can have j s = j s ′ for s ′ = s. Fix a condition g Y ∈ G forcing that f X ∈ U. Repeatedly using the construction in the proof of Lemma 6.7 on terminal nodes, we can find a determined conditionḡ Y ≤ g Y withḡ Y ( j s ) = (q js ,F js ) such that for every node s ∈ X, some τ s : n → <ω 2 lies on (q js ,F js ) with q js (0) τs(0) ≤ S 0,s , and for all 1
The construction gives τ s satisfying that if s ′ extends s, then τ s ′ extends τ s . Letf X be a condition in P( P , <ω ω) such that for every node s ∈ X, we havē
We then carry out the construction from the proof of Proposition 4.8, working our way up the tree instead of up the iteration, to obtain a condition h Y ≤ḡ Y with h Y ( j s ) = (q js , F js ) such that for every s ∈ X, some σ lies on (q js , F js ) having q js | σ ≤ r W (s). The condition h Y forces that f X and a Z are compatible. By density, some such h Y must be in G.
We now summarize our results in the following lemma, which will serve as the analogue of Proposition 2.4.
Lemma 6.11. Suppose M is a suitable model and
(1) P * is an ω-iteration of perfect posets, (2) Q 0 ⊆ Q * 0 and for all n < ω, 1l P * n forces thatQ n is a perfect poset andQ * n extends it, (3) P n ⊆ P * n , (4) every maximal antichain of P n from M remains maximal in P * n , (5) every maximal antichain of P( P , <ω ω) from M remains maximal in P( Pω-iteration of perfect posets where Q 0 = P min and eachQ n =P min . Suppose the ω-iteration P α = P α n | n < ω of perfect poset has been defined. We let P α = P α+1 , unless the following happens. Suppose S α codes a well-founded binary relation E ⊆ α × α such that the collapse of E is a suitable model M α with P α ∈ M α and α = ω Mα 1 . In this case, we take the L-least M α -generic filter G ⊆ Q( P α , <ω ω) and let P α+1 = P * α as constructed in M α [G]. At limit stages λ, to obtain the ω-iteration P λ , we let Q λ 0 be the union of the Q ξ 0 for ξ < λ, and given that we have defined P λ n , we letQ λ n be a P λ n -name for the poset that is the union of theQ ξ n for ξ < λ.
In order for this limit definition to make sense, we need to verify that eachQ ξ n is a P λ n -name for a perfect poset. So let's argue that this is indeed the case.
Clearly P λ 1 makes sense, P ξ 1 ⊆ P λ 1 for every ξ < λ, and every maximal antichain of P ξ 1 from M ξ remains maximal in P λ 1 . So we can assume inductively that we have defined P λ n so that P ξ n ⊆ P λ n for every ξ < λ, and every maximal antichain of P ξ n in M ξ remains maximal in P λ n . Let H * ⊆ P λ n be V -generic. By our assumption, the filter H * restricts to an M ξ -generic filter H for P remains maximal in P λ n+1 . Fix p ∈ P λ n+1 . We can assume inductively that we have already showed for every µ < ν < λ, that every maximal antichain of P µ n+1 in M µ remains maximal in P ν n+1 . Then, by definition of P λ n+1 , there is some ξ < η < λ such that p(0) ∈ Q η 0 , and p ↾ i p(i) ∈Q η i for 1 ≤ i < n. Since A is maximal in P η n+1 , it follows that there is some q ∈ A that is compatible with p ∈ P η n+1 ⊆ P λ n+1 . In particular, we have just shown the following.
Lemma 6.12. If λ is a limit ordinal and ξ < λ, then P ξ n ⊆ P λ n and every maximal antichain of P ξ n from M ξ remains maximal in P λ n . Lemma 6.13. If α < β < ω 1 , then every maximal antichain of P( P α , <ω ω) from M α remains maximal in P( P β , <ω ω).
Proof. Fix a maximal antichain A of P( P J , <ω ω). Choose some transitive M ≺ L ω2 of size ω 1 with A ∈ M . We can decompose M as the union of an elementary chain of countable substructures
with A ∈ X 0 . By the properties of ♦, there is some α such that α = ω 1 ∩ X α , P α n = P J n ∩ X α for all n < ω, and S α codes X α . Let M α be the transitive collapse of X α . Then P α n is the image of P J n under the collapse and α is the image of ω 1 . LetĀ = A ∩ X α be the image of A. So at stage α in the construction of P J , we chose a forcing extension
. By Lemma 6.13,Ā remains maximal in all further n are the restrictions of G to a level n node.
Suppose that P = P n | n < ω is an ω-iteration of perfect posets and H is a generic filter for P( P , <ω ω). Given a node s on level n of <ω ω, let x s be the n-length sequence of generic reals added by H on node s and letẋ s be the canonical name for x s .
For the next lemma, suppose that P = P n | n < ω is an ω-iteration of perfect posets that is an element of a suitable model M . We should think of P as one of the ω-iterations P α arising at stage α in the construction of the ω-iteration P J and we should think of M as the model M α from that stage.
Lemma 7.1. In M , suppose thatṙ is a P( P , <ω ω)-name for an n-length sequence of reals such that for all nodes s on level n of <ω ω, is dense in P( P * , <ω ω).
Then in a forcing
Proof. Fix a condition f X ∈ P( P * , <ω ω) and a node d on level n of <ω ω. We need to find a condition f
Since U is dense in P( P * , <ω ω), we can assume without loss that f X ∈ U. For a node s on level m of X, let
Let j 0,s , . . . , j m−1,s = j s , and note that we can have j s = j s ′ . By strengthening if necessary, we can assume that there is a node s ∈ X with j s = d. Repeatedly using the construction in the proof of Lemma 6.7 on terminal nodes, we can find a determined condition g Y ∈ G with g Y ( j s ) = (q js , F js ) such that for every node s ∈ X, some τ s : m → <ω 2 lies on (q js , F js ) with q js (0) τs(0) ≤ S 0,s , and for all 1
The construction gives τ s satisfying that if s ′ extends s, then τ s ′ extends τ s . Now we are going to construct a condition a g A ∈ P( P , <ω ω) with a g A (s) = q s associated to g Y , satisfying the following properties:
(1) X ⊆ A and for every node s ∈ X, q s ≤ q js | τ s . There is X ⊆Ā ⊆ A such that:
(2) For every σ which lies on (q d , F d ), there is a node s σ ∈Ā such that q sσ ≤ q d | σ. (3) For every node s on level n ofĀ, a g A forces over P( P , <ω ω) the statement:
"There is i < n − 1 such thatṙ ↾ i is (ground model) generic for P i anḋ
." Let aĀ be a condition in P( P , <ω ω) with X ⊆Ā be such that aĀ(s) = q js | τ s for every node s ∈ X, and for every σ which lies on (q d , F d ), there is a node s σ ∈Ā such that aĀ(s σ ) = q d | σ. Fix a node s on level n ofĀ and consider a forcing extension M [H] by P( P , <ω ω). By assumption, we have r =ṙ H = x s . So there is i < n − 1 such that r ↾ i = x s ↾ i and r(i) = x s (i). So we can strengthen aĀ to a condition a A ′ forcing that there is i < n − 1 such thatṙ ↾ i is M -generic anḋ
. By repeating this for all the finitely many nodes on level n, we obtain the required condition a g A . Next, we can carry out the construction in the proof of Proposition 4.8, moving up the tree instead of up the iteration, to obtain a conditionḡ Y ≤ g Y withḡ Y ( j s ) = (q js ,F js ) such that for every s ∈ X, some σ lies on (q js ,F js ) havingq js | σ ≤ a g A (s). We can also ensure that for every τ which lies on (
We will be done if we can show that a g A forces the statement Φ(d) over
is in the filter determined by r. Thus, there is some σ which lies on p such for for all i < n, r(i) is a branch through (p | σ(i)) r↾i . By construction, we have that p | σ ≤ a g A (s) for some s on level n of <ω ω. Let H be the restriction of H * to an M -generic filter for P( P , <ω ω), and note that a g A ∈ H. Thus, there is some i < n − 1 such that r(i) is not a branch through (a g A (s)(i)) r↾i , which is the desired contradiction.
is L-generic for P n , then r = x s for some node s on level n of <ω ω.
Proof. Let's suppose that r is not one of the x s for s on level n of <ω ω. Leṫ r be a nice P( P J , <ω ω)-name for r such that for all nodes s on level n of <ω ω, 1l P( P J , <ω ω)ṙ =ẋ s .
Choose some transitive M ≺ L ω2 of size ω 1 withṙ ∈ M . We can decompose M as the union of a continuous elementary chain of countable substructures
withṙ ∈ X 0 . By the properties of ♦, there is some α such that α = ω 1 ∩ X α , P α n = P J n ∩ X α for all n < ω, and S α codes X α . Let M α be the transitive collapse of X α . Then, for every n < ω, P α n is the image of P J n under the collapse, and α is the image of ω 1 . The nameṙ is fixed by the collapse by our assumption that we can always code conditions in P( P J , <ω ω) by subsets of ω and because all antichains of P( P J , <ω ω) are countable. So at stage α in the construction of P J , we chose a forcing extension
By elementarity, M α satisfies that 1l P( Pα, <ω ω) ṙ =ẋ s for all s on level n of <ω ω.
Thus, by Lemma 7.1, for every s on level n of <ω ω, P( P α+1 , <ω ω) has a maximal antichain A s consisting of conditions f X forcing the statement:
is not in the filter determined byṙ."
It follows, by an argument analogous to the proof of Proposition 2.7, that every A s remains maximal in P( P J , <ω ω). So let's argue that if f X ∈ A s , then f X forces in
is not in the filter determined byṙ. LetH * ⊆ P( P J , <ω ω) be an L-generic filter containing f X and letH be the restriction ofH * to P( P α+1 , <ω ω). Let r =ṙH * and suppose that it is L-generic for
9. Symmetric models of ZF + AC ω + ¬DC We will construct a symmetric submodel of a forcing extension L[G] by P( P J , <ω ω 1 ) in which ZF + AC ω holds, but DC fails. The reals of this model will be a model of second-order arithmetic in which Z 2 + Σ 1 ∞ -AC holds, but Π 1 2 -DC fails. Let's start with a brief discussion of the method of constructing symmetric submodels of a forcing extension, which goes all the way back to Cohen's pioneering work on forcing.
Suppose that P is a forcing notion. Recall that if π is an automorphism of P, then we can apply π recursively to conditions in a P-name σ to obtain the P-name π(σ). It is not difficult to see by induction on complexity of formulas, that for every formula ϕ and condition p ∈ P, p ϕ(σ) if and only if π(p) ϕ(π(σ)). Fix some group G of automorphisms of P. Recall that a filter F on subgroups of a group G is normal if whenever g ∈ G and K ∈ F , then gKg −1 ∈ F . Let's fix a normal filter F on the subgroups of G. The subgroup of G fixing a particular P-name σ, consisting of automorphisms π such that π(σ) = σ, is called sym(σ). If sym(σ) is in F , then we say that σ is a symmetric P-name. We recursively define that a P-name is hereditarily symmetric when it is symmetric and all names inside it are hereditarily symmetric. Let HS be the collection of all hereditarily symmetric P-names. Let G ⊆ P be V -generic. The symmetric model
associated to the group of autmorphisms G and the normal filter F consists of the interpretations of all hereditarily symmetric P-names. It is a standard result that N |= ZF.
We would like to review now a classical construction of a symmetric model in which countable choice holds but dependent choice fails, which is due to Jensen [Jen67] . Let P be the forcing adding a set of Cohen subsets of ω 1 , indexed by the tree <ω ω 1 , with countable conditions. We will call the poset adding a Cohen subset to ω 1 with countable conditions Add(ω 1 , 1). So, more precisely, conditions in P are functions f X : X → Add(ω 1 , 1), where X is some countable subtree of <ω ω 1 , ordered so that g Y ≤ f X whenever X ⊆ Y and for all t ∈ X, g Y (t) ≤ f X (t) in Add(ω 1 , 1). Note that P is countably closed. Next, we need to select an appropriate group of automorphisms of P.
Let Aut( <ω ω 1 ) be the automorphism group of the tree <ω ω 1 . Every automorphism π ∈ Aut( <ω ω 1 ) induces an automorphism π * of P, so that π
Next, we need to select an appropriate filter on the subroups of G. Let's call a subtree T of the tree <ω ω 1 useful if it is countable and doesn't have an infinite branch. Given a useful tree T , let H T be the subgroup of G consisting of all automorphisms π * such that π point-wise fixes T . Let F be the filter on the subgroups of G generated by all such subgroups H T with T a useful tree. To see that F is normal, observe that if T is a useful tree and H T ⊆ K ∈ F , then π " T is useful and H π"T ⊆ π * Kπ * −1 . Now, let G ⊆ P be V -generic and let N = {σ G | σ ∈ HS} be the symmetric model associated to G and F . In V [G], let T be the tree isomorphic to <ω ω 1 whose nodes are the Cohen subsets of ω 1 added by G. Given a node t ∈ <ω ω 1 , let σ t be the canonical name for the Cohen subset of ω 1 added on node t by G. Leṫ T = {(op(σ s , σ t ), 1l P ) | s ≤ t in <ω ω 1 }, where op(σ s , σ t ) is the canonical P-name for the ordered pair of σ s and σ t . ClearlyṪ G = T . Fix any π * ∈ G, and observe that π * (Ṫ ) = {(op(σ π(s) , σ π(t) ), 1l P ) | s ≤ t in <ω ω 1 } =Ṫ . Also, any automorphism π * with π(s) = s fixes σ s . This shows thatṪ ∈ HS, and hence T is in the symmetric model N . Using that a symmetric name must be fixed by a group of automorphisms point-wise fixing a tree without an infinite branch, we can show that no infinite branch through T can have a symmetric name, and so DC fails in N . Using that P is countably closed, we can show that AC ω holds in N .
We are now ready to construct a symmetric model N of a forcing extension L[G] by P( P J , <ω ω 1 ) with the same properties. First, observe that every π ∈ Aut( <ω ω 1 ) induces an automorphism π * of P( P J , <ω ω 1 ) so that π * (f X ) = f π"X with f π"X (t) = f X (π −1 (t)). As above, let G be the group of automorphisms π * for π ∈ Aut( <ω ω 1 ) and let F be the normal filter generated by the subgroups H T of G, consisting of all automorphisms point-wise fixing some useful subtree T of ω 1 <ω . Note that in the present situation the domains of conditions f X are finite subtrees X, while we use countable trees T to determine which names are symmetric. Let N ⊆ L[G] be the symmetric model determined by the group of automorphisms G and the filter F . In L[G], consider the tree T , isomorphic to <ω ω 1 whose nodes are the generic sequences of reals added by G. The argument we gave above generalizes in a straightforward way to show thatṪ , the canonical name for T , is hereditarily symmetric, and hence T ∈ N .
Suppose T is any subtree of ω 1 <ω . If f X is a condition in P( P J , <ω ω 1 ), we will denote by f X∩T , the restriction of f X to nodes in T , i.e. f X∩T has domain X ∩ T and f X∩T (t) = f X (t). We let We will argue that f X σ = σ * . Let H ⊆ P( P J , <ω ω 1 ) be some L-generic filter containing f X . Suppose ξ ∈ σ H . Then there is g Y ∈ H such that g Y ≤ f X and g Y ξ ∈ σ, from which it follows that (ξ, g Y ∩T ) ∈ σ * and g Y ∩T ∈ H. So we have ξ ∈ σ * H . Next, suppose that ξ ∈ σ * H . Then there is a condition g Y ξ ∈ σ such that (ξ, g Y ∩T ) ∈ σ * and g Y ∩T ∈ H. But by Proposition 9.1, it follows that g Y ∩T ξ ∈ σ, and so ξ ∈ σ H . Lemma 9.3. DC fails in N .
Proof. We will argue that T does not have a infinite branch in N , and hence DC fails. Suppose to the contrary that N has an infinite branch b through T , which we can view via coding as a subset of natural numbers (since it is an ω-length sequence of reals). Fix a symmetric nameḃ for b, as witnessed by a useful tree T . By Proposition 9.2, we can assume that the nameḃ mentions only conditions with domains contained in T . Recall that for a node s ∈ <ω ω 1 , x s is the L-generic sequence of reals for P J len(s) added by G on node s andẋ s is the canonical P( P J , <ω ω 1 )-name for x s . Letb be the branch through the tree <ω ω 1 which corresponds to b via the obvious isomoprhism. Since T doesn't have infinite branches by assumption,b cannot be a branch through T . Thus, there is some natural number n such that b ↾ n ⊆ T andb(n) = s is outside T .
Fix a condition f X ḃ (n) =ẋ s , and assume without loss that s ∈ X. It is easy to see that conditions g Y having some t ∈ Y \ (X ∪ T ) with g Y (t) = f X (s) are dense below f X . So fix a condition g Y ∈ G with X ⊆ Y and t ∈ Y \ (X ∪ T ) with g Y (t) = f X (s). Let π be the automorphism of the tree <ω ω 1 which swaps s with t. Let H = π " G, which is also L-generic for P( P J , <ω ω 1 ). Observe thatḃ H = b since the nameḃ only mentioned conditions with domain in T . Observe also that f X ∈ H since it is above π(g Y ) = g π"Y . So it must be the case that b(n) = (ẋ s ) H . But this is impossible because (ẋ s ) H = x t and (ẋ s ) G = x s and, by genericity, x s = x t .
The proof of the next lemma relies mainly on the fact that P( P J , <ω ω 1 ) has the ccc and uses very little else about what the conditions in P( P J , <ω ω 1 ) look like. So to make the notation nicer, we will switch away from the previous convention and call conditions in P( P J , <ω ω 1 ) standard names like p and q.
Lemma 9.4. AC ω holds in N .
Proof. Suppose F ∈ N is a countable family of non-empty sets. LetḞ be a hereditarily symmetric name for F with the useful tree S witnessing thatḞ is symmetric, and let q ∈ G force thatḞ is a countable family of non-empty sets. We would like to build a nameĊ ∈ HS such that q forces thatĊ is a choice function forḞ . We will adapt the following strategy. First, we will build a mixed nameĊ 0 ∈ HS (over an antichain below q) and a useful tree T 0 extending S, witnessing thatĊ 0 is symmetric, such that q Ċ 0 ∈Ḟ (0). Next, we will build a mixed nameĊ 1 ∈ HS and a useful tree T 1 extending T 0 , witnessing thatĊ 1 is symmetric, such that q Ċ 1 ∈Ḟ (1). Proceeding in this fashion, we will build namesĊ n ∈ HS and an increasing sequence of useful trees T n such that q Ċ n ∈Ḟ (n). Provided we can ensure in the course of the construction that T = n∈ω T n does not have an infinite branch, we will be able to build from the namesĊ n a hereditarily symmetric namė C, witnessed by T to be symmetric, that is forced by q to be a choice function foṙ F .
Let D 0 be the dense set below q of conditions p such that for some nameċ p ∈ HS, p ċ p ∈Ḟ (0). We will thin out D 0 to a maximal antichain over which we can mix the namesċ p to get the desired nameĊ 0 ∈ HS. At the beginning, we choose some condition p 0 ∈ D 0 and a nameċ p0 ∈ HS, witnessed by a useful tree S Let π be an automorphism of the tree <ω ω 1 which moves every bad node t (and its bad successors along with it) to some node outside S 0 . Since S 0 is countable and each node in <ω ω 1 has ω 1 -many successors, there are many nodes to which the nodes t can move. Since π fixes S, we have π * ∈ H S . So we have π
) ∈Ḟ (0). We can safely union up S 0 and π " S ′ 1 without growing any branches in S 0 that have extended beyond S. But the problem now is that π * (p ′ 1 ) may no longer be incompatible with p 0 , since the incompatibility could have come from some node t that got moved. This, however, can be easily remedied by adding back to π * (p ), and let S 1 be the union of S 0 and π " S ′ 1 . Using that the filter F is normal, it is not difficult to see that the image of a name σ in HS under an automorphism π * from G is also a name in HS, and moreover if some useful tree T witnesses that σ is symmetric, then π " T witnesses that π * (σ) is symmetric. Soċ p1 ∈ HS and S 1 witnesses that it is symmetric. Finally, note that dom(p 1 ) ⊆ S 1 . In the next step, we choose some condition in D 0 incompatible with both p 0 and p 1 together with some name in HS it forces to be inḞ (0). We use an automorphism from H S to transform the witnessing tree into a tree that can be unioned up with S 1 without growing any branches by moving over nodes (outside S) that have new nodes sitting directly above them. We continue this process transfinitely for as long as we can find a condition in D 0 that is incompatible to all previously chosen conditions. At limit stages, we simply take the union of the increasing sequence of trees constructed up to that stage. The process must terminate by some countable ordinal stage α since P( P J , <ω ω 1 ) has the ccc. Thus, the final union tree T 0 = ξ<α S ξ must be countable and by construction, since we never allow any branch to grow more than once, T 0 cannot have an infinite branch.
Let's argue that the tree T 0 , because it contains ξ<α dom(p ξ ), witnesses that the mixed nameĊ 0 of the namesċ p ξ for ξ < α over the antichain p ξ | ξ < α is symmetric. Recall thaṫ C 0 = ξ<α {(τ, r) | r ≤ p ξ , r τ ∈ċ p ξ , τ ∈ dom(ċ p ξ )}.
Reflection can fail in models of ZFC without powerset
Let's call the Reflection Principle the statement that for every set a and formula ϕ(x, a), there is a transitive set model M containing a such that ϕ(x, a) is absolute between M and the universe. By the Lévy-Montague reflection, ZFC implies the Reflection Principle, namely every formula is reflected by some V α . It is natural to wonder whether the Reflection Principle holds in models of ZFC − , which may not have the V α -hierarchy.
5 It has been suspected for a long time that the Reflection Principle can fail in such models. The question was first asked by Zarach in [Zar96] , and considered again in [GHJ] . We will show that the Reflection Principle fails in the model H N ω1 , where N is the symmetric submodel of the forcing extension L[G] by P( P J , <ω ω 1 ) that we constructed in Section 9. The argument requires first seeing that the Reflection Principle is equivalent to a version of DC for definable relations. Following [GHJ] , let's define that the Dependent Choice Scheme, abbreviated DC-scheme, asserts for every formula ϕ(x, y, z) and parameter a that if for every x, there is y such that ϕ(x, y, a) holds, then there is an ω-sequence x n | n < ω such that for all n, ϕ(x n , x n+1 , a) holds; in other words, if a definable relation has no terminal nodes, then we can make ω-many dependent choices according to it.
Lemma 11.1 ([GHJ]). The Reflection Principle is equivalent over ZFC
− to the DC-scheme. Proof. First, let's assume that the Reflection Principle holds. Fix a relation ϕ(x, y, a) without terminal nodes. Let M be a transitive set which reflects ϕ(x, y, a) and let R be the set relation on M derived from ϕ(x, y, a). Now fix a well-ordering W of M and use it to define an ω-sequence of choices according to R.
Next, suppose that the DC-scheme holds. Fix a formula ϕ(x, a). Observe that given any set A, using collection, we can argue that there is a setĀ ⊇ A which is closed under existential witnesses for subformulas of ϕ(x, a) with parameters from A. By taking the transitive closure we can assume thatĀ is transitive. So consider the definable relation R which says that A is related toĀ, whenever A ⊆Ā,Ā is transitive, andĀ is closed under existential witnesses for subformulas of ϕ(x, a) with parameters from A. We just argued that R has no terminal nodes. Thus, we can make a sequence M n | n < ω of dependent choices in R. But then clearly M = n<ω M n reflects ϕ(x, a). , where N is the ZF-model constructed in Section 9. Clearly M |= ZF − and since N |= AC ω , choice holds in M , so M |= ZFC − . Since T is definable in M (by the argument given in the proof of Theorem 10.1), it follows that the DC-scheme fails in M . Thus, by Lemma 11.1, the Reflection Principle fails as well. 5 In the absence of powerset, the axiom of choice, defined as the existence of choice functions, is not equivalent the assertion that every set can be well-ordered [Zar82] . Here the theory ZFC − is assumed to include the assertion that every set can be well-ordered.
6 This equivalence holds regardless of whether we include the existence of choice functions or well-orderings as the choice axiom in our theory.
Open Questions
We The theory ZFC − together with the assertion that there is a largest cardinal κ that is inaccessible is bi-interpretable with the second-order set theory KelleyMorse together with an appropriate version of the choice scheme. Kelley-Morse is the set-theoretic analogue of Z 2 in that it contains the comprehension scheme for all second-order assertions. The strategy for answering Question 12.3 involves defining a version of Jensen's forcing for an inaccessible cardinal κ and carrying out the rest of the construction to produce a symmetric model N such that (V N κ , V N κ+1 ) is a model of Kelley-Morse together with the choice scheme in which the dependent choice scheme fails. We will undertake this project in an upcoming article.
