Model selection uncertainty would occur if we selected a model based on one data set and subsequently applied it for statistical inferences, because the "correct" model would not be selected with certainty. When the selection and inference are based on the same dataset, some additional problems arise due to the correlation of the two stages (selection and inference). In this paper model selection uncertainty is considered and model averaging is proposed. The proposal is related to the theory of James and Stein of estimating more than three parameters from independent normal observations. We suggest that a model averaging scheme taking into account the selection procedure could be more appropriate than model selection alone. Some properties of this model averaging estimator are investigated; in particular we show using Stein's results that it is a minimax estimator and can outperform Stein-type estimators.
Introduction
considered the problem of estimating several parameters from independent normal observations, and showed that it was possible to uniformly improve on the maximum likelihood estimator under the total squared error risk measure in dimension three and higher. The setting relating to Stein's estimation is as follows: Let The statistical community was astonished by the proof of James and Stein estimator (JSE) in 1961 (Efron and Morris 1977) . Many statisticians were skeptical about JSE (mainly) because it does not share many of the nice properties of the MLE; e.g. it is nonlinear, biased and with probability density function (pdf) which cannot be expressed in a closed form (Efron and Morris 1977, Richards 1998 (2) Clearly, model selection is a special case of model averaging, with one of the weights set to unity, and all the others to zero, i.e the estimator based on a selection procedure is a mixture (0-1 weight) of the candidate estimators 1 
 
Clearly, the properties of ˆk  depend on (among other things) the set of candidate models, , and on the selection procedure, which we denote by S .
Nguefack-Tsague and Zucchini (2011) proposed a model averaging estimator in which the selection procedure is taken into account. Their proposal depends on estimators
with its associated model averaging estimator given by
Nguefack-Tsague and showed that this weighting scheme dominates classical model averaging estimators and PMSEs in a simple linear regression example. The problem that needs to be solved is that of constructing estimators, ( | ) We consider the estimation of a multivariate mean when many estimators are plausible for a set of K models. Instead of selecting one of them using a specific selection criterion, we average over all these estimators by taking account this selection criterion (see Nguefack-Tsague and Zucchini 2011). Although each of the competing estimators does not necessary follow a multivariate normal distribution, it is assumed that the true model (i.e. the one that generated the data) does. It is also assumed that the model selection probabilities are computed independently from the data, for example using the Monte Carlo procedure of Miller (2002) . This paper considers Stein's estimation problem where many models are a-priori plausible. In this situation one often uses the data to select the ``best" model; this model is then used to make inferences, ignoring model selection uncertainty, i.e. the fact that the selection step and inference were carried out using the same data. We suggest that a model averaging scheme taking into account the selection procedure could be more appropriate than model selection alone. For example, instead of selecting one estimator over those given in Equation (5), we propose to average over K estimators in which the selection procedure is taken into account in the weighting scheme. In particular, this example shows that it is possible to average over Stein-type estimators (which already outperform MLE ) and obtain a better estimator. Some properties of this model averaging estimator are investigated; in particular we showed using Stein's results that it is a minimax estimator and can outperformed Stein-type estimators. A Bayesian approach for estimating a multivariate mean under model uncertainty is considered in NguefackTsague (2013c).
This paper is organized as follows. In Section 2 we define some concepts and the properties of the model averaging estimator. We show in Section 3 that it can improve over Stein-type estimators while Section 4 deals with a construction of confidence interval using this estimator. Our article ends with concluding remarks. Proof. Denote ( | , ) = .
Definitions and properties of the model averaging estimator

Definitions
Definition 1. An estimator  is minimax if ( , )( , )
Properties of the model averaging estimator
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Lemma 3 (Lemma 2 of Stein (1981, page 1137)). If : R R
From Equation ( in Equation (8) as = log gH  are now defined as
where c is a constant. Let () S  the corresponding model averaging estimator from Equation (6) with g defined as in Equation (10). Figure (1) shows that the relative efficiency is an increasing function of z , i.e. as the proportion of data increases, the relative efficiency also increases. It also shows that in Equation (13) This means that the modified version of the weighted estimator (model averaging) given in Equation (10) is better than Jame-Stein estimator, for any proportion z of the data.
When =1
z , that is = pj , eff(1)=1, then both estimators have the same improvement over the maximum likelihood estimator.
Confidence sets for the mean
Here we illustrate how to obtain an approximate confidence sets for the parameter  . 
