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1. Introduction
One of the main advantages of wavelet systems is a good time-frequency localization. Smoothness of wavelets is also a
useful and desired property. So
to construct orthonormal wavelets that preserve time-frequency localization as their orders of smoothness increase (1)
is a very attractive and interesting problem. In the sequel, by a wavelet we mean a function generating an orthonormal basis
of L2(R) (see the deﬁnition in Section 2). The measure of the time-frequency localization is an uncertainty constant (see
the deﬁnition in Section 2). So we are interested in wavelet families such that their uncertainty constants are bounded. It is
well known that the main classical families of wavelets contain wavelet functions with arbitrarily large ﬁnite smoothness.
Thus, one can investigate how a functional deﬁned on a family of wavelets depends on smoothness of the wavelets. Let the
functional be the uncertainty constant. Unfortunately, the main classical families of wavelets lose the time-frequency local-
ization as smoothness of chosen wavelet function grows. More precisely, Chui and Wang in [1] show that the uncertainty
constants of scaling and wavelet functions tend to inﬁnity as smoothness of the wavelets grows for a broad class of wavelets
such as, for example, Daubechies wavelets and spline wavelets. So Daubechies wavelets and spline wavelets don’t settle (1).
Later Chui and Wang in [2] and Goodman and Lee in [3] construct families of nonorthogonal scaling functions and semi-
orthogonal wavelet functions. These functions have an optimal uncertainty constants (in the sense of Heisenberg uncertainty
principle) as smoothness parameter tends to inﬁnity. But there is no information about orthogonal scaling and wavelet
functions in [2] and [3].
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are compactly supported. The squared modulus of the modiﬁed Daubechies mask is the Bernstein polynomial interpolating
a piecewise linear function (in the case of the classical Daubechies wavelet, the characteristic function is interpolated).
Smoothness of the modiﬁed Daubechies wavelet grows as the order of the Bernstein polynomial increases. The time-
frequency localization of the autocorrelation function constructed for the scaling function of this family is preserved with
respect to the smoothness parameter. But whether the modiﬁed Daubechies scaling and wavelet functions preserve the
time-frequency localization as smoothness grows is a still open question.
In [6], the author constructs a new wavelet family solving problem (1) for scaling functions. New scaling functions decay
exponentially and their Fourier transforms decay as O (ω−l), like spline wavelets; the uncertainty constants of the scaling
functions are uniformly bounded with respect to the smoothness parameter l. The construction is based on the de la Vallee
Poussin means of a function closely connected with a Meyer mask.
In the present paper, we construct a wide class of such wavelets (see Theorem 1). A new wavelet function also decays ex-
ponentially at inﬁnity and its Fourier transform decays as O (ω−l), like spline wavelet; that is why it is named a quasispline
wavelet function (see Deﬁnition 1). The construction is based on a linear method of summation satisfying some weak, easily
satisﬁed conditions (see Theorem 2). The wavelet system constructed in [6] is an example of the quasispline wavelets. It is
proven that the quasispline wavelets solve problem (1) for scaling and wavelet functions. Moreover, since the uncertainty
constant for Meyer scaling and wavelet functions is bounded, a stronger than the boundedness property for the quasispline
wavelets is proven (see Theorem 1, item 3). Namely, we establish the convergence of the uncertainty constants deﬁned for
the new scaling (wavelet) functions to those of the Meyer scaling (wavelet) function used in construction with respect to the
smoothness parameter l. It is well known that the Meyer scaling functions and wavelets decay faster then any polynomial
O (t−n), t → ∞, n ∈ N, but slower then exponent (see, for example, [7] the end of Section 5.4). So the spline wavelets and
the quasispline wavelets are better then the Meyer ones in the time domain (but, of course, not in the frequency domain).
Moreover, there is no inﬁnitely smooth wavelet (ψ ∈ C∞) decaying like exponent [7, Corollary 5.5.3]. The above result (see
Theorem 1, item 3) also means that the uncertainty constant is a continuous functional of a nonorthogonal mask ml . It is
necessary to note that the construction of quasispline wavelets can be based not only on the Meyer mask but also on any
smooth orthogonal mask m such that m(ω) = 1 if |ω| < a and m(ω) = 0 if b < |ω| < π for some π/3 a < b  2π/3. Also
we estimate the rate of the convergence.
2. Notations and auxiliary results
By [x] denote an integer part of a real number x. By Ck[a,b] denote the space of all k times continuously differentiable
functions deﬁned on the interval [a,b]. This is a Banach space with respect to the norm ‖ f ‖Wk∞ :=
∑k
j=0 maxx∈[a,b] | f ( j)(x)|.
Be deﬁnition, put C0[a,b] = C[a,b] and C[−π,π ] = C .
We choose the Fourier transform and the reconstruction formula as
gˆ(ω) :=
∫
R
g(t)e−itω dt, g(t) := 1
2π
∫
R
gˆ(ω)eitω dω
respectively. For the Fourier series f ∼ a02 +
∑
n∈N an cosnω + bn sinnω the sequence (λn,k), k = 1, . . . ,n, n ∈ N deﬁnes
a linear method of summation
un( f ,ω) := a0
2
+
n∑
k=1
λn,k(ak coskω + bk sinkω) =
π∫
−π
f (x)Un(x,ω)dx,
where Un(x,ω) := 1/2+∑nk=1 λn,k cosk(x− ω) and the terms
an := 1
π
π∫
−π
f (ω) cosnωdω, bn := 1
π
π∫
−π
f (ω) sinnωdω
are the Fourier coeﬃcients. The following property holds true
un
(
f ′,ω
)= (un( f ,ω))′ω. (2)
A function ψ is called a wavelet function if the functions 2 j/2ψ(2 j · −k), j,k ∈ Z form an orthonormal basis of
L2(R).
By θ(ω) denote an odd function equal to π/4 for ω > π/3. We assume henceforth that θ(ω) is a nondecreasing twice
continuously differentiable function. By ω0 denote a parameter such that π/3  ω0 < π/2 and put ω1 := π − ω0. In the
sequel, the notations of ω0 and ω1 will be frequently employed. A Meyer scaling function ϕM is deﬁned by
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1, |ω| 2ω0,
cos(π4 + θ( π3(π−2ω0) (|ω| − π))), 2ω0 < |ω| 2π − 2ω0,
0, |ω| > 2π − 2ω0.
A Meyer mask is a 2π -periodic function deﬁned on [−π,π ] as follows mM(ω) := ϕ̂M(2ω). It is well known (see, for
example [7]) that under the above restrictions on the function θ the constant of uncertainty for the Meyer scaling and
wavelet function is bounded.
The uncertainty constant of f is the functional  f  fˆ such that
2f := ‖ f ‖−2L2(R)
∫
R
(t − t0 f )2
∣∣ f (t)∣∣2 dt, 2
fˆ
:= ‖ fˆ ‖−2
L2(R)
∫
R
(ω − ω0 fˆ )2
∣∣ fˆ (ω)∣∣2 dω,
t0 f := ‖ f ‖−2L2(R)
∫
R
t
∣∣ f (t)∣∣2 dt, ω0 fˆ := ‖ fˆ ‖−2L2(R) ∫
R
ω
∣∣ fˆ (ω)∣∣2 dω.
The terms  f ,  fˆ , t0 f , and ω0 fˆ are called a time radius, a frequency radius, a time centre, and a fre-
quency centre of the function f respectively.
The numbers ±eiω¯ are called a pair of symmetric roots of a mask m if m(ω¯) = m(ω¯ + π) = 0. A set B :=
{b1, . . . ,bn} of distinct complex numbers is called cyclic if b j+1 = b2j for j = 1, . . . ,n and bn+1 = b1. A cyclic set B is
called a cycle of a mask m if m(ω + π) = 0 for all ω such that exp(iω) = b j for some j = 1, . . . ,n. A trivial
cycle is the set {1}. A mask is called pure if it has neither pairs of symmetric zeros nor cycles. The following result gives
a necessary and suﬃcient condition for integer shifts ϕ(·+k), k ∈ Z of a scaling function ϕ to be stable (i.e., to form a Riesz
basis).
Proposition 1. (See [8, Corollary 3.4.15].) Integer shifts of a scaling function are stable (i.e., form a Riesz basis) iff its corresponding
mask has neither pairs of symmetric zeros nor nontrivial cycles.
The Hölder exponent α f of a function f deﬁned on some closed interval [a,b] is
α f := k + sup
β∈R
{
β ∈ R ∣∣ ∣∣ f (k)(x1) − f (k)(x2)∣∣ Cβ |x1 − x2|β, x1, x2 ∈ [a,b]},
where k := maxh∈Z{h | f ∈ Ch[a,b]}. Another characteristic of smoothness of f is
θ fˆ := sup
β∈R
{
β ∈ R ∣∣ ∣∣ fˆ (ω)∣∣ C(|ω| + 1)−β}.
Smoothness characteristics we introduced are known to satisfy the inequality θ fˆ − 1  α f  θ fˆ . By θ(m) we mean θϕˆ ,
where ϕ is the scaling function corresponding to the mask m. The following result can be used for ﬁnding θ(m).
Proposition 2. (See [8, Lemma 7.4.2 and Proposition 7.4.4].) Suppose that some mask m is represented as m(ω) = (cos ω2 )L+1mc(ω),
where mc is a pure mask; then θ(m) = L + 1+ θ(mc) and θ(mc) = limk→∞ θk, where
θk := −1k log2
∥∥mc(ω) · · ·mc(2k−1ω)∥∥∞. (3)
3. Basic construction and conditions for a linear method of summation
Let us introduce a nonorthogonal mask of a new wavelet function. It is deﬁned as the following 2π -periodic trigonomet-
ric polynomial
ml(ω) :=
(
cos
ω
2
)2l un(l)(mMl ,ω)
un(l)(mMl ,0)
, (4)
where
mMl (ω) :=
mM(ω)
(cos ω2 )
2l
, l ∈ N, (5)
mM is a ﬁxed Meyer mask, and the trigonometric polynomial un(l)(mMl , ·) is deﬁned by a ﬁxed linear method of summation
for the function mMl .
Since ml is a trigonometric polynomial and ml(0) = 1, we see that the inﬁnite product ∏∞j=1ml( ω2 j ) converges absolutely
and uniformly on an arbitrary compact set. (If an inﬁnite product is equal to zero, we assume that it converges.) Thus the
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by the equality
ϕ̂l(ω) =
∞∏
j=1
ml
(
ω
2 j
)
. (6)
The functions ϕl(·+k) for k ∈ Z form a Riesz basis in the closure of their linear span; this claim is a straight corollary of the
subsequent Lemma 6 and Proposition 1. From the estimate (17) to be established later it follows that the orthogonalizing
factor
Φl(ω) :=
∑
k∈Z
∣∣ϕ̂l(ω + 2πk)∣∣2 (7)
is well deﬁned. Using the function Φl we deﬁne the Fourier transform of an orthogonal scaling function
ϕ̂⊥l (ω) := ϕ̂l(ω)Φ−0.5l (ω), (8)
an orthogonal mask
m⊥l (ω) :=ml(ω)Φ0.5l (ω)Φ−0.5l (2ω), (9)
and, ﬁnally, the Fourier transform of a wavelet function
ψ̂⊥l (ω) := e
−iω
2 m⊥l
(
ω
2
+ π
)
ϕ̂⊥l
(
ω
2
)
. (10)
Deﬁnition 1. By a quasispline wavelet function we mean the function ψ⊥l , where the Fourier transform ψ̂
⊥
l
is deﬁned by (10) and a nonorthogonal mask is deﬁned by (4). The functions ϕ⊥l , m
⊥
l , ϕl , ml deﬁned by (8), (9), (6),
and (4) respectively are called a quasispline scaling function, a quasispline mask, a nonorthogonal
quasispline scaling function, and a nonorthogonal quasispline mask respectively.
So for any ﬁxed Meyer mask and for any ﬁxed linear method of summation we get the sequence (ψ⊥l )l∈N of quasispline
wavelet functions, and the symbol l is a smoothness parameter (see Theorem 4).
In the remaining part of the article the following main theorem will be proven.
Theorem 1. Suppose that ψ⊥l (ϕ
⊥
l ) is a quasispline wavelet (scaling) function (see Deﬁnition 1). Let us introduce the following nota-
tions
μ(l) := lα(l) + γ (l), ε(l) := α(l)/∥∥mMl ∥∥C , C0 := 32π2e2ω0/27,
ul := un(l)
(
mMl , ·
)
, u1,l := un(l)
((
mMl
)′
, ·), u0,l := ul/ul(0), c := inf
ll0
∣∣ul(0)∣∣, (11)
where α(l), γ (l) are deﬁned by (12) and (13) respectively in the subsequent Theorem 2, the parameter l0 is deﬁned in the proof of the
subsequent Lemma 1, the term ω0 , π/3ω0 < π/2 is the parameter of the Meyer mask, the function mMl is deﬁned by (5); then
1. The functions ϕ⊥l and ψ
⊥
l decay exponentially at inﬁnity (Theorem 5).
2. The functions ϕ̂⊥l and ψ̂
⊥
l decay as O (ω
−l) at inﬁnity, namely the Hölder exponents αϕ⊥l and αψ⊥l of the functions satisfy the
inequalities
2l − 1+ log2
(
c
1+ ε(l)
)
 αϕ⊥l  2l, 2l − 1+ log2
(
c
1+ ε(l)
)
 αψ⊥l  2l
for suﬃciently large l ∈ N (Theorem 4).
3. The uncertainty constants2
ϕ⊥l
2
ϕ̂⊥l
(2
ψ⊥l
2
ψ̂⊥l
) of the quasispline scaling (wavelet) functions ϕ⊥l (ψ
⊥
l ) tend to those of theMeyer
scaling (wavelet) function, namely∣∣2
ϕ̂⊥l
− 2
ϕ̂M
∣∣= O (max{μ(l), (4e2ω0)−2l+4 log2 1+ε(l)c }),∣∣2
ϕ⊥l
− 2
ϕM
∣∣= O (max{μ(l), lC−l+2 log2 1+ε(l)c0 }),∣∣2
ψ̂⊥l
− 2
ψ̂M
∣∣= O (max{μ(l), lC−l+2 log2 1+ε(l)c0 }),∣∣2
ψ⊥l
− 2
ψM
∣∣= O (max{μ(l), (4e2ω0)−l+2 log2 1+ε(l)c })
as l → ∞ (Theorems 3, 6, and 7).
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the following three conditions for the polynomials ul (see (11)).
Theorem 2. Suppose that there exists a sequence n(l) for l ∈ N such that∥∥ul −mMl ∥∥C =: α(l) = o(l−1) as l → ∞, (12)∥∥u1,l − (mMl )′∥∥C =: γ (l) = o(1) as l → ∞, (13)
un(l)
(
mMl ,π
) 	= 0, (14)
where ul and u1,l are deﬁned by (11); then the corresponding quasispline scaling (8) and wavelet (10) functions satisfy the conditions
of Theorem 1.
De la Vallee Poussin means satisfy these conditions (for the proof see [6, p. 460, p. 465, and p. 461] respectively).
Conditions (12)–(14) deﬁne a very wide class of linear methods of summation. It follows from Proposition 1 in [6] that for a
linear method of summation to satisfy the assumptions (12)–(14) it is suﬃcient to have ‖un(l)( f , ·)− f ‖C  Aω( f , (n(l))−α)
for any f ∈ C(−π,π), where α > 0, A is an absolute constant, and ω( f , ·) is a modulus of continuity. The inequality is
satisﬁed for many of the famous classical means deﬁned for example by operators such as Fejer, Rogosinski, monotonous de
la Vallee Poussin, Abel–Poisson operators.
4. Convergence of frequency radii for the scaling functions
Lemma 1. ‖ml −mM‖C  Kα(l) = o(l−1) as l → ∞, where K := ‖ul‖Cinfkl |uk(0)| + 1 is bounded.
Proof. Combining (4) and (12), we get∥∥ml −mM∥∥C = ∥∥∥∥(cos(ω/2))2l ulul(0) −mM
∥∥∥∥
C

∥∥∥∥ ulul(0) −mMl
∥∥∥∥
C

∥∥∥∥ ulul(0) − ul
∥∥∥∥
C
+ ∥∥ul −mMl ∥∥C  ‖ul‖Cinfkl |uk(0)| ∣∣ul(0) − 1∣∣+ α(l)

( ‖ul‖C
infkl |uk(0)| + 1
)
α(l).
Since ul(0) → mMl (0) = 1 as l → ∞, it follows that infkl0 |uk(0)|  c0 > 0 for some l0 ∈ N and some positive constant c0,
therefore ‖ul‖Cinfkl |uk(0)| is bounded. 
From here, we suppose that l l0.
Lemma 2. ‖m′l − (mM)′‖C = O (μ(l)) as l → ∞. The parameter μ(l) are deﬁned by (11).
Proof. Using Lemma 1, (2), and (13), we get∣∣∣∣((cos ω2
)2l
ul(ω)
)′
− (mM)′(ω)∣∣∣∣= ∣∣∣∣−l(cos ω2
)2l−1
sin
ω
2
ul(ω) +
(
cos
ω
2
)2l
u′l(ω) −
(
mM
)′
(ω)
∣∣∣∣
=
∣∣∣∣−l(cos ω2
)2l−1
sin
ω
2
(
mMl (ω) + ul(ω) −mMl (ω)
)
+
(
cos
ω
2
)2l((
mMl
)′
(ω) + u1,l(ω) −
(
mMl
)′
(ω)
)− (mM)′(ω)∣∣∣∣
=
∣∣∣∣−l tan ω2mM(ω) − l
(
cos
ω
2
)2l−1
sin
ω
2
(
ul(ω) −mMl (ω)
)
+
(
cos
ω
2
)2l
· (m
M)′(ω)(cos ω2 )
2l + l(cos ω2 )2l−1 sin ω2mM(ω)
(cos ω2 )
4l
+
(
cos
ω
)2l(
u1,l(ω) −
(
mMl
)′
(ω)
)− (mM)′(ω)∣∣∣∣2
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∣∣∣∣−l(cos ω2
)2l−1
sin
ω
2
(
ul(ω) −mMl (ω)
)
+
(
cos
ω
2
)2l(
u1,l(ω) −
(
mMl
)′
(ω)
)∣∣∣∣
= O (lα(l) + γ (l)).
Hence for ml , we have∣∣m′l(ω) − (mM)′(ω)∣∣= ∣∣∣∣ ((cos ω2 )2lul(ω))′ul(0) − (mM)′(ω)
∣∣∣∣

∣∣∣∣((cos ω2
)2l
ul(ω)
)′∣∣∣∣∣∣u−1l (0) − 1∣∣+ ∣∣∣∣((cos ω2
)2l
ul(ω)
)′
− (mM)′(ω)∣∣∣∣
= (∥∥(mM)′(ω)∥∥C + O (lα(l) + γ (l))) O (α(l))c + O (lα(l) + γ (l))
= O (lα(l) + γ (l)). 
Lemma 3. ‖ϕ̂l − ϕ̂M‖C[a,b] = O (μ(l)) as l → ∞ for any a < b, a,b ∈ R. The parameter μ(l) is deﬁned by (11).
Proof. One can rewrite the proof of the lemma from [6, Lemma 1]. It is suﬃcient to change the notation vl by ul and so
on and to use the conditions (12), (13) instead of the property of the de la Vallee Poussin mean (see the formulas (4)–(7),
(11), (12) in [6]). 
Lemma 4. ‖ϕ̂l − ϕ̂M‖L2(R) = O (max{μ(l), (4e2ω0)−l+2 log2
1+ε(l)
c }) as l → ∞. The parameters are deﬁned by (11).
Proof. We claim that there exists a function ξ such that ξ ∈ L2(R) and |ϕ̂l(ω)|  ξ(ω). The construction of the majorant
can be rewritten with an inessential change of notation from [6, Lemma 2]. So let us write the results. By deﬁnition, put
ϕ̂0,l(ω) :=
∞∏
j=1
ul(ω2− j)
ul(0)
. (15)
Then under the assumption |ω| 1 we have∣∣ϕ̂0,l(ω)∣∣ |ω|−2θ(u0,l)e2ω0(l+O (μ(l)))  |ω|2 log2 1+ε(l)c e2ω0(l+O (μ(l))). (16)
So |ϕ̂l(ω)| are majorized by the functions∣∣ϕ̂l(ω)∣∣ ξl(ω) :=
{
|ϕ̂M(ω)| + O (μ(l)), |ω| 4e2ω0 ,
eO (μ(l))|ω|−l+2 log2 1+ε(l)c , |ω| > 4e2ω0 .
(17)
Thus the function ξ may be deﬁned as
ξ(ω) :=
{
ν1, |ω| 4e2ω0 ,
ν2|ω|−l1+2 log2 1+ε(l)c , |ω| > 4e2ω0 ,
where ν1 and ν2 are constants, ν1, ν2 > 0, l1 := max{l0,2 log2 1+ε(l)c + 2}. Then the convergence follows from the Lebesgue
dominated convergence theorem and Lemma 3.
Let us estimate the rate of the convergence. If |ω| 4e2ω0 , then ϕ̂M(ω) = 0, so∥∥ϕ̂l − ϕ̂M∥∥2L2(R) = ∫
R
∣∣ϕ̂l(ω) − ϕ̂M(ω)∣∣2 dω = ∫
|ω|<4e2ω0
+
∫
|ω|4e2ω0
 8e2ω0
∥∥ϕ̂l − ϕ̂M∥∥2C[−4e2ω0 ,4e2ω0 ] + eO (μ(l)) ∫
|ω|4e2ω0
|ω|−2l+4 log2 1+ε(l)c dω
= 8e2ω0∥∥ϕ̂l − ϕ̂M∥∥2C[−4e2ω0 ,4e2ω0 ] + eO (μ(l))(4e2ω0)−2l+4 log2 1+ε(l)c +12l − 4 log2 1+ε(l)c − 1 .
This completes the proof of Lemma 4. 
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‖ϕ̂l − ϕ̂M‖C(R) = max{sup|ω|4e2ω0 |ϕ̂l(ω)− ϕ̂M(ω)|, sup|ω|>4e2ω0 |ϕ̂l(ω)− ϕ̂M(ω)|}. Using for the ﬁrst item Lemma 3 and for
the second one the deﬁnition of ϕ̂M and (17), we obtain sup|ω|4e2ω0 |ϕ̂l(ω) − ϕ̂M(ω)| = O (μ(l)) and sup|ω|>4e2ω0 |ϕ̂l(ω) −
ϕ̂M(ω)| = sup|ω|>4e2ω0 |ϕ̂l(ω)| = (4e2ω0)−l+2 log2
1+ε(l)
c .
Lemma 5. ‖Φl − 1‖C = O (max{μ(l), (4e2ω0)−2l+4 log2 1+ε(l)c }) as l → ∞. The parameters are deﬁned by (11).
Proof. Suppose ω ∈ [−π,π ]. Since ϕM is an orthogonal scaling function, we see that ∑k∈Z |ϕ̂M(ω+2πk)|2 = 1. Taking into
account (17), we deﬁne k0 := [2e2ω0/π + 1/2]. Hence∣∣Φl(ω) − 1∣∣= ∣∣∣∣∑
k∈Z
∣∣ϕ̂l(ω + 2πk)∣∣2 −∑
k∈Z
∣∣ϕ̂M(ω + 2πk)∣∣2∣∣∣∣

∑
k∈Z
∣∣(ϕ̂l(ω + 2πk))2 − (ϕ̂M(ω + 2πk))2∣∣= ∑
|k|k0
+
∑
|k|>k0
.
Using Lemma 3, we get∑
|k|k0
 (2k0 + 1)
(
sup
|ω|4e2ω0
∣∣ϕ̂l(ω) − ϕ̂M(ω)∣∣+ 2 sup
|ω|4e2ω0
∣∣ϕ̂M(ω)∣∣) sup
|ω|4e2ω0
∣∣ϕ̂l(ω) − ϕ̂M(ω)∣∣ O (μ(l)).
Since ϕ̂M(ω) = 0 as |ω| 4e2ω0 , using (17) and the deﬁnition of k0, we obtain∑
|k|>k0

∑
|k|>k0
eO (μ(l))|ω + 2πk|−2l+4 log2 1+ε(l)c = O ((4e2ω0)−2l+4 log2 1+ε(l)c ).
Therefore,
‖Φl − 1‖C = O
(
max
{
μ(l),
(
4e2ω0
)−2l+4 log2 1+ε(l)c }). 
Now let us prove the convergence of the frequency radii for the scaling function.
Theorem 3. |2
ϕ̂⊥l
− 2
ϕ̂M
| = O (max{μ(l), (4e2ω0)−2l+4 log2 1+ε(l)c }) as l → ∞. The parameters are deﬁned by (11).
Proof. Since the functions ϕ̂⊥l and ϕ̂M are even, we see that ω0ϕ̂⊥l
= ω0ϕ̂M = 0, where ω0ϕ̂⊥l , ω0ϕ̂M are the frequency centers
(see Section 2).
Taking into account Lemma 3, the proof of Lemma 5 (ϕ̂M(ω) = 0 as |ω| 4e2ω0 and so on), and the estimate (17), we
have ∣∣2
ϕ̂⊥l
− 2
ϕ̂M
∣∣= ∣∣∣∣∫
R
ω2
((
ϕ̂⊥l
)2
(ω) − ( ϕ̂M )2(ω))dω∣∣∣∣

∫
R
ω2
∣∣∣∣ (ϕ̂l)2(ω)Φl(ω) − ( ϕ̂M )2(ω)
∣∣∣∣dω ∫
|ω|<4e2ω0
+
∫
|ω|4e2ω0
 16e4ω0
∫
|ω|<4e2ω0
(
(ϕ̂l)
2(ω)
∣∣∣∣ 1Φl(ω) − 1
∣∣∣∣+ ∣∣(ϕ̂l)2(ω) − ( ϕ̂M )2(ω)∣∣)dω
+
∫
|ω|4e2ω0
ω2(ϕ̂l)
2(ω)
1
Φl(ω)
dω 16e4ω0
(
‖Φl − 1‖C
∫
|ω|<4e2ω0
(ϕ̂l)
2(ω)
Φl(ω)
dω
+ ∥∥ϕ̂l − ϕ̂M∥∥C[−4e2ω0 ,4e2ω0 ] ∫
|ω|<4e2ω0
∣∣ϕ̂l(ω) + ϕ̂M(ω)∣∣dω)
+ 2e
O (μ(l))(4e2ω0)−2l+4 log2
1+ε(l)
c +3
inf Φ (ω)(2l − 4 log 1+ε(l) − 3) .ω,l l 2 c
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|ω|<4e2ω0
(ϕ̂l)
2(ω)
Φl(ω)
dω,
∫
|ω|<4e2ω0
∣∣ϕ̂l(ω) + ϕ̂M(ω)∣∣dω
are bounded. Hence∣∣2
ϕ̂⊥l
− 2
ϕ̂M
∣∣= O (max{μ(l), (4e2ω0)−2l+4 log2 1+ε(l)c })+ O (μ(l))+ O ((4e2ω0)−2l+4 log2 1+ε(l)c )
= O (max{μ(l), (4e2ω0)−2l+4 log2 1+ε(l)c }). 
5. The growth of the smoothness and the exponential decaying
Lemma 6. The polynomial ml = (cos ·2 )2lu0,l is a pure mask.
Proof. Let us use Proposition 1. Recall that u0,l = ul/ul(0). Since (cosω/2)2l = 0 iff ω = π + 2πk, k ∈ Z, we apply Propo-
sition 1 for the polynomial ul . By the condition (12), sup[−π/2,π/2] |ul − mMl | = O (α(l)) = o(l−1) as l → ∞. Recall that
π/3ω0 < π/2, where ω0 is a parameter of the Meyer mask. Combining this with the deﬁnition (5), we get
inf|ω|ω0
∣∣ml(ω)∣∣= inf|ω|ω0(cosω/2)−2l = 1,
inf
ω0<|ω|π/2
∣∣ml(ω)∣∣= inf
ω0<|ω|π/2
∣∣∣∣cos(π4 + θ
(
π(2|ω| − π)
3(π − 2ω0)
))∣∣∣∣
√
2
2
(√
3
2
)−2l
.
Therefore for suﬃciently large l, ul(ω) 	= 0 on the interval [−π/2,π/2]. Hence the polynomial ul has no pair of symmetric
zeros.
If B := {b1, . . . ,bn} is a cyclic set and b1 = reiξ , then r = 1, ξ = 2πk2n−1 . If B is a nontrivial cycle of the mask ml , then any
number π + 2πk2n−1 is a root of ul . But we have just proven that ul(ω) 	= 0 on the interval ω ∈ [−π/2,π/2]. So the mask ml
has no a nontrivial cycle. Finally, the condition ul(π) 	= 0 is postulated in (14). Therefore ul has no a trivial cycle. 
Using Lemma 6, one can apply Proposition 2 to estimate smoothness of the nonorthogonal quasispline scaling function ϕl .
Lemma 7. The following inequality holds true 2l− 1+ log2( c1+ε(l) ) αϕl  2l for suﬃciently large l l0 . The parameters are deﬁned
by (11).
Proof. If we recall (12) and the notation c = infll0 ul(0), then we get
sup
ω
∣∣u0,l(ω)∣∣ supω |ul(ω)|c  (1+ ε(l)) supω |mMl (ω)|c  supω ∣∣ f0,l(ω)∣∣
for ε(l) := α(l)/‖mMl ‖C → 0 as l → ∞, where f0,l is an even 2π -periodic function and f0,l(ω) := (1+ε(l))(cosω/2)−2l/c for
0ωω1 and f0,l(ω) := 0 for ω1 < ω π . So we get θk(u0,l) θk( f0,l).
The deﬁnition of f0,l yields
∥∥ f0,l(ω) · · · f0,l(2k−1ω)∥∥∞ = f0,l(ω1) · · · f0,l(2−k+1ω1)= (cos ω12 · · · cos ω12k
)−2l(1+ ε(l)
c
)k
.
Then using Proposition 2, we have
θk( f0,l) = −1k log2
(
1+ ε(l)
c
)k
− 2l log2
∣∣∣∣cos ω12 · · · cos ω12k
∣∣∣∣−
1
k → log2
(
c
1+ ε(l)
)
as k → ∞. Passing to the limit, we use the identity ∏∞j=1 cos ω2 j = sinωω . Therefore θ(u0,l) log2( c1+ε(l) ). For u0,l , the mul-
tiplicity of the trivial cycle is equal to 2l. Hence 2l − 1 + log2( c1+ε(l) )  αϕl . By the deﬁnition of the norm ‖ · ‖∞ we have
‖u0,l(ω) . . .u0,l(2k−1ω)‖∞  u0,l(0) . . .u0,l(2k−1 · 0) = 1. Therefore Proposition 2 yields θk(u0,l)  0, then θ(u0,l)  0, thus
αϕl  2l. Finally, we obtain 2l − 1+ log2( c1+ε(l) ) αϕl  2l. 
Lemma 5 allows to estimate smoothness of the orthogonal scaling and wavelet functions.
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2l − 1+ log2
(
c
1+ ε(l)
)
 αϕ⊥l  2l, 2l − 1+ log2
(
c
1+ ε(l)
)
 αψ⊥l  2l
for suﬃciently large l l0 . The parameters are deﬁned by (11).
Proof. It is suﬃcient to prove θϕ̂l = θϕ̂⊥l = θψ̂⊥l . Using Lemma 5, we get 0 < c1  Φl(ω)  c2 < ∞. Therefore c
−0.5
2 |ϕ̂l| 
|ϕ̂⊥l | c−0.51 |ϕ̂l|. Thus taking into account the deﬁnition of θ fˆ , we get θϕ̂l = θϕ̂⊥l .
Then the application of (10) yields
∣∣ψ̂⊥l (ω)∣∣= ∣∣∣∣ml(ω2 + π
)
Φ0.5l
(
ω
2
+ π
)
Φ−0.5l (ω + 2π)ϕ̂l
(
ω
2
)
Φ−0.5l
(
ω
2
)∣∣∣∣.
There exists an arbitrary large ω (for example, ω ∈ [−2ω0 + 2π(2k − 1),2ω0 + 2π(2k − 1)], k ∈ Z) such that 1 − α(l) 
ml(ω/2 + π)  1 + α(l). Therefore for such ω we have (1 − α(l))c0.51 c−12 |ϕ̂l(ω/2)|  |ψ̂⊥l (ω)|  (1 + α(l))c0.52 c−11 |ϕ̂l(ω/2)|.
Finally, again taking into account the deﬁnition of θ f̂ , we get θϕ̂l = θψ̂⊥l . 
Lemma 5 also allows to deduce exponential decay of the orthogonal scaling function ϕ⊥l and the wavelet function ψ
⊥
l .
Theorem 5. The functions ϕ⊥l and ψ
⊥
l decay exponentially at inﬁnity.
Proof. Let us ﬁx suﬃciently large l ∈ N. Consider the function Φ−0.5l (ω). Let ak , k ∈ Z be its Fourier coeﬃcients. First,
we claim that ak = O (e−β1|k|), β1 > 0, k ∈ Z. Indeed, since ml is a trigonometric polynomial, we see that ϕl is compactly
supported. Therefore its orthogonalizing factor Φl(ω) is a trigonometric polynomial too. By (7) and Lemma 5, Φl > A > 0
for some absolute constant A, so that Φl(ω) 	= 0 for the band | Imω| < β , β > 0. Using the substitution z = eiω , we deduce
that the Laurent series
∑
k∈Z akzk converges for z such that e−β < |z| < eβ . Taking 0 < β1 < β and applying the Cauchy
inequality, we get |hk|  M(β1)e−β1|k|  Me−β1|k| , where M(β1) := max|z|=eβ1 |
∑
k∈Z akzk|. Since
∑
k∈Z akzk is an analytical
function on the ring e−β < |z| < eβ , we obtain M(β1)  M for some absolute constant M . Thus we have ak = O (e−β1|k|),
β1 > 0.
Now, by (8), ϕ⊥l (t) =
∑
k∈Z akϕl(t−k). Since ϕl is compactly supported, it follows that ϕ⊥l (t) = O (e−β1|t|), t → ∞, β1 > 0.
Then by (10), it follows that ψ⊥l (t) =
∑
k∈Z(−1)kh−k+1ϕ⊥l (2t − k), where hk are the Fourier coeﬃcients of the func-
tion m⊥l . In the same way as for ak , one can show that hk = O (e−β2|k|), β2 > 0. Therefore, we have
∣∣ψ⊥l (t)∣∣= ∣∣∣∣∑
k∈Z
(−1)kh−k+1ϕ⊥l (2t − k)
∣∣∣∣∑
k∈Z
∣∣h−k+1ϕ⊥l (2t − k)∣∣ A∑
k∈Z
e−β1|2t−k|−β1|−k+1|,
where A is a constant. The application of the property of modulus and geometric series yields
∑
k∈Z
e−β1|2t−k|−β2|−k+1| = e
±β1−2β1|t|
1− e−β2−β1 +
e±β1
eβ1−β2 − 1
(
eβ1|−2t+[2t]|−β2|[2t]| − e−2β1|t|)+ eκ+β1|2t−[2t]|−β2|[2t]|
1− e−β2−β1 ,
where κ = −β1 as t  0 and κ = −β2 as t < 0. Therefore ψ⊥l = O (e−max{β2,β1}|2t|). 
6. Convergence of time radii for the scaling functions
First, let us establish an auxiliary technical result.
Lemma 8. For any a,b such that −∞ < a < b < ∞, we have∥∥∥∥∥
( ∞∏
j=1
ml
(
ω2− j
))′ −( n∏
j=1
ml
(
ω2− j
))′∥∥∥∥∥
C[a,b]
−→ 0
as n → ∞, where (∏∞j=1ml(ω2− j))′ is the notation for the series∑∞j0=1 2− j0m′l(ω2− j0 )∏∞j=1, j 	= j0 ml(ω2− j).
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( ∞∏
j=1
ml
(
ω
2 j
))′
−
(
n∏
j=1
ml
(
ω
2 j
))′∣∣∣∣∣
=
∣∣∣∣∣
∞∑
j0=1
2− j0m′l
(
ω
2 j0
) ∞∏
j=1, j 	= j0
ml
(
ω
2 j
)
−
n∑
j0=1
2− j0m′l
(
ω
2 j0
) n∏
j=1, j 	= j0
ml
(
ω
2 j
)∣∣∣∣∣

∣∣∣∣∣
∞∑
j0=n+1
2− j0m′l
(
ω
2 j0
) ∞∏
j=1, j 	= j0
ml
(
ω
2 j
)∣∣∣∣∣+
∣∣∣∣∣
n∑
j0=1
2− j0m′l
(
ω
2 j0
)( ∞∏
j=1, j 	= j0
ml
(
ω
2 j
)
−
n∏
j=1, j 	= j0
ml
(
ω
2 j
))∣∣∣∣∣
=: J1,n(ω) + J2,n(ω).
The application of the Lagrange Theorem and Lemma 2 yields |ml(ω)| 1+ A|ω|, where A is a constant. Hence∣∣∣∣∣
j0−1∏
j=1
ml
(
ω
2 j
)∣∣∣∣∣
j0−1∏
j=1
(
1+ A|ω|2− j)= e∑ j0−1j=1 ln(2 j+A|ω|)−ln2 j  eA|ω|∑ j0−1j=1 12 j  eA|ω|.
So using additionally Lemmas 2 and 3 for the ﬁrst sum, we get
J1,n(ω)
∞∑
j0=n+1
2− j0
∣∣∣∣∣m′l
(
ω
2 j
) j0−1∏
j=1
ml
(
ω
2 j
)
ϕ̂l
(
ω
2 j0
)∣∣∣∣∣

(∥∥(mM)′∥∥C + ∥∥m′l − (mM)′∥∥C )eA|ω|(∥∥ϕ̂M∥∥C(R) + ∥∥ϕ̂M − ϕ̂l∥∥C(R))2−n,
where all factors are bounded as aω b, l ∈ N. Thus J1,n(ω) → 0 as n → ∞.
For the second sum J2,n(ω), we obtain
J2,n(ω) =
∣∣∣∣∣
n∑
j0=1
2− j0m′l
(
ω
2 j0
) n∏
j=1, j 	= j0
ml
(
ω
2 j
)(
ϕ̂l
(
ω
2n
)
− 1
)∣∣∣∣∣.
Since the function ϕ̂l is continuous, ϕ̂l(0) = 1, and a |ω| b, it follows that |ϕ̂l( ω2n ) − 1| = ε1(n), ε1(n) → 0 as n → ∞. So
we get
J2,n(ω)
(
1− 1
2n+1
)(∥∥(mM)′∥∥C + ∥∥m′l − (mM)′∥∥C )eA|ω|ε1(n),
where all factors are bounded as aω b, l ∈ N. Thus J1,n(ω) → 0 as n → ∞. 
Lemma 9. ‖ϕ̂l ′ − ϕ̂M ′‖C[a,b] = O (μ(l)) as l → ∞, where −∞ < a < b < ∞. The parameter μ(l) is deﬁned by (11).
Proof. Using the deﬁnition of ϕ̂l and Lemma 8, we get
∣∣ϕ̂l ′(ω) − ϕ̂M ′(ω)∣∣=
∣∣∣∣∣
( ∞∏
j=1
ml
(
ω
2 j
))′
−
( ∞∏
j=1
mM
(
ω
2 j
))′∣∣∣∣∣
=
∣∣∣∣∣
∞∑
j0=1
2− j0
(
m′l
(
ω
2 j0
) ∞∏
j=1, j 	= j0
ml
(
ω
2 j
)
− (mM)′( ω
2 j0
) ∞∏
j=1, j 	= j0
mM
(
ω
2 j
))∣∣∣∣∣

∞∑
j0=1
2− j0
(∣∣∣∣m′l( ω2 j0
)
− (mM)′( ω
2 j0
)∣∣∣∣ ∞∏
j=1, j 	= j0
∣∣∣∣mM( ω2 j
)∣∣∣∣
+
∣∣∣∣m′l( ω2 j0
)∣∣∣∣
∣∣∣∣∣
∞∏
j=1, j 	= j0
ml
(
ω
2 j
)
−
∞∏
j=1, j 	= j0
mM
(
ω
2 j
)∣∣∣∣∣
)
.
From Lemma 2 it follows that |m′l( ω2 j0 ) − (mM)′( ω2 j0 )| = O (μ(l)) and |m′l( ω2 j0 )| = M + O (μ(l)), where M := ‖(mM)′‖C . Since
|mM | 1, we have |∏∞j=1, j 	= j mM( ωj )| 1.0 2
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∞∏
j=1, j 	= j0
ml
(
ω
2 j
)
−
∞∏
j=1, j 	= j0
mM
(
ω
2 j
)∣∣∣∣∣
∣∣∣∣∣
j0−1∏
j=1
ml
(
ω
2 j
)
−
j0−1∏
j=1
mM
(
ω
2 j
)∣∣∣∣∣
∣∣∣∣ϕ̂l( ω2 j0
)∣∣∣∣
+
∣∣∣∣∣
j0−1∏
j=1
mM
(
ω
2 j
)∣∣∣∣∣
∣∣∣∣ϕ̂l( ω2 j0
)
− ϕ̂M
(
ω
2 j0
)∣∣∣∣.
Using (12) and the property of the Meyer mask mM  1, we get∣∣∣∣∣
j0−1∏
j=1
ml
(
ω
2 j
)
−
j0−1∏
j=1
mM
(
ω
2 j
)∣∣∣∣∣

∣∣∣∣ml(ω2
)
−mM
(
ω
2
)∣∣∣∣ j0−1∏
j=2
mM
(
ω
2 j
)
+
∣∣∣∣ml(ω2
)∣∣∣∣
∣∣∣∣∣
j0−1∏
j=2
ml
(
ω
2 j
)
−
j0−1∏
j=2
mM
(
ω
2 j
)∣∣∣∣∣

∥∥ml −mM∥∥C + (1+ ∥∥ml −mM∥∥C )
∣∣∣∣∣
j0−1∏
j=2
ml
(
ω
2 j
)
−
j0−1∏
j=2
mM
(
ω
2 j
)∣∣∣∣∣.
Reiterating the procedure j0 − 2 times, we obtain∣∣∣∣∣
j0−1∏
j=1
ml
(
ω
2 j
)
−
j0−1∏
j=1
mM
(
ω
2 j
)∣∣∣∣∣= (1+ O (α(l))) j0−1 − 1.
From Lemma 3 and the deﬁnition of the Meyer scaling function it follows that |ϕ̂l( ω2 j0 )| = 1 + O (μ(l)) and |ϕ̂l( ω2 j0 ) −
ϕ̂M( ω
2 j0
)| = O (μ(l)). Finally, we note that |mM | 1, therefore |∏ j0−1j=1 mM( ω2 j )| 1.
Combining all the estimates together, we obtain
∣∣ϕ̂l ′(ω) − ϕ̂M ′(ω)∣∣ O (μ(l)) ∞∑
j0=1
2− j0 + (M + O (μ(l)))
×
(
O
(
μ(l)
) ∞∑
j0=1
2− j0 + (1+ O (μ(l))) ∞∑
j0=1
2− j0
((
1+ O (α(l))) j0−1 − 1))
= O (μ(l))+ O (α(l))
1− O (α(l)) = O
(
μ(l)
)
.
The next to the last equality follows from the identity
∞∑
j0=1
2− j0
((
1+ O (α(l))) j0−1 − 1)= ∞∑
j0=1
(
1
2
(
1+ O (α(l))
2
) j0−1
− 1
2 j0
)
= O (α(l))
1− O (α(l)) . 
Lemma 10. ‖ϕ̂l ′ − ϕ̂M ′‖L2(R) = O (max{μ(l), l0.5C−l+2 log2
1+ε(l)
c
0 }) as l → ∞. The parameters are deﬁned by (11).
Proof. We prove the Lemma in a similar manner as Lemma 4. Let us ﬁnd a majorant ξ1 ∈ L2(R) for the function ϕ̂l ′ . From
the deﬁnition of ϕ̂l , Lemma 8, (15), and the identity
∑∞
j0=1 2
− j0 tan ω
2 j0+1 = 2ω − cot ω2 it follows that
(ϕ̂l)
′(ω) =
( ∞∏
j=1
ml
(
ω
2 j
))′
=
∞∑
j0=1
2− j0m′l
(
ω
2 j0
) ∞∏
j=1, j 	= j0
ml
(
ω
2 j
)
=
∞∑
j0=1
2− j0
(
l
(
cos
ω
2 j0+1
)2l−1(
− sin ω
2 j0+1
)ul( ω2 j0 )
ul(0)
∞∏
j=1, j 	= j0
(
cos
ω
2 j+1
)2l ul( ω2 j )
ul(0)
+
(
cos
ω
2 j0+1
)2l u1,l( ω2 j0 )
ul(0)
∞∏ (
cos
ω
2 j+1
)2l ul( ω2 j )
ul(0)
)
j=1, j 	= j0
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∞∑
j0=1
2− j0 l
(
− tan ω
2 j0+1
) ∞∏
j=1
(
cos
ω
2 j+1
)2l ∞∏
j=1
ul
(
ω
2 j
)
ul(0)
+
∞∑
j0=1
2− j0
u1,l
(
ω
2 j0
)
ul(0)
∞∏
j=1
(
cos
ω
2 j+1
)2l ∞∏
j=1, j 	= j0
ul
(
ω
2 j
)
ul(0)
= l
(
cot
ω
2
− 2
ω
)(
sinω/2
ω/2
)2l
ϕ̂l,0(ω) +
(
sinω/2
ω/2
)2l ∞∑
j0=1
2− j0
u1,l
(
ω
2 j0
)
ul(0)
∞∏
j=1, j 	= j0
ul
(
ω
2 j
)
ul(0)
=: I1,l(ω) +
(
sinω/2
ω/2
)2l
I2,l(ω).
If |ω| > 4e2ω0 , then applying (16) and (17) for the ﬁrst item, we have
∣∣I1,l(ω)∣∣= ∣∣∣∣l(cos ω2 − 2 sinω/2ω
)(
2
ω
)2l
(sinω/2)2l−1ϕ̂l,0(ω)
∣∣∣∣ CleO (μ(l))|ω|−l+2 log2 1+ε(l)2 .
Let us estimate the second item
I2,l(ω) =
∞∑
j0=1
2− j0
u1,l
(
ω
2 j0
)
ul(0)
j0−1∏
j=1
ul
(
ω
2 j
)
ul(0)
ϕ̂l,0
(
ω
2 j0
)
.
Using (16) for |ω| > 4e2ω0 , we get |ϕ̂l,0( ω2 j0 )| |ω2− j0 |−2θ(u0,l)e2ω0(l+O (μ(l))). Using the condition (13), the deﬁnition of the
function mMl (5), and the inequality π/2 < ω1  2π/3, we obtain∣∣∣∣u1,l( ω2 j0
)∣∣∣∣ ∣∣∣∣(mMl )′( ω2 j0
)∣∣∣∣+ O (γ (l))

(
mM
)′( ω
2 j0
)(
cos
ω1
2 j0+1
)−2l
+ lmM
(
ω
2 j0+1
)
sin
ω1
2 j0+1
(
cos
ω1
2 j0+1
)−2l−1
+ O (γ (l)) (cos ω1
2 j0+1
)−2l(
M + l tan ω1
2 j0+1
)
+ O (γ (l))
 (4/3)l(M + l√3) + O (γ (l)).
Then taking into account condition (12), the properties of the Meyer mask |mM | 1, mM(ω) = 0 as ω1  |ω| π , and the
inequality π/2 < ω1  2π/3, we have∣∣∣∣∣
j0−1∏
j=1
ul
(
ω
2 j
)
ul(0)
∣∣∣∣∣
j0−1∏
j=1
(
mM(ω2− j)
(cosω2− j−1)2l
+ α(l)
)

j0−1∏
j=1
(
1
(cosω12− j−1)2l
+ α(l)
)

j0−1∏
j=1
a
(cosω12− j−1)2l
= a j0−1
∞∏
j=1
(
cosω12
− j−1)−2l
= a j0−1
(
ω1/2
sinω1/2
)2l
 a j0−1
(
ω1√
2
)2l
 a j0−1
(
2π
3
√
2
)2l
,
where a is a majorant of the expression 1+ α(l)(cosω12− j−1)2l , so it can be chosen a < 1.5.
Collecting the estimates, we obtain
I2,l(ω)
∞∑
j0=1
2− j0
( 43 )
l(M + l√3) + O (γ (l))
1− α(l) a
j0−1
(
2π
3
√
2
)2l∣∣∣∣ ω2 j0
∣∣∣∣−2θ(u0,l)e2ω0(l+O (μ(l))).
Since log2(
c
1+ε(l) ) θ(u0,l) 0 and a < 1.5, we get |ω|−2θ(u0,l)  |ω|2 log2
1+ε(l)
c as |ω| 1, 2 j0θ(u0,l)  1, and ∑∞j0=1 2− j0a j0−1
= (2− a)−1. So
I2,l(ω)
eO (μ(l))(M + l√3+ (3/4)l O (γ (l)))(8π2e2ω0 )l|ω|2 log2 1+ε(l)c .(1− α(l))(2− a) 27
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sinω/2
ω/2
)2l
I2,l(ω) (sinω/2)2l
eO (μ(l))(M + l√3+ (3/4)l O (γ (l)))
(1− α(l))(2− a)
(
32π2e2ω0
27
)l
|ω|−2l+2 log2 1+ε(l)c
 C(l,ω0)l|ω|−l+2 log2 1+ε(l)c ,
where C(l,ω0) := eO (μ(l))(M/l +
√
3 + l−1(3/4)l O (γ (l)))(1 − α(l))−1(2 − a)−1 is bounded with respect to the parameters l
and ω0. Put C(l,ω0) A, A is a constant.
So if |ω| > C0 := 32π2e2ω027 , we have the following estimate |(ϕ̂l)′(ω)| Al|ω|−l+2 log2
1+ε(l)
c .
Finally, using Lemma 9 one can deﬁne the functions ξ1,l such that
∣∣(ϕ̂l)′(ω)∣∣ ξ1,l(ω) :=
{
(ϕ̂M)′(ω) + O (μ(l)), |ω| 32π2e2ω027 ,
Al|ω|−l+2 log2 1+ε(l)c , |ω| 32π2e2ω027 .
(18)
So the majorant ξ1 is deﬁned in the following way
ξ1(ω) :=
{
ν ′1, |ω| 32π
2e2ω0
27 ,
ν ′2l|ω|−l1+2 log2
1+ε(l)
c , |ω| 32π2e2ω027 ,
where ν ′1 and ν ′2 are constants, ν ′1, ν ′2 > 0, l1 = max{l0,2 log2 1+ε(l)c + 2} is deﬁned in the proof of Lemma 4. Then the
convergence follows from the Lebesgue dominated convergence theorem and Lemma 9.
Let us estimate the rate of the convergence. If |ω| C0, then ϕ̂M(ω) = 0, so
∥∥ϕ̂l ′ − ϕ̂M ′∥∥2L2(R) = ∫
R
∣∣ϕ̂l ′(ω) − ϕ̂M ′(ω)∣∣2 dω = ∫
|ω|<C0
+
∫
|ω|C0
 2C0
∥∥ϕ̂l ′ − ϕ̂M ′∥∥2C[−C0,C0] + A2l2
∫
|ω|C0
|ω|−2l+4 log2 1+ε(l)c dω
= 2C0
∥∥ϕ̂l ′ − ϕ̂M ′∥∥2C[−C0,C0] + A2l2(C0)−2l+4 log2
1+ε(l)
c +1
2l − 4 log2 1+ε(l)c − 1
= O (max{μ2(l), lC−2l+4 log2 1+ε(l)c0 }).
This completes the proof of Lemma 10. 
Remark 2. Using Lemma 9 and the estimate (18) (similarly to Remark 1) we get
∥∥ϕ̂l ′ − ϕ̂M ′∥∥C(R) = O (max{μ(l), l0.5C−l+2 log2 1+ε(l)c0 }).
Lemma 11. ‖Φ ′l ‖C = O (max{μ(l), l0.5(4C0e2ω0)−l+2 log2
1+ε(l)
c }) as l → ∞. The parameters are deﬁned by (11).
Proof. Taking into account the deﬁnition Φl and the estimate (17) one can termwise differentiate the series, i.e.,
Φ ′l (ω) =
(∑
k∈Z
∣∣ϕ̂l(ω + 2πk)∣∣2)′ =∑
k∈Z
(∣∣ϕ̂l(ω + 2πk)∣∣2)′.
Since the Fourier transform of the Meyer scaling function is compactly supported and satisﬁes the property
∑
k∈Z |ϕ̂M(ω +
2πk)|2 ≡ 1, we get
∑
k∈Z
(∣∣ϕ̂M(ω + 2πk)∣∣2)′ = (∑
k∈Z
∣∣ϕ̂M(ω + 2πk)∣∣2)′ = (1)′ = 0.
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k∈Z
∣∣ϕ̂l(ω + 2πk)ϕ̂l ′(ω + 2πk) − ϕ̂M(ω + 2πk)ϕ̂M ′(ω + 2πk)∣∣
 2
∑
k∈Z
∣∣ϕ̂l(ω + 2πk)∣∣∣∣ϕ̂l ′(ω + 2πk) − ϕ̂M ′(ω + 2πk)∣∣
+ 2
∑
k∈Z
∣∣ϕ̂M ′(ω + 2πk)∣∣∣∣ϕ̂l(ω + 2πk) − ϕ̂M(ω + 2πk)∣∣=: 2I3,l(ω) + 2I4,l(ω).
Using the parameter k0 = [2e2ω0/π + 1/2] deﬁned in the proof of Lemma 5, we get
I3,l(ω) =
∑
|k|k0
+
∑
|k|>k0
.
Taking into account Lemma 9, we have for the ﬁrst sum∑
|k|k0

∥∥ϕ̂l ′ − ϕ̂M ′∥∥C[−e2ω0 ,e2ω0 ] ∑
|k|k0
∣∣ϕ̂l(ω + 2πk)∣∣= O (μ(l)).
If we combine Remark 2 and (17), then we have for the second sum∑
|k|>k0
 O
(
max
{
μ(l), l0.5C
−l+2 log2 1+ε(l)c
0
}) ∑
|k|>k0
|ω + 2πk|−l+2 log2 1+ε(l)c
= O (max{μ(l), l0.5C−l+2 log2 1+ε(l)c0 })(4e2ω0)−l+2 log2 1+ε(l)c .
Next, we estimate I4,l(ω). Since supp ϕ̂M = [−2ω1,−2ω0] ∪ [2ω0,2ω1], then ϕ̂M(ω + 2πk) = 0 as k > 1. So for the sum
I4,l(ω) we have
I4,l(ω) =
∑
|k|1
∣∣ϕ̂M ′(ω + 2πk)∣∣∣∣ϕ̂l(ω + 2πk) − ϕ̂M(ω + 2πk)∣∣.
Thus the application of Lemma 3 yields I4,l(ω) = O (μ(l)). Finally, for Φ ′l we get∣∣Φ ′l (ω)∣∣ 2(I3,l(ω) + I4,l(ω))= O (max{μ(l), l0.5(4C0e2ω0)−l+2 log2 1+ε(l)c }). 
Now let us prove the convergence of the time radii for the scaling functions.
Theorem 6. |2
ϕ⊥l
− 2
ϕM
| = O (max{μ(l), lC−l+2 log2
1+ε(l)
c
0 }) as l → ∞. The parameters are deﬁned by (11).
Proof. If the function ϕˆ is real-valued, then ϕ(t) = ϕ(−t). Hence the function |ϕ|2 is even. So the time centre t0ϕ = 0. Then
the square of the time radius 2ϕ =
∫
R
t2|ϕ(t)|2 dt . Using the property of the Fourier transform ϕ̂′(ω) = iωϕˆ(ω), we obtain
2ϕ = (2π)−1
∫
R
|(ϕ̂)′(ω)|2 dω.
Since the functions ϕ̂⊥l , ϕ̂M are real-valued, we have t0ϕ⊥l = t0ϕM = 0. So for the squares of the time radii we get
2
ϕ⊥l
= 1
2π
∫
R
∣∣(ϕ̂⊥l )′(ω)∣∣2 dω and 2ϕM = 12π
∫
R
∣∣( ϕ̂M )′(ω)∣∣2 dω.
Then we have∣∣2
ϕ⊥l
− 2
ϕM
∣∣ 1
2π
∫
R
∣∣((ϕ̂⊥l )′(ω))2 − (( ϕ̂M )′(ω))2∣∣dω
 1
2π
sup
ω∈R
∣∣(ϕ̂⊥l )′(ω) + ( ϕ̂M )′(ω)∣∣ ∫
R
∣∣(ϕ̂⊥l )′(ω) − ( ϕ̂M )′(ω)∣∣dω.
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the supremum factor
sup
ω∈R
∣∣ϕ̂⊥l ′(ω) + ϕ̂M ′(ω)∣∣ ∥∥∥∥ ϕ̂l ′Φl
∥∥∥∥
C(R)
+
∥∥∥∥Φ ′l ϕ̂lΦ2l
∥∥∥∥
C(R)
+ ∥∥ϕ̂M ′∥∥C(R)
 ‖ϕ̂
M ′‖C(R) + ‖ϕ̂M ′ − ϕ̂l ′‖C(R)
1− ‖Φl − 1‖C +
‖Φ ′l ‖C (‖ϕ̂M‖C(R) + ‖ϕ̂M − ϕ̂l‖C(R))
(1− ‖Φl − 1‖C )2 +
∥∥ϕ̂M ′∥∥C(R)
= O (∥∥ϕ̂M ′∥∥C(R)).
Let us show that
∫
R
|ϕ̂l(ω)|dω is bounded. In fact, the application of Lemma 3 and (17) yields∫
R
∣∣ϕ̂l(ω)∣∣dω ∫
|ω|4e2ω0
∣∣ϕ̂l(ω) − ϕ̂M(ω)∣∣dω + ∫
|ω|4e2ω0
∣∣ϕ̂M(ω)∣∣dω + ∫
|ω|>4e2ω0
∣∣ϕ̂l(ω)∣∣dω
 8e2ω0
∥∥ϕ̂l − ϕ̂M∥∥C[−4e2ω0 ,4e2ω0 ] + 8e2ω0∥∥ϕ̂M∥∥C[−4e2ω0 ,4e2ω0 ] + 2eO (μ)(4e2ω0)−l+2 log2 1+ε(l)c +1l − 2 log2 1+ε(l)c − 1
= O (1).
Applying this, Lemmas 5, 11, and Remarks 1, 2 we get the convergence to 0 of the integral∫
R
∣∣ϕ̂⊥l ′(ω) − ϕ̂M ′(ω)∣∣dω ∫
R
∣∣∣∣ ϕ̂l ′(ω) − ϕ̂M ′(ω)Φl(ω)Φl(ω)
∣∣∣∣dω + ∫
R
∣∣∣∣ ϕ̂l(ω)Φ ′l (ω)Φ2l (ω)
∣∣∣∣dω
 1
1− ‖Φl − 1‖C
∫
R
∣∣ϕ̂l ′(ω) − ϕ̂M ′(ω)∣∣+ ∣∣ϕ̂M ′(ω)∣∣∣∣1− Φl(ω)∣∣dω
+ ‖Φ
′
l ‖C
(1− ‖Φl − 1‖C )2
∫
R
∣∣ϕ̂l(ω)∣∣dω
 1
1− ‖Φl − 1‖C
( ∫
|ω|C0
∣∣ϕ̂l ′(ω) − ϕ̂M ′(ω)∣∣dω + ∫
|ω|>C0
∣∣ϕ̂l ′(ω) − ϕ̂M ′(ω)∣∣dω)
+ ‖1− Φl‖C
1− ‖Φl − 1‖C
∫
R
∣∣ϕ̂M ′(ω)∣∣dω + O (∥∥Φ ′l ∥∥C )
 ‖ϕ̂l
′ − ϕ̂M ′‖C[−C0,C0]
1− ‖Φl − 1‖C +
2AlC
−l+2 log2 1+ε(l)c +1
0
(1− ‖Φl − 1‖C )(l − 2 log2 1+ε(l)c − 1)
+ O (‖Φl − 1‖C )+ O (∥∥Φ ′l ∥∥C )= O (max{μ(l), lC−l+2 log2 1+ε(l)c0 }). 
7. Convergence of time and frequency radii for the wavelet functions
Theorem 7. |2
ψ̂⊥l
− 2
ψ̂M
| = O (max{μ(l), lC−l+2 log2
1+ε(l)
c
0 }), |2ψ⊥l − 
2
ψM
| = O (max{μ(l), (4e2ω0)−l+2 log2 1+ε(l)c }) as l → ∞. The
parameters are deﬁned by (11).
Proof. The equality (10) shows that ψ̂⊥l is even. The function ψ̂M is also even. Therefore ω0ψ̂⊥l
= ω0ψ̂M = 0 and t0ψ⊥l =
t0ψM = 1/2. The mask m⊥l is a real-valued function. Therefore, using the structure of (10) and applying Lemmas 1, 5, and
Theorem 3 we get for the frequency radii∣∣2
ψ̂⊥l
− 2
ψ̂M
∣∣= ∣∣∣∣∫
R
ω2
((
m⊥l
)2(ω
2
+ π
)(
ϕ̂⊥l
)2(ω
2
)
− (mM)2(ω
2
+ π
)(
ϕ̂M
)2(ω
2
))
dω
∣∣∣∣

∥∥(m⊥l )2∥∥C ∫ ω2∣∣∣∣(ϕ̂⊥l )2(ω2
)
− ( ϕ̂M )2(ω
2
)∣∣∣∣dω + ∥∥(m⊥l )2 − (mM)2∥∥C ∫ ω2( ϕ̂M )2(ω2
)
dωR R
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ϕ̂⊥l
− 2
ϕ̂M
∣∣)+ O (‖Φl − 1‖C )+ O (∥∥ml −mM∥∥C )
= O (max{μ(l), lC−l+2 log2 1+ε(l)c0 }).
Going on to the time radii we use the identity 2f =
∫
R
t2| f (t)|2 dt − t20 f , and the following elementary formulas (abc)′ =
a′bc + ab′c + abc′ , |eiω| = 1. In the sequel, we omit the argument ω.
2π
∣∣2
ψ⊥l
− 2
ψM
∣∣ = ∣∣∣∣∫
R
(
ψ̂⊥l
′)2 − (ψ̂M ′)2∣∣∣∣ ∥∥ψ̂⊥l ′ + ψ̂M ′∥∥C(R) ∫
R
∣∣ψ̂⊥l ′ − ψ̂M ′∣∣

‖ψ̂⊥l
′ + ψ̂M ′‖C(R)
4
∫
R
∣∣m⊥l ′ϕ̂⊥l +m⊥l ϕ̂⊥l ′ − im⊥l ϕ̂⊥l −mM′ϕ̂M −mM ϕ̂M ′ + imM ϕ̂M ∣∣

‖ψ̂⊥l
′ + ψ̂M ′‖C(R)
4
(∥∥m⊥l ′ − im⊥l ∥∥C ∫
R
∣∣ϕ̂⊥l − ϕ̂M ∣∣+ ∥∥m⊥l ′ −mM ′∥∥C ∫
R
∣∣ϕ̂M ∣∣
+ ∥∥m⊥l ∥∥C ∫
R
∣∣ϕ̂⊥l ′ − ϕ̂M ′∣∣+ ∥∥m⊥l −mM∥∥C ∫
R
∣∣ϕ̂M ′ − iϕ̂M ∣∣)
=: ‖ψ̂
⊥
l
′ + ψ̂M ′‖C(R)
4
(I5,l + I6,l + I7,l + I8,l).
We claim that∥∥ψ̂⊥l ′ + ψ̂M ′∥∥C(R), ∥∥m⊥l ′ − im⊥l ∥∥C , ∫
R
∣∣ϕ̂M ∣∣, ∥∥m⊥l ∥∥C , ∫
R
∣∣ϕ̂M ′ − iϕ̂M ∣∣
are bounded and∫
R
∣∣ϕ̂⊥l − ϕ̂M ∣∣, ∥∥m⊥l ′ −mM ′∥∥C , ∫
R
∣∣ϕ̂⊥l ′ − ϕ̂M ′∣∣, ∥∥m⊥l −mM∥∥C
tend to 0 as l → ∞. Indeed, the scheme of the proof is the same for these cases, and we already used it in Theorems 3
and 6. Let us give a brief explanation. First, we note that multiplication and division by nonvanishing functions (in our case,
Φl are these functions) are continuous operations with respect to the supremum norm. Then we use lemmas stating the
convergence of the new functions (such as ml , m′l , Φl , Φ
′
l , ϕ̂l , ϕ̂l
′) to the corresponding Meyer functions (mM , mM ′ , 1, 0,
ϕ̂M , ϕ̂M
′
, respectively). For example, Lemmas 2, 5, 11 are employed to estimate ‖m⊥l
′ −mM ′‖C . In the case of the integrals∫
R
|ϕ̂⊥l − ϕ̂M | and
∫
R
|ϕ̂⊥l
′ − ϕ̂M ′|, we additionally apply (17) and (18), respectively. By the deﬁnition of the Meyer scaling
function,
∫
R
|ϕ̂M | and ∫
R
|ϕ̂M ′ − iϕ̂M | are bounded.
Therefore the application of Lemmas 3, 5, the estimate (17), and the proof of Theorem 3 yields
I5,l = O
(‖Φl − 1‖C )+ O ((4e2ω0)−l+2 log2 1+ε(l)c )= O (max{μ(l), (4e2ω0)−l+2 log2 1+ε(l)c }).
Using the deﬁnition of m⊥l , Lemmas 11, 5, and 2, we get
I6,l = O
(∥∥Φ ′l ∥∥C )+ O (‖Φl − 1‖C )+ O (∥∥m′l −mM ′∥∥C )= O (max{μ(l), (4e2ω0)−2l+4 log2 1+ε(l)c }).
From the proof of Theorem 6 it follows that
I7,l = O
(
max
{
μ(l), lC
−l+2 log2 1+ε(l)c
0
})
.
Finally, using Lemmas 5 and 1, we get
I8,l = O
(‖Φl − 1‖C )+ O (∥∥ml −mM∥∥C )= O (max{μ(l), (4e2ω0)−2l+4 log2 1+ε(l)c }).
Thus collecting the estimates we obtain∣∣2
ψ⊥l
− 2
ψM
∣∣= O (max{μ(l), (4e2ω0)−l+2 log2 1+ε(l)c }). 
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