The computation of Siegert energies by analytic continuation of bound state energies has recently been applied to shape resonances in polyatomic molecules by several authors. We critically evaluate a recently proposed analytic continuation method based on low order (type III) Padé approximants as well as an analytic continuation method based on high order (type II) Padé approximants. We compare three classes of stabilizing potentials: Coulomb potentials, Gaussian potentials, and attenuated Coulomb potentials. These methods are applied to a model potential where the correct answer is known exactly and to the 2 Π g shape resonance of N − 2 which has been studied extensively by other methods. Both the choice of stabilizing potential and method of analytic continuation prove to be important to the accuracy of the results. We conclude that an attenuated Coulomb potential is the most effective of the three for bound state analytic continuation methods. With the proper potential, such methods show promise for algorithmic determination of the positions and widths of molecular shape resonances.
I. INTRODUCTION
Anions that lie energetically above the associated neutral molecule can decay by autodetachment and are therefore characterized by a finite lifetime. Such temporary anions are resonances in the scattering sense and are specified by their energy above that of the neutral molecule, or position,(E r ) and their inverse lifetime or width (Γ).
1-3 These parameters can be specified by a complex Siegert energy
which specifies the location of the S-matrix pole that is associated with the resonance.
1,4
Despite their importance in a variety of chemical processes, reliable computation of resonance positions and widths is still far from routine. The primary difficulty arises from the need to consider the electronic continuum. There exists a variety of methods for computing resonance parameters, though none have been sufficiently developed so as to provide a reliable algorithm that can be generally applied even to the low-lying resonances of small molecules. Scattering methods [5] [6] [7] [8] [9] [10] treat the continuum with explicit use of scattering boundary conditions in order to compute observables like the crosssection. Stabilization methods 11, 12 and associated analytic continuation methods, [13] [14] [15] use continuum eigenvalues from bound state calculations to extract resonance a) Electronic mail: mhg@cchem.berkeley.edu b) Electronic mail: cwmccurdy@ucdavis.edu parameters. Complex coordinate methods 4, [16] [17] [18] [19] [20] [21] compute the Siegert energy as an eigenvalue of a transformed, non-Hermitian, Hamiltonian operator. Bound state extrapolation 22, 23 or analytic continuation 24,25 methods rely on the analytic continuation of bound-state energies to find resonance parameters. The focus of this study is this final class of methods; in particular, we focus on the method of analytic continuation in the coupling constant (ACCC) for shape resonances in molecules.
The ACCC method was first proposed within the nuclear physics community. 24, 26 A potential is added to the Hamiltonian to make the resonance state bound and then the bound state energies are analytically continued, as a function of the potential coupling, to determine the Seigert energy at zero coupling. Nestmann et al. 22, 23 independently proposed an extrapolation method for molecular resonances based on scaled nuclear charges. Recently, these two methods have been combined and applied to molecular shape resonances. 25, [27] [28] [29] [30] In most of these studies, a Coulomb potential is used to bind the resonance as in the method of scaled nuclear charges. The exception is the manifestly short-range Voronoi potential suggested by Sommerfeld et al. 28 Sommerfeld and coworkers noted that the long-range Coulomb potential is not formally applicable and obtained much more consistent results with their Voronoi potential. Despite this fact, methods employing a Coulomb potential have had moderate success with shape resonances in polyatomic molecules. However, these methods suffer from two wellunderstood afflictions. The first is associated with the difficulty in representing the analytic structure of the resonance trajectory which, for short-range potentials, has a square root branch point in the complex momentum plane.
1, 3 The second is that the analytic continuation it-self can easily become numerically unstable.
31,32
Horáček and coworkers have made a recent attempt to ameliorate these issues. 29, 30 Their method, which they have termed regularized analytic continuation (RAC), relies on the inverse variant of the ACCC method (IACCC) and therefore avoids many of the difficulties associated with the analytic structure of the resonance in the complex-momentum plane. Furthermore, they have incorporated the known features of the analytic structure of the problem into low order Padé approximants which are well-behaved numerically. Unfortunately, the functional form of the RAC Padé approximants is formally appropriate only for short-range potentials and not for the Coulomb potentials with which it has been applied.
In this study we evaluate the RAC method of Horáček and coworkers and compare their low order, type III Padé approximants with a high-order, type II Padé approximant for the analytic continuation of the inverse problem. Both functional forms are used along with three classes of potential: a Coulomb potential that is consistent with previous work, a Gaussian potential, and an attenuated Coulomb potential. The Gaussian and attenuated Coulomb potentials are short-range and therefore compliant with the formal requirements of the ACCC method. These methods are applied to two problems where the answer is largely known: a model diatomic potential which is numerically solvable, and the 2 Π g shape resonance in e−N − 2 scattering.
II. THEORY
The methods discussed in this paper are based on the IACCC method. In the ACCC method, the Hamiltonian is modified by the introduction of an attractive potential and expressed as a function of a coupling constant λ:
The energy of the desired state is then evaluated at several values of λ that are large enough that the desired state is bound. In other words, the energy of the anion relative to the neutral molecule, E, is negative. Introducing a momentum-like variable, κ, such that E ≡ −κ 2 we construct an analytic continuation κ(λ). Finally, κ is evaluated at λ = 0 to obtain the complex Siegert energy associated with the resonance. Unfortunately, even in the case where U is short-range (falling off at large distances faster than 1/r 2 ), the analytic structure of the momentum is such that it has a square root branch point which must be properly represented as a function of λ. A simpler and numerically better behaved method is the analytic continuation of the inverse problem (IACCC). 29, 33 In this method the procedure is the same except that starting from a set of computed values of κ for corresponding values of λ, we construct λ(κ) and find its zeros to determine the Siegert energy.
λ(κ) is constructed using a Padé approximant. 32 The method of determining the fit from the input points is important to the results, and finite order Padé approximants are in usually constructed in one of three ways. Type I Padé approximants are determined by matching the coefficients of a power series about a single point. This method is not applicable to the IACCC method as applied here. Type II Padé approximants are required to interpolate some set of input points. Type III Padé approximants are determined by minimizing the χ 2 error in the fit.
A. The type III (RAC) method
The regularized analytic continuation (RAC) method of Horáček and coworkers specifically relies on low order, type III Padé approximants to accomplish the analytic continuation of λ(κ). The low order Padé approximants recommended in Ref. 29 have functional forms given by
where
These functional forms are specifically constructed to conform to the known analytic structure of λ(κ) in that the square root branch cut requires that λ(κ) ∼ λ 0 + bκ
Padé approximant is suggested, but we will not investigate this alternate functional form in this study. The optimal least-squares fit is obtained by solving the non-linear optimization problem. In the present study, this problem is solved using Newton's method with analytic first derivatives and finite difference second derivatives. The expressions for the first derivatives of these expressions are given in Appendix A.
B. The type II method
We have also investigated the use of high order Padé approximations for analytic continuation of λ(κ). While the use of high order Padé approximants for analytic continuation has known numerical problems, 31 we are unaware of applications of this particular method to the inverse problem.
We use the continued fraction representation given by Schlessinger:
For n input points, this yields a [N/M ] Padé approximant where N + M = n and
This is sometimes called a type II, or Thiele-type, Padé approximant. This representation has the advantages that it exactly interpolates all of the input points and does not require the solution a non-linear least squares problem. However, due to the more complicated form, the zeroes must be found numerically. We use Newton's method to solve the root search problem.
C. The added attractive potential
The precise form of the attractive potential U is flexible, though it must be short range: it must decay faster than r −2 at large distances if the analytic structure of κ(λ) is to be a square root branch point at the critical value of λ where the resonance becomes bound. Despite this restriction, many other authors have advocated using a Coulomb potential. This functional form has the advantage that it requires little to no modification of existing quantum chemistry software, but it is not shortrange. The given justification is that in a finite basis, the low-energy part of the spectrum can be effectively ignored so that the long-range part of the Coulomb potential is not important. While it may be effective in practice, this argument lacks formal justification. We will therefore consider two types of added potentials.
First, we consider a Coulomb potential of the form:
This differs slightly from the potential used in Ref. 29 but is identical to the potential used in other studies.
22,23,28
Second we consider an attractive Gaussian potential of the form
This potential is chosen to transform as the totally symmetric representation of the molecular point group. The proportionality to the nuclear charges is chosen in analogy with U C to provide a potential which will affect molecular many-electron states in a balanced way. Note that α is a free parameter that can be chosen arbitrarily in theory, though it will turn out to be important in practice. The appropriate integrals required for matrix elements of such a potential are 3-center overlap integrals and are easily computed by a variety of methods. We briefly describe the computation of such integrals in Appendix B.
Finally, we consider an attenuated-Coulomb potential of the form:
Unlike the Coulomb potential, this potential is shortrange. In contrast to the, also short-range, Voronoi potential of Sommerfeld and Ehara, 28 the molecular integrals over this potential are similar to those required for certain attenuated electronic structure methods and are therefore available in many quantum chemistry programs. 35, 36 ω is likewise a free parameter.
III. RESULTS FOR A MODEL POTENTIAL
In order to test these methods on a problem where the answer is known to high numerical accuracy, we can construct a model 1-electron potential that approximates an effective diatomic molecular potential from electronmolecule scattering. We will use A and B to denote the centers of the two "nuclei." The model potential is of the form
A plot of this potential along the line defined by the positions of the two nuclei is shown in Figure 1 . There is, to our knowledge, no analytical solution to this problem, but the problem has cylindrical symmetry and may be solved numerically in prolate-spheroidal coordinates using grid methods. This potential supports a bound σ g -like state (m = 0, symmetric under inversion), and a σ u -like state (m = 0, anti-symmetric under inversion) which is a bound state at large (> 4) internuclear distances and a resonance at short internuclear distances. For the purpose of this investigation, we want the second state to be a resonance, so we set the "internuclear" distance to |A − B| = 3.
A. Numerical details
In order to perform the analytic continuation methods described in the introduction we add either a Coulomb potential of the form
a Gaussian potential of the form
or a screened Coulomb potential of the form
The Gaussian-attenuated Coulomb potential is similar to the erfc-attenuated Coulomb potential that we have used for molecular calculations. All three have cylindrical symmetry and are easily representable in prolate spheroidal coordinates. Schrödinger's equation was solved in prolatespheroidal discrete variable representation (DVR) basis for m = 0. The DVR method is described in detail in Refs. 37-39. We used 15 points in the η variable and 200 points on the interval (0, 100) in ξ. All eigenvalues used for analytic continuation were converged to better than 10 significant figures and 10 significant figures were used in all analytic continuations.
The resonance energy was computed by complex scaling the ξ variable as described in Ref. 37 . At this internuclear distance (R AB = 3), the resonance has a position of 0.02555645961 and a width of 0.02354423918 in units natural to the problem. These values are similar to those of the σ u -shape resonance in e − -H 2 scattering, in atomic units, at a slightly stretched geometry.
B. Evaluation of analytic continuation methods
The analytic continuations were each accomplished from 15 bound state energies bound by 0.01-0.3 units of energy. This is roughly based on the recommendations given in Ref. 29 . The resonance position and width were computed with type II ( [8/7] The results are shown in Table I along with percent error relative to the numerically exact answer. For this model system, the type II method almost universally outperforms the type III methods by a significant margin. In particular, the widths computed by the type III methods are significantly smaller than the true widths. The type II method is significantly more accurate, but still has relative errors on the order of a couple of percent in some cases which, while small compared to those of the type III methods, are large compared with the accuracy of the input values. We attribute the large errors in the type III methods to be due to insufficient flexibility in the functional form used to fit λ(κ). On the other hand, the errors in the type II method could be partially due to the inherent numerical instability of extrapolation using high order Padé approximations. This is supported by the fact that the error in the type II calculations is of indeterminate sign. For the type III calculations, the width is always underestimated which suggests some systematic error. We shall see that in real molecular calculations, where the width is often significantly smaller than the position, the type III method may not so drastically underestimate the width. Across all analytic continuation schemes the Gaussianattenuated Coulomb potential produces the most accurate results. The results with the Gaussian-attenuated Coulomb potentials are slightly better than those obtained with a Coulomb potential and significantly better than those obtained with the various Gaussian potentials. Note that the Gausian-attenuated Coulomb potential with the smallest attenuation parameter produces the best results across all methods. This is not surprising, since the theory should be ideal for short-range potentials. However, it is surprising that the that long-range Coulomb potential produces such accurate results compared with the short-range Gaussian-potentials.
Since the attenuated Coulomb potential must ultimately reproduce the results of the Coulomb potential as α → 0, we expect the optimal value of α to be small enough that the potential is minimally distorted in the valence region, but large enough that the potential is still effectively short-range. This "optimal α" will depend on the basis set. For this model problem, our basis extends to ξ = 100, and the results in Table I (c) indicate that the optimal α is less than or equal to α = 0.005. I . Positions and widths, percent relative error (signed) in positions and widths, and percent relative error of the complex resonance energy are shown in panels a, b, and c respectively. All values are computed for the model problem using the specified stabilizing potential with the given analytic continuation method. Compare with the numerically exact valuePosition: 0.02555645961, Width: 0.02354423918.
C. Analytic structure of the resonance trajectory
In order to further evaluate the analytic continuation methods described in this study, we investigate the behavior of the resonance pole under the influence of an added Gaussian, Coulomb, or Gaussian-attenuated Coulomb potential. The trajectory of the resonance as it becomes bound under the influence of a Gaussian potential (α = 0.1) is shown in Figure 2 . This behavior is well-understood, 1 and it is therefore somewhat surprising that the type III method is not successful with this potential since it precisely encodes the correct analytic structure. However, though the type III methods have the correct form of λ(κ) near κ = 0, it is possible that the small number of free parameters are not sufficient to adequately model the function away from κ = 0. Note that in Figure 2 , the behavior of the resonance far away from κ = 0 is complicated and likely not well modeled by the simple functional forms used in the type III method.
The trajectory of the resonance as it becomes bound under the influence of a Coulomb potential is shown in Figure 3 . Note that the resonance crosses E = 0 with a finite, negative imaginary part. This behavior, which plays a role in theories of dissociative recombination, 40 has been known for quite some time, [41] [42] [43] and it was also recognized in Ref. 44 , where it was further shown that the pole corresponding to the resonance is not analytically connected to that of the bound state. It is evident from Figure 3 and from Ref. 44 that the analytic structure that is built into the RAC class of type III approximations is not correct for a Coulomb potential: the resonance does not even pass through the point E = −κ 2 = 0 in the energy plane.
However, in contrast to the case of a Gaussian potential, the behavior of the resonance far from κ = 0 is quite simple: the large linear region in energy space gives rise to a large square-root region in momentum space. In this sense, the Coulomb potential appears to be ideal for the type III methods except for near κ = 0.
The trajectory of the resonance as it becomes bound under the influence of the Gaussian-attenuated Coulomb potential (α = 0.025) is shown in Figure 4 . The Gaussian-attenuated coulomb potential is short-range, and, as with the Gaussian potential, this fact is reflected in the behavior at the origin. However, the behavior away from the origin is more similar to that of the Coulomb potential: there is a large linear region in energy space. The Gaussian-attenuated Coulomb potential retains the desirable features of the Coulomb potential while still being short-range. thoroughly studied, and some selected literature values are shown in Table II . The experimental estimate given in Ref. 52 is nearly unique in the electron-molecule scattering literature in that it is an estimate of the position and width of the pure electronic resonance and therefore directly comparable to the results of our computations. We will refer to this experimentally derived estimate (E r = 2.32 eV, Γ = 0.41 eV) as the accepted value.
IV. RESULTS FOR THE N
We compare results at the ∆SCF and ∆CCSD(T) levels of theory. Further results at intermediate levels of theory (∆MP2, ∆CCSD) are shown in the supporting material and in selected cases. We use the correlationconsistent basis sets of Dunning and coworkers. 53, 54 The double and triple augmenting functions were obtained by even-tempered extrapolation. For a given basis and angular momentum, the even-tempered factor was taken to be the ratio between the exponents of the most diffuse valence basis function and the augmenting function as specified in the appropriate aug-cc-pVXZ basis set.
In all cases a minimum of 20 (maximum of 23) different coupling strengths corresponding to electron affinities in the range 0 -20 eV were used in the analytic continuation. This corresponds to type II Padé approximants with a minimum order of [10/10] and maximum order of [12/11] . . The coupling constant is increased in the range λ = 0.00, . . . , 0.038. At λ = 0 the resonance is at the lower right of (a). As the potential increases, the resonance's position and width decrease, but it does not pass through E = 0. The point λ = 0.032 is omitted because the limits of complex scaling prevent us from easily distinguishing the resonance.
A. Evaluation of the type III-Coulomb method
The results of the type III method using an attractive Coulomb potential for the N − 2 shape resonance are shown in Table III . We will focus on the [2/1] Padé approximant. However, for completeness, we show some results obtained with a [4/2] Padé approximant.
The [2/1] Padé approximation proved to be simple to implement and we found the least squares problem to be easily solved. Furthermore, the method appears to be numerically stable and the computed resonance parameters converge well with respect to basis set size. Comparing with the literature values in Table II we see that positions computed with the type III-Coulomb method agree modestly with the large spread of different theoretical values. But more importantly, the computed position seems to converge well to the experimental estimate of the position in a large basis set at the ∆CCSD(T) level of theory. However, the width computed with the type III-Coulomb method is consistently too large, and does not converge to the correct limit with increasing basis set size and level of theory. this particular problem is better than might be expected from the application to the model potential. This may be because, unlike in the case of the model potential, the width is almost an order of magnitude smaller than the position. This could reduce the error due to behavior of the resonance near κ = 0. the computed positions and widths. However, we found the least squares problem to be significantly more difficult to solve and in some cases complicated by multiple solutions. It is possible that the [4/2] Padé approximant suggested in Ref. 30 will give better results. We also used a [3/1] Padé approximate, but, in comparison with the [2/1] Padé approximant, we found the differences in both the practical aspects and the results to be insignificant.
B. Evaluation of the type II-Coulomb method
The results for the type II-Coulomb method are shown in Table IV . As expected, the width appears to be slightly more accurate than that computed with the type III-Coulomb method, but it is more difficult to converge the results with respect to the basis set size. The type II method proved to be simple to use, and in no case did we observe severe numerical problems.
Furthermore, we note that at the ∆SCF level of theory, the results agree well with the complex basis function results of Ref. 51 computed at the same level of theory (see the "NH-UHF" row of Table II) . This agreement between different methods at the same approximate level of theory is encouraging. The fact that the CCSD(T) results do not reproduce the accepted value in the largest basis set is not surprising, because even in this basis, the numbers do not appear to be converged with respect to basis set size. It is also possible that the results are not fully converged with these treatments of correlation.
C. Evaluation of the type III-Gaussian method
The type III method with an added Gaussian potential is found to be critically dependent upon the form of the added Gaussian potential. Some results for three different Gaussian exponents are shown in Table V. Note that despite the apparently good basis set convergence for a given value of α, the resonance parameters are very dependent on the exponent of the Gaussian potential. This suggests that the functional form used for the analytic continuation is not sufficiently flexible to accurately model λ(κ) for all values of α. This is consistent with the performance of the type III methods on the model potential.
Using a higher level of theory and a higher order Padé approximant improves the agreement between the α = 0.01 and α = 0.1 cases, but does little to improve the α = 1 case. This further suggests that the [2/1] Padé approximant is not sufficiently flexible to accurately describe the complex energy as a function of the coupling constant. Also, as noted in Section IV A, the [ Both the failure of the type III-Gaussian method, and the moderate success of the type III-Coulomb method can be explained by the model potential calculations shown in Figures 2 and 3 . These trajectories suggest that the Gaussian potential gives rise to an analytic form that is more complicated than that of the Coulomb potential and is therefore more difficult to reproduce with the simple Padé approximants used in the type III method.
D. Evaluation of the type II-Gaussian method
The type II-Gaussian method uses a functional form that is significantly more flexible than the low order Padé approximations used in the type III family of methods which should, to some extent, remedy the problem discussed in Section IV C. The results for different basis sets at the ∆SCF and ∆CCSD(T) levels of theory are shown in Table VI . Overall, the results are much more consistent as the exponent of the added Gaussian potential is varied. That being said, the numbers are not as stable with respect to basis set size as in the type III method, and there is still an undesirable α-dependence.
For the CCSD(T) results, there is again fairly good agreement when the exponent of the added Gaussian potential is changed over 2 orders of magnitude. There is still disagreement for α = 1, but such a narrow Gaussian affects the core orbitals so disproportionately relative to the diffuse orbitals, that a basis set with core-valence polarization functions and/or a higher-level treatment of electron correlation may be necessary to achieve solid agreement in this case.
E. Evaluation of the type III-attenuated Coulomb method
The results of the type III-attenuated Coulomb method applied to the 2 Π g shape resonance in N 2 are shown in Table VII at the ∆SCF and ∆CCSD(T) levels of theory. For a small attenuation parameter, there is negligible difference between these results and the results obtained with the Coulomb potential. Despite apparent basis-set convergence, the numbers have an ω-dependence that is nonetheless not as severe as the α-dependence in the case of the Gaussian potential. More distressing is that the widths do not appear to converge to the accepted value of the width. However the position of the resonance seems to be computed accurately and has very little ω-dependence at the CCSD(T) level of theory. Some results for different treatments of correlation in the largest basis set are shown in Table VIII . As we might expect, MP2 theory recovers a significant, but still incomplete, portion of the correlation contribution. The effect of the triples correction is negligible in this case. The width does not change significantly as the treatment or correlation is changed, and it does not converge to the accepted value.
F. Evaluation of the type II-attenuated Coulomb method
The type II-attenuated Coulomb method performs well when applied to the 2 Π g , N − 2 shape-resonance. The results at the ∆SCF and ∆CCSD(T) levels of theory are shown in Table IX . Despite slow convergence with respect to the diffuse part of the basis set, the type II-attenuated Coulomb method has negligible ω-dependence. In the largest basis, the results do not quite converge to the accepted value, but it is apparent the the numbers are not entirely converged with respect to the basis set. At the ∆SCF level of theory, the results agree remarkably well with the complex basis function, non-Hermitian UHF results of Ref. 51 . Finally, notice that the dependence on ω is small compared to probable error due to the incomplete basis and incomplete description of electron correlation. The primary drawback of this method that it requires a large, diffuse basis set to achieve consistent results.
Results for different treatments of electron correlation are shown in Table X . Both the position and the width are significantly affected by the level of correlation in a manner which is consistent with other methods. The results at the CCSD level of theory agree fairly well with the EOM-EA-CCSD stabilization results presented in Ref. 49 . The small differences are easily attributed to the slightly different level of theory and the different basis set.
V. CONCLUSIONS AND FUTURE WORK
The performance of two different analytic continuation schemes for 3 classes of stabilizing potentials has been critically evaluated. Results for a model problem suggest that the accuracy of the type III methods is limited by the simple functional form. Furthermore, the results for both analytic continuation schemes depend on the functional form of the stabilizing potential. While the Gaussian potential is short-range, better results are obtained with the Coulomb potential. An attenuated Coulomb potential retains the best features of the Coulomb potential without the long range tail. It is with the attenuated Coulomb potential that the best results are obtained.
The performance of the type III method on the 2 Π g state of N − 2 is surprisingly good. There is systematic error in the width, but the position agrees well with the accepted value. The type III-Gaussian method does not perform well; this is probably due to a lack of flexibility in the functional form used in the analytic continuation. We do not recommend the use of a Gaussian potential. The type III-attenuated Coulomb method is somewhat sensitive to the attenuation parameter, ω, but retains many of the nice features of the type III-Coulomb method while being formally justifiable. We recommend an ω-value lying in the range that we have investigated (0.001-0.1). This broad range of ω, corresponding to characteristic lengths in the range 10 to 1000 Bohr, is likely appropriate for most low energy shape resonances which share physical characteristics with the N − 2 shape resonance. The type II method performs decently well for all three potentials, though both the accuracy and basis-set convergence properties are best when combined with the attenuated Coulomb potential. Despite slow basis set convergence and some sensitivity to the precision of the inputs, in no case did we observe multiple nearby solutions or other pathological numerical problems. Furthermore, analytic continuation with type II Padé approximants provided more accurate widths, significantly less ω-dependence, and agreed better with other theoretical methods. We therefore suggest that the use of such high order Padè approximants in the analytic continuation of the inverse problem should not be discounted, especially if high precision input data is available. The type IIICoulomb or type III-attenuated Coulomb method may be used in cases where precise computations in large basis sets are not feasible, but with the caveat that there will likely be systematic error in the computed widths.
To summarize, for the IACCC method:
• We suggest an attenuated Coulomb potential as a formally justifiable, simple to implement alternative to a Coulomb potential.
• The type II method is most accurate and should be used if high precision calculations in large basis shape resonance computed using the type II-attenuated Coulomb method at various levels of theory. The basis set is the t-augcc-pVQZ basis set and ω = 0.01. sets are feasible.
• The type III method can be used in cases where the use of large basis sets is not feasible, but there will likely be systematic error in the computed widths. In order to solve the non-linear least-squares problem, we minimize
The non-linear optimization can be easily accomplished using a some variant of Newton's method with analytic derivatives of χ 2 from which finite difference second derivatives can be computed. Specifically, we require derivatives with respect to the fitting parameters α, β, etc. Since all of these Padé approximants have the form 
as well as the derivatives of µ 2 : 
In terms of these quantities, the derivatives are given by 
The sum over k is over Gaussian potentials centered at C k and φ µ , φ ν are primitive Gaussian type orbitals. In order to derive an explicit formula for these integrals, we first use Gaussian product theorem (GPT) twice to combine the three Gaussian factors into a single Gaussian:
The polynomial, P (x, y, z) is just a product of polynomial factors from the two basis functions, N µ and N ν are normalization factors, and the other quantities are given by G PC = exp − γα γ + α (P − C)
where P and γ are the GPT center and exponent associated with the product of basis functions. The explicit formula is now easily derived in analogy to the case of simple overlap integrals given in Ref. 55 . This allows for direct reuse of the explicit formulas that are used to compute overlaps, the only difference is that P → Q and γ → η. We compute the integrals using this method. However it is also possible to compute the integrals using a special case of the recurrence relation for 3-center overlaps given by Obara and Saika:
The extension of either method to contracted Gaussian basis functions is trivial.
