Abstract. The Restricted Invertibility problem is the problem of selecting the largest subset of columns of a given matrix X, while keeping the smallest singular value of the extracted submatrix above a certain threshold. In this paper, we address this problem in the simpler case where X is a random matrix but with the additional constraint that the selected columns be almost orthogonal to a given vector v. Our main result is a lower bound on the number of columns we can extract from a normalized i.i.d. Gaussian matrix for the worst v.
Introduction
Let X ∈ R n×p . The goal of this short note is to study the following quantity, denoted by γ s,ρ − (X), defined for any s ≤ n and ρ − ∈ (0, 1) as where S s,ρ − (X) is the family of all S of {1, . . . , p} with cardinal |S| = s, such that σ min (X S ) ≥ ρ − . The meaning of the index γ s,ρ − is the following: for any v ∈ R n , we look for the "almost orthogonal" family inside the set of columns of X with cardinal s, which is the most orthogonal to v.
1.1.
The constrained restricted invertibility problem. Once we have an idea of the behavior of γ s,ρ − (X) as a function of s, we can derive a lower bound on the number of columns sufficiently orthogonal to a given vector which can be extracted from a given matrix and which form a well conditioned submatrix. This problem is a constrained counterpart to the well known Restricted Invertibility problem which has a long history starting with the seminal work of Bourgain and Tzafriri [1] . In particular, Bourgain and Tzafriri [1] obtained the following result for square matrices: 
An important remark is that the function X → γ s,ρ − (X) is nonincreasing in the sense that if we set
The quantity γ s,ρ − (X) is very small for p sufficiently large, at least for random matrices such as normalized standard Gaussian matrices as shown in the following theorem. Theorem 1.3. Assume that X is random matrix in R n×p with i.i.d. columns with uniform distribution on the unit sphere of R n . Let ρ − and ε ∈ (0, 1), C κ ∈ (0, +∞) and assume that p ≥ ⌈e
Assume that n, κ and s satisfy
with probability at least 1 − 5 n p log(p) n−1 − 9 p −n . Corollary 1.4. We can take s as large as
Proof. Notice that the constraints (1.4) and (1.5) together imply the following constraint on s:
The result follows immediately.
2. Proof of Proposition 1.3 2.1. Constructing an outer approximation for I in the definition of γ s,ρ − . Take v ∈ R n . We construct an outer approximationĨ of I into which we be able to extract the set I. We procede recursively as follows: until |Ĩ| = min{κs, p/2}, for some positive real number κ to be specified later, do
An upper bound on
If we denote by Z j the quantity | X j , v | and by Z (r) the r th order statistic, we get that
Since the X j 's are assumed to be i.i.d. with uniform distribution on the unit sphere of R n , we obtain that the distribution of Z (r) is the distribution of the r th order statistics of the sequence |X t j v|, j = 1, . . . , p. By (5) p.147 [6] , |X t j v| has density g and CDF G given by
Thus,
where B is a binomial variable B (p, G(z)). Our next goal is to find the smallest value z 0 of z which satisfies
We have the following standard concentration bound for B (e.g. [5] ):
which gives
We thus have to look for a root (or at least an upper bound to a root) of the equation
Notice that
By a straightforward application of Stirling's formula (see e.g. (1.4) in [8] ), we obtain
Thus, any choice of z 0 satisfying
is an upper bound to the quantile for (1 − ε)pG(z 0 )-order statistics at level p −n . We now want to enforce the constraint that
By again a straightforward application of Stirling's formula, we obtain
for n ≥ 4. Thus, we need to impose that
Notice that the constraints (2.8) and (2.9) are compatible if
Take ε = 1 − 1 n/s log(p) and obtain
for any p such that n/s log(p) ≥ √ 2, which is clearly the case as soon as p ≥ e 6 √ 2π for s ≤ n as assumed in the proposition.
If n ≥ 6, we can simplify (2.10) with
2.3. Extracting a well conditionned submatrix of XĨ . The method for extracting X I from XĨ uses random column selection. For this purpose, we will need to control the coherence and the norm of XĨ .
Step 1: The coherence of XĨ . Let us define the spherical cap
The area of C(v, h) is given by
Thus, the probability that a random vector w with Haar measure on the unit sphere S(0, 1) falls into the spherical cap C(v, h) is given by
The last term is the CDF of the Beta distribution. Using the fact that
the union bound, and the independence of the X j 's, the probability that X j ∈ C(X j ′ , h) for some (j, j ′ ) in {1, . . . , p} 2 can be bounded as follows
Our next task is to choose h so that
Let us make the following crude approximation
Thus, taking
will work. Moreover, since p ≥ 2, we deduce that
with probability at least 1 − p −n .
Step 2: The norm of XĨ . The norm of any submatrix X S with n rows and κs columns of X has the following variational representation
We will use an easy ε-net argument to control this norm. For any v ∈ R n , v t X j , j ∈ S is a sub-Gaussian random variable satisfying
for some constant c. Therefore, using the fact that w = 1, we have that
Let us recall two useful results of Rudelson and Vershynin. The first one gives a bound on the covering number of spheres. The second controls the approximation of the norm based on an ε-net.
Proposition 2.2. ([13, Proposition 2.2]). Let N be an ε-net of the unit sphere of R d and let N ′ be an ε ′ -net of the unit sphere of R d ′ . Then for any linear operator
Let N (resp. N ′ ) be an ε-net of the unit sphere of R κs (resp. of R n ). On the other hand, we have that
Using Proposition (2.2), we obtain that
Thus, we obtain
To conclude, let us note that
and using the fact that p κs ≤ e p κs κs , one finally obtains
The right hand side term will be less than 8p −n when
Notice that 1 + κs n log 1 + 2 ε + κs n log e κs + 1 n log nκs ε 2 (2 + ε) 2 (2.12)
we finally obtain
Step 3. We will use the following lemma on the distance to identity of randomly selected submatrices.
Lemma 2.3. Let r ∈ (0, 1). Let n, κ and s satisfy conditions (1.5) and (1.4) assumed in Proposition 1.3. Let Σ ⊂ {1, . . . , κs} be a random support with uniform distribution on index sets with cardinal s. Then, with probability greater than or equal to 1 − 9 p −n on X, the following bound holds:
Proof. See Appendix.
Taking r = 1 − ρ − , we conclude from Lemma 2.3 that, for any s satisfying (1.7), there exists a subsetĨ ofĨ with cardinal s such that σ min XĨ ≥ ρ − .
2.3.1.
The supremum over an ε-net. Recalling Proposition 2.1, there exists an ε-net N covering the unit sphere in R n with cardinal
Combining this with (2.10), we have that
2.4. From the ε-net to the whole sphere. For any v ′ , one can find v ∈ N with v ′ − v 2 ≤ ε. Thus, we have
we obtain from (2.16) and (2.15) that
n−1 p −n + 9 p −n and thus,
Appendix A. Proof of Lemma 2.3
For any index set S ⊂ {1, . . . , κs} with cardinal s, define R S as the diagonal matrix with
Notice that we have
In what follows, R δ simply denotes a diagonal matrix with i.i.d. diagonal components δ j , j = 1, . . . , κs with Bernoulli B(1, 1/κ) distribution. Let R ′ be an independent copy of R. Assume that S is drawn uniformly at random among index sets of {1, . . . , κs} with cardinal s. 
Using (2.11) and (2.13), we deduce that with probability at least 1 − 8p −n − p −n , we have
Take κ, u and v such that
for some C V possibly depending on s. Since κs ≤ C κ n, this implies in particular that Replace r ′ by r/2. Since it is assumed that n ≥ exp(r/2)/C κ and p ≥ √ 2 log(C κ n)/r, it is sufficient to impose that
in order for the right hand side of (A.22) to be less than one. Since κs ≤ C κ n, it is sufficient to impose that
or equivalently,
This is implied by (1.5) in the assumptions. On the other hand, combining (A.20) and (A.21) implies that one can take κ = 4e 3 r 2
(1 + K ε )(1 + C κ ) c(1 − ε) 4 2 log 2 (p) log(C κ n), which is nothing but (1.4) in the assumptions.
