Robust minimax estimation applied to kalman filtering by Aybar, Bahadır
ROBUST MINIMAX ESTIMATION APPLIED TO
KALMAN FILTERING
a thesis
submitted to the department of electrical and
electronics engineering
and the institute of engineering and sciences
of bilkent university
in partial fulfillment of the requirements
for the degree of
master of science
By
Bahadır Aybar
September 2008
I certify that I have read this thesis and that in my opinion it is fully adequate,
in scope and in quality, as a thesis for the degree of Master of Science.
Prof. Dr. Orhan Arıkan(Supervisor)
I certify that I have read this thesis and that in my opinion it is fully adequate,
in scope and in quality, as a thesis for the degree of Master of Science.
Asst. Prof. Dr. Sinan Gezici
I certify that I have read this thesis and that in my opinion it is fully adequate,
in scope and in quality, as a thesis for the degree of Master of Science.
Asst. Prof. Dr. I˙brahim Ko¨rpeog˘lu
Approved for the Institute of Engineering and Sciences:
Prof. Dr. Mehmet Baray
Director of Institute of Engineering and Sciences
ii
ABSTRACT
ROBUST MINIMAX ESTIMATION APPLIED TO
KALMAN FILTERING
Bahadır Aybar
M.S. in Electrical and Electronics Engineering
Supervisor: Prof. Dr. Orhan Arıkan
September 2008
Kalman filtering is one of the most essential tools in estimating an unknown
state of a dynamic system from measured data, where the measurements and the
previous states have a known relation with the present state. It has generally
two steps, prediction and update. This filtering method yields the minimum
mean-square error when the noise in the system is Gaussian and the best linear
estimate when the noise is arbitrary. But, Kalman filtering performance degrades
significantly with the model uncertainty in the state dynamics or observations. In
this thesis, we consider the problem of estimating an unknown vector x in a state-
space model that may be subject to uncertainties. We assume that the model
uncertainty has a known bound and we seek a robust linear estimator for x that
minimizes the worst case mean-square error across all possible values of x and
all possible values of the model matrix. Robust minimax estimation technique
is derived and analyzed in this thesis, then applied to the state-space model and
simulation results with different noise perturbation models are presented. Also, a
radar tracking application assuming a linear state dynamics is also investigated.
Modifications to the James-Stein estimator are made according to the scheme
we develop in this thesis, so that some of its limitations are dealt with. In our
iii
scheme, James-Stein estimation can be applied even if the observation equation
is perturbed and the number of observations are less than the number of states,
still yielding robust estimations.
Keywords: Mean-squared error estimation, minimax estimation, robust estima-
tion, Kalman filter, maximum likelihood estimation, James-Stein estimation
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O¨ZET
GU¨RBU¨Z MI˙NI˙MUM-MAKSI˙MUM KESTI˙RI˙CI˙NI˙N KALMAN
FI˙LTRESI˙NE UYARLANMASI
Bahadır Aybar
Elektrik ve Elektronik Mu¨hendislig˘i Bo¨lu¨mu¨ Yu¨ksek Lisans
Tez Yo¨neticisi: Prof. Dr. Orhan Arıkan
Eylu¨l 2008
Kalman filtreleme teknig˘i, o¨lc¸u¨mlerin ve o¨nceki durum deg˘is¸kenlerinin s¸imdiki
durum deg˘is¸kenine bag˘lı oldug˘u dinamik bir sistemdeki durum deg˘is¸kenlerini
kestirme konusunda en o¨nemli uygulamalardan biridir. Genel olarak tahmin
ve gu¨ncelleme olarak iki as¸amalıdır. Bu filtreleme, sistemdeki gu¨ru¨ltu¨ normal
dag˘ılıma sahipken asgari ortalama-kare hatası verirken, sistemde rastgele bir
gu¨ru¨ltu¨ varken ise en iyi c¸izgisel tahmin sag˘lamaktadır. Fakat, sistem mod-
elinde bir bilinmezlik oldug˘u kos¸ulda Kalman filtreleme teknig˘i performansı
oldukc¸a du¨s¸mektedir. Bu tezde, belirsizlig˘e ug˘ramıs¸ bir durum-uzay modelin-
deki bilinmeyen x vekto¨ru¨nu¨n kestirilmesi problemi ele alınmıs¸tır. Model belir-
sizlig˘inin bilinir bir sınırı oldug˘u kabul edilmis¸, model matrisinin ve bilinmeyen
x vekto¨ru¨nu¨n olası her deg˘eri c¸erc¸evesinde en ko¨tu¨ durumdaki ortalama-kare
hatasını asgari du¨zeye c¸eken birinci dereceden gu¨rbu¨z bir kestirici aras¸tırılmıs¸tır.
Bu gu¨rbu¨z minimum-maksimum kestirici, deg˘is¸ik gu¨ru¨ltu¨ modelleri ile birlikte
durum-uzay modeline uygulanmıs¸ ve simu¨lasyon sonuc¸ları verilmis¸tir. Ek olarak,
c¸izgisel bir dinamik modele sahip oldug˘u kabul edilmis¸ olan bir radar takip uygu-
laması incelenmis¸tir.
v
Bu tezde verilmis¸ olan s¸ema c¸erc¸evesinde, James-Stein kestirme teknig˘ine
deg˘is¸iklikler yapılmıs¸, bo¨ylece bu teknig˘in bir takım kısıtlamalarının o¨nu¨ne
gec¸ilmis¸tir. Bu s¸emada, go¨zlem denkleminin belirsizlig˘e ug˘radıg˘ı ve go¨zlemlerin
durum deg˘is¸kenlerinin sayısından az oldug˘u durumlara da James-Stein teknig˘i
uygulanmıs¸ ve gu¨rbu¨z tahminler verdig˘i go¨ru¨lmu¨s¸tu¨r.
Anahtar Kelimeler: Ortalama-kare hata kestirme, minimum-maksimum ke-
stirme, gu¨rbu¨z kestirici, Kalman filtesi, azami yaklas¸ım kestirici, James-Stein
kestiricisi
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Chapter 1
INTRODUCTION
In this thesis, state estimation from the state-space equation below is investi-
gated:
xk+1 = Akxk +Bkwk
yk = Ckxk +Dkvk, (1.1)
where x vector denotes the states, y vector denotes the observations, w and v are
noise vectors and A, B, C and D matrices are the parameters of the state-space
equations. These equations are known as the state equation and the observation
equation, respectively.
1.2 Review of Kalman Filtering Methods and
Applications
Obtaining a minimum mean-square error (MSE) estimate for the state vector x
is a very frequently confronted problem in control systems and avionics. Rudolf
E. Kalman delivered a solution for this estimation problem which yields the
minimum mean-square error estimate when the system is exposed to Gaussian
1
noise and the best linear estimate when the noise is non-Gaussian [1]. Many
applications involve this kind of estimation problem, such as target tracking [2,
3, 4]. A vehicle with varying speed and acceleration has to be tracked and where
the system dynamics can be formulated as (1.1). Kalman filtering techniques are
successfully used in the control of induction motors and motors with many poles
such as hybrid stepper motors [5, 6]. In these applications, observation equation
can be nonlinear. In such cases, a modified version of Kalman filter, extended
Kalman filter, can be used in order to linearize the nonlinear observation so that
Kalman filtering technique can be applied [7, Chapter 9]. Speech enhancement
via Kalman filter is also an important application area of Kalman filtering [8, 9].
Also in [10], an adaptive Kalman filtering approach is used for the equalization
of digital communication channels. Some other applications are detailed in [11,
12, 13, 14, 15, 16, 17, 18]. As an alternative, an interactive multiple model
consisting of multiple weighted Kalman filters for tracking manoeuvring targets
are examined in [19, 20].
In real applications, there can be some parameter uncertainty on the matrices
that describe that system. In such cases, Kalman filtering results in high mean-
square error if it uses nominal values for the unknown or perturbed parameters.
Various approaches have been developed to overcome the problem of robustness
of the Kalman filtering. It is shown in [21] that steady-state solution to robust
Kalman filtering problem is related to two algebraic Riccati equations (ARE’s).
An estimation technique with guaranteed cost bound for linear systems with
parameter uncertainties were proposed in [22] where the parameter uncertainty
model is assumed to be dependent on state and measurement noises. Also in
[23], robust Kalman filtering problem for linear continuous-time systems with
parametric uncertainty only in the state matrix was considered. An alternative
approach is developed in [24], where another robust discrete-time minimum vari-
ance filtering tehcnique is introduced. Also, in [25, 26, 27, 28], some other robust
Kalman filtering techniques are detailed.
2
1.3 Robust Minimax Estimation Applied To
Kalman Filtering
Consider the problem of estimating x from the observations y = Hx+ w where
H is the observation matrix and w is the process noise. Suppose that the main
concern is to minimize the worst-case mean-square error rather than the average
mean-square error. In [29], a robust mean-squared error estimation is developed
in the presence of parameter uncertainty in the observation matrix H . It is
shown in [29] that for an arbitrary choice of weighting, the optimal minimax
MSE estimator can be formulated as a solution to a semidefinite programming
problem (SDP), which can be solved very efficiently.
We combined the robust minimax estimation technique in [29] with the
Kalman filtering in order to estimate the states of the dynamics in (1.1). Thus,
for the cases where the worst-case mean-square error is the main concern, robust
minimax technique can be applied to the state-space equations in (1.1).
1.4 Organization of the Thesis
The thesis is organized as follows: The next chapter involves the main steps of
the Kalman filtering and its derivations, simulation results and its disadvantages
in the presence of parameter uncertainty. Chapter 3 describes two methods that
are developed to overcome the problem of robust Kalman filtering and their
comparisons with simulation results. In Chapter 4, we develop robust minimax
estimation and its application to the Kalman filtering with simulation results.
Finally, the thesis is concluded in Chapter 5.
3
Chapter 2
BACKGROUND AND
PROBLEM DEFINITION
2.1 Kalman Filtering
In this section of the thesis, a brief introduction to Kalman filtering, its formu-
lations and some of its properties will be stated and the notations will be the
same as [7, Chapter 8]. Kalman filtering is an essential and widely used tool
for the estimation of the states of a dynamic system which is exposed to noise
because of the fact that it yields the minimum mean square error. It has been
used in many applications such as radar tracking, econometrics, motor driving,
flight control and color noise problems as stated in the previous section. It was
first stated by Rudolf E. Kalman in 1960 [1].
The main scheme that Kalman filter applies includes a state equation and
an observation equation distorted by Gaussian noise at each time instants. The
discrete time state equations are:
xk+1 = Akxk +Bkwk (2.1)
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yk = Ckxk +Dkvk. (2.2)
The terms and notations in equations (2.1) and (2.2) are:
xk = (n x 1) process state vector at time tk
yk = (m x 1) observation vector
wk = (n x 1) zero-mean white Gaussian noise vector with known covariance
vk = (m x 1) zero-mean white Gaussian noise vector with known covariance
and having no crosscorrelation with wk
Ak = (n x n) state transition matrix
Bk = (n x n) state noise matrix at time tk
Ck = (m x n) observation matrix at time tk
Dk = (m x m) observation noise matrix at time tk.
In this thesis, we denote the noise statistics as wk ∼N(0,Qk) and vk ∼N(0,Rk).
Once these conditions are met and the system is completely described by (2.1)
and (2.2), then the Kalman filter, which will be detailed next, yields the minimum
mean square error estimates for the state xk at each time step.
The covariance matrices of wk and vk are given by:
E[wkw
T
i ] =

 Qk, for k = i0, for k 6= i. (2.3)
E[vkv
T
i ] =

 Rk, for k = i0, for k 6= i. (2.4)
E[wkv
T
i ] = 0, for all k and i. (2.5)
The time index, k, usually starts at k=0 and we assume we have an initial
estimate of the state sequence xk at t = t0 as xˆ0. Then we define a priori
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estimate, which will be denoted as xˆk|k−1, representing the best mean-squared
error (MSE) estimate prior to taking xk into account. At this point, we define
the estimation error as
ek|k−1 = xk − xˆk|k−1. (2.6)
In order to find the covariance matrix associated with the above estimation error,
we investigate
Pk|k−1 = E[ek|k−1 e
T
k|k−1] = E[(xk − xˆk|k−1) (xk − xˆk|k−1)T ], (2.7)
assuming ek|k−1 has zero mean.
With this assumption of the a priori estimate xˆk|k−1, we use the observation
yk at time t = tk to improve the a priori estimate. Now, we form a linear
combination of the a priori estimate and the noisy measurement based on the
following equation:
xˆk|k = xˆk|k−1 +Kk(yk − Ckxˆk|k−1), (2.8)
where xˆk|k is the a posteriori (updated) estimate and Kk is the Kalman gain.
As we mentioned before, Kalman filtering is optimal in the mean-square sense,
since the Kalman gain Kk is chosen such that the a posteriori estimate has the
minimum mean square error. To obtain the expression for the error covariance
matrix associated with the a posteriori estimate, we investigate
Pk = E[ek e
T
k ] = E[(xk − xˆk|k) (xk − xˆk|k)T ]. (2.9)
As we substitute Eq. (2.2) into Eq. (2.8), then
xˆk|k = xˆk|k−1 +Kk(Ckxk +Dkvk − Ckxˆk|k−1). (2.10)
Now, substituting the above result into Eq. (2.9), then we obtain
Pk = E{
[
xk − xˆk|k−1 −Kk(Ckxk +Dkvk − Ckxˆk|k−1)
]
[
xk − xˆk|k−1 −Kk(Ckxk +Dkvk − Ckxˆk|k−1)
]T}. (2.11)
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After rearrangements, the equation becomes
Pk = E{
[
(I −KkCk)(xk − xˆk|(k−1))−KkDkvk
]
[
(I −KkCk)(xk − xˆk|(k−1))−KkDkvk
]T}. (2.12)
We can further simplify the above expectation by using Eq. (2.7) and by setting
E[vkv
T
k ] = Rk, E[vk(xk − xˆk|(k−1))] = 0 since the a priori estimation error is
uncorrelated with the measurement noise vk. Then, the error covariance matrix
can be given as:
Pk = (I −KkCk)Pk|k−1(I −KkCk)T +KkDkRkDTk KTk , (2.13)
which is the most general expression of the a posteriori error covariance matrix.
Since the diagonal elements of the matrix Pk gives the estimation error variances
of each element in the state vector, we need to minimize the diagonal elements
of Pk, which is the same as minimizing trace(Pk), with respect to Kk in order to
obtain minimum mean-square error. We will use differential calculus methods for
this minimization problem. Here are the needed matrix differentiation formulas:
d[trace(AB)]
dA
= BT where AB is a square matrix (2.14)
d[trace(ACAT )]
dA
= 2AC where C is a symmetric matrix,
where the derivative of a scalar with respect to a matrix is defined as
ds
dA
=


ds
da11
ds
da12
· · · ds
da1n
ds
da21
ds
da22
· · · ds
da2n
...
...
. . .
...
ds
dan1
ds
dan2
· · · ds
dann


. (2.15)
For completeness, the proof of these equations are given in Appendix A of the
thesis. Thus, we can minimize trace(Pk) with respect to Kk if Pk is linear or
quadratic in Kk. In order to use the given matrix differentiation formulas, Eq.
(2.13) can be rearranged as:
Pk = Pk|k−1 −KkCkPk|k−1 − Pk|k−1CTk KTk +Kk(CkPk|k−1CTk +DkRkDTk )KTk .
(2.16)
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One can see that the first term is independent of Kk, the second and third terms
are linear in Kk and the last term is quadratic in Kk. Now, using the argument
that minimizing trace(Pk) gives us the minimum sum of the mean-square errors
of individual elements in the state vector, let us evaluate
d(trace(Pk))
dKk
= −2(CkPk|k−1)T + 2Kk(CkPk|k−1CTk +DkRkDTk ), (2.17)
since CkPk|k−1C
T
k + DkRkD
T
k is a symmetric matrix and every square matrix
and its transpose has the same trace. Equating the above differential to zero, we
obtain the optimal gain as
Kk = Pk|k−1C
T
k (CkPk|k−1C
T
k +DkRkD
T
k )
−1. (2.18)
The above representation yields the most general form of Kalman gain equation.
The covariance matrix associated with the optimal estimate can be computed by
substituting Eq. (2.18) into Eq. (2.16). After some arrangements,
Pk = Pk|k−1 − Pk|k−1CTk (CkPk|k−1CTk +DkRkDTk )−1CkPk|k−1
= Pk|k−1 −KkCkPk|k−1
= (I −KkCk)Pk|k−1, (2.19)
which gives the relation between the covariance of the optimal estimate and the
covariance of the a priori estimate. Now, since we have the optimal Kalman gain
expression, we can use the Eq. (2.8) to compute the estimated state at time k
from the a priori estimated state and the measurement at time k. As we see
from the Eq. (2.8), we need xˆk|k−1 and Pk|k−1 for xˆk|k. Since wk in Eq. (2.1) is
uncorrelated with w’s at any other time and zero mean, we can project xˆk−1|k−1
by a simple transition matrix Ak,
xˆk+1|k = Akxˆk|k, (2.20)
which shows the relation of the propagation that the state estimates have. Sim-
ilarly, we should formulate the relation of the propagation that the error covari-
ance has. The error covariance matrix associated with xˆk+1|k is
Pk+1|k = E[ek+1|kek+1|k
T ] = E[(xk+1 − xˆk+1|k)(xk+1 − xˆk+1|k)T ]
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= E[((Akxk +Bkwk)− Akxˆk|k)((Akxk +Bkwk)− Akxˆk|k)T ]
= E[(Akek +Bkwk)(Akek +Bkwk)
T ]
= AkPkA
T
k +BkQkB
T
k . (2.21)
The Eq. (2.21) can be combined with the Eq. (2.19) to obtain a relation between
the a priori and a posteriori error covariance matrices:
Pk+1|k = Ak(I −KkCk)Pk|k−1ATk +BkQkBTk . (2.22)
At this point, we have Pk+1|k from Eq. (2.22), zk+1 from the measurements,
xˆk+1|k from Eq. (2.20), thus we can compute the new state estimate xˆk+1|k+1 by
using Eq. (2.8). To summarize, there are four main Kalman filtering equations:
xˆk|k = xˆk|k−1 +Kk(yk − Ckxˆk|k−1) (2.23)
Kk = Pk|k−1C
T
k (CkPk|k−1C
T
k +DkRkD
T
k )
−1 (2.24)
xˆk+1|k = Akxˆk|k (2.25)
Pk+1|k = Ak(I −KkCk)Pk|k−1ATk +BkQkBTk . (2.26)
This set of Kalman filtering equations provides optimal mean-squared estima-
tor when the noises wk and vk in state-space equations (2.1) and (2.2) are Gaus-
sian. It also provides best linear mean-squared estimator for the non-Gaussian
case. Commonly, Kalman filter is implemented based on the architecture shown
in the following block diagram [7].
Prior estimate xˆk|k−1 and its error covariance Pk|k−1 for k = 0 are the initial
assumptions of the Kalman filter. Then, the algorithm computes the Kalman
gain Kk using Eq. (2.24). Using this Kalman gain, the prior estimate is updated
according to the Eq. (2.23) and error covariance for the updated estimate is
obtained as Pk = (I − KkCk)Pk|k−1. Finally, the state estimate and its error
covariance is projected ahead using (2.25) and (2.26).
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Figure 2.1: Kalman filter architecture.
2.2 Perturbation Model
As already discussed, the Kalman filter is optimal in the mean-square sense
for linear state-space systems. One of the crucial assumptions underlying the
performance of the Kalman filter is that the state-space model parameters are
known precisely. If this is not the case and there are uncertainties in the state-
space model, then it is observed that the Kalman filter may degrade significantly.
Therefore, in applications where state-space model parameters are not known
precisely, we are at risk in using the standard Kalman filter. Since this is the
case in many applications including radar target tracking, a robust version of the
Kalman filter should be used.
In this thesis, two different perturbation models will be used for making com-
parisons between the alternatives of robust Kalman filter. First model represents
the case when all the entries of the matrix Ak in Eq (2.1) are subjected to some
independent and identically distributed Gaussian noise with known distribution.
10
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Figure 2.2: Kalman filter performances in dB when there is no parameter per-
turbation, when parameters are perturbed with N(0, 0.1) and with N(0, 0.4).
In the second model, we will assume that one of the entries of Ak has uncertainty
on it, whereas the rest is exactly known.
For the simulation of the first model, we use the scheme in [28] as
Ak =


1.0 −0.1 −0.1
0.2 0.9 −0.1
0.1 0.2 0.7

 ,
Bk = Ck = Dk = Qk = Rk =


1 0 0
0 1 0
0 0 1

 , (2.27)
where the A matrix is exposed to a Gaussian noise with N(0,0.1) and N(0,0.4).
We take the average mean-square error of 1000 iterations for the first 200
data points (i.e. time steps) in dB. Thus, the formulation for the performance
criteria is 10log(
Nr∑
k=1
Jk/Nr), where Jk is the risk at each run at time k, Nr is the
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Figure 2.3: Kalman filter performances in dB when there is no parameter uncer-
tainty, when δ = 0.4 and when δ = 0.8.
number of runs. This average mean-square errors for each time steps are drawn
in Figures (2.2) and (2.3). In Fig. (2.2), the performance degradation can be
observed in dB scale. It can be seen that as the perturbation in A increases, the
Kalman filter degrades significantly.
As the second model, we use the following state-space parameters
Ak =

 0 −0.5
1 0.6 + δ

 , Bk =

 1
1

 ,
Ck =
[
−100 10
]
, Dk = 1, (2.28)
where δ has a known bound. A close variant of this model was also used for a
similar purpose in [24].
The figure (2.3) shows the degradation of the Kalman filter when the states
are estimated with the exact knowledge about the parameters, with |δ| ≤ 0.4
and |δ| ≤ 0.8.
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In the next chapter, we will introduce some of the known techniques that are
proposed to overcome the robustness problem in Kalman filtering with imprecise
parameters.
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Chapter 3
A SHORT REVIEW OF
ROBUST KALMAN
FILTERING TECHNIQUES
3.1 Robust Kalman Filters
Various robust Kalman filter designs have been proposed to overcome this prob-
lem. One of the approaches used to solve the robust Kalman filter problem is
that the uncertain parameter is replaced by a scaled version of the known or par-
tially known nominal value, suggesting an upper bound on the estimation error
covariance. Some other improvements are achieved by using Riccati equations in
[21]. The system under consideration is subjected to time-varying norm-bounded
parameter uncertainty in both state and observation equations. A linear filter
is designed such that the error covariance is guaranteed to be within a certain
bound for all uncertainties. In this section, we will introduce the theoretical
background of this robust Kalman filtering technique and give some simulation
results of its performance compared to the standard Kalman filter.
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The system under consideration is the following uncertain discrete-time sys-
tem:
xk+1 = [A+∆Ak]xk + wk
yk = [C +∆Ck]xk + vk, (3.1)
where xk ∈ Rn is the state, wk ∈ Rn is the process noise, yk ∈ Rm is the
measurement,vk ∈ Rm is the measurement noise, A and C are known nominal
matrices, ∆Ak and ∆Ck are unknown matrices which represent parametric un-
certainties. In this technique, it is assumed that the matrices ∆Ak and ∆Ck have
the form of 
 ∆Ak
∆Ck

 =

 H1
H2

FkE, (3.2)
where Fk ∈ Rixj is an unknown matrix satisfying FTk Fk ≤ I, k = 0, 1, 2, ... and
H1, H2 and E are known constant matrices. The dimensions of these matrices
specify how the elements in matrices A and C are affected by the uncertainty in
Fk.
In [21], the main objective is to design a state estimator of the form
xˆk+1 = Gxˆk +Kyk, (3.3)
where G and K are the matrices to be determined. Using this estimator, the
estimation error dynamics can be kept asymptotically stable and a symmetric
nonnegative definite matrix Q can be found such that as k →∞
E
[
(xk − xˆk)T (xk − xˆk)
] ≤ trace(Q), (3.4)
for all certainties. The upper bound trace(Q) represents the guaranteed cost.
Let us define the estimation error ek = xk−xˆk. Then, from the state equation
in (3.1) and the estimator (3.3), we have
ek+1 = Gek + (A−G−KC)xk + [∆Ak −K∆Ck]xk + wk −Kvk (3.5)
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and the composite system of (3.1) and (3.5) is given by
ηk+1 =
[
A¯ + H¯FkE¯
]
ηk + B¯ξk (3.6)
ek =
[
0 I
]
ηk (3.7)
where η = [xT eT ]T , ξk is a zero mean white noise satisfying E(ξk ξ
T
l ) = δ(k−l)I
and
A¯ =

 A 0
A−G−KC G

 , H¯ =

 H1
H1 −KH2

 , (3.8)
E¯ =
[
E 0
]
, BBT =

 W W
W W +KVKT

 , (3.9)
where wk and vk are assumed to satisfy the following conditions for all integers
k, l ≥ 0:
E(wk) = 0, E(wkw
T
l ) =Wδ(k − l) for W≥0;
E(vk) = 0, E(vkv
T
l ) = V δ(k − l) for V≥0;
E(wkv
T
l ) = 0 (3.10)
A solution to the above formulation in order to obtain the estimator in (3.3)
is obtained by using a Riccati equation approach detailed in [21]. As a result,
the estimator (3.3) can be given as
xˆk+1 = Aˆxˆk +K(yk − Cˆxˆk) (3.11)
where
K = (AˆQCˆT +M)(Rˆ + CˆQCˆT )−1, (3.12)
Aˆ = A + W¯ (P−1 − W¯ )−1A , W¯ =W + 1

H1H
T
1 , (3.13)
Cˆ = C +
1

H2H
T
1 (P
−1 − W¯ )−1A, (3.14)
Rˆ = V +
1

H2H
T
2 +
1
2
H2H
T
1 (P
−1 − W¯ )−1H1HT2 , (3.15)
M =
1

(I − W¯P )−1H1HT2 (3.16)
16
and  is a scalar quantity. The matrices P and Q are the stabilizing solutions of
two Riccati equations. Then, this estimator is stable quadratic with a guaranteed
steady state cost given in (3.4).
3.1.1 Simulation Results
In [21], a close variant of (2.28) is used to compare the performances of the
proposed estimator and the standard Kalman filter:
xk+1 =

 0 −0.5
1 1 + δ

xk +

 −6
1

wk (3.17)
yk =
[
−100 10
]
xk + vk, (3.18)
where |δ| ≤ 0.3. Applying the technique described above, we obtain the following:
H1 =

 0
10

 , H2 = 0, E = [ 0 0.03 ] ,
W =

 36 −6
−6 1

 , V = 1,  = 1.15,
Aˆ =

 0.1349 −0.4813
1.4169 1.2367

 , K = [ −0.0088 0.0079 ] . (3.19)
Assuming that we are trying to estimate zk = [ 1 0 ]xˆk, the actual costs for
3 different cases of δ are as in Table (3.1), which shows the simulation results in
[21].
It can be seen that as the uncertainty increases in the system, standard
Kalman filter performance degrades significantly whereas the designed filter is
robust.
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Filter Type δ = 0 δ = 0.3 δ = −0.3
Nominal Kalman Filter 36.0 8352.8 551.2
Proposed Filter 61.4 64.4 64.0
Table 3.1: Comparison Between The Nominal Kalman Filter and the Proposed
Filter
3.2 James-Stein State Filter
In this section, we will describe the technique introduced in [28] and discuss its
advantages and limitations. Consider a p-dimensional random vector X having
a multivariate normal distribution with mean µ ∈ R p and variance σ2. Given
the single realization X, the maximum likelihood estimate (MLE) of the mean
is µˆ = X and the risk (mean-square error) of this MLE is E[‖µˆ− µ‖2] = p. In
[28], James and Stein proved that if the dimension p of X is greater than two,
then the James-Stein estimator for µ
µˆJS =
(
1− p− 2‖X‖2
)
X (3.20)
has a smaller mean-square error than the MLE for all values of µ. Various
researches have been done in [30, 31] that study the applications and extensions
of James-Stein estimator. This is a special case of shrinkage estimator, [32],
which means that the second term in the Eq. (3.20) shrinks the MLE X to a
mean. Also, some modifications on James-Stein estimator have been made so
that the resulting estimator dominates the original one. Consider the observaton
equation
z = Cx+Dw, (3.21)
where w ∼ N(0, σ2I), C and D are known nxp and nxn real matrices, respectively.
It is known that
xˆML = (CT (DDT )−1C)−1CT (DDT )−1z. (3.22)
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Using the above expression for the maximum likelihood estimator, the final form
of James-Stein estimator can be expressed as:
xˆJS =
(
1− σ
2 (min{(p− 2), 2(p˜− 2)})+
(xˆML)T (CT (DDT )−1C)xˆML
)+
xˆML, (3.23)
for the random vector X ∼ N(µ,Q), where
p˜
4
=
tr(Q)
λmax(Q)
and x+
4
=

 x, x ≥ 00, x < 0 (3.24)
and Q = (CT (DDT )−1C)−1. The idea in the evolution of the James-Stein state
filter is that when the observation model in Eq. (2.2) holds while there is uncer-
tainty in the state dynamics in Eq. (2.1), or the process noise wk in Eq. (2.1)
is non-Gaussian, even the maximum likelihood estimator can give a better esti-
mation than the Kalman filter. Since James-Stein estimator outperforms MLE
in any case, then we can use James-Stein state filter (JSSF) instead of Kalman
filter.
JSE in Eq. (3.23) can be modified to allow for shrinkage toward any prior
estimate xˆk. Specifically, given the estimate xˆ
JS
k , one can obtaing an estimate
xˆJSk+1 by shrinking xˆ
ML
k+1 toward Akxˆ
JS
k . The mean-square error obtained by this
method will be less than MLE. We can formulate this as:
xˆJSk|k = xˆ
JS
k|k−1 +GJS(xˆ
ML
k − xˆJSk|k−1)
xˆJSk+1|k = Akxˆ
JS
k|k, (3.25)
where the James-Stein state filter gain GJS is
GJS =
(
1− σ
2 (min{(p− 2), 2(p˜− 2)})+
(xˆMLk − xˆJSk|k−1)T (CTk (DkDTk )−1Ck)(xˆMLk − xˆJSk|k−1)
)+
. (3.26)
However, there are limitations of JSSF. The most drastic limitation is that the
state dimension of the system must be no greater than the observation dimension,
in other words n ≥ p must be satisfied. So, if the number of states exceeds the
number of the observations, then the JSSF must be applied to a reduced state-
space system, therefore satisfying this condition. In addition, JSSF improves the
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overall mean-square error, but does not improve individual risks of each state
and this estimator is a biased one. These limitations may be an advantage or a
disadvantage depending on different systems.
3.2.1 Simulation Results
This section presents simulation results of the performances of James-Stein state
filter (3.25), maximum likelihood estimator (MLE) and the Kalman filter where
the expression for MLE of xk is
xˆMLk =
(
CTk (DkD
T
k )
−1
Ck
)−1
CTk
(
DkD
T
k
)−1
zk. (3.27)
500 data points are generated by using the state-space model (2.1) and (2.2) with
parameters given in the Eq (2.27). For the estimation of the states, three different
models are used: the exact model, a perturbed model where the elements of Ak
are exposed to a Gaussian noise with N(0,0.1) and a completely incorrect model
where
Ak =


1 2 3
4 5 6
7 8 9

 . (3.28)
As performance criterion, the average of mean-square errors (MSE’s) of MLE,
KF and JSSF techniques over 500 independent runs in dB is used. Figures (3.1)
- (3.3) show the MSE’s of each technique for the first 200 data points, and Table
(3.2) presents the average MSE’s of each estimate.
MLE(dB) KF(dB) JSSF(dB)
Exact 4.77 2.54 3.98
Perturbed 4.77 5.47 4.37
Incorrect 4.77 7.09 4.75
Table 3.2: MSE of each technique in dB under different models
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From the simulations, it can be seen that even for small perturbations in
model parameters, Kalman filtering results in a larger MSE than MLE and JSSF.
Also, we can see that JSSF never performs worse than MLE. Thus, JSSF suggests
a robust Kalman filtering method when the model parameters are not exactly
known.
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Figure 3.1: JSSF, KF and MLE under exact model.
In the next chapter, we will detail our proposed min-max sense optimal ap-
proach for robust Kalman filtering. We will also provide comparison results
between the James-Stein state filter presented in this chapter and our approach
as well as the standard Kalman filter.
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Figure 3.2: JSSF, KF and MLE under perturbed model.
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Figure 3.3: JSSF, KF and MLE under incorrect model.
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Chapter 4
Robust Minimax Estimation
4.1 Minimax Estimation Background
The technique we will introduce is proposed as a solution to the problem of
estimating an unknown deterministic parameter x observed through a linear
transformation H and corrupted by noise w, which can be expressed as
y = Hx+ w. (4.1)
This problem comes up very frequently in many areas such as signal processing,
control and economics. The method in [29] will be followed and detailed in this
section.
We will first consider the case in which H is exactly known, and develop a
minimax robust estimator, minimizing the maximum MSE across all the possible
values of the states in a known bound, e.g., xTTx ≤ L2 for some weighting matrix
T and some constant L. The solution will be obtained after a semi-definite
programming, which is a convex optimization problem.
Secondly, we will formulate the case in which the matrix H is not exactly
known, but there is an uncertainty in it so that the observation matrix will be
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given by H + δH . In this formulation, we will assume that the nominal value,
H , of this matrix is known, and δH has a known bound, ‖δH‖ ≤ ρ. Under this
model, we will seek a robust linear estimator that minimizes the maximum MSE
across all the possible values of the states in a known bound. Again, the solution
will be obtained using semi-definite programming algorithms.
4.1.1 Minimax MSE Estimation With Known H
Consider the problem of estimating the unknown x in the model given in Eq
(4.1), where H is a known nxm matrix with full rank m, and w is a zero-mean
random vector with covariance Cw. We assume that x satisfies the weighted
norm constraint ‖x‖T ≤ L for some positive matrix T and scalar L > 0, where
we define ‖x‖2T = xTTx.
A linear estimator xˆ = Gy is computed for estimating x for some mxn matrix
G. Then, the MSE of the estimator xˆ = Gy is given by
E(‖xˆ− x‖2) = V (xˆ) + ‖B(xˆ)‖2
= tr(GCwG
T ) + xT (I −GH)T (I −GH)x. (4.2)
The secong term in Eq (4.2) is dependent on x, so we can not directly minimize
the MSE. Instead, we compute the linear estimator which minimizes the maxi-
mum MSE across all possible values of x satisfying the weighted norm constraint.
Thus, we consider
min
xˆ=Gy
max
‖x‖T≤L
E(‖xˆ−x‖2) = min
G
max
‖x‖T≤L
{
tr(GCwG
T ) + xT (I −GH)T (I −GH)x} .
(4.3)
We first compute the maximum of the term in paranthesis in Eq. (4.3) with
respect to x, so only x-dependent term is to be maximized. Then, the inner
problem is
max
‖x‖T≤L
xT (I −GH)T (I −GH)x. (4.4)
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Now, we define a new variable z = T 1/2x, then we obtain
max
xTTx≤L2
xT (I −GH)T (I −GH)x
= max
zTz≤L2
{
zTT−1/2(I −GH)T (I −GH)T−1/2z}
= L2λmax, (4.5)
where λmax is the largest eigenvalue of T
−1/2(I − GH)T (I − GH)T−1/2. Let
the notation A  B denote B − A is positive definite, then the Eq.(4.5) can be
expressed as
min
λ
λ, (4.6)
subject to
T−1/2(I −GH)T (I −GH)T−1/2  λI. (4.7)
From Eqs (4.5)-(4.7), the problem in Eq.(4.3) can be reformulated as
min
G,λ
{
tr(GCwG
T ) + L2λ
}
, (4.8)
subject to (4.7), which then can be rewritten as
min
τ,G,λ
τ, (4.9)
subject to
tr(GCwG
T ) + L2λ ≤ τ
T−1/2(I −GH)T (I −GH)T−1/2  λI. (4.10)
Since our problem is formulated as in Eq. (4.9) and (4.10), now we show that
this problem can be solved using a standard semi-definite programming (SDP)
algorithm, which can be used to minimize a linear objective subject to linear
martix inequality (LMI) constraints. An LMI is a matrix constaint of the form
A(x)  0, where A matrix linearly depends on x. We can use efficient computa-
tional methods to solve this SDP problem.
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A. Semidefinite Programming Formulation of the Estimation Problem
Let
g = vec(GC1/2w ), (4.11)
where m = vec(M) denotes the vector obtained by stacking the columns of M.
Using this notation, the constraints in (4.10) become
gTg + L2λ ≤ τ
T−1/2(I −GH)T (I −GH)T−1/2  λI. (4.12)
The problem in constraints (4.12) is that the elements G(i, j) of G don’t appear
linearly in gTg and T−1/2HTGTGHT−1/2. To rewrite the inequalities as LMI’s
in the variables G(i, j),λ and τ , we use the following lemma [33, p. 472]:
Lemma 1 (Schur’s Complement): Let
M =

 A BT
B C

 (4.13)
be a Hermitian matrix with C  0. Then, M  0 if and only if 4C  0, where
4C is the Schur complement of C in M and is given by 4C = A−BTC−1B.
Using Lemma 1, we can rewrite the constraints in (4.10) as

 τ − L2λ gT
g I

  0,

 λI T−1/2(I −GH)T
(I −GH)T−1/2 I

  0. (4.14)
Now, the constraints are LMIs in the variables G, λ and τ . We conclude that
the problem of (4.3) is equivalent to the SDP defined by (4.9) and (4.14).
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4.1.2 Minimax MSE Estimation With Unknown H
In the previous section, we derived a formulation for the optimal estimator that
minimizes the maximum MSE across all values of x within the bound. Through
the derivation, we assumed that the matrix H is exactly known, which is not
the case in many engineering applications. Most of the time, H is subject to
uncertainties, it might be estimated from noisy data or selected among different
types of model matrices.
In our calculations, we will assume the true model matrix as H + δH where
δH is a perturbation matrix with known bound ρ and H is a known nominal
value for the model matrix. In this section, we explicitly derive a formulation for
the uncertain H case. Then our problem is
min
xˆ=Gy
max
‖x‖T≤L, ‖δH‖≤ρ
E(‖xˆ− x‖2) = min
G
{ max
‖x‖T≤L, ‖δH‖≤ρ{
xT (I −G(H + δH))T (I −G(H + δH))x}+ tr(GCwGT )
}
. (4.15)
We start with considering the inner maximization problem
max
‖x‖T≤L, ‖δH‖≤ρ
{xT (I −G(H + δH))T (I −G(H + δH))x}+ tr(GCwGT ). (4.16)
Simply by changing variables, Eq (4.16) becomes
max
‖δH‖≤ρ
max
‖x‖≤L
xTT−1/2(I −G(H + δH))T (I −G(H + δH))T−1/2x
= max
‖δH‖≤ρ
L2λmax(δH), (4.17)
where λmax(δH) is the largest eigenvalue of the matrix
T−1/2(I − G(H + δH))T (I − G(H + δH))T−1/2. So the problem in Eq. (4.17)
can be expressed as
min
τ
L2τ (4.18)
subject to
T−1/2(I −G(H + δH))T (I −G(H + δH))T−1/2  τI ∀ δH : ‖δH‖ ≤ ρ. (4.19)
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Using Lemma 1, the constraint (4.19) can be rearranged as
 τI T−1/2(I −G(H + δH))T
(I −G(H + δH)) I

  0 ∀ δH : ‖δH‖ ≤ ρ
(4.20)
which is equivalent to
A(τ, G)  BT (G)δHC + CT (δH)TB(G), ∀ δH : ‖δH‖ ≤ ρ, (4.21)
where
A(τ, G) =

 τI T−1/2(I −GH)T
(I −GH)T−1/2 I


B(G) =
[
0 GT
]
C =
[
T−1/2 0
]
. (4.22)
For further arrangements, we consider the following lemma [29]:
Lemma 2 : Given matrices P , Q, A with A = AT .
A  PTXQ+QTXTP, ∀ X : ‖X‖ ≤ ρ (4.23)
if and only if there exists a λ ≥ 0 such that
 A− λQTQ −ρPT
−ρP λI

  0. (4.24)
From Lemma 2, Eq (4.21) holds if and only if there exists a λ ≥ 0 such that

τI − T−1 T−1/2(I −GH)T 0
(I −GH)T−1/2 I −ρG
0 −ρGT λI

  0. (4.25)
Thus, the problem (4.15) can be expressed as
min
t,G,λ,τ
t, (4.26)
subject to the LMI (4.25) and
tr(GCwG
T ) + L2τ ≤ t. (4.27)
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Using Lemma 1, (4.27) can be rewritten as the LMI
 t− L2τ gT
g I

  0, (4.28)
where g = vec(GC
1/2
w ). Now we can formulate the problem of (4.26) subject to
(4.25) and (4.27) as an SDP.
To summarize our results, we conclude that the problem
min
xˆ=Gy
max
‖x‖T≤L, ‖δH‖≤ρ
E(‖xˆ− x‖2) (4.29)
is equivalent to the SDP problem of
min
t,G,λ,τ
t (4.30)
subject to the constraints 
 t− L2τ gT
g I

  0


τI − T−1 T−1/2(I −GH)T 0
(I −GH)T−1/2 I −ρG
0 −ρGT λI

  0,
where g = vec(GC
1/2
w ).
4.2 Kalman Filter and Modified James-Stein
State Filter Implementation
In this section, we develop a formulation for robust Kalman filter using the
robust minimax estimation technique detailed in the previous section and the
James-Stein state filter. Consider the state-space model
xk+1 = Axk +Bwk (4.31)
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yk = Cxk +Dvk, (4.32)
where wk ∼N(0,Q) and vk ∼N(0,R). In Eq. (4.31), the next state is obtained
from the current state. Let us rewrite this equation so that the previous state can
be obtained from the current state. For example, in a target tracking problem,
we can rewrite the Eq. (4.31) and use a new backward transition matrix AB.
This matrix gives the backward relation between current and previous state. So,
we can write
xk−1 = ABxk +Bwk. (4.33)
In this equation, the previous state xk−1 is dependent on the current state xk
and obtained by using a backward state transition matrix AB.
Now, let us define
δxk
4
= xˆk|k − Axˆk−1|k−1 = xˆk|k − xˆk|k−1, (4.34)
where xˆk|k−1 denotes the a priori estimate and xˆk|k denotes the a posteriori
estimate. Then, (4.31) and (4.32) can be arranged as
 0
yk − Cxˆk|k−1

 =

 AB
C

 δxk +

 Bwk
Dvk

 , (4.35)
where wk and vk have the same distributions as before. We will apply the
technique stated in the previous section in order to estimate x in the equation
z = Hx+ n for unknown matrix H with the matrices
z =

 0
yk − Cxˆk|k−1

 , H =

 AB
C

 and n =

 Bwk
Dvk

 . (4.36)
Starting from an initial value of x0, we compute a linear estimator G by semi-
definite programming with proper parameters T , ρ and Cn. We use Yalmip, a
Matlab toolbox, in order to obtain G for the problem in (4.30). Once G is
computed, then using the a priori estimate xˆk|k−1 and the present data zk, we
compute the a posteriori estimate xˆk|k at time k as:
xˆk|k = xˆk|k−1 +Gz
30
= Axˆk−1|k−1 +Gz. (4.37)
Modification on James-Stein State Filter: Using the new representation stated
in (4.35), we can obtain a new James-Stein estimator which also takes the per-
turbations in A into account. The James-Stein estimator for x in the regression
z = Hx+ Un is
xˆJSk|k = xˆ
JS
k|k−1 +GJS(xˆ
ML − xˆJSk|k−1)
xˆJSk+1|k = Akxˆ
JS
k|k,
where
GJS =
(
1− σ2 (min{(p− 2), 2(p˜− 2)})
+
(xˆML − xˆJSk|k−1)T (HT (UUT )−1H)(xˆML − xˆJSk|k−1)
)+
xˆMLk = (H
T
k (UkU
T
k )
−1Hk)
−1HTk (UkU
T
k )
−1zk
p˜ =
tr(Q˜)
λmax(Q˜)
Q˜ = (HT (UUT )−1H)−1,
and p is the dimension of x. We can apply the James-Stein estimator above to
the formulation in (4.35) by putting
z =

 0
yk − Cxˆk|k−1

 , H =

 AB
C

 . (4.38)
In this formulation, n ∼N(0, σ2I) is assumed. Obtaining the matrix U and the
vector n might require a whitening process for this estimation to be used if the
process and observation noises are dependent.
As mentioned in Chapter 3, the most drastic limitation of the James-Stein
state filter is that the number of observations should be no less than the number
of states. Thus, for C ∈ Rnxp, the system should satisfy n ≥ p for the standart
James-Stein state filter. After the above modification of taking the matrix AB
into account, the new observation matrix becomes H ∈ R(n+p) x p. So, the limi-
tation has automatically been overcome, which is an important modification on
James-Stein state filter.
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4.3 Simulation Results
Consider the system
A =

 0 −0.5
1 1 + δ

 , B =

 −6 0
0 1

 ,
C =

 1 −0.25
−1 0.5

 , D =

 1 0
0 1

 , (4.39)
where δ = 0.3 is assumed. In our simulation, in order to see the effect of the
perturbations in matrix C, we added some zero mean Gaussian noise with dif-
ferent variances. The figure (4.1) shows the performances of James-Stein State
filter detailed in the previous chapter, the modified James-Stein filter described
in the previous section, the nominal Kalman filter and the minimax filter in dB
scale drawn with respect to different variances of the noise added to the matrix
C. Table (4.1) shows the MSE of each technique for different variances in dB.
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Figure 4.1: JSSF, modified JS, KF and minimax estimation performances.
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σ
2
C = 0 σ
2
C = 0.1 σ
2
C = 0.25 σ
2
C = 0.5 σ
2
C = 1
Mmx 27 27.5 28.1 28.3 29.6
Nominal Kf 17.5 28 31 34.4 37.5
Jssf 15.4 30.3 33.6 37 40
Modified Jssf 27 27.6 28.1 28.4 29.7
Table 4.1: Performances for different noise variances in dB.
Since James-Stein state filter estimates the states using the observation equa-
tion only, it performs better compared to minimax filter and the modified James-
Stein filter when there is no perturbation in matrix C. As the noise in C increases,
the minimax filter and the modified James-Stein filter techniques perform better
as these techniques takes the state equation information into account.
4.3.1 Radar Tracking Application
In this example, we consider a land-based vehicle moving with a constant speed
and assume that we measure the range relative to two reference points (0, 0)
and (Rx, Ry), where Rx = 170 km and Ry = 100 km and each reference point
shows the easterly and northerly positions. A close variant of this scheme is
also investigated in [2]. We define the state vector for the system in Fig. (4.2)
Figure 4.2: A system with 2 radars for tracking a land vehicle.
as xk = [xk yk Vxk Vyk ]
T , where xk and yk denote the easterly and northerly
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positions of the vehicle respectively, and Vxk and Vyk denote the easterly and
northerly velocities. Then the system is:
xk+1 =


1 0 Ts 0
0 1 0 Ts
0 0 1 0
0 0 0 1


xk +Bwk (4.40)
y
k
=

 √x2k + y2k√
(xk − Rx)2 + (yk − Ry)2

+Dek, (4.41)
where wk is the process noise caused by the potholes, wind, etc., ek is the ob-
servation noise and Ts is the sampling period. Since the state dynamics are
linear whereas the observations are nonlinear, we use an extended version of the
Kalman filter.
Extended Kalman Filter : In the cases where state dynamics or observations
are nonlinear, we have to use a linearized version of the Kalman filter, namely
the extended Kalman filter. The system under investigation is:
xk = f (xk−1 ) + wk
yk = h(xk ) + vk .
The function f can be used to compute the predicted state from the previous
estimate and similarly the function h can be used to compute the predicted
measurement from the predicted state. However, f and h can not be applied to
the covariance directly. Instead a matrix of partial derivatives, the Jacobian, is
computed. Then, the extended Kalman filter equations that we use in the radar
tracking example are:
Predict:
xˆk|k−1 = f (xˆk−1 |k−1 )
Pk|k−1 = FkPk−1|k−1F
T
k +Qk, (4.42)
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Update:
Sk = HkPk|k−1H
T
k +Rk
Kk = Pk|k−1H
T
k S
−1
k
xˆk|k = xˆk|k−1 +Kk(zk − h(xˆk |k−1 ))
Pk|k = (I −KkHk)Pk|k−1, (4.43)
where zk is the observation, Qk and Rk are the state and observation noise
covariances, respectively. The Jacobians are:
Fk =
∂f
∂x
∣∣∣∣
xˆk−1|k−1
Hk =
∂h
∂x
∣∣∣∣
xˆk|k−1
(4.44)
In the radar tracking example, since the state dynamics are linear, we will lin-
earize the observation equation only. Thus,
Hk =


xk√
x2
k
+y2
k
yk√
x2
k
+y2
k
xk−Rx√
(xk−Rx)2+(yk−Ry)2
yk−Ry√
(xk−Rx)2+(yk−Ry)2


∣∣∣∣∣∣∣
xˆk|k−1
. (4.45)
In the simulations, we compared the extended Kalman filter with the minimax
filter obtained by using the criteria in (4.9) and (4.14) for the case that there is
no parameter uncertainty, and the minimax filter obtained by using the criteria
in (4.30) for the case that there is parameter uncertainty. The sampling period in
the simulations is 1 second and the covariances of both process and observation
noises are
Q = Diag( 10m2, 10m2, 3(m/s)2, 3(m/s)2 )
R = Diag( 10m2, 10m2 ). (4.46)
Initially, the vehicle is assumed to be at the point (20 km, 10 km) and moving at
a constant speed of 100 km/h with θ = 30 deg. Extended Kalman filter and the
minimax filter with no parameter uncertainty and with parameter uncertainty
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Figure 4.3: Average root mean-squared error in both directions with no uncer-
tainty.
are run in Matlab separately for 180 seconds. The uncertainty in the observations
caused by the angle and increasing range is represented with a maximum of (10
m, 10 m) error in the measured range of both radars.
In (4.3) and (4.4), we can see that as the parameter uncertainty is in-
creased, minimax filtering results in much more accurate results than the ex-
tended Kalman filtering. The extended Kalman filtering gives an error of 70 m
after 3 minutes whereas the minimax filtering error is around 30 m.
Figures (4.5) and (4.6) show the average position error of minimax filter-
ing with no uncertainty and with parameter uncertainty, respectively. Similarly,
(4.7) and (4.8) show the average position error of extended Kalman filtering with
no uncertainty and with parameter uncertainty, respectively. Extended Kalman
filtering estimation performance in both directions is highly degraded compared
to the robust minimax estimation performance after we add the parameter un-
certainty to the observations.
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Figure 4.4: Average root mean-squared error in both directions with parameter
uncertainty.
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Figure 4.5: Minimax filter position error with no uncertainty.
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Figure 4.6: Minimax filter position error with parameter uncertainty
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Figure 4.7: Extended Kalman filter position error with no uncertainty.
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Figure 4.8: Extended Kalman filter position error with parameter uncertainty.
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Figure 4.9: Worst-case position errors.
39
Figure (4.9) shows the worst-case position errors over all runs. Clearly, min-
imax filtering estimation yields much smaller worst-case estimation errors than
the extended Kalman filter. Extended Kalman filter yields a worst-case estima-
tion error that varies between 100 m and 200 m whereas the minimax filtering
worst-case estimation error is between 40 m and 120 m.
40
Chapter 5
Conclusions and Future Work
5.1 Conclusions
In this thesis, we investigated some deficiencies of Kalman filtering in the presence
of parameter uncertainties in the state-space model and proposed a new solution
to this problem. We showed in the simulation results that Kalman filtering
yields high mean-square error as the parameter uncertainty increases. Thus, in
real applications, well-known Kalman filtering itself is not a good technique when
there is a risk of noise disturbances in the state-space model.
We reviewed some techniques described in [21] and [28] that were developed
to overcome the robustness problem of the Kalman filtering. The approach of
solving algebraic Riccati equations [21] and James-Stein state filtering approach
[28] are both good techniques, since they yield small average mean-square er-
ror for the cases in which their limitations and assumptions hold. We focused
on minimizing the worst-case mean-square error of the state estimation, so we
investigated the minimax approach to the estimation problem.
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The main contribution of this study is that we applied the minimax approach
to the state-space model described in (1.1) using semi-definite programming as an
alternative to the standart Kalman filter. We carried out simulations and tested
our technique with arbitrary matrices and noise levels besides a real application
involving radar target tracking in two dimensions.
The second contribution of the thesis is that we modified the James-Stein
estimator so that it can be applied to the Kalman filtering in the presence of
uncertainties in both of the state transition and observation matrices whether
the number of observations is smaller than the number of states or not. A
robust filtering can be achieved by this way when we do not know the state and
observation equations exactly.
5.2 Future Work
In this study, a time-invariant version of the Eq. (1.1) is under consideration.
Model parameters are constant for each run, thus computational complexity is
kept minimum. When we apply our technique to the radar tracking application,
the linearization leads to a time-varying estimation, thus increasing the complex-
ity and the run time of minimax estimation. One possible extension of this thesis
is the optimal evaluation of a time-varying case of the state-space model.
Also, for robust estimation of the state-space model where both the average
mean-square error and the worst-case mean-square error are of importance, a hy-
brid model consisting of scaled versions of Kalman filter and minimax estimation
outputs can be developed as a future work.
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APPENDIX A
Proof of Theorem 1
A.1 Matrix Differentiation
In this section of the thesis, we prove the matrix equations in (2.15) hold for the
given matrix constraints.
Definition 1. Let us assume that X is an arbitrary (n x n) square matrix.
Then, the trace of the matrix X is
trace(X) =
n∑
i=1
xii, (A.1)
where xii is the i
th diagonal element of the matrix X.
Proposition 1. Let us assume that A and B are arbitrary matrices where A
is (n x m) and B is (m x n) so that the matrix multiplication AB is a square
matrix. The derivative of the AB with respect to A is equal to BT .
Proof. Let us write A and B in the form of row and column vectors. Then,
trace(AB) = trace


←− ~a1 −→
←− ~a2 −→
...
←− ~an −→


[
~b1 ~b2 · · · ~bn
]
,
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=

~a1~b1 ~a1~b2 · · · ~a1~bn
~a2~b1 ~a2~b2 · · · ~a2~bn
...
...
. . .
...
~an~b1 ~an~b2 · · · ~an~bn


,
=
m∑
i=1
a1ibi1 +
m∑
i=1
a2ibi2 + · · ·+
m∑
i=1
anibin, (A.2)
where aij belongs to i
th row and jth column of the matrix A. Using the differ-
entiation formula in (2.15), we obtain
∂trace(AB)
∂aij
= bji, (A.3)
which implies
∂trace(AB)
∂A
= BT . (A.4)
Proposition 2. Assume an arbitrary matrix A. The derivative of a function of
the matrix A with respect to A is the same as the transpose of the derivative of
the same function with respect to AT , so that
[∇AT f(A)]T = [∇Af(A)] (A.5)
Proof. Let us write the differentiation elementwise:
[∇ATf(A)] =


∂f(A)
∂A11
∂f(A)
∂A21
· · · ∂f(A)
∂An1
∂f(A)
∂A12
∂f(A)
∂A22
· · · ∂f(A)
∂An2
...
...
. . .
...
∂f(A)
∂A1n
∂f(A)
∂A2n
· · · ∂f(A)
∂Ann


= [∇Af(A)]T (A.6)
Proposition 3. Consider a function f : Rn → R. Then,
∇xf(Ax) = AT∇f(Ax), (A.7)
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where the matrix A ∈ Rnxm and the vector x ∈ Rm.
Proof. Using the chain rule, we have
∂f(Ax)
xi
=
n∑
k=1
∂f(Ax)
∂(Ax)k
.
∂(Ax)k
∂xi
=
n∑
k=1
∂f(Ax)
∂(Ax)k
.
∂a˜Tk x
∂xi
=
n∑
k=1
∂f(Ax)
∂(Ax)k
.aki =
n∑
k=1
∂kf(Ax)aki
= aTi ∇f(Ax) (A.8)
which can be generalized as
∇xf(Ax) = AT∇f(Ax). (A.9)
Proposition 4. Assume B is an arbitrary symmetric matrix. Then,
d[trace(ABAT )]
dA
= 2AB. (A.10)
Proof. Let us replace AB = f(A). Then,
∇Atr(ABAT ) = ∇Atr(f(A)AT )
= ∇ϕtr(f(ϕ)AT ) +∇ϕtr(f(A)(ϕ)T )
= (AT )Tf ′(ϕ) +
(∇(ϕ)T tr(f(A)ϕT ))T
= ABT +
(∇(ϕ)T tr((ϕ)Tf(A)))T
= AB + (f(A)T )T
= AB + AB = 2AB (A.11)
This completes the proof of (2.15).
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