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Notations
Nous ferons les conventions suivantes
e(.) de´signe la fonction exp(2ipi.) et eq(.) la fonction exp(2ipi./q),
pour r,s deux entiers (r, s) est leur plus grand diviseur commun,
si (r, s) = 1 on note r l’inverse de r modulo s,
τκ(n) de´signe la fonction
∑
d1...dκ|n 1,
n ∼ N signifie N ≤ n < 2N ,
si (λm)m≤M est une suite finie de complexes on note ||λ|| :=
(∑
m≤M |λm|2
)1/2
sa norme
L2,
pour i entier positif ≥ 0, symi θ de´signe la fonction sin((i + 1)θ)/ sin θ ; d’autre part
Symi(SL2) de´signe la repre´sentation puissance syme´trique i-ie`me de SL2(C), elle est de
dimension i + 1, irre´ductible , et pour tout e´le´ment de SU2(C) de trace 2 cos θ, sa trace
relativement a` la repre´sentation Symi est donne´e par l’expression symi θ.
Dans toute la suite, les lettres p, q indice´es ou non, seront re´serve´es pour la de´signation
d’un nombre premier.
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I.— Introduction
Soient l,m, n des entiers, et soit S(l,m;n) la somme de Kloosterman
S(l,m;n) =
∑
kmodn
(k,n)=1
e
( lk +mk
n
)
.
Rappelons que c’est un re´el non nul et que la majoration de Weil nous donne pour p un
nombre premier avec (m, p) = 1 :
|S(1,m; p)| ≤ 2√p;
on notera donc θp,m l’unique re´el de [0, pi] tel que :
S(1,m; p)
2
√
p
= cos θp,m.
La conjecture de Sato-Tate affirme alors que :
Conjecture. — Soit m un entier non nul fixe´, pour P →∞ la suite de re´els
{θp,m | (m, p) = 1, p ≤ P} devient e´quidistribue´e pour la mesure de Sato-Tate sur [0, pi],
µST :=
2
pi
sin2(θ)dθ.
En termes e´quivalents, si δ(θ) est la mesure de Dirac en θ, on a, au sens de la
convergence faible
1
|{p ≤ P | (p,m) = 1 }|
∑
p≤P
p6|m
δ(θp,m) −→ µST , (P →∞)
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Par un argument de densite´ (crite`re de Weyl), et par orthonormalite´ des fonctions
symi(θ) relativement a` la mesure µST , cette conjecture est e´quivalente a` la suivante sur
les moments des sommes de Kloosterman :
Soit m un entier non nul fixe´ ,pour tout entier positif i, on a, pour P → +∞
(1.0)
1
|{p ≤ P | (m, p) = 1 }|
∑
p≤P
p6|m
symi(θp,m) →
∫ pi
0
symi(θ)µST = 0.
On sait extreˆmement peu de choses sur cette conjecture ; ainsi, comme l’a remarque´
Katz [Ka1], on ne sait pas si il y a une proportion positive de nombres premiers p,
tels que les angles θp,1 tombent dans un intervalle fixe´ de [0, pi], de longueur non nulle.
Un espoir d’attaquer cette question, serait que la fonction L attache´e aux sommes de
Kloosterman soit modulaire (cf [Ka1] Introduction), mais pour l’instant cette voie semble
tre`s improbable. Une des principales raisons de croire a` cette conjecture est le The´ore`me
de Katz ci-dessous, conse´quence des travaux de Deligne sur les conjectures de Weil [D] ;
on dira avec Katz ([Ka2]) que l’e´nonce´ suivant est de type ”vertical” par opposition a`
l’e´nonce´ (1.0) qui sera dit ”horizontal” :
The´ore`me 0 ([Ka3]). — Quand p→∞ les p−1 nombres {θp,m}m=1...p−1 deviennent
e´quidistribue´s pour la mesure de Sato-Tate. Autrement dit, on a, pour tout entier i non
nul, et p→ +∞
1
p− 1
p−1∑
m=1
symi(θp,m) → 0.
Jusqu’a` pre´sent, la conjecture n’e´tait e´taye´e que par des e´nonce´s verticaux, tels que le
pre´ce´dent [Ka2] ; dans le cas ou` le module de la somme de Kloosterman est un produit de
deux nombres premiers, nous prouvons, dans cet article, un the´ore`me dans la direction
”horizontale” de la conjecture de Sato-Tate :
The´ore`me 1. — Pour tout entier m non nul, il existe une proportion positive de
couples (p, q) de nombres premiers distincts tels que
(1.1) |S(1,m; pq)
4
√
pq
| ≥ 0.16.
D’autre part, pour tout  > 0, il existe une proportion positive de couples (p, q) de nombres
premiers distincts tels que
|S(1,m; pq)
4
√
pq
| ≤ .
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Proportion positive signifie ici, qu’il existe une constante α positive, telle que le nombre
de couples (p, q) ve´rifiant la condition (1.1) ci-dessus, avec p ≤ x, q ≤ x est minore´ par
α
x2
log2 x
+ o(
x2
log2 x
).
Une proprie´te´ simple, mais fondamentale des sommes de Kloosterman est la proprie´te´ de
multiplicativite´ croise´e : pour p 6= q, on a l’e´galite´
(1.2)
S(1,m; pq)
4
√
pq
=
S(1, q2m; p)
2
√
p
S(1, p2m; q)
2
√
q
,
proprie´te´ que l’on re´e´crit sous forme condense´e
cos θpq,m = cos θp,q2m cos θq,p2m
Ainsi, si on admet la conjecture de Sato-Tate, il n’est pas de´raisonnable de penser que les
angles θpq,m sont uniforme´ment distribue´s relativement a` la mesure µST,2, qui est l’image
par l’application
Φ : (θ, θ′) −→ arccos(cos θ cos θ′),
de la mesure sur [0, pi]× [0, pi], µST ⊗ µST .
Le point de de´part de notre preuve est une ame´lioration du the´ore`me de Katz cite´
pre´ce´demment ; Dans celui-ci, prendre p − 1 points n’est pas ne´cessaire pour avoir
l’e´quidistribution : on peut montrer la
Proposition 2. — Soit  > 0, et pour tout p, soit Mp un intervalle de longueur
l(Mp) supe´rieure a` p1/2+, inclus dans [1, p − 1]. Alors pour tout entier i non nul, et
pour p→ +∞, on a
1
l(Mp)
∑
m∈Mp
symi(θp,m)→ 0.
Cette proposition n’est pas sans rappeler l’ine´galite´ de Polya-Vinogradov sur les
sommes de caracte`res. En fait, notre motivation premie`re e´tait de prouver des variations
du the´ore`me vertical, ou` les entiers m de´crivent des ensembles moins re´guliers que des
intervalles ( par exemple de´finis par convolution multiplicative d’ ensembles quelconques
”assez denses”, ce qui est le cas si m est assujetti a` n’avoir que de grands facteurs
premiers) ; apre`s des manipulations e´le´mentaires, on est ramene´ a` prouver certaines
proprie´te´s ge´ome´triques du faisceau de Kloosterman. Alors (cf. Corollaire 2.11), on pourra
majorer non trivialement des formes biline´aires de la forme ((αm) et (βn) de´signant des
complexes) :
∑
m
∑
n
αmβn symi(θp,mn2).
Graˆce au crible, on peut alors e´tablir le the´ore`me suivant (nous avons pre´fe´re´ donner
une variante, la Proposition 3.2, ne´cessaire pour le The´ore`me 1) :
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The´ore`me 3. — Quand p → ∞, les angles {θp,q}q<p sont e´quidistribue´s pour la
mesure de Sato-Tate µST , autrement dit, pour tout entier i non nul, on a
∑
q<p
symi(θp,q) = oi(
p
log p
).
On peut aussi, conside´rer le proble`me dual : celui de l’e´quidistribution des angles
{θp,m}m<p ou` m n’a que de petits facteurs premiers : plus pre´cisement, les angles
{θp,m}m<p sont e´quidistribue´s suivant la mesure de Sato-Tate, si m parcourt l’ensemble
des entiers m (1 ≤ m < p), dont tous les facteurs premiers sont infe´rieurs a` exp(√log p).
Nous n’en donnons pas de de´montration.
Notre me´thode peut s’e´tendre a` des majorations non triviales de sommes de type II
∑
m
∑
n
αmβn symi(θp,f(m,n)),
ou` f(m,n) est une fraction de Z(m,n) tre`s ge´ne´rale. Faute d’application nous n’avons
pas poursuivi cette e´tude.
Pour revenir au proble`me initial, disons qu’il est possible de ge´ne´raliser le The´ore`me 1
suivant deux directions : d’une part, quand le module des sommes de Kloosterman est le
produit d’un nombre fixe´≥ 2 de nombres premiers distincts ; D’autre part, cette me´thode,
ainsi que les re´sultats d’e´quidistribution qui en de´coulent (Proposition 2 et The´ore`me 3)
ne sont pas strictement propres aux sommes de Kloosterman. Par exemple, elle peut
s’e´tendre sans trop de difficulte´s, aux sommes d’exponentielles a` un parame`tre, obtenues
(a` l’instar des sommes de Kloosterman) par transforme´e de Fourier-Deligne-Laumon (ce
type de somme a e´te´ e´tudie´ tre`s comple`tement par Katz [Ka4]), et e´galement aux sommes
de Kloosterman a` plusieurs variables,
Sj(m;n) :=
∑
k1,...kj mod j
k1k2...kj=m mod n
e
(k1 + . . .+ kj
n
)
.
Les preuves sont essentiellement les meˆmes, quoique plus complique´es dans leurs nota-
tions, aussi nous avons choisi de n’exposer que le cas le plus simple.
Je tiens a` remercier le Professeur E. Fouvry, mon directeur de the`se, pour m’avoir mis
en contact avec la conjecture de Sato-Tate, et pour toutes les suggestions qu’il a faites
au long de ce travail, ainsi que les Professeurs Katz et Laumon pour d’inte´ressantes
discussions.
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II.— Estimations de formes biline´aires
Le but de cette section, est d’e´tablir des majorations de certaines sommes de types
I et II selon la terminologie de la the´orie analytique des nombres, relatives aux sommes
de Kloosterman. Ces sommes apparaissent naturellement via les identite´s de crible.
Ces majorations de´pendent de proprie´te´s ge´ome´triques du faisceau de Kloosterman
de´montre´es dans la premie`re partie de cette section.
II.1.— Un peu de ge´ome´trie alge´brique
On se fixe p un nombre premier, Fp une cloˆture alge´brique de Fp, et ` un nombre
premier 6= p, et on fixe Q` une cloture alge´brique de Q` dans C.
On commence par rappeler quelques lemmes tre`s classiques (voir [Ka3]). Pour cela,
on se donne Xp une courbe affine sur Fp, comple´ment d’un ensemble fini, S de P1(Fp).
On se donne e´galement un faisceau F , sur Xp, lisse, pur de poids 0 ; rappelons, que cela`
e´quivaut a` se donner une repre´sentation du groupe fondamental arithme´tique, piarith1 de
Xp relativement a` un point ge´ome´trique fixe´ de Xp, dont les traces des frobenius sont
des entiers alge´briques de valeur absolue e´gale a` 1 ; la restriction de cette repre´sentation
au groupe fondamental ge´ome´trique pigeom1 de Xp (c’est a` dire le groupe fondamental de
Xp ⊗ Fp) est appele´e repre´sentation ge´ome´trique associe´e. On notera V le sous-espace
vectoriel sous-jacent a` F , et Ggeom(F) son groupe de monodromie ge´ome´trique. On a
Lemme 2.0 (Formule de Grothendieck-Ogg-Shafarevitch). — Avec les conventions
pre´ce´dentes, on a l’e´galite´
χc(Xp ⊗ Fp,F) = (2− |S|)rang(F)−
∑
s∈S
Swans(F).
Lemme 2.1. — Si Ggeom(F) agit irre´ductiblement sur V , alors on a
|
∑
x∈Xp(Fp)
tr(Frobx,F)| ≤ |χc(Xp ⊗ Fp,F)|p1/2.
Preuve. D’apre`s la formule de Lefschetz-Grothendieck, on a
∑
x∈Xp(Fp)
tr(Frobx,F) =
2∑
j=0
(−1)jtr(Frobp |Hjc (Xp ⊗ Fp,F)),
H0c = 0 car Xp est affine ; H
1
c ( ,F) est mixte de poids ≤ 1 par le The´ore`me fondamental
de Deligne ; H2c ( ,F) = 0 compte-tenu de son interpre´tation en terme des coinvariants
de Ggeom.
Le Lemme suivant permet de majorer la caracte´ristique d’Euler de faisceaux associe´s
a` F :
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Lemme 2.2. — Supposons |S| ≥ 2. Soit ρ une repre´sentation de GL(V ) et ρ(F) le
faisceau lisse sur Xp, obtenu par composition de F avec ρ. Alors on a l’ine´galite´
|χc(Xp ⊗ Fp, ρ(F))| ≤ dim(ρ).|χc(Xp ⊗ Fp,F)|.
Preuve. Soit s ∈ S, et s le plus grand saut de F dans la de´composition de l’inertie
sauvage en s, alors on a
s ≤ Swans(F) ≤ s.rang(F).
En appliquant cette e´galite´ a F et a` ρ(F), on en de´duit que
Swans(ρ(F)) ≤ dim(ρ) Swans(F);
on conclut avec le Lemme 2.0.
Nous en venons au coeur de notre sujet : On note (cf. [Ka3](4.1.4)) Kl le Q`-faisceau
lisse sur Gm(Fp) := F
∗
p, dit faisceau de Kloosterman, tordu de fac¸on a` eˆtre pur de poids
0 : qu’il suffise de dire que pour tout point m de F∗p, on a
tr(Frobm,Kl) = S(1,m; p)√
p
et det(Frobm,Kl) = 1.
Rappelons ([Ka3](4.1.4)) que Kl est lisse, de rang 2, pur de poids 0, de de´terminant trivial,
mode´re´ en 0 avec un seul bloc de Jordan et totalement sauvage en∞ avec Swan∞(Kl) = 1,
et par conse´quent avec un seul saut situe´ en 1/2. Toutes ces donne´es on permit a` Katz
de determiner le groupe de monodromie ge´ome´trique de Kl, c’est un des points centraux
de [Ka3] ([Ka3] Chap 10) :
The´ore`me 2.3. — On a l’e´galite´
Ggeom(Kl) = SL2(Q`)
Pour a ∈ Fp, on note le faisceau translate´ Kla := trans∗a(Kl), ou` transa est le
morphisme de translation :
transa : Gm(Fp) → Gm(Fp)
x → ax;
alors Kla he´rite des proprie´te´s de Kl, en particulier
tr(Frobm,Kla) = S(1, am; p)√
p
.
Enfin on de´signe par VKl le Q`-espace vectoriel sous-jacent a` la repre´sentation de´finie
par Kl (et de meˆme pour Kla). On va prouver que si a 6= 1, Kl et Kla satisfont au crite`re
de Goursat-Kolchin-Ribet([Ka4]1.8.2) ; le re´sultat important pour notre propos est le
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Lemme 2.4. — Pour tout faisceau L, lisse de rang 1 sur Gm(Fp), pour tout a ∈
F∗p (a 6= 1). Les faisceaux (sur F
∗
p) Kl et Kla ⊗ L ne sont pas isomorphes.
Preuve. on s’inspire de [Ka3]p.270. Le Lemme 2.0, nous donne :
χc(Gm(Fp);Kl⊗ Kla) = − Swan0(Kl ⊗ Kla)− Swan∞(Kl ⊗ Kla)
Comme Kl ⊗Kla est mode´re´ en 0 (Kl et Kla le sont), on voit que Swan∞(Kl⊗Kla) est
le degre´ de la fonction L associe´e a` Kl ⊗Kla :
L(T ;Kl⊗Kla) = exp
(∑
r≥1
Sr
T r
r
)
ou`
Sr =
∑
m∈F∗
pr
tr(Frobm,Kl ⊗Kla)
=
1
pr
∑
m∈F∗
pr
∑
x1,x2∈F∗pr
ep
(
trFpr/Fp(x1 + x2 +m(x1 + ax2))
)
=
∑
x1=−ax2
ep
(
trFpr/Fp(x1 + x2)
) − 1
pr
= −1− 1
pr
(car a 6= 1)
donc L = (1 − T )(1 − p−1T ), L est de degre´ 2, c’est a` dire que Swan∞(Kl ⊗ Kla) = 2.
De meˆme, pour a = 1, on voit que Swan∞(Kl⊗Kl) = 1. On en de´duit en particulier que
Kl ⊗ Kla est totalement sauvage en ∞, tous ses sauts e´tant situe´s en 1/2 ; cela ne nous
servira pas.
De´montrons maintenant le lemme ; supposons que l’on ait L ⊗ Kla ' Kl, alors L est
mode´re´ en ∞ : en effet si L e´tait totalement sauvage en ∞, L, e´tant de rang 1, n’aurait
qu’un seul saut, situe´ en Swan∞(L) ≥ 1, alors (cf [Ka3] 1.3), en se restreignant aux
I∞-repre´sentations, on aurait :
VL(Swan∞(L))⊗ VKla(1/2) ⊂ VL ⊗ VKla(max{Swan∞(L), 1/2}) ' VKl(Swan∞(L)) = 0
car Kl n’a qu’un seul saut en 1/2. Comme
dim VL(Swan∞(L))⊗ VKla(1/2) = dim VL ⊗ VKla = 2,
c’est absurde, donc L est mode´re´ en ∞.
Maintenant, on aurait par hypothe`se
L ⊗ Kla ⊗ Kl ' Kl ⊗Kl,
L e´tant mode´re´ en ∞, cela conduirait a`
Swan∞(L ⊗Kla ⊗Kl) = Swan∞(Kla ⊗ Kl) = 2 (a 6= 1)
= Swan∞(Kl ⊗ Kl) = 1,
ce qui est absurde et conclut la preuve du lemme.
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Comme Klˇ (le dual de Kl) est isomorphe a` Kl ([Ka3] Chap. 4), on en de´duit que Kl et
Kla satisfont au crite`re de Goursat-Kolchin-Ribet ([Ka4] 1.8.2). De ce crite`re, on de´duit
la
Proposition 2.5. — Pour a 6= 1 mod p ; le groupe de monodromie ge´ome´trique de
faisceau Kl ⊕Kla est
Ggeom(Kl ⊕Kla) = SL2 × SL2 ⊂ GL4.
Ce groupe agit (irre´ductiblement) sur l’espace vectoriel de dimension 4, VKl ⊕ VKla .
Pour prouver le The´ore`me 1 nous aurons besoin d’une le´ge`re variante de cette dernie`re
Proposition :
On note [−2], le morphisme de groupe alge´brique de Gm(Fp) de´fini par
[−2] : Gm(Fp) −→ Gm(Fp)
x −→ x−2
si p > 2, c’est un reveˆtement e´tale galoisien de degre´ 2 de Gm(Fp), mode´re´ment ramifie´ en
0 et ∞. Dans ce cas conside´rons le pull-back de Kl par ce morphisme : on a la proposition
suivante
Proposition 2.6. — Si p est impair ; soit a un entier premier a` p ; le faisceau pull-back
[−2]∗Kla est lisse, de rang 2, pur de poids 0 avec
tr(Frobm, [−2]∗Kla) = S(1, am
2; p)√
p
,
mode´re´ment ramifie´ en ∞, sauvagement ramifie´ en 0 avec
Swan0([−2]∗Kla) = 2.
De plus, si a 6= 1 mod p, le groupe de monodromie ge´ome´trique du faisceau
[−2]∗Kl ⊕ [−2]∗Kla, (resp. [−2]∗Kl)
est isomorphe a` SL2 × SL2 ⊂ GL4 (resp. SL2 ⊂ GL2).
Preuve. les 4 premie`res assertions sont mises pour me´moire, le calcul du conducteur
de Swan en 0, re´sulte de ce que p 6= 2 et de [Ka3] 1.14 :
Swan0([−2]∗Kla) = 2 Swan∞(Kla) = 2.
La repre´sentation ge´ome´trique associe´e au faisceau [−2]∗Kl, est simplement la restriction
a` un sous-groupe d’indice 2 de la repre´sentation ge´ome´trique du faisceau Kl. Or, d’apre`s la
Proposition 2.5, le groupe de monodromie ge´ome´trique du faisceau Kl⊕Kla est isomorphe
a` SL2 × SL2 ⊂ GL4 qui est connexe ; et donc, c’est e´galement celui son pull-back par
[−2], c’est a` dire [−2]∗Kl ⊕ [−2]∗Kla.
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Si on conside`re les repre´sentations de´finies par Kl ⊕ Kla, [−2]∗Kl ⊕ [−2]∗Kla l’image
par ces repre´sentations de piarith1 est contenue dans le groupe de monodromie ge´ome´trique
associe´ ; comme c’est explique´ dans [Ka3] Chap. 3, on en de´duit, par les Propositions 2.5
et 2.6 et le Lemme 2.2 le :
The´ore`me 2.7. — Soit un entier a 6= 0, 1, quand p → ∞ les couples de nombres
{(θp,m, θp,am)}m=1...p−1 ainsi que {(θp,m2 , θp,am2)}m=1...p−1 deviennent e´quidistribue´s
pour la mesure de Sato-Tate sur [0, pi]× [0, pi] : µST (θ) ⊗ µST (θ′). En particulier, pour
tout couple d’entiers i, j ≥ 0 tels que i+ j > 0, on a les e´galite´s
(2.0)
1
p− 1
p−1∑
m=1
symi(θp,m) symj(θp,am) = Oi,j(p
−1/2).
(2.1)
1
p− 1
p−1∑
m=1
symi(θp,m2) symj(θp,am2) = Oi,j(p
−1/2).
Preuve. cela re´sulte des Lemmes 2.1 et 2.2, et du fait que le faisceau lisse sur Gm(Fp),
pur de poids 0,
Symi([−2]∗Kl)⊗ Symj([−2]∗Kla),
est, par construction, ge´ome´triquement irre´ductible pour i+j > 0 par la Proposition 2.6.
II.2.— Ine´galite´s de type Polya-Vinogradov
Soit g(m), une fonction sur Fp, et Mp un intervalle inclus dans [1, 2p] de longueur au
plus p ; on veut majorer des sommes incomple`tes de la forme∑
m∈Mp
g(m).
La me´thode classique est de comple´ter ces sommes par transformation de Fourier ; en
effet, cette dernie`re somme vaut∑
k∈Fp
F(g, k; p)
∑
m∈Mp
ep(km),
ou` F de´signe la transforme´e de Fourier :
F(g, k; p) := 1
p
∑
x∈Fp
g(x) ep(−kx);
on a alors
(2.3)
∣∣∣∣
∑
m∈Mp
g(m)− l(Mp)
p
p∑
m=1
g(m)
∣∣∣∣ p
p−1∑
k=1
1
k
|F(g, k; p)|.
On applique maintenant ce raisonnement a` diverses fonctions g de´finies sur F∗p, que
l’on e´tend par 0 sur Fp tout entier.
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Proposition 2.8. — Soient i, j des entiers tels que i + j > 0. Soit a ∈ Fp, (a 6= 1)
(si a = 0 on fait la convention que j = 0 et symj(θp,am2) = 1). Alors, pour tout k ∈ Fp,
on a les e´galite´s
F(symi(θp,m2) symj(θp,am2), k; p) = Oi,j(p−1/2).
Preuve. Si k = 0, on applique le The´ore`me 2.7 ; dans le cas contraire, on raisonne
comme suit : rappelons qu’a` un caracte`re non trivial ψ de Fp est associe´ un faisceau
,Lψ, sur A1(Fp) ; on rappelle e´galement ([Ka3] Chap. 4.) que ce faisceau est lisse,
de rang 1, , pur de poids 0, sauvagement ramifie´ en ∞, de conducteur de Swan 1.
D’apre`s le Lemme 2.1, la Proposition 2.8 sera de´montre´e si on prouve que le groupe de
monodromie ge´ome´trique du faisceau Lψ⊗Symi([−2]∗Kl)⊗Symj([−2]∗Kla) sur Gm(Fp)
agit irre´ductiblement (si i = 0 le terme Symi n’apparait simplement pas dans l’expression
pre´ce´dente) , et qu’ on peut borner la caracte´ristique d’ Euler de ce faisceau par une
constante inde´pendante de p : cette dernie`re partie est accomplie graˆce a` la formule de
Grothendieck-Ogg-Shafarevitch (Lemme 2.0 et 2.2) ; en effet, les conducteurs de Swan des
faisceaux Lψ, Symi([−2]∗Kl), Symj([−2]∗Kla) sont eux-meˆme majore´s par des constantes
inde´pendantes de p. Pour la premie`re partie, on remarque que Lψ e´tant de rang 1, la
repre´sentation ge´ome´trique associe´e a` Lψ⊗Symi([−2]∗Kl)⊗Symj([−2]∗Kla) ne diffe`re de
celle associe´e a` Symi([−2]∗Kl)⊗Symj([−2]∗Kla) que par multiplication par des scalaires.
Comme cette dernie`re est irre´ductible (Proposition 2.6), il en est de meˆme de la premie`re.
Compte tenu de (2.3) applique´ a` g(m) = symi(θp,m2) symj(θp,am2), et de la Proposi-
tion 2.8, on obtient en sommant sur k, le
Corollaire 2.9. — Si a 6= 0, 1( mod p), si i et j sont des entiers tels que i+ j > 0, et
avec la convention de la Proposition 2.8, on a l’e´galite´
∑
m∈Mp
m6≡0(mod p)
symi(θp,m2) symj(θp,am2) = Oi,j
(
p1/2 log p
)
.
Le Corollaire 2.9 majore donc non trivialement la fonction symi(θp,m2) symj(θp,am2)
sur tout intervalle de longueur  p1/2 log p. Ceci est a` rapprocher de la ce´le`bre ine´galite´
de Polya-Vinogradov sur les sommes de caracte`res. On peut aussi voir ce Corollaire
comme une majoration de type I. Signalons que les Corollaires 2.9 et 2.10 (ci-dessous)
sont valables (et meˆme plus faciles a` de´montrer) si la fraction rationnelle m → m2 est
remplace´e par m→ m. En particulier, le Corollaire 2.9 donne
∑
m∈Mp
m6|0(mod p)
symi(θp,m) = Oi(p
1/2 log p),
ce qui fournit la de´monstration de la Proposition 2.
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Corollaire 2.10. — Soit  > 0, et pour tout p, soit Mp un intervalle de longueur
l(Mp) supe´rieure a` p1/2+ inclus dans [1, 2p− 1], quand p→ ∞ les couples de nombres
{(θp,m2 , θp,am2)}m∈Mp,(m,p)=1 deviennent e´quidistribue´s pour la mesure de Sato-Tate sur
[0, pi]× [0, pi]
Nous pouvons maintenant traiter des sommes de type II, en montrant le
Corollaire 2.11. — Soient (αm)m≤M , (βn)n≤N , des suites de complexes, MN ≤
2p− 1, alors pour tout i ≥ 1, on a la relation∑
1≤m≤M
1≤n≤N
(mn,p)=1
αmβn symi(θp,mn2) i ‖α‖‖β‖(MN)1/2
(
N−1/2 +M−1/2p1/4(log p)1/2
)
.
Preuve. Par l’ine´galite´ de Cauchy-Schwarz la somme conside´re´e ve´rifie∣∣∑ ∣∣2 ≤ ‖α‖2 ∑
n1,n2
βn1βn2
∑
m
symi(θp,mn12) symi(θp,mn22)
 ‖α‖2‖β‖2M + ‖α‖2
∑
n1 6≡±n2(mod p)
βn1βn2
∑
m
symi(θp,mn12) symi(θp,mn22).
Si n1 6≡ ±n2 mod p, une le´ge`re adaptation du Corollaire 2.9 donne∑
m
symi(θp,mn12) symi(θp,mn22) i p1/2 log p
et ∑
n1 6≡n2(mod p)
βn1βn2  ‖β‖2N
et le corollaire est de´montre´. Ce corollaire est inte´ressant pour M  p1/2 log p et N ≥ 1.
Remarque. Tous les re´sultats 2.8, 2.9, 2.10, 2.11 restent vrais si on remplace dans les
expressions θp,m2 par des θp,bm2 , ou` (b, p) = 1, et les majorations sont inde´pendantes de
b.
III.— l’Intrusion du crible
Nous allons maintenant e´tablir une variante du The´ore`me 3, ne´cessaire a` la preuve du
The´ore`me 1 (la Proposition 3.2) ; on commence par un re´sultat interme´diaire, impliquant
des entiers sans petits facteurs premiers puis on passera aux nombres premiers. Le lecteur
verifiera sans peine que pour de´montrer le The´ore`me 3, il suffit de remplacer dans les
expressions ci-dessous, les θ′p,m par des θp,m.
Soit P (z) =
∏
p′<z p
′ pour z ≥ 2. Pour de´tecter les entiers avec de grands facteurs
premiers nous aurons recours au Lemme de crible suivant (voir par exemple le corollaire
du Lemme 1 de [F-I]), qui est obtenu par ite´ration de l’identite´ de Buchstab :
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Lemme 3.0. — Soit fz(m) la fonction caracte´ristique des entiers {m ; p′|m =⇒
p′ > z} et soit F (m) une fonction arithme´tique s’annulant pour presque tout m, alors si
D ≥ z ≥ 2 on a la majoration :
∣∣∑
m
fz(m)F (m)
∣∣ ≤ ∑
d≤D
d|P(z)
∣∣∑
m
F (dm)
∣∣ + ∑
p′<z
∑
D/p′2≤d<D/p′
p′d|P(z)
∣∣∑
m
fp′(m)F (p
′dm)
∣∣.
Soit x un re´el positif assez grand, et p un nombre avec p ∼ x. Pour simplifier les
notations on posera pour tout m ∈ F∗p
θ′p,m := θp,m2 .
Dans un premier temps, nous montrerons la
Proposition 3.1. — Posons
z =
x1/2
log100 x
,
alors, on a pour tout i ≥ 1, on a
∑
m∼x,(m,p)=1
fz(m) symi(θ
′
p,m) i
x
log2 x
Compte tenu du fait que pour tout β < 1, on a |{m ∼ x; p′|m =⇒ p′ > xβ}| 
x/ logx, cette proposition implique l’e´quidistribution, quand p →∞, des θp,m2 pour les
nombres m ∼ x ayant tous leurs facteurs premiers > x1/2
log100 x
.
Preuve. On pose z =
x1/2
log100 x
, soit D > z a` de´terminer ; d’ apre`s le Lemme 3.0, on a :
∣∣ ∑
m∼x
p6|m
fz(m) symi(θ
′
p,m)
∣∣ ≤ ∑
d≤D
d|P(z)
∣∣∑
m
symi(θ
′
p,dm)
∣∣
+
∑
p′<z
∑
D/p′2≤d<D/p′
p′d|P(z)
∣∣∑
m
fp′(m) symi(θ
′
p,p′dm)
∣∣.
Le premier terme du membre de droite est majore´ par
(3.0) Dx1/2 logx
en vertu du Corollaire 2.9 (applique´ avec j = 0). Le deuxie`me terme de droite est une
somme de type II ; on la de´compose en
(3.1) S1 + S2 :=
∑
p′≤z′
+
∑
z′<p′<z
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avec z′ = x1/8 . S2 est la somme difficile : on pose ∆ = 1 + log−δ x (δ a` fixer
ulte´rieurement), et par un de´coupage ∆-adique on veut rendre les variables p′,m et
d inde´pendantes.
III.1.— De´coupage des variables
Soient P ′∗, D′∗, M∗ des variables a` valeurs dans les ensembles respectifs
P ′∗ ∈ { z, ∆−1z,∆−2z, . . .}∩]z′∆−1, z]
D′∗ ∈ { D/z′, ∆−1D/z′, . . .}∩]∆−1, D/z′]
M ′∗ ∈ { xz2/(Dz′), ∆−1xz2/(Dz′), . . .}∩]∆−1, xz2/(Dz′)].
La somme S2 est somme des O(log
3δ+3 x) sommes de la forme
(3.2) S(P ′∗, D′∗,M ′∗) =
∑
p′,d
∣∣∑
m
fP ′∗(m) symi(θ
′
p,p′dm)
∣∣,
ou` les variables p′, d, m satisfont d’une part
(3.3) p′ ∈]P ′∗∆−1, P ′∗], d ∈]D′∗∆−1, D′∗], m ∈]M ′∗∆−1,M ′∗],
et ve´rifient de surcroit les conditions
z′ < p′ < z;
D
p′2
≤ d < D
p′
; p′dm ∼ x
p′d|P (z); p′′|m =⇒ p′′ > p′.
Il est clair que certaines sommes S(P ′∗, D′∗,M ′∗) sont nulles ; par exemple, si P ′∗D′∗M ′∗ >
2x∆3 ou si D′∗ < D/P ′∗2. La contribution a` S2 des sommes S( ) telles que
P ′∗D′∗M ′∗∆−3 < x ou bien P ′∗D′∗M ′∗ ≥ 2x
est majore´e par
(i+ 1)
∑
x≤n≤x∆3
τ3(n) + (i+ 1)
∑
2x∆−3≤n≤2x
τ3(n) x(logx)2−δ.
Cela nous permet de supprimer les conditions x ≤ p′dm < 2x. De meˆme, la contribution
a` S2 des sommes S( ) telles que l’une des conditions suivantes n’est pas ve´rifie´e, est
majore´e par x(logx)1−δ,
D
P ′∗2∆−2
≤ D′∗∆−1, D′∗ < D
P ′∗
;
on peut donc supprimer la condition D/p′2 ≤ d < D/p′ ; de meˆme, on le`ve la contrainte
z′ < p′ < z. Finalement, par le The´ore`me des Nombres Premiers, l’erreur totale que l’on
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fait en ne´gligeant, pour chaque somme S( ), la contrainte p′′|m =⇒ p′′ > p′ est majore´e
par

∑
z′<p′<z
∑
d≤D
∑
m≤2x/dp′
∃p′′, p”|m,p′∆−1≤p′′<p′
1

∑
z′<p′<z
∑
d≤D
∑
p′∆−1≤p′′<p′
2x
p′dp′′
 {
∑
z′<p′<z
∑
d≤D
1
p′d
{log2(p′)− log2(p′∆−1) + exp(−c
√
log z′)}
 x logD
logδ x
 x
logδ−1 x
,
ou` c est une constante positive ; cette erreur est admissible si δ ≥ 3.
III.2.— Application des majorations des sommes de type II
Apre`s ce travail pre´liminaire, on voit qu’il ne reste plus qu’a` conside´rer les sommes
S(P ′∗, D′∗,M ′∗) du type (3.2), ou` le triplet (P ′∗, D′∗,M ′∗) est pris dans l’ensemble E de
cardinal  log3δ+3 x de´fini par
E :=
{
(P ′∗, D′∗,M ′∗) ; z′∆ < P ′∗ < z,
D
P ′∗2∆−3
≤ D′∗ < D
P ′∗
,
x∆3 ≤ P ′∗D′∗M ′∗ < 2x}
et dans ces nouvelles sommes S( ) les variables p′, d, m satisfont seulement aux conditions
(3.3). On applique alors le Corollaire 2.11 avec pour choix de variables (voir les notations
de 2.11)
δ = 4, D = z log49 x,
D
z
 ”N” = P ′∗D′∗  D, ”M” = M ′∗  x
D
= x1/2 log51 x
et la contribution a` S2 des O(log
15 x) sommes S(P ′∗, D′∗,M ′∗) est
i x logx. log15+1/2 x
{
log−49/2 x+ log1/2 p log−51/2 x
}  x
log2 x
,
c’est donc un terme admissible. Par conse´quent
(3.4) S2  x
log2 x
On traite maintenant S1 (cf (3.1)) ; pour chaque p
′ ≤ z′ = x1/8 fixe´, on fait un de´coupage
similaire sur les variables m et d, avec le meˆme ∆. Le terme d’erreur du a` ce de´coupage
est un Oi(x/p
′ log3 x). Il reste ensuite a` majorer O(log10 x) sommes ou` les variables d et
m varient dans des intervalles de la forme
d ∈]D′∗∆−1, D′∗], m ∈]M ′∗∆−1,M ′∗],
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ve´rifiant les conditions x log−3 x/p′ < D′∗M ′∗ < 2x et 1 < D/p′2 ≤ D′∗ ≤ D/p′,
appliquant a` nouveau le Corollaire 2.11, on trouve que |S1| est majore´e par
(3.5)
i
∑
p′<z′
(
x
p′ log3 x
+ log10 x.
x
p′
(
p′
D1/2
+
p1/4D1/2 log2 x
x1/2
)
)
i x
log2 x
.
Compte tenu de (3.0), (3.1), (3.4), (3.5) on conclut la preuve de la Proposition 3.1
III.3.— Passage aux nombres premiers
Notre but est de montrer la Proposition suivante, analogue du The´ore`me 3 :
Proposition 3.2. — Soit m un entier non nul fixe´, et x > m un re´el, p un nombre
premier tel que x ≤ p < 2x. Alors, pour tout i entier non nul, on a l’e´galite´
∑
x≤q<2x
q 6=p
symi(θp,mq2)k
x log log x
log2 x
,
et, pour tout ensemble mesurable A ⊂ [−pi, pi], soit 1A sa fonction caracte´ristique ; on a
l’e´galite´ ∑
x≤q<2x
q 6=p
1A(θp,mq2) = µST (A)
x
logx
+ o(
x
log x
).
En outre, les constantes apparaissant dans les symboles de Landau sont uniformes pour
m < x et ne de´pendent pas de p.
Preuve. La deuxie`me partie de la Proposition 3.2 se de´duit de la premie`re par un
argument de densite´. On montrera la premie`re partie pour m = 1 ,(observons que cette
restriction a peu d’importance de`s lors que m < x. Pour p ∼ x on a (m, p) = 1, et la
translation de F∗p, x → mx, est tout a` fait innocente du point de vue de la ge´ome´trie
alge´brique, voir la remarque qui suit le corollaire 2.11). On utilise alors la Proposition
3.1 et un argument d’inversion du roˆle des variables : en effet, dans la somme de la
Proposition 3.1, peu d’entiers m ne sont pas premiers. On veut montrer que, pour tout
i ≥ 1, on a ∑
x≤q≤2x
symi(θ
′
p,q) = oi(
x
logx
).
Or, ∑
q∼x
symi(θ
′
p,q) = Oi(x
1/2) +
∑
m∼x,(m,p)=1
p′|m→p′>x1/2 log−100 x
symi(θ
′
p,m)
−
∑
m=p1p2∼x
p1,p2>x
1/2/log100x
p1<
√
2x
symi(θ
′
p,m).
17
Par la Proposition 3.1, le premier terme de gauche est un Oi(
x
log2 x
), et par le The´ore`me
des Nombres Premiers, on a, pour une constante c > 0, la majoration suivante du
deuxie`me terme
i
∑
x1/2 log−100 x<p1<
√
2x
2x
p1 log(2x/p1)
i x
logx
{
log
(
log
√
2x
log(x1/2 log−100 x)
)
+ exp(−c
√
logx)
}
i x log logx
log2 x
= oi(
x
logx
).
IV.— Conclusion
Soit m un entier fixe´. Le The´ore`me 1 est alors un cas particulier du The´ore`me suivant :
The´ore`me 4. — Soit x > m. Soient A et B deux ensembles mesurables de [−pi, pi],
on de´finit l’ensemble mesurable Φ(A,B) = arccos(cosA cosB) ; on pose
CΦ(A,B)(x) := {(p, q)|p 6= q, x ≤ p, q < 2x, θpq,m ∈ Φ(A,B) };
alors on a la minoration
|CΦ(A,B)(x)| ≥ (µST (A) + µST (B)− 1) x
2
log2 x
+ o(
x2
log2 x
).
Preuve. Posons
CA(x) := {(p, q)|p 6= q, x ≤ p, q < 2x, θp,mq2 ∈ A },
CB(x) := {(p, q)|p 6= q, x ≤ p, q < 2x, θq,mp2 ∈ B }
alors d’apre`s la Proposition 3.2, on a
|CA(x)| =
∑
p∼x
{
µST (A)
x
logx
+ o(
x
log x
)
}
= µST (A)
x2
log2 x
+ o(
x2
log2 x
)
.
et de meˆme pour |CB(x)| ; par multiplicativite´ croise´e (1.2),
|CΦ(A,B)(x)| ≥ |CA(x) ∩ CB(x)| ≥ (µST (A) + µST (B)− 1) x
2
log2 x
+ o(
x2
log2 x
).
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Soit I = [a, b] un intervalle de [0, 1], on pose AI := {θ ∈ [−pi, pi], | cos θ| ∈ I}; alors
µST (AI) = f(a)− f(b), ou` f est la fonction
f(a) = µST (A[a,1]) =
2
pi
(arccos a− a
√
1− a2);
pour la premie`re partie du The´ore`me 1, on choisit
A = B = A[0.4,1] et on a 2µST (A[0.4,1]) > 1, donc |CΦ(A,B)(x)| 
x2
log2 x
pour la seconde,
A = [−pi, pi], B = A[0,] et µST (A) + µST (B) ≥ 1 + .
Cette discussion conclut la preuve du The´ore`me 1.
Remarque. On peut, plus ge´ne´ralement, a` l’aide du The´ore`me 4, de´terminer des
intervalles I de [0, 1] tels que pour une proportion positive de couples (p, q) on ait
| cos θpq,1| ∈ I.
Remarque. Comme me l’a montre´ E. Fouvry, il est facile d’avoir le re´sultat suivant :
Pour tout  > 0, il existe une constante positive α(), telle que le nombre de couples
(p, q) tels que p 6= q, pq ≤ x ve´rifiant de surcroit
|S(1, 1; pq)
4
√
pq
| ≤ ,
est minore´ par
α()
x log logx
logx
,
pour x assez grand.
On obtient donc le bon ordre de grandeur. Pour ce faire, on choisit p tre`s petit, plus
pre´cisement, on prendra logx ≤ p ≤ exp(√logx). La condition
|S(1, q
2; p)
2
√
p
| ≤ ,
suffit. On regroupe donc les q suivant les classes de congruences de p et il nous suffit de
minorer la somme ∑
log x≤p≤exp(
√
log x)
∑
m∈F∗p
|S(1,m2;p)/2√p|≤
pi(
x
p
; p,m).
La variante suivante du The´ore`me 0, ∑
m∈F∗p
|S(1,m2;p)/2√p|≤
1  p,
et le the´ore`me de Siegel-Walfisz permettent de conclure.
Il est clair qu’une telle me´thode ne marche pas si on impose a` p et q d’eˆtre de la meˆme
taille (ie. p ≤ x, q ≤ x), ou que l’on veut obtenir des minorations sur les sommes de
Kloosterman.
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