later showed that the performance of a single PC as a switching element was limited by its inherent architecture. Specifically, the limitation was in the I/O subsystem. The PCI bus on the PC, which is a shared bus design, limited the maximum bit rate. They also observed that this limitation could be overcome by using multiple PCs to act as a single logical router. Bianco et al. [14] also described a multistage architecture using several PCs that offered significant performance improvements over a single PC. Khan et al. [15] then experimented with a parallel processing based setup using PCs in a star topology and concluded that the multi-stage architecture proposed in [14] offered several advantages over the parallel based setup. Therefore we consider the multi-stage architecture in our work. Fig. 1 shows the multi-stage PC architecture. Each of the machines in the front-end and the back-end is a PC. The frontend is connected to the back-end by a high speed switchswitch-2. The links terminating at the router terminate at switch-I. The direction of the arrows on the links show how the traffic flows through the router. The front-stage PCs direct the incoming packets to the back-stage. The front-stage may perform processing on the packets depending on its purpose. For example, if the front-end is a load balancer as shown in Fig. 1 , it may use a simple scheduling mechanism like round robin to transmit the packets to the back-end. The back-stage PCs perform the layer-3 processing on the packets and act as forwarders of the packets. Allforwarders in the back-stage have identical forwarding tables. After processing the IP header, the back-stage will transmit the packets to the next hop via switch-l Abstract-Recent research in PC based routers has proposed a distributed architecture. Such an architecture poses several challenges in the areas of scalability, robustness, efficiency of routing, latency and other issues. We examine the issue of decrease in throughput due to large routing tables in this architecture and propose partitioning as a solution. Our contribution is twofold: defining the concept of load for a node in a forwarding table trie and to show by simulation experiments the effectiveness of partitioning and its application to a distributed router.
I. INTRODUCTION
Early routers were simple devices designed to support very limited functionality. The earliest routers were general purpose computers adapted to work as routers. Modem routers have significantly higher functionality. These include for example, supporting firewalls, offering encryption capabilities, QoS, peruser forwarding rules, very deep packet inspection and more. Changing requirements in packet processing capabilities demands flexibility in the router's architecture. This has led to successive generations of routers with increasing capabilities [1 ] - [6] .
Open hardware and open source software based approaches offer advantages over closed hardware based designs [7] - [9] . A very interesting work used general purpose processors (DEC Alpha CPUs) to create a router [10] . The processors held instructions for the fast path execution code for IP header processing, in their on-chip memory. The forwarding tables were on two memory modules connected by a dedicated bus to the CPU. The execution code was extensively tuned so that the processor was pushed to its limit in processing incoming packet headers. IP packets not on the fast path were processed by another CPU which had a larger execution code in memory instead of on-chip. The general CPU also processed the control plane packets. This work showed that it is possible to create high performance routers using commodity CPUs and suitably tuned software.
Open source software offers diversity, quality and support for continuous improvement. Some software, e.g., [11] , [12] have achieved considerable maturity. We believe that implementation of a new idea in software on a PC is easier and often quicker because there are many support tools available for development and troubleshooting. This motivates the use of commodity CPUs and open source software for building PC based routers.
The above ideas have been incorporated in recent works which propose the use of PCs as routers [13] - [15] . Bianco et al. [13] showed that using a Linux based system, they could achieve more than 90% of the injected throughput in the data plane. Using extensive experiments, Khan et al. [15] he remainder of the paper is organized as follows. In Section II we have an overview of data structures used in forwarding tables, some research proposals in partitioning forwarding tables and a preliminary definition of load which we will use for partitioning. Section III discusses the partitioning algorithm for a PATRICIA trie and simulation results for the partitioning. Section IV discusses the application of this algorithm to the PC based architecture.
The paper concludes in Section V, with a discussion on partitioning of other commonly used data structures and future work.
II. PRELIMINARIES
Some of the tasks that take considerable amount of time in packet processing are IP header validation, forwarding tab Ie lookup, and fragmentation. Of these, the forwarding table lookup is the most expensive operation in terms of CPU usage [18] . To forward a packet, a router searches the forwarding table for the longest prefix match of the packet's destination IP address and transmits the packet through the outgoing interface of the matched entry. This process, commonly called IP lookup, involves (a) a search key; the destination IP of the packet, (b) entries in the forwarding table; prefixes and (c) the output interface as a result of the search; next hop. This lookup is non-trivial because there may be multiple matches and only the longest match should be used to determine the next hop [19] . Several efficient data-structures (for the forwarding table) and lookup algorithms have already been proposed in literature, to speed up the task of IP lookup, [6] , [20] - [26] .
In this work we seek to improve the performance of the distributed router architecture described in the previous section, by suitably partitioning the forwarding table to achieve faster IP lookups while efficiently using router resources. Partitioning of the forwarding table in routers has been explored in [27] - [31] . In [31] , the authors separate the process of finding the egress line-card and the egress port on the line-card. Papers [27] - [29] discuss methods of partitioning the table so that a single IP lookup can be done in parallel, i.e., the same packet is simultaneously forwarded to several processors. However, our method is different in that we partition the forwarding table so that several processors may simultaneously process different packets. Moreover, we make sure that the partitions are load-balanced so that the processors share the IP lookup load in a balanced manner. The load of a partition is defined in Section II-B. The method used in [30] achieves the same objective with the difference that it only attempts to make small and equal sized partitions and does not balance the load between the partitions.
A. Related Work on Partitioning of Forwarding Table
In [27] , the authors suggest partitioning the table with respect to output interfaces, i.e., all prefixes which share the same output interface are grouped into a single partition. Assuming that there is a one-to-one correspondence between a router's egress ports and next hop, it can be shown that the prefixes in each partition will be non-overlapping. As a result a search on . ..
• The distributed nature of the design introduces challenges in the data plane implementation like packet reordering [16] , handling of fragmented packets, synchronization of the forwarding tables in the back-stage, different processor capabilities in the back-stage and intelligent load balancing in the back-end. The control protocol has to be designed to account for this distributed PC architecture. A control protocol design for this architecture has been proposed in [17] . The management plane also provides several interesting challenges in this architecture but it is outside the scope of this paper.
It was observed by Khan et al. in their work that the throughput of the individual PC acting as the forwarder in the back stage drops significantly as forwarding table size reaches approximately 100,000 entries [15] (Refer Fig. 2 ). The CPU and memory subsystem became a bottleneck for this table size. For small forwarding tables of 10,000 entries or less, the PC throughput was limited only by the I/O subsystem. Since, forwarding table sizes can only increase in the future, performance of the PC in the back-stage may worsen. Therefore investigate a method to have small forwarding tables on the back-stage PCs.
Small forwarding tables on the back-end PCs should not be achieved at the cost of losing routing information from the large forwarding table created by the router's routing protocol. Therefore, we may partition the large forwarding table into several smaller ones. For the multi-stage architecture, each of the partitioned smaller tables would reside on one back-stage PC. This leads us to issues such as, algorithms to be used, parameters used for partitioning, correctness of partitioning algorithm, application of the partitioning to the multi-stage architecture and synchronization of the partitions across backend PCs. In this paper we address some ofthese issues. We have two main contributions in our work. First, for a forwarding table created using a trie, we define what is the load of a node and therefore the load of the trie. Our second contribution is to offer a method to reduce packet processing time for a distributed router design by applying the idea of partitioning to the IP address lookup process. 
B. Load of a Trie
In this section, we formally define load of a trie in terms of IP lookup cost. When IP lookup in a router is performed using trie structures, the location of the nodes of the trie in memory/RAM could be arbitrary, and traversing the trie is done using pointers. IP lookup process starts at the root node of the trie and then continues down the trie incurring cost of an additional memory access for each node visited along the path. Thus, the load associated with an IP lookup is the cost incurred in memory accesses made to find the longest prefix match. Note that one may need to traverse the sub-trie below a node, before concluding that that node is indeed the longest prefix match. So, the number of memory accesses is not necessarily equal to the depth of the node corresponding to the longest prefix match. We do not include the computation cost of the processor in this definition of load, since memory is typically the bottleneck in the largest and smallest partition should be minimum. However this method results in an increase in the number of prefixes because prefixes in which the specified bit position is a '*' or 'don't care' will occur in more than one partition. When a packet arrives at an LC these bit positions are inspected. If the LC does not contain the corresponding partition, then the packet is forwarded to the correct LC over the switching fabric. This partitioning method only attempts to make small and equal sized partitions and does not balance the load at LCs.
Since our focus is on increasing the throughput in the data plane, we describe in detail what kind of partitioning will help us achieve this objective. We defer control plane issues such as efficiently finding the best partition and dealing with routing updates to a later paper. In this work, we will look at partitioning of a PATRICIA trie [20] , variations of which are used in routers today.
There is existing literature on graph partitioning for tree-like structures similar to PATRICIA tries [32] - [35] . However, as mentioned before, in this work our focus is not on developing an efficient algorithm for finding the partitions. Instead, we focus on describing what constitutes a load-balanced partition.
Once this is defined, existing graph-partitioning algorithms can be suitably modified to actually find the partitions. any partition will yield at most one match. So the problem of longest prefix matching is simplified to that of finding a single match. The partitions are searched in parallel using multiple processors, and the longest prefix from among them is selected.
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The main advantages of this method are:
• Parallel lookup architecture.
• Only one match per partition, and hence faster lookup on each partition and simpler data structure.
• No need to store output port number, since it is the same for all prefixes in a given partition. On the other hand, [28] partitions the table according to the depth of the prefixes in a binary trie, i.e., all prefixes which are at the same depth in the binary trie are grouped into a single partition. Here too, the prefixes in a partition will be non-overlapping because in order for a prefix to overlap with another, it would (a) have to share a common path with that prefix and (b) be either above or below that prefix in the trie. Hence it cannot overlap and simulatneously have the same height as the other prefix. The search for the longest match is then carried out in a manner similar to that described in the previous method.
In [29] , the prefixes are arranged in a binary trie which is then split into two as shown in Fig. 3 . The next hops are expressed as binary numbers called labels, e.g., the next hop of prefix x is given by I(x). The labels of the prefixes in the upper trie T 1 are left unchanged, while those of the prefixes in the lower trie T 2 are rewritten with the XOR of that label and the label of the nearest parent prefix in T 1 . Now, both the partitions are searched in parallel. If a match is found, the corresponding label is returned else a 0 is returned. The results from both the partitions are then XOR-ed to give the final result. Table I shows the different possibilities. The last case is not possible, because if the lookup on T 2 returns a result then there will always be a parent prefix in T 1 which also match the given IP, hence the lookup on T 1 cannot return a O.
This method of partitioning can be applied recursively to split the trie into as many partitions as required. The main advantage is that the XOR rule still applies, i.e., the results of the lookups on the individual partitions simply need to be XORed, which is easily done in hardware, to get the correct next hop. The approach in [30] is different from the rest because it describes a method to partition the table for a multiple line card (LC) architecture, where each LC processes a different packet. Here prefixes which match at specific bit positions are grouped together. The bit positions used for such a partitioning, are decided by two criteria: (1) each partition should contain as few prefixes as possible and (2) such a scenario [36] . There are two types of nodes in a trie. A node having a next hop entry is referred to as a prefix node, whereas nodes having no next hop entries are called non-prefix nodes. We denote a trie as T(V, E), where V is the set of nodes (both prefix and non-prefix) in the trie and E is the set of edges. We define the weight Wi of a prefix node i in the trie as the total load of all IP lookups for which node i is the longest prefix match, i.e.,
where S is the set of all IP lookups which have prefix i as the longest match, and N k is the number of memory accesses for the k-th IP lookup from the set S. Since IP lookup can never result in non-prefix node as a longest prefix match, the weight of a non-prefix node is o. The sum of the weights of all the nodes in the trie is then defined as the load of the trie. (2) where V is the set of nodes in the trie T (V, E). Keeping this definition of load in mind, we shall proceed to the next section where we describe the partitioning of a PATRICIA trie.
III. PATRICIA's BREAKUP
We first consider the simpler case of partitioning the PA-TRICIA trie into two. We begin by assigning weights to each of the prefix nodes, as described in the previous section. The trie is then partitioned into two by (in a graph-theoretic sense) cutting it. A cut is identified by the edge eij between two nodes i and j. The cut splits the original trie into two tries: a child sub-trie rooted at node j, and a parent trie which is still rooted at the original root node and contains the node i as a leaf node. This is illustrated in Fig. 4 . There are as many cuts possible as the number of edges in the trie. Our aim is to find the cut which will result in load-balanced partitions. We define a cut as a balanced cut if the difference between the loads of the Fig. 5 . Before partitioning, the string 10101100 will match the prefix I* and the lookup will take three memory accesses (root-I *-10*). After partitioning, the lookup starts directly at the root of the child sub-trie (10*), and ends after one memory access. Thus the loads of parent and child tries after partitioning should be 0 and 1 respectively. However, simply adding the weights of nodes in each partition would give the loads of parent and child as 2 and 0 respectively. two resulting tries is the least among all possible cuts. The optimization problem can be stated as:
where e* is the edge corresponding to the balanced cut, W p and We are the loads of the parent and child tries respectively.
Getting the balanced cut may not be as simple as it looks, because after the partition, the weights of the nodes in the new sub-tries change. Hence, while calculating the load of the child and parent sub-tries, the new weights of the nodes have to be considered. In fact, the computation of parent and child trie loads is non-trivial and we show the method of computing the new loads later in this section. To illustrate this point, we present Fig. 5 which shows how the parent and child load calculation can go wrong if we use equations (I) and (2) without modifying the weights. There are two reasons for this: (a) Lookups which start directly in the child trie after partitioning, go through fewer hops than in the original trie. Hence, the load of the child trie should decrease after partitioning (as compared to the load of this sub-trie in the original trie before partitioning). (b) Some IP lookups which have a longest match in the parent trie, may start directly in the root node of the child trie. This results in decrease in the load of the parent trie and increase in load of the child subtrie. Thus, the formulae for load of parent and child tries must incorporate change in load due to reasons stated above. This is the reason why we are forced to do an exhautive search over all possible edges. The algorithmic complexity of this algorithm is thus O(E). The frequency of operation of this algorithm is limited by the time taken to execute it on one side and the need for new partitions due to changes in the traffic pattern and/or changes in the routing information updates on the other side.
The nodes in the original trie need to maintain some more information to enable us to compute the correct load of the partitions. Each prefix node i stores two counters, a weight Algorithm 1 Procedure to find N balanced partitions
The iterative procedure in Algorithm-l is illustrated in Fig. 6 . Here, after 4 iterations, the original trie is partitioned into 5 parts, each with 1/5 the load of the original trie.
Obviously, we should choose the partition that has the minimum cost function. In Algorithm-l we present a procedure for obtaining N partitions such that the partitions are as close to having equal loads as possible. The partitions thus formed are stored on different processing elements in the distributed router. When packets arrive at the router they need to be redirected to the appropriate partiti on to ensure that the lookup is done correctly. Therefore, before processing a packet, processing element must do a lookup of one more Table II. • The first column contains the binary prefixes associated with the root nodes of each partition. 
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Where W o , the load of the original trie, is calculated in the same way as in equation (2). Wp and We are the load of the parent and child tries respectively after partitioning. The first term in (5) captures the IP lookups which terminate in the parent trie, while the second term captures the lookups which have the longest match in the parent partition but after partitioning, the lookup would start in the child trie. The first term in (6) accounts for all IP lookups in the child trie that have a longest prefix match in the child trie itself which will now have reduced depth because they would start out from the root node of the child trie. The second term accounts for the IP lookups which have the longest match in the parent partition but would start in the child trie after partitioning. These lookups would take fewer hops than in the original trie, the difference being equal the depth of the cut. We can use the definition of a balanced cut to find N loadbalanced partitions by cutting the trie in an iterative manner. In the first iteration it is divided into two partitions such that the loads are in the ratio 1 : (N -1) . Then the sub-trie with load (N -1) is partitioned into two such that the loads are in the ratio 1 : (N -2) . This process continues until the last partition is obtained with loads in the ratio 1 : 1. Thus, at the end of the iterative process, the original trie gets partitioned into N equal load tries.
Let us assume that in an iteration, the trie is partitioned into two tries such that the loads are in the ratio 1 : a. Then either the child or the parent can have a load of a. Accordingly, we define two cost functions which represent the load difference of the two partitions.
Let Wp(T, e) and We(T, e) be the loads of the parent and child tries respectively, after cutting trie T at edge e. We define two cost functions for calculating the weighted difference of loads of parent and child tries. counter (Wi) and a frequency counter (Ii). Ii is the number of IP lookups that have i as the longest match and Wi is the total number of memory accesses required by these IP lookups. Each non-prefix node j stores only a single counter mj, which is the number of IP lookups for which the lookup does not continue below the node j. Let A o , A p and A e be the set of prefix nodes in the original, parent and child tries respectively and let ANP be the set of non-prefix nodes in the child trie that do not have any prefix node above them. Let d(i) be the depth of node i in the original trie and de be the depth of the cut i.e., the depth of the root node of the child trie. Then the loads are given by: Thus one would expect the actual average load at the parent trie to differ slightly from the load which was computed during partitioning.
le(T,e,a) == Wp(T, e) -a.We(T,e) fp(T,e, a) == a.Wp(T, e) -We(T,e)

A. Simulation Experiment
Partitioning of forwarding table makes sense in a parallel or distributed processing architecture. Therefore, in our simulation, we have assumed that there are two processors (i.e. lookup units LUs) performing IP lookups in parallel as shown in Fig. 8 . Hence, we have two classifier elements (the load balancer or LB elements in Fig. 8 ) that take an incoming packet and make a decision on the processor that will do the lookup. Then the packet is handed over to that processor for actual IP lookup. The paths that a packet may take is shown by arrows in the illustration. For example, a packet arrives into the system at interface A. The LB element, based on some criteria, sends it to the second forwarder. The packet leaves from interface E and arrives at the second forwarder on interface F. After processing, it leaves the system from interface G. For our simulation experiments, we have considered two possible configurations.
In the first configuration, the forwarding table is unpartitioned and each forwarder contains the entire table. No classification is done by the load balancer elements. The packets are simply distributed between the processing elements (Le. the two forwarders) in a round-robin fashion. This configuration is hereafter referred to as the parallel processing configuration.
The time measured here is the average of tCD and tRS, where tCD and tRS are the IP lookup times up for the two processing elements (see Fig.8 ). The time taken by the load balancer to decide on the forwarder is negligible (since we used round robin) and is not a bottleneck and hence not taken into consideration for our measurements. Thus the time through the two forwarders gives us the time of processing packets in parallel processing configuration.
In the second confuguration, the forwarding table is partitioned into two. One partition resides in the first forwarder and the second partition resides in the second forwarder. The load balancer element performs a small table lookup to see which partition has the necessary information. It then sends the packet to the forwarder that contains the correct partition. For example, a packet arrives into the system at interface A. The load balancer element does a partition table lookup and decides to send the packet to the second forwarder. The packet leaves from interface E and arrives at the second forwarder on interface F. After processing, it leaves the system from interface G.
The time results for IP lookup using partitioning is the average of (tAB +tAE +tCD +tuv) and (tPQ +tpT+tRS +tFG), as shown in Fig.8 , where (tAB +tAE) and (tPQ +tPT) are the partition table lookup times for each processing element, and (tCD +tuv) and (tRS +tFG) are the IP lookup times for each processing element.
Since we are doing a relative comparison of the two configurations, the time taken for packet transfers between elements are common and hence not considered. We are interested only in • The third column contains the next hop corresponding to the root node. If the root node of a partition is not a prefix node, the next hop of the nearest parent of the root node, in the original trie, is stored in this column.
Upon receiving a packet, the processing element does a longest prefix match search on the partition table, using the packet's destination IP, and forwards the packet to the correct partition. The next hop is temporarily stored and will be used if a better match is not found in the partition. The proofs for showing that IP lookups on a table partitioned in this manner returns the correct results are simple and listed in the Appendix . At this point we must state certain implications/issues with this method of partitioning the forwarding table:
• We have assumed that the sample traffic trace used to assign weights to prefix nodes is representative of the traffic flow through a router. It is to be expected that should there be a short term traffic anomaly, where the traffic pattern deviates from expectation, the performance of our architecture may be worse than the round-robin load balancing scenario as in [14] . If this anomalous behaviour is common, then there is no such thing as a 'traffic pattern that is long enough to adapt to'. If that is the case, then there should be no partitioning.
• It is not possible to balance the load exactly, because of the granularity involved in cutting the trie.
• When a trie is cut, further path compression may be possible. Referring to Fig.4 , we can see that after cutting, the parent trie can be compressed by removing node '0*'. reducing the computation time spent in each of the processing elements.
In our simulations, we have not measured the actual time taken for processing in each of the four elements. Instead, since the forwarding tables are stored as PATRICIA tries, we calculate the number of nodes looked up. This is done for two reasons. First, the time taken for a lookup varies greatly with a machine's design and hardware configuration. Second, our assumption has always been that each node lookup causes one memory access. Hence, counting the number of nodes looked up is a more accurate measure. For the partitioned tab Ie configuration, we have measured both the number of nodes looked up inside the partition table of the load balancers and the partitioned forwarding tables of the forwarders as described above.
We built the PATRICIA tries using three different trace sets. One is publicly available FUNET routing data set [37] . The other two sets were taken from the Lawrence Berkeley National Laboratory's Internet Traffic Archive [38] . The corresponding FUNET traffic trace [39] was also downloaded. For each set of traces and forwarding tables, we used the first half of the trace as a training set for computing node weights, while the second half was used for testing the effectiveness of the partitioning. After some trace analysis, we observed that more than 93% of the flows that existed in the first half of the trace continued into the second half of the trace. The loads of the partitions were computed for all possible cuts (exhaustive search) and the partitioning which gave the minimum difference in loads was selected as described in Section III.
For the FUNET data set, the simulation results are shown in Table III . The first three rows show the details of the partitions formed i.e. number of prefixes, weight and size for the tries formed out of this partitioning. Normalized values are shown in parentheses. The last row of Table III shows the time taken to process the same number of packets before and after partitioning. The number of nodes looked up in 'Original Table' indicates the average number taken by two processing elements working in parallel, with the complete forwarding table on both and without any partition table lookup. The number of nodes looked up in the partition section is the average of the two partitions' looked up nodes.
We can see that the load of the tries is well balanced, and that it does not necessarily translate to an equal balance in the number of prefixes in each partition or the number of nodes in the trie (size of the trie). We observe that there is a savings of about 10% in terms of memory accesses over the parallel processing configuration. Note that this is a relatively small forwarding table compared to the next two cases. Also, in this case, the training set was only 50,000 destination addresses.
In the second trace whose results are detailed in Table IV, the  forwarding table contains 100,000 routes. The training set used for the simulation was 600,000 packets with another 600,000 used for the simulation. In this case, the we observed that almost 82% of the flows in the first half of the trace continued into the second half of the trace. In this scenario, the routes were almost evenly distributed in the partitions unlike the earlier case. However, the loads are not evenly distributed at all. Despite this, the partitioning gives an improvement of about 13% over the plain parallel processing configuration.
In the third trace, we use a still larger forwarding table with 165,463 routes (See Table V ). We observe that this time, the number of prefixes in each partition is heavily unbalanced unlike the earlier case. The loads too are quite unbalanced. Again, we observer that, despite the unbalanced partitions, there is improvement of about 13% over the parallel processing configuration.
We conclude from the observations of our experiments that partitioning the forwarding table in our setup results in savings in lookup time. The reduction in lookup time happens despite the extra lookups that are done in the PT elements. This reduction in IP lookup time increases the throughput of our system. In our experiments, we observed a minimum of 10% and upto 13% improvement with partitioning over the parallel processing configuration.
We have analyzed partitioning of the PATRICIA trie structure for IP lookup for a multiple element configuration. Next, we examine partitioning in the context of a multistage distributed PC-based router.
IV. ApPLICATION TO DISTRIBUTED PC BASED ROUTER So far, the nature of partitioning has been independent of any particular hardware. We assumed the type of the data structure and the fact that memory accesses for non consecutive memory locations usually causes a new memory read. We now tum our attention to the PC hardware which was our motivation and attempt to apply our methods.
In Section I, we saw an approach advocated by [14] , [15] which used a multi-stage distributed PC based router architecture. A slightly modified version of the proposal made in [14] appears in Fig. 1 . There is a front-end of PCs that act as directors of incoming packets to the back-end. The actual layer-3 packet forwarding work i.e. IP header processing is done in the back-end. The front-end and the back-end are connected by a high speed switch-Switch-2 in the figure. The front-end can direct the packets based on some configurable criteria like load balancing at Layer-2. The back-end after processing the packets transmits them directly to the next hop via Switch-I.
Also, in Section I, we saw that large forwarding table sizes result in reduced throughput. Hence we use the approach in Section III to partition the forwarding table into smaller pieces. Each of the smaller pieces resides in one back-end PC. When a packet arrives at the incoming interface to the router, i.e. at the front stage, it must be directed to the correct partition. Each front-end PC must have a partition vector for the partitions. The front-end PC will examine the IP destination address of the packet and perform a partition lookup. The lookup tells the PC the location of the correct partition. The PC then directs the packet to the back-stage PC containing the correct partition. if the partitioned forwarding table size is small in the back-end PC, it should be limited only by its I/O subsystem. It should show higher throughput than in the case where it contains the unpartitioned forwarding table. Each back-end PC should benefit from the partitions and overall system throughput should increase.
There are two caveats here that are to be noted. First is, the cost of partition lookup in the first stage. If the partitioning method is very complex, the partition lookup process in the first stage may be computationally expensive. Should that happen, the first stage itself will become the bottleneck. It would then appear as if we have shifted the bottleneck of lookup time from the back-stage to the front-stage. Hence, a very complex partitioning should be avoided. A very complex partition lookup method must be avoided. The simple algorithm discussed in Section III gives good results. There is only a small additional complexity in the first-end PCs.
The second caveat happens if there are too many or too few PCs in the back-stage of our router. If the number of PCs in the back-stage are too small, few partitions are created. Then each partition may be still be large enough to cause a drop in throughput. It was seen in [15] , the throughput drop is linear after a certain forwarding table size. Thus, despite its size, the large size partitions should still increase the throughput to some extent. In the second case, there are too many PCs in the backstage. This will cause many small sized partitions to be created. This will increase the partition lookup time in the front stage. This problem can be solved using other means. For example, more than one PC may share the same partition and the partition lookup code in the first stage may choose any of these PCs. The choice may be made randomly or using round robin or some other method. The discussion of this scenario is outside the scope of this paper.
V. DISCUSSIONS AND FUTURE WORK
In this paper, we have proposed a method of partitioning a trie based forwarding table without loss of route information. At the same time, the loads across the partitioned tables are balanced relative to each other. We have also proposed a method to calculate the load of a trie based forwarding table. Smaller forwarding tables lead to overall reduction of perpacket processing time and hence an increase in throughput. Our simulation experiments show a clear reduction in the number of nodes looked up in the partitioned trie configuration. We have discussed how this method can be applied to a distributed router architecture.
There is a possibility of larger reductions in node lookups that was not observed by us. In our simulation experiments, the balanced cuts happened only at depths of 2, 1 and 1 for traces one, two and three respectively. Larger reductions are possible if the balanced cut occurs at a lower depth. In that case, the reduced number of nodes required to reach a heavy child subtrie would result in substantial savings in the nodes looked up.
PATRICIA tries were used in the early days of routing. But in the latest Linux distributions there are two approaches available. One is a Level Compressed (LC) trie, which is a variation of PATRICIA trie. The other one is a hash table based approach. LC trie is a method to reduce the number of memory accesses required for IP lookup. The idea is simple: given a binary trie, the i highest level is replaced by a single node of degree 2 i . The procedure is repeated on the sub-tries. Thus, in LC trie, each node may have multiple children. Our partitioning method should work directly on LC tries. However, Linux uses a spaceefficient way of storing the LC trie [22] . In this compact data structure an IP lookup must traverse all the way to a leaf of the trie. This makes the load computation complex and hence our method cannot be applied directly.
In hash table based approach, Linux creates several hash tables for different prefix lengths in the routing entries. All routes with the same prefix lengths go into the same hash table. Hashing value of IP address is looked up in the hash table corresponding to the longest prefix length. If a match is found, the search is terminated. Otherwise, the hash table of next smaller prefix length is looked up. The process continues until a match is found. In this approach, the prefixes are not stored in a trie-like structure. Hence our method cannot be applied directly. However, it may be possible to build a trie corresponding to the hash table and apply our partitioning method to this trie. But the load should now reflect the load of lookup in the original hash table, which may not be easy to do.
We are currently looking at the method of partitioning compact LC trie used by Linux. We are also looking into the effectiveness of multiple cuts i.e. multiple partitions and the tradeoffs thereof. We would like to compare the performance of both the vanilla LC trie and the space-efficient version used by Linux. We would also study how to apply our method to hashing based implementation of Linux. Proof' We will use i -< j to denote that node i is a prefix of node j. Now consider a pair of adjacent partitions PI and P 2 where PI is the parent partition and P 2 is the child partition.
We shall consider two cases here.
Case i: Suppose the longest matching prefix in the original trie corresponds to node k in the child partition. Let i and j be the root nodes of the parent and child partitions respectively. Then we will have i -< j -< k -< dest.! P Nodes i and j will be listed in the partition table and lookup on this table will return node j as the longest match. Thus the packet will be forwarded to the LC containing the child partition. Since the child sub-trie is identical to the corresponding section in the original trie the node k will be returned as the longest match and hence the correct next hop is obtained.
Case ii: Suppose the longest matching prefix in the original trie corresponds to a node k in the parent partition. Again, let i and j be the root nodes of the parent and child partitions respectively. Then there are two possibilities:
(a) i -< k -< dest. IP kf<j Here a lookup on the partition table will result in the packet being forwarded to the LC holding the parent partition. Subsequent lookup on the parent partition will return k as the longest match and hence the correct next hop is returned.
(b) i -< k -< j -< dest. IP Since k is the longest matching prefix in the original trie, j must be a non-prefix node. Also, any other node in the child partition which matches the destination IP must be a non-prefix node, else we would be contradicting the statement that k is the longest matching prefix. Now, a lookup on the partition table will result in the child partition being selected. However, since only non-prefix nodes match the destination IP, the lookup on the child partition will not return a result. Therefore, the next hop stored in the partition table will be used. This next hop is, by construction, the same as that of the nearest parent prefix p in the parent partition. Since p -< j we must have i -< k -< p -< j.
We conclude that p == k, else we would be contradicting the fact that k is the longest matching prefix. Thus the correct next hop is returned in this case too.
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