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Abstract—In this paper, we develop a framework for a novel
perceptive mobile/cellular network that integrates radar sensing
function into the mobile communication network. We propose a
unified system platform that enables downlink and uplink sens-
ing, sharing the same transmitted signals with communications.
We aim to tackle the fundamental sensing parameter estimation
problem in perceptive mobile networks, by addressing two key
challenges associated with sophisticated mobile signals and rich
multipath in mobile networks. To extract sensing parameters
from orthogonal frequency division multiple access (OFDMA)
and spatial division multiple access (SDMA) communication sig-
nals, we propose two approaches to formulate it to problems that
can be solved by compressive sensing techniques. Most sensing
algorithms have limits on the number of multipath signals for
their inputs. To reduce the multipath signals, as well as removing
unwanted clutter signals, we propose a background subtraction
method based on simple recursive computation, and provide a
closed-form expression for performance characterization. The
effectiveness of these methods is validated in simulations.
Index Terms—Joint communication and radar sensing, Rad-
Com, mobile networks, compressive sensing, clutter suppression
I. INTRODUCTION
The joint communication and radar sensing (JCAS, aka
Radar-Communication) technology is receiving increasing in-
terests thanks to its capability in integrating communica-
tion and radar sensing into one system, sharing the same
transmitted signals and a majority of hardware and signal
processing modules [3]–[6]. One major potential application
for the JCAS technology is in vehicular networks [4], [7],
where communication signals can also be used for sensing
the environment for object detection and collision avoidance.
Another potentially significant application is in mobile (aka
cellular) networks. Having the largest broadband coverage and
powerful infrastructure, JCAS-enabled mobile networks can
potentially become a ubiquitous radio sensor, while providing
simultaneous communication service.
JCAS-enabled mobile network can be significantly differ-
ent to passive bistatic and multistatic radar systems which
use mobile communication signals for sensing [8]–[10]. In
the JCAS network, receivers know the detailed structure of
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the transmitted signal, such as resource allocation for time,
frequency and space, and the transmitted data symbols (either
directly known or through demodulation). Such knowledge
on signal structure is important for coherent detection, which
enables accurate estimation for sensing parameters. Compar-
atively, most passive radar sensing can only use non-coherent
detection, where typically only the power, angles and Doppler
information can be extracted from the received signals at de-
graded performance [8], [9]. In a mobile network environment,
without the knowledge of the signal structure, passive sensing
also lacks the capability of interference suppression, and
cannot separate multi-user signals from different transmitters
(signal sources).
There have been limited JCAS results closely related to
modern mobile networks. In [11], some early work on using
orthogonal frequency-division multiplexing (OFDM) signal
for sensing was reported. In [12], sparse array optimization
was studied for multiple-input multiple-output (MIMO) JCAS
systems. In [13], the multiple access performance bound is
derived for a multiple antenna JCAS system. In [14], mutual
information for an OFDM JCAS system is studied, and power
allocation for subcarriers is investigated based on maximizing
the weighted sum of the mutual information for radar and
communications. In [15], waveform optimization is studied for
minimizing the difference between the generated signal and the
desired sensing waveform under the constraints of signal-to-
interference-and-noise ratio for multiuser MIMO (aka spatial
division multiple access, SDMA) downlink communication.
A multi-objective function is further applied to trade off the
similarity of the generated waveform to the one desired for
communication and sensing [16]. These studies involve some
key signal formats in modern mobile networks, such as MIMO,
multiuser MIMO, and OFDM. However, there is very limited
work on how JCAS can actually be realized at a system level
in the mobile network, and how radar sensing can be done
based on modern mobile communication signals, which is a
fundamental and challenging problem.
In this paper, we develop a framework for integrating
radar sensing into current communication-only mobile network
using JCAS technologies, by synthesizing and extending our
earlier work in [1], [2]. We call it perceptive mobile network.
This framework includes both a system platform for unified
radar sensing and novel sensing solutions. We set up the
perceptive mobile network on a system platform with key
components and technologies in modern mobile networks,
such as antenna array, broadband through e.g. channel aggre-
gation, multi-user MIMO and orthogonal frequency-division
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multiple access (OFDMA). The system platform provides
system-level integration for communication and radar sensing,
and unifies three types of sensing based on the communication
signals. The sensing solutions address critical challenges in
estimating sensing parameters including time delay, angle-
of-arrival (AoA), angle-of-departure(AoD), Doppler shift and
magnitude of multipath signals. These challenges are caused
by both sophisticated signal format and massive multipath
signals due to complicated signal propagation environment.
The first challenge for sensing parameter extraction in
perceptive mobile networks is due to the sophisticated signal
structure. The communication signals, which are also used
for sensing, can be randomly modulated with multiple users
symbols using multiuser-MIMO and OFDMA technologies,
and be fragmented for each user - discontinuous over time,
frequency or space. This will be detailed in Section III.
Such signal structure makes most existing sensing parameter
estimation techniques not directly applicable. For example,
active radar sensing technologies mainly deal with optimized
or unmodulated transmitted signals [17], [18]; most passive
bistatic and multistatic radars consider simple single carrier
and OFDM signals [8]–[10], [19]; and channel estimation
techniques developed for modern mobile networks mainly
focus on estimating channel coefficients instead of detailed
channel compositions represented by the sensing parameters.
In addition, conventional spectrum analysis and array signal
processing techniques such as MUSIC and ESPRIT require
continuous observations, which are not always available here.
Therefore, new sensing techniques need to be developed
for estimating sensing parameters from the complicated and
fragmented signals. We will show that compressive sensing
(CS) is an excellent candidate technology for this problem,
after proper signal formulation.
The second challenge for sensing parameter estimation
comes from the rich multipath in mobile networks. Most sens-
ing parameter estimation algorithms can only process signals
containing a limited number of multipath signals. Hence we
need a preprocessing method which can divide signals into
different groups where each group has significantly reduced
number of multipath. At a minimum, it is essential to separate
and reduce non-information-bearing multipath signals from the
input. Such unwanted multipath is called as clutter in the radar
literature. Typical radar systems are optimized for sensing a
limited number of objects in open spaces using narrow beam-
forming, and clutter has notably different features from useful
reflections returned from ground, sea, rain etc. [3], [20]. Most
known algorithms in radar systems, such as subspace method
[21], CLEAN algorithm [22], independent component [23] are
adapted to such scenarios. In the perceptive mobile network,
we define clutter as unwanted multipath signals that contain
little new information. The clutter hence is mainly referred
to the multipath signals from permanent or long-period static
objects when both the transmitter and receiver of the sensing
devices are static. Due to the different signal propagation
environment, suppression requirements and applicable sensing
algorithms, existing clutter suppression techniques developed
for radar systems, e.g., those in [20], [21], [23], may not
directly render the clutter reduction here. Most of them are also
applied after sensing algorithms, and hence cannot achieve the
goal of reducing multipath input to the sensing algorithms.
In this paper, we focus on studying system-level integration
of sensing function into mobile communication networks,
and investigating how to address the two critical challenges
for sensing parameter estimation as described above. As an
initial piece of work in this new domain, our proposed
algorithms here mainly intend to demonstrate the feasibility
and methodology, but are yet to be optimized for complexity
and performance. Our major contributions in this paper are as
follows:
• We introduce a unified system platform that enables
three types of sensing to be integrated with mobile
communications. We present the required changes for
hardware and system in existing mobile networks. We
also provide signal formulation for the three types of
sensing, and show that they can be represented by a
common expression, which enables the application of
common sensing algorithms.
• We present two schemes for estimating sensing parame-
ters from sophisticated communication signals with mod-
ulations of OFDMA and multiuser-MIMO. The first one
is direct estimation that uses the received mobile signals
directly as inputs to sensing algorithms, assuming that
the transmitted information data symbols are known. The
second is indirect estimation based on signal stripping.
It simplifies the signal input to sensing algorithms by
removing (demodulated) data symbols and decorrelating
users using conventionally estimated channels in com-
munications. Upon the formulated signal models based
on these two methods, we demonstrate how sensing pa-
rameters can be estimated via employing one-dimensional
(1D) compressive sensing (CS) algorithms. The proposed
1D CS algorithms are particularly useful when there is
only sufficient measurements in one dimension, which
could be typical in current and near-future systems.
• We propose a low-complexity background subtraction
method for reducing clutter from the input to sensing
algorithms. It reconstructs clutter using simple recursive
computation, and allows separation of signals with largely
separated Doppler frequencies. We also provide closed-
form expressions to show how the reconstruction per-
formance and noise are related to the parameters in the
recursion equation. This method is not only capable of
removing clutter, but also has the potential of dividing
multipath signals into different groups according to their
Doppler shift values.
The rest of this paper is organized as follows: In Section
II, we introduce the system platform for the perceptive mobile
network. In Section III, we provide mathematical models for
the sensing problems. In Sections IV and V, the direct and
indirect sensing schemes are presented, respectively. Section
VI presents the background subtraction method for clutter
suppression. In Section VII, simulation results are provided
to validate the effectiveness of the proposed framework and
sensing algorithms. Section VIII concludes the paper.
Notations: (·)H , (·)T and (·)c denote the Hermitian trans-
pose, transpose and conjugate of a matrix/vector, respectively.
| · · · | denotes the element-wise absolute value, (A)n,m de-
notes the (n,m)-th element of the matrix A, (A)·,m and
(A)m,·denotes the m-th column and row of A, respectively,
{an} denotes a vector with elements an, diag{an} denotes a
diagonal matrix with diagonal elements an.
II. SYSTEM PLATFORM FOR THE PERCEPTIVE MOBILE
NETWORK
Our proposed system platform aligns with the specification
of the evolution of mobile networks, such as 5G. In this
section, we describe the system model, the supported sensing
operations and the required modifications to existing mobile
communication infrastructure.
A. System Model
We assume a cloud-radio-access network (CRAN) archi-
tecture using multiuser-MIMO and OFDMA technologies.
Fig.1 shows the CRAN architecture based system model
of the proposed perceptive mobile network. In this model,
cooperative remote radio units (RRU), are densely distributed
and synchronized in clock. Signal processing for both cellular
communication and radio sensing based on collected signals
from these RRUs is done centrally in CRAN central, which
includes the baseband unit (BBU) pool for communication
and the sensing processing unit. We assume that cooperative
RRUs are within the signal coverage area of each other. All
RRUs’ clocks are synchronized, typically via GPS. A typical
communication scenario is as follows: several RRUs work
cooperatively to provide connections to mobile stations (MSs),
using multiuser MIMO techniques over the same subcarriers.
While we consider CRAN it could work for a standalone base-
station (BS) too. So hereafter we will use CRAN central and
BS without differentiating them.
We focus on the case where radio sensing is conducted in
the BS, although MS-side sensing is also possible. Compared
to MS, BS has advantages of networked connection, flexible
cooperation, large antenna array, powerful computation capa-
bility, and known and fixed locations.
B. Supported Sensing Operations
In the perceptive mobile network, the transmitted signal
from BSs or mobile stations (MSs) is used for both com-
munication and sensing. The signal may be optimized jointly
for the two functions, and one example is available from [15].
We define uplink and downlink sensing, to be consistent with
uplink and downlink communications. In uplink sensing, the
used sensing signal is from MSs. In downlink sensing, the
sensing signals are from BSs. The downlink sensing is further
classified as Downlink Active Sensing and Downlink Passive
Sensing, for the cases when a RRU collects the echoes from
its own and from other RRUs transmitted signals, respectively.
It is important to note that in a distributed antenna system
such as CRAN, sensing is for the environment surrounding
a specific transmitter and receiver, and hence it is separately
done for each node (RRU in CRAN), although some joint
processing is possible.
BBU Pool
Sensing 
Processing 
Unit
CRAN Central
Reflected downlink 
signal for active sensing
Received uplink signal 
for uplink sensing
Leaked downlink signal 
for passive sensing
RRU
Mobile 
core
RRU
Fronthaul
Downlink comm. signal 
Clutter
Fig. 1. Proposed System Model.
1) Downlink Active Sensing: We refer to downlink active
sensing as the case that a RRU uses reflected downlink
communication signals from its own transmitted signal for
sensing. In this case, similar to a mono-static radar, transmitter
and receiver are co-located although they may have two
independent antennas separated in space. This will enable a
RRU to sense its surrounding environment.
2) Downlink Passive Sensing: Passive sensing is typically
referred to the case when a third receiver outside the commu-
nication system exploits the communication signal for sensing.
Here we use downlink passive sensing for the case where a
RRU uses the downlink communication signals received from
other RRUs for sensing. Depending on the distance between
RRUs, reflected signals from other RRUs or the RRU itself
may arrive at different time segment or overlapped. Downlink
passive sensing senses the environment among RRUs.
3) Uplink Sensing: BS uses the uplink communication
signal from MS transmitters for uplink sensing. Uplink sensing
estimates relative, instead of absolute, time delay parameters
because the timing in MS transmitters and RRU receivers is
typically not aligned. This timing ambiguity may be removed
by using techniques developed from the triangulation tech-
niques in localization. Uplink sensing senses MSs and the
environment between MSs and RRUs.
Downlink sensing can potentially lead to more accurate
sensing results than uplink sensing because RRUs exhibit
more advanced transmitter capability than MS and also the
transmitted data symbols are centrally known in the downlink.
In addition, privacy issue is almost not a problem in downlink
sensing because the sensed results are not directly linked to
any MSs.
The signals available for sensing can come from several
sources, such as the demodulation reference signal (DMRS)
and the whole data payload signals in 5G New Radio. The
transmitted signals can also be optimized jointly for both
communication and radar sensing, such as those proposed
in [14]–[16]. In this paper, we focus on using the always-
available whole data payload, as DMRS signals are random
and may be insufficient for high-resolution sensing.
C. Required System Modification
We now describe potentially required modifications on hard-
ware and system, in order to evolve current communication
only mobile networks to perceptive mobile networks.
Uplink sensing can be implemented without requiring
changes on hardware and system architectures of current
mobile systems, in the presence of the timing ambiguity
problem. Alternatively, dedicated (static) MSs that are clock-
synchronized to BSs can be used, which would be the most
convenient way for achieving non-ambiguity sensing in the
perceptive mobile networks.
On the other hand, downlink sensing requires changes to
hardware, and the extent of changes depends on the net-
work duplexing mode. Basically, downlink sensing requires
a transceiver to work on the full duplex mode, where receiver
and transmitter need to operate at the same time. This causes
transmitted signal leakage, which can easily overwhelm the
reflected echoes for downlink sensing without modifying the
current hardware. The full duplex technology, which typi-
cally uses antenna separation, RF suppression and baseband
suppression to mitigate the leakage, is a promising enabling
technology in a long term [24]. Although it progresses well,
full duplex MIMO is still challenging to realize in practice
due to antenna cross-talk and coupling.
Two near-term solutions to downlink sensing are as follows:
• Using two sets of spatially well-separated antennas for
transmitting and receiving. Nevertheless, this requires
extra antenna installation space and can increase the
overall cost.
• Deploying RRUs that only work on the receiving mode.
They can be configured as working in the sensing mode
only or in both communication and sensing modes.
To implement these near-term solutions, changes to the hard-
ware are required. For time-division-duplexing (TDD) sys-
tems, the change is minor since a TDD transceiver gener-
ally uses a switch to control the connection of antennas to
the transmitter or receiver. For frequency division duplexing
(FDD) systems, the receivers may not be capable of working
on downlink frequency bands. From this point of view, it is
more cost-effective to implement downlink sensing in TDD
than in FDD systems.
In addition to the essentially required system modifications
as described above, there are also many research challenges
and opportunities for joint system design and optimization,
such as joint waveform optimization [14]–[16] and joint an-
tenna placement and sparsity optimization [25]. Such joint
design and optimization, on top of solutions to fundamental
problems for the perceptive mobile networks such as these
being discussed in this paper, can be expected to improve the
performance of integrated systems significantly.
III. FORMULATION OF SENSING PARAMETER ESTIMATION
In this section, we formulate the signal models used for
estimating sensing parameters. We first introduce general
system and channel models, and extend them to downlink and
uplink sensing, and then provide a generalized on-grid model
by quantizing the delay. We show that downlink and uplink can
be represented by a common model, which enables common
sensing algorithms. We also provide detailed justification
for the choice of this on-grid model and the corresponding
compressive sensing techniques. We then present two schemes
for sensing parameter estimation in Section IV and V based
on the formulated models here.
A. General System and Channel Models
We consider a CRAN system with Q RRUs and each
RRU has a uniform linear array (ULA) with M antenna
elements and antenna interval of half wavelength. These RRUs
cooperate and provide links to K users through multiuser-
MIMO and OFDMA technologies, i.e., each user may occupy
and share only part of the total subcarriers with other users
through multiuser-MIMO. Each user has a ULA of MT
elements. For both uplink and downlink, we assume that data
symbols are first spatially precoded, and an IFFT is then
applied to each spatial stream. The time domain signals are
then assigned to the corresponding RRUs. Let N denote the
number of total subcarriers and B the total bandwidth. Then
the subcarrier interval is f0 = B/N and OFDM symbol period
is Ts = N/B + Tp where Tp is the period of cyclic prefix.
Assume a planar wave-front in signal propagation. The array
response vector of a size-M ULA is given by
a(M, θ) = [1, ejpi sin(θ), · · · , ejpi(M−1) sin(θ)]H , (1)
where θ is either AoD or AoA.
Let the AoD and AoA of a multipath be θ` and φ`,
` ∈ [1, L], respectively. For M1 transmitting and M2 receiving
antennas, the M2×M1 time-domain baseband channel impulse
response matrix at time t′ can be represented as
H˜(t′) =
L∑
`=1
b`δ(t
′ − τ`)ej2pifD,`t′a(M2, φ`)aT (M1, θ`),
(2)
where for the `-th multipath, the sensing parameters b` is
its amplitude of complex value accounting for both signal
attenuation and initial phase difference, τ` is the propagation
delay, and fD,` is the associated Doppler frequency, and ⊗
denotes the Kronecker product. Strictly speaking, the ampli-
tude b` is frequency dependent. For typical cellular systems
where the fractional bandwidth (signal bandwidth normalized
to carrier frequency) is small, the variation of b` across the
whole bandwidth is small and hence we assume it is frequency
independent here. For sensing, {τ`, fD,`, φ`, θ`, b`} are the
sensing parameters to be estimated from (2). We define a
channel static period when all these parameters maintain
almost unchanged, which is typically a few milliseconds
(equivalent to the length of hundreds of OFDM symbols).
Equation (2) represents the channel impulse response that
can be used for both communication and sensing. Note that for
communications, we generally only need to know the compos-
ited values of the matrix H˜, which are typically obtained by
directly estimating some elements in the channel matrix and
obtaining the rest via interpolation. For radio sensing, however,
the system needs to resolve the detailed channel structure
and estimate the sensing parameters. For extended sensing
primarily based on machine learning techniques [26], these
parameters may be not explicitly needed, which is beyond the
scope of this paper.
The received signal is converted to frequency domain for
processing. For the t-th OFDM block, the frequency-domain
channel matrix at the n-th subcarrier corresponding to (2) is
given by
Hn =
L∑
`=1
b`e
−j2pinτ`f0ej2pitfD,`Tsa(M2, φ`)aT (M1, θ`),
(3)
where we have approximated the Doppler phase changes over
the samples in one OFDM block as a single value. We will
work on several slightly varied versions of (3), but still denote
them as Hn to show their connections.
B. Formulation for Downlink Sensing
As mentioned in Section II-B, sensing is done for the
channel environment between each transmitter and receiver,
through the echoes specific to the environment. Hence for
both downlink and uplink sensing, we separately formulate
and use the signals received at each RRU. It is possible to
jointly process the signals for sensing, but the benefits are
not obvious unless the channels are highly correlated. This
could be a significant difference between communication and
sensing.
For downlink sensing, each RRU sees reflected downlink
signals from itself and the other Q − 1 RRUs. Its received
signal at the n-th subcarrier and the t-th OFDM block can be
represented as
yn,t =
Q∑
q=1
Lq∑
`=1
bq,`e
−j2pinτq,`f0ej2pitfD,q,`Ts ·
a(M,φq,`)a
T (M, θq,`)xq,n,t + zn,t, (4)
= A(M,φ)CnDtU
T︸ ︷︷ ︸
Hn
xn,t + zn,t, (5)
where variables with subscript q are for the q-th RRU, xq,n,t
are the transmitted signals at subcarrier n from the q-th RRU,
A(M,φ) = (A1(M,φ1), · · · ,AQ(M,φQ)), (6)
xn,t = (x1,n,t, · · · ,xQ,n,t)T , (7)
U = diag{A1(M,θ1),A2(M,θ2), · · · ,AQ(M,θQ)}, (8)
and hence U is a MQ × L block diagonal matrix. The
`-th column in Aq(M,φq) (or Aq(M,θq)) is a(M,φq,`)
(or a(M, θq,`)), Dt and Cn are diagonal matrices with the
`-th diagonal element being b`ej2pitfD,`Ts and e−j2pinτ`f0 ,
respectively, zn,t is the noise vector. The model in (4) has
a similar channel structure representation with the basic one
in (2), but specifies multipath signals to different RRUs.
According to (5), we can see that packing yn,t from multiple
RRUs can increase its length, but the unknown parameters are
similarly increased. Hence sensing does not directly benefit
from jointly processing. However, due to channel reciprocity,
parameters for signal propagation between RRUs could be
similar. Such a property can be exploited for joint processing
across RRUs.
C. Formulation for Uplink Sensing
The received signal in a RRU at the n-th subcarrier and the
t-th OFDM block can be represented as
yn,t =
K∑
k=1
Lk∑
`=1
bk,`e
−j2pinτk,`f0ej2pitfD,k,`Ts ·
a(M,φk,`)a
T (MT , θk,`)xk,n,t + zn,t, (9)
Comparing (9) with (4), we can see that they have similar
expressions except for different symbols and parameter values.
Hence, next we will develop a common on-grid expression for
both downlink and uplink sensing.
D. Generalized Delay-Quantized On-grid Formulation
Let Nu and S be the number and index set of available
subcarriers for sensing, respectively. For downlink sensing,
Nu = N . We assume that N  L and N is large enough
such that the quantization error of τ` is small and the delay
estimation can be well approximated as an on-grid estimation
problem. Let the delay term e−j2pinτ`f0 be quantized to
e−j2pin`/(gN), where g is a small integer and its value depends
on the method used for estimating τ`. The minimal resolvable
delay is then 1/(gB).
Let K, M and MT denote the total number of users/RRUs,
the number of antennas for sensing, and the number of anten-
nas in each user/RRU for transmitting, respectively, for either
uplink or downlink sensing. We now convert the multipath
signal models in (9) and (4) to a generalized on-grid (delay
only) sparse model, by representing it using Np  L,Np ≤
gN multipath signals where only L signals are non-zeros.
Referring to (5) and (9), the generic delay-on-grid model,
applicable to further processing for either downlink sensing
or uplink sensing can be represented as,
yn,t = A(M,φ)CnDtPU
T︸ ︷︷ ︸
Hn
xn,t + zn,t. (10)
Note that to show the connection, we used similar symbols
here with some of those in (5), however, the definitions
are slightly different. Here, Cn is now redefined as Cn =
diag{e−j2pin/(gN), · · · , e−j2pinNp/(gN)}, re-ordered according
to the quantized delay values; P is a Np × L rectangular
permutation matrix that maps the signals from a user/RRU
to its multipath signal, and has only one non-zero element
of value 1 in each row; the other symbols have similar
expressions with those in (5), with elements in A(M,φ) and
Dt being reordered according to the delay. More specifically,
the columns in A(M,φ) of size M × Np and the diagonal
elements in Dt of size Np × Np are now re-ordered and
tied to the multipath delay values. U is an MTK × L block
diagonal radiation pattern matrix for MT arrays. xn,t is the
MTK × 1 symbol vector. For the moment, we allow repeated
delay values in Cn to account for multipath signals with the
same quantized delay but different AoAs and/or AoDs.
E. Selection of Compressive Sensing Algorithms
Recently, compressive sensing (CS) techniques have been
widely applied in radar sensing [27] as well as in JCAS sys-
tems [1]. The five sensing parameters in (3) can be estimated
either individually or jointly by forming from 1D to 4D CS
models. In this paper, we propose to use 1D compressive
sensing based on the on-grid formulation in (10), as will be
detailed in Section IV and V, mainly for the following three
reasons:
• Although high-dimensional on-grid CS algorithms such
as the Tensor tool and Kronecker CS [28] could offer bet-
ter performance when there are sufficient measurements
in each dimension, they could face large quantization
errors in the domains of Doppler frequency, AoD and
AoA for our problem here, due to the limited number
of measurements associated with short channel coherent
time and small amount of antennas. Comparatively, the
cellular signals generally have hundreds to thousands of
subcarriers, which provide numerous measurements for
the delay. Therefore, quantizing delay only can poten-
tially lead to smaller errors.
• Off-grid CS algorithms are yet to be extended to high-
dimensional problems, and MMV and block-CS models.
There exist some CS techniques dealing with off-grid
models, such as the perturbation approach [29] and
atomic norms [30]. But they have high complexity and
also have respective constrains on the parameter estima-
tion range and the minimum separation of the parameter
values.
• Our 1D methodology provides a solid basis for future
extension. Generally, higher-dimensional CS algorithms
can achieve better estimation performance, but they also
involve much higher computational complexity. Our 1D
methodology provides a path for many potential ex-
tensions, for example, replacing the 1D on-grid model
with a 1D off-grid model, should off-grid algorithms be
extended to the MMV models.
IV. DIRECT ESTIMATION OF SENSING PARAMETERS
We now propose a scheme based on 1D CS for estimating
the spatial parameters directly using the signal yn,t in (10).
This scheme works for all the three sensing methods. We
assume that the symbols xn,t are known and N  L. For
uplink sensing, this can be achieved by demodulating the sym-
bols as sensing can tolerate more delay than communication,
while for downlink sensing, they are centrally known. Note
that, the range and indexes of subcarriers in downlink and
uplink sensing could be different. RRUs can see signals at
more subcarriers in downlink sensing than uplink because in
the uplink the total subcarriers could be shared by different
group of users and channels are specific to each user.
We first organize the received signals to a form such that
from it 1D CS algorithms can be applied to get the estimates
for the delay. From the associated amplitude estimates corre-
sponding to the delay estimates, we then retrieve other sensing
parameters.
Rewrite (10) as
yTn,t = x
T
n,t(c
T
n ⊗ IMTK)VAT (M,φ). (11)
where cn = (e−j2pin/(gN), · · · , e−j2piNp/(gN))T , IMTK is an
MTK ×MTK identity matrix, and V is a MTKNp × Np
block diagonal matrix
V = diag{b`e−j2pitfD,`TsUp`}`=1,··· ,Np , (12)
with p` being the `-th column of PT .
We have now separated signals xTn,t(c
T
n ⊗ IMTK) that are
known and dependent on n from other parameters. Then we
can stack all row vectors yTn,t, n ∈ S to a matrix1, and obtain
Yt , (y1,t, · · · ,yn,t, · · · )T = WVAT (M,φ), (13)
where W is a Nu ×MTKNp matrix with its n-th row being
xTn,t(c
T
n ⊗ IMTK).
Inspecting (13), we can see that the estimation problem in
(13) can be treated as a multi-measurement vector (MMV)
block sparse problem [31] with Nu × M observations Yt,
sensing matrix W, and block sparse signals VAT (M,φ) of
L-sparsity. Let V = (VT1 ,V
T
2 , · · · ,VTNp)T where V` denotes
the MTK × Np block signals, and L out of Np V`s have
non-zero elements. The non-zero rows and their values in
VAT (M,φ) can then be solved by various MMV CS algo-
rithms, such as the fast marginalized block sparse Bayesian
learning algorithm (BSBL-FM) in [31], [32] that is adopted in
this paper. The indexes of the non-zero rows correspond to the
quantized delay values. Their amplitude values can be further
used to estimate other sensing parameters.
The detailed estimation process based on VAT (M,φ) is
described for two cases next. We first consider a simple case
when there is only one multipath at each delay value. In this
case, a simple estimation algorithm is available for estimating
all sensing parameters. We then extend the solution to the case
when there are multiple multipath signals at each quantized
delay bin. We will show that when these multipath signals are
from different RRUs, the parameters can be similarly estimated
to those in the single multipath case. Otherwise, more complex
techniques need to be applied. The method for separating the
two cases is yet to be developed.
A. Single Multipath for Each Delay
We first consider the noiseless case. Once the L nonzero
blocks V`AT (M,φ) are obtained by BSBL-FM, we can then
get the L delay estimates according to the indexes of the
blocks.
From (12) we can see that only the `-th column in V` has
non-zero elements b`e−j2pitfD,`TsUp` if b` 6= 0. Therefore,
V`A
T (M,φ) = b`e
−j2pitfD,`TsUp`aT (M,φ`). (14)
Since p` only has a single non-zero element 1, Up` will
generate a column vector corresponding to one column in U.
Because U is a block diagonal matrix, only 1 out of K MT×1
vectors in each column is non-zero.
1In uplink sensing, there may be less than N vectors available and they
may be dis-continuous in index.
Now represent V`AT (M,φ) as K MT ×M sub-matrices
(BT`,1, · · · ,BT`,K)T . If B`,k 6= 0, then this multipath is from
the k-th RRU (user). We can also see that
B`,k = b`e
−j2pitfD,`Tsa(MT , θk,`)aT (M,φk,`). (15)
From B`,k, calculating the cross-correlation between columns
and rows, we can obtain AoA or AoD estimates, depending
on the order of calculation. Let (B`,k)·,p and (B`,k)·,q denote
the p-th column and q-th row of (B`,k), respectively. We then
have
sin(φk,`) ≈ 1
pi
∠
(
M−1∑
p=1
((B`,k)·,p)∗(B`,k)·,p+1
)
,
sin(θk,`) ≈ 1
pi
∠
(
MT−1∑
q=1
((B`,k)q,·)∗(B`,k)q+1,·
)
. (16)
The Doppler frequency fD,` can be estimated across mul-
tiple OFDM blocks, based on the cross-correlation of B`,k in
these blocks: Let B`,k,t denote the B`,k obtained from the t-
th OFDM block signal Yt, and Td be the total OFDM blocks
used for estimating the Doppler frequency, then we get
fD,` ≈ 1
2piTs
∠
(
Nd−1∑
t=1
(B`,k,t)(B`,k,t+1)
∗
)
. (17)
The absolute value of b` can be estimated as the mean power
of all elements in B`,k. A better estimate is to use the cross-
correlation output for estimating AoA. That is
|b`|2 ≈
∣∣∣∣∣
M−1∑
p=1
((B`,k)·,p)∗(B`,k)·,p+1
∣∣∣∣∣ . (18)
In noisy cases, we can sort the blocks V`AT (M,φ), ` =
1, · · · , Np according to the estimates of |b`| and use a thresh-
old to filter out blocks corresponding to multipath signals. This
threshold can be set with reference to the expected received
energy for that delay value, using the path loss model. We can
also keep the estimated results for a subset of Np with larger
estimated b`s, and then apply data fusion techniques over all
measurements over a segment of space, time and frequency
domains to get synthesized sensing results.
B. Multiple Multipath Signals with the Same Delay
We consider the case where there are two multipath signals
with the same delay. The analysis below can be easily extended
to more general scenarios. Let cn = (cTn,1, c
T
n,2, c
T
n,2)
T ,
where cn,2 represents the repeated entries. We can accordingly
represent W = (W1,W2,W2) and V = (VT1 ,V
T
2 ,V
T
3 )
T in
(13). Then we have
WVAT (M,φ) = (W1,W2)
(
V1A
T (M,φ)
(V2 + V3)A
T (M,φ)
)
.
(19)
This shows that we can always use a cn with single entry
for each quantized delay, and multiple signals with different
angles will show up in the MMV estimates. More specifically,
if ` ∈ S multipath signals have the same delays but different
AoAs or AoDs, we will then get
V`A
T (M,φ) =
∑
`∈S
b`e
−j2pitfD,`TsUp`aT (M,φ`). (20)
If these multipath signals are from different RRUs (users),
multiple B`,ks will be non-zero. Hence in this case, sensing
parameters for these multipath signals can be estimated using
the algorithms similar to those for the single multipath case
in section IV-A.
If multipaths are from the same RRU (user), we will have
Bˆ`,k =
∑
`∈S
b`e
−j2pitfD,`Tsa(MT , θk,`)aT (M,φk,`). (21)
Obtaining solution from (21) is a complicated estimation
problem. When the number of multipath with the specific
delay value is small, which is a typical scenario, the AoAs
and AoDs can be estimated by applying 2D spectrum analysis
techniques to each Bˆ`,k, such as by 2D-ESPRIT or 2D-MUSIC
algorithm. Across multiple OFDM blocks, 3D spectrum analy-
sis techniques could be applied to additionally get the estimate
for Doppler shift too.
V. INDIRECT ESTIMATION USING SIGNAL STRIPPING
We have seen in the previous section that due to the
multiuser-MIMO signal, block CS is applied to estimate the
sensing parameters. It has high complexity, and is sensitive to
system imperfections, such as quantization errors in the delay.
In this section, we propose another sensing parameter esti-
mating scheme called signal stripping, which derives simpler
signal models from the received signals, and then estimates
parameters based on these simplified models.
A. Signal Stripping
The idea of signal stripping is to simplify the signal input
to sensing algorithms by removing the modulated symbols
from the signal and separating channels for different nodes
(MSs for uplink sensing or RRUs for donwlink sensing). More
specifically, this approach uses the estimated data symbols
and channels to strip signals from different nodes, and keep
as few as a single nodes composited channel matrix (with
estimated elements in the channel matrix) as input to sensing.
This method can significantly reduce the number of sensing
parameters to be estimated each time, reduce the algorithm
complexity and improve its performance, should the estimated
composited channel matrix for each node be accurate.
Referring to (5) or (4), the key is to get an accurate
frequency-domain channel matrix estimate at subcarrier n, at
time t for user k
Hˆn,k,t = Hn,k,t + ∆n,k,t, (22)
where ∆n,k,t is the channel estimation error, and
Hn,k,t =
Lk∑
`=1
bk,t,`e
−j2pinτk,t,`f0ej2pitfD,k,t,`Ts ·
a(M,φk,t,`)a
T (MT , θk,t,`). (23)
In this paper, we do not provide detailed algorithms for
refining the composited channel estimation, but present a
general approach. The impact of channel estimation error on
the performance of sensing will be evaluated in Section VII-B.
The composited channel matrix in (22) can be efficiently
obtained by estimating and refining the composited channels.
Channel matrices in communications are generally estimated
with the assistance of interpolation techniques and hence its
accuracy is insufficient for estimating sensing parameters.
Since sensing can tolerate much larger processing delay than
communication, we can exploit the demodulated signals in
communication to reconstruct composited channel matrix. This
can be implemented in a similar process to the decision
directed channel estimation (DDCE) scheme in communica-
tion systems [33]. Different to conventional DDCE algorithms
applied for communications, we only need to reconstruct
channels as accurate as possible, but do not need to do channel
prediction.
We can reconstruct data symbols after decoding the whole
packet in communications, and then use them to get multiple
channel estimates during this period. This is because sensing
can tolerate delay up to a few milliseconds, which can include
tens of packets.
B. Estimation of Sensing Parameters
When the channel estimates in (22) are obtained, we can
use them as inputs to sensing algorithms, and get the esti-
mates for sensing parameters for each user. This is a typical
mathematical model in radar signal processing [34]. Here we
only consider the case when there is only one multipath signal
within each quantized delay bin for each user, and propose a
1D CS based algorithm for sensing parameter estimation. The
algorithm here can also be applied to the case when only the
received signals at pilots such as the DMRS in 5G NR are
used for sensing, since these pilots are typically orthogonal
for different MSs.
We use (23) as a generalized channel matrix model, and
drop the subscripts t and k in the parameter variables. Re-
ferring to Section III-D we consider a similar delay-on-grid
model where the delays τ`f0 are quantized as q`/N ′ with
q` being an integer and N ′ = gN . Therefore e−j2pinτ`f0 ≈
e−j2pinq`/N
′
. This delay-on-grid model for reconstructed chan-
nel matrix can be written as
Hn = ARDCnA
T
T , (24)
where the `-th column in AR (or AT ) is a(M,φ`) (or
a(MT , θ`)), D and Cn are diagonal matrices with the `-
th diagonal element being b`ej2pitfD,`Ts and e−j2pinq`/N
′
,
respectively. The m-th column of Hn can be represented as
hn,m = ARDPmcn, (25)
where Pm is a diagonal matrix with diagonal elements being
the m-th row of AT , and cn is an L× 1 vector with the `-th
element e−j2pinq`/N
′
.
We may have a few options to process different columns
of Hn. For the least, we need two columns so that AoD can
be estimated. Use Mt = 2 as a simple example. Transpose
hn,m,m = 1, 2 and stack them into a row vector
(hTn,1, h
T
n,2) = c
T
nD(P1A
T
R, P2A
T
R). (26)
Now stacking similarly formulated row vectors for all usable
subcarriers n ∈ S together, we can obtain
H˜ = W D(P1A
T
R, P2A
T
R)︸ ︷︷ ︸
G
, (27)
where the `-th column of the Nu × L matrix W is
{e−j2pinq`/N ′}, n ∈ S.
We now convert the multipath signal model in (27) to a
generalized delay-on-grid sparse model, by representing it
using Np  L,Np ≤ N ′ multipath signals where only
L signals are non-zeros. Without any prior knowledge of
the delay, we can use Np = N ′; otherwise, the range of
delays can be reduced. We can then treat it as a MMV CS
problem and use algorithms such as OMP or Bayesian CS to
get the estimate for W and G. The dictionary is a partial
Nu ×Np DFT matrix F. When Np = N ′, its q-th column is
{ej2pinq/N ′}, n ∈ S.
Let g`,p be the (`, p)-th element of G in (27). Once the
delays and G are estimated, we can get the estimates for AoA
and AoD through
2pid sin(φ`)/λ = ∠
( 1
2M
1∑
k=0
M−1∑
p=1
gH`,p+kMg`,p+1+kM︸ ︷︷ ︸
ε`
)
,
2pid sin(θ`)/λ = ∠
( 1
M
M∑
p=1
gH`,pg`,p+M︸ ︷︷ ︸
ξ`
)
,
respectively. The value of |b`|2 can also be obtained easily
during the process of computing AoA and AoD, being either
|ε`|2 or |ξ`|2. The estimates of |b`|2 can be used to find the
effective multipath delay bins in noisy channels, by using
a threshold determined, e.g., as a fractional scalar of the
maximum power of multipath signals.
The computation above can be readily extended to the case
when MT > 2.
This process can be repeated over multiple refined channel
estimates over the channel static period. The Doppler shift can
then be estimated from the cross-correlation between two or
more Gs that are sufficiently spaced in time, when channel
still remains stable except for the Doppler phase terms. Let
Gt denote the estimate of G from the t-th refined channel
estimates. Using two Gs the estimates of Doppler phase can
be obtained as
2pifD,`Ts =
Ts
T
∠
(
(Gt+T )`,· ((Gt)`,·)H
)
, (28)
where (X)`,· denotes the `-th row of the matrix X and T is
the interval of two symbols used for estimating Doppler shift.
VI. CLUTTER REDUCTION
As discussed in Section I, in this paper, we treat echoes with
near-zero Doppler frequencies as clutter. Relatively, we call
other echoes with non-zero Doppler frequencies as dynamic
multipath.
We propose a low-complexity and efficient Background
Subtraction solution for clutter reduction, which is inspired
from the background subtraction method in image processing
[35]. The basic idea is to construct an estimate for clutter by
averaging over a long period, and then subtract it from the
input to the sensing algorithms. This requires static sensing
parameters for clutter, and signals that are unmodulated or
modulated with the same data. Hence it is suitable for the
indirect sensing scheme, and can also be applied to the
direct sensing scheme, but only when the received signals
corresponding to the training signals in each frame is used.
In the following, we will present the solution by referring to
the indirect sensing method.
The proposed processing will be applied to the channel
matrix at each subcarrier for each user. From the refined
channel matrix estimates, we pick up estimates at an interval
of Th seconds, and denote them as
· · · ,H(i− 1),H(i),H(i+ 1), · · · , (29)
where the expression of H(i) is similar to (24), but H(i1) and
H(i2), i1 6= i2 may have different sensing parameters.
We define a recursive equation for estimating the clutter
matrix H¯
H¯(i) = αH¯(i− 1) + (1− α)H(i), (30)
where α is the learning rate (forgetting factor) and the initial
one H¯(1) can be either 0 or computed as the average of several
initial H(i)s.
There is a major difference for background subtraction
between radio sensing and image processing. In image pro-
cessing, the image difference corresponds to pixel variation.
However, in radio sensing, both Doppler shifts and variation in
sensing parameters cause difference in two channel matrices.
This makes the choice of Th critical in radio sensing.
Consider a Doppler frequency fD. Its corresponding phase
shift at iTh is given by exp(j2pifDThi). When this multipath’s
other parameters remain unchanged, applying the recursive
equation (30) to the whole channel is equivalently to the
Doppler phase only. Let ρ(i) and exp(j2pifDThi) replace
H¯(i) and H(i) in (30), respectively. Starting from i = 1,
after p recursions we can get
ρ(p) = ej2pifDTh
(1− α)(1− αpej2pifDThp)
1− αej2pifDTh . (31)
When fD = 0, ρ(p) = 1 − αp. To make ρ(p) approach to 1
for fD = 0, p = 500 is approximately needed.
As will be detailed in Section VII, for typical applications
in perceptive mobile networks, the maximum fD is about 400
Hz, and the channel stable period is in the order of a few
milliseconds. Due to the small Doppler frequency value, the
Doppler phases typically change slowly over the channel stable
period, unless the vehicle moving speed is very large. This
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Fig. 2. Exemplified values of ρ(p), with Th = 20Ts, max{p} = 30
at approximately 2.8 ms. Curves from top to bottom correspond to Doppler
frequencies from 0 to 400 Hz at an interval of 50 Hz.
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Fig. 3. Power ratio of the clutter to “interfering signals” after applying
the recursive averaging, in the presence of approximately 10 non-clutter
interfering signals over each period of 270Ts (assumed to be channel
stable period). Red dashed curves for Th = 240Ts, blue solid curves for
Th = 120Ts, and black curves for Th = 60Ts.
makes averaging at small Th useless in terms of reducing
“interfering” dynamic multipath signals from the clutter es-
timation. An example is shown in Fig.2, which indicates that
much larger Th must be used to get a clear clutter estimate.
Since the slowly changing Doppler phases over the channel
stable period generally do not cause cancellation for dynamic
multipath signals, we want to minimize the number of samples
obtained from each channel stable period. However, smaller
sampling rate causes slower collection of the clutter signals.
Hence a tradeoff is needed here, and the reasonable value is
found to be 1 or 2 samples per medium channel stable period.
A more optimal value may be determined through statistical
analysis over a distribution of the Doppler frequency and the
channel stable period. On the other hand, the learning rate
α also has an important impact on the averaging operation.
These effects are demonstrated in Fig. 3. We can see that the
power ratio becomes almost stable after 0.5 and 2 seconds
of recursive averaging operation for α = 0.99 and 0.999
respectively. Larger α achieves better performance.
The clutter estimate is always updated every Th seconds
using (30). Once a stable estimate is obtained, it is subtracted
from the current and future refined channel estimates during
the interval Th.
For noisy channel estimates, we can work out the dis-
tribution parameters of the combined noise output after the
recursion. Assuming the noise in different channel estimates is
uncorrelated and each follows the same Gaussian distribution
with mean zero and variance σ2. Then the output noise matrix
will still have zero mean, and covariance matrix σ2cI, with
σ2c = σ
2(1− α−1)2
p∑
i=1
(α2)i
= σ2(1− α)2 1− α
2p
1− α2 , (32)
It can be seen that when p is large, σ2c approaches to σ
2(1−
α)2/(1 − α2). When α = 0.99, it becomes 0.005σ2. Hence
noise is suppressed in the recursive operation. Our simulation
shows that it converges approximately at p = 150.
Therefore when subtracting the clutter from the current
channel estimate, the noise is almost not increased. This is an
advantage of the background subtraction method. In addition,
the clutter channel matrix output from the recursive algorithm
also allows us to efficiently estimate the clutter parameters.
Comparing two estimates obtained at different times, we can
also efficiently identify the changes in static objects in the
radio image.
Note that by adjusting the parameters in the recursion
equation, we can actually obtain signals with different Doppler
frequencies. Hence this method can be extended for separat-
ing multipath signals with different Doppler frequencies into
different groups.
VII. SIMULATION RESULTS
We present simulation results here to validate the effec-
tiveness of the proposed framework and parameter estimation
schemes. For solving the MMV problems, we use the Block
Sparse Bayesian Learning (BSBL) [31] in direct estimation
and Sparse Bayesian Learning (SBL) [36] in indirect estima-
tion.
We consider a system with 4 RRUs, providing connections
to 4 users through multiuser MIMO. Each RRU has 4 antennas
and each MS has 1 antenna. The carrier frequency is 2.35 GHz
and the signal bandwidth is 100 MHz. Unless stated otherwise,
for downlink, all N = 512 subcarriers are used, and for uplink,
128 subcarriers with random indexes are shared by four users
using multiuser-MIMO. No radar cross-section information is
considered.
The multipath channels are randomly generated in clus-
ter following a complex Gaussian distribution. We use a
pathloss model with pathloss factor 4 for downlink and 2
for uplink sensing. The transmission power of the RRU and
MS is 30 dBm and 25 dBm respectively. Throughout this
paper, we assume that the noise is Additive White Gaussian
Noise (AWGN) with thermal noise power N0 = −174
dBm/Hz. Hence the total thermal noise in the receiver is
−174 + 10 log(108) = −94 dBm. Multipath signals for
each RRU/MS are generated randomly in cluster, mimick-
ing reflected/scattered signals from objects. Multipaths in
each cluster are generated following uniform distributions
of [10, 15] for the total multipath number, [0, 45] degrees
for direction span, [0, 45] m for distance, and [0, 600] Hz
for Doppler frequency. Across clusters there are additional
offsets in direction ([−75, 75] degrees), distance ([50, 180] m)
and moving speed ([−40, 40] m/s), reflecting the different
locations of the transmitter to the sensing receiver. Unless
stated otherwise, delays are on grid with an interval of 10 ns,
corresponding to a distance resolution of 3 m. Delays from the
same RRU/MS are kept different. But they could be the same
between RRUs/MSs. Random continuous values are used for
Doppler shift, AoAs and AoDs. From the pathloss factors
and the multipath propagation distances, we can see that the
received signal-to-noise power ratio (SNR) for estimating the
sensing parameters for a particular multipath could be as low
as 0dBm for the downlink sensing, while it is much higher
(≥ 30 dB) for uplink sensing.
Based on these parameters, we can work out an approxi-
mate (minimum) channel stable period that sensing parame-
ters remain unchanged. Assume this period lasts when vehi-
cles/objects move less than 5 cm, and the maximum relative
moving speed is 30 m/s. This period is then 0.05/30 = 0.0017
s, equivalent to the period of (0.0017/(512/108×1.25) ≈ 265
OFDM blocks.
In all the figures below, unless stated otherwise, every
plus or circle represents parameters for one multipath: Pluses
and circles are for estimated and actual ones, respectively.
Different colors represent multipath from different RRUs/MSs.
In each figure, 10 implementations are plotted. The sensing
parameters are fixed in all 10 implementations, but the data
symbols and noise are changed. The AoA estimates are shown
in the form of AoA phase, pi sin(φ`), in either degrees or
radian.
A. Direct Estimation
Figs. 4 and 5 present typical AoA-Distance results for
downlink and uplink sensing respectively. Note that the de-
picted distance is the total signal travelling distance between a
transmitter and the receiver, and does not necessarily translate
to the distance of objects to the receiver directly. Complex
across-RRU synthesizing is needed to achieve the translation,
particularly for uplink sensing. Both figures demonstrate that
the estimates are quite robust and accurate, when the received
SNR is sufficiently high. Note that there are no matching
estimates for some multipath at distances larger than ap-
proximately 145 meters due to the low SNR here. This is
particularly obvious in the downlink sensing case where the
adopted pathloss factor is 4, compared to 2 in the uplink.
B. Indirect Estimation based on Signal Stripping
Instead of implementing the DDCE algorithm to actually
refine the channel estimation, we introduce channel recon-
struction error in (22) as AWGN to evaluate the performance
for the indirect estimation method. The signal-to-interference
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Fig. 4. 10 implementation results for AoA-Distance estimation in direct
downlink sensing.
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Fig. 5. 10 implementation results for AoA-Distance estimation for direct
uplink sensing.
ratio (SIR) between the mean power of the channel coefficients
and the reconstruction error is denoted by η.
Figs. 6 shows the results for uplink sensing. It can be seen
that the estimates of delay and AoA are accurate and are robust
to the introduced channel reconstruction error. The estimates
of moving speed, through estimating the Doppler frequency
fD,`, have relatively large errors because the actual Doppler
phase values are very small and hence sensitive to both noise
and the interval T .
Comparing the results here and those in VII-A, it is suggest-
ing that the indirect methods can achieve better performance
than the direct method when the estimation error in the channel
matrix is small enough, as different users’ channels/signals
are efficiently separated. Hence the key is to develop a low-
complexity high-accuracy channel refining algorithm, which
is our on-going work.
In Fig. 7, we present the results for the case when delay is
generated as continuous values (off-grid model) for downlink
sensing. The figures show that delays and AoAs are identified
with degraded but still acceptable accuracy, but the speed
estimation varies significantly across different realizations. As
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Fig. 6. 10 implementation results for indirect uplink sensing with channel
SIR η = 15dB, and symbol sampling interval T = 20Ts.
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Fig. 7. 10 implementation results for indirect downlink sensing with
η = 15dB, and T = 20Ts, where delay values are continuous (off-grid).
Subcarriers are interleaved.
a comparison, we also plot the sensing results for AoA-
Distance in Fig. 8 by applying the classical 2D DFT method
to the signal in (23). For AoA, a 64-point DFT is applied to
the 4 signals received at four antennas. The image is cleared
by setting 2D-DFT outputs with power 25dB lower than the
maximum to zeros. Comparing Fig. 7 with Fig. 8, we can
see that the proposed 1D CS method achieves much better
resolution than the classical 2D DFT method.
We further test our indirect uplink sensing scheme using
a practical subcarrier allocation example in 5G NR with the
Type B set-up and a total subcarriers of 252. Within each
resource block of 12 continuous subcarriers, four subcarriers
with indexes 3, 4, 9 and 10 are used. Hence a total of 84
subcarriers. The sampling period T = 35Ts, and a total of
8 sets of observations are obtained for Doppler estimation.
For comparison, the N-way OMP Tensor (NOMP) method
[28], which is a 3D CS algorithm, is also simulated. The
simulation results are presented in Fig. 9 and Fig. 10 for our
scheme and the NOMP scheme, respectively. In both figures,
only estimated multipath channels with power within 10dB
Fig. 8. 10 implementation results for classical 2D DFT results. System setup
is the same as that in Fig. 7.
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Fig. 9. Sensing parameter estimation using the proposed 1D CS method for
indirect uplink sensing, with η = 15dB. “Equivalent AOA” equals to pi sin(θ),
and speed is relative to the static BS. All parameters have continuous values
(off-grid model).
of the maximum are shown. Comparing these two figures,
we can see that the proposed 1D CS method achieves better
resolution for distance, AoA and speed for most multipath
channels. This demonstrates the effectiveness of our scheme
in the cases when sufficient measurements are only available
in the delay domain.
C. Effect of Clutter Suppression
We only present the simulation results for the background
subtraction method here, as for the differential method, in
the simple form, it is almost a repeat of the simulation in
Section VII-B with increased number of multipath and noise.
The clutter signals are generated similarly to other multipath
signals, with Doppler frequencies set to be near-zero values.
In Fig. 11, we plot the normalized difference between the
output from the recursive reconstruction algorithm and the
actual clutter. We use one sampled channel estimate within
each channel stable period of 2 ms. The figure indicates that
α > 0.99 is a good option that balance the difference and
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Fig. 10. Sensing parameter estimation using the N-way OMP (3D CS) algo-
rithm in [28]. Dictionaries for AoA and Doppler estimation are interpolated
to size 16 and 256, respectively. Other configurations are similar to those in
Fig. 9.
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Fig. 11. Difference between the reconstructed and the true clutter signals,
normalized to the power of the true clutter. Learning rates α for curves from
left to right are 0.9,0.94,0.97,0.99 and 0.995, respectively.
convergence time. The curve for α = 0.99 is also consistent
with the analytical one in Fig. 3.
In Fig. 12, we show three random implementations with
different values of p used in estimating the clutter. From the
top figure we can see both missed estimation for the current
dynamic multipath and the estimate for the clutter and some
residual dynamic multipath, which still have a strong presence
in the subtracted signal. The middle one shows improved
performance, and the bottom one achieves excellent estimation
with clutter completely removed. This figure demonstrates the
effectiveness of the proposed background subtraction algo-
rithm.
VIII. CONCLUSIONS
We developed a framework for a perceptive mobile network
which integrates radio communication and sensing into one
system, transforming the current communication-only mobile
network. We presented a unified platform that enables both
uplink and downlink sensing, using the uplink and down-
link communication signals, respectively. We presented the
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Fig. 12. Estimated and true sensing parameters AoA and distance obtained
using the indirect method after clutter suppression. From top to bottom, p =
25, 50, 150, respectively. Channel estimation η = 15 dB.
required system modifications to enable this integration and
formulated the mathematical model for sensing. We proposed
the direct and indirect schemes based on 1D CS for estimat-
ing the sensing parameters, and the background subtraction
method for clutter suppression. Our scheme is shown to work
efficiently and is particularly suitable for the cases when
sufficient measurements are only available in one domain.
The perceptive mobile network can potentially facilitate many
new sensing applications in smart city, smart home, smart car
and transportation, while providing communication services.
Although there are significant challenges and a long way ahead
to make the perceptive mobile network fully operational, our
work here is a solid first step, demonstrating the feasibility
and providing a way to proceed.
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