ABSTRACT: Ceramide (CER)-based biological membranes are used both experimentally and in simulations as simplified model systems of the skin barrier. Molecular dynamics studies have generally focused on simulating preassembled structures using atomistically detailed models of CERs, which limit the system sizes and time scales that can practically be probed, rendering them ineffective for studying particular phenomena, including self-assembly into bilayer and lamellar superstructures. Here, we report on the development of a coarsegrained (CG) model for CER NS, the most abundant CER in human stratum corneum. Multistate iterative Boltzmann inversion is used to derive the intermolecular pair potentials, resulting in a force field that is applicable over a range of state points and suitable for studying ceramide self-assembly. The chosen CG mapping, which includes explicit interaction sites for hydroxyl groups, captures the directional nature of hydrogen bonding and allows for accurate predictions of several key structural properties of CER NS bilayers. Simulated wetting experiments allow the hydrophobicity of CG beads to be accurately tuned to match atomistic wetting behavior, which affects the whole system, since inaccurate hydrophobic character is found to unphysically alter the lipid packing in hydrated lamellar states. We find that CER NS can self-assemble into multilamellar structures, enabling the study of lipid systems more representative of the multilamellar lipid structures present in the skin barrier. The coarse-grained force field derived herein represents an important step in using molecular dynamics to study the human skin barrier, which gives a resolution not available through experiment alone.
I. INTRODUCTION
The stratum corneum (SC) is the outermost layer of the skin, and serves as the barrier between the internal and external environments of the body, preventing, among other things, rapid dehydration and pathogen invasion. 1 In addition to cholesterol and free fatty acids (FFAs), several different ceramides (CERs) comprise the lipid matrix of the SC. 2 To date, 14 subclasses of CER have been identified in human skin that differ in headgroup and acyl tail structure. 3 Of these, nonalpha-hydroxy-sphingosine ceramide (CER NS, Figure 1a ) is the most abundant in healthy human skin. 4 Despite knowledge of the lipid composition in human SC, the connection between lipid composition, structure, and barrier function remains unclear. 5, 6 Understanding these connections is essential for developing effective models of skin for use in toxicology assessment and transdermal drug delivery development, as well as for developing effective treatments for skin diseases. 6, 7 Molecular simulation studies of SC lipid systems could allow the connections between lipid composition, structure, and barrier function to be probed, as simulation enables direct visualization of and explicit control over the molecular species in the system. For example, molecular simulations have been used extensively to better understand the structure, phase behavior, thermodynamics, and transmembrane permeability of phospholipid-based bilayer systems. 8−13 However, CER-based bilayers have not been as widely studied as phospholipid-based systems, primarily because of the more complex nature of the lipid organization 14−16 and a lack of accurate atomistic force fields, which was recently addressed. 17 The limited atomistic (i.e., all-atom and united-atom) simulations that have been performed of CER bilayer structures have provided some insight into the lipid interactions, 17−21 e.g., demonstrating strong connections between the phase transition temperature, CER headgroup structure, and lipid−lipid hydrogen bonding. 17 However, the dense gel and crystalline packings found in CER-rich phases 22−26 significantly reduce lipid mobility as compared to the liquid-crystalline phases typical of biological phospholipidbased bilayers under physiological conditions, resulting in the need for careful equilibration protocols and long equilibration times. 19, 27, 28 As such, the time and length scales on which certain phenomena occur (e.g., phase-separation, self-assembly) are limiting for all-atom models. Furthermore, bilayer structures consisting of a small number of components are highly simplified models of SC lipid lamellae; to study mixtures relevant to the multicomponent SC that form multilamellar structures, large system sizes must be employed, further increasing the computational cost.
Coarse-grained (CG) molecular models, where groups of atoms are treated as single interaction sites (CG beads), provide an attractive alternative to atomistic models. CG models typically require several orders of magnitude less computational cost to access the same time scale as the corresponding atomistic model, due to the simplified representation of the system. This simplification results in fewer pair interactions, allows implicit treatment of long-ranged electrostatics, and generally softens the energy landscape, allowing a larger time step of integration. Combined, these properties allow CG models to access the long time scales needed to form equilibrium phases via self-assembly and probe the large system sizes needed to represent the SC lipid mixture. CG models have proven effective for the study of various lipid systems, 29−31 including studies that examine the self-assembly of other lipids important to the skin barrier. 32 Recently, Sovova et al. 33 proposed a CG model of CER NS, which has been the most studied CER via all-atom molecular simulation. [17] [18] [19] [20] 34 We note that this model predicts stable lamellar structures as expected of CER conformations in the SC, 33 and is advantageous in that it is compatible with the popular MARTINI force field; however, since it was not derived to match CER structure, the model fails to accurately capture key structural properties of pure CER NS bilayers, overestimating the area per lipid by ∼20% and substantially underestimating the tilt angle as compared to experimental and all-atom simulation results (i.e., no tilt is observed with this model). 17, 20, 33 Furthermore, the CG mapping used in this model (i.e., how the atoms are grouped into CG beads) lacks directional headgroup interactions that have been shown to influence the properties of CER systems, 17, 35, 36 overall making the CG model more representative of a generic lipid rather than CER NS, and thus of limited utility for accurately probing the behavior of systems representative of the SC.
In this paper, a CG mapping and force field for CER NS are derived to match structural properties calculated from all-atom simulations. The CER NS model proposed herein provides a more explicit treatment of hydroxyl groups than in the MARTINI-compatible CG CER model of Sovova et al., 33 allowing the model to capture directional headgroup interactions that exist between lipids due to hydrogen bonding. 17,37−39 As CERs and FFAs contain identical tails (i.e., long alkyl chains), a CG FFA model is developed in parallel, using the same tail beads for CER and FFA. The recently developed multistate iterative Boltzmann inversion (MS IBI) 40 scheme is used to optimize these CG force fields. While potentials derived with the original IBI scheme generally reproduce target RDFs with a high degree of accuracy, they often show limited transferability to other states, 41, 42 due to the single state nature of the scheme. They may also demonstrate significant artifacts associated with structural correlations between beads (e.g., potential wells and barriers associated with RDF peaks and valleys), and hence can be unrepresentative of the underlying potential landscape. 40 The MS IBI algorithm was developed to address these issues; specifically, the multistate nature of the method provides additional constraints to the optimization, reducing structural artifacts, and yields potentials that are more generally applicable than those derived from the original (i.e., single state) IBI method, 40, 43 as is required for simulations that span multiple state points, such as simulations of lipid self-assembly. The structural properties and self-assembly of CER systems are studied using the derived CG model and compared to all-atom and experimental measurements, demonstrating close agreement and providing validation of the model.
The remainder of the paper is organized as follows: first, we provide a description of the CG model and pair potential optimizations before discussing the results obtained for the derived potentials and the validations performed on states not used in the optimization process. We then examine the properties of preassembled CER bilayers and study the selfassembly behavior of both single bilayer (unilamellar) and stacked bilayer (multilamellar) structures. Finally, conclusions and future work are discussed.
II. MODELS AND METHODS
Deriving CG potentials via MS IBI involves several general steps. First, all-atom simulations are performed at various state points that are chosen to emphasize the different behaviors the CG model should reproduce. For example, for CERs, isotropic fluid and ordered lamellar states are included, which are both relevant for self-assembly. The all-atom trajectories are then used to create corresponding CG trajectories by mapping the all-atom trajectories to the CG level using a CG mapping operator that defines how the atoms are grouped into CG beads. Next, the CG trajectories mapped from the all-atom simulations are used to generate target data in the form of pair radial distribution functions (RDFs) for each pair type at each state. The MS IBI algorithm is then employed to iteratively derive the CG force field, such that the RDFs from the CG simulations match the target RDFs mapped from the all-atom simulations. As a last step, individual pair interactions in the force fields are refined to reproduce the correct balance between hydrophobic and hydrophilic interactions via simulated wetting experiments. The methodologies used in each of these steps are discussed in detail below.
Atomistic Simulations. All-atom simulations were performed with the fully atomistic CHARMM36 force field, 44 employing the TIP3P water model 45 and CHARMMcompatible headgroup parameters for CERs, which were derived and validated in previous work. 17 All atomistic simulations were performed using the LAMMPS simulation engine, 46,47 with a van der Waals interaction cutoff of 12 Å; the PPPM solver with a real space cutoff of 12 Å was used for the calculation of the long-ranged electrostatic interactions. 48 A time step of 1.0 fs was used with the Nose−Hoover thermostat in the canonical ensemble (i.e., NVT, constant number of molecules, volume, and temperature) and an additional barostat for simulations in the isothermal isobaric (i.e., NPT) ensemble. 49 For NPT simulations, isotropic pressure control was used for bulk fluid states, while anisotropic pressure control was used for bilayer states, allowing the aspect ratio of the box to change. All-atom simulations used for gathering target data were run for 10 ns after sufficient equilibration with the trajectory written every 100 ps. A list of all the states used is given in Table S1 of the Supporting Information, and the weights given to each state are listed in Table S2 of the Supporting Information; the rationale for the choice of the specific states is discussed in the Results section. Note that FFA C24:0 corresponds to a fully saturated FFA with a length of 24 carbons. CER NS C16 corresponds to CER NS with an acyl tail containing 16 carbons and is therefore of roughly equal length to the sphingosine tail. Similarly, CER NS C24 corresponds to a CER NS molecule with a longer acyl tail of 24 carbons (as in Figure 1a ).
Bulk fluid simulations (both FFA and CER) were initialized by placing lipids on a 6 × 6 × 6 cubic lattice in a large simulation box to create a gas of 216 molecules. To randomize the lipids and distribute them evenly throughout the box, NVT simulations were performed for 5 ns at 1300 K. The box volume was then isotropically reduced to achieve the target density over 5 ns, followed by adjusting the temperature to that of the state point of interest. The systems were then equilibrated for 5 ns, which was found to be sufficient for the potential energy to converge, followed by 10 ns of simulation over which target data was collected; this was performed in either the NVT or NPT ensemble, depending upon the state point of interest. The mixed FFA−water systems were initialized in the same manner; these systems contained 6480 water molecules and the appropriate number of lipids for the given concentration. This same approach was also used for the CER headgroups in water, which contained 4000 water molecules and 728 CER headgroups.
Atomistic gel-phase CER NS bilayers were initialized and equilibrated in the same manner as in our previous work. 17 Specifically, initial configurations were generated by placing lipids on a 10 × 10 square lattice to create a leaflet. The leaflet was then replicated and inverted to create a bilayer and the bilayer solvated with 50 water molecules per leaflet. A short energy minimization was performed to remove any high-energy atomic overlaps, followed by 30 ps simulation in the NVT ensemble at 305 K. The system was then simulated for 100 ns at 305 K and 1.0 atm in the anisotropic NPT ensemble and the final 10 ns used to collect target data; we note that, since large oscillations in potential energy and area per lipid were not observed over the 100 ns of simulation, 10 ns is sufficient for collecting data on a property such as the RDF. Furthermore, our previous work 17 has shown that the structural properties of CER NS bilayer systems simulated for 100 ns at 305 K agree well with those from systems slowly cooled from just below the order−disorder transition, providing confidence that our systems are adequately equilibrated with this procedure. Dehydrated bilayer systems were initialized from the final configuration of the hydrated bilayer simulation, and simulated for an additional 40 ns to ensure convergence of the potential energy and area per lipid, with target data collected from the final 10 ns.
CG Simulations. All CG simulations utilized the HOOMDBlue simulation engine. 50, 51 Integration of the equations of motion follows Martyna−Tobias−Klein 49 for both NPT and NVT simulations. All CG simulations employed a nonbonded potential cutoff of 12 Å. Since CG beads are treated as electroneutral, no treatment of long-ranged electrostatics was needed. In all cases, a time step of 10 fs was used. Unless otherwise noted, the initial configuration of the CG simulation was the final configuration from the all-atom simulation, mapped to the CG level. For bulk fluid systems, this configuration was replicated twice in each direction so that the CG bulk fluid systems contained 8 times more molecules than the corresponding atomistic systems. For lamellar states, this configuration was replicated twice in each direction in the lamellar plane so that CG lamellar systems contained 4 times more molecules than the corresponding atomistic systems.
CG Mappings. The CG mappings used for the lipids studied in this work are shown in Figure 1 . The position of each CG bead is taken to be the center of mass of the atoms represented by the bead, with the mass of the CG bead defined to be the mass of the atoms it represents. The mapping for FFA is shown in Figure 1b . The carboxylic acid headgroup atoms are naturally mapped to a single CG bead (FHEAD), with the lipid tail described by "TAIL" beads that represent three methyl groups and a TER2 bead to describe the terminal two methyl groups when necessary, e.g., in FFA C12:0, as shown in Figure  1b . We collectively refer to the TAIL and TER2 beads in the FFA chain as TAILs. We note that this mapping closely resembles that of Hadley and M c Cabe, 52 with the exception of using a 3:1 rather than a 4:1 mapping for the tail beads.
A four-site mapping for the CER headgroups is used, as shown in Figure 1c . An "AMIDE" bead maps the amide group; an "MHEAD2" bead maps the C1, C2, and C3 carbons (and their associated hydrogens) of the sphingosine tail (note that the name "MHEAD" is reserved for the middle headgroup bead in the three-site model, discussed below); an "OH1" bead maps the hydroxyl group on C1 of the sphingosine chain; and an "OH2" bead maps the hydroxyl group on C3 of the sphingosine chain. This CG mapping treats the hydroxyl groups explicitly to
The Journal of Physical Chemistry B Article account for the strong directional interactions between the CER headgroups (i.e., hydrogen bonding). Additionally, this mapping scheme provides a simple route for extension to CER species with different headgroups, since the AMIDE and MHEAD2 beads are common to all CER subclasses. We refer to the beads in the CER headgroup collectively as CERHEADs. This mapping uses the same tail mappings as the FFAs, and as such, TAIL beads in CER and FFA are described by the same interaction potentials. Note, while optimizations use CER NS C24 (see Figure 1a) , the validation studies performed also include CER NS C16.
A three-site CER headgroup mapping was also investigated, as shown in Figure 1d to demonstrate the importance of the explicit treatment of hydroxyl groups. Here the effect of the hydroxyl groups is treated implicitly within the backbone structure, rather than being explicitly modeled as separate groups, and as such is similar to the MARTINI CER mapping of Sovova et al. 33 The tails are treated the same as in the foursite CER headgroup model, using the same mappings and force field for the TAILs as in the FFA.
In CG simulations where water is present, a 4:1 k-means mapped CG water model was used following the work of Hadley and M c Cabe in which waters are dynamically assigned to CG beads. 43, 53 A dynamic mapping is necessary for water because a 4:1 mapping means atoms mapped to a common bead are necessarily parts of different molecules, and these molecules will not remain associated throughout the course of a simulation due to molecular diffusion. Thus, to map atomistic water to the CG level, a new mapping is effectively defined for each frame of the atomistic trajectory, with clusters of four molecules mapped to a single bead. The location of the center of mass of these beads is then used when calculating RDFs involving CG water. Since the original version of the water model was only optimized for bulk properties, it was recently reparameterized to also capture interfacial behavior. 43 As detailed in Moore et al., the CG water model was optimized against TIP3P all-atom simulations (that is, the same water model used in the all-atom lipid simulations) using both bulk and interfacial properties of water as target states, with the resulting force field accurately capturing structure, density, and droplet stability at 305 K and 1 atm. 43 CG Force Field Derivation. The force field developed here consists of CG beads interacting through bonded and nonbonded potentials. These interactions are treated independently of one another, and are therefore derived separately.
The bonded interactions were derived from bond/angle distributions calculated from all-atom simulations. CG beads in a given molecule are considered bonded if they occur sequentially (i.e., if they each contain an atom that shares a bond in the all-atom model). Additionally, any three consecutively bonded CG beads interact through an anglebending potential. No torsional or dihedral interactions were included in the models. Instead, beads separated by three or more bonds interact only through nonbonded pair potentials, whereas the nonbonded pair potential is excluded from beads separated by two or fewer bonds. As in previous work, 52, 54 bonded interactions are determined from probability distributions following the approach of Milano et al. 55 Bond and angle interactions were modeled as harmonic springs, with equilibrium values and spring constants derived from the distributions sampled in the fluid-state atomistic simulations mapped to its CG equivalent. After mapping the atomistic trajectories to the CG level, a normalized Gaussian distribution p(r) was fitted to the sampled distribution for each bond/angle type. A Boltzmann inversion of a Gaussian distribution yields a harmonic potential of the form
where k B is the Boltzmann constant, T is the absolute temperature, K r is the spring constant determining the stiffness of the harmonic spring, r is the separation, and r 0 is the equilibrium separation. This procedure was performed for each bond/angle type at each state, and the average K r and r 0 over all states for each type was used. Values of K r and r 0 for each bond/angle type are given in the Supporting Information. Nonbonded interactions were iteratively optimized via MS IBI to match target RDFs. In MS IBI, the nonbonded CG pair potential V i (r) is iteratively updated on the basis of deviations between RDFs from CG-mapped all-atom (AA) simulations, g s AA (r), and RDFs from a CG simulation, g s i (r), using V i (r) at state s. The pair potential is updated according to the sum of the differences between the Boltzmann-inverted target and CG RDFs at different state points , where α s,0 is the value at r = 0 and determines the maximum weight given to a particular state. This form places more emphasis at smaller separations, and ensures that the potential remains 0 at the cutoff. This allows short-range interactions to be optimized first and to see their effect on long-range behavior, before longer range updates to the potentials are made, which helps to suppress structural artifacts in the force field that may arise due to intermediate and long-range ordering in the system. We also note that, while it could be argued that making smaller updates to the potential at larger separations may lead to thermodynamic inconsistencies in the model, the potentials developed through the MS-BI approach are not only able to match the target RDFs but also satisfy the thermodynamic relationship between density and pressure (including related properties such as area per lipid). Rather than applying a pressure correction as in the original IBI method, CG models derived via MS IBI use a combination of NVT and NPT state points during the optimization. The RDFs are not likely to match if the pair potential predicts the wrong density, since the RDF is normalized by density; thus, NPT states can be used to account for the pressure, as was shown in the derivation of the CG water force field.
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The pair potential is iteratively updated until some stopping criteria is met. Here, the value of the fitness function The Journal of Physical Chemistry B Article optimized (i.e., when the fitness function became stable for each pair in the optimization). We note that MS IBI, like the original IBI method, yields numerical force fields that are not constrained to a functional form, thus allowing increased flexibility that is not available when fitting to an analytical form. A more detailed description of the theory behind the MS IBI method can be found in Moore et al., 40 and an example of using MS IBI to capture several key properties of water, including pressure−density relationships, can be found in a recent publication. 43 Optimizations for particular pairs of interactions were performed successively. This was done for two reasons: (1) to reduce the number of interactions being simultaneously optimized during any single MS IBI optimization and (2) to simplify the force field development by allowing pairs to be optimized from simulations of pure systems (e.g., pure CER) or single component hydrated systems where necessary (e.g., CER−WATER). The general order of the optimizations was to first optimize the lipid−lipid self-interactions and then, using the lipid−lipid self-interactions, derive the lipid−water interactions for each lipid species. The lipid−lipid crossinteractions (e.g., FFA−CER) were not derived in this work, since the focus is on the study of self-assembled CER structures; the cross-interactions will be reported in a future publication. Validation for each set of potentials was performed before using those potentials to optimize other interactions. For example, the TAIL−TAIL validation was performed before the TAIL−WATER potential was derived.
Seven distinct targets are used to optimize the FFA and CER nonbonded lipid self-interactions to capture a range of behaviors, including bulk fluid states (both FFA and CER), as well as an FFA monolayer and dehydrated CER bilayers. Target data from three different concentrations of FFA in water were used to optimize the TAILs−WATER interactions, and two distinct states were used to optimize the CERHEADs− WATER interactions, including hydrated CER NS C24 bilayers and CER NS headgroups solvated in water. Optimizations in both the NVT and NPT ensembles are carried out for select targets to ensure that the force field can reproduce the correct density in constant pressure simulations at 1 atm, as previously discussed. Note that not all pair potentials were optimized at all states. Instead, pair potentials were optimized at select states to capture specific behaviors. A complete list of the states used to optimize each pair potential is given in the Supporting Information. Additionally, the weight given to each state is listed in Table S2 of the Supporting Information. The weights were chosen to place more emphasis on the lamellar states; that is, relatively higher weights were given to the monolayer and dehydrated bilayer states, since the ultimate goal of the force field is accurate modeling of lamellar structures present in stratum corneum. The relative values were chosen on the basis of heuristics developed in this work (see Table S2 and Figure  S14 in the Supporting Information) and reported in a previous publication. 40 MS IBI calculations were carried out using the open source MSIBI Python library, 56 which also makes use of the MDTraj Python library. 57, 58 The optimized nonbonded interaction potentials are freely available via https://github. com/iModels/sc-ff.
Analysis. Several structural properties were used to characterize the ordered bilayer and multilamellar systems, including the area per lipid (APL), bilayer thickness, nematic order parameter (S 2 ), and tilt angle (θ) of the lipid tails. The hydrophobicity of a surface was characterized by calculating the contact angle that a droplet forms with the surface. A more detailed explanation of each of these calculations is provided in the Supporting Information.
III. RESULTS
As mentioned above, the lipid−lipid self-interactions were derived first, followed by the lipid−water interactions. Even though our primary goal to is to derive a CG force field for CER NS, we note that the force field for FFA, also relevant to the SC, is simultaneously derived. Both CER and FFA contain the same tail beads (i.e., TAIL and TER2); however, the headgroups of FFA molecules interact less strongly than the headgroups of the CER molecules. As such, inclusion of FFA target states alongside CERs helps to lessen the influence of the strong CER headgroup interactions when optimizing potentials involving the TAILs beads.
III.1. Pure CER. TAIL−TAIL. Dehydrated CER bilayers (305 K, NPT and NVT) and an FFA monolayer (NVT, 305 K) are used in the TAIL bead optimizations to ensure the force field is able to capture the behavior of ordered lamellar structures. While an ordered structure is clearly an important target for capturing the SC bilayer structure, bulk FFA fluid states in both the NVT (800 K, 0.811 g/mL) and NPT (500 K, 1.0 atm) ensembles are also used to capture the behavior of disordered states expected prior to self-assembly. The inclusion of fluid states is also found to help decrease the level of structural artifacts in the force field that arise from the intermediate and long-ranged structural correlations found in the ordered phases, and thus ensures a better quality force field. 40 Note that elevated temperatures were required to induce fluid phases at the density or pressure of interest. Also, due to periodic boundary conditions, the dehydrated bilayer is effectively an infinitely periodic multilamellar system. Figure 2 shows the TAIL−TAIL RDFs for the FFA monolayer state and the bulk FFA NPT state, comparing the target and optimized RDFs for each; the optimized pair The Journal of Physical Chemistry B Article potential is also shown. Considering the monolayer state, the CG model captures the main RDF peak locations and heights, although some of the smaller scale features are missed, likely due to the spherical symmetry of the CG potential. The inplane density of this monolayer system closely compares with the density of the chains commonly found for CERs in a bilayer arrangement. Thus, this system provides a close approximation to the tail ordering found in the CER NS system. Note that this RDF does not decay to unity as the monolayer only fills a small region of the box, resulting in a system density that is lower than the local monolayer density, scaling the value of the RDF; however, this does not impact the optimization as the CG RDFs are normalized by the same factor. Satisfactory agreement is found for the bulk NPT state, where the CG model correctly predicts the presence of a fluid phase and accurately predicts the density at 1 atm, with ρ CG = 0.68(5) g/ mL as compared to ρ AA = 0.69(1) g/mL. However, we note that the peaks in the CG RDF appear to be shifted to smaller separations by approximately 0.5 Å. As the main focus of the force field development is to accurately represent lamellar structures of the lipids in the SC, we consider such small deviations in the fluid state acceptable. We emphasize that, via MS IBI, a single CG pair potential is optimized that is capable of modeling both ordered and fluid-like states; prior efforts to use the standard IBI methodology to generate CG FFA force fields required different force fields to capture different structural configurations, even though the CG mappings did not change. 52 As further evaluation of the TAIL−TAIL interaction, structural properties of the CG FFA monolayer were also compared to results from atomistic simulations, since a matching TAIL−TAIL RDF does not guarantee that characteristic monolayer properties will also match. Well-ordered monolayers were observed in simulations of each model, with nematic order parameters S 2,CG = 0.97 and S 2,AA = 0.90 and tilt angles θ CG = 40(5)°and θ AA = 30(10)°. We note that the CG force field predicts a slightly increased level of ordering and increased tilt, although the differences in tilt angle are fully captured by the standard error of the two measurements, thus providing further validation of the pair potentials between TAILs beads.
CER Headgroups. The CG pair potentials between the four beads of the CER headgroup (collectively termed CERHEADs) are derived from both NVT and NPT ensemble simulations of dehydrated bilayers (305 K) and isotropic fluids of CER NS (500 K, 1.0 atm; 500 K, 0.721 g/mL), where, similar to the fluid FFA states, elevated temperatures were required to induce a fluid state. We note that, while many prior simulations of CERs have focused on hydrated bilayers, the use of dehydrated lamellae removes the influence of the strong interactions with water and is more representative of the SC lamellae in vivo. Interactions with water are considered separately.
In the atomistic dehydrated CER NS bilayer, in-plane hydrogen bonding is most prevalent between atoms in the groups AMIDE−OH1, OH1−OH2, and AMIDE−OH2 (see the Supporting Information). The RDFs for these pairs are shown in Figure 3 . The target AMIDE−OH1 RDF from the dehydrated bilayer state, shown in Figure 3 , shows a high, sharp peak at approximately 3.5 Å as a result of the significant hydrogen bonding capacity between atoms in these groups. The CG potential captures this peak and the weaker second peak in height and separation, indicating that the headgroup packing is correctly captured with the CG model. The fluidphase CG AMIDE−OH1 RDF also agrees well with the target RDF, capturing the location of the first peak and the longerranged portion of the RDF (r > 7.5 Å) but missing some features in the range 4.5 Å < r < 7.5 Å. Since the primary goal of this CG force field is an accurate structural representation of lamellar structures relevant to the SC lipid matrix, a higher weight was given to the dehydrated bilayer state, and thus again, this small deviation in fluid-phase behavior is considered acceptable.
As shown in Figure 3 , the atomistic and CG OH1−OH2 dehydrated bilayer RDFs agree very well, with the three peaks captured in both height and location in the CG simulation. This result indicates that the CG model correctly reproduces the in- The Journal of Physical Chemistry B Article plane ordering of the CER headgroups in the dehydrated bilayer. The sharp first peak in the dehydrated bilayer target RDF is a result of the large number of hydrogen bonds that form between atoms in these groups, which we note is reproduced by the CG model. The CG force field also accurately reproduces the fluid RDF, which is expected given the similarity between the fluid and dehydrated bilayer OH1− OH2 RDFs. Similarly, the target and CG dehydrated bilayer AMIDE−OH2 RDFs agree with a high level of accuracy, as shown in Figure 3 . Several hydrogen bonds are also formed between atoms in these groups, which is manifested in the high peak in the dehydrated bilayer RDF at 3.5 Å. This peak is accurately captured in the CG simulation, again further indicating the in-plane packing of the CER headgroups in the dehydrated bilayer RDF is captured in the CG model. The CG model captures the general features of the bulk fluid phase, although quantitative agreement is not seen for the peak height; again, since our primary focus is the ordered phase, this deviation is considered to be acceptable.
In general, a good fit is found for all remaining RDFs at all states (see Figures S1−S7 of the Supporting Information), although we note that interactions involving the AMIDE bead tend not to reproduce the first peak in the fluid phase RDFs as accurately as seen in the other interactions. Whereas the other CERHEADs beads contain one or fewer polar groups, the AMIDE bead contains two polar groups, resulting in a high degree of shape anisotropy in the underlying interactions that is not easily accounted for by a spherically symmetric potential. Although this problem is not unique to MS IBI, 42, 59 it becomes more evident when using a multistate coarse-graining methodology, in which the derived potential must find the best compromise between the fluid structure at the different target states, as dictated by the weight given to each target state. Although the weights clearly have an influence on the fit, when an additional optimization was performed in which higher weights were given to the bulk fluid states (listed as α s,0 (high bulk) in Table S2 ), as expected the fluid phase CG RDFs containing an AMIDE bead showed good agreement with the atomistic RDFs, at the expense of accurate fits in the bilayer states (see Figure S14 ). Again, since our primary focus is quantitative agreement in the ordered phase, higher weight was given to those state points as compared to the bulk fluid, and thus, the small quantitative deviations in the bulk fluid properties are considered acceptable. Additionally, we note that the density of the pure CER NS bulk fluid NPT state calculated with the CG model, 0.69(3) g/mL, only deviates from the atomistic value of 0.71(1) g/mL by 4%.
Compared to the four-site model, relatively poor fits are observed for the ordered lamellar phases, as the CG models do not appear to capture the long-range in-plane structure, although we note bulk fluid properties are captured with similar accuracy to the four-site model. RDFs and potentials for the three-site CER NS model are provided in Figures S12 and S13 of the Supporting Information.
Pure CER Validation. As validation of the CG CER interactions beyond RDFs, the structural properties of dehydrated CER NS C24 bilayers simulated using the CG model are compared to those calculated from simulations of the all-atom (AA) model. Table 1 summarizes the properties of the dry bilayer calculated with each model in the anisotropic NPT ensemble. The use of this ensemble allows the lengths of the orthogonal simulation box to change independently, allowing for a less biased comparison of the different models, as systems start from preassembled bilayer configurations.
Overall, the CG force field provides accurate predictions of the key structural features of the dehydrated CER bilayer. Only minor variations in APL and S 2 are found between the CG and atomistic simulations, with the CG simulations producing a slightly more compact bilayer (i.e., smaller thickness) than the atomistic simulations. The tilt angle is slightly underpredicted in the CG simulations but is within the error of the atomistic system measurement. When comparing the volume per lipid (VPL) of the bilayers, only minor variations of the ratio of the CG to atomistic results is observed, with VPL CG /VPL AA = 1.02. As such, we can conclude that the CG CER force field accurately captures the structure and density of the dehydrated bilayer phase of CER NS. Table 1 also shows the properties of the dehydrated bilayer simulations of the three-site headgroup model depicted in Figure 1d . Note that the TAIL and TER2 beads are the same for both mappings and identical targets were used for optimizing both the three-and four-site mappings. Thus, differences in properties are a direct result of the chosen mapping. The simulation of the three-site model shows a significant overprediction of the APL as compared to the atomistic simulation. This inaccuracy is likely related to the lack of in-plane ordering in the three-site model, which is apparent in the dry bilayer RDFs, as shown in the Supporting Information (see Figures S12 and S13 ). The VPL of this model is also overpredicted compared to the atomistic simulations, with VPL CG /VPL AA = 1.25. We note that the APL for the threesite CG CER model is comparable to that obtained from the three-site MARTINI-compatible model of Sovova et al., 33 although the lipids in our three-site CG model show appreciable tilt, which is not captured by the MARTINI model. As such, it is clear that the three-site CER headgroup model is an improvement over the MARTINI model, but that the four-site CER headgroup mapping better captures the inplane packing of the CER headgroups, enabled by the more explicit description of the hydroxyl groups; thus, this treatment is essential to accurately capture the properties of CER NS. This is also observed for the hydrated bilayer systems, as discussed below. Furthermore, when a higher weight is given to the bulk fluid states in the potential optimization, we find that the APL of the dehydrated bilayer increases significantly to a value of 49.8(2) Å 2 . This is a result of capturing more of the bulk fluid behavior than the lamellar behavior in the potentials during the optimization. Thus, our chosen weights (i.e., higher weights given to the lamellar states) appear to provide a good balance between accurately capturing the structure of the ordered lamellar phases and accurate prediction of the bulk density, even though some of the fluid phase RDFs are slightly shifted compared to the atomistic target data. a The four-site model corresponds to Figure 1c , while the three-site model corresponds to Figure 1d . The numbers in parentheses indicate the variation in the last digit based on the standard deviation (e.g., 40 .0(1) is 40.0 with a standard deviation of 0.1).
The Journal of Physical Chemistry B Article III.2. Optimization of Lipid−Water Interactions. Here, the results of the lipid−water potential derivations are presented, focusing on beads within the CER molecule. Interactions are first derived using MS IBI. However, we note that system density alone can drive lipid−water structural correlations, even in systems that are hydrophobic; the MS IBI routine (and IBI in general) cannot necessarily differentiate between a correlation that is induced by density and one induced by an underlying attraction. Thus, even though MS IBI produces a potential that captures the structural features of the target RDFs, the resulting potential may not provide adequate hydrophobic behavior. To address this issue, MS IBI is coupled with surface wetting simulations, which are used to validate and, if necessary, tune specific interactions such that the atomistic wetting behavior is observed in the CG model. In this approach, targeted modifications are made to the CG interactions that were derived via MS IBI and that reproduce the correct excluded volume and RDFs, such that the appropriate hydrophobic/hydrophilic character is captured in the surface wetting simulations.
TAILs−WATER. The TAILs−WATER interaction potentials were first derived using target data from simulations of FFA in water. As before, FFA was used instead of CER to remove the effect of the strong interactions between the CER headgroups and water; CERHEADs−WATER interactions were optimized separately. The FFA−WATER optimization uses three distinct states, each with a different concentration of FFA in water, such that different sized FFA aggregates are represented in the target RDFs. The CG simulations start from the final configuration of the atomistic simulations, in which the FFA is phase-separated from the water. To ensure that the CG potential can allow FFA to phase-separate, rather than just stabilize a phase-separated configuration, an additional state with the same concentration and target RDF as the most concentrated system is considered, except that the CG simulation starts with FFA dispersed in water; if FFA and water cannot phase-separate with the given CG potential, the CG RDF will not match the phase-separated target and the CG potential will be further refined by the MS IBI algorithm. Thus, inclusion of this state helps ensure that TAILs are sufficiently hydrophobic to drive phase-separation. While this only determines a minimum level of hydrophobicity needed for phase-separation, as a more hydrophobic system would also phase-separate, inclusion of this state greatly contributes to the realistic behavior of the CG model. Figure 4 shows the RDFs for the most dilute and concentrated FFA−water targets, along with the optimized CG potential. Note that the highest concentration state corresponds to the system that starts from a dispersed state at each stage in the CG optimization. From the figure, we can see that both target RDFs are accurately reproduced by the CG pair potential. It is also apparent that the hydrophobic interactions are sufficient to drive phase-separation, given that the system starts dispersed and visually the FFA phaseseparates from water, as shown in Figure 5a .
To ensure the interactions are sufficiently hydrophobic, a wetting simulation was performed in which a FFA monolayer was initialized with a water droplet on the tail side of the leaflet (as opposed to the headgroup side). The droplet forms a spherical cap on the surface with a characteristic contact angle. Snapshots of the droplet from atomistic and CG simulations are shown in Figure 6a and b, respectively. From the figure, we can see that the atomistic model shows formation of a droplet with little surface wetting and thus a large contact angle φ AA = 133°, while the contact angle calculated using the MS IBIderived TAILs−WATER potentials is φ CG = 40°. We note that the WATER−WATER CG potential was derived to capture the stability of a water droplet and provides a close approximation of the atomistic surface tension of a water droplet in a (near) vacuum. 43 As such, the deviation from atomistic behavior lies in the TAILs−WATER interactions, indicating the derived CG force field contains insufficient hydrophobic character, despite the ability to phase-separate, as discussed above. To adjust the hydrophobic character of the TAILs beads, the MS IBI derived potentials were systematically scaled, with a factor of 0.25 found to provide good agreement with a contact angle of φ CG′ = 135°( where the prime indicates use of the scaled potentials), as shown in Figure 6c . Examining the behavior of the hydrated monolayer, the atomistic simulations demonstrate a high level of nematic ordering with S 2,AA = 0.950 at the droplet contact (where a lipid is considered in contact with the droplet if the terminal bead is within 7 Å of a water bead in the droplet). The unscaled CG potential optimized via MS IBI, which does not capture the contact angle, appears to show a disruption in ordering near the droplet with S 2,CG = 0.622, as compared to S 2,CG′ = 0.921 with the scaled potential. This result suggests that the lipid hydrophobicity not only affects the lipid−water interface but also plays a role in the structure of the lipid phase, which is relevant to hydrated lipid systems. Simulating the bulk FFA−WATER system with the scaled potentials results in behavior that also better matches the atomistic model, as shown in Figure 5b and c, where the simulation using the scaled CG potentials produces a cylindrical FFA aggregate in better agreement with the atomistic model, rather than an elliptical aggregate produced with the unscaled CG potential. By scaling the TAILs−WATER potentials, the CG force field is able to phase-separate, reproduce the atomistic wetting behavior, and maintain the lipid order upon wetting. Therefore, the derived TAIL−WATER and TER2−WATER potentials scaled by a factor of 0.25 are transferred to the CER−water optimizations and used henceforth. The Journal of Physical Chemistry B Article CERHEADs−WATER. While hydrophobicity-driven phaseseparation is the first step in lipid self-assembly, hydrophilic interactions help drive the formation of organized structures.
32,60 Therefore, it is important that the lipid headgroups possess the correct hydrophilic character to drive self-assembly. The CER−WATER MS IBI optimization used three states to optimize the interactions between water and the CER headgroup beads: hydrated CER NS C24 bilayers (305 K, NVT and NPT) to capture the interfacial behavior and CER NS headgroups dispersed in water (1.0 atm, 400 K) to capture the solvation of the lipid headgroups necessary for bilayer selfassembly. We note that the headgroups in water were simulated at 400 K to ensure that the headgroups were well dispersed throughout the water. Close matches to the target RDFs are found, as shown in Figures S8−S11 of the Supporting Information along with the derived potentials. To determine if the CERHEADs beads have sufficient hydrophilic character, we examine the wetting properties of a CER−WATER interface. Atomistic wetting simulations of CER headgroups show complete wetting of the headgroups by water, viz., θ AA → 0°, indicating a hydrophilic surface. This is expected, given the available hydrogen bonding sites in the CER headgroups. Wetting simulations using the derived CG force field show the same behavior, complete wetting of the surface, indicating the MS IBI optimizations captured the hydrophilic nature of the CER headgroups. As such, the CERHEADs−WATER potentials were not modified from their derived form. We note that the same procedure was performed for the three-site CER headgroup mapping model; sufficient hydrophilicity of these headgroup beads was observed and hence no scaling was performed.
III.3. Validation. As validation of the fully derived CG model (i.e., where all interactions are represented), we simulate hydrated preassembled single-component bilayers composed of CER NS C16 and CER NS C24 with the derived CG model and compare to results obtained from simulations of atomistic models and to experimental data, where available. Table 2 summarizes the comparison between the CG and atomistic CHARMM-CER simulation results, where overall good agreement is seen, with the APL, nematic order, and bilayer thickness accurately reproduced. While neither model shows a strong correlation between CER length and tilt angle, a For CER NS C24, the terminal eight carbons of the acyl tail are excluded from the moment of inertia of the tail, so as to exclude the unequal portion of the tails from the calculation. The numbers in parentheses are the variation in the final reported digit, based on the standard deviation.
appreciably more tilt is observed in the atomistic systems than the CG systems. While this and other differences between the atomistic and CG simulations in Table 2 can be attributed, at least in part, to the loss of details in the CG model, the softened free energy landscape associated with the CG models should allow the systems to relax more efficiently than atomistic models, even over the same time scale. Furthermore, as we discuss in the context of self-assembly below, small deviations in lipid packing in the CG simulations result in measurable differences in tilt angle, which may also account for the perceived underprediction of tilt angles in the CG simulations. Note that only CER NS C24 was used in the force field derivation; therefore, these results also illustrate the predictive power of the CG model in the ability to accurately capture CER NS C16 behavior. Additionally, comparisons are made for CER NS C24 simulated with the three-site CG model derived here (see Table 2 ), where, again, the APL is overpredicted as compared to the atomistic simulation and is similar to the APL calculated with the MARTINI CER model (46 Å 2 ).
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As an additional validation, the properties calculated from simulations of the CG and atomistic models for pure systems in Table 2 Monolayers displaying tilt angles ranging from 0 to 14°for pure CER NS C16 and CER NS C18 have been reported from experimental measurements, 38,62 which we note are closer to the values predicted by the CG models than the atomistic model. Other simulation studies using different atomistic force fields also fall within similar ranges; e.g., using the united atom GROMOS-based force field of Berger, 63 Notman et al. calculated an APL of 37.4 Å 2 for CER NS C24 at 323 K, 20 while a value of 39.8 Å 2 was reported for pure CER NS C16 at 305 K with the same model in other work. 17 Additionally, Metcalf and Pandit calculated the APL of a pure CER NS C16 bilayer to be ∼44 Å 2 at 323 K using a different united atom model. 64 Tilt angles ranging from 17°for pure CER NS C24 at 323 K 20 to 26°for pure CER NS C16 at 323 K 64 have been reported from simulation studies. We note that the tilt angle in CG simulations significantly deviates from the atomistic simulations; this may be related to the loss of detail in the CG model, in which the local packing of the tails is altered compared to the atomistic model, resulting in different tilt behavior. However, as noted above, the tilt angles calculated in the CG simulations are actually closer to experimental values than the tilt angles from the atomistic simulations. Thus, overall, the four-site CER headgroup CG model developed here produces results for preassembled bilayers consistent with both experiment and various atomistic-level models.
In addition to the aforementioned structural metrics, we also compare the orientation of the OH groups between the CG and atomistic models for the CER NS C24 systems because of the importance of hydrogen bonding network formation in CER-based systems. 37−39 The orientation of the MHEAD2− OH1 vector relative to the outward bilayer normal (i.e., pointing toward the water) in the pure CER NS C24 bilayer, shown in Figure 7 , is preferentially aligned approximately 60°o
ff the bilayer normal in the atomistic simulation, suggesting the OH1 group interacts with the water phase. This behavior is captured with the CG model, where the MHEAD2−OH1 vector prefers an approximately 50°angle with respect to the bilayer normal. In contrast, the MHEAD2−OH2 vector prefers an orientation with the OH2 bead below the MHEAD2 bead (i.e., not between the MHEAD2 and WATER beads), indicating it is more involved in the hydrogen bonding network formed between the CER headgroups compared to the OH1 bead. This behavior is qualitatively captured by the CG model, where the MHEAD−OH2 vector tends to point away from the lipid−water interface, indicated by the MHEAD2−OH2 angle that is >90°in Figure 7 . However, there is a quantitative discrepancy between this property in the CG and atomistic simulations, where the CG system prefers an angle of approximately 95°, compared to 135°in the atomistic system. This discrepancy does not appear to have any significant impact on the APL or in-plane structure of the lipids, and is likely a consequence of the loss of detail inherent to CG models. This comparison further suggests that the CG model, at least on a qualitative level, captures the hydrogen bond network formation between the CER headgroups.
IV. CER NS C24 SELF-ASSEMBLY
It is unlikely that preassembled atomistic systems would be able to transition from metastable states to lower energy states because of the time scales on which major morphological transitions occur compared to the time scales that are accessible with atomistic models. Thus, pre-and self-assembled structures studied via atomistic simulations are likely to be "stuck" in metastable configurations. For example, Das et al. studied SC lipid self-assembly using a united-atom force field, finding that the lipids self-assemble into a lamellar phase under confinement but form micellar structures in the bulk, 28 in contrast to experimental studies that suggest the formation of lamellar phases in bulk systems; 65, 66 this discrepancy is likely due to the need for much longer simulation times to form equilibrium phases, currently inaccessible to atomistic models. Given the reduced computational cost of CG models, they can be used to access the time scales required to examine the self-assembly of SC lipids.
Here, we examine the self-assembly of CER NS C24 in water, motivated by its abundance in the SC. Systems composed of 800 lipids and 10,000 water beads are studied, which represents a water to lipid ratio well above that of a fully hydrated bilayer. To remove dependence on the initial configuration, the CGmapped atomistic bilayer (replicated twice in the x and y directions to 4 times the original size) system was heated to The Journal of Physical Chemistry B Article 1500 K for 20 ns, during which time the lipids and water became completely mixed and disordered, as shown in Figure  8a . Upon cooling to 305 K, a bilayer containing structural defects formed, as shown in Figure 8b . To increase the relaxation rate of the defects, the system was then expanded in the bilayer plane to double the original area over 10 ns while preserving the box volume, as shown in Figure 8c . Upon deforming the box to the original aspect ratio over 10 ns, a defect-free bilayer formed, as shown in Figure 8d . After switching to the anisotropic NPT ensemble, the self-assembled bilayer was found to be stable for 200+ ns. This process was repeated three times with different expansion and compression rates to examine the influence of the relaxation rate on the final structure. The APLs of the bilayers over the final 50 ns of the NPT simulations are compared in Table 3 , with little variation between the different systems observed. Interestingly, the selfassembled CG systems are found to pack more densely than the comparable preassembled bilayers, resulting in APLs that are closer to the value from the atomistic simulation (see Table  2 , CER NS C24). The time scale associated with this relaxation influences the distribution of lipids between the leaflets in the bilayer structure, with shorter time scales associated with larger deviations from an ideal (i.e., equal) distribution, although all deviations are within 2.6% of ideal. These small variations, however, do create noticeable changes to the average tilt angle of the leaflets (although the average APL is relatively unaffected), with a larger tilt observed in the leaflets with fewer lipids, as shown in Table 3 . This trend is expectedwith a fewer number of lipids in a leaflet, the lipid tails tilt relative to the bilayer normal to decrease their spacing to an optimal level.
Since the simulated bilayer is a periodic structure (as periodic boundary conditions are used), it is reasonable to assume that the self-assembled structure is dependent on the size and shape of the box. For example, one would expect two bilayers to form in the previously described CER NS C24 system if the box area parallel to the bilayer plane were reduced by a factor of 2. To explore this concept, the previous self-assembly protocol was repeated, with the exception that the aspect ratio of the simulation box at the end of the initial compression phase was set to half that of the initial self-assembly simulation (i.e., half the cross-sectional area of the bilayer and twice the thickness). As with the bilayer self-assembly, a defected lamellar structure initially formed, where the lipids were well-ordered at the lipid−water interface and less ordered in the interior of the membrane, as shown in Figure 9a . After subsequent expansion and compression cycles, well-ordered, multilamellar structures (i.e., stacked bilayers) formed, with a small amount of water between the middle leaflets (0.35−0.5, water molecules per interior lipid, compared to 50 in the bulk), as shown in Figure  9b . The relaxation rates of the stacked bilayer defects were much slower than that of the single bilayer systems, with 200 ns of both expansion and compression required to remove the defects, compared to 20 ns for the single bilayer assembly. Subsequent replication of this self-assembly protocol yielded similar structures, illustrating reproducibility. We note that, without the expansion and compression to increase the relaxation rate of the defects, a defect-free stacked bilayer structure formed over the course of 1.3 μs at 305 K. Thus, the expansion and compression protocol is used as a means to increase the rate of exploration of the phase space of the CER− water system, rather than to influence the final state of the system.
Examining the multilamellar systems, we note that similar structural trends are observed in comparison to the selfassembled single bilayer systems. For example, the selfassembled multilamellar systems also show deviations from an ideal distribution of lipids per leaflet, although the deviations are larger in the multilamellar systems (see Table 3 ), which may be expected given the differences between a lipid−water and lipid−lipid interface. A similar relationship between the tilt The Journal of Physical Chemistry B Article angle of a leaflet and the number of lipids in the leaflet is also observed for the single bilayer and multilamellar systems, where a higher tilt angle is observed for leaflets with fewer lipids. Compared to the self-assembled single bilayers, the APL of the self-assembled multilamellar systems is slightly larger and closer to the preassembled CG bilayers, which again may be related to differences manifesting from the multilamellar organization. The lipid−lipid interface in multilamellar structures makes it possible for lipids to adopt different configurations, which may alter the properties of the system. For example, several models of SC lipid organization have been proposed, with a key difference between the models being whether the CER tails adopt an extended conformation (with the two tails on opposite sides of the headgroup), a hairpin conformation (with both tails on the same side of the headgroup), or some combination of the two. For example, the stacked monolayer model assumes an extended conformation for the CERs, 67 while the sandwich model assumes a hairpin conformation of the CERs. 5, 68 In contrast, the single gel phase model proposes a mixture of extended and hairpin CER conformations, 69 and the armature reinforcement model proposes a transition from extended to hairpin CER conformations upon hydration. 66, 70 To explore the CER conformations in the stacked bilayer configurations, we examine the angle θ tails between the two tails of each CER molecule. θ tails was defined as the angle between the two vectors from the MHEAD2 bead to the terminal bead of each tail and thus distinguishes between the lipid being in an extended (θ tails > 90°) or hairpin (θ tails < 90°) conformation. From the simulations, we find that the vast majority of the lipids in the multilamellar system exist in a hairpin conformation, with no correlation between conformation and expansion/compression time (for all systems, between 91 and 94% of lipids exist in a hairpin conformation). As might be expected, the hairpin configuration is strongly preferred at the lipid−water interface due to the hydrophobic nature of the lipid tails; however, when considering the lipids in the inner leaflets, the number of lipids adopting a hairpin conformation decreases to between 82 and 87%. Thus, while the hairpin conformation appears to be the preferred CER conformation in the pure, multilamellar CER NS C24 system, roughly 15% of the lipids in the inner leaflets adopt an extended conformation. Thus, the pure CER NS system is most consistent with the hairpin conformation assumed in the sandwich model. However, we note that the CER conformation in the complex lipid mixtures of human SC, which include both cholesterol and FFAs, could be different than those observed for pure CER NS. It is reasonable to assume that the intramolecular bonded forces dictate the CER conformation to an extent. Therefore, to validate the intramolecular potentials and ensure they are not biasing the extended vs hairpin conformations in the stacked bilayer system, a single CER molecule in a vacuum was simulated with the CG and atomistic force fields, and the distributions of the angle between the two tails (θ tails ) and endto-end distance of the tails calculated with each model. Good agreement between the distributions calculated with the two models was found, with each predicting, on average, a hairpin conformation of the two tails (see Figure S15 of the Supporting Information). Therefore, we conclude the observed hairpin vs extended distribution is physically relevant and not an artifact of the intramolecular bonded forces in the CG force field.
V. CONCLUSION
We have shown that MS IBI is an appropriate method for deriving CG models of SC lipids, specifically CER NS, which is the most abundant CER in human SC. The transferable nature of the MS IBI-derived force field is illustrated by the fact that the TAIL beads of CER NS and FFA are treated as the same type, and accurately model the tail behavior of the two different types of molecule. This transferability is promising for the development of models for other SC lipids, as the TAILs beads can confidently be transferred to describe the acyl tails, leaving only the headgroup interactions to be derived. Further, the inclusion of explicit hydroxyl groups on the CER headgroups allows the model to accurately capture the in-plane packing of the molecules. This is an important property of any CER model, especially, for example, when studying permeability, where the primary permeability barrier is at the lipid−water interface. 71 In contrast, an implicit treatment of the hydroxyl groups does not allow the model to capture this behavior, which results in less accurate structural properties of lamellar phases with the CG model. This CG mapping also allows for easy extension to other CER species, since the AMIDE and MHEAD2 beads are common to all CERs. The derived CG model was first validated through simulations of preassembled CER NS bilayers. Good agreement on several important bilayer properties was found between the CG and fully atomistic simulations and experimental data where available. Through preassembled bilayer simulations, we further showed that the CG mapping involving explicit hydroxyl groups more accurately reproduces the bilayer properties, and that this increased integrity of the model incurs a minimal increase in computational expense. After validation on preassembled structures, self-assembly of CER NS into uniand multilamellar structures was studied with the CG model, with the self-assembled structures exhibiting similar properties to the preassembled systems. Simulations of the CG model show a predominance of CERs adopting a hairpin configuration in the multilamellar systems.
While this paper derives a model specific to CER NS, it also provides the necessary framework for developing force fields to accurately model a realistic SC lipid mixture. Recent Figure 9 . Self-assembly of CER NS C24 into a stacked bilayer: (a) after changing the aspect ratio of the simulation cell; (b) after subsequent area expansion and compression. Beads colored as follows: TAILs, silver cylinders; AMIDE and MHEAD2, yellow spheres; OH1 and OH2, red spheres; WATER, blue spheres.
The Journal of Physical Chemistry B Article experimental work has focused on developing lipid mixtures that adequately reproduce the barrier properties of human skin. 36,66,72−74 CG SC lipid models can offer molecular-level insight into phenomena that cannot be observed through experiment and atomistic molecular simulation, e.g., the selfassembly into and transitions between well-ordered lamellar phases. CG models are thus a practical tool for complementing experimental work in this field, e.g., aiding in the discovery of promising lipid mixtures that reproduce the properties of human SC. CG models for the other lipid classes of SC (FFA and cholesterol) will be published in a future publication, allowing simulation studies of representative SC lipid mixtures.
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