In this paper, a method is proposed to measure the shapes of specular surfaces with one-shot-projection of structured laser patterns. By intercepting the reflection of the reflected laser pattern twice with two diffusive planes, the closed form solution is achieved for each reflected ray. The points on the specular surface are reconstructed by computing the intersections of the incident rays and the reflected rays. The proposed method can measure both static and dynamic specular shapes due to its oneshot-projection, which is beyond the capability of most of state of art methods that need multiple projections. To our knowledge, the proposed method is the only method so far that could yield the closed form solutions for the dynamic and specular surfaces.
Introduction
Many industrial applications require measuring specular surfaces robustly. For example, mirrors used by the telescopes, melting weld pool during welding and solders after welding. Most traditional 3D reconstruction methods fail in these situations because their working principles rely on the facts that the objects in the scene are made of diffusive (Lambertian) surfaces. For structured light methods [1] [2] [3] [4] , well-designed patterns are reflected by the specular surfaces onto a diffusive plane or onto the image plane of the camera directly. The distortion of the pattern caused by one specific point is determined by both the height and the surface normal of that point. Thus the ambiguity between the normal and depth failed the traditional structured light methods in measuring specular surfaces. Huang [5] calculated the height distribution with an integration of gradient data obtained from one monoscopic fringe reflection, which could estimate the profile of the dynamic specular surface by one-shot projection. Similar estimation based one shot methods are proposed in [6] and [7] to measure the specular and dynamic weld pool However, none of them could calculate precise depth and lacks robustness for precision measurement. For stereo vision methods [8, 9] , the specular surfaces prevent the two cameras from obtaining two views directly. However, methods based on stereo vision [10] [11] [12] are still the most popular in measuring specular surfaces. The method described in [10] can measure completely specular and refractive surfaces. However, it is based on the triangulation and has the challenging registration problem of finding corresponding points, which causes the poor performance of traditional stereo vision technology in accurate measurement. Consequently, their accuracy is also limited. Sanderson et al. [11] combine stereo and structured highlights to reconstruct the specular surface, however, their measuring principle is mainly stereo triangulation which also needs to match two views from two cameras and ambiguity exists for retaining the matches. Ikeuchi [12] used distributed light source and look up table to measure the specular surfaces. The nonlinearity of the lookup table gives rise to two solutions for each intensity pair and it is difficult to decide which one is the real one. Besides structured light methods and stereo vision methods, many other methods were also proposed in the past decades including shape from curvature [13] , shape from features [14] , shape from the highlights [15, 16] and shape from polarization [17] . The method proposed by Tappen [13] uses curvature constraints to estimate the mirror's shape, however it does not solve the convexity and concavity ambiguity and thus lacks the robustness in measuring complex mirror surfaces. Oren and Nayar [14] used the camera motion to form a trajectory of features and thus can only reconstruct static object. The method proposed by Zheng et al. [15, 16] need to rotate the object to produce enough highlights for a complete 3D model. Miyazaki et al. [17] reconstructed the shape by analyzing the polarization of light reflected from the surface. Compared to all these state of art methods, our method is the only method that yields the closed form analytic solutions for the dynamic and specular surfaces. It overcomes the correspondence ambiguity problem of 3D stereo vision by registering distinctly corresponding points computed analytically in two camera views. This paper is organized as follows. Section 2 describes the principle of the proposed method and section 3introducesthe virtual camera which is the key technique for the proposed method. In section 4, the system is calibrated, the plane equations are computed and the mapping is determined. Section 5 describes the three dimensional reconstruction. The system is re-calibrated in Section 6 to rectify the coefficient error. The experimental results and discussions are given in Section 7. Section 8 concludes the paper.
Principle of the proposed method
The principle of the proposed method is illustrated in Fig. 1 . An incident laser ray is projected onto a specular surface and it is reflected to intercept Plane4 and Plane3 at P4 and P3 respectively. The equation of the incident laser ray is determined by intercepting it with two horizontal planes, Plane1 and Plane2. With two known points, P1 and P2, the incident laser ray can be uniquely determined. A mirror plane at 0 z = is selected as the specular surface during the calibration stage and then its normal is known. Thus the reflected ray can be computed based on the reflection law. The equations of the two diffusive planes, Plane4 and Plane3, are then computed based on the interception points of these known reflected rays by the two diffusive planes and a virtual camera that will be described in the next section. The 3D world coordinates of the interception points P4 and P3 can be computed once the equations of Plane4 and Plane3 are known.
The plane equations of the system are fixed while the interception points vary depending on the shape of the specular surface. During the reconstruction or measurement stage, the 3D world coordinates of P4 and P3 are calculated by the two cameras on line. Then the reflected ray is determined by P4 and P3. The point, P, on the specular surface is determined by computing the intersection of the incident ray and the reflected ray. The number of the reconstructed points on the specular surface can be increased by increasing the number of incident rays. The mirror surface can then be reconstructed by polynomial interpolation with enough sampled points. 
Virtual camera
The laser rays are projected from the point C and reflected by the mirror plane onto the diffusive plane as illustrated in Fig. 2 . According to the reflection law, the equations of the reflected rays are the same as those are projected directly onto the diffusive plane from the point C' which is the symmetric point of C relative to the mirror plane. The central projection from C' intercepts the mirror plane and the diffusive plane in the same way as light goes through a pin-hole and images on the image plane. Hence, the mirror plane can be treated as the image plane of a virtual pin-hole camera. The interception points on the diffusive plane are treated as the real objects that are imaged on the mirror plane. As shown in Fig. 2, A , B, C, D and E are five laser light spots on the diffusive plane which are produced when the laser rays are reflected onto the diffusive plane. They correspond to the five points, a, b, c, d and e which are the intersecting points of the projected laser rays with the mirror plane. If A, B, C, D, and E are treated as the real objects, then a, b, c, d and e are the imaged points on the image plane of the virtual pin-hole camera. With this virtual camera and another real camera imaging the interception points on the diffusive plane, the equation of the diffusive plane can be determined, which will be described in Section 4 in detail. The principle point of the virtual camera is computed as X and Y coordinates of the center C and its focal length is computed as Z coordinate of the center C which is the distance between C and the mirror plane. The center C is computed as the inception point of all the projected laser rays. Hence, the equation of each laser ray needs to be computed first. As illustrated in Fig. 1 , the horizontal planes are used to intercept the incident rays and then the 3D coordinates of the interception points are computed. Two points can determine one ray and at least two planes are needed to intercept the rays. For practical implementation, the effect of noise should be considered when the distances between rays are relatively small and N horizontal planes are used instead of only 2 as shown in Fig. 3. N 
where l denotes the index of the interception points on different horizontal planes.( 0 0 0 , ,
x y z ) denotes the ithinterception point on plane 0 z = .As shown in Fig. 3 , the 3D coordinates of the interception points are computed with the calibrated camera c1. With six known points for each incident ray, its equation is computed by singular value decomposition (SVD). The coefficients [ , , ]
of theithincident ray is determined.With all the incident rays determined, the least square method is used to find the projection center C whose distances to all the incident rays are the smallest. The distance of the projection center C to each laser ray is formulated as:
where the coordinate of the projection center is denoted as ( [ ] T  T   1  2  3  1  2  3 , , , , , ,
where
Stacking the results of Eq. (3) for all the laser rays in one common equation system of the following form:
Solving the above equation by the least squares, the projection center ( , , ) x y z is acquired. The intrinsic matrix of the virtual camera is also obtained. Its principle point ( ,
( , x y ) and its focal length f equals z. Please note that the virtual camera needs that the projected laser rays comply with the central projection strictly. If not, the virtual camera will become ill-conditioned and add errors to the system calibration since most key equations are derived based on central projection and the virtual camera.
System calibration
The illustration of the practical system is shown in Fig. 4 . It uses a beam splitter to split the reflected rays into two rays which are then intercepted by two diffusive planes, Plane3 and Plane4. As a result, two interception points are acquired for each reflected ray. These two interception points are imaged in camera c3 and c4 respectively. The homography between the image plane of the camera and the diffusive plane can transform the 2D camera coordinate into 2D plane coordinate. Hence, if the plane equation is known, the 3D world coordinates of the interception points could be calculated. 
where ( , ) [h , h , h ] H = is the homography between the diffusive plane and the image plane of the virtual camera K is the intrinsic matrix of the virtual camera and defined as follows:
Maximum Likelihood (ML) estimation is used to computethe homography between Plane3 and the image plane of the virtual camera: 
where ( , ) i i
x y in the camera coordinate and ( , ) i i X Y in the diffusive plane coordinate are the point pairs of the real data.
Three dimensional reconstruction
With the plane equations π known, the 3D world coordinate of the interception point is known:
After the world coordinates of the interception points on Plane3 and Plane4 are calculated, two points are known for each reflected laser ray and it can be determined as:
The distance between the point ( , , )
x y z on the incident ray and the point ( , , )
X Y Z on the reflected ray is formulated:
Substitute Eq. (1) and Eq. (24) into Eq. (25), the following equation is acquired: 
When the two points are not equal, the coordinate of the intersecting point is approximated by the average value of the two nearest points:
After all the sampled points are calculated, a mirror surface can be reconstructed by the polynomial interpolation [19, 20] : 
where r P denotes the reconstructed sampled point and f P denote the point after interpolation. t N denotes the number of surface points after interpolation and it is M times of the number of sampled points N . α is the smoothing factor.
System re-calibration
From Eq. (23), it is seen that the z coordinate of the interception point is computed with the plane equations afterits x and y coordinates are obtained. Consequently, the accuracy of the computed plane equation is critical for the measurement robustness of the proposed method. When the virtual camera is not perfectly formed, large error might occur for the computed plane equation. As a result, the reconstruction accuracy will be affected. Two parallel incident rays are used to analyze how the reconstruction accuracy is affected by the plane coefficient errors. The two parallel incident rays projected on the plane ( ) 
The first reflected ray (Eq. (43)) intercepts the diffusive plane Plane4 at: As a result, the depth difference d Z of the two reconstructed points will be greater than zero with incorrect plane coefficients.
To rectify the plane errors caused by the imperfect virtual camera, the minimum depth difference method is proposed as follows:
Step 1: a flat mirror surface is reconstructed with the developed system without recalibration. The flat mirror is placed at 2 z = in the experiment.
Step 2: the depth difference d Z of the reconstructed mirror surface is calculated as:
Where i is the index of the interception point. N is the total number of the interception points. r i Z is the ith z coordinate of the reconstructed surface.
Step 3: based on the originally calibrated plane parameter set θ , the optimal plane 
As can be seen, it will be time-consuming to search in 8 dimensions simultaneously. A better way is to search in one dimension each time until 8 parameters are found. Figure 5 shows our established system. A SNF laser is used to project the laser rays onto the specular surface.Plane4 is attached on the beam splitter to get better imaging quality due to the restriction of laser focus. The front surface of the beam splitter is placed at y = −115 mm and the thickness of the beam splitter is 3 mm. The diffusive plane, Plane3, is placed at y = −30 mm. Two Dragonfly2 RGB cameras synchronically record images with resolution 480╳640 on the two diffusive planes at 60 frames/sec. During incident ray calibration, the laser rays are projected onto a horizontal mirror plane which is placed on the top of the Metric Lab Jack whose height can be adjusted flexibly. The used SNF laser projects the 19 × 19 laser rays while the least points needed for the proposed method are 5 × 5 to obtain the meaningful depth information of the specular surface. Examples of captured laser points from a flat mirror by camera 1, camera 2 and camera 3 are shown in Figs. 6(a)-7(c) respectively. As can be seen, not all the projected rays could be utilized to measure the depth of the specular surface because some of the rays are reflected out of the scopes of the diffusive plane and the camera. The one-to-one correspondence of the laser point in different camera views need to be guaranteed on line. Firstly, the threshold selection method proposed in [21] is used to segment the image. Then, the points are clustered line by line. The top line in Fig. 6 (a) After system re-calibration, the comparisons of original plane parameter set and the optimal plane parameter set are shown in Table 1 and Table 2 . The third parameter that corresponds to Z coordinate has great error before re-calibration. Figs. 7-9 respectively. A dynamic specular surface (melting weld pool with an approximate size as 3mm 5mm 0.5mm × × ) was reconstructed before and after system re-calibration and the results are shown in Fig. 10 .The first column shows the captured patterns by the two dragon fly cameras. The second and third columns show the reconstructed surfaces before and after system recalibration with different polynomial interpolation smoothing factor. As can be seen, the reconstructed specular surface is enlarged at least 10 times without system recalibration. If the the smoothing factor is small, e.g. 0.1 α = , the interpolated surface will be distorted greatly. The optimal smoothing factor is chosen as 0.9 α = based on comparisons and analysis. To evaluate the reconstruction accuracy quantitatively, a flat mirror is reconstructed. The results are shown in Fig. 11 . It is seen that the reconstructed points are close to the original points. The computed reconstruction MSE (Mean Squared Errors) are 0.30188 µm in xdirection, 0.59231 µm in y-direction, 2.3 µm in z-directionand 3.2 µm in total.The results are compared with those in [6] , [7] and our previous work [22] . [6] reported 48.4 µm average squared error and [7] reported 28.9 µm average squared error. In our previous work [22] , the reported measurement errors are 20.7 µm in x -direction, 43.3 µm in y-direction, 27.9 µm in zdirection and 91.9 µm in total. As can be seen, the accuracy of the proposed method with system recalibration is increased 10 order of magnitude.For the other referenced state of art methods, none quantitative measurement results were reported in their papers.
Results and discussion
In the matlab simulation, the proposed method could achieve zero error accuracy for measurement of the specular surfaces without noise, which is beyond the capability of all the state of art methods. Figure 12 shows the reconstruction of a simulated flat mirror and a convex mirror in MATLAB. The reconstructed points match the simulated points completely. The error induced in practical measurement is induced by the noise, which indicates that suppressing the noise could increase the accuracy of the proposed method further. The reconstructed weld pool by the proposed method and those from [6] and [7] are compared visually in Fig. 13(a)-13(c) . As can be seen, the reconstructed weld pool by the proposed method is more realistic than those reconstructed by the state of art methods since the weld pool during the welding process is very unsteady and its shape should be irregular. Undesirably, the reconstructed weld pools by [6] and [7] appear to be symmetric to some extent. Fig. 13 . Visual comparison of reconstruction result a real weld pool by the proposed method with those by the state of art methods [6] [7](a) result by the proposed method; (b) result by [7] ; (c) result by [6] (the scale is mm)
A dynamic specular surface (melting weld pool) at different times was reconstructed by the re-calibrated system and the results are shown in Figs. 14-17. From these results, the change of the dynamic surface is vividly presented, which can be used for scientific study of the characteristics of the dynamic surface. The computation cost for the weld pool measurement is low because of the small number of points used for the reconstruction. The reconstruction rate of 60 frames/sec could be achieved for weld pool measurement. 
Conclusion
Through intercepting the reflection of a projected laser pattern twice, the proposed method gives a closed form solution for each reflection ray and a closed form solution for the corresponding point on the specular surface. The specular surface can thus be reconstructedby one-shot-projection. The robustness of the proposed method is attributed to two aspects: closed form solution and system re-calibration by the proposed minimum depth difference method.
The major contributions of the paper include:
1), based on the previous work [22] , a SNF laser instead of the Pico laser projector is used to reconstruct the specular surfaces. The SNF laser has much better luminance and is capable of measuring the specular surfaces under harsh circumstances, e.g. high illumination that failed the Pico laser projector.
2), polynomial interpolation is used to reconstruct the specular surface instead of fitting a quadric surface, which is more realistic and accurate since some specular surface is irregular and could not be parameterized by a 3D model.
3), the minimum depth difference method is proposed to re-calibrate the system to rectify the coefficient errors that are mainly caused by the imperfect virtual camera when the projected laser rays did not comply with central projection strictly.
4), the proposed method could measure the dynamic specular surface with one-shotprojection and closed form analytic solutions. This is the only method so far that could yield closed form solutions and carry out accurate measurement for dynamic and specular surfaces. Since the specular surface is dynamic and ever changing, state of art methods that utilize multiple projections will not work because it is impossible to capture different distorted patterns on the same surface. For the method described in [5] - [7] , one shot projection was achieved. However, their proposed method could not yield the closed form analytic solutions and thus not suitable for precision (accurate) measurement.
