Kučera and Gács independently showed that every infinite sequence is Turing reducible to a Martin-Löf random sequence. This result is extended by showing that every infinite sequence S is Turing reducible to a Martin-Löf random sequence R such that the asymptotic number of bits of R needed to compute n bits of S, divided by n, is precisely the constructive dimension of S. It is shown that this is the optimal ratio of query bits to computed bits achievable with Turing reductions. As an application of this result, a new characterization of constructive dimension is given in terms of Turing reduction compression ratios.
Introduction
An (infinite, binary) sequence S is Turing reducible to a sequence R, written S ≤ T R, if there is an algorithm M that can compute S, given oracle access to R. Any computable sequence is trivially Turing reducible to any other sequence. Thus, if S ≤ T R, then intuitively we can consider R to contain the uncomputable information that M needs to compute S.
Informally, a sequence is Martin-Löf random [Mar66] if it has no structure that can be detected by any algorithm. Kučera [Kuč85, Kuč89] and Gács [Gác86] independently obtained the surprising result that every sequence is Turing reducible to a Martin-Löf random sequence. Thus, it is possible to store information about an arbitrary sequence . Since Kolmogorov complexity is a lower bound on the algorithmic compression of a finite string, dim(S) and Dim(S) can respectively be considered to measure the best-and worst-case compression ratios achievable on finite prefixes of S.
Consider the following example. It is well known that K, the characteristic sequence of the halting language, has dimension and strong dimension 0 [Bar68] . The binary representation of Chaitin's halting probability Ω = M halts 2 −|M | (where M ranges over all halting programs and |M| is M's description length) is an algorithmically random sequence [Cha75] . It is known that K ≤ T Ω (see [LV97] ). Furthermore, only the first n bits of Ω are required to compute the first 2 n bits of K, so the asymptotic compression ratio of this reduction is 0. Ω can be considered an optimally compressed representation of K, and it is no coincidence that the compression ratio of 0 achieved by the reduction is precisely the dimension of K.
We generalize this phenomenon to arbitrary sequences, extending the result of Kučera and Gács by pushing the compression ratio of the reduction down to its optimal lower bound. Thus, this paper completes Bennett's above-mentioned analogy between reductions to random sequences and reductions to random strings. Compression can be mea-sured by considering both the best-and worst-case limits of compression, corresponding respectively to measuring the limit inferior and the limit superior of the compression ratio on longer and longer prefixes of S. We show that, for every sequence S, there is a sequence R such that S ≤ T R, where the best-case compression ratio of the reduction is the dimension of S, and the worst-case compression ratio is the strong dimension of S. Furthermore, we show that the sequence R can be chosen to be Martin-Löf random, although the randomness of R is easily obtained by invoking the construction of Gács in a black-box fashion. The condition that R is random is introduced chiefly to show that our main result is a strictly stronger statement than the result of Kučera and Gács, but the compression is the primary result. Finally, a single machine works in all cases; as is the case with Kolmogorov complexity, a single Turing reduction reproduces each sequence S from its shortest description. Our result also extends a compression result of Ryabko [Rya84, Rya86] , discussed in section 3, although it is not a strict improvement, since Ryabko considered two-way reductions (Turing equivalence) rather than one-way reductions.
One application of this result is a new characterization of constructive dimension as the optimal compression ratio achievable on a sequence with Turing reductions. This compression characterization differs from Mayordomo's Kolmogorov complexity characterization in that the compressed version of a prefix of S does not change drastically from one prefix to the next, as it would in the case of Kolmogorov complexity. While the theory of Kolmogorov complexity assigns to each finite string an optimally compact representation of that string -its shortest program -this does not easily allow us to compactly represent an infinite sequence with another infinite sequence. This contrasts, for example, the notions of finite-state compression [Huf59] or Lempel-Ziv compression [ZL78] , which are monotonic: for all strings x and y, x ⊑ y (x is a prefix of y) implies that C(x) ⊑ C(y), where C(x) is the compressed version of x. Monotonicity enables these compression algorithms to encode and decode an infinite sequence -or in the real world, a data stream of unknown length -online, without needing to reach the end of the data before starting. However, if we let π(x) and π(y) respectively be shortest programs for x and y, then x ⊑ y does not imply that π(x) ⊑ π(y). In fact, it may be the case that π(x) is longer than π(y), or that π(x) and π(y) do not even share any prefixes in common. In the self-delimiting formulation of Kolmogorov complexity, π(x) cannot be a prefix of π(y).
Our characterization of sequence compression via Turing reductions, coupled with the fact that the optimal compression ratio is always achievable by a single oracle sequence and reduction machine, gives a way to associate with each sequence S another sequence R that is an optimally compressed representation of S. As in the case of Kolmogorov complexity, the compression direction is in general uncomputable; it is not always the case that R ≤ T S.
Preliminaries

Notation
All logarithms are base 2. We write R, Q, Z, and N for the set of all reals, rationals, integers, and non-negative integers, respectively. For
* is the set of all finite, binary strings. The length of a string x ∈ {0, 1} * is denoted by |x|. λ denotes the empty string. Let σ 0 , σ 1 , σ 2 , . . . ∈ {0, 1} * denote the standard enumeration of binary strings σ 0 = λ, σ 1 = 0, σ 2 = 1, σ 3 = 00, . . .. For k ∈ N, {0, 1} k denotes the set of all strings x ∈ {0, 1} * such that |x| = k. The Cantor space C = {0, 1}
∞ is the set of all infinite, binary sequences. For x ∈ {0, 1} * and y ∈ {0, 1} * ∪C, xy denotes the concatenation of x and y, and x ⊑ y denotes that x is a prefix of y; i.e., there exists u ∈ {0, 1} * ∪ C such that xu = y. For S ∈ {0, 1} * ∪ C and i, j ∈ N, we write S[i] to denote the i th bit of S, with S[0] being the leftmost bit, we write S[i .
. j] to denote the substring consisting of the i th through j th bits of S (inclusive), with S[i .
. j] = λ if i > j, and we write S ↾ i to denote S[0 . . i − 1].
Kolmogorov Complexity
We work with the self-delimiting Kolmogorov complexity. See [LV97] for an account of this model. All Turing machines are self-delimiting. This means that
• a Turing machine M is allowed to move its input tape head only to the right, and
• if M does not halt with its tape head on the rightmost bit of its input, the computation is considered invalid.
Fix a self-delimiting universal Turing machine U. Let x ∈ {0, 1} * . The Kolmogorov complexity of x is K(x) = min
For all q ∈ Q, let K(q) = K(s(q)), where s(q) ∈ {0, 1} * is some standard binary representation of the rational q with a numerator, denominator, and sign bit.
For all w ∈ {0, 1} * , let e 0 (w) = 0 |w| 1w. Define the self-delimiting encoding function enc : {0, 1} * → {0, 1} * for all w ∈ {0, 1} * by enc(w) = e 0 σ |w| w.
For all n ∈ N, let enc(n) = enc(σ n ). Strings encoded by enc and valid programs for U are self-delimiting. They can be prepended to arbitrary strings and uniquely decoded.
Observation 2.1. For all x ∈ {0, 1} * , |enc(x)| ≤ |x| + 2 log |x| + 3, and for all n ∈ N, enc(n) ≤ log n + 2 log log n + 3.
Our results, being asymptotic in nature, do not depend crucially on using the selfdelimiting Kolmogorov complexity K; it is simply more convenient for encoding purposes. All results would work out the same if we instead use the plain Kolmogorov complexity C : {0, 1} * → N (see [LV97] ). Whenever we would need to add a program to a string and retain the ability to uniquely decode it, we could simply encode the program using the function enc.
Reductions and Compression
Let M be a Turing machine and S ∈ C. We say M computes S if, on input n ∈ N, M outputs the string S ↾ n.
We define an oracle Turing machine (OTM ) to be a Turing machine M that can make constant-time queries to an oracle sequence, and we let OTM denote the set of all oracle Turing machines. For R ∈ C, we say M operates with oracle R if, whenever M makes a query to index n ∈ N, the bit R[n] is returned.
Let S, R ∈ C and M ∈ OTM. We say S is Turing reducible to R via M, and we write S ≤ T R via M, if M computes S with oracle R. In this case, define M(R) = S. We say S is Turing reducible to R, and we write S ≤ T R, if there exists M ∈ OTM such that S ≤ T R via M.
Since we do not consider space or time bounds with Turing reductions, we may assume without loss of generality that an oracle Turing machine queries each bit of the oracle sequence at most once, caching the bit for potential future queries.
Let S, P, R ∈ C and M with oracle R for the minimum number of steps needed to compute that bit of P .
In order to view Turing reductions as decompression algorithms, we must define how to measure the amount of compression achieved. Let S, R ∈ C and M ∈ OTM such that S ≤ T R via M. Define # R S (M, n) to be the query usage of M on S ↾ n with oracle R, the number of bits of R queried by M when computing S ↾ n.
1 Define
are respectively the best-and worst-case compression ratios as M decompresses R into S.
The lower 1 If we instead defined # R S (M, n) to be the index of the rightmost queried bit (i.e., assuming that if a bit is queried, all bits to the left of it are also queried), all results of the present paper would still hold.
and upper compression ratios of S are respectively defined
As we will see, by Lemma 4.2 and Theorem 4.3, the two minima above exist. In fact, there is a single OTM M that achieves the minimum compression ratio in each case.
Constructive Dimension
See [Lut03a, Lut03b, AHLM06, Lut05] for a more comprehensive account of the theory of constructive dimension and other effective dimensions.
2. A martingale is a 1-gale.
Intuitively, a martingale is a strategy for gambling in the following game. The gambler starts with some initial amount of capital (money) d(λ), and it reads an infinite sequence S of bits. d(w) represents the capital the gambler has after reading the prefix w ⊑ S. Based on w, the gambler bets some fraction of its capital that the next bit will be 0 and the remainder of its capital that the next bit will be 1. The capital bet on the bit that appears next is doubled, and the remaining capital is lost. The condition
ensures fairness: the martingale's expected capital after seeing the next bit, given that it has already seen the string w, is equal to its current capital. The fairness condition and an easy induction lead to the following observation.
An s-gale is a martingale in which the capital bet on the bit that occurred is multiplied by 2 s , as opposed to simply 2, after each bit. The parameter s may be regarded as the unfairness of the betting environment; the lower the value of s, the faster money is taken away from the gambler. Let d : {0, 1} * → [0, ∞) be a martingale and let s ∈ [0, ∞).
If a gambler's martingale is given by d, then, for all s ∈ [0, ∞), its s-gale is d (s) . The following theorem, due to Lutz, establishes an upper bound on the number of strings on which an s-gale can perform well.
* , k ∈ N, and α ∈ R + , there are fewer than
Corollary 2.5. Let d be a martingale. Then for all l ∈ R, w ∈ {0, 1} * , k ∈ N, and α ∈ R + , there are fewer than
Let S ∈ C, s ∈ [0, ∞), and let d : {0, 1} * → [0, ∞) be an s-gale. d succeeds on S, and we write
d strongly succeeds on S, and we write
An s-gale succeeds on S if, for every amount of capital C ∈ R + , it eventually makes capital at least C. An s-gale strongly succeeds on S if, for every amount of capital C, it eventually makes capital at least C and stays above C forever.
Let
* × N → Q such that, for all w ∈ {0, 1} * and t ∈ N,
Let R ∈ C. We say that R is Martin-Löf random, and we write R ∈ RAND, if there is no constructive martingale
. This definition of Martin-Löf randomness, due to Schnorr [Sch71] , is equivalent to Martin-Löf's traditional definition (see [Mar66, LV97] ).
The following well-known theorem (see [MM04] ) says that there is a single constructive martingale that strongly succeeds on every S ∈ RAND. is "optimal" for the class of constructive t-gales whenever s > t.
Theorem 2.7. [Hit03, Fen02] Let s > t ∈ R + , and let d be a constructive t-gale. Then
By Theorem 2.7, the following definition of constructive dimension is equivalent to the definitions given in [Lut03b, AHLM06] . Let X ⊆ C. The constructive dimension and the constructive strong dimension of X are respectively defined
Let S ∈ C. The dimension and the strong dimension of S are respectively defined dim(S) = cdim({S}), Dim(S) = cDim({S}).
Intuitively, the (strong) dimension of S is the most unfair betting environment s in which the optimal constructive gambler d (strongly) succeeds on S. Observation 2.8. Let S ∈ C. If s > dim(S) and s ′ > Dim(S), then for infinitely many n,
, and for all but finitely many n,
Observation 2.9. If S ∈ RAND, then dim(S) = Dim(S) = 1.
The following theorem -the first part due to Mayordomo [May02] and the second to Athreya et al. [AHLM06] -gives a useful characterization of the dimension of a sequence in terms of Kolmogorov complexity, and it justifies the intuition that dimension measures the density of computably enumerable information in a sequence.
One of the most important properties of constructive dimension is that of absolute stability, shown by Lutz [Lut03b] , which allows us to reason equivalently about the constructive dimension of individual sequences and sets of sequences: 
Previous Work
The next theorem says that every sequence is Turing reducible to a random sequence. Part 1 is due independently to Kučera and Gács, and part 2 is due to Gács.
Theorem 3.1. [Kuč85, Kuč89, Gác86] There is an OTM M such that, for all S ∈ C, there is a sequence R ∈ RAND such that
c T (X) is the optimal lower compression ratio achievable with reversible Turing reductions on sequences in X. The next theorem is due to Ryabko [Rya84, Rya86] .
Ryabko defined c T based on what he calls "T -codes" and did not explicitly mention OTMs, but these are essentially equivalent. A T -code is a pair of encoder/decoder (i.e. compressor/decompressor) algorithms E, D : {0, 1} * → {0, 1} * -implemented by the Turing machines M e and M d in the present paper's definition of c T -which are required to be monotonic: for all x, y ∈ {0, 1} * ,
M e and M d can be considered OTMs that always make queries to entire prefixes of the oracle sequence, which is represented by the input string to the compression/decompression algorithm. The OTM's input n, which represents the size of the output prefix to compute, is then implicitly the number of bits output by M e or M d . By restricting the behavior of an OTM in this way, the query usage necessarily counts all oracle bits to the left of any bit that gets queried, in addition to the queried bit. In other words, the query usage was implicitly defined by Ryabko to be the index of the rightmost queried bit, as opposed to the number of bits queried. All results of the present paper hold if query usage is instead defined in this manner.
To define a lower compression ratio, instead of considering the lim inf Finally, constructive dimension as defined by Lutz [Lut03b] had not yet been defined at the time Ryabko wrote [Rya86] . He in fact showed that, for all X ⊆ C, c T (X) = sup
. By Theorems 2.11 and 2.10, the right hand side is cdim(X).
Theorem 3.2 achieves weaker compression results than the main results of this paper, Theorems 4.3 and 4.6. Theorem 3.2 does not include ρ + or cDim, and it requires optimizing over all OTMs. However, unlike Theorem 4.3, in which only the decompression is computable, the compression achieved in Theorem 3.2 is computable, by the definition of c T .
Results
We now establish the new results.
The following lemma shows two senses in which the composition of two oracle Turing machines in a transitive Turing reduction bounds the compression ratio of the transitive reduction below the product of the compression ratios of the two original reductions.
Lemma 4.1. Let S, P, R ∈ C and M P S , M R P ∈ OTM such that S ≤ T P via M P S and P ≤ T R via M R P , and let
Proof. Let r For infinitely many n, to compute S ↾ n, M requires
queries to R. Since this holds for infinitely many n,
An OTM that computes a sequence S, together with a finite number of oracle bits that it queries, is a program to produce a prefix of S. Thus, the query usage of the Turing machine on that prefix cannot be far below the Kolmogorov complexity of the prefix. This is formalized in the following lemma, which bounds the compression ratio below by dimension. Proof. Let π M be a self-delimiting program for M, so that, for all x ∈ {0, 1} * , U(π M x) = M(x). Let r n ∈ {0, 1} # R S (M,n) be the oracle bits of R queried by M on input n, in the order in which they are queried. Recall the self-delimiting encoding function enc. For each n ∈ N, let π n = π M ′ π M enc(n)enc(r n ), where π M ′ is a self-delimiting program that simulates M, encoded by π M , on input n, encoded by enc(n), with oracle R, encoded by enc(r n ). When M makes its i th query to a bit of R, the bit r n [i] is returned. Since M queries each bit of R at most once (see section 2), the bit from r n will be correct, no matter what index was queried by M, since the bits of r n are arranged in the order in which M makes its queries.
Then U(π n ) = S ↾ n, so K(S ↾ n) ≤ |π n |. By Theorem 2.10,
and similarly, Dim(S) ≤ ρ + M (S, R). The next theorem is the main result of this paper. It shows that the compression lower bounds of Lemma 4.2 are achievable, and that a single OTM M suffices to carry out the reduction, no matter which sequence S is being computed. Furthermore, the oracle sequence R to which S reduces can be made Martin-Löf random. The randomness of R is easily accomplished by invoking the construction of Gács in a black-box fashion; the majority of the work in the proof is establishing the bound on the compression. Theorem 4.3. There is an OTM M such that, for all S ∈ C, there is a sequence R ∈ RAND such that
Proof idea: If the dimension of S is small, then the optimal constructive martingale d performs well on S. Thus, if we have already computed a prefix S ↾ n of S, then on average, d increases its capital more on the next k bits of S than it would on other k-bit strings that could extend S ↾ n. This places the next k bits of S in a small (on average) subset of {0, 1} k , namely, those strings on which d increases its capital above a certain threshold d n , which is chosen to be slightly smaller than d(S ↾ (n + k)), the amount of capital made after the next k bits of S. Since d is constructive, it is possible to enumerate strings from this small set by evaluating the computable function d in parallel on all possible length-k extensions of S ↾ n, and outputting a string u ∈ {0, 1} k when d((S ↾ n)u, t) is greater than d n , for some value of t ∈ N. We will encode the next k bits of S as an index into this set, where the index will represent the order in which this parallel evaluation enumerates the string we want -the next k bits of S. This technique is similar to that used by Merkle and Mihailović [MM04] to prove Theorem 3.1.
We require two lemmas to prove Theorem 4.3. Lemma 4.4 shows that the average number of bits needed to encode the index of a length-k extension of S ↾ n is close to the dimension of S times k. We will also need to encode the threshold d n into the oracle sequence, since the actual amount of capital that d will make is uncomputable. Lemma 4.5 shows that we can find a rational threshold d n that requires so few bits to represent that it will not affect the compression ratio when added to the oracle sequence, yet which is still a close enough approximation to d(S ↾ (n + k)) to keep the index length of Lemma 4.4 small. Lemma 4.4. Let S ∈ C. For all i ∈ N, define k i = i + 1, and define n 0 = 0 and
. be a sequence of real numbers such that, for all
Proof. We show the result for dim(S). The proof for Dim(S) is similar, replacing "for infinitely many i" conditions with "for all but finitely many i." The indices n 0 < n 1 < n 2 < . . . partition S into blocks S[n 0 . . n 1 − 1], S[n 1 . . n 2 − 1], . . ., with k i = n i+1 − n i equal to the length of the i th block, and n i equal to the length of the first i + 1 blocks.
Let t ′ > t > dim(S). It suffices to show that, for infinitely many i ∈ N,
A martingale can at most double its capital after every bit, and each index n with n i ≤ n < n i+1 is at most k i bits beyond n i . It follows that for infinitely many i ∈ N,
Then, by equations (4.1) and (4.2), and the fact that
) and the definition of l i , since
, and so log
(log(j + 1) + log(j − 1) − 2 log j)
, and lim i→∞ [log(i + 1) − log i] = 0. Therefore, for infinitely many i,
Lemma 4.5. Let i ∈ Z + c ∈ R + , and r ∈ 1, c2 i 2 . Then there is a rational number
We prove the cases r ≥ i 2 and 1 ≤ r < i 2 separately. Suppose r ≥ i 2 . In this case we will choose d to be an integer. Set k ∈ Z + such that 2
+ be the integer whose binary representation is x0 ⌈log r⌉−k , where x ∈ {0, 1} k is the first k bits of ⌊r⌋. Since d shares its first k bits with r,
. d can be fully described by the first k bits of r, along with the binary representation of the number ⌈log r⌉ − k of 0's that follow. Thus, describing d requires no more than k + log(⌈log r⌉ − k) ≤ log i 2 + 1 + log log c + log i 2 = O(log i) bits. This will not work if r ∈ Z + and r's least significant ⌈log r⌉ − k bits are 0, which would result in d = r, rather than d < r. In this case, let
where bnum(x) is the integer whose binary representation is x, and rep 2 (n) is the binary representation (with possible leading zeroes) of n ∈ N. This likewise requires O(log i) bits to describe. Since r ≥ i 2 , d = r − 1 ≥ r 1 − 1 i 2 . Now suppose that 1 ≤ r < i 2 . We approximate r by the binary integer ⌊r⌋, plus a finite prefix of the bits to the right of r's decimal point in binary form. If x.S is the binary representation of r, where x ∈ {0, 1} * and S ∈ C, let d ∈ Z + be represented by x.y, where y ⊑ S.
Since r < i 2 , |x| ≤ log i 2 = O(log i). We need r − d ≤ This will not work if r is a dyadic rational x.z, where x, z ∈ {0, 1} * and |z| ≤ |y|, which would result in d = r, rather than d < r. In this case, let r ′ ∈ r 1 − 1 2i 2 , r be irrational. Choose d for r ′ by the method just described, such that r
i 2 by the triangle inequality, and d < r ′ < r.
Finally, we prove Theorem 4.3.
Proof of Theorem 4.3. If S ∈ RAND, then S ≤ T S via the trivial "bit copier" machine M ′ , with lower and upper compression ratio dim(S) = Dim(S) = 1, so assume that S ∈ RAND.
A single OTM M ′′ suffices to carry out the reduction described below, no matter what sequence S ∈ RAND is being computed. If S ∈ RAND, then M ′ is used. These two separate reductions are easily combined into one by reducing each sequence S to a random sequence bR via M ∈ OTM, where b ∈ {0, 1}, R = S if S ∈ RAND, and R is given by the construction below if S ∈ RAND. The bit b indicates to M whether to use M ′ or M ′′ for the reduction. Hence a single OTM M implements the "optimal decompression". For all i ∈ N, define k i = i + 1, and define n 0 = 0 and
2 for all i ≥ 3. k i represents the length of the i th block into which we subdivide S. n i is the total length of the first i + 1 blocks. Define d i ∈ Q + to be a rational number satisfying
e. d i can be computed from a program asymptotically smaller than the length of the i th block.
By Theorem 2.6, S ∈ RAND implies that for all but finitely many i, d(S ↾ n i ) ≥ 1. Thus, by Lemma 4.5 (take r = d(S ↾ n i ) and c = d(λ)), there is a d i ∈ Q + satisfying the above two conditions. Define the set A i ⊆ {0, 1} k i for all i ∈ N as in Lemma 4.4 by
the set of all length-k i extensions of S ↾ n i−1 that add more capital to the optimal constructive martingale d than S[n i−1 . . n i − 1] does, to within multiplicative factor at most 1
. For all i ∈ N, let p i ∈ N be the output of the following partial computable procedure, when given as input the string S[n i−1 . . n i − 1] ∈ {0, 1} k i :
then output |A i | and halt
In other words, p i is the order in which d(S ↾ n i ) is shown to exceed d i (i.e., to belong to A i ) by a parallel evaluation of d((S ↾ n i−1 )u, t) on all extensions u ∈ {0, 1}
, there exists some t ∈ N such that d(S ↾ n i , t) > d i , and so p i is well-defined. The computation of Index-To-String, the inverse of String-To-Index, resembles that of String-To-Index:
then output u and halt
Note that Index-To-String will not halt if given as input an integer greater than |A i |, and String-To-Index will not halt if given a string that is not an element of A i . For all i ∈ N, let π(d i ) denote a self-delimiting, shortest program for computing d i . Define the sequence P ∈ C by
Define the oracle Turing machine M P S that produces n bits of S, with oracle P , as follows. Let i(n) denote the block in which n resides -the unique i ∈ N such that n i ≤ n < n i+1 . First, M P S reads the first i(n) + 1 blocks of P : Since S[n i−1 . . n i − 1] ∈ A i , it follows that p i ≤ |A i |, and so |enc(p i )| ≤ log |A i | + 2 log log |A i | + 3. Therefore, by Lemma 4.4,
and lim sup
By the definition of lim inf, lim inf
In other words, because the block size grows slower than the prefix length, the lim sup over all blocks is at least the lim sup over all bits (and they are in fact equal by the definition of lim sup). Regardless of the block growth rate, this inequality holds trivially for lim inf. For all n ∈ N, M P S requires i(n) j=0 |enc(p j )π(d j )| bits of P in order to compute n bits of S, and hence, by inequalities (4.3)-(4.8), Let R ∈ RAND and M R P ∈ OTM be given by the construction of Gács in his proof of Theorem 3.1, satisfying P ≤ T R via M It is instructive to compare Theorem 4.6 with Ryabko's Theorem 3.2, considering especially what they say about individual sequences. While Ryabko's theorem represents S with a more compact sequence R, it is not optimally compact, as a different decoding machine is required to get the compression ratio closer and closer to the optimal ratio of dim(S). However, the major difference between the theorems is that Ryabko's construction does not achieve the bound between ρ + and Dim. Intuitively, Ryabko's theorem states that S may be compressed to a sequence R, where infinitely often (but not almost everywhere), approximately the first K(S ↾ n) bits of R suffice to produce S ↾ n. However, Ryabko's construction requires that the block lengths grow exponentially, so that if S is written x 1 x 2 x 3 . . ., then for all i ∈ N, |x 1 . . . x i | < 2 −i |x 1 . . . x i+1 |. Therefore, while the lower compression ratio ρ − is close to optimal, the upper compression ratio ρ + goes to infinity.
Conclusion
We have shown that every infinite sequence is Turing reducible to a Martin-Löf random infinite sequence with the optimal compression ratio possible. Since this optimal ratio is the constructive dimension of the sequence, this gives a new characterization of constructive dimension in terms of Turing reduction compression ratios.
The Turing reductions of Theorems 3.1, 3.2, and 4.3 satisfy the stronger properties of the weak truth-table reduction (see [Soa87] ), which is a Turing reduction in which the query usage of the reduction machine M on input n is bounded by a computable function of n. For example, 1.01n + O(1) suffices. Thus, constructive dimension could also be defined in terms of weak truth-table reductions.
As noted in the introduction, for the sequences S and R in Theorems 3.1 and 4.3, it is not necessarily the case that R ≤ T S. In other words, though the decompression is computable, it is not computably reversible in all cases. For instance, if S is computable, then R ≤ T S, since no sequence R ∈ RAND is computable. For this reason, Theorem 4.3 does not imply Theorem 3.2, which allows for the reduction to be computably reversed, subject to the trade-off that the compression requirements are weakened. It remains open whether the compression direction is computable if we drop the requirement that the sequence R be random.
