Abstract. We define uniformly the notions of Dirac operators and Dirac cohomology in the framework of the Hecke algebras introduced by Drinfeld [Dr]. We generalize in this way, the Dirac cohomology theory for Lusztig's graded affine Hecke algebras defined in [BCT] and further developed in [BCT, COT, Ci, CH, Cha2] . We apply these constructions to the case of the symplectic reflection algebras defined by Etingof-Ginzburg [EG], particularly to rational Cherednik algebras for real or complex reflection groups. As applications, we give criteria for unitarity of modules in category O and we show that the 0-fiber of the Calogero-Moser space admits a description in terms of a certain "Dirac morphism" originally defined by Vogan for representations of real reductive groups. 1. Introduction 1.1. The Dirac operator has played an important role in the representation theory of real reductive groups, see for example [AS], [Ko], [Pa], and the monograph [HP2] . The notion of Dirac cohomology for admissible (g, K)-modules of real reductive groups was introduced by Vogan [Vo] around 1997. The Dirac cohomology of a (g, K)-module is a certain finite dimensional representation of (a pin cover of) the maximal compact subgroup K. One of the main ideas, "Vogan's conjecture", proved by Huang and Padžić [HP1] says that, if nonzero, the Dirac cohomology of an irreducible module X uniquely determines the infinitesimal character of X.
1. Introduction 1.1. The Dirac operator has played an important role in the representation theory of real reductive groups, see for example [AS] , [Ko] , [Pa] , and the monograph [HP2] . The notion of Dirac cohomology for admissible (g, K)-modules of real reductive groups was introduced by Vogan [Vo] around 1997. The Dirac cohomology of a (g, K)-module is a certain finite dimensional representation of (a pin cover of) the maximal compact subgroup K. One of the main ideas, "Vogan's conjecture", proved by Huang and Padžić [HP1] says that, if nonzero, the Dirac cohomology of an irreducible module X uniquely determines the infinitesimal character of X.
1.2. Motivated by the analogy between the theory of graded affine Hecke algebras H of reductive p-adic groups, as defined by Lusztig [Lu1] , and certain elements of the representation theory of real reductive groups, in joint work with Barbasch and Trapa [BCT] , we defined a Dirac operator and the notion of Dirac cohomology for
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H-modules. This theory was subsequently developed in several papers, including [COT, CT1, CH, Cha2] and it led to interesting results, such as a geometric realization in the kernel of global Dirac operators of the irreducible discrete series H-modules [COT] , a partial analogue of the realization of discrete series representations for real semisimple groups by Atiyah-Schmid [AS] and Parthasarathy [Pa] . An important element that occurs in these constructions for H is a certain pin cover W of finite Coxeter groups W whose representations turned out to have surprising relations with the geometry of the nilpotent cone, see [Ci, CH, CT1] , also [Cha1] for noncrystallographic Coxeter groups. In particular, when H has equal parameters, the Dirac morphism stemming from the analogue of Vogan's conjecture for H leads to a map ζ * : Irr( W ) → Spec(Z(H)) = h * /W, (1.2.1) whose image lies in the set of W -conjugates of neutral elements for Lie triples corresponding to nilpotent orbits whose connected centralizers are solvable. (Here, one regards h * as a Cartan subalgebra of the Langlands dual complex Lie algebra.)
1.3. The graded affine Hecke algebra is a particular case of a more general class of algebras H a (Definition 2.1) introduced by Drinfeld [Dr] , see also Ram-Shepler [RS] . These associative unital C-algebras are defined in terms of a finite group W that acts linearly on a finite dimensional complex vector space V , and a family of skew-symmetric forms a = (a w ) w∈W . The requirement is that H a satisfies a Poincaré-Birkhoff-Witt type property. In the present paper, we define uniformly the notions of Dirac operator D and Dirac cohomology in the general framework of algebras H a . The only additional hypothesis that we need is that V has a non degenerate W -invariant symmetric bilinear form. We prove the basic facts about D such as:
• the formula for D 2 (Theorem 2.7), and • the analogous version of Vogan's conjecture for Dirac cohomology (Theorem 3.5 and Theorem 3.14), generalizing in this way the results of [BCT] . We apply these constructions to the case of symplectic reflection algebras defined by Etingof and Ginzburg [EG] , in particular, to rational Cherednik algebras H t,c of real and complex reflection groups and arbitrary parameters t, c. (A different Dirac operator and the formula for its square in the setting of rational Cherednik algebras of finite Weyl groups at t = 0 was previously defined in unpublished joint work with Trapa [CT2] .) The analogy for the Dirac theories is as follows: one should think that the Dirac operator for the graded affine Hecke algebra H corresponds to that in the symmetric case of a real reductive group (in fact, this is more than an analogy), while the one for the rational Cherednik algebras H t,c corresponds to the Kostant's cubic Dirac operator [Ko] for the minimal parabolic case, i.e., the Verma module case.
1.4. We give two applications of these methods in the paper.
Firstly, we establish criteria for unitarity of modules in the category O introduced by Ginzburg-Guay-Opdam-Rouquier [GGOR] , in particular strengthening a nonunitarity criterion from [ES] .
Secondly, as proved in [EG] , Spec(Z(H 0,c )) can be thought of as a generalization of the Calogero-Moser space studied in [KKS] . We show that the 0-fiber Υ −1 (0) defined by Gordon [Go] in the generalized Calogero-Moser space admits a description in terms of a certain "Dirac morphism" (see (5.6.2), Theorem 5.8 and Corollary 5.10) that appears in the formulation of the analogue of Vogan's conjecture:
It is expected, see [GM] , that the Calogero-Moser partition of Irr(W ) according to Υ −1 (0) refines (and often coincides) with the Lusztig-Rouquier partition [Lu2, Ro] of Irr(W ) into families. The identification of the Calogero-Moser partition with the "Dirac partition" given by the morphism ζ * c opens up the perspective of studying these conjectures from the point of view of the Dirac operator.
2. The Dirac operator for Drinfeld's Hecke algebras 2.1. Drinfeld's graded Hecke algebra. Let V be a finite dimensional complex vector space and W a finite subgroup of GL(V ). Suppose that for every w ∈ W , we have a skew-symmetric bilinear form
(2.1.1)
Denote the family of skew-symmetric forms by a = (a w ) w∈W .
Definition 2.1 ( [Dr] ). Let T (V ) be the tensor algebra of V . Define the algebra H = H a to be the quotient of T (V ) ⊗ C[W ] by the relations:
for all u, v ∈ V and w ∈ W. Define a filtration of H a by giving the elements in C[W ] degree 0 and the elements v ∈ V degree 1. The algebra H a is called a Drinfeld graded Hecke algebra if it has the PBW property, i.e., the associated graded object is isomorphic to
The PBW property imposes strict conditions on the forms a w . Define
Let ker a w be the radical of the form a w . Let V w be the subspace of fixed points elements of w in V .
Proposition 2.2 ( [Dr] , [RS, Theorem 1.9] ). The algebra H has the PBW property if and only if the following properties hold simultaneously:
(
In particular, this means that W (a) is a union of conjugacy classes in W . We assume from now on that H has the PBW property.
2.2. The Clifford algebra. Because of the constructions in Clifford theory, we need to assume that V carries a W -invariant non degenerate symmetric bilinear form , . Let O(V ) be the corresponding orthogonal group. Then we have W ⊂ O(V ). Let det denote the determinant character of O(V ). For every subspace U of V , denote by U ⊥ the orthogonal complement of U in V with respect to , . This notation is compatible with the definition of (V w ) ⊥ from Proposition 2.2.
Let C(V ) be the complex Clifford algebra defined by V and , . For a survey of Clifford algebra theory see [HP2] and [Me] . The defining relation of C(V ) is
The algebra C(V ) has a filtration (C n (V )) by degrees and the associated graded object is V. It also has a Z/2Z-grading given by the parity of degrees. Denote the Z/2Z-grading of C(V ) by C(V ) = C(V ) 0 ⊕C(V ) 1 . Define an algebra automorphism
We also extend ǫ to an automorphism of H ⊗ C(V ) by making it the identity on H.
Define the transpose of C(V ) as the anti-involution:
The Pin group is the subgroup of the units of C(V ) defined by
This is a central double cover of O(V ) where the projection is given by p :
where |v| is a choice of v, v . Define the pin double cover of W as
Lemma 2.3. For every a ∈ Pin(V ), we have ǫ(a)a −1 = det(p(a)), where det is the determinant character of O(V ).
Proof. It is sufficient to verify the claim for a = 1 |v| v ∈ V where |v| = 0. Then ǫ(a)a −1 = −a · a −1 = −1. On the other hand p(a) = s v , and det(s v ) = −1.
2.3. The Dirac element. Let {v i } and {v i } be dual bases of V with respect to the form , . Define the Dirac element
This definition does not depend on the choice of dual bases. Define a group homomorphism ∆ :
Extend this linearly to a map ∆ :
Lemma 2.4. For every w ∈ W , we have the invariance property:
The claim follows from Lemma 2.3 and the fact that D is independent of the bases.
One of the main tools is the computation of D 2 . Define
This element is independent of the dual bases and moreover, h ∈ H W . For every w ∈ W (a), define
This is also independent of the bases, in fact it can be defined as follows. Since a w is a skew-symmetric bilinear form on V , κ w is the element of C(V ) obtained via the identifications:
The last inclusion comes from the Chevalley map V → C(V ), which gives a section of the natural map C(V ) → V given by taking the associated graded algebra. The identification V * ∼ = V is via our non degenerate form , .
Lemma 2.5.
Proof. We compute directly:
, and continue:
where we used that i a w (v i , v i ) = tr a w = 0, since a w is skew-symmetric.
We wish to relate κ w with p −1 (w) ∈ W for w ∈ W (a). Let w ∈ W (a) \ {1} be given. Then, Proposition 2.2 implies that the radical of a w equals V w , and this is a codimension 2 subspace of V. We first remark that
is an orthogonal decomposition with respect to , . Indeed, w| V w ⊥ has determinant 1 by Proposition 2.2, and therefore if one eigenvalue on (V w ) ⊥ is 1, both are, which would give (V w )
non degenerate on V , the restriction to (V w ) ⊥ must be non degenerate too. This means that if {v i }, {v i }, i = 1, 2, are dual bases of (V w ) ⊥ , then
so the calculation of κ w reduces to the two-dimensional case SO((V w ) ⊥ ).
Lemma 2.6. The element w ∈ W (a) \ {1} can be written as a product of two reflections w = s α s β , where α, β ∈ (V w ) ⊥ are linearly independent and α, α = β, β = 1.
Since the form is non degenerate, wv − v and v are not linearly independent, so v is an eigenvector of w with eigenvalue λ. But then 0 = wv−v, wv−v = (λ−1) 2 v, v , so λ = 1, contradiction. Set α to equal a norm 1 vector in the direction of wv − v. Then wv = s α (v), so s α w fixes Cv. To finish let β be a norm 1 vector orthogonal to v (which exists because the form is non degenerate).
To calculate κ w in terms of α and β, choose
which is an orthonormal basis for (V w ) ⊥ . (Note that α, β = 1.) Then
and thus what we call αβ ∈ C(V ) is only determined up to a sign. Nevertheless, denote
Then c w w ∈ C(V ) and e w ∈ C do not depend on the choices of unit vectors α, β. Thus, combining with Lemma 2.5 we proved the following formula for D 2 .
Theorem 2.7. The square of the Dirac element equals (in H ⊗ C(V )):
where
3.12)
The elements h are defined in (2.3.4), w, c w , e w are defined in (2.2.5).
By analogy with the case of real semisimple Lie algebras [Pa] or with the case of graded affine Hecke algebras [BCT] 
Proposition 2.8. The element Ω H defined in (2.3.11) satisfies:
In particular, Ω H is central in H if and only if 1 / ∈ W (a), i.e., a 1 = 0.
Proof. Let x ∈ H be arbitrary. On the one hand
and on the other
w∈W (a)\{1}
Comparing the two formulas, we see that x the claim comes down to the verification that for every w ∈ W (a) \ {1},
If x ∈ V w , then the right hand side is 0, and so is the left hand side because
(Similarly for x = v 2 .) Let w = s α s β as before, and choose an orthonormal basis of
Since the definitions are independent of the choice of α, β, it is sufficient to check the relation for x = v 1 . The left hand side becomes
We also notice the following commutation relation in C(V ).
Lemma 2.9. For every x ∈ V , [x,
, where j is defined in (2.4.1).
Proof. We calculate
2.5. Example. The motivating example for this generalization is the graded affine Hecke algebra H introduced by Lusztig [Lu1] . Let W be a finite Coxeter group acting on a Euclidean space V 0 and take
0 denote a root system with Φ + a choice of positive roots and let k : Φ → C be a W -invariant function. The skew symmetric forms are given by the formula (see [RS] ):
(2.5.1) Therefore a w = 0 unless w is the product of two distinct reflections. In particular, 1 / ∈ W (a) and κ 1 = 0. Theorem 2.7 specializes to the formula for D 2 from [BCT, Theorem 3.5] :
(2.5.
2) The representation theory of the pin cover W of the Weyl group that appears for the graded affine Hecke algebra was studied in relation with the Dirac operator and the geometry of the nilpotent cone in [Ci, CH, CT1, Cha1] .
In later sections, we will discuss the case of rational Cherednik algebras, which form a different class of Drinfeld Hecke algebras.
Vogan's Dirac morphism
In this section, we construct an algebra homomorphism analogous to that in Vogan's conjecture in Dirac cohomology for (g, K)-modules, proved by Huang-Pandžić [HP1] . In the setting of Lusztig's graded Hecke algebra, this was formulated and proved in [BCT] .
and the algebra automorphism ǫ of C(V ) that equals Id on C(V ) 0 and − Id on C(V ) 1 , extended to an automorphism of H t,c ⊗ C(V ) by making it the identity on H t,c . Define the linear map
Lemma 3.1. The map d is an odd derivation, i.e.,
Proof. We verify the claim directly from the definition:
The claim then follows.
In the notation of Theorem 2.7, define
Define the subalgebra:
We also have D ∈ A because of Theorem 2.7. Notice that D interchanges the trivial and det W -isotopic spaces. Denote by A W ,det the det-isotypic subspace. Restrict the map d to
Of course d triv , d det are also an odd derivations. Then Lemma 3.2 implies:
The reason to restrict to A W is because of the following lemma.
, then a commutes with both Ω t and ∆(Ω W ,a ), and therefore, by Theorem 2.7, with D 2 .
The main result is a simple description of ker d triv .
Theorem 3.5. The kernel of d triv equals:
The proof will be obtained inductively from a reduction to the associated graded algebra. Recall the filtration on H, obtained by giving degree 0 to C[W ] and degree 1 to the elements in V :
. . . Let gr(H) be the associated graded algebra. The PBW assumption on H means that
(3.1.8)
We consider the induced filtration on H ⊗ C(V ), in other words, the filtration is (H n ⊗ C(V )). The associated graded object is then
It is important to observe that, by Proposition 2.8, commutation with Ω H acts on the subspaces
Define the filtration on A by A n = A ∩ H n ⊗ C(V ), and let gr(A) ⊂ H 0 be the associated graded object.
Notice that d preserves the filtration
Denote the resulting maps by:
and similarlyd det .
3.2. Semidirect products. One analyzes first the maps on the associated graded objects. Given (3.1.8), we are in the situation of
The following results, which generalize to semi direct products the case of a symmetric algebra from [HP1] , are proved in [BCT] in the setting of the graded affine Hecke algebra. The statements and and the proofs, based on the cohomology of the usual Koszul complex, apply to this setting. We present and simplify the arguments here for the benefit of the reader.
Lemma 3.6. The mapd :
Thus, we have imd ⊕∆(C[ W ]) ⊆ kerd. The proof of the following proposition in [BCT] giving the opposite inclusion is based on the following fact. The subalgebra 
Proof. Let wf ⊗ g be a simple tensor in H 0 ⊗ C(V ), where f ∈ S(V ) and g ∈ C(V ). Let w ∈ W be such that p( w) = w and denote g
The claim follows then from the formula for kerd ′ .
Restricting to W -invariants, Proposition 3.7 also gives:
3.3. Induction. The proof of Theorem 3.5 follows by a well-known induction using the filtration on A W . The argument in the setting of graded affine Hecke algebra is presented in [COT, §3.3] and can be applied verbatim to this setting. We need to record it however because it will be used to prove later a refinement in the case of rational Cherednik algebras at t = 0.
We need to prove the inclusion ker
. Let a ∈ ker d triv be given and we may assume that a ∈ A n . Taking graded objects,d triv (ā) = 0 in
Choose b ∈ (A n−1 ) W ,det such thatb is the image of b in the associated graded object: ifb = w wv w,1 . . . v w,n−1 ⊗ g w with v w,i ∈ V and g w ∈ C(V ), then set b = w wv w,1 . . . v w,n−1 ⊗ g w ∈ A n−1 . Then
the claim follows by induction.
3.4. Vogan's Dirac homomorphism. Since d triv is an odd derivation, it follows that if a, b ∈ ker d triv , then also ab ∈ ker d triv . In other words, ker d triv is an algebra. The following result is a slight modification of the one for real semisimple Lie algebras [HP1] or graded affine Hecke algebras [BCT] .
Theorem 3.8. The projection ζ : ker d triv → C[ W ] W defined by Theorem 3.5 is an algebra homomorphism.
Proof. Let z 1 , z 2 ∈ ker d triv be given. By Theorem 3.5, there exist
where we have used the commutation relation between D and ∆(C[ W ]) and that d det is a derivation. Now apply Theorem 3.5 to z 1 z 2 , and the claim follows.
Since the image of ζ is an abelian algebra, the homomorphism ζ must factor through to the abelianization (ker
Corollary 3.9. The map ζ gives an algebra homomorphism ζ :
Example 3.10. We remark that
One uses Theorem 3.8 as follows. Suppose B is a (finitely generated) abelian subalgebra of A ∩ H ⊗ C(V ) 0 such that Ω H ∈ B ⊂ ker d triv . This means that every element in B commutes with D.
Remark 3.11. When a 1 = 0, one may choose B = Z(H) ⊗ 1.
Then the homomorphism in Theorem 3.8 defines a morphism
Later in the paper, we will discuss the morphism ζ * in the case of rational Cherednik algebras.
3.5. Dirac cohomology. We can define the notion of Dirac cohomology in this setting. The Clifford algebra C(V ) is central simple when dim V is even and it has a unique complex simple module S. When dim V is odd, the even part C(V ) 0 is central simple with unique simple module S which can be extended in two non isomorphic ways, S + and S − to C(V ). The restrictions of the spin modules to W give W -representations which are related as follows
Definition 3.12. Let X be a finitely generated H-module. We say that X is Ω Hadmissible if X has a decomposition into Ω H -generalized eigenspaces:
such that each X λ is finite dimensional. Since Ω H is W -invariant, each X λ is a finite dimensional W -representation. Let X be an Ω H -admissible H-module and let S ∈ {S, S + , S − } be a spin module. The Dirac operator of X (and S) is
given by the action of the Dirac element D. The Dirac cohomology of X (and S) is (
where N a (σ) is the scalar by which σ acts on the central element Ω W ,a . Thus λ = m 1 + N a ( σ). The scalar m 1 is depends only on the decomposition of S into irreducible W -representations, and thus there are only finitely many possibilities.
Since there also only finitely many different σ's, it follows that there are only finitely many possible λ's that contribute to H D (X). Hence H D (X) is finite dimensional.
The main idea behind Dirac cohomology applied to this setting is the following result. Recall the morphism ζ * : Irr( W ) → Spec B for an abelian subalgebra
Theorem 3.14. Let X be an Ω H -admissible H-module. Let B be an algebra as in (3.5.5). Suppose
Proof. Suppose x = 0 is an element in the σ-isotypic component in H D (X) such that B acts on x by χ ∈ Spec B. Let 0 = z ∈ B be given. By Theorem 3.8, there exists a ∈ H ⊗ C(V ) such that
Apply this to x. We find:
where σ(ζ(z)) and χ(z) are scalars.Then
Since the right hand side is in im D X and the left hand side is in H D (X), it follows that (χ(z) − σ(ζ(z)) x = 0, and since x = 0, we get χ(z) = σ(ζ(z) for all z ∈ B, or in other words, χ = ζ * ( σ).
Remark 3.15. If a 1 = 0, then we choose B = Z(H) ⊗ 1 and then Theorem 3.14 says that the central character of X is uniquely determined by H D (X).
Symplectic reflection algebras
We apply the theory to the class of symplectic reflection algebras introduced by Etingof and Ginzburg [EG] . 4.1. Definition. Let V be a 2n-dimensional complex vector space carrying a non degenerate symplectic 2-form ω and let Sp(V ) be the corresponding symplectic group. An element s ∈ Sp(V ) is called a symplectic reflection if rk(Id V −s) = 2. In that case V = ker(Id V −s) ⊕ im(Id V −s) is an ω-orthogonal decomposition. Denote by ω s the skew-symmetric form that has ker(Id V −s) as its radical, and it equals ω on im(Id V −s).
Let W ⊂ Sp(V ) be a finite symplectic reflection group, i.e., a finite subgroup generated by symplectic reflections. Let R ⊂ W denote the set of symplectic reflections in W. (We have reserved the notation S for the spin module of the Clifford algebra.) Let c : R → C be a W -invariant parameter function and t ∈ C a constant.
Definition 4.1 ([EG, Theorem 1.3]).
The symplectic reflection algebra H t,c associated to the data above is the quotient of the semi direct product T (V ) ⋊ C[W ] by the relations:
These algebras have the PBW property. In fact, they are particular cases of Drinfeld's Hecke algebras H a (Definition 2.1) if we take the family of forms a to equal:
otherwise.
(4.1.2) 4.2. Examples. The classification of indecomposable symplectic reflection groups is known, see the exposition and references in [Ch, §4] . Except for a finite list of small rank exceptions, there are two families of symplectic reflection groups:
(1) (Complex reflection groups). Let h be a finite dimensional C-vector space and W ⊂ GL(h) a complex reflection group. Let V = h + h * with the standard symplectic form
The group W acts diagonally on V = h + h * . (2) (Wreath products). Let ω be a non degenerate symplectic form on C 2 and Γ ⊂ Sp(2, C) be a finite group. Take V = n i=1 C 2 with symplectic form ω induced from the symplectic form on C 2 . Let W be the wreath product W = S n ≀ Γ, where S n is the symmetric group acting on V : the i-th copy of Γ acts on the i-th copy of C 2 and S n acts by permuting the copies of C 2 .
Assume in addition that there exists a non degenerate W -invariant symmetric bilinear form , on V . Such is always the case when the symplectic reflection algebra comes from complex reflection groups. Define the symmetric form coming from the pairing of h and h * , i.e.:
x, x = 0, y, y = 0, x, y = y, x = x(y), (4.2.2)
for all x ∈ h * and y ∈ h. This form is W -invariant. This is the case of rational Cherednik algebras that we discuss next. 4.3. Rational Cherednik algebra. As before, let h be a dimensional C-vector space, denote by h * its dual, and V = h + h * . Let , : V × V → C be the natural bilinear symmetric pairing defined in the previous subsection. Let W ⊂ GL(h) be a complex reflection group with set of pseudo-reflections R acting diagonally on V .
For every reflection s ∈ R, the spaces im(Id V −s)| h * and im(Id V −s)| h are onedimensional. Choose α s and α ∨ s nonzero elements in im(Id V −s)| h * and im(Id V −s)| h , respectively. Then there exists λ s ∈ C, λ s = 1 a root of unity, such that
(4.3.1) (In the case when W is a finite reflection group, λ s = −1.) For every v ∈ V such that v, v = 0, denote by s v the reflection in the hyperplane perpendicular to v. The reflection s v is given by:
Proof. Straightforward.
Definition 4.3. The rational Cherednik algebra H t,c associated to h, W , the parameter t ∈ C, and the W -invariant parameter function c : R → C is the quotient of T (V ) ⋊ W by the relations:
To translate to this setting the results proved in the general setting of Drinfeld's algebra H a , notice that the only nonzero values of the skew-symmetric forms a w are given by:
for y ∈ h, x ∈ h * . Let {y i } be a basis of h and {x i } the dual basis of h * . The dual bases of V are then (v i ) = ((y i ), (x i )) and (v i ) = ((x i ), (y i )). The element h defined in (2.3.4) equals:
We compute the scalars e w that were defined in (2.3.9). Writing s = s v s v ′ as in Lemma 4.2, we have
Computing directly, we find Thus the element Ω Ht,c defined in (2.3.11) equals
Using the commutation relation between x i , y i , one shows easily that
and thus
By Proposition 2.8 applied to this setting,
Remark 4.4. The element Ω H is of course known in the literature of rational Cherednik algebra. It essentially equals twice the well-known grading as used in [GGOR] for example. It is interesting that the same element appears naturally in the present Dirac setting.
4.4.
The Clifford algebra. Recall C(V ), the complex Clifford algebra defined by V and , . In terms of the x i , y i 's the relations are:
The spin C(V )-module S is realized on the vector space h with the action:
The element κ 1 from (2.3.13) becomes
From Lemma 2.9, for every x ∈ h * and y ∈ h, we have the following relations in C(V ): Proof. Straightforward, using the definition of the action of C(V ) on S. 4.5. Pin cover of W . Following (2.3.9), for every s ∈ S, define
which simplifies to
Define for every s ∈ R:
Lemma 4.6. The elements τ s have the properties:
(2) The element τ s is in C(V ) 0 . An easy calculation gives τ and W = p −1 (W ) ⊂ Pin(V ). Then Lemma 4.6 implies that
Therefore, the map s → τ s defines an embedding
From now on, define τ w to be the image in C(V ) × of w ∈ W under the map in Lemma 4.5.4. For convenience, we may work with this embedding rather than W itself.
Since C(V ) acts on S, we get an action of τ (W ) on S. The following lemma describes the action.
Lemma 4.8. The action of τ (W ) on S preserves each piece ℓ h of S, where it acts by the dual of the natural action, i.e.:
(4.5.5)
Proof. This is a direct computation, using the action of C(V ) on S. Since the action is linear, it is sufficient to check it on any particular basis of h. So choose y 1 = α ∨ s , and y 2 , . . . , y n ∈ ker(Id V −s). Then:
The claim follows. 4.6. The Dirac elements. The Dirac element in H t,c ⊗ C(V ) is:
(4.6.1) Let ∆ : W → H t,c ⊗ C(V ) denote the group homomorphism w → w ⊗ τ w , see Remark 4.7. We also denote by ∆ the map C[W ] → H t,c ⊗ C(V ) that extends linearly w → w ⊗ τ w .
Proposition 4.9. The Dirac elements have the following properties in H t,c ⊗C(V ):
(1) D x , D y , and D are W -invariant, i.e., invariant with respect to the conjugation action of ∆(W ).
The square of the Dirac element D equals:
and
The formulas for Ω H ∈ H W and 1 2 κ 1 ∈ C(V ) W are given in (4.3.7) and (4.4.4), respectively.
Proof. Claim (1) follows immediately from Lemma 4.6 or from the general Lemma 2.4 since det V (s) = 1. For (2):
and similarly for D When t = 0, the center of the algebra H t,c consists of the scalars C only, [EG] . In this case, notice that Ω Ht,c commutes with all elements of the form Z Ht,c (Ω Ht,c ) ⊗ for all y ∈ h and x ∈ h * .
Remark 4.11. Given Proposition 4.9, it is important to know the value of the scalar N c (σ) by which Ω W,c acts in an irreducible representation σ of W . When W is a finite reflection group and c is constant, Ω W,c = c s∈R s acts by
where a(σ) is Lusztig's a-invariant for σ. This fact was noticed empirically by Beynon-Lusztig [BL] and proved uniformly by Opdam [Op] .
4.7. Wreath products. We conclude the section with some remarks about symplectic reflection algebras for a wreath product group. We follow the definitions and notation of [GG] . Let Γ be a finite group acting on the 2-dimensional space L = C 2 . Choose a basis {x, y} of L and the symplectic form ω L (x, y) = 1. Let V = L ⊕n with the symplectic form ω = ω ⊕n . For every u ∈ L, denote by u i the embedding of u into the i-th component of V . Denote Γ n = S n ≀ Γ. There are two types of symplectic reflections in Γ n : (Γ) γ i , for every i ∈ [1, n] and every γ ∈ Γ \ {1}; (S) s ij γ i γ −1 j , for all i, j ∈ [1, n] and γ ∈ Γ. Definition 4.12 ([GG, Lemma 3.1.1]). The symplectic reflection algebra H t,k,c (Γ) associated to the wreath product Γ n and parameters t, k, and {c γ : γ ∈ Γ \ {1}} is the the quotient of T (V ) ⋊ Γ n by the relations
(1) For every u, v ∈ L and i = j
To construct the Dirac operator, we need to endow V with a Γ-invariant symmetric bilinear form. The natural construction would be to define the symmetric form x, y L = 1 on L and the symmetric form , ⊕n L on V . If this is the case, then Γ must be a subgroup of SO(2), and so Γ = Z/rZ. In this situation, the symplectic reflection algebra for Γ n is isomorphic to the rational Cherednik algebra for Γ n , so this is a particular case of the previous discussion. If we choose {x, y} to be a basis of L such that every γ ∈ Γ, γ = 1 acts by
and its square equals:
(4.7.
3)
The diagonal embedding ∆ :
, where
(4.7.4) 5. Applications: unitarity, Calogero-Moser space 5.1. A star operation. In [ES] , Etingof and Stoica study unitary H t,c modules with respect to the following star operation. Suppose that t, c α ∈ R and let¯denote the complex conjugation of h and h * with respect to the real span of the coroots and roots, respectively. Let ι : V → V denote the isomorphism induced by the symmetric bilinear form , . More precisely, set
The star operation ⋆ is the anti-linear involutive anti-automorphism defined on generators by
In particular, if we choose the basis {x i } of h * to lie in the real span of roots and let {y i } be the dual basis, we have
(5.1.2)
We will assume implicitly from now on that the bases are of this form.
Define in C(V ) a star operation, denoted by * :
which we extend to an anti-automorphism. With this definition, the spin module S has a positive definite * -invariant hermitian form. Indeed, realizing S as before on h, let I = (i 1 , . . . , i k ) be a set of indices written in increasing order and denote by y I := y i1 ∧ · · · ∧ y i k the corresponding basis element of h. The form on S is defined by (y I , y J ) S := δ I,J , (5.1.4) for any two multi-indices I and J. One can check using the action on S by the x i ,
Unitary H t,c -modules.
Suppose that M is a simple H t,c -module endowed with a ⋆-invariant hermitian form ( , ) M . Then, we may define the ⋆-invariant product form on the H t,c ⊗ C(V )-module M ⊗ S:
and it is extended sesquilinearly. We have the following easy criterion.
Proposition 5.2. Suppose that M is a ⋆-unitary H t,c -module. Then:
Proof. Since M and S are both unitary, so is M ⊗ S. Then
When M is ⋆-unitary, the definition of Dirac cohomology becomes easier. Since D is skew-adjoint, it follows that ker D X ∩ im D X = 0, and therefore
5.3. Category O for H 1,c . Set t = 1. The categories O for rational Cherednik algebras were introduced by Ginzburg, Guay, Opdam, and Rouquier in [GGOR] , where their main properties are established as well.
The simple modules for the semidirect product S(h) ⋊ C[W ] are C λ ⊗ σ, where δ ∈ h * and (σ, V σ ) an irreducible representation of the isotropy group W δ of δ in W . Define the induced standard module:
(5.3.1)
It is clear that as a left S(h
Restrict to the case δ = 0, and denote the standard module by M (σ). Let L(σ) be its unique simple quotient.
We would like to understand the action of D and D 2 on M (σ) ⊗ S. From the formula for D 2 and the action of τ s on S, it is apparent that the action of D 2 (Proposition 4.9) preserves the subspaces
Using formula (4.3.7), we see that for every (5.3.2) where N c (σ) is the scalar by which the central element Ω W,c from (4.6.4) acts on V σ under the representation σ. We also used here that y i acts by 0 on V σ . By Lemma 4.8, the diagonal action of W on M (σ) ⊗ S preserves degrees and on M k,ℓ (σ) it is the det-dual of the natural diagonal action of W on 
Proof. This is immediate from the formula for D 2 (Proposition 4.9) since the action of Ω H ⊗ 1 is given by the scalar (5.3.2) and the action of 1 ⊗ 1 2 κ 1 is by −(n− 2ℓ).
The classical construction of contravariant forms on Verma modules of a semisimple Lie algebra, can be adapted to this setting to show that M (σ) admits a hermitian invariant form (see [ES] ).
Corollary 5.4. Let σ be an irreducible W -module.
for all irreducible W -representations µ that appear in the natural diagonal 5.4. Dirac cohomology in category O. Every module in category O is Ω Hadmissible in the sense of Definition 3.12, and so the notion of Dirac cohomology makes sense. If f ⊗ v is a simple tensor element of M (σ) where f ∈ S(h * ) and v ∈ V σ and p ∈ S, then the Dirac operator acts as
If we take f = 1 and
(5.4.1)
Conversely, suppose f is an element in the isotypic component of some irreducible
that D 2 f = 0 (or applying Theorem 3.14 with B = C[ Ω H ]) we see that
In particular, suppose that µ = σ ⊗ det. Then this equation implies that k = ℓ − n, which can only be satisfied if k = 0 and ℓ = n. This means that the only copy of
Proposition 5.6. For every σ ∈ Irr(W ), we have
In particular, H D (M (σ)) = 0.
Proof. The previous discussion shows that dim Hom W [σ ⊗ det, ker D M(σ) ] = 1, so we only need to show that 1 5.5. Vogan's Dirac morphism: case t = 1. When t = 0, by scaling the parameters c appropriately, it is sufficient to consider the case t = 1. As in (3.1.5), define A 1,c = Z H1,c⊗C(V ) ( Ω H1,c ). From Remark 4.10, we know that for every x ∈ h * and every y ∈ h, we have x ⊗ y, y ⊗ x ∈ A 1,c . Define B c to be the subalgebra of H 1,c ⊗ C(V ) generated by: 
Clearly, Ω H1,c ∈ Z + (B c ). Then, the general results about the Vogan's Dirac morphism ζ give a canonical morphism:
(5.5.2)
Example 5.7. Suppose the root system is of type A 1 , h = y , h * = x , W = {1, s} and y, x = 1. Denote x = x ⊗ y, y = y ⊗ x, and Ω := Ω 1,c and identify ∆(s) with s. Then B c is generated by x, y, s, and Ω subject to the relations s 2 = 1, s xs = x, s ys = y;
x y + y x = − Ω − cs.
(5.5.3)
In this case,
) This is a 4-dimensional algebra generated by x, y subject to relations
Thus, B c,λ,σ is isomorphic to the Clifford algebra for the two dimensional space C x, y for the symmetric bilinear form with matrix
5.6. Vogan's Dirac morphism: case t = 0. When t = 0, the algebra H 0,c has a large center. By [EG] , the center Z(H 0,c ) contains the subalgebra m := S(h) W ⊗S(h * ) W and it is a free m-module of rank |W |. Notice that Ω H0,c = Ω H0,c ⊗1 is in fact in Z(H 0,c ) ⊗ 1, but not in m ⊗ 1.
In this case, we have A 0,c = H 0,c ⊗ C(V ), so we may choose B = Z(H 0,c ) ⊗ 1. Thus, we obtain an algebra homomorphism 6.1) and the dual morphism
Here, X c (W ) is the Calogero-Moser space [EG] . The inclusion m ⊂ Z(H 0,c ) induces a surjective morphism Υ : (5.6.5) (The last equality follows from Theorem 3.5.) Let a ∈ (S(h) ⊗ h) W have degree n ≥ 1 and d triv (a) = 0. Then taking graded objects, we haved ′ (ā) =d triv (ā) = 0, whereā ∈ (S(h) ⊗ h) W regarded in H 0,0 ⊗ C(V ) has degree n. Herd ′ is the Koszul differential from (3.2.1). Thus by (3.2.1),ā ∈ imd ′ , i.e., there existsb ∈ (S(V ) ⊗ C(V )) W of degree n − 1 such thatā =d(b). Moreover, notice that in H 0,0 ⊗ C(V ) iff ∈ S(h) andȳ ∈ h, then (1) For every σ ∈ Irr(W ), the modulē M (σ) is indecomposable and it has a unique simple quotientL(σ).
(2) The set {L(σ) : σ ∈ Irr(W )} gives a complete list of non isomorphic simplē H 0,c -modules. Applying Theorem 3.14 (and the remark following it) we are led to the following corollary.
Corollary 5.10. The morphism ζ * 0,c : Irr(W ) → Υ −1 (0) from Theorem 5.8 is the det-dual of the morphism Θ from (5.7.2), i.e., Θ(σ) = ζ * 0,c (σ ⊗ det). The fibers of the map Θ from (5.7.2) are expected to be related to the partition of Irr(W ) into families of representations, in the sense of Lusztig [Lu2] for real reflection groups, and [Ro] for complex reflection groups. More precisely, it has been conjectured by Gordon and Martino [GM] that the partition of Irr(W ) according to the fibers of Θ refines the partition into Lusztig-Rouquier families, and that, at least for finite reflection groups, the two partitions coincide. This is known to hold in many cases, for example in type A [EG] , and for the class of complex reflection groups G(m, d, n) [GM] and [Be] .
We hope that the point of view offered by Theorem 5.8 and Corollary 5.10, as well as the related methods of the Dirac operator will help in understanding these relations with families of representations and cells in finite reflection groups.
Example 5.11. Let W be the Weyl group of type B 2 and let σ = (11×0) be the one dimensional W -representation where the long reflections act by −1 and the short reflections by 1. Assume that the parameter function c is constant. One can easily verify that for every x ∈ h * , y ∈ h, the commutator [y, x] ∈ C[W ] acts by 0 on σ. This means that σ can be extended to a simple moduleL(σ) of H 0,c by letting both x and y act by 0. The Dirac operator then acts identically by 0, and thus the Dirac cohomology equals H D (L(σ)) = σ ⊗ h = (11 × 0) + (1 × 1) + (0 × 2), (5.7.4) where 1 × 1 is the reflection representation and 0 × 2 is the sign twist of 11 × 0. Theorem 3.14 implies then that ζ
