We develop a multiparameter white noise theory for fractional Brownian motion with Hurst multiparameter
Introduction

Recall that if 0 < H < 1 then the (1-parameter) fractional Brownian motion with Hurst parameter H is the Gaussian process B H (t) = B H (t, ω); t ∈ R, ω ∈ Ω satisfying
Here E denotes the expectation with respect to the probability law P for {B H (t, ω)} t∈R,ω∈Ω , where (Ω, F) is a measurable space. If H = 1 2
then B H (t) coincides with the standard Brownian motion B(t). Much of the recent interest in fractional Brownian motion stems from its property that if H >
Moreover, for any H ∈ (0, 1) and α > 0 the law of {B H (αt)} t∈R is the same as the law of {α H B H (t)} t∈R , i.e. B H (t) is H-self-similar. For more information on 1-parameter fractional Brownian motion see e.g. [MV] , [NVV] and the references therein.
Recently a stochastic calculus based on Itô-type of integration with respect to B H (t) has been constructed for H > 1 2 [DHP] . Subsequently a corresponding fractional white noise theory has been developed [HØ] , and this has been used to study the corresponding fractional models in mathematical finance [HØ] , [HØS] .
As in [H1] , [H2] and [HØZ] 
We also assume that The purpose of this paper is to extend the fractional white noise theory to the multiparameter case and use this theory to study the linear and quasilinear heat equation with a fractional white noise force.
Multiparameter fractional white noise
In this section we outline how the multiparameter white noise theory for standard Brownian motion (see e.g. [HKPS] , [HØUZ] or [K] ) can be extended to fractional Brownian motion. In the 1-parameter case such an extension was presented in [HØ] . The following outline will follow the introduction in [HØZ] closely.
Fix a parameter dimension d ∈ N and a Hurst parameter 
In fact, we have (see [HØ, Lemma 2.1] for the case d = 1):
where we have used the fact that (see e.g. [GN, p. 404] ) 
is positive definite on S(R d ), so by the Bochner-Minlos theorem there exists a probability measure µ ϕ on S (R d ) such that
and defines a Gaussian random variable. Moreover,
Here, and in the following, E[·] = E µϕ [·] denotes the expectation with respect to µ ϕ .
In particular, we may define
where
Using (2.10)-(2.11) and Kolmogorov's criterion, we see that B H (x); x ∈ R d is a Gaussian process and it has a continuous version. Furthermore, we see that
It is this version of B H (x) we will use from now on.
The stochastic integral of f with respect to the fractional Brownian motion B H (x) is the Gaussian random variable on Ω defined by
Note that this is a natural definition from the point of view of Riemann sums:
If f n is a simple integrand of the form
then (2.13) gives
Note that from (2.14) and (2.11) we have the fractional Ito isometry
As in [HØZ] we now proceed in analogy with [HØUZ] (as done in [HØ] in the 1-parameter case) to obtain a multiparameter fractional chaos expansion:
be the standard Hermite polynomials and let
be a fixed ordering of N d with the property that
and we write
Then just as in [HØ, Lemma 3 .1] we can prove
Lemma 2.2 There exists a locally bounded function
In particular, if we put
then by (2.14) we get
As is well-known in a more general context (see e.g. [J, Theorem 2 .6]) we have the following Wiener-Itô chaos expansion theorem (see also [DHP] and [HØ] ):
Moreover, we have the isometry,
In particular, for d-parameter fractional Brownian motion we get, by (2.12),
)
Next we proceed as in [HØUZ] to define the multiparameter fractional Hida test function space (S) H and distribution space (S) * H : 
Definition 2.5 a) (The multiparameter fractional Hida test function spaces) For k ∈ N define (S) H,k to be the space of all
with the inductive topology. Then (S) *
H becomes the dual of (S) H when the action of G ∈ (S) * H given by (2.26) on ψ ∈ (S) H given by (2.24) is defined by
Example 2.6 (Multiparameter fractional white noise)
Then as in [HØ, Example 3.6] 
by (2.23). Therefore B H (x) is differentiable with respect to x in (S) * H and we have
This justifies the name (multiparameter) fractional white noise for W H (x).
The Wick product is defined just as in [HØUZ] and [HØ] :
H and is given by
We now use multiparameter fractional white noise to define integration with respect to multiparameter fractional Brownian motion, just as in [HØ, Definition 3.11] for the 1-parameter case: 
The linear heat equation driven by fractional white noise
In this section we illustrate the theory above by applying it to the linear stochastic fractional heat equation
Here W H (t, x) is the fractional white noise with Hurst parameter H = (H 0 , H 1 (t, x) replaced by a bounded deterministic function) it is natural to guess that the solution will be
where G t−s (x, y) is the Green function for the heat operator 
∆. It is well-known [D] that G is smooth in (0, T ) × D and that
where the notation X ∼ Y means that
for some positive constant C < ∞ depending only on D.
We use this to verify that U (t, x) ∈ S * H for all (t, x) ∈ [0, ∞) ×D: Using (2.29) we see that the expansion of U (t, x) is
In the following C denote constants, not necessarily the same from place to place. From Lemma 2.2 and (3.7) we obtain that
Here we used the fact |α (k) | ≤ k, which is the consequence of the special order. Hence
, for all t, x. In fact, this estimate also shows that U (t, x) is uniformly continuous as a function from [0, T ] ×D into (S) * H for any T < ∞ and that U (t, x) satisfies (3.2) and (3.3). Moreover, by the properties of G t−s (x, y) we get from (3.4) that
In the standard white noise case (H i = 1 2 for all i) the same solution formula (3.4) holds. In this case we see that the solution U (t, x) belongs to L 2 (µ) (µ being the standard white noise measure) iff
R)
n and we put
Next, consider the fractional case 
Substituted into (3.13) this gives
Combined with the requirement q(2H i − 2) > −1 we obtain from this that
We summarize what we have proved:
Theorem 3.1 a) For any space dimension n there is a unique strong solution
H of the fractional heat equation (3.1)-(3.3). The solution is given by
and for i = 1, . . . , n then (3.17) reduces to the condition n = 1 which we found for the standard white noise case (3.12).
Remark 3.3
In [H1] (and more generally in [H2] ) the heat equation with a fractional white noise potential is studied:
There it is shown that if
, 1) for i = 0, 1, . . . , n and
The quasilinear stochastic fractional heat equation
Let f : R → R be a function satisfying
where L and M are constants.
In this section we consider the following quasi-linear generalization of equation (3.1)-(3.3):
where U 0 (x) is a given bounded deterministic function on R n . We say that U (t, x) is a solution of (4.3)-(4.4) if
for all ϕ ∈ C ∞ 0 (R n ). As in Walsh [W] we can show that U (t, x) solves (4.5) if and only if it satisfies the following integral equation
is the Green function for the heat operator
For the proof of our main result, we need the following two lemmas. Let 0 < α < 1. Define, for u > 0,
, where C is a constant independent of y and u.
Proof. In the proof, we will use C to denote a generic constant independent of y and u. First,note that
By Hölder inequality,
Let F (y 1 , y 2 , . . . , y n ) denote a function on R n .
Lemma 4.2 Let h
Asume that F and all its partial derivatives of first order are integrable with respect to the Lebesgue measure. Then
Proof. Observe that
Integrating the equation (4.11), we get
Our main result is the following:
Then there exists a unique
L 2 (µ ϕ )-valued random field solution U (t, x); t ≥ 0, x ∈ R n of (4
.3)-(4.4). Moreover, the solution has a jointly continuous version in
Dividing R into regions {z; |z − y| ≤ 1} and {z; |z − y| > 1}, we see that a slight modification of the arguments in Section 4 gives that E µϕ [V 2 (t, x)] < ∞, so V (t, x) exists as an ordinary random field. The existence of the solution now follows by usual Picard iteration: Define U 0 (t, x) = U 0 (x) (4.13) and iteratively
µϕ for all j. We have
It follows that the sequence {U j (t, x)} ∞ j=1 of random fields converges in L 2 (µ ϕ ) to a random field U (t, x). Letting k → ∞ in (4.10) we see that U (t, x) is a solution of (4.3)-(4.4). The uniqueness follows from the Gronwall inequality. It is not difficult to see that both
are jointly continuous in (t, x) . So to finish the proof of the theorem it suffices to prove that V (t, x) has a jointly continuous version. To this end, consider for h ∈ R
By the estimate in (3.15) it follows that
To estimate the second term on the right hand side of (4.15), we use (2.15) and proceed as follows: 
