SUMMARY This paper addresses the problem of voice activity detection (VAD) in noisy environments. The VAD method proposed in this paper is based on a statistical model approach, and estimates statistical models sequentially without a priori knowledge of noise. Namely, the proposed method constructs a cleanpeech/silence state transition model beforehand, and sequentially adapts the model to the noisy environment by using a switching Kalman filter when a signal is observed. In this paper, we carried out two evaluations. In the first, we observed that the proposed method significantly outperforms conventional methods as regards voice activity detection accuracy in simulated noise environments. Second, we evaluated the proposed method on a VAD evaluation framework, CENSREC-l-C. The evaluation results revealed that the proposed method significantly outperforms the baseline results of CENSREC-l-C as regards VAD accuracy in real environments. In addition, we confirmed that the proposed method helps to improve the accuracy of concatenated speech recognition in real environments. key words: voice activity detection, statistical model, switching Kalman filter, noisy environment, CENSREC-l-C
Introduction
Voice activity detection (VAD) that automatically detects a period of target human speech from a continuously observed signal is one of the most important techniques for speech signal processing. VAD is widely used in various speech signal processing techniques, e.g., speech enhancement, speech coding for cellular or IP phones, and the frontend processing of automatic speech recognition.
VAD usually consists of two parts: a feature extraction part and a decision part. The feature extraction part extracts acoustic features for speech/non-speech discrimination, and the traditional features are the zero-crossing rate and the energy difference between speech and non-speech [1] . However, these parameters are not robust in the presence of interference noises, thus several noise robust features have been proposed [2]- [5] . These parameters can improve VAD accuracy. However, the improvement range decreases with degradation in the signal to noise ratio (SNR). When the SNR is low, the discriminative characteristics of the feature parameter unavoidably degrade due to the strong noise energy, even if a noise robust feature parameter is used. Consequently, differences between speech and non-speech become ambiguous, which makes it difficult to achieve sufficient VAD accuracy with a low SNR. This problem indicates the difficulty of achieving robust VAD by feature extraction alone and the importance of a decision mechanism. If a robust decision mechanism is introduced into VAD , the accuracy will improve, even if the discriminative characteristics of the feature parameter are ambiguous. In this paper, we focus on a decision mechanism for noise robust VAD.
A statistical model-based VAD technique has been proposed as a robust decision mechanism by Sohn et al. [6] . This method defines a speech/non-speech state transition model, and calculates the likelihood ratio of a speech state to a non-speech state by using a hidden Markov model (HMM)-based hang-over scheme that is equivalent to forward probability estimation. The speech and non-speech states of the observed signal are distinguished by thresholding the likelihood (forward probability) ratio, and the signals assigned to the speech state are extracted as the speech period. Sohn's method calculates the likelihood of each state by using a pseudo-method, i.e., a priori and a posteriori SNR-based approaches [7] . However, the estimation error of each SNR seriously affects the VAD accuracy. With respect to this problem, the positive utilization of suitable statistical models of each state will provide an accurate likelihood, because likelihood calculation with elaborate models is more flexible than the SNR-based approach.
Moreover, Sohn's method performs robustly in noisy environments; however, the performance is restricted to specific environments. Namely, assumptions of stationary noise environments and a priori knowledge of noise are indispensable to Sohn's method. In most cases, a noise observed in the real world has non-stationary characteristics and it is not known in advance. Thus, robustness in the presence of non-stationary noise and the absence of a need for a priori knowledge of noise are the most important factors for actual robust and useful VAD in the real world.
For VAD with such assumptions, we propose a technique based on a switching Kalman filter. The proposed method constructs a clean speech/silence state transition model in advance, and the noise model is sequentially updated by using a Kalman filter when a signal is observed. After the noise model has been updated, a noise adapted model, i.e., a model with a speech (clean speech+noise) state and a non-speech (silence+noise) state is composed by using probability density functions (PDFs) of a clean speech state or a silence state and an updated noise model. With the method, the Kalman filter for noise updating is formulated by using the PDF parameters of the clean speech (1) 
The joint probability p (O0:t, qt) can be represented by the recursive formula of Eq. (2) based on the first order Markov chain, and is usually called the forward probability a1 ,t. Thus, Eq. (2) 
Consequently, Sohn's method defines the statistical model as a matter of form, and actually calculates ratio of bj(Ot) by using a priori and a posteriori SNR's .
By using the ratio of bj(Ot), the likelihood ratio Rt is given by (9) 3. VAD Based on Switching Kalman Filter
Definition of State Transition Model
With the proposed method, we calculated bj(Ot) using PDFs, because an LRT with PDFs is more flexible and applicable than the conventional a priori and a posteriori SNRbased approach. As the PDFs for the LRT, we chose a Gaussian mixture model (GMM) modeled in the log-Mel spectral domain as follows: 
Here, we assume that the state transition processes of qt and Nt are mutually independent, thus, the joint probability is given by (14) In (13), ct,t-1 is always set at 1, because we assume that the noise has a sequential state transition process. Thus, Eq. (14) is simplified as (15) On the other hand, when we focus on the state transition model of noise shown in Fig. 2 , it is also given by the following equation. This equation is completely equivalent to a statistical representation of a Kalman filter [9] , [10] .
If the probability (state) variable qt is added to Eq. (16), the statistical process is equivalent to Eq. (13). This means that Eq. (13) we down-sampled the data to 8kHz. As noise data, we recorded real environmental sounds at an airport and on a street. The noise data were added to the clean speech data at SNRs of 0, 5, and 10dB. Because environmental sounds are not stationary, we adjusted the SNR so that the power peaks of the speech and noise data within the period of an utterance were the same. Different noise intervals were added to different utterances. The feature extraction conditions are detailed in Table 1 . We trained the silence and clean speech GMMs with 32 mixture distributions by using phonetically balanced Japanese sentences. The amount of training data was 5,050 utterances spoken by 101 speakers. The feature parameters were the same as those shown in Table 1 .
The state transition probabilities and the covariance matrix of driving noise were set at= {0.90, 0. 10, 0.45, 0.55) and W 1 0.001, respectively.
The evaluation criteria are the false rejection rate (FRR) and the false acceptance rate (FAR) as shown by Eqs. (38) and (39), respectively. FRR=NFR/Ns•~100 [%] (38)
where Ns, Nns, NFR, and NFA are the total number of speech frames, the total number of non-speech frames, the number of speech frames detected as non-speech frames, and the number of non-speech frames detected as speech frames, respectively. Reference VAD labels were generated by employing the hand-labeled transcription, which includes temporal information about the speech-onset, speech-offset, and pause. FAR and FRR are controlled by a threshold or certain parameters, and have a trade-off relationship. Thus, we draw the receiver operating characteristics (ROC) curves by using several FARs and FRRs, which are obtained by changing the threshold from 0.1 to 10,000.0.
In the experiment, we compared the proposed method with following conventional methods. In each method, the frame length and the frame shift length were same as those given in Table 1. Sohn's method [6] : VAD, a priori and a posteriori SNR-based approach. Linear frequency (not Mel frequency) complex spectra were used for estimation of a priori and a posteriori SNR. The Fourier trans form order M was 256. Noise variance ANm was estimated by using the first ten frames of the observed signal. be described by using GMMs. With this assumption, we can approximately fix the parameters of speech for the estimation of unknown non-stationary noise by using the GMM parameters of speech. This makes robust noise estimation possible, even if both speech and noise have non-stationary characteristics.
These are conclusive factors underlying the improvement of VAD performance by the proposed method. Table 2 shows the computational complexity of each method. The computational complexity is measured by CPU cycles and real time factor (RTF). CPU cycles is the number of executed CPU command per a second and RTF given by following equation is the required processing time per one second length signal. 
In the table, computation cost of the proposed method is nearly twice that of conventional methods. However, the RTF of the proposed method is sufficiently low for practical utility. Furthermore, VAD performance of the proposed method more than makes up for its computation cost.
The feature parameter used in the proposed method is the log-Mel spectrum, which is not generally a noise robust parameter. If we use robust feature parameters, i.e., those described in [4], [5], we will obtain more accurate VAD results. Thus, in further research, we plan to combine the proposed method and robust feature extraction.
In addition, finding the optimum threshold is a crucial factor of VAD techniques. The optimum threshold may be decided by an adaptive algorithm, e.g., the algorithm described in [15] . However, the optimum threshold depends on the application of the VAD technique. If VAD is applied to speech coding, the threshold is typically adjusted to a value which makes the FRR small, because to reject speech frames is undesirable. On the other hand, if VAD is applied to the speech recognizer used in a apoken dialogue system, the threshold is usually adjusted to a value which makes the FAR small, so as to restrict the incorrect action caused by insertion error of speech recognition. Thus, the threshold should be decided according to the target application. The ROC curve may be a reasonable evaluation criterion for VAD, because it helps choose a threshold resulting in the required VAD performance of a certain application. 
Experiments with Using CENSREC-l-C

CENSREC-I-C
The proposed method was also evaluated by using CENSREC-I-C [8]. CENSREC-I-C was designed as an evaluation framework for VAD in noisy environments and has two types of evaluation data sets, i.e., simulated data and real recorded data. In this study, we chose the real recorded data set for the evaluation. The data was recorded in two real noisy environments (a restaurant and a street) with two different sound pressure levels (average 60dBA: high SNR and average 70 dBA: low SNR). The data was originally recorded at a sampling rate of 48kHz (with 16 bit quantization), and was down-sampled to 8kHz. There were ten speakers (five males and five females). The recorded speech consisted of four files per subject. A single file included 8-10 utterances of continuous numbers consisting of 1-12 digit numbers with two-second intervals for each utterance in each noisy environment and under each SNR condition. The correct segment labels were manually tagged.
Experimental Results with Using CENSREC-I-C
In the evaluation, we compared the VAD performance of the proposed method with the CENSREC-I-C baseline. The baseline VAD technique of CENSREC-I-C is energy-based VAD with adaptive thresholding [8] .
The feature extraction conditions of the proposed method are same as those in Table 1 . The state transition probabilities and the variance of the driving noise are also same as the conditions in Sec. 4.1 The silence and clean speech GMMs with 32 Gaussian distributions were trained by using clean speech data for the HMM training of CENSREC-1(AURORA-2J) [16] . The training data consisted of 8,440 utterances spoken by 110 speakers.
The first evaluation is a frame-level evaluation. The evaluation criteria are FRR and FAR given by Eqs. (38) and (39), respectively. Table 3 shows the results of a frame-level evaluation. In the table, the top and bottom sections show the baseline results for CENSREC-I-C and the results obtained with the proposed method, respectively. The results in Table 3 were obtained by adjusting the threshold to make the average FRR and FAR approximately equal. As seen in the table, the proposed method significantly reduces both FRR Table 3 VAD results for frame-level evaluation. 
where N, Nc, and Nf denote the total number of speech utterances, the number of correctly detected utterances, and the number of incorrectly detected utterances, respectively. Table 5 Utterance correct rate for the speech periods of isolated digit (%). Table 6 Speech recognition results with VAD (%).
of restaurant noise is utterances of other speakers. In this environment, the noise estimation and the LRT based decision confuse target speaker's utterance with those from other speakers. Since most of other speakers' utterances come from further away than the target speaker, the low frequency component of other speaker's utterances may be attenuated, Thus, the confusion can be improved by focusing the low frequency component of observed signal. Next, to evaluate convergence performance of the proposed method, we carried out an evaluation by using a speech data with extremely short time duration. In this evaluation, we used only speech periods of isolated digit contained in the real data of the CENSREC-I-C.
The number of isolated digit in a noise environment is 99, and the average utterance duration is approximately 0.37 seconds. To evaluate correctness of short time speech detection, utterance correct rate is used for the evaluation criterion. Note that the improvement in speech recognition accuracy depends on the type of noise.
