the irregular structure of the regions, various approaches are investigated for the parallelization. Results are given for images of various sizes at various compression ratios. Furthermore, three different segmentation techniques are used to our experiments. In this way, a comparison of these methods for coding purposes is also performed. Advantages and disadvantages of each method are pointed out. Additionally, the parallel implementation yields a system that is flexible to the change of standards and provides an insight into the design of parallel VLSI chip-sets for faster coding.
INTRODUCTION
The number of coefficients (Nc) to be calculated for each region is determined as Nc=a*np, where np is the number of points in the region and 0 1 < ≤ D . The compression factor is determined from a. As this paper deals with the parallel implementation of SIC, no attempt was made to optimise the value of a at a given compression ratio.
Segmented Image Coding (SIC) is a relatively new technique for image compression. The image is partitioned into regions of slowly varying intensity. The contours separating the regions are coded, e.g., by chain codes, while the image intensity inside an image region is approximated by a linear combination of base functions. At high compression ratios, SIC allows a better subjective image quality than block transform coding as JPEG (1) . Objectionable blocking effect does not appear and a faithful reproduction of the regions can be obtained since no high frequency information exists inside the regions (assuming a very good segmentation). This makes SIC suitable for very low bit rate coding and progressive transmission of images.
WEAKLY SEPARABLE BASES
In SIC, the image intensity [ m n ! of a region Ω is approximated by a weighted sum of orthogonal base functions:
was proposed by Philips (2) . The base B is weakly separable (WS), i.e. its basis functions
= 0 . This property allows B to be generated much more quickly by using less memory. The precise computation and storage requirements depend on the shape and the size of the region. It has been shown by Philips and Christopoulos (3) that, in the case of an image of size 256x256 pixels, this set of basis functions produces almost identical results with the base functions of Gilge (4), while it requires 4-5 times less memory and is 8-30 times faster. The approximation of the image intensity in a region is described in detail in (2) . Parts of this are reviewed below and results are given.
where > is a suitably chosen index set and the coefficients $ P Q are determined such that the total squared approximation error I I − ′ is minimal (least squares approximation). As the base functions are normalised and mutually orthogonal, the mean square coefficients are $ I 3
Let Ω be the union of N different rows 
of degree ^associated with the row G _ , i.e.
= 0 1 satisfy the three-term recurrence relation and therefore can be generated quickly (2) . The coefficients can be computed as:
process a big region, the other CPU's can continue processing the other small regions. The only problem is when the last region of the image is relatively big. Then only one CPU will be working while the others will remain idle. In this case, a sorting of the regions can be performed initially so that big regions are processed first.
The execution times achieved with up to 4 processors for different image sizes NxN and different values of a are tabulated in Table 1 . Figure 1 depicts the speedup achieved for the 1024x1024 image "cameraman" for different number of CPU's. Similar results were obtained for the other test images as "Lena" and "peppers". It has, however, to be pointed out that in the case that a very large region exist in an image, the results of Table 1 are not valid. For example, it was observed that in a 512x512 magnetic resonance image, in which an (almost) black background of more than half of the image pixels were existed, the maximum speed-up obtained was 1.5. However, normally in such cases the background will be represented by its mean value and no time will be spent for calculating coefficients which do not improve the image quality.
where
SIC methods are computational intensive. This is due to the fact that the set of basis functions has to be generated for each region since the shape and size of the regions is not known in advance. This reduces the advantage of SIC as compared to conventional methods.
Alternative Parallelization Approaches
The above described method of parallelization is not unique. The following approaches were also investigated: THE PARALLEL SIC a) Each CPU has the same number of regions to process. This does not guarantee that the CPU's will have the same load, since some regions might be very big while others very small. However, no synchronisations are required in this approach except at the end of the whole computation.
Efficient parallelization can only be achieved when all the CPU's are working simultaneously and require the minimum synchronisation. Furthermore, The CPU's must have a lot of work to perform between the synchronisations. For the multithread approach of SUN architecture, the "mutex lock" is a way of synchronising threads. Mutex locks are typically used to ensure that only one thread at a time executes a section of code (called the critical section) that accesses or modifies some shared data. They are also the most efficient mechanism in both memory use and execution time.
b) The image is divided into a number of parts (subimages) equal to the number of CPU's. Each CPU picks a part of the image to process. If a region belongs to more than one subimage, it is decided arbitrarily to be processed by the CPU that is allocated the upper subimage. Although such an approach would be efficient in a JPEG approach (in which the computational load is fixed for each subimage due to its block structure), it is not in SIC methods, since it does not guarantee that the load of each CPU is equivalent.
Initially, a number of threads is created equal to the number of CPU's available in the system. Each thread is allocated one region to process. When a thread picks a region, it modifies the pointer so that the next unprocessed region can be picked by another thread. Threads run in parallel and compute the SIC coefficients of their region by means of the method described in (2) which was briefly outlined in the second section. When the whole computation finishes, the SIC coefficients are stored.
The approaches (a) and (b) were tested but because of the non-uniform balancing of the work, the maximum speedup achieved was 2.2 (with the 4 CPU's) for the same 1024x1024 size images.
The alternative approach would be that of assigning the CPU's to process each region in parallel. However, it would require the creation and synchronisation of many more threads than in the above described approaches, The above method guarantees that all processors are working continuously with a small number of synchronisations. Even in the case that one CPU has to resulting in reduced performance. Such an approach might be suitable for the design of VLSI chips or when the interest is concentrated on a specific (and relatively big) region. specified compression by segmenting the image in fewer regions than the other algorithms. Furthermore, the number of regions in which an image must be segmented can not be specified in (6) in contrast to the RSST and the modified edgmentation algorithm using the merging cost function as defined in eq. (4). In addition, the merging of the regions according to the algorithm in (6) is based on the absolute difference of the mean value of the regions while in (1) merging is based on the minimization of the sum square error between the original and the segmented image. This gives a better image representation from both the subjective and the coding rates points of view. One major drawback of the RSST algorithm is the number of contour points produced as well as their shape. Because of the fact that the RSST starts from a pixel level, the produced contours are rough and the number of regions has to be decreased in order to achieve a certain compression.
SIC AND THE SEGMENTATION
The results presented above were validated with three different segmentation techniques on various images. The segmentation methods used are: the "edgmentation" algorithm of Deklerck et al (5), the Recursive Shortest Spanning Tree (RSST) algorithm of Biggar et al (1) and the method of Marques et al (6). The merging step of the edgmentation algorithm in (5) (which was based on the absolute difference in the mean value between neighbourhood regions) was modified to take into account the edge information existing in the image and to give the ability to control the number of regions
is defined, as the cost for merging region j to region i (the label of region j will become the same as the label of region i) as follows:
The results of the three segmentation algorithms at a compression ratio of about 40:1 are shown in Figures 4, 5, and 6 (where the regions are represented by their mean value). The original image "cameraman" is shown in Fig. 3 . Clearly, the results obtained with method (5) and the cost function of eq. (4) are better than those of the other two algorithms. Also, the reconstructed images at lower compression ratios using the basis functions of (2) were better for the image segmented according to the method in (2) . The results show the importance of the segmentation algorithm in SIC.
where J L M Parallelization of the segmentation algorithm is a research topic in itself, which was not considered in this paper but on which we will focus our attention in future research.
CONCLUSIONS
The parallel implementation of SIC methods was investigated. Although SIC is more useful at high compression ratios, Figure 1 and Table 1 show that the speed-up achieved by parallelizing is more significant at low compression ratios (large values of a). Additionally, Table 1 and Fig. 1 , can be used in the selection of the appropriate number of processors through the analysis of cost / processor and performance. SIC requires storage (or transmission) of the contours separating the regions. For realistic reasons, 1.6 bits/contour pixel is assumed, although 1.3 bits/contour pixel could be used as in (3) .
In our tests, three different segmentation algorithms were used. This allowed a comparison of them in terms of number of contour points produced, quality of contours, visual quality of segmented image and compression ratio. Table 2 gives the compression ratios and the number of regions obtained with the three segmentation techniques. In each case it is assumed that only the mean value of each region is coded with 8 bits. Figure 2 shows the relation between the number of regions and the compression achieved using the three segmentation techniques. The diagram can be used to determine in how many regions an image must be segmented in order to achieve a specified compression. It is observed that the RSST algorithm achieves a 6. Marques F, Cunillera J and Gasull A, 1992, "Hierarchical segmentation using compound-Markov random fields" ,Proc. of ICASSP 92, 3, San Francisco, 53-56 
