























































































































































































































































































































































































































































































































































































Ａ 9. Stdv． Avg，Stdv１
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ReinfbrcementLearning(Ⅲ)isalearningmethodbytrial-and-errorsearchanddelayedreward,ａｎｄ
ＲＬｉｓｅｘｐｅｃｔｅｄａｓａｔｅｃｈｎｏｌｏｇｙｔｏapplytorealworldproblemsTheproblemscontainingthestateof
DeadLockappearinrealworldproblems・ＩｆａｇｅｎｔｉｓｉｎｔｈｅｓｔａｔｅｏｆＤｅａｄＬｏｃｋ，agentcannotsolvea
problem、IntheproblemcontainingDeadLock,itisimportanttoverifytheperfbrmanceofRL-agent・
However,ａｓｆａｒａｓｗｅｋｎｏｗ，thereisnoresearchreportwhichverifiesitsofam
lnthispaper，weinvestigatetheperfbrmanceofRL-agentusingProfitSharing，andevaluateitin
theenvironmentcontainingDeadLock、ＷｅｔａｋｅｕｐｔｈｅＳｏｋｏｂａｎｐｒｏｂｌｅｍａｓｏｎｅoftheenvironment
containingDeadLock，IbevaluateRL-agentinanenvironmentcontainingDeadLock，wetestvarious
environmentsusingRL-agent、WealsodescribeanimprovingpointwhenRL-agentsolvesSokoban．
