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Salah Laghrouche, Mohamed Harmouche,
and Yacine Chitour
Abstract
In this paper, we present a Lyapunov-based homogeneous controller for the stabilization of a
perturbed chain of integrators of arbitrary order r ≥ 1. The proposed controller is based on
homogeneous controller for stabilization of pure integrator chains. The control of homogeneity
degree is also introduced and various controllers are designed using this concept, namely a
bounded-controller with minimum amplitude of discontinuous control and a controller with
fixed-time convergence. The performance of the controller is validated through simulations.
I. INTRODUCTION
The problem of finite-time stabilization of a perturbed integrator chain arises in many
control applications. For example, electromechanical systems such as motorized actuators
or robotic arms are modeled as perturbed double integrators [1]–[3]. Another application
is in Higher Order Sliding Mode Control (HOSM) [4], which can be formulated as the
stabilization of an auxiliary system arising as a perturbed integrator chain built from the
output and its higher time derivatives [5]. The finite-time stability problem was addressed
in relation with homogeneous systems in [6], and homogeneity concept was used for
stabilization of linear systems in [7]. In [8], the link between finite-time stabilization and
homogeneity of a system was established, and it was shown that a homogeneous system is
finite-time stable if and only if it is asymptotically stable and has a negative homogeneity
degree. This result has, since then, been used for the development of many controllers for
pure and perturbed integrator chains. A homogeneous nonsmooth proportional-derivative
controller for robot manipulators (double integrator system) was developed in [2]. This
work was generalized for an arbitrary-length integrator chain in [9]. In [10] and [11],
negative homogeneity was used for the finite-time stabilization of a class of nonlinear
systems that includes perturbations at each integrator link.
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Among Sliding Mode techniques, the homogeneity approach was used in [12], [13],
to demonstrate finite-time stabilization of the arbitrary order sliding mode controllers
for Single Input Single Output (SISO) systems [14]. A robust Multi Input Multi Output
(MIMO) HOSM controller was also presented in [15], using a constructive algorithm
with geometric homogeneity based finite-time stabilization of an integrator chain. A
controller, which stabilizes a perturbed integrator chain of arbitrary length using only
the signs of state variables, was presented in [16]. A Lyapunov-based approach for
arbitrary HOSMC controller design was first presented in [17]. In these works, it was
shown that a class of homogeneous controllers that satisfies certain conditions, could be
used to stabilize perturbed integrator chains.
In this paper, we present a continuation of [17], and develop a Lyapunov-based robust
controller for the finite-time stabilization of a perturbed integrator chain of arbitrary
order, with bounded uncertainty. The main focus of this paper is to obtain various
properties in the controller by changing the degree of homogeneity. The homogeneous
controller for perturbed integrator chains is developed from a discontinuous Lyapunov-
based controller for pure integrator chains. It is then demonstrated that the homogeneity
degree can be controlled in the neighborhood of zero, such that the amplitude of discon-
tinuous control is kept to its minimum possible value when the states have converged. It
is also shown that the recently developed “Fixed-Time” stability notion can be achieved
by changing the homogeneity degree. Fixed-time stability was first introduced in [18];
this term refers to the finite-time stabilization of systems with uniform convergence, i.e.
the convergence time is bounded and independent of the system’s initial state. In [19]
and [20], uniform convergence to a neighborhood of the origin was demonstrated for
second order systems and arbitrary order respectively. In [21], fixed-time convergence
controllers were developed for linear systems, insuring guaranteed convergence exactly
to zero. Based on the control of homogeneity degree, the controller presented in this
paper ensures fixed-time convergence to zero of a perturbed chain of integrators.
The paper is organized as follows: the problem formulation as well as the motivation
and contributions of the paper are discussed in Section 2. The controller design is
presented in Section 3 and its special cases are demonstrated in Section 4. Simulation
results are shown in Section 5 and concluding remarks are given in Section 6.
II. PROBLEM FORMULATION, MOTIVATION AND CONTRIBUTION
The mathematical formulation of the perturbed integrator chain problem is developed
first. Then, the motivation behind using homogeneity based controllers and the contri-
bution of this paper are presented.
A. Problem Formulation
Let us consider an uncertain nonlinear system:{
x˙(t) = f(x, t) + g(x, t)u,
y(t) = s(x, t),
(1)
where x ∈ Rn is the state vector and u ∈ R is the input control. The sliding variable
s is a measured smooth output-feedback function and f(x, t) and g(x, t) are uncertain
smooth functions. It is assumed that the relative degree, r of the system [22] is globally
well defined, uniform and time invariant [5] and the associated zero dynamics are asymp-
totically stable. For autonomous systems, r is the minimum order of time derivatives
of the output y(t) in which the control input u appears explicitly. This means that, for
suitable functions ϕ˜(x, t) and γ˜(x, t), we obtain
y(r)(t) = ϕ˜(x(t), t) + γ˜(x(t), t)u(t). (2)
The functions γ˜(x, t) and ϕ˜(x, t) are assumed to be bounded by positive constants γm ≤
γM and ϕ¯, such that, for every x ∈ Rn and t ≥ 0,
0 < γm ≤ γ˜(x, t) ≤ γM , |ϕ˜(x, t)| ≤ ϕ¯. (3)
Defining s(i) := d
i
dti
y; the goal of rth order sliding mode control is to arrive at, and keep
the following manifold in finite-time:
s(0)(x, t) = s(1)(x, t) = · · · = s(r−1)(x, t) = 0. (4)
To be more precise, let us introduce z = [z1 z2 ...zr]T := [s s˙... s(r−1)]T . Then (4) is
equivalent to z = 0. Since the only available information on ϕ˜(x, t) and γ˜(x, t) are the
bounds (3), it is natural to consider a more general control system instead of System
(2), such as
z˙i = zi+1, i = 1, · · · , r − 1, z˙r = ϕ(t) + γ(t)u, (5)
where the new functions ϕ and γ are arbitrary measurable functions that verify the
condition
(H1) ϕ(t) ∈ [−ϕ¯, ϕ¯] , γ(t) ∈ [γm, γM ] . (6)
The objective of this paper is to design controllers which stabilize System (5) to the
origin in finite-time . Since these controllers are to be discontinuous feedback laws
u = U(z), solutions of (5) will fall in the realm of differential inclusions and need to
be understood here in Filippov sense, i.e. the right hand vector set is enlarged at the
discontinuity points of (5) to the convex hull of the set of velocity vectors obtained by
approaching z from all the directions in Rr, while avoiding zero-measure sets [23].
B. Motivation behind Homogeneity based control
The main motivation behind this paper is to develop a Lyapunov-based universal
homogeneous controller for an arbitrary order perturbed integrator chain represented
by System (5). The insistence upon homogeneity based control is due to the fact that
varying the controller’s homogeneity degree produces different interesting results.
Definition 1. The sign function is a multi-valued function defined on R by sign(z) =
z/ |z| if z 6= 0 and sign(0) = [−1, 1]. Moreover, if α ≥ 0 and a ∈ R, we use ⌊a⌉α
to denote |a|α sign(a). Then, for a, b ∈ R and α > 0, it holds sign(⌊a⌉α − ⌊b⌉α) =
sign(a− b).
Let us present some observations that were made in [18]. Considering the following
one-dimensional differential equation
z˙ = ω(z) = −c ⌊z⌉α . (7)
where α ≥ 0, c > 0. The degree of homogeneity of Equation (7) is κ = α − 1 and
this system is stable for all c > 0 and α ≥ 0. However, different characteristics can be
obtained in the system, depending upon the value of α:
• α = 0: the convergence to zero occurs in finite-time. The controller ω(z) is uni-
formly bounded for z ∈ R but discontinuous at z = 0;
• 0 < α < 1: the convergence to zero occurs in finite-time. The controller ω(z) is
unbounded and tends to zero as |z| → 0;
• α > 1: the convergence to zero is asymptotic, however the convergence time to
the sphere B(0, 1) = {z ∈ R : ‖z‖ < 1} is uniformly bounded by a constant. The
controller ω(z) is unbounded. the set B(0, ǫ) = {z ∈ Uˆ : V (z) < ε} is fixed-time
attractive.
Let us now consider a perturbed integrator, i.e. (7) is replaced by the following differential
inclusion:
z˙ ∈ [−ϕ¯,+ϕ¯] + u(z) [γm, γM ] , (8)
where γm ≤ γM and ϕ¯ are arbitrary positive constants. The observations mentioned above
can be extended to System (8) by applying a control of the form u = 1
γm
(ω(z) + ϕ¯sign(ω(z)))
[17]. In addition, manipulation of homogeneity degree κ leads us to controllers with the
following properties:
• fixed-time unbounded controller: switch from κ1 > 0 to κ2 < 0 when z reaches the
sphere B(0, 1).
• uniformly bounded controller, with reduced amplitude of discontinuous control as
z converges to zero: switch from κ1 = −1 to −1 < κ2 < 0.
C. Contribution
While these observations are well-known, they have so far not been exploited in
control algorithms, to the best of our knowledge. Therefore, it is interesting to develop
and study algorithms in which the homogeneity degree is varied according to the system’s
state. In this work, we extend the above observations related to homogeneous controllers
for a single integrator to the stabilization of perturbed integrator chains of arbitrary
order r ≥ 1, based on a controller which stabilizes pure integrator chains. It is shown
that, for particular choice of homogeneity degree, a bounded Lyapunov-based arbitrary
order controller can be designed, which is similar in structure to Levant’s well-known
homogeneous controller [14]. The existence of the Lyapunov function provides the added
advantage of analytical tuning of controller parameters. It is also demonstrated that a
bounded controller is synthesized using a change of homogeneity degree, such that the
controller has a reduced amplitude at z = 0. Then a fixed-time controller is obtained,
also by controlling the homogeneity degree.
III. CONTROLLER DESIGN
We will now develop the controller in two steps. The stabilization of a pure integrator
chain will be considered first. Then the study is extended to the case of a perturbed
integrator chain.
A. Useful definitions, lemmas and theorems
We need the following definitions to state our results. Consider the differential system
z˙ = f(t, z), z ∈ Rr. (9)
Definition 2. [21], [24] The equilibrium point z = 0 of System (9) is said to be locally
finite-time stable in a neighborhood Uˆ ⊂ Rr if (i) it is asymptotically stable in Uˆ ; (ii) it
is finite-time convergent in Uˆ , i.e. for any initial condition z0, z(t, z0) = 0, ∀t ≥ T (z0),
where T (z0) is called the settling-time function. The equilibrium point z = 0 is globally
finite-time stable if Uˆ = Rr. The equilibrium point is fixed-time stable if (i) it is globally
finite-time stable; (ii) the settling-time function is bounded by a constant Tmax, i.e.
∃Tmax > 0 : ∀z0 ∈ R
r, T (z0) ≤ Tmax.
Definition 3. [21] The set S is said to be globally finite-time attractive for (9), if for
any initial condition z0, the trajectory z(t, z0) of (9), achieves S in finite-time T (z0).
Moreover, the set S is said to be fixed-time attractive for (9), if (i) it is globally finite-time
stable; (ii) the settling-time function is bounded by a constant Tmax.
Let us recall the following theorem.
Theorem 1. [8], [24] Suppose there exists a positive definite C1 function V defined on
a neighborhood Uˆ ⊂ Rr of the equilibrium point z = 0 and real numbers C > 0 and
α ≥ 0, such that the following condition is true for every trajectory z of System (9),
V˙ + CV α(z(t)) 6 0, if z(t) ∈ Uˆ , (10)
where V˙ is the time derivative of V (z(t)). (Here for α = 0, Equation (10) means
V˙ ≤ −C if z(t) ∈ Uˆ \ {0}.) Then all trajectories of System (9) which stay in Uˆ
converge to zero. If Uˆ = Rr and V is radially unbounded, then System (9) is globally
stable with respect to the equilibrium point z = 0.
Depending on the value α, we have different types of convergence: if 0 ≤ α < 1, the
equilibrium point z = 0 is finite-time stable ( [24]), if α = 1, it is exponentially stable
and if α > 1 the equilibrium point z = 0 is asymptotically stable equilibrium and, for
every ǫ > 0, the set B(0, ǫ) = {z ∈ Uˆ : V (z) < ε} is fixed-time attractive.
Proof: The argument is obvious (cf. [24] for 0 < α < 1). Let us just note that for
α > 1 with initial condition V (z(0)) = V0, an integration of V˙ + CV α ≤ 0 shows that
every trajectory enters the neighborhood defined by V (z) ≤ ε in a fixed time less than
or equal to 1
C(α− 1)εα−1
for any initial condition.
We next recall the concept of homogeneity.
Definition 4. [9] The family of dilations ζpǫ , ǫ > 0, are the linear maps defined on Rr
given by
ζpǫ (z1, · · · , zr) = (ǫ
p1z1, · · · , ǫ
przr),
where p = (p1, · · · , pr) with the dilation coefficients pi > 0, for i = 1, · · · , r.
Definition 5. [25] and [9] A differential inclusion z˙ ∈ F (z) is said to be a homogeneous
differential inclusion of degree κ ∈ R with respect to the family of dilation ζpǫ if it satisfies
Fi(ǫ
p1z1, · · · , ǫ
przr) = ǫ
pi+κFi(z1, · · · , zr), i = 1, · · · , r, ǫ > 0.
where F (z) : Rr → Rr, F (z) = (F1(z), · · · , Fr(z))T and ζpǫ is given in Definition 4.
A function Ω(z) is homogeneous of degree a > 0 with respect to the family of dilation
ζpǫ where a is a positive real number if, for every z ∈ Rr and ǫ > 0, Ω(ǫp1z1, · · · , ǫprzr) =
ǫaΩ(z1, · · · , zr).
Definition 6. Let pj , j = 1, · · · , i, κ and c given as follows
pj = 1 + (j − 1)κ, κ ∈ [−1/r, 1/r], c ≥ max(p1, · · · , pr) > 0.
The homogeneous norm Γi,c(z) for z ∈ Ri is defined by
Γi,c(z) ≡ Γi,c(z1, · · · , zi) =
(
i∑
j=1
|zj |
c/pj
)1/c
,
where Γi,c(ǫp1z1, · · · , ǫpizi) = ǫΓi,c(z1, · · · , zi), ǫ > 0. In this case, the unit sphere Si,c
is given by Si,c = {z ∈ Ri : Γi,c(z) = 1}.
The following lemmas are used in the course of some subsequent arguments.
Lemma 1. For α ≥ 1, define on R2 the functions w(b, a) = ⌊b⌉α−⌊a⌉α and W (b, a) =∫ b
a
w(s, a)ds. Then the function g(b, a) = W (b, a)
|w(b, a)|
α+1
α
is continuous on R2 \ {(0, 0}
and homogeneous of degree zero with respect to ζ (1,1)ǫ . In particular, for every β > 0,
the function gβ is uniformly bounded over R2 \ {(0, 0}.
Proof: The only fact non trivial to establish is that g is well-defined on R2\{(0, 0}.
One can assume with no loss of generality that both a and b are positive real numbers.
Set B := b/a. Then g(b, a) = g(B, 1) and we are left to prove that g(B, 1) is continuous
at B = 1. It is immediate to see that the latter fact hold true by taking the Taylor’s
expansions of both W (B, 1) and w(B, 1) in a neighborhood of B = 1.
Lemma 2. For every θ > 0, positive integer i and non negative real numbers a1, · · · , ai,
one has that (
i∑
j=1
aj)
θ ≤ max(1, iθ−1)
i∑
j=1
aθj .
Proof: The result is immediate for either i = 1 or θ ≥ 1, since it follows from the
convexity of the function x 7→ xθ defined on R+. Assume now that i > 1 and θ < 1.
Let ∆i := {a = (a1, · · · , ai) ∈ (R+)i,
i∑
j=1
aj = 1}, fi be the real-valued function given
by fi(a) =
i∑
j=1
aθj and Ci be the minimum of fi over ∆i, which is well defined since ∆i
is compact and fi is continuous. It is clear that Ci+1 ≤ Ci ≤ C1 = 1. If Ci is reached
at an interior point a¯ of ∆i, then a trivial application Lagrange’s theorem shows that all
the coordinates of a¯ are equal to 1/i implying that Ci = i1−θ > 1, which is not possible.
Then, Ci is reached at a boundary point a¯ of ∆i and a trivial induction yields the result.
Proposition 1 ( [26]). Let Ω be a positive definite C1 function, homogeneous of degree a
with respect to ζpǫ . Then, for all i = 1, · · · , r; ∂Ω/∂zi is homogeneous of degree (a−pi).
B. Stabilization of a pure integrator chain
Consider the following pure integrator chain:
z˙i = zi+1, i = 1, ..., r − 1, z˙r = u. (11)
The following Hong’s controller guarantees the stabilization of (11).
Theorem 2. [9] Let r be the order of the pure integrator chain given in (11). For
κ ∈ [−1/r, 1/r], set pi = 1 + (i − 1)κ, i = 1, · · · , r. Then there exist constants li >
0, i = 1, · · · , r, independent of κ, such that the feedback control law u = ωHκ (z) := vr
defined inductively by:
v0 = 0, vi = −li⌊⌊zi⌉
βi−1 − ⌊vi−1⌉
βi−1⌉(pi+κ)/(piβi−1), (12)
stabilizes System (11), where βi are defined by
β0 = p2, (βi + 1)pi+1 = β0 + 1 > 0, i = 1, ..., r − 1. (13)
There also exists a homogeneous Lyapunov function Vκ,r(z) for the closed-loop system
(11) with the state-feedback u, that satisfies V˙κ,r ≤ −CV (2+2κ)/(2+κ)κ,r , for some positive
constant C, independent of κ.
Remark 1. The remarkable feature of the above result lies in the explicit construction
of both the controller and the Lyapunov function that we recall next. For 1 ≤ i ≤ r,
define
wi(z1, · · · , zi) = ⌊zi⌉
βi−1 − ⌊vi−1⌉
βi−1 ,
Wi(z1, · · · , zi) =
∫ zi
vi−1(z1,...,zi−1)
wi (z1, ..., zi−1, s) ds,
=
1
βi−1 + 1
(
|zi|
βi−1+1 − |vi−1|
βi−1+1
)
− ⌊vi−1⌉
βi−1 (zi − vi−1) .
Then the Lyapunov function Vκ,r is defined by Vκ,r(z) =
r∑
i=1
Wi(z1, · · · , zi).
We present next a modified version of Hong’s controller denoted ωHMκ which also
guarantees the stabilization of (11).
Theorem 3. Let r be the order of the pure integrator chain given in (11). For κ ∈
[−1/r, 0], set pi = 1+ (i− 1)κ, i = 1, · · · r, and let c be a positive constant such that
c ≥ max(p1, · · · , pr). Then there exist constants li > 0, i = 1, · · · , r, independent of κ,
such that the feedback control law u = ωHMκ (z) := vr defined by:
v0 = 0, vi = −liNi, i = 1, · · · , r, (14)
stabilizes System (11), where Ni =
⌊
⌊zi⌉
c/pi − ⌊vi−1⌉
c/pi
⌉(pi+κ)/c
. There also exists a
homogeneous Lyapunov function Vκ,r(z) for the closed-loop system (11) under u, that
satisfies V˙κ,r ≤ −CV (c+1+κ)/(c+1)κ,r , for some positive constant C independent of κ.
Proof: The argument largely follows the lines of [9]. For 1 ≤ i ≤ r, we define
wi(z1, · · · , zi) := ⌊zi⌉
c/pi − ⌊vi−1⌉
c/pi ,
Wi(z1, · · · , zi) =
∫ zi
vi−1
⌊s⌉
c
pi − ⌊vi−1⌉
c
pi ds,
=
|zi|
c
pi
+1
− |vi−1|
c
pi
+1
c
pi
+ 1
− ⌊vi−1⌉
c
pi (zi − vi−1) .
(15)
It can be seen that Wi is positive definite function with respect to vi−1 − zi, ho-
mogeneous with respect to ξǫp of degree (c + pi). We introduce W¯i := W δii , where
δi = (c+ 1)/(c+ pi), so that all functions W¯i are homogeneous of the same homogeneity
degree (c+ 1). We proceed to prove the theorem by induction on r.
Step 1: Consider z˙1 = u. For any l1 > 0, taking u = ωHMκ (z1) = −l1 ⌊z1⌉
(p1+κ)/p1
stabilizes the closed-loop system. The Lyapunov function Vκ,1 = W1 = |z1|1+c /(1 + c)
is homogeneous of degree c+1 and V˙κ,1 = −l1 |z1|c+p2 ≤ −η1V (c+1+κ)/(c+1)κ,1 , for some
constant η1 > 0.
Step i: Assume that the conclusion holds true till i − 1. Define the Lyapunov function
Vκ,i by Vκ,i = Vκ,i−1 + W¯i =
i∑
j=1
W¯j . Then,
V˙κ,i =
i−1∑
j=1
∂W¯i
∂zj
zj+1+wiviW
−(i−1)κ
c+pi
i + V˙κ,i−1 +
∂Vκ,i−1
∂zi−1
(zi − vi−1) ,
=
i−1∑
j=1
∂W¯i
∂zj
zj+1 − li|wi|
c+pi+κ
c W¯
−κ(i−1)
c+p1
i + V˙κ,i−1 +
∂Vκ,i−1
∂zi−1
(zi − vi−1) .
(16)
Using Lemma 1, one gets firstly that there exists ki > 0 such that for every non zero
(z1, · · · , zi), one has W¯i(z1, · · · , zi)/ |wi(z1, · · · , zi)|(c+1)/c ≤ ki and secondly
−li|wi|
c+pi+κ
c W¯
−κ(i−1)
c+p1
i ≤ −li
W¯
c+pi+κ
c+p1
i
k
c+1+κ
c+1
i
.
The fact that W¯i are homogeneous with respect to ζpǫ of degree (c + 1) for each i =
1, · · · , r, implies that Vi are homogeneous of degree (c+ 1) with respect to ζpǫ as well.
In addition, according to Proposition 1, V˙i are homogeneous of degree (c+ 1− κ) with
respect to ζpǫ . Then without loss of generality, the study can be restricted to the unit
sphere Si,c. Set
V 0i (z1, · · · , zi) :=
i−1∑
j=1
∂W¯i
∂zj
zj+1 +
∂Vκ,i−1
∂zi−1
(zi − vi−1) ,
and define S+i = {z ∈ Si,c V 0i (z1, · · · , zi) ≥ 0}. The key point is that min
z∈S+i ,κ∈[−1/r,0]
W¯
c+p2
c+p1
i >
0. One can then choose li > 0 independent of κ ∈ [−1/r, 0] such that, by setting
ηi := li/2k
c+pi+κ
c+1
i , we get V˙i ≤ −
i∑
j=1
ηjW¯
c+1+κ
c+1
j . At the final step, all parameters li are
determined, by Vκ,r(z) =
r∑
j=1
W¯j and V˙κ,r(z) ≤ −
i∑
j=1
ηjW¯
c+1+κ
c+1
j ≤ −η
i∑
j=1
W¯
c+1+κ
c+1
j ,
where η := min
1≤i≤r
ηi. Using Lemma 2, one gets that
i∑
j=1
W¯
c+1+κ
c+1
j ≥
(
i∑
j=1
W¯j
) c+1+κ
c+1
.
Finally we get V˙κ,r ≤ −ηV (c+1+κ)/(c+1)κ,r .
Remark 2. The controller ωHMr is only defined for κ ∈ [
−1
r
, 0] as one can see from
Eq. (16).
C. Stabilization of an r-perturbed chain of integrator
From the controllers ωHκ (z) and ωHMκ (z) obtained in Theorem 2 and Theorem 3, we
now proceed to the stabilization of the perturbed integrator chain presented in System
(5). The extension of Theorem 2 to the case of System (5) is based on the following
result.
Theorem 4. Let ω(z) and V (z) be respectively, a state-feedback control law stabilizing
System (11) and a Lyapunov function for the closed-loop system, which satisfy Theorem
1 and obey the following additional conditions: for every z ∈ Uˆ ,
∂V
∂zr
(z)ω(z) ≤ 0 and ω(z) = 0⇒ ∂V
∂zr
(z) = 0. (17)
Then, for arbitrary constants P,Q ≥ 1, the following control law stabilizes System (5):
u(z) = P (ω(z) +Qϕ¯sign(ω(z)))/γm. (18)
The function V (z) remains a Lyapunov function for the closed-loop system and satisfies
Condition (10). If Uˆ = Rr and V (z) is radially unbounded, then the closed-loop system
is globally stable with respect to the origin.
Proof: This theorem is a generalization of Theorem 2 of [17], where it has been
proven for P = Q = 1, and is established in the same way.
Remark 3. The controllers ωHκ (z) and ωHMκ (z) satisfy the geometric condition (17)
imposed in Theorem 4. Indeed, one gets for z ∈ Rr,
∂V Hκ,r
∂zr
ωHκ = −lr|z
βi−1
i − v
βi−1
i−1 |
2(1+κ)/piβi−1,
∂V HMκ,r
∂zr
ωHMκ = −lr|z
c/pj
j − v
c/pj
i−1 |
1+(pi+κ)/c.
Remark 4. The controller u(z) presented in Equation (18) is clearly discontinuous.
However, its absolute value |u(z)| is equal to P (|ω(z)|+Qϕ¯)γm. Then lim
‖z‖→0
|u(z)| takes
its minimal value at the origin if ω(z) vanishes there. In particular when P = Q = 1, it
has been claimed in Section 2 of [13] that in order to stabilize the uncertain System (5) by
a state-feedback controller u = u(z), it is necessary that the controller be discontinuous
at z = 0 and lim
‖z‖→0
|u(z)| ≥ ϕ¯/γm =: Mmin.
IV. DISCUSSION OF SPECIAL CASES
Let us now consider some results that arise for some specific choices of the homogene-
ity degree. First, a bounded controller with minimum amplitude Mmin of discontinuous
control at z = 0 is designed. Finally, a controller with fixed-time convergence is
synthesized.
A. Homogeneous controller with minimum amplitude of discontinuous control at z = 0
We first notice that, for κ = −1/r, if ω(z) denotes one of the controllers presented
in Theorem 2 or Theorem 3, then ω(z) is bounded and the corresponding controller u
defined as
u =
1
γm
(ω(z) + ϕ¯sign(ω(z))) ≡
lr + ϕ¯
γm
sign(ω(z)), (19)
stabilizes System (5) in finite time. Moreover, the above controller is identical to that
of Levant [14] for 1 ≤ r ≤ 2. The advantage of our controller in these cases is that the
Lyapunov function provides an analytical method of tuning the controller parameters,
whereas the tuning is empiric in Levant’s case. Unfortunately this is not the case as soon
as r ≥ 3 and one needs the delicate analysis developed in [14].
The amplitude of the discontinuous control given in Eq. (19) is equal to M =
(lr + ϕ¯) /γm. We shall now see that this amplitude can be reduced to its minimum level
Mmin = ϕ¯/γm when the state z tends to zero, by changing the degree of homogeneity.
In the following theorem, both ωκ(z) and ω¯κ(z), κ ≤ 0 represent either ωHκ and ωHMκ
and the Lyapunov function V¯κ,rcorresponds to ωHMκ .
Theorem 5. For k ∈ (−1/r, 0) and A > 0 satisfying
max
V¯k,r(z)≤A
|ω¯k(z)| ≤ lr, (20)
we define the function Uk,A(z):=
{
ω−1/r(z) if V¯k,r(z) > A,
ω¯k(z) if V¯k,r(z) ≤ A.
Then the controller u(z) := (Uk,A(z) + ϕ¯sign(Uk,A(z))) /γm stabilizes System (5) in
finite time, and u(z) is bounded with minimum amplitude of discontinuity Mmin at
z = 0.
Proof: Consider the following sets
S1 = {z ∈ R
r : |ω¯k(z)| ≤ lr}, S2 = {z ∈ R
r : V¯k,r(z) ≤ A}.
According to Condition (20), we have S2 ⊂ S1. As V˙−1/r,r(z) < 0, ∀z /∈ S2, then every
trajectory of System (5) reaches S2 in finite-time. Moreover, for z ∈ S2, Uk,A(z) is equal
to ω¯k(z), with |ω¯k(z)| ≤ lr. Therefore, as soon as a trajectory reaches S2, it will stay
in it forever since ˙¯Vk,r(z) < 0, ∀z /∈ S1, ∀z 6= 0. One concludes that every trajectory of
System (5) converges to zero in finite-time and Uk,A(z) tends to zero as z tends to zero.
As a result, ∀z ∈ Rr, |u(z)| ≤Mmin + lr/γm. and lim
‖z‖→0
|u(z)| = ϕ¯/γm = Mmin.
B. Fixed-time Homogeneous controller
In certain cases, it is required that the controller converges within a fixed interval of
time, irrespectively of its initial condition. This can also be achieved by changing the
homogeneity degree.
In the following theorem, ω¯κ(z), κ ≤ 0 represents either ωHκ and ωHMκ and V¯κ,ris the
corresponding Lyapunov function.
Theorem 6. For k1 ∈ (0,+1/r), k2 ∈ (−1/r, 0) and B > 0, define
E := min
Vk2,r(z)=B
Vk1,r(z) > 0, (21)
and the function Uk,B(z) =
{
ωHk1(z) if Vk2,r(z) > B,
ω¯k2(z) if Vk2,r(z) ≤ B.
Then the controller u(z) := (Uk,B(z) + ϕ¯sign(Uk,B(z))) /γm stabilizes System (5) in
fixed time T ≤ Tu + Tf where the values of Tu and Tf are given by
Tu = (2 + k1)E
k1
2+k1 / (k1C) , Tf =
{
(2 + k2)B
−k2
2+k2 / (−k2C) , if ω¯k2(z) = ωHκ (z).
(c+ 1)B
−k2
c+1 / (−k2C) , if ω¯k2(z) = ωHMκ (z).
Proof: The conclusion follows by integrating the differential equation V˙ = −CV α
on appropriate time intervals. Consider first the following sets
S1 = {z ∈ R
r : Vk1,r(z) ≤ E}, S2 = {z ∈ R
r : V¯k2,r(z) ≤ B}.
According to Condition (21), we get that S1 ⊂ S2. Clearly, z will reach S2 in a fixed-
time, bounded by a constant Tu, calculated as follows: for α = 1+
k1
2 + k1
,
∫ +∞
E
dV
V α
=
−C
∫ Tu
0
dt, then Tu = (2 + k1)E
k1
2+k1 / (k1C). When z reaches S2, i.e. V¯k2,r(z) = B, z
will converge to zero in a finite-time bounded by Tf , which is calculated as follows: for
α = 1 +
k2
2 + k2
,
∫ 0
B
dV
V α
= −C
∫ T=Tu+Tf
Tu
dt, then Tf = (2 + k2)B
−k2
2+k2 / (−k2C). Fi-
nally, for α = 1+ k2
c+ 1
,
∫ 0
B
dV
V α
= −C
∫ T=Tu+Tf
Tu
dt, then Tf = (c+ 1)B
−k2
c+1 / (−k2C)
Remark 5. The rate of convergence can be accelerated via time-rescaling (see Theo-
rem 2 of Hong et al. [27]). This is done by replacing the controller ω(z1, z2, · · · , zr)
by ω¯(z1, z2, · · · , zr) = τ rω(z1,
z2
τ
, · · · ,
zr
τ r−1
) where τ > 1, and taking u as u =
m
γm
(ω¯ + nϕ¯sign(ω¯)). By taking t¯ = τt and z¯i = τ 1−izi, we obtain V˙ (z¯1, · · · , z¯r) ≤
−τCV (z¯1, · · · , z¯r) and the settling time becomes T¯ ≤ (Tu + Tf )/τ .
V. SIMULATION RESULTS
In this section, we illustrate the performance of our proposed controllers using the
following perturbed triple integrator defined by: z˙1 = z2, z˙2 = z3, z˙3 = ϕ+ γu,
with ϕ = sin(t) and γ = 3 + cos(t). Then, we have γm = 2, γM = 4, ϕ¯ = 1.
The parameters of the controller are chosen as follows: l1 = 1, l2 = 3, l3 = 10.
We start first by fixing the parameter κ for different values {1/4,−1/4,−1/3}.
For κ > 0, Figure 1 shows a fast convergence of the states to a neighborhood of
zero by an unbounded controller, otherwise the convergence to zero is asymptotic. For
−1/3 < κ < 0, the convergence of the states to zero in finite-time is obtained by an
unbounded controller with a minimum amplitude of the discontinuous control at z = 0,
as shown in Figure 2. The finite-time convergence of the states is also shown in Figure
3 for κ = −1/3, using a bounded controller with a large discontinuous control at z = 0.
The performance of a bounded controller which ensures a minimum discontinuous
control amplitude at zero is shown in Figure 4 by switching κ in neighborhood of
zero, from −1/3 to −1/4.
The performance of a fixed-time controller is shown in Figure 5. Figure 6 shows that the
convergence time will not exceed 8.5 sec for any initial condition. Fixed-time stability is
assumed to be established by the time after which, |z1|, |z2|, |z3| are less than 1×10−4.
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Fig. 1. test for κ > 0
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Fig. 2. test for −1/r < κ < 0
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Fig. 3. test for κ = −1/r (case equivalent of [14])
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Fig. 4. test for κ switching from −1/r to k ∈ (−1/r, 0)
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Fig. 5. test for κ switching from −k to k, k ∈ (−1/r, 0)
100 102 104 106 108 1010
5
6
7
8
9
initial condition
co
n
ve
rg
en
ce
 ti
m
e
 
 
measurements
interpolation
Fig. 6. Convergence time versus initial condition.
VI. CONCLUSIONS
In this paper, we presented a Lyapunov-based method for designing finite-time con-
vergent controllers for stabilization of perturbed integrator chains of arbitrary order.
This method consists in appropriate modifications of homogeneous controller stabilizing
pure integrator chains. It was also shown that the properties of minimum discontinuity
amplitude of the controller and fixed-time convergence can be obtained by changing the
homogeneity degree of the controller.
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