Abstract. We prove that, in the first Heisenberg group H, an entire locally Lipschitz intrinsic graph admitting vanishing first variation of its sub-Riemannian area and non-negative second variation must be an intrinsic plane, i.e., a coset of a two dimensional subgroup of H. Moreover two examples are given for stressing result's sharpness.
Introduction
Geometric Measure Theory on sub-Riemannian Carnot groups is a thriving research area where, despite many deep results, fundamental questions still remain open [34, 35, 36, 10, 23, 2, 19, 11, 3, 41] . In this paper we deal with the Bernstein problem in the sub-Riemannian first Heisenberg group H [6, 31, 39, 15, 16, 27, 20] . We characterize minimal entire intrinsic graphs of Lipschitz functions. We also discuss examples with Sobolev and C 1 -intrinsic regularity.
The Lie algebra of the Heisenberg group is spanned by three vector fields X, Y and Z, whose only non-trivial bracket relation is [X, Y ] = Z. The vector fields X and Y are called horizontal and they have a special role in the geometry and analysis on H.
Suitable notions of sub-Riemannian perimeter and area have been introduced on H, see [34, 10, 23, 19] and Section 2 below for details. In the theory of perimeter that has been developed, regular surfaces in H play the same role as C 1 -hyersurfaces in R n . A regular surface in H is the level set of a function F : H → R with distributional derivatives XF and Y F that are continuous and not vanishing simultaneously. As an example of the difficulties encountered in the sub-Riemannian setting, we remark that there are regular surfaces in H with Euclidean Hausdorff dimension strictly exceeding the topological dimension [28] .
The Bernstein problem asks to characterize area-minimizing hypersurfaces that are the graph of a function. Two types of graphs in H have been studied so far: T -graphs and intrinsic graphs. The former are graphs along the vector field Z (also called T in the literature): if f : R 2 → R, then Γ T f = {(x, y, f (x, y)) : (x, y) ∈ R 2 } is the T -graph of f in coordinates. The latter are graphs along a linear combination of X and Y , which can be chosen to be X up to isomorphism: if f : R 2 → R, then Γ f = {(0, y, t) * (f (y, t), 0, 0) : (y, t) ∈ R 2 } is the X-graph of f in exponential coordinates, where * denotes the group operation of H.
We say that a function, or its graph, is stationary if the first variation of the area functional vanishes. We call them stable if they are stationary and the second variation of the area functional is non-negative. See Section 2 for details in the case of intrinsic graphs.
The area functional for T -graphs is convex [34, 10, 38, 37, 12, 13, 42] . Hence, stationary T -graphs are local minima. Moreover, any function whose T -graph has finite sub-Riemannian area has (Euclidean) bounded variation [42] .
The Bernstein problem for T graphs of functions in C 2 (R 2 ) has been intensively studied [22, 14, 39, 27] . Under this regularity assumption, a complete characterization has been given [39] : Γ T f is area-minimizing if and only if there are a, b and c real such that
• f (x, y) = ax + by + c, or • f (x, y) = xy + ax + b (up to a rotation around the Z-axis).
Beyond C 2 -regularity, there are plenty of examples of minimal graphs that are not C 2 [40] . We also recall that there are examples of discontinuous functions defined on a half plane whose T -subgraph is perimeter minimizing, see [42, §3.4] .
The regular (but Euclidean fractal) surface constructed in [28] is not a T -graph, but it is an intrinsic graph. In fact, all regular surfaces are locally intrinsic graphs [19] . When the intrinsic graph of a function f : R 2 → R is a regular surface, we 1 write f ∈ C 1 W (R 2 ) and we say that f is C 1 -intrinsic, or of class C 1
W . An important class of intrinsic graphs are intrinsic planes, i.e., cosets of two-dimensional Lie subgroups of H. Their Lie algebra contains Z and for this reason they are sometimes called vertical planes. The tangents (as blowups at one point) of regular surfaces are intrinsic planes [19] . Intrinsic planes are area minimizers [6] .
The Bernstein problem for intrinsic graphs has been also intensively studied [6, 31, 39, 15, 16, 20] . In this case, the area functional is not convex and there are stationary graphs that are not area minimizers [15] . So, any characterization of area minimizers uses both first and second variations of the area functional.
The scheme of a Bernstein conjecture for intrinsic graphs is: "If f ∈ X and Γ f is area minimizer, then Γ f is an intrinsic plane", where X is a class of functions R 2 → R. If X = C 0 (R 2 ) ∩ W 1,1 loc (R 2 ), the conjecture is false [31] . To our knowledge, the most general positive result is for X = C 1 (R 2 ) in [20] . We improve this result by showing that the conjecture is true for X = Lip loc (R 2 ).
Our proof follows the strategy of [6] : We will make a change of variables in the formulas for the first and second variation using so-called Lagrangian coordinates. With this in mind, we have to show that Lagrangian coordinates exist in the first place, see Theorem 3.8, and then take care of all regularity issues involved in the change of variables.
As an intermediate step in the proof of Theorem 1.1, we obtain a regularity result for stationary intrinsic graphs with Lipschitz regularity [13, 8, 9] . We denote by ∇ f the vector field ∂ y + f (y, t)∂ t on R 2 , see Section 2. Once the proof for the Lipschitz case is understood, we investigate the sharpness of Theorem 1.1 with respect to the Lipschitz regularity of f in two examples. The first example is locally Lipschitz on R 2 except for one point, it is stable but Γ f is not an intrinsic plane. See Figure 1 at page 18 for a picture of Γ f . Theorem 1.3. There is f ∈ Lip loc (R 2 \ {0}) ∩ W 1,p loc (R 2 ) with 1 ≤ p < 3 that is stable, but Γ f is not an intrinsic plane.
The second example fails to be Lipschitz on a Cantor set, but it is C 1 -intrinsic. See Figure 2 at page 21 for a picture of Γ f .
is the Cantor set, that is stable, but Γ f is not an intrinsic plane.
For both examples of Theorem 1.3 and 1.4, we don't know whether their intrinsic graphs are area minimizing.
We conclude by recalling some open problems in geometric measure theory on H and higher Heisenberg groups. First, the Bernstein conjecture with X = C 1 W (R 2 ) is still open. Second, a regularity theorem for perimeter minimizers is still missing [29, 30, 32, 33] . Third, if we don't assume that the intrinsic graph has locally finite Euclidean area, then the variational formulas we used are not valid anymore and known alternative variations haven't found useful applications yet [18, 24, 42] .
Plan of the paper. In Section 2 we present a few preliminaries notions and notations. In Section 3, we prove that Lagrangian parametrizations exist for locally Lipschitz functions. Section 4 is devoted to the characterization of stationary locally Lipschitz intrinsic graphs and the proof of Theorem 1.2 is presented. Section 5 concerns the consequences of stability, and thus the proof of Theorem 1.1. In Section 6 we study a class of stationary surfaces, called graphical strips, with low regularity. Sections 7 and 8 are devoted to the examples of Theorems 1.3 and 1.4, respectively.
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Preliminaries and notation
The Heisenberg group H is represented in this paper as R 3 endowed with the group operation (x, y, z)(x , y , z ) = x + x , y + y , z + z + 1 2 (xy − x y) .
In this coordinates, an orthonormal frame of the horizontal distribution is
The sub-Riemannian perimeter of a measurable set
where Xψ 1 + Y ψ 2 is the divergence of the vector field
We say that f is a weak Lagrangian solution of ∆ f f = 0 on ω if for every p ∈ ω there is at least one integral curve of ∇ f passing through p along which ∇ f f is constant. See [24] for further discussion about this definition.
The graph area functional is defined, for every E ⊂ ω measurable, by
Such area functional descends from the perimeter measure of the graph, that is,
We say that f ∈ W 1,1
We say that f ∈ W 1,1 loc (ω) is stable if it is stationary and for all ϕ ∈ C ∞ c (ω)
The functionals I f and II f are called first and second variation of f , respectively. It is clear that, if f is a local area minimizer, then it is stable. By [31, Remark 3.9] , if f ∈ W 1,1
By means of the triangle and the Hölder inequalities, one can easily show the following lemma.
loc (ω) and there exists ω ω with ϕ n ∈ C ∞ c (ω ) for each n, then lim n→∞ I f (ϕ n ) = I f (ϕ) and
3. Existence and regularity of Lagrangian homeomorphisms 3.1. Definition of Lagrangian parametrization. Roughly speaking, a Lagrangian parametrization of ∇ f is a continuous ordered selection of integral curves of the vector field ∇ f on ω with respect to a parameter τ , which covers all of ω. For ω ⊂ R 2 and r ∈ R, we set ω 1,r := {y ∈ R : (y, r) ∈ ω} and ω 2,r := {t ∈ R : (r, t) ∈ ω} . 
for a suitable continuous function χ :ω → R and, for every s ∈ R, the functionω 2,s τ → χ(s, τ ) is nondecreasing; (L.3): for every τ ∈ R, for every (s 1 , s 2 ) ⊂ω 1,τ , the curve (s 1 , s 2 ) s → Ψ(s, τ ) is absolutely continuous and it is an integral curve of ∇ f , that is
Equivalently, condition (L.3) can be rephrased as: for every τ ∈ R, for every (
A Lagrangian parameterization Ψ :ω → ω, is said to be absolutely continuous if it satisfies the Lusin (N) condition, that is, for every E ⊂ω, if
is an injective Lagrangian parameterization. By the Invariance of Domain Theorem, the injectivity implies that a Lagrangian homeomorphism is indeed a homeomorphism. Remark 3.2. Definition 3.1 is an equivalent version of the definition of Lagrangian parameterization to function f : ω → R, introduced in [7] and then extended in [1] , for studying different notions of continuous weak solutions for balance laws.
Remark 3.3. Observe that, by Fubini's theorem, a Lagrangian parameterization Ψ :ω → ω, Ψ(s, τ ) = (s, χ(s, τ )) (associated with a vector field ∇ f ) is absolutely continuous if and only if for each L 2 -negligible set E ⊂ω, we have that 
is again a (absolutely continuous) Lagrangian parametrization.
Rules for the change of variables.
A relevant feature of an absolutely continuous Lagrangian parameterization associated with the vector field ∇ f is that we can use it for a change of variables. This is the essential tool of the Lagrangian approach to the equation of minimal surfaces equation. When a homeomorphism Ψ :ω → ω is fixed, we will denote byũ or (u) the composition u • Ψ :ω →R with a function u : ω →R.
One can prove the following area formula for absolutely continuous Lagrangian parameterizations:
Lemma 3.5 (Area formula for absolutely continuous Lagrangian parameterizations). Let Ψ :ω → ω, Ψ(s, τ ) = (s, χ(s, τ )), be an absolutely continuous Lagrangian parameterisation associated with a vector field ∇ f . Let η : ω →R be a Borel summable function. Then
Proof. Let us begin to observe that
loc (ω) , and
Indeed, by Definiton 3.1 (L.3), it follows that, for each τ ∈ R, for every
On the other hand, by Remark 3.3, it follows that for a.e. s ∈ R, for every 
is absolutely continuous and non decreasing.
By (3) and (4) and applying a well-known result about Sobolev spaces (see [17, §4.9 .2]), (1) and (2) follow. By (1) and since Ψ satisfies the Lusin (N)-condition, we can the area formula for Sobolev mappings (see, for instance, [26, Theorem A.35] ), that is
where the multiplicity function N (Ψ,ω, (y, t)) of Ψ is defined as the number of preimages of (y, t) under Ψ inω and
The left-hand side of (5) is thus ωη (s, τ ) ∂ τ χ(s, τ ) ds dτ . Let us show that N = 1 for almost every (y, t) ∈ ω. First, observe that,
Second, if y ∈ R, then the set {t ∈ R : N (χ(y, ·),ω 2,y , t) ≥ 2} is at most countable, because τ → χ(y, τ ) is continuous and non-decreasing. We conclude that N = 1 for almost every (y, t) ∈ ω as claimed. Therefore, the right hand side of (5) is Ψ(ω) η(y, t)dydt.
However, in order to perform the change of variables also on derivatives, we need additional assumptions on Ψ. For our purposes, we will consider the case when Ψ is locally biLipschitz.
Remark 3.6. Let g ∈ Lip loc (ω) and Ψ :ω → ω be a locally biLipschitz homeomorphism. Then it is easy to see that the following chain rule holds:
where Dg and Dg respectively denote the gradient ofg and g understood as a 1 × 2 matrix and DΨ denotes the Jacobian 2 × 2 matrix of Ψ. Indeed it is trivial thatg ∈ Lip loc (ω) being the composition of Lipschitz functions. Thus, by Radamecher's theorem, there exist Dg, Dg and DΨ either from the pointwise point of view and in sense of distribution on their domain. Moreover, since both Ψ and Ψ −1 satisfy the Lusin (N) condition, if ω g and ω Ψ respectively denote the points of differentiability of g in ω and of Ψ inω, then
is differentiable in classical sense at (s, τ ) and (6) holds.
Theorem 3.7 (Rules for the change of variables). Let
, be a locally biLipschitz Lagrangian homeomorphism associated with a vector field ∇ f and assume that f ∈ Lip(ω). Then we have
and for every compact K ⊂ω there is
Proof. The first equality in (7) has to be considered as an equality of distributions, being ∂ s and ∂ τ distributional derivations. Next, if f ∈ Lip(ω), then we are allowed to differentiate with respect to τ the identities
Thus we obtain the other two identities in (7). The Jacobian matrix of
Since Ψ is biLipschitz, the determinant of this matrix is locally bounded from above, hence ∂ τ χ is locally bounded away from zero. Finally, the equalities in (8) follow directly from Remark 3.6.
Existence of biLipschitz Lagrangian homeomorphisms.
Theorem 3.8 (Existence of a biLipschitz Lagrangian homeomorphism associated with a Lipschitz vector field ∇ f ). Let ω ⊂ R 2 be an open set and f ∈ Lip(ω)∩L ∞ (ω). Then there exists a locally biLipschitz Lagrangian homeomorphism Ψ :ω → ω, Ψ(s, τ ) = (s, χ(s, τ )), associated with ∇ f . Moreover, if ω = R 2 , thenω = R 2 and such Lagrangian parametrization Ψ is unique if we require χ(0, τ ) = τ for all τ ∈ R.
Proof. We can assume that ω = R 2 . Indeed, by McShane's Extension Theorem of Lipschitz functions (see [5] 
is a Lagrangian homeomorphism associated with ∇ f * with the properties stated in the Theorem, then its restriction Φ := Φ * |ω toω = Φ −1 (ω) still have all the stated properties. So, we assume ω = R 2 .
Since f ∈ Lip(R 2 ) and it is bounded, and by standard results from ODE's Theory (see [25] ), it is well-known that for every (
where γ is the solution of the system above, depending on the initial conditions (s 1 , τ 1 ). Using Grönwall's lemma, one can easily prove that, for every s 1 , s 2 ∈ R and every τ, τ ∈ R we have |X s 1 , τ ; s 2 − X s 1 , τ ; s 2 | ≤ |τ − τ | exp(L|s 2 − s 1 |). Hence, the map τ → X s 1 , τ ; s 2 is locally Lipschitz, with a Lipschitz constant that is locally uniform in s 1 and s 2 .
By the uniqueness of solutions, for all s 1 , s 2 , s 3 , τ 1 ∈ R the following identity holds:
In particular, the map τ → X s 2 , τ ; s 1 is the inverse of τ → X s 1 , τ ; s 2 , and thus they are locally biLipschitz homeomorphisms.
By the previous discussion, τ → χ(s, τ ) is a locally biLipschitz homeomorphism R → R, for all s ∈ R. Since |f | is bounded, then, for all s, s , τ ∈ R,
So, since χ is locally Lipschitz in s and in τ with uniform constants, then χ : R 2 → R is locally Lipschitz. Define Ψ : R 2 → R 2 as Ψ(s, τ ) = (s, χ(s, τ )), which is locally Lipschitz. Notice that, by the uniqueness of solution to the above ODE, Ψ is injective. Moreover, by the existence of a global solution to the above ODE for every initial conditions, Ψ is surjective. By the Invariance of Domain Theorem, Ψ is a homeomorphism.
Moreover, Ψ is locally biLipschitz. Indeed, its inverse is Ψ −1 (y, t) = (y, ρ(y, t)) with ρ(y, t) = X y, t; 0 .
As before, we can prove that ρ is locally Lipschitz in each variable independently. Indeed, on the one hand we already showed that ρ is locally Lipschitz in t, with the Lipschitz constant that is locally uniform in y. On the other hand, we have |ρ(y, t) − ρ(y , t)| = X y , X y, t; y ; 0 − X y , t; 0
We conclude that Ψ : R 2 → R 2 is a locally biLipschitz Lagrangian homeomorphism. Finally, notice that χ(0, τ ) = τ for all τ ∈ R and that the uniqueness of such χ follows from the uniqueness of solutions to (9).
Consequences of the first variation
If f ∈ Lip loc (ω) is a local area minimizer, then the first variation formula vanishes, i.e., see [31] :
By Lemma 2.1, the condition (1 st VF) can be extended to ϕ ∈ Lip c (ω). The aim of this section is to prove the following theorem.
, and f is a weak Lagrangian solution of ∆ f f = 0 on Ω.
More in details, let ω Ω, so that f ∈ Lip(ω)∩L ∞ (ω), and let Ψ :ω → ω, Ψ(s, τ ) = (s, χ(s, τ )), be a locally biLipschitz Lagrangian homeomorphism associated with ∇ f . Such a function exists by Theorem 3.8. Let
where c : (
Moreover, both a and b are locally Lipschitz. Up to an further locally biLipschitz change of variables, one can also assume c(τ ) = τ for all τ ∈ (τ 1 , τ 2 ).
The proof is postponed after a lemma, which highlights a crucial step, that is, the change of variables in the integral (1 st VF) via a Lagrangian homeomorphism for ∇ f . Once we can make this step, the conclusion follows quite directly. χ(s, τ ) ), be a locally biLipschitz Lagrangian homeomorphism associated with ∇ f . Then
Proof. By Lemma 3.5 and Theorem 3.7, we can perform the change of variables (y, t) = Ψ(s, τ ) = (s, χ(s, τ )) in (1 st VF) to obtain
for each ϕ ∈ Lip c (ω). Fix θ ∈ Lip c (ω). We would like to substituteφ with θ ∂τ χ in (12), but ∂ τ χ does not need to be Lipschitz. Let K := spt(θ) and, if ε > 0, let
Then (K ε ) ε is a family of bounded open sets containing K and there exists ε 0 > 0 such that K ε 0 ω. Since Ψ is locally biLipschitz, there are C > c > 0 with
we can successfully apply an argument by smooth approximation. Let ρ ∈ C ∞ c (R 2 ) be a family of mollifiers and define χ := χ * ρ ∈ C ∞ (K ). By (13) and the properties of convolution with mollifiers, we have the following facts for ε ∈ (0, ε 0 /2):
For every > 0 small enough, the function (s, τ ) → θ(s,τ ) ∂τ χ (s,τ ) is well defined and belongs to Lip c (ω). Since Ψ is locally biLipschitz, there exists ϕ ∈ Lip(ω) such thatφ = θ ∂τ χ . Moreover, we have
From the facts (i)-(iii) above and the Lebesgue Dominated Convergence Theorem, we obtain
We have so proven (11) .
Proof of Theorem 4.1. By Lemma 4.2, χ satisfies (11). Therefore, ∂ 2 s χ is a constant function in s, that is, for almost every τ ∈ (τ 1 , τ 2 ) the function s → χ(s, τ ) is a polynomial of degree two. Thus, there are measurable functions a, b, c : (τ 1 , τ 2 ) → R such that (10) holds.
First, notice that c(τ ) = χ(ŝ, τ ) for a.e. τ ∈ (τ 1 , τ 2 ). Therefore, the map c is a locally biLipschitz homeomorphism from (τ 1 , τ 2 ) onto its image in R, with c > 0 almost everywhere.
Second, since f (ŝ, χ(ŝ, τ )) = ∂ s χ(ŝ, τ ) = b(τ ), the function b is in fact locally Lipschitz.
Third, if δ > 0 is such thatŝ + δ < s 2 , then we have
for a.e. τ ∈ (τ 1 , τ 2 ), and thus the function a is also locally Lipschitz. Moreover, from Theorem 3.
Finally, notice that
After Theorem 4.1, we can improve the existence result of Theorem 3.8 for f ∈ Lip loc (R 2 ) that satisfies (1 st VF).
Corollary 4.3. Suppose that f ∈ Lip loc (R 2 ) satisfies (1 st VF). Then there exists a unique locally biLipschitz Lagrangian homeomorphism Ψ : R 2 → R 2 , Ψ(s, τ ) = (s, χ(s, τ )), for f such that χ(0, τ ) = τ for all τ ∈ R. Moreover, χ is of the form
where a, b : R → R are the locally Lipschitz functions a(τ ) = ∇ f f (0, τ ) and
Proof. By Theorem 4.1 and by the Invariance of Domain Theorem, the function Ψ in the corollary is a locally biLipschitz Lagrangian homeomorphism Ψ : R 2 → Ψ(R 2 ). Again by Theorem 4.1, f belongs to C 1 W (R 2 ) and it is a weak Lagrangian solution of ∆ f f = 0. Therefore, we can apply [24, Lemma 3.5] and obtain that Ψ is indeed surjective.
Remark 4.4. We want to stress that, in Corollary 4.3, the condition (1 st VF) is crucial. For instance, consider f (y, t) = t 2 , which is locally Lipschitz on R 2 but does not satisfy (1 st VF). The maximal integral curves of ∇ f = ∂ y + t 2 ∂ t are not defined on the whole line R. Indeed, γ(s) = (s,
is the solution to (9) with such f and it is not defined at s = 
Consequences of the second variation
If f ∈ Lip loc (ω) is a local area minimizer, then the second variation formula is non-negative,i.e., see [31] :
By Lemma 2.1, the condition (2 nd VF) can be extended to ϕ ∈ Lip c (ω).
We recall that there are plenty of examples of functions f ∈ Lip loc (ω), for suitable open sets ω, that satisfy both conditions (1 st VF) and (2 nd VF), as we wil see in Proposition 6.1, see also [15, 40] .
The aim of this section is to prove the following theorem, which is a restatement of Theorem 1.1.
Theorem 5.1. Suppose that f ∈ Lip loc (R 2 ) satisfies (1 st VF) and (2 nd VF). Then ∇ f f is constant and thus the graph Γ f of f is an intrinsic plane.
More precisely, let Ψ(s, τ ) = (s, χ(s, τ )) be the only Lagrangian parametrization associated with ∇ f such that χ(0, τ ) = τ for all τ , which exists by Corollary 4.3. Then χ(s, τ ) = a s 2 2 + bs + τ with a, b ∈ R.
We postpone the proof after a number of lemmas. The overall strategy is the same as in [6] . On the other hand let us point out that we are not allowed to carry out the same calculations as in [6] in computing the second variation formula. In fact, here function f is supposed to be only locally Lipschitz continuous and not C 2 . Thus we have to adapt the previous calculations.
Lemma 5.2. Let a, b ∈ Lip loc (R), and define
Assume that Ψ : (s, τ ) → (s, χ(s, τ )) is a Lagrangian parametrization for f ∈ Lip loc (R 2 ). Then:
(1) For all τ 1 , τ 2 ∈ R, either a(τ 1 ) = a(τ 2 ) and b(
(2) For almost every τ ∈ R we have either
Proof. First of all, notice that, by the uniqueness of solutions to (9) for f locally Lipschitz, the Lagrangian parametrization Ψ here is the one constructed in Theorem 3.8. In particular, this Ψ is a locally biLipschitz homeomorphism. The first part of the lemma is contained in Lemma 3.2 of [24] . Before proving the second part, notice that 2a (τ ) ≥ b (τ ) 2 follows directly from the inequality 2 a(
2 , which holds for every
Moreover, since Ψ is locally biLipschitz, the function f • Ψ is differentiable for almost every (s, τ ) ∈ R 2 . In order to show the second part of the lemma, we show that the sets
The denominator of this expression vanishes at
]. Therefore, for every N ∈ N and for every τ ∈ E k there is
It follows that, for every N ∈ N, ess sup
We conclude that L 1 (E k ) = 0 for all k ∈ N and thus that (2) holds.
Lemma 5.3. Let a, b ∈ Lip loc (R), and define
Assume that Ψ : (s, τ ) → (s, χ(s, τ )) is a locally biLipschitz Lagrangian homeomorphism for f ∈ Lip loc (R 2 ) that satisfies (2 nd VF). Then, for all ϕ ∈ Lip c (R 2 ),
where a, a and b are functions of τ , whileφ is a function of (s, τ ).
Proof. Since the map Ψ is a locally biLipschitz homeomorphism, givenφ ∈ Lip c (R 2 ) we have ϕ :=φ • Ψ −1 ∈ Lip c (R 2 ) and II f (ϕ) ≥ 0. Performing a change of variables via Ψ using Theorem 3.7, we have:
The following lemma is proven in [6, p.45 ].
Lemma 5.4. Let A, B ∈ R be such that B 2 ≤ 2A and set h(t) :
Proof of Theorem 5.1. By Corollary 4.3, χ(s, τ ) = a(τ ) s 2 /2 + b(τ ) s + τ for some a, b ∈ Lip loc (R). By Lemma 5.3, we have, for allφ ∈ Lip c (R 2 ),
By standard arguments (taking for example ϕ(x, y) := ϕ 1 (x)ϕ 2 (y)) we can infer that for almost every τ ∈ R and allφ ∈ Lip c (R)
where a, a and b are functions of τ . By Lemma 5.2, we have b 2 ≤ 2a for almost every τ ∈ R. Thus, we can apply Lemma 5.4 and obtain that b (τ ) 2 = 2a (τ ) for almost every τ ∈ R. By Lemma 5.2 again, we obtain b (τ ) = a (τ ) = 0 for almost every τ ∈ R.
6. C 1 W -graphical strips In this section we will study the functions appearing in Theorem 4.1 with b ≡ 0 andŝ = 0. Their intrinsic graph has been called graphical strip in [15] , where they have been studied under C 2 regularity. This type of surface in H has the shape of a helicoid: it contains the vertical axis {x = y = 0} and the intersection with {(x, y, z) : (x, y) ∈ R 2 } is a line for every z ∈ R. Here we will study the case when f could be less regular than C 2 . 2 + τ ) is a homeomorphism R 2 → R 2 and there is exactly one function f ∈ C 1 W (R 2 ) such that for all s ∈ R and all τ ∈ R:
The function f has the following properties:
2 + τ ) = a(τ ); (ii) f is locally Lipschitz on R 2 \ {y = 0}, and if a ∈ Lip loc (R), then f is locally Lipschitz on R 2 ; (iii) if a ∈ Lip loc (R), then (1 st VF) holds;
where a and a are functions in τ andφ(s, τ ) := ϕ(s, a(τ )
Proof. By [24, Lemma 3.3] , the map (s, τ ) → (s, a(τ ) [24, Remark 3.4] , there is a unique function f ∈ C 1 W such that (14) and (i) hold.
Next, we show (ii). Let y, y , t, t , t , τ, τ ∈ R be such that y · y > 0 and
Observe first that, if t = t, then τ = τ . Thus, if a(τ ) = a(τ ), we can infer that
This shows that f is locally Lipschitz on {(y, t) : y = 0}. If a is locally Lipschitz and I ⊂ R is a bounded interval, then for τ, τ ∈ I we have
L for some L > 0 depending on I. Thus, we obtain in (15)
The estimate (16) is then
which shows that f ∈ Lip loc (R 2 ). Let's prove (iii). Assume that a is locally Lipschitz. From (ii) we know that f is locally Lipschitz, and thus the Lagrangian parametrization Ψ(s, τ ) = (s, χ(s, τ )) with χ(s, τ ) = a(τ )s 2 /2 + τ is a biLipschitz homeomorphism by Theorem 3.8. Performing a change of variables as in Lemma 3.5 and Theorem 3.7, we obtain for all ϕ ∈ C ∞ c (R 2 )
Finally, part (iv) has already been proven in Lemma 5.3, because by (ii) the function f is locally Lipschitz when a ∈ Lip loc (R).
Remark 6.2. Notice that, if there exists τ ∈ R such that lim τ →τ (15), we get, for each y = 0, lim t →t
|y| , and therefore f is not locally Lipschitz on R 2 . An example of such phenomenon is the one in Section 8.
In our coordinates (x, y, z) for H, the intrinsic graph of functions as in Proposition 6.1 have the shape of helicoids:
Moreover, we have the following result for the horizontal vector field Ω := H \ {x = y = 0}
Proposition 6.3. The vector field ν is divergence free in Ω = H \ {x = y = 0}, and it is a local calibration for the intrinsic graph Γ f for any f as in Proposition 6.1. As a consequence, Γ f is a local area minimizer outside the vertical axis, i.e., for every p ∈ Γ f \ {x = y = 0} there is U ⊂ H open such that Γ f is area minimizer in U .
Proof. It is clear that the distributional divergence of ν in Ω is
It is well known (see [4, Theorem 1.2] ) that G f is a set of locally finite perimeter and that its reduced boundary is the intrinsic graph Γ f . We describe Γ f as image of the map G :
By a direct computation, one easily shows that ν G f (G(s, τ )) = ν(G(s, τ )). By a calibration argument [6, Theorem 2.3], we conclude that the subgraph G f is a local perimeter minimizer in Ω.
First example
Then the following holds:
The surface Γ f is a cone with respect to the dilations δ λ (x, y, z) = (λx, λy, λ 2 z).
(v) For each p ∈ Γ f \ {0}, there is a neighborhood U of p in H, such that Γ f is area minimizing in U .
See Figure 1 for an image of the surface Γ f .
Remark 7.2. We are not able to prove nor disprove that Γ f is area minimizing in a neighborhood of (0, 0, 0). Since f is absolutely continuous along almost every line parallel to the coordinate axes, its distributional derivatives correspond to the pointwise derivatives:
2 . It is then immediate to see that the parts (i) and (ii) of the theorem are true.
Part (iii) follows from the Lemma 7.5 below.
Then, the following holds for every > 0:
(a) f ∈ Lip loc (R 2 ) and its biLipschitz Lagrangian homeomorphism Ψ :
Proof. Since f is absolutely continuous along almost every line parallel to the coordinate axes, its distributional derivatives are
and
Since both ∂ y f and ∂ t f are bounded on bounded subsets of R 2 , we obtain that f ∈ Lip loc (R 2 ). A direct computation shows that f (s, χ (s, τ )) = ∂ s χ (s, τ ) for all s, τ ∈ R and that Ψ is indeed biLipschitz. So, part (a) holds.
Let us now observe that f → f , ∂ y f → ∂ y f and ∂ t f → ∂ t f pointwise almost everywhere in R 2 . Moreover, |f | ≤ g 1 , |∂ y f | ≤ g 2 and |∂ t f | ≤ g 3 almost everywhere in R 2 , where
2 + 1 0
for all 1 ≤ p < 3, i.e., statement (b) in the lemma. For part (c), one can check by direct computation that
. Indeed, on one hand the pointwise convergence ∇ f f in R 2 is clear. On the other hand, |∇ f f (y, t)| ≤ 1 for a.e. (y, t) ∈ R 2 and for all ∈ (0, 1), and therefore we can conclude again by the Dominated Convergence Theorem. where we haveφ (s,
the thesis follows if it is true that (18) lim sup
For proving (18) , Recall that a (τ ) = 1/ for τ ∈ [0, ] and 0 otherwise. So, if we perform the change of variables v = s √ 2
and w = τ , we obtain
(1+w 2 ) 3/2 dw < ∞, taking the limsup as → 0 we get (18).
Second example
In this section we construct the example that proves Theorem 1.4. We summarize the results in the following statement, whose proof covers the whole section. A plot of the graph Γ f can be found in Figure 2 . Let f ∈ C 1 W (R 2 ) be the function such that f (s, a(τ )s 2 /2 + τ ) = a(τ )s, as in Proposition 6.1. Then the following holds:
(ii) f is stable, but Γ f is not an intrinsic plane. The surface Γ f is locally area minimizing in H \ {(0, 0, z) : z ∈ C}, where C ⊂ [0, 1] is the ternary Cantor set.
The fact that Γ f is not an intrinsic plane is clear. The fact that Γ f is locally area minimizing in H \ {(0, 0, z) : z ∈ C} is proven as in Theorem 7.1.(v): More precisely, if p ∈ Γ f \ {x = y = 0}, then ν is a local calibration by
follows from Proposition 6.1. For proving that f is stable, we shall construct a Lipschitz approximation of a and then complete the proof by approximation. In particular, we show through Lemma 8.2 that f ∈ W 
Let J n be the collection of k ∈ {0, . . . , 3 n } such that C(n, k) = ∅. We have #J n = 2 n and C(n) = k∈Jn C(n, k). Moreover,
is the ternary Cantor set in [0, 1]. Set q := For n ∈ N, let a n : [0, 1] → [0, 1] be tha classical sequence of piecewise affine functions for which a n → a uniformly on [0, 1] and a agrees wiht the Cantor staircase function. A possible way for defining (a n ) n is the following one. For n ∈ N, define a n : R → [0, 1] as the absolutely continuous function a n (τ ) = τ −∞ a n (r) dr, where a n (r) := 1 q n 1 C(n) (r). Then a n → a uniformly on R, where a : R → R is the function such that a(τ ) = 0 for τ ≤ 0, a(τ ) = 1 for τ ≥ 1 and a| [0, 1] is the Cantor function on the ternary Cantor set C. Notice that a(τ ) = a n (τ ) for all τ ∈ R \ C(n). By continuity, the equality holds also on ∂C(n).
For y ∈ R and k ∈ J n define the following subsets of R:
Notice that
For each n ∈ N, define f n ∈ C 1 W as the function such that, for all (s, τ ) ∈ R 2 , f n s, a n (τ )s 2 /2 + τ = a n (τ )s, as in Proposition 6.1. Since a n is locally Lipschitz, f n is locally Lipschitz as well, for all n. 
Proof. First of all, we claim that f is absolutely continuous along almost all coordinates lines. Indeed, by Proposition 6.1, f is locally Lipschitz on R 2 \{y = 0} and thus t → f (y, t) is absolutely continuous if y = 0. Moreover, if t / ∈ C, then y → f (y, t) is constant in a neighborhood of 0, so it is absolutely continuous on R. Since L 1 (C) = 0, this completes the proof of the claim.
Therefore, the distributional derivatives ∂ y f and ∂ t f are functions and coincide almost everywhere with the derivatives of f along the coordinates lines.
We compute (19) ∂ t f n (y, t) = y y 2 /2+q n if t ∈ C y (n) 0 if t / ∈ C y (n).
Since a n is piecewise affine, then t → f n (y, t) is also piecewise affine. If t / ∈ C y (n), then ∂ t f n (y, t) = 0. If k ∈ J n , then t → ∂ t f n (y, t) is constant on C y (n, k) = [t 1 , t 2 ]. Thus ∂ t f n (y, t) = f n (y, t 2 ) − f n (y, t 1 )
This shows (19) . Next, we show that (20) ∂ t f (y, t) = 2 y for a.e. t ∈ C y 0 otherwise.
Fix y ∈ R. So, if t / ∈ C y , then t → f (y, t ) is constant in a neighborhood of t, hence ∂ t f (y, t) = 0. If y = 0, then C 0 = C has measure zero. Let y = 0 and t ∈ C y be such that t → f (y, t ) is differentiable at t. Then, if t = a(τ ) Moreover, if y > 0 is such that t → f (y, t) is absolutely continuous, which happens for almost every y ∈ R by Proposition 6.1, from the inequalities y = f (y, 1 2 y 2 + 1) = 1 2
follows that ∂ t f (y, t) = 2 y . The same strategy applies to the case y < 0 and so we have (20) . Now we prove the first convergence, that is,
We directly compute Next, notice that f (y, t) = ∇ f f (y, t) y and f n (y, t) = ∇ fn f n (y, t) y. Therefore, f n → f uniformly on compact sets as well and (22) is proven.
Finally, we conclude that
Indeed, since f is ACL, we have, whenever ∇f n exist for all n, ∂ y f n = ∇ fn f n − f n ∂ t f n .
Since the right hand side converges to ∂ y f in L 2 loc (R 2 ), the left hand side does the same. The proof is complete. Proof. Let f n as above and ϕ ∈ C ∞ c (R 2 ). Since f n → f in W Proof. Fix ϕ ∈ C ∞ c (R 2 ). Since f n → f in W 1,2 loc (R 2 ) and ∇ fn f n → ∇ f f uniformly on compact sets, then
Since a n is locally Lipschitz, by Proposition 6.1.(iv), we have
2 ( a n 2 s 2 + 1) (1 + a 2 n ) 3/2 − 2φ 2 n a n
(1 + (a n ) 2 ) 3/2 ( a n 2 s 2 + 1) ds dτ, whereφ n (s, τ ) := ϕ(s, a n (τ ) 2 n a n (1 + (a n ) 2 ) 3/2 ( a n 2 t 2 + 1) dt dτ ≤ 0.
2 n a n
(1 + (a n ) 2 ) 3/2 ( a n 2 s 2 + 1) dt dτ ≤ M C(n) a n (1 + (a n ) 2 ) 3/2 R 1 ( a n 2 s 2 + 1)
dt dτ
If τ ∈ C(n), then a n = q −n and, after substituting v = Moreover, C(n) a n (1 + (a n ) 2 ) 3/2 dτ = k∈J k k+1 3 n k 3 n a n (1 + (a n ) 2 ) 3/2 dτ For each k ∈ J k , make the substitution v = a n (τ ), dv = a n dτ , k 3 n → a n (
3 n → a n ( k+1 3 n ) = a( k+1 3 n ) k+1 3 n k 3 n a n (1 + (a n ) 2 ) 3/2 dτ = a( All in all, we have lim sup n→∞ R 2 ϕ 2 n a n
(1 + (a n ) 2 ) 3/2 ( a n 2 s 2 + 1) ds dτ ≤ lim sup n→∞ M √ q n π = 0. 
