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Global Exponential Stability of Delayed Periodic Dynamical
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Yanxu Zheng, Tianping Chen2
1 Abstract
In this paper, we discuss delayed periodic dynamical systems, compare capability of
criteria of global exponential stability in terms of various Lp (1 ≤ p < ∞) norms.
A general approach to investigate global exponential stability in terms of various Lp
(1 ≤ p <∞) norms is given. Sufficient conditions ensuring global exponential stability
are given, too. Comparisons of various stability criteria are given. More importantly,
it is pointed out that sufficient conditions in terms of L1 norm are enough and easy
to implement in practice.
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2 Introduction
Recurrently connected neural networks, sometimes called Grossberg-Hopfield neural
networks, have been extensively studied in past years and found many applications in
different areas. However, many applications heavily depend on the dynamic behaviors
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of the networks. Therefore, analysis of these dynamic behaviors is a necessary step
toward practical design of these neural networks.
A recurrently connected neural network is described by the following differential
equations:
dui(t)
dt
= −diui(t) +
∑
j
aijgj(uj(t)) + Ii i = 1, · · · , n (1)
where gj(x) are activation functions, di, aij are constants and Ii are constant inputs.
In practice, however, the interconnections are generally asynchronous. Therefore, one
often needs to investigate the following delayed dynamical systems:
dui(t)
dt
= −diui(t) +
∑
j
aijgj(uj(t)) +
∑
j
bijfj(uj(t− τij)) + Ii i = 1, · · · , n (2)
where activation functions gj and fj satisfy certain defining conditions, and aij , bij , Ii
are constants.
All these neural networks and their corresponding delayed systems have been ex-
tensively studied, and there are many papers considering their global stability in the
literature, for example, see [1, 3, 5, 7, 9, 11, 12, 13, 15, 16, 18, 19] and others.
However, the interconnection weights aij , bij , self-inhibition di and inputs Ii should
be variable with time, often periodically. Therefore, we need to discuss following
dynamical systems and their periodic limits.
dui
dt
= −di(t)ui(t)+
n∑
j=1
aij(t)gj(uj(t))+
n∑
j=1
bij(t)fj(uj(t− τij))+ Ii(t), i = 1, 2, . . . , n
(3)
where di(t) ≥ di > 0, aij(t), bij(t), Ii(t) : R
+ → R are continuously periodic functions
with period ω > 0, i.e., di(t + ω) = di(t), aij(t) = aij(t + ω), bij(t) = bij(t + ω),
Ii(t) = Ii(t+ ω) for all t > 0 and i, j = 1, 2, . . . , n.
The initial conditions are
ui(s) = φi(s) for s ∈ [−τ, 0], where τ = max
1≤i,j≤n
τij (4)
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where φi ∈ C([−τ, 0]), i = 1, · · · , n.
We also denote |a∗ij| = sup{0<t≤ω} |aij(t)| < ∞, |b
∗
ij | = sup{0<t≤ω} |bij(t)| < ∞,
|I∗i | = sup{0<t≤ω} |Ii(t)| <∞, where i, j = 1, · · · , n.
There are also several papers discussing periodic dynamical systems and their periodic
solutions and its stability. For example, see [2, 4, 6, 14, 10, 17, 18, 20] and others.
In this paper, our main concerns are comparisons of the capability of various criteria
in proving the existence of periodic solution and its stability. For this purpose, we first
discuss the existence of periodic solution and its stability in terms of Lp (1 ≤ p <∞)
norms. We do not assume that the activation functions are bounded. We also do not
use existing complicated theory (for example, topological degree theory, fixed point
theorem and so on), as needed in most other papers, to prove the existence of periodic
solution. Instead, we propose a general and very concise approach. By this approach,
we prove exponential convergence directly. The existence of the periodic solution is a
direct consequence of the exponential convergence.
This paper is organized in the following way: In section 3, some preliminaries, including
several definitions and Young Inequality as lemma, are given. In section 4, we prove
the global stability in terms of Lp norms. Main comparison results are given in section
5. In this section we point out that the criteria in terms of L1 norm are enough. We
conclude the paper in section 6.
3 Some preliminaries
Definition 1 Class H{G1, · · · , Gn} of functions: Let G = diag[G1, · · · , Gn], where
Gi > 0, i = 1, · · · , n. g(x) = (g1(x), · · · , gn(x))
T is said to belong to H{G1, · · · , Gn},
if the functions gi(x), i = 1, · · · , n satisfy
|gi(x+u)−gi(x)|
|u|
≤ Gi.
Definition 2 A vector v = [v1, · · · , vn]
T > 0, if and only if every vi > 0, i = 1, · · · , n.
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Definition 3 A real n × n matrix C = (cij) is said to be an M-matrix if cij ≤ 0,
i, j = 1, · · · , n, j 6= i and all successive principal minors of C are positive.
Definition 4 Throughout this paper, we use the following norm
||u(·)||{ξ,p} =
[
1
n
n∑
i=1
ξi|ui(·)|
p
] 1
p
(5)
where u(·) = [u1(·), · · · , un(·)]
T .
Lemma 1 (Young Inequality) If a > 0, b > 0, then
ab ≤
(aε)p
p
+
(bε−1)q
q
(6)
where ε > 0; p, q > 1; 1
p
+ 1
q
= 1. The equality holds if and only if
(aǫ)p = (bǫ−1)q (7)
Proof Let f(x) = ex. Obviously, f ′′(x) > 0. Thus
f(αx+ βy) ≤ αf(x) + βf(y) where α > 0, β > 0, α+ β = 1
that’s
eαxeβy ≤ αex + βey (8)
where equality holds if and only if x = y.
Let α = 1
p
, β = 1
q
, x = 1
α
ln aε, y = 1
β
ln bε−1, we obtain
ab ≤
(aε)p
p
+
(bε−1)q
q
(9)
and the equality holds if and only if
(aǫ)p = (bǫ−1)q (10)
4
4 Main Results
In this section, we discuss the existence of periodic solution and its stability. We
propose a general and concise approach and give several theorems on the existence of
periodic solution and its exponential stability.
Theorem 1 Suppose that 1 ≤ p <∞, g(x) = (g1(x), · · · , gn(x))
T ∈ H{G1, · · · , Gn}
and f(x) = (f1(x), · · · , fn(x))
T ∈ H{F1, · · · , Fn}. If there are real constants ǫ > 0,
ξi > 0, αij , βij, i, j = 1, 2 · · · , n, such that
(−di + ǫ)ξi +Gi
[
ξi|a
∗
ii|+
1
p
∑
j 6=i
ξj|a
∗
ji|
αjip
]
+
1
q
ξi
∑
j 6=i
Gj |a
∗
ij|
(1−αij)q
+
1
p
Fi
n∑
j=1
ξj|b
∗
ji|
βjipeǫτji +
1
q
ξi
n∑
j=1
Fj |b
∗
ij|
(1−βij)qeǫτij ≤ 0 (11)
In particular, αij = βij =
1
p
,
(−di + ǫ)ξi +Gi
[
ξi|a
∗
ii|+
1
p
∑
j 6=i
ξj|a
∗
ji|
]
+
1
q
ξi
∑
j 6=i
Gj|a
∗
ij |
+
1
p
Fi
n∑
j=1
ξj|b
∗
ji|e
ǫτji +
1
q
ξi
n∑
j=1
Fj |b
∗
ij |e
ǫτij ≤ 0 (12)
Then the dynamical system (3) has a unique periodic solution v(t) = [v1(t), · · · , vn(t)]
and, for any solution u(t) = [u1(t), · · · , un(t)] of (3),
|ui(t+ jω)− vi(t)| = O(e
−jǫω), i = 1, · · · , n (13)
Proof Let u¯i(t) = ui(t+ω)−ui(t), g¯i(ui(t)) = gi(ui(t+ω))−gi(ui(t)), f¯i(ui(t)) =
fi(ui(t+ ω))− fi(ui(t)), and wi(t) = e
ǫtu¯i(t), i = 1, 2, · · · , n.
Defining a Lyapunov function by
L1(t) =
n∑
i=1
ξi|wi(t)|
p + p
n∑
i,j=1
ξiFj |b
∗
ij|e
ǫτij
∫ t
t−τij
|wj(y)|
pdy (14)
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and differentiating it, we have
L˙1(t) = p
n∑
i=1
ξi|wi(t)|
p−1eǫtsign(wi(t))
[
− di(t)u¯i(t) + ǫu¯i(t)
+
n∑
j=1
aij(t)g¯j(uj(t)) +
n∑
j=1
bij(t)f¯j(uj(t− τij))
]
+ p
n∑
i,j=1
ξiFj|b
∗
ij |e
ǫτij
[
|wj(t)|
p − |wj(t− τij)|
p
]
(15)
≤ p
n∑
i=1
ξi
[
− (di − ǫ)|wi(t)|
p + aii(t)e
ǫt|g¯i(ui(t))||wi(t)|
p−1
+
∑
j 6=i
eǫt|a∗ij ||wi(t)|
p−1|g¯j(uj(t))|+
n∑
j=1
|b∗ij|e
ǫt|f¯j(uj(t− τij))||wi(t)|
p−1
]
+ p
n∑
i,j=1
ξiFj|b
∗
ij |e
ǫτij
[
|wj(t)|
p − |wj(t− τij)|
p
]
(16)
By Young inequality and
eǫt|f¯j(uj(t− τij))| ≤ Fj |wj(t− τij)|e
ǫτij (17)
eǫt|g¯j(uj(t))| ≤ Gj|wj(t)| (18)
we have
L˙1(t) ≤ p
n∑
i=1
{
− (di − ǫ)ξi +Gi
[
ξi|a
∗
ii|+
1
p
∑
j 6=i
|a∗ji|
αjipξj
]
+
1
q
ξi
∑
j 6=i
Gj |a
∗
ij|
(1−αij )q
+
n∑
j=1
[
1
p
ξjFi|b
∗
ji|
βjipeǫτji +
1
q
ξiFj|b
∗
ij |
(1−βij)qeǫτij
]}
|wi(t)|
p
≤ 0 (19)
Therefore, L1(t) is bounded, which implies
n∑
i=1
ξi|e
ǫtu¯i(t)|
p (20)
is bounded and
|ui(t+ ω)− ui(t)| = O(e
−ǫt), i = 1, · · · , n (21)
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Now, define a function v(t) = [v1(t), · · · , vn(t)]
T by
vi(t) = lim
j→∞
ui(t+ jω)
Because of
ui(t+ jω) = ui(t) +
j∑
k=1
{
ui(t+ kω)− ui(t+ (k − 1)ω)
}
and (21), v(t) is well defined and is a periodic function with period ω. Moreover,
If u(t), v(t) are two solutions. By similar method used before, it is easy to prove
|ui(t+ jω)− vi(t+ jω)| = O(e
−jǫω) when j →∞ (22)
which means the limit solution is unique. Theorem 1 is proved completely.
Corollary 1 Suppose that 1 ≤ p <∞, g(x) = (g1(x), · · · , gn(x))
T ∈ H{G1, · · · , Gn}
and f(x) = (f1(x), · · · , fn(x))
T ∈ H{F1, · · · , Fn}. If there are real constants ξi > 0,
αij , βij , i, j = 1, 2 · · · , n, such that
−diξi +Gi
[
ξi|a
∗
ii|+
1
p
∑
j 6=i
ξj|a
∗
ji|
αjip
]
+
1
q
ξi
∑
j 6=i
Gj |a
∗
ij|
(1−αij )q
+
1
p
Fi
n∑
j=1
ξj|b
∗
ji|
βjip +
1
q
ξi
n∑
j=1
Fj|b
∗
ij |
(1−βij)q < 0 (23)
In particular,
−diξi +Gi
[
ξi|a
∗
ii|+
1
p
∑
j 6=i
ξj|a
∗
ji|
]
+
1
q
ξi
∑
j 6=i
Gj |a
∗
ij|
+
1
p
Fi
n∑
j=1
ξj|b
∗
ji|+
1
q
ξi
n∑
j=1
Fj |b
∗
ij| < 0 (24)
Then the dynamical system (3) has a unique periodic solution v(t) = [v1(t), · · · , vn(t)]
T
and, there is ǫ > 0 such that for any solution u(t) = [u1(t), · · · , un(t)]
T of (3), we have
|ui(t + jω)− vi(t)| = O(e
−jǫω) when j →∞ (25)
7
In fact, under the assumptions given in Corollary 1, we can find ǫ such that (11)
or (12) is satisfied.
The case p = 1 is the most interesting. In Theorem 1, let p = 1 and αij = βij = 1,
we have following
Theorem 2 Suppose that 1 ≤ p <∞, g(x) = (g1(x), · · · , gn(x))
T ∈ H{G1, · · · , Gn}
and f(x) = (f1(x), · · · , fn(x))
T ∈ H{F1, · · · , Fn}. If there are positive constants ǫ, θi,
i = 1, 2 · · · , n, such that
(−di + ǫ)θi +Gi
[
θi|a
∗
ii|+
∑
j 6=i
θj |a
∗
ji|
]
+ Fi
n∑
j=1
θj |b
∗
ji|e
ǫτji ≤ 0 (26)
Then the dynamical system (3) has a unique periodic solution v(t) = [v1(t), · · · , vn(t)]
T
and, for any solution u(t) = [u1(t), · · · , un(t)]
T of (3),
|ui(t+ jω)− vi(t)| = O(e
−jǫω), i = 1, · · · , n (27)
If
−diθi +Gi
[
θi|a
∗
ii|+
∑
j 6=i
θj |a
∗
ji|
]
+ Fi
n∑
j=1
θj |b
∗
ji| < 0 (28)
Then the dynamical system (3) has a unique periodic solution v(t) = [v1(t), · · · , vn(t)]
T
and, there is ǫ > 0 such that for any solution u(t) = [u1(t), · · · , un(t)]
T of (3), we have
|ui(t+ jω)− vi(t)| = O(e
−jǫω), i = 1, · · · , n (29)
Theorem 1 and Theorem 2 apply to the model (2), too. If we consider constants di,
aij , bij Ii as periodic function with any period. Then, the limit v(t) is also a periodic
function with any period and thus is a constant vector v∗ = [v∗1 , · · · , v
∗
n]
∗. Therefore,
we have
Theorem 3 Suppose that 1 ≤ p <∞, g(x) = (g1(x), · · · , gn(x))
T ∈ H{G1, · · · , Gn}
and f(x) = (f1(x), · · · , fn(x))
T ∈ H{F1, · · · , Fn}. If there are real constants αij , βij ,
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positive constants ǫ, ξi, θi, i, j = 1, 2 · · · , n, such that either one set on inequalities
holds
(−di + ǫ)ξi +Gi
[
ξi|aii|+
1
p
∑
j 6=i
ξj|aji|
αjip
]
+
1
q
ξi
∑
j 6=i
Gj |aij|
(1−αij)q
+
1
p
Fi
n∑
j=1
ξj|bji|
βjipeǫτji +
1
q
ξi
n∑
j=1
Fj |bij|
(1−βij)qeǫτij ≤ 0 (30)
(−di + ǫ)ξi +Gi
[
ξi|aii|+
1
p
∑
j 6=i
ξj|aji|
]
+
1
q
ξi
∑
j 6=i
Gj|aij |
+
1
p
Fi
n∑
j=1
ξj|bji|e
ǫτji +
1
q
ξi
n∑
j=1
Fj |bij |e
ǫτij ≤ 0 (31)
(−di + ǫ)θi +Gi
[
θi|aii|+
∑
j 6=i
θj |aji|
]
+ Fi
n∑
j=1
θj |bji|e
ǫτji ≤ 0 (32)
Then the dynamical system (2) has a unique periodic equilibrium v∗ = [v∗1, · · · , v
∗
n]
T
and, for any solution u(t) = [u1(t), · · · , un(t)]
T of (2), we have
|ui(t)− v
∗
i | = O(e
−ǫt), i = 1, · · · , n (33)
Corollary 2 Suppose that 1 ≤ p <∞, g(x) = (g1(x), · · · , gn(x))
T ∈ H{G1, · · · , Gn}
and f(x) = (f1(x), · · · , fn(x))
T ∈ H{F1, · · · , Fn}. If there are real constants αij , βij ,
positive constants ξi, θi, i, j = 1, 2 · · · , n, such that either one set on inequalities holds
−diξi +Gi
[
ξi|aii|+
1
p
∑
j 6=i
ξj|aji|
αjip
]
+
1
q
ξi
∑
j 6=i
Gj |aij|
(1−αij )q
+
1
p
Fi
n∑
j=1
ξj|bji|
βjip +
1
q
ξi
n∑
j=1
Fj|bij |
(1−βij)q < 0 (34)
−diξi +Gi
[
ξi|aii|+
1
p
∑
j 6=i
ξj|aji|
]
+
1
q
ξi
∑
j 6=i
Gj |aij|
+
1
p
Fi
n∑
j=1
ξj|bji|+
1
q
ξi
n∑
j=1
Fj |bij| < 0 (35)
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− diθi +Gi
[
θi|aii|+
∑
j 6=i
θj |aji|
]
+ Fi
n∑
j=1
θj |bji| < 0 (36)
Then the dynamical system (2) has a unique periodic equilibrium v∗ = [v∗1, · · · , v
∗
n]
T
and, there is ǫ > 0 such that for any solution u(t) = [u1(t), · · · , un(t)]
T of (2), we have
|ui(t)− vi(t)| = O(e
−ǫt), i = 1, · · · , n (37)
Remark 1 In [3, 8], under additional assumptions that all aij(t), bij(t) and di(t)
are constants and gj(x), fj(x) are bounded functions, it was proved in [3] that under
(24) or in [8] that under (11), the dynamical system
dui
dt
= −diui(t) +
n∑
j=1
aijgj(uj(t)) +
n∑
j=1
bijfj(uj(t− τij)) + Ii(t), i = 1, 2, . . . , n (38)
has a unique periodic solution v(t) = [v1(t), · · · , vn(t)]
T and, any solution u(t) =
[u1(t), · · · , un(t)]
T of (38) converges to v(t). It is easy to see that this is a special case
of previous Corollary 1. Moreover, in [3], the author did not address the convergence
rate. It should also be emphasized that parameters αij , βij play key role in the
Theorem 1 and Corollary 1. The special one (24) is not the best criterion. It is
important to look for the best parameters αij , βij . We will discuss in next section.
5 Comparisons
In previous section and many existing papers, various stability criteria are given. It is
an important issue to answer the question whether or not they are equivalent. If not,
which one is better. That is we should compare capability of various stability criteria.
In this section, we will address this issue by proving several theorems, from which
we assert that the conditions in terms of L1 norm [(26) (28) (32) (36)] are enough in
practice. The criteria with Lp norm [(11) (23) (30) (34)] are of no great significance
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and those, letting αij = 1/p, βij = 1/p [(12) (24) (31) (35)], are less capable than
conditions in terms of L1.
We prove the following result first:
Theorem 4 Suppose ci > 0, Gi > 0, Fi > 0, cij ≥ 0, dij ≥ 0, eij ≥ 0, i, j = 1, · · · , n.
If there exist ξi > 0, αij, βij , p > 1, q > 1,
1
p
+ 1
q
= 1 such that the following
inequalities
− ciξi +
1
p
∑
j 6=i
c
αjip
ji Giξj +
1
q
∑
j 6=i
c
(1−αij )q
ij Gjξi +
1
p
∑
j 6=i
d
βjip
ji ejiFiξj
+
1
q
∑
j 6=i
d
(1−βij)q
ij eijFjξi ≤ 0, i = 1, · · · , n (39)
hold. Then, we can find constants θi > 0 (i = 1, · · · n) such that
− ciθi +Gi
∑
j 6=i
θjcji + Fi
∑
j 6=i
θjdjieji ≤ 0, i = 1, · · · , n (40)
hold.
Proof If there exist ξi > 0, αij, βij , p > 1, q > 1,
1
p
+ 1
q
= 1 such that (39) hold.
Denote
M = {mij} :


mii = −ci +
1
q
∑
j 6=i
c
(1−αij)q
ij Gj +
1
q
∑
j 6=i
d
(1−βij)q
ij eijFj i = 1, · · · , n
mij =
1
p
c
αjip
ji Gi +
1
p
d
βjip
ji ejiFi i 6= j
Then, (39) can be rewritten as Mξ ≤ 0. By the property of M-matrices, there
exist η = (η1, · · · , ηn)
T , ηi > 0 i = 1, · · · , n such that M
T η ≤ 0. That is
−
(
ci −
1
q
∑
j 6=i
c
(1−αij)q
ij Gj −
1
q
∑
j 6=i
d
(1−βij)q
ij eijFj
)
ηi
+
1
p
∑
j 6=i
(c
αijp
ij Gj + d
βijp
ij eijFj)ηj ≤ 0
(41)
which can be rewritten as
− ciηi +
∑
j 6=i
(
1
q
c
(1−αij )q
ij Gjηi +
1
p
c
αijp
ij Gjηj
)
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+
∑
j 6=i
(
1
q
d
(1−βij)q
ij eijFjηi +
1
p
d
βijp
ij eijFjηj
)
≤ 0
(42)
By Lemma 1, we have
1
q
c
(1−αij )q
ij Gjηi +
1
p
c
αijp
ij Gjηj ≥ cijGjη
1
q
i η
1
p
j (43)
1
q
d
(1−βij)q
ij eijFjηi +
1
p
d
βijp
ij eijFjηj ≥ dijeijFjη
1
q
i η
1
p
j (44)
Therefore,
− ciηi +
∑
j 6=i
cijGjη
1
q
i η
1
p
j +
∑
j 6=i
dijeijFjη
1
q
i η
1
p
j ≤ 0 i = 1, · · · , n
Thus, let ζi = η
1
p
i , (i = 1, · · · , n), we obtain
−ciζi +
∑
j 6=i
ζjcijGj +
∑
j 6=i
ζjdijeijFj ≤ 0, i = 1, · · · , n
By the property of M-matrices, there exist θi s.t.
−ciθi +Gi
∑
j 6=i
θjcji + Fi
∑
j 6=i
θjdjieji ≤ 0, i = 1, · · · , n
This completes the proof.
Theorem 5 Suppose p > 1, q > 1, 1
p
+ 1
q
= 1 . ci > 0, Gi > 0, Fi > 0 (i, j =
1, · · · , n). If there exist θi > 0 (i = 1, · · · n) such that
− ciθi +Gi
∑
j 6=i
θjcji + Fi
∑
j 6=i
θjdjieji ≤ 0, i = 1, · · · , n (45)
hold. Then, we can find constants ξi > 0, α
∗
ij , β
∗
ij, such that following inequalities
− ciξi +
1
p
∑
j 6=i
c
α∗
ji
p
ji Giξj +
1
q
∑
j 6=i
c
(1−α∗
ij
)q
ij Gjξi +
1
p
∑
j 6=i
d
β∗
ji
p
ji ejiFiξj
+
1
q
∑
j 6=i
d
(1−β∗
ij
)q
ij eijFjξi ≤ 0, i = 1, · · · , n (46)
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hold.
Proof If there exist θi > 0 (i = 1, · · · n) such that (45) hold then, by the
property of M-matrices, there exist ζi s.t.
−ciζi +
∑
j 6=i
ζjcijGj +
∑
j 6=i
ζjdijeijFj ≤ 0, i = 1, · · · , n
Let ηi = ζ
p
i , i = 1, · · · , n, and
α∗ij =
1
p
[
1 + ln|cij |
(
η
1
q
i η
− 1
q
j
)]
β∗ij =
1
p
[
1 + ln|dij |
(
η
1
q
i η
− 1
q
j
)]
(47)
(43), (44) turn to be equalities. Therefore, we have
−ciηi +
∑
j 6=i
(
1
q
c
(1−α∗
ij
)q
ij Gjηi +
1
p
c
α∗
ij
p
ij Gjηj
)
+
∑
j 6=i
(
1
q
d
(1−β∗
ij
)q
ij eijFjηi +
1
p
d
β∗
ij
p
ij eijFjηj
)
= −ciηi +
∑
j 6=i
cijGjη
1
q
i η
1
p
j +
∑
j 6=i
dijeijFjη
1
q
i η
1
p
j
= η
1
q
i
(
− ciθi +
∑
j 6=i
cijGjθj +
∑
j 6=i
dijeijFjθj
)
≤ 0 i = 1, · · · , n
which means MT η ≤ 0. By M-matrices theory, there exist ξ = [ξ1, · · · , ξn]
T > 0, such
that Mξ ≤ 0. Thus, (46) hold. This completes the proof.
Under that 1
p
|bii|
βiip + 1
q
|bii|
(1−βiiq) ≥ |bii|, letting ci = di − ǫ − Gi|aii| − Fi|bii|,
cij = |aij|, dij = |bij |, eij = e
ǫτij , we have
Theorem 6 Suppose that 1 ≤ p < ∞. If there are positive constants ǫ, ξi, real
constants αij , βij, i, j = 1, 2 · · · , n, such that either one of the following two sets of
inequalities holds
(−di + ǫ)ξi +Gi
[
ξi|aii|+
1
p
∑
j 6=i
ξj|aji|
αjip
]
+
1
q
ξi
∑
j 6=i
Gj |aij|
(1−αij)q
+
1
p
Fi
n∑
j=1
ξj|bji|
βjipeǫτji +
1
q
ξi
n∑
j=1
Fj |bij|
(1−βij)qeǫτij ≤ 0 (48)
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(−di + ǫ)ξi +Gi
[
ξi|aii|+
1
p
∑
j 6=i
ξj|aji|
]
+
1
q
ξi
∑
j 6=i
Gj|aij |
+
1
p
Fi
n∑
j=1
ξj|bji|e
ǫτji +
1
q
ξi
n∑
j=1
Fj |bij |e
ǫτij ≤ 0 (49)
Then there exist constants θi such that
(−di + ǫ)θi +Gi
[
θi|aii|+
∑
j 6=i
θj |aji|
]
+ Fi
n∑
j=1
θj |bji|e
ǫτji ≤ 0 (50)
Theorem 7 Suppose that 1 ≤ p < ∞. If there are positive constants ǫ, θi,
i = 1, 2 · · · , n, such that
(−di + ǫ)θi +Gi
[
θi|aii|+
∑
j 6=i
θj |aji|
]
+ Fi
n∑
j=1
θj |bji|e
ǫτji ≤ 0 (51)
Then we can find real constants α∗ij , β
∗
ij, positive constants ξi, i = 1, 2 · · · , n, such that
(−di + ǫ)ξi +Gi
[
ξi|aii|+
1
p
∑
j 6=i
ξj|aji|
α∗
ji
p
]
+
1
q
ξi
∑
j 6=i
Gj |aij|
(1−α∗
ij
)q
+
1
p
Fi
n∑
j=1
ξj|bji|
β∗
ji
peǫτji +
1
q
ξi
n∑
j=1
Fj |bij|
(1−β∗
ij
)qeǫτij ≤ 0 (52)
hold. However, the following inequalities
(−di + ǫ)ξi +Gi
[
ξi|aii|+
1
p
∑
j 6=i
ξj|aji|
]
+
1
q
ξi
∑
j 6=i
Gj|aij |
+
1
p
Fi
n∑
j=1
ξj|bji|e
ǫτji +
1
q
ξi
n∑
j=1
Fj |bij |e
ǫτij ≤ 0 (53)
are not true generally.
Following example verify previous theorems
Example 1 Let d1 = 2, d2 = 11, a11 = 1, a12 = 3, a21 = 3, a22 = 1, bij = 0, G1 =
G2 = F1 = F2 = 1.
i) In case p = 1. The conditions (36) in Corollary 2 are
−(d1 − |b11|F1)θ1 +
[
a11G1θ1 + θ2|a21|G1
]
+ θ2|b21|F1
14
= −θ1 + 3θ2 < 0
−(d2 − |b22|F2)θ2 +
[
a22G2θ2 + θ1|a12|G2
]
+ θ1|b12|F2
= 3θ1 − 10θ2 < 0
The solution to these two linear inequalities is 3 < θ1
θ2
< 10
3
.
ii) In case p = 2. Pick any θ1, θ2 satisfying 3 <
θ1
θ2
< 10
3
, for example, θ1 = 19, θ2 = 6
satisfy 3 < θ1
θ2
< 10
3
. Let η1 = θ
2
1, η2 = θ
2
2 and
α12 =
1
2
lna12
(
a12η
1
2
1 η
− 1
2
2
)
=
1
2
ln3
19
2
(54)
α21 =
1
2
lna21
(
a21η
1
2
2 η
− 1
2
1
)
=
1
2
ln3
18
19
(55)
The inequalities in (34) become
−(d1 − |b11|F1)ξ1 +
[
a11G1ξ1 +
1
p
|a21|
α21pG1ξ2
]
+
1
q
|a12|
(1−α12)qG2ξ1
+
1
p
|b21|
β21pF1ξ2 +
1
q
|b12|
(1−β12)qF2ξ1 =
−10
19
ξ1 +
9
19
ξ2 < 0
−(d2 − |b22|F2)ξ2 +
[
a22G2ξ2 +
1
p
|a12|
α12pG2ξ1
]
+
1
q
|a21|
(1−α21)qG1ξ2
+
1
p
|b12|
β12pF2ξ1 +
1
q
|b21|
(1−β21)qF1ξ2 =
19
4
ξ1 −
−21
4
ξ2 < 0
The solution is 9
10
< ξ1
ξ2
< 21
19
.
Although the parameters αij , βij and/or ξi in (34) do exist, it is very difficult to
search for these parameters directly by solving the nonlinear inequalities (34). There-
fore, the criteria is of no great significance in practice. Instead, the parameters in (36)
can be found easily by solving the linear inequalities (36).
Moreover, if we take α12 = α21 = β12 = β12 =
1
2
. The inequalities in (35) are
−(d1 − |b11|F1)ξ1 +
[
a11G1ξ1 +
1
2
|a21|G1ξ2
]
+
1
2
|a12|G2ξ1
+
1
2
|b21|F1ξ2 +
1
2
|b12|F2ξ1 =
1
2
ξ1 +
3
2
ξ2 < 0
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−(d2 − |b22|F2)ξ2 +
[
a22G2ξ2 +
1
2
|a12|G2ξ1
]
+
1
2
|a21|G1ξ2
+
1
2
|b12|F2ξ1 +
1
2
|b21|F1ξ2 =
3
2
ξ1 −
17
2
ξ2 < 0
In this case, there is no solution. It means that this criterion is less effective.
6 Conclusions
In this paper, we address criteria of global exponential stability for delayed periodic
dynamical systems in terms of various Lp (1 ≤ p < ∞) norms. A general approach
to investigate global exponential stability in terms of Lp (1 ≤ p < ∞) norms and
sufficient conditions are given. Comparisons of various stability criteria are given.
More importantly, it is pointed out that sufficient conditions in terms of L1 norm are
enough in practice. The criteria in terms of Lp (1 < p < ∞) norms are of no great
significance.
References
[1] S., Arik, ”An analysis of global asymptotic stability of delayed cellular neural
networks,” Neural Networks, IEEE Transactions on, Vol.13, 1239-1242, 2002
[2] Belair, J., Campbell, S. A., and Van Den, Driessche, P. ”Stability and Delay-
Induced Oscillations in a neural Network Model,” SIAM Journal of Applied Math-
ematics, 56, 1996, 245-255.
[3] J. Cao and J. Wang, ”Global Asymptotic Stability of a General Class of Recurrent
Neural Networks With Time-Varying Delays” IEEE Transactions on Circuits and
Systems-I: Fundamental Theory and Applications, 50(1), Januray 2003, 1-11.
16
[4] Jinde Cao, ”New results Concerning exponential stability and Periodic solutions
of delayed cellular neural networks,” Physics Letters A, Vol.307, 136-147, 2003
[5] T. P. Chen, ”Global Exponential Stability of Delayed Hopfield Neural Networks”,
Neural Networks, 14(8), 2001, p.p. 977-980.
[6] Tianping Chen, Wenlian Lu and Guanrong Chen, Dynamical behaviors of a large
class of general delayed neural networks, Neural Computation (2003) submitted
[7] M.A., Cohen, and S., Grossberg, “Absolute stability and global pattern formation
and parallel storage by competitive neural networks”, IEEE Trans. Syst. Man
Cybern., vol. 13, 1983, pp. 815-826
[8] Meifang Dong, ”Clobal exponential stability and existence of periodic solutions
of CNN with delays,” Phys. Lett. A 300 (2002) 49-57
[9] M., Forti, and A. Tesi, “New condition for global stability of neural networks with
application to linear quadratic programming problems”, IEEE Trans. Circuits
Syst.-1, vol. 42, 1995, pp. 354-366
[10] Gopalsamy, K. and Sariyasa. Time delays and stimulus-dependent pattern forma-
tion in periodic envirorments in isolated neurons, IEEE Transactions on Neural
Networks, 2002, 13(2), 551-563
[11] M. Hirsh,“Convergence activation dynamics in continuous time networks”, Neural
Networks, vol. 2, 1989, pp.331-349
[12] X. Liang, and J. Wang, ”An Additive Diagonal Stability Condition for Absolute
Stability of A General Class of Neural Networks”, IEEE Trans. Circuits Systems
I, vol. 42, 2001, 354-366
[13] Xiaofeng Liao; K. Wong; Z.F. Wu; G.R. Chen, ”Novel robust stability criteria
for interval-delayed Hopfield neural networks,” IEEE trans. Circuits and Syst.-I,
Vol.48, 1355-1359, 2001
17
[14] S. Mohamad, and K. Gopalsamy, Neuronal dynamics in time varying environ-
ments: continuous and discrete time models, Dis. Cont. Dyn. Syst, 2000, 6:841-
860
[15] Roska, T.; Wu, C.W.; Balsi, M.; Chua, L.O., ”Stability and dynamics of delay-
type general and cellular neural networks,” Circuits and Systems I, IEEE Trans-
actions on, Vol.39, 487-490, 1992
[16] Roska, T.; Wu, C.W.; Chua, L.O., ”Stability of cellular neural networks with
dominant nonlinear and delay-type templates,” Circuits and Systems I, IEEE
Transactions on, Vol.40, 270-272, 1993
[17] Lan Xiang, Jin Zhou, Z. Liu, On the asymptotic behavior of Hopfield neural
network with periodic inputs, Appl Math and Mech, 2002, 23(12):1367-1373.
[18] Zhang, Y. Absolute periodicity and absolute stability of delayed neural networks,
IEEE Transactions Cirsuits and Systems I, 2002, 49: 256-261
[19] J. Zhang, and X. Jin, ”Global Stability Analysis in Delayed Hopfield Neural
Models,” Neural Networks, 13(7), 2000, 745-753.
[20] Jin Zhou, Zenrong Liu and Guanrong Chen, Dynamicas of delayed periodic neural
networks, Neural Networks, 2003 (in rpess)
18
