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Abstract
In finite entropy systems, real-time partition functions do not decay to zero
at late time. Instead, assuming random matrix universality, suitable averages
exhibit a growing “ramp” and “plateau” structure. Deriving this non-decaying
behavior in a large N collective field description is a challenge related to one ver-
sion of the black hole information problem. We describe a candidate semiclassical
explanation of the ramp for the SYK model and for black holes. In SYK, this is
a two-replica nonperturbative saddle point for the large N collective fields, with
zero action and a compact zero mode that leads to a linearly growing ramp. In
the black hole context, the solution is a two-sided black hole that is periodically
identified under a Killing time translation. We discuss but do not resolve some
puzzles that arise.
Dedicated to the memory of Joe Polchinski
ar
X
iv
:1
80
6.
06
84
0v
1 
 [h
ep
-th
]  
18
 Ju
n 2
01
8
Contents
1 Introduction 2
1.1 Review and context . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 This paper . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2 SYK 7
2.1 Brownian SYK . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2 Regular SYK . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.3 Interpolating between Brownian and regular SYK . . . . . . . . . . . . . . . 21
3 Gravity 22
3.1 JT gravity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.2 More general black holes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.3 Fluctuating fields on the double cone . . . . . . . . . . . . . . . . . . . . . . 29
4 Discussion 30
4.1 Correlation functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
4.2 Wiggles and factorization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
4.3 Toward the plateau . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
A More details on Brownian SYK 34
A.1 Late-time ensembles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
A.2 The N mod 8 periodicity from saddle points . . . . . . . . . . . . . . . . . . 36
A.3 Exact evaluation of 〈|TrU(T )|2〉 . . . . . . . . . . . . . . . . . . . . . . . . . 38
A.4 Weingarten functions and finite L effects . . . . . . . . . . . . . . . . . . . . 39
A.5 Why the plateau of Brownian SYK is O(1) rather than O(L) . . . . . . . . . 42
B Showing the action is zero for the SYK saddle points 43
C The reparametrization modes 44
C.1 One-loop determinant for β = 0 and large βaux . . . . . . . . . . . . . . . . . 44
C.2 Exact Schwarzian version . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
1
1 Introduction
1.1 Review and context
The black hole information problem1 is rooted in a deep tension between the smoothness
of spacetime geometry and the discreteness of quantum Hilbert space. A simple example of
this tension was described by Maldacena [2]. Consider the correlation function of two simple
bulk operators separated in time a finite distance above the black hole horizon. In a gravity
analysis, such correlators exponentially decay2 because of the relaxational behavior of the
quasinormal modes of a black hole. This conflicts with a basic fact that in a finite quantum
system, correlation functions cannot decay to zero at late time.
One can make the discussion sharp using the boundary description (via AdS/CFT) of
a large but finite-entropy AdS black hole. There the observable just described becomes a
conventional thermal correlator, e.g.
fβ(T ) =
1
Z
Tr
(
e−
β
2
HO(T )e−
β
2
HO(0)
)
=
1
Z
∑
n,m
e−(
β
2
+iT )Ene−(
β
2
−iT )Em|〈n|O|m〉|2. (1)
Here O is a simple Hermitian operator and Z is the partition function Z(β) ≡ Tr exp(−βH),
and the double sum is over the discrete spectrum of energy eigenstates. At early times, such
correlators typically do decay exponentially, because of chaotic thermalization. This is the
boundary dual of quasinormal mode relaxation [3]. However, discrete sums of oscillating
terms like f(T ) cannot decay to zero at late time [2, 4, 5, 6]. Instead, they typically become
exponentially small (in the entropy) and fluctuate erratically in time. This effect appears
to be invisible in perturbative corrections to classical gravity and so explaining it from the
bulk point of view could shed some light on the tension described above.
We expect the squared matrix elements in (1) to vary smoothly because of the Eigenstate
Thermalization Hypothesis [7, 8]. The oscillating phases are the key actors. To isolate their
effect it is useful to define a simpler observable [9]3 where we strip off the matrix elements
and relabel β → 2β:
Z(β + iT )Z(β − iT ) =
∑
n,m
e−(β+iT )Ene−(β−iT )Em =
∑
m,n
e−β(Em+En)+iT (Em−En). (2)
People working on quantum chaos have long studied the β = 0 case of (2), calling it the
“spectral form factor,” a name we will often use [11]. At short times |Z(β + iT )|2 = Z(β)2.
At long times, after doing a bit of time averaging to smooth out the erratic fluctuations,
all the terms in |Z(β + iT )|2 where En 6= Em average to zero. Assuming a generic chaotic
spectrum this only leaves the diagonal n = m terms, giving |Z(β + iT )|2 = Z(2β). We call
this late time region the “plateau.” It is helpful to have in mind a rough picture where we
1For a review as of 2016 see [1].
2There are usually small power law tails due to conserved quantities if the operators are local in space.
3Operators depending only on phases are also discussed in [10] .
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ignore the energy term in the free energy, so the late-time value is Z(2β) = eS. For systems
with many degrees of freedom, this is large but exponentially smaller than the early time
value Z(β)2 = e2S. The behavior as one evolves from early to late times will be the focus of
this paper.
A direct calculation of the spectral form factor for long times in theories with a well
understood gravity dual (like Super Yang-Mills theory) is currently impossible. We do not
have fine enough control over the detailed structure of the high energy spectrum. But in
recent years a model has been introduced that is tractable, chaotic, and has some aspects of
a gravity dual. This is the Sachdev-Ye-Kitaev (SYK) model [12, 13].
The SYK model is a quantum mechanical model of N interacting Majorana fermions ψa,
coupled in sets of q by random couplings Ja1...aq ,
H = i
q
2
∑
a1<···<aq
Ja1...aqψa1 . . . ψaq . (3)
Properties of the model after averaging over the J ensemble are particularly simple to an-
alyze. They can be expressed exactly in terms of bilocal collective fields called G(t, t′)
and Σ(t, t′). The field Σ(t, t′) is a Lagrange multiplier that enforces the identification
G(t, t′) = 1
N
∑
a ψa(t)ψa(t
′). At large N the path integral is described by a saddle point
configuration of G,Σ and fluctuations around it. At low temperatures the model is almost
conformal. The most important fluctuations in the G,Σ fields consist of a soft mode that is
described by the Schwarzian theory [13, 14]. In turn, this theory is equivalent [15, 16, 17]
to an action describing two dimensional dilaton gravity, the Jackiw-Teitelboim (JT) model
[18, 19, 20]. This provides the basis for connections between AdS2 black hole physics and
the SYK model.
The quantity 〈|Z(β + iT )|2〉J for the SYK model was studied numerically in [21].4 (Here
and elsewhere in the paper, the angle brackets indicate an average over the ensemble of
Ja1...aq couplings; we will often leave off the J subscript.) We show a plot of this data in
figure 1. The early time decaying “slope” region is in some ways the analog of the quasinormal
mode behavior for correlators discussed above. In particular, this region of the curve has
an explanation involving fluctuations about the naive saddle point in the collective field
description or dual AdS2 gravity theory [21, 24].
5 As is evident from the plot, the slope is
self-averaging, so that 〈|Z(β + iT )|2〉J ≈ |〈Z(β + iT )〉J |2.
The subsequent “ramp” and “plateau” are not self averaging, and are not consistent
with fluctuations about the naive saddle point. However, they are in line with the idea that
energy eigenvalues in a chaotic system should follow the statistics of eigenvalues of a random
matrix. The spectral form factor is roughly the Fourier transform of the connected two-point
correlation function of the eigenvalue density, 〈ρ(E)ρ(E ′)〉. In random matrix theory, a T -
linear ramp results from a −1/(E−E ′)2 term in this quantity, reflecting long-range repulsion
4For related work see [22, 23].
5For related work on correlation functions see [25, 26].
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Figure 1: A log-log plot of the spectral form factor in SYK for q = 4, N = 34, βJ = 5 [21]. A
single sample (red, erratic) is plotted together with an average of 90 samples (black, smoother).
The ramp is approximately linear ∝ T in standard variables, not just in the log-log variables.
between eigenvalues (see [27], or [28] for a recent overview). The plateau arises from a
modification of this power-law form once we consider very small energy differences that are
of order the typical level spacing E−E ′ ∼ e−S. The transition takes place at a time of order
the inverse of this spacing, T ∼ eS.
1.2 This paper
Universality of random matrix statistics suggests that a similar ramp and plateau are ex-
pected in many physical systems. So from the Hilbert space perspective it is not a surprise
that the SYK model or even a black hole should have such behavior. The challenge, mo-
tivated by the black hole information problem, is to explain this behavior using the large
N collective field variables, i.e. G,Σ for the SYK model or the bulk gravity variables for a
black hole. In this paper we report some progress on this problem, giving an explanation
of the intermediate ramp region in terms of saddle points for G,Σ, and more speculatively
in gravity. We do not yet have a clear understanding of the plateau, but will make some
preliminary comments in the Discussion.
In Section 2 we study the SYK model. The G(t, t′),Σ(t, t′) description is somewhat
complicated because of the bilocal nature of the fields, so we warm up in Section 2.1 by
studying a simpler, more random system – the SYK Brownian circuit. Here we allow the
random couplings Ja1...aq to vary independently at each time, resulting in local collective
fields G(t),Σ(t). The ensemble of time evolution operators U(T ) produced by these time de-
pendent Hamiltonians should converge to a uniform Haar measure on a subgroup of unitaries
consistent with the time-reversal and fermion parity symmetries. An analog of the averaged
spectral form factor is 〈Tr[U(T )]Tr[U(T )]∗〉. At T = 0 this is equal to L2, where L = 2N2 is
the dimension of the Hilbert space. At long times it should converge to
∫
Haar
dUTr[U ]Tr[U ]∗,
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which is of order one (in fact, precisely two for the relevant unitary ensembles). This is
nonvanishing and independent of time, but exponentially smaller than the short time result.
One might be tempted to call it a plateau, but we will see that this actually has more in
common with the ramp in a time-independent quantum system.
This structure can be explained by saddle points of the G(t),Σ(t) system. Because there
are two quantum systems, L and R, often called replicas, there are “off diagonal” collective
fields GLR,ΣLR that couple them. At short time the GLR = ΣLR = 0 saddle point with a
large negative action dominates. But its contribution decreases exponentially and eventually
allows the contribution from another saddle point, where G and Σ assume nonzero constant
values, to dominate. This nontrivial saddle point has action equal to zero, and hence gives
a contribution of order one at late times, as required.
We begin to study the ramp in Section 2.1.2 by repeating the same Brownian circuit k
times. Here k is a discrete analog of SYK time. The analog of the spectral form factor will
now be 〈Tr[U(T )k]Tr[U(T )k]∗〉. The value of this in the standard Haar unitary ensemble is
min(k, L), which is a unitary version of the ramp/plateau structure. In the G,Σ description
(suppressing a subtlety to be discussed below) we find k distinct saddle points, each with
zero action. This can be explained as follows. The system has a Zk × Zk symmetry, an
approximation of the U(1)× U(1) symmetry in the regular SYK case. This is broken to Zk
by one of the saddles. The k different saddles are simply the orbit of the broken symmetry.
The total contribution of these saddle points is proportional to k, as needed. However,
the existence of a plateau here for large enough k demonstrates that there is more to the
G,Σ description than these saddle points. We make some preliminary remarks about this in
Appendix A.4.
Armed with these intuitions we proceed to study regular SYK in Section 2.2. At
early times the answer is dominated by independent saddle points of the decoupled L and R
systems (given by nonzero GLL,ΣLL, GRR,ΣRR) and the fluctuations around them. For times
much larger than 1/J , these fluctuations are well described by two copies of the Schwarzian
theory. The total effect is a large contribution, proportional to e2S0 where S0 is the zero-
temperature entropy, but decaying like a power law [21]. This decay is visible in the slope
region of figure 1.
At late times, the contribution of other saddle points dominate. As in the Brownian SYK
case, these have nonvanishing values of GLR,ΣLR, correlating the two replicas together.
First we discuss the case where β = 0, where the solutions are approximately as follows.
One starts with the correlators in the thermofield double state at an arbitrary auxiliary
energy. Then one sums over images to make a function that is antiperiodic in real time.
This antiperiodicity is required for the solution to contribute to Z(iT )Z(−iT ) (the familiar
Euclidean antiperiodicity for Z(β) becomes Lorentzian antiperiodicity by time ±T for the
two factors in Z(iT )Z(−iT )). Explicit solutions can be found numerically, or analytically
at low energies in the conformal limit of SYK. An important point is that the original
〈Z(iT )Z(−iT )〉 problem has a U(1) × U(1) symmetry corresponding to independent time
5
translations on the L and R systems. Saddle points with nonzero GLR,ΣLR spontaneously
break this down to the diagonal U(1), analogous to the 〈Tr[U(T )k]Tr[U(T )k]∗〉 situation
discussed above. We therefore have an exact zero mode, with compact volume proportional
to T , the size of the periodic circles. So, roughly speaking, there are actually T such saddles.
Each one has action zero, so their sum gives a contribution linear in T , the ramp.
For the problem 〈Z(β + iT )Z(β − iT )〉 with nonzero β, there is a complication. In this
case we don’t quite find a solution to the saddle point equations, due to a pressure towards
lower energies. This can be stabilized by taking smoothed microcanonical transforms on
both systems:
YE,∆(T ) ≡
∫
γ+iR
dβ eβE+β
2∆2Z(β + iT ) (4)
|YE,∆(T )|2 =
∫
γ+iR
dβL e
βLE+β
2
L∆
2
Z(βL + iT )
∫
γ+iR
dβR e
βRE+β
2
R∆
2
Z(βR − iT ). (5)
To study this quantity by saddle points, we allow βL, βR to vary, in addition to the collective
fields G,Σ. Now one finds a saddle point at βL = βR = 0 corresponding to the periodically
identified thermofield double state described above. Requiring stationarity with respect to
variations of βL, βR fixes the energy of the thermofield double state to be E. Again, the
action is zero and the zero mode described above gives a factor of T .
At late times the ramp behavior ends in the plateau. We do not understand the plateau
in the collective description, but we make some preliminary comments in the Discussion.
In Section 3 we attempt to interpret and generalize these saddle points in gravity. To
start, we use that for low energies, the SYK saddle points discussed above can be described in
two copies of the Schwarzian theory. So they can be understood as a configuration in the bulk
JT dilaton theory. The configuration corresponds to a Lorentzian wormhole6 connecting the
L and R sides with periodic time identification. The family of saddles arises from performing
a relative time shift of the L and R boundaries. Such time shifted wormhole configurations
are present in more general gravitational theories. One simply takes a stationary two-sided
black hole and periodically identifies in Killing time. This forms a type of Lorentzian double
cone. Naively, there is a conical singularity at the horizon due to a fixed point of the
identification. We argue that this can be treated with an i prescription that follows from
(4) and avoids the singularity.
This configuration may well provide part of the explanation for the universality of ran-
dom matrix behavior in the boundary dual of these systems. One important issue here is
that standard gauge/gravity duals like Super Yang-Mills do not involve averaging over cou-
plings. In this non-disordered situation, we expect a signal like that in SYK with one fixed
realization of the disorder, as in the erratic curve of figure 1. The ramp/plateau structure is
6Traversable wormhole configurations in SYK with LR coupling have been constructed in [29]. Con-
nections to the present work are touched on in sections 2.2.2 and 3 . The implications of the existence of
wormholes in JT gravity for factorization has been discussed in [30]. This and related work is commented
on in section 4.2.
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Figure 2: In the Brownian model, the O(1) late time value arises from a nontrivial saddle point
in the collective field description. In regular SYK, we propose a similar explanation for the ramp.
Both plots are simply sketches. (In regular SYK at β = 0 there are regular oscillations in the slope
region. We are sketching the envelope.)
clearly visible, but there are fluctuations of size comparable to the signal. The shortest time
scale of oscillation is very rapid, of order the inverse width of the energy distribution. The
autocorrelation time is very short as well. These strong fluctuations pose a challenge, since
the geometry just described appears to give a smooth ramp.
We comment further on this point in the Discussion, along with some preliminary dis-
cussion of how similar saddle points could contribute to the late-time behavior of correlation
functions. We also comment on a possible origin of the plateau.
2 SYK
In this section we discuss saddle points that are important for late-time partition functions
in the Brownian SYK model and the regular SYK model. These are saddle points that have
nontrivial correlation between the two replicas. In the Brownian model, the saddle point
explains the late-time O(1) value of 〈Tr[U(T )]Tr[U(T )]∗〉. In the regular model, we find a
family of saddle points that explain a linearly growing ramp in 〈Z(iT )Z(−iT )〉. The basic
features are sketched in figure 2.
For both models, the Hamiltonian is of the form
H(t) = i
q
2
∑
a1<···<aq
Ja1...aq(t)ψa1 . . . ψaq . (6)
In the regular SYK model, the couplings are assumed to be constant, so that H is time-
independent. Ensemble averages are defined by taking the Ja1...aq variables to be Gaussian
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distributed with mean zero and variance
〈Ja1...aqJa′1...a′q〉 = δa1a′1 . . . δaqa′q
J2(q−1)!
N q−1
, (regular SYK). (7)
Here, J sets the energy scale of the system. When we integrate the couplings over such a
distribution, we are integrating over variables that are constant in time, which leads to a
somewhat inconvenient bilocal action for the fermion variables.
The Brownian SYK model is the opposite extreme, where the couplings are drawn in-
dependently at each instant of time. Again, they are Gaussian distributed, with mean zero
and variance
〈Ja1...aq(t)Ja′1...a′q(t′)〉 = δa1a′1 . . . δaqa′q δ(t− t′)
J(q−1)!
N q−1
, (Brownian SYK). (8)
The δ(t − t′) factor means that the couplings are correlated only at the same instant of
time. This means that integrating over the couplings leads to a local effective action, which
makes the model simpler than regular SYK. It is sometimes useful to imagine replacing this
delta function with a sharply peaked but smooth function. This model is an example of a
“Brownian circuit” studied previously in [31, 32].7
2.1 Brownian SYK
In a time-dependent system like the Brownian SYK model, the time evolution operator is
defined as a time-ordered exponential
U(T ) = T e−i
∫ T
0 dtH(t). (9)
For a fixed realization of the time-dependent couplings, we can write a fermion path-integral
formula for Tr[U(T )]Tr[U(T )]∗ = |TrU(T )|2 as8
|TrU(T )|2 =
∫
Dψ(L)a Dψ(R)a exp
{
i
∫ T
0
dt
[
i
2
ψ(j)a ∂tψ
(j)
a −Ja1...aq(t)
(
i
q
2ψ(L)a1...aq− (−i)
q
2ψ(R)a1...aq
)]}
.
(10)
In this expression, the fermions with replica index ψ(L) compute Tr[U(T )] and the fermions
with replica index ψ(R) compute the complex conjugate Tr[U(T )]∗. The kinetic term involves
an implicit sum over j = L,R. We used the abbreviation ψa1...aq ≡ ψa1 . . . ψaq , and we omitted
the time argument for all of the fermion fields, but they are all evaluated at time t inside
the integral. In this expression and elsewhere in this paper, the implicit sum over a1...aq is
over indices in increasing order, a1 < a2 < ... < aq.
7There is also a substantial body of work on the discrete time version of such systems called “random
quantum circuits.” See for example [33, 34].
8The factor of (−i) q2 in (10) is convenient, and it is intuitive from the perspective of complex conjugation,
taking the Grassmann variables to be real. However, replacing (−i) q2 by i q2 actually leads to the same answer.
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To take the disorder average, we do the Gaussian integral over all of the separate Ja1...aq(t)
variables. This has the effect of squaring the q-fermion interaction term in (10). The terms
involving all L-type or R-type fermions can be simplified using ψaψa =
1
2
.9 Anticommuting
fermions past each other, it follows that e.g. ψ
(L)
a1...aqψ
(L)
a1...aq = (−1)
q
2/2q. We are left with
∫
Dψ(L)a Dψ(R)a exp
−
∫ T
0
dt
1
2
ψ(j)a ∂tψ
(j)
a +
J(q−1)!
N q−1
∑
a1<...<aq
(
1
2q
− ψ(L)a1...aqψ(R)a1...aq
) . (11)
We will now make a side comment about the above formula. Since the random couplings
were uncorrelated in time, the disorder-averaged theory is local in time. In fact, the above
expression can be understood as a normal thermal partition function for a spin system, with
real inverse temperature equal to T :
〈|TrU(T )|2〉 = Tr(e−THspin), Hspin ≡ J(q−1)!
2qN q−1
∑
a1<···<aq
(
1− σ(z)a1 σ(z)a2 . . . σ(z)aq
)
. (12)
In making this correspondence, we have used that we can represent Majorana fermions in
terms of spin variables, and we can arrange that ψ
(L)
a ψ
(R)
a = i2σ
(z)
a , where σ
(z)
a is the Pauli z
operator acting at site a. For short times the partition function is simply the dimension of
the Hilbert space of N spins, 2N . For long times the factor e−THspin becomes a projection
operator onto the ground states, times e−TE0 . A ground state is when all spins are aligned,
either up or down, and from the above Hamiltonian we find that the ground state energy
is zero. So at large times we find 〈|TrU(T )|2〉 → 2, where the factor of two is for the two
ground states.10
This is similar to an analogous calculation in the Haar random ensemble on unitary
matrices (CUE). A Haar analog of the quantity 〈|TrU(T )|2〉 would be ∫ dUTr[U ]Tr[U ]∗ =∫
dUTr[U ⊗ U∗]. A useful fact is that (see appendix A.4 for a more general statement)∫
dU U ⊗ U∗ = |MAX〉〈MAX|, |MAX〉 ≡ L− 12
L∑
i=1
|i〉 ⊗ |i〉, (13)
so
∫
dUTr[U ⊗ U∗] reduces to the trace of a projection operator onto an entangled state of
the two replicas, similar to what we get in the late-time limit of Brownian SYK. The fact
that in Brownian SYK there are two states instead of one is due to the (−1)F symmetry, see
appendix A.1.
9Note that for Grassman integration variables, we usually have ψa(t)ψa(t) = 0, but in this case we can
imagine that the disorder averaging is smeared slightly in time, so that the product will involve fermions at
slightly different time arguments, and then ψa(t+ )ψa(t) =
1
2 .
10We also see that the approach to this limit is determined by the N lowest lying excited states given by
a single flipped spin. This gives a schematic behavior 2 +Ne−T + ... which determines the time to approach
the Haar value T ∼ logN . This is consistent with other determinations of this “ramp,” or “Thouless” time
[35, 36, 37].
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2.1.1 Saddle points for 〈Tr[U(T )]Tr[U(T )]∗〉
We now return to the main discussion. Our goal is to find the non-decaying behavior of (11)
from the large N action, which is described by variables GLR(t) and ΣLR(t) with no fermion
flavor indices. The representation of the path integral (11) in terms of these variables is
〈|TrU(T )|2〉 ≈
∫
DGLRDΣLR exp
{
−N
2
∫ T
0
dt
[
2J
q
(
1
2q
− iqGLR(t)q
)
+ ΣLR(t)GLR(t)
]}
×
∫
Dψ(L)a Dψ(R)a exp
{
−1
2
∫ T
0
dt
[
ψ(A)a ∂tψ
(A)
a − ψ(L)a (t)ψ(R)a (t)ΣLR(t)
]}
. (14)
This is a somewhat complicated formula. Let us first understand how it is equivalent to (11).
If we integrate ΣLR(t) over the appropriate contour, it implements a delta function that
sets GLR(t) =
1
N
∑
a ψ
(L)
a (t)ψ
(R)
a (t). With this understanding, the iqGLR(t)
q term gives the
fermion interaction term in (11), with the iq = (−1) q(q−1)2 factor arising from anticommuting
the fermions past each other.11
Let’s now proceed naively by looking for a saddle point when we take ΣLR and GLR to be
constant.12 Then the fermion determinant on the second line of (14) is the partition function
of a theory with Hamiltonian H = −ΣLR
2
∑
a ψ
(L)
a ψ
(R)
a . Each operator ψ
(L)
a ψ
(R)
a for fixed a
has eigenvalues ±i/2, so the result is (2 cos TΣLR
4
)N . Combining this with the terms from the
first line of (14), the total GLR,ΣLR integrand becomes
exp
{
N
[
log(2 cos
TΣLR
4
)− JT
q2q
+ iq
JT
q
GqLR −
T
2
ΣLRGLR
]}
. (15)
An obvious saddle point is simply GLR = ΣLR = 0. The interpretation of this saddle is that
the two replicas are not correlated. Note that this is a saddle point for all values of T . It
predicts simple exponential decay,
〈|TrU(T )|2〉 ∼ 2N exp
[
−JTN
q2q
]
. (16)
This gives the initial downward slope of figure 2.
However, there are other saddle points and we can ask whether one of them gives the
right (non-decaying) behavior at large T . For large T we have two simple saddle points
GLR = ± i
2
, ΣLR = ∓ iJ
2q−2
. (17)
To check that these are solutions to the saddle point equations, it is useful to note that we
can replace log 2 cos(TΣLR/4) for large values of T by ±iTΣLR/4, depending on the sign of
11We have written this expression with a ≈ symbol, because we have approximated the action in a way
that is correct at leading order in N , but misses terms of order one and smaller in powers of N . This form
is sufficient for the moment, but see A.3 for a precise treatment.
12Although it isn’t necessary at the present level of approximation, we show in appendix A.3 that the
functional integral (14) actually localizes to constant GLR,ΣLR configurations.
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the imaginary part of ΣLR. An interesting property is that the whole action vanishes for
such configurations, and in particular is independent of T . So these saddle points predict a
non-decaying late time value that is of order one. This is the correct answer, as we found
from the spin Hamiltonian discussion. These two saddle points correspond to the two ground
states of the effective spin Hamiltonian, in the sense that the saddle point values of GLR are
equal to the values of the ψLψR correlator in the two ground states. So in this model, we get
the non-decaying late time behavior from a nontrivial saddle point that correlates the two
replicas together.
2.1.2 Saddle points for 〈Tr[U(T )k]Tr[U(T )k]∗〉
As a generalization of the calculation described above we can consider the same theory, but
try to compute 〈Tr[U(T )k]Tr[U(T )k]∗〉. This quantity is the analog of the spectral form
factor for unitary groups whose eigenvalues live on the circle. For example, for Haar random
unitaries [38] (see also [39]) ∫
dU Tr[Uk]Tr[Uk]∗ = min(k, L) (18)
where L is the dimension of the matrices. This is the analog of the ramp/plateau structure
for random unitary matrices.
To evaluate this quantity in Brownian SYK we need to use 2k replicas, with fermions
ψ
(L,s)
a computing the k factors of U(T ), and fermions ψ
(R,s)
a computing the factors of U∗(T ).
Here a = 1, . . . , N is the usual flavor index, and s = 1, . . . , k is the new replica index. One
can write down a G,Σ description for this path integral, where both are now matrices in
the s, s′ indices. In particular Gss
′
ij (t) =
1
N
∑
a ψ
(i,s)
a (t)ψ
(j,s′)
a (t) where i, j denote L or R, and
Σss
′
ij (t) is the corresponding Lagrange multiplier.
13 The ψ(L,s)(t) form the k segments of the
L path integral whose total time is kT , and similarly for the ψ(R,s)(t) on the R side. In
order to glue the segments together to form the quantity Tr[U(T )k] or Tr[U(T )k]∗, we need
to impose the boundary conditions
ψ(i,s)(T ) = ψ(i,s+1)(0) (s < k), ψ(i,k)(T ) = −ψ(i,1)(0). (19)
The boundary conditions for G follow from this. Note that the problem has a natural Zk×Zk
symmetry, one factor acting on the L system, one on the R. The s, s′ matrix structure forms
a discrete analog of the bilocality of the full SYK model.
We will not describe this problem in detail, but as in the case k = 1, one can find saddle
points that correspond to non-decaying contributions for large T . A natural set of such
saddles corresponds to simply pairing up the index s with the index s′ according to some
permutation belonging to Sk, and then setting G
ss′
LR,Σ
ss′
LR equal to the values in Equation
(17) for the paired s, s′ values and zero otherwise (all LL,RR quantities for s 6= s′ are
13Note that GssLL, G
ss
RR are equal to ψ(t+ )ψ(t) =
1
2 .
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set to zero as well). For large T this gives a saddle point with zero action, but in order
for the configuration to respect the boundary conditions, the permutation has to be cyclic.
There are k cyclic permutations, giving an answer proportional to k.14 (In fact, for each
permutation we actually have the choice of setting all the Gss
′
LR,Σ
ss′
LR to the same + or −
values in (17) so we have 2k saddles, giving the expected factor of two for the two decoupled
symmetry sectors of the problem, as in the k = 1 case.)
This is the basic saddle-point origin of the k-linear ramp in (18). Note that these saddles
spontaneously break the Zk×Zk symmetry down to a diagonal Zk, and the k distinct saddles
form an orbit of the broken symmetry. This symmetry pattern provides a clue about the
type of saddle to look for in the regular SYK model, which we will turn to in the next section.
In addition to these saddle points, when q = 2 (mod 4), there are additional saddles de-
scribed in appendix A.2. After including this detail, the above saddle points seem consistent
with the ensembles of unitary matrices that we expect the Brownian circuit to converge to
at late times, see appendix A.1. However, there is more to this model, because the behavior
for such ensembles changes qualitatively k > 2N/2−1 or k > 2N/2−2, exhibiting a plateau phe-
nomenon similar to the one exhibited in(18). It would be desirable to have an understanding
of this in terms of the G,Σ path integral. We make some preliminary remarks about the
mechanisms involved in Appendix A.4.
2.2 Regular SYK
In the regular SYK model we will find an analog of the nontrivial Brownian SYK saddle
points discussed in the previous section. This analog consists of a family of saddle points
that appear to explain a linear ramp in 〈|Z(iT )|2〉, but not the plateau. As we will see,
there is a complication when β is nonzero that leads us to consider 〈|YE,∆(T )|2〉 instead of
〈|Z(β + iT )|2〉. We will start with the simpler β = 0 (infinite temperature) case where this
doesn’t arise.
2.2.1 The case where β = 0
We would like to study the quantity Z(iT )Z(−iT ). One can write a path-integral expression
for this as in (10), but with constant couplings. Doing the disorder average, we find a bilocal
action involving an integral over two times. This action can be represented as an integral
over collective fields as in (14), except that we now integrate over more variables. Instead of
14The relationship of the ramp to such cyclic permutations occurs in many contexts. The diagrams in
GUE giving the ramp are cyclically permuted ladders [40]. In CUE the factor of k arises from cyclically
permuted identifications of U with U∗, much as here. Cyclic permutations have also played a central role in
recent work deriving the ramp for Floquet many-body system [35, 41, 42, 37] .
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the variables GLR(t),ΣLR(t), we now have matrices Gij(t, t
′),Σij(t, t′) where i, j ∈ {L,R}:
〈Z(iT )Z(−iT )〉 =
∫
DGDΣe−N I[G,Σ]
I[G,Σ] = −log Pf (δij∂t − Σij) + 1
2
∫ T
0
∫ T
0
dtdt′
(
ΣijGij − J
2
q
sijG
q
ij
)
(20)
sLL = sRR = −1, sLR = sRL = iq = (−1)
q
2 .
Here we left off the time arguments, but in all cases G and Σ depend on a pair of times t, t′.
We wrote the analog of the fermion path integral from (14) in a compact way as a Pfaffian.
At largeN , the path integral in (20) is semiclassical, dominated by saddle points and small
fluctuations around them. It isn’t obvious that the ramp should be visible in a semiclassical
approximation to the G,Σ integral, but we will in fact find a reasonable-seeming ramp within
this approximation. To get the saddle point equations, one can vary the action with respect
to G and Σ. In order to simplify the resulting equations, we will make an ansatz that G,Σ
are only functions of the difference of times, e.g.
Gij(t, t
′) = Ĝij(t− t′). (21)
In what follows we will omit the hat, using the argument of G to distinguish. It then be-
comes convenient to decompose the functions into Fourier components. In order to compute
Z(iT ) or Z(−iT ), we are working on a real-time circle of length T . The functions G,Σ
inherit the antiperiodicity around this circle associated with the trace boundary conditions
for the original SYK fermions. So G,Σ should be antiperiodic with respect to either of their
time arguments. This means that the frequencies that appear are fermionic (half-integer)
Matsubara frequencies, e.g.
Gij(ωn) =
∫ T
0
dteiωntGij(t), ωn =
2pi(n+ 1
2
)
T
. (22)
The saddle point equations can then be written as(
GLL(ωn) GLR(ωn)
GRL(ωn) GRR(ωn)
)
= −
(
iωn + ΣLL(ωn) ΣLR(ωn)
ΣRL(ωn) iωn + ΣRR(ωn)
)−1
(23)
Σij(t) = sijJ
2Gq−1ij (t).
We can reduce the number of variables somewhat by using that Gij(t, t
′) = −Gji(t′, t), which
implies that Gij(t) = −Gji(−t) and Gij(ωn) = −Gji(−ωn) and similarly for Σ. For example,
this allows us to write GRL and ΣRL in terms of GLR and ΣLR.
If we assume GLR = ΣLR = 0, then we find the decoupled equations for the L and R SYK
systems. The solutions to these equations, and the diagonal fluctuations about them, are
simply computing 〈Z(iT )〉〈Z(−iT )〉 which tends to zero at large time T . This situation is
similar to the trivial GLR = 0 saddle that we found in the Brownian SYK model. Guided by
the Brownian SYK example, we would like to find nontrivial saddles where GLR is nonzero.
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tβaux/2
T
Figure 3: We show a path-integral repesentation of the quantity Tr(e−
βaux
2
He−iHT e−
βaux
2
HeiHT ).
The open and filled circles should be identified. In SYK one could study this quantity by path G,Σ
path integral. The leading saddle point is simply the analytic continuation to this contour of the
standard thermal saddle point for Z(βaux). The idea is that the equations for G,Σ in the shaded
region are similar to our equations, with L and R referring two the two sides of the contour, (and
with a factor of iq that arises from a different convention for GLR).
We will now give some motivation for the existence of nontrivial solutions, before dis-
cussing them explicitly. Let’s temporarily forget about the Z(iT )Z(−iT ) quantity and con-
sider instead Tr(e−
βaux
2
He−iHT e−
βaux
2
HeiHT ), where we introduced an arbitrary parameter
βaux. Of course, the real-time evolution trivially cancels in this quantity, which reduces to
Z(βaux). Still, we can imagine computing it by an elaborate path integral that represents
each of the four factors explicitly, see figure 3. The saddle point configuration for G,Σ on
this contour will simply be the analytic continuation of the thermal correlation functions at
inverse temperature βaux. Now, the basic idea is that the saddle point equations for G,Σ
in the long Lorentzian parts of the contour are approximately the same as the equations for
our Z(iT )Z(−iT ) problem, after identifying the two folds of the contour with the L and R
systems. The only difference between the problems is at the ends: in the Z(iT )Z(−iT ) case
we separately periodically identify both the L and R contours, and in the case in figure 3
we glue the contours together after Euclidean evolution by βaux/2.
15
The above motivates us to construct approximate solutions to (23) using the analytically
continued thermal correlators at an arbitrary inverse temperature βaux. More precisely, we
would like to take as a trial solution the correlators in the thermofield double state for the
L and R systems defined for t > 0 as
G
(βaux)
ij (t) = 〈TFD(βaux)|ψ(i)(t)ψ(j)(0)|TFD(βaux)〉, i, j ∈ {L,R}. (24)
However, these correlators do not satisfy the correct boundary conditions; they are expo-
nentially decaying for large |t| and in particular are not antiperiodic with period T . We can
fix this by summing over images, or more simply taking
Gij(t) = G
(βaux)
ij (t)−G(βaux)ij (t− T ), 0 < t < T, (25)
15One might be suspicious of this logic, because the G,Σ equations are nonlocal in time, so the difference
at the ends might be significant. However, the nonlocality is controlled by the bilocality of G(t, t′) and
Σ(t, t′), which are exponentially decaying in the time separation, so if T is large we expect the equations to
be local enough to make the argument.
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Figure 4: Example numerical solutions to the equations (23) as a function of Jt. Solid blue is
Re(GLL) = Re(GRR), dotted red is Im(GLL) = −Im(GRR), and dashed yellow is Im(GLR). Note
that Re(GLR) = 0. The left and middle panels correspond to βaux = 0. In the middle panel we
introduced a relative shift ∆t of the L and R times. In the right panel we have nonzero βaux. In
all cases q = 4 and JT = 10pi. For larger values of JT , the middle part where the solutions are
very small gets extended.
and antiperiodically extending outside this range. We do not expect this to be an exact
solution, but if T is large we expect there to be a true solution very close by.
We can make this argument a little more precise as follows. Let’s imagine trying to verify
that (25) is a solution. We will need to compute the Fourier transform, which we can treat
as
Gij(ωn) =
∫ T
0
dteiωntGij(t) =
∫ T
2
−T
2
dteiωntGij(t) ≈
∫ T
2
−T
2
dteiωntG
(βaux)
ij (t) (26)
≈
∫ ∞
−∞
dteiωntG
(βaux)
ij (t). (27)
In the last step of the first line, we used that for 0 < t < T/2, the second term G
(βaux)
ij (t−T )
in (25) is much smaller than the first term G
(βaux)
ij (t). In going to the second line, we used
that for large T , the error we make in extending the region of integration is exponentially
small in T . Now, the point is that G
(βaux)
ij is actually a solution on the infinite line, so
after making these approximations (and similar approximations for Σ) we will find that the
equations are satisfied.
This argument shows that our configuration almost satisfies the saddle point equations,
but one would still like to show that there is a nearby exact solution. This can be done by
solving the equations by numerical iteration, with (25) as a starting point. In figure 4 we
show plots of numerical solutions. Although we do not plot (25) for comparison, they would
be indistinguishable by eye already for these modest values of T .
There are two crucial features of these solutions that we need to comment on. First,
the solutions have a saddle point action that is very close to zero. This is easy to check
numerically. Intuitively, it is reasonable that the action should be independent of T for large
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T , since the action of the long Lorentzian parts of the contour in figure 3 must be zero in
order for that quantity to be independent of time. However, to get the right constant value
for the action requires a further argument that we give in appendix B where we show that
the classical action is zero up to exponentially small (in T ) corrections.16 Note that for
early times, the standard uncorrelated solutions have a negative action, so the correlated
configuration we are describing here is exponentially subleading (in N) at early times.
The second crucial feature is that these solutions are actually part of a two-parameter
family. One parameter is the arbitrary βaux that we have discussed above. The second
parameter can be understood as follows. The action (20) has independent time translation
symmetries on the L and R systems. The solution we are considering spontaneously breaks
this symmetry by correlating the fermions on the L system with fermions on the R system
at the same time. What remains is only a diagonal time translation symmetry. By acting
on this solution with the spontaneously broken symmetry generator, which shifts the time in
opposite directions on the L and R systems, we generate new solutions, where the fermions
on the L system are correlated with fermions on the R system at a different time. Concretely,
we generate new solutions by leaving GLL, GRR the same, but sending GLR(t)→ GLR(t+∆t).
The quantity ∆t is the second parameter in our two-parameter family of solutions. Since the
functions are antiperiodic with period T , we find that ∆t is valued on a circle of circumference
2T , and integrating over this zero mode gives us a factor of 2T .17
The contribution of these saddle points is then of the form
〈Z(iT )Z(−iT )〉 ⊃
∫ ∞
0
dβauxµ(βaux)
∫ 2T
0
d(∆t) = (const.)T. (28)
Here the measure factor µ(βaux) comes from a one-loop determinant. In appendix C.1 we
evaluate the determinant for large βaux and find that it is proportional to J/β
3
aux, making
the integral convergent. In fact, because in the SYK model at low temperature, we have
E ∝ β−2 this measure µ(βaux)dβaux is proportional to dEaux, which is reasonable from the
perspective of random matrix theory expectations for the ramp, as discussed in a moment.
Let us briefly summarize: because of the integral over the zero mode ∆t, the contribution
of these saddles is proportional to T . In addition, since the action is zero, there is no
exponential-in-N prefactor. This matches our expectations for the ramp in 〈Z(iT )Z(−iT )〉.18
16Given such an action Ne−T , the “ramp” time of the SYK model would be order logN , as found in [36].
17At first it seems that there could be a third zero mode, which corresponds to using the G,Σ configuration
for the quantity Tr(e−
βaux+x
2 He−iHT e−
βaux−x
2 HeiHT ) with x a new variable. In fact, x is just the imaginary
part of ∆t, so it is not a new mode. In the path integral we should do a contour integral over ∆t, and we
are assuming the defining contour is in the real (periodic) direction. This is consistent with the contour for
the nonzero modes, see appendix C.1.
18Our discussion here doesn’t leave any room for N mod 8 dependence in the coefficient of the ramp. This
seems troubling because the coefficient of the ramp is different in the GUE, GOE, and GSE ensembles that
play a role in the statistics of energy levels in SYK depending on N mod 8 [22]. In fact, one can check that
this dependence is precisely cancelled by the different block and degeneracy structure that we have in the
different GUE, GOE and GSE cases. So the coefficient of the ramp in SYK actually doesn’t have N mod 8
dependence. We are grateful to Guy Gur-Ari for raising this point.
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2.2.2 Nonzero β and |YE,∆(T )|2
Now we turn to the problem 〈Z(β + iT )Z(β − iT )〉 with β nonzero. There is a subtlety in
this case, and to explain it we will first review expectations for 〈Z(β + iT )Z(β − iT )〉 based
on random matrix theory. For simplicity, let’s consider the case where the eigenvalues of
the Hamiltonian have GUE statistics. In this case (see e.g. [21] Eq.(42)) we expect to find
schematically
〈Z(β + iT )Z(β − iT )〉 =
∫
dEmin
(
T, eS(E)
)
e−2βE. (29)
For the case β = 0, this looks similar to (28), although the integrand involves the ramp and
plateau, min
(
T, eS(E)
)
, rather than just the ramp
∫ 2T
0
d(∆t) = 2T . A naive analog of (28)
for nonzero β could be
〈Z(β + iT )Z(β − iT )〉 ⊃
∫ ∞
0
dβauxµ(βaux)e
−2βE(βaux)
∫ 2T
0
d(∆t). (30)
Notice that there is now a pressure on βaux from the e
−2βE(βaux) factor. What this means
is that βaux no longer represents a flat direction in the action. As a result, we should not
expect to find genuine saddle points when β is nonzero. This is consistent with numerics: as
one iterates the Schwinger-Dyson equations, the solution almost converges to a configuration
similar to the β = 0 solutions, but as the iterations proceed the effective βaux increases slowly
but steadily, and we do not find an actual solution.
To get a quantity that can be studied by honest saddle points, one can consider a micro-
canonical version of the spectral form factor,
|YE,∆(T )|2 =
∫
γ+iR
dβL e
βLE+β
2
L∆
2
Z(βL + iT )
∫
γ+iR
dβR e
βRE+β
2
R∆
2
Z(βR − iT ). (31)
This quantity is sensitive to the contributions where both the L and R energies are within
roughly ∆ of the energy E. We can now take the disorder average 〈|YE,∆(T )|2〉. The new
ingredient is that in the G,Σ formulation, we will be looking for stationary points with
respect to all variables including βL, βR.
Let us now explain how this works in more detail. A convenient trick is to view the parti-
tion function Z(β+ iT ) as simply Z(iT ) for a theory where we multiply the Hamiltonian by
(1− iβ
T
). In the SYK model, multiplying the Hamiltonian by something can be accomplished
by rescaling J . So we define
JL = (1− iβL
T
)J, JR = (1 +
iβR
T
)J. (32)
The full action for studying 〈|YE,∆(T )|2〉 can then be written as
−[(βL + βR)E + (β2L + β2R)∆2]−N log Pf (δij∂t−Σij)+N2
∫ T
0
∫ T
0
dtdt′
[
ΣijGij − JiJj
q
sijG
q
ij
]
.
(33)
17
where as before sLL = sRR = −1 and sLR = sRL = (−1) q2 .
The equations we get by varying with respect to G,Σ are the same as (23), with J2 →
JiJj. In addition there are two equations that one gets by varying with respect to βL, βR.
Because of the βaux instability, we do not expect solutions of the G,Σ equations when βL, βR
are nonzero.19 So the G,Σ equations effectively set βL, βR to zero. Naively, this lands us
back on the 〈|Z(iT )|2〉 problem, for which we argued that there is a two-parameter family
of solutions, labeled by βaux and ∆t. However, we still have to impose the equations that
we get by varying with respect to βL, βR. These give (after setting βL = βR = 0)
E = −iJ
2N
qT
∫ T
0
∫ T
0
dtdt′ [GqLL − iqGqLR] =
iJ2N
qT
∫ T
0
∫ T
0
dtdt′ [GqRR − iqGqLR] . (34)
Within the two-parameter family just mentioned, the middle and rightmost expressions in
(34) are equal to each other, and are a function of βaux. Solving (34) pins down the value of
βaux in terms of the argument E of YE,∆(T ). In fact, the equation has a simple interpretation.
Using the saddle point equations (23) and arguing as in (5.69) of [29], one can show that the
quantity on the RHS is simply the (equal) energies of the L and R systems. The parameter
∆t is not fixed, however, so integrating over this zero mode, we continue to find an answer
proportional to T .
The following comment is an aside. The βaux instability has a connection to the recent
work of Maldacena and Qi [29]. We can imagine setting T = 0 and studying the quantity
〈Z(β)2〉 by saddle point. In the original SYK theory, one does not find a connected saddle
point that correlates the two theories. However, if the two are coupled, then [29] shows
that a connected solution exists. We can follow a similar strategy here with nonzero T . By
coupling the L and R theories, connected solutions for 〈|Z(β + iT )|2〉 can be found. The
L-R coupling stabilizes βaux. In the case of [29], it was natural to consider a local-in-time
coupling. However, this breaks the independent time translation symmetries and removes
the possibility of a ramp, so for our purposes it is more convenient to add a bilocal L-R
term to the action that is integrated separately over the L and R times. A simple example
is to add a multiple of the GqLR term that is already present in the action, modifying the
coefficient sLR = sRL → (−1) q2 (1 + λ). One can then find numerical solutions for nonzero β.
Of course, these are solutions to a different problem, but we can understand them in
the sense of constrained instantons [43]. When β is nonzero, there are “almost-solutions” to
the original problem, namely configurations of G,Σ that are stationary with respect to all
but one direction in function space, corresponding to βaux. This situation is similar in some
respects to that of instantons in massive φ4 theory, and a useful method in that context is
to artificially change the problem by adding a term that stabilizes the one unstable direction
[43] and reveals the almost-solutions. The extra λGqLR term can be interpreted this way.
19A subtlety: there can be solutions when βL = −βR, which is a flat direction degenerate with changing
T . This component is set to zero by requiring stationarity of the ∆2 term.
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2.2.3 Further details in the conformal limit
It is possible to understand the solutions more concretely in the analytically tractable limit
of large βaux. This is the conformal limit of SYK, where we can drop the iωn terms in
the saddle point equations (23). A small subtlety is that in this limit, the pressure on
βaux becomes weak, and one can actually find solutions to the saddle point equations for
〈Z(β+ iT )Z(β− iT )〉 with nonzero β. The solutions are of the approximate form (25), with
G
(βaux)
LL (t) =
(
β−iT
β+iT
) 1
q b∣∣βaux
pi
sinh( pit
βaux
√
1 + β
2
T 2
)
∣∣ 2q sgn(t) (35)
G
(βaux)
LR (t) =
ib(
βaux
pi
cosh(pi(t+∆t)
βaux
√
1 + β
2
T 2
)
) 2
q
(36)
where J2bqpi = (1
2
− 1
q
) tan pi
q
. The missing component GRR is given by the complex conjugate
of GLL. Note that when β/T = 0, we simply get the correlation functions in the thermofield
double state at inverse temperature βaux.
We would now like to go beyond the conformal limit slightly, to see the small pressure
on βaux and understand how it can be stabilized. For the usual SYK model in Euclidean
signature, the leading correction to the conformal limit comes from the Schwarzian action,
ISch = −αSJ
∫
dτ Sch(f, τ), Sch(f, x) ≡ f
′′′(x)
f ′(x)
− 3
2
(
f ′′(x)
f ′(x)
)2
, (37)
where the path integral weighting is by e−NISch . The variable f(τ) has the interpretation of
a reparametrization of time, and it is related to the G configuration by
G(τ1, τ2) = b
(
f ′(τ1)f ′(τ2)
(f(τ1)− f(τ2))2
) 1
q
. (38)
Concretely, the leading non-conformal correction to the action for a G configuration of the
form (38) is the action (37).
In the present case, we expect two copies of the Schwarzian degree of freedom, for the L
and R systems. On the L system the time t is related to Euclidean time by τ = ( β
T
+ i)t and
on the R system the two are related by τ = ( β
T
− i)t. Adding two copies of (37) together
and changing variables from τ to t according to this rule, we arrive at the action
ISch = − αSJ ( β
T
+ i)
∫ T
0
dt Sch(fL, t)− αSJ ( β
T
− i)
∫ T
0
dt Sch(fR, t) (39)
The quantities fL(t) and fR(t) are related to the correlators (up to image terms that make
the answer antiperiodic) by a generalization of (38) where we write the ∂τ derivatives in
terms of ∂t on the two sides at the cost of factors of
β
T
± i, and introduce a phase for the
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GLR correlator:
GLL(t1, t2) = b
 1( βT −i)2f ′L(t1)f ′L(t2)
(fL(t1)− fL(t2))2
 1q , GLR(t1, t2) = ib
 −1β2T2 +1f ′L(t1)f ′R(t2)
(fL(t1)− fR(t2))2

1
q
(40)
Our configurations (35) and (36) correspond to
fL = tanh
( pit
βaux
√
1 +
β2
T 2
)
, fR =
1
tanh
(pi(t+∆t)
βaux
√
1 + β
2
T 2
) . (41)
The full action (39) for this configuration can be worked out by plugging in. One finds
ISch =
αS
J
4pi2β
β2aux
. (42)
Note that this is independent of T , due to a cancellation between the two terms in (39).
We see that indeed there is a pressure from e−NISch on the βaux parameter, pushing towards
larger values of βaux. In fact, this is just the factor e
−2βE(βaux) anticipated in (30). The
pressure on βaux is small at large Jβaux, however, and the conformal limit of the saddle point
equations misses it altogether, which makes the solutions (35) and (36) possible.
However, for finite Jβaux there is a still a small pressure, and we should see how it
gets stabilized in the microcanonical 〈|YE,∆(T )|2〉 quantity. To compute this, we study
Z(βL+iT )Z(βR−iT ) and integrate over the βL,R parameters with an appropriate weighting.
This problem can be obtained from Z(β + iT )Z(β − iT ) by taking β → βL+βR
2
and T →
T − βL−βR
2i
. Adding together the Schwarzian action (42) and the microcanonical weighting
factors from (31), we find the final integral over βL,R and βaux as
〈|YE,∆(T )|2〉 ∼ T
∫
dβauxdβLdβR exp
[
(βL+βR)E + (β
2
L+β
2
R)∆
2− αSNJ
2pi2(βL+βR)
β2aux
]
(43)
where the factor of T out front comes from an integral over ∆t. In this expression, we have
effectively reduced the G,Σ variables to a single parameter βaux by putting all of the other
directions in function space on shell. The saddle point of the final three-dimensional integral
is at βL = βR = 0 with βaux fixed by
E =
αSN
J
2pi2
β2aux
. (44)
The expression on the RHS is the energy of the Schwarzian degree of freedom (see e.g. [15])
as a function of βaux, and the saddle point condition fixes βaux by setting this equal to the
argument E of YE,∆(T ).
We can also see how adding an extra L-R coupling can stabilize βaux without going to
the microcanonical ensemble. A small value of λ will be sufficient, so we can compute its
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effect by first order perturbation theory, simply evaluating the term
I ⊃ −λJ
2
q
(
1 +
β2
T 2
) ∫ T
0
∫ T
0
dtdt′ (iGLR(t, t′))
q ≈ −λJ
2
q
(
1 +
β2
T 2
)
T
∫ ∞
−∞
dt
(
iG
(βaux)
LR (t)
)q
≈ −q − 2
q2
tan(
pi
q
)
λT
βaux
. (45)
In going to the second line we dropped corrections proportional to β2/T 2. Adding (42) and
(45) together, we find a stable minimum at βaux ∝ βJTλ .
2.3 Interpolating between Brownian and regular SYK
One can interpolate between Brownian and regular SYK by giving the couplings J a corre-
lation in time of the form:
〈Ja1...aq(t)Ja′1...a′q(t′)〉 = δa1a′1 . . . δaqa′q
(q−1)!
N q−1
J2(t− t′), (46)
where the function J2(t) is intermediate between a delta function and a constant function.
For the problem 〈|Z(iT )|2〉, it is natural to define the function J2(t) to respect the periodicity
of the time circle. For example, one can define
J2(t) =
(
J√
2pi tJ
+
J2
2
)[
exp
(
− t
2
2t2J
)
+ exp
(
−(t− T )
2
2t2J
)]
, 0 < t < T, (47)
and periodically extend this function outside the range. The parameter tJ determines the
timescale over which the couplings are correlated. We have Brownian SYK for tJ → 0 and
regular SYK for tJ →∞.
To study 〈|Z(iT )|2〉 for this theory, we can use the G,Σ action in (20), but with the
substitution J2 → J2(t − t′). One also replaces J2 → J2(t) in the saddle point equations
(23). These equations must be solved numerically for generic tJ , but in the Brownian limit
tJ → 0 they are easy to solve by hand. The simplification is because Σij becomes short-
ranged in time, due to the factor of J2 in (23) that gets replaced by J2(t). Indeed, ΣLL,ΣRR
become equal to zero because J2(t) multiplies an odd function of time. ΣLR(t) becomes
proportional to a delta function. The solutions are (for |t− t′| < T )
GLL(t, t
′) = GRR(t, t′) =
sgn(t− t′)
2
e−µ|t−t
′| +
sinh(µ(t− t′))
1 + eµT
(48)
GLR(t, t
′) = −GLR(t, t′) = ±i
[
1
2
e−µ|t−t
′| − cosh(µ(t− t
′))
1 + eµT
]
(49)
where the parameter µ is determined by requiring that it solves the equation
µ = J
(
1
2
− 1
1 + eµT
)q−1
. (50)
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Here we have written the solutions with both time arguments explicit in order to make
the following point. In section 2.1, we were able to analyze the Brownian model using
a smaller set of variables, only GLR(t, t) and ΣLR(t, t) with both times equal. One can
derive this description starting from (20) by noting that when J2(t) is proportional to a
delta function, the Gij(t, t
′) variables (other than GLR(t, t)) enter the action only through
the Gij(t, t
′)Σij(t, t′) term. Integrating over these Gij(t, t′) variables sets the corresponding
Σij(t, t
′) variables to zero and we end up with (14), after redefining ΣLR by a factor of
two. The present description with Gij(t, t
′) is not as economical, but it gives a little more
information, since (48) and (49) give the full time dependence of the correlators.
As a second point, note that these solutions are isolated; we don’t have βaux and ∆t zero
modes. We expect that this remains true for any finite value of tJ , and that the zero modes
only appear in the regular SYK limit of tJ →∞. A simple guess is that the quadratic action
for ∆t is proportional to NJT (∆t)2/t2J . For very large tJ we can ignore this action, and the
integral over ∆t will give a T -linear ramp. But as T grows, the action will become significant,
eventually cutting off the ∆t integral, and presumably leading to a non-monotonic 〈|Z(iT )|2〉
that decays, approaching an order one value at late time.
Finally, one reason to discuss this interpolation is the following. In the Brownian SYK we
can analyze the G,Σ path integral exactly, see appendix A.3, and we know that the nontrivial
saddle point contributes to the path integral. Via the interpolation, one can connect the
ramp saddle points in regular SYK to this one from Brownian SYK. This gives us some
confidence (beyond the fact that the answer is reasonable) that these ramp saddle points
should indeed contribute to the path integral for regular SYK.
3 Gravity
We would now like to understand analogous saddle points in a simple gravity context. This
section can be read independently of section 2, but our motivation for the specific gravity
solutions below came from trying to match the SYK configurations in section 2.2.3.
3.1 JT gravity
The theory we consider first is the Jackiw-Teitelboim theory of gravity in two dimensional
AdS space. The action is
IJT = −φ0
2
[∫ √
gR + 2
∫
bdy
√
hK
]
− 1
2
[∫ √
g φ(R + 2) + 2φb
∫
bdy
√
hK
]
. (51)
The equation of motion we get by varying with respect to φ imposes that R = −2, which
in two dimensions is enough to locally fix the geometry to be a piece of AdS2. The problem
is to figure out which piece we are supposed to choose in order to compute the quantity
Z(β+iT )Z(β−iT ). One choice would be to take two disconnected geometries corresponding
22
to “Euclidean” black holes with inverse temperature β + iT and β − iT . Each solution has
the topology of the disk, and in total we have two disconnected disks. Such a solution is
analogous to the trivial GLR = 0 case in the SYK discussions above. This contribution is
the gravity description of the “slope” region, and it decays to zero for large T .
A more interesting choice is a connected geometry, with the topology of a cylinder that
we will refer to as the “double cone.” We will first describe this solution very naively. The
simplest Lorentzian solution in JT gravity corresponds to a two-sided AdS2 black hole, which
is the same thing as AdS2 in Rindler coordinates. The metric and dilaton are
ds2 = − sinh2(ρ)dt˜2 + dρ2, φ = φh cosh(ρ). (52)
This reference solution has a time translation symmetry under shifts in t˜. Roughly, the solu-
tion we are interested in is an identification of this geometry by t˜ ∼ t˜+ T˜ . This corresponds
to identifying the Rindler region by a boost. Since the boost is a forwards Lorentzian time
translation at the R boundary and a backwards one at the L boundary, this identification
will impose the correct periodicity to contribute to Z(iT )Z(−iT ). The geometry can be vi-
sualized as a type of “double cone” with closed timelike curves, and with the two tips of the
cones meeting at ρ = 0 where we have a fixed point of the identification. There are naturally
two parameters associated with this type of solution. One is the relationship between T˜ and
T , which we will see is related to the βaux parameter discussed above, or equivalently φh in
(52). The other is a choice of where to place the origin of time coordinates on the L and
R boundaries. Because of the time-translation symmetry of the identified geometry, simul-
taneous translations of the origin on the L and R have no effect, but a relative translation
is meaningful. In other words, as with the SYK solutions, the double cone spontaneously
breaks the independent L and R translation symmetries, leaving a compact zero mode ∆t
with volume proportional to the period T . Such a configuration is therefore a candidate for
explaining the ramp.
time
identify
Figure 5: The double cone. At left we indicate two identification surfaces in AdS2 (red and green,
indicated by arrows). The blue curved lines represent the regulated boundaries. At right we have
folded the geometry into a double cone. We also made the regulated boundary wiggly to represent
the boundary graviton degree of freedom.
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We will now describe the double cone solutions more systematically. We will start by
considering Z(β + iT )Z(β − iT ), and we will see how to fix the βaux instability below. The
L and R boundaries of the cylinder are at separate asymptotic boundaries in AdS2. The
circle that forms the boundary on the L side of the cylinder should correspond to periodic
identification by Euclidean time β + iT , and on the R side it should correspond to β − iT .
Motivated by the form of the solutions in SYK, we would like to consider the case where the
geometry has a U(1) time translation symmetry. We can guarantee such a symmetry while
also satisfying the periodicity requirements at the two boundaries by choosing a new time
coordinate t˜ for AdS2 that corresponds to the generator
∂t˜ = iK −
β
T
H = −∂tRindler − i
β
T
∂tglobal (53)
and then periodically identifying the geometry by t˜ ∼ t˜ + T˜ , where as we will see T˜ should
be proportional to T . Here K is the generator of Rindler time translations, and H is
the generator of global time translations, see figure 6. The point of taking this type of
combination is that K translates time in opposite ways on the two boundaries, and H
translates them in the same direction, so periodicity with respect to t˜ implies periodicity
proportional to β ± iT on the two boundaries.
To describe the space in these coordinates more explicitly, it is convenient to use em-
bedding coordinates for AdS2, which we will write in the Rindler and global coordinate
systems:
Y−1 = cosh(ρ) = cosh(r) cos(tglobal)
Y0 = sinh(ρ) sinh(tRindler) = cosh(r) sin(tglobal) (54)
Y1 = sinh(ρ) cosh(tRindler) = sinh(r)
A convenient basis for the group of isometries SO(1, 2) is
H =
 0 −i 0i 0 0
0 0 0
 , K =
 0 0 00 0 i
0 i 0
 , P =
 0 0 i0 0 0
i 0 0
 . (55)
We can write points in the new coordinate system with t˜ as a time coordinate by writing Y−1Y0
Y1
 = exp (t˜∂t˜)
 cosh(ρ)0
sinh(ρ)
 = exp
t˜ ·
 0 i βT 0−i β
T
0 −1
0 −1 0
 cosh(ρ)0
sinh(ρ)
 . (56)
To compute the metric in these coordinates we use the metric induced from the embedding
space ds2 = −dY 2−1 − dY 20 + dY 21 . Since t˜ corresponds to a symmetry direction we can
compute this for small t˜, linearizing the exponential in (56). One finds
ds2 = −
(
sinh(ρ) +
iβ
T
cosh(ρ)
)2
dt˜2 + dρ2, t˜ ∼ t˜+ T˜ . (57)
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K H
Figure 6: The vector fields associated to the SO(1, 2) generators K and H. The diagrams are
global AdS2, with time running vertically and the two boundaries shown.
Note that in this metric, the singularity at ρ = 0 in the naive version discussed above is
resolved by the iβ/T term in the metric. We will come back to this point below.
There is one further parameter we need to specify in the metric (57), which we can think
about as the relationship between the time t˜ and the time t. Let’s briefly review what these
variables mean. We are studying Z(β + iT )Z(β − iT ). This means periodicity in Euclidean
time τ ∼ τ + β + iT on the L system, and τ ∼ τ + β − iT on the R system. We use the
notation t to define a complex time coordinate that in both cases runs from zero to T . So,
on the L system we have τ = ( β
T
+ i)t and on the R system we have τ = ( β
T
− i)t. Now, the
idea is that near the boundary, the bulk time coordinate t˜ is proportional to our boundary
time coordinate t. This coefficient of proportionality depends on exactly where we put the
cutoff surface, and the freedom here will correspond to the parameter βaux in our discussion
of SYK.
To make this precise, we introduce a holographic renormalization parameter  and we
relate the boundary proper Euclidean time τ to the bulk metric via
dτ 2boundary = 
2ds2bulk
∣∣
ρ=±ρc . (58)
This gives a relationship between τ and t˜ on the two boundaries. When we translate both
of these to relationships between t and t˜, we find in both cases
t =
eρc
2
t˜ =
βaux
2pi
t˜. (59)
Anticipating slightly, in the second equality we have given an interpretation to the factor
eρc/2 as being equal to βaux/(2pi). To justify this relationship we can compute geodesic
distances between boundary points, and for this numerical factor we find agreement between
the geodesic approximation and the expressions in (35) and (36).
It is interesting to compute the JT action (51) for the space (57). The term propor-
tional to φ0 is a topological term, which is normally responsible for contributing the zero-
temperature entropy S0. However, in our case it gives zero because our space has the topology
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of a cylinder, which has zero Euler characteristic. This is in keeping with expectations (e.g.
from SYK) that the value of the ramp should not be proportional to eS0 . The bulk term in
the action proportional to φ(R + 2) gives zero because R + 2 = 0 for the metric (57), so all
that remains is the boundary term φb
∫ √
hK. The boundary condition for φ is that φb =
φr

,
where φr is a renormalized boundary value of the dilaton. The extrinsic curvature scalar is
of order one, but the length of the curve and the value φb are large for large cutoff radius, so
the expression is divergent. Renormalizing by subtracting a multiple of φb times the length
of the boundary curve, and adding the contributions from the two boundaries, we find the
finite leftover
IJT = φr
2β
T
T˜
eρc
= φr
4pi2β
β2aux
. (60)
This is the same as what we got from the Schwarzian action (42). Of course, this follows
from the equivalence of JT to the Schwarzian [15, 16, 17].
Note that the action (60) is not stationary with respect to βaux, which is a parameter of
the configuration. What this means is that we do not have a true solution to the equations
of the JT theory. This can be understood as follows. In addition to the equation R+ 2 = 0
that we get by varying φ, there is a second equation that we get by varying the metric. This
can be written as T φµν = 0, where
T φµν = ∇µ∇νφ+ (φ−∇2φ)gµν . (61)
To have a solution with time translation symmetry, we would like to impose that φ is a
function of ρ only, φ(ρ). With this assumption, the nonzero components are
T φ
t˜t˜
=
(
sinh(ρ) +
iβ
T
cosh(ρ)
)2
(φ′′ − φ), T φρρ = φ−
cosh(ρ) + iβ
T
sinh(ρ)
sinh(ρ) + iβ
T
cosh(ρ)
φ′. (62)
We are supposed to solve these equations together with the boundary condition that φ takes
the same boundary value φb at the L and R boundaries ρ = ±ρc. Then φ should be an even
function of ρ and setting T φ
t˜t˜
= 0 implies that φ ∝ cosh(ρ). However, this is inconsistent
because now T φρρ is nonzero, and proportional to β/T . So in fact there is no solution of the
full problem.
This is the dilaton gravity version of the phenomenon that we saw in the SYK case
above, that for nonzero β we don’t have a solution of the full equations because of a runaway
pressure on βaux. As there, we can deal with this by going to the microcanonical quantity
YE,∆(T ) (31). This amounts to allowing β =
βL+βR
2
to be determined dynamically, but
also imposing stationarity with respect to its variation. Requiring that we have an on-shell
solution for the dilaton imposes that β = 0. To impose stationarity with respect to β, we
have to cancel the β dependence of the explicit factor 2βE against −IJT with (60). This
gives
2E = φr
4pi2
β2aux
(63)
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which fixes βaux. This is the same condition as (44) after translating to SYK conventions.
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3.2 More general black holes
In writing down the double cone configuration, we were pretty much just translating the
SYK saddle points from section 2.2.3 into bulk Jackiw-Teitelboim variables.
However, we can now generalize this strategy to higher dimensional stationary black
holes, finding a contribution to |YE,∆(T )|2 defined in (31). Let’s briefly describe the gravity
boundary conditions for computing this quantity. It’s helpful to start by considering the
quantity Z(βL)Z(βR). Here we study a geometry with two asymptotic boundaries, and with
periodicity in the Euclidean time direction proportional (up to a holographic renormalization
parameter) to βL and βR on the two boundaries. This procedure is most familiar for real βL
and βR, but it makes sense for complex values as well. In order to compute |YE,∆(T )|2 by
saddle point, we allow βL,R to vary, and look for solutions to the bulk equations of motion
together with the saddle point conditions for βL,R:
E + 2βL∆ + ∂βL log [Z(βL + iT )Z(βR − iT )] = 0 (65)
E + 2βR∆ + ∂βR log [Z(βL + iT )Z(βR − iT )] = 0. (66)
We will discuss a simple family of solutions to these equations, where βL = βR = 0 and
the ∆ terms drop out. The solution should be periodic by Lorentzian time ±T in the
two asymptotic regions. Since βL is conjugate to the asymptotic energy in the L region,
and similarly for R, the two conditions (65), (66) imply that the energy of the L and R
asymptotic regions should both be equal to E.
To construct a solution, one can start with the thermofield double black hole with energy
E in real time. One then periodically identifies the metric by the Killing (e.g. Schwarzschild)
time t ∼ t+T . Since this time variable runs forwards on the R boundary and backwards on
L, the periodicities on the two boundaries will be by ±T in Lorentzian time. The resulting
geometry is a type of Lorentzian double cone, see figure 7. Of course, this identification has
a fixed point at the horizon, which makes a singularity. At least in bulk effective field theory,
it can be treated by going to Rindler coordinates near the horizon and deforming ρ into the
upper half plane slightly, as we discussed above in the JT gravity case.
The classical action of this solution is zero. One way to see this is that because the
tip of the double cone is smooth in the sense described in the next subsection, there is no
20In section 2.2.2 we also discussed the possibility of stabilizing βaux by adding a term to the action
I ⊃ −λ
∫ T
0
∫ T
0
dtdt′OL(t)OR(t′) (64)
where OL,OR are operators on the L and R boundaries. The bulk effect of this should be related to the
eternal wormhole effect described by Maldacena and Qi [29], where a two-sided coupling leads to stress
energy in the bulk that allows the equation for the dilaton to be solved even with nonzero β.
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tL=0
tR=0
Δt
T
Figure 7: The identification we consider for a higher dimensional black hole cuts out the shaded blue
region, which forms a double cone. The green and red identification surfaces differ by Schwarzschild
time T . The zero mode that leads to the ramp factor of T is the freedom to insert a relative shift
∆t between the Schwarzschild time coordinates of the the origin of time for the L and R theories.
contribution from there. The Einstein-Hilbert action and Gibbons-Hawking boundary terms
on the L and R sides are both pure imaginary since we have a real geometry in Lorentzian
signature, and they cancel between the two sides.
Importantly, there will be a factor of T associated to this solution, from the integral over
a compact zero mode ∆t. The interpretation of this zero mode in gravity is as follows. We
keep exactly the same geometry, but we change where the origin of coordinates for the L
and R theories sit. If we advance both in the same direction (in Killing time), then because
of the U(1) symmetry of the solution we will not have done anything at all. But if we move
them in opposite directions, then we have a new solution. The parameter ∆t is defined as
the difference in Killing times of the points tL = 0 and tR = 0, see figure 7.
The solution described here, and the fact that it has zero action, is quite general. In
particular, such a periodic identification can be made for any stationary black hole, including
charged and/or rotating ones. So in computing |YE,∆(T )|2, we would have to sum over black
holes with all values of angular momentum and gauge charges, subject to the constraints
from extremality given the energy E. Since the action is zero, no particular black hole
will dominate the sum. Instead, we expect the sum to contribute a numerical factor that
multiplies the ramp function. This is analogous to the two solutions that we found in SYK,
with GLR either positive imaginary or negative imaginary. There the interpretation was
a separate contribution to the ramp from the two (−1)F symmetry sectors. Here there
are separate contributions from all global symmetry charge sectors, including rotations and
internal global symmetries. (In order to focus on just one of these solutions, one could of
course define a variant of YE,∆(T ) at fixed global symmetry charge.)
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3.3 Fluctuating fields on the double cone
In addition to the classical action, we should consider the effect of fields fluctuating about
this saddle point. The boundary fluctuations of pure JT gravity are mild and are analyzed
in appendix C.2. However, in a bulk theory with propagating fields, it seems to be subtle.
The saddle points for YE,∆(T ) have β = 0, which means a space with purely Lorentzian
periodicity. In this setting quantum field theory is not obviously well defined. In addition,
the space looks singular due to the fixed point of identification at ρ = 0. It is very possible
that a general bulk theory cannot be defined on this space (actually, this would be a good
thing, see Discussion). However, at least in some examples, the partition function of quantum
fields seems surprisingly well behaved; the double cone manages to avoid obvious perturbative
problems one would expect given the Lorentzian periodicity and ρ = 0 singularity.
As one example, we can consider AdS2. Here the SO(1, 2) or equivalently SL(2,R)
symmetry of quantum fields on a fixed AdS2 space makes the argument easy. In defining
the double cone, we are identifying AdS2 by the action of the complexified SO(1, 2) element
eiKT˜−β˜H , where β˜ = βT˜/T . The partition function of quantum fields on the periodically
identified space can therefore be computed in the Hilbert space formalism as Tr(eiKT˜−β˜H)
where the trace is over the Hilbert space of the bulk fields on a global slice through AdS2.
Now, a useful fact that one can check from the explicit matrix representation (55) is that
e−aP (iKT˜ − β˜H)eaP = −
√
T˜ 2 + β˜2H, tan(a) =
T
β
. (67)
So the generator we are identifying by is conjugate, by a complexified SO(1, 2) group element,
to a multiple of H. If the bulk fields have an exact SO(1, 2) symmetry, so that the trace is
over a sum of SO(1, 2) representations, then it follows that Tr(eiKT˜−β˜H) = Tr(e−
√
T˜ 2+β˜2H).
As β˜ → 0 we find the partition function of fields in global AdS2 at inverse temperature T˜ .
This is well behaved: in fact for large times T˜ , the quantum fields are effectively projected
into the ground state, and the partition function approaches one. Note that in this way we
can give a meaning to Tr(eiKT ), whereas Tr(eiHT ) would not be well defined. For example,
for a free scalar field dual to an operator of dimension ∆, we have
Tr(qH) =
∞∏
n=0
1
1− q∆+n . (68)
To study lim→0 Tr(eiHT−H) we would take q → eiT , but (68) has a “natural boundary” at
the unit circle that makes this undefined. On the other hand, for lim→0 Tr(eiKT−H), we
end up with the same function but with q = e−T well inside the unit disk.
One can also think about perturbation theory on a double cone spacetime. A potential
problem is the region where vertices are integrated near the tip ρ = 0. Since this is a fixed
point of the identification, the sum over images to define the propagator diverges there and
the propagator is singular. However, it seems that one can deform the contour for ρ to avoid
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this point. In a Rindler approximation near the horizon, we write the metric as
ds2 = −(ρ+ i)2dt2 + dρ2 = (− iρ)2dt2 + dρ2, t ∼ t+ T. (69)
The i prescription can be motivated from the contour of integration for β = βL+βR
2
in the
microcanonical transform (31), which requires that we approach the saddle point at β = 0
from a direction where β has a positive real part. Then we can view the β parameter in
e.g. (57) as a positive infinitesimal. Now, the idea is that the contour for ρ can be deformed
into the upper half plane, avoiding the singularity at ρ = 0. So perturbation theory seems
to be well behaved. Note that this deformation would not be possible for a different type of
regularized double cone:
ds2 = −(ρ2 + 2)dt2 + dρ2, t ∼ t+ T. (70)
In this case, the defining contour for ρ along the real axis is caught between two zeros of
ρ2 + 2, and it cannot be usefully deformed. Indeed, as  vanishes (70) is unambiguously
singular: the curvature diverges at ρ = 0. For (69) the curvature is exactly zero everywhere.
The two spaces (69) and (70) also illustrate how the double cone can avoid the problem
associated to Lorentzian periodicity. Consider a massless field with Dirichlet boundary
conditions φ = 0 at ρ = ±1. One can evaluate the partition function by decomposing in
modes in space and treating each mode as a harmonic oscillator with some frequency. Away
from the tip, (say for ρ > 0) candidate mode solutions with frequency ω would be
φω(ρ) = Aρ
iω +Bρ−iω. (71)
The boundary condition at ρ = 1 requires B = −A. We now consider the boundary condition
at ρ = −1. For the space (69), when we continue to negative ρ, we find
φω(ρ) = Ae
−piω(−ρ)iω − Aepiω(−ρ)−iω. (72)
To have φ vanish at ρ = −1 we need epiω = ±1 which gives imaginary frequencies and
suppression at large T . On the other hand, for the space (70), the boundary conditions can
be satisfied with real frequencies, leading to wild oscillations in T from large ω modes.
To be clear: we are not claiming that the fluctuations are under control in general. In
fact, we hope that they are not (see Discussion). It’s just that we haven’t found a pathology.
4 Discussion
4.1 Correlation functions
So far we have mostly discussed the spectral form factor and the related quantity |YE,∆(T )|2.
However, we expect certain correlation functions, such as (1) to share the same general ramp-
plateau structure [21]. We expect that the basic origin of the ramp is the same. Instead of
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the “wormhole” connecting two disconnected systems, it connects the two sides of a timefold,
with the linear growth of the ramp coming from a shift in how these two halves of the timefold
are connected. Note that in this case the time translation symmetry leading to the factor of
T would have to be approximate, not exact.
Consider the two-sided correlator from (1):
fβ(T ) =
1
Z(β)
∑
n,m
|〈n|O|m〉|2e−(β2 +iT )Ene−(β2−iT )Em (73)
For reasonably large times the sum will be dominated by energies that are close together.
Within a given energy band, ETH predicts that the matrix element squared will have a
typical value of order e−S(E). Including this factor and comparing to (29), the expected
ramp and plateau behavior is
fβ(T ) ∼ 1
Z(β)
∫
dE e−βE−S(E)min(T, eS(E)). (74)
Omitting the normalization factor Z−1, the integrand is proportional to e−βE−S(E), which
includes a factor of e−S0 . In JT gravity, we could get such a contribution from a space that
is topologically a handle attached to a disk, which has Euler characteristic χ = −1. It would
be interesting to find candidate saddle points in SYK and in gravity.
4.2 Wiggles and factorization
An important property of the spectral form factor is that the ramp and plateau are not
self-averaging [44]. This is evident in figure 1. So, for a fixed Hamiltonian system, even
though we are summing over many energy levels, the result should be a function with O(1)
fluctuations. The smooth ramp can be made visible by a time average or a disorder average,
but the exact function should be erratic.
In this paper we have presented saddle points that give a smooth ramp, not an erratic
one. This is perfectly reasonable for the SYK model, since in the G,Σ formulation we are
doing a disorder average, which washes out the wiggles and leaves a smooth function. So
we have some confidence that the solutions described here correctly describe the ramp in
SYK. However, we also discussed “double cone” solutions for more general gravity theories,
and found only a smooth ramp contribution from these. This could be the correct answer
in JT gravity, for which the partition function does not have an interpretation as trace in a
Hilbert space [24, 30] (see [45] for earlier related work in 3d), and which perhaps needs to
be interpreted as a disorder-averaged theory.
It is interesting to consider the possibility that there could be more theories of quantum
gravity like this. However, it is widely believed that in many cases, string theories are exactly
dual to specific quantum systems (such asN = 4 super Yang-Mills), with no disorder average.
For such systems, the bulk theory should produce a wiggly ramp, not a smooth one. So, to
put it plainly, we are getting the wrong answer. What is being left out?
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One possibility is that in a bulk theory dual to a specific quantum system, the path
integral for fluctuations about the double cone would be badly behaved due to contributions
from high energy bulk states. Such states could give contributions that oscillate rapidly in
time T . In this situation, the simple double cone saddle point might still give the correct
answer for the time-average. In other words, some pathology of the double cone could
produce the wiggles, but time averaging would tame it. This needs more study.
The simple gravity saddle points do seem to get one aspect of the wiggles right. For
|YE,∆(T )|2k, one can construct k! different solutions, where the k copies of Y are paired by
separate double cones to some permutation of the k copies of Y ∗. This coincides with the
expected behavior of ensemble averages of |YE,∆(T )|2k in GUE random matrix theory, where
〈|YE,∆(T )|2k〉 ≈ k!〈|YE,∆(T )|2〉k. (75)
The noise is crucial here: if |Y∆,E(T )|2 were self-averaging, then the expectation value
would approximately factorize, and there wouldn’t be a factor of k!. The ensemble average
is also essential. If we remove the angle brackets representing either time average or disorder
average, this expression doesn’t make sense. It seems like gravity wants to give the answer
for some kind of ensemble average, including the correct statistics for the noisy fluctuations
within the ensemble.21
This reinforces a more basic point, that the double cone does not respect factorization:
|YE,∆(T )|2 is a product of separate factors for the L and R systems, and the double cone
represents a correlation between them. Several of our colleagues have emphasized to us
that this is reminiscent of the situation with Euclidean wormholes [46, 47, 48], for which
the correct AdS/CFT interpretation remains unclear. One possibility is that Euclidean
wormholes, and also the double cone, should not be included in the gravity path integral.22
4.3 Toward the plateau
To end this paper we return to the averaged quantity 〈Z(iT )Z(−iT )〉 and make some pre-
liminary remarks about its asymptotic late time behavior – the plateau.23 In random matrix
theory the plateau has a very different origin than the ramp. The spectral form factor is the
Fourier transform of the eigenvalue pair correlation function which for GUE we can write
21We expect that other statistics, like time autocorrelation functions, are also given by the gravity saddles.
22The failure of factorization in JT gravity was recently discussed in [30], where it was argued that
additional degrees of freedom need to be added to the bulk theory in order to restore factorization, see figure
1 of [49]. Perhaps these extra degrees of freedom (black hole microstates?) are needed in order to see the
wiggles in a non-averaged system.
23Some related remarks about the SYK Brownian circuit are made in Appendix A.4.
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schematically as
〈ρ(E)ρ(E ′)〉 ∼ 1
L
δ(E − E ′) + 1− sin
2(L(E − E ′))
L2(E − E ′)2 (76)
〈Z(iT )Z(−iT )〉 = L2
∫
dEdE ′eiT (E−E
′)〈ρ(E)ρ(E ′)〉 (77)
It is helpful to imagine using sin2(x) = 1
2
− cos(2x)
2
to rewrite the numerator in (76) as
a constant piece plus something that averages to zero. The ramp arises from dropping the
oscillatory cos(2L(E−E ′)) factor and Fourier transforming the leftover −1
L2(E−E′)2 factor. Note
that this is of relative order 1/L2, perturbative in standard double line matrix perturbation
theory for rank L matrices. Diagrams are weighted by Lχ where χ is their Euler character.
For 〈Z(iT )Z(−iT )〉 the leading diagrams have the topology of two disconnected discs (χ =
2), which produce the early time slope contribution of order L2.24 The ramp is the first
connected contribution which comes from ladder diagrams with the topology of a cylinder
[40]. These have χ = 0 so are of order L0. The linear T behavior comes from ladder diagrams
where one side is cyclically permuted relative to the other. The analogy to the double cone
discussed in this paper is clear.
There are double line diagrams of all higher genus giving an (asymptotic) series in 1/L2,
but because of cancellations the long time behavior of 〈Z(iT )Z(−iT )〉 only receives contribu-
tions from the cylinder, to all orders in 1/L2. The plateau behavior comes from the oscillating
factor cos(2L(E − E ′)) which is nonperturbative in 1/L2, of the form eiL. Note, however,
that these perturbative contributions do not cancel in other quantities, for example 〈Z(iT )〉,
the Fourier transform of the density, or 〈Z(iT )Z(−iT )〉 at finite time.25 Such asymptotic
series in 1/L2 typically grow like (2g)! at genus g, compatible with eiL effects. In matrix in-
tegrals these effects can be calculated using one eigenvalue instantons [51, 52, 53, 54]. In this
case they are usually studied in the collective field formalism and called “Altshuler-Andreev”
instantons [55, 56].
We now return to SYK. In the low energy JT gravity regime the action (51) contains a
term proportional to the Euler character χ of the geometry and contributions are weighted
by (eS0)χ. But here eS0 ∼ eN so these are nonperturbative in 1/N . As discussed in previous
sections the ramp is due to a saddle point with cylindrical topology. No higher genus
configuration contributes to the ramp, presumably because of the same sorts of cancellations
that occur in GUE random matrix perturbation theory.
But there are indications that higher genus configurations do play a role. Correlation
functions, discussed above, seem to be described by a handle attached to a disk (χ = −1).
For the GOE ensemble (realized by SYK with certain N values [22]) the spectral form
factor has an infinite series of 1/L corrections.26 These might well be due to nonorientable
24The shape of the slope comes from the more accurate version of (76) with 1→ 〈ρ(E)〉〈ρ(E′)〉 .
25See for example [50]. These quantities have 1/Nq corrections in SYK which would be parametrically
larger than these 1/L effects, possibly complicating their study.
26See for example [27], Eq. (7.2.46). This expansion is convergent, presumably due to large but not exact
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JT configurations. But finding higher genus solutions to JT with the dilaton boundary
conditions appropriate to SYK is challenging.27 A nonzero solution of the dilaton equation
implies the existence of a Killing vector [58], absent at higher genus. So some stabilizing
effect that modifies the dilaton equation, or else a boundary condition that allows φ = 0 as
a solution would seem necessary.
Nonetheless one might conjecture that an asymptotic series of higher genus configurations
exists. These would define a kind of string theory, the JT string. This theory would require
a nonperturbative completion, including the analog of one eigenvalue instantons. The (2g)!
perturbative behavior is generic in string theory [54] where the corresponding nonperturba-
tive effects are due to D-branes [59]. So the plateau would be a D-brane effect in the JT
string.
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A More details on Brownian SYK
A.1 Late-time ensembles
It is interesting to consider the random matrix ensembles that the Brownian SYK models
limit to as we take t→∞. In the case q > 2 we expect the evolution to be generic enough to
fill out the ensemble with the correct symmetry properties. There are two important discrete
symmetries to consider [60, 22, 61, 21, 62]
• The fermion parity symmetry (−1)F = (2i)N2 ψ1ψ2 . . . ψN commutes with the Hamilto-
nian, for any disorder realization. This implies that the Hamiltonians (and likewise the
unitary we form by exponentiating them in the Brownian SYK evolution) are block
diagonal, with two blocks corresponding to (−1)F = ±1.
• There is an antiunitary symmetry T . To define the operator explicitly, we represent
cancellations.
27With zero dilaton, constant negative curvature metrics on higher genus Riemann surfaces are solutions.
The JT functional integral with these boundary conditions gives the Weil-Petersson volume of moduli space,
a problem famously connected to matrix models [57]. (We thank Edward Witten for pointing this out to
us.) This volume grows like (2g)!.
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the N Majorana fermions using N/2 spins with Pauli operators Xi, Yi, Zi:
ψ1 =
1√
2
X1, ψ2 =
1√
2
Y1, ψ3 =
1√
2
Z1X2, ψ4 =
1√
2
Z1Y2, . . . (78)
We work in the Z basis so ψa is real when a is odd and imaginary when a is even. T
is defined as follows [60]. For N/2 odd we write T = 2N/4Kψ1ψ3ψ5...ψN−1. For N/2
even, we write T = 2N/4Kψ2ψ4ψ6...ψN . Here K is the antiunitary operator that takes
the complex conjugate. One can check that T ψaT = ψa and the following algebra
N/2 = 0 (mod 4): T 2 = 1, T (−1)F = (−1)FT (79)
N/2 = 1 (mod 4): T 2 = 1, T (−1)F = −(−1)FT (80)
N/2 = 2 (mod 4): T 2 = −1, T (−1)F = (−1)FT (81)
N/2 = 3 (mod 4): T 2 = −1, T (−1)F = −(−1)FT (82)
Now we apply these considerations to the unitary constructed from the Brownian SYK
evolution. First we consider the case where q = 0 (mod 4). In this case T commutes with
a given realization of the Hamiltonian, and therefore anticommutes with iH. This means
that
T . . . e−iH3δte−iH2δte−iH1δtT −1 = . . . eiH3δteiH2δteiH1δt. (83)
The operator on the RHS does not in general have any simple relationship to the operator on
the LHS. So for the purposes of the Brownian SYK, we do not have any constraints from T
symmetry. In this case the only symmetry restriction comes from the fact that the unitary
U(T ) produced by the Brownian circuit commutes with (−1)F . This means that U(T ) should
be a direct sum of two blocks corresponding to even and odd fermion parity. We expect both
of these blocks to approach independent elements U1, U2 of the Haar ensemble on the unitary
group (CUE) as we take T large, so that Tr[U(T )k] → Tr[Uk1 ] + Tr[Uk2 ], where the trace is
over a 2N/2−1-dimensional Hilbert space of a single block. For the unitary Haar ensemble,
one has
〈Tr[Uk]Tr[(U∗)m]〉 = δk,mmin(k, dim(U)). (84)
So, for the Brownian SYK we expect at large T to have
〈|TrU(T )k|2〉 → 2 min(k, 2N/2−1). (85)
The case of q = 2 (mod 4) is more interesting. Now T anticommutes with the Hamil-
tonian, because of the explicit factor of i needed for Hermiticity, e.g. H = iJa1...a6ψa1 . . . ψa6 .
Note that this implies T commutes with iH, so we have
T . . . e−iH3δte−iH2δte−iH1δtT −1 = . . . e−iH3δte−iH2δte−iH1δt. (86)
i.e. T commutes with our unitary. We now have to consider several cases
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1. If N/2 is odd, then T exchanges the two blocks corresponding to different values of
(−1)F . In this case the blocks are related by T and have complex-conjugate eigenvalues,
but a single block has no symmetry constraints, and we expect that it will approach a
Haar random unitary at late time. In other words, we expect the random matrix class
CUE for one of the blocks. Then Tr[U(T )k]→ Tr[Uk]+Tr[(U∗)k] where U is a random
unitary. This leads, again, to (85).
2. If N/2 is even then T preserves the blocks corresponding to a given value of (−1)F .
There are two further subcases:
(a) If N/2 = 0 (mod 4), then we have T 2 = 1. By an argument described in [27]
chapter 2, we can change basis so that T simply acts as K, complex conjugation.
In this basis our unitary matrix must be real, in other words it should be an
orthogonal matrix. We expect that at late times we will get a generic matrix
from this ensemble, in other words (up to the change of basis) we expect the
blocks to approach independent elements drawn from the Haar distribution on
the orthogonal matrices with unit determinant. We will refer to this ensemble as
C˜RE, where the tilde indicates that we are restricting to the connected component
of the identity (determinant one), because the Brownian evolution defines a path
starting at the identity.
(b) If N/2 = 2 (mod 4), then we have T 2 = −1. Then by a change of basis we can
make the block a symplectic unitary matrix. We expect at late times to converge
to the Haar distribution on USp. This is the class CQE.
For these two cases we expect at late times that Tr[U(T )k] → Tr[Ok1 ] + Tr[Ok2 ] or
Tr[U(T )k] → Tr[Sk1 ] + Tr[Sk2 ], where O1, O2, S1, S2 are elements of the orthogonal or
symplectic groups. A new feature in these cases is that there is a “disconnected” piece
in the spectral form factor, because 〈Tr[U(T )k]〉 by itself does not vanish for late time.
Instead, based on formulas from [39], we expect
〈Tr[U(T )k]〉 → ±(1 + (−1)k) (87)
where the positive sign is for case (a) and the negative sign for case (b). One also finds
〈|TrU(T )k|2〉 → 2k + (1 + (−1)k)2. (88)
The additional term is the square of (87), so the connected spectral form factor is the
same as in previous cases. These formulas are expected to be valid provided that k is
less than 2N/2−2. See [39] for formulas that are accurate also for larger values of k.
A.2 The N mod 8 periodicity from saddle points
It is interesting to see how the detailed structure described in the previous section can arise
from saddle points in the Brownian SYK model. Since the subtlety is in the disconnected
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term in the spectral form factor, we will focus on 〈Tr[U(T )k]〉. For this problem we use k
replicas of the fermions, ψ
(s)
a , where a = 1, ..., N is the usual flavor index and s = 1, ..., k is
the replica index. The correct boundary conditions to compute the quantity we are interested
in are the ones in (19).
To write a G,Σ action, we need to use matrices Gs,s
′
(t),Σs,s
′
(t) where antisymmetry
allows us to restrict to s > s′. The analog of the path integral (14) is
〈Tr[U(T )k]〉 ≈
∫
DGs,s′DΣs,s′ exp
{
−N
2
∫ T
0
dt
[
2J
q
(
k
2q
+
∑
s>s′
(Gs,s
′
)q
)
+
∑
s>s′
Σs,s
′
(t)Gs,s
′
(t)
]}
×
∫
Dψ(s)a exp
{
−1
2
∫ T
0
dt
[
ψ(s)a ∂tψ
(s)
a −
∑
s>s′
ψ(s)a (t)ψ
(s′)
a (t)Σ
s,s′(t)
]}
. (89)
For large T and even k, this integral has saddle points consistent with the boundary condi-
tions (19) where we correlate the fermions with their partners “halfway around the circle:”
Gs,s+
k
2 (t) = ± i
2
, Σs,s+
k
2 (t) = ∓ iJ
2q−2
(90)
and we set all other G,Σ components to zero. The notation here requires some explanation.
In cases where the index s+k/2 is larger than k, it should be interpreted in the cyclic sense,
including the minus sign from the fermion antiperiodicity, so that e.g. Gs,k+1 = −Gs,1. We
also are working with the understanding that Gss
′ → −Gs′s in cases where s′ > s, and
similarly for Σ.
An important point is that for this saddle point when q = 2 (mod 4), the Gq term on
the first line of (89) cancels the k
2q
arising from the ψ(t + )ψ(t) = 1
2
terms. This is the key
feature that allows these saddle points to contribute at late times when q = 2 (mod 4) but
not otherwise.
To evaluate the fermion determinant, we can combine the k segments together into one
antiperiodic circle. The path integral we want is N copies of an integral of the form∫
Dψ exp
{
−1
2
∫ kT
0
ψ(t)∂tψ(t)− ψ(t)ψ(t+ k
2
T )Σ
}
. (91)
One way to evaluate this is to decompose into modes
ψ(t) =
∑
n
eiωntψn, ωn =
2pi(n+ 1
2
)
kT
. (92)
The separate integrals over the different modes then give us a product representation for the
answer. To regularize the product, we can use that in the case with Σ = 0 we should get√
2. This leads to
√
2
∞∏
m=0
(
1− (−1)
mΣ
ωm
)
=
√
2
(
cos
kΣT
4
− sin kΣT
4
)
. (93)
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Using this formula, we can now evaluate the full integrand in (89) for the configuration (90).
For large T and assuming q = 2 (mod 4), the answer is simply e±
2pii
8
N , where the upper and
lower signs correspond to the ones in (90). This phase comes entirely from the phase of the
factor (93), which for pure imaginary Σ is proportional to 1±i√
2
= e±
2pii
8 .
This phase has an obvious N mod 8 periodicity. Summing over the two signs, we find
that the two saddles cancel when N/2 is odd, add to something positive when N/2 = 0
(mod 4), and add to something negative when N/2 = 2 (mod 4). This is consistent with the
pattern identified in the previous section.
A.3 Exact evaluation of 〈|TrU(T )|2〉
Although it is not necessary for our discussion, it is straightforward to get an exact expression
for 〈|TrU(T )|2〉. This is easiest using the auxiliary spin Hamiltonian (12). The eigenstates
of Hspin are states in which m of the spins are up, and the rest are down. The corresponding
eigenvalue can be calculated as
Espin(m) = Ĵ
(
N
q
)
− Ĵ
min(m,q)∑
k=0
(
N −m
q − k
)(
m
k
)
(−1)k, Ĵ ≡ J
2q
(
N
q−1
) . (94)
Taking into account the multiplicity
(
N
m
)
, we find
〈|TrU(T )|2〉 = Tr[e−THspin ] =
N∑
m=0
(
N
m
)
e−Espin(m)T . (95)
Before we try to obtain this exact result in the G,Σ variables, it is helpful to write it
in a different way. We can rewrite the Hamiltonian in terms of a combined spin variable
Sz =
∑
a σ
(z)
a using
q!
∑
a1<...<aq
σ(z)a1 . . . σ
(z)
aq =
∑
ai distinct
σ(z)a1 . . . σ
(z)
aq = fq(Sz). (96)
Although the exact function fq(x) will not be necessary, one can get a recurrence relation
for it by considering
Szfq(Sz) =
∑
b
σ
(z)
b
∑
ai distinct
σ(z)a1 . . . σ
(z)
aq = fq+1(Sz) + q(N+1−q)fq−1(Sz). (97)
Here the first term reflects the case where b 6= ai and the second term reflects the case where
b is equal to one of the ai, and we used (σ
(z)
b )
2 = 1. This recurrence relation, together with
the initial conditions f0 = 1, f1(x) = x determines fq(x). We can now use this to write an
alternate exact formula
Tr[e−THspin ] = Tr
[
e−ĴT [(
N
q )− 1q!fq(Sz)]
]
=
∫
dydx
2pi
Tr
[
ei(x−Sz)y
]
e−ĴT [(
N
q )−fq(x)] (98)
=
∫
dxdy
2pi
(2 cos y)Neixy−ĴT [(
N
q )−fq(x)]. (99)
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It is interesting to see how to arrive at this same formula from the G,Σ approach. As
a first step we need to write a more precise formula for the action of the G,Σ theory.
There are two imprecisions with what we wrote in (14). The first is that we used large N
approximations to the binomial coefficients. The second is that we represented the fermion
interaction term as G(t)q. This is imprecise because Gq contains terms where we have some
indices the same. This is the same problem that we encountered in the last paragraph, and
we can fix it with the same function fq(x), replacing
iqGqLR(t)→
1
(2N)q
fq (2iNGLR(t)) . (100)
These improvements give an exact version of the action in (14), but we still have to evaluate
the path integral. A key point is that the fermion determinant depends only on the average
value of ΣLR(t). To show this, one can recognize the second line of (14) as the partition
function of a theory with time-dependent Hamiltonian H(t) = −ΣLR(t)
2
∑
a ψ
(L)
a ψ
(R)
a . Since
the Hamiltonian commutes with itself at different times, only the time-integral of ΣLR(t)
matters. When we integrate over modes of ΣLR with zero time average, the only dependence
is in the first line of (14), and these variables act as Lagrange multipliers setting the corre-
sponding non-constant modes of GLR(t) to zero. We find that the entire integral reduces to
an integral over the constant values of GLR and ΣLR:
〈|TrU(T )|2〉 =
∫
dGLRdΣLR
(
2 cos
TΣLR
4
)N
e−
NT
2
GLRΣLR−ĴT [(Nq )− 1q!fq(2iNGLR)]. (101)
After changing variables to x = 2iNGLR and y =
TΣLR
4
, and normalizing the integration
measure so that we get 2N when J = 0, we recover the same integral expression as (99).
A.4 Weingarten functions and finite L effects
In Section 2.1.2 and Appendix A.2, we sketched how saddle points can account for behavior of
〈|Tr[U(T )k]|2〉 that is expected based on the random matrix ensembles described in Appendix
A.1. More precisely, the saddle points seem to explain the behavior for k ≤ 2N/2−2, but the
random matrix ensembles suggest that the answer should change qualitatively for k > 2N/2−2
(or 2N/2−1, depending on N and q) indicating that there are other important contributions
to the path integral. This is a nonperturbative effect in 1/L (where we write L = 2N/2 for
the dimension of the full Hilbert space) in the sense that the small k behavior is exactly
independent of L for k < L/4. However, in somewhat different quantities one expects
perturbative 1/L effects.
Here we discuss this a bit further, emphasizing corrections that are perturbative in 1/L
and can in principle be calculated in the G,Σ description of the SYK Brownian circuit. Our
discussion builds on the standard approach to Haar integrals over unitary matrices described
in [63, 64, 65]. We begin by considering 2k copies of the Hilbert space, where L1, ..., Lk will
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be acted on by U , and R1, ..., Rk will be acted on by U
∗. We define A to be the Haar average
of the tensor product of 2k unitary operators, acting on such a Hilbert space:
A =
∫
dU U ⊗ ...⊗ U︸ ︷︷ ︸
acting on L1...Lk
⊗U∗ ⊗ ...⊗ U∗︸ ︷︷ ︸
acting on R1...Rk
. (102)
A useful fact is that A is equal to the projector onto the subspace spanned by k! maximally
entangled states. These states are defined by pairing up and maximally entangling L1, ..., Lk
with R1, ..., Rk according to some permutation σ ∈ Sk:
|σ〉 = |MAX〉L1,Rσ(1) ⊗ ...⊗ |MAX〉Lk,Rσ(k) , |MAX〉AB ≡
1
L1/2
L∑
i=1
|i〉A ⊗ |i〉B. (103)
To prove this, one can start with the usual formula for the Haar average∫
dU Ui1j1 · · ·UikjkU∗i′1j′1 · · ·U
∗
i′kj
′
k
=
∑
σ,τ
δi1i′σ(1) · · · δiqi′σ(k)δj1j′τ(1) · · · δjkj′τ(k)Wσ,τ (104)
where σ, τ are permutations and the coefficients Wσ,τ are known as the Weingarten functions.
(104) can be rewritten as
A = Lk
∑
σ,τ
Wσ,τ |σ〉〈τ |. (105)
Now, it is easy to check that U ⊗ U∗|MAX〉 = |MAX〉 for any unitary U , which implies
that A|σ〉 = |σ〉. Because of (105), this implies A2 = A. So A is a projection operator that
preserves the states (103) and acts within their span. This means that A is the projection
operator onto this subspace.
The finite L effects (both perturbative and nonperturbative) are due to the fact that
these states are not orthonormal, with overlap
〈τ |σ〉 = Lc(τ−1σ)−k (106)
where c(τ−1σ) is the number of cycles in the permutation τ−1σ. The Weingarten coefficients
are roughly the matrix inverse of this inner product, 〈τ |σ〉Wσ,ρ = L−kδτ,ρ, which is invertible
for large enough L. This relation can be used to determine Wσ,ρ.
At infinite L, the states are orthogonal, and in particular they are linearly independent.
This implies that TrA = k! in this limit. We can try to understand the analogous behavior
in the SYK Brownian circuit. For simplicity we consider the case where q = 0 (mod 4). In
appendix A.1, we argued that Tr[U(T )] → Tr[U1] + Tr[U2], where U1, U2 are independent
Haar random unitaries. Then Tr[A] = |Tr[U(T )]|2k = |TrU1 + TrU2|2k. Averaging separately
over U1, U2, one finds 2
kk!. Now, we can represent |Tr[U(T )]|2k as a G,Σ integral as in 2.1.2
with fields Gss
′
ij (t),Σ
ss′
ij (t), where s, s
′ = 1 . . . k and i, j are L or R. Because each of the 2k
sectors are independent there is no boundary condition linking different segments. There is
a natural set of saddle points, as in 2.1.2, where the s and s′ indices are paired according
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to one of the k! permutations in Sk. For this set of paired indices G
ss′
LR,Σ
ss′
LR are set equal
to one of the two values in (17). Each of these has action 0 at large T so the number of
saddle points is 2kk!.28 We have not shown that each saddle contributes precisely one to the
integral, but it seems clear that the saddle points are capable of giving the correct answer
for large L.
Now we discuss finite L. In the 1/L expansion, the states (103) acquire nontrivial over-
laps, but for sufficiently large L they remain linearly independent, so TrA = k! remains
exactly correct, with deviations that are not visible in the 1/L expansion (they start at
L = k − 1, see below). We are not certain how this manifests itself in the G,Σ descrip-
tion. An easier target might be to look at quantities for which there are perturbative 1/L
corrections.
As an example consider the two k = 2 Weingarten coefficients:
Wσ,τ =
{
1
L2−1 τ
−1σ = identity permutation
−1
L(L2−1) τ
−1σ = swap.
(107)
These functions have an infinite series of 1/L corrections. The poles in these functions
indicate that the matrix (106) is no longer invertible for L ≤ 1. For general k there are
analogous poles indicating the lack of invertibility (which is the same as linear dependence
of the states (103)) for small enough L relative to k. The dimension of the full Hilbert space
is L2k and the number of maximally entangled states is k! so if the maximally entangled
states were generic vectors in the Hilbert space one would expect problems when k! ∼ L2k
or, roughly, k ∼ L2. In fact (106) shows that the maximally entangled states are not generic.
It is known [63] that the Weingarten functions have simple poles for L = −(k − 1),−(k −
2) . . . (k − 2), (k − 1). So the first place where there is noninvertibility is k = L+ 1.29
It is easy to find quantities that are sensitive to these 1/L corrections. For example,
〈Tr[U2(U∗)2]〉 = L+ 2
L+ 1
= 1−
∞∑
n=1
(−1
L
)n
. (108)
This quantity has a G,Σ description for the SYK Brownian circuit. Since 1/L ∼ e−cN the
1/L corrections should come from nonperturbative effects in the G,Σ dynamics. Perhaps a
more direct route would be to directly compute the analog of the overlap (106). The G,Σ
saddle points discussed above correspond in a natural way, as in the k = 1 case, to certain
fermion states. In the k = 1 case these are just the maximally entangled states. For k > 1
28In the case q = 2 (mod 4), there is no distinction between the L and R systems, so we can form more
saddle points, where we pair up the 2k quantities in any fashion, and assign ± signs to each pair. This leads
to 2k(2k − 1)!! saddle points. Using [39], one can check that this is the same answer we get for each of the
q = 2 (mod 4) ensembles in appendix A.1.
29Using random matrix techniques one can show for large k, L and k ∼ L2 that the dimension of the
maximally entangled space is k! up to exponentially small corrections for k < kc ∼ L2, the location of a
Gross-Witten-Wadia large N transition.
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they are linear combinations of the maximally entangled states (103). At large L these states
are orthonormal, but the almost orthogonal states have an overlap that is a power of 1/L.
We hope that an understanding of the collective field origin of these effects will shed some
light on how the finite dimensionality of the Hilbert space is coded into this description. In
particular we hope that this calculation will shed some light on the k  L limit.
In closing we mention that the double cone provides a calculation of an overlap of almost
orthogonal states. Let |TFD〉 be the properly normalized thermofield double state. Denote
the time shifted state e−iHRT |TFD〉 by |TFD(T )〉. Then as Papadodimas and Raju [9] pointed
out
|〈TFD|TFD(T )〉|2 = 1
Z(β)2
Z(β + iT )Z(β − iT ) . (109)
Two randomly chosen vectors |v〉, |w〉 in a Hilbert space of dimension d have squared
overlap |〈v|w〉|2 ∼ 1
d
. The dimension of the doubled Hilbert space is L2. Working at β = 0
the size of the early part of the ramp in (109) is of order 1/L2, indicating uncorrelated
states.30 But at later time the overlap increases, eventually saturating at order 1/L on the
plateau. This reflects the fact that e−iHRT does not approach a random unitary at late time,
as we now discuss.
A.5 Why the plateau of Brownian SYK is O(1) rather than O(L)
In Brownian SYK the quantity 〈|TrU(T )|2〉 approaches an order one value at late times,
while in regular SYK the analogous 〈|Z(iT )|2〉 approaches an exponentially large value, 2N2
or 2
N
2
+1. This difference is reflected in a qualitative difference between two types of similar-
sounding ensembles of unitary matrices: CUE and an ensemble we’ll call GUE∞.
CUE is simply the invariant measure on the group U(L). It defines a good notion of a
totally random unitary. GUE∞ is defined by taking a random Hamiltonian from the GUE
ensemble, and running the time evolution for a very long time. More explicitly,
〈F (U)〉CUE =
∫
Haar
dU F (U), 〈F (U)〉GUE∞ = lim
T→∞
∫
dH e−LTr(H
2)F (e−iHT ). (110)
The statistics of the eigenvalues in the two ensembles are very different, as emphasized
to us by Michael Berry [66]. In CUE, the eigenvalues of U are phases eiθk , and the angles θk
exhibit level repulsion, spectral rigidity, and in general have interesting statistical properties.
For example
〈|Tr(Uk)|2〉CUE = L+
∑
n6=m
〈eik(θn−θm)〉CUE = L+
∫
dθdθ′
(2pi)2
eik(θ−θ
′)
[
L2 − sin
2(L θ−θ
′
2
)
sin2( θ−θ
′
2
)
]
(111)
which evaluates to min(k, L). On the other hand, in GUE, the eigenvalues are eiEjT . The
quantities Ej have similar statistical properties to the θj, but these get washed out after
30For simplicity we ignore the slope contribution.
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multiplying by a large factor T and evaluating mod 2pi. So in GUE∞, the eigenvalues of the
unitary are completely uncorrelated, and we have
〈|Tr(Uk)|2〉GUE∞ = L+
∑
n6=m
〈eik(θn−θm)〉GUE∞ = L+ L(L−1)
∫
dθdθ′
(2pi)2
eik(θ−θ
′) = L. (112)
The difference between the ensembles can also be stated like this: the GUE∞ ensemble
amounts to starting at the identity in U(L), picking a random direction in the tangent space,
and traveling along it for a very long time. This does not lead to a uniform distribution on
U(L). (An analogous statement for S2 is easy to visualize.)
B Showing the action is zero for the SYK saddle points
In this appendix we show that the action of the SYK saddle points vanishes for large T . It’s
convenient to rescale time by a factor of T so that it runs 0 < t < 1. Then the full action,
including the β variables is
NIfull = −
[
(βL + βR)E + (β
2
L + β
2
R)∆
2
]−N log Pf (δij∂t − Σij)
+
N
2
∫ 1
0
∫ 1
0
dtdt′
[
ΣijGij − J˜iJ˜j
q
sijG
q
ij
]
. (113)
where we compensate for the rescaled time by rescaling the couplings
J˜L = (T − iβL)J, J˜R = (T + iβR)J. (114)
We will argue that the action vanishes in two steps. First, we show that it is independent
of time for large T . To do this, we vary the on-shell action with respect to T . Because the
action is stationary with respect to small changes in G,Σ, we only need to vary the explicit
factors of T . For large T the solutions we considered have βL = βR = 0, and in this case one
finds
∂T (NIfull) = NTJ
2
∫ 1
0
∫ 1
0
dtdt′ [GqLL +G
q
RR − iq(GqLR +GqRL)] . (115)
This is proportional to i(E − E) = 0 by (34), so the time derivative of the action vanishes.
In fact, the vanishing of the RHS also shows that the sijG
q
ij term in (113) and (after using
the equation Σij ∝ sijGq−1ij ) the ΣijGij term are zero.
To analyze the remaining log Pf term, it is convenient to rescale time back again so that
0 < t < T . In Fourier space, the regularized Pfaffian is
log Pf(δij∂t − Σij)→ log(2) + 1
2
∞∑
n=−∞
log det
(
1 + ΣLL(ωn)
iωn
ΣLR(ωn)
iωn
ΣRL(ωn)
iωn
1 + ΣRR(ωn)
iωn
)
(116)
Here we have subtracted the free determinant and added log(2) so that we get 2N = Z(0)2 in
the free theory. For large T the Matsubara frequencies ωn =
2pi(n+1/2)
T
are closely spaced, and
43
naively we can approximate the sum by an integral over continuous frequency. In order to do
this, Σij(ω) can be defined for continuous ω following the steps in (27). This gives a function
of continuous ω that agrees with Σ(ωn) at the Matsubara frequencies up to exponentially
small (in JT ) corrections. One would like to apply the Poisson resummation formula, which
for our case reads
∞∑
n=−∞
f(ωn) =
T
2pi
∞∑
k=−∞
(−1)k
∫ ∞
−∞
dωe−iTkωf(ω). (117)
For f(ω) analytic in a strip surrounding the real axis, the k 6= 0 terms are exponentially
small in T , and the k = 0 term is proportional to T .
Now, because Σ is exponentially decaying in real time, Σij(ω) is analytic in a strip
surrounding the real axis. However, because of the factors of 1/ωn, the continuation of (116)
has a singularity at ω = 0. For small ω we have that ΣLL(ω) and ΣRR(ω) are O(ω) for small
ω, but ΣLR(ω) = −ΣRL(ω) approaches an imaginary constant iσ plus O(ω2). If we subtract
1
2
log(1 + σ
2
ω2n
) from (116), we remove the singularity and can use the Poisson summation
formula to conclude the answer is linear in T plus exponentially small in T . However, we
need to add back the term we subtracted, which can be evaluated explicitly
1
2
∞∑
n=−∞
log(1 +
σ2
ω2n
) = log cosh(
σT
2
) =
σT
2
− log(2) +O(e−σT ). (118)
The log(2) cancels the one in (116), so we conclude that the log Pf term is linear in T , plus
terms that are exponentially small in T . The term linear in T (plus the k = 0 term from the
Poisson resummation) must in fact be zero by the first step in our argument. So the entire
action is exponentially small in T for large T .
C The reparametrization modes
C.1 One-loop determinant for β = 0 and large βaux
In this appendix we will sketch the computation of the one-loop determinant that gives the
measure µ(βaux) introduced in (28). We are interested in showing (i) that µ is small enough
at large βaux to make the integral over βaux convergent and (ii) that it is independent of T
for large T .
As in the single-replica SYK model, the action for small fluctuations about the saddle
point is determined by the eigenvalues of the ladder kernel, see (5.182) of [14]. In our
case, the kernel is a linear operator acting on the space of functions δGij(t, t
′) such that
δGij(t, t
′) = −δGji(t′, t). The formula for µ is [67]
log(µ) = −1
2
∑
log(1− λ) (119)
44
where the sum runs over eigenvalues λ of the kernel. We can use time translation invariance
to partially diagonalize the kernel by going to frequency space for the sum of the times.
Then for each bosonic Matsubara frequency ωn =
2pin
T
we have a set of eigenvalues for the
kernel acting on functions of the form e
iωn
2
(t+t′)δGij(t− t′).
As shown in [14], modes that have eigenvalues close to one are nearly zero modes, and
they give large contributions to (119). In the ωn = 0 subspace, we expect to have two exact
zero modes with λ = 1, corresponding to the two flat directions βaux,∆t that we discussed
in the main text. These have to be integrated over explicitly, and we will discuss them
separately. For nonzero values of ωn, we don’t expect to have any further zero modes, but
we do expect a pair of near-zero modes for each n, with eigenvalues close to one. Intuitively,
these are associated to changes in the local values of βaux and ∆t. When βaux is large,
these modes can be identified with the reparametrization modes that are described by the
Schwarzian theory. For these modes, one expects to find eigenvalues
λ = 1± αK
2pi
iωn
J −O(ω
2
n). (120)
We have checked this in the large q theory using first-order perturbation theory for the eigen-
values of the reparametrization modes, as was done in [14] for the single-replica Euclidean
kernel. We have also checked it for q = 4 by numerically constructing and diagonalizing the
kernel for a few values of n. The sum over these modes gives a contribution to µ
log(µ) ⊃ −1
2
∞∑
n6=0
log(
ω2n
J2
)→ − log(TJ) + local. (121)
In principle, the local terms could include terms proportional to JT , but the argument given
in section 2.2.1 that the action should vanish suggests that such terms must cancel.
Now we should include the zero modes for n = 0. Roughly speaking, to treat these
modes we simply integrate over βaux and ∆t. However, it is important to use the same
measure as we used for the nonzero modes. The formula (119) is correct mode by mode
(up to an unimportant numerical factor) if we define the integral by expanding δGij(t, t
′) in
eigenvectors of the kernel normalized according to the inner product(
δG(1), δG(2)
)
= J2
∫
dt1dt2
∑
i,j=L,R
sijδG
(1)
ij δG
(2)
ij G
q−2
ij (122)
where sLL = sRR = −1 and sLR = sRL = iq, and then integrating over the expansion
coefficients with a unit measure. It is straightforward to check that
(∂βauxG, ∂βauxG) ∝
T
β3aux
, (∂∆tG, ∂∆tG) ∝ T
β3aux
, (∂βauxG, ∂∆tG) = 0. (123)
This means that the correctly normalized measure over the zero modes (but not yet including
the one-loop determinant from the other modes) is T
β3aux
dβauxd(∆t). Combining with (121),
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we cancel the T dependence and get the final expression
µ(βaux) ∝ J
β3aux
. (124)
We emphasize that this result is only correct for large βaux. It would be nice to compute the
measure for general βaux.
C.2 Exact Schwarzian version
We can get another perspective on this calculation, and extend its region of validity, by
thinking about the full path integral over reparametrization modes.
In the JT gravity variables, the problem we are interested in is to integrate over the
wiggly boundary in figure 5, holding fixed the periodicity T˜ of the double cone. The action
for the two boundaries is the Schwarzian action, which we wrote in SYK-like variables in
(39). Here e.g. fL = tanh(
t˜L
2
√
1 + β
2
T 2
), where t˜L is a coordinate in the the rigid double cone
metric (57). The wiggly boundary on the left is determined by giving t˜L as a function of the
physical (proper) time along the boundary, t. The action for the left boundary is:
ISch =
αS
J ( β
T
+ i)
∫ T
0
dt
1
2
(
t˜′′L
t˜′L
)2
+
1 + β
2
T 2
2
(t˜′L)
2
 . (125)
The action for the right boundary is the same with i→ −i and t˜L → t˜R. Here t˜ is periodic,
t˜ ∼ t˜+ T˜ . It is convenient to define a rescaled variable φ = 2pi
T˜
t˜ and a rescaled time variable
u = 2pi
T
t. Then the action is
ISch =
2piαS
J (β + iT )
∫ 2pi
0
du
1
2
(
φ′′L
φ′L
)2
+
1 + β
2
T 2
2
(
T˜
2pi
)2
(φ′L)
2
 . (126)
This is an example of the type of action discussed in section 3.1 of [24], where b0 6= − c24 .
The action has a U(1) symmetry, but not SL(2,R) as in the usual Schwarzian case. In the
bulk this is because the double cone only has a U(1) isometry.
The U(1) symmetry acts by shifting φ. This is an exact zero mode. For the double
cone there are two copies of this modified Schwarzian theory, each with a single zero mode.
Shifting the φ variables in the L and R systems in the same direction is a gauge symmetry
that we do not integrate over. Shifting them in opposite directions is one of the two physical
zero modes, which we have referred to previously as ∆t. In any case, at the moment we
are interested in doing the integral only over the nonzero modes, so we fix both zero modes,
integrating the L and R theories over diff(S1)/U(1) with weighting e−NISch . Using (3.45) of
[24], the result for the L theory is
∝ 1
(β + iT )
1
2
exp
−( T˜
2pi
)2
2pi2αSN
J (β + iT )
(
1 +
β2
T 2
) . (127)
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Taking the product with the complex conjugate for the R boundary, we find
ZSch ∝ 1
(β2 + T 2)
1
2
exp
[
−αSNJ
4pi2β
β2aux
]
(128)
where we used βaux =
2piT
T˜
. For small β/T we reproduce the factor of 1/T from the one-loop
calculation over the nonzero modes (121), and the exponential gives the same action we
found previously in (42) and (60). This result, however, is exact in the Schwarzian limit.
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