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Abstract
We consider the nonlinear parabolic partial differential equations. We construct a discontinuous
Galerkin approximation using a penalty term and obtain an optimal L∞(L2) error estimate.
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1. Introduction
Discontinuous Galerkin methods with interior penalties for elliptic and parabolic equa-
tions were introduced by several authors [1,2,7]. They generalized Nitsche method in [3]
to treat the Dirichlet boundary condition with penalty terms on the boundary of the do-
main. These methods referred to as interior penalty Galerkin schemes are not locally mass
conservative.
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problem was introduced and analyzed by Oden et al. [4]. Recently, Riviere and Wheeler [5]
introduced a locally conservative discontinuous Galerkin formulation for nonlinear par-
abolic equations and derived a priori L∞(L2) and L2(H 1) error estimates. However, the
error estimate in the L∞(L2) norm is not optimal.
The objective of this paper is to obtain an optimal error estimate in the L∞(L2) norm,
which improves the result of [5]. A model problem and some assumptions are introduced in
Section 2. In Section 3, we describe the definitions and the formulation of the discontinuous
Galerkin method. And the optimal error estimates are obtained in Section 4.
2. A model problem
Consider the following nonlinear parabolic partial differential equation:
ut − ∇ ·
(
a(x,u)∇u)= f (x,u), (x, t) ∈ Ω × (0, T ], (2.1)
with the boundary condition
a(x,u)∇u · n = 0, (x, t) ∈ ∂Ω × (0, T ], (2.2)
and the initial condition
u(x,0) = g(x), x ∈ Ω, (2.3)
where Ω is a bounded convex domain in Rd , d = 1,2, and n is a unit outward normal
vector to ∂Ω .
Assume that the following conditions are satisfied.
1. For any bounded subset B of real numbers, there exist constants γ and γ ∗ such that
0 < γ  a(x,p) γ ∗, 0 < γ  ∂
∂p
a(x,p) γ ∗ for any (x,p) ∈ Ω × B.
2. a and f are uniformly Lipschitz continuous with respect to their second variable.
3. The model problem has a unique solution satisfying the following regularity condi-
tions:
u ∈ L2([0, T ],H s(Ω)), ut ∈ L2([0, T ],H s(Ω)), for s  2;
ut ∈ L∞
([0, T ],L∞(Ω)), ∇u ∈ L∞(Ω × [0, T ]).
3. A discontinuous Galerkin method
Let Eh = {E1,E2, · ,ENh} be a subdivision of Ω , where Ej is a triangle or a quadri-
lateral. Let hj = diam(Ej ) be the diameter of Ej and h = max{hj : j = 1,2, . . . ,Nh}.
We denote the edges of the elements by {e1, e2, . . . , ePh, ePh+1, . . . , eMh}, where ek ⊂ Ω ,
1 k  Ph, and ek ⊂ ∂Ω,Ph + 1 k Mh. For each edge ek,Ph + 1 k Mh, we take
nk the unit outward normal vector to ∂Ω . And if ek = ∂Ei ∩ ∂Ej for i < j and 1 k  Ph
then we take nk the unit outward normal vector to Ei .
134 M.R. Ohm et al. / J. Math. Anal. Appl. 315 (2006) 132–143For s  0, let
Hs(Eh) =
{
v ∈ L2(Ω) | |v|Ej ∈ Hs(Ej ), j = 1,2, . . . ,Nh
}
.
We now define the average and the jump for φ ∈ Hs(Eh), s > 12 . If ek = ∂Ei ∩ ∂Ej for
i < j and 1 k  Ph, we set
{φ} = 1
2
(φ|Ei )
∣∣
ek
+ 1
2
(φ|Ej )
∣∣
ek
, [φ] = (φ|Ei )
∣∣
ek
− (φ|Ej )
∣∣
ek
.
The L2 inner product is denoted by (· , ·). The usual Sobolev norm on E ⊂ Rd is denoted
by ‖ · ‖m,E for a nonnegative integer m. If E = Ω , we simply denote it by ‖ · ‖m and if
m = 0, denote it by ‖ · ‖.
We define the following broken norm:
|||φ|||2 =
Nh∑
j=1
(‖φ‖21,Ej + h2j |φ|22,Ej )+ J σ (φ,φ),
where
J σ (φ,ψ) =
Ph∑
k=1
σ
|ek|
∫
ek
[φ][ψ]ds
denotes the interior penalty term. Here, |ek| denotes the length of ek and σ is a positive
real number.
Let r be a positive integer. The finite element subspace is taken to be
Dr(Eh) =
Nh∏
j=1
Pr(Ej ),
where Pr(Ej ) denotes the set of all polynomials of total degree less than or equal to r
on Ej , even if Ej is a quadrilateral.
The following lemma is given in [5,6].
Lemma 3.1. Let u ∈ Hs(Ω) for s  2 and let r  2. Let a¯ be a positive constant. Then
there is uˆ ∈ Dr(Eh), an interpolant of u such that∫
ek
{
a¯∇(uˆ − u) · nk
}
ds = 0, k = 1, . . . ,Ph, (3.1)
‖uˆ − u‖∞,Ej  c
hµ
rs−1
‖u‖s,Ej , j = 1,2, . . . ,Nh, (3.2)
∥∥∇(uˆ − u)∥∥0,Ej  ch
µ−1
rs−1
‖u‖s,Ej , j = 1,2, . . . ,Nh, (3.3)
∥∥∇2(uˆ − u)∥∥0,Ej  ch
µ−2
rs−2
‖u‖s,Ej , j = 1,2, . . . ,Nh, (3.4)
and
‖uˆ − u‖0,Ej  c
hµ ‖u‖s,Ej , j = 1,2, . . . ,Nh, (3.5)rs−1
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‖∇uˆ‖∞,ek  c‖∇u‖∞,Ei∪Ej . (3.6)
The discontinuous Galerkin approximation uh(· , t) ∈ Dr(Eh) to the solution u of (2.1)–
(2.3) is defined by
(
∂uh
∂t
, v
)
+
Nh∑
j=1
∫
Ej
a(uh)∇uh · ∇v dx −
Ph∑
k=1
∫
ek
{
a(uh)∇uh · nk
}[v]ds
−
Ph∑
k=1
∫
ek
{
a(uh)∇v · nk
}[uh]ds + J σ (uh, v)
= (f (uh), v), t > 0, v ∈ Dr(Eh), (3.7)
and
uh(· ,0) = Phg, (3.8)
where Phg is an appropriate projection of g to be defined later.
4. A priori error estimate
Define
B(ρ : v,w) =
Nh∑
j=1
∫
Ej
a(ρ)∇v · ∇wdx −
Ph∑
k=1
∫
ek
{
a(ρ)∇v · nk
}[w]ds
−
Ph∑
k=1
∫
ek
{
a(ρ)∇w · nk
}[v]ds + J σ (v,w) (4.1)
and
Bλ(ρ : v,w) = B(ρ : v,w) + λ(v,w). (4.2)
Then we obtain the following lemmas.
Lemma 4.1. There exists a constant c such that∣∣Bλ(ρ : v,w)∣∣ c|||v||| |||w|||, v,w ∈ H 2(Eh).
Proof. Let v,w ∈ H 2(Eh). Note that we have
∣∣Bλ(ρ : v,w)∣∣
∣∣∣∣∣
Nh∑
j=1
∫
E
a(ρ)∇v · ∇wdx
∣∣∣∣∣+
∣∣∣∣∣
Ph∑
k=1
∫
e
{
a(ρ)∇v · nk
}[w]ds
∣∣∣∣∣j k
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∣∣∣∣∣
Ph∑
k=1
∫
ek
{
a(ρ)∇w · nk
}[v]ds
∣∣∣∣∣+ ∣∣J σ (v,w)∣∣+ ∣∣λ(v,w)∣∣
≡ I1 + I2 + I3 + I4 + I5. (4.3)
Now we need to obtain the bounds for each I1, I2, . . . , I5. Clearly, we have
I1  γ ∗
Nh∑
j=1
‖∇v‖0,Ej ‖∇w‖0,Ej  γ ∗|||v||| |||w||| (4.4)
and by the trace theorem, we get
I2  γ ∗
Ph∑
k=1
∣∣∣∣∣
∫
ek
{∇v · nk}[w]ds
∣∣∣∣∣
 γ ∗
(
Ph∑
k=1
σ
|ek|
∫
ek
[w]2 ds
)1/2( Ph∑
k=1
|ek|
σ
∫
ek
{∇v · nk}2 ds
)1/2
 c|||v||| |||w|||. (4.5)
Similarly, we can get
I3  c|||v||| |||w|||. (4.6)
By the definition of ||| · |||, we easily obtain
I4  |||v||| |||w||| (4.7)
and
I5  λ|||v||| |||w|||. (4.8)
Therefore, substituting the bounds (4.4)–(4.8) into (4.3), we obtain∣∣Bλ(ρ : v,w)∣∣ c|||v||| |||w|||. 
Lemma 4.2. For a sufficiently large σ , there exists a constant c satisfying
Bλ(ρ : v, v) c|||v|||2, v ∈ Dr(Eh).
Proof. Let v ∈ Dr(Eh). Then we get
Bλ(ρ : v, v) =
Nh∑
j=1
∫
Ej
a(ρ)|∇v|2 dx − 2
Ph∑
k=1
∫
ek
{
a(ρ)∇v · nk
}[v]ds
+ J σ (v, v) + λ(v, v)
 γ
Nh∑
j=1
‖∇v‖20,Ej − δ
Ph∑
k=1
|ek|
∥∥{∇v}∥∥20,ek − cδ−1
Ph∑
k=1
1
|ek|
∥∥[v]∥∥20,ek
+ J σ (v, v) + λ(v, v)
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Nh∑
j=1
‖∇v‖20,Ej +
(
1 − cδ
−1
σ
)
J σ (v, v) + λ(v, v)
 c|||v|||2
for a sufficiently large σ . 
Lemma 4.3. Let t ∈ [0, T ] be fixed. Suppose that φ ∈ H 2(Eh) satisfies
Bλ(u : φ,v) = F(v), v ∈ Dr(Eh),
where F : H 2(Eh) →R is a linear map. Let M1 and M2 be constants for which∣∣F(w)∣∣M1|||w|||, w ∈ H 2(Eh)
and ∣∣F(ψ)∣∣M2‖ψ‖2, ψ ∈ H 2 ∩ H 10 .
Then
‖φ‖ c(|||φ||| + M1)h + M2.
Proof. Let L(u) be the elliptic operator defined by
L(u)w = −∇ · (a(u)∇w)+ λw.
For φ ∈ L2(Ω), let ψ ∈ H 2 ∩ H 10 be the solution of
−∇ · (a(u)∇ψ)+ λψ = φ in Ω.
By the standard regularity result of the Dirichlet problem for the operator L, we get
‖ψ‖2  c‖φ‖.
Let ψτ be the interpolant of ψ satisfying |||ψ − ψτ ||| ch‖ψ‖2. Since
‖φ‖2 = (φ,−∇ · (a(u)∇ψ))+ λ(φ,ψ) = Bλ(u : φ,ψ),
we obtain
‖φ‖2 = Bλ(u : φ,ψ − ψτ ) + Bλ(u : φ,ψτ )
 c|||φ||| |||ψ − ψτ ||| + F(ψ) − F(ψ − ψτ )
 c
[(|||φ||| + M1)h + M2]‖ψ‖2
 c
[(|||φ||| + M1)h + M2]‖φ‖,
which implies
‖φ‖ c[(|||φ||| + M1)h + M2]. 
By Lemmas 4.1 and 4.2, there exists a unique u˜ ∈ Dr(Eh) satisfying
Bλ(u : u − u˜, v) = 0, v ∈ Dr(Eh).
To estimate the error of u − uh, we let η = u − u˜, θ = u˜ − uˆ and ξ = u˜ − uh.
138 M.R. Ohm et al. / J. Math. Anal. Appl. 315 (2006) 132–143Theorem 4.1. For r, s  2, there exists a constant c satisfying
|||u − u˜||| ch
µ−1
rs−2
‖u‖s ,
‖u − u˜‖ c h
µ
rs−2
‖u‖s ,
|||ut − u˜t ||| ch
µ−1
rs−2
(‖u‖s + ‖ut‖s),
and
‖ut − u˜t‖ c h
µ
rs−2
(‖u‖s + ‖ut‖s),
where µ = min(r + 1, s).
Proof. By Lemmas 4.1 and 4.2, we have
|||θ |||2  cBλ(u : θ, θ) = cBλ(u : u − uˆ, θ) c|||u − uˆ||| |||θ |||
and so |||θ ||| c|||u − uˆ|||. From Lemma 3.1, we have
|||u − uˆ|||2 =
Nh∑
j=1
(‖u − uˆ‖21,Ej + h2j |u − uˆ|22,Ej )+ J σ (u − uˆ, u − uˆ)

Nh∑
j=1
(
h
2(µ−1)
j
r2(s−1)
‖u‖2s,Ej +
h
2(µ−1)
j
r2(s−2)
‖u‖2s,Ej
)
+
Ph∑
k=1
σ
|ek|
∫
ek
[u − uˆ]2 ds

Nh∑
j=1
h
2(µ−1)
j
r2(s−2)
‖u‖2s,Ej +
Nh∑
j=1
h2j
(‖u − uˆ‖20,Ej + h2j∥∥∇(u − uˆ)∥∥20,Ej )

Nh∑
j=1
h
2(µ−1)
j
r2(s−2)
‖u‖2s,Ej
 h
2(µ−1)
r2(s−2)
‖u‖2s ,
which implies |||u − uˆ||| c h(µ−1)
r(s−2) ‖u‖s . Therefore, we get
|||η||| |||θ ||| + |||u − uˆ||| c|||u − uˆ||| ch
µ−1
rs−2
‖u‖s . (4.9)
By Lemma 4.3, we have
‖η‖ ch|||η||| c h
µ
rs−2
‖u‖s . (4.10)
Differentiating Bλ(u : η, v) = 0 with respect to t , we obtain
Bλ(u : ηt , v) = G(v),
where
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Nh∑
j=1
∫
Ej
(
d
dt
a(u)
)
∇η · ∇v dx +
Ph∑
k=1
∫
ek
{(
d
dt
a(u)
)
∇η · nk
}
[v]ds
+
Ph∑
k=1
∫
ek
{(
d
dt
a(u)
)
∇v · nk
}
[η]ds.
It is easy to show that the linear map G satisfies the following inequalities:∣∣G(v)∣∣ c|||η||| |||v|||, v ∈ H 2(Eh)
and ∣∣G(v)∣∣ c‖η‖‖v‖2, v ∈ H 2 ∩ H 10 .
Therefore, by Lemma 4.3, we get
‖ηt‖ c
[(|||ηt ||| + |||η|||)h + ‖η‖]. (4.11)
Hence we obtain
|||θt |||2  cBλ(u : θt , θt ) = cBλ(u : ηt , θt ) + cBλ(u : ut − uˆt , θt )
= cG(θt ) + cBλ(u : ut − uˆt , θt )
 c
(|||η||| |||θt ||| + |||ut − uˆt ||| |||θt |||),
which implies
|||θt ||| c
(|||η||| + |||ut − uˆt |||).
Using Lemma 3.1 and (4.9), we obtain
|||θt ||| c
Nh∑
j=1
hµ−1
rs−2
(‖u‖s,Ej + ‖ut‖s,Ej ). (4.12)
From Lemma 3.1 and (4.12), we have
|||ηt ||| |||θt ||| + |||ut − uˆt ||| ch
µ−1
rs−2
(‖u‖s + ‖ut‖s). (4.13)
Substituting (4.9), (4.10) and (4.13) into (4.11), we get
‖ηt‖ c
{[
hµ−1
rs−2
(‖u‖s + ‖ut‖s)+ hµ−1
rs−2
‖u‖s
]
h + h
µ
rs−2
‖u‖s
}
 c h
µ
rs−2
(‖u‖s + ‖ut‖s). 
Theorem 4.2. Let u be the solution of (2.1)–(2.3) and let uh be the solution of (3.7)
and (3.8). Then there exists a constant C such that
‖u − uh‖C h
µ
rs−2
(‖u‖L2(Hs) + ‖ut‖L2(Hs)),
where µ = min(r + 1, s) and r, s  2.
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∂(u − uh)
∂t
, v
)
+ Bλ(u : u,v) − Bλ(uh : uh, v)
= (f (u) − f (uh), v)+ λ(u − uh, v).
Hence, for v ∈ Dr(Eh) we get(
∂ξ
∂t
, v
)
+ Bλ(uh : ξ, v) = −
(
∂η
∂t
, v
)
− Bλ(uh : η, v) + Bλ(uh : u,v)
− Bλ(u : u,v) +
(
f (u) − f (uh), v
)
+ λ(u − uh, v). (4.14)
Notice that
−Bλ(uh : η, v) + Bλ(uh : u,v) − Bλ(u : u,v)
= Bλ(uh : u˜, v) − Bλ(u : u˜, v) − Bλ(u : η, v)
=
Nh∑
j=1
∫
Ej
(
a(uh) − a(u)
)∇u˜ · ∇v dx − Ph∑
k=1
∫
ek
{(
a(uh) − a(u)
)∇u˜ · nk}[v]ds
−
Ph∑
k=1
∫
ek
{(
a(uh) − a(u)
)∇v · nk}[u˜]ds. (4.15)
Therefore substituting (4.15) into (4.14), we obtain(
∂ξ
∂t
, ξ
)
+ Bλ(uh : ξ, ξ)
= −
(
∂η
∂t
, ξ
)
+
Nh∑
j=1
∫
Ej
(
a(uh) − a(u)
)∇u˜ · ∇ξ dx
−
Ph∑
k=1
∫
ek
{(
a(uh) − a(u)
)∇u˜ · nk}[ξ ]ds
−
Ph∑
k=1
∫
ek
{(
a(uh) − a(u)
)∇ξ · nk}[u˜]ds + (f (u) − f (uh), ξ)+ λ(u − uh, ξ)
≡ I1 + I2 + I3 + I4 + I5 + I6. (4.16)
Now we need to obtain the bounds for each I1, I2, . . . , I6. Clearly, we have
|I1|
∥∥∥∥∂η∂t
∥∥∥∥‖ξ‖ c1
(∥∥∥∥∂η∂t
∥∥∥∥
2
+ ‖ξ‖2
)
. (4.17)
And we obtain
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Nh∑
j=1
∫
Ej
|uh − u||∇u˜ · ∇ξ |dx
 c‖∇u˜‖∞
Nh∑
j=1
(‖η‖0,Ej + ‖ξ‖0,Ej )‖∇ξ‖0,Ej
 c2
(‖η‖2 + ‖ξ‖2)+ 1‖∇ξ‖2. (4.18)
Note that for ek = ∂Ei ∩ ∂Ej and Eij = Ei ∪ Ej
‖∇u˜‖∞,ek  ‖∇uˆ‖∞,ek + ‖∇θ‖∞,ek
 c‖∇u‖∞,Eij + ch−1/2‖∇θ‖0,ek
 c‖∇u‖∞,Eij + ch−1
(‖∇θ‖0,Eij + h‖∇2θ‖0,Eij )
 c‖∇u‖∞,Eij + ch−1‖∇θ‖
 c‖∇u‖∞,Eij + c
hµ−2
rs−2
‖u‖s < ∞ (4.19)
and by condition 2, we get∣∣∣∣∣
∫
ek
{(
a(uh) − a(u)
)∇u˜ · nk}[ξ ]ds
∣∣∣∣∣
 c‖∇u˜‖∞,ek
∥∥{u − uh}∥∥0,ek∥∥[ξ ]∥∥0,ek
 c
(∥∥{η}∥∥0,ek + ∥∥{ξ}∥∥0,ek )∥∥[ξ ]∥∥0,ek
 2
σ
|ek|
∥∥[ξ ]∥∥20,ek + c3h(h−1‖η‖20,Eij + h‖∇η‖20,Eij + h−1‖ξ‖20,Eij )
 2
σ
|ηk|
∥∥[ξ ]∥∥20,ek + c3(‖η‖20,Eij + h2‖∇η‖20,Eij + ‖ξ‖20,Eij ). (4.20)
Therefore using the results (4.19) and (4.20), we obtain
|I3| =
∣∣∣∣∣
Ph∑
k=1
∫
ek
{(
a(uh) − a(u)
)∇u˜ · nk}[ξ ]ds
∣∣∣∣∣
 2J σ (ξ, ξ) + c3
Nh∑
j=1
(‖η‖20,Ej + h2‖∇η‖20,Ej + ‖ξ‖20,Ej )
 2|||ξ |||2 + c3
(‖η‖2 + h2‖∇η‖2 + ‖ξ‖2).
And note that∣∣∣∣∣
∫
ek
{(
a(uh) − a(u)
)∇ξ · nk}[η]ds
∣∣∣∣∣
 c‖∇ξ‖∞,e
∥∥{uh − u}∥∥ ∥∥[η]∥∥k 0,ek 0,ek
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(∥∥{η}∥∥0,ek + ∥∥{ξ}∥∥0,ek )(h−1/2‖η‖0,Eij + h1/2‖∇η‖0,Eij )
 ch−1‖∇ξ‖0,ek
(
h−1/2‖η‖0,Eij + h1/2‖∇η‖0,Eij + h−1/2‖ξ‖0,Eij
)
× (‖η‖0,Eij + h‖∇η‖0,Eij )
 ch−2‖∇ξ‖0,Eij
(‖η‖0,Eij + h‖∇η‖0,Eij + ‖ξ‖0,Eij )h2|||u|||2
 c‖∇ξ‖0,Eij
(‖η‖0,Eij + h‖∇η‖0,Eij + ‖ξ‖0,Eij ).
Therefore we get
|I4| =
∣∣∣∣∣
Ph∑
k=1
∫
ek
{(
a(uh) − a(u)
)∇ξ · nk}[η]
∣∣∣∣∣
 3|||ξ |||2 + c4
(‖η‖2 + h2‖∇η‖2 + ‖ξ‖2).
And by condition 2, we easily get
|I5| =
∣∣(f (u) − f (uh), ξ)∣∣ c‖u − uh‖‖ξ‖ c5(‖η‖2 + ‖ξ‖2),
|I6| =
∣∣λ(u − uh, ξ)∣∣ c6‖u − uh‖‖ξ‖ c6(‖η‖2 + ‖ξ‖2).
Using the estimates for I1, I2, . . . , and I6, we obtain from (4.16)
1
2
d
dt
‖ξ‖2 + c|||ξ |||2 
(
∂ξ
∂t
, ξ
)
+ Bλ(uh : ξ, ξ)
 c
(∥∥∥∥∂η∂t
∥∥∥∥
2
+ ‖ξ‖2 + ‖η‖2 + h2‖∇η‖2
)
+ |||ξ |||2.
Therefore we get
d
dt
‖ξ‖2 + β|||ξ |||2  c
(∥∥∥∥∂η∂t
∥∥∥∥
2
+ ‖η‖2 + h2‖∇η‖2
)
+ c‖ξ‖2 (4.21)
for a sufficiently small .
By applying Gronwall’s lemma to (4.21), we have
‖ξ‖2 + β
t∫
0
|||ξ |||2dτ  c
t∫
0
(∥∥∥∥∂η∂t
∥∥∥∥
2
+ ‖η‖2 + h2‖∇η‖2
)
dτ + ∥∥ξ(0)∥∥2. (4.22)
Assuming that the initial value uh(x,0) = Phg ∈ Dr(Eh) satisfies∥∥uh(0) − u˜(0)∥∥ c hµ
rs−2
‖g‖s , µ = min(r + 1, s),
then from (4.22) and Lemma 3.1, we get
‖ξ‖2 + β
t∫
|||ξ |||2dτ  c h
2µ
r2(s−2)
(‖u‖2
L2(Hs) + ‖ut‖2L2(Hs)
)
,0
M.R. Ohm et al. / J. Math. Anal. Appl. 315 (2006) 132–143 143where µ = min(r + 1, s). Thus we have
‖u − uh‖2 C
(‖u − u˜‖2 + ‖u˜ − uh‖2)C h2µ
r2(s−2)
(‖u‖2
L2(Hs) + ‖ut‖2L2(Hs)
)
,
where µ = min(r + 1, s). 
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