Abstract. The focus of this paper is a question answering system, where the answers are retrieved from a collection of textual documents. The system also includes automatic document summarization and document visualization by means of a semantic graph. The information extracted from the documents is stored as subject-predicate-object triplets, and the indexed terms are expanded using Cyc, a large common sense ontology.
Introduction
We describe an enhanced question answering system that integrates two important functionalities: providing answers to questions and browsing through the document that supports the answer. The documents have to undergo several natural language processing steps before they are indexed. Moreover, the indexed terms are semantically enhanced by inference using WordNet 1 and the Cyc [1] ontology. Section 3 will explain the preprocessing steps in more detail. Another feature of the system is that the user can choose at query time in which document collection the answer should be searched. Also, the user can upload his own document collection. To our knowledge such flexibility is not provided by other similar systems.
Previous work has typically focused on a single topic (question answering, summarization, semantic representation and visualization of documents) and we see the advantage of the proposed system in combining these topics together. Many of the previous approaches, like Aqualog [2] and QuestIO [3] , query structured data stored in ontologies. Aqualog has a restricted grammar and restricted vocabulary to which the query has to be compatible. QuestIO does not require a fixed grammatical structure of the question, but the words which it can handle are limited because of the dependency on an underlying ontology. Our system derives the answers only from unstructured text, which means that the range of questions is not limited or domain specific. However the questions must be in fixed grammatical forms for our system to "understand" them. TextRunner [4] is similar to our system in the way that it also consists of structured queries on unstructured text but the difference is that we also provide a natural language interface to the search. Powerset 2 enables search and discovery in Wikipedia and Freebase, by entering keywords, phrases or simple questions. What distinguishes our system from Powerset is the way we describe the answer: by a visual representation of the document in the form of a semantic graph and by the document summary, which is automatically extracted based on the semantic graph of the document.
System Overview
AnswerArt [5] combines question answering, summarization and document visualization. Firstly, in a step performed offline, facts (consisting of subjectpredicate -object triplets) are extracted from text and then stored in a triplet store. The user queries these triplets by asking a natural language question which is transformed into a structured query for the triplet store. The result consists of a list of matching triplets and the list of documents in which they occurred. In a detailed overview of the document the user can also see the list of all triplets from that document, the semantic graph (made out of triplets) and an automatically generated summary. 
Document Preprocessing
We shall now describe the preprocessing steps which are necessary to make the functionality described in Section 2 possible. The starting point is a document collection, containing unstructured text which needs to be preprocessed. The central part of preprocessing is triplet extraction [6] . Triplets, which are made of subject, predicate and object, are extracted from each sentence. It is in this form that the knowledge contained in the text is stored and made available for searching. Before triplets can be extracted, certain other preprocessing steps have to be done: Part of speech tagging, noun phrase chunking, parsing and named entity extraction. Thus having obtained the triplets we construct a semantic graph by merging equivalent terms in the separate triplets. The semantic graph is used in document visualization
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[7] and summarization [8] .To make the semantic graph more connected, co-reference resolution, anaphora resolution and normalization has to be done on the triplet terms.
To make the search efficient, the terms contained in the triplets are indexed. Before indexing, the terms are expanded with related terms which are found from WordNet and the Cyc ontology. The related terms are found from the synonyms and related concepts in the ontology. For example the term water would be expanded with: lake, sea, ocean, stream, freshwater etc. Indexing related terms results in a semantic enhancement of the stored knowledge and has the goal of increasing the recall of the system.
A Machine Learning Approach to Document Summarization
In order to automatically generate document summaries, we consider a machine learning approach, where we aim at learning which sentences belong to the summary. More exactly, we describe a set of features for each triplet extracted from the document sentences, and train an SVM model for binary classification of triplets as belonging or not to the summary. Further we identify the corresponding sentences which yielded the triplets, and, relying on them, construct the document summary. The features used are of three kinds: document features (for e.g. position of the sentence in the document, position of the triplet in the sentence, words in the triplet elements), linguistic features (for e.g. part of speech tags, location of the triplet in the parse tree) and graph features (for e.g. hub and authority weights, page rank, node degrees, connected components). We evaluated our summarization system, by comparing our results to the ones obtained by other systems participating in the DUC 2007 update task; we refer to [8] for more details regarding the evaluation outcome.
Evaluation
To evaluate the contribution of the triplet enhancement with ontologies to the performance of the question answering, we have conducted the following experiment. We have asked 27 questions to which the system responded both with and without using inference from ontologies. To each question the system gave a number of answers. The correctness or relevance of the given answers was determined according to the judgement of the authors. On average a question was answered with 8 answers out of which on average 3 were due to using ontologies. Hence the usage of ontologies increases the number of answers retrieved by about 60%. However the number of answers that are actually correct increases by only 40% when using ontologies. This shows that the precision of answers obtained using ontologies is lower and that trying to obtain more answers by inference has a negative effect on the precision. Indeed, the precision of the system drops from 84.17% to 76.61% when adding answers obtained from ontologies, because the answers using ontologies have a precision of only 63.29% Although the size of the experiment is too small to base any solid conclusions on it, we can argue that the AnswerArt system cannot find an important number of correct answers unless it uses ontologies. On the negative side however, ontologies introduce more mistakes and decrease the precision of the system.
Conclusions
We have presented a question answering system enhanced with summarization and document visualization functionalities. The information from which the answers are retrieved is stored as subject-predicate-object triplets. The indexed terms are expanded using inference from the Cyc ontology and WordNet. Evaluation shows that the use of ontologies increases recall but decreases precision.
