Introduction
Second kind integral equations have recently attracted attention due to their wide applications in various areas of science and engineering; for example, many problems in plasma physics [6] or electrical engineering [7] result in solving some second kind integral equations.
Usually the explicit solution of an integral equation system is difficult to derive. Hence it is necessary to seek efficient numerical solutions. There are many different basis functions such as the Adomian decomposition method [2, 21] , Legendre collocation method [18] , Tau method [9] , method of Taylor's expansion [10, 19] , homotopy perturbation method [11] , method of spline collocation [5, 13, 17] , Runge-Kutta [15, 25] , Sinccollocation method [8, 20] , block-pulse functions [4, 12] and hat function [3] that have been used to get approximate solutions of integral equations.
Recently, the idea of hybrid functions has been exploited to improve the convergence rate of the numerical solution of integral equations. For example, the combination of block-pulse functions with Chebyshev polynomials [23, 24] , the combination of block-pulse functions with Legendre polynomials [16, 22] and the combination of block-pulse functions with Bernstein polynomials [14] have been investigated. This paper considers the combination of block-pulse function and parabolic functions (BPPFs) to solve the system of linear Fredholm integral equations (SLFIEs) and system of special nonlinear Fredholm integral equations (SSNFIEs) of the second kind
and
where K(s, t) and Y (s) are known, X(s) is unknown, and α is a positive integer.
The method is based on a simple algorithm that converts a system of nonlinear Fredholm integral equations into a system of nonlinear algebraic equations, which is then solved by fixed-point iteration.
In Section 2, we introduce BPPFs and derive their properties. In section 3, we demonstrate the established numerical method to solve SLFIEs of the second kind. In section 4, the error bound and convergence of the proposed method are discussed. The SSNFIE is studied in section 5. Sections 6 and 7 are respectively devoted to numerical examples and concluding remarks.
BPPFs
A set of hybrid of parabolic with block-pulse functions φ i (t) ( i = 0, 1, 2, ..., n ) is usually defined in the unit interval [0, 1) where n is even and h = 1 n as:
According to the definition of BPPFs, we have
We can consider Φ(t) as an (n + 1) -vector:
By representation above, it follows that
where
The expansion of a function x(t) over [0, 1) in a series of φ i (t), i = 0, 1, ..., n, may be written as
where n is even and
which yields a polynomial of degree two for M n x(t); by using interpolation function error at the points t i , t i+1 , and t i+2 , we have
Now the expansion of a function k(s, t) in a series of φ i (t), i = 0, 1, ..., n, may be written as
where Φ(x) is n + 1 component BPPFs vectors and Ψ is an (n + 1) × (n + 1) coefficient matrix with entries 
It [25] can be shown that 
We consider BPPFs to solve the SLFIEs of the second kind:
We can write the system of integral equations (3.2) in the operator form
3)
We consider the i th equation of (3.2) as
according to the expansion of a function respect to BPPFs, we can write
Substituting (3.6) into (3.4) we have
Replacing the approximation sign with =, we have
The matrix form of the above system can be expressed as
where I is (m(n + 1) × m(n + 1)) identity matrix.
By solving the system (3.8) we obtain m(n + 1) unknowns and then it also allows getting approximate numerical values at other points by another method such as interpolation or applying BPPFs as
Now, we approximate the solution of (3.2) by solving X n from the equation
Error bound analysis
In this section, error bound analysis is discussed.
Lemma 4.1 Let
∞ .
Proof For t i ≤ s < t i+2 , we can write
X − M n X ∼ =[ 1 6 (s − t i )(s − t i+1 )(s − t i+2 )x (3) 1 (η 1 ), . . . , 1 6 (s − t i )(s − t i+1 )(s − t i+2 )x (3) m (η m )] T . Therefore ∥X − M n X∥ ∞ ≤ h 3 15 X (3) ∞ . 2
Lemma 4.2 Let D be a Banach space, and let {M n } be a family of bounded projections on D with
Now with the assumptions of lemma 4.1, we conclude that lim 
lim
n→∞ (I − M n κ) −1 = (I − κ) −1 , 3. X − X n = (I − X n κ) −1 (X − M n X),
4.
1
Proof See [3, 1] . 2
Now if lim
n→∞ ∥κ − M n κ∥ = 0, then we conclude that X n is convergent to X .
Nonlinear SFIEs
Consider a (2 × 2) special nonlinear SFIE of the second kind
(5.1) (i, j = 1, 2) with respect to BPPFs. Substituting into (5.1) and eliminating Φ T (x), we obtain
The system of Equations (5.2) is a (2(n + 1) × 2(n + 1)) nonlinear system of algebraic equations that we solve by fixed-point iteration method.
Numerical examples
In this section, we present some examples and their numerical results.
Example 6.1 Consider the following SLFIEs:
with the exact solutions x 1 (s) = sin(s) and x 2 (s) = cos(s). The system (I − λΨ)X =Ŷ for n = 2 is calculated asŶ 
The numerical results are shown in Table 1 
with the exact solutions x 1 (s) = s 2 + 1 and x 2 (s) = s + 1 . The numerical results are shown in Table 2 Example 6.3 Consider the following nonlinear SFIEs: 
with the exact solutions x 1 (s) = e −s and x 2 (s) = s.
The numerical results are shown in Table 3 . Table 3 . 
Conclusion
As a main feature of our approach, we show that the suggested hybrid block-pulse and parabolic functions can improve the convergence rate to be of O(h 3 ) order. The order of convergence of the hat function [3] method is O(h 2 ) and the order of convergence of the block-pulse functions [12] method is O(h).
