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Work d u r i n g  t h e  i n i t i a l  h a l f  of t h e  g r a n t  pe r iod  c e n t e r e d  on t h r e e  
a r e a s  i n  t h e  g e n e r a l  f i e l d  of d i g i t a l  p r o c e s s i n g  s i g n a l s .  These inc luded  
1. Recur s ive  Techniques f o r  D i g i t a l  S i g n a l  P rocess ing  
2.  Data smoothing and compression 
3 .  Computer s i m u l a t i o n  of low e r r o r  r a t e  communication sys tems.  
, I  
'in addi .c ion ,  a n  i n t e n s i v e  efi 'ori: w a s  Legirii i i i  iiia gaiierel itrca of 
d i g i t a l  p r o c e s s i n g  f o r  a d a p t a t i o n  of communication systems.  
The work on r e c u r s i v e  t echn iques  h a s  c o n c e n t r a t e d  on e x t e n d i n g  i n  
t w o  d i r e c t i o n s  r e c e n t  p r i o r  work on t h e  d e t e c t i o n  of b i n a r y  s i g n a l s  i n  
1 a d d i t i v e  n o i s e  : 
a )  t h o  i n c l u s i o n  of co lo red  n o i s e  w i t h  numerator  dynamics i n t o  
t h e  p r e v i o u s  d i g i t a l  f o r m u l a t i o n ,  . 
b )  t h e  e f f e c t  of approximating n e c e s s a r y  d i f f e r e n t i a l  o p e r a t i o n s  
by sample d i f f e r e n c e s .  We r e p o r t  he re  i n  d e t a i l  o n l y  on t o p i c  a ) .  
The work on t o p i c  b )  w i l l  be  r epor t ed  on i n  d e t a i l  i n  t h e  next r e p o r t .  
I n  t h e  r e c u r s i v e  t echn ique  t h e  t e s t  s t a t i s t i c  on which s i g n a l  
d e c i s i o n s  a r e  based is gene ra t ed  r e c u r s i v e l y  by means of a f i r s t - o r d e r  
d i f f e r e n c e  e q u a t i o n .  Th i s  r e s u l t s  i n  minimizing t h e  memory r equ i r emen t s  
and programming e f f o r t .  Fur thermore ,  t h e  h i g h e s t  m a t r i x  i n v e r s i o n  i s  
dependent  o n l y  on t h e  s t a t i s t i c s  of t h e  n o i s e  and n o t  on t h e  number of 
samples  t aken .  ' 
t h e  a d d i t i v e  n o i s e  i s  gene ra t ed  a s  t h e  s o l u t i o n  of a l i n e a r  d i f f e r e n t i a l  
e q u a t i o n  d r i v e n  by w h i t e  n o i s e .  I n  t h e  p r i o r  work r e f e r e n c e d ,  denomina- 
t o r  dynamics only a r e  assumed f o r  t h e  d i f f e r e n t i a l  e q u a t i o n .  
T h i s  s i m p l i f i c a t i o n  i s  made p o s s i b l e  by assuming t h a t  
ine 
I numera tor  dynamics mentioned above r e fe r  t o  t h i s  l i n e a r  d i f f e r e n t i a l  I 
e q u a t i o n  a s s o c i a t e d  w i t h  t h e  no i se .  
The work on d a t a  smoothing and compression has  a l s o  been c o n c e n t r a t e d  
i n  two a r e a s .  The f i r s t  involves  a n  o f t en -neg lec t ed ,  a l t h o u g h  h i g h l y  
s i g n i f i c a n t ,  problem, t h a t  of t h e  a p p r o p r i a t e  d e s i g n  of a b u f f e r  a t  t h e  
t r a n s m i t t e r  t o  handle  t h e  adap t ive  n a t u r e  of t h e  smoothed d a t a  f low.  
I n  most d a t a  compression schemes s u c c e s s i v e  groups of incoming d a t a  
samples  a r e  used t o  p r e d i c t  t h e  fo l lowing  samples t o  come. I f  t h e  error  
between p r e d i c t e d  and a c t u a l  sample v a l u e s  i s  below a s p e c i f i e d  t h r e s h o l d ,  
I 
no d a t a  i s  s e n t .  Hopefu l ly  t h i s  r e s u l t s  i n  s i g n i f i c a n t  compression of 
t h e  d a t a  r a t e .  Var ious  compressive schemes used i n  p r a c t i c e  i n c l u d e  
ze ro -o rde r  p r e d i c t o r s ,  i n t e r p o l a t o r s ,  e t c .  The problem under  s t u d y  here  
- i s  t h a t  of c o n t r o l l i n g  t h e  e r r o r  t h r e s h o l d  a d a p t i v e l y  t o  s a t i s f y  t h e  
o f t e n  c o n f l i c t i n g  r equ i r emen t s  of maximum compression,  t o l e r a b l e  b u f f e r  
s t o r a g e  s i z e ,  and minimal mean-squared e r r o r  between t h e  d i s c r e t e  i n p u t  
d a t a  and t h e  r e c o n s t r u c t e d  compressed d i scre te  o u t p u t  d a t a  a t  t h e  re- 
ceiver. An i t e r a t i v e  dynamic programming a lgo r i thm2  has  been adopted  
he re  f o r  o b t a i n i n g  t h e  optimum c o n t r o l l e r .  
A s  t h e  second a r e a  of work on d a t a  compression we have a t t empted  
t o  i n i t i a t e  a compara t ive  s t u d y  of t h e  v a r i o u s  t y p e s  of compressive 
schemes used i n  p r a c t i c e s  The i n t e r p o l a t o r s  and ze ro -o rde r  p r e d i c t o r s  
no ted  above a r e  u s u a l l y  q u i t e  d i f f i c u l t  t o  ana lyze  t h e o r e t i c a l l y ,  so  
t h a t  t h e y  a r e  u s u a l l y  des igned  on a n  i n t u i t i v e  and cu t - and- t ry  b a s i s .  
Some l i m i t e d  amount of computer s i m u l a t i o n  i n  a n  a t t e m p t  t o  e v a l u a t e  
t h e  performance of v a r i o u s  compressors has  been r e p o r t e d  on i n  t h e  l i t e r a -  
t u r e ,  b u t  t h i s  d o e s n ' t  p rovide  much i n s i g h t  i n t o  compressor o p e r a t i o n .  The 
work d e s c r i b e d  below i n  t h e  body of t h e  r e p o r t  r e p r e s e n t s  a f i r s t  a t t e m p t  
t o  g a i n  some i n s i g h t  i n t o  t h e  performance of a few d a t a  compression 
schemes. 
I 
The work on computer s imula t ion  of low e r r o r  r a t e  d i g i t a l  c o h u n i c a -  
t i o n  sys tems,  begun under  a recent ly-concluded NSF g r a n t ,  has  su . cces s fu l ly  
demonstrated t h a t  computer running  time i n  t h e  s i m u l a t i o n  p rocess  may be 
decreased  a t  l e a s t  a n  o r d e r  of magnitude by u s i n g  t h e  methods of Ex t rema1  
S t a t i s t i c s ’  t o  e s t i m a t e  low p r o b a b i l i t i e s  of e r r o r .  
por ted  on a t  t h e  r e c e n t  1968 Spring J o i n t  Computer Conference . 
T h i s  work was re- 
4 
The work begun j u s t  r e c e n t l y  on d i g i t a l  p rocess ing  i n  a d a p t i v e  com- 
munica t ions  has  focussed  on adapt ive  e q u a l i z e r s  f o r  t ime-varying random 
channe l s .  Most work done i n  this a r e a  i n  t h e  p a s t  few y e a r s  h a s  conccn- 
t r a t e d  on t h e  use of tapped d e l a y  l i n e  s t r u c t u r e s  f o r  e q u a l i z a t i o n  of 
t e l e2hone  channels .  In o w  pro jec t ed  a c t i v i t y  we a r e  i n t e r e s t e d  i n  much 
more g e n e r a l  a p p l i c a t i o n s  - t o  t ime-varyii ig channe l s ,  6s a c t e d ;  t o  ail- 
w n n a  a r r a y  p r o c e s s o r s ;  t o  d i g i t 6 1  p r a c e s s i n g  j o i n t l y  a t  tra;- .sLnitter and 
r e c e i v e r ,  e tc .  We a r e  a l s o  s t r e s s i n g  t i le  d i g i t a l  2 rocess ing  a s 2 e c t ,  
u s i n g  a l g o r i t h m i c  fo rmula t ions  of t n e  problem, and e q l o y i n g  more rap id . ly  
converg ing  s e a r c h  procedures .  
D e t a i l s  of t h i s  p a s t  a c t i v i t y  appear  i n  t h e  s e c t i o n s  fo l lowing .  
1. Recur s ive  Techniques f o r  D i g i t a l  S i g n a l  Processing 
I n  a recent paper’ P i ckho l t z  and Boorstyn desc r ibed  a r e c u r s i v e  
approach t o  s i g n a l  d e t e c t i o n .  
The r ece ived  s i g n a l  .was converted i n t o  a v e c t o r  Markov process  which 
The scheme w a s  based on t h e  fo l lowing .  
was then  sampled, The r e c u r s i v e  s t r u c t u r e  of t h e  d i g i t a l  p rocesso r  
fo l lowed r e a d i l y .  Of concern  here a r e  two a s p e c t s  of t h i s  problem. 
F i r s t ,  i n  o r d e r  t o  form a v e c t o r  Markov p rocess  d e r i v a t i v e s  of t h e  in -  
coming s i g n a l  a r e  u s u a l l y  r equ i r ed .  
i n t o  r e p l a c i n g  t h e s e  d i f f e r e n t i a t i o n  o p e r a t i o n s  w i t h  approximating 
I n v e s t i g a t i o n s  have been conducted 
d i g i t a l  o p e r a t i o n s ,  such a s  d i f f e r e n c e s .  These s t u d i e s ,  i nc lud ing  s imula-  
t i o n  r e s u l t s ,  i n d i c a t e  t h a t  it is  p o s s i b l e  t o  r e p l a c e  d e r i v a t i v e s  w i t h  d i f -  
f e r e n c e s  wi thout  a d v e r s e l y  a f f e c t i n g  performance. 
t h e  n e x t  r e p o r t .  
D e t a i l s  w i l l  appear  i n  
Secondly ,  t h e  p rev ious  paper  cons idered  a s p e c i a l  t ype  of no i se  - 
t h a t  genera ted  by a l i n e a r  d i f f e r e n t i a l  e q u a t i o n  d r i v e n  by wh i t e  no i se .  
A more g e n e r a l  n o i s e  d e s c r i p t i o n  would inc lude  numerator dynamics. Work 
has been i n i t i a t e d  ex tend ing  t h e  r e c u r s i v e  approach i n  t h i s  d i r e c t i o n .  
The e s s e n t i a l  p a r t  of t h e  r e c u r s i v e  r e c e i v e r  i s  t o  conver t  t h e  in -  
coming s i g n a l  p l u s  no i se  [ r ( t )  = s ( t )  + y ( t ) ]  i n t o  a v e c t o r  Markov'pro- 
cess i n  such a manner t h a t  in format ion  i s  n o t  d e s t r o y e d .  I f  t h i s  i s  done 
L =dt) 
by a l i n e a r  p rocesso r  t h e n  t h e  output  of t h i s  d e v i c e  is $(t) 
where t h e  no i se  component ( t)  i s  t o  be Markov. Furthermore we i n s i s t  
t h a t  r ( t )  be r ecove rab le  from - $(t). 
on ly  cons ide r  t h e  no i se  te rm,  
t h e  d e r i v a t i v e s  of y ( t )  a s  w e l l  a s  y ( t )  i t s e l f  and s a t i s f i e d  both  of 
t 
Because of t h e  l i n e a r i t y  we need 
I n  t h e  o r i g i n a l  work $(t) c o n s i s t e d  of 
t h e  above r equ i r emen t s ,  
We now cons ide r  y ( t )  t o  be generated by t h e  fo l lowing  d i f f e r e n t i a l  
equation 
n- 1 n- 1 
d t n  k=O d t k  R = O  
where w ( t )  i s  wh i t e  Gauss ian  noise .  
v e c t o r  - x ( t )  f o r  t h i s  system such  t h a t  t h e  f i r s t  component x 1 (t) = y ( t ) .  
T h i s  v e c t o r  i s  t h e  s o l u t i o n  of 




Although x( t )  is  Markov it cannot  be ob ta ined  from y , ( t )  a l o n e  - e i t h e r  
w ( t )  o r  x ( t O )  is  needed i n  a d d i t i o n  ( n e i t h e r  a r e  a v a i l a b l e ) .  We ' cons ide r  





l i n e a r  o p e r a t i o n  on y ( t ) .  F i n a l l y  we s h a l l  show t h a t  x ( t )  i s  Markov 
and t h u s  l e t t i n g  
- 
A 
= x ( t )  s a t i s f i e s  our  requi rements .  - 
Proof:  For some f i x e d  T l e t  z ( t )  = E y ( s ) ,  s L t  . z ( t >  - - 1  - 
is a Mar t inga le .  x ( t )  can be w r i t t e n  i n  terms of t h e  s t a t e  t r a n s i t i o n  - 
i n a t r i x  p(t , u > ,  
But t h e  l a s t  term i s  z e r o  s i n c e  w ( t )  i s  whi te  and u ) t .  Thus z(t) = 
g ( T , t )  E ( t >  o r  - x ( t )  = $- '(T,t)  - z ( t ) .  T o  show Markovity c o n s i d e r  
- - 
A A 
because  z(t) i s  a Mar t inga le .  - 
is Markov. 
The r e c u r s i v e  r e c e i v e r  w i l l  now c o n s i s t  of a dev ice  t h a t  e s t i m a t e s  
- x ( t )  g iven  y ( t )  [ t h i s  w i l l  a c t u a l l y  o p e r a t e  on r ( t )  t o  y i e l d  f ( t>)  
some form of a Kalman f i l t e r .  The remainder  of t h e  r e c e i v e r  w i l l  p a r a l -  
l e l  t h e  o r i g i n a l  work, T h i s  s tudy  i s  con t inu ing .  
- 
2. Data Smoothing and Compression 
a .  Optimal Adapt ive C o n t r o l  f o r  Data Compression Systems. 
m r  L I I ~  o b j e c t  he re  is ta determine a n  cpt ima? c m t r o l l e r  t o  minimize 
t h e  mean squared error between d i s c r e t e  i n p u t  d a t a ,  xn ,  and r e c o n s t r u c -  
t e d  compressed discrete  ou tpu t  d a t a ,  
timum c o n t r o l l e r  s o l u t i o n  and minimum normalized r m s  e r r o r  f o r  s e v e r a l  
W e  p l a n  t o  e v a l u a t e  t h e  op- Yn 
d a t a  models and compressor a lgor i thms.  The p r e s e n t  p l a n  is t o  use  a 
un i fo rmly  d i s t r i b u t e d  independent d a t a  model and t h e  uni formly  d i s t r i b u -  
t e d  f i r s t  o r d e r  Markov da ta  model, The compressor a lgo r i thms  under  con- 
s i d e r a t i o n  a r e  bo th  t h e  z e r o  and f i r s t  o r d e r  p r e d i c t o r s  and i n t e r p o l a t o r s .  
T a b l e s  o r  curves  w i l l  be obta ined  from computer r u n s  and w i l l  l i s t  t h e  
compressor  a p e r t u r e ,  K ,  v s .  b u f f e r  f i l l  o r  s t a t e ,  S ,  and t h e  ininiunm normal- 
ized r m s  e r r o r  f o r  s e v e r a l  v a l u e s  of t h e  fo l lowing  parameters :  b ,  t h e  number 
of input  ampl i tude  b i t s , L ,  t h e  b u f f e r  l e n g t h ,  and C ,  t h e  t r a n s m i s s i o n  
r a t i o .  With t h e s e  d a t a ,  t h e  des igne r  w i l l  be a b l e  t o  s e l e c t  s u i t a b l e  
parameters  t o  s a t i s f y  h i s  d a t a  compression and rms e r r o r  r equ i r emen t s ,  
A s  a check on t h e  opt imal  c o n t r o l l e r  s o l u t i o n ,  t h e  d a t a  models 
and d a t a  compression system us ing  t h e  cor responding  opt imal  c o n t r o l l e r  
s o l u t i o n  w i l l  be s imula t ed  on a computer t o  measure t h e  a c t u a l  normalized 
r m s  e r r o r .  A s  a tes t  of t h e  s e n s i t i v i t y  of t h e  opt imal  c o n t r o l l e r  solu-  
t i o n  t o  the  input  d a t a  s t a t i s t i c s ,  tho f i r s t  o r d e r  Markov d a t a  w i l l  be 
f ed  i n t o  systems opt imized  f o r  independent d a t a ,  and independent  d a t a  
w i l l  be f e d  i n t o  sys tems opt imized f o r  f i r s t  o r d e r  Markov d a t a .  . F i n a l l y ,  
r e a l  t e l e m e t r y  d a t a  w i l l  be ob ta ined ,  i f  p o s s i b l e ,  and f e d  i n t o  t h e s e  
opt imized systems t o  de te rmine  t h e  p r a c t i c a l  use  of t h e  chosen d a t a  models.  
P rogres s  t h u s  f a r  c o n s i s t s  of t h e  fo l lowing :  The c o n t r o l l e r - b u f f e r  
system has been modeled a s  a d i s c r e t e  Markov process and a method of s o l u -  
L: l u i l  -- adopted u s  Lng a n  i t e r a t i v e  dynamic programmlzg e l g o r i t h a  based on 
2 t h e  work of Howard . Once t h e  s t a t i s t i c s  of t h e  inpu t  p rocess  
x , n = 0 , 1 , .  . . and t h e  compressor a l g o r i t h m  have been s p e c i f i e d ,  a n  
n 
optimum c o n t r o l l e r  can  be determined u s i n g  t h i s  t echn ique .  
For t h e  c a s e  of un i formly  d i s t r i b u t e d  independent  i npu t  d a t a  and 
t h e  z e r o  o r d e r  p r e d i c t i o n  compressor a l g o r i t h m ,  t h e  problem of de te rmin-  
ing t h e  optimum c o n t r o l l e r  has  been so lved .  The s o l u t i o n  is  i n  a n  i t e r a -  
t i v e  form and i s  b e s t  computed on a g e n e r a l  purpose d i g i t a l  computer f o r  
a l l  p o s s i b l e  v a l u e s  of i n t e r e s t  of t h e  v a r i o u s  pa rame te r s  noted above. 
The i t e r a t i v e  s o l u t i o n  has  been  programmed i n  FORTRAN on a d i g i t a l  
computer and is p r e s e n t l y  be ing  debugged. The s t a t u s  of t h e  programming 
is: w r i t i n g  i n  FORTRAN comple ted ;  program c a r d s  punched, v e r i f i e d  and 
l i s t e d ;  d i q g n o s t i c  e r r o r s  a r e  being,  e l i m i n a t e d  from i n i t i a l  compi l a t ions .  
I n  o r d e r  t o  check t h e  program r e s u l t s ,  one t e s t  c a s e  f o r  t h e  s p e c i f i c  
v a l u e s  of b = l ,  L=4, ,and C=2 was computed by hand y i e l d i n g  a mean squared  
e r r o r ,  
- 
e 2=1/26, and t h e  fo l lowing  c o n t r o l l e r  r u l e s :  
S (Buf fe r  S t a t e )  K(Aperture1 





For t h e  c a s e  of un i fo rmly  d i s t r i b u t e d  f i r s t  o r d e r  Markov inpu t  
' d a t a  and t h e  z e r o  o r d e r  p r e d i c t i o n  compression a l g o r i t h m ,  t h e  s o l u t i o n  
of t h e  problem of de t e rmin ing  t h e  optimum c o n t r o l l e r  2s p r e s e n t l y  be ing  
a t t empted .  The complexi ty  of t h e  mathematics i n  t h e  Markov c a s e  is 
many times g r e a t e r  t h a n  t h a t  of the  independent  case .  
b. Comparison of d a t a  compression schemes. 
It is q u i t e  a p p a r e n t  t h a t  i f  s i g n a l s  t o  be t r a n s m i t t e d  were s t a t i o n a r y  
and p e r f e c t l y  b a n d l i m i t e d ,  t h e r e  would be no d a t a  compression problem. 
One would sample a t  t h e  Nyquist  r a t e  and t r a n s m i t  t h e s e  samples ,  or coded 
v e r s i o n s  of them. No f u r t h e r  d a t a  compression would be p o s s i b l e .  Rea l  
s i g n a l s  d o  no t  behave t h i s  way, however. They a r e  g e n e r a l l y  n o t  band- 
l i m i t e d  and t h e i r  s t a t i s t i c s  a r e  e i t h e r  no t  known o r  v a r y i n g  i n  a non- 
s t a t i o n a r y  manner. How does  one then  perform d a t a  compression? One 
good e n g i n e e r i n g  t echn ique  i s  t o  f irst  oversample t o  some e x t e n t  and 
t h e n  use  v a r i o u s  t y p e s  of p r e d i c t i v e  t echn iques  t o  reduce  t h e  redundancy. 
Such methods a r e  now w e l l  known and have been summarized i n  t h e  l i t e r a t u r e .  
5 
But t h e s e  v a r i o u s  cu t - and- t ry  procedures  o f f e r  no r e a l  i n s i g h t  i n t o  
t h e  problem of d a t a  compression.  I n  a n  a t t e m p t  t o  ana lyze  t h e s e  v a r i o u s  
schemes and o t h e r s  t h a t  may be developed we have chosen t o  p i c k  some 
s i g n a l  models t h a t  d e v i a t e  from the  p e r f e c t l y  band l imi t ed  one ,  p r o v i d i n g  
some complexi ty  of s t r u c t u r e  t o  make them meaningful  y e t  s u f f i c i e n t l y  
s i m p l e  t o  enable  a n a l y s i s  t o  be ca r r i ed  o u t .  The two s i m p l e s t  models 
r e p o r t e d  on here  a r e  a s t a t i o n a r y  g a u s s i a n  random p r o c e s s ,  an  a d i s c r e t e  
Nth order Markov p r o c e s s ,  Fo r  both c l a s s e s  of models and a t t empt  i s  
~~ t h e  meei-,-sq-uate< - - - - - - L - - - - L : - -  e---- * A  n - m n l  ;nrr ; n + a r r r p l  
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f o r  v a r i o u s  compressor schemes. 
, 
(1) Gauss ian  process  x(t). Here we assume a power , s p e c t r a l  d e n s i t y  
2 
and a u t o c o r r e l a t i o n  f u n c t i o n  
Assume samples a r e  taken  uni formly  eve ry  T sec,. S e v e r a l  methods of r e -  
c o n s t r u c t i n g  t h e  o r i g i n a l  s i g n a l  have beer? compgred. These inc lude  v a r i c u s  
sampling t echn iques  a s  w e l l  a s  p r e d i c t i v e  t echn iques .  
( a )  s i n x / x  r e c o n s t r u c t i o n .  IIere tlhe t r a n s m i t t e d  samples a r e  passed 
through a lowpass f i l t e r  w i t h  bandwidth B = 1/2T. It  i s  t h e n  found t h a t  
t h e  mean-squared r e c o n s t r u c t i o n  e r r o r  is g iven  by 
1 
2T ('0) p r e - f i l t e r i n g  t o  B =- p r i o r  t o  sampling,  t h e n  the  same recons-  
. , t r u c t i o n  method a s  above. The mean-squared e r r o r  is t h e n  found t o  be one- 
. .  
h a l f  t h a t  above: 
- 
e 2 = ( I - -  tan- '  ;), w i t h  pre-f i l t e r  ing . 
3I 
(c )  An a l t e r n a t e  r e c o n s t r u c t i o n  t echn ique ,  due t o  T u f t s 6 ,  t h a t  
7 minimizes  e where p r e - f i l t e r i n g  i s  no t  used. For t h i s  c a s e  
1 - 
e* 5: co thT-  5; 
\ 
' ( d )  A f i n i t e  Karhunen-Loeve r e p r e s e n t a t i o n  of t h e  random process  
X ( t > .  Here t h e  r e p r e s e n t a t i o n  x ( t )  is g iven  by 
where a 7- second p i e c e  of x ( t )  i s  t a k e n  and t h e  Yn(t)ls  a r e  f i x e d  
or thonormal  f u n c t i o n s .  The N d i s c r e t e  numbers a a r e  t h e  numbers t o  be n 
t r a n s m i t t e d  and a r e  randoiii v a r i a b l e s .  7'110 o r thogona l  func , t i ons  '(,t) 
a r e  chosen  t o  minimize t h e  mean-squared e r r o r  power 
I 
- 
2 The r e s u l t a n t  e x p r e s s i o n  f o r  e vs. ?/N ( t i m e  between samples  f o r  t h i s  
t echn ique )  is ob ta ined  a s  t h e  s o l u t i o n  of t r a n s c e n d e n t a l  e q u a t i o n s ,  and 
is shown p l o t t e d  i n  F i g .  1 for z= 4 and 10  sec,  Also  p l o t t e d  for  
compafison a r e  t h e  sampl ing  techniques  mentioned above. 
Note t h a t  f o r  t h i s  p a r t i c u l a r  power spec t rum t h e  pre-f  i l t e r e d ,  
s i n  x/x r e c o n s t r u c t i o n  t echn ique  i s  t h e  best  of t h e  f o u r  shown, b u t  i s  
v e r y  c l o s e l y  fo l lowed by t h e  Karhunen-Lo2ve technique .  
How do t h e s e  t e c h n i q u e s  compare w i t h  t h e  ad hoc compressive schemes 
t h a t  a r e  used i n  p r a c t i c e ?  A s  noted e a r l i e r  t h e s e  a r e  i n  g e n e r a l  hard  
I t o  a n a l y z e ,  b u t  Ehrman has  obtained t h e  approximate t h e o r e t i c a l  mean 
5 time between t r a n s m i t t e d  samples f o r  t h r e e  common t echn iques  
f l o a t i n g  a p e r t u r e  ze ro -o rde r  p r e d i c t o r ,  t h e  ze ro -o rde r  i n t e r p o l a t o r ,  and 
- t h e  
s o u r c e  a s  done h e r e .  lliv ~ C O N U ~ ~ : R ,  v a l i d  o n l y  f o r  siiiall sauipling i n t u r v o l s  
on I Ira L I V O ~ L I ~ ~ ? ~ ,  end s d a p t a d  t o  tho exainple t ekon  liere, arc3 
- 
e2 = 0.67 E(T) f l o a t i n g  a p e r t u r e  p r e d i c t o r  - 
e 2  = 0.33 E ( T ) ,  zero-order  p r e d i c t o r ,  
'7 = 0.28 E ( t r ) ,  f a n  i n t e r p o l a t o r .  
s m a l l  compared t o  t h e  s t anda rd  d e v i a t i o n  of t h e  s i g n a l  p rocess  (which 
is u n i t y  h e r e ) ,  and t h e  r e c o n s t r u c t i o n  error  is  assumed uni formly  d i s -  
t r i b u t e d  between + a x .  
I 
A s  a comparison w i t h  t h e  sampling and Karhunen-Loeve t echn iques  
descr ibed  above,  we may assume T and T / N  < ~ 1  i n  t h e  e q u a t i o n s  g i v e n  
e a r l i e r .  It  is t h e n  found t h a t  , 
s i n x  T = 0.203 T, Fampling w i t h  p r e - f i l t e r i n g  and -2 
n 
- 
e 2  = -  
2 '  . x  
r e c o n s t r u c t  ion .  
- 
s i n x  e 2  = 0.405 T ,  sampling wi thou t  p r e - f i l t e r i n g  and w i t h  -
X 
r e c o n s t r u c t i o n ,  
- 
e *  = 0.333 T ,  sampling wi thout  p r e - f i l t e r i n g  and u s i n g  T u f t ' s  
optimum r e c o n s t r u c t i o n ,  
/2" I 2 -  2 2' e = -  c) - = 0.203 - , Karhunen-Lohve expans ion .  
Note t h a t  sampling w i t h  pre-f  i l t e r i g g  and t h e  Karhunen-Lheve expans ion  
g i v e  a lmos t  i d e n t i c a l  r e s u l t s ,  and t h a t  t h e y  a r e  b e t t e r  t h a n  t h e  p r e d i c t o r  
and i n t e r p o l a t o r s .  It  must a l s o  be po in ted  o u t  t h e  t h e  l a t t e r  t echn iques  
requi re  t h e  t r a n s m i s s i o n  of t i m i n g  in fo rma t ion ,  so t h a t  t h e  advantage of 
sampling is even  g r e a t e r  t h a n  i n d i c a t e d  above. We do  n o t  mean t o  imply,  
however,  t h a t  t h e  a p e r t u r e  t echn iques  a r e  i n f e r i o r ;  t h e r e  may be o t h e r  
s i g n a l s  on which t h e y  perform b e t t e r  t h a n  sampling. 
r e l a t i v e  s i m p l i c i t y  of t h e  a p e r t u r e  t e c h n i q u e s  a r e  f a c t o r s  i n  t h e i r  f a v o r .  
( 2 )  Discrete  s t a t e  Markov s o u r c e ,  
The a d a p t i v i t y  and 
An N-s ta te  Markov c h a i n  has  been assumed, and bo th  t h e  ze ro -o rde r  
p r e d i c t o r  and t h e  ze ro -o rde r  i n t e r p o l a t o r  have been cons ide red .  Two 
c a s e s  have been ana lyzed:  f i r s t ,  w i th  t h e  a p e r t u r e  wid th  less t h a n  t h e  
s p a c i n g  between a d j a c e n t  sou rce  l e v e l s ,  so t h a t  t h e r e  i s  no r e c o n s t r u c -  
t i o n  error; second ,  w i t h  t h e  a p e r t u r e  g r e a t e r  t h a n  t h e  source  l e v e l  
s p a c i n g ,  w i th  +1 level  r e c o n s t r u c t i o n  e r r o r  a l lowed.  - 
The c o m p r e s s i b i l i t y  of t h e  source symbols,  a s  measured by t,he e n t r o p y  
i n  b i t s / s o u r c e  symbols, i s  t h e n  found f o r  t h e  ze ro -o rde r  p r e d i c , t o r  t o  be 
g i v e n  by \ 
Hx + H 
b i t  s/source Hzop = 'FqiiT 
where 
H is  t h e  in fo rma t ion  con ten t  of t h e  t r a n s m i t t e d  sample v a l u e s ,  
X 
€$ is t h e  in fo rma t ion  con ten t  of t h e  r u n  l e n g t h  between t r a n s -  
m i t t e d  samples ,  
and E(n) i s  t h e  average  r u n  l e n g t h ,  
Average r u n  l e n g t h s  f o r  a zero-order  p r e d i c t o r  w i t h  no a l lowab le  
e r r o r  o p e r a t i n g  on a d i sc re t e  s t a t e  Markov source  have p r e v i o u s l y  been 
computed by S t a n l e y  and Liu  , Using t h e i r  r e s u l t s ,  and assuming a s  an  
8 
t i o n a r y  d i s t r i b u t i o n ,  and c h a s a c t e r i z e d  by a r e l a t i v e l y  l a r g e  
s t a t e ,  of remain ing '  i n  t h e  same s t a t e  or going t o  a w a d j a c e n t  
example,  a p a r t i c u l a r  15  s t a t e  Markov c h a i n  p o s s e s s i n g  a uni form s t a -  
probab il i t y  
t h e  source  
. ,  . e n t r o p y  is c a l c u l a t e d  t o  be 
2.73 bits /symbol .  
For a zero-order  p r e d i c t o r ,  w i t h  no r e c o n s t r u c t i o n  err  
E(n) = 1.05 symbols 
= log215 = 3 , 9 / b i t s  Hx 
% = 2.04 b i t s  
H = 2.91 b i t s / s o u r c e  symbol. 
Z O P  
r ,  we l s o  f i n d  
.Thus ,  a zero-order  p r e d i c t o r  used w i t h  e f f i c i e n t  coding  can  ach ieve  a 
t r a n s m i s s i o n  r a t e  f a i r l y  close t o  t h e  e n t r o p y  of t h i s  p a r t i c u l a r  source .  
This  method has  been extended to t h e  case  where t h e  e p e r t u r e  is 
g r e a t e r  t h a n  t h e  sou rce  l e v e l  spac ing .  
C o n s t r u c t i o n ' e r r o r  is a l lowed.  The p r o b a b i l i t y  of a r u n  of l e n g t h  n 
For example,  suppose - +1 l e v e l  re- 
w i t h i n  t h e  a p e r t u r e  about  a l e v e l  is  e a s i l y  c a l c u l a t e d .  Once t h e  run  
. 
l e n g t h  p r o a b i l i t i e s  have been found t h e  en t ropy  may be computed ,as  above. 
It has  a l s o  been shown t h a t  t h e  r u n  l e n g t h  p r o b a b i l i t i e s  f o r  a zero-order  
i n t e r p o l a t o r  may be w r i t t e n  i n  terms of powers of sub m a t r i c e s  of t h e  
Markov t r a n s i t i o n  ma t r ix .  For t h e  example cons idered  above,  t h e  ' expec ted  
run  l e n g t h s  fo l lowing  one of t h e  " i n t e r v a l "  s t a t e s  of t h e  source  f o r  t h e  
zero-order  p r e d i c t o r  and i n t e r p o l a t o r  w i t h  +1 l e v e l  e r r o r  are  - 
E(n)Zop = 2.1.0 symbols,  
E(n)zoi = 2.62  symbols. 
While t h e  work desc r ibed  above has  b a r e l y  s c r a t c h e d  t h e  s u r f a c e  of 
t h e  problem, it a t  least  p rov ides  a l i t t l e  i n s i g h t  i n t o  t h e  performance 
of t h e  s imple ,  d a t a  compre s s i o n  t echn iques .  
3 .  Computer s i i i iulat ion of low error r a t e  d i g i t a l  coiniiiunicotion syyteiiis 
The average  e r r o r  r a t e  s e r v e s  a s  a very  comnion measure of performance 
f o r  d i g i t a l  communication systems, w i t h  a p r o b a b i l i t y  of e r r o r  of less 
t h a n  
. .  
a d e s i r a b l e  g o a l  in 'mos t  system d e s i g n ,  W i t h  such low e r r o r  
r a t e s ,  however, t h e  u sua l  Monte Carlo s i m u l a t i o n  t echn iques  r e q u i r e  
v e r y  l a r g e  numbers of s i m u l a t i o n  r u n s ,  a c o s t l y  procedure.  ' Using t h e  
methods of ex t remal  s t a t i s t i c s 3  t o , e s t i m a t e  low p r o b a b i l i t i e s  of e r r o r  
we have been a b l e  t o  reduce t h e  usua l  number of s i m u l a t i o n  runs  by a t  
l e a s t  a n  o r d e r  of magnitude,  a h igh ly  encouraging  r e s u l t ,  
The f i e l d  of ex t remal  s t a t i s t i c s  i s  concerned w i t h  t h e  occurrence  
of r a r e  e v e n t s ,  e x a c t l y  t h e  problem encountered  i n  s i m u l a t i n g  low e r r o r  
rfi Le coiiuiiunicet ion  systeriis , Previous  a y p l  i c a t i o n s  t o  communications 
h v o  aiiiphrltl h d  I I M I  c r r r r t l  yri LH or d e  L A 01) i D i i r i l J  Croiu a x i e  k.ing S ~ S L O I M  
Thucl , u m  Iins Imun inrulo, . h i  n i i r l l  y ; l , L i i ~  I I m r i t r  clnl u ,  01' Hptlcial ploL1:ing 
paper  developed by Gumbe1 , Our approoch h a s  d i f f e r e d  i n  assuming from 
9,lO . 
3 
t h e  beg inn ing  t h a t  a l l  c a l c u l a t i o n s  were t o  be made by a h igh  speed 
computer ,  t h a t  t ime was of t h e  e s s e n c e ,  and t h a t  we were i n t e r e s t e d  i n  
app ly ing  t h e  t h e o r y  t o  t h e  s i m u l a t i o n  of broad c l a s s e s  of sys tems.  
* 
Extrema1 s t a t i s t i c s  r e l i e s  on t h e  f a c t  t h a t  many common p r o b a b i l i t y  
d i s t r i b u t i o n  f u n c t i o n s  a're a s y m p t o t i c a l l y  e x p o n e n t i a l :  t h e  p r o b a b i l i t y  
of exceeding  a s p e c i f i e d  value out  on  the t a i l  of t h e  d i s t r i b u t i o n  i s  
1 -dn(xo-un)  
of t h e  form P(x>xo) = - e . The two parameters  "', and un n 
depend on t h e  unde r ly ing  d i s t r i b u t i o n ;  n r e p r e s e n t s  t h e  number of samples  
a v a i l a b l e  of t h e  random v a r i a b l e  under s t u d y ,  and is  assumed v e r y  l a r g e .  
The two parameters  may a l s o  be shown t o  be c l o s e l y  r e l a t e d  t o  t h e  asyinp- 
t o t i c  ( l a r g e  numbers of samples)  maxiina of t h e  random v a r i a b l e  
under  s t u d y ,  
If one is  now i n t e r e s t e d  i n  e s t i i na t ing  s i n a l 1  p r o b a b i l i t i e s  of e r ro r ,  
-3 -4 
s a y  of t h e  o r d e r  of 10 o r  1 0  , it may be p o s s i b l e  i n s t e a d  t o  f i r s t  
-2  e s t i m a t e  much h i g h e r  p r o b a b i l i t i e s ,  s a y  10 . I f  t h e  e x p o n e n t i a l  ap- 
proximat ion  is v a l i d  one should then  be a b l e  t o  e x t r a p o l a t e  down t o  t h e  
d e s i r e d  p r o b a b i l i t y .  I n s t e a d  of t h e  u s u a l  number of samples r e q u i r e d  
t o  e s t i m a t e  a sma l l  p r o b a b i l i t y  of e r r o r , :  one can  work w i t h ' a  much 
s m a l l e r  number. One major d i f f i c u l t y ,  however, i s  t h a t  w i t h  t h e  under-  
l y i n g  p r o b a b i l i t y  d e n s i t y  f u n c t i o n  unknown ( a s  i t  g e n e r a l l y  is i n  complex 
sys tems t o  be s i m u l a t e d ) ,  dn and u a r e  unknown and must be e s t i m a t e d ,  n 
I n  t h e  computer s i m u l a t i o n s  c a r r i e d  ou t  t h e  r e s u l t s  were n o n e t h e l e s s  
. 
s t a t i s t i c s  were f i r s t  gene ra t ed  t o  de te rmine  t h e  a p p l i c a b i l i t y  of t h e  
ex t rema1 approach ,  i n c l u d i n g  e s t i m a t i o n  of t h e  pa rame te r ,  
t i s t i c s  inc luded  t h e  g a u s s i a n  (normal) ,  R a y l e i g h ,  and e x p o n e n t i a l  
These s t a -  
d e n s i t y  f u n c t i o n s .  
maximum l i k e l i h o o d  i t e r a t i o n ,  were compared. , Twenty samples were found 
Var ious  methods of e s t i m a t i n g  dn and u n '  i n c l u d i n g  
t o  be s u f f i c i e n t  t o  e s t i m a t e  QL 
w i t h i n  10% of t h e  known v a l u e s ,  whi1.c t hose  of u were wi , th in  3%, w e l l  
arici u I1 : the e s t h e t e s  ef c;.c ca!ne n 
wi th in  t h e  conf idence  l i m i t s  c a l c u l a t e d  t h e o r e t i c a l l y .  Using n=500 
samples ,  t h e  t o t a l  number of samples r e q u i r e d  was 500x20=10 4 . With 
t h i s  number we were a b l e  t o  s u c c e s s f u l l y  e x t r a p o l a t e  down t o  p r o b a b i l i t i e s  
of e r r o r  of 
c o u r s e ) .  
4 u s i n g  10  samples.  
and even  lower (with r a p i d l y  d e c r e a s i n g  accu racy  of 
T h i s  compares w i t h  prev ious  e s t i m a t i o n  of p r o b a b i l i t i e s  of 10 -3 
The methods s t u d i e d  were then  a p p l i e d  t o  t h e  s i m u l a t i o n  of two 
' 
d i g i t a l  feedback  communication systems of c o n s i d e r a b l e  c u r r e n t  i n t e r e s t .  
One is a b i n a r y  s i g n a l l i n g  sys tem,  u s i n g  s e q u e n t i a l  d e c i s i o n  feedback.  
The o t h e r  i s  a n  M-ary PAM sys tem,  wi th  in fo rma t ion  f eedback ,  
tems may have p o t e n t i a l  u s e f u l n e s s  i n  space-ground communications,  
t a i l s  of t h e  feedback  schemes a r e  included i n  t h e  work r e p o r t e d  on a t  
I n  bo th  c a s e s  s i m u l a t i o n  
Both sys -  
D e -  
t h e  1968 S p r i n g  J o i n t  Computer Conference 4 . 
r e s u l t s  agreed  well w i t h  c a l c u l a t s d  approxiineta sys tem perforaiances.  
c 
I 
a b i l i t y  d i s t r i b u t i o n ,  conf idence  l i m i t s ,  and t h e  range of p r o b a b i l i t y  
of e r r o r  t o  be e s t i m a t e d .  For dec reas ing  n a l l o w s  b e t t e r  bst imtr t ion of 
and u a s  N i n c r e a s e s ,  bu t  the range  of e x t r a p o l a t i o n  over  which 
one would expec t  t h e  a sympto t i c  exponen t i a l  approximat ion  t o  hold de-  
c r e a s e s .  
of e r r o r  i s  approached more c l o s e l y ,  b u t  Q!. and i? a r e  less a c c u r a t e l y  
e s t ima t e d  . 
d n  n 
S i m i l a r l y ,  a s  n i n c r e a s e s  t h e  r a n g e ,  of t h e  d e s i r e d  p r o b a b i l i t y  
n n 
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