Abstract-We derive a recursive formula determining the weight distribution of the [n = (q
I. INTRODUCTION
The Hamming code is probably the first one that someone encounters when he is taking a beginning course in coding theory. The q-ary Hamming code H(m, q) is an [n = (q m − 1)/(q − 1), n − m, 3] code which is a single-error-correcting perfect code. From now on, q will indicate a prime power unless otherwise stated. Also, we assume m > 1.
In [3] , Moisio discovered a handful of new power moments of Kloosterman sums over F q , with q = 2 r . This was done, via Pless power moment identity, by connecting moments of Kloosterman sums and frequencies of weights in the binary Zetterberg code of length q + 1, which were known by the work of Schoof and van der Vlugt in [7] . Some new moments of Kloosterman sums were also found over F q , with q = 3 r ( [4] , [8] ).
In this correspondence, we adopt Moisio's idea of utilizing Pless power moment identity and exponential sum techniques and prove the following theorem giving the weight distribution of H(m, q), for (m, q − 1) = 1.
Theorem 1: Let {C h } n h=0 (n = (q m − 1)/(q − 1)) denote the weight distribution of the q-ary Hamming code H(m, q), with (m, q − 1) = 1. Then, for h with 1 ≤ h ≤ n,
where S(h, t) denotes the Stirling number of the second kind defined by
C 0 = 1, and it is easy to check that C 1 = C 2 = 0, as it should be. A few next values of C h 's were obtained, with the help of Mathematica, from the above formula. with (m, q − 1) = 1. Then (n = (2 m −1)) denote the weight distribution of the binary Hamming code H(m, 2). Then the weight distribution satisfies the following recurrence relation:
It is known [6] that, when (m, q − 1) = 1, H(m, q) is a cyclic code.
Theorem 4: Let n = (q m −1)/(q−1), where (m, q−1) = 1. Let γ be a primitive element of F q m . Then the cyclic code of length n with the defining zero γ q−1 is equivalent to the q-ary Hamming code H(m, q).
In our discussion below, we will assume that (m, q−1) = 1, so that H(m, q) is a cyclic code with the defining zero γ q−1 , where γ is a primitive element of F q m .
II. PRELIMINARIES
Let q = p r be a prime power. Then we will use the following notations throughout this correspondence.
the canonical additive character of F q , λ m (x) =λ(T r(x)) the canonical additive character of F q m .
The following lemma is well known.
For a positive integer s, the multiple Kloosterman sum K s (α) (α ∈ F * q ), is defined by
The following result follows immediately from Lemma 5. Lemma 6: For an integer s > 1,
Proof:
s . The following lemma is immediate. Lemma 7: Let (m, q − 1) = 1. Then the following map is a bijection.
where N denotes the norm map N :
The following theorem is due to Delsarte([2, P. 208]).
Theorem 9 (Delsarte): Let B be a linear code of length n over F q m . Then
The following is a special case of the result stated in [1, Thm. 4.2], although only the binary case is mentioned there. In fact, using Theorem 9 above, this can be proved in exactly the same manner as described immediately after the proof of Theorem 4.2 in [1] .
⊥ is an isomorphism of F q -vector spaces.
Proof: The map is F q -linear, surjective and dim Fq F q m = dim Fq H(m, q) ⊥ . Our recursive formula in Theorem 1 will be a consequence of the application of Pless power moment identity( [6] ), which is equivalent to MacWilliams identity.
Theorem 12 (Pless power moment identity): Let B be an q-ary [n, k] code, and let B i (resp. B ⊥ i ) denote the number of codewords of weight i in B(resp. in B ⊥ ). Then, for
where S(h, t) denotes the Stirling number of the second kind defined by (1).
III. PROOF OF THEOREM 1
Let h be an integer with 1 ≤ h ≤ n. Observe that the weight of the codeword c(a) in Theorem 10 can be expressed as
(by Lemma 5)
We now apply Pless power moment identity in Theorem 12 with B = H(m, q) ⊥ . On one hand, the LHS of (2) is On the other hand, by separating the term corresponding to h and noting S(h, h) = 1, the RHS of (2) 
Multiplying both sides of (4) by (−1) h q h−m , we get the desired result.
