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Resumo
Este trabalho detalha parte do artigo de Contiero e Sto¨hr [CS], onde se
abordam o tema das estimativas para a dimensa˜o de MS atrave´s de uma
construc¸a˜o expl´ıcita de sua compactificac¸a˜o, onde o espac¸o de moduli original
e´ visto como um aberto de um espac¸o maior, no qual se permite que as curvas
admitam singularidades, desde que estas sejam Gorenstein.
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Abstract
This work details a part of the article of Contiero and Sto¨hr [CS], where is
approached the estimatives for the dimenson of MS through a construction
explicit of its compactification, where the original moduli space is seen as an
open on a bigger space, where is allowed that the curves admit singularities,
since they are Gorenstein.
Keywords: Moduli space, sheaves, feixe, syzygies, numerical semigroup,
Weierstrass semigroup, pointed curves, gap, Gorenstein.
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2Introduc¸a˜o
O estudo de curvas pontuadas com semigrupo de Weierstrass fixo e´ vasto na
literatura. Particular interesse tem a construc¸a˜o de seu moduli, bem como a
ana´lise da dimensa˜o deste.
Com respeito ao segundo problema, ao menos no caso em que as curvas
sa˜o suaves, existem duas estimativas cla´ssicas. Por um lado, Eisenbud e
Harris mostraram que se MS e´ o espac¸o de moduli das curvas projetivas
suaves pontuadas com semigrupo de Weierstrass S de geˆnero g e peso w
enta˜o dimMS ≥ 3g − 2 − w, e especificaram os casos para os quais vale a
igualdade [EH, Trm. 3]. No sentido inverso, Deligne exibe em [D, Trm. 2.27]
um limite superior para esta dimensa˜o, qual seja, dim(MS) ≤ 2g − 2 + λ
onde λ, igual ao peso, e´ um invariante totalmente determinado por S. Via
Kontsevich e Zorich [KZ], Bullock notou em [Bu] quais sa˜o os casos em que
esta cota superior e´ atingida
Motivados por estas questo˜es, Contiero e Sto¨hr publicaram recentemente
o artigo [CS], que e´ a refereˆncia-mestra deste trabalho. Nele, os autores
abordam o tema das estimativas para a dimensa˜o de MS atrave´s de uma
construc¸a˜o expl´ıcita de sua compactificac¸a˜o, onde o espac¸o de moduli original
e´ visto como um aberto de um espac¸o maior, no qual se permite que as curvas
admitam singularidades, desde que estas sejam Gorenstein. A base de tal
construc¸a˜o e´ precisamente o objetivo central destas linhas.
Comec¸amos com um cap´ıtulo de preliminares, onde e´ dado o ferramental
necessa´rio para a comprensa˜o do seguinte, que conteˆm os resultados prin-
cipais. As Sec¸o˜es 1.1 e 1.2 devem ser comparadas uma com a outra. Na
primeira exibimos os principais pontos da teoria de divisores de Weil para
curvas suaves, ao passo que na segunda dizemos como a mesma teoria passa
naturalmente para curvas singulares. Na esseˆncia, a Seca˜o 1.2 e´ exatamente
a teoria dos divisores “por produto”de Sto¨hr apresentada na linguagem de
feixes. Esta teoria influenciou muitos artigos publicados depois, e exibe tanto
uma construc¸a˜o natural de divisores canoˆnicos em curvas singulares via mer-
gulhos apropriados do dualizante, bem como uma obtenc¸a˜o construtiva de
Riemann-Roch seguindo os mesmos passos de sua demonstrac¸a˜o original (em-
bora na˜o exibimos aqui) a partir de uma definic¸a˜o consistente e, no contexto,
natural de grau, sem o uso imediato de caracter´ıstica de Euler. As Sec¸o˜es
2.3 e 2.4 sa˜o breves definic¸o˜es ba´sicas de semigrupo nume´rico e semigrupo de
Weierstrass.
No Cap´ıtulo 2 provamos os dois teoremas centrais. A Sec¸a˜o 2.1 e´ uma
ra´pida descric¸a˜o de curvas pontuadas Gorenstein com semigrupo de Weiers-
trass fixo. Ja´ a Sec¸a˜o 2.2 merece mais comenta´rios; parte do esforc¸o para ca-
racterizar as curvas pontuadas em questa˜o esta´ em mostrar que os elementos
do condutor de um semigrupo sime´trico se escrevem como soma apropriada
de elementos do seu complementar no semigrupo. Em particular, obtem-se
uma prova alternativa, nume´rica e construtiva do famoso Teorema de Max
Noether (provado para curvas suaves em 1880) no caso em que a curva e´
Gorenstein. Na Sec¸a˜o 2.3 comec¸a-se a construir as equac¸o˜es que va˜o definir
uma curva com as caracter´ısticas citadas acima. Quanto a Sec¸a˜o 2.4, pode-se
dizer que, de certa forma, trata-se do corac¸a˜o da prova, ou seja, o dito Lema
das Syzygies, ale´m de ser uma versa˜o mais forte de [S, Lem. 2.3] e´ o que
propicia grande parte do que sera´ feito na seque¨ncia.
A Sec¸a˜o 2.5 traz enunciado e (final da) prova dos dois resultados centrais
deste trabalho: (a) uma caracterizac¸a˜o de curvas pontuadas Gorenstein com
semigrupo de Weierstrass fixo via equac¸o˜es quadra´ticas bem determinadas
com certas condic¸o˜es de anulamento de seus coeficientes (Teorema 2.5.1) e
(b) a realizac¸a˜o das classes de isomorfismo de tais curvas como um quase-
cone afim cujas coordenadas sa˜o os coeficientes acima, e cujas equac¸o˜es sa˜o
as condic¸o˜es de anulamento acima (Teorema 2.5.2) junto com uma ac¸a˜o bem
definida de Gm(k), ou seja, a construc¸a˜o do moduli. Apenas lembramos
que os casos de curvas na˜o determinadas por equac¸o˜es quadra´ticas (que os
teoremas na˜o contemplam) sa˜o ja´ bem conhecidos da literatura desde o in´ıcio
do se´culo passado: as curvas trigonais e as qu´ınticas planas.
3
4Cap´ıtulo 1
Preliminares
Para todo este texto, C sera´ sempre uma curva irredut´ıvel e projetiva sobre
um corpo algebricamente fechado k. Denotamos por k(C) o corpo das func¸o˜es
racionais de C, e por g o seu geˆnero aritme´tico. Vamos denotar tambe´m o
espac¸o das diferenciais de k(C) sobre k por Ωk(C)/k.
1.1 Divisores de Weil
Se C e´ suave podemos desenvolver a teoria de divisores de Weil, que segue
abaixo.
Definic¸a˜o 1.1.1. Um divisor (de Weil) em C e´ uma soma formal
D =
∑
P∈C
nP · P
onde nP ∈ Z e nP = 0 exceto para um nu´mero finito de pontos P ∈ C.
Note que a soma ponto a ponto faz do conjunto dos divisores de C,
denotado Div(C), um grupo abeliano livre sobre C.
O grau de um divisor D ∈ Div(C) e´
deg(D) :=
∑
P∈C
nP
Existe em Div(C) uma ordem parcial natural, i.e., se D =
∑
P∈C nP P e
D′ =
∑
P∈C n
′
P P enta˜o
D ≥ D′ se nP ≥ n′P para todo P ∈ C
Se denotamos
0 :=
∑
P∈C
0 · P
enta˜o dizemos que D e´ efetivo se D ≥ 0.
Como C e´ suave, para todo P ∈ C esta´ bem definida uma valorizac¸a˜o
vP : k(C)
∗ −→ Z
f = tnPu 7−→ vP (f) = n
onde tP e´ um para´metro local em P e u uma unidade no anel local OP .
Para todo f ∈ k(C)∗ definimos enta˜o o divisor de f como
div(f) :=
∑
P∈C
vP (f) · P
Definimos tambe´m o divisor de zeros e o divisor de polos de f , respectiva-
mente, por
div0(f) =
∑
vP (f)>0
vP (f) · P
div∞(f) =
∑
vP (f)<0
vP (f) · P
Das definic¸o˜es anteriores segue que
div(f) = div0(f)− div∞(f)
Definic¸a˜o 1.1.2. Seja D ∈ Div(C). Definimos
L(D) := {f ∈ k(C) |D + div(f) ≥ 0}
Temos que L(D) e´ um espac¸o vetorial sobre k, cuja dimensa˜o sera´ deno-
tada por `(D).
Seja λ ∈ Ωk(C)/k uma diferencial e seja P ∈ C. Definimos a valorizac¸a˜o de
λ em P da seguinte maneira: se t e´ um paraˆmetro local de P e a diferencial
se escreve como λ = fdt com f ∈ k(C), diremos que vP (λ) := vP (f)
Definic¸a˜o 1.1.3. Um divisor de C e´ dito canoˆnico se for da forma
K = div(λ) :=
∑
P∈C
vP (λ) · P
para algum λ ∈ Ωk(C)/k.
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Teorema 1.1.4 (Riemann-Roch). Seja K um divisor canoˆnico de C, enta˜o
`(D) = deg(D) + 1− g + `(K −D)
para todo D ∈ Div(C).
Teorema 1.1.5. Seja D ∈ Div(C) e K divisor canoˆnico. Se deg(D) ≥ 2g−1,
enta˜o `(K −D) = 0, em particular,
`(D) = deg(D) + 1− g.
1.2 Feixes Coerentes de Ideais Fraciona´rios
Se C na˜o e´ suave, dada uma func¸a˜o f ∈ k(C), note que div(f) na˜o esta´ bem
definido, pois na˜o existe valorizac¸a˜o nos pontos singulares. Mesmo assim
podemos adaptar a teoria anterior da seguinte forma: quem fara˜o o papel de
divisores de Weil sa˜o os feixes definidos abaixo.
Definic¸a˜o 1.2.1. Diremos que F e´ um feixe de ideais fraciona´rios em C se
for coerente e para todo P ∈ C, o stalk FP e´ um OP -ideal fraciona´rio de
k(C), o que equivale a dizer que:
(i) Para todo P ∈ C vale:
(a) FP ⊂ k(C)
(b) existe fP ∈ k(C) tal que fP · FP e´ um ideal de OP
(ii) FP = OP para quase todo P ∈ C
Denotaremos por Frac(C) a subcategoria de Coh(C) correspondente aos
feixes de ideais fraciona´rios de C.
Suponha que C e´ suave. Enta˜o podemos ver D =
∑
P∈C nP ·P ∈ Div(C)
como o feixe F ∈ Frac(C) tal que FP = t−nPP · OP para todo P ∈ C. Mais
genericamente, se C na˜o e´ necessariamente suave, dada uma soma formal
D = n1 ·P1 + . . .+ns ·Ps onde os Pi sa˜o pontos suaves de C, podemos definir
o feixe OC(D) ∈ Frac(C) por
OC(D)Q =
{
t−niQ OQ se Q = Pi
OQ se Q 6= Pi para 1 ≤ i ≤ s
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O grau e´ definido da seguinte forma. Se F ,G ∈ Frac(C) sa˜o tais que G e´
um subfeixe de F , enta˜o
deg(F)− deg(G) :=
∑
P∈C
dimk(FP/GP )
e definimos tambe´m que deg(O) = 0.
Para F ∈ Frac(C), o conjunto que faz o papel de “L(D)”e´ o espac¸o
vetorial de suas sec¸o˜es globais, i.e.,
H0(F) = H0(C,F) = Γ(C,F) := {f ∈ k(C) | f ∈ FP para todo P ∈ C}
e sua dimensa˜o sera´ denotada por h0(F).
Agora definiremos o equivalente do divisor canoˆnico no caso singular.
Quem fara´ este papel e´ o feixe dualizante ωC , definido como em [H, p. 241].
No caso espec´ıfico de curvas, ha´ uma analogia com a construc¸a˜o feita na
Definic¸a˜o 1.1.3, que corresponde ao resultado abaixo, cuja prova se deduz de
[EHKS].
Definic¸a˜o 1.2.2. Para cada λ ∈ Ωk(C)/k, defina ωλ ∈ Frac(C), tal que para
todo P ∈ C, o stalk ωλ,P e´ o maior entre os OP -ideais fracionais F em k(C)
tal que
∑
P |P ResP (fλ) = 0 para todo f ∈ F . Note que se P e´ suave, enta˜o
temos simplesmente que ωλ,P = t
−vP (λ)
P · OP . Ale´m disso, temos que o feixe
dualizante ωC = ω = ωλ · λ para todo λ ∈ Ωk(C)/k. Em particular, ω ∼= ωλ e
h0(ω) = h0(ωλ) para todo λ ∈ Ωk(C)/k
Agora daremos um exemplo de como se calcula ωC .
Exemplo 1.2.3. Seja C o fecho projetivo de Spec k[t3, t4, t5]. A curva C
tem somente um ponto singular, digamos P , que corresponde a t = 0 se
C e´ dada parametricamente; tambe´m temos OP = k[t3, t4, t5](t3,t4,t5) onde a
notac¸a˜o se refere a` localizac¸a˜o. A normalizac¸a˜o e´ C = P1, tomada como o
fecho projetivo de Spec k[t] e assim k(C) = k(C) = k(t). Existe somente um
ponto P ∈ C sobre P e temos OP = OP = k[t](t). Assim o geˆnero de C e´
g = g+dim(OP/OP ) = 0+2 = 2 onde g e´ o geˆnero de C. Para computar ωC ,
podemos escolher qualquer diferencial. Tome, por exemplo, λ = dt/t3. Pelo
dito acima, ωC ∼= ωλ e ωλ,P e´ o maior entre os OP -ideais fracionais F em k(t)
tal que ResP (fλ) = 0 para cada f ∈ F . Afirmamos que ωλ,P = OP + tOP .
De fato, t2 /∈ ωλ,P pois ResP (t2λ) = ResP (dt/t) = 1; e se t2 /∈ ωλ,P o mesmo
temos para todo t−n com n ≥ 1 pois ωλ,P e´ um OP -mo´dulo e tn ∈ OP para
todo n ≥ 3. Portanto ωλ,P ⊂ OP + tOP . A inclusa˜o contra´ria e´ imediata pois
ResP (fλ) = 0 para todo f ∈ OP + tOP Para calcular H0(ωλ) precisamos
calcular os stalks de ωλ nos pontos na˜o singulares de C. Para um ponto
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Q ∈ C dado parametricamente por t = c 6= 0 temos que t− c e´ o paraˆmetro
local; escrevemos λ = dt/t3 = d(t− c)/t3 e como 1/t3 e´ uma unidade em OQ
temos que vQ(λ) = 0 e portanto ωλ,Q = OQ. Finalmente, no ponto P∞ no
infinito, o paraˆmetro local e´ t−1 assim podemos escrever λ = −t−1d(t−1) e
podemos verificar que ωλ,P∞ = tOP∞ . Portanto, analisando todos os stalks,
vemos que H0(ωλ) = 〈1, t〉 e, como era esperado, h0(ω) = 2 = g.
Para enunciarmos a versa˜o de feixes do Teorema de Riemann-Roch, falta
interpretar a “diferenc¸a” entre dois feixes. Quem faz este papel e´ o feixe de
homomorfismos. Dados F ,G ∈ Frac(C) considere o feixe Hom(G,F) cujos
stalks sa˜o
Hom(G,F)P = Hom(GP ,FP ) = (FP : GP ) = {f ∈ k(C) | fGP ⊂ FP}
Enta˜o mostra-se que, para todo λ ∈ Ωk(C)/k e F ∈ Frac(C), temos
h0(F) = deg(F) + 1− g + h0(Hom(F , ωλ))
Agora usaremos a dualidade de Serre:
H0(Hom(F , ωλ)) · λ = H0(Hom(F , ωC)) = Hom(F , ωC) ∼= H1(F)∨
Em particular,
h0(Hom(F , ωλ)) = h0(Hom(F , ωC)) = h1(F)
E assim temos
Teorema 1.2.4 (Riemann-Roch). Vale a relac¸a˜o
h0(F) = deg(F) + 1− g + h1(F)
para todo F ∈ Frac(C).
Dado um feixe F em um esquema de dimensa˜o n, lembramos que sua
caracter´ıstica de Euler e´
χ(F) =
n∑
i=0
(−1)ihi(F)
assim o teorema de Riemann-Roch resulta equivalente a
deg(F) + 1− g = χ(F)
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Por outro lado, lembramos que h0(OC) = 1 e h1(OC) = g. Logo
deg(F) = χ(F)− χ(OC)
que e´ como as vezes se costuma definir o grau de um feixe. Note que
H0(ωC) = {f ∈ k(C) | f ∈ ωC,P para todo P ∈ C}
= {f ∈ k(C) | fOP ⊂ ωC,P para todo P ∈ C}
= {f ∈ k(C) | f ∈ (ωC,P : OP ) para todo P ∈ C}
= H0(Hom(OC , ωC))
= H1(OC)∨
e portanto h0(ωC) = h
1(OC) = g
Definic¸a˜o 1.2.5. Um ponto P ∈ C e´ dito Gorenstein se ωC,P e´ um OP -
mo´dulo livre. Uma curva C e´ dita Gorenstein se todos os seus pontos o
forem.
Por fim, terminamos com o seguinte resultado
Teorema 1.2.6. Seja F ∈ Frac(C). Se deg(F) ≥ 2g − 1, enta˜o h1(F) = 0,
em particular,
h0(F) = deg(F) + 1− g
1.3 Semigrupos Nume´ricos
Um conjunto S ⊂ N e´ dito um semigrupo nume´rico se:
(i) 0 ∈ S;
(ii) se a, b ∈ S enta˜o a+ b ∈ S;
(iii) |N− S| <∞.
Escrveremos
S = {n0, n1, . . . , ni, . . .}
onde 0 = n0 < n1 < n2 < . . . < ni < . . ..
O geˆnero de S e´ dado por
g = g(S) := |N− S|
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Todo elemento de N−S e´ dito uma lacuna de S. Sejam enta˜o l1 < l2 < . . . <
lg as lacunas de S. Definimos o o peso de S por
w(S) :=
g∑
i=1
li − i
O condutor de S e´ o nu´mero
c = c(S) := lg + 1
S e´ sime´trico se tem a propriedade que um inteiro positivo l e´ uma lacuna se e
somente se c−1− l e´ uma na˜o-lacuna, i.e., lg = 2g−1, ou, equivalentemente,
ni = 2g − 1− lg−i (i = 0, ..., g − 1) . (1.1)
Usaremos a seguinte notac¸a˜o
〈r1, . . . , rs〉 :=
{
n1r1 + . . .+ nsrs
∣∣∣∣ ni ∈ N para i ∈ {1, . . . , s}}
Exemplo 1.3.1. O semigrupo S = 〈2, 5〉 tem geˆnero g(S) = 2 .
Exemplo 1.3.2. O semigrupo S = 〈6, 8, 9, 10, 11〉 e´ um semigrupo nume´rico,
tem geˆnero g(S) = 7, peso w(S) = 7 e condutor c(S) = 14. Tambe´m S e´
sime´trico, pois lg = 2g − 1.
1.4 Semigrupos de Weierstrass
Definic¸a˜o 1.4.1. Seja C uma curva suave e P ∈ C. O semigrupo de Wei-
erstrass de P e´ definido por
SP :=
{
n ∈ N
∣∣∣∣ div∞(f) = nP para algum f ∈ k(C)} (1.2)
No caso em que C na˜o e´ suave, precisamos adaptar esta definic¸a˜o. A ide´ia
e´ reescreve-la em termos de feixes, de modos que possa se aplicar a ambos
os casos, suave e singular, embora o ponto do qual calcularemos o semigrupo
de Weierstrass sera´ sempre regular.
O primeiro passo e´ reescrever (1.2). Note que
SP =
{
n ∈ N
∣∣∣∣ f ∈ OQ if Q 6= Pf ∈ t−nP OP and f 6∈ t−n+1P OPpara algum f ∈ k(C)
}
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Por outro lado, sabemos que
OC(nP )Q =
{
t−nQ OQ se Q = P
OQ se Q 6= P
OC((n− 1)P )Q =
{
t
−(n−1)
Q OQ se Q = P
OQ , se Q 6= P
e portanto
SP = {n ∈ N |H0(OC(n− 1)P )  H0(OC(nP ))}
que e´ a definic¸a˜o mais utilizada atualmente.
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Cap´ıtulo 2
Curvas Pontuadas com
Semigrupo de Weierstrass
Sime´trico
Nesta sec¸a˜o estudaremos o assunto espec´ıfico de nosso trabalho, e provaremos
os teoremas centrais.
2.1 Curvas Pontuadas
Seja C uma curva Gorenstein de geˆnero g, e seja P ∈ C um ponto suave.
Consideramos a curva pontuada (C,P ). Seja S = SP o semigrupo de Weiers-
trass de P . Ordene os elementos de S por
0 = n0 < n1 < . . . < ni < . . .
e temos que para cada ni ∈ S existe
xni ∈ H0(OC(niP )) \H0(OC((ni − 1)P )
Segue que
H0(OC(niP )) = kxn0 ⊕ kxn1 . . .⊕ kxni
e, em particular, h0(OC(niP ) = i+ 1.
Suporemos que S e´ sime´trico, i.e., lg = 2g − 1. Logo, temos que
ng−1 = 2g − 2
e H0(OC((2g − 2)P )) e´ gerada pelas g func¸o˜es x0, x1, ..., xg−1. Portanto
h0(OC((2g − 2)P )) = g
e como deg(OC((2g − 2)P )) = 2g − 2 temos que OC((2g − 2)P ) e´ isomorfo
ao feixe dualizante.
Tambe´m vamos supor que l2 = 2, ou de maneira equivalente, o ponto de
Weierstrass P e´ na˜o hiperel´ıtico. Enta˜o
(x0 : x1 : . . . : xg−1) : C −→ Pg−1
e´ um isomorfismo sobre sua imagem, dito mergulho canoˆnico. Logo C e´ uma
curva de grau 2g−2 em Pg−1 e os inteiros li−1, para i ∈ {1, ..., g} sa˜o as ordens
de contato da curva com os hiperplanos em P = (0 : ... : 0 : 1). De fato, se
consideramos o hiperplano correspondente a Xg−i = 0, com i ∈ {1, . . . , g},
enta˜o a ordem de contato com P e´
ordP (Xg−i) = vP (xng−i/xng−1)
= vP (xng−i)− vP (xng−1)
= −ng−i − (−(ng−1))
= ng−1 − ng−i
= (2g − 1− lg−(g−1))− (2g − 1− lg−(g−i))
= li − l1
= li − 1
onde, na quarta igualdade, usamos (1.1).
Rec´ıprocamente, todo semigrupo nume´rico sime´trico na˜o hiperel´ıptico S
e´ o semigrupo de Weierstrass de algum ponto (suave) de uma curva, possi-
velmente singular. De fato, considere a curva racional
C0 :=
{
(tn0slg−1 : tn1slg−1−1 : ... : tng−1sl1−1)
∣∣∣∣ (t : s) ∈ P1} ⊂ Pg−1
Ela tem uma singularidade em Q = (1 : 0 : . . . : 0). E o semigrupo de
Weierstrass do ponto P = (0 : 0 : . . . : 1), que e´ suave, e´ jusstamente
S = {n0, n1, n2, . . .}. A singularidade Q e´ dita uniramificada, pois so´ existe
um ponto Q da normalizac¸a˜o piC → C0 talque pi(Q) = Q. Na verdade, neste
caso, C = P1, o morfismo de normalizac¸a˜o e´
pi = (tn0slg−1 : tn1slg−1−1 : ... : tng−1sl1−1)
e Q = (0 : 1). A multiplicidade de Q e´ n1, seu grau de singularidade e´ g, que
coincide com o geˆnero aritme´tico de C0 (ver [S, p. 190]).
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2.2 O Teorema de Max Noether
Para estudar as relac¸o˜es entre os geradores do ideal da curva canoˆnica C ⊂
Pg−1, consideramos os espac¸os de sec¸o˜es globais H0(OC(r(2g− 2)P )). Dora-
vante, diremos que o feixe OC(r(2g − 2)P ) e´ r-canoˆnico. Comec¸amos com o
seguinte resultado nume´rico. Para um semigrupo S, denote por
S◦ := {n0, . . . , ng−1}
e seja τ o maior inteiro tal que nτ = τn1. Se S e´ sime´trico, enta˜o todo
elemento de
[2g, 4g − 4] ∩ N
pode ser escrito como soma de 2 elementos de S◦ da seguinte forma
ni + ng−j i ∈ {1, . . . , τ}, j ∈ {1, . . . , n1 − 1}
ni + ng−j i ∈ {τ + 1, ..., g − 1}, j ∈ {1, . . . , ni − ni−1}
nτ+1 + lg−τ−1 + kn1 k ∈ {1, . . . , τ − 1}
e pode-se verificar que constituem uma lista de nu´meros distintos.
Exemplo 2.2.1. Considere o seguinte semigrupo:
S = {0, 3, 6, 8, 9, 11, 12, 14,→}
Temos que g = 7, e
S◦ = {n0 = 0, n1 = 3, n2 = 6, n3 = 8, n4 = 9, n5 = 11, n6 = 12}
Vemos neste semigrupo que τ = 2. Como S e´ sime´trico, enta˜o todo elemento
de [14, 24]∩N pode ser escrito como soma de dois elementos de S◦ da forma:
para o primeiro caso, temos
n1 + n6 = 15
n1 + n5 = 14
n2 + n6 = 18
n2 + n5 = 17
para o segundo caso temos
n3 + n6 = 20
n3 + n5 = 19
n4 + n6 = 21
n5 + n6 = 23
n5 + n5 = 22
n6 + n6 = 24
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E para o terceiro caso temos que
n3 + l4 + n1 = 16
que constitui uma lista distinta.
Deduzimos enta˜o o seguinte resultado
Lema 2.2.2. Seja τ o maior inteiro tal que nτ = τn1. Enta˜o
xnj j ∈ {0, . . . , g − 1}
xnixng−j i ∈ {1, ..., τ}, j ∈ {1, . . . , n1 − 1}
xnixng−j i ∈ {τ + 1, ..., g − 1}, j ∈ {1, . . . , ni − ni−1}
xnτ+1xlg−τ−1+kn1 k ∈ {1, . . . , τ − 1}
constituem uma base para H0(OC((4g − 4)P ))
Demonstrac¸a˜o. Temos que para cada i, j ∈ {0, . . . , g − 1} vale que
vP (xnixnj) = −(ni + nj) ≥ −(2ng−1) = −(4g − 4)
e xnixnj ∈ OQ se Q 6= P ; logo xixj ∈ H0(OC((4g − 4)P )). Mais ainda,
os xn1xnj que aparecem na lista do enunciado do lema, sa˜o linearmente pois
possuem valorizac¸o˜es diferentes pelo que foi visto no resultado de semigrupos
acima. Pelo mesmo resultado, esta lista contem
(4g − 4)− 2g + 1 = 2g − 3
elementos. Unindo-os a xn0 , . . . , xng−1 encontramos 3g − 3 elementos linear-
mente independentes em H0(OC((4g − 4)P )). Por outro lado, como
deg(OC((4g − 4)P )) = 4g − 4 > 2g − 2
segue que h1(OC(4g − 4)P )) = 0. Logo, por Riemann-Roch,
h0(OC(4g − 4)P ) = deg(OC((4g − 4)P )) + 1− g
= 4g − 4 + 1− g = 3g − 3
e portanto os elementos da lista formam uma base de H0(OC((4g−4)P )).
Para cada s ∈ [0, 4g− 4]∩S enumeramos as partic¸o˜es de s como soma de
dois elementos em S◦ da seguinte forma
s = asi + bsi asi ≤ bsi i ∈ {0, . . . , vs}
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e abreviadamente
as := as0 bs := bs0
Se as < as1 < ... < asvs enta˜o {as + bs}s∈[0,4g−4]∩S coincide com a lista que
exibimos acima. No entanto, nem sempre usaremos esta suposic¸a˜o. Agora
mostraremos que, para todo r ≥ 3, qualquer elemento de
[4g − 3, r(2g − 2)] ∩ N
pode ser escrito como uma soma de r elementos de S◦ da seguinte forma
as + bs + ing−1 i ∈ {0, . . . , r − 2}, s ∈ {2g, . . . , 4g − 4}
n1 + (2g − n1) + ng−2 + ing−1 i ∈ {0, ..., r − 3}
De fato, temos que 4g−3 = n1+(2g−n1)+(2g−3). Para os nu´meros restantes,
aplicamos induc¸a˜o em r escrevendo para n ∈ ((r− 1)(2g − 2), r(2g − 2)]∩N
da seguinte forma
n = (n− 2g + 2) + (2g − 2)
Temos que 2g − 2 ∈ S◦, e, por induc¸a˜o, n− 2g + 2 se escreve como soma de
r − 1 elementos de S◦.
Lema 2.2.3. Para cada inteiro r ≥ 3, temos que
xnj j ∈ {0, . . . , g − 1)
xasxbsx
i
ng−1 i ∈ {0, . . . , r − 2} s ∈ {2g, . . . , 4g − 4}
xn1x2g−n1xng−2x
i
ng−1 i ∈ {= 0, . . . , r − 3}
constituem uma base para H0(OC(r(2g − 2)P ))
Demonstrac¸a˜o. A demonstrac¸a˜o e´ semelhante a` do Lema 2.2.2 usando a
ana´lise nume´rica que foi feita acima.
Denote agora o anel de polinoˆmios em g variaa´veis por
k[Xn0 , Xn1 , ..., Xng−1 ]
Repare que aqui estamos usando algo diferente do usual: em vez de indexar
as varia´veis de forma habitual, i.e., por Xi com i ∈ {0, 1, . . . , g − 1}, as
estamos indexando pelos elementos de S◦ o que na˜o faz diferenc¸a mas nos
sera´ u´til adiante.
Seja I(C) ⊂ k[Xn0 , Xn1 , . . . , Xng−1 ] o ideal da curva C ⊂ Pg−1, i.e.
I =
∞⊕
r=2
Ir(C)
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onde Ir(C) e´ o espac¸o vetorial dos polinoˆmios homogeˆneos de grau r que
se anulam em todos os pontos de C. Note que r ≥ 2, ou seja, C na˜o esta´
contida em nenhum hiperplano de Pg−1, ou, o que e´quivalente, C e´ uma curva
na˜o-degenerada.
Com o que ja´ vimos ate´ aqui, pode-se obter uma prova alternativa,
nume´rica, e construtiva do famoso Teorema de Max Noether (que foi provado
em 1880 para curvas suaves) no caso em que a curva e´ Gorenstein.
Teorema 2.2.4 (Max Noether). Seja C uma curva integral e completa
Gorenstein, definida sobre um corpo algebricamente fechado e seja ω o seu
feixa dualizante. Enta˜o os homomorfismos naturais
SymrH0(ω) −→ H0(ω⊗ r)
sa˜o sobrejetores para todo r ≥ 1.
Demonstrac¸a˜o. Pelo Lema 2.2.3 temos que, para todo r ≥ 1 o homomorfismo
dos polinoˆmios homogeˆneos de grau r nas seco˜es globais do feixe r-canoˆnico
k[Xn0 , Xn1 , ..., Xng−1 ]r −→ H0(OC(r(2g − 2)P ))
induzido pelas substituic¸o˜es Xni 7→ xni , e´ sobrejetor para cada r. Enta˜o e´ so´
recordar que, como vimos no comec¸o deste cap´ıtulo, temos que
ω ∼= OC((2g − 2)P )
Por outro lado, OC((2g − 2)P )⊗ r = OC(r(2g − 2)P ). E, por fim, o homo-
morfismo natural
SymrH0(OC((2g − 2)P )) −→ k[Xn0 , Xn1 , ..., Xng−1 ]r
induzido por xni 7→ Xni e´ claramente sobrejetor para cada r ≥ 1.
Como Ir(C) e´ justamente o kernel da aplicac¸a˜o acima podemos usar
Riemann-Roch para calcular a sua dimensa˜o. De fato, lembrando que h1(OC(r(2g−
2)P )) = 0 se r ≥ 2 pois deg(OC(r(2g − 2))) = r(2g − 2) > 2g − 2, temos
dim Ir(C) = dim(k[Xn0 , Xn1 , ..., Xng−1 ]r)− h0(OC(r(2g − 2)P )
=
(
r + g − 1
r
)
− (r(2g − 2) + 1− g)
=
(
r + g − 1
r
)
− (2r − 1)(g − 1)
Segue que a dimensa˜o do espac¸o das hiperqua´dricas de Pg−1 que conteˆm C e´
dim I2(C) =
(g − 2)(g − 3)
2
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2.3 Construindo as Equac¸o˜es
Por simplicidade, chamaremos um monoˆmio de k[Xn0 , Xn1 , . . . , Xng−1 ] de
m(X) := X i0n0X
i1
n1
. . . X ig−1ng−1
e mn(X) e´ simplesmente um monoˆmio qualquer indexado por um n ∈ N.
Diremos que o peso de um monoˆmio de k[Xn0 , Xn1 , . . . , Xng−1 ] e´
w(m(X)) := i0n0 + i1n1 + . . .+ ing−1ng−1
Para cada inteiro r ≥ 2, defina o k-espac¸o vetorial
Λr =
〈
mn(X)
∣∣∣∣ w(mn(X)) = n ∈ S ∩ [0, r(2g − 2)]w(mi(X)) 6= w(mj(X)) se i 6= j
〉
Do que foi dito acima, concluimos que
k[Xn0 , Xn1 , ..., Xng−1 ]r = Λr
⊕
Ir(C)
para cada r ≥ 2.
Se s ∈ S ∩ [0, 4g − 4] e i ∈ {1, ..., vs} temos que xasixbsi ∈ H0(OC(sP )) e
podemos escrever
xasixbsi =
∑
n∈S∩[0,s]
csin xanxbn
onde os coeficientes csin sa˜o constantes univocamente determinadas, depen-
dentes das na˜o-lacunas n ≤ s e da partic¸a˜o i de s. Multiplicando as func¸o˜es
xn1 , ..., xng−1 por constantes podemos assumir que csis = 1.
Logo, os polinoˆmios
Fsi := XasiXbsi −XasXbs −
∑
n∈S∩[0,s−1]
csinXanXbn
se anulam em todos os pontos de C. Eles sa˜o linearmente independentes,
sua quantidade, digamos h, e´ igual a todas as somas que podemos fazer entre
dois elementos de S0 (que corresponde a todos os ı´ndices duplos si) menos o
nu´mero de elementos de S ∩ [0, 4g − 4] (que corresponde aos ı´ndices duplos
s0). Isto nos da´:
h =
((
g
2
)
+ g
)
− (3g − 3)
=
(
g + 1
2
)
− (3g − 3)
=
(g − 2)(g − 3)
2
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e portanto formam uma base de I2(C).
Definimos tambe´m o peso de cada coeficiente por
w(csin) := s− n
Enta˜o, vendo Fsi como um polinoˆmio nas varia´veis Xn e tambe´m nos coefi-
cientes csin, ele vira um polinoˆmio quase-homogeˆneo de peso s.
Para que I(C) seja gerado por I2(C) vamos supor que
n1 ≥ 4 e S 6= 〈4, 5〉
Com esta suposic¸a˜o, por [O, Teo 1.7] podemos assumir que
(as1, bs1) = (ni, 2g − 2) para s = ni + 2g − 2 e i ∈ {0, . . . , g − 3}
e por[S, Prp. 1.7] podemos assumir que bs e´ a maior na˜o-lacuna menor que
ni + lg−i−1.
Como vimos acima, C ⊂ V (Fni+2g−2,1) com i ∈ {0, . . . , g − 3}, que a
intersecta transversalmente em P . Logo, em uma vizinhanc¸a de P , a curva C
e´ a intersec¸a˜o dessas g−2 hiperqua´dricas. Como C e´ integral, e´ determinada
por essas g−2 hiperqua´dricas e, em particular, elas determinam as restantes
(g − 2)(g − 5)/2 formas quadraticas da base de I2(C).
No que se segue, daremos uma prova algoriitmica de I(C) e´ gerado pelas
formas Fsi. Comec¸amos com o caso monomial, i.e., C = C
0.
Lema 2.3.1. Temos que I(C0) e´ gerado pelos binoˆmios
F 0si := XasiXbsi −XasXbs
Demonstrac¸a˜o. Seja I0 o ideal gerado pelos F 0si. Como I(C
0) e´ homogeˆneo
e quase-homogeˆneo, basta mostrar que se um polinoˆmio homogeˆneo e quase-
homogeˆneo pertence a I(C0) enta˜o pertence a I0, i.e., a soma de seus coefi-
cientes e´ zero.
Podemos assumir que as < as1 < . . . < asvs para cada s. Ordenamos os
monomios Πg−1k=0X
ik
nk
de acordo com a ordem lexicogra´fica dos vetores(∑
ik,
∑
nkik − i0, −ig−1, . . . , −i1
)
e aumentamos a base {F 0si} de I0 a uma base de Grobner, adicionando certas
somas de binoˆmios cu´bicos ±XnF (0)si do mesmo peso (ver [S, pp. 198-198]).
Se F e´ homogeˆneo de grau r, escrevemo-lo, via algoritmo da divisa˜o, como
F =
∑
si
GsiF
0
si +R
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onde R ∈ Λr e Gsi e´ homogeˆnea de grau r − 2.
Se F e´ quase-homogeˆneo de peso w, enta˜o Gsi e´ quase-homogeˆneo de peso
w−s e R e´ o u´nico monoˆmio em Λr de peso w cujo coeficiente e´ igual a soma
dos coeficientes de F . Logo, se F ∈ I(C0) enta˜o R = 0 e F ∈ I0.
2.4 O Lema das Syzygies
Lema 2.4.1 (Syzygy). Para cada F 0s′i′ 6= F 0ni+2g−2,1 com i ∈ {0, . . . , g − 3}
podemos escever
X2g−2F 0s′i′ +
∑
n∈S∩[0,2g−1]
n+s=2g−2+s′
εs
′i′
nsiXnF
0
si = 0
com εs
′i′
nsi ∈ {−1, 0, 1}.
Demonstrac¸a˜o. Tomando F := F 0s′i′ ou F := −F 0s′i′ podemos escrever
F = XqXr −XmXn
com q, r,m, n ∈ S satisfazendo q + r = m + n e m < q ≤ r < n < 2g − 2,
pois bs1 = 2g − 2 se s = ni + 2g − 2.
Caso 1 Se n+ 1 e´ uma lacuna, enta˜o k := 2g − 2− n+ r ∈ S e portanto
X2g−2F +Xn(XmX2g−2 −XqXk)−Xq(XrX2g−2 −XnXk) = 0
onde os binoˆmios dentro dos pareˆnteses podem ser escritos como F 0si−
F 0sj, F
0
si ou −F 0sj.
Caso 2 Se q + 1 e´ uma lacuna, k := 2g − 2 − q + m ∈ S e obtemos a mesma
forma anterior trocando n por g e r por m.
Caso 3 E se n+ 1, q + 1 ∈ S enta˜o temos
X2g−2F +Xm(XnX2g−2 −Xn+1X2g−3)−X2g−3(Xq+1Xr −XmXn+1)−
Xr(XqX2g−2 −Xq+1X2g−3) = 0
e segue o resultado
Exemplo 2.4.2. Consideremos o semigrupo dado no 1.3.2. As lacunas de S
sa˜o l1 = 1, l2 = 2, l3 = 3, l4 = 4, l5 = 5, l6 = 7 e l7 = 13. Tambe´m temos que
S0 = {n0 = 0, n1 = 6, n2 = 8, n3 = 9, n4 = 10, n5 = 11, n6 = 12} .
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Agora escreveremos s ∈ [0, 4g − 4] ∩ S como soma de dois elementos de S:
0 = 0 + 0
6 = 0 + 6
8 = 0 + 8
9 = 0 + 9
10 = 0 + 10
11 = 0 + 11
12 = 0 + 12 = 6 + 6
14 = 6 + 8
15 = 6 + 9
16 = 6 + 10 = 8 + 8
17 = 6 + 11 = 8 + 9
18 = 6 + 12 = 8 + 10 = 9 + 9
19 = 8 + 11 = 9 + 10
20 = 8 + 12 = 9 + 11 = 10 + 10
21 = 9 + 12 = 10 + 11
22 = 10 + 12 = 11 + 11
23 = 11 + 12
24 = 12 + 12
Agora vamos escrever os geradores de I(C0):
F 012,1 = X
2
6 −X0X12
F 016,1 = X
2
8 −X6X10
F 017,1 = X8X9 −X6X11
F 018,1 = X8X10 −X6X12
F 018,2 = X
2
9 −X6X12
F 019,1 = X9X10 −X8X11
F 020,1 = X9X11 −X8X12
F 020,2 = X
2
10 −X8X12
F 021,1 = X10X11 −X9X12
F 022,1 = X
2
11 −X10X12
Para poder aplicar o Lema 2.4.1, trabalharemos unicamente com F 016,1, F
0
17,1, F
0
18,2, F
0
19,1, F
0
20,2.
Observemos que para F 016,1 estamos no Caso 3 dado na prova do Lema 2.4.1,
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logo temos
X12F
0
16,1 −X6F 022,1 −X11F 017,1 +X8F 020,1 = 0 .
Para F 017,1 tambe´m estamos no Caso 3, logo temos
X12F
0
17,1 −X11F 018,2 +X9F 020,1 = 0 .
Para F 018,2 temos que n = 2g− 2, o que contradiz o fato de que n < 2g− 2 na
prova do lema, enta˜o neste caso procedemos da seguinte maneira: considera-
mos F̂ 018,2 := F
0
18,2 − F 018,1 e vemos em qual dos casos ele se encontra. Neste
caso F̂ 018,2 = X
2
9 −X8X10, enta˜o pertence ao Caso 3. Logo
X12(F̂
0
18,2)+X8(X10X12−X211)−X11(X10X9−X8X11)−X9(X9X12−X10X11) = 0
Logo
X12(F̂
0
18,2)−X8F 022,1 −X11F 019,1 +X9F 021,1 = 0
Para F 019,1 estamos no Caso 3, logo temos
X12F
0
19,1 −X11F 020,2 +X10F 021,1 = 0 .
Finalmente, para F 020,2 estamos na mesma situac¸a˜o que em F
0
18,2, logo temos
X12(F̂
0
20,2) +X11F
0
21,1 −X10F 022,1 = 0
A partir de agora, inverteremos o racioc´ınio, ou seja, dado um semigrupo
sime´trico S de geˆnero g com n1 ≥ 4 e S 6= 〈4, 5〉, e dadas as formas quadra´ticas
Fsi = F
0
si −
s−1∑
n=0
′
csinXanXbn
procuraremos condic¸o˜es sobre as constantes csin tal que V (Fsi) seja uma
curva integral canoˆnica Gorenstein.
Lema 2.4.3. Seja I o ideal gerado pelas formas quadra´ticas Fsi. Enta˜o
k[Xn0 , Xn1 , ..., Xng−1 ]r = Ir + Λr
para r ≥ 2
Demonstrac¸a˜o. Seja F um polinoˆmio na˜o homogeˆneo de grau r e peso w. Seja
G sua componente quase-homogeˆnea de peso w, e seja R o u´nico monoˆmio
em Λr de peso w cujo coeficiente seja igual a soma dos coeficientes de G.
Enta˜o G−R ∈ I(C0), e logo pelo Lema 2.3.1 existe uma partic¸a˜o tal que
G−R =
∑
si
GsiF
(0)
si .
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Substituindo cada Gsi por sua componente homogeˆnea de grau r−2, podemos
assumir que Gsi e´ homogeˆneo de grau r−2 e quase-homogeˆneo de peso w−s.
Assim F −∑GsiFsi−R e´ homogeˆneo de grau r e w(F ) ≤ w−1. O resultado
segue enta˜o por induc¸a˜o em w.
Substituindo no Lema Syzygy os binoˆmios F 0s′i′ e F
0
si obtemos para cada
s′i′ uma combinac¸a˜o linear de monoˆmios cu´bicos cujos pesos sa˜o menores que
s′ + 2g − 2, os quais pelo Lema 2.4.3 admitem uma descomposic¸a˜o
X2g−2Fs′i′ +
∑
n∈S∩[0,2g−1]
n+s=2g−2+s′
εs
′i′
nsiXnFsi =
∑
n∈S∩[0,2g−2]
n+s<2g−2+s′
ηs
′i′
nsi XnFsi +Rs′i′
onde Rs′i′ e´ uma combinac¸a˜o linear de monoˆmios cu´bicos de pesos diferentes
e menores que s′+ 2g− 2. Logo, se %s′i′m e´ o coeficiente do monoˆmio de Rs′i′
de peso m temos que
Rs′i′(t
n0 , tn1 , ..., tng−1) =
∑
m∈S∩[0,s′+2g−3]
%s′i′mt
m
Por construc¸a˜o, os coeficientes %s′i′m e η
s′i′
nsi sa˜o polinoˆmios quase-homogeˆneos
nas constantes csin e teˆm pesos s
′ + 2g − 2−m e s′ + 2g − 2− n− s respec-
tivamente.
2.5 Os Teoremas Centrais
Nesta sec¸a˜o provamos os dois teoremas centrais.
Teorema 2.5.1. As formas quadra´ticas Fsi definem uma curva integral canoˆnica
Gorenstein em Pg−1 se e somente se os coeficientes csin satisfazem as equac¸o˜es
quase-homogeˆneas
%s′i′m = 0
Mais ainda, o ponto P = (0 : · · · : 0 : 1) e´ um ponto suave da curva canoˆnica
com semigrupo de Weierstrass S.
Demonstrac¸a˜o. Suponha que as formas quadraticas Fsi definem uma curva
integral canoˆnica em Pg−1. Como cada Rs′i′ pertence ao ideal I gerado pelas
formas quadra´ticas Fsi, segue que
Rs′i′(xn0 , xn1 , · · · , xng−1) = 0
Por outro lado, podemos escrever
Rs′i′(xn0 , · · · , xng−1) =
∑
m∈ S∩ [0,s′+2g−3]
%s′i′m zs′i′m
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onde cada zs′i′m e´ um monoˆmio de peso m nas func¸o˜es coordenadas projetivas
xn0 , · · · , xng−1 , e portanto tem divisor de polo mP . Logo os coeficientes %s′i′m
sa˜o todos nulos.
Reciprocamente, suponha que os coeficientes csin satisfazem as equac¸o˜es
%s′i′m = 0
Enta˜o considere a variedade
V ({Fni+2g−2,1}g−3i=0 ) ⊂ Pg−1
Ela e´ a intersec¸a˜o de g−2 hiperqua´dricas em Pg−1. Elas se intersectam trans-
versalmente em P , e determinam uma curva integral, digamos C, que contem
P como ponto suave cuja reta tangente e´ a intersec¸a˜o dos seus hiperplanos
tangentes V ({Xni}g−3i=0 ).
Considere agora yn0 , . . . , yng−1 , as func¸o˜es coordenadas projetivas de C.
Podemos tomar yng−1 = 1. Por (1.1) temos que
ng−1 − ng−2 = l2 − l1 = 2− 1 = 1
pois 1, 2 6∈ S. Segue que t := yng−2 e´ um paraˆmetro local de C em P , e
yn0 , · · · , yng−3 sa˜o se´ries de poteˆncias em t da forma
yni = t
ng−1−ni + . . .
Por outro lado, fazendo i = g − j, com j ∈ {1, . . . , g} temos por (1.1) que
ng−1 − ng−j = `j − 1
Logo os g inteiros li−1 com i ∈ {1, . . . , g} sa˜o as ordens de contato da curva
C ⊂ Pg−1 com os hiperplanos. Em particular, C na˜o esta´ contida em nenhum
deles.
Como por suposic¸a˜o os Rs′i′ sa˜o nulos, temos os syzygies
X2g−2Fs′i′ +
∑
n∈S∩[0,2g−1]
n+s=2g−2+s′
εs
′i′
nsiXnFsi −
∑
n∈S∩[0,2g−2]
n+s<2g−2+s′
ηs
′i′
nsi XnFsi = 0
Sabemos que Fni+2g−2,1(yn0 , . . . , yng−1) = 0 para i ∈ {0, . . . , g − 3}. Logo,
se trocamos Xn0 , · · · , Xng−1 por yn0 , · · · , yng−1 na equac¸a˜o acima obtemos
um sistema de (g− 2)(g− 5)/2 equac¸o˜es lineares homogeˆneas nas inco´gnitas
Fs′i′(yn0 , · · · , yng−1) com coeficientes em k[[t]]. Dado que o n, s para εs′i′nsi
satisfaz n < 2g − 2 e n+ s = s′ + 2g − 2; e n, s para ηs′i′nsi satisfaz n ≤ 2g − 2
e m+ s < s′ + 2g − 2, conclu´ımos que as entradas da diagonal da matriz do
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sistema tem termos constantes iguais a 1, enquanto o resto das entradas da
matriz do sistema tem ordens positivas. Logo a matriz e´ invers´ıvel e segue
que Fs′i′(yn0 , · · · , yng−1) = 0 vale para todo s′i′. Isto mostra que I := 〈Fsi〉 ⊂
I(C).
Pelo Lema 2.4.3 temos codim(Ir) ≤ dim(Λr) para todo r ≥ 2. Por
outro lado, como Ir(C) ∩ Λr = 0, segue que dim(Λr) ≤ codim(Ir(C)). Mas
I ⊂ I(C), donde codim(Ir(C)) ≤ codim(Ir). As treˆs desigualdades acima
nos levam a
codim(Ir(C)) = codim(Ir) = dim(Λr) = (2g − 2)r + 1− g
onde a u´ltima igualdade segue da pro´pria definic¸a˜o de Λr.
Portanto I(C) = I e C = V ({Fsi}). Mais ainda, o polinoˆmio de Hilbert
de C e´
PC(r) = (2g − 2)r + 1− g
Logo C tem grau 2g − 2, geˆnero aritme´tico igual a´ g, e, por construc¸a˜o,
esta´ contida em Pg−1, o que e´ o bastante para concluir que C e´ uma curva
canoˆnica.
E agora provamos o resultado final
Teorema 2.5.2. As classes de isomorfismo das curvas pontuadas integrais e
completas Gorenstein com semigrupo de Weierstrass S esta˜o em bijec¸a˜o com
as o´rbitas da ac¸a˜o de Gm(k) no quase-cone afim
V :=
{
p = (csin)s∈ S∩ [0,4g−4]
n∈ S∩ [0,s−1]
1≤i≤vs
∣∣∣∣ %s′i′m(p) = 0}
definida em cada ponto por
(. . . , csin, . . .) 7→ (. . . , cs−ncsin, . . .)
para cada c ∈ Gm(k)
Demonstrac¸a˜o. Pelo teorema anterior basta normalizar os coeficientes csin
das Fsi. Observamos que as func¸o˜es xn na˜o sa˜o determinadas pelos divisores
nP . Transformando
Xn 7→ Xn +
n−1∑
m=0
dnmXm
onde os coeficientes dmn sa˜o constantes, podemos normalizar g(g − 1)/2 dos
coeficientes csin para que sejam zero. Mais precisamente, para cada inteiro
positivo w o nu´mero dos coeficientes csin de peso s − n = w que podem
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ser normalizados e´ igual ao nu´mero de na˜o-lacunas m tal que m + w e´ uma
na˜o-lacuna menor ou igual a 2g − 2 [S, Prp. 3.1].
Devido a estas normalizac¸o˜es, a u´nica liberdade que nos resta e´ transfor-
mar xni em c
nixni para i ∈ {0, . . . , g − 1} com c ∈ k∗ = Gm(k).
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