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1 Introduction and main results






n−1 + · · ·+ a1(t)x+ a0(t),
where x ∈ R, t ∈ [0, T ] and a0, a1, . . . , an : R→ R, are smooth T -periodic functions.
The first part of this paper studies a subfamily of these equations and examines
the number of solutions satisfying x(0) = x(T ). Note that equation (1) can be
considered on the cylinder R × [0, T ] so the solutions satisfying x(0) = x(T ) are
usually called periodic solutions. A periodic solution which is isolated from other
periodic solutions of (1) is called a limit cycle of the differential equation.
∗The second author is partially supported by a MCYT/FEDER grant number MTM2008-03437
and by a CIRIT grant number 2005SGR 00550.
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The problem of studying the number of limit cycles of (1) goes back to V. A.
Pliss ([13]), N. G. Lloyd ([8]) and C. Pugh ([7]). Notice that equation (1) with n = 1
(resp. n = 2) is a linear equation (resp. a Riccati equation). It is well known that
linear (resp. Riccati) equations have either a continuum of periodic solutions or at
most 1 limit cycle (resp. 2 limit cycles); see, for example, [7, 9].
When n = 3, equation (1) is called an Abel equation. It is known that when a3(t)
does not change sign, the upper bound for the number of limit cycles of the Abel
equation is three (see [5, 7, 13]) and moreover that this bound is sharp. On the other
hand, when either a3(t) changes sign or n ≥ 4 (even in the case an(t) ≡ 1) there is
no general upper bound for the number of limit cycles of (1); see [4, 6, 7, 12]. The
examples having many limit cycles are constructed by taking the functions aj(t) to
be trigonometric polynomials and their degrees increase with the number of limit
cycles.






n + a1(t)x+ a0(t),
which are usually called Chini equations, see [2]. Our main result is motivated by






2 + a1(t)x+ a0(t);
see Theorem 2. After a first version of this paper was written also appeared [1]. The
result of Elias is introduced as a motivating example for students and asserts that




= −x3 + sin(t)
has exactly one globally attracting limit cycle. We prove:
Theorem 1. Consider the T -periodic Chini equation (2), where an(t), a1(t) and
a0(t) are T-periodic C1 functions and an(t) does not change sign. Then
(a) If n ≥ 3 is odd, equation (2) has at most three limit cycles taking into account
their multiplicities. Moreover this upper bound is sharp.
(b) If n ≥ 1 is odd and a1(t) ≡ 0, equation (2) has at most one limit cycle. If
this limit cycle exists, it is hyperbolic and its stability is given by the sign of
an(t). Moreover, when an(t) does not vanish the limit cycle always exists and
it is a global attractor (resp. repeller) when the sign of an(t) is negative (resp.
positive).
(c) If n ≥ 2 is even, equation (2) has at most two limit cycles taking into account
their multiplicities. Moreover this upper bound is sharp.
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In Propositions 3 and 4 we prove that the hypothesis on an(t) of the theorem
can not be removed. Finally, in Section 3 we extend some of the above results to




and apply them to illustrate the existence of invariant surfaces formed by isochronous
centers in some three dimensional autonomous systems; see Theorem 5.
2 A family of Abel equations
We recall the results of [4] to compare them with Theorem 1. Note that items (a) of
both results coincide and it is stated in Theorem 1 only for the sake of completeness.






2 + a1(t)x+ a0(t)
where an(t), a2(t), a1(t) and a0(t) are C1 1-periodic functions and an(t) does not
change sign. Then
(a) If n ≥ 3 is odd, equation (4) has at most three limit cycles taking into account
their multiplicities. Moreover this upper bound is sharp.
(b) If n ≥ 4 is even, for any ` ∈ N, there is an equation of type (4) having at least
` limit cycles.
Proof of Theorem 1. (a) By using part (a) of Theorem 2, the result follows. Notice
that to prove that the bound is sharp it suffices to consider the three functions
ai(t) ≡ ci for suitable constants ci, i = 0, 1, n. Then the limit cycles are given by
some constants solutions. The same approach works to produce the sharpness results
in (b) and (c); we omit the details.





defined in a neighborhood the strip {(t, x) ∈ [0, T ] × R} and the two straight lines
L0 := {(t, x) : t = 0} and LT := {(t, x) : t = T}. Whenever it is defined,
we can consider the return map h : L0 → LT given as follows: if ρ ∈ L0, then
h(ρ) = ϕ(T ; ρ), where x = ϕ(T ; ρ) denotes the solution of (5) such that ϕ(0; ρ) = ρ.
With this definition the limit cycles of the differential equation correspond with the
initial conditions that the isolated solutions of the function h(ρ)− ρ. Moreover the
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multiplicity of any limit cycle is the multiplicity of ρ as a zero of h(ρ) − ρ. Simple















































When n is odd and a1(t) ≡ 0 it is clear that h′(ρ) < 1 or h′(ρ) > 1 according
whether an(t) ≤ 0 or an(t) ≥ 0. Therefore h(ρ) = ρ has at most one zero, and when
it exists it is hyperbolic, as desired. When an(t) does not vanish, the existence of
the limit cycle follows by considering the vector field associated to the differential
equation on the lines {x = ±M} for sufficiently large M .
When n is even it is clear that h′′(ρ) does not vanish and the existence of at
most two solutions of the equation h(ρ) = ρ (taking the multiplicities into account)
follows from Rolle’s Theorem.
Simple examples having non-constant limit cycles and reaching the upper bound
predicted by Theorem 1 can also be easily constructed. For instance, the differential
equation
x′ = sin(t)− x(x2 − 3)
has exactly three limit cycles. Theorem 1 shows that this differential equation has
at most three limit cycles, so the goal is to show it has at least three. To do so, note
that x′ ≥ 1 when x = 1 and x′ ≤ −17 when x = 3. Continuity of solutions implies
that there is a periodic solution whose initial value starts between 1 and 3 (consider
the value of the solution at t = 2π). A continuum of solutions cannot exist since
the solution starting at 1 or 3 cannot be periodic. Thus, this periodic solution is a
limit cycle. Similarly, one may produce a limit cycle between x = −1 and x = 1 as
well as x = −3 and x = −1.
We also want to remark that the proof of part (b) of Theorem 1 can also be done
by imitating the proof in [3]. First we prove the inequality
un − vn ≥ (u− v)n/2n−1, when u ≥ v and n odd.
This can be done by showing that the absolut minimum in R of the function (xn −
1)/(x − 1)n when n is odd is at x = −1 and is 1/2n−1. Note that the above
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inequality does not hold when n is even. If u(t) > v(t) are two periodic solutions of
dx/dt = an(t)x
n + a0(t) and assuming without loss of generality that an(t) ≤ 0, we
have
(u(t)− v(t))′ = an(t)(u(t)n − v(t)n) ≤ an(t)(u(t)− v(t))n/2n−1





from 0 to T yields a contradiction. Our proof has the advantage that it treats both
cases (n even and odd) together and gives the hyperbolicity of the limit cycle.
The next results show that the hypothesis on an(t) in Theorem 1 is essential.






with an(t) and a0(t) smooth T-periodic functions and an(t) changing sign, having at
least ` limit cycles.





= 2π cos(2πt)xn + εb(t),
where b(t) is a 1-periodic trigonometrical polynomial to be determined, and ε is a
small parameter. Write the solution x = ϕ(t; ρ, ε) such that ϕ(0; ρ, ε) = ρ as
x = ϕ(t; ρ, ε) = u(t, ρ) + v(t, ρ)ε+O(ε2).
Plugging this expression into (6) yields









1 + (1− n) sin(2πt)ρn−1
)n/(n−1)
dt.
For t = 1 we get







1 + (1− n) sin(2πt)ρn−1
)n/(n−1)
dt.
At this point we can follow the technique developed in [7], (see also [4]) and prove





j(2 π t) with βj ∈ R,
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such that
V (ρ) = pk(ρ
n−1) +O(ρk(n−1)+1).
By using again the results of [7], an appropriate choice of k and pk produces the
equation
ϕ(1; ρ, ε)− ρ
ε
= pk(ρ
n−1) +O(ρk(n−1)+1) +O(ε) = 0
which has at least ` real isolated zeros in a neighborhood of the origin, and so the
Chini equation has at least ` limit cycles, as we wanted to prove.
Proposition 4. Let g(t) be a non-constant smooth T−periodic function, m ∈ N










has a continuum of periodic solutions (including the three explicit solutions x = k,
x = −k and x = g(t)) and a2m(t) = g′(t)/(g2m(t)− k2m) changes sign in [0, T ].
Proof. The three explicit solutions are obvious. Define the function H(x) implicitly
by H ′(x) = 1/ (x2m − k2m) . If x = x(t) is a solution to (7), then one may easily show
that H(g(t))−H(x(t)) = C, for some constant C, and hence one has a continuum
of solutions. The function a2m(t) changes sign as a consequence of the condition
g(0) = g(T ).
Other examples having three given non-constant periodic orbits are not difficult
to construct. For instance we can obtain an explicit Abel equation of the form (2)
with n = 4 by imposing that the periodic functions x = k + sin(t), x = −k − sin(t)
and x = sin(t), for k > 1, are three of its solutions.
3 Isochronous Centers in Three-Dimensional
Differential Systems
In this section we will construct a differential system in R3 from a generalized Abel
equation which exhibits a continuum of isochronous periodic orbits. This requires a





Theorem 5. Let f be a C1 function satisfying f(0)=0, g(t) be a T−periodic function
and A ∈ R. Then
(a) Suppose f ′(x) > 0 (resp. < 0) for sufficiently small non-zero x. Then for
all sufficiently small A, equation (8) has a locally attracting (resp. repelling)
T -periodic solution.
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(b) Suppose that f ′(x) > 0 (resp. < 0) for all x ∈ R \ {0}, then the equation (8)
has at most one periodic orbit and when it exists it is a T -periodic hyperbolic
stable (resp. unstable) limit cycle. Moreover if limx→±∞ |f(x)| = ∞ the limit
cycle always exists and is a global attractor (resp. repeller).
Proof. (a) If f ′(x) > 0 for sufficiently small non-zero x, for sufficiently small A,
there exists x1 > 0 such that ϕ(T ;x1) < x1 and ϕ(T ;−x1) > −x1. This implies the
existence of a limit cycle and that |ϕ(t; ρ)| < x1 for all t > 0 and |ρ| < x1. As in the
proof of Theorem 1, h′(ρ) < 1 and hence the limit cycle is attractive. If f ′(x) < 0
for sufficiently small non-zero x, the proof is the same except that the limit cycle is
repelling.











f ′(ϕ(t; ρ)) dt
)
< 1
we get the uniqueness and stability of the periodic orbit. To prove the existence it
suffices to study the flow of the lines x = ±M for M sufficiently large.




= A sin(t+ c)− f(x), f(0) = 0.






x′ = y − f(x),
y′ = z,
z′ = −y
for any A and c. Theorem 5, with its conditions on f , guarantees the existence
of limit cycles in (9) for each A and c. Changing c (equivalent to shifting t) while
keeping A fixed will yield the same limit cycle. Letting c range from 0 to 2π while
keeping A fixed generates the 2π-periodic limit cycle in three-dimensional phase
space. Note that A = 0 corresponds to the case with an equilibrium point at the
origin. The function H(x, y, z) = y2 + z2 is a first integral and one of its level sets
corresponds to the stable (resp. unstable) manifold of the limit cycle when f ′(x) > 0
(resp. f ′(x) < 0) for small non-zero x.
Combining these limit cycles for each appropriate A generates a two-dimensional
manifold which is an isochronous center. Note that in the case f ′(0) = 0 all the
eigenvalues of the Jacobian at the origin have zero real part, hence the linear theory
cannot be used to predict invariant manifolds. Finding an invariant corresponding
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to this surface is not as simple as the function H, but may be found by writing x
as a power series in y and z, namely
x = a1,0y + a0,1z + a2,0y




y2 + z2. Placing this into the equation x′ = y − f(x) and matching
coefficients yields the Taylor expansion for the isochronous center. For example, we
compute the coefficients for the problem of Elias which corresponds to equation (9)
with A = 1, c = 0 and f(x) = x3. Imposing the relation up to the degree 3 terms
yields
x = −z + a2,0(y2 + z2) +
2
3
y3 + yz2 +O(r4)
where the constant a2,0 has to be determined by exploring higher powers of y and
z. Doing two more steps gives a2,0 = 0 and
x = −z + 2
3
y3 + yz2 + a4,0(y







Similarly, a4,0 = 0 and
x = −z + 2
3

















where a6,0 can be subsequently determined. Observe that if the function f is non-
linear, then the expression of x is complicated and seems not be polynomial.
Notice also that when f(x) = x2m, by using Theorem 1.(c) there can exist
cylinders without periodic orbits and other cylinders with two limit cycles. This
scenario produces a more complicated geometry of the isochronous surfaces.
There is also a different and natural way of obtaining a three vector field that
contains the dynamics of the generalized Abel equation (9). Taking two derivatives
in the equation and adding gives
x′′′ + x′ = −f(x)− f ′′(x)(x′)2 − f ′(x)x′′.







w′ = −v − f(x)− f ′′(x)v2 − f ′(x)w.
It is easy to check that performing the change of variables
x = x, y = v + f(x), z = w + f ′(x)v
transforms (11) into (10).
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3.1 Isochronous centers in higher dimensions
It is not difficult to extend the previous results to higher dimensions following the se-
cond approach. We introduce the following operator D :=
d
dt
and for any polynomial
of degree m with real constant coefficients p(x) = cmx


















where h(t) is such that p(D)[h] = 0 for some polynomial p. Note that for equation
(9) we have taken p(x) = x2 + 1. For all this type of equations we get that
p(D)[x′] = p(D)[h(t)− f(x)] = −p(D)[f(x)],
which gives rise to an ordinary differential equation of order m+1 and consequently
to a system of equations in Rm+1. Notice that if we want that h(t) is 2π−periodic
an easy way is to take as h(t) a truncated Fourier series and then
p(x) = (x2 + 1)(x2 + 22) · · · (x2 + (k − 1)2)(x2 + k2),
for some k ∈ N. For instance, if we consider equation
x′ = A sin(t) +B sin(2t)− f(x),
we can apply the operator p(D) = (D2 + Id)(D2 + 4Id) to the above expression
giving rise to a differential system in R5.
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