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Abstract
We review, in a self-contained and pedagogical manner, recent developments and
techniques for the evaluation of the scattering amplitudes of planar N = 4 SYM
theory at both weak and strong coupling. Special emphasis is placed on the newly
discovered connection between a special class of amplitudes and the expectation
values of particular cusped light-like Wilson loops.
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1 Introduction
There are two approaches to understanding and solving N = 4 Yang-Mills (SYM): on
the one hand, being a conformal field theory, it is uniquely specified by the spectrum
of (anomalous) dimensions of gauge-invariant operators and their three-point correlation
functions, while, on the other hand, like any other quantum field theory, it is completely
specified by its scattering matrix.1 The remarkable properties of N = 4 SYM theory in
the planar limit, in particular its high degree of symmetry, allowed important progress on
both fronts: on the one hand, the integrability of the generator of scale transformations
allows the evaluation of the anomalous dimensions of infinitely long operators through a
Bethe ansatz [1, 2, 3] while on the other hand the theory is sufficiently symmetric and
with sufficiently good high energy behavior to allow high order perturbative calculations
of its scattering matrix (see e.g.[4]).
The strong coupling regime of the theory is directly accessible through the AdS/CFT
duality [5, 6, 7] (see [8] for a review), which provides a description of N = 4 SYM theory
solely in terms of colorless, gauge invariant quantities. It casts the analysis of the strongly
coupled planar theory in terms of the weakly-coupled worldsheet theory for superstrings
in AdS5 × S5. Being in one to one correspondence with closed string states, local gauge
invariant operators have a natural place in the AdS/CFT duality. This fact played a
major role in our understanding of the spectrum of operators of the N = 4 SYM theory
(as well as in many other contexts).
Scattering amplitudes describe the scattering of on-shell states of the theory. As such,
they carry color charge and thus it is not immediately clear whether they can be described
directly by the closed string theory dual. It is however possible to extend the closed
string theory in AdS5 × S5 by an open string sector. Depending on the precise physical
problem, they are described either by semiclassical worldsheet configurations (e.g. when
they describe the expectation value of Wilson loops) or by vertex operators (e.g. when
they capture the scattering amplitudes of open string states). Appropriately integrated,
the correlation functions of open string vertex operators are what one might define as
the gauge theory scattering amplitudes. Vertex operators carry Chan-Paton factors and
the correlation functions of vertex operators decompose, in a natural way, into sum
of terms, each of which exhibits a clean separation of the color degrees of freedom and
the dependence on particle momenta. The factors carrying the kinematic dependence are
known as partial amplitudes. This decomposition mirrors closely the color decomposition
of gauge theory scattering amplitudes which we will discuss in section 2. While non-
local quantities, partial amplitudes carry no color charge and thus could in principle be
described by the closed string theory dual to N = 4 SYM theory.
Strong coupling information extracted along these lines combined with weak coupling
higher-loop calculations lead us to hope that, at least in some sectors, the scattering
matrix of planar N = 4 SYM theory can be found exactly. The four- and five-gluon
amplitudes, which are currently known to all orders in perturbation theory (up to a set
1In the presence of a regulator, the definition of the scattering matrix in a conformal field theory is
no different than in any massive quantum field theory.
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of undetermined constants), provide a proof of principle in this direction.
Here we review, in a self-contained and pedagogical manner, some of the recent devel-
opments and techniques for the evaluation of the scattering amplitudes of planar N = 4
SYM theory at both weak and strong coupling. Related reviews of these topics may be
found in references [9, 10]. The techniques developed for perturbative calculations in this
theory have been extended to other less symmetric theories, as well as to QCD. For a
detailed account we refer the reader to the original literature. We will however outline
the attempts of generalizing the strong coupling arguments to other theories.
Section 2 is devoted to weak coupling calculations of scattering amplitudes. After
setting up the notation and describing some of their general properties, we proceed to
outline techniques for higher-loop high-multiplicity calculations. While the discussion
is kept general at times, the main focus is planar N = 4 SYM theory. The generalized
unitarity-based method is the technique of choice for such calculations, as it combines in a
natural way, order by order in perturbation theory, the consequences of global symmetries
and of gauge invariance.
A common feature of all on-shell scattering amplitudes in massless gauge theories in
four dimensions is the presence of infrared divergences, originating from low energy virtual
particles as well as from virtual momenta almost parallel to external ones. We will discuss
their structure captured by the soft/collinear factorization theorem. A surprising feature
of certain planar amplitudes of N = 4 SYM theory, noticed in explicit calculations,
is that the exponential structure of the infrared divergences extends also to the finite
part of the amplitude. We will describe the conjectured iteration relations based on this
observations, which suggest that any maximally helicity violating loop amplitude may
be written in terms of the corresponding one loop amplitude. We end section 2 with an
outline of potential departures from these relations and the current state of the art in
testing them.
For a variety of reasons, the identification and evaluation of the strong coupling coun-
terpart of the partial amplitudes described in section 2 is not entirely straightforward.
In section 3 we describe how the AdS/CFT duality can be used for this purpose. The
main result is that, at strong coupling, partial amplitudes are closely related to a special
class of polygonal, light-like Wilson loops. Thus, they may be evaluated as the area of
certain minimal surfaces with boundary conditions fixed by the momenta of the mass-
less particles participating in the scattering process.2 The strong coupling calculations
exhibit features analogous to their weak coupling counterparts, such as the presence of
long distance/low energy divergences. Thus, in analogy with the weak coupling situation,
the very definition of scattering amplitudes requires the presence of a regulator. Finding
gauge-invariant regulators is not completely obvious in weakly-coupled gauge theories; by
contrast, any regulator which may be realized on the string theory side of the AdS/CFT
correspondence without direct reference to the color degrees of freedom of the open string
sector is manifestly gauge-invariant. To set-up the computation we begin by introduc-
2Certain features of partial amplitudes – such as the polarization of the scattered particles – are
however not captured directly by their Wilson loop interpretation. This information is best captured in
the vertex operator picture for the scattering process.
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ing a D-brane as an infrared regulator. Actual computations are, however, carried out
using a string theory analog of dimensional regularization, obtained by taking the near
horizon limit of D(3 − 2ǫ) branes. While not yet clear how to extend the calculations
beyond leading order, this regularization scheme has the advantage of being analogous
to dimensional regularization as used in gauge theory calculations and thus of allowing
a direct comparison of results.
We carry out the calculation of the four-gluon scattering amplitude both in the strong
coupling version of dimensional regularization as well as using an infrared cut-off which
removes, in a gauge-invariant way, all dangerous low energy modes. This cut-off scheme
is particularly appropriate for understanding the conformal properties of the amplitudes
at strong coupling.
The arguments used to construct the strong coupling interpretation of gluon partial
amplitudes in N = 4 SYM theory may be generalized to other, less symmetric theories
and with a richer field content. We describe processes involving not only gluons but also
local operators, mesonic operators and quarks. We end section 3 with an overview of
other interesting discussions concerning the strong coupling limit of scattering amplitudes
to leading and subleading orders.
While the arguments leading to it apply directly only in the strong coupling regime, the
result – that the calculation of certain partial amplitudes is mathematically equivalent
to the calculation of the expectation value of certain null polygonal Wilson loops – can
be stated independently of the value of the coupling constant. This observation led to
the conjecture that the same null polygonal Wilson loops reproduce maximally helicity
violating (partial) amplitudes, order by order in weakly coupled perturbation theory.
Section 4 reviews the evidence in favor of this conjecture, beginning with the explicit
identification at one loop of the expectation value of the n-sided null Wilson loop and
the n-gluon maximally helicity violating amplitude. This observation allows, as we will
describe, for a direct strong coupling test of the BDS iteration relation described in
section 2; the result suggests that the iteration relation needs to be modified in the
strong coupling regime.
Unlike their generic counterparts, light-like Wilson loops are invariant under conformal
transformations on the space they are defined on (in this case a space closely related to
momentum space3). While the presence of divergences requires regularization, it can be
argued that any regularization breaks this symmetry. The anomaly introduced by this
breaking is an important tool for extracting higher-loop information on the expectation
value of Wilson loops. Its key property is that it can be identified to all orders in
perturbation theory due to its close relation to the structure of cusp singularities. We
will review it in some detail in section 4. The resulting anomalous Ward identity mirrors
the one discussed in section 3 at strong coupling. The restrictions imposed by conformal
symmetry are particularly strong for Wilson loops corresponding to the scattering of a
small number of particles, fixing uniquely the kinematic dependence of the expectation
3In the case of N = 4 SYM this space may itself be identified with the position space. In this formu-
lation light-like Wilson loops are invariant under conventional conformal symmetry. Their expectation
values may then be mapped back to momentum space and related to scattering amplitudes.
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value of the four- and five-sided loop. We end section 4 by outlining the current state of
the art in the calculation of expectation values of null polygonal Wilson loops, namely
the two-loop expectation value of the four- and six-sided loop.
Partial amplitudes and (null polygonal) Wilson loops are a priori unrelated quantities.
It is remarkable that a relation such as the one reviewed here can exist at all. Its
origins and full implications remain to be uncovered; in section 5 we collect some open
questions whose answers may lead to an improved understanding of the deep and powerful
structures governing the dynamics of N = 4 super-Yang-Mills theory and perhaps other
four-dimensional gauge theories.
2 Scattering amplitudes at weak coupling
On-shell scattering amplitudes are perhaps the most basic quantities computed in any
quantum field theory. The standard textbook approaches proceed to relate them through
the LSZ reduction to Green’s functions which are in turn computed in terms of Feynman
diagrams. Each diagram evaluated separately is typically more complicated that the
complete amplitude; the reason may be traced to Feynman diagrams not exhibiting
and taking advantage of the symmetries of the theory – neither local nor global. The
first instance where this shows up is for tree level amplitudes, where one notices major
simplifications as all diagrams are added together.
Indeed, besides the scattering of physical polarizations, off-shell scattering amplitudes
also describe the scattering of (unphysical) longitudinal polarizations of vector fields.
On-shell, the equations of motion (or, more generally, Ward identities) guarantee the
decoupling of such states. One may expose this decoupling at the Lagrangian level by
choosing a physical gauge. The resulting gauge-fixed action does not, however, have a
transparent use at the quantum level. As usual, in an off-shell covariant and renorma-
lizable approach to loop corrections to scattering amplitudes, Faddeev-Popov ghosts are
needed to cancel the contribution of unphysical fields propagating in loops.
The (generalized) unitarity-based method provides means of eliminating the appear-
ance of unphysical degrees of freedom, while preserving all on-shell symmetries of the
theory and avoiding the proliferation of Feynman diagrams. It allows the analytic con-
struction of loop amplitudes in terms of tree-level amplitudes. Thus, it manifestly incor-
porates most (if not all) simplifying consequences of gauge invariance and symmetries.
Simplicity of loop level amplitudes is to a large extent a consequence of simplicity of
tree-level amplitudes.
In addition to the use of Feynman diagrams, there are several methods for computing
tree-level scattering amplitudes: the Berends-Giele (off-shell) recursion relations [11],
MHV vertex rules [12] 4 and the BCFW recursion relations [14, 15]. We will not review
them in detail and refer the reader to the original literature and existing reviews [16,
17, 18]. Instead, we will be focusing on the construction of loop amplitudes, assuming
4The MHV vertex rules have been successfully extended to loop level in [13].
6
that the tree-level amplitudes are known. After setting up the convenient notation and
describing some of the general properties of scattering amplitudes, we will review the
factorization of infrared divergences, discuss the unitarity method and illustrate it with
several examples. We will then describe the BDS conjecture for the all-loop resummation
of n-point MHV amplitudes, the potential corrections and the fact that such corrections
indeed appear starting with the six-point two-loop amplitude. We will also describe the
emergence of dual conformal invariance from the explicit expressions of amplitudes.
2.1 Organization, presentation and general properties
A good notation as well as an efficient organization of the calculation and result are indis-
pensable ingredients for the calculation of scattering amplitudes, whether with Feynman
diagrams or by other means. They are provided, respectively, by the spinor helicity
method (for massless theories) and by color ordering, which we now review. These
methods allow the decomposition of amplitudes in smaller, gauge-invariant pieces with
transparent properties. An enlightening discussion of these topics may be found in [17].
2.1.1 Spinor helicity and color ordering
In a massless theory, solutions of the chiral Dirac equation provide an excellent parametriza-
tion of momenta and polarization vectors which allows, among other things, the con-
struction of physical polarization vectors without fixing noncovariant gauges. The main
observation is that the sum over polarizations of a direct product of a Dirac spinor and
its conjugate is ∑
s=±
us(k)u¯s(k) = −k/ . (2.1)
Upon projecting onto the chiral components one immediately finds that
u−(k)u¯−(k) = −kµσ¯µ , (2.2)
where as usual σ¯ = (1,−σ) are the Pauli matrices. The decomposition of a massless
four-dimensional vector as a direct product of two 2-component commuting “spinors”
follows also more formally from the fact that p2 = det(pµσ¯
µ), implying that the mass-
shell condition requires that pµσ¯
µ has unit rank, i.e.
(kµσ¯
µ)αα˙ = λαλ˜α˙ λ ≡ u−(k) λ˜ = u¯−(k) ; (2.3)
the multiplication of spinors follows from Lorentz invariance:
〈ij〉 = ǫαβλiαλjβ [ij] = −ǫα˙β˙λ˜iα˙λ˜jβ˙ (2.4)
In Minkowski signature λ and λ˜ are complex conjugate of each other. It is useful
to promote momenta to (holomorphic) complex variables and the Lorentz group to
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SL(2,C) × SL(2,C). Then, λ and λ˜ are independent complex variables and the de-
composition (2.3) exhibits a scaling invariance
λ 7→ Sλ λ˜ 7→ 1
S
λ˜ (2.5)
where S is an arbitrary constant. We will shortly see that scattering amplitudes have
definite scaling properties under this transformation.5
This parametrization of four-dimensional momenta allows the construction of simple
expressions for the physical polarizations of massless vector fields. In general, gauge
invariance requires that they be transverse, and that shifts by the momentum of the
corresponding field should not change their form and properties. Moreover, in the frame
in which the vector field propagates along a specified axis, they should take the standard
form of circular polarization vectors.
A solution to these constraints can be constructed in terms of an arbitrary null (refer-
ence) vector ξ (ξµσ
µ
αα˙ = ξαξ˜α˙):
ǫ+µ (k, ξ) =
〈ξ|γµ|k]√
2〈ξk〉
ǫ−µ (k, ξ) = −
[ξ|γµ|k〉√
2[ξk]
ǫ+αα˙(k, ξ) =
√
2
ξαλ˜α˙
〈ξk〉
ǫ−αα˙(k, ξ) = −
√
2
λαξ˜α˙
[ξk]
(2.6)
The reference vector may be changed by a gauge transformation. Indeed, the trans-
formation ǫ(p) 7→ ǫ(p) + Ak for some A can be realized as a change of the reference
vector:
ξα 7→ ξα + A 〈ξk〉λα ξ˜α˙ 7→ ξ˜α˙ − A [ξk]λ˜α˙ . (2.7)
This freedom of choosing independently the reference vector for each of the gluons par-
ticipating in the scattering process is a very convenient tool for simplifying (somewhat
effortlessly) the expressions for (tree-level) scattering amplitudes.
The loop expansion of scattering amplitudes is defined in the usual way:
A =
∑
l
g2lA(l) . (2.8)
A clean organization of scattering amplitudes is a second useful ingredient in the cal-
culation of scattering amplitudes at any fixed loop order L. Besides the organization
following the helicity of external states implied by spinor helicity, at each loop order l an
organization following the color structure is also possible and desirable, if only because
amplitudes are separated in at least (n−1)! gauge invariant pieces (here n is the number
of external legs). For an SU(N) gauge theory with gauge group generators denoted by
T a, it is possible to show that any L-loop amplitude may be decomposed as follows:
A(L) = NL
∑
ρ∈Sn/Zn
Tr[T aρ(1) . . . T aρ(n) ]A(L)(kρ(1) . . . kρ(n), N) + multi−traces (2.9)
5For a Minkowski signature metric S is a pure phase.
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V1 V2
V3
V5 V4
Figure 1: The planar three-loop open string diagram contributing to the five-gluon scattering.
The single-trace structure is manifest.
where the sum extends over all non-cyclic permutations ρ of (1 . . . n). This is equivalent
to fixing one leg – say the first – and summing over all permutations of the other legs.
The coefficients A(kρ(1) . . . kρ(n), N) are called color-ordered amplitudes. The multi-trace
terms left unspecified in the equation above do not appear in the planar (large N) limit,
which will be our main focus. We shall therefore ignore them in the following. In the
same limit the N dependence of the partial amplitudes drops out:
A(kρ(1) . . . kρ(n), N)
N→∞−→ A(kρ(1) . . . kρ(n)) . (2.10)
The latter are the so called planar partial amplitudes, while the subleading terms in the
1/N expansion as well as the multi-trace terms in (2.9) are called non-planar partial
amplitudes.
It is possible to argue for this presentation of amplitudes by inspecting the Feynman
rules and noting that their color dependence separates from their momentum depen-
dence. Perhaps the cleanest argument however is in terms of string theory diagrams [19].
Indeed, in string theory, gluon scattering amplitudes are computed in terms of Riemann
surfaces with boundaries. Vertex operators carrying Chan-Paton factor are inserted on
their boundaries, with color indices contracted along boundaries (see figure 1). As one
integrates over the insertion points one sweeps over all possible orders of inserting the op-
erators. The cyclic permutations however are naturally excluded because the boundaries
in question are closed curves. The boundaries carrying no vertex operators contribute
the explicit factors of N in equation (2.9).
2.1.2 General properties of color ordered amplitudes
The general properties of color-ordered amplitudes follow from their construction in terms
of Feynman diagrams (or string diagrams). The results of other constructions must obey
the same properties. Some of them – such as the analytic structure – impose powerful
constraints and in some cases uniquely determine the (tree-level) amplitudes. We collect
here some of the more important properties [20]:
• cyclicity (this is a consequence of the cyclic symmetry of traces)
A(1, . . . n) = A(2, . . . , n, 1) (2.11)
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• reflection (this is a consequence of the fact that 3-point vertices pick up a sign
under such a reflection and that an amplitude with n external legs has (n+2L−2)
three-point vertices)
A(1, . . . n) = (−)nA(n . . . 1) (2.12)
• photon decoupling: In a theory with only adjoint fields, the diagonal U(1) does not
interact with anyone. Thus, all amplitudes involving this field identically vanish.
At tree-level this property may be captured by a Ward identity: fixing one of the
external legs (n below) and summing over cyclic permutations C(1, . . . , n − 1) of
the remaining (n− 1) legs leads to a vanishing result:∑
C(1,...,n−1)
A(1, 2, 3, . . . , n) = 0 . (2.13)
In string theory language this is a consequence of the structure of the operator
product expansion of vertex operators. At loop level this identity is modified and
relates planar and nonplanar partial amplitudes [19].
• parity invariance (a color-ordered amplitude containing all choices of helicities of
external legs is invariant if all helicities are reversed and simultaneously all spinors
λ are replaced by the spinors λ˜ and vice-versa). This operation may be expressed
as a fermionic Fourier-transform [21]
A(λi, λ˜i, ηiA) =
∫
d4nψ exp
[
i
n∑
i=1
ηiAψ
A
i
]
A(λ˜i, λi, ψ
A
i ). (2.14)
• soft (momentum) limit: in the limit in which one momentum becomes soft the
amplitude universally factorizes as follows
Atree(1+, 2, . . . , n) −→ 〈n 2〉〈n 1〉〈1 2〉A
tree(2, . . . , n) (2.15)
• collinear limit: in the limit in which two adjacent momenta become collinear kn−1 ·
kn → 0 an L-loop amplitude factorizes as
A(L)n (1 . . . (n− 1)hn−1 , nhn) 7→
L∑
l=0
∑
h
A
(L−l)
n−1 (1 . . . k
h)Split
(l)
−h((n− 1)hn−1 , nhn) ,(2.16)
where hi denotes the helicity of the i-th gluon. For a given gauge theory, the l-
loop splitting amplitudes Split
(l)
−h((n−1)hn−1, nhn) are universal functions [22] of the
helicities of the collinear particles, the helicity of the external leg of the resulting
amplitude and of the momentum fraction z defined as
z =
ξ · kn−1
ξ · (kn−1 + kn) . (2.17)
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In the strict collinear limit one may also use kn−1 → zk and kn → (1 − z)k with
k2 = (kn−1 + kn)2 = 0. For example, the tree-level splitting amplitudes are:
Split
(0)
− (1
+, 2+) =
1√
z(1− z)
1
〈1 2〉 (2.18)
Split
(0)
− (1
+, 2−) =
z2√
z(1− z)
1
[1 2]
Split
(0)
+ (1
+, 2−) =
(1− z)2√
z(1− z)
1
〈1 2〉
In N = 4 SYM theory Ward identities imply that all splitting amplitudes rescaled
by their tree-level expressions are the same.
Scattering amplitudes have similar factorization properties when more than two
adjacent momenta become simultaneously collinear [22].
• multi-particle factorization: color ordered amplitudes exhibit poles if the square of
the sum of some adjacent momenta vanishes. At tree-level this pole corresponds to
some propagator going on-shell. At higher loops, the amplitude decomposes into a
completely factorized part given by the sum of products of lower loop amplitudes
and a non-factorized part, given in terms of additional universal functions. At
one-loop level and in the limit k21,m ≡ (k1 + . . . km)2 → 0 one finds [23]
A1 loopn (1, . . . , n) −→ (2.19)∑
hp=±
[
Atreem+1(1, . . . , m, k
hk)
i
k21,m
A1 loopn−m+1((−k)−hk , m+ 1, . . . , n)
+ A1 loopm+1 (1, . . . , m, k
hk)
i
k21,m
Atreen−m+1((−k)−hk , m+ 1, . . . , n)
+ Atreem+1(1, . . . , m, k
hk)
iF(1 . . . n)
k21,m
Atreen−m+1((−k)−hk , m+ 1, . . . , n)
]
While color ordering (2.9) in the planar theory implies that complete amplitudes may be
reconstructed from (n − 1)! gauge invariant partial amplitudes, the first four properties
listed above imply that only a much smaller number is in fact necessary.
2.1.3 Some simple examples
Besides color ordering, scattering amplitudes can be organized following the number of
negative helicity gluons. One can easily see that the amplitude with only positive helicity
gluons as well as the amplitude with a single negative helicity gluons vanish identically
at tree level in any gauge theory. This is realized by choosing the same reference vectors
for all gluons with the same helicity and equal to the momentum of the negative helicity
gluon. In absence of supersymmetry, quantum corrections spoil this conclusion. In
the presence of supersymmetry, its Ward identities imply that this vanishing result is
protected to all orders in perturbation theory. Indeed, the supersymmetry transformation
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rules are
[Qa(η), g±(k)] = ∓Γ±(k, η)λa±(k)
[Qb(η), λb±(k)] = ∓Γ±(k, η)g±(k)δab ∓ iΓ±(k, η)φab± ǫab (2.20)
Γ(k, η)+ = θ[η, k], Γ(k, η)− = θ〈η, k〉
where η is a reference spinor. Acting with them on the vanishing matrix element
〈0|λa+g±g+ . . . g+|0〉 and using the fact that fermions have only helicity-conserving inter-
actions, it immediately follows that the all-plus amplitude vanishes. Similarly, using the
vanishing of 〈0|λa+g−g+ . . . g+|0〉 and making judicious choices for the reference spinor
leads to the vanishing of the amplitude with a single negative helicity gluon [24] 6
Atree(g+ . . . g+) = 0 Atree(g−g+ . . . g+) = 0 . (2.21)
In the following we will focus mainly on N = 4 SYM.
The first nonvanishing amplitude, having two negative helicity gluons, takes the form
[25, 26]
AtreeMHV (1+...i−...j−...n) =
〈ij〉4∏n
k=1〈k, k + 1〉
, (2.22)
where k is a cyclic index (i.e. n + 1 ≡ 1) and i and j are the labels of the negative
helicity gluons. The fact that in N = 4 SYM the two gluon helicity states are related
by supersymmetry makes it possible to show [78] that, to all loop orders, n-point MHV
amplitudes are cyclicly symmetric, up to an overall factor of 〈ij〉4 where i and j label,
as above, the negative helicity gluons. Indeed, using supersymmetric Ward identities it
is possible to relate the n-gluon amplitude to the two scalar, (n − 2)-gluon amplitude.
After interchanging the position of the two scalars, which does not affect the amplitude,
one may use the same identities to obtain an amplitude with one of the two negative
helicity gluons displaced to any position. It thus follows that, to any loop order L,
A
(L)
MHV = A
tree
MHV M(L)(si,i+1, si...i+2, . . . ) , (2.23)
where M(L)(si,i+1, si...i+2, . . . ) is a cyclicly symmetric function of momenta and si...j =
(ki + ki+1 + ... + kj)
2. This factorization of the tree-level amplitude also holds for the
6To spell out the details, we use an N = 1 part of the N = 4 supersymmetry algebra and denote by
Λ the gaugino related to the gluon by these transformations:
0 = 〈0|[Q(η(q)),Λ+g+g+ . . . g+]|0〉 = −Γ+(q, k1)A(g+g+ . . . g+)−
∑
i
Γ−(q, ki)A(Λ
+g+ . . .Λ+i g
+)
implies the vanishing of the all-plus amplitude while
0 = 〈0|[Q(η(q),Λ+g−g+ . . . g+]|0〉
= −Γ+(q, k1)A(g+g− . . . g+) + Γ−(q, k2)A(Λ+Λ−g+ . . . g+)−
∑
i
Γ+(q, ki)A(Λ
+g−g+ . . .Λ+i g
+)
immediately implies, after choosing q = k2, the vanishing of the amplitude with a single negative helicity
gluon.
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infrared-singular terms of all amplitudes in all massless gauge theories. A similar expres-
sion holds in N = 4 SYM also for collinear splitting amplitudes introduced in (2.16):
Split
(L)
λ (a
ha, bhb) = Splittreeλ (a
ha , bhb) r
(L)
S (z, sab) (2.24)
where the momentum fraction z is defined in equation (2.17). A direct argument fol-
lows closely the one for MHV amplitudes. Alternatively, one may extract it by simply
comparing the collinear limit of (2.23) and the expected behavior (2.16).
2.1.4 Soft/Collinear factorization
A general feature of massless gauge theories in four dimensions is the existence of infrared
singularities.7 Unlike ultraviolet divergences they cannot be renormalized away, but
rather should cancel once gluon scattering amplitudes are combined to compute infrared-
safe quantities. Their structure has been thoroughly studied and understood (see e.g.
[27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39]). Here we briefly review some of the
results specializing them, following [40], to the case of N = 4 SYM in the planar limit.
In a gauge theory, infrared singularities of scattering amplitudes come from two sources:
the small energy region of some virtual particle∫
dω
ω1+ǫ
∝ 1
ǫ
(2.25)
and the region in which some virtual particle is collinear with some external one∫
dkT
k1+ǫT
∝ 1
ǫ
. (2.26)
Since they can occur simultaneously, at L-loops the infrared singularities lead to an 1/ǫ2L
pole.
The structure of soft and collinear singularities in a massless gauge theory in four
dimensions has been extensively studied. The realization that soft and virtual collinear
effects can be factorized in a universal way, together with the fact [41] that the soft
radiation can be further factorized from the (harder) collinear one led to a three-factor
structure for gauge theory scattering amplitudes [42, 43, 44]:
Mn =
[
n∏
i=1
Ji(
Q
µ
, αs(µ), ǫ)
]
× S(k, Q
µ
, αs(µ), ǫ)× hn(k, Q
µ
, αs(µ), ǫ) . (2.27)
Here the product runs over all the external lines. Q is the factorization scale, separating
soft and collinear momenta, µ is the renormalization scale and αs(µ) =
g(µ)2
4π
is the running
coupling at scale µ. Both hn(k,
Q
µ
, αs(µ), ǫ) and the rescaled amplitude Mn are vectors
in the space of color configurations available for the scattering process. The soft function
7Ultraviolet divergences may of course be present as well; as previously mentioned, our focus is N = 4
SYM theory, which is free of such divergences.
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Figure 2: Soft/Collinear factorization and its planar limit.
S(k, Q
µ
, αs(µ), ǫ) is a matrix acting on this space and it is defined up to a multiple of the
identity matrix. It captures the soft gluon radiation and it is responsible for the purely
infrared poles. For this reason it can be computed in the eikonal approximation in which
the hard partonic lines are replaced by Wilson lines. The “jet” functions Ji(
Q
µ
, αs(µ), ǫ)
do not alter the color flow and contain the complete information on collinear dynamics
of virtual particles. Finally, hn(k,
Q
µ
, αs(µ), ǫ) contains the effects of highly virtual fields
and is finite as ǫ→ 0. The jet and soft functions can be independently defined in terms
of specific matrix elements.
The factorization scale Q is arbitrary (within some physical limits); it is simply used
to construct the equation (2.27). While it enters in each of the three factors on the right
hand side, the (rescaled) amplitude Mn is independent of it. This independence, akin
to the independence on the renormalization scale µ, leads to a evolution equation for the
soft function.
In the planar limit the soft/collinear factorization formulae simplify significantly. Since
in this limit there is a single color structure, all color-space vectors reduce to a single com-
ponent. The fact that the soft function is defined only up to an overall function implies
that, in the planar limit, it can be completely absorbed in the jet functions Ji. The planar
limit implies that all interactions included in the thus redefined jet functions are confined
to adjacent gluons. In this limit it is then instructive to consider a two-gluon process
– simply the decay of a color-singlet state into two gluons. Direct application of the
factorization equation identifies then the square of the jet function with the amplitude of
this process which is, by definition, the Sudakov form factor Mgg→1(λ(si,i+1/µ), si,i+1, ǫ)
if the two gluons have momenta ki and ki+1. It therefore follows that, in the planar limit,
a generic n-point scattering amplitude factorizes as
Mn =
[
n∏
i=1
Mgg→1(si,i+1
µ
, λ(µ), ǫ)
]1/2
hn , (2.28)
where λ(µ) = g(µ)2N is the ’t Hooft coupling. As before, here Mn denotes a generic
resummed amplitude, rescaled by the corresponding tree-level amplitude.
Similarly to the soft and jet functions, the factorization (2.28) implies an evolution
equation and a renormalization group equation for the factorsM[gg→1]
(
Q2
µ2
, λ(µ), ǫ
)
. The
same equations follow independently from the gauge invariance and the properties of the
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form factor. They read
d
d lnQ2
M[gg→1]
(
Q2
µ2
, λ, ǫ
)
=
1
2
[
K(ǫ, λ) +G
(
Q2
µ2
, λ, ǫ
)]
M[gg→1]
(
Q2
µ2
, λ, ǫ
)
, (2.29)
where the function K contains only poles and no scale dependence. The functions K and
G themselves obey renormalization group equations [28, 29, 30, 45, 46](
d
d lnµ
+ β(λ)
d
dg
)
(K +G) = 0
(
d
d lnµ
+ β(λ)
d
dg
)
K(ǫ, λ) = −γK(λ) . (2.30)
In N = 4 SYM they may be solved exactly and explicitly in terms of the expansion
coefficients of the cusp anomalous dimension
f(λ) ≡ γK(λ) =
∑
l
alγ
(l)
K (2.31)
and another set of coefficients defining the expansion of G:
G
(
Q2
µ2
, λ, ǫ
)
=
∑
l
G(l)0 al
(
Q2
µ2
)lǫ
(2.32)
where a = λ
8π2
(4πe−γ)ǫ the coupling constant customarily used in higher loop calcula-
tions. An important ingredient in solving these equations is that in the dimensionally-
regularized N = 4 SYM theory the beta function is
β(λ) = −2ǫλ , (2.33)
i.e. in the presence of the dimensional regulator the theory is infrared-free. The solution
for K and G may then be used to reconstruct the Sudakov form factor (2.29) which, in
turn, leads to the following expression for the factorized amplitude [40]:
Mn = exp
[
−1
8
∞∑
l=1
al
(
γ
(l)
K
(lǫ)2
+
2G(l)0
lǫ
)
n∑
i=1
(
µ2
−si,i+1
)lǫ]
× hn
= exp
[ ∞∑
l=1
al
(
1
4
γ
(l)
K +
l
2
G(l)0
)
Iˆ(1)n (lǫ)
]
× hn . (2.34)
The definition of Iˆ
(1)
n (ǫ) may be easily seen to be
Iˆ(1)n = −
1
ǫ2
n∑
i=1
(
µ2
−si,i+1
)ǫ
; (2.35)
This function captures the divergences of the planar one-loop n-point amplitudes in
N = 4 SYM.
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The first few coefficients in the weak coupling expansion of the cusp anomalous dimen-
sion and G function (2.32) have been evaluated directly [40, 47, 48, 49, 50, 51, 52, 53]
with the result
f(λ) =
λ
2π2
(
1− λ
48
+
11 λ2
11520
−
(
73
1290240
+
ζ23
512π6
)
λ3 + · · ·
)
, (2.36)
G(λ) = −ζ3
(
λ
8π2
)2
+
(
6ζ5 + 5ζ2ζ3
)( λ
8π2
)3
− 2(77.56± 0.02)
(
λ
8π2
)4
+ · · · ,(2.37)
Using the integrability of the gauge theory dilatation operator [3] constructed an integral
equation whose solution is the universal scaling function (conjecturally equal to the cusp
anomalous dimension) to all orders in perturbation theory. This equation was solved in
a weak coupling expansion [3] and also in a strong coupling expansion [54, 55, 56]. Using
the AdS/CFT correspondence the first few coefficients in the strong coupling expansion
were evaluated in [57, 58, 59]. The leading term in the strong coupling expansion of G
was computed in [60]:
f(λ) =
√
λ
π
(
1− 3 ln 2√
λ
− K
λ
+ · · ·
)
, λ→∞ , (2.38)
G(λ) = (1− ln 2)
√
λ
8π
+ · · · , λ→∞ ; (2.39)
here K =
∑
n≥0
(−1)n
(2n+1)2
≃ 0.9159656 . . . is the Catalan constant.
The properties of the collinear anomalous dimension G were discussed in detail in [62]
where this function was identified with the sum of the first subleading term in the large
spin expansion of the anomalous dimension of twist-2 operators and the coefficient of
the subleading pole in the expectation value of the cusp Wilson line with edges of finite
length.
2.2 Loop amplitudes; generalized unitarity-based method
Having discussed general properties of scattering amplitudes, we now proceed to describe
methods for their construction at loop level. The goal will be to use only on-shell infor-
mation for this purpose. we will be assuming (quite accurately) that tree-level amplitudes
are known. As we will see, the fact that Feynman diagramatics underlies the calculation
of scattering amplitudes is a very important and useful guide. The properties of color
ordered amplitudes discussed previously will serve as a useful guide for the completeness
of the result. While most arguments apply to any (supersymmetric) gauge theory, we
will be having in mind applications to N = 4 SYM.
The idea that one can use only on-shell information to construct loop-level scattering
amplitudes is of course very appealing. For starters, one would use complete lower-loop
amplitudes as building blocks of higher amplitudes and, as such, one would build in the
calculations simplifications due to symmetries and gauge invariance.
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Figure 3: Singlet and nonsinglet cuts of a one-loop four-gluon amplitude.
There is a long history associated with on-shell methods going back to the time of the
analytic S-matrix theory. The idea is that, given the discontinuity of the amplitude in
some channel – or a cut – one could use a dispersion integral to reconstruct the complete
amplitude. In turn, the discontinuity of amplitudes is determined by the unitarity con-
dition of the scattering matrix. Indeed, separating the interaction part of the scattering
matrix
S = 1 + iT (2.40)
and requiring that S is unitary S†S = 1 implies that
i(T † − T ) = 2ℑT = T †T . (2.41)
The right hand side is the product of lower loop on-shell amplitudes; this may be inter-
preted as a higher loop amplitude with some number of Feynman propagators replaced
by on-shell (or “cut”) propagators
1
l2 + iǫ
7→ −2πiθ(l0)δ(l2) . (2.42)
The difference on the left hand side of equation (2.41) is interpreted as the discontinuity
in the multi-particle invariant obtained by squaring the sum of the momenta of the cut
propagators. This interpretation is a consequence of the iǫ prescription. Thus, this
discontinuity at L-loops is determined in terms of products of lower-loop amplitudes.
There are two types of cuts: singlet and non-singlet. In the former only one type of field
crosses the cut. In the latter several types of particles (such as a complete multiplet in
a supersymmetric theory) cross the cut. For the one-loop four-gluon amplitude this is
illustrated in figure 3; in figure 3(a) the tree-level amplitudes require that only gluons
can propagate along the cut propagators while in figure 3(b) fields with any helicity h
can cross the cut, i.e. h = ±1,±1/2, 0.
Having determined it, the missing (real) part of the amplitude is constructed from a
dispersion integral:
ℜf(s) = 1
π
P
∫ ∞
−∞
dw
ℑf(w)
w − s − C∞ , (2.43)
where s is the momentum invariant flowing across the cut. The term coming from the
contour at infinity vanishes if f(w)→ 0 as w →∞. If it does not, there are subtraction
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ambiguities related to terms which have no discontinuities. The first string scattering
amplitudes at one-loop were evaluated through such a method [63, 64].
While perfectly valid, such an approach does not make use of recent sophisticated
techniques for evaluating Feynman integrals: identities, modern reduction techniques,
differential equations, reduction to master integrals, etc. A reinterpretation of the equa-
tion (2.41) leads however in this direction. Indeed, besides representing the discontinuity
of the amplitude, the right-hand-side of that equation also represents the part of the am-
plitude which contains the cut propagators. In fact, the right hand side of that equation
contains a combination of parts of the amplitude containing two, three up to (L + 1)
propagators.
It is not hard to see that separately each of these pieces are given by products of on-
shell lower-loop amplitudes. This conclusion may be reached by thinking of the complete
amplitude from a Feynman diagram perspective. Consider looking at the part of the
amplitude which contains some prescribed set of propagators such that if they are cut
the amplitude falls apart in at least two disconnected pieces. Since the full amplitude is
a sum of Feynman diagrams, each of the resulting pieces it itself a sum over all Feynman
diagrams having as external legs (some) of the original external legs as well as (some of)
the cut lines. Thus each of the resulting parts is itself an on-shell amplitude, with the
on-shell condition being a consequence of the cut conditions (2.42).
This observation, originally due to Bern, Dixon, Dunbar and Kosower [65] and im-
proved at one-loop level in [73], allows to “cut” more than (L + 1) propagators for an
L-loop amplitude, generalizing the unitarity relation (2.41). Similarly to regular cuts,
generalized cuts can be either of singlet and nonsinglet types. These properties open
the possibility of going beyond reconstructing the amplitudes from dispersion integrals:
instead, one identifies the pieces of an amplitude with some prescribed set of propaga-
tors. Analyzing sufficiently many combinations of propagators one is guaranteed to be
able to reconstruct the complete amplitude. Indeed, the fact that Feynman rules express
scattering amplitudes as a sum of terms containing propagators and vertices implies that,
after integral reduction, each term in the result contains part of the propagators present
in the initial Feynman diagrams. By analyzing all possible generalized cuts one probes
all possible combinations of propagators and thus all possible terms originating from the
Feynman diagrams underlying the scattering process.
The argument above assumes that the (generalized) cuts are constructed in the regu-
larized theory – i.e. in d-dimensions (perhaps with d = 4 − 2ǫ). In practice however it
is much simpler to start by analyzing four-dimensional cuts, as one can saturate them
with four-dimensional helicity states and also make use of the simplifying consequences
of the supersymmetric Ward identities, such as (2.21). Four-dimensional cuts however
potentially miss terms arising from the (−2ǫ)-dimensional components of the momenta in
the momentum-dependent vertices. Such terms must be separately accounted for (either
by considering d-dimensional cuts or by other means). In supersymmetric theories one
can argue [66], based on the improved power-counting of the theory, that at one-loop
level such terms do not exist through O(ǫ0) (in the sense that through O(ǫ0) one-loop
amplitudes follow from four-dimensional cut calculations).
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Let us illustrate this discussion with a simple example – that of the four gluon scat-
tering amplitude in N = 4 SYM. We will organize the calculation in terms of regular,
two-particle cuts reinterpreted in the spirit of generalized unitarity-based method. There
are two cuts – in the s and in the t-channels. Depending upon the external helicity
configuration either one or both cuts are of non-singlet type, with the complete N = 4
supermultiplet crossing it. As discussed previously, the helicity information in any MHV
amplitude (such as this one) is carried by an overall factor of the tree-level amplitude
(2.23). The remaining function may be thus computed by choosing the most conve-
nient helicity configuration. Choosing (1−2−3+4+) and evaluating the four-dimensional
s-channel cut (figure 3(a)) one finds without difficulty that
A(l2,1−,2−,l1)A(−l1,3+,4+,−l2) = is12s23A(1−2−3+4+)
1
(l2 + k1)2(l2 − k4)2 . (2.44)
Here si...j = (ki + ki+1 + · · · + kj)2 and we have used the fact that the cut condition
allows one to write 2k1 · l2 = (k1 + l2)2. In the propagator-like structures one recognizes
the cut of a scalar box integral in φ3 theory (that is, the integrand of a box integral
in φ3 theory in which two propagators have been removed and the on-shell condition
for the corresponding momenta is imposed). At this stage one can argue based on the
ultraviolet behavior of N = 4 SYM that the full answer is given by the box integral
whose s-channel cut we have just computed. Indeed, any other scalar integral diverges
in a smaller number of dimensions than N = 4 SYM and thus cannot appear in the
final result. The conclusion of this argument can be confirmed by the evaluation of the
(nonsinglet) t-channel cut (figure 3(b)). The simplest way to see this is to make use again
of the equation (2.23) and note that up to the tree-level factor, the t-channel cut in the
configurations (1−2−3+4+) and (1+2−3−4+) are the same. The latter is again a singlet
cut, being given by a relabeling of equation (2.44). To summarize, we find [65] that
M(1)4 =
i
πd/2
s12s23
∫
ddl
1
l2(l − k1)2(l − k12)2(k + k4)2 ≡ −
1
2
stI4(s, t) , (2.45)
thus reproducing the well-known result of [67].
The fact that a scalar box integral appears in the result of this calculation is not
surprising. On general grounds one can show that in any four-dimensional massless
theory, any one-loop scattering amplitude may be expressed as a linear combination
of scalar box, triangle and bubble integrals (i.e. integrals with four, three and two
propagators, respectively, and no loop-momentum factors appearing in the numerator)
with rational coefficients (see figure 4) and a rational function which has no cuts in any
channel. It was shown in [65] that in a supersymmetric theory this rational contributions
are absent and that in such theories one-loop amplitudes are constructible using four-
dimensional cuts.
For one-loop amplitudes in N = 4 SYM one can do much better than the above by
noticing [65] that the one-loop amplitudes with external states belonging to the same
N = 1 vector multiplet may be written as a sum of box integrals. Besides a massless box
integral which occurs only for four-gluon scattering, these integrals fall in five different
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Figure 4: Box, triangle and bubble scalar integrals. The clusters at each corner are constructed
from color-adjacent external legs. If more than one external leg is present at a corner, then
that corner is “massive” as the total momentum is no longer light-like.
classes: one-mass, easy two-mass, hard two-mass, three- and four-mass box integrals,
depending on whether massive or massless momenta are injected at the corner of the
box. The first two classes are shown in figure 5. The box integrals are defined and given
in ref. [68, 69] (the four-mass boxes are from ref. [70, 71, 72]). Since each box integral
has a unique set of four propagators (cf. figure 4), a quadruple cut (i.e. the result of
eliminating four propagators and using the on-shell condition for their momenta) isolates
a unique box integral and its coefficient [73]. The quadruple cut of the amplitude is,
following the previous discussion, simply given by the product of four tree amplitudes
evaluated on the solution of the on-shell conditions for the four propagators. Thus:
cijkl =
1
2
∑
hqi
A(q1,i...j−1,−q2)A(q2,j...k−1,−q3)A(q3,k...l−1,−q4)A(q4,l...i−1,−q1)
∣∣∣
q21=q
2
2=q
2
3=q
2
4=0
(2.46)
where the labels i, j, k, l are cyclic indices and label the first external leg at each corner
of the box, counting clockwise. The sum runs over all possible helicity assignments on
the internal lines. The factor of 1/2 above is due to the four on-shell conditions having
two solutions with equal values of the quadruple-cut box integrals are equal. The sum
over these solutions is implicit in the sum in equation (2.46). An implicit assumption
is made in writing this expression. Any amplitude contains at least one box integral
with one three-point corner. In Minkowski signature – i.e. with real momenta – the
corresponding tree-level three-point amplitude vanishes identically. A nonvanishing result
requires interpreting the loop momentum as complex.
We will later need the expression for the one-loop MHV amplitude. As we discussed,
the four-point amplitude is given by (2.45). For an arbitrary number of external legs
(larger than four), the result initially obtained in [65] (which can be reproduced using
quadruple cuts and complex momenta) reads:
M(1)n=2m+1 = −
1
2
m−1∑
r=2
n∑
i=1
(t
[r+1]
i−1 t
[r+1]
i − t[r]i t[n−r−2]i+r+1 ) I2me4;r;i −
1
2
n∑
i=1
t
[2]
i−3t
[2]
i−2 I
1m
4;i
M(1)n=2m = −
1
2
m−2∑
r=2
n∑
i=1
(t
[r+1]
i−1 t
[r+1]
i − t[r]i t[n−r−2]i+r+1 ) I2me4;r;i −
1
2
n∑
i=1
t
[2]
i−3t
[2]
i−2 I
1m
4;i
−1
2
m−2∑
r=2
n∑
i=1
(t
[m]
i−1t
[m]
i − t[m−1]i t[n−m−1]i+m ) I2me4;m−1;i (2.47)
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Figure 5: The one-mass (a) and easy two-mass (b) integrals.
where I1m4;i and I
2me
4;r;i are the one-mass (figure 5(a)) and easy two-mass (figure 5(b)) inte-
grals and t
[r]
i are multi-particle invariants t
[r]
i = (ki + · · ·+ ki+r−1)2. 8.
2.3 Calculations at higher loops
Higher loop calculations in N = 4 SYM enjoy similar simplifications, though to a lesser
extent. An analog of the 1-loop integral basis is not available, in the sense that the
members of all proposed bases are in fact functionally dependent integrals 9; moreover,
not all integrals have sufficiently many propagators such that the cut condition on all of
them does not completely freeze the integrals. It was pointed out [76] that under certain
circumstances, after all propagators have been set on-shell, an additional propagator-like
structure appears which can be used to set an additional on-shell condition. The lack of
independence of the integral basis does not allow however a straightforward identification
of the resulting product of tree amplitudes with the coefficient of the integral which is
isolated by these cuts.
Generalized cuts can nevertheless be used to great effect to isolate parts of the full
amplitude containing some prescribed set of propagators. One needs to ensure that
integrals are not double-counted and that all cuts are consistent with each other. The
previous arguments continue to hold and imply that the complete amplitude can be
reconstructed from its d-dimensional generalized cuts. A detailed, general algorithm
for assembling the amplitude was described in [77]. In a nutshell, starting from one
(generalized) cut, one corrects it iteratively such that all the other cuts are correctly
reproduced.
While fundamentally all cuts have equal importance, some of them exhibit more struc-
ture, which makes them ideal starting points for the reconstruction of the amplitude.
Such are the iterated two-particle cuts, defined as a sequence of two-particle cuts which
at each stage reduces the number of loops by one unit.10 Their importance stems from the
8This is a more compact notation for si...(i+r−1).
9Notable examples are the two-loop four-point integral basis with massless external legs [74] and the
two-loop four-point integral basis with one massive external leg [75].
10It is fairly clear that a priori there exist integrals which do not exhibit any two-particle cuts. Such
contributions to the amplitude are not captured in this way. An example is provided by the four-loop
four-gluon planar amplitude [51].
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Figure 6: The rung rule.
fact that two-particle cuts with MHV amplitudes on both sides are naturally proportional
to another MHV tree amplitude:
Atree(l+2 1
+, . . . , m−1 , . . . , m
−
j , . . . , c
+
2 , l
+
1 )A
tree(−l−1 , (c2 + 1)+, . . . , n+,−l−2 )
∝ Atree(1+, . . . , m−1 , . . . , m−j , . . . , n+) . (2.48)
The proportionality coefficient can be partial-fractioned into a sum of terms recognizable
as cuts of box integrals with polynomial coefficients in external invariants. Repeatedly
sewing an MHV tree amplitude onto such a construct yields another MHV tree amplitude
as natural common factor.
For a four-particle amplitude the iteration of two-particle cuts can be explicitly solved
and yields the so-called rung rule [81]. It states that the L-loop integrals which follow
from iterated two-particle cuts can be obtained from the (L − 1)-loop amplitudes by
adding a rung in all possible (planar) ways and in the process multiplying the numerator
by i times the invariant constructed from the momenta of the lines connected by the
rung. This rule is illustrated in figure 6.
For higher multiplicity amplitudes the rung rule is less effective and it is necessary to
explicitly evaluate the relevant iterated cuts. The strategy discussed in this section can
be used to compute quite high loop amplitudes in N = 4 SYM. In the next section some
explicit results obtained in this way will be discussed. It is important to keep in mind that,
in contrast to one-loop calculations, four-dimensional cut calculations are not necessarily
sufficient. Indeed, O(ǫ) terms at one-loop order may combine with singular terms from
other loops to yield pole terms and/or finite terms at higher loops. Besides the obvious
one-loop O(ǫ) arising from integrals whose integrand manifestly exhibit d-dimensional
Lorentz-invariance, such terms may also arise from integrals containing explicitly the
(−2ǫ) components of the loop momenta. Usually called “µ-integrals”, at higher loops
they contain the (−2ǫ) components of any number of the loop momenta.11 One may
decide whether such terms, not constructible from four-dimensional cuts, are present in
the amplitude by comparing the infrared divergences emerging from a four-dimensional
cut calculation with the expected structure implied by the soft and collinear factorization
theorem.
11Such appear already at one-loop level if one is interested in expressions valid to all orders in ǫ. An
example is provided by a parity-odd O(ǫ) term in the one-loop five-point amplitude [78]:
M(1)µ5 ∝
∫
d4pd−2ǫµ
(2π)d
ǫ(k1, k2, k3, k4) µ
2
(p2 − µ2)((p− k1)2 − µ2)((p− k12)2 − µ2)((p+ k45)2 − µ2)((p+ k5)2 − µ2) .
Similar integrals occur in all higher-multiplicity one-loop amplitudes. Two-loop analogs of such integrals
will appear in section 2.6.
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Figure 7: The double two-particle and the three-particle cuts determining the four-gluon scat-
tering amplitude in N = 4 SYM at two-loop level.
An apparently alternative method for determining the four-dimensional cut-constructible
part of scattering amplitudes was suggested in [79]. The basic idea is based on the ob-
servation that an amplitude possess singularities for specific momentum configurations,
determined by their construction in terms of Feynman diagrams. These singularities
must be correctly reproduced by any presentation of the amplitude in terms of simpler
integrals. Moreover, singularities exhibited by these simpler integrals but not present in
the sum of Feynman diagrams are spurious and should cancel out. The identification of
the leading singularities of amplitudes proceeds by cutting the largest possible number of
propagators and matching the result against a judicious choice of a(n overcomplete) basis
of integral functions. At L-loops, integrals with 4L propagators are completely localized.
Integrals with fewer propagators are however not. Additional propagator-like structures
appear sometimes due to Jacobians coming from solving the cut conditions which are
manifest. “Cutting” these additional “propagators” leads to a complete localization of
the integrals and expresses the result in terms of product of tree-level amplitudes. This
proposal has been tested for all the amplitudes constructed by independent means and
appears to correctly reproduce the four-dimensional cut-constructible part of the ampli-
tude. The odd part of the two-loop six-point amplitude was constructed only through
this method [93].
2.4 Some explicit higher loop results at low multiplicity
Using generalized unitarity, a number of higher loop amplitudes have been explicitly
computed and their properties analyzed. Due to the increase in the number of kinematic
invariants with the number of external particles, the complexity of the analysis increases
as the number of external legs is increased. Here we discuss some of the available results,
in increasing order of their complexity. First we will discuss the four-point amplitudes
at two- and three-loops. As we have seen previously, splitting amplitudes provide a
link between the lower and higher-point amplitudes; we will review them next and then
proceed to the five-point amplitude.
The integrand of the four-point scattering amplitude at two-loops was found in [81] and
evaluated in [82] using the results of [83]. It can be evaluated by a considering a double
two-particle cut as in figure 7a. As previously mentioned, they are correctly captured by
the rung rule. It is instructive to follow the details of the calculation in this relatively
simple case and in the process also have an explicit example of the rung rule; they may
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in fact be constructed by iteratively using the equation (2.44). For the purpose of the
calculation one needs to pick some helicity assignment; we will choose (1−2−3+4+); thus,
we need to evaluate
Atree4 (l2,k
−
1 ,k
−
2 ,l1)A
tree
4 (−l1,−l4,−l3,−l2)A
tree
4 (l4,k
+
3 ,k
+
4 ,l3) , (2.49)
where the helicities of the cut lines are fixed by the requirement that the tree-level
amplitudes are nonvanishing. The product of the first two tree-level amplitudes may be
easily reorganized following equation (2.44) to be
Atree4 (l2,k
−
1 ,k
−
2 ,l1)A
tree
4 (−l1,−l4,−l3,−l2) = is12(k2 − l4)2A(−l3,1−,2−,−l4)
1
(l2 − k1)2(l2 + l3)2 .(2.50)
Further application of equation (2.44) leads to a final expression for the product in
equation (2.49):
Atree4 (l2,k
−
1 ,k
−
2 ,l1)A
tree
4 (−l1,−l4,−l3,−l2)A
tree
4 (l4,k
+
3 ,k
+
4 ,l3)
= is12(k2 − l4)2 1
(l2 − k1)2(l2 + l3)2A
tree
4 (−l3,1−,2−,−l4)A
tree
4 (l4,k
+
3 ,k
+
4 ,l3)
= Atree4 (k
−
1 ,k
−
2 ,k
+
3 ,k
+
4 )
[
is12(k2 − l4)2 1
(l2 − k1)2(l2 + l3)2
] [
is12s23
1
(l3 − k1)2(l3 + k4)2
]
= −s212s23Atree4 (k−1 ,k−2 ,k+3 ,k+4 )
l1
l2 l3
l4
4
32
1
, (2.51)
where we have used again the cut conditions to organize the result in terms of propagators.
One notes without difficulty that momentum conservation implies the cancellation of
the numerator factor (k2 − l4)2 against the denominator factor (l3 − k1)2 in the last
equality. This cancellation is crucial for having a Feynman integral interpretation for the
generalized cut in equation (2.49). The conclusion of this calculation is that the two-loop
four-gluon amplitude contains the double-box integral whose cut appears in the equation
above. This calculation also illustrates the application of the rung rule (cf. fig.6).
The other double two-particle cuts are obtained by simple relabeling of the previous
calculation. Thus, one finds that they imply that the two-loop four-gluon amplitude in
N = 4 SYM is (for any choice of helicity assignment) given by [81]
M(2)4 (k1,k2,k3,k4) = −
1
4
s12s23
 s12 1
2
4
3
+ s23
2
1 4
3
 . (2.52)
The ultraviolet behavior of N = 4 SYM suggests12 that this is indeed the complete
amplitude, a fact confirmed by the evaluation of the three-particle cut.
12 Superspace arguments [80] imply that at two-loops, N = 4 SYM is logarithmically-divergent in
seven dimensions. This is however only suggestive of (2.52) being the full answer, as there may exist
more divergent contributions whose leading ultraviolet behavior cancels out.
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Figure 8: Integrals featuring in the three-loop 4-gluon amplitude.
Similar (though somewhat lengthier) manipulations or repeated application of the rung
rule leads to the three-loop four-gluon amplitude [40, 81]. The notable fact is that, unlike
the two-loop amplitude, the three-loop integrand retains some dependence of the loop
momentum in its numerator.
M(3)4 (k1,k2,k3,k4) = −
1
8
s12s23
[
s212I
(3)a
4 (s12, s23) + 2s12I
(3)b
4 (s12, s23)
+s223I
(3)d
4 (s12, s23) + 2s23I
(3)e
4 (s12, s23)
]
(2.53)
where the integrals I
(3)a,b,d,e
4 are shown in figure 8. The second and third integrals on
each row of that figure are equal and also I
(3)d
4 (s12, s23) = I
(3)a
4 (s23, s12).
A link between lower and higher point amplitudes at any number of loops is provided by
the splitting amplitudes introduced in equation (2.16). A unitarity-based all-order proof
of those equations as well as a means of directly evaluating the splitting amplitudes was
discussed in [22] for arbitrary gauge theories. Similar to scattering amplitudes, they are
determined by tree-level information up to the appropriate treatment of the intermediate
momentum p in equation (2.16) which must be kept massive throughout the calculation.
The one-loop splitting amplitudes can be obtained without difficulty either by considering
collinear limits of higher loop amplitudes [23] or by direct evaluation [84]. The two-loop
splitting amplitude in N = 4 SYM theory have been computed and their properties have
been analyzed in [77, 82].
2.4.1 A possible integral basis at higher loops; Conformal integrals
N = 4 SYM is a conformal field theory at the quantum level; conformal invariance may
be observed in correlation functions of operators of definite (anomalous) dimension. In
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Figure 9: Examples of pseudoconformal integrals. Points xi label the dual graph, a solid line
connecting two points xi and xj corresponds to a factor of 1/x
2
ij while a dashed line corresponds
to a factor of x2ij. The integral is pseudoconformal if the difference between the number of solid
lines and dashed lines at a vertex equals 4 if the vertex is inside the loops of the original graph
and zero for all other points xi. The graphs (b), (c) and (d) show that the integrals appearing
in the even part of the five-point two-loop amplitude [85, 86] are pseudoconformal.
the context of the AdS/CFT correspondence this symmetry is related to the existence of
an exact SO(2, 4) isometry of the anti-de-Sitter space. At the level of on-shell scatter-
ing amplitudes however (super)conformal invariance is obscured beyond tree level; after
removing the effects of the (infrared) regulator which explicitly breaks it, the momen-
tum space realization of the generators of the conformal group still exhibits anomalies
analogous to the holomorphic anomaly of collinear operators [87].
It was observed in [88] by explicitly inspecting the known results for the one-, two- and
three-loop four-gluon amplitudes that the integrals appearing in the rescaled amplitude
M4 exhibit, if regularized by keeping the external legs off-shell, (in a sense we will describe
below) an SO(2, 4) symmetry apparently unrelated to the four-dimensional conformal
group. To expose this symmetry one solves the momentum conservation constraint at
each vertex by writing each momentum as a difference of two variables
pi = xi − xi+1 . (2.54)
We use the notation pi here to denote generically both external momenta as well as loop
momenta. These variables define the position xi of the vertices of the dual graph. This
way the momentum conservation constraint is replaced by an invariance under uniform
shifts of the dual coordinates xi. Moreover, their Lorentz transformation properties are
identical to those of the momenta. Since the dual variables are unconstrained one may
also define an inversion operator
I =
∑
i
Ii I : x
µ
i 7→
xµi
x2i
. (2.55)
An off-shell regularization of infrared divergences allows the construction of planar
loop integrals which are invariant under such a transformation. Indeed, properties of
dual graphs imply that in any planar integral all inverse propagators can be written as
the square of a difference of two xi-s. Thus, propagators transform homogeneously (with
weight (+1) in each of the two xi-s) under the transformation (2.55). The weight of each
xi in the transformation of all propagators defining the integral equals twice the number
of propagators containing this variable. The four-dimensional loop integration measure
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transforms homogeneously (with weight (−4)). It therefore follows that a numerator
factor transforming homogeneously with the appropriate weight would render the integral
invariant under simultaneous inversion of all dual variables xi. Simple graphical rules
capturing the transformation under inversion of an integral are illustrated in figure 9.
Let us illustrate the details by discussing a simple example – the one-loop box integral
shown in figure 9a. Up to numerator factors, the relevant integral is
Ia =
∫
d4x5
1
x251x
2
52x
2
53x
2
54
; (2.56)
each of the propagators present is denoted by a solid line in figure 9a. As mentioned,
under inversion this integral transforms as
I : Ia 7→
∫
d4x5
(x25)
4
(x25x
2
1)(x
2
5x
2
2)(x
2
5x
2
3)(x
2
5x
2
4)
x251x
2
52x
2
53x
2
54
= x21x
2
2x
2
3x
2
4 Ia , (2.57)
i.e. it transforms homogeneously with weight (+2) for each of the coordinates xi unrelated
to the loop momentum. If the external momenta are massless – k2i = 0 – then the only
way to compensate for this transformation is by adding a factor of s12s23 = x
2
13x
2
24 since
I : x213x
2
24 7→
x213x
2
24
x21x
2
2x
2
3x
2
4
(2.58)
and thus s12s23Ia is invariant. If two opposite external legs are massive – say k
2
1 6= 0 and
k23 6= 0 – a further numerator factor is possible since k21k23 = x212x234 no longer vanishes
and transforms as
I : x212x
2
34 7→
x212x
2
34
x21x
2
2x
2
3x
2
4
. (2.59)
Further possibilities occur if more of the external legs are massive. A similar discussion
may be carried out at higher loops [88].
One can also define a dilatation generator, under which all integrals transform homoge-
neously and carry the same weight as under rescaling of momentum variables. Together
with translations of the dual variables and their inversion this generate an SO(2, 4) al-
gebra called dual conformal symmetry.
It turns out that all integrals which appear in the four-gluon amplitude through three-
loops are invariant under dual conformal transformations if they are regularized with
an off-shell regulator. The amplitudes are however constructed assuming dimensional
regularization; due to the change in the dimension of the integration measure this regu-
larization breaks the inversion invariance. Dimensionally-regularized integrals which, if
regularized with an off-shell regulator are invariant under dual conformal transformations
are called pseudo-conformal integrals [146]. It is interesting to note that by this definition
µ-integrals are also pseudo-conformal. Indeed, with an off-shell regulator the integrand
is treated as four-dimensional and thus vanishes identically for these integrals.
The appearance of pseudo-conformal integrals is not limited to four-point amplitudes
in N = 4 SYM; they also generate the scalar factor of n-point one-loop MHV amplitudes,
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the even part of the two-loop five-point amplitude (cf. Figure 9) and the even part of
the two-loop six-point amplitude [89] which we shall review shortly.
It is not clear what is the underlying reason for the appearance of dual conformal
invariance at weak coupling. It is moreover not clear whether its appearance persists
to all loop orders (perhaps up to integrals whose integrands vanish identically in four
dimensions [89]). It is nevertheless a useful guide in organizing higher loop calculations.
If it indeed survives to all orders in perturbation theory it provides a general (though
nevertheless overcomplete at higher loops) basis of integrals organizing parts of higher
loop amplitudes in N = 4 SYM.
2.5 The BDS conjecture and potential departures form it
In section 2.4 we discussed, following [40, 81], higher loop corrections to the four-gluon
amplitude. The direct evaluation of the integrals in the two-loop four-gluon amplitude
[82] reveals a surprising structure: up to terms of order ǫ,
M(2)4 (ǫ) =
1
2
(
M(1)4 (ǫ)
)2
+ f (2)(ǫ)M(1)4 (2ǫ) + C(2) +O(ǫ) . (2.60)
Equally surprisingly, the same expression holds for the two-loop splitting amplitude [82].
Such an iterative behavior is to be expected for the infrared-singular part of the am-
plitudes; indeed, it is only a consequence of the soft/collinear factorization theorem
discussed previously (cf. eq. (2.34)). The surprising fact is that this structure extends
to the finite part of the amplitude, in particular that C(2) is a constant.
The fact that splitting amplitudes provide a link between higher and lower-point am-
plitudes at fixed loop order suggests a generalization of the iteration relation above to
arbitrary number of external legs. Indeed, an ansatz which correctly captures the behav-
ior of the amplitude in collinear limits as well as its infrared singularities is
M(2)n (ǫ) =
1
2
(M(1)n (ǫ))2 + f (2)(ǫ)M(1)n (2ǫ) + C(2) +O(ǫ) . (2.61)
Similarly to the explicit calculation of the four-point amplitude, the main feature of this
ansatz is that C(2) and f (2)(ǫ) are independent of the external momenta and also of the
number of external legs. The five-gluon amplitude at two-loops obeys this ansatz; the
same cannot be said however about the six-gluon amplitude, as we shall discuss in section
2.6.
A similarly surprising result followed [40] from the evaluation of the three-gluon am-
plitude (2.53); throughout the finite part, it obeys an iterative structure similar to that
if the two-loop amplitude.
M(3)4 (ǫ) = −
1
3
(
M(1)4 (ǫ)
)3
+M(2)4 (ǫ)M(1)4 (ǫ) + f (1)(ǫ)M(1)4 (3ǫ) + C(3) +O(ǫ) ;
This equation as well as (2.60) are consistent with the resummed amplitude taking an
exponential form with the exponent given in terms of the one-loop four-gluon amplitude.
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Assuming that the same is true for the splitting amplitude, Bern, Dixon and Smirnov
[40] suggested that, to all loop orders, the rescaled n-point MHV amplitude is given by
Mn = exp
[ ∞∑
l=1
alf (l)(ǫ)M(1)n (lǫ) + C(l) +O(ǫ)
]
(2.62)
where the coefficients
f (l)(ǫ) = f
(l)
0 + ǫf
(l)
1 + ǫ
2f
(l)
2 (2.63)
are independent of the number of external legs. The ǫ-independent part, f
(l)
0 , are the
Taylor coefficients of the cusp anomalous dimension or universal scaling function (2.31)
f(λ) = 4
∞∑
l=0
alf
(l)
0 . (2.64)
The appearance of the cusp anomalous dimension is of course dictated by the infrared
structure of the amplitude. Similarly, f
(l)
1 and f
(l)
2 define the functions
g(λ) = 2
∞∑
l=2
al
l
f
(l)
1 ≡ 2
∫
dλ
λ
G(λ) k(λ) = −1
2
∞∑
l=2
al
l2
f
(l)
2 ; (2.65)
the former being twice the first logarithmic integral of G entering in the Sudakov form
factor (2.32).
In the construction of (2.62) it was assumed that the splitting amplitude obeys an
all-order exponentiation similar to the infrared-singular part of the amplitude:
rS = exp
[ ∞∑
l=1
alf (l)(ǫ)r
(1)
S (lǫ)
]
. (2.66)
This relation may be justified using dual conformal invariance. Indeed, as we will see
in some detain in section 4.3.4 following [90], the four- and five-point amplitudes are
uniquely fixed by requiring that this symmetry, observed in explicit calculations, exists
to all orders in perturbation theory. Then, taking the collinear limit of the five-point
amplitude immediately yields (2.66).
The infrared poles are apparent in the equation (2.62) and, using equation (2.34), may
be readily isolated together with the associated dependence on the two-particle invariants:
Divn = −
n∑
i=1
[
1
8ǫ2
f (−2)
(
λµ2ǫIR
(−si,i+1)ǫ
)
+
1
4ǫ
g(−1)
(
λµ2ǫIR
(−si,i+1)ǫ
)]
, (2.67)
where the invariants si,i+1 are assumed to be negative. The functions f
(−2) and g(−1) are
respectively the second and first logarithmic integrals of the functions f(λ) and G(λ) .
Extracting this divergent part defines the finite remainder F
(1)
n (0).
lnMn = Divn + f(λ)
4
F (1)n (0) + nk(λ) + C(λ) (2.68)
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with C(λ) =
∑∞
l=1C
(l)al. In the simplest case of the four-gluon amplitude the finite
remainder F
(1)
n (0) takes the form
F
(1)
4 (0) =
1
2
(
ln
s12
s23
)2
+ 4ζ2 . (2.69)
For more than four external legs the finite remainders F
(1)
n (0) have a more complicated
form:
F (1)n (0) =
1
2
n∑
i=1
gn,i , (2.70)
where
gn,i = −
⌊n/2⌋−1∑
r=2
ln
(
−t[r]i
−t[r+1]i
)
ln
(
−t[r]i+1
−t[r+1]i
)
+Dn,i + Ln,i +
3
2
ζ2 , (2.71)
in which ⌊x⌋ is the greatest integer less than or equal to x and, as in (2.47), t[r]i =
(ki+ · · ·+ki+r−1)2 are momentum invariants. (All indices are understood to be mod n.)
The form of Dn,i and Ln,i depends upon whether n is odd or even. For the even case
(n = 2m) these quantities are given by
D2m,i = −
m−2∑
r=2
Li2
(
1− t
[r]
i t
[r+2]
i−1
t
[r+1]
i t
[r+1]
i−1
)
− 1
2
Li2
(
1− t
[m−1]
i t
[m+1]
i−1
t
[m]
i t
[m]
i−1
)
,
L2m,i =
1
4
ln2
(
−t[m]i
−t[m]i+1
)
. (2.72)
In the odd case (n = 2m+ 1), we have,
D2m+1,i = −
m−1∑
r=2
Li2
(
1− t
[r]
i t
[r+2]
i−1
t
[r+1]
i t
[r+1]
i−1
)
,
L2m+1,i = −1
2
ln
(
−t[m−1]i
−t[m+1]i
)
ln
(
−t[m]i+1
−t[m+1]i−1
)
. (2.73)
These expressions for Dn,i and Ln,i are found [65] by inserting the explicit values of the
box integrals into equation (2.47).
By construction, the BDS conjecture captures the correct infrared singularities as well
as the correct behavior under collinear limits. Thus, departures from it should contain no
infrared singularities and moreover should have vanishing collinear limits in all channels.
Additional constraints may be found if one assumes that dual conformal invariance is
a property of MHV amplitudes to all orders in perturbation theory [90]. While it is a
plausible assumption especially in light of the strong coupling prescription for the calcu-
lation of scattering amplitudes [60] which we will discuss shortly, this assumption needs
30
to be verified on a case by case basis. Nevertheless, if this assumption holds, it leads
to the conclusion that departures from the BDS ansatz must be exhibit dual conformal
invariance as a consequence of their finiteness. Thus, similarly to two-dimensional con-
formal field theories, such corrections must be functions of invariants under the inversion
transformations (2.55). Dual conformal invariants can be constructed for any kinematics
with at least six momenta. As we will see in more detail in section 4.3.4, in this case
they are13
u1 =
s12s45
s123s345
u2 =
s23s56
s234s123
u3 =
s34s61
s345s234
. (2.74)
The number of such cross-ratios – i.e. xijxkl/xikxjl with the difference between any two
labels of at least two units – grows with the number of external points. Clearly, dual
conformal invariance would imply a reduction in the number of independent arguments
of (the finite part of) MHV amplitudes. This point will be further discussed in section
4.3.4.
To probe the structure of amplitudes it is useful to define the remainder function RA:
RAn(a) = ln(1 +
∑
l
alM(l)n )−
(∑
l
alfl(ǫ)M(1)n (lǫ) + C(a)
)
. (2.75)
This is a finite, dual conformally invariant function of the coupling constant which encodes
the departure of the n-point MHV rescaled amplitude from the BDS ansatz. The O(a2)
part may be readily extracted and reads
R
(2)
An ≡ limǫ→0
[
M (2)n (ǫ)−
(
1
2
(
M (1)n (ǫ)
)2
+ f (2)(ǫ)M (1)n (2ǫ) + C
(2)
)]
. (2.76)
Note that the terms in parenthesis are just the ABDK ansatz (2.61) for the 2-loop MHV
amplitude with arbitrary multiplicity.
2.6 The six-point MHV amplitude at two-loops and the BDS
ansatz
As previously mentioned, the ABDK/BDS ansatz was constructed based on explicit cal-
culations of four gluon amplitudes at two- and three-loop orders as well as of the collinear
splitting amplitudes at two-loop order and was subsequently tested through the calcula-
tion of the five-point amplitude at two-loops. Assuming that dual conformal invariance
holds to all loop orders, the fact that no conformal cross-ratios can be constructed for
four- and five-point kinematics suggests that these amplitudes are determined to all or-
ders by their infrared singularities. In later sections we will discuss to what extent this
interpretation is accurate; the ABDK/BDS ansatz will obey an anomalous Ward identity
13 Parity-odd dual conformal invariants can also be constructed. Explicit calculations [93] show that,
at least at two-loop order, all parity-odd terms in the six-point amplitude exponentiate following the
BDS ansatz.
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for dual conformal transformations which has a unique solution for four- and five-point
kinematics. Thus, in these cases, the ABDK/BDS ansatz necessarily reproduces the
scattering amplitudes.
For higher-point kinematics scattering amplitudes may contain in principle additional
information beyond that related to its infrared divergences, which is captured by finite
functions of conformal ratios and vanishes in all collinear limits.
Similarly to the five-point MHV amplitude at two-loops, the two-loop six-point MHV
amplitude contains an even and an odd part. The even part was evaluated in [89] and
information on the odd part was found in [93]. Projecting the ABDK ansatz (2.61) onto
parity-even and parity-odd components, it follows quickly that similar iteration relations
should hold separately for the even and odd parts of rescaled amplitudes. It turns out
that, while the odd part of the amplitude obeys the iteration relation [93], the even part
does not, signaling departures from the ABDK/BDS ansatz.
Following the discussion in previous sections, to reconstruct the amplitude one should
analyze all of its generalized cuts. The known ultraviolet behavior of the theory how-
ever implies certain simplifications. As mentioned before, this is quite analogous to the
observation that one-loop amplitudes can be written solely in terms of box integrals.
The analogous statement for two-loop amplitudes of arbitrary multiplicity is that they
are completely determined by (d-dimensional) iterated two-particle cuts. The relevant
topologies are listed in figure 10.
(a) (b) (c)
(d) (e)
Figure 10: Cuts capturing the complete structure of the six gluon amplitude at two loops.
Here, as well as for more general amplitudes, it is useful to organize the result as
the sum of the part constructible from four-dimensional cuts M
(2),D=4
6 (ǫ) and the part
accessible only through some (partial) d-dimensional cuts M
(2),µ
6 (ǫ)
M
(2),D=4−2ǫ
6 (ǫ) = M
(2),D=4
6 (ǫ) +M
(2),µ
6 (ǫ) . (2.77)
The latter terms are built from µ-integrals and their four-dimensional generalized cuts
vanish identically (in the sense that all cut propagators are considered four-dimensional).
The four-dimensional cut-constructible parity-even part of the amplitude is given en-
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Figure 11: Integral topologies appearing in the even part of the six gluon amplitude at
two loops. All momenta are considered to be outgoing and the arrow on an external
line denotes the line carrying momentum k1. As before, µp and µq denote the (−2ǫ)-
dimensional part of the loop momenta.
tirely in terms of pseudo-conformal integrals [89];
M
(2),D=4
6 (ǫ) =
1
16
∑
12 perms.
[
1
4
c1I
(1)(ǫ) + c2I
(2)(ǫ) +
1
2
c3I
(3)(ǫ) +
1
2
c4I
(4)(ǫ) + c5I
(5)(ǫ)
+ c6I
(6)(ǫ) +
1
4
c7I
(7)(ǫ) +
1
2
c8I
(8)(ǫ) + c9I
(9)(ǫ) + c10I
(10)(ǫ)
+ c11I
(11)(ǫ) +
1
2
c12I
(12)(ǫ) +
1
2
c13I
(13)(ǫ)
]
. (2.78)
The integrals Ii are listed in figure 11 and the corresponding coefficients for the (1, 2, 3, 4, 5, 6)
permutation are:
c1 = s61s34s123s345 + s12s45s234s345 + s
2
345(s23s56 − s123s234) ,
c2 = 2s12s
2
23 ,
c3 = s234(s123s234 − s23s56) ,
c4 = s12s
2
234 ,
c5 = s34(s123s234 − 2s23s56) ,
c6 = −s12s23s234 ,
c7 = 2s123s234s345 − 4s61s34s123 − s12s45s234 − s23s56s345 ,
c8 = 2s61(s234s345 − s61s34) ,
c9 = s23s34s234 ,
c10 = s23(2s61s34 − s234s345) ,
c11 = s12s23s234 ,
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c12 = s345(s234s345 − s61s34) ,
c13 = −s2345s56 . (2.79)
It is not hard to check that all terms appearing in (2.78) are indeed pseudo-conformal
integrals. Their relative coefficients are 0,±1,±2 and ±4, which represents a chance of
patterns from the four- and five-point amplitudes where they were only 0 and ±1. It is
currently unclear what is the origin of this change.
The remaining parity-even part of the amplitude, which may be determined by per-
forming generalized cuts with at least one two-particle d-dimensional cut is [89]
M
(2),µ
6 (ǫ) =
1
16
∑
12 perms.
[
1
4
c14I
(14)(ǫ) +
1
2
c15I
(15)(ǫ)
]
; (2.80)
the coefficients for the identity permutation (1, 2, 3, 4, 5, 6) are
c14 = −2s345(s123s234s345 − s61s34s123 − s12s45s234 − s23s56s345) ,
c15 = 2s61(s123s234s345 − s61s34s123 − s12s45s234 − s23s56s345) . (2.81)
Their dual conformal properties are somewhat nontransparent; following the definition
given in section 2.4.1 they may be interpreted as pseudo-conformal as their integrand
vanishes identically in four dimensions. Explicit calculation [89] shows that they do not
contribute to the remainder function (2.76); thus, their presence may be ascribed to the
infrared structure of the amplitude, interpretation strengthened by the fact that they
either integrate to O(ǫ) (I14) or they exhibit infrared poles (I15).
The analytic evaluation of the integrals appearing in the six-point amplitude remains
a difficult open problem, with potential applications beyond N = 4 SYM. To test for
the structure and the conformal properties of the remainder function, [89] evaluated the
amplitude at a variety of kinematic points K(0) through K(5). For the state of the art
in the evaluation of Feynman integrals we refer the reader to [94, 95, 96, 97]. Two of
the kinematic points, K(0) and K(1), were chosen to have the same cross-ratios while the
momentum invariants are different. The results [89] of the evaluation of the remainder
function RA6 are shown in table 2.1.
The main observation is that the remainder function is nonzero to a high level of
confidence thus suggesting that the ABDK/BDS ansatz captures only part of the am-
plitude. It is also important to note that the remainder functions at kinematic points
K(0) and K(1) are equal within within the errors. This strongly suggests that RA6 is
indeed a function of only conformal cross-ratios – i.e. is invariant under dual conformal
transformations.
The conclusion of this calculation is thus that the BDS ansatz should be modified for
six point amplitudes and beyond. For this purpose it is instructive to identify the origin
of the remainder function within the arguments that led to this ansatz. In short, the
full structure of collinear limits for n-point amplitudes with n ≥ 6 is somewhat more
involved. One may consider limits in which more than two particles are simultaneously
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kinematic point (u1, u2, u3) RA6
K(0) (1/4, 1/4, 1/4) 1.0937± 0.0057
K(1) (1/4, 1/4, 1/4) 1.076± 0.022
K(2) (0.547253, 0.203822, 0.881270) −1.659± 0.014
K(3) (28/17, 16/5, 112/85) −3.6508± 0.0032
K(4) (1/9, 1/9, 1/9) 5.21± 0.10
K(5) (4/81, 4/81, 4/81) 11.09± 0.50
Table 2.1: The numerical remainder compared with the ABDK ansatz (2.61) for various
kinematic points. The second column gives the conformal cross-ratios introduced in
(2.74).
collinear:
ki = zik for i = 1 . . .m
m∑
i=1
zi = 1 zi ≤ 1 k2 → 0 . (2.82)
For the six-point amplitude only a triple-collinear limit (i.e. m = 3 above) exists. While
vanishing in all double-collinear limits, the remainder function for the six-point amplitude
has a nontrivial triple-collinear limit, which in fact allows its complete reconstruction.
We refer the reader to [89] for more detailed discussions in this direction.
3 Scattering amplitudes at strong coupling through
the AdS/CFT duality
The AdS/CFT correspondence [5, 6, 7] provides the only direct access to the strong
coupling regime of the N = 4 SYM; it relates four-dimensional N = 4 SYM theory and
type IIB string theory on AdS5×S5 space through the identification of string states and
gauge-invariant operators. The two gauge theory parameters – the ’t Hooft coupling λ
and the rank of the gauge group N – are expressed in terms of the radius of curvature
of the space and the string coupling by the well-known relations
√
λ ≡
√
g2YMN =
R2
α′
,
1
N
∼ gs . (3.1)
Thus, in the limit of a large number of colors the splitting and joining of strings is
suppressed and in the limit of large ’t Hooft coupling, the string theory lives on a weakly
curved space. In this regime the string theory is completely described by a weakly-coupled
worldsheet sigma-model.
By appending an open string sector to closed string theory inAdS5×S5 gluon scattering
amplitudes could in principle be directly computed, on the string side of the AdS/CFT
correspondence, in terms of integrated correlation functions of vertex operators. Due to
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the presence of color factors it is, however, unclear how much of the resulting structure
can be captured entirely in terms of closed string data. We will argue, following [60, 61],
that the color-stripped partial amplitudes do have such a description, to leading order in
the strong coupling expansion.
As extensively discussed in the previous section, a further property of on-shell scat-
tering amplitudes is the need of an infrared regulator due to the presence of infrared
divergences. Dimensional regularization and variants thereof remain the preferred gauge
theory regularization scheme. As we will see, a choice of regularization is also needed
to define the scattering on the string theory side of the AdS/CFT correspondence. We
will discuss two such choices: first, to set up the calculation, we will use as a regulator a
D-brane cutting off the infrared part of AdS5. After formulating and understanding the
prescription for computing scattering amplitudes at strong coupling we will modify the
regulator to one akin to the gauge theory dimensional regulator; this will allow a direct
comparison with the strong coupling limit of (2.62).
3.1 The general construction
In the presence of an open string sector on the string theory side of the AdS/CFT corre-
spondence, the calculation of open string scattering amplitudes in the Poincare´ patch is,
in principle, conceptually straightforward: one simply computes the transition amplitude
between some in and out asymptotic states. To describe scattering amplitudes of N = 4
SYM fields, these states must be located at spatial infinity in the directions parallel to
the boundary of the AdS space. As usual, two-dimensional conformal invariance on the
string worldsheet allows a description of the asymptotic states in terms of local vertex
operators inserted on the boundary of the worldsheet.
Perhaps the natural place for the worldsheet boundary and for the vertex operators is
the AdS boundary located at z = 0 in the coordinates14
ds2 = R2
dy23+1 + dz
2
z2
. (3.2)
It is however not hard to see that such a choice is not allowed: indeed, scattering ampli-
tudes are expected to be divergent and as such must be evaluated in the presence of a
regulator. As discussed at length in section 2, the expected divergences arise from low
energy modes; thus, a natural regulator eliminating these modes is a D3-brane placed at
some fixed and large value of the radial coordinate z = zIR ≫ R and extending along
the four boundary directions y3+1.
An interesting property of the Poincare´ patch is that the spatial infinity of the regu-
lator brane introduced above coincides with the spatial infinity of the AdS boundary.15
14Notice that we interchanged the notation for original and dual variables with respect to the one used
in [60].
15It is perhaps interesting to note that, regardless of the coordinate system, a regulator brane excising
the part of AdS space describing the low energy modes of N = 4 SYM theory always intersects the
boundary. Consider for example the global coordinates; the global time is dual to SYM energy scale.
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Thus, the asymptotic states of the scattering process are simultaneously defined on the
regulator brane as well as on the boundary of AdS space. Two-dimensional conformal
invariance may then be used to describe them through vertex operators located either
on the boundary or on the regulator brane (see fig. 12).
Figure 12: worldsheet corresponding to the scattering of four open strings.
The momenta carried by vertex operators in these two representations of the asymp-
totic states are, however, different due to the fact that the anti-de-Sitter space has a
nontrivial metric. Indeed, if the vertex operator carried momentum k when placed on
the boundary, it carries the corresponding proper momentum kpr when placed on the
regulator brane
kpr = k
zIR
R
. (3.3)
Here k is the momentum conjugate to the boundary coordinates y3+1 and must be kept
fixed16 as the infrared regulator is removed – i.e. zIR → ∞. Thus, when described in
terms of vertex operators placed on the regulator D3-brane, the scattering process occurs
at arbitrarily high (proper) momenta and fixed angle.
In flat space this regime was studied by Gross, Mende and Manes [98, 99]. The key
result of their analysis is that, to leading order in the large momentum expansion, the
calculation of the scattering amplitude is dominated by a saddle point of the classical
action, deformed by the insertion of vertex operators. At string tree-level, the worldsheet
has the topology of a disk and the vertex operators corresponding to the scattering states
are inserted on its boundary. Perturbative corrections to the saddle-point contribution
are a series in inverse-momentum invariants (e.g. (α′s)−1 and (α′t)−1 for a four-point
amplitude) and yield the large energy expansion of the amplitude.
The α′ expansion of scattering amplitudes is thus correlated to the energy expan-
sion; this can be understood on dimensional grounds and it is a feature of the free
worldsheet theory for strings in flat space. In curved spaces the situation is different
Eliminating low energy modes amounts to placing a D3-brane at on some surface of fixed time; it is not
hard to see that this D3-brane will also intersect the boundary of AdS space.
16k plays the role of gauge theory momentum
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and scattering amplitudes are a double-series in energy (α′s) and in (inverse) curvature
(α′R) ∼ (α′/R2).17
One may repeat the arguments of [98, 99] for the gluon scattering amplitude described
by vertex operators placed on the regulator brane in AdS space. The fact that the
vertex operators are necessarily proportional to exp(ikpr · y) and that kpr is large (cf.
(3.3)) guarantees that, as the regulator is removed (zIR → ∞), the conclusion that the
scattering amplitude calculation is dominated by a saddle-point continues to hold, i.e.
A ∝ eiS , (3.4)
where S is the value of the classical worldsheet action at the saddle-point.18
As discussed above, this result may receive corrections of two types: (a) corresponding
to the large energy expansion and (b) corresponding to the curvature expansion. Correc-
tions of type (a) must then be a series in (α′spr)−1 where spr denotes some Mandelstam
invariant on the regulator brane. Due to (3.3), this is also a series in z−2IR and thus they
are irrelevant as zIR → ∞, for any finite, not necessarily large, value of the field theory
invariants s. Corrections of type (b) are governed by the curvature radius of AdS space.
From (3.1) it follows that the curvature expansion is a series in 1√
λ
which should therefore
reproduce the strong coupling expansion of scattering amplitudes.
To summarize this (long) argument, the leading term in the strong coupling expansion
of a scattering amplitude of states in N = 4 SYM theory is exactly given by the value of
the classical worldsheet action at a saddle-point. The corresponding worldsheet has the
topology of a disk with boundary placed on the regulator brane and containing the vertex
operators describing the scattering states. Corrections around this saddle-point yield the
strong coupling expansion of the corresponding amplitude. This analysis captures both
the color and the kinematic dependence of amplitudes.
While this conclusion [60] is very encouraging, the boundary conditions for the con-
struction of the saddle-point cannot be easily formulated due to a lack of sufficiently
explicit expressions for open string vertex operators in AdS space. It turns out however
that the boundary conditions for the construction of the saddle-point are easier to for-
mulate in terms of the T-dual boundary coordinates. Indeed, consider a metric of the
form
ds2 = h(z)2(dyµdy
µ + dz2) . (3.5)
On an Euclidean worldsheet, the T-dual coordinates xµ are defined by19
∂αx
µ = ih2(z)ǫαβ∂βy
µ . (3.6)
17Here R denotes the curvature and R denotes the curvature radius.
18For sufficiently many particles it is known (in flat space) that there exist multiple saddle-points.
The same may happen in AdS space as well. Presumably, for a fixed configuration, a single saddle-point
yields the dominant contribution to the amplitude. It would be very interesting to clarify this issue.
19This transformation, while identical to T-duality for compact coordinates, should be interpreted here
as a formal sigma model duality transformation. Apart from their use here [60], such transformations
have been also used [129] to simplify the action of the Green-Schwarz superstring in AdS5 × S5.
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For the specific h(z) in (3.2) this transformation, combined with the redefinition r = R2/z
has no apparent effect on the metric [129]. Indeed, after the first step the metric becomes
ds2 =
z2
R2
dxµdx
µ +
R2
z2
dz2 , (3.7)
which is just another copy of AdS5. The important point however is that, unlike the
metric (3.2), its boundary is located at z =∞. Further introducing the radial coordinate
r =
R2
z
(3.8)
leads to the metric
ds2 =
R2
r2
(
dxµdx
µ + dr2
)
, (3.9)
which is identical to (3.2) except that, as implied by the coordinate transformation (3.8),
the boundary of this space should be defined to be at r = 0.
The sequence of transformations has important effects on vertex operators and on the
regulator brane:
(i) the regulator brane is located at rIR =
R2
zIR
→ 0 which is located close to the boundary
of the resulting space.
(ii) T-duality transformation of a compact coordinate interchanges momentum and wind-
ing states. The transformation (3.6) has a similar effect: the zero-mode of the field y
corresponding to the momentum kµ (and described by a local vertex operator) is re-
placed by a “winding” mode of the field x implying that the difference between the two
endpoints of the string obeys
∆xµ = 2πkµ , (3.10)
as may be seen by integrating (3.6) over the space-like worldsheet coordinate (∆x ≡
x(σ = 2π) − x(σ = 0)). Thus, each vertex operator is replaced by a line segment
connecting two points whose coordinate difference is a multiple of the momentum carried
by the vertex operator. Moreover, since the regulator brane is located near the boundary,
the momentum carried by these vertex operators is that of the gauge theory scattering
states.
To summarize, the boundary conditions defining the saddle-point generating the lead-
ing term in the strong coupling expansion of scattering amplitudes (see fig. 13) imply
that the boundary of the worldsheet is a line constructed as follows:
• For each particle of momentum kµ, draw a segment joining two points separated
by ∆xµ = 2πkµ.
• Concatenate the segments according to the insertions on the disk (corresponding
to a particular color ordering or to a particular ordering of vertex operators on the
original boundary)
• As gluons are massless, the segments are light-like. Due to momentum conservation,
the diagram is closed.
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Figure 13: Comparison of the worldsheet in original and T-dual coordinates.
Figure 14 shows an example of such boundary conditions, corresponding to the scattering
of six particles.
Y1
Y2
Y0
Figure 14: Polygon of light-like segments corresponding to the momenta of the external
particles.
As the infrared regulator is removed, i.e. as zIR → ∞ in the original coordinates,
the boundary of the worldsheet moves towards the boundary of the T-dual metric, at
r = 0. To leading order in the strong coupling expansion the computation of scattering
amplitudes becomes formally equivalent to that of the expectation value of a Wilson loop
given by a sequence of light-like segments.
The standard prescription [100, 101] implies that the leading exponential behavior of
the n−point scattering amplitude is given by the area A of the minimal surface that ends
on a sequence of light-like segments on the boundary
An ∼ e−
√
λ
2π
A(k1,...,kn) . (3.11)
The area A contains the relevant kinematic information through its boundary conditions.
It is important to stress the following two points:
(i) In implementing the duality transformation (3.6) at the level of vertex operators most
of their structure – in particular the polarization of the particle – was ignored, as we were
interested in the leading strong coupling regime. Thus, such information is not directly
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available at the level of the light-like polygon describing the boundary conditions. To
access this information (which may, in some sense, be considered as subleading in the
1/
√
λ expansion) it appears necessary to return to the vertex operator picture for the
scattering process. This should expose, for example, that all-plus helicity amplitudes
vanish identically (2.21).
(ii) The map (3.10) between vertex operators and light-like segments operates indepen-
dently of the color structure of the original amplitude. Thus, one finds one light-like
polygon for each color-ordered amplitude. The corresponding color factor may be recon-
structed from the order of momenta of particles.
In the following, we will show in detail how this construction works for the scattering
of four gluons and compare our results with field theory expectations.
3.2 Four gluon scattering
The simplest scattering process involves four particles and is characterized by the usual
Mandelstam invariants
s = −(k1 + k2)2 , t = −(k2 + k3)2 (3.12)
The discussion in the previous section suggests that, in the strongly coupled N = 4 SYM
theory, the amplitude for this process is governed by the minimal surface ending on the
light-like polygon shown in figure 15.
Y1
Y2
Y0
Figure 15: Polygon corresponding to the scattering of four gluons.
As implied by the equation (3.10), the difference between the coordinates of each
of the corners of the polygon (cusps) are, up to a factor of (2π), the momenta of the
corresponding gluon. In drawing figure 15, it was assumed that the third component
of the momentum (described by the boundary coordinate y3) vanishes. This choice
imposes no kinematical restrictions, as it does not imply any relations between the two
Mandelstam invariants.
The area of a surface embedded in a higher dimensional space is simply given by the
integral of the induced metric
A =
∫
dσdτ
√
− det ∂αxµ∂βxνgµν(x) . (3.13)
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Finding minimal surfaces amounts simply to treating this area as an action (the Nambu-
Goto action) and solving the classical equations of motion, subject to the desired bound-
ary conditions. Then, the area is obtained by evaluating (3.13) on the resulting configu-
ration.
3.2.1 The single cusp solution
As a warm up exercise let us discuss the solution near the cusp where two of the light-
like lines meet. This problem was originally considered in [102] and it will prove useful
for generating the solution relevant for the four-gluon scattering. The surface can be
embedded into an AdS3 subspace of AdS5
ds2 =
−dx20 + dx21 + dr2
r2
. (3.14)
We are interested in finding the surface ending on a light-like Wilson line which is along
x1 = ±x0, x0 > 0 20 (see figure 16). This configuration has both boost and scale
symmetry, which are made manifest by the following ansatz:
Y0
r
Y1
Figure 16: Single cusp solution.
x0 = e
τ cosh σ, x1 = e
τ sinh σ, r = eτw(τ) . (3.15)
This ansatz establishes a close relation between the affine coordinates (τ, σ) and the
target space coordinates (x0, x1); boosts in the (0, 1) plane and scale transformations are
simply shifts of σ and τ , respectively.
Equations for the remaining function w(τ) may be found by evaluating the equations
of motion on the ansatz (3.15). Alternatively, one may simply evaluate the Nambu-Goto
action on the ansatz (3.15) and derive an equation for w(τ) by varying the result with
respect to it. Choosing the second path, the Nambu-Goto action becomes
SNG =
R2
2πα′
∫
dσdτ
√
1− (w(τ) + w′(τ))2
w(τ)2
. (3.16)
20One can also consider Wilson loops along x0 = ±x1, x1 > 0. The basic difference with the ones
considered here is that their worldsheet is Lorentzian and z is imaginary.
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One can then explicitly check that w(τ) =
√
2 solves the equations of motion and has
the correct boundary conditions. Hence the surface is given by
r =
√
2
√
x20 − x21 . (3.17)
Notice that the surface lies entirely outside the light-cone of the origin, hence it is Eu-
clidean.
3.2.2 Four cusps solution
The four cusps solution is closely related to the single cusp solution discussed above. The
relevant solution of the Nambu Goto action can be embedded in a AdS4 subspace of AdS5,
parametrized by (r, x0, x1, x2, x3 = 0). It is moreover convenient to fix reparametrization
invariance by choosing (σ1, σ0) = (x1, x2). With these choices, the Nambu-Goto action
describes the dynamics of two fields, r and x0, living in the space parametrized by x1
and x2
S =
R2
2πα′
∫
dx1dx2
√
1 + (∂ir)2 − (∂ix0)2 − (∂1r∂2x0 − ∂2r∂1x0)2
r2
. (3.18)
The classical equations of motion should then be supplemented by the appropriate
boundary conditions. We consider first the case with s = t, where the projection of the
Wilson lines is a square. By scale invariance, we can choose the edges of the square to
be at x1, x2 = ±1. The boundary conditions can be easily seen to be
r(±1, x2) = r(x1,±1) = 0, x0(±1, x2) = ±x2, y0(x1,±1) = ±x1 . (3.19)
The form of the solution near each of the cusps can be obtained by rotations and boosts
from the single cusp solution (3.17). The following field configuration satisfies the bound-
ary conditions and has the correct properties near each of the cusps
x0(x1, x2) = x1x2, r(x1, x2) =
√
(1− x21)(1− x22) . (3.20)
Remarkably it turns out to be a solution of the equations of motion. However, in order
to capture the kinematical dependence of the area 21 we need to consider more general
solutions with s 6= t. In this case the projection of the surface to the (x1, x2) plane will
not be an square but a rhombus, with s and t given by the square of the distance between
opposite vertices, as shown in figure 17.
The symmetry generators of anti-de-Sitter space act nonlinearly on the Poincare´ patch
coordinates (3.9). They are however useful for generating new and interesting worldsheet
configurations from known ones, since they can change the Mandelstam variables s and
t; it would therefore be useful to linearize their action. This is realized by passing to the
so-called embedding coordinates, in which AdS5 is viewed as a hypersurface
−X2−1 −X20 +X21 +X22 +X23 +X24 = −1 . (3.21)
21On dimensional grounds the area, if finite, should be a function of the form f(s/t).
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Figure 17: Projection to the plane (x1, x2) of the surface for the cases s = t and s 6= t.
embedded in R2,4. Clearly, this constraint equation is manifestly invariant under the
SO(2, 4) symmetry group of AdS5, which is also the Lorentz group of the embedding
space. The Poincare´ coordinates (x, r) are but a particular solution of the constraint
equation (3.21):
Xµ =
xµ
r
, µ = 0, ..., 3 (3.22)
X−1 +X4 =
1
r
, X−1 −X4 = r
2 + xµx
µ
r
.
Direct use of the solution (3.20) implies that, in the embedding coordinates, the minimal
surface describing the scattering of four gluons with the s = t kinematics is
X0X−1 = X1X2, X3 = X4 = 0 . (3.23)
In this form it is then easy to use the SO(2, 4) to generate from (3.20) new minimal
surfaces, corresponding to s 6= t gauge theory kinematics.
Through the AdS/CFT correspondence, the SO(2, 4) of the dual AdS space should have
a gauge theory counterpart. Due to the T-duality transformation relating the bound-
ary coordinates of this space with gauge theory momenta this symmetry is necessarily
different from the usual position space conformal invariance of N = 4 SYM theory. As
discussed in section 2.4.1, the action of a “dual conformal group” can be identified at
the level of perturbative scattering amplitudes. While a priori these two symmetries
are unrelated (as e.g. the former exists at strong coupling while the latter at weak cou-
pling), it is nevertheless tempting to interpret the latter as the weak coupling version of
the former. This interpretation is strengthened by the relation between MHV scattering
amplitudes and Wilson loops, which will be discussed in section 4.
Solutions with s 6= t can be obtained by starting from (3.20) and performing a boost
in the (0, 4) plane. In this way we change the distance between opposite vertices of the
square.
X0X−1 = X1X2, X4 = 0 → X4 − vX0 = 0,
√
1− v2X0X−1 = X1X2 (3.24)
After the boost, we end up with a two-parameter solution, one related to the size of
the initial square and another related to the boost parameter. The solution can be
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conveniently written as
r =
a
cosh u1 cosh u2 + b sinh u1 sinh u2
, x0 =
a
√
1 + b2 sinh u1 sinh u2
cosh u1 cosh u2 + b sinh u1 sinh u2
(3.25)
x1 =
a sinh u1 cosh u2
cosh u1 cosh u2 + b sinh u1 sinh u2
, x2 =
a cosh u1 sinh u2
cosh u1 cosh u2 + b sinh u1 sinh u2
(3.26)
where we have written the surface as a solution to the equations of motion in conformal
gauge
iS = − R
2
2πα′
∫
L = −R
2
2π
∫
du1du2
1
2
(∂r∂r + ∂xµ∂x
µ)
r2
(3.27)
a and b encode the kinematical information of the scattering as follows
− s(2π)2 = 8a
2
(1− b)2 , − t(2π)
2 =
8a2
(1 + b)2
,
s
t
=
(1 + b)2
(1− b)2 (3.28)
To obtain the four point scattering amplitude at strong coupling it should suffice, follow-
ing the discussion in section 3.1, to evaluate the classical action on the solution (3.25).
However, in doing so, one finds a divergent answer. That is of course the case, since
we have ignored the infrared regulator. In order to obtain a finite answer we need to
reintroduce a regulator.
3.2.3 Dimensional regularization at strong coupling
Gauge theory amplitudes are regularized by considering the theory in D = 4 − 2ǫ di-
mensions. More precisely (see discussion in section 2), one starts with N = 1 in ten
dimensions and then dimensionally reduces to 4 − 2ǫ dimensions. For integer 2ǫ this is
precisely the low energy theory living on a Dp−brane, where p = 3− 2ǫ. We regularize
the amplitudes at strong coupling by considering the gravity dual of these theories. 22
The string frame metric is (see e.g. [103, 104])
ds2 = f−1/2dx24−2ǫ + f
1/2
[
dr2 + r2dΩ25+2ǫ
]
, f = (4π2eγ)ǫΓ(2 + ǫ)µ2ǫ
λ
r4+2ǫ
(3.29)
Following the steps described above, one is led to the following action
S =
√
cǫλµ
ǫ
2π
∫ Lǫ=0
rǫ
(3.30)
Where Lǫ=0 is the Lagrangian density in the absence of the regulator. The presence
of the factor rǫ, which arises from the conformal factor of the induced metric, will have
two important effects. On one hand, previously divergent integrals will now converge.
On the other hand, the equations of motion will now depend on ǫ and it turns out to be
very difficult to find the solution for general ǫ. However, we are interested in computing
22See section 3.5 for a brief discussion of the subtleties of sigma-model actions in these backgrounds
and the calculations of 1/
√
λ corrections to the classical area of the minimal surface.
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the amplitude only up to finite terms as we take ǫ→ 0. In that case, it turns out to be
sufficient to plug the original solution into the ǫ-deformed action 23. The evaluation of
integrals leads to [60]
S ≈
√
λ
µǫ
aǫ
2F1
(
1
2
,− ǫ
2
,
1− ǫ
2
; b2
)
. (3.31)
Finally, expanding in powers of ǫ yields the final answer
A = eiS = exp
[
iSdiv +
√
λ
8π
(
log
s
t
)2
+ C˜
]
, (3.32)
Sdiv = 2Sdiv,s + 2Sdiv,t , (3.33)
iSdiv,s = − 1
ǫ2
1
2π
√
λµ2ǫ
(−s)ǫ −
1
ǫ
1
4π
(1− log 2)
√
λµ2ǫ
(−s)ǫ . (3.34)
This should be compared with the field theory expectations, equations (2.67) and (2.68),
specialized to the case n = 4:
A ∼ (Adiv,s)2 (Adiv,t)2 exp
{
f(λ)
8
(ln s/t)2 + const.
}
(3.35)
Adiv,s = exp
{
− 1
8ǫ2
f (−2)
(
λµ2ǫ
sǫ
)
− 1
4ǫ
g(−1)
(
λµ2ǫ
sǫ
)}
. (3.36)
It is important to notice that the general structure is in perfect agreement with the
general structure of infrared divergences in N = 4 SYM theory. It is not hard to see that
the leading divergence has the correct coefficient, given by the strong coupling limit of
the cusp anomalous dimension [102] 24
f(λ) =
√
λ
π
. (3.37)
Moreover, from (3.32) one could extract the strong coupling behavior of the function
g(λ) introduced in equation (2.65):
g(λ) =
√
λ
2π
(1− log 2) . (3.38)
23Up to a contribution from the regions close to the cusps that add an unimportant additional constant
term.
24The appearance of the cusp anomalous dimension in the equations (3.35) may appear surprising at
first sight. Indeed, by analogy with weak coupling arguments based on finiteness of physical quantities
constructed from gluon scattering amplitudes, the natural quantity entering (3.35) should be the large
spin limit of the anomalous dimension of twist-2 operators. It was however shown in [128] that worldsheet
calculations of the cusp anomaly and of the large spin limit of the anomalous dimension of twist-
2 operators are related by an analytic continuation and and target space symmetry transformations.
Thus, similarly to the weak coupling result of [135, 136, 137], the cusp anomaly equals the large spin
limit of the anomalous dimension of twist-2 operators to all orders in the 1/
√
λ expansion.
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Notice that due to the scheme dependence of g(λ), it should be computed using the same
regularization as in perturbative computations, that of course is not the case for f(λ).
Finally, the kinematic dependence of the finite term (3.35) reproduces the strong coupling
limit of the BDS prediction (2.68)-(2.69) for the four gluon scattering amplitude.
3.2.4 Radial Cut-off
A more common regularization scheme for computing minimal areas in AdS is to intro-
duce a cut-off in the radial direction. The correct procedure would be to impose the
boundary conditions at some small r = rc. It turns out, however, that in order to com-
pute the finite piece as rc → 0 it suffices to use the original solution and cut the integral
giving the area at r = rc
25
In order to compute the regularized area for the scattering of four gluons it is convenient
to work in conformal gauge. In this case, the problem reduces to the calculation of the
area enclosed by the curve
a
cosh u1 cosh u2 + b sinh u1 sinh u2
= rc (3.39)
One way to compute the area is by expanding the integrand in power series of rc/a and
integrating term by term. Equivalently, one can use Green’s theorem and express the
area as a one dimensional integral over the boundary of the worldsheet. The result is
iS = −
√
λ
2π
A, A =
1
4
(
log
(
r2c
−8π2s
))2
+
1
4
(
log
(
r2c
−8π2t
))2
− 1
4
log2(
s
t
) + const.
(3.40)
Several comments are in order. First, notice that the structure of infrared divergences
is of the form log2(r2c/s)
26, and the coefficient in front of double logs and the finite
piece is proportional to the cusp anomalous dimension at leading strong coupling, as in
the case of dimensional regularization. Second, single logs have been absorbed into the
double logs. Finally, the finite term reproduces, up to an additive constant, the results
of dimensional regularization. Hence, the computation of amplitudes at strong coupling
does not need to be done by using dimensional regularization, unless we are interested
in computing the function g(λ) and the constant C(λ) entering in equations (2.67) and
(2.68), respectively, and computed by using dimensional regularization.
3.2.5 Structure of infrared poles at strong coupling
Even if the relevant solutions for minimal surfaces for the cases n > 4 are presently un-
known, the IR structure of amplitudes at strong coupling for the general case of n−point
amplitudes can easily be understood.
25This finite part arises in a similar way when using the conjectured string theory version of gauge
theory dimensional regularization.
26Notice that a very similar structure appears when using off-shell regularization, as done in [105].
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Given the cusp formed by a pair of neighboring gluons with momenta ki and ki+1 we
associate the kinematical invariant si,i+1 = (ki+ki+1)
2. We expect the following structure
for the infrared-divergent part of the action
iSdiv = −
√
λ
2π
∑
i
I(
r2c
si,i+1
) (3.41)
where I( r
2
c
si,i+1
) can be computed following [106], either by using dimensional regularization
or a radial cut-off. For later applications the later scheme will be more useful to us, in
this case
4I =
∫ 1
ξ
∫ 1
ξ
X−
1
X−X+
=
1
2
log2 ξ, ξ =
r2c
−8π2si,i+1 (3.42)
Hence, when using a radial cut-off as regulator, we expect the following structure for
scattering amplitudes at strong coupling
iSn = −
√
λ
16π
n∑
i=1
log2
(
r2c
−8π2si,i+1
)
+ Fin(ki) (3.43)
It is easy to check that the general form of the amplitude for the case n = 4 is consistent
with this general expression.
For the discussion of the next subsection, it will be important to consider a radial
cut-off that depends on the point at the boundary we are approaching, i.e. rc(x). In
that case, the structure of the amplitude turns out to be as follows
iSn = −
√
λ
16π
n∑
i=1
log2
(
r2c (xi)
−8π2si,i+1
)
+ Fin(ki) +
n∑
i=1
Eiedge(rc) (3.44)
The last sum in this expression corresponds to finite extra contributions coming from the
edges
Eiedge =
√
λ
2π
∫ 1
0
ds
s
log
(
rc(s)rc(1− s)
rc(0)rc(1)
)
(3.45)
where s running from zero to one parametrizes the ith edge, namely xµ(s) = xµi +s(x
µ
i+1−
xµi ) and rc(s) is a shorthand notation for rc(x(s)). For instance, a simple example is that
of a cut-off that takes the value rc(xi) at the ith cusp and varies linearly between cusp
and cusp, in this case
Eiedge =
√
λ
4π
log2
rc(xi)
rc(xi+1)
(3.46)
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3.3 A conformal Ward Identity
An important ingredient in the construction of the minimal surface governing the four-
gluon scattering amplitude was the existence of a dual SO(2, 4) symmetry.27 This sym-
metry allowed the construction of new solutions and fixed the finite piece of the scattering
amplitude. Naively, this conformal symmetry would imply that the amplitude is indepen-
dent of s and t, since they can be sent to arbitrary values by a dual conformal symmetry.
The whole dependence on s and t arises due to the necessity of introducing an infrared
regulator. However, we will see that, after keeping track of the dependence on the infrared
regulator, the amplitude is still determined by the dual conformal symmetry.
At quantum level, classical symmetries manifest themselves through the existence of
(potentially anomalous) Ward identities, the simplest is the quantum version of the
conservation of the Noether current. More complicated Ward identities describe the
action of symmetry generators on gauge-invariant quantities and potentially constrain
their quantum expressions. In this direction it is possible to construct Ward identities
for the dual SO(2, 4) symmetry and study the constraints they impose on scattering
amplitudes. For this purpose it is convenient to regularize the amplitude calculation
with a radial cut-off.
Given the momenta ki of the external gluons, the boundary of the worldsheet contains
cusps located at xi, with 2πki = xi − xi+1. Now imagine that we regularize the area by
choosing a cut-off rc. Moreover, we would like this cut-off to depend on the point at the
boundary we are approaching, i.e. rc → rc(x). From the discussion above we expect the
regulated area to have the general form
Aregn = f(λ)
n∑
i=1
log2
(
r2c (xi)
−2x2i−1,i+1
)
+ Fin(xi) , (3.47)
where we have ignored extra terms coming from the edges of the contour as they can be
seen not to affect the following argument 28. SO(2, 4) transformations will then act on
the points xi and rc(xi). By requiring the area to be invariant under the action of special
conformal transformations generated by Kµ
K
µAregn =
(
n∑
i=1
2xµi (xi · ∂xi + r(xi)∂r(xi))− x2i ∂xµi
)
Aregn = 0 (3.48)
one may derive an equation for the finite part of the amplitude. 29 At weak coupling
this equation was constructed in [90] from the analysis of the dual conformal properties
27In principle this symmetry is unrelated to the original conformal symmetry. It has been suggested
[91] that, at the level of the worldsheet sigma-model, the symmetries of the dual AdS space are in fact
part of the hidden (non-local) symmetries of the original AdS space sigma-model [92].
28One can convince oneself, for instance, by considering the simplified case (3.46) and applying the
generator of special conformal transformations to such extra terms. It is also instructive to apply the
generator of dual conformal transformations, whose relevant piece is of the form
∫
dsxµ(s)rc(s)
δ
δrc(s)
, to
the general extra terms (3.45) and compare this expression to eq. (34) of [90] .
29As the introduction of a infrared cut-off breaks (dual) conformal invariance, one obtains terms that
depend explicitly on rc on the right hand side of (3.48). As we take rc → 0, conformal invariant is
recovered and such terms vanish.
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of Wilson loops in dimensional regularization. Its strong coupling counterpart was con-
structed in[107] using the strong coupling version of dimensional regularization discussed
in section 3.2.3.
Assuming that dual conformal symmetry is present beyond the strong coupling limit, a
similar argument can be extended to all values of the coupling, e.g. by using as regulator
an energy scale µ(x) and assuming that the amplitude has divergences which depend only
on µ(x) at the cusps (or assuming that special conformal transformations annihilate the
extra pieces coming from the edges, as happened at strong coupling.) In the next section
it will be discussed how the same Ward identity arises when studying the conformal
properties of cusped light-like Wilson loops.
It turns out, that for the case of n = 4 and n = 5, this equation fixes uniquely the
form of the finite piece, to be the one in the BDS conjecture. At this point we do not
know if the dual conformal symmetry is an exact property of planar amplitudes. We do
know, however, that it is a symmetry of all the weak and strong coupling computations
that have been done so far. If we assume that it is a symmetry, then we conclude that
the BDS conjecture for four and five gluons is correct.
3.4 Other processes
3.4.1 Processes involving asymptotic gluons and local operators
It is natural to extend the discussion in section 3.1 to cover the decay of fields φi which
couple to the N = 4 SYM fields through some gauge-invariant operators 30
L = LYM + φiOi . (3.49)
While these fields may be dynamical, we will not be interested in their other interactions
focusing only on processes containing a single field φi.
31 We have in mind processes
similar to the ones that arise when we consider e+e− → γ →jets 32. In this case, we can
analyze the process to lowest order in the electro-magnetic coupling constant αem but to
all orders in the strong coupling constant αs (taken here to be the ’t Hooft coupling) by
noticing that the photon couples to the electromagnetic current of QCD and this in turn
can produce various final states. Thus the final hadronic state is produced by acting with
the QCD electromagnetic current on the vacuum. To lowest order in αs the state is, of
course, a quark-antiquark pair.
We now want to consider analogous processes in N = 4 super Yang Mills at strong
coupling in the planar approximation. Thus we consider a process where we add a local
operator to the theory and we produce gluons. The local operator is a single trace
30Such couplings are toy models for effective interactions arising from integrating out heavy fields.
31This guarantees that the deformation (3.49) can be treated at the linearized level and thus it does
not lead to any modifications to the AdS5 × S5 geometry.
32Other interesting processes are the electron-quark elastic scattering or the Higgs boson decaying into
two gluons, the later described by the Sudakov form factor.
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operator with given momentum
O(q) =
∫
d4xeiq·xO(x) (3.50)
We can consider any operator of the theory. Concrete examples are the stress tensor, the
R-symmetry currents, etc.
We are interested in exclusive final states consisting of individual gluons, or other
members of the N = 4 supermultiplet. From now on the word “gluon” will mean any
element of the supermultiplet: a gluon, fermion or scalar, all in the adjoint representation.
The asymptotic states for these colored objects are well defined only in the presence of
an infrared regulator. The simplest one is dimensional regularization, which consists in
going to 4− 2ǫ dimensions. Then the theory is free in the infrared (2.33) and gluons are
good asymptotic states. On the gravity side this can be done by considering the near
horizon metrics of D-p branes with p = 3− 2ǫ, as explained in sec. 3.2.3.
Once we regularize, we have a worldsheet whose boundary conditions in the far past or
future are set at z ∼ ∞, where the asymptotic gluons live, and the operator conditions are
set at the boundary of AdS5, z ∼ 0, in (3.2) . In the T-dual coordinates the asymptotic
states carry winding number which is proportional to the momentum. The gluon final
states are represented as before by considering a sequence of light-like lines at r = 0.
Each light-like segment joints two points separated by 2πkµi . As opposed to the situation
considered in 3.1, this sequence is not closed. In fact we have
∑n
i=1 k
µ
i = q
µ where qµ
is the momentum of the operator. It is convenient to formally think of the coordinate
along qµ as compact and to consider a closed string as winding that coordinate. This
is equivalent to saying that we consider an infinite periodic superposition of the set of
momenta {k1, k2, · · · , kn}.
We now should give a prescription for the operator. An operator insertion leads to
a string that goes to the AdS5 boundary, z = 0 in the coordinates (3.2). This implies
that it should go to r =∞ in the dual coordinates. Thus we consider a string stretching
along the direction qµ that goes to r =∞.
As a simple example, consider a two gluon state and an operator insertion. The two
gluon momenta obey kµ1 + k
µ
2 = q
µ. Let us consider the case where the momentum qµ is
spacelike and k1 is incoming and k2 outgoing. By performing a boost we can choose the
momenta as
2πkµ1 = (κ/2, κ/2, 0), 2πk
µ
2 = (−κ/2, κ/2, 0), 2πqµ = (0, κ, 0) (3.51)
It is convenient to view the direction y1 as a compact direction with period y1 ∼ y1 + κ
so that the total winding number of the string corresponds to an allowed closed string.
This closed string has to end on the boundary of the original AdS5 space (3.2) at z = 0.
In terms of the dual metric (3.9) it should go to r =∞.
In order to find the surface it is convenient to consider an infinite repetition of these
momenta, which are following a zig-zag path in the y0, y1 plane as shown in figure (18).
We look for a worldsheet which is extended in the radial AdS5 direction, from r = 0,
where it ends on the contour displayed in picture (b), and extends all the way to r →∞.
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Figure 18: In (a) we consider the configuration of light-like lines corresponding to the
initial and final state gluons under consideration. In (b) we consider an infinite repetition
of the configuration. In (c) a more general configuration with four gluons is considered
and in (d) we draw the corresponding periodic version.
As we go to large r the surface is extended in the y1 spatial direction but is localized in
time. See figure (19) for a picture of the expected surface.
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Figure 19: Approximate form of the solution. Ar r = 0 the surface ends on a zig-zag,
while for large r, t decays exponentially.
The amplitude is given by computing the area over one period of the resulting surface,
since this is the region of the worldsheet that corresponds to the scattering process. Let
us point out some features of the solution, which we have not found explicitly. First, one
can write the Nambu-Goto action by choosing r and y as worldsheet coordinates so that
t(r, y) is the unknown function. The action is
iS = − R
2
2πα′
∫
dydr
√
1− (∂yt)2 − (∂rt)2
r2
(3.52)
The equations of motion coming from this action should be supplemented with the ap-
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propriate boundary conditions
t(r =∞, y) = 0, t(r = 0, y) = y for |y| ≤ κ
4
, t(r = 0, y) =
κ
2
− y for κ
4
≤ y ≤ 3
4
κ
(3.53)
and extended in a periodic way outside this range, t(r, y + κ) = t(r, y). This equa-
tion could, in principle, be solved numerically. We expect that for distances much
bigger than the size of the zig-zag, i.e. r ≫ κ, t(r, y) is very small and satisfies a
linear equation obtained by expanding (3.52) for small t. Expanding t in Fourier modes,
t(r, y) =
∑
n tn(r)e
ikny, with kn = 2πn/κ, we obtain the following equation for tn(r)
− k2ntn(r) + r2∂r
[
1
r2
∂rtn(r)
]
= 0 → tn(r) = cne−knr(knr + 1) (3.54)
where we have kept only the decaying solution (for positive kn). Note that due to the
exponential decay, already when r is a few times bigger than |κ|, the above solution will
be a good approximation. The coefficients cn are determined by imposing the boundary
condition at r = 0 (3.53) , but we should recall that we cannot use the linearized equation
in that region.
The problem has a scaling symmetry that implies that we can scale out κ so that the
solution is
t(r, y) = κtˆ(
r
κ
,
y
κ
) . (3.55)
It is then easy to see, that the value of the classical action (3.52) on this solution is
formally independent of the scale κ, as expected from scaling symmetry. However, since
there is a divergence, an explicit κ dependence is introduced when we subtract the diver-
gence. Let us understand the divergences. Let us first consider the large r region. The
integral in the region of large r converges since t → 0 so that we are simply integrating
dr/r2. This might seem a bit surprising since we expected to obtain terms of the form
log r that are related to the anomalous dimension of the operator. Notice, however, that
a logarithmic term in the classical area would have implied an anomalous dimension of
order
√
λ. Thus, the boundary conditions we considered correspond to operators whose
anomalous dimension vanishes at this order. For a protected operator such as the stress
tensor, whose dimension equal to four, this is indeed the case. We expect to obtain
logarithmic terms when we go to higher order in the 1/
√
λ expansion.
We can now consider the small r region. The analysis of this region is the same as
the analysis in the small r region for the gluon scattering amplitudes discussed at the
beginning of this section. One can dimensionally regularize the problem by going to
d = 4− 2ǫ dimensions. Then the Lagrangian becomes
L =
√
λ
2π
cǫκ
−ǫ
∫
drˆdyˆ
rˆǫ
L0[tˆ(yˆ, rˆ)] (3.56)
where we have rescaled all variables so that the only dependence on κ is in the overall
factor. In (3.56) cǫ is a function of only ǫ. The divergences arise from the region near the
cusps connecting the momenta of two adjacent gluons and they can be computed using
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the single cusp solution considered in section 3.2.1. The value of the action is given by
integrating only over one period in y. It evaluates to a function of the form
iS = −
√
λ
2π
µǫ
(2πκ)ǫ
[
2
(
1
ǫ2
+
1− log 2
2ǫ
)
+ C
]
(3.57)
The coefficients of the divergent terms are locally determined and are the same as in 3.2.3,
so that we would only need the solution to compute the constant C. For the simplest
case of two gluons, the solution does not depend on any kinematical variable. As we
consider configurations with more gluons the solution, and the value of the amplitude,
will start depending on the kinematic invariants.
3.4.2 Processes involving a mesonic operator and final quark and antiquarks
In this subsection we consider a small variant of the configuration considered above.
We consider a large N theory with flavors and we insert a mesonic operator, which
contains a quark and an antiquark field.33 Flavors correspond to adding D-branes in
the bulk [108, 109, 112]. A mesonic operator corresponds to an open string mode on
the D-brane that is extended over AdS5. For example, we could consider the insertion
of a flavor symmetry current which couples to a q, q¯ pair. This is analogous to the
electromagnetic current in QCD. Other amplitudes involving quarks have been considered
at strong coupling in [110, 111] and will be reviewed in the next subsection.
In the presence of the infrared regulator, the quarks correspond to open strings that are
attached to the D-brane and sit at z ∼ ∞ or r ∼ 0. The discussion is very similar to the
one for closed strings. One difference is that now we do not require the configuration to
be periodic. However, since we obey Neumann boundary conditions on the boundary of
the open string, which translate to Dirichlet boundary conditions in the T-dual variables,
we find that the solution can be extended outside the strip into a periodic function with
a period which is twice the original width of the strip, see figure (20) .
(b)
t
k
t
k
yy
(a)
Figure 20: Once we extend the solution outside the strip as shown in the figure, it reduces
to the zig-zag solution, with twice the period.
33Here and elsewhere quarks denote fields in the fundamental representation of the gauge group. For
SU(N) their color charge if CF = (N
2 − 1)/2N which, in the planar limit, is half of the charge of an
adjoint field CA = N .
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Thus, if we consider a configuration with momenta as in (3.51), the solution is simply
given by
t = 2κtˆ(
r
2κ
,
y
2κ
) (3.58)
where tˆ(rˆ, yˆ) = tˆ(rˆ, yˆ + 1) is the rescaled solution with period one. The action is simply
half of the action (3.57) but with the replacement κ → 2κ. After we re-express it in
terms of κ we obtain
iS = −
√
λ
2π
µǫ
(2πκ)ǫ
[
1
ǫ2
+
1− 3 log 2
2ǫ
+
{
C
2
− log 2
2
+ (log 2)2
}]
(3.59)
Thus we see that function g(λ) which determines the subleading infrared divergences is
different for a gluon than a quark. Namely, we have
ggluon(λ) =
√
λ
2π
(1− log 2) , gquark(λ) =
√
λ
2π
(1− 3 log 2) (3.60)
where ggluon was computed in the previous subsection. Due to the collinear nature of the
function g, in the case that we have a cusp that joins a quark and a gluon we expect
to have the average of the above two formulas 34. Similarly, we can consider asymptotic
states corresponding to a quark and a antiquark plus extra gluons.
3.4.3 Processes involving quarks and gluons
Scattering of quarks and gluons were considered in [110] and [111]. As already mentioned,
we can have fundamental matter by adding extra D-branes in the bulk. More precisely,
we add Nf D7-branes that wrap an S
3 ⊂ S5 in the AdS5 × S5. Such configuration
preserves N = 2 SUSY. As long as Nf ≪ N the back reaction of the D7-branes can be
ignored and they may be treated as probes.
The quarks will then be given by open strings between the infrared regulator D3-brane
and the D7-branes. 35 Scattering amplitudes can then be computed by considering a
worldsheet with the topology of a disk with vertex operator insertions, corresponding to
open strings states belonging either to the (3, 3) or (3, 7) sector; the former are gluons
and the latter are quarks. For instance, in figure 21 we can see amplitudes corresponding
to the scattering of quarks and gluons (a) and only quarks (b).
As before, it is convenient to T-dualize along the directions longitudinal to the regulator
D3-brane. Such directions are also shared by the D7-branes, so the x3,1 coordinates satisfy
Neumann boundary conditions on the boundary. Hence, after performing the T-duality,
the projection of the worldsheet to the boundary of AdS5 is again a polygon formed
by light-like edges given by the momenta of the particles undergoing the scattering. A
crucial difference, however, is the following: the components of the boundary ending
34In another words, g should measure the contribution coming from the region closed to the edges
joined by the cusp.
35This is consistent with the fact that quarks transform in the fundamental representation of SU(N),
while gluons transform in the adjoint representation.
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Figure 21: worldsheet with the topology of a disk with vertex operator insertions, corre-
sponding to the q¯ggq amplitude (a) and q¯qq¯q amplitude (b)
on the regulator D3-brane have Dirichlet boundary conditions on the radial direction
r. When the boundary ends on the D7-branes, on the other hand, it satisfies Neumann
boundary conditions on the radial direction, so it can extend into the bulk. This implies,
that after T-duality, at the location of a cusp between two quarks (or quark-antiquark),
the worldsheet can extend into the bulk, folding back into itself, see figure 22 36.
Figure 22: worldsheet corresponding to q¯ggq scattering and its dual version.
In [111] it was shown that amplitudes for quarks and gluons at strong coupling can be
constructed from special gluon amplitudes. For instance, based on symmetry arguments,
the authors have argued that the minimal surface for the (q¯ggq) amplitude with momenta
k1, k2, k3 and k4, is half of the surface corresponding to the scattering of six gluons with
momenta 2k1, k2, k3, 2k4, k3 and k2.
37 Using the known expression for the divergent piece
36We thank the authors of [111] for providing us with this figure.
37More precisely, it can be seen that the polygon corresponding to the scattering of six gluons crosses
itself at the midpoints of the lines associated with k1 and k4, which we can fix at x = 0. Then, the
worldsheet maps into itself under RΩ, where R denotes reflection through the intersection point and Ω
is the worldsheet parity. The part of the worldsheet at x = 0 is invariant under such transformation and
it can be shown that the radial coordinate satisfies Neumann boundary conditions there.
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of such amplitude one obtains
logAq¯ggqdiv = −
f(λ)
8
(
log2
(
µ2
−2s
)
+
1
2
log2
(
µ2
−t
))
−g(λ)
2
(
log
(
µ2
−2s
)
+
1
2
log
(
µ2
−t
))
(3.61)
As the finite piece of the six gluons amplitude is at present unknown, only the divergent
part of the above amplitude can be computed. By looking at the relevant diagrams in
the double line notation, [111] argued that the exchange of soft gluons between quark
and antiquark in the above configuration is suppressed by a factor 1/N , and so it vanish
in the large N limit. As a result it is appropriate to rewrite the amplitude (3.61) in the
following way
logAq¯ggqdiv = −
f(λ)
8
(
log2
(
µ2
−s
)
+
1
2
log2
(
µ2
−t
))
−g(λ)
4
log
(
µ2
−t
)
−gqg(λ)
2
log
(
µ2
−s
)
,
(3.62)
with g(λ) the collinear anomalous dimension between two gluons and gqg(λ) the one
between a gluon and a quark. Using the known strong coupling expressions for the
collinear anomalous dimension for gluons and the cusp anomalous dimension we obtain
gqg(λ) = ggluon(λ)− f(λ)
2
log 2 =
√
λ
2π
(1− 2 log 2) . (3.63)
This result realizes the expectation, discussed in the previous section, that the collinear
anomalous dimension for a pair quark-gluon is the average of the collinear anomalous
dimension for two gluons and the one for two quarks.
3.5 Further generalizations
In the following we briefly describe many generalizations of the results presented in this
section. We refer the reader to the original literature for the details.
According to the discussion in section 3.1, the calculation of the scattering amplitudes
in N = 4 SYM theory at strong coupling is equivalent to finding the regularized area of a
minimal surface ending on a special polygon with light-like edges on the boundary of anti-
de-Sitter space. While it may be possible to find their areas without actually knowing
the solution for minimal surfaces, the most direct approach requires first constructing
the classical solutions to the worldsheet equations of motion and then evaluating their
areas using perhaps one of the regulators discussed in previous sections. Explicit results
for the strong coupling limit of scattering amplitudes may shed light on the resummation
of such amplitudes for general number of external legs.
In section 3.2.2 we have described the solution corresponding to the case of four light-
like edges. Once a solution is found, additional ones may be constructed through SO(2, 4)
transformations.38 It should be mentioned that, while SO(2, 4) is a symmetry of the
action in the absence of the regulator, it is no longer so once a regulator is introduced.
38Such solutions were explicitly constructed in [113].
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The value of the regularized area will depend on whether the regulator is introduced
before or after the transformation is performed. The construction of minimal surfaces
ending on polygons with more sides, however, appear to be a much harder problem.
Partial progress towards such a goal has appeared in the literature:
• The authors of [114, 115] showed how to apply the dressing method in order to
construct new classical solutions for Euclidean worldsheets in AdS. While these
solutions may be useful in order to study certain Wilson loops by means of the
AdS/CFT duality, their boundary conditions do not correspond to the boundary
conditions relevant for studying scattering amplitudes.
• Some partial progress in constructing approximate solutions with light-like polyg-
onal boundary conditions was presented in [116, 117, 118]. Assuming the BDS
ansatz holds and making use of the demonstrated equivalence of one-loop MHV
amplitudes and light-like Wilson loops [105, 130] which will be discussed in de-
tail in section 4, the prescription for computing scattering amplitudes at strong
coupling can be written in purely geometrical terms, of the schematic form∮
Π
dxµdx′µ
(x− x′)2 +
4C(a)
γK(a)
= AminΠ . (3.64)
Here C(a) is a function solely of the coupling constant, Π is a light-like polygon,
the left hand side of the above equation is, up to a factor of γK/4, the one loop
MHV amplitude associated to Π and AminΠ is the area of the minimal surface ending
on Π. Conversely, departures from the above relation imply departures from the
BDS ansatz at strong coupling. Such departures can be studied for some partic-
ular examples by considering approximate solutions. While such approach seems
interesting, unfortunately it has not lead to new solutions yet.
• Solutions corresponding to the scattering of six and eight gluons were discussed
in [119]. In particular, the authors construct new solutions by cutting and gluing
the known solutions. However, these solutions appear to satisfy extra boundary
conditions and are not clearly related to the relevant solutions.
• In [120], a method was developed in order to construct numerically new solutions
relevant to scattering amplitudes. The method consists in solving the discretized
equations of motion with a given boundary condition. A difficulty in the numerical
evaluation of the area, is the need of a regulator. This causes large errors in
the computation of the finite piece of the area. However, given the difficulties
in constructing analytical solutions, a numerical approach may be appropriate.
Besides, the study of numerical solutions can give a hint about their analytical
properties.
The S5 part of the bulk geometry as well as the fermionic sector of the theory did
not play any role in the strong coupling arguments relating scattering amplitudes and
cusped light-like Wilson loops described in section 3.1. This suggests, at least in the
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strong coupling limit, a certain degree of universality of the results, extending beyond
the planar N = 4 SYM theory. The string theory analysis was carried out for several
other theories, for some of which the analog of the BDS ansatz is also available.
• In [121] the prescription was extended to the case of N = 4 SYM at finite temper-
ature. In this case, the gravity dual is described by the black hole AdS metric, of
the form
ds2 =
R2
z2
(
−h(z)dy20 + dy23 +
dz2
h(z)
)
, h(z) = 1− r
4
0
R8
z4 (3.65)
with the temperature T = π r0
R2
. After T-dualizing and performing the change of
coordinates r = R
2
z
, we are led to the action
ds2 =
R2
r2
(
− dx
2
0
h(z)
+ dx23 +
dr2
h(z)
)
, h(z) = 1− r
4
0
r4
(3.66)
The authors define gluon scattering amplitude at strong coupling and finite tem-
perature by a light-like Wilson loop living at the horizon r = r0 of this dual metric.
Unlike the zero temperature case, now the T -dual metric is different from the
original metric. As a consequence, this is best interpreted as a way of evaluat-
ing scattering amplitudes at finite temperature rather than as a duality between
amplitudes and Wilson loops. Quite interestingly, both scattering amplitudes and
Wilson loops in the original geometry are related to observables of the theory: the
usual Wilson loop to the jet quenching parameter and the scattering amplitude to
the viscosity coefficient.
• In [122] scattering amplitudes in planar β-deformed N = 4 SYM were considered.39
In particular, the authors have considered deformations that break supersymmetry
down toN = 1 andN = 0. It was known [126] that, for real deformation parameter
β, that planar scattering amplitudes in these theories are the same as in N =
4 SYM, order by order in perturbation theory. In [122] it was found that the
same conclusion holds in the strong coupling expansion. This is no longer true
for complex deformation parameters; starting at five-loop order, the scattering
amplitudes in the deformed theory are different [126] from those of N = 4 SYM.
The planar scattering amplitudes of orbifolds of N = 4 SYM theory are also known
[127] to be identical to those of the parent theory, up to a trivial rescaling of the
coupling constant. The strong coupling expansion enjoys similar properties.
39The β-deformation is an exactly marginal deformation of N = 4 SYM theory. The N = 1 supersym-
metric version, due to Leigh and Strassler [123], amounts to adding a completely symmetric term in the
superpotential. An alternative presentation of the theory is a noncommutative deformation of N = 4
SYM in which the noncommutative product is based on the R-charge of fields – φi ∗ φj = eiβabqai qbjφiφj
where qai is the charge vector of the field φi and βab is a real antisymmetric matrix. This formulation
allows for simple non-supersymmetric generalizations [124]. The gravity dual of the N = 1 theory was
constructed in [125] while that of the nonsupersymmetric deformations in [124].
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• Finally, N = 2 theories with matter in the fundamental representation were con-
sidered by [110, 111] and were discussed in some detail in the previous subsection.
A further question, discussed in some detail in [128], is whether the agreement between
the BDS ansatz and the result of the AdS/CFT calculation for the four-gluon scattering
amplitudes extends beyond the leading order in the strong coupling expansion. To this
end it is necessary to evaluate the quantum corrections to the regularized area of the
minimal surface, i.e. the corrections to the worldsheet partition function in the presence
of the minimal surface background. The strategy is clear and has been extensively ap-
plied to the calculation of the energy of extended string solutions: one simply expands
the relevant worldsheet action [129] around the minimal surface and integrates out the
fluctuations. For example, the leading 1√
λ
correction is given by the logarithm of the
ratio of determinants of the bosonic and fermionic fluctuations. This analysis was car-
ried out [128], with some negative conclusions: (a) it is not clear how to construct the
complete worldsheet action for D(3 − 2ǫ) branes; (b) perturbative inclusion of the reg-
ulator both at the level of the worldsheet action as well as in the minimal surface leads
to a divergent answer at one-loop level. Indeed, since the worldsheet theory is conformal
(in a two-dimensional sense), the nontrivial conformal factor in the induced worldsheet
metric, which is the basis of the regularization discussed in section 3.2.3, drops out of
the calculation of one-loop corrections. Thus, it appears to be necessary to either have
an exact minimal surface in the regularized geometry or to switch to a different regula-
tor. The evaluation of 1√
λ
corrections to the area of the minimal surface describing the
scattering of four gluons at string coupling remains an interesting open question.
4 Scattering Amplitudes vs. Wilson loops at weak
coupling
The discussion in the previous section connects (to leading order in the strong coupling
expansion) two apparently different quantities: scattering amplitudes and the expectation
value of a special type of Wilson loops. Without additional specifications this relation is
restricted to MHV amplitudes which, as discussed in section 2, are completely defined by
a single function Mn. To be specific, an MHV amplitude AMHV (k1, ...kn) is conjectured
to be equal to the expectation value of a Wilson loop W (x1, ..., xn) constructed from
noncollinear light-like segments connecting points xi defined by ki = xi − xi+1, as in the
equation (3.10).40
4.1 The general statement
While the arguments discussed in the previous section are phrased in the string theory
dual toN = 4 SYM theory, the final statement appears to be independent of the coupling
40The apparent factor of 2π difference between ki = xi − xi+1 and equation (3.10) may be explained
away by invoking the invariance of the expectation value of the Wilson loop under scale transformations.
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constant. Despite the fact that neither scattering amplitudes nor this particular type of
Wilson loops are BPS quantities, one may conjecture [105, 130] a weak coupling relation
of a similar type as at strong coupling:
ln(1 +
∞∑
l=1
alM(l)n ) = ln(1 +
∞∑
l=1
alW (l)n ) +O(ǫ) where a = a|ǫ=0 . (4.1)
Here M(l)n is the l-loop correction to the rescaled MHV amplitude (2.23) and W (l)n is the
l-loop correction to the expectation value of the corresponding Wilson loop. As usual,
given a contour Cn, a Wilson loop is defined as
〈WCn〉 =
1
N
〈0|TrP exp
(
ig
∫
Cn
dτAµ(x(τ))x˙
µ(τ)
)
|0〉
≡ 1
N
∫
DADλDφ eiSǫ TrP exp
(
ig
∮
Cn
A(x)
)
, (4.2)
where A = dxµAaµT
a, T a are the SU(N) generators in the fundamental representation
and Sǫ is the dimensionally regularized N = 4 SYM action. For “standard” Wilson
loops Cn is a closed contour in position space, parametrized by an affine parameter
τ : Cn = {xµ = xµ(τ), τ ∈ [0, 1]}. In the present case, however, Cn is a curve in a
configuration space defined such that the difference of the coordinates of two points is
a momentum; it is in fact the same Wilson loop described at strong coupling. The
N = 4 SYM is defined on the same space. In this section we will review this remarkable
conjecture and the evidence for it.
ForN = 4 SYM theory one may identify the space with coordinates x with the position
space the theory is originally defined on. Expectation values of light-like Wilson loops
defined on this space are then translated to momentum space through the identifications
2πki = xi − xi+1 with xi labeling the cusps of the Wilson loop. Such identifications
are specific to conformal field theories and are related to the fact that the position
and momentum space can be trivially mapped into each other. The strong coupling
arguments described in section 3 imply however a more general relation – that scattering
amplitudes of a gauge theory with a string theory dual can be evaluated as expectation
values of Wilson loops in the dual momentum space regardless of whether the relevant
T-duality transformation leaves the boundary geometry invariant. For this reason we will
interpret in the following the Wilson loops as defined directly in the configuration space
with coordinates x related to particle momenta by 2πki = xi − xi+1. The corresponding
conformal group is that acting in momentum space, i.e. the dual conformal group.
It was mentioned briefly in section 2 that higher-loop and higher-multiplicity rescaled
MHV amplitudes possess a parity-odd component, proportional to the Levi-Civita tensor.
Such components cannot appear in a Wilson loop calculation. In all available explicit
calculation the parity-odd part of MHV amplitudes exponentiates (following the BDS
ansatz) and this drops out of the left hand side of equation (4.1). This is consistent with
the right hand side of that equation being expressible in terms of the expectation value
of a Wilson loop. It thus follows that the equation (4.1) suggests that a odd remainder
function does not exist to any loop order.
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Before proceeding it is worth mentioning that (4.2) is the standard definition of a
Wilson loop in a generic YM theory. In N = 4 SYM this definition is usually modified
to include scalar fields; for a generic curve C describing also some contour on S5 this is
WC =
1
N
〈0|TrP exp
(
ig
∫
C
dτ
[
Aµ(x(τ))x˙
µ(τ) + φi(x(τ))y˙
i(τ)
])|0〉 (4.3)
The condition that this Wilson loop is a protected operator is that
x˙2 = y˙2 . (4.4)
As described in section 3, Cn has no component on S
5, so y = 0. Nevertheless, since it
is constructed out of light-like segments, x˙2 = 0 and thus this loop is (locally) BPS away
from the cusp. It however enjoys little or no protection from supersymmetry; since the
supersymmetry generators preserved by each segment are different, the complete loop is
not supersymmetric.
4.2 The MHV amplitudes – Wilson loop relation at one-loop
The perturbative evaluation of the expectation value of the Wilson loops (4.2) (and,
generally, of any Wilson loop) is quite straightforward: one expands the exponent while
keeping track of the path ordering and then one evaluates the expectation value in equa-
tion (4.2) by Wick-contracting the resulting fields either among themselves or with fields
from the N = 4 Lagrangian. The gluon two-point function on this configuration space
parametrized by x is constructed in the standard way, by transforming from the Fourier
conjugate space. In Feynman gauge the result reads41
Gµν(x) = −ηµν Γ(1− ǫUV )
4π2
(πµ˜2)ǫUV
(−x2 + iǫ)1−ǫUV . (4.5)
The dimensional regulator D = 4− 2ǫUV with ǫUV > 0 appears due to the regularization
of the action (and thus of the Fourier transform) and is necessary because the cusps
introduce divergences. If this were a “standard” Wilson loop in Minkowski space the
divergences appearing due to the presence of cusps would be due to short distance ef-
fects. Thus, the regulator is labeled as “ultraviolet” [105] . In the present context, the
divergences are due to low energy and to low transverse momenta, so the divergences
should be labeled as “infrared”. This re-identification induces nontrivial transformations
on ǫ as well as on the unit mass µ of dimensional regularization [105].
Using this two-point function, to lowest order in perturbation theory the expectation
value is given by
〈WCn〉 = 1 +
1
2
(ig)2CF
∫
Cn
dτ
∫
Cn
dτ˜ x˙µ(τ)x˙ν(τ˜)Gµν(x(τ)− x(τ˜ )) +O(g4) . (4.6)
41It is important to keep in mind that, similarly to Feynman diagram calculations of scattering ampli-
tudes, different gauges lead to different forms for the two-point function and thus to different expressions
for each contribution to the expectation value of the Wilson loop and some gauges may be more useful
than others for exposing specific properties of the final result.
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Here CF = (N
2− 1)/(2N) is the quadratic Casimir of the fundamental representation of
SU(N) and Gµν is the free gluon propagator in configuration space (4.5).
42 We will now
discuss in some detail this expectation value and its comparison with the one-loop MHV
amplitudes discussed in section 2.
4.2.1 Four-sided polygon
The simplest example of Wilson loop of the type described in section 3 is a four-sided
polygon. The contour C4 consists of four light-like segments C4 = C1 ∪C2 ∪C3 ∪C4; They
are parametrized in terms of affine parameters τi as
Ci = {xµ(τi) = xµi + τi(xµi+1 − xµi ) = xµi − τikµi } , τi ∈ [0, 1] . (4.7)
The calculation of the integral (4.6) breaks up in several contributions Iij depending on
the segments connected by the gluon propagator:
(a) both ends of the gluon propagator are attached to the same segment, denoted by Ii i
(b) the ends are attached to adjacent segments, denoted by Ii i+1
(c) the ends are attached to different non-adjacent segments, denoted by Ii i+2
The integrals just introduced are quite straightforward to construct explicitly; one simply
replaces in (4.6) the parametrization of the various segments constructing C4. The generic
integral Iij is
Iij = −
∫ 1
0
dτi
∫ 1
0
dτj
(ki · kj)Γ(1− ǫUV )(πµ˜2)ǫUV
(−(xi − xj − τiki + τjkj)2 + iǫ)1−ǫUV
. (4.8)
These integrals can be conveniently represented as Feynman diagrams (see fig.(23)). The
one-loop correction to the expectation value of W4 may be isolated by simply taking the
logarithm of (4.6) and, in terms of the integrals above it reads
lnW4 = −g
2CF
4π2
∑
1≤j≤k≤4
Iij . (4.9)
It is not hard to evaluate the integrals appearing in the three cases above [105]:
• Integrals of type (a) vanish identically, being proportional to the square of the
corresponding momentum. Consider I11:
I11 ∝
∫ 1
0
dτ1
∫ 1
τ1
dτ2
(k21)
ǫUV
((τ1 − τ2)2 + iǫ)1−ǫUV = 0 (4.10)
since the ǫUV > 0.
42While this is not very relevant for the expression above, it is important to enforce the ordering of
the gluons along the Wilson loop. For example, the next term in the expansion (4.6) contributing to the
two-loop expectation value of the Wilson loop, contains a contribution with two gluons attached to one
segment and a third attached to a different one. To enforce the path ordering, the two gluons attached
to the same segment are integrated with the constraint τ1 > τ2. This will become clearer later.
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Figure 23: Different type of diagrams contributing to the one loop computation of the
expectation value of the four cusps Wilson loop.
• Integrals of type (b) are divergent, since they capture the expectation value of a
cusp Wilson loop (with sides of finite extent). Consider for example I12; it yields
I12 = −
∫ 1
0
dτ1
∫ 1
0
dτ2
(k1 · k2)Γ(1− ǫUV )(πµ˜2)ǫUV
(−2(k1 · k2)(1− τ1)τ2)1−ǫUV
= (−sπµ˜2)ǫUV Γ(1− ǫUV )
2ǫ2UV
,
(4.11)
where s = (k1+k2)
2 = (x3−x1)2 ≡ x213 is a two-particle momentum invariant. The
double pole in ǫUV arises from integration in the vicinity of the cusp at the point x2.
As mentioned before, the formal similarity of this calculation with that in position
space suggests identifying ǫ with an ultraviolet regulator. This identification will
be reinterpreted to account for the fact that in dual “configuration” space short
distances are identified with small energies.
• Integrals of type (c) are finite and thus can be evaluated directly in four dimensions.
For instance, I13 yields:
I13 =
∫ 1
0
dτ1
∫ 1
0
dτ3
k1 · k3
(k1(1− τ1) + k2 + k3τ3)2
= −1
2
∫ 1
0
dτ1
∫ 1
0
dτ3
s+ t
s(1− τ1) + tτ3 + (s+ t)(1− τ1)τ3
= −1
4
(
ln2(s/t) + π2
)
+O(ǫUV ) (4.12)
Similarly to the integrals of type (b), s = (k1+ k2)
2 = x213 and t = (k2+ k3)
2 = x224.
All other integrals can be obtained from I12 and I13 by simple relabeling of the momenta.
It is not hard to see that the features of the three types of integrals described here are
quite general, regardless of the number of sides of the polygon; integrals of type (a) always
vanish, integrals of type (b) contain only double-poles (and the associated momentum
dependence) and diagrams of type (c) are completely finite.
The complete one-loop contribution to the expectation value of the four-sided Wilson
loop can now be pieced together. Inserting (4.10), (4.11), (4.12) and their relabeled
versions into (4.9) leads to
lnW4 =
g2N
8π2
(
Div4 +
1
2
(
ln
s
t
)2
+ 2ζ2 +O(ǫUV )
)
+O(g4) (4.13)
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where the divergent part, denoted by Div, arises entirely from integrals of type (b) and
it reads
Div4 = − 1
ǫ2UV
((
µ2UV
−s
)−ǫUV
+
(
µ2UV
−t
)−ǫUV)
. (4.14)
An important point to note is the similarity of this divergence and the expression of the
logarithm of the Sudakov form factor (2.34) with G(1)0 = 0; this should not be surprising,
in light of the fact that part of the Sudakov form factor may be computed in the eikonal
approximation. The similarity may be sharpened by the following identifications:
ǫUV = −ǫIR ≡ −ǫ µ2UV = (µ˜2πeγ)−1 . (4.15)
The first relation captures the fact that while from the standpoint of the calculation
described here the singularities have a short distance nature, they are in fact due to gluons
with low energy and/or low transverse momentum when viewed from the position space
perspective. The second relation, inverting the unit scale of dimensional regularization,
is a reflection of the fact that the coordinates of this configuration space have positive
mass dimension.
A remarkable feature of equation (4.13) is that its finite part, defined as the remainder
after the subtraction of all infrared divergences and of the associated terms depending
on the unit scale µ – i.e. Div4 in equation (4.14), reproduces up to an additive constant
the finite part of the one-loop amplitude (2.69).
4.2.2 Higher polygons
The calculation of the expectation value of Wilson loops constructed on higher polygons
bears a certain similarity with the expectation value of the four-sided loop. The curve Cn
is now given by Cn = C1 ∪ · · · ∪Cn where each segment Ci (i = 1, . . . , n) is parametrized
as before Ci = {xµ(τi) = xµi + τi(xµi+1 − xµi ) = xµi − τikµi , τi ∈ [0, 1]}. Similarly to the
four-sided loop calculation, the result for the expectation value at one-loop is given in
terms of three types of integrals whose generic types are shown (for a six-sided loop) in
figure (24).
〈Wn〉 = 1− g
2CF
4π2
∑
1≤i≤j≤n
Iij +O(g4) (4.16)
The main difference compared to the four-sided loop involves the diagram in figure 24(c)
and is that at least one of the two momentum invariants that may be constructed from
the coordinates of the endpoints of the edges connected by the gluon exchange (and not
involving any of the momenta of the connected edges) is nonvanishing. One may consider
treating separately the case of a vanishing invariant; it turns out however that this may
be obtained smoothly from the general situation of two nonvanishing invariants.
The diagrams in figures 24(a) and 24(b) are identical to those in figures 23(a) and
23(b); the first one vanishes identically (Iii = 0) because the edges of the Wilson loop
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Figure 24: The three generic diagrams contributing to the expectation value of the n-
sided polygonal Wilson loop at one-loop order.
are light-like while second one yields43
Ii,i+1 = (−x2i,i+2πµ˜2)ǫUV
Γ(1− ǫUV )
2ǫ2UV
. (4.17)
Similarly to the integrals in figure 23(c), the integrals in figure 24(c) are finite and
thus may be computed directly in four dimensions. Denoting by i and j the beginning
vertex of the edges connected by the gluons and by ki = xi−xi+1 and kj = xj −xj+1 the
corresponding momenta, the gluon propagator is a function of
(x(τi)−x(τj))2 =
[
j−1∑
l=i
(xl − xl+1)− τiki + τjkj
]2
=
[
ki(1− τi) + kjτj +
j−1∑
l=i+1
(xl − xl+1)
]2
.
(4.18)
The sum
∑j−1
l=i+1(xl − xl+1) is nothing but the sum of momenta on one side of the edges
connected by the gluon. Denoting it by P ≡ ki+1,...,j−1 and also introducing Q as the
sum of momenta on the other side of the edges connected by the gluon, Q ≡ kj+1,...,i−1
(such that P +Q+ ki + kj = 0), s = (ki + P )
2 and t = (P + kj)
2, it is not hard to find
that
(x(τi)−x(τj))2 = P 2+(s−P 2)(1−τi)+(t−P 2)τj+(−s−t+P 2+Q2)(1−τi)τj . (4.19)
The resulting double-integral representation of the diagram Iij shown in figure 24(c) is
then
Iij =
1
8π2
F(s, t, P,Q) (4.20)
=
1
8π2
∫ 1
0
dτidτj
P 2 +Q2 − s− t
− (P 2 + (s− P 2)τi + (t− P 2)τj + (−s− t+ P 2 +Q2)τiτj) .
Upon integration [130], it surprisingly yields the finite (and µ-independent) part of the
easy two-mass box function introduced in section 2
F(s, t, P,Q) = −Li2(1− aˆs)− Li2(1− aˆt) + Li2(1− aˆP 2) + Li2(1− aˆQ2)(4.21)
aˆ =
P 2 +Q2 − s− t
P 2Q2 − st . (4.22)
43Recall that ki = xi − xi+1.
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Note that the limits P 2 → 0 and Q2 → 0 are smooth; this justifies treating the configu-
rations with j = i+ 2 as limits of the generic integrals Iij .
Collecting all contributions to the expectation value of the n-sided Wilson loop follow-
ing (4.16) one finds [130]
〈Wn〉 = Divn + Finn + Cn (4.23)
with Cn being an additive constant. Here Divn is, up to the identifications (4.15), the
appropriate sum of the logarithms of Sudakov form factors44 and Finn reproduces the
finite part of the one-loop MHV amplitude (2.70)-(2.73). 45
It is interesting that in Feynman gauge, used in the preceeding calculation, there is
such a clean separation of the divergent and the finite contributions to the expectation
value of the Wilson loop. As we will see in later sections, this separation does not survive
at higher loops. It would be interesting to identify a different gauge which realizes such
a separation to all orders in perturbation theory.
Before proceeding let us remark that, from the details described above following
[105, 130], it is apparent that the one-loop expectation value of the Wilson loop un-
der discussion is entirely independent on the matter content of the gauge theory it is
evaluated in. This suggests that, at least at one-loop level, MHV scattering amplitudes
in N = 4 SYM theory capture a universal structure of all gauge theories. Since the BDS
ansatz is constructed – up to the explicit expression of the cusp anomaly – from the
one-loop amplitude, this also suggests that the BDS ansatz captures a universal part of
scattering amplitudes in all gauge theories – the part determined by infrared singularities
and dual conformal invariance.
4.3 A conformal Ward identity
Wilson loops are generically not invariant under coordinate transformations, since the
latter changes the contour defining them; if the Lagrangian is invariant and if the Wilson
loop is well-defined (finite), then one finds instead that
〈W (C˜)〉 = 〈W (C)〉 (4.24)
where C˜ is the image of curve C under this coordinate transformations.
By restricting the class of coordinate transformations to the conformal group SO(2, 4)
it is possible to find more interesting information. While being operators of vanishing
44That is, Divn is the sum of one-loop form factors evaluated on all adjacent two-particle invariants
si,i+1. Its explicit expression follows from (2.67) by replacing f
(−2) and g(−1) with their one-loop values:
f (−2)(x) = 4x and g(−1)(x) = 0.
45 The relation between Wilson loops and scattering amplitudes may be extended, at one-loop level,
to an “integral-by-integral” identity. As discussed in [131], one may pick a gauge in the dimensionally
regularized theory in which the diagrams 24(b) also vanishes identically. Then, the complete contribution
to the expectation value of the Wilson loop comes from the integrals 24(c) each of which, in this gauge,
equals one easy two-mass box function.
67
classical dimension, generic Wilson loops do not enjoy definite conformal properties,
because the contour defining them changes under general conformal transformations.
Light-like Wilson loops are however special due to the fact that conformal transformations
preserve the light-cone up to perhaps dilatations. In the case at hand the contour is
composed of light-like segments xµ = xµ(τ). It is not hard to check that an inversion
transformation x˜µ = x
µ
x2
preserves this property:
xµ(τi) = τix
µ
i + (1− τi)xµi+1 → x˜µ(τ˜i) = τ˜ix˜µi + (1− τ˜i)x˜µi+1 (4.25)
τ˜i =
τi x
2
i
τi x2i + (1− τi) x2i+1
, (x˜i+1 − x˜i)2 = 0 (4.26)
Thus, the light-like polygons used to construct the Wilson loops related to scattering
amplitudes are invariant under inversion. They are of course not invariant under trans-
lations and Lorentz transformations, but their expectation value is, since it depends only
on the norm of the difference of coordinates of the endpoints of the edges. The same
then holds true for special conformal transformations.
Thus, since the N = 4 SYM theory is invariant under conformal transformations, if
the expectation value of light-like polygonal Wilson loops were finite and well defined in
four dimensions, they would also be invariant under conformal transformations.
W (C˜n) = W (Cn) , (4.27)
since the action compensates46 for the changes in the contour Cn 7→ C˜n under SO(2, 4)
transformations. 47
As we have seen previously however, the light-like polygonal Wilson loops require
regularization both because of the presence of cusps as well as because of the presence
of light-like edges which also lead to collinear singularities. Any regularization breaks
(dual) conformal invariance and thus potentially leads to anomalies. They were studied
in [90]; in the following we will review the results obtained there.
4.3.1 General Properties of Cusp Singularities
A general feature of the polygonal Wilson loops conjecturally related to MHV scattering
amplitudes is the presence of cusps. As we have seen in explicit calculations, their
presence combined with the fact that the edges are light-like leads to an ǫ−2 short distance
singularity at one-loop.48 The divergences arise from diagrams similar to those in figures
23(b) and 24(b); each of them contributes a factor (4.17). As a result, the divergent piece
46I.e. a coordinate transformation is necessary.
47This conclusion holds despite the fact that the Wilson loops are defined in a configuration space
related to momentum space rather than in the usual position space. One only needs to interpret the
conformal group acting on this configuration space – in this case the dual conformal group.
48We remind the reader that in the present context the distance is “short” in the dual momentum
space.
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of the Wilson loop expectation value at one-loop has the form
lnWn
∣∣∣
Div
=
g2
4π2
CF
2
(
− 1
ǫ2
n∑
i=1
(−x2i−1,i+1µ2)ǫ +O(1)
)
+O(g4) (4.28)
with xi the position of the cusps and the indices are cyclic – xi+n = xi. As alluded to
earlier, these singularities arise in two regimes: (a) when the gluon propagates a very
short distance (which can happen only if the points connected by the gluon are near the
cusp) and (b) if the gluon propagates parallel to one of the edges of the cusp. They are
in direct correspondence with the usual soft and collinear divergences which appear in
one-loop scattering amplitudes. Indeed, if the gluon propagates a short distance in this
configuration space its energy is very small; thus, this corresponds to the soft divergence
(2.25). Analogously, if the gluon propagates parallel to one of the light-like edges, then
its transverse momentum is very small and the corresponding singularity is analogous to
a collinear divergence (2.26).
At higher loops the divergence structure is somewhat more complicated to disentangle;
since in the same diagram one finds gluons attached to different segments and in different
configurations, various soft and collinear regimes can be realized simultaneously, increas-
ing the strength of the divergence. Additional divergences can arise from subintegrals
whose external legs are not directly linked to the edges of the cusp. It nevertheless con-
tinues to be true that at higher loops all cusp singularities are a combination of soft and
collinear ones (in the sense described above), similarly to the infrared singularities of
scattering amplitudes; to L-loop order, the singularities of light-like cusped Wilson loops
are poles starting at order 2L
〈Wcusp〉 ≈ (aµ
2ǫ)L
ǫ2L
+O(ǫ2L−1) (4.29)
Since from the standpoint of the evaluation of the Wilson loop expectation value these
divergences are due to short distance effects, they may (and should) be renormalized.
The renormalization properties of light-like Wilson loops have been extensively studied.
An important result obtained in [132] is that Wilson loop operators Wn are multiplica-
tively renormalized. In other words, divergences may be subtracted recursively and, after
subtraction of all subdivergences, the remaining overall divergence is local and can also
be subtracted by a counterterm, i.e.
〈Wcusp〉 = ZcuspFcusp , (4.30)
where Fcusp is finite as the regulator is removed while Zcusp contains all divergences.
49
The structure of the divergent factor Zn was analyzed in detail; the result obtained in
[133, 135] is that cusp singularities exponentiate and the divergent factor has the special
form
logZn = −1
8
∑
l≥1
al
n∑
i=1
(−x2i−1,i+1µ2)lǫ
(
γ
(l)
K
l2ǫ2
+
2Γ(l)
lǫ
)
(4.31)
49 In general, singularities in the expectation value of Wilson loops arise due to the presence of cusps.
For a multi-cusped light-like Wilson loop the relation (4.30) generalizes in the obvious way 〈Wn〉 = ZnFn.
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with γ
(l)
K the expansion coefficients of the cusp anomalous dimension (cf. equation (2.31))
and Γ(l) the so-called cusp collinear anomalous dimension, defined in the adjoint repre-
sentation of SU(N). The first few coefficients of the weak coupling expansion of γK are
shown in (2.36) while the first term in the expansion of the cusp collinear anomalous
dimension is
Γ(a) =
∑
ℓ≥1
aℓΓ(ℓ) = −7ζ3a2 +O(a3) (4.32)
Integrability allows the construction of an integral equation [3] determining the cusp
anomaly or universal scaling function f(a) to all orders in a weak (and/or strong) coupling
expansion. It would be interesting to construct a similar equation for Γ(a) and/or G(a).
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The structure of cusp divergences implies that the logarithm of the expectation value of
the light-like Wilson loops Wn conjecturally related to MHV amplitudes may be written
as
ln〈Wn〉 = −1
8
∑
l≥1
al
n∑
i=1
(−x2i−1,i+1µ2)lǫ
(
γ
(l)
K
l2ǫ2
+
2Γ(l)
lǫ
)
+ Fn (4.33)
where Fn is a finite contribution independent on µ. This structure matches the gauge
theory expectations for the logarithm of the rescaled MHV amplitudes Mn. In fact, the
universality of infrared divergences, emphasized by the soft and collinear factorization
and exponentiation theorem and by the discussion above, suggests that if non-MHV
amplitudes are captured by some types of Wilson loops, then these loops necessarily
must exhibit n cusps.
4.3.2 Conformal properties of light-like Wilson loops
On general grounds, when a symmetry is broken by a regulator it may develop anomalies
at the quantum level. They typically appear in the form of the product between a factor
vanishing as the regulator is removed and a factor that would diverge in the same limit.
Wilson loops in dimensional regularization could (and, as we will see following [90],
actually do) exhibit such anomalies in (dual) dilatation and (dual) special conformal
transformations.
Dimensional regularization preserves the dimension of fields due to the introduction of
the unit scale µ:
Sǫ =
1
g2µ2ǫ
∫
dDxL(x), L = −1
2
Tr(F 2µν) + ... (4.34)
where D = 4 − 2ǫ and we suppressed terms in the Lagrangian which have other fields
besides gluons. The fact that the dimension of fields is unchanged implies that in the
regularized theory the Wilson loop operator (4.2) continues to be conformally invariant
50It has been argued in [62] that Γ(a) and G(a) are related by a scheme-independent multiple of the
first subleading term in the large spin expansion of the anomalous dimension of twist-two operators.
70
up to a coordinate transformation. Both the Lagrangian and the integration measure
relating it to the action transform homogeneously under this coordinate transformation;
in four dimensions the action is invariant. A D = 4−2ǫ-dimensional integration measure
breaks this invariance and induces an O(ǫ) violation of dual conformal invariance (more
precisely, it is no longer invariant under dilatations and conformal boosts). In the path
integral evaluation of the Wilson loop expectation value this leads to an anomaly under
these transformations.
The existence of anomalies may be captured systematically in several different ways.
In the current context the most efficient one is through a Ward identity whose form – if
the regulator preserved dilatations and conformal boosts – would be
〈DWn〉 = 0, 〈KµWn〉 = 0 ; (4.35)
the anomalies will appear as inhomogeneous terms on the right hand side of these equa-
tions. The starting point in the derivation of the relevant anomalies would be to perform
the relevant transformations on the action in the presence of the regulator. It is possible
however to bypass this step51 by recalling that the action is invariant if ǫ = 0 and that the
transformation rules for fundamental fields does not depend explicitly on the dimension.
It thus follows that the Lagrangian transforms homogeneously with weight four:
D : L(x) 7→ Λ4L(Λx) (4.36)
Thus, under infinitesimal dilatations, the regularized action transforms as52
δDSǫ =
2ǫ
g2µ2ǫ
∫
dDxL(x) . (4.37)
From here one immediately concludes that
D〈Wn〉 =
n∑
i=1
(xi · ∂i)〈W (Cn)〉 = 〈δDSǫWn〉 = 2iǫ
g2µ2ǫ
∫
dDx〈L(x)Wn〉 (4.38)
Because of the presence of divergences in the correlation function on the right hand side,
it is not possible to set it to zero, despite its manifest proportionality to the dimensional
regulator. In light of the discussion of singularities of cusped Wilson loops, one may in
fact wonder whether a single power of ǫ is sufficient to render the right hand side finite.
As we shall see, this is indeed the case.
51 The following arguments may, of course, be checked using the conformal transformations of N = 4
SYM fields, denoted collectively by φI :
DφI = x
µ∂µφI + dφφI
K
muφI = (2x
µxν∂ν − x2∂µ)φI + 2xµdφφI + 2xν(Mµν) JI φJ ;
here Mµν are the Lorentz generators: M
µ
ν = x
µ∂xν − xν∂xµ .
52In the presence of the regulator the measure transforms as D : dDx 7→ Λ−4+2ǫdDx. Using Λ = 1+δΛ
and assuming that for an infinitesimal transformation δΛ is small, it is easy to find (4.37) upon expansion
in δΛ.
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A similar analysis yields an expression for the special conformal transformations of the
expectation value of the Wilson loop. The derivative part of special conformal transfor-
mations is a genuine invariance of the Lagrangian; this may be seen from the fact that the
transformation of the measure is trivial. Special conformal transformations also exhibit
a dilatation component, whose presence is necessary for the closure of the algebra. Since
the conformal boost generators carry a vector index, their dilatation component must be
multiplied by xµ. Thus, up to this factor of the coordinate, the action of these generators
on the Wilson loop is the same as that of the dilatation generator:
K
µ〈Wn〉 = (2xµxν∂ν − x2∂µ)〈Wn〉 = 4iǫ
g2µ2ǫ
∫
dDx xµ〈L(x)Wn〉 (4.39)
The precise normalization may be derived by making use of the commutation relation
[Pµ, Kν ] = −2i[ηµνD+Mµν ] or from the transformation rules in footnote 51. Similarly to
(4.38), the presence of divergences prevents at this stage setting ǫ→ 0 on the right hand
side of the equation above; these terms are the origin of the conformal boost anomaly
[90].
The renormalization properties of Wilson loops (4.30) suggest that it would be con-
venient to organize the equations (4.38) and (4.39) such that the divergent and finite
parts are separated. Thus, a convenient rewriting should involve the logarithm of the
expectation value of the Wilson loop by simply dividing by 〈Wn〉:
D ln〈Wn〉 = 2iǫ
g2µ2ǫ
∫
dDx
〈L(x)Wn〉
〈Wn〉 (4.40)
K
µ ln〈Wn〉 = 4iǫ
g2µ2ǫ
∫
dDxxµ
〈L(x)Wn〉
〈Wn〉 , (4.41)
where the left hand side is written in terms of logarithms because D and K are linear
differential operators. The explicit multiplication by ǫ on the right hand side implies
that only the divergent terms need to be evaluated since only they can contribute to this
product in the ǫ→ 0 limit.
The right hand side of the equations (4.40) and (4.41) have been explicitly evaluated
at one-loop order and the result extended to all loops in [90]. For the most part, the
details are common between the two equations: one first evaluates 〈L(x)Wn〉/〈Wn〉 as
a function of the insertion point x and then reconstructs the two inhomogeneous terms
above by direct integration.
To lowest nontrivial order, 〈L(x)Wn〉/〈Wn〉 is simply given by the same matrix element
as the leading contribution to the expectation value of the Wilson loop with an additional
insertion of the Lagrangian, the only contributing part of which is the gluon kinetic term
〈L(x)Wn〉
〈Wn〉 = −
1
8N
〈Tr [(∂µAν(x)− ∂νAµ(x))2]P (∮
Cn
dy · A(y)
)2
〉+O(g6) . (4.42)
This insertion slightly modifies the diagrams in figure 24 to those in figure 25. As we have
seen, in the absence of additional insertions, only the diagram 24(b) develops singularities
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( a ) ( b ) ( c )
X
X
X
X
Figure 25: Feynman diagrams contributing to 〈L(x)Wn〉 at lowest order in perturbation
theory. The wiggly line represents the gluon propagator and the blob the insertion point.
in Feynman gauge. The same continues to hold here and only the diagram 25(b) develops
singularities in Feynman gauge.
The final result for this expectation value, obtained in [90], is
2i
g2µ2ǫ
〈L(x)Wn〉
〈Wn〉 = −a
n∑
i=1
(−x2i−1,i+1µ2)ǫ
(
1
ǫ2
δ(D)(x− xi) + 1
ǫ
Υ(1)(x|xi−1, xi, xi+1) + finite
)
(4.43)
where the function Υ(1)
Υ(1)(x|xi−1, xi, xi+1) =
∫ 1
0
ds
s
(
δ(D)(x− xi − sxi−1,i) + δ(D)(x− xi + sxi,i+1)− 2δ(D)(x− xi)
)
(4.44)
is first term in the weak coupling expansion of a function Υ(a). Not entirely unexpectedly,
the double-pole in (4.43) is localized at the cusps; the simple poles in (4.43) receive
contributions both from cusps as well as from the edges. There is thus a similarity
between the origin of various pole terms at weak and strong coupling (cf. section 3.3, up
to the change of regularization from cut-off to dimensional regularization).
Upon integration with and without the xµ weight in equations (4.40) and (4.41) the
contribution of Υ(1) simplifies to∫
dDxΥ(1)(x|xi−1, xi, xi+1) = 0 (4.45)∫
dDxxµΥ(1)(x|xi−1, xi, xi+1) = xµi−1 + xµi+1 − 2xµi ; (4.46)
upon summation over the labels of the cusps, the contribution of Υ(1) to the right hand
side of the Ward identity for (dual) conformal boosts vanishes as well. Thus, collecting
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everything, it is easy to find that
D ln〈Wn〉 = −a1
ǫ
n∑
i=1
(−x2i−1,i+1µ2)ǫ +O(a2) (4.47)
K
µ ln〈Wn〉 = −a1
ǫ
n∑
i=1
xµi (−x2i−1,i+1µ2)ǫ +O(a2) (4.48)
These equations may be turned into an anomalous Ward identities for the (logarithm of
the) finite factor of the Wilson loop expectation value. Substituting the expression of
ln〈Wn〉 in terms of Zn and Fn – ln〈Wn〉 = lnZn + lnFn – and working out the action of
D and K on lnZn, one quickly finds that
D lnFn = 0 +O(a2) (4.49)
K
µ lnFn = a
n∑
i=1
xµi ln
x2i,i+2
x2i−1,i+1
+O(a2) (4.50)
The complete cancellation of singularities also identifies the numerical coefficient of the
leading singularity on the right hand side of (4.47) with the leading term in the weak
coupling expansion of the cusp anomalous dimension. This observation was used in [90]
to gain information on the all-loop structure of the anomaly.
4.3.3 An all-loop generalization of the conformal Ward identity
Unlike axial anomalies, the anomalies of the dual conformal symmetry are not one-loop
exact. It is possible, though not completely straightforward, to generalize to higher loops
the calculation described in the previous section. A key point which makes the calcula-
tions tractable is that, as repeatedly mentioned above, the complete contribution to the
anomaly is governed by the singular terms in the expectation value 〈L(x)Wn〉/〈Wn〉.
Information on the structure of anomaly can be gained from the observations made
before – that at one loop the coefficient of the leading pole is the one-loop cusp anomaly –
and from the fact that theWard identity for the finite part of theWilson loop should relate
finite quantities. From here it seems reasonable to conclude that the coefficient of the
leading singularity of 〈L(x)Wn〉/〈Wn〉 should in fact be proportional to first logarithmic
integral of the cusp anomaly (with the proportionality coefficient determined by the one-
loop calculation) and that the coefficient of the local term δ(x− xi) should also contain
Γ(a):
2iǫ
g2µ2ǫ
〈L(x)Wn〉
〈Wn〉 = (4.51)
= −
∑
l=1
al
n∑
i=1
(−xi−1,i+1µ2)ℓǫ
{
1
4
(
γ
(l)
K
lǫ
+ 2Γ(l)
)
δ(D)(x− xi) + Υ(l)(x|xi−1, xi, xi+1)
}
.
74
The structure of the coefficient of δ(D)(x−xi) guarantees that, as desired, all singularities
cancel in the action of D and Kµ on lnFn.
Ref.[90] argued that, order by order in the weak coupling expansion, the contribution
of Υ(l)(x|xi−1, xi, xi+1) to the Ward identity vanishes identically upon integration over the
insertion point x and summation over cusp labels. The argument is based on dimensional
analysis, the scheme independence of Υ and the fact that the form of Υ is, up to its
arguments, independent of the cusp it originates from.53
Inserting (4.51) into the first equation of (4.47) and making use of the vanishing ar-
guments for the contributions of Υ one finds the all-order Ward identities for dilatation
and conformal boosts
D ln〈Wn〉 = −1
4
∑
l=1
al
n∑
i=1
(−xi−1,i+1µ2)lǫ
(
γ
(l)
k
lǫ
+ 2Γ(l)
)
(4.52)
K
µ ln〈Wn〉 = −1
2
∑
l=1
al
n∑
i=1
xµi (−xi−1,i+1µ2)lǫ
(
γ
(l)
K
lǫ
+ 2Γ(l)
)
(4.53)
Similarly to the one-loop calculation in the previous section, it is useful to recast these
equations as constraints on the finite factor Fn in (4.30). As expected and desired, all
singularities cancel and the regulator can be removed (ǫ → 0). Thus, (4.52) and (4.53)
become
D lnFn =
n∑
i=1
(xi · ∂i)Fn = 0 (4.54)
K
µ lnFn =
n∑
i=1
(2xµi xi · ∂i − x2i ∂µi ) lnFn =
1
4
f(a)
n∑
i=1
xµi,i+1 log
x2i,i+2
x2i−1,i+1
(4.55)
The first equation implies that the finite part of the expectation value of cusped Wilson
loops discussed here are functions of dimensionless, scale invariant ratios of products
of cusp coordinates xi. The same conclusion may be reached on dimensional grounds,
making use of the fact that, in the presence of the regulator, 〈Wn〉 depends on the unit
scale of dimensional regularization. Then,∑
i
(xi · ∂i − µ∂µ) ln〈Wn〉 = 0 , (4.56)
which becomes (4.54) upon use of (4.30). The consequences of the conformal boost Ward
identity will be discussed in the next section; not surprisingly, the results reproduce the
structure of constraints on scattering amplitudes following from dual conformal invari-
ance.
53Independently of these arguments, it is possible to show explicitly that∫
dDxΥ(l)(x|xi−1, xi, xi+1) = 0 ,
a calculation which strengthens the arguments of [90].
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4.3.4 Constraints on expectation values of Wilson loops
As we have seen previously, the equation (4.54) implies a relatively simple constraint on
the finite part Fn of the Wilson loop. The Ward identity for conformal boosts requires
further analysis.
The notation may be slightly simplified by making use of the maximal nonabelian
exponentiation theorem [138, 139, 140] which states that the expectation value of Wilson
loops have a natural exponential structure and the exponent itself has an diagrammatic
interpretation in that it receives contributions only from the Feynman diagrams which
are two-particle irreducible. From this standpoint it is perhaps more natural to replace
lnFn by its logarithm
lnFn(a) =
1
4
f(a) Fn(a) . (4.57)
The reason for introducing the factor of the cusp anomaly f(a) is that the right hand
side of (4.55) also exhibits a similar overall factor and thus the resulting equation does
not contain any further explicit coupling constant dependence:
n∑
i=1
(2xµi xi · ∂i − x2i ∂µi )Fn =
n∑
i=1
xµi,i+1 log
x2i,i+2
x2i−1,i+1
. (4.58)
As usual, the solution to this type of equation is a sum between a solution of the
inhomogeneous equation and a general solution of the homogeneous one. Because of its
lack of coupling constant dependence, the equation (4.58) implies that the solution to the
inhomogeneous equation is determined by a one-loop calculation. It is thus clear that,
up to the coupling constant dependence, Fn is just the one-loop expectation value of the
n-sided Wilson loop.54
The calculations in sections 4.2.1 and 4.2.2 imply then that
F4 =
1
2
F
(1)
4 (0) + C4 Fn =
1
2
F (1)n (0) + Cn (4.59)
with F
(1)
4 (0) and F
(1)
n (0) given by equations 2.69 and 2.70-2.73, respectively. It is indeed
possible to check [90] that these expressions solve the equation (4.58).
To this solution one should add a solution to the homogeneous version of equation
(4.58) (i.e. the equation with the right hand side removed). Instead of finding the
general solution by directly solving this differential equation, it is more convenient to
make use of the fact that conformal boosts are just a combination of inversion and
translation – K = IPI – and construct inversion and translation invariants known as
conformal cross-ratios which also appeared in our discussion of conformal properties
54It is quite remarkable that, interpreting the cusp anomalous dimension as the “physical” coupling
constant makes the anomaly of dual conformal conformal boosts into an one-loop-exact quantity. This
is reminiscent of suggestions in reference [141, 142].
76
of scattering amplitudes in section 2.5. This strategy is extensively applied in two-
dimensional conformal field theories; in four dimensional theories it was initially applied,
in a related context, in [143].
As we briefly mentioned in section 2.4.1, inversion transformations act as
I : xµi 7→
xµi
x2i
and I : x2ij 7→
x2ij
x2ix
2
j
. (4.60)
Thus, using the fact that x2i,i+1 = 0, inversion and translation invariants are constructed
from the coordinates of any four cusps whose labels differ ( mod the number of sides of
the polygon) by at least two units. All relevant invariants may be identified by choosing
four unordered labels (i, j, k, l) and constructing
uijkl =
x2ijx
2
kl
x2ikx
2
jl
; (4.61)
reordering of the labels (i, j, k, l) may lead to different invariants corresponding to the
same choice of cusps. The solution to the homogeneous form of the equation (4.58) is
then an arbitrary function of all possible such conformal cross-ratios and of the coupling
constant a.
Clearly, the cross-ratios (4.61) are even under parity transformations. It is also possible
to construct dual conformal invariants which are parity-odd. Products of an even numbers
of such quantities are expressible in terms of the cross-ratios (4.61). We are assuming
throughout that the solution to the anomalous Ward identity does not contain terms
linear in such parity-odd invariants.
Not surprisingly, the number of invariants depends strongly on the number of cusps.
Simple counting implies that for n = 4 and n = 5 no such conformal ratios may be
constructed; thus, the only solution of the homogeneous equation (4.58) for four- and
five-sided polygons is just a constant. Thus,
F4,5 =
1
2
F
(1)
4,5 (0) + C4,5 . (4.62)
Conformal cross-ratios exist for polygons of at least six sides. The minimum number
of invariants occurs for n = 6; it is trivial to check that
u1 =
x213x
2
46
x214x
2
36
, u2 =
x224x
2
15
x225x
2
14
, u3 =
x235x
2
26
x236x
2
25
. (4.63)
are indeed solutions of the homogeneous equation (4.58) and, because of the linearity of
K, so is any function of them. Thus,
F6 =
1
2
F
(1)
6 (0) +RW6(u1, u2, u3; a) , (4.64)
where we denote by RW6(u1, u2, u3; a) the solution of the non-anomalous Ward identity
which is necessary to relate (4.59) to the expectation value of the six-sided Wilson loop.
A similar function may be defined for Wilson loops with an arbitrary number of edges
Fn =
1
2
F (1)n (0) +RWn(u; a) (4.65)
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and represents the Wilson loop analog of the remainder function RAn capturing the
departure of scattering amplitudes from the BDS ansatz (cf. section 2.5).55
4.4 Higher-loop tests of the amplitude/Wilson loop relation
The discussion in previous sections exposes a relation between two apparently different
quantities: MHV gluon scattering amplitudes in N = 4 SYM theory and the expectation
value of Wilson loops constructed in a special way from light-like segments. Manipula-
tions using T -duality transformations for strings in AdS5×S5 suggest that this is indeed
the case at strong coupling (cf. section 3). At weak coupling we have seen evidence
for this relation at one-loop level and we will see further two-loop evidence in the next
section. Before proceeding with describing these calculations [90, 144, 145, 146], let us
pause and discuss the general structure of both amplitudes and Wilson loop expectation
values which have emerged from our symmetry considerations.
The structure of MHV scattering amplitudes follows from the BDS ansatz, explicit
calculations and the assumption that the dual conformal symmetry observed at low
orders in perturbation theory holds to all orders in perturbation theory: 56
lnMn = Divn + f(a)
4
M(1)n (k1, ..., kn) +RAn(u, λ) + C(a) + nk(a) (4.66)
where M(1)n is the rescaled one-loop amplitude, RA(u, a) is a function of the ’t Hooft
couplings and all conformal ratios consistent with the kinematics of the process and C(a)
and k(a) are functions that are independent of the kinematics and the number of gluons.
The first two and last two terms above are part of the BDS ansatz while the remainder
function RA captures the potential departures from it. It is important to stress that
RA4,5(u, a) = 0 and thus the BDS ansatz holds true in these cases.
The structure of the expectation value of light-like cusped Wilson loops follows, as
seen in the previous section, from explicit calculations and dual conformal invariance:
ln〈Wn〉 = D˜ivn + w(1)n (k1, ..., kn, a) +RWn(u, a) + c(a) + nd(a) (4.67)
where w
(1)
n (k1, ..., kn) is, up to a factor of the cusp anomaly, the one-loop expectation value
of the Wilson loop, RW (u, λ) is a function of the ’t Hooft couplings and all conformal
ratios consistent with the light-like nature of the loop and c(λ) and d(λ) are functions
that are independent of the kinematics or the number of edges. Explicit computations
show that w
(1)
n =
f(λ)
4
M(1)n . It is also important to mention that this separation of the
divergent part of the logarithm of the Wilson loop expectation value from its finite part
is consistent with the strong coupling analysis described in section 3.
If both the amplitude/Wilson loop relation as well as the BDS ansatz were indeed to
hold, then together they would imply that the logarithm of the expectation value of the
55The first argument of RWn(u; a) denotes the set of all conformal cross-ratios that can be constructed
from the coordinates of the n cusps.
56As mentioned previously in section 2, in the absence of an explicit proof, this assumption must to
be tested by explicit calculations.
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light-like cusped Wilson loops, naturally given by the maximal nonabelian exponentiation
theorem in terms of Feynman diagrams, would equal up to a factor of the cusp anomaly
the one-loop expectation values of the same light-like cusped Wilson loops. This non-
trivial statement holds for four- and five-sided loops, as a consequence of dual conformal
invariance which implies that the remainder functions RW4,5 are constants. As we will
review in section 4.5.2, starting with six-sided loops this no longer holds, implying the
existence of nontrivial remainder functions.
On the explicit expressions (4.66)-(4.67) one may take the strong coupling limit and
contrast the result with the expectations stemming from the analysis in section 3. If the
relation between Wilson loops and MHV amplitudes holds, then
lim
λ→∞
(w(1)n (k1, ..., kn, a) +RWn(u, a)) = lim
λ→∞
(
f(a)
4
M(1)n (k1, ..., kn) +RAn(u, a)
)
. (4.68)
One may further make use of the fact that w
(1)
n (k1, ..., kn, a) =
f(a)
4
M(1)n (k1, ..., kn) to
conclude that the two remainder functions RWn and RAn must be equal. It is however
more instructive to temporarily leave equation (4.68) unchanged.
4.4.1 Rectangular configuration with a large number of gluons
To test the relation between Wilson loops and MHV amplitude at strong coupling in the
form of the equation (4.68) it appears necessary, at least at first sight, to find the minimal
surface corresponding to some n-sided polygonal boundary conditions. As seen in section
3, such a construction is challenging for any number of sides larger than four. As we have
discussed, agreement is guaranteed in this instance by dual conformal invariance.
A technically simpler construction corresponds to a relatively singular kinematics cor-
responding to infinitely many gluons with alternating positive and negative energies. In
the dual configuration space this is represented by a sequence of light-like segments span-
ning a zigzag following a light-like rectangular contour of width L and height T , as shown
in figure 26.
t
x
y
Figure 26: Zigzag configuration approaching the space-like rectangular Wilson loop.
In the limit of a large number of edges and for very large T and L such that T ≫ L the
contribution to the scale-invariant part of the result may be identified as being given by
the same minimal surface that yields the quark-antiquark potential [100, 101]. Indeed, in
this limit and for the purpose of the evaluation of the scale-invariant part of the area, the
minimal surface corresponding to the zigzag boundary condition may be approximated
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by the minimal surface ending of the rectangle. It follows then [100, 101] that
ln〈Wrect〉 =
√
λ
4
16π2
Γ(1
4
)4
T
L
. (4.69)
This is the strong coupling limit of the scale-invariant part of the left hand side of the
equation (4.68). The first term on the right hand side may be trivially computed, as it
is given by the strong coupling limit of the cusp anomaly and the particular kinematic
limit of the expectation value of the n-sided Wilson loop at one-loop – i.e. by the scale-
invariant part of the one-loop correction to the quark-antiquark potential:
1
4
f(a)M(1)n (k1, ..., kn)−→
√
λ
4
T
L
, (4.70)
where we used the fact that, as stated in (4.1), a = λ/8π2. Since this first term on
the right hand side of the equation (4.68) does not reproduce the expression in equation
(4.69), it follows that the remainder functions RA and/or RW are nontrivial functions
of kinematic invariants57. This is consistent with the observation in section 2 that RA6
is nontrivial. To strengthen this conclusion we will summarize in the next section the
two-loop correction to the expectation value of light-like cusped Wilson loops.
4.5 Two loops and beyond
The arguments in the previous sections, leading to the conjectured relation between
scattering amplitudes and light-like cusped Wilson loops, are very compelling. Dual
conformal symmetry SO(2, 4) is, however, yet to be proven to be a symmetry of the
(MHV) amplitudes. Thus, its presence and consequences need to be tested.
One way to explore further the scattering amplitudes/ Wilson loops equivalence is by
comparing the results of explicit calculations on both sides. This includes both four-
and five-point amplitudes and the corresponding Wilson loops. The rationale behind
low-point calculations is to test the consequences of dual conformal invariance. In the
following we review two-loop computations for the expectation value of light-like Wilson
loops for four and six cusps58. The loop with n = 6 is particularly important since, as
we have already seen, it is the lowest number of edges for which the result is not fixed
by conformal invariance and thus a remainder function can appear.
Both for n = 4 and for n = 6 the goal is to evaluate the expectation value (4.2) up
to order g4. One may organize the contributions to the expectation value of the loop
following the order in the expansion of the path-ordered exponential which participates
57It is worth mentioning that this reasoning was the first indication that the BDS ansatz departs from
the true expression of scattering amplitudes. Additional evidence in the same direction comes from the
analysis of the BFKL equation [147].
58The two-loop correction to the five-sided cusped Wilson loop was evaluated in [90].
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in the calculation. To order g4 there are are terms with two, three and four gauge fields:
Wn = 1 (4.71)
+
1
2
(ig)2TrP
∫
Cn
dτ1dτ2 ˙ˆx
µ
1
˙ˆxν2Aµ(xˆ1)Aν(xˆ2)
+
1
3!
(ig)3TrP
∫
Cn
dτ1dτ2dτ3 ˙ˆx
µ
1
˙ˆxν2
˙ˆxρ3Aµ(xˆ1)Aν(xˆ2)Aρ(xˆ3)
+
1
4!
(ig)4TrP
∫
Cn
dτ1dτ2dτ3dτ4 ˙ˆx
µ
1
˙ˆxν2
˙ˆxρ3
˙ˆxσ4Aµ(xˆ1)Aν(xˆ2)Aρ(xˆ3)Aσ(xˆ4) ,
where we used the notation xˆi ≡ x(τi). The two-gluon term contributed to the one-loop
expectation value as well. To order g4 some of the interaction terms in the Lagrangian
become relevant. Indeed, to this order, the two-gluon term above combines with two
three-field terms or one four-field term from the Lagrangian, while the three-gluon term
above combines with a three-field term in L.
As in the one-loop computation, all terms may be conveniently represented in terms of
Feynman diagrams. Depending on the number of edges of the loop they may be further
classified following the number of adjacent edges the gluons are attached to. Some of the
diagrams which appear in all calculations are shown in figure 27. The diagrams 27(a)
have the same topology as the one loop diagrams except that the gluon propagator is
dressed with a self-energy insertion. The diagrams 27(b) contain three gluon propagators
joined by a three-gluon vertex. Last, diagrams 27(c) do not contain any interaction terms
from the Lagrangian.
Figure 27: Generic diagrams appearing at two loops when computing the expectation
value of cusped Wilson loops.
It is interesting to note that these diagrams are almost independent of the matter
content of the theory. Indeed, all diagrams except the self-energy insertion receive con-
tributions only from gauge fields. Moreover, the one-loop gluon self-energy insertions are
very similar in all four-dimensional conformal field theories as fundamental role of the
matter content at this order is to guarantee the vanishing of the beta function. A possible
interpretation of this observation is that, similarly to the BDS ansatz, the expectation
value of cusped Wilson loops captures a universal part of the physics of four-dimensional
conformal field theories in general and of their scattering amplitudes in particular (a part
which is nonetheless different from that captured by the BDS ansatz).
An important tool in higher-loop computations is the so called nonabelian exponen-
tiation theorem [138, 139, 140]. As mentioned previously, it states that the expectation
value of Wilson loops has a natural exponential structure; the logarithm of 〈W 〉 is itself
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given in terms of Feynman diagrams which are a subset of the complete set of diagrams59
contributing to 〈W 〉. This subset is identified by the color factors:
ln 〈W 〉 = log
(
1 +
∞∑
l=1
(
g2
4π2
)l
W (l)
)
=
∞∑
l=1
(
g2
4π2
)l
c(l)w(l) (4.72)
where W (l) denotes the l loops contribution to the expectation value of the Wilson loop
and w(l) denotes the contribution to W (l) with the ”maximally nonabelian” color factor
c(l). Roughly, only the subset of l loops diagrams with maximally interconnected gluon
propagators contribute to w(l). The examples in the following section will hopefully
clarify this notion. To the first few orders in the loop expansion, l = 1, 2, 3, the maximally
nonabelian factor is c(l) = CFN
l−1, but starting from four loops it is not expressible in
terms of the Casimirs CF and CA [139, 140].
The diagrams with non-maximal color factor factorize in products of lower-loop contri-
butions and, in the calculation of 〈W 〉, may be identified with terms in the expansion of
exp
[∑∞
l=1
(
g2
4π2
)l
c(l)w(l)
]
. From this perspective one may intuitively relate the appear-
ance of maximal nonabelian color factors with two-particle irreducibility. To conclude
these preparations, by using the nonabelian exponentiation theorem, w(2) is completely
determined by the contribution to W (2) proportional to CFN .
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4.5.1 Polygon with four cusps
The basic ingredients of two loops computations already appear when studying two loops
corrections to the four cusps Wilson loop, so we begin by reviewing this calculation in
some detail [144]. The complete set of diagrams, not making use of the nonabelian
exponentiation theorem, is shown in figure 28.
It is not hard to argue that, similarly to their one-loop counterparts, two-loop diagrams
with both ends of a gluon propagator on the same light-like edge vanish identically
(essentially because they depends on a single momentum and no nonvanishing invariant
may be constructed from it). They have not been included in figure 28. The properties
of nonvanishing diagrams are summarized below [144]:
• Diagrams with a single (dressed) gluon propagator are shown in fig. 28, (a) and
(b). Their color factor is CFN , and thus they contribute to w
(2). Both contain
contain divergences due to the presence of the cusp, from the light-like edges and
also intrinsic to the self-energy insertion. Their pole expansion takes the form
A(a) ≃ 1
ǫ3
+ ... and A(b) ≃ 1
ǫ
+ ....
• The color factor of diagrams with three gluon propagators joined by a interaction
vertex, shown in figures 28, (c), (d) and (e), is also CFN ; they therefore also
59Up to a few planar diagrams with two gluon propagators
60Indeed, by using the nonabelian exponentiation theorem we find that W (1) = CFw
(1) and W (2) =
CFNw
(2)+ 12C
2
F (w
(1))2, so the piece ofW (2) proportional to C2F is determined by the one loop correction.
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( a ) ( b ) ( c ) ( d )
( e ) ( f ) ( g ) ( h )
( j )( i ) ( k )
Figure 28: Diagrams contributing to the expectation value of the four-sided Wilson
loop at two-loop level; all diagrams contributing to the logarithm of the Wilson loop
expectation value (i.e. those with maximal nonabelian color factor) are shown. We also
show an example (diagram k) of diagram with non-maximal color factor; these diagrams
don’t need to be evaluated, as their contribution disappears in the logarithm of the
expectation value of the Wilson loop.
contribute to w(2). All of them are divergent and their pole expansion is A(c) ≃
1
ǫ4
+ ..., A(d) ≃ 1
ǫ2
+ ... and A(e) ≃ 1
ǫ
+ .... The strength of the leading singularity
may be understood in terms of the number gluon propagators which may collapse
at cusp singularities.
• Non-planar diagrams with two gluon propagators, shown in figures 28(f)–(j), have
a color factor equal to CF (CF − N/2). Hence, the term proportional to CFN ,
obtained by replacing CF (CF −N/2)→ −CFN/2, contributes to w(2) 61. Diagrams
of type (g), (i) and (j) are finite, while diagrams (f) and (h) diverge as A(f) ≃ 1
ǫ4
+...
and A(h) ≃ 1
ǫ
+ .... Similarly to the previous item, the strength of these singularities
may be understood in terms of the number gluon propagators which may collapse
at cusp singularities.
• The planar diagram with iterated gluon propagators shown in figure 28(k) has C2F
as color factor. Therefore, this diagram does not contribute to w(2). In fact, it
combines with the terms proportional to C2F ignored in the previous item to yield
unrestricted integrals over the end-points of the two gluon propagators; these terms
are nothing but the finite part of (w(1))2 which is necessary to reconstruct W (2).
61Notice that the contribution of these diagrams to W (2) is suppressed in the large N limit, however,
their contribution to w(2) is not
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It is possible to find analytic expressions for all the integrals shown in figure 28. Com-
bining them in the appropriate permutations leads to an expression for w(2):
w(2) =
(
(−x213µ2)2ǫ + (−x224µ2)2ǫ
)( 1
ǫ2
π2
48
+
1
ǫ
7
8
ζ3
)
− π
2
24
log2
(
x213
x224
)
− 37
720
π4 +O(ǫ)
(4.73)
Combining this and the expression for w(1) constructed in section 4.2.1 leads to an ex-
pression for the logarithm of the expectation value of the Wilson loop as a sum of a
divergent term and a finite term, which matches the structure of equation (4.33)
ln〈W4〉 = Div(−x13µ2) + Div(−x24µ2) + F4
(
x213
x224
)
. (4.74)
The divergent Div(−x13µ2) and finite F4 parts are
Div(−x13µ2) = − a
ǫ2
(−x13µ2)ǫ + a2(−x13µ2)2ǫ
(
1
(2ǫ)2
π2
6
+
1
2ǫ
7
2
ζ3
)
+O(a3) (4.75)
F4
(
x213
x224
)
=
1
4
(
2a− π
2
3
a2 +O(a3)
) (
ln
x213
x224
)2
+
(
π2
3
a− 37
360
π4a2
)
+O(a3) (4.76)
The identifications (4.15) imply that the leading pole of Div(−x13µ2) agrees with the
general form of the infrared poles of scattering amplitudes (2.67). The subleading poles
in the same equation, evaluated for the universal scaling function and G-function of
N = 4 SYM, are also reproduced after a further λ-dependent redefinition of µ. The
double-logarithm in the finite term F4 reproduces the kinematic dependence of the finite
part of the two loops MHV amplitude for four gluons (2.70). Its coefficient may be
recognized as the two-loop cusp anomaly (2.36). In light of the constraints imposed
by dual conformal invariance this agreement is not surprising; this calculation however
shows the validity of higher-loop arguments based on it. 62
4.5.2 Polygon with six cusps
As discussed at length in section 4.3.4, dual conformal symmetry is not sufficiently pow-
erful to completely fix the expectation value of light-like Wilson loops with at least six
cusps. The expectation value is instead fixed up to the addition of some function of
conformal ratios and the coupling constant (cf. equation (4.65). Thus, the finite part of
the logarithm of the six-sided loop (defined by lnWn = lnZn + lnFn) is
lnF6(a) =
1
4
f(a)F
(1)
6 (0) +RW6(u1, u2, u3; a) (4.77)
where F
(1)
6 (0) is the one-loop expectation value of the six-sided loop and RW6(u1, u2, u3; a)
is an arbitrary function of the coupling constant and the three nontrivial conformal cross-
ratios which may be constructed from the coordinates of the six cusps (see equation
62In [134] it was argued that a similar duality relation between the four point amplitude and the four
edges Wilson loop holds also for QCD in the Regge limit.
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(4.63)). Its loop expansion reads
RW6(u1, u2, u3; a) =
∞∑
l=1
alR
(l)
W6(u1, u2, u3) . (4.78)
By construction, the one-loop remainder function R
(1)
W6(u1, u2, u3) is at most a constant
independent of the kinematics. The properties of the higher loop terms in (4.78) may
be found (at the time of this writing) only by explicit calculations of the higher loop
expectation value of the Wilson loop.
As for the four-sided loop, the calculation makes use of the nonabelian exponentiation
theorem, which identifies, at the level of Feynman diagrams, the contributions to ln〈W6〉.
It is however unclear whether the contributions to R
(2)
W6(u1, u2, u3) have by themselves
a Feynman diagram interpretation.63 Thus, the only available method of identifying
R
(2)
W6(u1, u2, u3) is to first evaluate the complete two-loop contribution to ln〈W6〉 and
then subtract the divergences as well as the two-loop contribution of the first term in
equation (4.77).
The calculation was carried out in [145, 146]; some of the diagram topologies contribut-
ing to w
(2)
6 are analogous to those discussed in section 4.5.1 (see however the differences
pointed out in footnote 63). Others are completely different, due to the additional free-
dom provided by the existence of additional edges.
Figure 29: Diagram topologies contributing to the expectation value of the light-like
hexagon Wilson loop which have no counterpart for Wilson loops based on lower polygons.
The calculation is technically more involved that that of the four- and five-sided poly-
gon; the final result may currently be found only numerically. An immediate test of the
result is that indeed the Wilson loop remainder function depends only on the three con-
formal cross-ratios, as the initial construction implies. Besides this consequence of dual
conformal invariance, it is also possible to identify other properties of the R
(2)
W6(u1, u2, u3)
and compare them with expectations based on the conjectured relation with MHV scat-
tering amplitudes, as captured by the equation (4.68). Perhaps the main consequence
of that equation is that in the Wilson loop analog of a collinear limit, consistency with
63 One may attempt to identify them with the diagrams which do not exists for loops with four and
five cusps. However, even the diagrams that do exists in those cases are structurally different since some
of the differences of cusp coordinates are no longer light-like. It is therefore not clear whether such an
identification is appropriate.
85
the results for the expectation value of the five-sided loop requires that the Wilson loop
remainder function R
(2)
W6(u1, u2, u3) should become a constant.
64
The precise definition of collinear limit was described in equation (2.16). By inspecting
the expressions of the cross-rations u1,2,3 in equations (2.74) and (4.63) it is easy to see
that any collinear limit corresponds to exactly one vanishing cross-ratio. Without loss of
generality one may choose it to be u1. It is then not hard to see that, in this limit, the
remaining cross-ratios are related by
u2 + u3 = 1 . (4.79)
With the notation u ≡ u2, the Wilson loop remainder function should therefore behave
as
R
(2)
W6(0, u, 1− u) = c , (4.80)
independently of u. Thorough numerical tests of this relation were carried out in [145]
with the result that equation (4.80) does indeed hold. Figure 30 illustrates the numerical
results 65. The constant value of R
(2)
W6(0, u, 1− u) was found in [146] to be
R
(2)
W6(0, u, 1− u) = 12.1756 . (4.81)
Due to the singular nature of collinear limits, the numerical error associated to this value
(∼ 10−3) is larger than for generic u1 ≡ γ 6= 0 kinematic configurations.
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Figure 30: The u dependence of the difference (c−R(2)W6(γ, u, 1− u)) for different values
of γ = 0.001 (lower curve), γ = 0.01 (middle curve) and γ = 0.1 (upper curve).
Figure 30 also implies that R
(2)
W6(γ, u, 1−u) is not a constant away from the u1 ≡ γ = 0
surface. As discussed in section 2.6, the same holds for the (MHV) amplitude remainder
64This is analogous to the requirement that the amplitude remainder function R
(2)
A6(u1, u2, u3) vanishes
in this limit.
65We thank the authors of [105] for providing us with this figure.
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function R
(2)
A6. The comparison of the values of the two functions at selected kinematic
points was carried out in [89, 146]. To avoid any mismatch due to unaccounted constant
shifts as well as loss of numerical precision it is convenient to compare the difference of
remainder functions from a chosen reference point. A convenient one is the symmetric
point K(0) in table 2.1 for which the conformal cross-ratios are
(u1, u2, u3) =
(
1
4
,
1
4
,
1
4
)
. (4.82)
The differences between the amplitude and Wilson loop remainder functions at the points
K(i) and at K(0) (denoted by R0A6 and R
0
W6, respectively) are shown in table 4.1; the third
column contains the difference of remainders for the amplitude, while the fourth column
has the corresponding difference for the Wilson loop.
kinematic point (u1, u2, u3) RA6 − R0A6 RW6 − R0W6
K(1) (1/4, 1/4, 1/4) −0.018± 0.023 < 10−5
K(2) (0.547253, 0.203822, 0.881270) −2.753± 0.015 −2.7553
K(3) (28/17, 16/5, 112/85) −4.7445± 0.0075 −4.7446
K(4) (1/9, 1/9, 1/9) 4.12± 0.10 4.0914
K(5) (4/81, 4/81, 4/81) 10.00± 0.50 9.7255
Table 4.1: The comparison between the remainder functions RA6 and RW6 for the six-
point MHV amplitude and the six-sided Wilson loop. The numerical agreement between
the third column and fourth columns provides strong evidence that the remainder func-
tion for the Wilson loop is identical to that for the MHV amplitude.
The agreement between the remainder functions for the six gluon amplitude and that
of the six-sided Wilson loop shown by table 4.1 suggests that MHV amplitudes and
Wilson loops continue to be related even when dual conformal invariance is not sufficiently
restrictive to uniquely fix them.
By construction, the remainder function for the six-gluon MHV amplitude vanishes
in all collinear limits. Using the constant value (4.81) one may define a Wilson loop
reminder with similar vanishing properties. Such a remainder function enforces the fact
that all singularities as well as the finite terms related to them are accounted for by the
solution of the anomalous Ward identity. It is worth mentioning that this remainder
function reproduces the amplitude one without additional subtractions.
5 Outlook
Scattering amplitudes remain one of the basic ingredients in our understanding of quan-
tum field theories. They are usually evaluated order by order in a weakly-coupled per-
turbation theory and it is rarely the case that the resulting series can be constructed and
resummed to all orders in perturbation theory, even only in the planar limit. The N = 4
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SYM theory is perhaps special in this respect, being sufficiently simple to make higher
order calculations feasible yet being sufficiently nontrivial for the resulting scattering
matrix to (apparently) contain nontrivial dynamical information.
We have described techniques which allow, in N = 4 SYM, efficient higher-loop and
higher multiplicity calculations. Though not reviewed here, some of these techniques
have been extended to phenomenologically-relevant theories, such as QCD (for a review
see e.g. [16]). General properties of infrared singularities together with explicit higher
loop calculations led to the formulation of the BDS ansatz, expressing all higher-loop
MHV amplitudes in terms of their one-loop expressions.
In the strong coupling regime, the AdS/CFT duality suggests, through the use of T-
duality, that partial amplitudes may be evaluated as the regularized area of the minimal
surface ending on a special light-like polygon whose specific properties depend on the
particles being scattered. Quite remarkably, explicit calculations show that this relation
holds at weak coupling as well. While explicit higher-loop high-multiplicity calculations
turn out to depart from existing conjectures for the resummation of the perturbative series
for planar MHV amplitudes, they reproduce the results of Wilson loop calculations.
An important concept behind both weak- and strong-coupling amplitude calculations
in N = 4 SYM is that of dual conformal invariance. Initially observed in explicit results
for scattering amplitudes, its origin remains unclear and its presence not proven to all
orders in perturbation theory at the level of scattering amplitudes. It is however an almost
manifest symmetry of Wilson loop expectation values. This symmetry is sufficiently
powerful to uniquely fix the expressions of four- and five-point amplitudes to all orders in
perturbation theory if its presence is assumed to all orders in perturbation theory. The
resulting expressions reproduce the BDS ansatz for four and five particle processes.
The full consequences and implications of the developments reviewed here are yet to
emerge and many questions, which will undoubtedly contribute in this direction, remain
to be addressed. Some of them are included here:
• Despite partial progress outlined in section 3.5, the construction of minimal surfaces
describing the scattering of more than four gluons is still lacking. Such solutions,
or at least an expression for their regularized area, may provide valuable input for
understanding the iteration relations at strong coupling. Up to a choice of bound-
ary conditions, the dynamics of strings in AdS5 × S5 is described by an integrable
two-dimensional field theory [92, 148]. It would be potentially profitable to under-
stand the consequences of integrability for the construction of minimal surfaces in
this space. While it is not clear whether the integrability of the worldsheet the-
ory survives in the presence of the dimensional regulator, integrability at ǫ = 0
may suffice to find the regularized area of the minimal surface without explicitly
constructing the solution.
• Besides scattering processes, the strategy described in section 3 may be used to ar-
gue that the overlap between some composite operator and some multi-gluon state
also has a minimal surface interpretation. Physically, this overlap has the inter-
pretation of the decay amplitude of a colorless scalar (with particular couplings)
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into gluons. Minimal surfaces with this interpretation are not known even in the
simplest cases. Besides their obvious interpretation in terms of decay amplitudes,
understanding in detail such processes may also lead to understanding the calcula-
tions of anomalous dimensions of short operators on the string theory side of the
AdS/CFT correspondence.
• Besides dependence on momentum invariants, scattering amplitudes are also sen-
sitive to the polarization (helicity) of the scattering states. While present if the
calculation of scattering amplitudes is organized in terms of open-string vertex op-
erators,this information is lost in the map to light-like Wilson loops. It would be
very interesting to understand whether polarization information may be encoded
in Wilson loop language. Attempts in this direction have appeared in [149], based
on earlier considerations of ref. [150]. In a similar vein, the Wilson loop/amplitude
relation should map the loop equation obeyed by Wilson loops into apparently non-
trivial constraints on scattering amplitudes. It would be interesting to understand
their relevance.
• As reviewed in section 3, the evaluation of 1/√λ corrections to the expectation
value of the four-sided Wilson loop at strong coupling remains elusive. Calcula-
tions carried out in [128] suggest that the definition of the strong coupling version of
dimensional regularization is subtle beyond classical level. While dimensional regu-
larization remains the ideal choice for comparison with weak coupling calculations,
intuition on the structure of the answer may be gained by considering alternative
regularization schemes, such as that through a radial cut-off.
• A second set of corrections to the leading order strong coupling calculation of
scattering amplitudes amounts to relaxing the requirement that the saddle-point
surface (in the presentation of the amplitude in terms of vertex operators) has disk
topology. Such higher genus corrections translates into nonplanar corrections to the
planar scattering amplitudes. It is an interesting question whether such calculations
have a Wilson loop counterpart. It would be very interesting to understand whether
dual conformal symmetry is present in any one of these calculations and, if not,
what is the origin of its breaking.
• In section 3.5 we have briefly summarized attempts of extending the strong coupling
relation between Wilson loops and scattering amplitudes to less supersymmetric
and/or non-conformally invariant situations. It seems important to complete this
program, as it may provide valuable clues for extending the strong coupling calcula-
tions of scattering amplitudes to other, perhaps more phenomenologically-relevant
theories.
• While the existence of a dual conformal invariance for scattering amplitudes is be-
yond doubt at low orders in perturbation theory, it remains to be proven whether
N = 4 SYM exhibits this symmetry to all orders in the coupling constant expan-
sion. Establishing it may constitute a step towards understanding the complete
relation between amplitudes and Wilson loop expectation values. It would be
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equally interesting to extent this equivalence (initially formulated for MHV am-
plitudes) to non-MHV amplitudes. From a field theory standpoint little is known
about such amplitudes beyond leading order, where they are given in terms of
pseudo-conformal integrals with spinor-dependent coefficients. The dual conformal
properties of next-to-MHV amplitudes have been discussed in [151, 152]. A super-
symmetric generalization of dual conformal transformations played an important
role in this discussion. At strong coupling, similar supersymmetric generalizations
of dual conformal symmetries have been discussed in [153, 154, 155]. The analysis
described there also exposes a close relation between the generators of the dual
(super)conformal group and the hidden (non-local) integrals of motion of the world
sheet theory in the original AdS5×S5 (i.e. the worldsheet theory prior to the T-
duality transformations relating scattering amplitudes and Wilson loops). The full
implications of this relation remain to be uncovered.
• Scattering amplitudes and Wilson loops are logically disconnected quantities. The
existence of a close relation between MHV amplitudes and light-like cusped Wilson
loops hints to the existence of new symmetries which connect (and perhaps uniquely
determine) both quantities.
• While numerical comparison shows that the remainder functions are the same in the
amplitude and Wilson loop calculations, it should prove interesting to construct an
analytic expression for these remainders. (It is worth mentioning that the Wilson
loop approach yields apparently simpler integrals.) Such expressions may hold a
key towards understanding the general structures of MHV amplitudes and to their
generalization to all values of the coupling constant.
It is clear that additional structure, waiting to be uncovered, is present in N = 4 SYM
and that it may be sufficiently powerful to completely determine, at least in some sectors,
the kinematic dependence of the scattering matrix of the theory.
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