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Abstract
The main goal of this paper is to deduce (from a recent resolution
of singularities result of Gabber) the following fact: (effective) Chow
motives with Z[1
p
]-coefficients over a perfect field k of characteristic p
generate the category DM effgm [
1
p
] (of effective geometric Voevodsky’s
motives with Z[1
p
]-coefficients). It follows that DM effgm [
1
p
] can be en-
dowed with a Chow weight structure wChow whose heart is Chow
eff [1
p
]
(weight structures were introduced in a preceding paper, where the ex-
istence of wChow for DM
eff
gm Q was also proved). As shown in previous
papers, this statement immediately yields the existence of a conser-
vative weight complex functor DM effgm [
1
p
] → Kb(Choweff [1
p
]) (which
induces an isomorphism of K0-groups), as well as the existence of
canonical and functorial (Chow)-weight spectral sequences and weight
filtrations for any cohomology theory on DM effgm [
1
p
]. We also define a
certain Chow t-structure for DM eff− [
1
p
] and relate it with unramified
cohomology. To this end we study birational motives and birational
homotopy invariant sheaves with transfers.
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Introduction
It is well known that Hironaka’s resolution of singularities is very impor-
tant for the theory of (Voevodsky’s) motives over characteristic 0 fields; see
[Voe00a], [GiS96], and also [Bon09a] and [Bon10a].
The purpose of this paper is to derive (as many as possible) ’motivic’
consequences from the recent resolution of singularities result of Gabber
(see Theorem 1.3 of [Ill08]). His result could be called ’Z(l)-resolution of
singularities’ over a perfect characteristic p field k (where l is any prime
distinct from p). Surprisingly Gabber’s theorem is sufficient to extend all
those properties of Voevodsky’s motives (with integral coefficients, over char-
acteristic 0 fields) that were proved in [Bon10a], to Z[1
p
]-motives over k.
In particular (in the notation of §1.1) we prove the existence of a con-
servative exact weight complex functor DMeffgm [
1
p
] → Kb(Choweff [1
p
]), and
that K0(Chow
eff [1
p
]) ∼= K0(DM
eff
gm [
1
p
]). We also establish the existence
of (Chow)-weight spectral sequences for any cohomology theory defined on
DMeffgm [
1
p
] (those generalize Deligne’s weight spectral sequences).
Previously the results mentioned were known to hold only for motives
with rational coefficients (in preceding papers we noted that these rational
coefficient versions can be proved using de Jong’ s alterations, but did not
give detailed proofs). Since the results of this paper also hold for motives
with coefficients in any Z[1
p
]-algebra, as a by-product we justify these claims
(in more detail than before).
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Most of the results of this paper are already known for char k = 0 and
motives (and cohomology) with integral coefficients. Yet we prove some
results on birational motives and birational sheaves (see §§3.3–3.4) that are
partially new for this case also; note that our proofs work (without any
changes) in this alternative setting.
The central ’technical’ notion of this paper is the one of weight structure.
Weight structures are natural counterparts of t-structures for triangulated
categories, introduced in [Bon10a] (and independently in [Pau08]). They
were thoroughly studied and applied to motives in [Bon10a] and [Bon10b] (see
also the survey preprint [Bon09s]). Weight structures allow proving several
properties of motives. In particular, most of the results mentioned above
follow from the following (central) theorem: DMeffgm [
1
p
] can be endowed with
a weight structure wChow whose heart is Chow
eff [1
p
]. The language of weight
structures is also crucial for our proof of this statement (even though the main
difficulty was to prove that Choweff [1
p
] generates DMeffgm [
1
p
] as a triangulated
category). In contrast, note that the methods of Gillet and Soulé (whose
weight complex functor defined in [GiS96] is the ’first ancestor’ of ’our weight
complexes’) only allow proving the existence of weight complexes either with
values in Kb(ChoweffQ) or in the category of unbounded complexes of Z(l)-
Chow motives; cf. Remark 3.2.2 below.
Now we list the contents of the paper. More details can be found at the
beginnings of sections.
In the first section we recall some basic properties of motives and weight
structures. Most of them are just modifications of some of the results of
[Voe00a] and [Bon10a]; the only absolutely new result is a new condition for
the existence of weight structures. We also recall a recent result on resolution
of singularities over characteristic p fields (proved by O. Gabber), and deduce
certain (immediate) motivic consequences from it.
In §2 we prove our central theorem on the existence of the Chow weight
structure for DMeffgm [
1
p
]; we deduce this result from its certain Z(l)-version.
§3 is dedicated to the applications of the central theorem (yet we de-
duce some of the results directly from the Gabber’s one). We prove that
the Chow weight structure can be extended to DMgm[
1
p
]. It follows that
K0(DMgm[
1
p
]) ∼= K0(Chow[
1
p
]) (and also K0(DM
eff
gm [
1
p
]) ∼= K0(Chow
eff [1
p
])).
Also, there exists a conservative exact weight complex functor DMgm[
1
p
] →
Kb(Chow[1
p
]) (which restricts to a functor DMeffgm [
1
p
] → Kb(Choweff [1
p
])).
The existence of the Chow weight structure also implies the existence of
canonical DMeffgm [
1
p
]-functorial (starting from E2) Chow-weight spectral se-
quences that express (any) cohomology of objects of DMgm[
1
p
] in terms of
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that of Chow motives. As was shown in [Bon10a], these spectral sequences
generalize the weight spectral sequences of Deligne (note that one can take
any cohomology theory and Z[1
p
]-coefficients here).
Next we prove that the Chow weight structure yields a weight structure
for the category of birational motives i.e. for (the idempotent completion of)
the localization ofDMeffgm [
1
p
] by DMeffgm [
1
p
](1) (see [KaS02]); its heart contains
birational motives of all smooth varieties. We also study birational sheaves.
Next we prove the existence of a certain Chow t-structure for DMeff− [
1
p
]
(whose heart is AddFun(Choweff [1
p
], Ab)). Our results allow us to express
unramified cohomology in terms of the Chow t-structure cohomology of ho-
motopy invariant sheaves with transfers.
Lastly, we recall that a method of M. Levine (described in [HuK06], and
combined with the fact that Chow[1
p
] generates DMgm[
1
p
]) yields a perfect
duality for DMgm[
1
p
]; this allows defining Z[1
p
]-motives with compact support
for arbitrary smooth varieties.
The idea to write this paper was initiated by an interesting talk of M.
Kerz at the conference "Finiteness for motives and motivic cohomology"
(Regensburg, 9–13th of February, 2009). The author is deeply grateful to
prof. Uwe Jannsen and to other organizers of this conference for their efforts,
and to prof. D. Hébert, prof. D.-Ch. Cisinski, and prof. D. Rydh for their
important comments.
Notation. For a category C, A,B ∈ ObjC, we denote by C(A,B) the set
of C-morphisms from A to B.
For categories C,D we write D ⊂ C if D is a full subcategory of C.
For a category C, X, Y ∈ ObjC, we say that X is a retract of Y if idX
can be factorized through Y (if C is triangulated or abelian, then X is a
retract of Y whenever X is its direct summand).
For an additive D ⊂ C the subcategory D is called Karoubi-closed in C
if it contains all retracts of its objects in C. The full subcategory of C whose
objects are all retracts of objects of D (in C) will be called the Karoubi-
closure of D in C.
X ∈ ObjC will be called compact if the functor C(X,−) respects all
small coproducts that exist in C (contrary to tradition, we do not assume
that arbitrary coproducts exist).
For an additive B, X, Y ∈ ObjB, we will write X ⊥ Y if B(X, Y ) = {0}.
For D,E ⊂ ObjB we will write D ⊥ E if X ⊥ Y for all X ∈ D, Y ∈ E. For
D ⊂ B we will denote by D⊥ the class
{Y ∈ ObjB : X ⊥ Y ∀X ∈ D}.
Dually, ⊥D is the class {Y ∈ ObjB : Y ⊥ X ∀X ∈ D}.
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C below will always denote some triangulated category; usually it will be
endowed with a weight structure w (see Definition 1.3.1 below).
We will use the term ’exact functor’ for a functor of triangulated cate-
gories (i.e. for a functor that preserves the structures of triangulated cate-
gories). We will call a contravariant additive functor C → A for an abelian A
cohomological if it converts distinguished triangles into long exact sequences.
For f ∈ C(X, Y ), X, Y ∈ ObjC, we will call the third vertex of (any)
distinguished triangle X
f
→ Y → Z a cone of f ; recall that different choices
of cones are connected by (non-unique) isomorphisms.
We will often specify a distinguished triangle by two of its morphisms.
For a set of objects Ci ∈ ObjC, i ∈ I, we will denote by 〈Ci〉 the smallest
strictly full triangulated subcategory containing all Ci; for D ⊂ C we will
write 〈D〉 instead of 〈C : C ∈ ObjD〉.
We will say that some Ci ∈ ObjC generate C if C equals 〈Ci〉. We will say
that Ci weakly generate C if for any X ∈ ObjC such that C(Ci[j], X) = {0}
for all i ∈ I, j ∈ Z we have X = 0 (i.e. if {Ci[j]}
⊥ contains only zero
objects).
D ⊂ ObjC will be called extension-stable if for any distinguished triangle
A→ B → C in C we have: A,C ∈ D =⇒ B ∈ D.
k will be our perfect base field of characteristic p (p will be positive
everywhere except those places where we will explicitly specify the opposite).
V ar ⊃ SmV ar ⊃ SmPrV ar will denote the set of all varieties over k, resp.
of smooth varieties, resp. of smooth projective varieties.
l below will be some prime number distinct from p (we will assume it to
be fixed from time to time).
1 Preliminaries: motives and weight structures
In this section we recall some basics on motives, weight structures, and res-
olution of singularities.
In §1.1 we study Voevodsky’s motives with various coefficient rings (fol-
lowing [MVW06] and [Voe00a]).
In §1.2 we recall a recent result of Gabber on resolution of singularities;
we also ’translate it into a motivic form’.
In §1.3 we recall those basics of the theory of weight structures (developed
in [Bon10a]) that will be needed below.
In §1.4 we prove a certain new criterion for the existence of a weight
structure in a certain situation.
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1.1 Some basics on motives with various coefficient rings
For motives with integral coefficients we use the notation of [Voe00a]: SmCor,
Shv(SmCor) (the category of Nisnevich sheaves with transfers), Choweff ⊂
DMeffgm ⊂ DM
eff
− ⊂ D
−(Shv(SmCor)); Mgm : SmV ar → DM
eff
gm ; Z(1).
Now recall that (as was shown in [MVW06]), one can do the theory
of motives with coefficients in an arbitrary commutative associative ring
with a unit R. One should start with the naturally defined category of
R-correspondences: Obj(SmCorR) = SmV ar; for X, Y in SmV ar we set
SmCorR(X, Y ) =
⊕
U R for all integral closed U ⊂ X × Y that are finite
over X and dominant over a connected component of X. Proceeding as in
[Voe00a] (i.e. considering the corresponding localization of Kb(SmCorR),
and complexes of sheaves with transfers with homotopy invariant cohomol-
ogy) one obtains the theory of motives (i.e. of DMeffgm R that lies in DMgmR
and in DMeff− R) that satisfies all basic properties of the ’usual’ Voevodsky’s
motives (i.e. of those with integral coefficients; note that some of the results
of [Voe00a] were extended to the case char k > 0 in [Deg08] and [HuK06]).
So we will apply these properties of motives with R-coefficients without any
further mention.
In this paper we will mostly consider motives with Z[1
p
] and Z(l)-coefficients.
We will denote by Choweff [1
p
] ⊂ DMeffgm [
1
p
] ⊂ DMeff− [
1
p
],Mgm[
1
p
] : SmV ar →
DMeffgm [
1
p
] (resp. Choweff(l) ⊂ DM
eff
gm,(l) ⊂ DM
eff
−,(l), Mgm,(l) : SmV ar →
DMeffgm [
1
p
]) the corresponding analogues of Voevodsky’s notation (note that
we have all of the full embeddings listed indeed). We will also need Chow[1
p
] ⊂
DMgm[
1
p
].
We list some of the properties of motivic complexes that we will need
below. Recall that DMeff− supports the so-called homotopy t-structure t
(coming from D−(Shv(SmCor))). The heart of t is the category HI of
homotopy invariant (Nisnevich) sheaves with transfers. Below we will denote
the hearts of the restrictions of t to DMeff− [
1
p
] ⊃ DMeff−,(l) by HI[
1
p
] ⊃ HI(l).
Proposition 1.1.1. 1. The functors DMeff− → DM
eff
− [
1
p
] (resp. DMeff− [
1
p
]→
DMeff−,(l)) given by tensoring sheaves by Z[
1
p
] (resp. Z[1
p
]-module sheaves
by Z(l)) tensor all morphism groups by Z[
1
p
] (resp. by Z(l)). The same is
true for the (compatible) functors Choweff → Choweff [1
p
] → Choweff(l) and
DMeffgm → DM
eff
gm [
1
p
]→ DMeff
gm,(l).
2. The collection of functors ⊗Z(l) : DM
eff
− [
1
p
] → DMeff−,(l) for l running
through all primes 6= p, is conservative (on DMeff− [
1
p
]).
3. The forgetful functors that send a complex of Z[1
p
]-module sheaves to
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the underlying complex of sheaves of abelian groups (resp. a complex of Z(l)-
module sheaves to the underlying complex of Z[1
p
]-module sheaves) yield full
embeddings DMeff−,(l) ⊂ DM
eff
− [
1
p
] ⊂ DMeff− .
4. For any U ∈ SmV ar, m ∈ Z, S ∈ ObjDMeff− [
1
p
] (resp. S ∈
ObjDMeff−,(l)) them-th hypercohomology of U with coefficients in S is naturally
isomorphic to DMeff− [
1
p
](Mgm[
1
p
](U), S[m]) (resp. to DMeff−,(l)(Mgm,(l)(U), S[m])).
5. t can be restricted to DMeff− [
1
p
] and DMeff−,(l); the two functors connect-
ing DMeff− [
1
p
] with DMeff−,(l) (described in the previous assertions) are t-exact
with respect to these restrictions.
6. All objects of DMeffgm [
1
p
] are compact in DMeff− [
1
p
].
7. Let f : U → V be an open dense embedding of smooth varieties; let
S ∈ ObjHI. Then S(f) is injective.
8. For any X ∈ SmV ar we have: DMeff− [
1
p
](X), DMeff−,(l)(X) ∈ DM
eff
− [
1
p
]t≤0.
Proof. 1. It suffices to note that Z[1
p
] is flat over Z, and Z(l) is flat over Z[
1
p
].
2. Immediate from assertion 1.
3. Indeed, these functors are one-sided inverses of the functors DMeff− →
DMeff− [
1
p
]→ DMeff−,(l) described in assertion 1.
4. Immediate from Proposition 3.2.3 and Theorem 3.2.6 of [Voe00a].
5,6. Easy from the previous assertions.
7. Immediate from Corollary 4.19 of [Voe00b].
8. Immediate from the corresponding fact for Mgm(X), which is obvious
given Proposition 3.2.6 of [Voe00a].
Remark 1.1.2. One can also easily see: all the results proved below for Z[1
p
]-
motives are also valid for motives with coefficients in an arbitrary (unital
commutative) Z[1
p
]-algebra; to this end our proofs can be adjusted straight-
forwardly.
Lastly, we note (though this will not be important at all below) that
ObjChoweff(l) is (probably) larger thanObjChow
eff [1
p
] (and thanObjChoweff)
since when we increase the coefficient ring we could get more idempotents;
the same could happen for ObjDMeffgm [
1
p
] ⊂ ObjDMeff
gm,(l).
1.2 Gabber’s Z(l)-resolution of singularities
Let l 6= p be fixed. The foundation of this paper is the following result (which
easily follows from a result of O. Gabber).
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Proposition 1.2.1. For any U ∈ SmV ar there exist an open dense sub-
variety U ′ ⊂ U and a finite flat morphism f : P ′ → U ′ (everywhere) of
degree prime to l, for P ′ ∈ SmV ar such that P ′ has a smooth projective
compactification P .
Proof. We can assume that U is connected.
Let Q′ be some compactification of U . Then by Theorem 1.3 of [Ill08]
there exist a finite field extension k′/k of degree prime to l (it is separable
since k is perfect), a smooth quasi-projective Q/k′, and a finite surjective
morphism g : Q→ Q′k′ of degree prime to l. Since g is proper, Q is actually
projective (in our case). We can also assume that gU is flat (since we can
replace U by some U ′′/k).
Now we restrict scalars from k′ to k and denote Q considered as a variety
over k by P . We obtain that P ∈ SmPrV ar, and that there exists a finite
flat morphism from some P ′ ⊂ P to U ′×Spec k′; the degree of this morphism
is prime to l. Lastly, it remains to compose this morphism with the natural
morphism U ′ × Spec k′ → U , whose degree is also prime to l.
Now we reformulate this statement ’motivically’.
Corollary 1.2.2. Let U ∈ SmV ar, dimU = m.
1. For U ′, P ′ as in Proposition 1.2.1, Mgm,(l)(U
′) is a retract ofMgm,(l)(P
′).
2. There also exist sequences Xi, Yi ∈ ObjDM
eff
gm,(l), 0 ≤ i ≤ m, and
fi ∈ DM
eff
gm,(l)(Xi, Xi−1), gi ∈ DM
eff
gm,(l)(Yi, Yi−1) (for 1 ≤ i ≤ m), such that:
X0 = Mgm,(l)(U), Xm = Mgm,(l)(U
′), Y0 = Mgm,(l)(P ), Xm = Mgm,(l)(P
′),
Cone fi = Mgm,(l)(Vi)(i)[2i], Cone gi = Mgm,(l)(Wi)(i)[2i], for some smooth
varieties Vi,Wi/k of dimension m− i (that could be empty).
Proof. 1. The transpose of the graph of f yields a finite correspondence from
U ′ to P ′ (in the sense of [Voe00a]). Composing it with f and considering
as a morphism of motives, we obtain deg f · idMgm,(l)(U ′) (see Lemma 2.3.5 of
[SuV00]). Since deg f is prime to l, we obtain that Mgm,(l)(U
′) is a retract of
Mgm,(l)(P
′) in DMeff
gm,(l).
2. We recall the Gysin distinguished triangle (see Proposition 4.3 of
[Deg08] that establishes its existence in the case char k > 0). For a closed
embedding Z → X of smooth varieties, Z is everywhere of codimension c in
X, it has the form:
Mgm(X \ Z)→Mgm(X)→ Mgm(Z)(c)[2c]→Mgm(X \ Z)[1]; (1)
certainly, obvious analogues exist for the functors Mgm[
1
p
] and Mgm,(l).
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Hence in order to prove the assertion it suffices to choose a sequence of
Ui, Pi ∈ SmV ar such that: U0 = U
′ ⊂ U1 ⊂ U2 ⊂ · · · ⊂ Um = U (resp.
P0 = P
′ ⊂ P1 ⊂ P2 ⊂ · · · ⊂ Pm = P ), Ui \ Ui−1 is non-singular and has
codimension i everywhere in Ui (resp. Pi \ Pi−1 is non-singular and has
codimension i everywhere in Pi) for all i. Now, in order to obtain such Ui
and Pi it suffices to consider stratifications of U \ U
′ and P \ P ′.
1.3 Weight structures: reminder
Definition 1.3.1. I A pair of subclasses Cw≤0, Cw≥0 ⊂ ObjC will be said to
define a weight structure w for C if they satisfy the following conditions:
(i) Cw≥0, Cw≤0 are additive and Karoubi-closed (i.e. contain all retracts
of their objects that belong to ObjC).
(ii) Semi-invariance with respect to translations.
Cw≥0 ⊂ Cw≥0[1]; Cw≤0[1] ⊂ Cw≤0.
(iii) Orthogonality.
Cw≥0 ⊥ Cw≤0[1].
(iv) Weight decompositions.
For any X ∈ ObjC there exists a distinguished triangle
B[−1]→ X → A
f
→ B (2)
such that A ∈ Cw≤0, B ∈ Cw≥0.
II The full subcategory Hw ⊂ C whose objects are Cw=0 = Cw≥0∩Cw≤0,
will be called the heart of w.
III Cw≥i (resp. Cw≤i, resp. Cw=i) will denote Cw≥0[−i] (resp. Cw≤0[−i],
resp. Cw=0[−i]).
IV We denote Cw≥i ∩ Cw≤j by C [i,j] (so it equals {0} for i > j).
V We will say that (C,w) is bounded above if ∪i∈ZC
w≤i = ObjC.
VI We will say that (C,w) is bounded if ∪i∈ZC
w≤i = ObjC = ∪i∈ZC
w≥i.
VII Let H be a full subcategory of a triangulated C.
We will say that H is negative if ObjH ⊥ (∪i>0Obj(H [i])).
VIII We will say that a triangulated category C is bounded with respect
to some H ⊂ ObjC if for any X ∈ ObjC there exist jX , qX ∈ Z such that
ObjH ⊥ {X [i], i > qX} and {X [i], i < jX} ⊥ ObjH. (3)
IX We call a category A
B
the factor of an additive category A by its (full)
additive subcategory B ifObj
(
A
B
)
= ObjA and (A
B
)(X, Y ) = A(X, Y )/(
∑
Z∈ObjB A(Z, Y )◦
A(X,Z)).
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Remark 1.3.2. A simple (and yet useful) example of a weight structure is
given by the stupid filtration of objects of Kb(B) ⊂ K(B) for an arbitrary
additive category B. For this weight structure K(B)w≤0 (resp. K(B)w≥0) is
the class of complexes that are homotopy equivalent to complexes concen-
trated in degrees ≤ 0 (resp. ≥ 0); below we will also need K(B)[i,j] (as in
Definition 1.3.1(IV)). The heart of this weight structure (either for K(B) or
for Kb(B)) is the Karoubi-closure of B in the corresponding category. So, it
is equivalent to B if the latter is idempotent complete.
Now we recall those properties of weight structures that will be needed
below (and that can be easily formulated), and prove a certain new asser-
tion. We will not mention more complicated matters (weight complexes,
K0, and weight spectral sequences) here; instead we will just formulate the
corresponding ’motivic’ results below.
Proposition 1.3.3. Let C be a triangulated category; w will be a weight
structure for C everywhere except assertions (6) and (7).
1. Cw≤0, Cw≥0, and Cw=0 are extension-stable.
2. For any q, r ∈ Z, X ∈ C [q,r], there existXq ∈ Cw=0 and f ∈ C(X,Xq[−q])
such that Cone f ∈ Cw≥q.
3. For any i ≤ j ∈ Z we have: C [i,j] is the smallest extension-stable
subclass of ObjC containing ∪i≤l≤jC
w=l. In particular, if w (for C) is
bounded, then C = 〈Hw〉.
4. If w is bounded, then it extends to a bounded weight structure for the
idempotent completion of C. The heart of this new weight structure is
the idempotent completion of Hw.
5. Let D ⊂ C be a triangulated subcategory of C. Suppose that w induces
a weight structure on D (i.e. ObjD ∩ Cw≤0 and ObjD ∩ Cw≥0 give a
weight structure for D); we denote the heart of this weight structure by
HD.
Then w induces a weight structure on C/D (the localization i.e. the
Verdier quotient of C by D) i.e.: the Karoubi-closures of Cw≤0 and
Cw≥0 (considered as classes of objects of C/D) give a weight structure
for C/D (note that ObjC = ObjC/D). The heart of the latter is the
Karoubi-closure of Hw
HD
in C/D.
If (C,w) is bounded then C/D also is.
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6. Let C be triangulated and idempotent complete; let H ⊂ ObjC be nega-
tive and additive. Then there exists a unique bounded weight structure
w on the Karoubi-closure T of 〈H〉 in C such that H ⊂ Tw=0. Its heart
is the Karoubi-closure of H in C.
7. Let D be a triangulated category that is weakly generated by some ad-
ditive set H ⊂ D of compact objects; suppose that there exists an
extension-stable D ⊂ ObjD such that H ∪ D[1] ⊂ D, and arbitrary
(small) coproducts exist in D. Denote by H ′ the Karoubi-closure of
the category of all (small) coproducts of objects of H in D; denote
by E the triangulated subcategory of D whose objects are character-
ized by the following part of (3): there exists a qY ∈ Z such that
ObjH ⊥ {Y [i], i > qY }.
Then there exists a bounded above weight structure w′ for E such that
Hw′ = H ′.
Besides, a compact X ∈ ObjD belongs to E[j,q] (for j ≤ q ∈ Z) when-
ever it satisfies (3) with jX = j and qX = q.
Proof. 1. This is Proposition 1.3.3(3) of [Bon10a].
2. Immediate from the distinguished triangle A → B → X [1] and the
previous assertion.
3. A weight decomposition of X [q] yields a distinguished triangle X →
A′
f ′
→ B′ → X [1] for A′ ∈ Cw≤q, B′ ∈ Cw≥q. Assertion 1 implies that
A′ ∈ Cw=q. Hence we can take Xq = A′[q], f = f ′.
4. Easy from Proposition 1.5.6(2) of ibid.
5. This is Proposition 5.2.2 of ibid.
6. This is Proposition 8.1.1 of ibid.
7. By Theorem 4.3.2(II1) of ibid., there exists a unique weight structure
on 〈H〉 such that D ⊂ 〈H〉w=0. Next, Proposition 5.2.2 of ibid. yields
that w can be extended to the whole T ; along with Theorem 4.3.2(II2)
of ibid. it also allows calculating Tw=0 in this case.
8. The existence of w′ is immediate from Theorem 4.3.2(III), version (ii),
of ibid. The second part of the assertion is given by part V2 of loc.cit.
(cf. Definition 4.2.1 of ibid.).
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1.4 The ’main weight structure lemma’
The main part of the proof of the central theorem is a certain weight structure
statement (not contained in [Bon10a]). We formulate and prove it here, since
it could be used independently from motives (so it could be useful even if in
the future the resolution of singularities will be fully established over fields
of arbitrary characteristic).
Proposition 1.4.1. Let D,D,H be as in Proposition 1.3.3(7). Let C ⊂ D
be an idempotent complete triangulated subcategory such that all objects of C
are compact in D, H ⊂ C, and C is bounded with respect to H.
Then the following statements are valid.
1. C is contained in the Karoubi-closure I of 〈H〉 in D.
2. There exists a bounded weight structure w for C such that Hw is the
Karoubi-closure of H in C.
3. For X ∈ ObjC, we have: X ∈ C [j,q] whenever one can take j for jX
and q for qX in (3).
Proof. We adopt the notation of Proposition 1.3.3(7).
We have C ⊂ E (by the definition of the latter). Besides (as proved
in loc.cit) the analogue of assertion 3 with w′ instead of w and with E[j,q]
instead of C [j,q] is valid.
Now we prove assertion 1. We denote ObjI by G.
We should prove that
X ∈ ObjC ∩ E[q,r] =⇒ X ∈ G (4)
for any q ≤ r ∈ Z.
First let q = r. Then X [q] is a retract of
∐
i∈I Hi for some set I and
Hi ∈ ObjH . So, idX[q] factorizes through
∐
i∈I Hi. Since X [q] is compact,
D(X [q],
∐
Hi) =
⊕
D(X [q], Hi); so idX[q] also can be factorized through∐
i∈J Hi for some finite J ⊂ I. Hence X [q] is a retract of
∐
i∈J Hi; so X ∈ G.
Now we prove (4) in the general case by induction on r − q.
Suppose that it is fulfilled for all q, r such that r − q ≤ m for some
m ≥ 0. We prove (4) for some fixed X ∈ ObjC ∩E[s,t], where t− s = m+1.
By Proposition 1.3.3(2), there exist Xs ∈ ObjH ′ and f ∈ D(X,Xs[−s])
such that Cone f ∈ Ew
′≥s. By the definition of H ′, Xs is a retract of some∐
i∈I Hi, Hi ∈ ObjH . Since Cone f ∈ E
w′≥s, a cone of the induced morphism
X →
∐
i∈I Hi[−s] also belongs to E
w′≥s (since it is the direct sum of Cone f
with the ’complement’ of Xs[−s] to
∐
i∈I Hi[−s]). So, we assume that X
s =∐
i∈I Hi. Now, since D(X,
∐
Hi[−s]) =
⊕
D(X,Hi[−s]), f can be factorized
through
∐
i∈J Hi[−s] (for some finite J). Then Cone f = Cone(f
′ : X →
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⊕
i∈J Hi[−s])
⊕∐
i∈I\J Xi[−s], where f
′ is the morphism ’induced’ by f .
So, Cone f ′ ∈ Ew
′≥s; it also belongs to Ew
′≤t by Proposition 1.3.3(1). Hence
Cone f ′ ∈ G. Since
⊕
i∈J Hi[−s] ∈ G, we obtain that X ∈ G.
Now, Proposition 1.3.3(6) implies that w′ can be restricted to C and the
weight structure w obtained is the one required for assertion 2. Besides, the
reasoning above also proves assertion 3 (by Proposition 1.3.3(1)).
2 Motivic resolution of singularities
In §2.1 we prove ’almost a Z(l)-version’ of our main result. Then Proposition
1.4.1 allows us to deduce our central theorem (in §2.2).
2.1 Z(l)-version of the central theorem
We fix some l(∈ P \ {p}).
We prove a statement that is essentially the Z(l)-version of our main result.
We do not formulate it this way since our goal is just to prepare for the proof
of Theorem 2.2.1. Yet the notation DMeff
gm,(l)
[0,m] certainly comes from weight
structures.
Proposition 2.1.1. 1. DMeff
gm,(l) is the idempotent completion of 〈Mgm,(l)(P ), P ∈
SmPrV ar〉.
2. Let U ∈ SmV ar, dimU = m; let P ∈ SmPrV ar. Then
DMeff−,(l)(Mgm,(l)(U),Mgm,(l)(P )[i]) = {0} for i > 0; DM
eff
−,(l)(Mgm,(l)(P ),Mgm,(l)(U)[i]) =
{0} for i > m.
Proof. First we note that by Theorem 5.23 of [Deg08] the subcategoryH
DM
eff
gm
of DMeffgm whose objects are {Mgm,(l)(P ), P ∈ SmPrV ar} is negative (here
we use the isomorphism of DMeffgm (Mgm(X,Z(i)[j])) with the corresponding
higher Chow groups). Hence {Mgm,(l)(P ), P ∈ SmPrV ar} is negative in
DMeff
gm,(l) also; we denote this category by H .
We defineDMeff
gm,(l)
[0,r] ⊂ ObjDMeff
gm,(l) for r ≥ 0 as the smallest extension-
stable Karoubi-closed subclass of ObjDMeff
gm,(l) that contains Mgm,(l)(P )[−s]
for all P ∈ SmPrV ar, 0 ≤ s ≤ r.
SinceDMeff
gm,(l) is the idempotent completion of 〈Mgm,(l)(U), U ∈ SmV ar〉
(in DMeff−,(l)) by definition, in order to prove assertion 1 it suffices to ver-
ify: in DMeff−,(l) the Karoubi-closure of 〈Mgm,(l)(P ), P ∈ SmPrV ar〉 con-
tains all Mgm,(l)(U) for U ∈ SmV ar. Hence the negativity of H easily
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implies: in order to prove both of our assertions it suffices to verify that
Mgm,(l)(U) ∈ DM
eff
gm,(l)
[0,m] for any U as in assertion 2.
The latter statement is obvious for m = 0. We prove it in general by
induction on m.
First we note that DMeff
gm,(l)
[0,m](1)[2] ⊂ DMeff
gm,(l)
[0,m] for any m, since
Mgm,(l)(P )(1)[2] is a retract of Mgm,(l)(P × P
1) (for P ∈ SmV ar). Hence
Mgm,(l)(Z)(c)[2c] ∈ DM
eff
gm,(l)
[0,n−1] for any Z of dimension < n and any c ≥ 0.
Suppose now that our assertion is true for all m < n for some n > 0. We
verify it for some U of dimension n.
We apply Corollary 1.2.2(2). In the notation of loc.cit. (for m = n), we
obtain for any i > 0: Xi−1 ∈ DM
eff
gm,(l)
[0,n] whenever Xi ∈ DM
eff
gm,(l)
[0,n], and
Yi−1 ∈ DM
eff
gm,(l)
[0,n] whenever Yi ∈ DM
eff
gm,(l)
[0,n]. Since Y0 ∈ DM
eff
gm,(l)
[0,n], the
same is true for Yn, hence also for Xn and for X0 = Mgm,(l)(U).
2.2 The main result: ’motivic Z[1
p
]-resolution of singu-
larities’
Theorem 2.2.1. 1. DMeffgm [
1
p
] is the idempotent completion of 〈Mgm[
1
p
](P ), P ∈
SmPrV ar〉.
2. There exists a bounded weight structure wChow for DM
eff
gm [
1
p
] such that
HwChow = Chow
eff [1
p
].
3. For U ∈ SmV ar, dimU = m, we have: Mgm[
1
p
](U) ∈ DMeffgm [
1
p
][0,m].
4. For any open dense embedding U → V , for U, V ∈ SmV ar, we have:
Cone(Mgm(U)→Mgm(V )) ∈ DM
eff
gm [
1
p
]wChow≥0.
Proof. We set H = {Mgm[
1
p
](P ), P ∈ SmPrV ar}, C = DMeffgm [
1
p
], and D =
DMeff− [
1
p
], D = DMeff− [
1
p
]t≤0, and verify that the assumptions of Proposition
1.4.1 are fulfilled.
By Proposition 1.1.1(6), all objects ofDMeffgm [
1
p
] are compact inDMeff− [
1
p
].
We have H ⊂ D by part 8 of loc.cit. Besides, D is extension-stable, contains
D[1] = DMeff− [
1
p
]t≤−1, and admits arbitrary coproducts.
Using Theorem 5.23 of [Deg08] we obtain (similarly to the proof of Propo-
sition 2.1.1) that H is negative.
By Proposition 2.1.1, for any l( 6= p) the image of DMeffgm [
1
p
] in DMeff
gm,(l)
is bounded with respect to the image of H in DMeff
gm,(l) (one can easily de-
duce this fact from any of the parts of the proposition). Hence DMeffgm [
1
p
] is
bounded with respect to H .
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It remains to verify that for any S ∈ ObjDMeff−,(l), S 6= 0, there exist
P ∈ SmPrV ar and j ∈ Z such that DMeff− [
1
p
](Mgm[
1
p
](P ), S[j]) 6= {0}.
Recall thatDMeff− [
1
p
] is a full subcategory of D−(Shv(SmCor)). So there
exist some U ∈ SmV ar and m ∈ Z such that the m-th hypercohomology
of S at U is non-zero. We choose some l 6= p such that this hypercohomol-
ogy group is not l-torsion. Then the m-th hypercohomology at U of Sl is
non-zero also, where Sl is the image of S in DM
eff
−,(l). Now, by Proposition
1.1.1(4) this group is exactly DMeff−,(l)(Mgm,(l)(U), Sl[m]). Then Proposition
2.1.1(1) easily implies: there exist P ∈ SmPrV ar and j ∈ Z such that
DMeff−,(l)(Mgm,(l)(P ), Sl[j]) 6= {0}. Hence DM
eff
− [
1
p
](Mgm[
1
p
](P ), S[j]) 6= {0}
also.
Now we can apply Proposition 1.4.1; it yields assertions 1 and 2 immedi-
ately. Applying Proposition 2.1.1(2) for all l 6= p simultaneously along with
Proposition 1.4.1(3), we prove assertion 3.
Assertion 4 can be easily deduced from assertion 3 by induction. To this
end we choose a sequence of Ui ∈ SmV ar such that: U0 = U ⊂ U1 ⊂ U2 ⊂
. . . Um = V (for some m ∈ Z) and Ui+1 \ Ui is non-singular and has some
codimension ci everywhere in Ui+1 for all i. Then applying (1) repeatedly we
obtain the result; cf. the proof of Proposition 2.1.1.
Remark 2.2.2. 1. Our ’globalization’ argument (i.e. passing from Z(l)-
coefficients to Z[1
p
]-ones) certainly can be applied in other situations; it
only requires some of ’formal’ properties of motives (with Z[1
p
] and Z(l)-
coefficients) to be fulfilled.
Moreover, one could even pass to integral coefficients if a similar Z(p)-
information is available also.
2. A category of relative Voevodsky’s motives could be an example of
a setup of this sort. This means: one should consider (some) Voevodsky’s
motives over a base scheme S; note that in [CiD09] a rational coefficient
version of such a category was thoroughly studied and called the category of
Beilinson motives, whereas in [Heb10] and [Bon10c] a certain Chow weight
structure for this category was introduced. Unfortunately, currently we don’t
know much about S-motives with Z(l)-coefficients.
3. We will deduce several implications from our Theorem below. Now
we will only note that any X ∈ ObjDMeffgm [
1
p
] has a ’filtration’ (that can
be easily described in terms of weight decompositions of X [i], i ∈ Z) whose
’factors’ are objects of Choweff [1
p
] (this is a weight Postnikov tower of X; see
Definition 1.5.8 of [Bon10a]). In particular, it follows that for any U ∈
SmV ar, X = Mgm[
1
p
](U), there exist an X0 ∈ ObjChoweff [1
p
] and an
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f ∈ DMeffgm [
1
p
](X,X0) such that Cone f ∈ DMeffgm [
1
p
]wChow≥0. Note here that
DMeffgm [
1
p
](X,X0) can be described in terms of SmCor; one can assume that
X0 = Mgm[
1
p
](P ) for some P ∈ SmPrV ar.
Now, if U admits a smooth compactification P , then Mgm[
1
p
](P ) is one of
the possible choices ofX0 (see part 4 of the theorem). So, our results yield the
existence of a certain ’motivic’ analogue of a smooth compactification of U ;
this justifies the title of the paper. Moreover, for motives with Z(l)-coefficients
one could try to find some X0 using Gabber’s resolution of singularities of
results. Yet with Z[1
p
]-coefficients this result seems to be very far from being
obvious from ’geometry’; it is also not clear how to look for a ’geometric’
candidate for X0 in the absence of a Z[1
p
]-analogue of Proposition 1.2.1.
3 Applications
In §3.1 we prove that the Chow weight structure can be extended toDMgm[
1
p
].
We also compute certain K0-groups of DM
eff
gm [
1
p
] and DMgm[
1
p
].
In §3.2 we recall (following [Bon10a]) that the existence of wChow implies
the existence of the weight complex functor (DMgm[
1
p
] → Kb(Chow[1
p
])); it
is exact and conservative), and of Chow-weight spectral sequences for any
cohomology of motives.
In §3.3 we study birational motives and birational homotopy invariant
sheaves with transfers (as defined in [KaS02]). Our results immediately yield
the existence of a weight structure for Z[1
p
]-birational motives whose heart
contains all ’birational motives of smooth varieties’. This extends some re-
sults of ibid. to Z[1
p
]-motives over k.
In §3.4 we prove the existence of a certain Chow t-structure tChow for
DMeff− [
1
p
] whose heart is AddFun(Choweff [1
p
]op, Ab). It turns out that a ho-
motopy invariant sheaf with transfers S belongs to the heart of tChow when-
ever it is birational. Moreover, H0tChow(S) is the largest birational subsheaf
of S. Using this fact, we express unramified cohomology in terms of tChow.
In §3.5 we prove that DMgm[
1
p
] is a perfect triangulated category: this
follows easily from the fact that this category is generated by Chow[1
p
] via
a method of M. Levine and [HuK06]. It follows that for any smooth variety
there exists a ’reasonable’ motif with compact support for it (in DMeffgm [
1
p
]).
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3.1 The Chow weight structure forDMgm[
1
p
]; K0 forDM
eff
gm [
1
p
] ⊂
DMgm[
1
p
]
Similarly toDMgm (as in [Voe00a]) we defineDMgm[
1
p
] asDMeffgm [
1
p
][Z[1
p
](−1)],
where Mgm[
1
p
](P1) = Mgm[
1
p
](pt)
⊕
Z[1
p
](1)[2] (i.e. we invert Z[1
p
](1) for-
mally).
Proposition 3.1.1. 1. DMgm[
1
p
] = 〈Chow[1
p
]〉.
2. There exists a weight structure on DMgm[
1
p
] extending wChow for
DMeffgm [
1
p
], whose heart is Chow[1
p
].
3. We have DMgm[
1
p
]wChow≤0 ⊗ DMgm[
1
p
]wChow≤0 ⊂ DMgm[
1
p
]wChow≤0 and
DMgm[
1
p
]wChow≥0 ⊗DMgm[
1
p
]wChow≥0 ⊂ DMgm[
1
p
]wChow≥0.
Proof. Proposition 1.3.3(3) yields that DMeffgm [
1
p
] = 〈Choweff [1
p
]〉. We de-
duce assertion 1 immediately.
Since −⊗ Z(1)[2] is a full embedding of DMeffgm into itself (see [Voe10]),
the same is true for DMeffgm [
1
p
]. Hence Chow[1
p
] = Choweff [1
p
][Z[1
p
](−1)[−2]]
is negative in DMgm[
1
p
]. Hence Proposition 1.3.3(3, 6) along with assertion
1 implies assertions 2 and 3.
Remark 3.1.2. By assertion 3, forX ∈ ObjChow[1
p
] ⊂ ObjDMgm[
1
p
] the func-
tor −⊗X is weight-exact i.e. it sends DMgm[
1
p
]wChow≤0 and DMgm[
1
p
]wChow≥0
to themselves. In particular, this is true for X = Z[1
p
](1)[2]. Moreover, since
− ⊗ Z[1
p
](1)[2] is an invertible functor, for any i, j ∈ Z we have Y (1)[2] ∈
DMgm[
1
p
][i,j] ⇐⇒ Y ∈ DMgm[
1
p
][i,j].
Now we calculate certain K0-groups of DM
eff
gm [
1
p
] ⊂ DMgm[
1
p
].
Proposition 3.1.3. We define K0(Chow
eff [1
p
]) (resp. K0(Chow[
1
p
])) as
the groups whose generators are [X ], X ∈ ObjChoweff [1
p
] (resp. X ∈
ObjChow[1
p
]), and the relations are: [Z] = [X ]+[Y ] for X, Y, Z ∈ ObjChoweff [1
p
]
(resp. X, Y, Z ∈ ObjChow[1
p
]) such that Z ∼= X
⊕
Y . For K0(DM
eff
gm [
1
p
])
(resp. K0(DMgm[
1
p
])) we take similar generators and set [B] = [A] + [C] if
A→ B → C → A[1] is a distinguished triangle.
Then the embeddings Choweff [1
p
]→ DMeffgm [
1
p
] and Chow[1
p
]→ DMgm[
1
p
]
yield isomorphisms K0(Chow
eff [1
p
]) ∼= K0(DM
eff
gm [
1
p
]) and K0(Chow[
1
p
]) ∼=
K0(DMgm[
1
p
]).
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Proof. Immediate from Proposition 3.1.1 and Proposition 5.3.3(3) of [Bon10a].
Here we use the fact thatDMgm[
1
p
] is idempotent complete sinceDMeffgm [
1
p
]
is.
Remark 3.1.4. Certainly, we have similar isomorphisms for Z(l)-motives (as
well as for motives with coefficients in any commutative Z[1
p
]-algebra). Be-
sides, all these isomorphisms are actually ring isomorphisms.
3.2 Weight complexes and weight spectral sequences for
Z[1
p
]-Voevodsky’s motives
We prove that the weight complex functor (whose ’first ancestor’ was defined
by Gillet and Soulé) can be defined for Z[1
p
]-Voevodsky’s motives.
Proposition 3.2.1. 1. There exists an exact conservative weight complex
functor t : DMgm[
1
p
] → Kb(Chow[1
p
]) which restricts to an (exact conserva-
tive) functor DMeffgm [
1
p
]→ Kb(Choweff [1
p
]).
2. For X ∈ ObjDMgm[
1
p
], i, j ∈ Z, we have X ∈ DMgm[
1
p
][i,j] whenever
t(X) ∈ K(Chow[1
p
])[i,j] (see Remark 1.3.2).
Proof. 1. By Proposition 5.3.3 of [Bon10a], this follows from the existence
of bounded Chow weight structures for DMeffgm [
1
p
] ⊂ DMgm[
1
p
] along with
the fact that these categories admit differential graded enhancements (see
Definition 6.1.2 and §7.3 of ibid.).
2. Immediate from Theorem 3.3.1(IV) of ibid.
Remark 3.2.2. 1. One can easily describe t(Mgm[
1
p
](U)) if U ∈ SmV ar is the
complement of a normal crossings divisor to a smooth projective variety. To
this end one could apply the results of §6.5 of [Bon09a] along with Poincare
duality.
Now, similarly to Remark 2.2.2(2), for a general U ∈ SmV ar one could
try to calculate t(Mgm,(l)(U)) using Theorem 1.3 of [Ill08]. Yet t(Mgm[
1
p
](U))
seems to be rather mysterious from the ’geometric’ point of view.
2. The ’first ancestor’ of weight complex functors (the ’current’ one and
that for general triangulated categories with weight structures were intro-
duced in [Bon10a]) was defined in [GiS96]. To a variety X over a character-
istic 0 field they (essentially) assigned t(M cgm(X)); see §§6.5-6.6 of [Bon09a]
and §3.5 below. Yet for char k > 0 their methods only yield the existence of
weight complexes with values either inKb(ChoweffQ) or inK(Choweff(l) ) (i.e.
18
they do not prove that Z(l)-weight complexes are always homotopy equivalent
to bounded ones; see §5 of [GiS09]).
3. In [Bon09a] in the case char k = 0 also a certain differential graded
’description’ of DMeffgm was given (it is somewhat similar to the definition
of Hanamura’s motives; a comparison (anti)isomorphism from Voevodsky’s
DMgm to the category of Hanamura’s motives was also constructed there).
Unfortunately, this result relies heavily on certain consequences of ’cdh-
descent’, and it seems that no substitute for it is known in the case char k > 0
(even for motives with rational coefficients).
Now we discuss (Chow)-weight spectral sequences for cohomology of Z[1
p
]-
motives. One can also easily dualize this to obtain similar results for homo-
logical functors (see Theorem 2.3.2 of [Bon10a]). We note that any weight
structure yields certain weight spectral sequences for any cohomology theory;
the main difference of the result below from Theorem 2.4.2 of ibid. is that
T (H,X) always converges (since our Chow weight structure is bounded).
Proposition 3.2.3. Let A be an abelian category, X ∈ ObjDMgm[
1
p
]; we
denote by (X i) the terms of t(X) (so X i ∈ ObjChow[1
p
]; here we can take
any possible choice of t(X) as an object of Cb(Chow[1
p
])).
I Let H : DMeffgm [
1
p
]→ A be a cohomological functor, X ∈ ObjDMeffgm [
1
p
],
H i = H([−i]) for any i ∈ Z. Then there exists a spectral sequence T =
T (H,X) with Epq1 = H
q(X−p) =⇒ Hp+q(X); the differentials for E∗∗1 (T (H,X))
come from t(X).
T (H,X) is DMeffgm [
1
p
]-functorial in X starting from E2.
II Similar statements hold for any cohomological functor H : DMgm[
1
p
]→
A (and any X ∈ ObjDMgm[
1
p
]).
Proof. Immediate from Theorem 2.4.2 of [Bon10a].
Remark 3.2.4. 1. The Chow-weight spectral sequence T (H,X) induces a
certain (Chow)-weight filtration on H∗(X). This filtration is DMeffgm [
1
p
]-
functorial (since E2(T ) is). This filtration can also be (easily) described
in terms of weight decompositions (only); see §2.1 of ibid.
2. We obtain certain (Chow)-weight spectral sequences and weight fil-
trations for all realizations of motives. In particular, we have them for étale
cohomology of motives, and for Z[1
p
]-motivic cohomology.
Note here: it certainly suffices to have the Chow weight structure for
DMgm,(l) in order to have Chow-weight spectral sequences for H ⊗ Z(l); yet
without a Z[1
p
]-weight structure it would not be clear at all that the whole
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collection of these spectral sequences (for all l 6= p) can be chosen to come
from a single weight Postnikov tower for X (see Definition 1.5.8 of ibid.). In
particular, it is not (really) important whether we use the Z[1
p
]-Chow weight
structure or the Z(l)-one in order to construct the weight spectral sequences
for Zl-étale cohomology if we fix l; yet Z[
1
p
]-weight structure yields certain
’relations’ between these spectral sequences for various l, as well as with
Z[1
p
]-motivic cohomology.
Recall also (see Remark 2.4.3 of of ibid.) that the Ql-étale cohomology
of motives the weight filtration obtained coincides with the usual one (up to
a shift of indices). Besides, note that ’classically’ the weight filtration (for
étale cohomology) is well-defined only for rational (i.e. Ql-) coefficients.
Lastly, recall that for motivic cohomology we obtain quite new spectral
sequences (yet a certain easy partial case can be obtained from Bloch’s long
exact localization sequence for higher Chow groups of varieties), that do not
have to degenerate at any fixed level (even rationally; see loc.cit.).
3. Certain weight spectral sequences considered in §2 of [Jan09] are (es-
sentially) examples of Chow-weight spectral sequences. The author strongly
suspects that some of the results of ibid. could be re-proved and extended
using our methods.
3.3 On birational motives
Now we prove that our methods easily yield certain properties of birational
motives and sheaves (some of them were already proved in [KaS02]; yet note
that we extend them to motives with Z[1
p
]-coefficients for char k = p).
We define DMgm[
1
p
]0 as the idempotent completion of the localization of
DMeffgm [
1
p
] by DMeffgm [
1
p
](1) = DMeffgm [
1
p
] ⊗ Z[1
p
](1). DMgm[
1
p
]0 is called the
category of birational motives since DMeffgm [
1
p
](1) is exactly the triangulated
category generated by Cone(Mgm[
1
p
](U) → Mgm[
1
p
](X)) for U,X ∈ SmV ar,
U is dense in X. Indeed, this statement follows easily from (1) (and was
proved in Proposition 5.2 of ibid. in detail).
For the full embedding of categories Choweff [1
p
](1)[2] ⊂ Choweff [1
p
] we
consider the fraction category
Choweff [ 1
p
]
Choweff [ 1
p
](1)[2]
defined via Definition 1.3.1(IX);
Chow[1
p
]0 is its idempotent completion.
Proposition 3.3.1. 1. There exists a bounded weight structure wbir for
DMgm[
1
p
]0 whose heart is Chow[1
p
]0.
2. The image of Mgm[
1
p
](X) in DMgm[
1
p
]0 belongs to Hwbir for any X ∈
SmV ar.
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Proof. 1. Immediate from Proposition 1.3.3(5–4).
2. LetH be the class of images ofMgm[
1
p
](X), X ∈ SmV ar, inDMgm[
1
p
]0.
We prove that H is negative (in DMgm[
1
p
]0). To this end it obviously suffices
to prove the natural analogues of this statement for DM0gm,(l) (for all l 6= p).
Then Corollary 1.2.2(2) implies: it suffices to prove negativity for the images
of Mgm[
1
p
](P ), X ∈ SmPrV ar (in DMgm[
1
p
]0). Hence the result follows from
assertion 1.
Proposition 1.3.3(6) yields: there exists a weight structure for DMgm[
1
p
]0
whose heart contains H . Since this heart also contains Chow[1
p
]0, we obtain
that this new weight structure is exactly wbir (by the uniqueness of the weight
structure given by loc.cit.). Hence H ⊂ DMgm[
1
p
]0wbir=0.
See also Remark 4.9.2(2) of [Bon10b] for an alternative proof.
Remark 3.3.2. 1. One of the main consequences of assertion 1 is the cal-
culation of DMgm[
1
p
]0(X, Y [i]) for X, Y ∈ ObjChow[1
p
]0(⊂ ObjDMgm[
1
p
]0),
i ≥ 0.
2. Certainly, the same method works if char k = 0; then one can take
integral coefficients.
3. We also obtain a conservative weight complex functor DMgm[
1
p
]0 →
Kb(Choweff [1
p
]0) and an isomorphism K0(Chow
eff [1
p
]0)→ K0(DMgm[
1
p
]0).
Below we will also need birational sheaves. The following statements could
probably be proved using weight structures; yet ’sheaf-theoretic’ proofs are
easier. The proof of assertion I1 was (essentially) copied from §7 of [KaS02].
Lemma 3.3.3. I Let S ∈ ObjHI ⊂ ObjDMeff− .
1. Let S be birational i.e. suppose that S(f) is an isomorphism for any
open dense embedding f in SmV ar. Then DMeff− (Mgm(U), S[i]) = {0} for
any U ∈ SmV ar, i > 0.
2. S is birational wheneverDMeff− (X(1), S) = {0} for anyX ∈ ObjDM
eff
gm .
II 1. The category HI[1
p
]bir of birational Z[
1
p
]-module sheaves is an exact
abelian subcategory of HI[1
p
].
2. Let S ∈ ObjHI[1
p
], S0 ∈ ObjHI[1
p
]bir, f ∈ HI[
1
p
](S0, S). Then f
is a monomorphism whenever f(P ) : S0(P ) → S(P ) is injective for any
P ∈ SmPrV ar.
3. f : S → S ′ is an isomorphism for S, S ∈ ObjHI[1
p
]bir whenever f(P )
is bijective for any P ∈ SmPrV ar.
Proof. I1. Since S is birational, it is locally constant in the Zariski topology
(on SmV ar); hence it has trivial higher Zariski cohomology. Since S is
homotopy invariant, we obtain the same vanishing for Nisnevich cohomology
by Theorem 5.7 of [Voe00b]. It remains to apply Proposition 1.1.1(4).
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2. Let S satisfy the second condition. Then (1) yields that S(f) is an
isomorphism if V \ U is smooth and everywhere of codimension c in V (for
f : U → V ). Since any open embedding can be factored as the composition
of embeddings satisfying this condition, we obtain that S is birational.
Conversely, let S be birational. It suffices to prove thatDMeff− (Mgm(U)(1), S[i]) =
{0} for any U ∈ SmV ar, i ∈ Z. We have: Mgm(U × A
1) ∼= Mgm(U),
Mgm(U ×Gm) = Mgm(U)
⊕
Mgm(U)(1). We obtain:
DMeff− (Mgm(U)(1), S[i]) ∼=
Coker(DMeff− (Mgm(U × A
1), S[i+ 1])→ DMeff− (Mgm(U ×Gm), S[i+ 1])).
Applying Proposition 1.1.1(4), we obtain that this kernel is zero: for i+1 < 0
since sheaves have no negative cohomology; for i+1 = 0 since S is birational,
and for i+ 1 > 0 by assertion I1.
II 1. The kernel of a morphism of birational sheaves is obviously bi-
rational. Next, the presheaf cokernel of such a morphism is a birational
presheaf; hence it is a locally constant Zariski sheaf. Since it is also a homo-
topy invariant presheaf with transfers, we obtain that it belongs to ObjHI[1
p
]
by Proposition 5.5 of [Voe00b]; so it is a birational object of HI[1
p
].
Lastly, an extension of birational sheaves yields a long exact sequence of
their cohomology groups (at any section). Hence assertion I1 yields that such
an extension is also an extension of presheaves; so it is obviously birational.
2. If f is monomorphic, it is injective at all sections.
Now we prove the converse statement. It suffices to check it for S and
S0 replaced by S ⊗ Z(l) and S
0 ⊗ Z(l) (for all l); so we can assume that
S, S0 ∈ ObjHI(l). We fix some l.
We should check that f(U) yields an injection S0(U) → S(U) for any
U ∈ SmV ar.
We fix some U and apply Corollary 1.2.2. In the notation of loc.cit., we
have a commutative diagram
S0(P )
g
−−−→ S0(P ′)

yh

yi
S(P )
j
−−−→ S(P ′)
g is bijective since S0 is birational; h is injective by our assumption; j is
injective by Proposition 1.1.1(7); hence i is injective also.
Since S(U ′) is a retract of S(P ′) and the same is true for S0, we obtain a
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similar injection for U ′. We have a diagram
S0(U)
a
−−−→ S0(U ′)


yb


yc
S(U)
d
−−−→ S(U ′)
Now, d is injective, a is bijective. Since c is injective, b is injective also.
3. If sheaves are isomorphic, all their sections are isomorphic also.
Conversely, let f(P ) be an isomorphisms for any P ∈ SmPrV ar. By
Proposition 1.1.1(4) and assertion I1 we obtain that f∗ : DM
eff
− [
1
p
](Mgm[
1
p
](P )[i], S)→
DMeff− [
1
p
](Mgm[
1
p
](P )[i], S ′) is bijective for any i ∈ Z and P ∈ SmPrV ar.
Then Theorem 2.2.1(1) yields that S(U) ∼= S ′(U) for any U ∈ SmV ar.
3.4 tChow and unramified cohomology
We prove that DMeff− [
1
p
] supports a certain Chow t-structure. Below HtChow
will denote its heart; HjtChow(Y ) (resp. H
j
t (Y )) for j ∈ Z, Y ∈ ObjDM
eff
− [
1
p
]
will denote the j-th cohomology of Y with respect to tChow (resp. with respect
to t); so HjtChow(Y ) ∈ ObjHtChow ⊂ ObjDM
eff
− [
1
p
].
Note also: Lemma 3.3.3(II1) implies that any sheaf S ∈ ObjHI[1
p
] has
a maximal birational subsheaf (since any two birational subsheaves of S are
subobjects of some single birational subsheaf of S).
Proposition 3.4.1. 1. There exists a t-structure tChow for Chow
eff [1
p
]
whose heart is isomorphic to AddFun(Choweff [1
p
]op, Ab); this isomorphism
is given by restricting DMeff− [
1
p
](−, Y ) to Choweff [1
p
] ⊂ DMeff− [
1
p
] for Y ∈
ObjHtChow ⊂ ObjDM
eff
− [
1
p
].
2. Let DMeff− [
1
p
]tChow≥0 (resp. DMeff− [
1
p
]tChow≤0) denote the ’non-negative’
(resp. ’non-positive’) part of tChow. Then we have DM
eff
− [
1
p
](X,S) = {0}
if either X ∈ DMeffgm [
1
p
]wChow≤0 and S ∈ DMeff− [
1
p
]tChow≥0[−1], or X ∈
DMeffgm [
1
p
]wChow≥0 and S ∈ DMeff− [
1
p
]tChow≤0[1].
3. DMeff− [
1
p
]t≥0 ⊂ DMeff− [
1
p
]tChow≥0.
4. DMeff− [
1
p
]tChow≤0 ⊂ DMeff− [
1
p
]t≤0.
5. S ∈ HI[1
p
] belongs to HtChow whenever it is birational in the sense of
Lemma 3.3.3.
6. For any S ∈ HI[1
p
] we have: S0 = H0tChowS is the maximal birational
subsheaf of S (in HI[1
p
]).
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If V ∈ SmV ar possesses a smooth projective compactification P , then the
image of S0(V ) in S(V ) equals the image of S(P ) in S(V ).
Proof. 1, 2. Choweff [1
p
] weakly generates DMeff− [
1
p
] by Theorem 2.2.1(1) (cf.
also the proof of loc.cit.). Now the assertions are immediate from Theorem
4.5.2(I1) of [Bon10a].
3. Obvious from assertion 1.
4. Immediate from assertion 2 (since for any t-structure t′ for C we have
Ct
′≤0 = Ct
′≥0⊥).
5. Let S ∈ HI[1
p
] ∩ ObjHtChow. We should prove that for f : U →
V being an open dense embedding in SmV ar the map S(f) is bijective.
Since S ∈ HI[1
p
], S(f) is an injection by Proposition 1.1.1(7). On the
other hand, by Proposition 1.1.1(4) we have an exact (in the middle) se-
quence S(V ) → S(U) → DMeff− [
1
p
](Cone(Mgm(U) → Mgm(V )), S[1]). Now,
Cone(Mgm(U) → Mgm(V )) ∈ DM
eff
gm [
1
p
]wChow≥0 by Theorem 2.2.1(4); hence
DMeff− [
1
p
](Cone(Mgm(U)→Mgm(V )), S[1]) = {0} by assertion 2. We obtain
that S(f) is also surjective.
Conversely, let S ∈ HI[1
p
] be birational. By Lemma 3.3.3(1),DMeff− [
1
p
](Mgm[
1
p
](P ), S[i]) =
{0} for any i > 0, P ∈ SmPrV ar. Then assertion 1 implies that S ∈
DMeff− [
1
p
]tChow≤0. It remains to note that S ∈ DMeff− [
1
p
]tChow≥0 by assertion
3.
6. First we prove that DMeff− [
1
p
](Mgm[
1
p
](Z)(j)[i], S0) = {0} if i > 0 or
j > 0, Z ∈ SmV ar, by induction on dimZ + j. Obviously, it suffices to
prove all Z(l)-analogues of this statement: we fix some l.
For dimZ = 0 the assumption is obvious. Now suppose that for S ∈ HI(l)
we have DMeff−,(l)(Mgm,(l)(Z)(j)[i], S
0) = {0} if i or j is > 0 and dimZ+j < r
(for some r ≥ 0). We verify this equality for Z = U , U ∈ SmV ar, dimU+j =
r.
First suppose that U ∈ SmPrV ar. Since Choweff(l) (j)[2j] ⊂ Chow
eff
(l) , by
the definition of S0 we have DMeff−,(l)(Mgm,(l)(U)(j)[i], S
0) = 0 for i 6= 2j. It
remains to consider the case i = 2j > 0. We use the fact that Mgm,(l)(A
j ×
U) = Mgm,(l)(U) and Mgm,(l)(U × P
1) = Mgm,(l)(U)
⊕
Mgm,(l)(U)(1)[2]. It
follows that
DMeff−,(l)(Mgm,(l)(U)(j)[2j], S
0) = DMeff−,(l)(Mgm,(l)(U)(j)[2j], S)
⊂ Ker(S(U × (P1)j)→ S(U × Aj)).
Now, this kernel is zero by Proposition 1.1.1(7).
It remains to apply Corollary 1.2.2(2). Since our assumption is valid for
Z = P , it is also true for Z = P ′ in the notation of loc.cit.; here we use the
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fact that DMeff−,(l)(−, S
0) converts distinguished triangles in DMeff
gm,(l) into
long exact sequences. Since S0 is also additive, we obtain the assumption for
Z = U ′, and hence also for Z = U . Our assumption is proved.
We deduce that S ∈ DMeff− [
1
p
]t≥0. Since it also belongs to HtChow; it is
a birational sheaf by assertions 3 and 5.
Now, for any P ∈ SmPrV ar we have S0(P ) ∼= S(P ) by the definition of
S0. Hence S0 is a subsheaf of S by Lemma 3.3.3(II2). We also obtain the
second half of the assertion.
We denote the maximal birational subsheaf of S by S ′. Then S0 is also
a subsheaf of S ′. We immediately obtain that S0(P ) ∼= S ′(P ) for any P ∈
SmPrV ar. Hence loc.cit. allows us to conclude the proof.
Now we relate the Chow t-structure with unramified cohomology; cf. 2.2
of [Mer08]. Let C ∈ ObjDMeff− [
1
p
]. Recall that the i-th unramified coho-
mology of X ∈ SmV ar with coefficients in C (we denote it by H iun(X,C))
is the intersection of images H i(Spec A,C) → H i(Spec k(X), C), where A
runs through all discrete valuation subrings of k(X). Here we define the
cohomology of ’infinite intersections’ of smooth varieties as the correspond-
ing inductive limits. We note here that any geometric valuation (of rank 1)
of a function field K/k comes from a non-empty smooth subscheme of some
smooth variety U such that k(U) = K, since the singular locus of any normal
variety has codimension ≥ 2.
Proposition 3.4.2. For any X,C as above there is a natural isomorphism
H iun(X,C)
∼= H0tChow(H
i
t(C))(X).
Proof. We can obviously assume that i = 0. Moreover, we can (and will) also
assume that C = H0t (C), since for any smooth semi-local U (in the sense of
§4.4 of [Voe00b])) we have C(U) ∼= H0t (C)(U) by Lemma 4.28 of ibid. Hence
C yields a cycle module in the sense of Rost (see [Deg06]).
We denote H0tChow(C) by C
0. By Proposition 3.4.1(6), C0 is a birational
subsheaf of C. We should prove that s ∈ C(Spec k(X)) comes from all
C(Spec A) whenever it belongs to C0(Spec k(X)).
Applying C to (1) and passing to the inductive limit we obtain a long
exact sequence {0} → C(Spec A)→ C(Spec k(X))→ C((Spec K)(1)[1])→
. . . . Here K is the residue field of A, and we define C((Spec K)(1)[1]) =
lim
−→
DMeff− [
1
p
](Mgm(U)(1)[1], C) for U running through all smooth varieties
with k(U) = K.
Hence we should find out which s vanish in all C(Spec K(1)[1]). If s ∈
C0(Spec k(X)) then it vanishes in C0(Spec K(1)[1]) since C0 is birational;
hence the image of s in C(Spec K(1)[1]) is zero also.
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It remains to prove that for any s /∈ C0(Spec k(X)) there exists an A
such that the image of s in (the corresponding) C(Spec k(X)) is non-zero.
First we prove this statement for all X that possess a smooth projective
compactification P . By Proposition 3.4.1, C0(Spec k(X)) is the image of
C(P ) in C(Spec k(X)). Besides, C(P ) is exactly the unramified cohomology
group in question (see §2.3 of [Mer08]). Hence such an A exists in this case.
Now we prove our assertion in the general case. It obviously suffices to
prove it for C ⊗ Z(l) for all l 6= p. We fix some l.
By Proposition 1.2.1 there exists a (finite) extension L of k(X) of de-
gree prime to to l such that L = k(P ) for some P ∈ SmPrV ar. Con-
sidering the trace of L/k(X) (divided by deg(L/k(X)) we obtain that C ⊗
Z(l)(Spec k(X)) is a retract of C ⊗ Z(l)(Spec L) (we define the latter simi-
larly to C(Spec k(X))). Hence there exists a discrete valuation ring A′ ⊂
L, L = kA, such that the image of s in C⊗Z(l)(Spec L) does not come from
C ⊗Z(l)(Spec A
′). Then A = A′ ∩ k(X) is a discrete valuation ring also, and
s⊗ 1 does not come from C ⊗ Z(l)(Spec A). The proof is finished.
Remark 3.4.3. Actually, one can generalize the proposition to the calcula-
tion of unramified cohomology with coefficients in any cohomology theory
DMeffgm → A, where A is an abelian category satisfying AB5. To this end one
should replace the corresponding t-truncations of C by virtual t-truncations
(of the cohomological functor ’represented’ by C) with respect to the Ger-
sten and Chow weight structures (for comotives; all of the notions mentioned
were defined and studied in [Bon10b]). Yet such a generalization would be
somewhat ’tautological’.
3.5 Duality in DM effgm [
1
p
]; motives with compact support
Applying an argument of Levine described in Appendix B of [HuK06], we
obtain that the full subcategory of DMgm[
1
p
] generated by Chow[1
p
] (i.e. the
whole DMgm[
1
p
]) enjoys a perfect duality such that the dual of Mgm[
1
p
](P )
for P ∈ SmPrV ar is Mgm[
1
p
](P )(−m)[−2m] if P is purely of dimension m.
The only original statement that we will prove here is the following one.
Proposition 3.5.1. The dual of DMgm[
1
p
]wChow≤0 with respect to this duality
is DMgm[
1
p
]wChow≥0, and vice versa.
Proof. Immediate from Proposition 3.2.1 and Proposition 1.3.3(3); note that
this duality respects distinguished triangles and Chow motives.
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Remark 3.5.2. 1. Certainly, proposition 3.5.2 implies that ̂DMgm[
1
p
][i,j] =
DMgm[
1
p
][−j,−i].
2. As explained in Appendix B of [HuK06], using duality one can define
reasonable motives with compact support over k: for U ∈ SmV ar purely of
dimension m we set Mgm[
1
p
]c(U) = ̂Mgm[
1
p
](U)(m)[2m] ∈ ObjDMeffgm [
1
p
].
So, we have M cgm(U) ∈ DM
eff
gm [
1
p
][− dimU,0].
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