ABSTRACT To detect median filtering forensics, a four-feature ensemble including the median filter residual autoregressive (MFR AR) model, statistical properties, gradient-edge line, and HU invariant moments of an image were used to propose an improved feature vector. The defined novel feature vector was trained on a support vector machine (SVM) classifier for median filtering detection (MFD) of forgery images. The performance of the proposed MFD scheme was measured with several types of images: median filtered (window size: {3 × 3, 5 × 5, composite (3 × 3, 5 × 5)}), JPEG compressed (quality factor: 90) after median filtered, rotated (counterclockwise: 5 • ), and noise added (salt-pepper: 5%) which has been re-altered in various ways. Experimental results show high efficiency and performance of the MFD techniques. The area under the curve (AUC) by sensitivity (TP: true positive rate) and 1-specificity (FP: false positive rate) results of the proposed MFD scheme are 0.9 upper with the trained SVM classifier. Thus, the grade evaluation of the proposed scheme is ''Excellent (A).'' INDEX TERMS Forgery image, median filtering detection, digital image forensics, median filter residual, autoregressive model, HU invariant moments, support vector machine.
I. INTRODUCTION
There are several image manipulation forgery methods, including copy-move, cut-paste, double-compression, etc. In particular, some forgers prefer the cut-paste method because it easily makes a new composite image with multiple different images. Currently, median filtering (MF) is frequently used in the alteration of forgery images; thus, median filtering detection (MFD) is a necessity in image forensics [1] , [2] .
For MFD, the feature vector types are classified into three main types. One has a single property [3] , and the other one has a combination of various properties [2] , [4] of the characteristics of an image, and the last one has an output value of the fully connected layer in CNN (Convolutional Neural network) on deep learning [5] , [6] .
Kang et al. [3] obtained autoregressive (AR) coefficients as the feature vectors for MFD using an autoregressive model to analyze the median filter residual (the scheme called MFR AR), which is the difference between the values of the original image and those of the MF image. The authors
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analyzed an image's MFR AR and found that it could suppress image content that may interfere with the MFD. Yuan [4] extracted five kinds of feature vectors, which were then combined into one feature set also Rhee [2] studied as a similar way. For high-dimensional feature vector cases, Y. Zhang et al. [7] reduced the length of the feature vector using kernel principal component analysis (KPCA). However, the length of the feature vector [5] , [6] from the fully connected layer is too long against [2] - [4] , and some large epochs and the iteration times are needful to get a satisfactory value of the feature vector.
Meanwhile, in [3] , the authors used it to perform a test of the hypothesis about the feature vector. J. Yang et al. [8] used a two-dimensional autoregressive (2D-AR) model [9] to characterize the residuals of the filtered images for the MFD. This attempt seemed to have improved the low performance of the MFR AR with the combined more high-dimensional feature set, but only the correlation coefficients of the row and column directions, respectively in an image was used.
In the method of the MFD, there are several main ways: the first is a block-by-block detection of median filtering [1] , [3] , [5] , [10] , the second is measuring the streaking artifacts [11] , [12] and the percentage streak area (PSA) [13] , the third is devised as the occurrence probability of zero values on the one-order difference map of textured regions [14] , and lastly a difference of the unaltered and the altered image is used as the filter residual in the space domain [3] , [5] , [6] and the frequency residual in the spectral domain [1] , [15] , [16] .
In this paper, a new MFD scheme is proposed for MF forensics. The proposed scheme constructs a combined feature set by extracting the feature vector based on the inherent characteristics included in an image to improve the feature vector extracted from a model of the AR [3] and 2-D AR [8] of the MFR. The four feature vectors extracted from the MFR AR model, the statistical properties of the image's spatial domain, the information of the Canny edge and the Prewitt gradient [17] , [18] , and the Hu invariant moments [19] . Subsequently, the extracted feature vectors can test the hypothesis of any doubt in forgery and unaltered images. The feature vector for testing the hypothesis was trained on a support vector machine (SVM) classifier for MF forensics.
The main contributions of this work are summarized as follows:
1) The Variety of the feature vectors extracted from the statistical properties, MFR AR, the Canny edge and the Prewitt gradient and the Hu invariant moments in the image, and then which are combined into one feature set. 2) Because of the various considerations, the length of the proposed feature vector is increased. It needs to reduce the length, so using a test of the hypothesis to refine the feature vector.
3) The results of the experiment are mainly compared to the MFR AR and the MFR 2D-AR; also, the specifications were compared to a part of the results in deep learning. 4) The proposed method applied to the re-altered actual cut-paste images: {altered, double altered, rotate and add noise}, and confirmed the excellent detection of median filtering in the variety of re-altered images. The rest of this paper is organized as follows: Section 2 briefly introduces related theoretical methods in the field of MFR, Hu invariant moments, and SVM. In Section 3, the proposed MFD scheme is presented, which includes the theoretical properties introduced in Section 2. The experimental results of the proposed MFD scheme are discussed in Section 4, including performance evaluation compared with prior works. Also, the proposed scheme applied to the real cut-paste forgery image. Finally, the conclusion is drawn, and future research possibilities in the area of the image forensics are presented in Section 5.
II. THEORETICAL BACKGROUNDS
This section describes the theoretical backgrounds of the MFR, the Hu invariant moments, and the SVM for the proposed MFD scheme. 
A. AR MODEL OF MEDIAN FILTER RESIDUAL
In statistics and signal processing, an AR [20] and 2-dimensional ARMA (Autoregressive Moving Average) [9] models are used to extract a feature vector, and because of its performance, the models are used to extract the feature vector for MFD in the image forensics [3] , [8] . However, the performance of forgery detection using the AR model is significantly poor for noisy images. Kang et al. [3] defined the AR coefficients of MFR as a 10-dimensional feature vector, and J. Yang et al. defined the 2-D ARMA coefficients of MFR [8] as a 27-dimensional feature vector. The MFR image is shown in Fig. 1 (c) , which is the difference image between the unaltered image (a) and its median-filtered image (b).
In [3] , to compute the AR coefficients of MFR, the MFR AR is formally defined as
where (i, j) is a pixel coordinate in an image size, height and width M ×N , and w is the MF window size; the AR coefficients are computed as
where r and c are the row and column directions, respectively; k is the AR order number, 1 ≤ k ≤ p, and p is the maximum order number. Again, the AR coefficients generate the difference image by
where ε (r) (i, j) and ε (c) (i, j) are the prediction errors [15] in the row and column direction, respectively, and q is the surrounding range of (i, j). Similarly, the 2D-AR model of median-filtered residual is formally defined as
where (m, n) is the surrounding range of (i, j), and (p, q) is the maximum order number in the row and column directions, respectively.
B. HU INVARIANT MOMENTS
An image moment is usually chosen to have some attractive property or interpretation by a certain particular weighted average (moment) of the image pixel intensities. Whenever an image is transformed (scaled, rotated, or reflected), the image moments are kept.
Hu [19] first introduced the moment invariants to the pattern recognition, and employed the results of the theory of algebraic invariants and derived his seven famous invariants to the rotation of two-dimensional (2-D) objects. Since that work, numerous studies have been devoted to various improvements and generalizations of Hu's invariants and their application in image processing, computer vision, and related areas.
Simple image properties derived with raw moments include m 00 , which represents the binary objective region and the central moments of up to order 3. The components of the centroid (x, y) are given by
For a digital image, the central moments µ can be expressed by choosing p, q = 0, 1, 2, 3 as
where x, y are the coordinates of the region's center of gravity (centroid). Invariants η pq concerning both translation and scale can be constructed from central moments by dividing through a properly scaled zeroth central moment. Moreover, the normalization moment divides the central moment into a certain size of values as shown in Eq. (9); this sizing grants the invariant characteristic [22] :
where µ 00 = m 00 = µ. Rotation invariance can be achieved if the coordinate system is chosen such that µ 11 = 0. The Hu invariant moment is extracted by applying Eqs. (9) and (10) . The characteristics of the seven rotation, translation, and scale invariant moments can be derived from the second and third moments as demonstrated by 
The Hu invariant moments φ 1∼7 defined in Eq. (11) can be described as the following:
The sum of the horizontal and vertical directed variance; when more distributed towards the horizontal and vertical axes, the values increase.
The covariance value of the vertical and horizontal axes when the variance intensity of the vertical axis an horizontal axis are similar. 
C. SUPPORT VECTOR MACHINE
In the classification, the original data are mapped into the feature space, and an optimal separating hyperplane is constructed with maximal margin in this space. In 1995, Vapnik [23] introduced a SVM to solve binary classification problems; it was derived from statistical learning theory and Vapnik-Chervonenkis (VC) dimension theory. The SVM is theoretically a stable classifier compared to other classifiers such as neural networks and decision trees. The SVM has three main elements: margin, support vector, and kernel.
For the training set,
⊂ X × R n , where X and R are the space of the input and output samples, respectively. The n-dimensional input space belongs to one of the two classes labeled by y i ∈{+1,−1}, where y i corresponding to the desired output is the class label for a binary problem. In SVMs, the mapping from the original input space into a high-feature space F is nonlinear, and can be depicted in Fig. 2 .
It is represented as follows:
where (x) is a mapping function that maps the classes into a potentially much higher (and possibly infinite) dimensional feature space F. The SVM method introduces non-linear functions (x i ) to easily find a linear solution in a reproducing kernel Hilbert space (RKHS). Thus, the training set is transformed as follows:
In the feature space, the pairwise inner products (x) T · (x i ) are usually computed efficiently and directly from the original data items using a linear kernel function [18] as follows:
If the dataset is linearly separable in the feature space, the decision function (14) satisfies the following condition:
where w is a hyperplane n-dimensional vector,w T is an n-dimensional vector, and b is the hyperplane offset. Among all the separating hyperplanes, the one with the maximal distance to the closest point is called the optimal separating hyperplane (OSH), which results in an optimal generalization. Since the distance to the closest point is (1 / ||w||), twice the distance is called the margin. The margin can be seen as a measure of the generalization ability of this hyperplane classification.
This establishes a separating hyperplane and a maximal margin free of training data by choosing a subset SV ⊂ X , called the support vectors. According to this condition, SV can be drawn in Fig. 3 from Fig. 1 (b) . Meanwhile, a larger margin results in a better-expected generalization. Thus, the OSH is the separating hyperplane that maximizes the margin and achieves the best generalization performance. Therefore, minimizing (16) can find the OSH subject to (17) :
If the training data are non-linearly separable, slack variables ξ can be introduced into (17) to relax the hard margin constraints as follows:
This technique allows the possibility of having examples that violate (17) . The purpose of the nonnegative slack variables ξ i is to allow misclassified points to existing, where the i th example is misclassified by the hyperplane, the corresponding ξ i > 1. According to the structural risk minimization inductive principle, the optimal separating hyperplane can be achieved as follows:
Subject to (17) and (18), where γ is a parameter that determines the tradeoff between the maximum margin and the minimum classification error. The optimization problem of (20) is a convex quadratic program that can be solved by using the well-known Lagrange multiplier method. Therefore, by introducing Lagrange multipliers of sample point α i , and β i (i = 1,2, . . . , n), one can construct the Lagrangian function as follows:
Finally, the SVM is a hyperplane that separates a set of positive examples from negative examples with a maximum margin as shown in Fig. 3 . In the linear case, the margin is defined by the distance of the hyperplane to the nearest of the positive and negative examples. The margin m is 2 ||w|| . Given a new input x, the decision function (the non-linear mapping function) of SVM f (x) can be estimated by
where
If f (x) > 0, x belongs to Class 1, otherwise it belongs to Class 2. In summary, u is the output of a linear SVM:
where w is the normal vector to the hyperplane and x is the input vector. The separating hyperplane is the plane u = 0. The nearest points lie on the planes u = ± 1. A SVM has become popular because of its easy usage, relatively high performance, and the ability to deal with various problems. It has been successfully applied in many fields and used to classify forgery images. Specifically, this SVM is also used in the R-CNN [24] for deep learning as shown in Fig. 4 . R-CNN is a two-stage detection algorithm. The first stage identifies a subset of regions in an image that might contain an object. The second stage classifies the object in each region [25] . 
III. FEATURE VECTOR TEST AND ENSEMBLE OF THE PROPOSED MFD SCHEME
To propose an MFD scheme in this paper, it considered four characteristics of the image: the AR coefficients, the statistical properties, the gradient-edge information, and the invariant moments. For the feature vector (FV) extraction, the MFD scheme employs four methods related to data analysis and image processing: the MFR AR [3] , the statistical properties of the image's spatial domain, the information of the Canny edge and the Prewitt gradient [17] , [18] , and the Hu invariant moments [19] . (23), the four types of refined FV are to be an ensemble and then only reduced to the necessary elements of the FV. The proposed MFD scheme is shown in Fig. 5 .
IV. PERFORMANCE EVALUATION AND EXPERIMENTAL RESULTS
This section first describes the experimental methodology. Second, the experimental results of the proposed MFD scheme are compared to those of MFR of the AR and 2D-AR [3] , [8] to verify the performance. Also, some of the results of the experiment are compared to a part of the results on deep learning [5] , [6] .
A. EXPERIMENTAL METHODOLOGY
The training images were prepared from the BOWS2 and UCID image databases [27] , [28] which consist of 10,000 and 1,338 images, respectively.
By necessity, the images were converted to 8-bit grayscale images for use in the experiments. From the image databases, the several types of feature vectors were extracted by the proposed MFD scheme. To reduce and refine the extracted feature vector, they were subjected to a test of the hypothesis between p-Data and n-Data, which are composed as follows:
p-Data Feature vector:
• Median filtered image (w = 3 × 3): MF3.
• Median filtered image (w = 5 × 5): MF5.
• Composite median filtered images (w = 3 × 3) and (w = 5 × 5): MF35. n-Data Feature vector:
Group A: Unaltered images and the images altered just once.
• JPEG compressed image (QF = 70): JPEG70.
• JPEG compressed image (QF = 50): JPEG50.
• Downscaling image (30%): DN0.3.
• Upscaling image (150%): UP1.5. Group B: Post-altered one more time after MF3.
• MF3 + DN0.3
Group C: Post-altered one more time after MF5.
• MF5 + DN0.3
where w is the window size and QF is the quality factor. It conducted performance evaluation and theoretical analysis for the MFD in the various altered image types.
The feature vector ensembles of the p-Data and n-Data are trained in the SVM classifier [26] with a Gaussian radial basis function (RBF) applied to classify between the MF and other types on the image. The searching step size of (i, j) is 0.25; those parameters are used to obtain the classifier model on the training set similar to [1] - [3] . C-SVM with Gaussian kernel is employed as the classifier:
Moreover, it was trained in an SVM classifier with five-fold cross-validation in conjunction with a grid search for the best parameters of C and γ in the multiplicative grid [29] : The results of the detection are expressed in terms of the true positive rate (TPR) and false positive rate (FPR). The performance of the classifier is reported in terms of the classification ratio, the area under the ROC curve (AUC), P TP at P FP at 0.01 (P TP and P FP denote the true positive and false positive rates) and the minimal average decision error (Pe), respectively.
The map of the experimental methodology described above is as shown in Fig. 6 .
B. EXPERIMENTAL RESULT
For the null hypothesis, Table 1 shows the test decision of p-and n-Data for the refined feature vector. Consider the hypothesis in Table 1 ; first, the feature vector elements of MFR AR, Nos. 5, 6, and 8-10 are rejected, and Nos. 1-4 and 7 are the alternatives. Thus, the feature vector length of MFR AR is reduced and refined by 5-dim. Subsequently, the rest of the feature vector of the statistics, the gradient, and edge information, and Hu invariant moments are also processed by the test of the hypothesis as the MFR AR model. Second, the reduced and refined feature vectors should be ensemble: MFR AR 5-dim., the statistics 3-dim., the gradient, and edge information 4-dim. and the Hu invariant moments 3-dim. for a total of 15-dim. ensembles. The refined and defined feature set distribution of nine kind image types by the proposed scheme is shown in Fig. 7 .
Subsequently, the trained classifier model is used to perform the classification on the testing set. Among the total of 11,338 images, 9,070 images are selected randomly in training, and the other 2,268 images are for testing. Before a SVM classifier is trained for the MFD, it prepared the MFw (w ∈ 3, 5, 35) for the positive data, and the negative data are three groups A, B and C.
In Fig. 8 , the first and second feature vector distribution of the p-Data {MF3, MF5 and MF35}, n-Data {Unaltered, AVE3 and JPG90}, and their support vectors are shown after training with a SVM classification.
The computing time for the feature extraction and SVM training/testing is summarized in Table 2 . The computing process of [3] , [8] gets the power spectral density based on an autoregressive (AR) model in statistics and signal processing. The proposed scheme also gets an AR model, and statistics, gradient-edge line and HU invariant moment are added. The time of the feature extraction and SVM training/testing are following environment. The MATLAB 2019a tool was used as a simulation software on a PC environment (Windows7 64-bit, Intel R CPU Core TM i7-5960X 3.00 GHz, and 32 GB DDR4 memory). As described in Section 4, the types of images used are three kinds as p-Data and twelve kinds as n-Data. The ROC curves of the trained SVM classifier with the MFR AR method [3] , the 2D-AR MFR [8] and the proposed MFD scheme are presented each performance of MF w versus the test image groups A, B, and C in Fig. 9, 10 and 11, respectively.
In Fig. 9 , the method [3] shows the good performance of the {MF3, MF5 and MF35} against the {UP and JPG}, while, the performances of the DN are quite weak. In Fig. 10 , the method [8] shows the best performance of the {MF3, MF5} against the {JPEG, UP and DN}, but the performances of MF35 are relatively lower. The ROC curves of the proposed scheme are shown in Fig. 11 , the performances of the MFD are evenly excellent on all MF w versus almost test image groups, except for DN. Table 3 shows the experimental results of MF w and the test image groups A, B, and C of the MFR AR [3] , MFR 2D-AR [8] and the proposed scheme, respectively. In this table, there are four kinds of test items: the classification ratio, AUC, P TP @P FP = 0.01 and Pe (in Fig. 6 ), respectively. Therefore, each MFD scheme is evaluated for 144 test items. In the MFR AR [3] 23 items are excellent, in the MFR 2D-AR [8] 48 items are excellent, and the proposed MFD scheme has 73 excellent items (the bold type). Also, the twelve averages of the test items (the rightmost column in Table 3 ), three are excellent in [8] and nine are excellent in the proposed MFD scheme, respectively (the bold red type). In Fig. 12 the ratio of the excellent test items are shown.
However, in the proposed MFD scheme, despite the 15-dim. short length of the feature vector, the performance results of the AUCs approached almost 1. Thus, it is confirmed that the grade evaluation [30] of the proposed algorithm is rated as ''Excellent (A).'' The classified rate of the experimental AUC results is interpreted using the traditional academic point system. In this evaluation, it uses the terms of general interpretation AUC for each training-testing pair.
For the implementation of the MFD algorithm, it requires feature vector extraction and SVM training/testing. There are four types as classification ratio, AUC, P TR @P FP = 0.01, Pe for the performance evaluation of the cut-paste classification measurement of the forgery image. The performance evaluation validity of the MFD algorithm (MFD validity ) is formulated below 1) . In the left terms of the formula, each variable is from Table 2 and the right terms are from Table 3 , respectively. Table 4 presents the MFD validity of [3] , [8] and the proposed scheme. 
C. PROPOSED MFD SCHEME APPLIED TO CUT-PASTE IMAGE
The proposed scheme is now applied to detect the MF in a real forgery image. Fig. 13 presents a cut-paste forgery example image in a median-filtered image or modified JPEG pre-or/and post-compression. The trained SVM classifier (in Fig. 5 ) was used to classify the cut-paste part in Fig. 14.
An unaltered image (a) is cut (b), and a median-filtered image (c: face) is pasted onto the cut area (frame) of the unaltered image (those unaltered images come from the BOWS2 database), forming a composite image, which was then JPEG post compressed using a quality factor of 90, rotated counterclockwise by 5 degrees and added salt and pepper noise by 0.05 density in Fig. 14 . Also, the testing of the MF to detect low-resolution images will be examined in 32 × 32 and 64 × 64 pixel block size, respectively.
A small image window size is a requirement for detecting forgeries. The forgery image (a) and three kind re-tampered images (b, c and d) in Fig. 14, they altered and unaltered region in the trained SVM classifier. In Fig. 15 , the execution of the proposed MFD scheme is presented, a query tempered image is input to the SVM classifier which trained by the feature vector extracted from the proposed MFD scheme. After the query tempered image inputs in the SVM classifier, the paste part (p-Data) and the cut part (n-Data) are classified and the score value (see in Fig. 5 ) is computed between −1 to +1 (the upper path in Fig. 15 ). The SVM classifies the cut-paste part of the forgery image. Also, the tempered image and the scoring pattern which multiplied each other (the lower path in Fig. 15 ). The paste area detects, and then the classification of cut-paste part is presented.
In Fig. 16 , 17, and 18, the left two columns depict the paste scoring patterns of 32 × 32 and 64 × 64 pixel block size of the four kinds of the tempered images in Fig. 14 by the MFR AR method [3] , the MFR 2D-AR method [8] and the proposed MFD scheme, respectively.
Also. The middle two columns show the manner of the extracted paste area, which is computed in Fig. 15 , then classified decision into an altered (the true positives: VOLUME 7, 2019 FIGURE 18. Paste area detection in the forgery image by the proposed MFD scheme.
TABLE 5.
Comparison of the detection accuracy and the AUC between the state of the art [5, 6, 3, 8] and the proposed MFD scheme.
red color) and unaltered (the false positive: blue color) area in the right two columns in Fig. 16, 17 and 18 , respectively. Also, the ROC curves and AUCs of the forgery image experiments on the trained SVM classifier are shown in Fig. 19, 20 and 21 , respectively. It considers the results of Fig. 16, 17 and 18 , the proposed MFD scheme has especially robustness about the tempered forgery image with the rotated and the noisy in low resolution 32 × 32 pixel block size too. In Table 5 , the compared AUC of the forgery detection is presented between the FFR [6] , the MFR AR [3] method, the MFR 2D-AR [8] method and the proposed MFD scheme. Also, the cut-paste detection accuracy is compared between the filter layer CNN [5] , the MFR AR method, the MFR 2D-AR method and the proposed MFD scheme. However, with the refined and improved feature vector 15-dim., the proposed MFD scheme is satisfied to classify a cut and paste area and to detect median filtering forensics in various forgery images even in short feature vector length. Thus, the proposed MFD scheme has high reliability and robustness: double compression, rotated and noisy images in Fig 14. The results confirm that the proposed MFD scheme is rated as ''Excellent (A)'' in actuality as the cut-paste forgery image.
V. CONCLUSION
A cut-paste forgery is a standard method of image tampering because of the simplicity of its operation. Accurate and robust detection is the aim of every forgery detection algorithm. In this paper, the detection scheme of the MF forgery image is proposed. The performance of the improved feature vector ensembles from the proposed MFD scheme has an excellent detection ability to classify cut-paste area, especially about noisy forgery image. In the proposed MFD scheme, the improved feature vector ensembles can be applied to MF image forensics. This approach will further the research area for a variety of image forgery methods.
Further research shall be exploited to the net layer structure based on deep learning for the detection of median filtering forensic.
