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Abstract
We prove the Wiener-Hopf factorization for Markov Additive pro-
cesses. We derive also Spitzer-Rogozin theorem for this class of pro-
cesses which serves for obtaining Kendall’s formula and Fristedt repre-
sentation of the cumulant matrix of the ladder epoch process. Finally,
we also obtain the so-called ballot theorem.
1 Introduction
The classical Wiener-Hopf factorization of a probability measure was given
by Spitzer (1964) and Feller (1970), and has a strong connection to ran-
dom walks. This result was generalized by Rogozin (1966), Fristedt (1974)
and other authors using approximation based on discrete time skeletons.
Greenwood and Pitman (1980) use direct approach which relies on excur-
sion theory for reflected process. For details see Bertoin (1996) and Kypri-
anou (2006). Presman (1969) and Arjas and Speed (1973) generalize Spitzer
identity into different direction, to the class of Markov Additive processes in
discrete time (see also Asmussen (2003) and Prabhu (1998)). Later, Kaspi
(1982) proves Wiener-Hopf factorization for a continuous time parameter
Markov Additive process, where Markovian component has a finite state
space and is ergodic. The main weakness of the fluctuation identity given by
Kaspi (1982) is that they involve distribution of the inverse local time, which
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is seldom explicitly known. Dieker and Mandjes (2006) investigate discrete-
time Markov Additive processes and use an embedding to relate these to a
continuous-time setting (see also Breuer (2008) and Rogers (1994)).
This paper presents Wiener-Hopf factorization for a special, but none
the less quite general, class of Markov Additive Processes (MAP). For this
class of processes we give short proof of Wiener-Hopf factorization based
on Markov property and additivity. We also express the terms of Wiener-
Hopf factorization directly in terms of the basic data of the process. Finally,
we derive Spitzer-Rogozin theorem for this class of processes which serves
for obtaining Kendall’s formula and Fristedt representation of the cumulant
matrix of the ladder epoch process. We also present the ballot theorem.
The paper is organized as follows. The Section 2 introduces basic defi-
nitions, facts and properties related with MAPs. In Section 3 we give the
main results of this paper. Finally in Section 4 we prove all theorems.
2 Preliminaries
2.1 Markov Additive Processes.
Before presenting main results we shall simply begin by defining the class of
processes we intend to work with and their properties. Following Asmussen
and Kella (2000) we consider a process X(t), whereX(t) = X(1)(t)+X(2)(t),
and the independent processes X(1)(t) and X(2)(t) are specified by the char-
acteristics: qij, Gi, σi, ai, νi(dx) which we shall now define. Let J(t) be a
right-continuous, ergodic, finite state space continuous time Markov chain,
with I = {1, . . . , N}, and with the intensity matrix Q = (qij). We denote
the jumps of the process J(t) by {Ti} (with T0 = 0). Let {U
(i)
n } be i.i.d.
random variables with distribution function Gi(·). Define the jump process
by
X(1)(t) =
∑
n≥1
∑
i∈I
U (i)n 1{J(Tn)=i, Tn≤t}.
For each j ∈ I, let Xj(t) be a Le´vy process with the Le´vy-Khinchine expo-
nent:
− logE(exp{iαXj(1)}) = Ψj(α)
= −iajα+
σ2jα
2
2
+
∫ ∞
−∞
(1− eiαy + iα|y|1|y|≤1)νj(dy),
where
∫∞
−∞(1 ∧ |y|
2)νj(dy) < ∞. By X
(2)(t) we denote the process which
behaves in law like Xi(t), when J(t) = i. We shall assume that the afore
2
mentioned class of MAPs is defined on a probability space with probabili-
ties {Pi : i ∈ I}, where Pi(·) = P(·|J(0) = i), and right-continuous natural
filtration F = {F t : t ≥ 0}. In fact we can consider more general MAP
where additional jumps U
(i)
n appearing during the change of the state of
J(t) could also depend on the state J(Tn+1) (so called anticipative MAP).
This could be done by considering the vector state space I2 and the modified
governing Markov process J on it. If each of the measures νi are supported
on (−∞, 0) as well as the distributions of each U (i) then we say that X is
a spectrally negative MAP. These definition and more concerning the basic
characterization of MAPs can be found in Chapter XI of Asmussen (2003).
2.2 Time reversal
Predominant in the forthcoming analysis will be the use of the bivariate
process (Ĵ , X̂), representing the process (J,X) time reversed from a fixed
moment in the future when J(0) has the stationary distribution π. For
definitiveness, we mean
Ĵ (s) = J((t− s)−) and X̂ (s) = X (t)−X
(
(t− s)−
)
, 0 ≤ s ≤ t
under Ppi =
∑
i∈I πiPi. Note that X̂ is also Markov Additive process. The
characteristics of (Ĵ , X̂) will be indicated by using a hat over the existing
notation for the characteristics of (J,X). Instead of talking about the pro-
cess (Ĵ , X̂) we shall also talk about the process (J,X) under probabilities
{P̂i : i ∈ I}. Note also for future use, following classical time reversed path
analysis, for y ≥ 0 and s ≤ t,
Pi (G(t) ∈ ds,−I(t) ∈ dy|J(t) = j)
= P̂j
(
G(t) ∈ ds, S (t)−X(t) ∈ dy|J(t) = i
)
, (1)
where I(t) = inf0≤s≤tX(s), S(t) = sup0≤s≤tX(s) and G(t) = sup{s < t :
X(s) = S(s)}, G(t) = sup{s < t : X(s) = I(s)}. (A diagram may help to
explain the last identity).
2.3 Ladder height process
We start from recalling the representation of the local time given in Kaspi
(1982) in formula (3.21). For MAP we say that state i ∈ {1, . . . , N} is
regular when Pi(R = 0) = 1 for R = inf{t ≥ 0 : t ∈ M}, where M is a
closure of M = {t ≥ 0 : X(t) = S(t)}. Denote by {Un} the stopping times
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at which R(t−) = 0 and R(t) > 0 for the R(t) = inf{s > t : S(t) = X(t)}− t
and J(t) is irregular. Denote
Sn =
{
Un on X(Un) = S(Un),
∞ otherwise.
By Theorem 3.28 of Kaspi (1982) (see also Maissoneuve (1975)), for the
MAP we can define the ladder height process:
{(L−1(t),H(t) = X(L−1(t)), J(L−1(t))), t ≥ 0}
choosing the local time:
L(t) = Lc(t) +
∑
Sn<t
λ(J(Un))e
(n)
1 , (2)
where Lc(t) is a continuous additive process that increases only on M and
e
(n)
1 are independent exponential random variables with intensity 1,
λ(i) = Ei
[
(1− e−R
]
.
Obviously to make functional (2) measurable we enlarge probability space
to include the exponential random variables. One can easily verify that
(L−1(t),H(t), J(L−1(t))) is again (bivariate) MAP (see Kaspi (1982, p.
185)). For each moment of time we can define the excursion:
ǫt(s) =
{
X(L−1(t−) + s)−X(L−1(t−)) for L−1(t−) < L−1(t)
∂ otherwise,
where ∂ is a cementary state. Let ζ(ǫt) = L
−1(t)−L−1(t−) be the length of
the excursion. From (2) it follows that the excursion process {(t, ǫt), t ≥ 0}
is (possibly stopped at the first excursion with infinite length) marked Cox
point process with the intensity n(J(L−1(t−)), dǫ) depending on the state
process J(L−1(t−)). Denote by E the σ-field on the excursion state space.
2.4 Spectrally negative Markov Additive process
Letting Q◦G˜(α) = (qijG˜i(α)), where G˜i(α) = E
(
exp(αU (i))
)
, for spectrally
negative MAP we can define cumulant generating matrix (cgm) of MAP
X(t):
F(α) = Q ◦ G˜(α) + diag(ψ1(α), . . . , ψN (α)), α ∈ R+ . (3)
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Perron-Frobenius theory identifies F (α) as having a real-valued eigenvalue
with maximal absolute value which we shall label κ (α) . The corresponding
left and right 1 ×N eigenvectors we label v (α) and h (α), respectively. In
this text we shall always write vectors in their horizontal form and use the
usual T to mean transpose. Since v (α) and h (α) are given up to multiplying
constants, we are free to normalize them such that
v (α)h (α)T = 1 and πh (α)T = 1 .
Note also that h (0) = e, the 1 ×N vector consisting of a row of ones. We
shall write hi (α) for the i-th element of h (α) . The eigenvalue κ (α) is a
convex function (this can also be easily verified) such that κ (0) = 0 and
κ′ (0) is the asymptotic drift of X in the sense that for each i ∈ I we have
limt↑∞ E(X(t)|J(0) = i,X(0) = x)/t = κ
′ (0). For the right inverse of κ we
shall write Φ.
It can be checked that under the following Girsanov change of measure
dPγi
dPi
∣∣∣∣
Ft
:= eγX(t)−κ(γ)t
hJ(t) (γ)
hi (γ)
, for γ such that κ (γ) <∞ (4)
the process (X,Pγi ) is again a spectrally negative MAP whose intensity ma-
trix Fγ (α) is well defined and finite for α ≥ −γ. Generally for all quan-
tities calculated for Pγ we will add subscript γ. Further, if Fγ (α) has
largest eigenvalue κγ (α) and associated right eigenvector hγ (α), the triple
(Fγ (α) , κγ (α) ,hγ (α)) is related to the original triple (F (α) , κ (α) ,h (α))
via
Fγ (α) =∆h (γ)
−1F (α+ γ)∆h (γ)−κ (γ) I and κγ (α) = κ (α+ γ)−κ (γ) ,
(5)
where I is the N ×N identity matrix and
∆h (γ) := diag (h1 (γ) , ..., hN (γ)) .
Similarly, the time reversed process X̂(t) is the spectrally negative MAP
with the characteristics F̂, ĥ, κ̂. To relate them to the original ones, recall
that the intensity matrix of Ĵ must satisfy
Q̂ =∆−1pi Q
T∆pi ,
where ∆pi is the diagonal matrix whose entries are given by the vector π.
Hence according to (3) we find that:
F̂ (α) =∆−1pi F (α)
T∆pi.
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Moreover, κ̂ (α) = κ (α) and ∆piĥ (α)
T = v (α)T (see Kyprianou and Pal-
mowski (2008) for details).
The spectrally negative MAP is easier to analyze since its ladder height
process (L−1(t),H(t), J(L−1(t))) has explicit matrix cumulant generating
matrix Ξ(q, α). Let
τ+a := inf{t ≥ 0 : X(t) ≥ a},
where a ≥ 0. Denote the generator of the Markov process {J(τ+a ), a ≥ 0}
by Λ(q) on PΦ(q). It solves equation:
FΦ(q)(−Λ(q)) = 0; (6)
see Pistorius (2005) and Ivanovs et al. (2008). Note that ladder height
process can be identified as {(τ+a ,X(τ
+
a ) = a, J(τ
+
a )), a ≥ 0}. It is a
bivariate Markov additive process with the cumulant generating matrix:
Ξ(q, α) = ∆h(Φ(q))(Φ(q)I −Λ(q))∆h(Φ(q))
−1 + α
= ∆h(Φ(q))((Φ(q) + α)I−Λ(q))∆h(Φ(q))
−1 (7)
for α, q > 0. Above could be deduced from the equalities:
e−Ξ(q,α)a = E
(
e−qτ
+
a −αX(τ
+
a );J(τ+a )
)
= E
(
e−qτ
+
a −αa;J(τ+a )
)
(8)
and the Theorem 1 of Kyprianou and Palmowski (2008) stating that
E(e−ξτ
+
x ; τ+x < eq;J(τ
+
x )) = E
(
e−(q+ξ)τ
+
x 1(τ+x <∞);J(τ
+
x )
)
=∆h(Φ(q + ξ))e
−(Φ(q+ξ)I−Λ(q+ξ))x∆h(Φ(q + ξ))
−1
= exp
{
−∆h(Φ(q + ξ))(Φ(q + ξ)I−Λ(q + ξ))∆h(Φ(q + ξ))
−1x
}
.(9)
3 Main results
As much as possible, from now on, we shall prefer to work with matrix no-
tation. For a random variable Y and (random) time τ , we shall understand
E(Y ;J(τ)) to be the matrix with (i, j)-th elements Ei(Y ;J(τ) = j). For
an event, A, P(A;J(τ)) will be understood in a similar sense. Here and
throughout we work with the definition that eq is random variable which
is exponentially distributed with mean 1/q and independent of (J,X). Let
Iij(q) = Pi,0(J(eq) = j), in other words
I(q) = q(qI−Q)−1.
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From now on we assume that none of the processes Xi are downward sub-
ordinators and compound Poisson process. To include compound Poisson
process X(i)(t) in Theorem 1(i) on the event {J(G(eq)) = i} it is necessary
to work with the new definition G(t) = inf{s < t : X(s) = I(s)} instead the
previous one.
Theorem 1. (i) For a general MAP the random vectors (S(eq), G(eq))
and (S(eq)−X(eq), eq −G(eq)) are conditionally on J(G(eq)) independent.
Hence for α ∈ R, ξ ≥ 0,
E
[
eiαX(eq)−ξeq ;J(eq)
]
(10)
= E
[
eiαS(eq)−ξG(eq);J(G(eq))
]
∆−1pi Ê
[
eiαI(eq)−ξG(eq);J(G(eq))
]T
∆pi
and
E
[
eiαX(eq)−ξeq ;J(eq)
]
(11)
= E
[
eiαI(eq)−iξG(eq);J(G(eq))
]
∆−1pi Ê
[
eiαS(eq)−iξG(eq);J(G(eq))
]
T
∆pi .
(ii) For the spectrally negative MAP and α, ξ ≥ 0,
E
[
e−αS(eq)−ξG(eq);J(G(eq))
]
= Ξ(q + ξ, α)−1diag
(
Ξ(q, 0)I(q)eT
)
, (12)
E
[
e−αS(eq)−ξG(eq);J(eq)
]
= Ξ(q + ξ, α)−1Ξ(q, 0)I(q), (13)
E
[
eαI(eq)−ξG(eq);J(G(eq))
]
(14)
= q ((q + ξ)I −F(α))−1∆−1pi Ξ̂(q + ξ,−α)
Tdiag
(
Ξ̂(q, 0)Î(q)eT
)−1
∆pi,
E
[
eαI(eq)−ξG(eq);J(eq)
]
= q ((q + ξ)I− F(α))−1∆−1pi Ξ̂(q + ξ,−α)
T
[
Ξ̂(q, 0)−1
]
T
∆pi . (15)
Remark 2. Applying Theorem 1(i) to the reversed process derives similar
conclusion for the infimum functional. Namely, processes {(X(t), J(t)), 0 ≤
t < G(eq)} and {(X(G(eq) + t)−X(G(eq)), J(G(eq) + t)), t ≥ 0} are condi-
tionally on J(G(eq)) independent.
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Remark 3. For N = 1 (hence Λ(q) = 0, I(q) = 1) above theorem gives
well-known identities for the spectrally negative Le´vy process:
E
[
e−αS(eq)−ξG(eq)
]
=
Φ(q)
Φ(q + ξ) + α
,
E
[
eαI(eq)−ξG(eq)
]
=
q(Φ(q + ξ)− α)
Φ(q)(q + ξ − ψ(α))
,
where ψ(θ) = −Ψ(−iθ) is a Laplace exponent of X. Finally, for ξ = 0
above theorem gives already known identity for spectrally negative MAP
(see Kyprianou and Palmowski (2008)):
E
(
eαI(eq);J(eq)
)T
(F (α) − qI)T
= q∆v(Φ (q))[α(Φ(q)I − Λ̂(q))
−1 − I]∆v(Φ (q))
−1 , (16)
which was derived using Asmussen-Kella martingale.
We prove also the following counterpart of Spitzer-Rogozin version of
Wiener-Hopf factorization and the Fristedt theorem:
Theorem 4. Assume that the matrix E exp{iαX(1)} has distinct eigenval-
ues and that for any t, s ≥ 0:
E
[
eiαX(t)1{X(t)≥0};J(t)
]
E
[
eiαX(s)1{X(s)<0};J(s)
]
= E
[
eiαX(s)1{X(s)<0};J(s)
]
E
[
eiαX(t)1{X(t)≥0};J(t)
]
. (17)
Then
E
[
e−αS(eq)−ξG(eq);J(eq)
]
= exp
{∫ ∞
0
dt
∫
[0,∞)
(
e−ξt−αx − 1
)
t−1e−qtP(X(t) ∈ dx;J(t))
}
I(q)
and
E
[
eαI(eq)−ξG(eq);J(eq)
]
= exp
{∫ ∞
0
dt
∫
(−∞,0)
(
e−ξt+αx − 1
)
t−1e−qtP(X(t) ∈ dx;J(t))
}
I(q) .
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The assumption (17) is satisfied for example for Markov modulated
Brownian motion X(t) = σ(J(t))B(t), where σ is a positive function.
The following generalization of the Kendall’s identity and the ballot the-
orem also hold.
Theorem 5. Consider the spectrally negative Markov Additive process X(t).
If there exist distinct q1, q2, . . . , qN such that vectors h(Φ(q1)),h(Φ(q2)),
. . . ,h(Φ(qN )) are independent, then
tP(τ+x ∈ dt;J(t))dx = xP(X(t) ∈ dx;J(t))dt .
Theorem 6. Let
X(t) = ct− σ(t),
where {σ(t), t ≥ 0} is a Markov Addidive Subordinator without drift com-
ponent. Under the assumptions of the Theorem 5, the following identity
holds:
P(X(t) ∈ dx, I(t) = 0;J(t)) =
x
ct
P(X(t) ∈ dx;J(t)) .
One can straightforward check that the assumptions of the Theorem 5
are satisfied e.g. for X(t) = ct− J(t)N(t), where N(t) is a Poisson process
and J(t) is a two-state birth-death process.
In total theorems given here might be seen as a fundamental of the
fluctuation theory for the (spectrally negative) MAP and might serve for
the deriving counterparts of well-known identities for the Le´vy processes.
4 Proofs
4.1 Proof of Theorem 1
(i) Sampling MAP process (X(t), J(t)) up to exponential random time eq
corresponds to the sampling the marked Cox point process (double Pois-
son point process) of the excursions up to time L(eq). Moreover, since
conditioning on realization of the process J(t) the point process (t, ǫt) is a
non-homogeneous marked Poisson process, we know that, conditioning on
J(L−1(σA−)) for
σA = inf{t ≥ 0 : ǫt ∈ A},
the point process {(t, ǫt), t < σ
A} is independent of ǫσA .
Consider now
σ1 = inf
{
t ≥ 0 :
∫ L−1(t)
0
1{X(s)=S(s)} ds > eq
}
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and
σ2 = inf{t ≥ 0 : ζ(ǫt) > e
t
q},
where etq is the independent exponential random variable with intensity q if
ǫt 6= ∂ and e
t
q = ∂ otherwise. Note that σ2 is σ
A for the A = {ζ(ǫ) > eq}.
If σ2 < σ1, then conditioning on J(L
−1((σ1 ∧ σ2)−)) = J(L
−1(σ2−)) the
process
{(t, ǫt), t < σ1 ∧ σ2 and ǫt 6= ∂} (18)
is independent of ǫσ2 = ǫσ1∧σ2 . If σ1 < σ2, then ǫσ1 = ǫσ1∧σ2 = ∂ and is also
independent of the process (18). Hence conditioning on J(L−1(σ1 ∧ σ2−))
the excursion ǫσ1∧σ2 is independent of the process (18). Note also that
G(eq) = L
−1((σ1 ∧ σ2)−), S(eq) = H((σ1 ∧ σ2)−) (19)
and the last excursion ǫσ1∧σ2 occupies the final eq−G(eq) units of time in the
interval [0, eq] and reaches the depthX(eq)−S(eq). This completes the proof
of the first part of the Theorem 1(i). Note that (eq −G(eq,X(eq)− S(eq))
has the same law like (Ĝ(eq), Î(eq)). The second part of of the Theorem 1(i)
follows now from the first part applied for the reversed process.
(ii) To prove Theorem 1(i) we follow Bertoin (2000). Fix n ∈ N setting
i+n = [nS(eq)]/n, (20)
where [·] stands for integer parts. Applying the strong Markov property at
time τ+k/n and using (9) yields:
E
[
e
−ξτ+
i+n
−αi+n
;J(eq)
]
=
∞∑
k=0
E
[
e
−ξτ+
k/n
−αk/n
; k/n ≤ S(eq) < (k + 1)/n;J(eq)
]
=
∞∑
k=0
e−Ξ(q+ξ,α)k/nP
(
eq < τ
+
1/n;J(eq)
)
(21)
=
[
n(I− e−Ξ(q+ξ,α)1/n)
]−1
nP
(
eq < τ
+
1/n;J(eq)
)
. (22)
Taking n→∞ we have i+n → S(eq) and τ
+
i+n
→ G(eq) and hence the left hand
side of above equation converges by the dominated convergence theorem.
Thus also right hand side converges. Note that for any matrix A
I− e−A/n =
1
n
A+ o(1/n). (23)
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Thus
E
[
e−ξG(eq)−αS(eq);J(eq)
]
= Ξ(q + ξ, α)−1B
for some matrix B using fact that matrix (Φ(q + ξ) + α)I − Λ(q + ξ) is
invertible for q > 0. Taking ξ = α = 0 we obtain
B = Ξ(q, 0)I(q)
which completes the proof of (13). Similarly, from (21),
Ei
[
e
−ξτ+
i+n
−αi+n
;J(τ+
i+n
) = j
]
=
∞∑
k=0
Ei
[
e
−ξτ+
k/n
−αk/n
; τ+k/n < eq;J(τ
+
k/n) = j
]
Pj
(
eq < τ
+
1/n
)
=
[
E
[
e
−ξτ+
i+n
−αi+n
;J(eq)
]
P
(
eq < τ
+
1/n;J(eq)
)−1]
ij
Pj
(
eq < τ
+
1/n
)
and therefore
E
[
e−ξG(eq)−αS(eq);J(eq)
]
= E
[
e−ξG(eq)−αS(eq);J(G(eq))
]
C , (24)
for
C = lim
n→∞
diag
(
Pi
(
eq < τ
+
1/n
)−1)
P
(
eq < τ
+
1/n;J(eq)
)
= lim
n→∞
P (J(eq)|S(eq) < 1/n) . (25)
Now (12) will follow straightforward from (25) and (13), since by (9),
P
(
eq < τ
+
1/n;J(eq)
)
= I(q)−P
(
eq > τ
+
1/n;J(eq)
)
=
(
I− e−Ξ(q,0)1/n
)
I(q)
and hence
C =
[
diag
(
Ξ(q, 0)IeT
)]−1
Ξ(q, 0)I(q). (26)
The identity (14) follows from (12) and the Theorem 1(i). Finally, from the
proof of the Theorem 1(i) it follows that
E
[
eαI(eq)−ξG(eq);J(eq)
]
= E
[
eαI(eq)−ξG(eq);J(G(eq))
]
∆−1pi P̂
(
J(G(eq))
)T
∆pi,
which completes the proof of (15) in a view of (12).
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4.2 Proof of Theorem 4
For a general matrix A with the distinct eigenvalues λi (hence with the
independent eigenvectors si), under assumption that qI + A is invertible,
using Frullani integral and the representation A = S diag{λi} S
−1 with
S = (s1, . . . , sN ), we can derive the following identity:
q (qI+A)−1 = exp
{∫ ∞
0
(e−Ax − I)
1
x
e−qx dx
}
. (27)
Lemma 7. Under assumption (17) for ξ ≥ 0,
E
[
eiαX(eq)−ξeq ;J(eq)
]
= exp
{∫ ∞
0
∫
[0,∞)
(exp {−ξt+ iαx} − 1)
1
t
e−qt P(X(t) ∈ dx;J(t)) dt
}
· exp
{∫ ∞
0
∫
(−∞,0)
(exp {−ξt+ iαx} − 1)
1
t
e−qt P(X(t) ∈ dx;J(t)) dt
}
.
Proof. By additivity of process X(t) there exists a matrix F such that
E exp{iαX(t)} = exp{F(iα)t} (see Prop. XI.2.2, p. 311 of Asmussen
(2003)). Note that this matrix also has distinct eigenvalues. Then we have:
E
[
eiαX(eq)−ξeq ;J(eq)
]
=
∫ ∞
0
qe−qt exp {−(ξI− F(iα))t} dt
= exp
{∫ ∞
0
(exp {−(ξI− F(iα))t} − I)
1
t
e−qt dt
}
= exp
{∫ ∞
0
∫
R
(exp {−ξt+ iαx} − 1)
1
t
e−qt P(X(t) ∈ dx;J(t)) dt
}
.
Note that by identity (17) the matrices∫ ∞
0
∫
[0,∞)
(exp {−ξt+ iαx} − 1)
1
t
e−qt P(X(t) ∈ dx;J(t)) dt
and ∫ ∞
0
∫
(−∞,0)
(exp {−ξt+ iαx} − 1)
1
t
e−qt P(X(t) ∈ dx;J(t)) dt
commutes. This gives the assertion of the lemma by the factorization. 
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From Lemma 7 and Theorem 1 we have
exp
{∫ ∞
0
∫
[0,∞)
(exp {−ξt+ iαx} − 1)
1
t
e−qt P(X(t) ∈ dx;J(t)) dt
}
· exp
{∫ ∞
0
∫
(−∞,0)
(exp {−ξt+ iαx} − 1)
1
t
e−qt P(X(t) ∈ dx;J(t)) dt
}
= H(α, ξ)T(α, ξ), (28)
where
H(α, ξ) = E
[
eiαS(eq)−ξG(eq);J(eq)
]
I(q)−1 (29)
and
T(α, ξ) = Ξ(q, 0)−1diag
(
Ξ(q, 0)eT
)
∆−1pi Ê
[
eiαI(eq)−ξG(eq);J(G(eq))
]T
∆pi.
(30)
From Theorem 1(i) it follows that matrices H(α, ξ) and T(α, ξ) are invert-
ible. Thus,
H−1(α, ξ) exp
{∫ ∞
0
∫
[0,∞)
(exp {−ξt+ iαx} − 1)
1
t
e−qt P(X(t) ∈ dx;J(t)) dt
}
= T(α, ξ) exp
{
−
∫ ∞
0
∫
(−∞,0)
(exp {−ξt+ iαx} − 1)
1
t
e−qt P(X(t) ∈ dx;J(t)) dt
}
. (31)
Moreover, each entry of the matrix H(α, ξ) is analytical in the upper half
of the complex plane. The same concerns also the matrix H−1(α, ξ). Thus
each entry of the LHS of (31) extends analytically to the lower half of the
complex plane in α and similarly each entry of the matrix on the RHS
of (31) extends analytically to the upper half of the complex plane in α.
Hence matrices on both sides of (31) can be defined in the whole α-plane.
Observe that each entry of these matrices is bounded function. Indeed, from
definitions (29) and (30) by Jensen inequality it follows that each entry of
matrices H(α, ξ) and T(α, ξ) is bounded in respective regions. Note that
reciprocal of determinant of H(α, ξ) is also bounded within any bounded
circle. Thus on any circle each entry of H−1(α, ξ) is bounded. Similarly,
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one can prove that each entry of the second factors of the RHS and LHS of
(31) is bounded. Thus by Liouville’s Theorem each entry of (31) must be a
constant. Putting α = ξ = 0 gives the assertion of the theorem.
4.3 Proof of Theorem 5
We will use now the martingale technique to prove Theorem 5 (see Borovkov
and Burq (2001) for similar considerations in the case of spectrally negative
Le´vy processes).
Lemma 8. We have,∫ ∞
y
dxe−Φ(q)x
κ′(Φ(q))
=
∫ ∞
0
te−qt
∫ ∞
y
dx
x
N∑
j=1
hj(Φ(q))
hi(Φ(q))
Pi(τ
+
x ∈ dt;J(t) = j).
Proof. From (4) we have
e−Φ(q)x = Eie
−qτ+x hJ(τ+x )(Φ(q))/hi(Φ(q)) .
Differentiating with respect to q and noting that Φ′(q) = 1/κ′(Φ(q)) we have
xe−Φ(q)x
1
κ′(Φ(q))
=
∫ ∞
0
te−qt
N∑
j=1
hJ(t)(Φ(q))
hi(Φ(q))
Pi(τ
+
x ∈ dt;J(t) = j) . (32)
The proof completes by dividing left-hand side and right-hand side of (32)
by x and integrating them w.r.t. dx over (y,∞). 
Lemma 9. We have,∫ ∞
y
dxe−Φ(q)x
κ′(Φ(q))
=
∫ ∞
0
e−qt
∫ ∞
y
N∑
j=1
hj(Φ(q))
hi(Φ(q))
Pi (X(t) ∈ dx;J(t) = j) dt.
Proof. From Corollary XI.2.6 of Asmussen (2003) we have
a = κ′(Φ(q))E
Φ(q)
i τ
+
a + hi(Φ(q))− E
Φ(q)
i hJ(τ+x )(Φ(q))
and hence
lim
a→∞
E
Φ(q)
i τ
+
a
a
=
1
κ′(Φ(q))
. (33)
Let TA =
∫∞
0 IA(X(t)) dt be the time spend by our process in the set A.
Note that
τ+a − T(−∞,0] ≤ T(0,a] ≤ τ
+
a + T
J(τ+a )
(−∞,0] , (34)
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where T
J(τ+a )
(−∞,0] denotes the time spend in (−∞, 0] by the process {(X(t +
τ+a )− a, J(τ
+
a + t)), t ≥ 0}. Moreover,
max
i
E
Φ(q)
i T(−∞,0] = maxi
E
Φ(q)
i
∫ ∞
0
I(−∞,0](X(t)) dt
≤ max
i
E
Φ(q)
i
∫ ∞
0
I(−∞,0](X(t)) dt
≤ max
i
E
Φ(q)
i
∫ ∞
0
e−qX(t) dt ≤ max
i
∫ ∞
0
E
Φ(q)
i e
−qX(t) dt
≤ max
i,j
hj(Φ(q))
hi(Φ(q))
∫ ∞
0
e−qt dt =
1
q
max
i,j
hj(Φ(q))
hi(Φ(q))
<∞ .
Taking expectation from both sides of (34) and dividing by a we derive:
lim
a→∞
E
Φ(q)
i T(0,a]
a
=
1
κ′(Φ(q))
. (35)
Observe that for 0 < a < b < c <∞
T(a,b] + T(b,c] = T(a,c]
and hence
E
Φ(q)
i T(a,b] = c(b− a)
which together with (35) gives:
E
Φ(q)
i T(0,a] =
a
κ′(Φ(q))
. (36)
Above can be rewritten in the following way:
a
κ′(Φ(q))
= E
Φ(q)
i T(0,a] = E
Φ(q)
i
∫ ∞
0
I(0,a](X(t)) dt
=
∫ ∞
0
P
Φ(q)
i (X(t) ∈ (0, a]) dt
=
∫ ∞
0
dt
∫
(0,a]
eΦ(q)x−qt
N∑
j=1
hj(Φ(q))
hi(Φ(q))
Pi (X(t) ∈ dx;J(t) = j)
=
∫
(0,a]
eΦ(q)x
∫ ∞
0
e−qt
N∑
j=1
hj(Φ(q))
hi(Φ(q))
Pi (X(t) ∈ dx;J(t) = j) dt .
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Since this equation holds for any a > 0, we have
dx
κ′(Φ(q))
= eΦ(q)x
∫ ∞
0
e−qt
N∑
j=1
hj(Φ(q))
hi(Φ(q))
Pi (X(t) ∈ dx;J(t) = j) dt
which completes the proof by integrating them w.r.t. dx over (y,∞). 
From Lemma 8 and 9 we have the following equality of Laplace trans-
forms: ∫ ∞
0
te−qt
∫ ∞
y
dx
x
N∑
j=1
hj(Φ(q))
hi(Φ(q))
Pi(τ
+
x ∈ dt;J(t) = j)
=
∫ ∞
0
e−qt
∫ ∞
y
N∑
j=1
hj(Φ(q))
hi(Φ(q))
Pi (X(t) ∈ dx;J(t) = j) dt
that implies the equality of the following measures:
N∑
j=1
hj(Φ(q))
(
t
dx
x
Pi(τ
+
x ∈ dt;J(t) = j)− Pi (X(t) ∈ dx;J(t) = j) dt
)
= 0
(37)
for each i = 1, . . . , N . This is equivalent to:(
tdxP(τ+x ∈ dt;J(t)) − xP (X(t) ∈ dx;J(t)) dt
)
h(Φ(q)) = 0 .
Choosing now the independent vectors h(Φ(q1)),h(Φ(q2)), . . . ,h(Φ(qN )) com-
pletes the proof.
4.4 Proof of Theorem 6
By Kendall’s identity given in Theorem 5 it suffices to prove that
P(X(t) ∈ dx, I(t) = 0;J(t))dt =
1
c
P(τ+x ∈ dt;J(t))dx
or that for all q > 0 and sufficiently large s > 0:
q
∫ ∞
0
e−qtdt
∫ ∞
0
esxP(X(t) ∈ dx, I(t) = 0;J(t))
=
q
c
∫ ∞
0
e−qt
∫ ∞
0
esxdxP(τ+x ∈ dt;J(t)) (38)
that is equivalent to
lim
α→∞
E
[
esX(eq)+αI(eq);J(eq)
]
=
q
c
∫ ∞
0
esxE
[
e−qτ
+
x ;J(τ+x )
]
dx . (39)
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We prove (39) passing from its left-hand side to its right-hand side. Let
q = q − κ(s). The change of measure (4) and Wiener-Hopf factorization
given in Theorem 1(ii) yields:
lim
α→∞
E
[
esX(eq)+αI(eq);J(eq)
]
= lim
α→∞
∆h(s)E
s
[
eαI(eq)−κ(s)eq ;J(eq)
]
∆h(s)
−1
= lim
α→∞
q
q
∆h(s)E
s
[
eαI(eq);J(eq)
]
∆h(s)
−1
= lim
α→∞
∆h(s)q
(
q
α
I− Fs(α)/α
)−1
∆−1pis
1
α
Ξ̂s(q,−α)
T
[
Ξ̂s(q, 0)
−1
]T
∆pis∆h(s)
−1.
Note that
lim
α→∞
(
q
α
I− Fs(α)/α
)−1
= (−cI)−1 = −
1
c
I
and from (7)
lim
α→∞
1
α
Ξ̂s(q,−α)
T = −I.
Hence
lim
α→∞
E
[
esX(eq)+αI(eq);J(eq)
]
=
q
c
∆h(s)∆
−1
pis
[
Ξ̂s(q, 0)
−1
]T
∆pis∆h(s)
−1 .
Using classical arguments for reversed process we can proceed as follows:
q
c
∆h(s)∆
−1
pis
[
Ξ̂s(q, 0)
−1
]T
∆pis∆h(s)
−1
=
q
c
∆h(s)
∫ ∞
0
∆−1pis Ê
s
[
e−qτ
+
x ;J(τ+x )
]T
∆pis dx∆h(s)
−1
=
q
c
∫ ∞
0
∆h(s)E
s
[
e−qτ
+
x ;J(τ+x )
]
∆h(s)
−1 dx
=
q
c
∫ ∞
0
E
[
e−(q+κ(s))τ
+
x +sx;J(τ+x )
]
dx ,
which is the right-hand side of (39).
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Abstract
We prove the Wiener-Hopf factorization for Markov additive pro-
cesses. We derive also Spitzer-Rogozin theorem for this class of pro-
cesses which serves for obtaining Kendall’s formula and Fristedt repre-
sentation of the cumulant matrix of the ladder epoch process. Finally,
we also obtain so-called ballot theorem.
1 Introduction
The classical Wiener-Hopf factorization of a probability measure was given
by Spitzer (1964) and Feller (1970), and has a strong connection to ran-
dom walks. This result was generalized by Rogozin (1966), Fristedt (1974)
and other authors using approximation based on discrete time skeletons.
Greenwood and Pitman (1980) use direct approach which relies on excur-
sion theory for reflected process. For details see Bertoin (1996) and Kypri-
anou (2006). Presman (1969) and Arjas and Speed (1973) generalize Spitzer
identity into different direction, to the class of Markov additive processes in
discrete time (see also Asmussen (2003) and Prabhu (1998)). Later, Kaspi
(1982) proves Wiener-Hopf factorization for a continuous time parameter
Markov additive process, where Markovian component has a finite state
space and is ergodic. The main weakness of the fluctuation identity given by
Kaspi (1982) is that it involves distribution of the inverse local time, which
∗University of Wroc law, pl. Grunwaldzki 2/4, 50-384 Wroc law, Poland, E-mail: prze-
myslaw.klusik@gmail.com
†University of Wroc law, pl. Grunwaldzki 2/4, 50-384 Wroc law, Poland, E-mail: zbig-
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is seldom explicitly known. Dieker and Mandjes (2010) investigate discrete-
time Markov additive processes and use an embedding to relate these to a
continuous-time setting (see also Breuer (2008) and Rogers (1994)).
This paper presents Wiener-Hopf factorization for a special, but none
the less quite general, class of Markov additive Processes (MAP). For this
class of processes we give short proof of Wiener-Hopf factorization based
on Markov property and additivity. We also express the terms of Wiener-
Hopf factorization directly in terms of the basic data of the process. Finally,
we derive Spitzer-Rogozin theorem for this class of processes which serves
for obtaining Kendall’s formula and Fristedt representation of the cumulant
matrix of the ladder epoch process. We also present the ballot theorem.
The paper is organized as follows. The Section 2 introduces basic defi-
nitions, facts and properties related with MAPs. In Section 3 we give the
main results of this paper. Finally in Section 4 we prove all theorems.
2 Preliminaries
2.1 Markov additive processes.
Before presenting main results we shall simply begin by defining the class of
processes we intend to work with and their properties. Following Asmussen
and Kella (2000) we consider a process X(t), whereX(t) = X(1)(t)+X(2)(t),
and the independent processes X(1)(t) and X(2)(t) are specified by the char-
acteristics: qij, Gi, σi, ai, νi(dx) which we shall now define. Let J(t) be a
right-continuous, ergodic, finite state space continuous time Markov chain,
with I = {1, . . . , N}, and with the intensity matrix Q = (qij). We denote
the jumps of the process J(t) by {Ti} (with T0 = 0). Let {U
(i)
n } be i.i.d.
random variables with distribution function Gi(·). Define the jump process
by
X(1)(t) =
∑
n≥1
∑
i∈I
U (i)n 1{J(Tn)=i, Tn≤t}.
For each j ∈ I, let Xj(t) be a Le´vy process with the Le´vy-Khinchine expo-
nent:
− logE(exp{iαXj(1)}) = Ψj(α)
= −iajα+
σ2jα
2
2
+
∫ ∞
−∞
(1− eiαy + iα|y|1|y|≤1)νj(dy), (1)
where
∫∞
−∞(1 ∧ |y|
2)νj(dy) < ∞. By X
(2)(t) we denote the process which
behaves in law like Xi(t), when J(t) = i. We shall assume that the afore-
2
mentioned class of MAPs is defined on a probability space with probabilities
{Pi : i ∈ I}, where Pi(·) = P(·|J(0) = i), and right-continuous natural fil-
tration F = {F t : t ≥ 0}. In fact we can consider more general MAP where
additional jumps U
(i)
n appearing during the change of the state of J(t) could
also depend on the state J(Tn+1) (so called anticipative MAP). This could
be done by considering the vector state space I2 and the modified govern-
ing Markov process J on it. If each of the measures νi are supported on
(−∞, 0] as well as the distributions of each U
(i)
n then we say that X is a
spectrally negative MAP. These definition and more concerning the basic
characterization of MAPs can be found in Chapter XI of Asmussen (2003).
2.2 Time reversal
Predominant in the forthcoming analysis will be the use of the bivariate
process (Ĵ , X̂), representing the process (J,X) time reversed from a fixed
moment in the future when J(0) has the stationary distribution π. For
definitiveness, we mean
Ĵ (s) = J((t− s)−) and X̂ (s) = X (t)−X
(
(t− s)−
)
, 0 ≤ s ≤ t
under Ppi =
∑
i∈I πiPi. Note that X̂ is also Markov additive process. The
characteristics of (Ĵ , X̂) will be indicated by using a hat over the existing
notation for the characteristics of (J,X). Instead of talking about the pro-
cess (Ĵ , X̂) we shall also talk about the process (J,X) under probabilities
{P̂i : i ∈ I}. Note also for future use, following classical time reversed path
analysis, for y ≥ 0 and s ≤ t,
Pi (G(t) ∈ ds,−I(t) ∈ dy|J(t) = j)
= P̂j
(
G(t) ∈ ds, S (t)−X(t) ∈ dy|J(t) = i
)
, (2)
where I(t) = inf0≤s≤tX(s), S(t) = sup0≤s≤tX(s) and G(t) = sup{s < t :
X(s) = S(s)}, G(t) = sup{s < t : X(s) = I(s)}. (A diagram may help to
explain the last identity).
From now on we assume that none of the processes Xi are downward
subordinators and compound Poisson process. To include compound Poisson
process X(i)(t) in the main Theorem 1(i) it is necessary to work with the
new definition G(t) = inf{s < t : X(s) = I(s)} instead the previous one.
Under above assumption we have also G(t) = sup{s ≤ t : X(s) = S(s)} and
G(t) = sup{s ≤ t : X(s) = I(s)}.
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2.3 Ladder height process
We start from recalling the representation of the local time given in Kaspi
(1982) in formula (3.21). For MAP we say that state i ∈ {1, . . . , N} is
regular when Pi(R = 0) = 1 for R = inf{t > 0 : t ∈ M}, where M is a
closure of M = {t ≥ 0 : X(t) = S(t)}. Denote by {Un} the stopping times
at which R(t−) = 0 and R(t) > 0 for the R(t) = inf{s > t : S(t) = X(t)}− t
and J(t) is irregular. Denote
Sn =
{
Un on X(Un) = S(Un),
∞ otherwise.
By Theorem 3.28 of Kaspi (1982) (see also Maissoneuve (1975)), for the
MAP we can define the ladder height process:
{(L−1(t),H(t) = X(L−1(t)), J(L−1(t))), t ≥ 0}
choosing the local time:
L(t) = Lc(t) +
∑
Sn<t
λ(J(Un))e
(n)
1 , (3)
where Lc(t) is a continuous additive process that increases only on M and
e
(n)
1 are independent exponential random variables with intensity 1,
λ(i) = Ei
[
(1− e−R
]
.
Obviously to make functional (3) measurable we enlarge probability space
to include the exponential random variables. One can easily verify that
(L−1(t),H(t), J(L−1(t))) is again (bivariate) MAP (see Kaspi (1982, p.
185)). For each moment of time we can define the excursion:
ǫt(s) =
{
X(L−1(t−) + s)−X(L−1(t−)) for L−1(t−) < L−1(t)
∂ otherwise,
where ∂ is a cementary state. Let ζ(ǫt) = L
−1(t) − L−1(t−) be the length
of the excursion if ǫt 6= ∂. From (3) it follows that the excursion process
{(t, ǫt), t ≥ 0} is (possibly stopped at the first excursion with infinite length)
marked Cox point process with the intensity n(J(L−1(t−)), dǫ) depending
on the state process J(L−1(t−)). Denote by E the σ-field on the excursion
state space.
4
2.4 Spectrally negative Markov additive process
Letting Q◦G˜(α) = (qijG˜i(α)), where G˜i(α) = E
(
exp(αU
(i)
1 )
)
, for spectrally
negative MAP we can define cumulant generating matrix (cgm) of MAP
X(t):
F(α) = Q ◦ G˜(α) + diag(ψ1(α), . . . , ψN (α)), α ∈ R+ (4)
where ψj(α) = −Ψ(−iα) for Ψ defined in (1). Perron-Frobenius theory iden-
tifies F (α) as having a real-valued eigenvalue with maximal real part which
we shall label κ (α) . The corresponding left and right 1×N eigenvectors we
label v (α) and h (α), respectively. In this text we shall always write vectors
in their horizontal form and use the usual T to mean transpose. Since v (α)
and h (α) are given up to multiplying constants, we are free to normalize
them such that
v (α)h (α)T = 1 and πh (α)T = 1 .
Note also that h (0) = e, the 1 ×N vector consisting of a row of ones. We
shall write hi (α) for the i-th element of h (α) . The eigenvalue κ (α) is a
convex function (this can also be easily verified) such that κ (0) = 0 and
κ′ (0) is the asymptotic drift of X in the sense that for each i ∈ I we have
limt↑∞ E(X(t)|J(0) = i,X(0) = x)/t = κ
′ (0). For the right inverse of κ we
shall write Φ.
It can be checked that under the following Girsanov change of measure
dPγi
dPi
∣∣∣∣
Ft
:= eγX(t)−κ(γ)t
hJ(t) (γ)
hi (γ)
, for γ such that κ (γ) <∞ (5)
the process (X,Pγi ) is again a spectrally negative MAP whose intensity ma-
trix Fγ (α) is well defined and finite for α ≥ −γ. Generally for all quan-
tities calculated for Pγ we will add subscript γ. Further, if Fγ (α) has
largest eigenvalue κγ (α) and associated right eigenvector hγ (α), the triple
(Fγ (α) , κγ (α) ,hγ (α)) is related to the original triple (F (α) , κ (α) ,h (α))
via
Fγ (α) =∆h (γ)
−1F (α+ γ)∆h (γ)−κ (γ) I and κγ (α) = κ (α+ γ)−κ (γ) ,
(6)
where I is the N ×N identity matrix and
∆h (γ) := diag (h1 (γ) , ..., hN (γ)) .
Similarly, the time reversed process X̂(t) is the spectrally negative MAP
with the characteristics F̂, ĥ, κ̂. To relate them to the original ones, recall
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that the intensity matrix of Ĵ must satisfy
Q̂ =∆−1pi Q
T∆pi ,
where ∆pi is the diagonal matrix whose entries are given by the vector π.
Hence according to (4) we find that:
F̂ (α) =∆−1pi F (α)
T∆pi. (7)
Moreover, κ̂ (α) = κ (α) and ∆piĥ (α)
T = v (α)T (see Kyprianou and Pal-
mowski (2008) for details).
Here and throughout we work with the definition that eq is random
variable which is exponentially distributed with mean 1/q and independent
of (J,X).
As much as possible, from now on, we shall also prefer to work with
matrix notation. For a random variable Y and (random) time τ , we shall
understand E(Y ;J(τ)) to be the matrix with (i, j)-th elements Ei(Y ;J(τ) =
j). For an event, A, P(A;J(τ)) will be understood in a similar sense. Let
Iij(q) = Pi,0(J(eq) = j), in other words
I(q) = q(qI−Q)−1.
The spectrally negative MAP is easier to analyze since its ladder height
process (L−1(t),H(t), J(L−1(t))) has explicit cumulant generating matrix
Ξ(q, α). Let
τ+a := inf{t ≥ 0 : X(t) ≥ a},
where a ≥ 0. Denote the generator of the Markov process {J(τ+a ), a ≥ 0}
by Λ(q) on PΦ(q). It solves equation:
FΦ(q)(−Λ(q)) = 0; (8)
see Pistorius (2005) and Ivanovs et al. (2010) and D’Auria et al. (2010) for
numerical considerations using the theory of Jordan chains. Equation (8)
is understood as a matrix equation by putting −Λ(q) in the place of α in
(6) with γ = Φ(q) and obvious meaning of a exponential matrix. Note that
ladder height process can be identified as {(τ+a ,X(τ
+
a ) = a, J(τ
+
a )), a ≥
0}. It is a bivariate Markov additive process with the cumulant generating
matrix:
Ξ(q, α) = ∆h(Φ(q))(Φ(q)I −Λ(q))∆h(Φ(q))
−1 + α
= ∆h(Φ(q))((Φ(q) + α)I−Λ(q))∆h(Φ(q))
−1 (9)
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for α, q > 0. Above could be deduced from the equalities:
e−Ξ(q,α)a = E
(
e−qτ
+
a −αX(τ
+
a );J(τ+a )
)
= E
(
e−qτ
+
a −αa;J(τ+a )
)
(10)
and the Theorem 1 of Kyprianou and Palmowski (2008) stating that
E(e−ξτ
+
x ; τ+x < eq;J(τ
+
x )) = E
(
e−(q+ξ)τ
+
x 1(τ+x <∞);J(τ
+
x )
)
=∆h(Φ(q + ξ))e
−(Φ(q+ξ)I−Λ(q+ξ))x∆h(Φ(q + ξ))
−1
= exp
{
−∆h(Φ(q + ξ))(Φ(q + ξ)I−Λ(q + ξ))∆h(Φ(q + ξ))
−1x
}
.(11)
3 Main results
The main result of this paper is given in next theorem.
Theorem 1. (i) For a general MAP the random vectors (S(eq), G(eq))
and (S(eq)−X(eq), eq −G(eq)) are conditionally on J(G(eq)) independent.
Hence for α ∈ R, ξ ≥ 0,
E
[
eiαX(eq)−ξeq ;J(eq)
]
(12)
= E
[
eiαS(eq)−ξG(eq);J(G(eq))
]
∆−1pi Ê
[
eiαI(eq)−ξG(eq);J(G(eq))
]
T
∆pi
and
E
[
eiαX(eq)−ξeq ;J(eq)
]
(13)
= E
[
eiαI(eq)−iξG(eq);J(G(eq))
]
∆−1pi Ê
[
eiαS(eq)−iξG(eq);J(G(eq))
]T
∆pi .
(ii) For the spectrally negative MAP and α, ξ ≥ 0,
E
[
e−αS(eq)−ξG(eq);J(G(eq))
]
= Ξ(q + ξ, α)−1diag
(
Ξ(q, 0)I(q)eT
)
, (14)
E
[
e−αS(eq)−ξG(eq);J(eq)
]
= Ξ(q + ξ, α)−1Ξ(q, 0)I(q), (15)
E
[
eαI(eq)−ξG(eq);J(G(eq))
]
(16)
= q ((q + ξ)I −F(α))−1∆−1pi Ξ̂(q + ξ,−α)
Tdiag
(
Ξ̂(q, 0)Î(q)eT
)−1
∆pi,
E
[
eαI(eq)−ξG(eq);J(eq)
]
= q ((q + ξ)I− F(α))−1∆−1pi Ξ̂(q + ξ,−α)
T
[
Ξ̂(q, 0)−1
]
T
∆pi . (17)
7
Remark 2. Applying Theorem 1(i) to the reversed process derives similar
conclusion for the infimum functional. Namely, processes {(X(t), J(t)), 0 ≤
t < G(eq)} and {(X(G(eq) + t)−X(G(eq)), J(G(eq) + t)), t ≥ 0} are condi-
tionally on J(G(eq)) independent.
Remark 3. For N = 1 (hence Λ(q) = 0, I(q) = 1) above theorem gives
well-known identities for the spectrally negative Le´vy process:
E
[
e−αS(eq)−ξG(eq)
]
=
Φ(q)
Φ(q + ξ) + α
,
E
[
eαI(eq)−ξG(eq)
]
=
q(Φ(q + ξ)− α)
Φ(q)(q + ξ − ψ(α))
,
where ψ(θ) = −Ψ(−iθ) is a Laplace exponent of X. Finally, for ξ = 0
above theorem gives already known identity for spectrally negative MAP
(see Kyprianou and Palmowski (2008)):
E
(
eαI(eq);J(eq)
)T
(F (α) − qI)T
= q∆v(Φ (q))[α(Φ(q)I − Λ̂(q))
−1 − I]∆v(Φ (q))
−1 , (18)
which was derived using Asmussen-Kella martingale.
We prove also the following counterpart of Spitzer-Rogozin version of
Wiener-Hopf factorization and the Fristedt theorem:
Theorem 4. Assume that the matrix E exp{iαX(1)} has distinct eigenval-
ues and that for any t, s ≥ 0:
E
[
eiαX(t)1{X(t)≥0};J(t)
]
E
[
eiαX(s)1{X(s)<0};J(s)
]
= E
[
eiαX(s)1{X(s)<0};J(s)
]
E
[
eiαX(t)1{X(t)≥0};J(t)
]
. (19)
Then
E
[
e−αS(eq)−ξG(eq);J(eq)
]
= exp
{∫ ∞
0
dt
∫
[0,∞)
(
e−ξt−αx − 1
)
t−1e−qtP(X(t) ∈ dx;J(t))
}
I(q)
and
E
[
eαI(eq)−ξG(eq);J(eq)
]
= exp
{∫ ∞
0
dt
∫
(−∞,0)
(
e−ξt+αx − 1
)
t−1e−qtP(X(t) ∈ dx;J(t))
}
I(q) .
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The assumption (19) is satisfied for example for two state Markov process
J(t) and for X(t) = 0 when J(t) = 1 and X(t) being Brownian motion when
J(t) = 2.
The following generalization of the Kendall’s identity and the ballot the-
orem also hold.
Theorem 5. Consider the spectrally negative Markov additive process X(t)
with absolutely continuous transition probabilities. Under the assumptions
of Theorem 4 we have:
tP(τ+x ∈ dt;J(t))dx = xP(X(t) ∈ dx;J(t))dt .
Theorem 6. Let
X(t) = ct− σ(t),
where {σ(t), t ≥ 0} is a Markov Addidive subordinator without drift com-
ponent and c > 0. Under the assumptions of the Theorem 4, the following
identity holds:
P(X(t) ∈ dx, I(t) = 0;J(t)) =
x
ct
P(X(t) ∈ dx;J(t)) .
In total theorems given here might be seen as a fundamental of the
fluctuation theory for the (spectrally negative) MAP and might serve for
the deriving counterparts of well-known identities for the Le´vy processes.
4 Proofs
4.1 Proof of Theorem 1
(i) Sampling MAP process (X(t), J(t)) up to exponential random time eq
corresponds to the sampling the marked Cox point process (double Pois-
son point process) of the excursions up to time L(eq). Moreover, since
conditioning on realization of the process J(t) the point process (t, ǫt) is a
non-homogeneous marked Poisson process, we know that, conditioning on
J(L−1(σA−)) for
σA = inf{t ≥ 0 : ǫt ∈ A},
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the point process {(t, ǫt), t < σ
A} is independent of ǫσA . Indeed, for Borel
sets B1 and B2 and k0 = max{k : Tk ≤ σ
A} we have:
Pi({(t, ǫt), t < σ
A} ∈ B1, {(t, ǫt), t ≥ σ
A} ∈ B2)
=
∑
ik∈{1,...,N}
Pi({(t, ǫt), t < σ
A} ∈ B1|J(T1) = i1, J(T2) = i2, . . .)
P({(t, ǫt), t ≥ σ
A} ∈ B2|J(T1) = i1, J(T2) = i2, . . .)P(J(T1) = i1, J(T2) = i2, . . .)
=
∑
ik∈{1,...,N}
Pi({(t, ǫt), t < σ
A} ∈ B1|J(T1) = i1, J(T2) = i2, . . . , J(Tk0) = ik0)
P({(t, ǫt), t ≥ σ
A} ∈ B2|J(Tk0) = ik0 , J(Tk0+1) = ik0+1, . . .)
P(J(T1) = i1, J(T2) = i2, . . . , J(Tk0) = ik0)P(J(Tk0+1) = ik0+1, . . . |J(Tk0) = ik0)
=
N∑
ik0=1
Pi({(t, ǫt), t < σ
A} ∈ B1;J(σ
A−) = ik0)Pik0 ({(t, ǫt), t ≥ σ
A} ∈ B2).
Hence
P({(t, ǫt), t < σ
A} ∈ B1, {(t, ǫt), t ≥ σ
A} ∈ B2)
= P({(t, ǫt), t < σ
A} ∈ B1;J(σ
A−))P({(t, ǫt), t ≥ σ
A} ∈ B2).
Consider now
σ1 = inf
{
t ≥ 0 :
∫ L−1(t)
0
1{X(s)=S(s)} ds > eq
}
and
σ2 = inf{t ≥ 0 : ζ(ǫt) > eq}.
Note that σ2 is σ
A for the A = {ζ(ǫ) > eq} and possibly σ1 =∞ (e.g. when
set of maxima has Lebesgue measure 0). If σ2 < σ1, then conditioning on
J(L−1((σ1 ∧ σ2)−)) = J(L
−1(σ2−)) the process
{(t, ǫt), t < σ1 ∧ σ2 and ǫt 6= ∂} (20)
is independent of ǫσ2 = ǫσ1∧σ2 . If σ1 < σ2, then ǫσ1 = ǫσ1∧σ2 = ∂ and is also
independent of the process (20). Hence conditioning on J(L−1(σ1 ∧ σ2−))
the excursion ǫσ1∧σ2 is independent of the process (20). Note also that
G(eq) = L
−1((σ1 ∧ σ2)−), S(eq) = H((σ1 ∧ σ2)−) (21)
and the last excursion ǫσ1∧σ2 occupies the final eq −G(eq) units of time in
the interval [0, eq] and reaches the depth X(eq) − S(eq). The proof of the
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identities (21) completely follows the arguments given in [13, Sec. 4]. These
identities complete the proof of the first part of the Theorem 1(i). Note that
(eq−G(eq),X(eq)−S(eq)) has the same law like (Ĝ(eq), Î(eq)). The second
part of of the Theorem 1(i) follows now from the first part applied for the
reversed process.
(ii) To prove Theorem 1(ii) we follow Bertoin (2000). Fix n ∈ N setting
i+n = [nS(eq)]/n, (22)
where [·] stands for integer parts. Applying the strong Markov property at
time τ+k/n and using (11) yields:
E
[
e
−ξτ+
i+n
−αi+n
;J(eq)
]
=
∞∑
k=0
E
[
e
−ξτ+
k/n
−αk/n
; k/n ≤ S(eq) < (k + 1)/n;J(eq)
]
=
∞∑
k=0
e−Ξ(q+ξ,α)k/nP
(
eq < τ
+
1/n;J(eq)
)
(23)
=
[
n(I− e−Ξ(q+ξ,α)1/n)
]−1
nP
(
eq < τ
+
1/n;J(eq)
)
. (24)
Taking n → ∞ we have i+n → S(eq). Moreover, S(eq) ≥ Xτ+
i+n
≥ i+n and
XG(eq) = S(eq). Hence τ
+
i+n
→ G(eq) where we use fact that by excluding a
compound Poisson processes Xj the supremum S(eq) is uniquely attained.
Hence the left hand side of above equation converges by the dominated
convergence theorem. Thus also right hand side converges. Note that for
any matrix A
I− e−A/n =
1
n
A+ o(1/n). (25)
Thus
E
[
e−ξG(eq)−αS(eq);J(eq)
]
= Ξ(q + ξ, α)−1B
for some matrix B using fact that matrix (Φ(q + ξ) + α)I − Λ(q + ξ) is
invertible for q > 0. Taking ξ = α = 0 we obtain
B = Ξ(q, 0)I(q)
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which completes the proof of (15). Similarly, from (23),
Ei
[
e
−ξτ+
i+n
−αi+n
;J(τ+
i+n
) = j
]
=
∞∑
k=0
Ei
[
e
−ξτ+
k/n
−αk/n
; τ+k/n ≤ eq;J(τ
+
k/n) = j
]
Pj
(
eq < τ
+
1/n
)
=
[
E
[
e
−ξτ+
i
+
n
−αi+n
;J(eq)
]
P
(
eq < τ
+
1/n;J(eq)
)−1]
ij
Pj
(
eq < τ
+
1/n
)
and therefore
E
[
e−ξG(eq)−αS(eq);J(eq)
]
= E
[
e−ξG(eq)−αS(eq);J(G(eq))
]
C , (26)
for
C = lim
n→∞
diag
(
Pi
(
eq < τ
+
1/n
)−1)
P
(
eq < τ
+
1/n;J(eq)
)
= lim
n→∞
P (J(eq)|S(eq) < 1/n) . (27)
Now (14) will follow straightforward from (27) and (15), since by (11),
P
(
eq < τ
+
1/n;J(eq)
)
= I(q)−P
(
eq > τ
+
1/n;J(eq)
)
=
(
I− e−Ξ(q,0)1/n
)
I(q)
and hence
C =
[
diag
(
Ξ(q, 0)I(q)eT
)]−1
Ξ(q, 0)I(q). (28)
The identity (16) follows from (14) and the Theorem 1(i). Indeed, note
that LHS of (12) applied for the dual equals q(qI − F̂ (α))−1 = q∆−1pi (qI −
F (α)T)−1∆pi. Putting (14) into (12) (where both identities are taken for
the dual) will produce (16).
Finally, from the proof of the Theorem 1(i) it follows that
E
[
eαI(eq)−ξG(eq);J(eq)
]
= E
[
eαI(eq)−ξG(eq);J(G(eq))
]
∆−1pi P̂
(
J(G(eq))
)T
∆pi,
which completes the proof of (17) in a view of (14).
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4.2 Proof of Theorem 4
For a general matrix A with the distinct eigenvalues λi (hence with the
independent eigenvectors si) such that Re λi > 0 using Frullani integral and
the representation A = S diag{λi} S
−1 with S = (s1, . . . , sN ), for q > 0 we
can derive the following identities:
q (qI+A)−1 = exp
{∫ ∞
0
(e−Ax − I)
1
x
e−qx dx
}
(29)
and
A(A+ α)−1 = exp
{∫ ∞
0
(e−αx − 1)
1
x
e−Ax dx
}
. (30)
Lemma 7. Under assumption (19) for ξ strictly larger than the largest real
part of eigenvalue of F(α),
E
[
eiαX(eq)−ξeq ;J(eq)
]
= exp
{∫ ∞
0
∫
[0,∞)
(exp {−ξt+ iαx} − 1)
1
t
e−qt P(X(t) ∈ dx;J(t)) dt
}
· exp
{∫ ∞
0
∫
(−∞,0)
(exp {−ξt+ iαx} − 1)
1
t
e−qt P(X(t) ∈ dx;J(t)) dt
}
.
Proof. By additivity of process X(t) there exists a matrix F such that
E exp{iαX(t)} = exp{F(iα)t} (see Prop. XI.2.2, p. 311 of Asmussen
(2003)). Note that this matrix also has distinct eigenvalues. Then we have:
E
[
eiαX(eq)−ξeq ;J(eq)
]
=
∫ ∞
0
qe−qt exp {−(ξI− F(iα))t} dt
= exp
{∫ ∞
0
(exp {−(ξI− F(iα))t} − I)
1
t
e−qt dt
}
= exp
{∫ ∞
0
∫
R
(exp {−ξt+ iαx} − 1)
1
t
e−qt P(X(t) ∈ dx;J(t)) dt
}
.
Note that by identity (19) the matrices∫ ∞
0
∫
[0,∞)
(exp {−ξt+ iαx} − 1)
1
t
e−qt P(X(t) ∈ dx;J(t)) dt
and ∫ ∞
0
∫
(−∞,0)
(exp {−ξt+ iαx} − 1)
1
t
e−qt P(X(t) ∈ dx;J(t)) dt
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commute. This gives the assertion of the lemma by the factorization. 
From Lemma 7 and Theorem 1 using classical extension arguments for
ξ ≥ 0 we have
exp
{∫ ∞
0
∫
[0,∞)
(exp {−ξt+ iαx} − 1)
1
t
e−qt P(X(t) ∈ dx;J(t)) dt
}
· exp
{∫ ∞
0
∫
(−∞,0)
(exp {−ξt+ iαx} − 1)
1
t
e−qt P(X(t) ∈ dx;J(t)) dt
}
= H(α, ξ)T(α, ξ), (31)
where
H(α, ξ) = E
[
eiαS(eq)−ξG(eq);J(eq)
]
I(q)−1 (32)
and
T(α, ξ) = Ξ(q, 0)−1diag
(
Ξ(q, 0)I(q)eT
)
∆−1pi Ê
[
eiαI(eq)−ξG(eq);J(G(eq))
]T
∆pi.
(33)
From Theorem 1(i) it follows that matrices H(α, ξ) and T(α, ξ) are invert-
ible. Thus,
H−1(α, ξ) exp
{∫ ∞
0
∫
[0,∞)
(exp {−ξt+ iαx} − 1)
1
t
e−qt P(X(t) ∈ dx;J(t)) dt
}
= T(α, ξ) exp
{
−
∫ ∞
0
∫
(−∞,0)
(exp {−ξt+ iαx} − 1)
1
t
e−qt P(X(t) ∈ dx;J(t)) dt
}
. (34)
Moreover, each entry of the matrix H(α, ξ) is analytical in the upper half
of the complex plane. The same concerns also the matrix H−1(α, ξ). Thus
each entry of the LHS of (34) extends analytically to the lower half of the
complex plane in α and similarly each entry of the matrix on the RHS
of (34) extends analytically to the upper half of the complex plane in α.
Hence matrices on both sides of (34) can be defined in the whole α-plane.
Observe that each entry of these matrices is bounded function. Indeed, from
definitions (32) and (33) by Jensen inequality it follows that each entry of
matrices H(α, ξ) and T(α, ξ) is bounded in respective regions. Note that
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reciprocal of determinant of H(α, ξ) is also bounded. Indeed, by (9), (15)
and (32) we have,
1
α
logHij(α, ξ) ∼ max
k
1
α
logEi
[
eiαS(eq)−ξG(eq);J(eq) = k
]
(35)
∼ max
k
1
α
logΞik(q + ξ, α) ∼
1
α
log(Φ(q + ξ) + α−Λii(q + ξ)) = 0
as α→∞ in the upper half complex plane, where f(α) ∼ g(α) means that
f(α)/g(α) → 1. Now fact that each entry of H−1(α, ξ) is bounded follows
from Phragmen-Lindelo¨f Theorem (see Cor. 4.4. of Conway (1978)) and
asymptotics:
1
α
log det H(α, ξ)→ 0
which is a consequence of (35). Similarly, one can prove that each entry
of the second factors of the RHS and LHS of (34) is bounded. Thus by
Liouville’s Theorem each entry of (34) must be a constant. Putting α = ξ =
0 gives the assertion of the theorem.
4.3 Proof of Theorem 5
From (14) and (9):
E
[
e−αS(eq);J(eq)
]
= A(A+ α)−1I(q)
where A = ∆h(Φ(q))(Φ(q)I − Λ(q))∆h(Φ(q))
−1. Using (30) and (11) this
gives:
E
[
e−αS(eq);J(eq)
]
= e
∫∞
0
dt
∫∞
0
(e−αx−1) 1
x
e−qtP(τ+x ∈dt;J(t))dx
In view of Theorem 4 this completes the proof.
4.4 Proof of Theorem 6
If there is an atom at x = ct in P(X(t) ∈ dx;J(t)), then the assertion of the
theorem remains true. Assume now that P(X(t) ∈ dx;J(t)) is absolutely
continuous. By Kendall’s identity given in Theorem 5 it suffices then to
prove that
P(X(t) ∈ dx, I(t) = 0;J(t))dt =
1
c
P(τ+x ∈ dt;J(t))dx
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or that for all q > 0 and sufficiently large s > 0:
q
∫ ∞
0
e−qtdt
∫ ∞
0
esxP(X(t) ∈ dx, I(t) = 0;J(t))
=
q
c
∫ ∞
0
e−qt
∫ ∞
0
esxdxP(τ+x ∈ dt;J(t)) (36)
that is equivalent to
lim
α→∞
E
[
esX(eq)+αI(eq);J(eq)
]
=
q
c
∫ ∞
0
esxE
[
e−qτ
+
x ;J(τ+x )
]
dx . (37)
We prove (37) passing from its left-hand side to its right-hand side. Let
q = q − κ(s). The change of measure (5) and Wiener-Hopf factorization
given in Theorem 1(ii) yields:
lim
α→∞
E
[
esX(eq)+αI(eq);J(eq)
]
= lim
α→∞
∆h(s)E
s
[
eαI(eq)+κ(s)eq ;J(eq)
]
∆h(s)
−1
= lim
α→∞
q
q
∆h(s)E
s
[
eαI(eq);J(eq)
]
∆h(s)
−1
= lim
α→∞
∆h(s)q
(
q
α
I− Fs(α)/α
)−1
∆−1pis
1
α
Ξ̂s(q,−α)
T
[
Ξ̂s(q, 0)
−1
]T
∆pis∆h(s)
−1,
where πs is a stationary measure of X under Psi . Note that
lim
α→∞
(
q
α
I− Fs(α)/α
)−1
= (−cI)−1 = −
1
c
I
and from (9)
lim
α→∞
1
α
Ξ̂s(q,−α)
T = −I.
Hence
lim
α→∞
E
[
esX(eq)+αI(eq);J(eq)
]
=
q
c
∆h(s)∆
−1
pis
[
Ξ̂s(q, 0)
−1
]T
∆pis∆h(s)
−1 .
Using classical arguments for reversed process note that under Pspis we have
P̂
s
i (τ
+
x ∈ dt|J(t) = j) = P
s
j(τ
+
x ∈ dt|J(t) = i). (38)
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We can now proceed as follows:
q
c
∆h(s)∆
−1
pis
[
Ξ̂s(q, 0)
−1
]T
∆pis∆h(s)
−1
=
q
c
∆h(s)
∫ ∞
0
∆−1pis e
−xΞ̂s(q,0)T∆pis dx∆h(s)
−1
=
q
c
∆h(s)
∫ ∞
0
∆−1pis Ê
s
[
e−qτ
+
x ;J(τ+x )
]T
∆pis dx∆h(s)
−1
=
q
c
∫ ∞
0
∆h(s)E
s
[
e−qτ
+
x ;J(τ+x )
]
∆h(s)
−1 dx
=
q
c
∫ ∞
0
E
[
e−(q+κ(s))τ
+
x +sx;J(τ+x )
]
dx ,
where in the first equality we use (10) and in the third one - (38). The last
equality gives the right-hand side of (37), which completes the proof.
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