INTRODUCTION
As described in [1] and [2] , a visual navigation system for autonomous land vehicles has been designed at the Computer Vision Laboratory of the University of Maryland. This system, whose architecture is shown in Figure 1 [2] . This paper describes in more detail the Knowledge Base Reasoning Module, as applied to the road following task.
DOMAIN-DEPENDENT KNOWLEDGE
When an image is acquired by the Image Processing Module, one of the two modes of operation (bootstrap or feed-forward) is chosen by the Vision Executive, as well as the type of image processing procedure (i.e., linear feature extraction, thresholding, etc.) to be applied. This report will only describe the interpretation and labeling of the linear features extracted from the images.
The Knowledge Base Reasoning Module utilizes domain-dependent knowledge to reason about these extracted features. In both modes, bootstrap and feed-forward, the reasoning is performed from the bottom of the image to the top, corresponding to near to far in the world. The knowledge-based reasoning has two responsibilities: identifying significant groupings of image symbols, and checking the consistency of 3-D shape recovery with models of the objects of interest (roads in this case). This section describes the knowledge utilized for these two different tasks.
Finding the significant groupings of image symbols
For the road following task, linear features are grouped into pencils of lines.
A pencil is defined as a set of at least two line segments which converge in the image from bottom to top. A special case of a pencil is a set of parallels which might correspond to a road perpendicular to the line of sight. The main assumption which leads us to this choice of symbolic groupings is that many road images can be decomposed into several pieces, where each piece of the road is represented by a pencil which converges from bottom to top in the image. shows an intersecting road with a set of parallels.
For purposes of road following, these groupings are computed by utilizing assumptions about road boundaries and markings, and the road geometry.
Several sets of assumptions are currently used.
The first set of assumptions concerns the road geometry. Some of these assumptions are used for grouping the line segments into converging pencils and choosing the successive pencils. A pencil is constructed by determining its vanishing point, based on the spatial clustering of intersections between pairs of image lines. The clustering algorithm is very simple.
(1)
We consider all pairs of intersections. The first sufficiently close pair determines the first pencil; its vanishing point is the average location of the two intersections.
(2) For every other pair of intersections, the distance between the two intersection points is computed. If this distance is below a given threshold, three different cases may occur:
(i) Neither of the two intersections already belongs to a pencil; a new pencil is created.
(ii) One of the two intersections already belongs to a pencil; the other intersection is added to this pencil.
(ii) The two intersections belong to two different pencils; 3 the two pencils are merged together.
(3) For each intersection not included in a cluster (i.e., too far from all other intersections), a pencil is created containing only that intersection.
Create all "degenerate" pencils containing only one segment.
To summarize, a pencil may contain one line, two lines or a maximum number of lines corresponding to the same intersection cluster.
The second set of assumptions concerns the location of the vehicle relative to the road; in particular, for the Bootstrap mode, it is assumed that the vehicle does not start in the middle of a curve or an intersection and that the camera and that the camera is pointing straight ahead, only some of the significant road segments are visible in the current image; by controlling the pan of the camera, one could search for the road around these first features which were found in the initial view of the scene.
In the bootstrap mode, the first pencil in the image is chosen based on the assumptions described above, while the successive pencils are chosen by minimizing a function depending both on the distance to the previous pencil and on the consistency in direction with this previous pencil. For example, in Figure 2 
Labeling the image symbols
Other assumptions about the road geometry are utilized for checking the consistency between the 3-D shape recovery and the model of the road.
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We first describe our implementation of a monocular inverse perspective algorithm for reconstructing the three dimensional geometry of the road, and then describe how that three dimensional description is interpreted in the context of both generic knowledge about road structure and specific knowledge about the road being followed (such specific knowledge may be derived from either a map or analysis of previous images of the road). The inverse perspective technique [1] is based on the following three assumptions:
(1) Pencils in the image domain correspond to planar parallels in the world.
(2) Continuity in the image domain implies continuity in the world. (1) Changes in surface slope between successive surface patches.
(2) Width of the road which must be included in an "acceptable" interval. It may happen that some segments are isolated-i.e., the distances to their neighbors are above some minimum arbitrary width. In this case, we create a degenerate couple which contains one actual segment (x) and one virtual missing segment. We will denote such couples by (x,-1) or (-1,x), where -1 represents the virtual missing segment. In the example of Figure 6 , three couples are built, including a degenerate one; they are (1,-1), (2,3) and (4, 5) . Decomposing pencils into couples simplifies the interpretation process; whenever a couple contains one or two actual elements, all computations of distances and symmetries are performed directly on the couples and the couples are first interpreted as roadshoulder couples or lane marker couples following these measurements. If one element in a couple is missing, the single line segment which represents the couple is initially assumed to be:
-the border of the shoulder in the case "road-shoulder" (cf. Figure 7) ,
-the midline of the lane marker in the case "lane marker" (cf. Figure 7) .
The notion of missing element in a couple is particularly useful when this element appears in the next patch; it can be integrated into the labeling without rebuilding the complete model of the scene. 
THREE-DIMENSIONAL ANALYSIS OF ROAD SCENES
This section contains a detailed description of the algorithm utilized in the Reasoning Module of our system.
The algorithm can be divided into five main tasks:
(1) Choice of the next best pencil.
(2) Checking the consistency of the new pencil. A description of each of the five different tasks is given below.
(1) Choice of the next best pencil
Assuming that all the pencils have been computed by the method defined in Section 2.1, the choice of the initial pencil depends on the distance to the bottom of the image and the verticality of the pencil in the image, which are computed as follows.
(1) The distance of a pencil to the bottom of the image is given by the height of its center of gravity above the bottom border of the image.
(2) The verticality of a pencil is the angle between the orientation of the pencil and the "vertical image direction". If V is the pencil's vanishing point and G is its center of gravity , then the orientation of the pencil is the 10 vector V .
If there is a pencil whose distance to the bottom of the image is significantly smaller than all the others, this pencil is chosen as the initial pencil. Otherwise, if no pencil is obviously the lowest in the image, we choose as the initial pencil the most vertical of the sufficiently low pencils.
For the subsequent pencils, each segment of the candidate pencil is associated with one segment of the previous pencil. Thus, the choice function computes:
The distance between the previous pencil and a candidate pencil, that is, the sum of all the minimum 2-D distances between associated segments.
(2) The consistency of the candidate pencil with the previous one, which minimizes the proportionality of the 2-D distances between every two segments of the previous pencil and the same distances in the candidate pen-
cil.
The choice function is the sum of these two measurements. Then, we choose as the next pencil, the pencil which minimizes this function. Similarly, if P 2 =(6,7,8,9) is another candidate pencil, the closest corresponding segments are (6,1), (7,2), (8,3) and (9,4), 7) ' d(6,8) ' d(6,9) ' d(7,8) ' d(7,9) ' d(8,9) Furthermore a constant A is added to the choice function for each line segment in either one of the two pencils which has no corresponding segment in the other pencil. For the two pencils P 1 and P 2 , the choice functions are;
Finally, F 2 = min (F, , F 2 ) and the pencil P 2 is chosen. this scene model will be given to the Representation Module, which computes a representation in the world coordinate system; for more details see [1] .
Finally, we turn to the criteria for terminating the analysis of an image.
Most frequently, termination occurs when there are no segments in the current pencil. This may occur either during the interpretation of a pencil (due to suppression of segments), or when we are choosing the next best pencil. In such cases, although we could go back to the Image Processing Module and ask for more information in the neighborhood "following" the end of the last labeled Module sends back all the segments with their far end-points belonging to the same line, perpendicular (in 3-D) to the direction of the road. Therefore, most of the time, one of these two first segments is cut by the Geometry Module; then, the next pencil which is chosen includes this part which was cut and the next segment of the other side, and so on. In this case, the reasoning involves mainly checking the consistency of a new patch with the previous ones. These pencils, constructed with feed-forward results, give a better approximation of the road geometry and the structure of the terrain than the ones constructed using the bootstrap results. 
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FUTURE EXTENSIONS AND CONCLUSION
We have described in this report the Reasoning Module of our navigation system, as applied to the road following task. Several extensions to this first version are being planned.
One of the extensions is to be able to define several interpretations with a confidence value assigned to each of them. This capability implies the possibility of going back to the Image Processing Module to ask for partial processing of a particular region of the image; new Image Processing results may increase the confidence of one interpretation compared to another.
This last extension would be even more useful if it could be combined with the ability to fuse independent symbolic descriptions extracted by the Image Processing module; this would represent a major extension to this reasoning process.
In particular, the boundary-based and region-based descriptions are complementary descriptions [4] , as illustrated in the lower right quadrant of Figure 17 . For example, we can use the grouping of lines into pencils to select parameters for the segmentation process; we could then utilize the segmentation results to construct a model of the road out to a much greater distance (some 100 meters). Other independent symbolic descriptions given by stereo vision or active ranging may also be combined with the boundary-based and region-based descriptions. In general, combining evidence from several complementary descriptions also leads to a greater confidence in the interpretation of the scene. This extension would be relevant to recognition of shadows, patchy road surfaces, etc. 
