We present a new Chandra observation (performed in July 2016) of the neutron-star X-ray transient IGR J17480-2446, located in the globular cluster Terzan 5. We study the further cooling evolution of the neutron-star crust in this system that was heated during the 2010 outburst of the source. This new observation was performed two years after the last observation of IGR J17480-2446, hence, significantly extending the cooling baseline. We reanalyzed all available Chandra observations of the source (but excluding observations during which one of the three known transients in Terzan 5 was in outburst) and fitted the obtained cooling curve with our cooling code NSCool, which allows for much improved modelling than what was previously performed for the source. The data and our fit models show that the crust was still cooling ∼5.5 years after the end of the outburst. The neutron-star crust has likely not reached thermal equilibrium with the core yet, and further cooling is predicted (which can be confirmed with additional Chandra observations in >5 years time). Intriguingly, the obtained thermal conductivity in the neutron-drip layer in the crust is relatively low compared to what has been inferred for other crust-cooling sources. The reason for this difference is unclear but it might be related to the fact that IGR J17480-2446 harbours a relatively slow rotating neutron star (with a spin of 11 Hz) that has a relatively large inferred surface magnetic field strength (10 9−10 Gauss) compared to what is known or typically assumed for other cooling sources.
INTRODUCTION
Low-mass X-ray binaries (LMXBs) harbouring neutron-star primaries are excellent laboratories for studying the thermal evolution of accretion-heated neutron-star crusts, and through such studies, they allow us to investigate the physical processes at work in the dense matter present in such E-mail (corresponding author): l.s.ootes@uva.nl crusts. As matter gets accreted from the (sub-)solar secondary (via Roche-lobe overflow) onto the surface of the neutron star, the newly accreted matter compresses the underlying material in the stellar crust. This leads to a series of exothermic reactions like electron captures, neutrino emission and, most energetically, density driven nuclear fusion reactions (e.g. Haensel & Zdunik 1990 , 2008 Steiner 2012) that cause heating of the neutron-star crust and eventually the neutron-star core (e.g. Brown et al. 1998; Colpi et al. 2001 ). Most of the energy generated by these reactions is released deep in the crust (at a depth of ∼800-900 m) and this process is therefore commonly referred to as the "deep crustal heating" mechanism.
A few dozen neutron-star LMXBs are persistently accreting sources so that the neutron star is typically outshone by the X-rays produced by the accretion process. However, many neutron-star LMXBs systems are transients that only occasionally accrete matter during so-called outbursts (for a review on neutron-star X-ray transients see Campana et al. 1998) . The duration of such outbursts can vary widely and can range anywhere from several days (e.g. Wijnands et al. 2009; Heinke et al. 2010; Mata Sánchez et al. 2017) to decades (e.g. Remillard 1999; Wijnands et al. 2001b ; for reviews on the outburst behaviour of X-ray transients we refer to Chen et al. 1997 and Yan & Yu 2015 ; for a review about the physical processes behind such outbursts see Lasota 2001) . During an outburst, the X-ray luminosities of transient neutron-star LMXBs reach LX ∼10
35 -10 38 erg s −1 . Such accretion outbursts are followed by longer periods of quiescence. During this phase, they can still be detectable at X-ray luminosities of LX ∼10
31 -10 34 erg s −1 . This low level of the quiescent X-ray luminosity indicates that the accretion onto the neutron star is only active at a very low rate or has almost completely halted. In the latter case, if the neutron star is sufficiently hot, we are able to study the emission directly from the neutron-star surface, from which the thermal state of the neutron star (both its crust and its core) can be inferred (for a review focusing on the observational results on this topic see Wijnands et al. 2017) .
During outburst, the energy released from the aforementioned reactions heats up the crust. If a sufficient amount of energy is released, the crust can become out of thermal equilibrium with the core. After the end of the outburst, the crust will cool until it is in equilibrium with the core again (e.g. Brown et al. 1998; Rutledge et al. 2002) . This cooling has been observed for about ten 1 systems ) and such studies have led to new insights into the physical processes at work in the crust. The two highest impact conclusions from these studies are that the crust has a high thermal conductivity (Rutledge et al. 2002; Shternin et al. 2007; Brown & Cumming 2009 ; while, before these studies, typically a much lower conductivity was expected; e.g. Schatz et al. 2001) and that, besides the deep crustal heating, there must be an additional source of heating present at much lower depths in the crust (∼150 m) in several of the studied sources (e.g. Brown & Cumming 2009; Homan et al. 2014; Waterhouse et al. 2016) 2 . Currently the origin of this shallow heat source is not understood (this is typically referred to as the "shallow heating problem"; for an in-depth discussion see Deibel et al. 2015) 1 For a few sources it needs to be confirmed that they are indeed crust-cooling sources as the observational results for them are not yet conclusive (see Wijnands et al. 2017) . 2 Several studies of thermonuclear explosions (so-called type-I Xray bursts) on the surface of the neutron star also, independently, inferred the existence of this shallow heat source (e.g. Cumming et al. 2006 ; in't Zand et al. 2012) . 
IGR J17480-2446
IGR J17480-2446 (here onwards J1748) is a LMXB that harbours an 11 Hz accreting X-ray pulsar primary, and a secondary that has an estimated mass of 0.8-1.0 M Testa et al. 2012; Patruno et al. 2012) . The 11-Hz pulsations and the type-I X-ray bursts observed from this source established the neutron-star nature of the primary star. The source is located in the globular cluster Terzan 5 (Fig. 1) at a the distance of D 5.5 kpc (Ortolani et al. 2007 ). J1748 exhibited an outburst of approximately two months in 2010 3 .
Before the 2010 outburst of J1748, Terzan 5 was the target of several Chandra observations during which no Xray transient was active (Wijnands et al. 2005; Heinke et al. 2006b ). Due to these observations, the pre-outburst quiescent counterpart of J1748 could be readily identified (Pooley et al. 2010 ) which serves as a proxy for the quiescent base level of this transient (and hence gives us a clear indication of the thermal state of the neutron-star core in this system; Degenaar & Wijnands 2011a) . After the accretion outburst of 2010, found (using a Chandra observation about two months after the end of this outburst) that the quiescent counterpart was significantly brighter than before this outburst. This strongly in- dicates that the crust of the neutron star in this source was heated considerably out of equilibrium with the core and this demonstrates that a short (only a few months) outburst can also cause significant heating of the crust (likely due to a strong shallow heat source present in these systems). Frequent monitoring of the source using about a dozen Chandra follow-up observations allowed the cooling of the neutron-star crust to be studied (Degenaar et al. , 2015 . Here we report on our continuous monitoring of the source using additional Chandra observations obtained in the summer of 2016 to further investigate its crust-cooling behaviour.
OBSERVATIONS AND DATA ANALYSIS
We make use of archival Chandra observations 4 of Terzan 5 from 2003 to 2014 (this same set of observations was used by us before in our previous cooling studies of J1748; Degenaar et al. 2011a Degenaar et al. , 2013 Degenaar et al. , 2015 , combined with two new observations obtained in July 2016 (PI: Degenaar; see Table 1 for the log of the observations used in our study). The two observations from 2003 and 2009 were performed before the 2010 outburst of J1748 and were used to estimate the pre-outburst temperature of the neutron star, whereas the remaining observations were used to model the thermal evolution of the neutron star after its 2010 outburst. All observations were taken in the Faint, timed exposure mode, using the Advanced CCD Imaging Spectrometer S array (ACIS-S; Garmire et al. 2003) , with a single frame exposure time of 3.0 s for all but six observations (ObsID 10059 -1.6 s; ObsIDs 144[75-79] -0.8 s). The cluster was positioned on the S3 chip.
4 Obtained from http://cxc.harvard.edu/cda/ We processed the level-1 event files using CIAO 5 4.8, and using the latest calibration files (CALDB 6 4.7.0). We created the level-2 event files with the chandra_repro script. To look for background flares, we created a background light curve for each observation in the energy range 0.5-10 keV using the dmextract routine. We found that during the observation performed on July 2003 (ObsID 3798) enhanced background flaring activity was present, showing more than 3σ excursions from the average background count rate. The original exposure time for this observation was ∼39.3 ks and the final exposure time after removal of the flares was 30.8 ks. The remainder of the observations were free of background flares. We obtained the count rates for J1748 during each observation using dmextract (see Table 1 ). We used a source extraction region of radius 1 arsec centered on the brightest pixel of the source in the X-ray image. For the background extraction region we made a selection on a source free part of the chip with a radius of 15 arcsec. We used these extraction regions to obtain the source and background spectra; the corresponding response files were generated using specextract.
For observations that were taken close to each other in time, we combined the spectra using the CIAO tool combine_spectra. The quiescence observation of 2003 and 2009 were also combined to increase the statistics of the pre-outburst spectrum. By doing this, we assume that the neutron-star temperature was constant in the quiescent period preceding the 2010 outburst of the source. However, this Notes: The combined nsatmos fit using all spectra resulted in a neutral hydrogen column density, N H , of 2.96 +0.12 −0.11 × 10 22 cm −2 . The reduced χ 2 was 1.039 for 72 degrees of freedom. F X and L X are the unabsorbed X-ray flux and X-ray luminosity for 0.5-10 keV, and F bol and L bol are the unabsorbed bolometric flux and luminosity (using the 0.01-100 keV range as a proxy). The errors are at the 1σ confidence levels.
appears to be a valid assumption since Degenaar & Wijnands (2011a) found that the two individual spectra were consistent with each other. We grouped the obtained spectra using GRPPHA such that each bin contained a minimum of 15 photons, and then fitted (using χ 2 minimization) the ten spectra we obtained in the 0.5-10 keV energy range using XSPEC 7 .
RESULTS
We fitted all the spectra simultaneously using the neutronstar atmosphere model (nsatmos; Heinke et al. 2006a) in combination with tbabs to model the interstellar absorption (using the WILM abundances and the VERN cross-sections; Wilms et al. 2000; Verner et al. 1996) . In the nsatmos model, we fixed the distance to 5.5 kpc (Ortolani et al. 2007) , and set the neutron-star mass and radius to M = 1.4 M and R = 10 km. The neutron star was assumed to be emitting from its entire surface, which means that the normalisation was set to unity. The hydrogen column density (NH ) was assumed to remain constant through all the epochs. Hence, this parameter was tied between all the spectra. This model results in a satisfactory fit -χ 2 /ν = 1.039 for 72 degrees of freedom (ν). The unabsorbed fluxes (0.5-10 keV) and corresponding X-ray luminosities were obtained by including the convolution model cflux. We also calculate the 0.01-100 keV fluxes and luminosities of the neutron star at each epoch, which can serve as good indicators for the bolometric fluxes and luminosities during each observation. We also obtained the effective neutron-star temperature as seen by an observer at infinity, kT ∞ eff 8 . The neutron-star temperatures, unabsorbed X-ray fluxes, and corresponding luminosities are shown in Table 2 . The quoted uncertainties are at the 1σ level of confidence.
7 https://heasarc.gsfc.nasa.gov/xanadu/xspec/ 8 kT ∞ eff = kT eff /(1 + z) = kT eff · (1 − Rs/R) 1/2 . For our assumed neutron star of radius R = 10 km and mass M =1.4 M , the gravitational redshift (1 + z) = 1.31. With Rs = 2GM/c 2 the Schwarzschild radius, G the gravitational constant, and c the speed of light.
The 2010 outburst of J1748 started around MJD = 55478 (Bordas et al. 2010; . The end of the outburst was not observed because the source was in a Sun-constrained window around the time J1748 returned to quiescence. estimated the end of the outburst (and thus the starting date of the cooling phase) to be at t0 = 55556. Using this starting date for the cooling phase we could construct the cooling curve as shown in Fig. 3 . Clearly, the source cooled significantly over the course of ∼5.5 years; from ∼108 eV at the time of the first crust-cooling observation (in February 2011) to ∼85 eV during our new observations (July 2016). The same trend was reported by Degenaar et al. (2015) but we have extended the curve further using our new data. The new data point has a lower temperature compared to the previous point (obtained in July 2014; see Table 2 ) demonstrating that, at that time, the crust was not in equilibrium yet with the core. It is also clear from Fig. 3 that the source has not yet reached the same temperature as what was observed before the 2010 outburst. However, it is unclear if the source should indeed reach the same level or if it could level-off at a higher temperature. These two possibilities will be investigated further in the next section (Section 3.1) in which we model the observed cooling curve with our cooling code.
Modeling the thermal evolution with NSCool
We modeled the the temperature evolution of the neutronstar crust in J1748 during outburst and in quiescence using our code NSCool Page 2016; Ootes et al. 2016 Ootes et al. , 2018 . We fitted the calculated cooling curve to the observed surface temperature evolution (Fig. 3 ) by minimizing the χ 2 value, in order to constrain the physical parameters of the neutron-star crust in J1748.
During outburst, the neutron-star crust is heated out of thermal equilibrium with the core by the deep crustal heating processes which, in our model, are assumed to be directly correlated with the rate of mass accretion onto the neutron star. We assume that deep crustal heating releases 1.93 MeV per accreted nucleon in the (inner) crust (assuming an initial composition of pure 56 Fe, see Table A .3 in Haensel & Zdunik 2008) . However, as discussed in Section 1, it has been found from previous studies of several of the other crust-cooling sources, that a second heating process of unknown origin must be active during the outburst at shallow depths (see e.g. Brown & Cumming 2009 ). The shallow heating properties (its strength and depth) have been found to differ significantly between sources and even between different outbursts of the same source (e.g. Deibel et al. 2015; Parikh et al. 2017; Ootes et al. 2018 ). In our model, we assume it to be directly related to the accretion rate as well, although the validity of this assumption is currently unclear (see the discussion about this in Ootes et al. 2018) .
To model the temperature evolution of the crust during outburst, we used the time-dependent accretion rate method as described in Ootes et al. (2016) . The accretion rate of J1748 was determined from the 2-20 keV MAXI monitoring data of the source (Matsuoka et al. 2009) 9 . For the accretion rate calculations, it is required to convert the count rates to bolometric fluxes. We used a conversion factor of 1.29×10 −8 erg cm −2 count −1 and again assumed a distance of 5.5 kpc to be consistent with the spectral fits. This conversion factor was obtained from the bolometric luminosities reported by Papitto et al. (2012) 10 . For each reported observation, the bolometric luminosity is converted back to bolometric flux, which is then compared to the MAXI count rates observed on the same day to calculate a conversion factor. The final conversion factor is obtained by averaging the conversion factors of the individual daily-averaged MAXI observations. The average outburst accretion rate that we find with this method is Ṁ = 0.11Ṁ Edd (withṀ Edd the Eddington accretion rate for a 1.4 M neutron star), which is consistent with the value estimated by Degenaar & Wijnands (2011a) .
The observed temperature evolution during the crust cooling phase depends on the amount of heating during the accretion outburst, the properties of the crust, and the temperature of the core. The amount of heating depends on the mass accretion rate, and the strength (Q sh ) and depth (ρ sh ) of the shallow heating mechanism. The fit parameter for the shallow heating depth is the minimum depth ρ min sh , and we assume that the shallow heating is distributed over a region up to ρ max sh = 5 × ρ min sh . For other sources the amount of shallow heating is typically found to be Q sh = 0 − 2 MeV nucleon −1 (see e.g. Degenaar et al. 2015 and references therein, and Merritt et al. 2016; Parikh et al. 2018; Ootes et al. 2018 for more recent results), although at least one source needs significantly more shallow heat during one outburst (Q sh = 6 − 17 MeV nucleon −1 ; Deibel et al. 2015; Parikh et al. 2017) . The parameters affecting the thermal conductivity (and thus the temperature evolution) are the composition of the envelope (ρ < 10 8 g cm −3 ), which is parameterized (using the parameter y light ) by the amount of light elements (hydrogen, helium and carbon) in this layer, and the level of impurity in the solid part of the crust (set 9 The MAXI light curve of J1748 can be found at http://maxi.riken.jp/star data/J1748-248/J1748-248.html and is also shown in Figure 1 of . 10 Papitto et al. (2012) reported on the 0.05-150 keV luminosities which are reasonable accurate estimates for the bolometric ones. They quoted the luminosities for an assumed distance of 5.9 kpc so we converted them to 5.5 kpc (which we use in our work). by the impurity parameter Qimp). The envelope has a higher thermal conductivity if it consists of more light elements, and a larger impurity factor decreases the thermal conductivity of the crust due to electron-impurity scattering. We allow the impurity factor to vary between the outer crust (Q
imp ; ρ = 10 8−11.8 g cm −3 ), the neutron-drip region (Q
imp ; ρ = 10 11.8−13.9 g cm −3 ), and the innermost crust (Q
imp ; ρ = 10 13.9−14.2 g cm −3 ). Typically, the impurity parameter throughout the crust is found to be Qimp ∼ 1−5 (e.g. Brown & Cumming 2009; Cumming et al. 2017) , although the impurity of the pasta layer (the innermost crust layer) might be larger (e.g. Horowitz et al. 2015; Deibel et al. 2017) . Finally, the core temperature (parameterized by the gravitationally redshifted core temperature before the onset of accretion, T0) sets the equilibrium temperature between the crust and the core and thus affects the base level of the cooling curve. In all fits, we assumed a neutron-star radius R = 10 km and a mass M = 1.4 M to be consistent with the spectral fits.
We fitted the data under various assumptions, which resulted in different calculated cooling curves, and different obtained values for the fit parameters. The obtained fit parameters (with their 1σ errors) of the models discussed below are listed in Table 3 . First, we fitted the data leaving all aforementioned fit parameters free (model 1). This model is shown by the solid curve in Fig. 3 . For this model, the source requires a shallow heating strength of ∼ 0.7 MeV nucleon −1 during outburst, and an envelope composed of a large amount of light elements. The best-fit value for the impurity in the second layer of the crust is very high, but the 1σ errors on this value, as well as on those of the impurity in the two other layers are large. For this reason, we tested a model in which we kept the impurity in Table 3 . The results from fitting our NSCool models to the observed temperature evolution. For each model we present the best-fit values with 1σ errors. A parameter value without error indicates that this parameter was fixed in the calculations. If the error is given by *, the error exceeded the maximum or minimum allowed value of that parameter in our model and the error remains unconstrained. For all models we assume M = 1.4 M and R = 10 km. In our models we assumed a starting date of the cooling phase of t 0 = 55556 as determined by Degenaar & Wijnands (2011b, see Appendix B for the obtained results using a different assumed starting date). For model 3, an extra point with the temperature measurement obtained from the 2003/2009 observations was added to the cooling curve at t = 10 5 days into quiescence to force the source to cool to this pre-outburst base level. 2) is shown by the dotted line in Fig. 3 . This model is not able to fit the last observation and the χ 2 increased by a factor of two compared to model 1. Therefore, it is unlikely that the conductivity is indeed high throughout the whole crust.
For both of these models, we did not take into account the fact that the source was also observed in quiescence before the start of its 2010 outburst. From observations of 2003 and 2009, a quiescence surface temperature of 77.7 +1.9 −2.1 eV was measured (see Table 2 ). Assuming that the source was in crust-core equilibrium at the time of these pre-outburst observations, J1748 can be expected to eventually cool to this base level. This scenario was tested in model 3 (dashed curve in Fig. 3 ) in which we forced the calculated cooling curve to return to the 2003/2009 base level (the gray horizontal band in Fig. 3) , by adding an additional point to the quiescence observations. This point, with a temperature equal to the one determined from the 2003/2009 observations, was set at a time of 10 5 days after the end of the outburst, such that we leave the time at which the source returns to the preoutburst base level (which is typically ∼ 10 3−4 days into quiescence) free. All fit parameters in the model are free. The resulting cooling curve fits all data points and returns to the 2003/2009 base level ∼ 10 4 days after the start of quiescence. This model requires an impurity parameter in the second layer of the crust that is even larger than the one required for model 1 (see Table 3 ). When we tried to force the cooling curve back to the 2003/2009 base level, assuming the impurity throughout the crust to be 1, we could not obtain an acceptable fit. This strongly suggests that if the source cools to the pre-outburst level, then part of the crust (i.e. the neutron-drip layer) must have a low thermal conductivity.
In Wijngaarden et al. (2017) , we presented a preliminary model (using NSCool as well) of the thermal evolution of J1748 but without our newly added data point from July 2016. Additionally, we modelled the thermal evolution in that work slightly differently compared to how we model the data in our current paper (i.e., we fixed the core temperature in Wijngaarden et al. 2017 ). This resulted in different constraints on the crustal parameters (which we could reproduce if we use our old assumptions), but we found a large impurity parameter for the second crust layer in Wijngaarden et al. 2017 as well.
To confirm the robustness of our parameter fits, we performed a set of complementary explorations using our new Markov chain Monte Carlo driver MXMX (see Page et al. 2018 , for full details). The results of these explorations were consistent with the results we presented above demonstrating that our inferences are indeed robust. The details of these complementary studies are presented in Appendix A.
Finally, we tested if the observed cooling curve could be fitted with our code if we had assumed a different end date of the outburst (which is also the starting time of the cooling phase) since the exact end of the outburst could not be observed. However, we found that the exact starting time of the cooling period does not alter our conclusion (see Appendix B for the full details). Likely the date of the first observational cooling point is long enough after the start of the cooling phase (independently of which starting time we have assumed) that the effect on our final fit results of the uncertainty in the exact cooling starting time is minimal. We note that if the first quiescent observation was performed significantly closer in time to the date of the end of the outburst (i.e. a few days after the end of the outburst), we would likely have been able to constrain the properties of the shallow heating (i.e., its depth) better than what we could do now.
DISCUSSION
We used archival Chandra observations in conjunction with two new observations of Terzan 5 to study the thermal evolution of the neutron star in the X-ray transient IGR J17480-2446. Previous observations (up to the summer of 2014) showed that the neutron-star crust in this system was significantly heated (i.e., out of thermal equilibrium with the core) during the 2010 outburst of the source and in the subsequent quiescent period the crust had cooled significantly (Degenaar & Wijnands 2011a,b; Degenaar et al. 2011a Degenaar et al. , 2013 Degenaar et al. , 2015 . The last observations reported previously were performed in July 2014 (Degenaar et al. 2015) . In our paper we have presented new observations obtained two years later, in July 2016. With these new observations we span a postoutburst quiescent period of ∼5.5 years allowing us to study the crust-cooling behaviour of this source in more detail. We fitted the source spectrum with an absorbed neutronstar atmosphere model (i.e., nsatmos) and found that the measured surface temperature was lower than the temperature observed during the July 2014 observations (see Table 2 ). Although, it should be emphasized that the last two data points in Fig. 3 (corresponding to the July 2014 and July 2016 observations) have measured temperatures that are almost consistent with each other. However, since the source count rates (see Table 1 ) also decreased significantly between the corresponding observations, the observed decrease in temperature is robust. This demonstrates that the crust has cooled further and that it was not yet back in equilibrium with the core in July 2014.
By modeling the thermal evolution of J1748 with our crust heating and cooling code NSCool Page 2016; Ootes et al. 2016 Ootes et al. , 2018 , we have tried to constrain the crustal parameters of the neutron star in this source. The source has been modeled before by Degenaar et al. ( , 2013 , using a different code. In this work, we make use of more observations and use a more advanced code which takes into account accretion rate fluctuations based on the observed light curve (Ootes et al. 2016) . Taking into account variations in accretion rate is especially important for short-duration transients such as J1748, because it is further off from a steady-state temperature profile during the outburst. From our best-fit model (model 1; leaving all fit parameters free and not requiring the source to return to the 2003/2009 base level; see Table 3 for the results obtained from our fits), we found that ∼0.7 MeV nucleon −1 of shallow heating is required to explain the temperature evolution in quiescence. This heat is released at a depth of ρ sh ∼ 5.2 × 10 9 g cm −3 . This result is similar to Degenaar et al. (2013) , who fitted (using a different cooling model) the temperature data obtained using the initial observations performed between 2011 and 2013.
In our best-fit model we do not require the source to cool down to the pre-outburst base level. A change in base level after different outbursts can be explained by a difference in envelope composition. The best-fit envelope composition (log(y light ) ∼ 11.2) we obtained for this model is high in comparison to theoretical expectations. This source is known to show type-I X-ray bursts (Chenevez et al. 2010; , which means that once the hydrogen/helium layer of the envelope reaches a column depth of the order ∼ 10 8 g cm −2 , it can ignite and burn most of the fuel to iron peak nuclei (Bildsten & Cumming 1998) . However, J1748 also presented millihertz quasi-periodic oscillations indicative of marginally stable helium burning and, at higher accretion rate, absence of bursts indicative of stable helium burning (Linares et al. 2012) . Maybe this peculiar sequence of nuclear burning is able to generate a deeper than usually expected layer of light (mostly carbon) elements as indicated by our best fit model y light .
Our best-fit model requires a small impurity parameter in the innermost region of the crust and the outer crust (Q (1,3) imp = 1, although not well constrained), but a large impurity in the region around the neutron drip (Q (2) imp = 31). Although the errors on this value are relatively large (see Table 3 ), a fit (model 2) in which we set all the Qimp parameters to 1 (thus a high conductivity throughout the crust which is consistent with other crust-cooling sources; e.g. Brown & Cumming 2009; Degenaar et al. 2015; Parikh et al. 2017) resulted in a significantly worse fit in which the model does not describe our newly obtained data point well (see model 2 in Fig. 3) . Therefore, this strongly suggests that indeed the impurity in the neutron-drip layer in J1748 might be higher than observed in other sources. However, for illustrative purpose we consider in the Appendix A the possibility of a low mass neutron star with a large radius, M = 1.2 M and R = 13 km, with a 1.8 km thick crust. We find that, in the case that no further cooling will occur, Qimp is unconstrained and it might have a small value everywhere in the crust, while if further cooling does occur we recover the above results 11 . A definitive study of this issue will require re-fitting the spectral data with a large range of masses, radii, and, as well, distances. This would be a significant mount of work that we leave for future work.
The requirement of a large impurity parameter in the neutron-drip layer in our model can be understood from the observed surface temperature evolution in quiescence. A steep temperature decay is observed between the first and second observation, which were taken in the first ∼ 100 days after the start of quiescence. However, the observations ∼ 100−2000 days after the start of quiescence show a significantly slower decay trend, and most importantly, the source is not observed to have leveled off yet ∼ 1000 days into quiescence. Instead it cooled further between the observations 1000 to 2000 days into quiescence. As can be seen from the dotted curve in Fig.3 , if the source has a low-impurity crust, the cooling curve should reach the base level ∼ 1000 days into quiescence. To delay the cooling, the thermal conductivity in the inner crust has to be decreased in our models. If the impurity parameter is increased only in the innermost crust region (layer 3), the crust is still expected to cool strongly in the period ∼ 100 − 500 days after the start of quiescence which is inconsistent with the observed cooling trend. Only if the impurity parameter in the second layer is increased in our models, can the slow decay trend over the period 100 − 2000 days into quiescence be reproduced.
Recently, Lau et al. (2018) presented nuclear reaction network calculations for accreted neutron-star crust. Assuming various initial compositions (which depends on the thermonuclear burning processes taking place in the envelope), they calculate the reactions that a mass element undergoes as it is pushed deeper into the crust due to continued accretion. Based on the crust composition they make a prediction for the impurity as function of density. Surprisingly, they find -independently of the assumed initial composition-that the impurity parameter of the region just after the neutron drip should reach ∼ 30 if the detailed scattering formalism of Roggero & Reddy (2016) is taken into account. This would be in rough agreement with our findings. However, their impurity predictions for the outer crust based on a starting composition of typical burst ashes are much larger than our results. Also, a high impurity region around the neutron drip has not been found before for other sources, although in most cases the neutron-drip layer is not modelled as an independent impurity region.
It is not clear why J1748 has a relatively low conductivity in the neutron-drip layer compared to other sources. Degenaar et al. (2013) suggested that the explanation for the difference in cooling behaviour between J1748 and the other sources might be related to several other unusual properties of the source. First of all, the source is a relatively slow rotating neutron star (with a spin of 11 Hz; Strohmayer & Markwardt 2010, see table 1 in Degenaar et al. 2015 for a comparison with other crust cooling sources). Although the neutron-star spin has not been measured for all other crustcooling sources, the sources that do have a measured spin, all rotate significantly faster (>500 Hz; Zhang et al. 1998; Smith et al. 1997; Wijnands et al. 2001a; Galloway et al. 2010) . However, it is not clear how the spin could affect the heat conductivity in the neutron-drip layer and likely it cannot explain the difference in crustal conductivity between J1748 and the other sources (see the discussion in Degenaar et al. 2013 for more details).
Secondly, besides the slower spin rate, J1748 might also have a larger surface magnetic field strength (estimated to be 10 9−10 Gauss; Papitto et al. 2011 Papitto et al. , 2012 Miller et al. 2011; Cavecchi et al. 2011) compared to the other sources (no strong constraints exist for these other sources but typically their field strengths are assumed to be at most 10 8−9 Gauss). It is unclear how the external magnetic field translates into a crustal field. However, it is possible that the field strength in the crust of J1748 is higher than that in the other sources. In addition, the configuration of the field could also be quite different. Therefore, the field strength and its configuration in the crust of J1748 could be such that it affects the heat conductivity more strongly than in other cooling sources, causing a lower conductivity in the neutron-drip layer in J1748. Our NSCool model does not include the possibility of modeling different crustal magnetic field strengths and configurations so we cannot test this hypothesis. Moreover, a 2D code is necessary to accurately investigate this because a variety of crustal field strengths and configurations (which are potentially not spherically symmetric) need to be simulated in order to determine if this hypothesis is physically possible (e.g. the required fields might be unrealistically high in order to affect the heat conductivity significantly) and, if so, under what conditions (e.g. maybe it might only be possible when assuming oddly shaped crustal field configuration which might only be present in certain positions in the crust such as the neutron-drip layer).
Lastly, the slow spin and large inferred surface field strength of J1748 compared to the other crust-cooling sources might indicate that the system only relatively recently (within the last 10 7 years) started to accreted (e.g. Patruno et al. 2012). Therefore, it is possible that the original crust of the neutron star in this system has not completely been replaced by accreted matter. The possibility of the existence of neutron-star systems with such hybrid crusts was discussed in detail by Wijnands et al. (2013) and Degenaar et al. (2013) estimated (using the inferred long-term accretion rate of J1748) that indeed the inner neutron-star crust in J1748 might still consist out of original matter. Quite possible the heating processes in and the thermal conductivity of such a crust will differ strongly from that of a purely accreted crust and this could potentially explain why J1748 behaves differently than the other cooling sources. However, calculating the properties of such hybrid crusts are complex because they will change in time because matter keeps being accreted on the neutron star causing more and more of the crust to be replaced. Even if the results of such calculations will be available in the future, it remains difficult to determine exactly how much the crust in J1748 is replaced and therefore which calculations have to be used to compare our cooling curve to.
Although a low conductivity in the neutron-drip layer might not be directly explainable, a large impurity parameter might be expected in the pasta layer of the crust (see e.g. Horowitz et al. 2015) , which, in our study, is parameterized as the third impurity region. In our model, the impurity parameter in this layer is quite unconstrained (see Table 3 ) but it is consistent with 1 (and thus a high conductivity in this layer). Similarly, the evidence for a low conductivity (large impurity parameter) in the pasta layer in other cooling sources is inconclusive: some studies found a low conductivity in this layer (Deibel et al. 2017) , while other studies reported that a high conductivity cannot be excluded or is even preferred (Merritt et al. 2016; Parikh et al. 2017) . Moreover, for the same source, different studies reach different conclusions: Merritt et al. (2016) found that the pasta layer might have a high conductivity in KS 1731-260 but Deibel et al. (2017) reported, using the same observational data set, that the cooling curve of this source was better fit when assuming a low conductivity pasta layer. However, these studies were made using different cooling models demonstrating that the inferences that can be made about the conductivity in the pasta layer is quite sensitive to the assumptions made about the physics in the crust which differ between models.
In the best-fit model described above (model 1), J1748 is expected to cool to a base level of ∼ 82 eV, which is more than 4 eV higher than the pre-outburst base level (see Table 2 ). We were able to model the thermal evolution in quiescence under the assumption that the source cools to this pre-outburst base level (model 3). This does, however, require an even higher impurity parameter for the second crust layer. The base level depends on the core temperature and the envelope composition. The core temperature does not change significantly over the time-scales considered here. The envelope composition varies strongly during accretion episodes, because of the burning processes that take place in the envelope. It is therefore possible that after each outburst the source cools to a new observed base level.
In order to determine the exact new base level and to better constrain the impurity parameters in the different crustal layers, additional observations are needed. Since the source is located in a globular cluster, currently only Chandra has the spatial resolution required to separate the Xray emission of J1748 from the other cluster sources (see Fig. 1 ). Unfortunately, the source is already rather faint in our last Chandra observations and it requires long exposure times to get reasonable X-ray spectra. The July 2016 observations have a total exposure time of ∼130 ksec and similar exposure times are needed in future Chandra observations to accurately constrain the temperature (and likely longer since the source is expected to cool further resulting in a lower count rate). Furthermore, additional observations are only really constraining in >2000 d from now, so in about 5 years. Observations performed earlier will not conclusively determine whether model 1 or 3 is the correct model. 1 : log ρ < 11, 2 : 11 < log ρ ≤ 12, 3 : 12 < log ρ ≤ 13, 4 : 13 < log ρ ≤ 14, and 5 : 14 < log ρ.
All Q (i) imp varied between 0 and 100.
• Envelope light elements, with an He layer on top of a C layer of column depths yHe and yC (in g cm −2 ) with , 5 < log yHe < 10 and log yHe < log yC < 12. As comparison, in our fits in Section 3.1, yHe was fixed at 0.1 × yC.
• Shallow heating of strength Q sh , uniformly distributed between log ρ min sh and log ρ max sh = log ρ min sh + ∆ log ρ sh .
• log ρ min sh varied between 8.2 and 10, and ∆ log ρ sh between 0 and 1.5, ρ's being measured in g cm −3 .
• Fraction aentr of dripped neutrons in the inner crust that are entrained by the nuclei in their thermal vibrations. This changes the nuclei effective mass and affects their specific heat (Chamel et al. 2013) as well as the electron-phonon scattering rate a low temperature (but the latter is actually ineffective here because of impurity scattering that dominates unless Qimp is very small). Varied between 0 and 1.
• Superfluidity: dripped neutrons in the inner crust are assumed to be superfluid with a high critical temperature, Tc, of 10 10 K in the density range between log ρ min SF and log ρ max SF , and normal outside this range. ρ min SF is constrained to be larger than ρ drip 7 × 10 11 g cm −3 and smaller than 10 13 g cm −3 while ρ max SF must be larger than 10 13 g cm −3 but smaller than the crust-core transition density, ρcc, which we fix here at 1.5 × 10 14 g cm −3 (our results, as reported below, will show that the actual value of ρcc is of no importance). The effect is to strongly suppress the neutron specific heat within this density range.
The results of our MCMC runs are presented in Fig. A1 for runs A's and in Fig. A2 for runs B's. Our run A1 compares directly with our previous results (Section 3.1) and, naturally, obtains the same constraints as presented in Table 3 for T0, Q sh and ρ sh as well as the envelope yC = y light . Here we also find a preference for small values of Qimp in the outer crust but large values around the neutron drip, Q
imp . Note that we obtain no constraints on Qimp (i.e., flat distributions) above the neutron drip (regions 3, 4, and 5) indicating that this star has to evolve further for its surface T eff to be sensitive to the physics of the deep inner crust (see the discussion of this T eff (t) − T (ρ) mapping in Brown & Cumming 2009 ). However, our run A2, which adds an hypothetical cold observation in the future forcing further cooling, does exhibit more constraints on Qimp in both regions 3 and 4. A constraint on the deepest region 5, where the nuclear pasta is expected to be found with a likely large Qimp, would require several data points in this future as was recently exemplified by the last observation of MXB 1659-29 and its interpretation (Deibel et al. 2017) . These considerations also explain the absence of any constraints, on the one hand, on the dripped neutron entrainment, aentr, which only affect specific heat in the deep inner crust and, on the other hand, on the deep crust superfluidity controlled by ρ max SF . However, we do find a very interesting constraint on ρ min SF that must be as close as possible to the neutron-drip density. This result is in agreement with theoretical predictions of the neutron 1 S0 gap (see, e.g. Page et al. 2014 ) and would actually be possibly the first observational evidence in favor Figure A1 . Histograms of the posterior probability distributions of our 14 MCMC parameters. The continuous lines are for MCMC run A 1 , fitting to the 9 data points as in Fig. 3 , and the dotted lines for run A 2 were a hypothetical tenth data point was added to force the crust cooling to return to the pre-outburst level (similar to the dashed curve in Fig. 3) . Units for the y's are g cm −2 and for the ρ's g cm −3 . Vertical scale is arbitrary and all curves are normalized to have the same maximum. See text for details. To corroborate these exciting possibilities we performed our runs B with a neutron-star model having a thick crust, with the results presented in Fig. A2 . Unfortunately, this second set of runs reveals no constraint at all on Qimp using the currently available data but observing future cooling will provide such constraints at least in regions 1 and 2, i.e., up to the neutron-drip region. Similarly deep crust properties such as aentr and ρ min SF are also unconstrained, even considering possible future cooling.
As a conclusion, comparison of our results presented in Fig. A1 and Fig. A2 revelas that even if we have a potential to pin down several microscopic properties of ultra dense matter with such studies more information is need to restrict the overall size of the neutron star, most importantly it radius R since all transport time-scales scale as R 2 . Fortunately such information is becoming available through interpretation of observation of X-ray bursts and quiescent LMXBs (Lattimer 2012; Özel & Freire 2016) , detailed observations of pulse profile of rotation-powered pulsars with NICER (Özel et al. 2016 ) and gravitational waves from neutron star mergers Bose et al. 2018 ).
APPENDIX B: MODELING THE QUIESCENCE OBSERVATIONS ASSUMING A DIFFERENT END TIME OF THE OUTBURST
The last detection of the source during outburst occurred on December 4, 2010 (MJD 55534) and an extrapolation of the source count rate using the decay rate observed until this point yielded the end date of the outburst to be t0 = 55556 , this is the starting time of the cooling phase used so far in our models). However, it is often observed that during the final state of the outbursts of neutron-star transients, the decay rate accelerates (e.g. see Yan & Yu 2015) . Therefore, it is possible that the cooling phase in J1748 started significantly earlier than so far assumed. To test this we also modelled the cooling curve using a cooling starting time of t0 = 55545, (i.e. halfway the date of the last outburst detection of the source and the previous assumed cooling starting date). We again used the same assumptions as used for models 1-3, resulting in models 4-6, respectively. We found that the obtained fit results were consistent with the results we obtained previously using our original cooling starting date (see Fig. B1 and Table B1 for the fit results).
In addition, we also tested how the fit parameters would change if we put this starting date of the cooling phase closer to the first cooling data point, thus assuming that the outburst lasted longer. We used a new starting date of t0 = 55583 (i.e., halfway between the original assumed starting date and the date of the first observational cooling point). We again used in our models the same assumptions that were used for models 1-3, resulting in models 7-9, respectively (see Fig. B1 and Table B1 ). Also for these models we obtained fit results that were consistent with our originally obtained values demonstrating that the uncertainty in the time of the start of the cooling phase has little effect on our final conclusions. Model 7 Model 8 Model 9 Figure B1 . Calculated cooling curves fitted to the observational data points (red) using our NSCool model under similar assumption to models 1-3, but assuming a different end time of the outburst. For models 1-3 we assumed t 0 = 55556. In the left panel we assume t 0 = 55545 and in the right panel t 0 = 55583. For models 4 and 7 (solid curves) all fit parameters were free to vary. For models 5 and 8 (dotted curves) we assumed the crust to be highly conductive by fixing Q imp = 1 in all crustal layers. In models 6 and 9 (dashed curves) all fit parameters are again free, but we assumed that the source returns to the pre-outburst base level (gray band). Table B1 . The results from fitting our NSCool models to the observed temperature evolution but with different assumed starting date of the cooling period compared to models 1-3 as presented in Table 3 . For models 4-6 we used a starting time of t 0 = 55545 and for models 7-9 we used t 0 = 55583. For models 4 and 7, 5 and 8, and 6 and 9, we used the same assumptions as for model 1, 2, and 3 respectively (see Table 3 for more details about these models).
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