Introduction: Subtle cognitive alterations that precede clinical evidence of cognitive impairment may help predict the progression to Alzheimer's disease (AD). Neuropsychological (NP) testing is an attractive modality for screening early evidence of AD. Methods: Longitudinal NP and demographic data from the Framingham Heart Study (FHS; N 5 1696) and the National Alzheimer's Coordinating Center (NACC; N 5 689) were analyzed using an unsupervised machine learning framework. Features, including age, logical memory-immediate and delayed recall, visual reproduction-immediate and delayed recall, the Boston naming tests, and Trails B, were identified using feature selection, and processed further to predict the risk of development of AD. Results: Our model yielded 83.07 6 3.52% accuracy in FHS and 87.57 6 1.19% accuracy in NACC, 80.52 6 3.93%, 86.74 6 1.63% sensitivity in FHS and NACC respectively, and 85.63 6 4.71%, 88.41 6 1.38% specificity in FHS and NACC, respectively. Discussion: Our results suggest that a subset of NP tests, when analyzed using unsupervised machine learning, may help distinguish between high-and low-risk individuals in the context of subsequent development of AD within 5 years. This approach could be a viable option for early AD screening in clinical practice and clinical trials.
Introduction
The underlying pathophysiological processes of Alzheimer's disease (AD) begin many years before the clinical diagnosis of AD dementia [1] [2] [3] . This early phase of AD provides a critical opportunity where prognostic and therapeutic interventions may be most effective to delay or possibly prevent disease onset [3, 4] . The use of cognitive tests has had an arguably profound impact on screening dementia cases in clinical settings [5] . The Folstein Mini-Mental State Examination (MMSE), a 30-item questionnaire, is among the most widely applied test for dementia screening [6] . However, a body of evidence suggests poor sensitivity of the MMSE scale for screening for early signs of dementia [7, 8] . Another commonly employed method involves the use of a battery of neuropsychological (NP) tests in tandem with the diagnostic criteria for AD [5, 9] . This method associates the performance on each test to affected cognitive domains and quantifies the test scores to the degree of cognitive impairment based on population averages [9, 10] . Interpretation of test scores using this method can be challenging due to the involved subjectivity. Additionally, the administration of the entire NP battery can be tedious and time-consuming. Thus, a methodology involving fewer preselected NP tests that can accurately detect subtle changes in cognitive function could potentially help predict AD at an early time point.
Using data-driven machine learning approaches, we leveraged the longitudinal cognitive data from the Framingham Heart Study's (FHS) Offspring cohort (Gen2), to identify NP tests that are associated with early signatures of AD and help provide an early and robust prediction of subsequent clinical disease. The results were validated using a harmonized clinical dataset created by the National Alzheimer's Coordinating Center (NACC).
Study subjects and methods

Data collection and study sample
Three thousand and twenty-one participants from the FHS Gen-2 participants underwent the health Exams 7 and 8, the exam cycles used in this investigation ( Fig. 1A ). Between the years 1999 and 2000, the Gen-2 participants were administered a battery of NP tests as part of the FHSancillary study; this was the first NP exam (time point 1 [TP1]). Subsequently, the participants of this cohort underwent the second NP exam (time point 2 [TP2]) between 2005 and 2011 [11, 12] . For the purpose of this study, we included 2282 participants who had undergone NP testing at TP1 and TP2, up to five years apart, and had valid scores on the 30-point MMSE scale, taken at Gen-2 FHS health exams 7 and 8 respectively.
Next, six NP tests (included Logical Memory-Immediate and delayed recall (LMi and LMd), Visual Reproduction-Immediate and Delayed recall (VRi and VRd), the Boston Naming Tests (BNT30) and Trails B) that were highly associated with AD, were selected using a method known as Kullback-Leibler (KL) divergence. Gen-2 participants with no missing values on the above-mentioned tests at the first two NP exams were included in the final study sample. Lastly, participants with prevalent Non-AD dementias and clinical stroke were excluded. The final study sample consists of 1696 FHS Gen-2 participants (Fig. 1A) .
Written informed consent was obtained from all FHS participants. The FHS sample of this study was approved by the Institutional Review Board of Boston University Medical Campus and was monitored by a National Heart, Lung, and Blood Institute Observational Study Monitoring Board and followed their guidelines.
An independent validation analysis was conducted using the Uniform Data Set (UDS) created by NACC. The UDS is a standardized dataset comprising of harmonized clinical data collected from 29 Alzheimer's Disease Centers across the United States of America. Out of the 1955 individuals from UDS version 2 dataset ( Fig. 1B ) provided by the NACC data center, 689 had NP tests comparable to FHS and met all the above-mentioned study criteria ( Fig. 1B) ; these individuals constituted the NACC study sample.
Study sub-sample to balance AD cases and normal controls
In the general population, the ratio of cognitively normal to AD individuals may be skewed. For the algorithm to effectively distinguish between the two groups, it is important to balance the ratio of AD to cognitively normal individuals. We thus kept the AD cases constant and performed cluster sampling within the healthy controls to avoid excluding the AD cases by complete random sampling of the entire study sample. Sixty-four unique control participants were randomly selected at each iteration, with replacement, and the new sample of 128 participants was used for further analysis. This control selection procedure was independently repeated 25 times for both FHS and NACC, thus, maximally contrasting the data from the controls with cases across the multiple iterations.
Data analysis
A single clinical parameter in machine learning terminology is called a "feature." Some features are highly associated with the disease. In order to distinguish these features and eliminate those that were superfluous, we first performed a data pre-processing step (the Kullback-Leibler (KL) divergence). This simplified the model, shortened training time, and enhanced the generalization of the pipeline.
Kullback-Leibler divergence
KL-divergence is a measurement of the difference between two probability distributions. This technique was used to measure the importance of each feature (NP tests, age, gender, education), with respect to the AD status ( Fig. 2 ). For each feature, we plotted the distribution of the feature data corresponding to AD and non-AD (FHS: N 5 1696; NACC: N 5 689) participants at TP1. The greater the difference between these two distributions, the more information that feature will bring into the model. We calculated KL-divergence for all features in this dataset and selected those with values greater than 0.5 (top 30%). The features selected by this technique from FHS include Age, LMi, LMd, VRi, VRd, PASd, BNT30, and Trails B tests, Principal component (PC) analysis was performed on selected NP tests and age at time point 1 (TP1) and the first two PCs were plotted. The nearest neighbors approach was used on the first two PCs followed by majority voting and prediction of AD at time point 1 (TP2). This procedure was repeated 25 times, and an average confusion matrix was created. Abbreviations: AD, Alzheimer's disease; FHS, Framingham Heart Study; NACC, National Alzheimer's Coordinating Center. and these features were used for further analysis ( Fig. 2A) . The above-selected features derived from the NACC study were used for model validation (Fig. 2B ).
Principal component analysis
Each unique feature forms a coordinate axis in a multidimensional space. In this case, the eight features selected by using KL divergence would require eight-dimensional space (8D-feature space) to be represented. For analyzing this multidimensional data, the ML algorithms would require high computational cost. Additionally, it is likely that some features are highly correlated or add redundancies to the algorithm. We thus used a dimensionality reduction technique called principal component analysis (PCA) (Fig. 3A) . This method enabled us to combine NP tests across multiple cognitive domains without introducing the investigator's subjectivity or simply averaging the NP test scores. Using PCA, we created a new feature space with two dimensions (called PC1 and PC2), whose coordinate values were computed as a linear combination of the existing 8D feature data.
Analysis using k-nearest neighbor (kNN) algorithm and majority voting
The PCA coordinates at the TP1 exam were plotted on a 2-D graph; each study participant represented a unique point on the coordinate axis ( Fig. 3A ). Examining one participant at a time from the study subsample of 128 participants, each individual (corresponding to a single point on the plot in Fig. 3A ) was considered a "test subject," while the points in its spatial proximity on the plot were termed as its "neighbors." We considered odd numbers of neighbors (k 5 1, 3, 5, 7, 9.) to prevent ties during majority voting used in subsequent parts of the algorithm. These "k" nearest neighbors in the 2-D feature space were determined based on the Euclidean distance.
Next, all points on the plot, excluding the test subject, were assigned their outcome status label (AD/normal) at the TP2 exam (Fig. 3B) . Then, the test subjects' outcome status at the TP2 exam was predicted based on majority voting of the outcome label of its "k" neighbors. For example, if a test subject has 5 neighbors (i.e., k 5 5) and three out of the five neighbors have "AD" as their outcome label at the TP2 exam, then the test subject's outcome at the TP2 exam will be predicted as "AD." This procedure of predicting the outcome label at TP2 was repeated for all the 128 study participants, considering each unique participant as a test subject. Based on the model's ability to predict AD/normal outcome at TP2, the accuracy, sensitivity, specificity, positive predictive values, and negative predictive values were calculated for the "k" neighbors (k 5 1,3,5,7, and 9).
For comparison, the kNN algorithm was applied on the 30-point MMSE scores at the nearest NACC and FHS health exams, was used to predict AD/normal outcomes, and the accuracy, sensitivity, and specificity of this model were computed. The PCA and kNN algorithms for the MMSE and NP tests were repeated 25 times, and the accuracy, sensitivity, and specificity for the "k" neighbors, obtained at each iteration, were averaged ( Supplementary  Figs. 1 and 2) .
Results
The current study sample consists of 1696 FHS Gen-2 participants and 689 NACC participants, out of which 64 FHS participants had AD, and 1632 were cognitively normal at the baseline NP exam (TP1); 271 NACC participants had AD, and 418 were cognitively normal at TP1.
In FHS, individuals with AD were significantly older, and few had reached a level of education beyond high school, compared to participants without AD (Table 1) . Conversely, in NACC, the age and number of years of education were not significantly different between AD and NC participants. On average, AD participants had lower scores on all the selected cognitive tests; while this finding was more evident in the NACC study except the VRi, VRd tests, this difference reached 0.05 level significance only on LMd, VRi, VRd, BNT-30, Trails B and MMSE tests in the FHS study (Tables 1).
PCA and classification results
The study subsample of 128 FHS participants was used for each model run using PCA followed by k-NN classification (Appendix S1). On average, across the 25 iterations, the NP test models with 3 (k 5 3) and 7 (k 5 7) neighbors resulted in the highest accuracies of 83.94 6 3.69 and 83.07 6 3.52, respectively. While the k 5 7 model had a higher specificity (85.63), the k 5 3 model had a higher sensitivity (83.68). Out of the subsample, the iteration with the best prediction with three neighbors yielded 92.11% accuracy, 88.16% sensitivity, and 96.05% specificity (Fig. 4A ). The MMSE model using the FHS data, had an accuracy of 56.73 6 0.60%, sensitivity of 14.47 6 0.00% and specificity of 98.05 6 1.20%.
This method of using PCA followed by k-NN classification was validated using the NACC data (Appendix S2). Across the 25 iterations of the NACC data, the NP test models with three and five neighbors had the highest accuracies of 87.57 6 1.19% and 87.10 6 1.37%, respectively. Both the k 5 3 and k 5 5 models had similar sensitivities 86.74 6 1.63% and 86.39 6 1.763% and the k 5 3 had a slightly better specificity (88.41 6 1.38%) compared to the k 5 5 model (87.81 6 1.52%) (Fig .4B ). The MMSE model based on the NACC data yielded an average accuracy of 51.34 6 0.13%, a sensitivity of 2.73 6 4.44 !10-16, and a specificity of 99.94 6 0.26%.
Secondary analysis
A secondary stratified analysis was performed on the FHS sample. We computed the mean change in scores across each of the 7 selected NP tests, as well as the MMSE test scores, in two groups (1) those who were cognitively intact at TP1 and converted to AD at TP2 (Converters), and (2) those who remained cognitively normal across the two time intervals (Nonconvertors) ( Supplementary Table 3 ). In general, there was a decline in the MMSE, as well as NP test scores, in the convertors as well as the nonconvertors. The average change in scores was 0.96 6 2.75 on the 8 NP tests and 0.88 6 1.82 on the MMSE test, for the convertors, and for the nonconvertors, the change in scores was 0.30 6 2.13 on the 8 NP tests and 0.24 6 1.59 on the MMSE test. On comparing the change in individual NP test scores from TP1 to TP2, between the convertors and nonconvertors, only LM-DR, VM-DR, BNT30, and Trails B tests were significantly different between the two populations. We further assessed the subpopulation that was predicted correctly versus incorrectly from the iteration that resulted in the highest accuracy of 87.50% ( Supplementary Table 3 ); only the change in scores on LM-DR, VM-DR, and Trails B tests were significantly different.
Discussion
We assessed the cumulative potential of a subset of NP tests to identify an early cognitive decline in a populationbased cohort and predicted the future outcome (AD/NC) at an individual level. We demonstrate the value of using an unsupervised learning framework to identify a group of individuals who exhibit an early indication of global cognitive deterioration. The results from our analysis across the two datasets also highlight the capacity of unsupervised machine learning in detecting subtle changes on cognitive tests, which may not be identified as accurately using the MMSE test or regular statistical modeling of NP test results. The MMSE test is among the most commonly used tests for dementia screening [6] . However, as demonstrated by this study and findings from the literature, the MMSE test has poor sensitivity for early detection of cognitive impairment; this is likely due to the ease with which the individuals perform on the test prior to the onset of substantial impairment [7, 8] . Thus, the use of a battery of NP tests may be a better alternative for dementia screening.
Traditionally, an individual's score on each NP test is compared to the mean score of age and education comparable to a normal reference group [13] . Together with evidence of functional impairment, a drop in the performance at or below the 5th percentile in two domains compared to the reference group is used to diagnose AD dementia [10, 13] . The drop in NP scores likely indicates an incident cognitive decline, which may be too late to allow effective interventions [14] . Additionally, the clinical interpretation of test scores using the above cut-off based method may not be uniform due to the involved subjectivity of clinically interpreting the test scores [15] . For example, an individual may have large variability in scores across different NP tests, with very high scores on certain tests and very low scores on others. In addition, the number of high or low scores depends on the number of tests administered and the correlations between these tests. In such cases, averaging scores across all the tests within the domain, as seen in our secondary analysis ( Supplementary Table 3 ), fails to present a clear picture of the underlying disease state. Also, evidence suggests that cognitive domains may not be independent of each other, and deficits across multiple domains may be explained by a global deterioration in cognitive abilities seen in AD [16] . Accurate AD diagnosis mandates the understanding of the interplay between multiple cognitive domains, and none of the NP tests can singularly capture these multidomain changes. As a result, it is important to combine the essence of multiple NP tests to ascertain these subtle cognitive changes in AD [17, 18] . This is precisely when techniques, such as PCA, can be useful as they can provide a lower dimensional projection of the combined NP tests (representing global cognition) to depict the largest variance, that is, most informative viewpoint of these data.
In agreement with our study, other investigators have also examined the diagnostic criteria for AD dementia through a series of NP tests to determine the number of factors that best represent AD. Some have used traditional multivariate approaches and explored these associations only in AD cases [10, 19, 20] . Lowenstein et al. [19] found that a six-factor model provided the best fit to the data, while a study by Davis et al. [20] found that a threefactor model to be the best fit. However, using traditional models to analyze highly related NP test features could lead to the problem of collinearity [21] . This issue would not arise in a PCA model since each principal component is linearly uncorrelated [17] .
Previously, investigators used techniques, such as PCA and discriminant analysis, on cross-sectional data, to diagnose AD using NP tests. For example, Chapman et al. [10] created 13 component scores for each subject using weighted combined scores from multiple tests and obtained an accuracy of~90% in determining the prevalent AD cases; however, this study lacked a longitudinal predictive element, which the present study has provided. By leveraging the longitudinal component of the FHS and NACC data, we complimented the PCA-based clustering with the kNN algorithm to predict cognitive decline due to AD. This methodology yielded 83.07% accuracy in detecting AD cases tested within 1-5 years of baseline testing, which is an encouraging result considering that the model used only age and a subset of NP testing scores. However, this study has some limitations since the number of confirmed AD cases is fairly limited. Furthermore, it is important to acknowledge that different batteries of NP tests may be used in various clinics and research centers. Nevertheless, it is plausible that the changes in global cognitive function represented by the NP tests are more important than the specific tests themselves. It may be possible to use different NP tests that encompass the same cognitive domains as ours and replicate our findings. Additionally, although this study used an extensive dementia review procedure to diagnose AD cases, there may, however, be some non-differential misclassification of controls.
In conclusion, our study highlights the capacity of unsupervised machine learning approaches to capture the heterogeneity of cognitive profiles at an individual level and identify groups of individuals who exhibited similar patterns of global cognitive deterioration. Such tools could serve as efficient frameworks to concomitantly process multiple NP tests and generate an overall signature, even when there is some variability in the individual's performance on various NP tests. Further validation of this framework is needed to enable it as a screening tool for AD cases or for recruiting participants for AD clinical trials.
