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Electron Microscopy
What Can Electron Microscopy Tell Us Beyond Crystal
Structures?
Wuzong Zhou*[a] and Heather F. Greer[a]
Abstract: Transmission electron microscopy is a powerful tool
to directly image crystal structures. Not only that, it is often
used to reveal crystal size and morphology, crystal orientation,
crystal defects, surface structures, superstructures, etc. However,
due to the 2D nature of TEM images, it is easy to make mistakes
when we try to recover a 3D structure from them. Scanning
electron microscopy is able to provide information on the parti-
1. Introduction
Although electron microscopy related techniques, such as
transmission electron microscopic (TEM) imaging, high resolu-
tion TEM (HRTEM) imaging, selected area electron diffraction
(SAED), and energy dispersive X-ray microanalysis (EDX), can re-
veal crystal structures, X-ray and neutron diffraction methods
are much more accurate in determination of average crystal
structures.[1] Nevertheless, electron microscopy techniques are
often used to complement powder X-ray diffraction data (PXRD)
to solve complex crystal structures.[2] Although collection of a
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cle size, morphology and surface topography. However, obtain-
ing information on crystallinity of particles using SEM is difficult.
In this microreview article, some practical cases of transmission
and scanning electron microscopy investigations of inorganic
crystals are reviewed. Commonly occurring uncertainties, im-
perfection and misunderstandings are discussed.
PXRD pattern is easy, the data can often be difficult to interpret
due to a phase problem, broadening or overlap of reflections
with similar diffraction angles, especially when the structure has
a large unit cell or low symmetry. Typically, in order to deter-
mine a complex structure, PXRD intensity data is combined with
structure factor phase information from HRTEM images,[3] rota-
tion electron diffraction (RED)[4] or precession electron diffrac-
tion (PED).[2,5]
The most significant characteristic of electron microscopy is
that it can directly show local structures in an atomic scale or
a nanometer scale.[6] For nanomaterials, e.g. nanoparticle cata-
lysts, nanowires and nanotubes of metal oxides, HRTEM is par-
ticularly useful, since the dimensions of the nanomaterials are
often too small to give sufficient structural information in con-
ventional diffraction experiments, such as X-ray diffraction
(XRD) and neutron diffraction.[7] HRTEM images of thick sam-
ples often present complicated contrast patterns, which are not
simply dependent on the crystal structures, due to multiple
scattering of the electron beams. Computer simulation is the
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common trial and error method to assess the proposed struc-
tural models. For nanomaterials, on the other hand, this multi-
ple scattering effect can be ignored, and the explanation of the
HRTEM images is relatively simple. In many cases, determina-
tion of average crystal structures of bulk materials is often not
enough for us to understand the physico-chemical properties.
When individual particles are examined using electron micros-
copy, much more information beyond average crystal structures
can be obtained, including particle size and shape, crystal ori-
entation, defects, crystallinity, surface structures, superstruc-
tures, etc.[8] These microstructures play important roles in ex-
hibiting material properties. However, the explanations of the
experimental data are not always straightforward.
In this microreview, some practical cases of electron micro-
scopic investigations of inorganic crystals are discussed. Com-
mon misunderstandings are explained and rectified, and the
limits of the techniques are clearly delineated.
2. Crystal Size and Morphology
Among all the extra structural features detectable by electron
microscopy, the easiest target is to determine crystal size and
morphology. Particle size of a powder sample can be directly
observed from TEM and SEM images. However, the inherent
disadvantage of electron microscopy is that the number of par-
ticles examined is always limited. When we have recorded a
TEM/SEM image of particles, a common question for ourselves
is that whether this image is typical for the sample. To convince
ourselves, we normally check the sample preparation method
for TEM and make sure that the particles deposited on a speci-
men grid is not size selective. We also observe and record a
large number of particles, at both low and high magnifications
although only one or two images may be used in a final presen-
tation. This will increase the likelihood of an impartial represen-
tation of the sample, although this can be quite time consum-
ing and expensive. When the number of measured particle sizes
is large enough (say 300 to 500), the size distribution should
show a smooth log-normal distribution curve.[9]
With advances in synthesis capabilities the size of nanoparti-
cles is steadily decreasing and moving towards a level where
nanoparticles can consist from a small, predetermined number
of atoms.[10] This leaves an even greater demand for accurate
nanoparticle size distribution analysis. TEM, out of all the exist-
ing experimental techniques capable of measuring the particle
size, is one of few techniques that allows direct (real space)
visualisation of the nanoparticles. Using electron tomography,
3-dimensional images of nanoparticles can be shown. Pyrz and
Buttrey[10] outlined a selection of topics which should be con-
sidered to avoid over-interpretation or the improper use of the
information provided in TEM micrographs in regards to particle
size characterisation. The issues include magnification, analysis
method (manual vs. automated) and imaging type, (bright vs.
dark field) and (TEM vs. STEM). Comparison of size measure-
ments of nanoparticles > 5 nm in diameter by HRTEM and an-
nular dark field scanning transmission electron microscopy
(ADF-STEM) have been reported to agree very well. In contrast,
similar measurements for smaller particles (<2 nm) were found
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to significantly differ. HRTEM has been said to overlook some
particles, <2 nm in diameter, if they are amorphous or oriented
off Bragg conditions.[11] It should also be noted that electron
beam damage of the sample can cause modifications in the
particle size, composition and/or morphology due to particle
destruction/decomposition or particle coalescence.[12,13]
For nanoparticles, the crystal sizes can also be calculated
from the Scherrer equation based on measuring XRD peak





where τ is the mean size of the crystalline domains, k is a shape
factor, λ is the X-ray wavelength,  is the line broadening at
half the maximum intensity (FWHM) in radians, θ is the Bragg
angle. Instrumental factors which affect peak width must be
taken into account. The upper size limit for crystallite size meas-
ured using the Scherrer equation is an open question but is
thought to be about 100–200 nm.[14] However, particle sizes
obtained from electron microscopy and the crystallite size from
XRD are often in disagreement, especially those with crystallites
larger than 50–60 nm or with anisotropic morphologies.[15] If
the particle size is small, e.g. < 10 nm in diameter, with a narrow
distribution, and all particles are highly likely to be single crys-
tals, the average particle sizes measured from TEM images and
calculated from XRD patterns often are in good agreement. On
the other hand, the calculated size from XRD can be much
smaller than that directly observed from TEM images. The main
reasons are that the detected dimensions of particles using
these two techniques are not along the same orientation and
that the terms, “particle size” and “crystal size” are two different
concepts.
If the crystals have lamellar (nanosheet, plate or belt-like),
nanoneedle, nanorod or nanowire morphology, crystallite size
calculated from XRD is often a good estimate for the thickness/
diameter of the crystallites but does not provide any indication
of their length.[15] Revealing the dimension along the long axis
of particles is much easier than observing the dimension along
the short axis in TEM. For particles with anisotropic morpholo-
gies such as the above, the Scherrer size should only be stated
with caution and displayed with complementary microscopic
imaging data. In further instances where a sample contains
“large” crystals of several microns and “small” crystals, say about
150–250 nm, the calculation of crystallite size via XRD would
detect the presence of the small crystals but subsequently ig-
nore the larger crystals.[15]
Another explanation for discrepancies in the crystallite size
values from TEM and XRD is based on a factor that the particles
are probably not single crystals. They may be polycrystalline or
clusters of many smaller nanocrystallites.[16] They may also be
hollow crystals, or crystals containing many defects or have in-
corporated organic matrix.[17,18] All types of crystal imperfec-
tions would lead to extra XRD peak broadening due to micro-
strain, resulting in a smaller value of crystal size.
Figure 1. (a) is a TEM image of part of a fish-bone like particle
with many Co particles of different sizes located at the ends
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of Mg2SiO4 nanorods. Sizes of the Co particles can be directly
measured from this image. However, we are unable to tell
whether these particles are single crystals until HRTEM images
are obtained, although according to the classical crystal growth
mechanism, the Co particles should grow up with layer-by-layer
deposition of Co atoms and should be single crystals at any
stage. HRTEM images of Co particles with different sizes re-
vealed a non-classical growth route. The Co atoms deposit on
the surface of Mg2SiO4 nanorods and combine into crystallites
of 2 nm in diameter. These nanocrystallites do not undergo
further growth, but aggregate into spherical polycrystalline
clusters as shown in Figure 1 (b). Therefore, this particle has a
particle size of about 30 nm in diameter as seen in the TEM
image, but a crystal size of about 2 nm in diameter detectable
by XRD. Only when the clusters approach to a certain size, they
re-crystallize into single crystals, which often have a polyhedral
shape (Figure 1, c).[19] Here we see that HRTEM images can
show crystal fringes, and therefore the exact size of individual
crystallites. Unfortunately the number of the crystallites exam-
ined by HRTEM is typically small.
Figure 1. (a) TEM image of part of a fishbone-like particle showing lollipop-
like secondary branches and sub secondary branches of Mg2SiO4 with Co
particles at the ends. (b) HRTEM image of a Co particle of about 30 nm in
diameter showing polycrystalline property. (c) TEM image of a Co single crys-
tal, ≈ 150 nm in size, showing a polyhedral shape. [Reprinted with permission
from J. Phys. Chem. 2004, B108, 11561–11566. Copyright (2004) American
Chemical Society].
SEM is a suitable technique to show particle morphologies.
However, determining morphology of particles by TEM is not
straightforward, since TEM only shows two dimensional projec-
ted images of three dimensional particles. For example, a cubic
Co crystal could show a square shape when viewed down the
<001> zone axes, or a rectangular shape along the <110> direc-
tions, or a hexagonal shape along the <111> directions (Fig-
ure 1, c). To reveal the actual shape of a particle, tilting the
specimen grid to observe several projected images would be
necessary. Determining crystal morphology using electron dif-
fraction is also difficult, but not impossible, since the diffraction
pattern can be affected by shape factors when the crystal size is
small.[20] Using XRD or neutron diffraction method to determine
crystal morphology is even more difficult.
Electron tomography is often an effective method used to
reconstruct the 3D structure of nanoparticles from a single axis
tilt series, typically +75° to –75°, of 2D STEM or TEM images.[21]
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Although this method can provide a real 3D representation of
the crystal morphology, disadvantages include the difficulty to
align the projections of a tomography tilt to a common axis
with atomic precision and a “missing wedge” due to the inabil-
ity to tilt ±90°.[22] Accuracy of the final reconstruction of the 3D
volume relies on input from the number of projection images
and tilt range but care should be taken to avoid electron beam
damage or structural defomation during acquisition.
3. Crystal Facets and Growth Orientation
Many crystals appear as polyhedra with well defined facets.
These polyhedra can be easily revealed from SEM images, which
often give a 3D impression with significant image contrasts
from different facets. However, to determine the crystal orienta-
tions of the facets from SEM images is not always achievable,
unless electron backscatter diffraction (EBSD) is performed.[23]
A perfect cubic particle can only be formed with six equivalent
{100} facets of a crystal with a cubic structure. But a hexagonal
morphology of a crystal with a hexagonal structure can be
formed with two {001} and six {100} facets or six {110} facets.
SEM images cannot be used to distinguish between them.
On the other hand, if particle size is very small, it is difficult
to see the particle morphology in SEM images due to a resolu-
tion limit. TEM images are often used instead. However, the 2D
nature of TEM images makes it difficult to recognise polyhedra.
For example, a cubic Co crystallite can appear with a square
shape in TEM images when the electron beam is parallel to the
[001] zone axis. In this case, the observed four edges of the
square particle correspond to the (100), (1¯00), (010) and (01¯0)
facets (Figure 2, a). SAED patterns can be used to confirm it.
When the dimensions along the [100] and [010] axes are slightly
different, a rectangular shape will be recorded in the TEM im-
age. When viewing down the [110] direction of a cubic crystal,
a rectangular shape is also observed in the TEM image as a
projection of the particle. The crystal orientations of the 4
Figure 2. Schematic drawings of the relation between crystal orientations and
projected shapes in TEM images. (a) Square shape on a TEM image as a result
of projection of a cubic crystal along the [001] zone axis. (b) A rectangular
shape on a TEM image when the view direction changes to [110]. (c) and (d)
Projected TEM images of a nanorod with its long axis, the [001] zone axis,
perpendicular and not perpendicular to the electron beam.
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edges can be determined by the corresponding SAED patterns
and HRTEM images to be [100], [1¯00], [011¯] and [01¯1] (Figure 2,
b). We can see that, in this case, the smooth edges of (011¯) and
(01¯1) on the image of the particle do not mean there are such
two facets. To understand what facets are present in TEM stud-
ies, we need to tilt the crystal to reveal its 3D morphology or
to use SEM images as a reference to find out whether the ob-
served crystal edges in TEM images correspond to crystal fa-
cets.[21] Consequently, the observed lattice fringes in a HRTEM
image and the corresponding electron diffraction spots only
indicate a crystal orientation which is perpendicular to the elec-
tron beam. It does not have a certain relation with a crystal
facet. In other words, attempting to derive crystal facets merely
from observed lattice fringes in HRTEM images or diffraction
spots in SAED patterns is quite risky.
A similar confusion exists in TEM investigations of a crystal
growth direction. Determination of the crystal growth direction
is an important topic in the characterisation of low dimensional
nanomaterials, and can have a large impact on understanding
the physical and chemical properties of these materials.[24] For
example, when nanorods or nanowires of a target material are
fabricated, we wish to know what the crystal orientation is
along the long axis, i.e. the prioritized growth orientation. When
a nanorod with the growth direction along the [001] axis is
examined in TEM, the growth direction can be determined by
SAED or HRTEM imaging, subject to a correct position of the
specimen.[25] Unfortunately in many studies, the growth direc-
tion of individual nanorods or nanowires is based on a single
electron diffraction pattern or HRTEM image, leaving some de-
gree of uncertainty. If the nanorod lies down on specimen grid
with its long axis perpendicular to the electron beam, the dif-
fraction spots along the growth direction in the SAED pattern
and the corresponding lattice fringes on the HRTEM image
would show the [001] orientation (Figure 2, c). However, if the
nanorod is not perpendicular to the beam, the observed crystal
orientation along the long axis of the projected nanorod image
would be off the [001] zone axis, say for example the [h01] axis
as shown in Figure 2 (d). The real growth orientation cannot be
correctly revealed. It is difficult to distinguish these two cases
from a single TEM image. Zou and co-workers also discussed
this problem recently.[25] Rotation of the nanorod around the
axis perpendicular to both the electron beam and the long axis
of the nanorod allows us to find the position with the longest
projected dimension of the nanorod image, at which the ob-
served crystal orientation along the long axis and the real
growth orientation are parallel to each other. A correct determi-
nation of the growth orientation is an important step prior to
the design and growth of nanomaterials with desired orienta-
tions and properties. Changes in growth direction of nanowires
are well known to affect their properties.[26]
4. Local Chemical Composition
Another advantage of electron microscopy is that the chemical
composition of individual particles and even small areas, span-
ning several nanometers, in a particle can be analysed by EDX,
since a very small beam size can be used. Variations of composi-
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tion in a specimen can be examined using EDX point analysis
and the elemental distribution in a particle can be shown in
elemental mapping and electron energy loss spectroscopy
(EELS).[27,28] For example, in a series of solid solution samples,
EDX is normally used to confirm their homogeneity with differ-
ent compositions.[29] It should be noted that, to determine an
accurate chemical composition using EDX is not an easy job.
This is because the intensity of an X-ray peak from an element
is affected by many factors associated with a non-linear absorp-
tion problem, such as local composition, sample thickness, en-
ergy of electron beam, location of the sample area examined
and its surrounding environment.[30] Therefore, in practice, in
addition to keeping the same experimental conditions as much
as possible, many spectra, e.g. from 20 to 30 randomly selected
particles, should be collected in order to reduce the systematic
error. During quantification a large source of error results from
the overlap of peaks from different elements. For example, ba-
rium peaks overlap with titanium peaks, resulting in difficulties
in the EDX analysis. The Ba Lα line appears at 4.4663 keV,
whereas the Ti Kα line occurs at 4.5089 keV. A correct identifica-
tion often relies on recognizing peaks associated with each X-
ray family. Furthermore, a suitable standard specimen with a
pre-determined composition close to the target samples should
be used to calibrate the results. For example, monophasic
BiNbO4 sample was used as the standard reference for an EDX
study of solid solution in the Bi2O3-Nb2O5 system.[29]
Linear analysis and elemental mapping can supply informa-
tion of elemental distribution and compositional variation in an
examined specimen area.[31] For example, in a synthesized STA-
7 zeolite sample, EDX point analysis indicated that the Si/Al
ratio varies against the distance from the center to the edge of
the crystals.[32] For some core-shell structures, the core and shell
may have a similar structure and the HRTEM image contrast is
not high, making it difficult to distinguish them. EDX elemental
mapping, on the other hand, can show clearly the separation
of compositions between the core and the shell in a nanometer
scale.[27,33] In these studies, the accuracy of the chemical com-
position would not be high, but the inhomogeneous distribu-
tion of elements is obvious.
Elemental analysis using STEM has a tremendous advantage.
STEM significantly reduces the interaction between the electron
beam and the sample, therefore greatly reduces sample dam-
age. It is noted that the recently developed state-of-the-art EDX
system in a Cs corrected STEM can present elemental mapping
at atomic resolution. However, the data can only be interpreted
qualitatively because the elastic and thermal scattering of the
electron probe confounds quantitative analysis.[34] High resolu-
tion elemental mapping can be collected with sample tilting
to create a three dimensional re-construction. This method is
particularly useful for particles with a domain structure, or core-
shell structure, or any phase separation.
5. Surface Profile Imaging
Although elemental mapping is preferred for examination of
chemical distribution in solids, narrow beam EDX technique is
also used to detect the chemical composition of surface coating
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nano-thick layers in crystals, when HRTEM surface profile im-
ages are observed.[35] HRTEM surface profile imaging is comple-
mentary to the standard surface science techniques such as
scanning tunnelling microscopy (STM), atomic force microscopy
(AFM), etc. The major difference is that STM and AFM show 2D
images of the top surface layer, while HRTEM only shows 1D
images of the top surface layer, i.e. a profile view.[36] However,
this characteristic engenders an advantage of HRTEM: not only
can the top surface be observed, but also the crystal structures
underneath the surface can be imaged.[37] If the surface has a
different crystalline phase, the thickness of this layer and its
intergrowth with the core crystal can be revealed. For example,
the (001) surface of La2CuO4 often terminates with several
atomic layers of La2O3.[38] Regarding physico-chemical proper-
ties of inorganic solids, surface layers with nanometer scaled
thickness is probably more important than only a top atomic
layer. This advantage also makes HRTEM a suitable tool to inves-
tigate crystals with an amorphous surface coating layer.[39]
The amorphous layer on a crystal surface observed in HRTEM
images could be due to decomposition of the parent crystal or
deposition of amorphous carbon or other contaminates. The
latter could form during synthesis or be deposited under elec-
tron beam irradiation. When both decomposed crystal and de-
posited amorphous carbon are present on crystal surface, their
different image contrasts allow us to easily recognise them. The
inner layer is normally the decomposed layer and the outer
layer is contaminate. If there is only one amorphous layer, it is
often difficult to determine whether it is decomposed crystal or
deposited carbon. Making a conclusion without further testing
would be inappropriate. An experienced operator would per-
form one or more experiments to discover the nature of a sur-
face amorphous layer, if it is necessary.
First, if the coating layer is thick, e.g. a few nanomaters, using
a narrow beam, the local chemical composition of the coating
layer can be detected. A good example was demonstrated by
EDX point analysis of an amorphous surface layer of Hg-con-
taining high Tc superconducting cuprate. It was found that the
surface of HgBa2CuO4 crystals often decomposed into an amor-
phous layer and lost Hg simultaneously.[40] Secondly, if an
amorphous carbon layer formed during electron beam irradia-
tion, its thickness may increase on extending the exposure time
of electron beam as the hydrocarbon molecules are polymer-
ised by the incoming (or outgoing) electrons.[13]
If the surface layer is decomposed crystal with the same
composition as that of the parent crystal, it may recrystallize
into the parent crystal under electron beam annealing. A clean
crystal surface may be achieved as shown in HRTEM surface
profile images of YBa2Cu3O7.[41] Under electron beam irradia-
tion, re-crystallisation started at the interface between the crys-
tal and the amorphous layer, and extended across the whole
amorphous layer. Finally, a clean surface is created (Figure 3).
this work indicated that the decomposed surface of this speci-
men can be repaired by thermal annealing and can actually
help to improve the quality of the superconducting property of
the material. The decomposed layer on the surface of
HgBa2CuO4 suffers a great loss of Hg, and therefore can only
re-crystallise into barium copper oxide, which has a close rela-
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Figure 3. HRTEM surface profile images of YBa2Cu3O7 viewed down the [110]
direction. Top: the initial image showing a thin layer of disordered coating.
Bottom: an image of the same area after electron beam irradiation for 3
hours. Clean (113), (110) and (112) surfaces are indicated. [Reprinted with
permission from J. Solid State Chem. 1992, 98, 437–441. Copyright (1992)
Elsevier Inc.].
tion in structure with HgBa2CuO4, and therefore, can intergrow
with the parent crystal very well.[42]
Another example is that by Cölfen and co-workers[43] when
they reported for the first time, a 3 to 5 nm thick continuous
layer of amorphous calcium carbonate (ACC) on the surface of
crystalline aragonite platelets in nacre of haliotis laevigata, a
species of sea snail. Under intense electron irradiation, HRTEM
images showed the ACC layer began to crystallise, forming sev-
eral crystalline nuclei of aragonite that was slightly distorted
compared with the core of the aragonite platelet.
6. Superstructures
Many superstructures in inorganic crystals occur due to order-
ing of lattice distortion or light elements. The scattering factor
of electron diffraction, fB, is very roughly proportional to Z1/3
(Z: atomic number), while this order for X-ray scattering factor
is about 1. This means that the scattering of electrons is less
sensitive to atomic number. In other words, electron diffraction
is a better method than XRD in detecting light elements, e.g.
oxygen in metal oxides and, therefore, superstructures based
on oxygen ordering.[7,44] In many cases, long-range ordering in
complex solids such as LiNi0.5Mn0.5O2 discovered by electron
diffraction would be extremely difficult, if not impossible to de-
tect by powder XRD and neutron diffraction.[45]
In Bi2O3-based solid solutions with guest oxides, Nb2O5,
Ta2O5, V2O5, WO3, several types of superstructures form with
different compositions and can be revealed by SAED patterns
and HRTEM images, although XRD patterns only show the fluo-
rite basic sub-unit cells.[29,46] If it is a commensurate superstruc-
ture, the relation between the super unit cell and the basic unit
cell is simple and can be described by a mathematical matrix.
All the diffraction spots can be indexed to the superstructure.
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When the positions of the diffraction spots were measured
carefully, it was found that many superstructures in solid solu-
tions were incommensurate.[47] Figure 4 shows some SAED pat-
terns from some solid solution materials in the Bi-W-Nb-O
mixed oxide system, along the [11¯0] zone axis of the fluorite
subunit cell. The first impression might be that a threefold su-
perstructure exists in these solids. A careful measurement, how-
ever, reveals that a true threefold superstructure only presents
in Bi10W2O21. In the other three SAED patterns, the two satellite
diffraction spots due to the superlattice are not at the 1/3 and
2/3 positions in between (000) and (111) spots. An incommen-
surate structure can be regarded as a partially ordered struc-
ture, although unearthing a unit cell in a long range is impossi-
ble. On the other hand, to investigate the nature of the order-
ing, we can still focus on a small area in HRTEM images, from
which a hypothetical commensurate super unit cell can be de-
rived as a reasonable approach.[29]
Figure 4. SAED spots along the [11¯0] direction of the fluorite-like subcell of
some solid solution oxides in the Bi-W-Nb-O system, with compositions of (a)
Bi8Nb2O17, (b) Bi17WNb3O36, (c) Bi17W2Nb3O39, and (d) Bi10W2O21. The relative
positions of the superstructure diffraction spots are indicated. [Reprinted with
permission from J. Solid State Chem. 2002, 163, 479–483. Copyright (2002)
Elsevier Science (USA)].
There is another reason to have extra weak diffraction spots
in SAED patterns. Some systematically absent diffraction spots
appear, which do not change the unit cell, but seem to reduce
the symmetry of the structure. Possible multiple scattering ef-
fect should be considered. If this is the case, these extra diffrac-
tion peaks should not be observed in the corresponding XRD
pattern, since no multiple scattering takes place in XRD. When
the same SAED pattern is recorded at several areas with differ-
ent specimen thickness, the relative intensities of these extra
spots would be significantly changed. Specimen tilting would
also notably change the relative intensities of the extra spots.
7. Defects
Investigation of defects in solids using electron microscopy is a
common and important research field. The defects, including
point defects, layered defects, twin defects, anti-phase defects,
stacking faults, domain structures, dislocations[48] etc., can sig-
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nificantly affect the properties of the materials. In this article,
electron microscopic images of some not obvious or hidden
defects are discussed.
7.1. Twin and anti-Phase Defects
Both twin defects and anti-phase defects have a planar bound-
ary and have two domains with identical crystal structures.
When viewing down a direction parallel to an anti-phase
boundary plane and perpendicular to the vector of phase shift-
ing, the HRTEM image would show a dark contrast line on the
boundary and, on the two sides of the boundary, the lattice
patterns would shift to each other by a dimension of half a
unit cell.[49] The dark image contrast is mainly contributed from
diffraction contrast. In low magnification TEM images, no lattice
fringes can be observed, but the image contrast of the anti-
phase boundary is higher. This contrast can be even further
enhanced by using a smaller objective aperture.
In the case of a twin defect, a dark line on the twin boundary
can also be observed when the electron beam is parallel to
the twin plane. The lattice patterns on both sides have mirror
symmetry with the principal crystal orientation which bends to
an angle smaller than 180°. Figure 5(a) shows a HRTEM image
of a Si nanowire containing two twin defects, when viewed
down the [111¯] zone axis. When the nanowire was rotated
around the long axis of the nanowire by a small angle (e.g. 15°),
the mirror symmetric lattice patterns disappeared and the fine
dark lines of the twin planes became less obvious. A more fasci-
nating change is that the lattice fringes may extend across the
twin boundaries (Figure 5, b). This experiment tells us that a 2D
planar defect boundary can unquestionably only be observed
when viewing down the correct direction. A HRTEM image like
that in Figure 5(b) does not mean it is defect free. The twin
planes are actually hidden at the positions of wide dark belt-
shaped regions, resulting from a projection of the twin planes
with a tilted angle.[50] For the same reason, in a profile HRTEM
image of a cyclic twinning nanowire containing five twin planes
in a fivefold symmetry, no more than one twin plane can be
observed at the same time.[20]
Figure 5. (a) HRTEM image of a Si nanowire with two twin defects. (b) HRTEM
image of the same nanowire after rotating about 15° around the [112] axis.
The straight line indicates the lattice fringes extend across the original twin
defect planes. [Reproduced from ref. [50] with permission from The Royal
Society of Chemistry].
7.2. Point Defects
To reveal 1D linear defects by HRTEM, viewing down the longi-
tudinal direction is often required.[51] Unlike 2D planar defects
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and 1D linear defects, rotation of the specimen has limited ef-
fect on the image contrast patterns of 0D point defects. For
example, a spherical inclusion in a crystal would have identical
TEM contrast pattern viewed down along any direction.[52]
Spherically symmetrical coherency strains resulting from spheri-
cal domains lead to a butterfly-like pattern mainly contributed
by diffraction contrast. When the spherical domain size reduces,
the dark circle image contrast becomes smaller. The smallest
point defects in crystals are probably excess atoms in interstitial
sites or vacancies at crystal sites. Metal oxides with nonstoichio-
metric oxygen are in great demand as their ionic conductivity
can be improved by controlling the excess oxygen anions or
vacancies.[53]
Imaging of point defects by TEM is often very challenging
and is not suitable to provide a quantitative measure of the
point defect concentration and structure. Firstly, TEM relies on
diffraction and interference effect and is therefore not very sen-
sitive to randomly distributed point defects. Frequently, point
defects can only be detected by HRTEM when they are in clus-
ters or columns. Secondly, almost all TEM samples are many
unit cells thick, and the contrast generated from point defects
can often be blocked by the signal from the normal lattice
above and below the defect.[54] However, in some special cases,
very small point defects, such as random excess oxygen anions,
can be detected. Figure 6 (a) shows a typical HRTEM image of
La4Sr8Ti12O38 in a perovskite structure with excess oxygen, with
which a high anion conductivity was achieved.[55] Since there
is not a large enough space for guest atoms in a perfect perov-
skite crystal with a formula of ABO3, the excess oxygen atoms
must go to interstitial sites and build up local lattice strain. The
resolution of the electron microscope (JEOL JEM-2010) used is
not high enough to image randomly located individual oxygen
atoms. However, these oxygen atoms would cause local lattice
distortion within several atomic layers, leading to a formation
of dark spots in the image due to diffraction contrast. The inset
of Figure 6 (a) is an enlarged image of one such spot, on which
lattice distortion can be seen. As a comparison, Figure 6 (b)
shows a HRTEM image of Mg2SiO4 nanorod with Co clusters
deposited on its surface. Randomly distributed dark spots are
also visible but no local lattice distortion is observed.[19] Excess
Figure 6. (a) HRTEM image of La4Sr8Ti12O38, viewing down the [100] zone
axis.[55] The arrows indicate some dark spots, which are the locations of ex-
cess oxygen anions. The inset shows an enlarged image of a dark spot. (b)
HRTEM image of Mg2SiO4 nanorod containing Co clusters on its surface.[19]
[(a) Reproduced from Ref. 55 with permission from Nature Publishing Group
(2006); (b) Reprinted with permission from J. Phys. Chem. Ser. B 2004, 108,
11561–11566. Copyright (2004) American Chemical Society].
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oxygen anions embedded in silicate apatite were also im-
aged.[56]
7.3. Disordered Core in Single Crystal Shell
SEM allows us to view particle morphologies. Figure 7(a) shows
a SEM image of a perfect icositetrahedral particle of synthetic
zeolite analcime. According to the classical theory of crystal
growth, the so-called Bravais–Friedel–Donnay–Harker (BFDH)
law,[57] crystals exhibit a high symmetric polyhedral shape with
facets achieved by different growth rates along different crystal
orientations. In other words, the surfaces with the lowest
growth rate will be maintained as the final crystals facets. Dur-
ing this “bottom-up” growth process, particles at any stage
should be single crystals. However, making a conclusion of a
single crystal merely based on the SEM images, e.g. that in Fig-
ure 7 (a), is quite risky. In fact, when single crystal XRD was
performed on a perfect icositetrahedral particle, the resulted
pattern showed a strong polycrystalline ring in addition to
some sharp diffraction spots.[58]
Figure 7. (a) SEM image of an icositetrahedral particle of zeolite analcime. (b)
SEM image of a similar icositetrahedron of zeolite analcime with a broken
area, showing a polycrystalline core. (c) TEM image of a particle of zeolite A
with corresponding SAED pattern. (d) TEM image of the same particle after
electron beam irradiation for a few minutes. The inset is the corresponding
SAED pattern.[61] [(a,b)Reprinted with permission from J. Am. Chem. Soc.
2007, 129, 13305–13312. Copyright (2007) American Chemical Society].
When an icositetrahedron is broken, it was observed that
the core is polycrystalline, consisting of randomly orientated
nanorods of zeolite analcime (Figure 7, b). SEM and TEM investi-
gations of reaction time dependent products revealed that, at
an early stage of crystal growth, nanocrystallites of the zeolite
did not grow continuously as free crystals in the synthetic solu-
tion. Instead, they aggregated into large spherical polycrystal-
line particles, probably enhanced by the added structure direct-
ing agent, ethylamine. The surface of these spherical particles
re-crystallised to form a thin icositetrahedral shell. The re-crys-
tallization then extended from the surface to the core of the
particles; finally real single crystal polyhedral particles were
achieved. A non-classical crystal growth route, i.e. reversed crys-
tal growth, was established based on the electron microscopic
observations.[58]
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Since then, this phenomenon has been observed in many
other materials, including zeolite A, CaTiO3 perovskite, ZnO,
CuPt alloy, metal-organic frameworks, and even organic crys-
tals.[59–61]
Figure 7 (c) is a TEM image of a zeolite A particle with the
corresponding SAED pattern viewed from the [001] projection.
Both the regular shape and the diffraction pattern are normal
and indicate a single crystal state. However, under electron
beam irradiation for a few minutes, a core-shell structure was
detected, i.e. an amorphous core in a very thin single crystal
shell (Figure 7, d).[61] Under electron beam exposure, it was seen
that the core material appeared more disordered, with a mobile
fluid-like appearance and had separated from the thin shell. The
almost identical SAED pattern in Figure 7 (d) was actually from
the shell of 7 nm in thickness. Consequently, a single crystal
type SAED pattern does not always mean the particle under
examination is single crystal. On an opposite note, data used to
assign CaCO3 mesocrystals, which are a 3D array of iso-oriented
single crystal particles are commonly misinterpreted.[18] Rough-
ness on the calcite/polymer crystal surface can be falsely inter-
preted as homogeneous nanoparticle substructure when in
fact, these nanoparticles are only present as a thin surface layer.
SEM/TEM investigations of the non-classical reversed crystal
growth allow us to observe many unusual phenomena. For ex-
ample, HRTEM images show that, at an early stage of the
growth of zeolite analcime, the shape of nanocrystallites is
plate-like with the short axes along the [111] direction, instead
of an icositetrahedron or cube. These nano-crystallites aggre-
gated into some large disks with a perfect self-orientation.
Therefore, SAED patterns from these polycrystalline disks are
single crystal-like.[58] During the growth of metal organic
framework, MOF-5, the first crystalline particles are
Zn5(OH)8(NO3)2·2H2O nanoplatelets with a diameter of 5–
10 nm. These nanoplatelets aggregate with the assistance of
surface adsorbed 1,4-BDC molecules to form large microplates.
Zn5(OH)8(NO3)2·2H2O underwent a phase transformation to
MOF-5. Therefore, in this system, nucleation of MOF-5 crystals
does not take place in the solution, but in soft matter aggre-
gates.[60] Because a single crystal shell forms first in a reversed
crystal growth route, mass transportation between the particle
cores and the outside environment becomes difficult. If the dis-
ordered core has a lower density than the crystal, the final crys-
tals would have a hole in the middle. Therefore, the reversed
crystal growth mechanism can describe the formation of many
hollow crystals.
8. Summary and Outlook
Although HRTEM plays an important role in determination of
some complex crystal structures, most researches of electron
microscopy, including SEM and TEM, are focussed on micro-
structures beyond crystal structures, such as crystal size and
morphology, crystal facets and growth orientation, local com-
position and elemental distribution, surface structures and su-
perstructures, and various defects. All of these can be regarded
as local structures and the information of these microstructures
from XRD and neutron diffraction methods is very limited. How-
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ever, being deceived by the direct imaging of specimens and
their crystal structures, some researchers would simply over-
interpret the electron microscopic data. We sometimes see “a
real image leads to a wrong conclusion”. This article, using
some examples, shows how to avoid the over-interpretation of
SEM and TEM results. For example, we should not be confused
by “particle size” and “crystal size”; extra care should be taken
when we try to reveal particle morphology from TEM images;
a particle with a perfect polyhedral shape does not mean it
must be a single crystal, etc.
Unlike optical microscopy, the formation of image contrast
in SEM and TEM is very complicated. For example, in TEM in-
cluding HRTEM, the formation of image contrast patterns can
obey three different principal mechanisms due to different
magnification and other microscopic conditions, i.e. mass-thick-
ness contrast, diffraction contrast, and phase contrast. The other
electron microscopy related techniques, such as scanning trans-
mission electron microscopic (STEM) imaging, high-angle annu-
lar dark-field imaging (HAADF) bring in new elements to the
formation mechanisms of image contrast. To correctly under-
stand the images, we must know the principles of these tech-
niques.
Using focused ion beam (FIB) and 3D reconstruction tech-
nique, the inner structures of crystals can be easily revealed.
Consequently, for studying non-classical crystal growth, more
detailed core-shell structures, early stage crystal growth in soft
matter aggregates, can be observed. This will help us to under-
stand the non-classical crystal growth, and therefore further
control crystal size and morphology.
The state-of-the-art Cs-corrected STEM has a much smaller
beam probe and much higher sensitivity to the surface proper-
ties of specimens. Detecting nanoscale dipole field and mag-
netic field in crystalline samples becomes possible. These fields
play important roles in crystal growth and self-assembly. Inves-
tigation of this is a new direction of electron microscopy. At
any stage, it is important to know exactly what we can achieve
from the electron microscopic results.
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