The system of 4-dimensional sine-Gordon equation is investigated from a standpoint of nonpolynomial quantum field theory with superpropagators of exponential type. The result is very complicated, but it can be described in the usual framework of quantum field theories.
It is known that the classical sine-Gordon equation is exactly solved in 2+ 1 and 3+ 1 dimensions.
I )
In the present paper, however, we aim at treating 4-dimensional quantum sine-Gordon equation by employing superpropagator technique III nonpolynomial Lagrangian field theories.
2 )
The sine-Gordon equation is derived from the Lagrangian density
for a neutral massless scalar field~. In fact we have where we have taken normal product convention beforehand for use of, Wick's theorem. Now our S-matrix is given by (4) Due to normal product convention, the above T-product is easily calculated in the form (5) where Dij=DF(xi-xj), ~k=~(Xk) and ei, ej or ek stands for ±1 while the symbol ~comb represents summation over all combinations of ± 1 for these e'S. Equation (5) 
We here notice that (5) resembles much Taylor's result as a natural consequence coming from the contents of the exponential type of interactions.
2 ) The Feynman diagrams following from (4) and Since exp (±, 12Du) in (5) is not well-defined if it is given by the expansion (7) we take a regularized exp(±,12D) by replacing the right-hand side with the Sommerfeld -Watson transform,
with D Z being a well-defined distribution (or generalized function), where the contour r encloses the positive real axis, as shown in Fig. 1 . It is further assumed that r may be opened out to the contour C running parallel to the imaginary axis between -1 and o. The Fourier transform (FT) of D Z , however, is well-defined in 0<Rez<2 by
and it is analytically continued out of the region with the fact that (k 2 Y has poles at
.
where we take the contour Cl. Substituting (9) into (10), we have
We note here, as pointed out by Taylor,2) that (10) and (11) are still not welldefined for all values of x or k if we do not include a convergence factor in the integrand. In order to avoid such a difficulty we replace sinITz in (10) by sin(1 + O')ITZ, so that convergence is obtained in (10) for all x if 0'>3/2, as is the case for (11). Hence, we may work with exp(±,12D)I~' defined by
Of course, this is rewritten with contour C in the form 
since (k 2 )Z-Z has a pole at z=O with the residue 04(k). The limit 0-->0 is to be taken after we have bent C or CI back to r. In this way, we are through the problem.
A serious problem inherent in SP approach is that of ambiguities. The problem starts with how to write the Sommerfeld-Watson transformation. To be more accurate, we should supplement (10) by the replacement (tan7rz)-I--> (tan7rz)-1 + b(z) (14) with an arbitrary function b(z) regular on the positive real axis. Such a possibility corresponds to the fact that the distribution <OIT[:e(x)::e(o):]lo> is ambiguous up to terms of the form ~bnDn-204(x). The b-ambiguity in (l4), however, can be removed taking b(z)=O by the ansatz of the minimal singularity of Lehmann and Pohlmeyer. 4 ) In the case of localizable nonpolynomial interaction,S) it is shown that asymptotic behaviors of FT's of b-independent and b-dependent (ambiguous) SP's for large WI are definitely distinguished and hence one can grasp the minimally singular solution of Lehmann and Pohlmeyer as in the form (10). We note that such a choice of b(z) is certified only for localizable cases.
Here, we refer to the problem of unitarity. For our regularized SP's, we can show that the unitarity of the S-matrix holds. The discussion goes almost in parallel with Taylor,2) though the present case is somewhat complicated. Finally, we emphasize that SP's exhibit strong infinity-suppression mechanism. We can see it by the fact that there occurs no primitively divergent diagram in the power counting theorem. Consider a diagram with N vertex points, all two points of which are connected with each other by the SP of the form (13). In this case the number of the internal SP lines I is I=N(N-l) 
