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ABSTRACT
In this thesis, we develop a physical understanding of the effects of viscosity and
geometry on the dynamics of interfacial flows in drops and bubbles. We first consider
the coalescence of pairs of conical water droplets surrounded by air. Droplet pairs can
form cones under the influence of an electric field and have been observed to coalesce or
recoil depending on the angle of this cone. With high resolution numerical simulations
we show the coalescence and non-coalescence of these drop pairs is negligibly affected
by the electric field and can be understood through a purely hydrodynamic process.
The coalescence and recoil dynamics are shown to be self similar, demonstrating that
for these conical droplet pairs viscosity has a negligible effect on the observed behavior.
We generalize this result to the coalescence and recoil of droplets with different cone
angles, and focus on droplets coalescing with a liquid bath and flat substrate. From
the simulations of these droplets with different cone angles, an equivalent angle is
found that describes the coalescence and recoil behavior for all water cones of any
cone angle.
v
While viscosity is found to negligibly affect the coalescence of conical water drops,
it plays a key role in regulating the coalescence process of bursting gas bubbles.
When these gas bubbles burst, a narrow liquid jet is formed that can break up into
tiny liquid jet drops. Through consideration of the effects of viscosity, we show that
these jet drops can be over an order of magnitude smaller than previously thought.
Here, viscosity plays a key role in balancing surface tension and inertial forces and
determining the size of the jet drops. Finally, we investigate the drainage of surfactant
free, ultra-viscous bubbles where surface tension serves only to set the initial shape
of the bubble. We use interferometry to find the thickness profiles of draining bubble
films up to the point the of rupture. A theoretical film drainage model considering the
balance of viscous and gravitational stresses is developed and numerically computed.
The numerical results are found to be consistent with the experimentally obtained
thickness profiles. In this work we provide insight into the role of viscosity in the
outlined interfacial flows. The results of this thesis will advance the understanding of
drop production in clouds, the marine climate, and the degassing of glass melts.
vi
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1Chapter 1
Introduction
Interfacial surface tension manifests itself in many macroscopically observable ways
such as the spherical shape of free soap bubbles, the wetting of fluid onto a flat sub-
strate, or the rise of fluid against gravity in a small tube inserted into a liquid bath.
These macroscopic effects ultimately arise from highly localized, strong, molecular
interaction potentials. The observed macroscopic effect of surface tension can pri-
marily be characterized as a restorative force that resists deformation of the interface
separating two immiscible fluids. The resulting long range forces give rise to a variety
of phenomena in which flows can become highly localized due to effects of interface
curvature. This dissertation focuses on understanding some of these phenomena. The
following sections in this chapter discuss the fundamentals of capillary flow, as these
ideas provide the foundation for later chapters.
1.1 Molecular Origin of Surface Tension
Surface tension arises due to an imbalance in the interaction energy between molecules
located on an interface. Figure 1·1 portrays a schematic of a molecule that is experi-
encing this imbalance at a gas-liquid interface. Here, liquid molecules are represented
by filled darker-toned circles, while gas molecules are represented by unfilled circles.
If liquid molecules only interact with other liquid molecules, the liquid molecules con-
tained in the liquid bulk will have an interaction energy ξ that is twice the interaction
energy of liquid molecules at the liquid-gas surface, or ξ/2. The tension at a liquid
interface is a result of this imbalance in energy (de Gennes et al., 2004), with surface
2gas
liquid
Figure 1·1: Molecular view of a gas liquid interface. The interface between the
gas and liquid is indicated by the dashed line. The interaction of liquid molecules
is “balanced” for molecules far from the interface. Molecules on the interface are
exposed to half the interaction energy as their fully immersed counterparts.
tension representing this imbalance in energy over the surface area of the molecule,
S. If the molecule has a radius of rm, the surface area is proportional to r
2
m. The
ratio of the energy to surface area, ξ/ (2r2m), represents the surface tension at the
gas-liquid interface, or γ = ξ/ (2r2m). A typical interaction energy between liquid
molecules is ξ = 10−19J and a characteristic molecular size is 1 nm, leading to surface
tensions of γ ≈ 0.05 N m−1 or γ ≈ 50 mN m−1. Indeed, typical values of surface ten-
sion are γ ≈ 70 mN m−1 for water and air and γ ≈ 20 mN m−1 for silicone oil and air,
consistent with this scaling.
3R
Figure 1·2: Cross section of a liquid drop showing the direction of capillary forces
along the circumference. Surface tension leads to a pressure jump of ∆P = 2Hγ
across this droplet interface.
1.2 Young-Laplace Relation
Surface tension leads to a pressure jump across a curved fluid interface. Figure 1·2
shows a cross section of spherical droplet of radius R with surface tension γ that is
in static equilibrium. Here the arrows along the circumference show the direction
of the resulting forces from surface tension, which are often referred to as capillary
forces. For this droplet to be in static equilibrium, the capillary force around the
perimeter of the cross section, 2piRγ, must balance a force pushing on the area of the
cross section, ∆PpiR2. This force balance results in ∆P = 2γ/R, which demonstrates
the pressure inside the bubble must be higher than the surrounding fluid to maintain
static equilibrium. For a more general geometry, the pressure jump across the fluid
interface is ∆P = 2Hγ, where H = 1/2 (1/R1 + 1/R2) is the mean curvature and R1
and R2 are the two principal curvatures on the surface curvatures on the surface.
41.3 Capillary Driven Flow
The Young-Laplace relation shows that a pressure jump occurs when moving across
the interface separating two fluids. This pressure jump may result in pressure driven
flow if the fluid is not at equilibrium. For example, the consideration of surface tension
through the Young-Laplace relation can be combined with Bernoulli’s equation as a
model of capillary driven flow. Leppinen and Lister (2003); Sierou and Lister (2004);
Thompson and Billingham (2012) consider a free interface between an inviscid liquid
surround by an inviscid gas with respective densities of ρ` and ρg. The velocity
potential φ = φ(x, t) of the inviscid fluids satisfies the Laplace equation ∆φ = 0,
where ∆ is the Laplace operator, t is time, and x are the chosen spatial coordinates.
The fluid velocity is related to the velocity potential by u = ∇φ. For this two phase
system, the velocities in separate fluids are represented by two distinct potentials φ+
and φ−, where the + and − represent the velocity potentials in the liquid and gas
respectively. At the liquid-gas interface separating the fluids, the normal component
of the velocities must be consistent:
(n · u)+ = (n · u)− (1.1)
n · ∇φ+ = n · ∇φ−, (1.2)
where n is the unit normal on the interface. Bernoulli’s equation combined with
the Young-Laplace relation for the pressure jump across an interface gives a relation
between the velocity and curvature,
ρ`
(
∂φ
∂t
+
1
2
|∇φ|2
)+
− ρg
(
∂φ
∂t
+
1
2
|∇φ|2
)−
+ κγ = 0, (1.3)
where κ = 2H is interface curvature. This relation describes the dynamics of a
interface separating an inviscid two phase flow. For systems whose dynamics are
5described by Equation (1.3), there often exists a well defined characteristic length
scale, such as the initial radius of coalescing droplets. However, there also exist flows
where no or all length scales are relevant. In these cases self-similar scalings develop
and have been used to model certain regimes related to the pinching of liquid threads
(Eggers, 1993; Eggers and Villermaux, 2008), the formation of liquid jets (Duchemin
et al., 2002; Bartolo et al., 2006), and the stretching of thin viscous sheets (Howell
et al., 2010).
1.4 Self-Similar Scaling
For physical phenomena that do not have a natural length scale, or those that are
occurring in some intermediate length regime, the material properties of the fluid
and a time scale can used to form a suitable length scale. This becomes more clear
if characteristic potential and time scale, φr and τr respectively, and an unknown
length scale ` are used to non-dimensionalized Equation (1.3). After multiplying
through by `/γ the first term becomes ρ``/γ(φr/τr∂φˆ/∂tˆ+φ
2
r/`
2 1
2
∣∣∣∇ˆφˆ∣∣∣2), where φˆ, tˆ,
∇ˆ, are the dimensionless velocity potential, time, and gradient operator respectively.
By choosing τr = `
2/φr, this first term then becomes ρ`φ
2
r/γ`
(
∂φ/∂t+ 1/2 |∇φ|2),
where we have dropped the hats for convenience. The dimensional pre-factor ρ`φ
2
r/γ`
is guaranteed to be of order unity provided that φr = (τγ
2/ρ2`)
1/3
. This choice of
characteristic potential φr leads to a scaling relation between the characteristic length
and time:
` =
(
γτ 2r /ρ`
)1/3
. (1.4)
Here we note that (ρ``
3/γ)
1/2
is the inertio-capillary time scale. If instead of choosing
to non-dimensionalize Equation (1.3) by characteristic scales we choose self-similar
variables, it is possible to remove the time dependence from the dynamics. Motivated
6by Equation (1.4), the appropriate self-similar variables are:
x¯ =
(
ρ`
γτ 2
)1/3
x (1.5)
φ¯ =
(
ρ2`
γ2τ
)1/3
φ(x) (1.6)
Here we consider cylindrical coordinates x = (r, z), where r is the radial distance from
the central axis, z. Inserting these new self-similar variables into Equation (1.3), the
desired time independent relation is found(
1
3
φ− 2
3
x · ∇φ+ 1
2
|∇φ|2
)+
− ρg
ρ`
(
1
3
φ− 2
3
x · ∇φ+ 1
2
|∇φ|2
)−
+ κ = 0 (1.7)
here we have used t = τ and ∂/∂τ = ∂r
∂τ
∂
∂r
+ ∂z
∂τ
∂
∂z
to arrive at Equation (1.7), and
the overbars have been dropped. Additionally, the kinematic boundary condition
becomes: (
−2
3
x +∇φ
)
· n = 0. (1.8)
Equations (1.7) and (1.8) show the self-similar velocity potential depends only on
x. Consequently, the topology of the liquid-gas interface is no longer dependent on
time. This result not only reduces the complexity of solutions to Equation (1.3) from
φ(x, t) to φ(x), but also provides insight into the scaling laws for velocity potential
and length in self-similar inviscid flows. Experimental observations can be compared
with these scaling relations to determine if the observed flow is indeed self-similar. For
example, when lengths of an observed interfacial flow scale as ` ∝ τ 2/3, the flow can
be described by a self-similar solution independent of time. Conversely, if the length
does not scale by time to the power of 2
3
, there must be length scales introduced either
by boundary layers or geometry that affect the flow dynamics.
As alluded to above, for flows where viscosity is not negligible, various length
scales are introduced through the presence of viscous boundary layers. However,
these viscous lengths tend to be close to molecular scales for water and for laminar
7flow would typically only affect dynamics also occurring on these scales. The ratio of
inertio-capillary to viscous forces, represented by the Laplace number La = ργ`w/µ
2,
sets the length scale `w where the fluid viscosity µ begins to dominate the dynamics.
In flows where this ratio approaches unity, viscosity balances with inertio-capillary
effects, which for water occurs at lengths `w = 14 nm. If flow occurs on scales much
larger than this, it is expected that inclusion of viscosity negligibly affects the dy-
namics. In the case of flows where Equation (1.3) does not accurately capture the
dynamics, the full Navier-Stokes equation must be considered. Generally, for both
viscous and inviscid flows, finding analytic solutions describing either the self-similar
or unsteady interface profile topology is difficult or intractable. Consequently the
dynamics of the interface are typically solved by numerical methods.
1.5 Shape of a Bubble at a Free Surface
In addition to regulating the dynamics of interfacial flows, surface tension affects
the static shape of free interfaces, droplets, and bubbles. For example, a gas bubble
that forms in a quiescent liquid bath will rise under the influence of gravity until
it reaches a solid obstacle or a gas-liquid free surface. During this rise, the bubble
may take on a number of shapes that have been well characterized by experiments
(Haberman and Morton, 1953; Tagawa et al., 2014), numerical simulations (Tripathi
et al., 2015; Sussman and Puckett, 2000; Hua et al., 2008; Klaseboer et al., 2011),
and theory (Bhaga and Weber, 1981). As the bubble approaches a free surface, the
surface deforms, with the bubble eventually taking on a quasi-equilibrium shape that
is dictated by a balance of hydrostatics and surface tension (Toba, 1959; Princen,
1963; Kralchevsky et al., 1986). During this surface deformation, a thin film of liquid
is trapped between the bubble and the surrounding fluid. The evolution of this thin
film is strongly affected by a competition of forces arising from molecular viscosity,
interfacial surface tension, gravity, and inertia. However, it is often sufficient to
8neglect the flow in the bubble cap film when attempting to determine the shape a
bubble makes when resting at a free surface. In this case, all flow is assumed to be
negligible, with a static balance of pressure and surface tension determining the gas
bubble interface and the deformation of free surface. Here we outline the methods
of Princen (1963) that are used to derive the bubble film interface shape. First,
an analytic description of the principal curvatures for a surface of revolution are
found from differential geometry (Struik, 2012). Next, a hydrostatic force balance is
evaluated for a bubble resting at a gas-liquid interface that incorporates the effects
of gravity and surface tension, neglecting the effects of drainage within the trapped
liquid film. This force balance results in a system of ordinary non-linear differential
equations that depends on two spatial variables and a parameter that represents the
relative effects of gravity and surface tension. This system is then solved numerically
and the resulting calculated bubble interface profiles are shown.
1.6 Curvatures on a Surface of Revolution
Finding the static shape of a bubble at an interface amounts to finding the curve
z(t) describing the gas-liquid bubble interface, where t is a parameterization of the
curve. As discussed in section 1.2, the pressure jump across an interface, or Laplace
pressure, is proportional to the local interface curvature. Here we develop the method
for determining these curvatures.
The principal curvatures of a bubble are related to the first and second funda-
mental forms of a surface (Struik, 2012). For a surface that can be parameterized by
the curves u = f(t), and v = g(t), the principal curvatures of a surface of revolution
9can be written as:
κ1 =
−f¨ g˙ + f˙ g¨(
f˙ 2 + g˙2
)3/2 (1.9)
κ2 =
fg˙
f 2
(
f˙ 2 + g˙2
)1/2 , (1.10)
where the dot refers to differentiation with respect to t. The representation of these
two principal curvatures are affected by the choice of the orientation of the coordinate
system. It becomes necessary to consider a change of parameterization if derivatives
in one chosen system become unbounded. First we consider the case f(t = x) = x
and g(t = x) = z(x) so that
κ1 =
z¨
(1 + z˙2)3/2
(1.11)
κ2 =
z˙
x (1 + z˙2)1/2
. (1.12)
By definition, tanφ = z˙, provided that φ is the angle of the surface tangent to the
curve. If this is case, the second curvature from Equation (1.12) can be written in the
more compact form κ2 = sinφ/x. The curvature κ1 becomes unbounded when the
curve g(x) is vertical, or z˙ →∞, as can be the case for z(x) describing the interface
shape of a gas bubble. It is then necessary to consider a second parameterization
where we now invert z(x) such that f(t = z) = x(z) and g(t = z) = z, which allows
the interface curvatures to be written as:
κ1 = − x¨
(1 + x˙2)3/2
(1.13)
κ2 =
1
x (1 + x˙2)1/2
. (1.14)
The relationship tanφ′ = x˙ can again be used to re-write Equation (1.14) as
10
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Figure 1·3: A gas bubble sits in equilibrium at a gas-liquid interface. The gas
bubble interface is composed of the submerged regions I` and Iu and a cap region
II of constant curvature (κ1 = κ2 = 1/R) that is suspended above the gas-liquid
interface. Region III represents a meniscus region, or tail, that becomes “flat” far
from the bubble. This meniscus region joins Iu and II at (xc, zc), denoted by filled
red circles. The center of the spherical cap represented by region II is not coincident
with the base of the bubble (x, z) = (0, 0).
κ2 = sinφ
′/x, where φ′ is the angle of the surface tangent to the curve f(z). Note
that unlike in Equation (1.11), Equation (1.13) describes a curvature κ1, that is both
bounded and varies continuously at φ′. However, it should be noted that Equation
(1.13) is unbounded at φ′ = −pi/2, which would correspond to the upper most portion
of a submerged bubble. While it may be necessary to switch back to the first pa-
rameterization g(x) near φ′ = −pi/2, this region is not physically realized on bubbles
resting at an interface. These two parameterizations of the interface curvatures will
be used in the next section to develop a relation between interfacial tension and static
pressure.
1.7 Hydrostatics and Laplace Pressure
The principal curvatures κ1 and κ2 can now be used to calculated the Laplace pressure
across an interface, ∆P = 2γH = γ(κ1 + κ2), where H is the mean curvature. This
11
pressure jump combined with hydrostatics can be used to calculate the equilibrium
shape of an axisymmetric gas bubble at a liquid-gas free surface. To simplify the
calculations, two assumptions are made. First, it is assumed that a spherical cap
region exists at the top of the bubble that is negligibly thin. Second, the gas-liquid is
free of other surface forces that may locally affect surface tension, or would otherwise
affect the surface deformation.
Figure 1·3 shows a representative numerical solution to the system of equations
that arise from a static force balance combined with these assumptions. Here, the
gas bubble deforms the liquid-gas free interface denoted by “III”. The height of the
meniscus region, z(x), approaches an unperturbed height H of the free surface far
from the bubble. At z(xc), the meniscus region meets the thin spherical cap and
the submerged portion of the gas bubble. The submerged gas-liquid interface of the
bubble is deformed from the spherical shape a bubble takes when surrounded by a
quiescent liquid bath in the absence of gravity. The exact shape of the deformation
will be shown to vary only as a function of the liquid and gas densities, ρg and ρ`,
respectively, gravitational acceleration g, and the interfacial surface tension γ.
In order to find the bubble gas-liquid interface profile shown in Figure 1·3, a
differential equation relating the interface position z(x) to the interfacial pressure
jump and hydrostatics is developed. Figure 1·4 shows the three regions that must
be considered in the force balance in order to solve for the shapes of I, II, and III.
Interfaces I`, Iu, II, and III correspond to the same interfaces as shown in Figure 1·3.
Here, the origin of the bubble is taken to be at its base (Figure 1·4), with the black
curves representing the gas-liquid interface profiles, z(x). When traversing from the
base of the bubble (x = z = 0) to (xc, zc), the slope of the interface
dz
dx
= tan(φ)
increases monotonically along the submerged bubble interface. At the point (xc, zc)
the interface slope of submerged interface Iu, the cap II, and the meniscus III are
equivalent. Moving along the meniscus from the contact point (xc, zc), away from the
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z axis, the value of φ decreases. The principal curvatures κ1 and κ2 are functions of
dz
dx
, d
2z
dx2
, x, and z. This relationship combined with a hydrostatic pressure balance is
used to express the interface height z in the form of a nonlinear differential equation.
Figure 1·4 shows the locations where the pressures are evaluated in order to de-
velop this differential equation. The pressure jump across the spherical cap is taken
at equal heights (Figure 1·4a). The pressure difference between two distinct sets of
points allows for an expression of the submerged interface height z(x) (Figure 1·4b).
Finally, the meniscus height can be evaluated by considering the pressure difference
between a point above III, close to (xc, zc), and a point negligibly below III and further
from the (xc, zc).
1.8 Spherical Cap
First we consider the spherical cap (Figure 1·4), as this region requires less work than
either the submerged or meniscus interfaces. The pressure change across the bubble
cap ∆Pcap = Pb − Pa is due to the two curved interfaces of the thin film. Each gas-
liquid interface contributes (κ1 + κ2) γ to the increase in pressure across the interface,
so that the total pressure change across the interface is ∆Pcap = 2 (κ1 + κ2) γ/R
(Figure 1·4a). The two principal curvatures are equivalent and the pressure change
can be evaluated directly as ∆Pcap = 4γ/R, where R is the cap radius, because the
cap is assumed to be spherical. The cap extends from φ = pi to φ = sin−1 (xc/R).
The center of the spherical cap is located at (0, zc +R cosφc), where φc is the slope of
the interface at (xc, zc). This cap center does not necessarily correspond to the base
of the bubble (0, 0).
1.9 Submerged Interface
The submerged region I` extends from 0 < φ ≤ pi/4, and region Iu extends from
pi/4 < φ < φc. First, region I` will be considered. From Figure 1·4b, the static
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Figure 1·4: For a bubble sitting at a free surface in static equilibrium the pressures
across a gas-liquid interface profile is determined from the Young-Laplace relation
∆P = 2Hγ. (a) The gas-liquid bubble interface shown here is symmetric about the z
axis. The angle φ is unique for the bubble gas-liquid interface and separately for the
trailing meniscus The pressure across the bubble cap (II) is ∆P = 4γ/R. (b-c) The
height of the surface z(x) is found by considering pressure differences between points
on opposite sides of the gas-liquid interfaces. Pressure differences are determined by
the effects of gravity and interfacial curvature.
pressure difference ∆Pcd = Pc − Pd is
∆Pcd = −2γ/b+ ρggh, (1.15)
where 1/b = κ1 = κ2 is the radius of curvature at the base of the bubble, and h is
the vertical distance between Pc and Pd (Figure 1·4b). At the base of the bubble,
the magnitude of both principal curvatures are equal due to symmetry. At a position
x away from the axis of symmetry, the curvatures are evaluated from differential
geometry. The pressure difference ∆Pcd = Pe − Pf is written as:
∆Pcd = − (κ1 + κ2) γ + ρgg (h− z) + ρ`gz. (1.16)
The pressure difference Pc−Pc is equivalent to Pe−Pf provided that the pressures
Pf and Pd are taken to be outside of the bubble at equal heights and Pc and Pe are
taken inside the bubble at equal heights. Equating ∆Pcd = ∆Pef gives a relation for
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the interface position z(x):
−2γ/b+ ρggh = − (κ1 + κ2) γ + ρgg (h− z) + ρ`gz
(κ1 + κ2) = 2γ/b+ (ρ` − ρg) gz
(κ1 + κ2) = 2γ/b+ ∆ρgz, (1.17)
where ∆ρ = ρ` − ρg is the density difference between the liquid and gas phases. The
curvatures are derived in the previous section and are κ1 =
d2z
dx2
/
(
1 +
(
d2z
dx2
)2)3/2
and
κ2 = x/ sinφ. With these curvatures Equation (1.17) is re-written as
z¨ =
(
1 + z˙2
)3/2
(βz + 2− sinφ/x) , (1.18)
where β = ∆ρgb2/γ, the dot denotes differentiation with respect to x, and all length
scales have been non-dimensionalized by the characteristic length b. As a result,
the solutions of x and z vary only as a function of β. Here β is interpreted as
the Bond number Bo = ρg`2/γ, the ratio of gravitational to surface tension forces,
where the characteristic length ` is taken to be the radius of curvature at the base
of the bubble, b. The choice of b as the characteristic length scale is convenient
for solutions of this differential equation whereas experiments typically use the cap
radius. Equation (1.18) is a second order non-linear differential equation in z that can
be solved numerically, although there is a notable example where matched asymptotic
expansions are used to analytically solve for these bubble shapes for small Bond
numbers (Kralchevsky et al., 1986). In order to probe the effects of Bond number for
Bo 1, we integrate equation (1.18) numerically. First, Equation (1.18) is integrated
with the initial conditions z = 0 and z˙|z=0 = 0. The integration is halted at the point
were dz
dx
= tanφ = 1. For tanφ > 1, the gas-liquid interface is interpreted as x(z)
instead of z(x), which changes Equation (1.18) to:
x¨ = − (1 + x˙2)3/2 (βz + 2− cosφ′/x) . (1.19)
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Here the dot now denotes differentiation with respect to z, and φ′ is the angle of
the interface in the new coordinate system, or tanφ′ = x˙. Rewriting the submerged
interface position in this form avoids integration through φ = pi/2, a value for which
z˙ = ∞. The final positions calculated from the integration of Equation (1.18) are
used as the initial conditions for the integration of Equation (1.19). Integration is
carried out to φ = pi. With the solution to the shape of the submerged portion of the
bubble, it is now necessary to numerically solve for the shape of the meniscus. The
pressure difference between Pg and Ph is considered in order to find the differential
equation describing the meniscus shape (Figure 1·4). Using the same approach used
to find Equation (1.18), the meniscus shape is described by
z¨ =
(
1 + z˙2
)3/2
(β(z −H)− sinφ/x) , (1.20)
where here H is the height of the interface at x = ∞. This height can be found
analytically by considerings the pressure differences between points at x = 0 and
x = ∞. Non-dimensionalizing the resulting height by the curvature at the bubbles
base, b, leads to:
H =
2
β
(
2
R
− 1
)
. (1.21)
The matching condition for Equation (1.20) is found by Newton’s iteration, where
initial guesses must lie on Iu for pi/2 < φ < pi. Given an initial condition, the bubble
radius R and the meniscus height H far from the bubble may be found, and the
numerical integration of Equation (1.20) is carried out. A shape is considered to be
‘converged’ when |z∞ −H| < T and |z˙| < T , where T is a tolerance.
Solutions to Equations (1.17), (1.19), and (1.20) are shown in Figure 1·5, where
the length scale is chosen to be the bubble cap radius R instead of the bubble base
curvature b. For the smallest Bond numbers, Bo < 2, the bubble shape is nearly
spherical due to surface tension forces. The bubble cap negligibly protrudes above
the surrounding interface and only comprises a small amount of the bubble surface.
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Figure 1·5: Equilibrium bubble shape is determined by the Bond number which rep-
resents a balance of gravitational and interfacial forces. The bond number increases
from top to bottom. A bubble with a very small Bond number is nearly spherical and
completely submerged, while bubbles with very large Bond number float about the
surface and are nearly hemispherical. Here the characteristic length ` in Bo = ρg`2/γ
is chosen to be the cap radius R. The interfaces inside the box shows multiple bond
numbers superimposed. Because we have chosen ` = R, all the bubble caps are
coincident.
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At intermediate Bond numbers, 2 ≤ Bo < 10, the bubble is noticeably deformed,
with the cap extending well above the free surface. At the largest of bond numbers
Bo ≥ 10, the bubble forms a hemispherical cap that sits nearly entirely above the
free surface. Indeed at Bo = 100, the meniscus is only a small portion of the bubble
interface. The boxed-in region of Figure 1·5 shows interface profiles of all the Bond
numbers shown here superimposed. It can be observed that as the Bond number
decreases, the bubble centroid lies increasingly below the free surface.
The approach used here and developed by Princen (1963) was preceded by an
earlier work of Toba (1959). The methods developed by these authors are nearly
identical to those described in this section, except for the solution of the meniscus.
While the technique demonstrated here relied on guessing the values of (xc, zc) and
checking the numerically solved far field conditions, Toba (1959) approached the
problem in the opposite manner. The known far-field conditions (z˙ = 0, z|∞ = H)
are used to integrate back to the bubble where it is required to match at the point
(xc, zc). However, in order to integrate back to the bubble, it is necessary to choose
a finite position that is sufficiently “far” from the bubble. Additionally, the slope
z˙ at this chosen point cannot be zero or the meniscus would remain flat. The two
values of distance x away from the bubble and the small negative slope φ must be
guessed, with the resulting meniscus profile required to be tangent to the bubble at
an unknown point (xc, zc). While the results of Toba (1959) and Princen (1963) are
nearly indistinguishable, the method of Princen (1963) allows for easier refinement of
the guessed initial condition.
1.10 Dissertation Outline
The surface-tension driven flows presented in this dissertation progress from those
where viscosity is negligible to those where viscosity completely dominates the re-
sulting dynamics. In Chapter 2, we show simulations of the coalescence of nearly
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inviscid conical droplets. An initial topology is developed that allows control of the
mean curvature of the initial flow. Simulations show that a critical cone angle exists
above which droplets coalesce and below which they break apart. The resulting dy-
namics are shown to be self-similar over a large range of length scales. Care is given
to demonstrate that both the geometry at the largest scales and the initial mean
curvatures at the smallest scales negligibly affect the observed critical behavior.
In Chapter 3, we extend the ideas developed in Chapter 2 to the coalescence of
liquid cones with a liquid bath. Simulations are performed for cones of varying angles
initially connected to a liquid bath. A new critical angle is found that separates
coalescence from recoil for these liquid cones. As in Chapter 2, the dynamics of
these cones is shown to be self-similar. Experiments of the coalescence of water cones
with a solid substrate are are also performed. A critical angle is observed in these
experiments and compares well with the critical angle numerically determined for a
liquid cone coalescing with a liquid bath.
In Chapter 4, the effects of viscous length scales previously neglected are consid-
ered in the context of liquid jet drops formed from bursting gas bubbles. Bubbles with
radius R ≈ 30 µm are produced in a microfluidic device and burst at a free surface.
A previously unobserved non-monotonic dependence of jet drop size on the initial
bubble radius is presented. Simulations are shown to agree with this observation.
In Chapter 5, results from experiments on the drainage of bare, ultra-viscous
silicone oil bubble films are presented. Experimental measurements of bubble film
thickness suggest that the bubble drainage is self-similar. Motivated by this result, a
model is developed for draining viscous curved films. Separation of variables is used
to solve this model as a system of ordinary differential equations. The numerical
results are shown to be consistent with experiments
Chapter 6 summarizes the results of the preceding chapters. The important as-
pects of each study as they relate to each other is discussed. Finally, potential appli-
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cations and future work areas are outlined.
20
Chapter 2
Nearly Inviscid Coalescence of Conical
Drops
2.1 Introduction
The dynamics of liquid cones is of interest because conical interfaces develop both
in the late stages of pinch-off of cylindrical jets (Peregrine et al., 1990; Shi et al.,
1994) and when drops are in the presence of electric fields (de la Mora, 2007). Recent
experiments have demonstrated that in the presence of electric fields, the interface of
pairs of water drops can deform so that they connect with a double-cone geometry
(figure 2·1), and depending on the physical parameters, the drops will either coalesce
or recoil (Ristenpart et al., 2009; Bird et al., 2009; Thiam et al., 2009). The resulting
transition from coalescence to recoil at impact has numerous implications, including
the coalescence of electrified raindrops in thunderstorm formation (Latham, 1969),
the removal of water from oil in the petroleum industry (Eow et al., 2001; Risten-
part et al., 2009), the stability of pH-sensitive emulsions (Liu et al., 2012), and the
coalescence of Pickering emulsions by electric fields (Chen et al., 2013a). To date,
the underlying physics of this transition are not completely understood, although the
transition is believed to arise from the conical geometry rather than from electrical
interactions in the flow. Models have been developed to rationalize this transition
between coalescence and recoil based on cone angle (Ristenpart et al., 2009; Bird
et al., 2009; Helmensdorfer, 2012); however, there is a lack of consensus surrounding
these models, as each neglects key elements of the flow. In the current paper, we use
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Figure 2·1: Initial geometry of contacting conical droplets. (a) Two liquid drops
with radius of curvature R (gray) are surrounded by air (white) and are joined with a
hyperboloid bridge. (b) At intermediate scales, the bridge appears conical with polar
angle θ. (c) Higher magnification reveals that the two droplets are connected with
a bridge with radius r0. (d) Experimental observation of the conical liquid bridge
formed when two water drops are separated by 500 volts.
high-resolution numerical simulations to explore how these conical drops coalesce. In
addition, this work demonstrates that conditions initially favoring coalescence can
dynamically reverse, leading to drop pinch-off and recoil.
The coalescence or pinch-off of liquid bridges can often be rationalized by the sign
of the mean curvature of the interface, as this curvature is related to the capillary
pressure (de Gennes et al., 2004). For example, when two spherical water drops
contact, the bridge connecting the spheres has a negative mean curvature (there is
a much smaller positive curvature around the bridge than the negative curvature
along the bridge), leading to a pressure drop in the bridge that draws in liquid and
drives coalescence (Eggers et al., 1999; Wu et al., 2004; Thoroddsen et al., 2005). In
contrast, when a jet of water initially breaks up from the Rayleigh-Plateau instability,
the bridge formed has a larger positive curvature around the bridge than the negative
curvature along the bridge, leading to a higher pressure in the bridge region that
pinches off the liquid (Eggers, 1997). However, when the two principal curvatures
are estimated to be opposite and similar in magnitude, it is not immediately obvious
whether the drop will coalesce or pinch-off. A conical liquid bridge between two drops
(figure 2·1) is an example of such a geometry.
Previous models exploring the critical angle at which the conical drops either coa-
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lesce or pinch-off have made assumptions about key physical elements. For example,
the scaling argument in Ristenpart et al. (2009) recognized the competing principal
curvatures, but did not explicitly model the curvatures in the bridge region. The
analytic argument in Bird et al. (2009) assumed that the largest deformations would
occur in a bridge region and that these would be self-similar as the drops coalesced.
The self-similar shape of this bridge region was estimated to be the profile that min-
imized surface area while constrained to connect the bridge to the surrounding cones
and conserved volume. Thus the bridge shape was calculated independently from
any of the dynamics in the surrounding cones and therefore neglected inertial effects,
even though inertia was regulating the bridge dimensions. A more recent model was
developed based on mean curvature flow (Helmensdorfer, 2012; Helmensdorfer and
Topping, 2013), yet it is unclear how well this approach models the underlying physics
since mass and momentum are not necessarily conserved. It is also noteworthy that
the absence of inertia in mean curvature flow prevents the self-similar dynamics that
often appear in similar geometries (Barenblatt and Zel’Dovich, 1972; Keller and Mik-
sis, 1983).
A natural approach to addressing these model limitations would be to solve the
inviscid self-similar equations formulated by Keller and Miksis (1983). Specifically,
in geometries where there is no characteristic length-scale, such as wedges and cones,
the inviscid dynamics (potential flow) can be simplified and solved in self-similar
variables. The approach has been used to model the pinch-off of inviscid bridges
between two far field slender cones (Brenner et al., 1997; Day et al., 1998; Leppinen
and Lister, 2003), as well as recoiling dynamics of wedges (Keller and Miksis, 1983;
Lawrie, 1990) and cones (Billingham, 1999; Sierou and Lister, 2004) that would occur
after the bridge pinched-off. The coalescence of liquid wedges has also been simulated
using these inviscid self-similar equations (Keller et al., 2000); it appears that the 2D
wedges coalesce for any and all angles. It is important to note that none of these
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previous studies investigated the coalescence dynamics of two liquid cones.
In the chapter, we numerically investigate the coalescence dynamics for two low
viscosity conical droplets surrounded by an even less viscous gas. A challenge with
solving directly for a self-similar solution is that, even in a conical geometry, self-
similar solutions of the first kind may not exist. For example, the self-similarity might
break-down due to a self-intersecting boundary (Duchemin et al., 2003; Billingham
and King, 2005), or alternatively memory of the initial conditions might lead to
anomalous scaling exponents (Burton and Taborek, 2007). To allow for all possible
dynamics, we choose to solve the full Navier-Stokes equations using a volume-of-
fluid technique. Specifically, we include both the inertia and viscosity of the liquid
and the surrounding gas, as well as the surface tension and non-conical aspects of
the geometry. By including all of these parameters, we are able to confirm that
certain aspects indeed have negligible effects. We aim to use the simulation results
to reconcile differences in the previous conical coalescence models, as well as explore
the extent that the solutions exhibit self-similar dynamics at intermediate length and
time scales.
2.2 Numerical Approach
For conical drops to coalesce, they need to be connected at some small scale. We also
want to ensure that the boundary conditions at the point where the cone joins the
spherical droplet are appropriate. The geometry that we are modeling consists of two
spheres smoothly connected to a hyperboloid bridge (figure 2·1). At the largest scale,
the spheres have radius R and are surrounded by a gas in a 4R× 6R domain (figure
2·1a). When the tangent of the spheres approaches a chosen angle θ off the axis of
symmetry (the cone half angle), the geometry smoothly transitions into a hyperbolic
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surface expressed by(
r
r0
+
tan2 θ
c
− 1
)2
− tan2 θ
(
z
r0
)2
=
tan4 θ
c2
(2.1)
where r and z represent the axisymmetric coordinates, r0 the initial bridge radius
(figure 2·1c), and c is a constant that is used to control the sign of the bridge
curvature. At the transition point between the spherical droplet and hyperbolic
region, the profile and profile slope are continuous and the curvature is discontinuous.
Here, the cone half angle θ refers to the angle from the z axis. The family of hyperbolic
surfaces generated by (2.1) was selected because it has two important characteristics.
First, the mean curvature at the center of the hyperbola is H(c) = (1/r0 − c/r0) /2,
and therefore identical for all values of θ for a fixed value of c (figure 2·1c). The mean
curvature is relevant because its value determines the pressure difference, or capillary
pressure, across the interface following ∆p = 2γH0, where γ is the surface tension.
Therefore if c > 1, then the initial mean curvature at z = 0 is negative and there
is lower pressure in the bridge than in the surrounding drop, leading to flow into
the bridge region and permitting coalescence. The second important characteristic is
that at an intermediate scale, smaller than the radius of the drops, but sufficiently
far from the origin (figure 2·1b), the hyperboloid takes the shape of a double cone
with r = (tan θ)z. At the largest scales, the cone is matched to the line tangent a
spherical droplet (figure 2·1a). Provided that r0  R for a given initial angle θ and
droplet radius R, the droplet center is located along the axis of symmetry at
zd = ±R csc θ (2.2)
The point where the cones join the droplets zi, occurs at
zi = ±R (csc θ − sin θ) (2.3)
It should be noted that we are interested in the coalescence of conical interfaces
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(figure 2·1b). The non-conical aspects of the imposed geometry are added to avoid
singularities and to connect the conical geometry with physically plausible, albeit
approximate, boundary conditions.
Once the initial geometry has been established, the coalescence dynamics of the
system are then solved numerically (figure 2·2). Due to the symmetry of the problem,
the axisymmetric Navier-Stokes equations are solved instead of the fully 3D system.
The computations employ the open source software Gerris (Popinet, 2003), which
simulates the incompressible multi-phase Navier-Stokes equations using a volume-of-
fluid technique. Gerris is chosen for ease of parallelization and its ability to adaptively
represent physical scales spanning several orders of magnitude (Thoraval et al., 2012).
In dimensional form, Gerris solves the Navier-Stokes equations modified to include
surface tension at fluid interfaces
ρ
Du
Dt
= −∇p+∇ · µ(∇u +∇uT ) + 2Hγδsn, (2.4)
where u is the fluid velocity, ρ the density, p the pressure, µ viscosity, and δs a
Dirac delta function on the interface. Equation (2.4) can be non-dimensionalized by
dividing through by γ/L2, where L is the characteristic length scale. It is apparent
that this introduces a characteristic time τc =
√
ρL3/γ and velocity uc = L/τc, as well
as the dimensionless Ohnesorge number Oh = µ√
ργL
. Additionally, the dimensionless
density ρr = ρg/ρ` and viscosity µr = µg/µ` ratios are used to characterize the two
fluids, where the subscripts g and l denote gas and liquid phases, respectively. Here
the density ratio, viscosity ratio, and Ohnesorge number are set to ρr = 1.2 × 10−3,
µr = 1.8 × 10−2, and Oh = 2.7 × 10−3, consistent with a water droplet of radius
R = 2 mm in air. A final dimensionless ratio R/r0 sets the range of physical scales over
which the simulation is carried out. We choose this ratio to be as large as physically
reasonable with R/r0 = 10
4 such that smallest length scale is r0 = 0.2µm. The
motivation behind this selection is to neglect gravitational effects at R and molecular
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interactions at r0. Our results should adequately approximate the dynamics of any
size drops with length-scales within this regime.
Simulations begin with two symmetric droplets connected and initially at rest;
capillary forces drive the subsequent motion. Each simulation is carried out until the
initially connected cone has completely retracted in the case of non-coalescence, or
the two droplets coalesce completely into a single droplet.
2.3 Results and Discussion
Results use the convention of angle described in Sierou and Lister (2004), unless oth-
erwise noted, where increasing or decreasing θ results in ‘blunter’ or ‘sharper’ cones,
respectively. The resulting dynamics are illustrated in figure 2·2 for initially coalesc-
ing cones with mean curvature H0 (c = 3) = −1/r0. When the bridge connecting
the drop pair is blunter than a critical angle (θ > θc), snapshots at various times t
illustrate that the drop pair eventually coalesces into a single drop (figure 2·2a). Yet,
when the bridge connecting the drop pair is sharper than a critical cone angle (θ < θc),
the bridge quickly pinches-off, resulting in a pair of recoiling drops (figure 2·2b). As
far as we are aware, these are the first numerical simulations that include both inertia
and surface tension to demonstrate that drop pairs connected with conical bridges
coalesce or recoil.
2.3.1 Self-Similar Dynamics
The dynamics of coalescence can be quantified by tracking the bridge radius `(t).
To generalize the results, it is often helpful to cast them in physically appropriate
non-dimensional variables. It is natural to normalize `(t) by either R or r0, depending
on the scale of interest. In these simulations, we have selected an Ohnesorge number
based on the largest scale corresponding to the droplet radius R to be Oh = 2.7×10−3
and Oh = 0.27 at the smallest scale r0. Thus Oh < 1 at all length-scales in this
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Figure 2·2: Numerical results highlight two different outcomes based on the cone
angle θ relative to a critical angle θc. (a) Snapshots of the drop pair at different
times t illustrate that two connected drops with cone angle θ = 1.2 will coalesce into
one drop. (b) Snapshots reveal that a drop pair with cone angle θ = 1.0 will follow
a different trajectory and result in two separated drops. The fluid parameters are
selected to model water droplets in air with radius R = 2mm and the initial mean
curvature H0(c = 3) = −1/r0.
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problem, indicating inertia is more important than viscosity at all scales, and that
time would be appropriately non-dimensionlized by an inertial-capillary time scale√
ρ
`
L3/γ, where L is the characteristic length scale.
The motion `(t) is plotted in log coordinates for various cone angles θ (figure
2·3). Initially, all the curves start at `(0)
r0
= 1 and follow the same trajectory because
the different drop pairs have the same initial mean curvature at the center of the
bridge and coalesce at the same rate. As time progresses, the effects of θ become
more pronounced, and the curves deviate. For drops with θ ≤ 1.13, the effects of
the cone angle not only reduces the coalescence, but completely reverses it, leading
to pinch-off. For drops with θ ≥ 1.14, the curves become straight and parallel in an
intermediate regime (dashed box in figure 2·3) before re-converging as `(t) approaches
R.
These results highlight the separation of scales in figure 2·1. At both the smallest
and largest scales (figure 2·1a,c), the cone angle has a small influence on the geometry
relative to the dominant length-scale (R and r0 respectively), and in these regimes
curves for various θ nearly collapse (figure 2·3). In contrast, at the intermediate scale,
(figure 2·1b), there is no dominant length-scale, and in this regime the curves vary
with θ and exhibit a power-law growth with an expected exponent of 2/3 with small
deviations over a finite range of scales. This exponent is noteworthy because the 2/3
value allows the bridge radius to be expressed as `(t) ∼ (t2γ/ρ
`
)1/3, which is indepen-
dent of any length-scale. Had the inviscid self-similar equations been solved instead,
a scaling with the 2/3 exponent would be expected by construction (Keller and Mik-
sis, 1983; Sierou and Lister, 2004). However, the present simulations include various
length-scales, which suggests that the dynamics include the existence of self-similar
solutions as intermediate asymptotics (Barenblatt and Zel’Dovich, 1972). Specifically,
the precise shape of the initial geometry on the scale of r0 and R has a negligible effect
on the dynamics in the intermediate regime.
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Figure 2·3: Evolution of the bridge radius `(t) in non-dimensionalized variables for
six cone angles each with initial mean curvature H0(c = 3) = −1/r0. For θ ≤ 1.13,
the two drops initially coalesce and then recoil. For θ ≥ 1.14 the two droplets coalesce.
The dashed lines highlight the intermediate time and space scales where r0  `(t)
R. It is in this intermediate regime where the liquid can be approximated as cones
(figure 2·1b).
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Figure 2·4: Initial dynamics are shown for coalescing and non-coalescing droplet
pairs. (a) Bridge radius `(t) is shown for angles θ = 1.1 < θc and θ = 1.2 > θc
and initial non-dimensional curvature H0(c = 3)r0 = −1. (b-c) Pressure fields with
appropriate non-dimensional scaling Pr0/γ in the bridge region driving the interface
are shown as time progresses. Pressure increases with decreasing tone, or as the
hue changes from blue to green. Images in the left and right columns correspond
to a scaled up view of the small boxed areas shown in the middle column. Views
of the non-coalescing and coalescing droplet pairs correspond to the left and right
halves of the middle column images, respectively. Initially, both fields are driven
by identical initial curvatures. A short time later the pressure in the non-coalescing
bridge becomes positive, driving fluid out of the region leading to break-up. For the
coalescing droplets pressure remains negative until the pair completely merge.
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Because we are solving the full equations of motion rather than the self-similar
inviscid equations, we can investigate the initial non-self-similar dynamics (figure 2·4).
The initial bridge dynamics `(t) for droplets with initial angles of θ = 1.2 > θc and
θ = 1.1 < θc are shown in figure 2·4a. The corresponding pressure fields are shown for
the non-coalescing and coalescing droplets in figure 2·4b and figure 2·4c, respectively.
At the initial bridge scale r0, a natural non-dimensionalization of pressures is Pr0/γ.
At the earliest times, the pressure fields are almost entirely generated by local mean
curvatures. The pressure fields in both θ = 1.2 and θ = 1.1 are nearly identical when
t/ (ρ
`
r30/γ)
1/2
= 0.28 with a strong negative pressure region initially drawing fluid into
the bridge region. However, the interface dynamics quickly begin to be affected by
the cone angle. At t/ (ρ
`
r30/γ)
1/2
= 20 the bridge regions have increased in diameter
for both θ = 1.1 and θ = 1.2. At this point the pressure at the center of the bridge is
Pr0/γ ≈ 0 for θ = 1.1 while the center of the bridge for θ = 1.2 maintains a negative
pressure. This transition in the sign of the pressure is reflected by the inflection
point in `(t) for θ = 1.1 (figure 2·4a). Eventually the pressure for θ = 1.1 becomes
positive (figure 2·4b, t/ (ρ
`
r30/γ)
1/2
= 99), causing the collapse of the bridge region.
The droplet pair with θ = 1.2 is able to maintain the negative mean curvature in the
bridge region, eventually continuing on towards self-similar coalescence (figure 2·4c,
t/ (ρ
`
r30/γ)
1/2
= 180).
To illustrate that intermediate dynamics are indeed self-similar, profiles of the
coalescing bridge are plotted at different intermediate times for θ = 1.14 (figure 2·5).
When the spatial coordinates (r,z) are normalized by r0, the bridge expands with
time as it coalesces. However, when the spatial coordinates are normalized by the
self-similar length-scale (t2γ/ρ
`
)
1/3
, the curves collapse almost perfectly onto a single
coalescing profile.
Because this profile is near θc, it can be contrasted with a previous estimate for
this shape (dashed line in figure 2·5 (Bird et al., 2009)). The previous model split
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Figure 2·5: Free surface of coalescing drops near the critical angle θ = 1.14 and
initial mean curvature H0(c = 3) = −1/r0 for the range of intermediate times
t/ (ρ
`
r30/γ)
1/2
= 102 to t/ (ρ
`
r30/γ)
1/2
= 104. Bottom side: spatial variables (r,z)
depict how the profile evolves with time; top side: rescaled variables demonstrate
that the profile in the intermediate regime is self-similar. Dashed line corresponds to
previous analytic approximation to self-similar shape near transition angle, calculated
to be near θ ≈ 1.03 (Bird et al., 2009).
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the bridge into perturbed and non-perturbed regions that connected at the point
z
(t2γ/ρ`)
1/3 = 1, leading to a kink of non-monotonic curvature in the boundary. The
perturbed region neglects the fluid inertia and is assumed to minimize surface energy
while constraining volume. This assumption leads to a constant-mean curvature
surface with a uniform bridge pressure. In this model, coalescence is assumed to
require flow into the perturbed region driven by a negative capillary pressure in
the bridge. Thus the transition angle between continued coalescence and recoil is
assumed to occur when the capillary pressure in the bridge is zero. If the liquid mass
in the bridge is conserved, this transition angle occurs when the far-field cone angle
is approximately θt = 1.03.
The present simulations demonstrate that a self-similar approximation is appropri-
ate and also illustrate the existence of non-monotonic curvature in the profile, albeit
one that is smooth (figure 2·5). Yet, the curves demonstrate that the precise shape
the bridge is somewhat different than previously modeled, and the critical angle θc is
between 1.13 and 1.14, rather than the previously modeled value θt = 1.03.
Given the success of self-similar variables to collapse the free-surface profiles in
figure 2·5, it is natural to inquire how the pressure field develops and varies as it
enters this intermediate regime. Our simulations show that the highest and lowest
pressures are localized to the bridge region at early times (figure 2·4). Additionally,
there is significant spatial variability in the pressure field within this region. For
the coalescing droplet pair with θ = 1.2 (figure 2·4c), the pressure along the axis
of symmetry (r = 0) goes from a negative pressure at the origin to an even lower
pressure at the edge of the bridge region to a higher pressure outside of this region.
The magnitude of these pressure variations decreases with time. To investigate this
pressure behavior in the intermediate regime, we have plotted values of pressure along
the axis of symmetry over z = −100r0 to z = 100r0. for the coalescing droplet pair
with angle θ = 1.2 (figure 2·6a). Results are shown for times t/ (ρ
`
r30/γ)
1/2
= 102 to
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t/ (ρ
`
r30/γ)
1/2
= 103, which overlaps with the times in figure 2·4 and corresponds to
the start of the intermediate self-similar regime identified in figure 2·3.
Figure 2·6 illuminates the effects of cone angle on the pressure field driving the
initial bridge trajectories towards coalescence or breakup. For droplet pairs with
cone angle θ > θc the pressure field sustains flow into the bridge region throughout
intermediate times. Given that the pressure fields are driven by mean curvature of the
fluid-air interface, and that the interface enters an intermediate self-similar regime, it
is expected that the pressure and velocity fields are also self-similar near the bridge
region.
As time progresses and the bridge radius increases in size, the magnitude of the
negative pressure in the liquid bridge decreases. The values and trends of pressure
in figure 2·6a are consistent with those in figure 2·4c, recognizing that some of the
pressure values in figure 2·4c go beyond the scale-bar limits at early times. When the
pressure curves from figure 2·6a are rescaled with appropriate self-similar variables,
they nearly collapse towards a single self-similar curve (figure 2·6b). The correspond-
ing self-similar pressure field is shown in figure 2·6c, where the axis of symmetry is
represented by the dotted line. The domain extends over z/ (t2γ/ρ
`
)
1/3
from -10 to
10 and r/ (t2γ/ρ
`
)
1/3
from 0 to 5. The vertical scale corresponding to the self-similar
variable z/ (t2γ/ρ
`
)
1/3
in both figure 2·6b and 2·6c are identical. The self-similar
pressure field
(
P 3t2
γ2ρl
)1/3
shown in figure 2·6c is taken at time t/ (ρlr30/γ)1/2 = 180 and
is representative of the values observed throughout the intermediate regime. A stag-
nation point exists at r = 0, z = 0, reflected by the increase in pressure there (figure
2·6b,c). There exist a few transient pressure fluctuations that can be attributed to
numerical errors (figure 2·6a,b). These numerical errors also affect the adaptive mesh,
leading to the appearance of non-symmetric transients (figure 2·6c). Despite these
transients, pressures nearly collapse to a single self-similar curve (figure 2·6b).
The pressure gradients in the liquid can drive fluid motion as the liquid rearranges
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Figure 2·6: Pressure and vertical velocity profiles during coalescence in the interme-
diate regime for θ = 1.2 and initial non-dimensional mean curvature H0(c = 3)r0 =
−1 over one decade of time spanning from t/ (ρ
`
r30/γ)
1/2
= 102 to t/ (ρ
`
r30/γ)
1/2
= 103.
(a) Magnitude of pressure depends on the axial position and decreases with time. (b)
When scaled by self-similar spatial variables, the pressure collapses to a single curve.
(c) The same self-similar pressure is shown over the entire bridge region. (d) The mag-
nitude of vertical velocity also depends on axial position and decreases with time. (e)
Rescaling these velocity profiles with self-similar variables leads to a single curve. (f)
The same self-similar vertical velocity is shown over the entire bridge.
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and the bridge grows. We can identify the fluid velocity at the same points for
which pressure was reported. The non-dimensional axial velocity profiles u
(γ/ρ`r0)
1/2
are shown in figure 2·6d, where u is in the direction of the z axis. The velocities
along the axis of symmetry are all directed into the bridge region and decrease in
magnitude as time progresses. When the axial velocity curves are rescaled with
appropriate self-similar variables, the velocities shown in figure 2·6d collapse onto a
single self-similar curve (figure 2·6e). The corresponding self-similar axial velocity
field is shown in figure 2·6f. Again, the self-similar velocity field is taken at time same
time t/ (ρlr
3
0/γ)
1/2
= 180 and is representative of the self-similar velocity field near
the bridge region throughout the intermediate regime. Numerical errors negligibly
affected the velocity profiles. Both the velocity and pressure fields illustrate the
presence of a capillary wave moving along the boundary (figure 2·6c,f). Because the
dominant pressures and velocities are localized within the region bounded by the
capillary wave crest closest to the origin, the results are consistent with the idea that
coalescence can be approximated as a perturbed ‘neck’ region and the unperturbed
conical region (Bird et al., 2009). It is noteworthy that the pressure and velocity
extremes are not located along the axis, but rather along the interface. Indeed, there
is significant spatial variability, and the results illustrate that there is some flow into
this ‘neck’ region.
2.3.2 Initial Conditions
The fact that the coalescence progresses into stable, self-similar dynamics illustrates
an absence of a characteristic physical lengthscale, suggesting that the initial non-
conical geometry can have a negligible role in this intermediate regime. The impli-
cations are that the precise shape of the profile is far less important than the cone
angle. However, droplet pairs studied so far have had large enough initial mean cur-
vature H0 = −1/r0 to prevent immediate pinch off, regardless of angle. In other
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Figure 2·7: Simulations where the outer droplet geometry has been modified. (a)
Prolate (blue) and oblate (red) ellipsoidal droplets with eccentricity e=0.745 are are
used as initial outer boundary conditions instead of a sphere (green). The initial
mean curvature in the bridge region of both ellipsoids are set to the mean curvature
of the spherical droplet 1/R. (b) The bridge radius `(t) is shown for simulations of
initially prolate, oblate, and spherical droplets. Simulations are performed for initial
cone angles of θ = 1.2 and θ = 1.1.
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words, the initial bridge geometry led to the droplets initially coalescing. Simula-
tions are now shown varying both initial mean curvature H0 and angle θ. Following
(2.1), the bridge angle can be controlled independently of curvature (figure 2·8a).
Conversely, curvature can be controlled independently of angle (figure 2·8b). The
results of a number of simulations show that there exists a critical angle θc that
has negligible dependence on initial non-dimensional mean curvature H0r0 as long as
this curvature is sufficiently negative. This dependence is shown in figure 2·8c, with
filled and open circles corresponding to simulations resulting in coalescence and non-
coalescence, respectively. Here the initial mean curvature at the center of the bridge
H0 is non-dimensionalized by the initial bridge radius r0. As expected, positive values
of initial non-dimensional mean curvature H0r0 result in the immediate collapse of
the connecting bridge region, and coalescence is never observed. For a small range
of negative values of this curvature,θc exhibits a weak dependence on initial geome-
try. However, with large negative initial mean curvature (H0r0 & −0.4), the critical
transition angle θc is negligibly affected.
For completeness we also investigated whether the shape of the drop had an ap-
preciable effect on the coalescence dynamics. Indeed, droplets induced to coalesce
in electric fields can deform so that they are no longer perfect spheres (figure 2·1d).
Both prolate and oblate initial droplet geometries are considered. These ellipsoidal
droplets are characterized by their semi-major and semi-minor axis a and b respec-
tively as shown in figure 2·7a. The semi-major axis of these elongated droplets is
co-linear with the axis of symmetry. The ratio of semi-major to semi-minor axis is
a/b = 0.5 and a/b = 2.0 for the prolate and oblate ellipsoids, resulting in eccentricity
of e = 0.745 for both topologies. The mean curvature at the scale of R at the point
closest to the origin for these ellipsoidal droplets is a/b2 and b/a2 for prolate and
oblate ellipsoids, respectively. The oblate (figure 2·7a, red line) and prolate (figure
2·7a, blue line) ellipsoids were scaled such that their mean curvature at the point clos-
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Figure 2·8: The effects of initial geometry governed by (2.1) for a variety of initial
mean curvatures and cone angles. (a) Cone angle is varied while non-dimensional
mean curvature is held constant at H0r0 = −1.0. (b) Initial curvature is varied while
the cone angle is held at θ = 1.2. (c) Simulations are shown for a range of cone angles
and initial mean curvatures. Away from the region where curvature in the bridge is
small (H0r0 ≈ 0) there exists a critical angle θc above which all droplets coalesce, and
below all pinch off. A dashed line is shown to highlight this critical angle. Filled and
unfilled circles represent coalescing and non-coalescing simulations, respectively.
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est to the origin matched the mean curvature, 1/R, of the spherical droplet. Pairs
of these ellipsoids were attached with a hyperboloid following the same procedure as
carried out earlier with the spheres (figure 2·7a). Cone angles of θ = 1.2 and θ = 1.1
and initial curvature H0r0 = −1.0 were investigated and compared with spherical
droplets (figure 2·7b).
The results from these simulations are shown in figure 2·7b in the same format as
figure 2·3. The bridge radius `(t) for the prolate and oblate ellipsoids shows nearly
indistinguishable trajectories from the spherical droplets (figure 2·7b) at both the
early times when initial mean curvature drives the dynamics and at intermediate
scales where the cone angle θ affects coalescence and breakup. Only at the largest
scales do the dynamics of the prolate and oblate ellipsoids deviate from that of the
spherical droplet. The dynamics of the ellipsoidal droplets with cone angles of θ = 1.1
are nearly identical to that of the spherical droplet.
The results illustrate that the outer geometry has a negligible effect on the inter-
mediate asymptotics; significant deviations occur only when the bridge reaches size
scales of the droplet.
In our simulations, we observe a regime of self-similar dynamics whenever the
conical drops coalesce that appears to be independent of the non-conical geometry.
When the drops do not coalesce, the bridge radius ` passes through zero as the
connected double-cone undergoes a topological rearrangement into two non-connected
cones. The dynamics continue beyond this point and the drops continue to recoil
(figure 2·2). The tips of the two conical droplets can each be modeled as a recoiling
liquid cone, a geometry that has previously been investigated using the inviscid, self-
similar equations (Sierou and Lister, 2004). The results of these previous simulations
illustrated that the surface-tension-driven retraction of an inviscid liquid cone would
adopt a self-similar profile that depended on the far-field angle, θ (figure 2·9a).
We can similarly plot the recoiling dynamics for the simulations presented here
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Figure 2·9: Self-similar profiles for coalescing or recoiling cones at different angles
θ all with initial mean curvature H0(c = 3) = −1/r0. (a) Recoiling profiles of inviscid
cones in a vacuum are shown as dashed lines from boundary-integral simulations
(Sierou and Lister, 2004). (b) Dots correspond to current simulations with overlaid
dashed lines again representing previous boundary-element simulations. As expected,
recoiling solutions are nearly indistinguishable (θ = 0.6). Previous simulations of
single cones are prescribed to recoil, whereas the current simulations of double-cones
can also coalesce (θ = 1.2).
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whenever the initially-connected drops fail to coalesce. Indeed, the collapsed retract-
ing profiles calculated in this chapter (figure 2·9b) are nearly indistinguishable from
the self-similar inviscid profiles reported by Sierou and Lister (2004).
There are two implications from this result. First, the similarity between profiles
provides evidence that the computations used in this chapter are properly executed
and precise enough to capture the essential physics in this problem. Second, the
similarity suggests that the results by Sierou and Lister (2004) generalize beyond
a strictly conical geometry, and are appropriate to model nearly-inviscid recoil for
conical interfaces as an intermediate asymptotic solution. From a dimensional analysis
perspective, the critical angle θc can, and most likely does, vary with Oh, ρr, and µr,
all of which have been fixed in this study. However, the similarity in the profiles
suggests that when Oh→ 0, ρr → 0, and µr → 0 the critical angle θc approaches an
asymptotic limit.
When θ ≥ θc, the profiles computed by Sierou and Lister (2004) no longer match
the results from our simulations. This difference is not surprising given that the
double-cones are coalescing, as opposed to recoiling, in our simulation. Indeed, if the
double-cone is separated into two single cones the result of Sierou and Lister (2004) is
recovered. Still, the difference does highlight that there are two possible self-similar
profiles for a given far-field angle θ ≥ θc. The difference also illustrates how the results
from this paper are novel, but complementary to the previous literature on inviscid
self-similar dynamics of wedges and cones.
2.4 Conclusions and Discussion
The results presented in this paper provide the necessary physical modeling to recon-
cile differences in existing models of conical drop coalescence and pinch-off. Specifi-
cally, the incompressible Navier-Stokes equations were solved to model the coalescence
of conical drops under conditions representative of millimeter water drops surrounded
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by air. The particular conical drop geometries used in this study were motivated by
the profiles observed during the initial stage of electrocoalescence. In these observa-
tions, two spherical drops deform so that near the region of contact appears conical
with varying cone angle θ. We expect that prior to contact, the two conical drops
would each have a finite radius of curvature at the tip of the cone. We assume that
this curvature would help initiate coalescence upon contact during the microsecond
time period that charge effects relax. Thus we have modeled the initial double-cone
geometry with three distinct length scales: a small bridge that has a positive mean
curvature to initiate coalescence, a conical intermediate scale, and constant curvature
away from the bridge region at the largest scale.
As coalescence progresses, the simulations demonstrate that effects of the coni-
cal geometry either continue the coalescence or reverse the flow, initiating pinch-off.
Our results demonstrate that the dynamics that determine the critical angle between
coalescence and recoil is in this intermediate regime, where the bridge can be approxi-
mated as two cones. By varying the cone angle between different simulations, we find
the drops coalesce when θ ≥ 1.14 and pinch-off and recoil when θ ≤ 1.13. Therefore
the transition angle is approximately 65◦ off the axis of rotation, or 25◦ from the
plane normal to the axis of rotation. The latter value is slightly different from the
model angle prediction of 31◦, but consistent with the experimental transition value
of 27± 2◦ (Bird et al., 2009).
Previous attempts to model this problem have neglected the influence that fluid
inertia has on the neck shape. The results presented here indicate that the neck grows
as t2/3 when θ > θc, in contrast to previous predictions of t
1/2 (Helmensdorfer, 2012;
Helmensdorfer and Topping, 2013). As a point of reference, it is unlikely that electric
fields could produce conical drops with an angle sharper than that of a Taylor cone
without other effects such as electrospraying. Therefore it is important to note that
the Taylor cone angle of θ = 49.3◦ = 0.86 (Taylor, 1964) is at an angle less than
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the transition angle, when the cones would already be predicted to recoil. Finally,
because our model is independent of any electrical effects, we would expect it to be
valid in non-electrical coalescence situations in which nearly inviscid conical drops
contacted. Facing cone-like protrusions have been observed when drops are pulled
apart (Yoon et al., 2007), which can lead to coalescence (Bremond et al., 2008).
Our results suggest that there may be a similar coalescence-recoil transition for these
separating drops.
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Chapter 3
Partial Coalescence of Liquid Cones with
an Electrified Plate
3.1 Introduction
When a liquid drop contacts a wettable solid, it is expected to spread along the
surface (de Gennes et al., 2004). It is often advantageous to promote this spreading
such as in spray cooling applications where increased liquid contact can improve heat
transfer. However if surfaces are excessively heated, a gas layer can form that may
prevent drop contact due to the Leidenfrost effect (Wachters and Westerling, 1966).
To allow drops to penetrate this Leidenfrost vapor layer, electric fields can deform
drops into cones that are drawn to the surface (Celestini and Kirstetter, 2012). In
addition to pulling drops through this vapor layer, when drops contact an electrified
surface, drop wetting is enhanced (Chen and Bonaccurso, 2014). While the use of
electric fields may promote drop contact and spreading, non-coalescence of conical
droplet pairs can occur above a critical field strength (Ristenpart et al., 2009), which
has been linked to the conical geometry at contact in Chapter 2 and in Bird et al.
(2009); Bartlett et al. (2015). These electrified droplets impinging on solid surfaces
share some characteristics with conical droplet pairs. First, as these conical droplets
initially spread over the solid surface, it has been observed that the length of the
contact region grows either as ` ∝ t3/5 (Chen et al., 2013b) or ` ∝ t2/3 (Courbin
et al., 2009), which is consistent with the scaling expected for inviscid self-similar
coalescence and recoil. Additionally, drop geometry can be controlled by changing
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field strength, leading to sharper or blunter cones. However, it is currently unknown if
a hydrodynamic transition similar to that observed in conical pairs from coalescence
to recoil is observed for these conical drops contacting a solid substrate. Here we
first show simulations of the coalescence and non-coalescence of non-symmetric pairs
of liquid cones, focusing on the case where a conical droplet is coalescing with a
liquid. The growth of the bridge radius connecting these conical drops to the liquid
bath is found to scale as ` ∝ t2/3. A critical angle separating coalescence and non-
coalescence is found that is larger than that observed for the droplet pairs of Chapter
2. We next perform experiments of electrified conical droplets contacting a solid
substrate and find a critical angle for coalescence and non-coalescence of these drops
consistent with our simulations. Finally, we find an expression relating the volume
of fluid that may be deposited on a solid substrate in the case of non-coalescence.
These combined experiments and simulations demonstrate for the first that time a
transition from coalescence to recoil exists for non-symmetric pairs of liquid cones
and that electrified conical drops bear some similarities with these numerical results.
3.2 Initial Conditions
In Chapter 2, the coalescence of liquid cones with half cone angle β was investigated
and a critical half cone angle was found that separated coalescing and non-coalescing
drop pairs. Figure 3·1a shows conical pairs where the cone angles are the identical
(Bartlett et al., 2015). However, when electrified droplet approaches an interface the
drop may form a cone of angle β1, while the flat interface deforms only slight into a
cone of smaller angle β2. This effect is illustrated in Figure 3·1b, which is adapted
from Courbin et al. (2009). Figure 3·1c shows schematics of initially connected liquid
cones where the cone angles β1 and β2 may change. In this section, we measure β1
and β2 relative to the z = 0 plane, where the z axis is represented by the dotted
line bisecting the liquid cones in Figure 3·1c, inset top left. In this inset schematic,
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air and water are represented by white and blue fill, respectively, and the air-water
interface is represented as a solid black line. The z = 0 plane bisects the inset image
vertically. For the schematics shown here, we focus on intermediate length scales as
in Figure 2·1b; however, the orientation of the images is now rotated clockwise by 90◦.
Simulation results from Chapter 2 are shown coincident with the dashed line β1 = β2,
with filled and unfilled markers correspond to coalescing and non-coalescing droplet
pairs. These previous simulations correspond to the inset schematic at the top right
of Figure 3·1c, where β1 = β2. Additionally, it is possible for β2 ≈ 0, as demonstrated
by experimental images in Figure 3·1b. Indeed, one might expect various scenarios
in which angles could vary between the two extremes of β1 = β2 where the conical
geometry is symmetric and β1 > (β2 = 0), where a cone is coalescing with a liquid
bath. Here we first investigate the coalescence of liquid cones with a liquid bath where
β2 ≈ 0. We then proceed to find the critical angle for a range of values of β1 and β2.
Simulations begin with a liquid cone of angle β1 connected to a nearly flat liquid
interface (Figure 3·2a). Here we choose not to model the far-field droplet geometry,
as it has been shown in Chapter 2 that the far-field effects are negligible on the
coalescence and recoil behavior. However, for consistency with the coalescence and
non-coalescence of liquid cones in Chapter 2, we choose characteristic length L =
2 mm, again setting the Ohnesorge number to Oh = 27 × 10−3. Similarly, viscosity
and density ratios are set to be consistent with a water cone surrounded by air,
which corresponds to values of µr = 1.8 × 10−2 and ρr = 1.2 × 10−3 , respectively.
The non-dimensional width and height of the simulation domain are W/L = 3 and
H/L = 1, respectively. The z = 0 plane is nearly coplanar with the flat liquid
bath. At z = ±3/2L, outflow conditions are imposed (P = 0 and ∂v/∂z = 0,
where v is the fluid velocity in the z direction), with zero flux boundary condition
at r = L. In these simulations, resulting dynamics are expected to be self-similar
and independent of imposed boundary and initial conditions at both large and small
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Figure 3·1: Geometry of liquid cones with angles β1 and β2 where 0 ≤ β < pi/2. (a)
Simulations of Chapter 2 constrained β1 = β2. (b) Experiments of droplets coalescing
with a liquid bath suggest that the two liquid cone angles β1 and β2 may be different,
where the bath cone angle β2 shown here is smaller than the droplet cone angle, β1
(Image adapted from Courbin et al. (2009)). (c) A critical angle βc is found for the
coalescence of conical liquid drop pairs. Other configurations are tested to determine
if a similar critical behavior dependent both values of β1 and β2 for asymmetric conical
pairs.
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scales. An adaptive computational grid is used to resolve a range of scales spanning
from H/L to H/
(
L
(
1
2
)16)
, corresponding to 4 orders of magnitude of between the
largest and smallest resolved scales in the simulations. The simulations are stopped
once the bridge has grown to the size of half the domain height H/2.
Here the initial interface geometry is prescribed by a method similar to that
developed in Chapter 2.2. A small liquid bridge connects the liquid cone to the liquid
bath. In order to match initial curvatures in the bridge region, the flat surface is
represented as a liquid cone of small angle β2 = 0.01, so that β2  β1. Because we
treat the flat interface as a cone, Equation 2.1 can be used to separately model the
interface for z > 0 and z < 0 provide the initial mean curvatures are consistent. The
geometry for z < 0 is prescribed by Equation 2.1 with a value of θ = pi/2− β2 while
for z > 0, θ = pi/2− β1, with the initial mean curvature H0 = −1/r0 for both cones.
This value of H0 = −1/r0 is chosen to ensure that the liquid cone initially coalesces
with the liquid bath.
Here a gas ‘wedge’ separates the liquid cone at z > 0 from the liquid bath at
z < 0, with the exception of the small liquid bridge near the origin connecting the
two liquid regions. This gas wedge initially begins to coalesce with the liquid bath,
leading to slightly different dynamics than observed in Chapter 2. Figure 3·3b shows
initial dynamics for β1 = 0.77. The choice of initial mean curvature H0 = −1/r0
results in nearly identical initial flows for all angles. It is only after the initial bridge
deforms into a shape determined by inertial and capillary forces that flows differ
based on the imposed cone angle. Fluid properties identical to those in Chapter 2
are chosen for these simulations, so that the liquid and gas phases correspond water
and air, respectively. The non-dimensional pressure field and velocity vector field
at early times, before the flow has reached intermediate scales, are shown in Figure
3·2b. Pressure Pr0/γ increases with darker tone, or transitioning from white-blue
to dark-purple. Velocity vector fields are represented with black arrows, with longer
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Figure 3·2: Simulation domain of a liquid cone with cone angle β initially connected
to a flat liquid bath. (a) The domain represents a physical size of 2 mm × 6 mm.
(b) Initial pressure field in the bridge region. Arrows represent the magnitude and
direction of the fluid velocity near the initial bridge connection at a time before the
flow has become self-similar. The computational quad-tree grid and interface are
represented by black boxes and a black curved line, respectively. The smallest boxes
are concentrated on the interface and are 1/216 the size of the largest resolved scale.
Coloring represents non-dimensional pressure Pr0/γ, with a larger positive pressure
in the cone than beneath the liquid interface. Here larger pressures correspond to
darker tones, while smaller pressures correspond to lighter tones. Unlike pairs of
liquid cones, the initial geometry is not symmetric about the z = 0 plane, leading to
asymmetric velocity profiles.
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arrows corresponding to a higher magnitude of velocity. Unlike the resulting pressure
and velocity fields in Chapter 2, the resulting pressure and velocity fields here are not
symmetric about the z = 0 plane. A lack of symmetry in the initial interface about
the z = 0 plane leads to an imbalance in pressures between the liquid bath and in
the liquid cone. This imbalance results in the connecting bridge region being drawn
along the line represented by r = z tan (β1/2), pulling the liquid bridge away from
the liquid bath. Additionally, flow does not stagnate at the z = 0 plane in contrast
to symmetric results in Figure 2·6f. Despite these differences due to the breaking
of symmetry, liquid velocities are still highly localized to the bridge region. This
localization is indicated by the rapid decrease in size of the velocity vector arrows
away from the bridge, consistent with the velocities observed in Figure 2·6f.
At intermediate times, the interface profiles become self-similar as has already
been observed in the liquid cones shown in Figure 2·5. The resulting collapsed self-
similar interface profiles for selected β are shown in Figure 3·3. Here the lengths
(r, z) are scaled by the self-similar length ` = (t2γ/ρ)
1/3
. The small value of β2
slightly angles the interface representing the liquid bath away from the z = 0 plane,
where the dashed line corresponds to this plane. At the location of the unperturbed
flat liquid bath (z < 0 and r > 3), the interface profiles are nearly indistinguishable
and collapse to the far field angle β2 = 0.01 At values of z > 0 and r > 1, the liquid
cones approach β1. Moving along the gas-liquid interface from negative to positive
values of z, the curve transitions smoothly from the cones β2 to β1 through the
bridge region. The profile shape is determined by a dynamic balance of inertia and
surface tension. This liquid-gas interface curve bifurcates into two separate curves for
β1 ≥ 0.64. Here a transition from coalescence to recoil occurs, which illustrates that
the critical angle must fall between 0.63 < βc < 0.64, where β = 0.63 corresponds to
the largest observed liquid cone that coalesces. Cones with β ≤ 0.63 coalesce with
the liquid interface completely.
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Figure 3·3: Self-Similar profiles for coalescing and bouncing half cones initially
connected to a flat liquid surface. For β1 ≤ 0.63 cones coalesce with the liquid bath;
whereas at β1 = 0.64 the cone breaks away from the liquid surface. The critical angle
here is 0.63 < βc < 0.64, occurring at a larger value larger than found in Chapter 2.
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Figure 3·4: Transition between coalescence and recoil for different combinations
of β1 and β2. Simulation data are shown as points, with filled and unfilled markers
representing coalescing and non-coalescing liquid cones, respectively. Dotted line
represents the phenomenological curve βr ≈ (β21 + β22)1/2 ≈ 0.63.
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Simulation outcomes of the coalescence of cones with angles β1 and β2 are shown in
Figure 3·4. Filled and unfilled markers represent coalescing and non-coalescing cones
respectively. Simulations of liquid cones initially connected to a liquid bath are shown
along the β2 = 0 axis. Here, the data from Figure 3·1 is shown for reference. Other
combinations of non-symmetric cone pairs are also shown for the specified ratios of
β1 and β2. A phenomenological effective critical angle βr ≈ (β21 + β22)1/2 is shown as
a dotted quarter circle. Recoil is observed for βr & 0.63 whereas coalescence occurs
for βr . 0.63.
3.3 Drops Wetting a Solid Substrate
These simulations suggest that a above a critical cone angle conical droplets contact-
ing with a nearly flat liquid interface will bounce rather than coalesce. This angle is
higher than that predicted and observed for equal-sized drop pairs. In the following
experiments we test if an there is a similar criticality observed for the coalescence of
a conical droplet with a solid substrate.
The coalescence and non-coalescence of electrified droplets has been investigated
by directly applying an electric potential across droplet pairs (Bird et al., 2009), or
by applying a potential across a bath of oil floating on water with water droplets
suspended in the oil (Hamlin et al., 2012). In Bird et al. (2009), it is found that the
ionic mobility does not affect the observed coalescence or non-coalescence behavior,
demonstrating that ion transport has a negligible effect on droplet hydrodynamics.
Here, we prevent significant ion transport by removing the drop from direct contact
with the voltage supply (Figure 3·5). A voltage is applied across two thin, isolated,
parallel, flat steel plates of dimension 2.5 cm× 2.5 cm spaced apart a distance of d =
2.8 cm. The plates are oriented vertically with gravity g oriented along the parallel
plates (Figure 3·5a). An insulating acrylic spacer maintains a constant separation
between the metal plates. A steel dispensing needle is positioned with a three-axis
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Figure 3·5: Water droplets in an electric field deform into liquid cones and may
recoil or coalesce with a solid substrate. If the tip of the cone encounters a solid
substrate the droplet may either coalesce with the surface or recoil. (a) An electric
field is created between two metal plates separated by a distance d = 2.8 mm. (b) At
∇φ = 1500 V, the droplet bounces away from the surface after briefly making contact.
(c) Images of the recoil process show the droplet forming a sharp cone, touching the
surface and immediately recoiling. The reflection of the liquid drop off the metallic
surface is present in all images. (d) At ∇φ = 700 V, the drop forms a shallow angle
and wets the surface. (e) The liquid drop approaches the surface, touches at t = 0,
and then spreads.
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stage near the center of the two plates, but closer to one side as shown in Figure 3·5a.
De-Ionized water is dispensed from an isolated syringe through the dispensing needle
to form droplets. Under the influence of the electric field water drops will deform into
cones and extend until touching the metal plate. During this contact current cannot
flow from the metal plate to the droplet because the droplet and syringe are isolated.
The angle the cone forms at the moment of contact with the plate β1 (Figure 3·5a,
inset) is determined by the strength of the electric field. The angle β2 represents the
angle a second liquid cone forms. Here we consider β2 = 0 to represent the metal
surface in these experiments. Increasing field strength produces increasingly “sharp”
liquid cones, corresponding to larger β1.
Depending on this cone angle drops may bounce away (Figure 3·5b) or wet (Figure
3·5d) the metal surface. Figure 3·5c shows a sequence of images of an electrified drop
taken at 60,000 frames per second with a Photron SA-5 high speed digital camera.
The drop deforms into a liquid cone, contacts the solid surface, and then recoils away.
Here, the metal plate is highlighted by the vertical white dashed line and the image
of a droplet on the left side of this dashed line is a reflection. The time t is relative
to the time at which the droplet contacts the metal surface t0. The first frame shows
the drop immediately prior to contact at t = −17 µs. An electric field of strength
∇φ = 1500 V has deformed the droplet into a relatively “sharp” cone. Following brief
contact at t = 0 s, the droplet recoils away from the metal plate.
At a sufficiently low potential, a blunt cone is formed and the droplet is expected
to spread after contact instead of bouncing (Figure 3·5d). Indeed, Figure 3·5e shows
a series of images illustrating this spreading dynamics when the potential is 700 V. A
liquid cone extends towards the metal surface at t = −17 µs and contacts at t = 0 µs.
Following contact the drop wets the surface (Figure 3·5e, t = 17 µs) and continues to
spread as time progresses (Figure 3·5e, t = 34 µs).
A critical angle, βc, exists for drops contacting a flat plate, where drops with
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cone angles larger than βc will recoil and those with cone angle smaller than βc will
coalesce with the substrate. The transition between coalescence and non-coalescence
is found by adjusting the potential across the plates and recording the cone angle
of the drop at the time of contact with the substrate. Figure 3·6 shows the values
of β1 for coalescing ( ) and non-coalescing ( ) liquid cones with voltage potential
spanning 750 V < ∇φ < 1500 V. Increasing the applied potential tends to increase
β1. A transition occurs at a potential of ∇φ ≈ 900 V. Below this potential, drops
tend to coalesce upon contact with the metal surface; whereas at larger potentials,
drops will only bounce. At large potentials ∇φ & 900 V, a maximum cone angle
of β1 ≈ 44◦ is reached. It is interesting to note that these values are larger than
the Taylor cone angle of 40.1◦(Taylor, 1964). The observation that droplets do not
coalesce if their cone angle is larger than the Taylor cone angle is consistent with the
arguments present in (Bird et al., 2009). However, Figure 3·6 shows that the critical
cone angle is between 35◦ < β < 40◦, or 0.61 < β < 0.70, smaller than the Taylor
cone angle, suggesting that recoil can occur before Taylor cone instabilities develop.
The range of critical angles that we observe for a drop contacting a solid substrate
is significantly larger than the critical angles βc = 0.44 and βc = 0.54 found for the
liquid cone pairs in Bartlett et al. (2015) and Bird et al. (2009), respectively.
3.4 Transfer of Liquid between Conical Drops
Spherical liquid droplets that come into contact with a liquid bath are expected to
either coalesce completely or undergo a coalescence cascade where a liquid droplet
repeatedly contacts a liquid bath, partially coalesces, and bounces (Blanchette and
Bigioni, 2006). This process ends when the liquid drop completely coalesces with
the liquid bath. Partial coalescence has also been observed for conical water droplets
immersed in oil, where it is found that the coalescence behavior there is due to a
balance of capillary and electrostatic forces (Hamlin et al., 2012), rather than capillary
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and inertia as in the liquid cones presented here. Here when we observe recoil, the
drop first contacts and partially coalesces, both in out experiments and simulations.
The partial coalescence that we observe is similar to these previous studies, with the
exception that in our studies a relatively small volume of fluid is transfered between
the liquid cone and bath. We now aim estimate the volume of liquid transferred
between two liquid cones where β1 6= β2.
If the position of the liquid bridge closest to the z axis is (rb, zb), then when the
flow is self-similar this coordinate will scale proportional to (rb, zb) ∝ (t2γ/ρ)1/3. Here
tan
(
β1+β2
2
)
= tan β1/2 = rb/zb. A stagnation point falls approximately on the line
r = (tan β1/2z), meaning that as the bridge grows fluid from the liquid bath will not
enter the volume enclosed by the liquid cone. This stagnation point is most clearly
illustrated in Figure 3·2b, where the direction of the velocity field points from the
origin towards (rb, zb) along β1/2. The collapse of the liquid bridge is not self-similar,
as indicated by the rapid departure of the bridge radius `(t) in Figure 2·3. Again a
stagnation point will occur along the line that is coincident with the points (rb, zb)
and (0, zb). This collapse will transfer fluid nearly exclusively from the liquid cone to
the surrounding bath. If we assume the collapse of (rb, zb) proceeds along a line of
constant z, an estimate of the volume vc transferred from the liquid cone to the bath
is
vc =
pi
3
r3b
tan β/2
=
pi
3
t2pγ
ρ tan β/2
(3.1)
where tp is the time at which the collapse occurs. This expression is only valid
for droplets that bounce off the liquid surface after initially beginning to coalesce.
Additionally, the approximation is based on intermediate self-similar dynamics, which
under certain conditions may not develop before pinch-off.
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Figure 3·6: Electrified water droplets that form cones and touch a metallic sub-
strate undergo a transition from wetting to bouncing when their cone angle becomes
larger than the critical value θc ≈ 39◦. Coalescing and non-coalescing cones are
are represented by filled diamonds and filled triangles, respectively. At small volt-
ages ∇φ < 900 drops contact the surface with angles θ < θc, completely coalescing.
Droplets bounce off the surface at larger voltages of ∇φ > 900. At the largest poten-
tial the wetting angle approaches θ = 45◦, larger than 40.1◦, the angle formed by a
Taylor cone (Taylor, 1964).
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3.5 Conclusions
The results of this chapter build upon the ideas developed in Chapter 2 to show that
the criticality between coalescence and non-coalescence is affected by a combination
of cone angles β1 and β2. High resolution numerical simulations show that the inter-
face profiles are self-similar, where we have neglected the effects of far-field spherical
geometry. We find a transition from coalescence to recoil for βr ≈ (β21 + β22)1/2 > 0.63.
Separately, we experimentally investigated the dynamics of electrified droplets con-
tacting a solid substrate using high speed digital imaging. These experiments show
a transition in the range 35◦ ≤ β ≤ 40◦, consistent with the simulation results. This
range is 5−10◦ larger than the critical angle found for identical pairs of conical drops
observed in both experiments and theory. For those cones that partially coalesce be-
fore bouncing away an expression for the volume of liquid deposited on the substrate
is found by assuming self-similar growth and a collapse much faster than the growth.
These results provide a more complete picture of the mechanism of coalescence and
provide a new means for estimating transport between liquid cones.
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Chapter 4
Bursting Bubble Microjets
4.1 Introduction
In the ocean, the breaking action of waves traps air bubbles below the ocean surface.
These air bubbles rise under the influence of gravity until they encounter the ocean’s
surface where they will form an equilibrium shape determined by the relative strength
of gravity and surface tension (Chapter 1). These water bubbles of size smaller than
≈ 1 mm remain nearly submerged at equilibrium, forming a spherical shape as a result
of relatively strong surface tension forces that are able to hold the bubble beneath the
air-water interface. A thin liquid film initially separates the air in the bubble from the
atmosphere above the air-water interface. Over time this film drains and eventually
ruptures, which for small bubbles can be viewed as an air bubble coalescing with the
atmosphere. Similar to coalescing droplets, capillary waves rapidly travel down the
cavity towards the bubble’s base. However, unlike droplets, the capillary waves focus
to form a liquid cone (Duchemin et al., 2002). This conical geometry leads to a region
of relative low pressure at the cavity base, rapidly entraining fluid into a narrow jet.
As the jet rises out of the cavity, surface tension causes the neck of the liquid jet to
pinch-off and form droplets smaller than the initial bubble size.
A representative spherical air bubble resting at a gas-liquid interface prior to
rupture is shown in Figure 4·1a. Here the bubble radius, R, is with respect to the
submerged spherical geometry, rather than the film cap curvature. A negligible film
cap on this bubble will eventually rupture leading to the formation of a liquid water
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Figure 4·1: Water jet drops produced from an air bubble in water are expected to
be approximately 1/10th of the bubble’s initial radius. (a) A spherical air bubble of
radius R in water rests at the indicated air-water interface. (b) The bubble ruptures,
forming a thin water jet that breaks apart and creates a liquid jet drop of radius rd.
(c) Previous experiments have shown jet drops to be approximately 1/10th the size of
their originating bubble, or rd/R ≈ 0.1. Jet droplets have previously been measured
with photographic and indirect methods down to 100 µm. In water jet drops are not
expected to form below 5 µm (blue shading).
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jet that breaks up into small daughter jet drops (Figure 4·1b). The first jet drop
produced by this liquid jet is of nearly spherical geometry with radius rd (Figure
4·1b inset). Previous experiments have empirically found this jet drop radius to be
approximately 1/10th of the original bubble radius for bubbles larger than 100 µm
(Kientzler et al., 1954). Direct observation of jet drop formation from bubbles of
radius R ≈ 25 µm using ultra-fast X-ray demonstrated a lower limit below which jet
droplets no longer form (Lee et al., 2011). However, in these experiments the size of
the first jet droplet was not reported. There are no other experiments and there are
no reports of jet drop size produced from sub 100 µm bubbles. As a result of this lack
of experiments it is currently unknown if jet droplets produced by bubbles smaller
than R = 100 µm continue to obey the observed 1/10th rule.
The formation and breakup of these of liquid jets into jet drops has been of interest
for over a century, with the first experimental investigations having been performed
with photographic methods in the late 19th century (Worthington and Cole, 1897). In
following years, experiments used a combination of indirect (Blanchard, 1963; Spiel,
1994) and direct photographic methods (Kientzler et al., 1954) to characterize the
relationship between the original bubble size and number and size of the produced
daughter jet drops. This relationship has been investigated for bubbles as small
as R < 100 µm. In addition to these experiments, bubble jetting has also been
modeled using numerical methods. The earliest simulations used inviscid boundary
element methods modified to incorporate a thin viscous boundary layer at a gas-liquid
interface to model the bubble burst and following jet formation. These simulations
investigated this bursting process for air-water bubbles as small as R ≈ 600 µm with
numerical results agreeing with the experiments of Garner et al. (1954). A primary
finding of this work suggested that the inclusion of viscosity affects only the dynamics
of the liquid jet and not the capillary wave that travels from point where bubble
first ruptures. More recent simulations using a similar boundary element method
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support this effect viscosity has on jet dynamics (Georgescu et al., 2002). The first
simulations performed to incorporate the full effects of viscosity through the Navier-
Stokes Equations were performed by Duchemin et al. (2002). A notable result of this
work was the observation of a non-monotonic trend of the size of daughter drops on the
initial bubble size over a small range of initial bubble size where R < 50 µm. However,
it is unclear if their proposed initial bubble and interface geometry is consistent with
an air bubble in water. Additionally, it is unclear if limitations on domain resolution
may have affected small scale dynamics preceding jet breakup.
This suggestion that the first jet drop size varies non-monotonically with ini-
tial bubble size is counter to convention wisdom, and as far as we are aware has
never been experimentally document. Further, from these current experiments, the
conclusion may be drawn that the smallest jet drops are produced by bubbles just
above the viscous cutoff. Here we combine for the first time microfluidics, high speed
digital imaging, and numerical simulations of bursting bubbles with initial radius
R < 100 µm. We show that the expected dynamics of bursting bubbles in these mi-
crofluidic devices can be rationalized with knowledge of the size of the bubble and
the viscosity, density, and interfacial surface tension of the surrounding fluid. While
most bubbles can be observed with our experimental method, we find that for the
relatively small air bubbles of initial radius R < 25 µm in water the jet dynamics are
too fast and droplet sizes too small to resolve. To probe the dynamics in this regime
we use a glycerol-water solution to slow the jet dynamics and increase jet drop sizes.
Through dimensional analysis we show that using these glycerol-water solutions is an
appropriate substitute for pure water in problem the relationship of relative jet drop
size and initial bubble size. In addition to these experiments, interface profiles are
calculated for bursting bubble jets with high resolution numerical simulations that
incorporate the effects of viscosity and surface tension. We show through these sim-
ulations and experiments that the appropriate rescaling of bubble and droplet radius
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results in the collapse of experimental and numerical data to a single curve. Finally,
we find that the smallest jet drops are produced by bubbles larger than the viscous
cutoff size.
4.2 Microbubble generation
The relative size of bursting air bubble jet drops rd/R has been investigated thor-
oughly for ocean water beginning in the mid 20th century (Figure 4·1c). Selected
experiments correspond to works by (Spiel, 1994), (Tedesco and Blanchard,
1979), and (Blanchard and Woodcock, 1957), and (Hayami and Toba, 1958),
(Moore and Mason, 1954), and (Knelman et al., 1954). Recent experiments by
Lee et al. (2011) suggest that below a critical size, viscosity prevents the formation
of jet droplets (Fig. 4·1c, blue shading). For ocean bubbles, this critical size corre-
sponds to bubbles with initial radius R < 5 µm. For bubbles that have been studied
previously (R > 100 µm), the observed trend of rd = 0.1R is indicated by the dotted
line in Figure 4·1c. However, for bubbles of radius R < 100 µm no experimental
observations have been made of the first jet droplet produced by bubble burst.
Here we visualize bursting bubbles and the first jet droplet radius for this previ-
ously unreported size range. Air bubbles in water of radius R ≈ 30 µm are produced
using a microfluidic device made from Polydimethylsiloxane (PDMS) and bonded to
a glass microscope slide (Garstecki et al., 2004). The microfluidic device used for
experiments is 2 cm in overall length with rectangular channels of equal height and
width of 80 µm (Fig. 4·2a). Liquid and air flow is directed by a syringe pump into
the circular inlet ports indicated in Figure 4·2a at the left side of the device. The air
inlet pressure is P ≈ 50 kPa. Channels direct the air and liquid flow to meet at the
junction shown in Fig. 4·2b. At this junction, the air and water are forced through
a nozzle of diameter D = 10 µm; the air repeatedly elongates and pinches off to form
bubbles with radius R ≈ 30 µm. Additional liquid flows through a side-channel after
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Figure 4·2: Jet drops produced in a microfluidic device are visualized with high
speed digital video. (a) Schematic of the microfluidic device with channel flow moving
from left. Air and water enter channels through the three circular ports at the left
hand side of the device. (b) The water and air are forced through a 10 µm diameter
nozzle where air bubbles are formed. Bubbles produced at the nozzle are of radius
R ≈ 30 µm. The device is designed to have channel identical width and height of
80 µm after the nozzle. (c) Air bubbles come into contact with an air-water interface
and burst at the device outlet. (d) Bubble burst begins with a hole opening between
the air bubble and the air-water interface (t = 0 s). When the capillary wave reaches
bubble’s base a jet is formed (t = 10 s, t = 13 s). The jet rises out of the cavity and
a jet drop pinches off (t = 20 µs). A solid red circle indicates the initial air bubble
interface position, and the dashed circle highlights the ejected jet drop. (e) Enlarged
image of the bubble final frame in (d), t = 20 µs. (f) For a similar sized bubble
(R = 25 µm) but where the water has been replaced with a 15% by weight glycerol-
water solution the produced jet drop is nearly an order of magnitude smaller (g)
Increasing the glycerol concentration to 30% produces a larger jet drop for a similar
sized bubble.
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the nozzle which increases the spacing between the bubbles and prevents their coa-
lescence. The air bubbles are carried in the liquid to the circular outlet port of the
device (Figure 4·2c). At the outlet port, the bubbles encounter a pocket of air where
they burst and produce a liquid jet that breaks up into daughter jet drops (Fig. 4·2d).
The resulting jet and droplet production occur in less than 100 µs (Figure 4·2d).
Images of the process are captured using an Zeiss A1 Axio Observer inverted micro-
scope and the Photron SA5 high speed digital camera capable of visualizing the jetting
processes at up to 300,000 frames per second. Effects of gravity are negligible for the
bubbles shown here because the Bond number Bo, the relative strength of gravity to
surface tension, is small with Bo = ρgR2/γ < 0.001, where ρ is the liquid density, g
the gravitation acceleration, and γ the interface surface tension. The jet formation
begins with the rupturing of a microbubble (Figure 4·2d, t = 0). A hole forms at the
location the bubble encounters the air-water interface rapidly opening to form a cap-
illary wave that travels down the cavity left behind by the bubble(t = 10 µs). When
the capillary wave reaches the bottom of the bubble a liquid cone forms (t = 13 µs)
as observed in other experiments (Lee et al., 2011; Ghabache et al., 2014) and sim-
ulations (Koch et al., 2000; Duchemin et al., 2002). This cone inverts and forms a
jet that rises out of the cavity (t = 17 µs). The jet grows as it rises out of cavity
while simultaneously thinning at its tip. Surface tension causes the liquid thread
thin, eventually pinching off to form liquid droplets near the tip of the jet (Eggers
and Villermaux, 2008). The first jet drop can be observed as it is propelled into the
gas pocket (dashed red circle in Figure 4·2d) and has rd = 4 µm.
For similarly sized bubbles changing the viscosity of the fluid has an effect on the
jet drop size. Figure 4·2e-g shows jet drops produced with three different viscosity
glycerol-water mixtures, with increasing viscosity increasing from left to right. Figure
4·2e shows the last frame in the sequence of images from Figure 4·2d where the liquid
surrounding the air bubble is pure water with viscosity µ = 1.0× 10−3 Pa s. This
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50± 2 µm water bubble produces a daughter drop indicated by the dashed red circle
of radius rd = 4 ± 2 µm. The relative jet drop size for this air bubble surrounded
by water is rd/R ≈ 0.08 ± 0.04, consistent with previous observations. However,
an unexpected deviation from this 1/10th rule occurs with an increase of the liquid
viscosity. In Figure 4·2f a 15% by weight solution of glycerol-water with a dynamic
viscosity of µ = 1.5× 10−3 Pa s is substituted for the pure water used in Figure
4·2d. Here, a gas bubble produces a jet drop of size rd = 2 ± 1 µm and relative size
rd/R = 0.05 ± 0.02, nearly half the value expected with current understanding of
jet drop dynamics. Increasing the viscosity results in a reduced relative jet drop size
here. The jet drop shown in Figure 4·2f occupies only two pixels, and represents the
smallest observable droplet for the microscope system used for these experiments. It
is possible that smaller jet drops may form but cannot be resolved by the current
optical system. Increasing the viscosity further with a 30% by weight glycerol-water
solution has the effect of increasing the relative jet drop size. Figure 4·2g shows a jet
drop formed from an air bubble surround by 30% by weight glycerol-water mixture
with a relative size of rd/R ≈ 0.1. The relative jet drop size has increased with
moving from a 15% to 30% glycerol-water solution, whereas increasing from a pure
water (0% glycerol-water) to 15% glycerol water solution had the opposite effect.
It should be noted that surface tension and density variations of the glycerol-water
solutions have negligible effect on the fluid properties when compared to the effect
of increased liquid viscosity. The effect of viscosity on relative jet drop size can be
rationalized through the consideration of the forces driving dynamics. For bursting
bubble jets, inertia and capillary forces compete with viscosity during the jetting
process. The dimensionless Laplace number La = ργR/µ2 is a ratio measuring the
relative effects of inertio-capillary forces to viscous dissipation. These experiments
have shown that the viscosity, or Laplace number, have a direct impact on the relative
jet drop size. We next seek to quantify this dependence of relative jet drop size on
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the Laplace number.
4.3 Interface Profiles from Numerical Simulations
It is possible that smaller droplets form than cannot be resolved with the current
experimental method. Additionally, it is unclear from experiments what drives this
non-monotonic dependence of relative jet drop size on the Laplace number. We turn to
simulations of the multi-phase axisymmetric Navier-Stokes equations (Popinet, 2003,
2009) to characterize the effects leading to this observed observed behavior. Figure
4·3 shows interface profiles for the numerically solved Navier-Stokes equations for air
bursting air bubbles surrounded by water. For these simulations, the characteristic
length is chosen to be the initial bubble radius R, so that the shape of all simulated
bubbles is identical. The dynamics of the bursting bubble jet are determined by
density and viscosity ratios ρg/ρl and µg/µl and the Laplace number La = ρlγR/µ
2
l
, where the subscript g and l correspond to gas and liquid phase, respectively, µ
represents the fluid viscosity, and the Laplace number represents the ratio of interio-
capillary to viscous forces. The liquid properties in these simulations are chosen to be
consistent with air bubbles surrounded by water, which sets the density and viscosity
ratios to ρg/ρl = 10
−3 and µg/µl = 18 × 10−3, respectively. For fixed viscosity and
density ratios changing the Laplace number can be interpreted as changing the initial
bubble cavity radius. For a specified liquid and gas, increasing the physical size of a
bubble increases the Laplace number, reducing the relative effect of viscosity on the
jetting dynamics. Here, simulations are performed range of 103 < La < 104, where
surface tension and inertia dominate the dynamics. Simulated interface profiles are
adaptively resolved down to scales of R/215. Gravity is not included in the simulated
interface profiles shown here because the Bond number for air bubbles in water in
this range of Laplace numbers is small (Bo 1).
Calculated interface profiles of the jetting process are shown as solid lines in
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Figure 4·3: Simulations of the bursting bubble interface profiles suggest that vis-
cosity affects the jetting dynamics. Initially, air bubbles start at rest connected to
the surround gas by a small hole. As time progresses this hole widens and forms a
capillary wave that travels down the bubble cavity. Simulations are shown for Laplace
numbers of La = 110, La = 720, La = 960, La = 4000, and La = 7200, corresponding
to (a), (b), (c), (d), and (e), respectively.
Figure 4·3 for the indicated Laplace numbers. The non-dimensional time between
each profile, δt/ (ρR3/γ)
1/2
, is 0.2 for Fig. 4·3a and 0.1 for Figure 4·3b-e, where
(ρR3/γ)
1/2
is the inertio-capillary time. Time progresses as indicated by the arrow
in Figure 4·3b. For each Laplace number the final profile corresponds to the time
immediately following the formation of the first jet droplet. It should be noted that
this final profile does not fall on the regular interval of δt/ (ρR3/γ)
1/2
. The non-
dimensional time that the first jet droplet pinches off is indicated for each bubble in
series of profiles in Figure 4·3.
Simulated bubbles are initially at rest at an air-water interface and initially con-
nected to the surrounding gas through a small hole. The dynamics of the simulated
interface profiles exhibit the same traveling capillary wave, formation of a liquid cone,
and following jet as are observed in experiments. As time progresses this hole widens,
forming a capillary wave that travels along the bubble cavity. As this capillary wave
reaches the base of the bubble cavity the interface deforms into a conical shape that
inverts and forms a thin liquid jet. Below a critical Laplace number (La ≈ 300)
viscosity is expected to completely inhibit the production of jet droplets. In this
regime, viscosity strongly affects the dynamics of the capillary wave and prevents the
formation of a sharp cone. Instead of a narrow jet, a wide “bump” rises from the
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base of the bubble cavity and does not break up into jet drops (Figure 4·3a). The jet
then rises out of the cavity, thinning near its tip and leading to the pinch-off of a jet
droplet. Notably, the initial capillary wave dynamics are much slower than the jetting
dynamics for the bubbles shown in Fig. 4·3b-e. For this range of Laplace numbers
the time for the capillary wave to travel from the initial hole to the base of the bubble
cavity is t/ (ρR3/γ)
1/2 ≈ 0.4. The time between jet formation and the production of
the first jet droplet can be as short as t/ (ρR3/γ)
1/2 ≈ 0.01, which occurs for La = 960
(Fig 4·3c). Bubbles corresponding to a larger Laplace number (Figure 4·3c-e) show
an increased dimensionless time between jet formation and droplet formation. Ad-
ditionally, decreasing the Laplace number also results in increased time between jet
formation and droplet formation. A reduced time between the formation of the jet
and the first jet drop pinching off means that the jet has had less time to grow. The
result is a relatively thinner jet that produces jet drops of reduced size. This resulting
non-monotonic behavior of the relative jet droplet size near La = 960 is notable in
that it is not explained by existing theory.
Notably, for the two simulated bubbles with La = 4000 and La = 7200 the
capillary wave contains two regions of locally sharp curvature, or ‘kinks’, that travel
along the bubble cavity, where the bubbles La = 960 contains a only single region of
sharp curvature. These interface profile kinks have been noted at even higher Laplace
numbers in both experiments (MacIntyre, 1968) and simulations (Duchemin et al.,
2002). This geometry is only readily observed in bursting bubbles with relatively
large Laplace La > 960 and suggests a transition in the capillary dynamics when this
topology it no longer is observed.
The first jet droplet produced by bubbles with La = 720 and La = 960 (Figure
4·3b,c respectively), where these “kinks” are no longer observed, pinch off at nearly
identical physical times t ≈ 3 µs. However, the relative jet droplet size differs by
nearly an order of magnitude between these two nearly identical bubbles. Above
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La = 960 (Fig. 4·3d,e) increasing the bubble size tends to cause the first jet droplet
to be produced at later times and relatively further from the initial air-water interface.
The bubbles in Fig. 4·3b-e produce jet droplets at nearly identical non-dimensional
time t/ (ρR3/γ)
1/2 ≈ 0.5. For water, the time between bursting and the production
of the first jet in less than 100 µs for the largest bubbles simulated here, while the
smallest bubble burst and produce jet droplets as fast as 2 µs. The latter bubbles
would require digital video sampling rates in excess of 200 Mfps to observe both the
collapse and jet droplet formation from a single bubble.
4.4 Non-Monotonic Dependence of Relative Jet Droplet Size
on Bubble Size
The interface profiles shown in Figure 4·3 suggest that the dependence of the relative
jet drop radius on the Laplace number is non-monotonic. To better quantify this
observed effect experiments and simulations were performed over the range of Laplace
numbers 102 ≤ La ≤ 104 where this monotonic behavior is observed. The range of
Laplace numbers over which experiments and simulations were performed correspond
to air bubbles in water with radius varying from R = 1.4 µm to R = 140 µm. The
simulated Laplace numbers correspond to a size range of air bubbles in water that
overlap with the no-jetting regime and extend nearly to where previous experiments
were performed. Figure 4·4 shows the relative jet drop size rd/R as a function of the
Laplace number La. A reduction in the relative jet droplet size is observed near La =
1000, consistent with our simulations (Fig 4·4a). The labels A-E correspond to the
interfaces profiles from simulations shown in Fig. 4·3a-e, respectively. Experiments
(filled squares, triangles, inverted triangles, and diamonds) and simulations (filled
circles) both show that as the Laplace number approaches La ≈ 1000 the relative jet
droplet size decreases well below the 1/10th rule indicated by the dotted line (Fig.
4·4). The smallest experimentally measurable relative jet droplet size is found to be
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Figure 4·4: The first jet drop size obtained from current experiments and numerics
varies non-monotonically. Experiments using De-Ionized water, 10%, 24%, and 30%
by weight glycerol water solutions are shown as white squares, dark blue filled tri-
angles, red filled triangles, and light blue filled diamonds, respectively. Simulations
are shown as by orange filled circles. Previous simulations (Duchemin et al., 2002)
are shown as filled gray triangles. The points indicated by letters B, C, D, and E
correspond to the simulated interface shown in Fig. 4·3b, c, d, and e, respectively.
Error bars are shown for experiments using 10%, 24%, and 30% by weight glycerol
water solutions. (a) Relative jet drop size rd/R is shown against the Laplace number.
A dashed line serves as a guide to the eye to highlight the non-monotonic depen-
dence of the relative jet drop size on the Laplace number. The relative jet drop size
rd/R = 0.1 is shown as a dotted horizontal line. (b) The effective jet drop size for
water, rw, is shown here against the effective initial bubble radius Rw. Simulations
suggest the minimum water jet drop size is 110 nm.
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rd/R = 0.02, while simulations suggest that an even lower limit to this relative jet
droplet size exists, with rd,min/R ≈ 7.3 × 10−3. At larger values of Laplace number
the relative jet droplet size rd/R approaches the 1/10
th rule.
While direct visualizations of water jet droplets smaller than 1 µm exceed the op-
tical resolution of the current experimental methods, similar dynamics can be probed
by replacing the liquid with glycerol-water mixtures that produce jet droplets of sim-
ilar size but remain in the same range of Laplace numbers those produced by when
the surrounding fluid is water due to the increased viscosity. For the 10 , 24, and 30%
glycerol-water mixtures the jet droplet size can be dimensionally compared to that of
a pure water by using an “equivalent” jet droplet and bubble radius rw = rd`w/`m and
Rw = R`w/`m, respectively. Here, ` = γρ/µ
2 corresponds the viscous length scale,
and the subscripts m and w denote the glycerol-water mixture and water, respec-
tively. By scaling the jet drop and initial bubble radius by the appropriate ratio of
viscous lengths the experimental and numerical data nearly collapse to a single curve
(Fig. 4·4b). The minimum jet droplet radius rd from these simulations is found to
be 110 nm, produced from a 15 µm bursting air bubble in water (Fig. 4·4b, labelled
“C”). The size of these produced jet droplets is independent of further increasing
simulation resolution. The 1/10th rule is shown with a dotted line, with both our
simulations and experiments falling well below this observed line.
4.5 Discussion
Figures 4·4a,b also include numerical investigations performed by Duchemin et al.
(2002), illustrated with grey filled triangles. These previous simulations also suggest
non-monotonic dependence of relative jet drop size on Laplace number, however they
were limited to a lower overall resolution that limited the resolvable curvatures. Our
numerical and experimental results are consistent with these previous studies for La >
2 × 103, despite differences in initial geometry and numerically resolved curvatures.
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The numerically calculated interface profiles suggest that the minimum relative jet
droplet size is significantly smaller than observed in both previous numerics and
current experiments. A minimum in the relative jet drop size rd/R = 8×10−3 occurs
at La = 103. Simulated interface profiles (Figure 4·3c) suggest that for a water bubble
with initial radius R = 15 µm, the first jet drop is expected to be rd = 110 nm (Fig
4·4b). It is notable that visualization of water jet drops of this size is well below the
diffraction limit of visible microscopy.
This reduction in relative jet drop size is not predicted by approaches that account
for only surface tension and fluid inertia (Blanchette and Bigioni, 2006; Lee et al.,
2011). While these theories successfully anticipates a critical Ohnesorge number
Ohcr = 0.052 for bubble bursting (Lee et al., 2011) and Ohcr = 0.026 for droplet
coalescence, they do not account for viscosity affecting the shape of the capillary
wave traveling down the bubble interface. Here, we observe a topological change in
the capillary wave as Laplace number is decreased to La = 960. As Laplace number is
decreased, the effect of viscosity is observed to reduce the time between jet formation
and the time of the first droplet pinching off. Because of this reduction in time, the jet
radius is thinner, resulting in reduced jet droplet size. However, increasing viscosity
further tends to have the competing effect of delaying the onset of pinch-off. This
delay explains the observed increase in relative jet droplet size as the Laplace number
approaches the critical Laplace number Lacr = 1/ (Ohcr)
2 = 370. It is observed that
viscous effects largely give rise to this reduction.
In addition to the 1/10th rule first noted by Kientzler et al. (1954) and quantified
by Blanchard (1989), power law fits have also been used in an attempted to provide
better empirical representation of the first jet drop size dependence on initial bubbles
size (Wu, 2002). While these fits may provide better estimates of the relative jet
droplet size than the 1/10th rule, they lack insight into the underlying dynamics of
bubble burst. Additionally, neither power law fits or the 1/10th can account for the
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non-monotonic dependence of jet drop size on the initial bubble radius. While these
fits may be reasonable approximations for a limited range of Laplace numbers, it
is necessary at lower Laplace numbers to account for this observed non-monotonic
behavior.
4.6 Conclusions
Here, we have presented the first experimental observations of an unexpected depen-
dence of relative jet drop radius on the initial radius of an air bubble in water. Air
bubbles were produced in a microfluidic device and their rupture with a flat interface
recording using high speed digital video recording at up to 300,000 frames per sec-
ond. The experimentally measured jet drop radii were compared to simulations of the
full axisymmetric Navier-Stokes equations that included viscous and surface tension
forces. The numerically calculated interface profiles demonstrate that viscosity has
an effect on the topology of the capillary wave and observed reduction in jet drop
radius. Simulations further demonstrated that air bubbles in water may produce
jet drops as small as 110 nm, and that the relative jet drop size can be as small as
rd/R = 7.3×10−3 . Experiments are consistent with simulated bursting bubbles, sug-
gesting that effects resulting from the walls of microfluidic device negligibly affected
the jetting dynamics. This observed reduced jet droplet size may be important when
considering bacteria transport from ocean bubbles to the atmosphere (Baylor et al.,
1977), where previous results were obtained for bursting bubbles that would have
not been affected by this reduction. Additionally, using current theory the minimum
expected jet drop radius was rd ≈ 400 nm while here our results suggest that droplets
may be nearly 4 times as small. The results presented here demonstrate the existence
of non-monotonic behavior of relative jet droplet size with respect to Laplace number
and suggest that this dynamic effect can be understood through consideration of the
effects of viscosity on this surface tension driven flow.
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Chapter 5
Drainage of Bare Ultra-Viscous Bubbles
5.1 Introduction
When a gas bubble rises up to the surface of a liquid bath under the influence of
gravity it traps a thin film of liquid at its top. At the liquid surface the bubble
will deform and reach an equilibrium shape. The equilibrium shape of the bubble
is determined by a hydrostatic pressure balancing with surface tension forces arising
from curvature in the interfacial geometry as demonstrated in Chapter 1. A thin
liquid film separates the gas in the bubble from the surrounding atmosphere. Over
time, this liquid film drains under the influence of gravity (Debre´geas et al., 1998).
Eventually, the film becomes sufficiently thin (< 50 nm) and attractive van der Waals
forces cause the film surfaces to pinch together and rupture (Vrij, 1966), leading to
the retraction and collapse of the bubble film.
Here we investigate the thinning dynamics of large Bond number bubbles resting
at a liquid bath up to the point of rupture. We use interferometry to measure film
thicknesses, similar to the methods of Couder et al. (2005) and Princen and Mason
(1965). Film velocities are measured by tracking particles immersed in the bubble
film as they transport into the fluid bath. An analytic model developed by (Howell,
1999) is modified to describe the drainage of these large viscous bubbles. Our model
simplifies to a system of ordinary differential equations, which through separation
of variables can be solved numerically. These numerically calculated velocity and
thickness profiles are shown to be consistent with experimental measurements.
78
Figure 5·1: A bare, ultra viscous silicone oil-air bubble rests the surface of a silicone
oil bath. The spherical-polar coordinate system is shown. The bubble is of radius R,
where here R = 15 mm. The angle off the z axis is φ and the azimuthal angle θ lies in
the xy plane. A schematic element of fluid is shown with surface normal and tangent
vectors nˆ and Sˆ, respectively The film thickness h(S, t) is a function of the arc length
S = Rφ and time t. The surface of the bubble film, Sˆ, has significant variations in
curvature.
5.2 Experimental Measurements of Film Thickness
Bubbles studied here are formed by injecting air from a syringe into a silicone oil
bath contained by a 25 mm deep by 75 mm in diameter petri dish. The viscosity of
this silicone oil is one million times higher than water, or, 1e6 centi-Stokes. Using
oil of this viscosity has the advantage that film drainage can be observed over tens
of minutes, whereas liquids that are orders of magnitude less viscous are epxected to
drain and pop in a matter of seconds or less. Indeed the drainage of the highly viscous
silicone oil is so long that we can use high resolution digital time-lapse photography
to capture and visualize the drainage of these viscous bubbles.
Figure 5·1 shows a viscous silicone oil bubble resting at the surface of a silicone
oil bath in a petri dish. The Bond number for this bubble is Bo = 73, where the
observed hemispherical shape extending above the liquid bath is consistent with the
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Figure 5·2: Thin film interference in a bubble film is used to calculate thickness.
(a) Monochromatic light from sodium lamp emitting at wavelength of λ = 589 nm
diverges after passing through a pinhole. The light passes through a collimating lens,
through the bubble film, and the resulting image captured by a digital camera. (b-c)
As the light passes through the bubble its reflections and transmissions are described
by the Fresnel equations. (e-f) “Bright” fringes corresponding to contours of constant
thickness appear around the perimeter of the oil film. Over hundreds of seconds the
fringes move down the bubble interface as the liquid film drains, with new fringes
appearing at the bubble’s top. A single fringe is shown with a dashed line as the
region of constant thickness moves down the bubble. The film thickness h changes
by ∆h = λ
2n` cosβ
between consecutive fringes.
shape predicted by a hydrostatic model (Chapter 1). The polar angle φ is measured
from the z axis, which extends from the submerged base of the bubble to the top of
the bubble cap (Figure 5·1), where the arc length is S = Rφ. The top of the cap
is located at S = 0 and the meniscus begins near S ≈ Rpi/2. At the position S˜
the thickness of the film is h(S, t) and the velocity u(S, t). The shape and drainage
dynamics of these large viscous bubbles is axi-symmetric, allowing us to express the
position and velocity as a function of the polar and S and time t, or h (S, t), u (S, t),
respectively.
The experimental method used to measure bubble film thickness is shown in Figure
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5·2. A sodium lamp emitting light at a wavelength of λ = 589 nm is placed on
an optical table behind a pinhole. The monochromatic light expands radially after
passing through the pinhole. A 50 mm diameter doublet is placed a distance equal to
its focal length from the pinhole, collimating the light from the source. The collimated
beam passes through a silicone oil bubble resting on top of a silicone oil bath contained
in a petri dish. The light passes through both the front and rear faces of the bubble
before being captured by a Nikon D7000 digital single lens reflex camera fitted with a
f200 mm lens. Here the front face is the face with surface normals oriented towards the
camera, and the rear face with surface normals oriented towards the light source. As
the light with intensity I and incident angle α encounters a single face of the bubble
film it multiply reflects and transmits with intensities R1,R2..Rn and T1,T2..Tn,
respectively, where n represents the number of reflections or transmissions (Figure
5·2c). If the film thickness, h, is small compared to the bubble radius R the film can
be assumed to be locally planar, and one can recognize the bubble film becomes a
Fabry-Perot interferometer. Due to the symmetry of the film there is no effect on
the relative intensity of the light transmitted through both the rear and front faces
of the bubble in this Fabry-Perot interferometer. Bubble films have been recognized
to replicate Fabry-Perot interferometers independently by Princen and Mason (1965)
and more recently by Couder et al. (2005).
This bubble film interferometer results in the appearance of bright and dark fringes
that correspond to specific film thicknesses on the surface of the bubble. The period of
“bright” fringes near the edge of the bubble film is determined by the outward pointing
surface normal of the bubble n, (Figure 5·1b), the angle of incidence of the light α
(Figure 5·2c) relative to n, the index of refraction of the liquid film n`, the wavelength
of incident light λ, and h(S, t), the thickness profile of the bubble at the point S and
time t. Bright fringes corresponding to constructive interference and occur at intervals
of nh cos β = kλ/2, k ∈ 1, 2, 3, .., where β is angle of refraction in the liquid film that
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can be found through Snell’s law sinα/ sin β = n`/nair. Here nair = 1, simplifying
the expression to β = sin−1 (sinα/n`). “Dark” fringes corresponding to destructive
interference occur at intervals nh cos β = (1 + 2n)λ/4, k ∈ 0, 1, 2, .. (Princen and
Mason, 1965). For silicone oil the index of refraction is n` = 1.52 and the sodium
lamp emits light at λ = 589 nm. The relative change in film thickness between two
bright fringes observed at the edge of the bubble is ∆h = 254 nm, where intensity
is measured at an incident angle of α = 1.47 rad, and the corresponding angle of
refraction is β = 0.714 rad.
Interference patterns on the surface of a draining silicone oil bubble film recorded
with a digital camera are shown in Figure 5·2e-f. Here, the bubble radius is R =
12.3 mm and the series of images are shown over a period of 200 s. For these images
we take the time t = 0 to be relative to the first frame (Figure 5·2d). We indicate
a single bright fringe with a dashed line as it moves down the surface of the bubble.
For this bubble, drainage time scales are on the order of hundreds of seconds, with
the bright fringe only having moved a few millimeters down the bubble surface over
200 s. Fringes appear at the top of the bubble and move towards its base as the
film drains. By convention we refer to specific fringes by their fringe number, with
fringes occurring later in time having lower fringe number. The last frame (Figure
5·2f) shows a “black film” at the top of the bubble. The bright fringe occurring
before this black film is the last bright fringe that appears before the bubble bursts
and corresponds to a film thickness of h = 254 nm. For the analysis presented here,
we consider this last bright fringe to be of fringe number one. Here our convention
is that preceding fringes are consider the ’nth’ fringe, where n is measure from this
fringe. For example, the fringe that appears immediately before the first fringe is the
2nd fringe. The film thickness can be readily calculated in terms of the fringe number
as h = 254 nm for the same angle of incidence α. In the data shown here, we track
each fringe as it moves down the bubble interface. When the black film is observed
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the thickness at each of these tracked fringes can then be found.
5.3 Measurements of Draining Bubble Films
Using this technique we measure the film thickness of a silicone oil bubble film as it
drains. For data shown here we measure the final nine bright fringes as they move
down the bubble interface. Figure 5·3a shows measurements of the film thickness
profiles h(S, t) at the times when the nth fringe first appear. In this figure each
marker corresponds to a single fringe and darker tones correspond to later times. A
fringe represents a region of film of constant thickness, therefore markers occur at
constant values of h. As time progress regions of constant thickness is move down
the bubble interface. For example, at time t = 0 s, the 9th fringe appears at the top
of the bubble (S = 0 mm), and the bubble film at this position has a thickness of
h(0, 0) = 9× 254 µm = 2.28 µm. At time t = 10 s, the 8th fringe appears and the 9th
fringe has now moved down the bubble to S = 2.5 mm. The curves in Figure 5·4a
show that regions of constant thickness move down the bubble, and the thickness
at the top of the bubble S = 0 mm decreases over. Fringe 1 appears at t = 220 s,
and at this time the thickness profile is known over 0 mm < S < 10 mm. Tracking
more fringes allows for analysis over a larger range of S on the bubble, although
fringes of large n can become difficult to track as they approach the meniscus region
where the thickness rapidly increases. This difficulty can be observed in Figure 5·2f,
where fringes near the base of the bubble, corresponding to larger values of n, become
bunched together and indistinguishable at the meniscus.
The thinning over time of this bubble film for selected fixed positions S is shown
in Figure 5·3b. Connected markers represent positions that are indicated by the
labels, with the first curve beginning at t = 0 corresponding to the top of the bubble
S = 0 mm, and the curve beginning at t = 275 s corresponding to a position closer to
the meniscus. Here the horizontal axis represents time measured from the appearance
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Figure 5·3: Dimensional and non-dimensional bubble thickness profiles for a single
bubble of radius r = 12.3 mm. (a) Bubble film thickness h(S, t = ti), where ti is the
time when the nth fringe appears, increases with position φ down the bubble. (b) The
film thickness h(S = Si, t) decreases over time, where Si is a selected position on the
bubble. (c) Scaling the thickness profiles h(S, t = ti) by the thickness at the top of
the bubble for each curve nearly collapses all data to a single curve indicated by the
dashed line. (d) Using the curve in (c), h(S = Si, t), and h0 = 2.28 µm, (b) is scaled
and collapses to the single curve G(t) = H(S, t)/ (h0H(S)).
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of the 9th fringe, and the vertical axis represents the film thickness in µm. As in Figure
5·3a, a constant value of h corresponds to a single fringe, with fringe number increasing
with increasing values of thickness. Over time the thickness at each selected position
S on the bubble decreases. In Figure 5·3b, the time elapsed between the occurrence
of 9th and 1st fringes at S = 0 is 220 s. The points for the curve at S = 0 mm in
Figure 5·3b corresponds to the points at S = 0 in Figure 5·3a. While Figure 5·3a
only extends over 220 s, these final 9 fringes in Figure 5·3b are observed at later times
as they advance down the bubble interface. The data in Figure 5·3b is taken up to
the point of rupture, where Figure 5·3a ends when the 9th fringe appears at an earlier
time t = 220 s.
In Figures 5·3a,b we have shown that the thickness profiles of the film increases
with increase S, and that for any position S the film thins over time. Next, we consider
that if the this film drainage is self-similar, the thickness data h(S, t) shown in Figure
5·3a,b can be represented as the product of two independent functions of time and
position, h(S, t) = G(t)H(S)h0, where h0 = h(S = 0, t = 0), the thickness at the top
of the bubble when the 1st fringe appears, and the functions H(S) and G(t) are non-
dimensional. Here we first choose H(S) = h(S, t)/h(S = 0, t), non-dimensionalizing
the curves in Figure 5·3a by their respective thickness value at S = 0. The result
of the non-dimensionalization of the multiple curves in Figure 5·3a is a collapse to
a single curve independent of time (Figure 5·3c). In Figure 5·3c, the horizontal axis
is again the position S along the bubble surface, and the non-dimensional thickness
H(S) is represented by the vertical axis. The dashed line serves as a guide for the eye
to highlight this collapse to a single curve. The tone of the markers in this collapsed
curve correspond to the same markers for the dimensional curves of Figure 5·3a. Here
the thickness profile of the bubble increases monotonically with increasing position S
along the bubble surface.
To obtain G(t), we use the newly found H(t) and non-dimensionalize the curves
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in Figure 5·3b as G(t) = h(S, t)/ (h0H(S)), where we interpolate for values of H(S)
from the collapsed curve in Figure 5·3b. Using this scaling we again find that the
multiple curves taken at selected S collapse to a single curve independent of S (Figure
5·3d). A dashed line is again shown as a guide for the eye, highlighting this collapse
of experimental data to a single curve. This curve shows that for any position S on
the bubble, the film thickness decays over time. Additionally, because the thickness
curves in Figure 5·3b span more time than those in Figure 5·3a, the minimum non-
dimensional value reported is nearly an order of magnitude lower than that reported
in Figure 5·3c. These results illustrate that the drainage of this silicone oil bubble is
self-similar.
While we have shown this collapse for a single bubble in Figures 5·3c,d we next
investigate if there is a universal curve that bubbles of any size will collapse, provided
Bo 1.
Figures 5·4a,b show thickness profiles H(S) and G(t), respectively, obtained for
bubbles ranging in sizes 10 mm to 24 mm. In Figure 5·4a fringes the horizontal axis
represents the position on the bubble, where the vertical axis represents the non-
dimensional thickness H(S). Here collapsed curves are shown with single maker
and tone, where in Figure 5·4c, the tones of the marker increase from light to dark.
For larger bubbles, the non-dimensional curves H(S) extend over respectively larger
S. For example, the smallest bubble with R = 10.3 mm is reaches a thickness of
H(S) = 9 at a S ≈ 8 (Figure 5·4a, red square markers), while the largest bubble does
not reach the same relative thickness until S ≈ 20 mm (Figure 5·4a, purple pentagon
markers). This is physically consistent as the top of larger bubbles is further from
their meniscus, while the tops of smaller bubbles are relatively closer.
In addition to this trend of smaller bubbles becoming thicker in physically shorter
distances than larger bubbles, smaller bubbles take longer to drain than larger bubbles
(Figure 5·4b). Here the horizontal axis corresponds to time, and the vertical axis the
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Figure 5·4: Experimentally obtained thickness profiles can be collapsed to nearly
universal self-similar curves by consideration of appropriate length and time scales.
(a) Film thickness profiles H(S) are shown as a function of the dimensional distance
S which illustrates the effects of varying the bubble size. (b) Scaling the spatial
dimension S by R nearly collapses all curves in (a) to a single self-similar curve. (c)
The film thickness decays exponentially in time, where the vertical axis is logarithmic
to illustrate this observation, with smaller bubbles taking longer to burst. (d) Scaling
the time dimension by τ = µ/ρgR results in a similar collapse. Again the vertical
axis is scaled logarithmically.
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non-dimensional thickness G(t), where this vertical axis is shown in log scale here to
highlight the fact that the bubble film decays exponentially in time. The smallest
bubble takes over 700 s to drain and pop after the 9th fringe is first observed at t = 0 s
(Figure 5·4b, red square markers), while the largest bubble drains and pops in less
than half that time at t = 280 s (Figure 5·4b, purple pentagon markers). Again,
G(t) uses data reported at later times than H(S), resulting in minimum values of
non-dimensional thickness G(t) that are nearly an order of magnitude smaller than
the minimum values reported for H(S).
The dependence of H(S) and G(t) on dimensional variables S and t is removed
through the scalings φ = S/R and T = t/τ , where τ = ρgR/µ is the characteristic
time scale of the film drainage. Non-dimensionalization of curves in Figures 5·4a,b
show the collapse of H(S) and G(t) for all the bubble sizes reported here to single
universal master curves H(S/R) and G(t/τ), respectively (Figure 5·4c,d). Figure
5·4c shows that the thickness of all the observed viscous draining bubbles here can
be described by a single self similar curve. Additionally, Figure 5·4d shows that
thickness at any given point on the thin film decays nearly exponentially in time
and again supports the idea that the film thickness can be described by self-similar
solutions.
This collapse has two implications regarding the modeling of this drainage prob-
lem. First, the universal collapse is strong evidence that viscous bubble drainage can
be described by a similarity solution. This conclusion could also be drawn from the
apparent by the lack of a natural characteristic length for the bubble film drainage.
While here we chose to characterize bubbles by their radius and corresponding Bond
number, the collapses shown in Figure 5·4c,d demonstrate that the value of Bond
number has negligible effect on the drainage dynamics. In other words, the drainage
does not depend on the physical size of the bubble, provided that Bo 1. Addition-
ally the choice of h0 in the scaling of H(S) was motivated more by convenience than
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consideration of the physics governing the film drainage.
The second implication is that the film thickness in ultra-viscous bubbles nearly
diverges well before the film matches to the meniscus. While previous theoretical
and numerical models have typically arrived at film thickness profiles H(S/R) that
do no diverge, these results suggest that to an extent diverging film thickness profiles
should be expected for these draining bubbles. The films observed here become
at least an order of magnitude thicker at S/R ≈ pi/4 compared to their top. For
nearly hemispherical bubbles, this is only about half the distance from the top of the
bubble to the contact point (xc, zc) (Chapter 1). This rapid divergence of thickness
profile contrasts with surfactant laden bubbles, or the air films measured in Couder
et al. (2005), which can be of comparably uniform in thickness. From our results,
theoretical thickness profiles are expected to diverge if they are to be consistent with
our experiments.
Here we move forward to develop a model for the drainage of the drainage of
ultra-viscous bubbles consistent with these experiments.
5.4 Theoretical Drainage Model
The conservation of mass for a thin film spherical film is
∂h
∂t
+
1
sinφ
∂
∂φ
hu sinφ = 0, (5.1)
where here h = h (S, t) and u = u (S, t) are the dimensional film thickness and velocity,
respectively. Surface tension and gravity act to transport and elongate fluid moving
down along film interface. The momentum balance for a thin spherical shell is given
in Howell (1999) and shown here
∂
∂φ
[
h
(
sinφ
∂u
∂φ
+
u
2
cosφ
)]
− h cosφ
(
1
2
∂u
∂φ
+ u cotφ
)
= −ρgR
2
4µ
h sin2 φ. (5.2)
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The viscous stresses in the φ and θ directions are σφφ = 2h (cotφu+ 2∂u/∂t) and
σθθ = 2h (2u cotφ+ ∂u/∂t), where the subscripts of the stresses represent the face
and direction of the force on a fluid element. Additionally, for axis-symmetric bubble
films σφφ = 0. Surface tension does not affect the film dynamics arising in the
momentum balance of Equation (5.2). Non-dimensionalizing Equations (5.1) and
(5.2) a natural choice of the characteristic velocity is uc = ρgR
2/µ and characteristic
time is τ = µ/ρgR, which is consistent with the experimental collapse in Figure 5·4d.
Motivated by experiments illustrated in Figure 5·4, we seek solutions of the form
u(S, t) = ucU(φ)V (T ) and h(S, t) = h0H(φ)G(T ), where φ = S/R and T = t/τ .
Separating the variables, we can reduce the two coupled partial differential equations
into a system of four ordinary differential equations, two in time and two in space:
1
H
1
sinφ
d
dφ
(HU sinφ) = λ, (5.3)
− 1
G
dG
dT
= λ, (5.4)
−Hsin2φ
d
dφ [2H(2 sinφ
dU
dφ
+U cosφ)]−2H cosφ( ∂U∂φ+2U cotφ)
= λ2, (5.5)
V (T ) = λ2 (5.6)
where λ and λ2 are constants. Certain boundary conditions must hold. By construc-
tion and by symmetry, it follows that
H(φ = 0) = 1, (5.7)
dH
dφ
∣∣∣∣
φ=0
= 0, (5.8)
G(T = 0) = 1, (5.9)
U(φ = 0) = 0. (5.10)
These boundary conditions are sufficient to relate the time varying components to λ
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and λ2:
G(T ) = e−λT , (5.11)
V (T ) = λ2 (5.12)
The spatially varying components can be rewritten as:
1
H
dH
dφ
= ξ(φ), (5.13)
ξα− dα
dφ
− β = − sin2 φ, (5.14)
where
ξ = λ/U − 1
U
dU
dφ
− cotφ (5.15)
α = sinφdU/dφ+ U/2 cosφ (5.16)
β = cosφ
(
1/2
dU
dφ
+ cotφ
)
(5.17)
are all independent of H. Recasting the equations in terms of these functions is
helpful for two reasons. First, we have decoupled Equation (5.14) from Equation
(5.13). Equation (5.14) can be solved independently, provided that we have two
boundary conditions for U and insight into the parameters, λ and λ2. Second, these
recasted equations nicely illustrate an additional boundary condition at the top of
the bubble. At φ = 0, the left-hand side of Equation (5.13) must be zero because of
the boundary conditions (5.7) and (5.8), implying that ξ(φ = 0) = 0. Therefore the
right-hand side of Equation (5.15) must be zero for φ = 0, which requires that:
dU
dφ
∣∣∣∣
φ=0
=
λ
2
(5.18)
Thus there are sufficient boundary conditions to solve for H(φ) and U(φ) for
given values of λ and λ2. Physically, the values of λ and λ2 are likely set at the
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side of the bubble where the film thickness grows to the point that shear effects are
no longer negligible. Determining the appropriate matched conditions to calculate λ
and λ2 analytically is beyond the scope of this dissertation. Instead, we determine
appropriate values from our experimental results. This system of ordinary differential
equations can then be solved numerically.
5.5 Comparison of Experiments and Model
The solutions to the non-dimensional Equations (5.3), U(φ) and H(φ), respectively,
are shown in Figure 5·5a,b, respectively, as solid red lines. The numerically calcu-
lated film fluid velocity U(φ) increases with increasing φ up to a maximum value of
U = 0.027 at φ = 0.56 rad (Figure 5·5a, inset). For φ > 0.56 rad , or moving further
towards the meniscus, the film velocity decreases. As a reference, the expected non-
dimensional plug flow velocity U = sinφ used in Debre´geas et al. (1998), is also shown
as a dashed black line in Figure 5·5a. This model velocity profile is inconsistent with
our observed non-monotonic profiles and over predicts the fluid velocity by over an
order of magnitude. This orders of magnitude deviation is also found between our
numerically calculated thickness profiles H(φ) and the profiles proposed in the model
developed by Debre´geas et al. (1998) (Figure 5·5b). In Figure 5·5 our numerically
solved thickness profiles H(φ) rapidly diverge with increasing φ, where these profiles
are nearly an order of magnitude larger between the top, φ = 0, and at φ ≈ pi/4 rad,
only half the distance to the bubble’s base. Here we show the non-dimensional thick-
ness H(S/R) from Figure 5·3 as solid markers. Our numerically computed results
are in reasonable agreement with our measured film thickness profiles. However, the
model profile H(φ) = 1/ cos4 (φ/2) used by Debre´geas et al. (1998) predicts the film
thickness will increase by only a factor of four from the top of the bubble completely
to its base. At the point φ = pi/4 rad, the previous model is nearly an order of
magnitude smaller than both our experiments and numerics.
92
0
0
2
4
6
8
10
0
0
0.1
0.2
0.3
0.4
0.5
0 15 30 45 60 75 90
0
0.01
0.02
0.03
a
b
c
d
Figure 5·5: Combined numerical and experimental non-dimensional velocity and
thickness profiles U(φ) and H(φ), respectively. (a) Numerically calculated velocity
profiles are non-monotonic with increasing φ. A plug flow model U(φ) = sinφ over-
predicts the magnitude of film velocity by an order of magnitude. Observed film
velocity found from particle image velocimetry are consistent with the numerically
solved velocity profiles. (b) Numerically calculated thickness profiles H(φ) diverge
rapidly as the film approaches the bubble meniscus. Again, previous models deviate
orders of magnitude from current solutions. Experimentally obtained film thicknesses
from Figure 5·4 (filled markers) are consistent with this observed divergence. (c) Top
view of a draining bubble seeded with particles. Arrows show the displacement of
particles. (d) Side view of the draining bubble illuminated from behind with a sodium
lamp.
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The inconsistency between the plug flow model and our drainage model motivate
further experiments to test if velocity profiles are indeed non-monotonic with φ. Film
velocity profiles are measured using a particle tracking method. Bubbles are allowed
to rise to the surface and begin to drain before being seeded with particles. Time
lapse photographs are taken simultaneously with two cameras positioned at φ = 0 rad
(Figure 5·5c) and at φ = pi/2 rad (Figure 5·5d). Images are taken at intervals of one
second as the bubble drains and seed particles appear as small dots in (Figure 5·5c)
and black spots in (Figure 5·5d). The difference in appearance between these two
images is due to placement of a light source to the side of the bubble shown in Figure
5·5c, where the light source in Figure 5·5d is placed behind bubble in line with camera,
as in Figure 5·2a. Seeded particles are assumed to move with the fluid in the film,
allowing the velocity to be calculated as the change in position of a single particle
over time. Over time the particles transport down the surface of the film into oil
bath. Representative displacement of particles are shown by the solid white arrows
from top (Figure 5·5c) and side (Figure 5·5d) views. In these images the length of the
tail of the arrow represents the displacement of the particle. The image from the top
(φ = 0 rad) of the bubble shows that the magnitude of velocity increases away from
φ = 0 (Figure 5·5c). Viewed from the top, particles become difficult to track from as
they move towards φ = pi/6 rad, where horizontal particle displacements become small
due to the spherical geometry of the bubble. The side profile of the bubble allows for
easier particle tracking for larger values of φ. The bubble is illuminated from behind
with a sodium lamp as in Figure 5·2. Particle displacements for φ ≥ pi/6 rad can be
observed more easily form this side view. Here it is observed that for φ ≥ pi/6 rad
the particle velocities begin to decrease. The combined velocity profiles from top and
side views illustrate that the film velocity profile increases with increasing φ until
φ ≈ pi/6 rad. Where above this value of φ the fluid film velocity decreases moving
towards the meniscus.
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The velocities calculated from the experimentally measured displacement of these
particles is shown non-dimensionalized by the characteristic velocity uc = ρgR
2/µ in
Figure 5·5a as filled green circles ( ). These experimental velocities are consistent
both in order of magnitude and non-monotonic trend with numerically calculated
profiles U(φ) . Particles become difficult to track from the side for φ ≥ 5pi/12 rad due
to obstruction of light by the thick film base, making measurements of fluid velocity
near the meniscus region difficult.
5.6 Discussion of Results
These numerical results stem from the momentum equation where viscous stresses
balance with gravity. While the underlying model presented here is the first to have
simplified the dynamics from a non-linear partial differential equation to a non-linear
ordinary differential equation, others have employed more rigorous numerical meth-
ods. Previous approaches typically involved either solving boundary-integral equa-
tions for creeping flow or by using a front-tracking method. Of the former methods
Chi and Leal (1989) are the first to consider the numerical solutions to the bound-
ary integral equations of a viscous drop approaching a free surface. In their work a
small range of viscosity ratios where both fluid phases affect the resulting drainage
is considered. The drainage profile at the top of the bubbles they study, H(φ = 0, t),
is reported for selected viscosity ratios, however the smallest values of H(φ) reported
were on the order of 20% of R. While this regime does not provide a useful compari-
son for our proposed model, where H(φ) R, Pigeonneau and Sellier (2011) adapted
the method to look at trains of bubbles approaching a free surface. This later work
considered solutions to the axi-symmetric approach of a gas bubble surrounded by
a viscous liquid towards a flat gas-liquid interface, which corresponds more closely
to the bubbles investigated here. The simulations of Pigeonneau and Sellier (2011)
how that the bubble films drain exponentially in time as we have found in both ours
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experiments and numerical calculations. While Pigeonneau and Sellier (2011) predict
similar scaling of the thickness profile in time at the top of the bubble, the thicknesses
they observe are nearly two orders of magnitude larger than the maximum largest
thickness of (2.28 µm) shown here. These previous numerics seem to approach the be-
ginning of the expected self-similar drainage regime, however they lack the resolution
to be directly compared with our experimental results. This shortcoming highlights
our approach of solving the non-dimensionalized drainage equations, where we do not
directly model both surfaces of the bubble film as is required for boundary-integral
methods.
While boundary-integral methods have difficulties resolving thin films, VOF meth-
ods such as in Hirt and Nichols (1981) and Popinet (2009) have the drawback that the
fluid domain must be discretized. This is less of a problem for implementations that
use adaptive grids such as the method first introduced in Popinet (2003), but care
must be taken to properly resolve a thin fluid layer that can easily be at least 4 orders
of magnitude thinner than the larger bubble geometry. For example, the largest film
thickness reported in Figure (5·3a,b) is 2.28 µm for a bubble that is 12.3 mm, spanning
four orders of magnitude in size. If VOF type simulations were performed using an
adaptive quad tree grid such as implemented in the multi-phase flow solver Gerris,
at least 16 levels of grid refinement would be required to model both the largest and
smallest scales in the problem. Indeed this four orders of magnitude is a minimum
value required to model the final drainage leading up to rupture, as film thickness are
measured down to h ≈ 254 nm.
5.7 Conclusions
Here we have shown measurements from a single wavelength interferometric method
of the film thickness of a ultra viscous bubbles floating on a liquid bath draining
under the influence of gravity. The bubble films measurements begin when the film is
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2.50 µm thick. The film drainage at the top of the bubble is found to be exponential in
time Measurements of the film thickness profile show the bubble to become orders of
magnitude thicker before between the top of the bubble and the meniscus connecting
the film to the fluid bath, inconsistent with an existing model.
We develop an axi-symmetric drainage model incorporating both conservation of
mass and momentum to reconcile this difference between our observed profiles and the
existing model. From this a coupled pair of partial differential equations describing
the evolution of film thickness and velocity profiles. Using separation of variables this
system of partial differential equations is reduced to a system of two non-linear ordi-
nary differential equations that can be solved numerically as an initial value problem.
The resulting numerically integrated film thickness profile is found to be consistent
with our experiments, while an unexpected non-monotonic velocity profile is found.
Further experiments are performed using a particle tracking method to follow seeded
particles as they transport through the film. The resulting experimentally measured
velocity profiles are found to be consistent with our numerical results
Most analytic and numerical results were not performed for the range of Bond
numbers and viscosities presented here. Models developed for studying the same
silicone oil used in experiments here predicted thickness and velocity profiles incon-
sistent with experimental measurements. Our experiments and model presented here
show that draining viscous bubbles can be orders of magnitude thicker than previ-
ously thought. Further work is needed to apply the drainage model developed here
to cylindrical and planer viscous sheets.
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Chapter 6
Conclusions
In this thesis we demonstrated how the geometry and dynamics of interfaces are
affected by flow regimes set by the relative importance of viscous, interfacial, and
gravitational forces. As the thesis progressed, we investigated flows in both droplet
and bubble geometries where viscous effects became increasingly significant. For
example, in Chapter 2 viscosity is found to negligibly affect the dynamics of coalescing
conical droplet pairs. However, by Chapter 5, surface tension is completely absent
from the drainage dynamics of bare, ultra-viscous bubbles and viscosity regulates
the flow of fluid through the bubble film. Here we summarize the results of our
investigations on the selected drop and bubble geometries.
6.1 Conical Coalescence
We first consider the coalescence of conical droplet pairs, such as those found in
condensing clouds where strong electric fields exist. We develop a geometric model
of these drop pairs, assuming their initial geometries are connected by a small liquid
bridge. The initial curvature of this bridge is chosen such that the pressure in the
bridge drives all droplet pairs to initially coalesce. Simulations resolved scales from
the initial bridge connection to the larger drop geometry. Physically, we resolve
lengths as small as 200 nm at the bridge up to 2 mm at the drops, spanning four
orders of magnitude in size. In these simulations we include the effects of viscosity, as
it regulates the initial dynamics of the droplet coalescence. From these simulations
we extract interface profiles of the coalescing and recoiling cones showing they follow
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the self-similar scaling law ` ∝ t2/3 for inviscid self-similar dynamics as described
in Chapter 1. This result suggests that coalescence and non-coalescence of these
conical drops is regulated by only a dynamic balance of surface tension and inertia,
where viscosity plays a negligible role. In addition to this self-similar behavior, a
critical angle separating coalescing and non-coalescing droplet pairs is found to be
independent of the initial mean curvature and outer geometry.
Chapter 2 illustrated two previously unknown points. First, the critical angle of
coalescing cones can be rationalized without considering electrohydrodynamic effects.
Second, for water droplets surrounded by air, viscosity negligibly affects dynamics,
giving rise to self-similar coalescence and recoil. The first result implies that studies
interested in coalescence of conical nearly-inviscid droplets in an electric field may
neglect electric effects in their modeling for coalescence dynamics.
6.2 Coalescence with a Liquid Bath
In Chapter 3 we study the coalescence of conical droplets with a liquid bath and solid
substrate, building upon the ideas developed for nearly inviscid conical droplet pairs
in Chapter 2. We perform simulations investigating initially connected water cones
surround by air, where we vary the individual cone angles, β1 and β2, independently.
In these simulations we remove the drop geometry, as this aspect has been shown to
negligibly affect the resulting dynamics. We focus on modeling the dynamics of a cone
initially connected with a flat liquid bath. We find a transition between coalescence
and recoil corresponds to a critical angle between 0.63 < βc < 0.64, larger than
expected for pairs of conical drops. In addition to this critical angle, we find that
the coalescence and recoil dynamics are self-similar, as would be expected for nearly
inviscid conical drop pairs.
Previous experiments suggest that electrified conical drops contacting a solid sub-
strate bear some similarities to the coalescence of conical drops. Experiments are
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performed to test these similarities by imaging the contact behavior of an electrified
conical drop with a solid substrate. We find that a critical angle for a liquid cone with
a solid substrate is between 0.61 < βc < 0.70, which is consistent with the critical
angle found for simulations of a water cone initially connected with a liquid bath. Ad-
ditionally, this critical angle is below the Taylor Cone angle where coalescence is no
longer expected. This similarity suggests that the coalescence of a liquid cone with a
solid substrate may be modeled using ideas developed for coalescence of conical drops
with liquid baths. However, further investigation would be required to determine if
the dynamics of electrified drops are indeed self-similar and obey scalings found for
liquid coalescence.
6.3 Bursting Bubble Aerosols
In Chapters 2 and 3 the effects of viscosity were found to negligibly affect the dy-
namics of the coalesce of water cones. Here we study the effects of viscosity on
the jet dynamics and aerosol production of bursting water micro-bubbles. Previ-
ous observations suggest that jet drops should be approximately 1/10th the size of
their originating bubbles. However in this chapter, we combine high-speed digital
microscopy, microfluidics, and simulations to reveal a non-monotonic dependence of
jet drop size on initial bubble size. Microfluidic devices are used to constrain the
bubble burst to a region where resulting jet drop generation could be predictably
captured with our high speed digital camera. While previous experimental works
have focused on the effect of the initial bubble size on jet drop production, here it
natural to think of bubble bursting in the context the Laplace number La = ργR/µ2.
In this framework, adjusting bubble size with fixed viscosity can probe a similar ef-
fect as varying viscosity while holding bubble size constant. For our experiments, we
use the latter approach, investigating the effects of Laplace number on jet drop size
by using different glycerol-water mixtures, where adding glycerol to water has the
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primary effect of increasing the solution viscosity. We relate the experimental results
the glycerol-water mixtures to an effective size for a pure water solution through the
Laplace number.
Using this rescaling approach, our experiments show that the water jet drop rel-
ative size decreases by nearly an order of magnitude from the expected 1/10th rule.
Additionally, in the range of Laplace numbers where this deviation is largest, a non-
monotonic dependence of jet drop size on initial bubble size is found. In this range,
we observe jet drops as small as 2 µm for a bubble of initial diameter 40 µm, which re-
sults in a relative jet drop size of rd/R = 0.05. Simulations further illustrate this non-
monotonic dependence, suggesting a lower limit for a water jet drop of rd = 110 nm.
A key implication of this result is that, contrary to conventional wisdom, the
smallest jet drops are not produced by the smallest bubbles. Instead, we have shown
that the smallest jet drops are produced from larger bubbles. Lastly, in this chap-
ter, viscosity had a significant effect on observed bursting bubble dynamics and the
produced jet drop size.
6.4 Draining Bubble Films
In the final chapter we investigated the drainage of bare, ultra-viscous, large Bond
number, bubble films. We develop an experimental technique that leverages the fact
that a thin bubble film becomes a Fabry-Perot interferometer. Using ultra-viscous
silicone oil, we slow the drainage dynamics to the point where these bubble films
take minutes to thin and pop. As the bubble drains, we pass collimated, monochro-
matic light through the bubble film and record the resulting interference patterns
with time-lapse photography. Over time, fringes appear at the top of the bubble and
move towards its base. We develop a relation to determine the relative thickness be-
tween two consecutive fringes. After draining for several minutes, the bubble becomes
sufficiently thin and a large “black film” advances down from the top of the bubble.
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When this black film appears, the absolute thickness of all previous fringes can be
calculated.
We show the measured film thickness profiles for a single bubble can be collapsed
to self-similar curves, independently describing the evolution of film thickness in terms
of arc-length or time. This collapse is then demonstrated for a number of bubble sizes.
Through the appropriate re-scaling of arc-length and time, these self-similar curves
are collapsed to single master curves that are independent of the Bond number.
Motivated by these results, we develop a theory based on elongational flow to
describe the drainage of these viscous bubbles. Thickness profiles are numerically
calculated from our theory and found to be consistent with our experimental mea-
surements. From the theory we find that film velocity profiles are non-monotonic.
Further experiments using a particle tracking method to measure the film velocity
are performed. The velocity profiles are found to be consistent with our proposed
drainage model.
The results in this chapter have several implications. First, we find that previ-
ous drainage models of bare, ultra-viscous bubbles do not sufficiently capture the
observed thinning dynamics. Our proposed model reconciles this inconsistency and
provides a framework for understanding elongational bubble film drainage. Second,
more accurate predictions of the time it takes for bubbles to drain and pop are now
available with this newly developed theory. Finally, our new framework provides the
basis for studying more complex systems, such as the drainage of viscoelastic bubble
films.
6.5 Future Work
In the preceding chapters we illustrated the various roles of viscosity in shaping the
geometry and dynamics of drops and bubbles. While we resolve several conflicts
and provide new insight into the presented interfacial flows, there are still areas for
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future study. In Chapter 2 we ignore the effects of initial water drop geometry.
However, these types of conical droplet pair structures are only observed in electrified
environments. While we have shown that ellipsoidal and spherical drop geometries
have negligible effect on the coalescence dynamics of these cones, it is unclear if these
droplet geometries are consistent with those expected for drops in strong electric
fields. Simulations incorporating electrohydrodynamic effects could be performed to
properly model this geometry, which will lead to more complete understanding of
liquid coalescence.
In Chapter 3 we experimentally investigated cones coalescing with a solid sub-
strate. While we did not measure the scaling of the length of the wetted surface
as these electrified droplets spread across the solid substrate, it has been previously
shown that electrified droplets spread as ` ∝ t3/5. However, this is nearly the scaling
of ` ∝ t2/3, which is expected for self-similar liquid coalescence. Further investigations
may allow for simplified modeling if these conical drops do indeed scale self-similarly
as they wet the solid substrate.
In Chapter 4 we move away from coalescing cones and focus instead on aerosols
produced from bursting bubbles. Through simulations and experiments, we find the
size of the first jet drop produced has a non-monotonic dependence on initial bubble
size. Previous experiments suggest that jet drop size was approximately 1/10th the
originating bubble, however we show that they can be orders magnitude smaller. This
reduced jet drop size will have to be incorporated in transport models where aerosol
generation from the ocean to the marine atmosphere is included. Additionally, while
we show that the first jet drop can be nearly an order of magnitude smaller than
previously expected, we have not investigated secondary or other droplets that form
from bursting bubble jets. Further studies will have to be performed to quantify the
size and distribution of these other jet drops.
The work presented in Chapter 5 shows that previous models do not fully capture
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the thinning dynamics of large Bond number, draining, ultra-viscous bubbles. We
present a theory consistent with our experiments enabling a prediction of the time
it takes for viscous, surfactant free bubbles, such as those found in glass melts, to
drain and pop. Our theoretical model provides the basis for the rheological studies
of liquid films. Our experimental method and theory may be a platform for studying
polymer films that are hundreds to tens of nano-meters thick by adding viscoelastic
terms to our momentum balance. In addition to this nano-scale application, the use
of multiple wavelengths of light to determine absolute thickness without relying on
the appearance of a black film may be possible. Further work must be done to develop
and implement this multi-wavelength approach.
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