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Abstract
We construct an integral of a measurable real function using randomly chosen Riemann sums and show that it converges in
probability to the Lebesgue integral where this exists. We then prove some conditions for the almost sure convergence of this
integral.
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1. Introduction
In this paper we define an integral on Lebesgue measurable, real valued functions whose construction is similar
to that of the Riemann integral. This is done by using Riemann sums which are random variables, and taking their
limit in probability. This limit when it exists we call the random Riemann integral. Whereas the Riemann integral
only exists for functions which are bounded and whose discontinuity points are a Lebesgue nullset, the convergence
of the random Riemann integral requires only a much weaker condition on the function to be integrated. We prove in
fact that this integral exists and is equal to the Lebesgue integral if the Lebesgue integral exists. We then prove further
results on the convergence of Riemann sums treated as random variables, and its dependence on both the size of the
function and those of the interval partitions on which the Riemann sums are constructed.
The idea of the random Riemann integral comes from that of the first return integral. A sequence of real numbers
which is dense in the unit interval determines an interval function; the first term of the sequence which belongs to the
interval is the first return point of the interval. Applications of this idea to real analysis have been studied extensively,
see the survey paper [3]. In particular, the first return integral was first suggested in [1]. This integral was further
considered as a random variable, namely as a function of a randomly chosen dense sequence in [2]. This led naturally
to the consideration of the random Riemann integral, and the questions answered in this paper.
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In what follows, f is a Lebesgue measurable function from the unit interval I := [0,1] into R. We write the
Lebesgue measure of a set A ⊂ R as |A|. The Lebesgue integral of a function f on a set A is denoted by ∫
A
f and on I
simply by
∫
f . A partition P is a finite collection of nondegenerate intervals {Ik ⊆ I: 1 k  n} such that the interiors
of any two intervals are disjoint and the union of all the intervals is I. The size of P is |P| := max(|Ik|: Ik ∈P).
1.2. Random Riemann sums
Suppose f : I → R is a Lebesgue measurable function. Given a partition P , we define the random Riemann sum
of f on P as follows. For each Ik ∈ P , let tk ∈ Ik be a random variable with the uniform distribution on that interval,
and with ti and tj independent for all i = j . Then define random variables
Xk = |Ik| · f (tk)
for each k. Note that E(f (tk)) = 1|Ik |
∫
Ik
f , and so E(Xk) =
∫
Ik
f and further
E
(
X
p
k
)= |Ik|p−1 ·
∫
Ik
f p
if this integral exists.
The random Riemann sum of f on P is
SP (f ) :=
∑
Xk.
It is monotone and linear in f , and has expectation
E
(
SP (f )
)=∑∫
Ik
f =
∫
f.
This suggests that the random Riemann sum approximates the integral of a function. We hope to find a weak or strong
law of large numbers which will allow us to define an integral from the random Riemann sum, equal to the Lebesgue
integral.
We will also use that
E
∑
|Xk|p =
∑
|Ik|p−1 ·
∫
Ik
|f |p  |P|p−1
∫
|f |p. (1)
2. Convergence in probability
We are going to show that the random Riemann sum of a function converges in probability to its Lebesgue integral,
given a sequence of partitions whose sizes tend to zero.
Proposition 2.1. Suppose f is Lebesgue integrable. For each ε > 0 there exists δ such that for all partitions P with
|P| < δ,
P
(∣∣∣∣SP (f ) −
∫
f
∣∣∣∣> ε
)
< ε.
Proof. Suppose f ∈ L1 and let ε > 0 be given, and without loss of generality suppose ε < 1. The Riemann integrable
functions are dense in the space L1, and so we can write f = g +h, where g is Riemann integrable, and
∫ |h| < ε2/4.
We will use the fact that both the Lebesgue integral and the random Riemann sum are additive, so SP (f ) = SP (g) +
SP (h). By the definition of Riemann integrability, there exists δ such that for a partition of size |P| < δ, every Riemann
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∫
g| < ε/2 with certainty. Now,∫
h
∫ |h| < ε/4, and so P(|SP (h) − ∫ h| > ε/2) P(|SP (h)| > ε/4) and by Markov’s inequality this is at most
E|SP (h)|
ε/4
 ε
2/4
ε/4
= ε.
So for a partition P with |P| < δ, we have that
P
(∣∣∣∣SP (f ) −
∫
f
∣∣∣∣> ε
)
 P
(∣∣∣∣SP (g) −
∫
g
∣∣∣∣+
∣∣∣∣SP (h) −
∫
h
∣∣∣∣> ε
)
 P
(∣∣∣∣SP (g) −
∫
g
∣∣∣∣> ε/2
)
+ P
(∣∣∣∣SP (h) −
∫
h
∣∣∣∣> ε/2
)
 0 + ε
as required. 
Proposition 2.2. Suppose that f is a Lebesgue measurable function with ∫ f = ∞. Then for each ε > 0 and each M
there exists δ such that for all partitions P with |P| < δ, we have
P
(
SP (f ) < M
)
< ε.
The analogous result holds for f with ∫ f = −∞.
We can prove this by choosing an integrable function g which is dominated by f and whose Lebesgue integral is
M + ε. Then by Proposition 2.1, we can find δ such that
|P| < δ 	⇒ P (SP (g) < M) P (∣∣SP (g) − (M + ε)∣∣> ε)< ε
and by the monotony of the random Riemann sum, the same will be true for SP (f ). 
Theorem 2.3. If f has a Lebesgue integral, then the random Riemann sum of f on a sequence of partitions whose
size tends to zero, converges in probability to
∫
f .
3. Almost sure convergence
It is not true in general that the random Riemann sum converges with probability one to the Lebesgue integral of f .
In fact this convergence depends on the size of the partitions in the sequence used.
Theorem 3.1. For every p > 1 and ε > 0, there exists a function f ∈ Lp−ε and a sequence of partitions (Pn)∞n=1 with
(|Pn|) ∈ p−1 such that
P
(
SPn(f ) →
∫
f
)
= 0.
Proof. Let p > 1 and ε > 0 be given, and suppose, without loss of generality, that ε < min(p − 1,3). We construct
f as follows. Define a sequence (dn)∞n=1 by dn := c1n−3/ε , where c1 is chosen sufficiently small that
∑∞
n=1 dn < 1.
Let (Jk) be a sequence of non-overlapping intervals in I with |Jk| = dk . We define the function f to be equal to 1/dk
on a subinterval of Jk of length ekdk , and zero on the rest of Jk , as well as on I\⋃∞n=1 Jk . Here ek := c2nβ , where
0 < c2 < 1 and β < −1 will be specified later.
Next we define a sequence of partitions. Partition Pk includes the interval Jk , and any other intervals which make
up I, of length at most |Jk|. Thus |Pk| = |Jk| = dk . To form our sequence we take the Pk in order and repeat each
Mk := 1/ek times. So we define P∗n :=Pk iff
∑k−1
i=1 Mk < n
∑k
i=1 Mk .
In order to show that f and (P∗n)∞n=1 satisfy the hypotheses of the theorem, we must show that
∑
n |P∗n |p−1 < ∞
and
∫
f p−ε < ∞. Since
∑∣∣P∗n ∣∣p−1 =∑1/ekdp−1k ∑ d
p−1
k
ekn k k
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∑
k
d
p−1
k
ek
< ∞ (2)
and similarly since∫
f p−ε =
∑
k
dkek · 1
d
p−ε
k
=
∑
k
ek
d
p−1−ε
k
we require that∑
k
ek
d
p−1−ε
k
< ∞. (3)
We have
d
p−1
k
ek
= c1k
−3(p−1)/ε
c2kβ
= c1
c2
· kα,
where α := −β − 3(p − 1)/ε. Since p−1
ε
> 1, we can choose β < −1 so that −2 < α < −1. This means that (2) will
be finite as required. Furthermore, (3) will be
c2
c1
∑
k
k−α · dεk = c2c1−1k−α−3
by the choice of dk and ek , and since −2 < −α − 3 < −1, this sum is also finite. Now, ek = c2kβ where β < −1 and
0 < c2 < 1. Thus ek  1 and
∑∞
k=1 ek is finite. We choose c2 to also ensure that
SP∗n (f ) =
∫
f =
∑
k
ek < 1/2. (4)
To see that convergence to
∫
f fails almost surely, observe that P(SPk (f ) > 1) ek . This is because if the point
tk ∈ Jk is chosen on the portion of that interval where f = 1/dk , the term of the Riemann sum corresponding to that
interval will be 1, and all other terms will certainly be nonnegative. The probability of choosing tk in this subinterval
is ek . Thus, since the partition Pk is repeated Mk times, the sum of the probabilities that SP∗n (f ) exceeds 1 will
be at least
∑
k Mkek . By the choice of Mk , this sum diverges, since ekMk → 1. So by the Borel–Cantelli lemma,
SP∗n (f ) 1 infinitely often, with probability 1, which, together with (4), proves the theorem. 
The following theorem shows that this result is the best possible. Of course one can find functions and sequences of
partitions of any size for which almost sure convergence holds. But if we want a sequence to integrate every function
in some Lp space, the next result gives us a sufficient condition.
It extends the result of Evans and Humke in [2] where they prove that for a bounded function f and a sequence of
partitions which is in some p space, almost sure convergence of the random Riemann sum to the Lebesgue integral
holds.
In fact Humke and Evans’ work concerns the first return integral, and in particular the random variable version of
it. Here the random interval tags corresponding to a given partition are constructed as follows. A sequence of points in
I is a random variable such that each term of the sequence is distributed uniformly on I and independently of all other
terms. With probability 1 this sequence meets every subinterval of I. Given a partition, the tag point in each interval I
is the first point of the sequence to belong to I . This yields the random first return Riemann sum on that partition. To
show that it is identically distributed to our random Riemann sum on the same partition, it suffices to show that the tag
points are distributed uniformly in each interval and independently of one another, and this is shown in [2]. Therefore
we can use an intermediary result from the proof of their Theorem 8 as a lemma in the proof of the following theorem.
In fact their theorem is implied by ours and corresponds to the special case p = ∞.
We should note however that the almost sure convergence of random Riemann sums is not equivalent to the con-
vergence of random first return Riemann sums, since random first return Riemann sums on different partitions are not
independent of one another. Therefore for example Theorem 3.1 does not apply to random first return Riemann sums.
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partitions with the sequence of partition sizes, (δn)∞n=1 := (|Pn|)∞n=1 in p−1. Then the random Riemann sum SPn(f )
tends to
∫
f almost surely as n → ∞.
Proof. Let p, f and (Pn)∞n=1 be given as in the statement of the theorem. First suppose that 1 < p  2. For each
n ∈ N, we define fn as follows. On each interval of Pn, fn is constant and has the same integral as f on that interval.
In other words if x ∈ Ik ∈ Pn, then fn(x) := 1|Ik |
∫
Ik
f . Further define f ′n by f ′n(x) := f (x) − fn(x) for all x ∈ I and
n ∈ N.
It is easy to see that SPn(fn) is constant and equal to
∫
f with certainty for each n ∈ N. Since random Riemann
sums are linear, SPn(f ) = SPn(fn) + SPn(f ′n) and so it is enough to show that SPn(f ′n) → 0 almost surely.
We will use the fact that
∫ |f ′n|p is bounded by a constant which does not depend on n. In fact each fn is dominated
by f ∗, the Hardy–Littlewood maximal operator of f , which is defined by
f ∗(x) = sup
δ>0
1
2δ
∫
(x−δ,x+δ)
|f |.
It is a well-known result that for p > 1,
∫
f ∗p is finite if
∫ |f |p is. By the triangle inequality therefore, for every
n ∈ N, ∫ |f ′n|p is at most
c :=
((∫
|f |p
)1/p
+
(∫
|f ∗|p
)1/p)p
< ∞.
Define tk,n ∈ Ik ∈ Pn as independent random variables, uniformly distributed on each interval, as in the definition
of the random Riemann sum. Write X′k,n := |Ik|f ′n(tk,n). Then SPn(f ′n) =
∑
X′k,n. Note that E(X′k,n) =
∫
Ik
f ′n =∫
Ik
f − fn = 0, therefore also E(SPn(f ′n)) = 0.
Furthermore since E(X′k,n) = 0, we have the inequality
E
(∣∣∣∣∑
k
X′k,n
∣∣∣∣
p)
 2
∑
k
E
(∣∣X′k,n∣∣p). (5)
This is a consequence of the following lemma.
Lemma 3.3. If x and y are real numbers, and 1 < p  2, then
|x + y|p  |x|p + 2|y|p + py|x|p−1 sign(x).
Inequality (5) follows from the lemma by induction and taking expectations, since∣∣∣∣∣
r∑
k=1
X′k,n
∣∣∣∣∣
p

∣∣∣∣∣
r−1∑
k=1
X′k,n
∣∣∣∣∣
p
+ 2|X′r,n|p + pX′r,n
∣∣∣∣∣
r−1∑
k=1
X′k,n
∣∣∣∣∣
p−1
sign
(
r−1∑
k=1
X′k,n
)
.
It can be seen that the last term of the right-hand side has zero expectation since X′r,n does, and is independent from
the expressions in
∑r−1
k=1 X′k,n.
Proof of Lemma 3.3. To prove Lemma 3.3, it is sufficient to prove it for x = 1, in other words that
|1 + y|p  1 + 2|y|p + py (6)
for all y and all 1 < p  2. If p = 2 the inequality holds trivially, so assume 1 < p < 2. Define
f (y) := |1 + y|
p − 1 − py
|y|p .
First suppose y > 0. The limit of f (y) as y → 0+ is 0 by L’Hopital’s rule, and the limit as y → ∞ is 1. Furthermore
it is possible to see that the derivative of f (y),
f ′(y) = py−1−p(1 + py − y − (1 + y)p−1)> 0.
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1 + ky > (1 + y)k for 0 < k < 1, and this means that 1 + (p − 1)y − (1 + y)p−1 is positive. So f (y) is nondecreasing
between 0 and ∞, in particular it is less than 1.
Now look at the case −1 y < 0. Again by L’Hopital’s rule, limy→0− = 0, and it is easy to see that f (−1) = p−1.
For convenience we define x := −y and f0(x) := f (y). For 0 < x  1 we have
f0(x) = (1 − x)
p − 1 + px
xp
and the derivative
f ′0(x) = px(−1−p)
(
1 + x − px − (1 − x)p−1).
As before this is positive since the term in brackets is 1 − kx − (1 − x)k which by the concavity of log is positive for
0 < k < 1. So f0(x) is nondecreasing between 0 and 1, therefore bounded above by p − 1 on that interval.
For 1 < x the function is given by
f0(x) = (x − 1)
p − 1 + px
xp
,
we can see that as x → ∞, it tends to 1. Assume that it attains a maximum for 1 < x, the location of this maximum is
given by
f ′0(x) = px−1−p
(
x + x(x − 1)p−1 + 1 − (x − 1)p − px)= 0
or equivalently
(x − 1)p − 1 + px = x + x(x − 1)p−1.
This means that the function has the value
x + x(x − 1)p−1
xp
= 1
xp−1
+ (x − 1)
p−1
xp−1
at its maximum if there is one, and this is clearly less than 2, since both summands are less than 1. We have shown
that f (y) < 2 for all y and all 1 < p < 2, and this proves (6). 
As we have seen,
∑
E(|X′k,n|p) = E(
∑ |X′k,n|p) |Pn|p−1 ∫ |f ′n|p . So by (5) and the choice of the partitions with
(|Pn|)∞n=1 ∈ p−1, we have
∞∑
n=1
E
(∣∣∣∣∑X′k,n
∣∣∣∣
p)
 2
∞∑
n=1
|Pn|p−1.
∫ ∣∣f ′n∣∣p  2c
∞∑
n=1
|Pn|p−1 < ∞.
An easy application of Markov’s inequality and the Borel–Cantelli lemma gives that if the sum of the expectations of a
sequence of nonnegative random variables is finite, then the sequence converges to 0 almost surely. So |SPn(f ′n)|p → 0
almost surely, hence also SPn(f ′n) → 0 as required.
Now suppose that p > 2.
We write f as a sum of f = f ∗n + f ∗∗n . Here we define
f ∗n :=
{
f if |f | < |Pn|−1/p,
0 otherwise
and define f ∗∗n := f − f ∗n . Since f is in Lp ,
∫
f ∗∗n → 0 and
∫
f ∗n →
∫
f .
We will use two lemmas. The first was proved by Evans and Humke in [2]. As noted above, their proof of this
lemma for the random first return Riemann sum, applies equally to our random Riemann sum, which is identically
distributed.
Lemma 3.4. Suppose that f is a function on I with |f | < M . Then for any partition P and any m ∈ N, we have
E
(∣∣∣∣
∫
f − SP (f )
∣∣∣∣
2m)
 c · M2m|P|m,
where c depends only on m.
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E
(∣∣∣∣
∫
f ∗n − SPn
(
f ∗n
)∣∣∣∣
2m)
 c|Pn|−2m/p|Pn|m = c|Pn|m(1−2/p).
Since (|Pn|) ∈ p−1, and by the choice of m, this expectation has finite sum over n. Therefore using Markov’s inequal-
ity and the Borel–Cantelli lemma, we have that | ∫ f ∗n − SPn(f ∗n )|2m, and therefore also | ∫ f ∗n − SPn(f ∗n )| converges
to 0 with probability 1. This shows that SPn(f ∗n ) →
∫
f almost surely. Again we use the fact that the random Riemann
sum is additive, it is remains to show that the random Riemann sum of f ∗∗ on (Pn)∞n=1 tends to zero almost surely as
n → ∞.
The second lemma is an elementary result about random variables.
Lemma 3.5. Let p > 1 and suppose that X1,X2, . . . ,Xn are independent random variables such that E|Xk|p < ∞
for all k. Denote ∑nk=1 Xk by S. Then
E|S|p max
{
2p
∑
E|Xk|p,2p2
(∑
E|Xk|
)p}
.
This result is given in [4]. We omit the proof.
Now, we apply this lemma to the random variables X∗∗k,n, which are defined analogously to X′k,n for the functions
f ∗∗n , and which satisfy the conditions of the lemma, and we find that
E
∣∣SPn(f ∗∗n )p∣∣= E
∣∣∣∣
(∑
k
X∗∗k,n
)p∣∣∣∣ cmax
(∑
k
E
∣∣X∗∗k,n∣∣p,
(∑
k
E
∣∣X∗∗k,n∣∣
)p)
,
where c is a constant. We wish to show that the left-hand side is smaller than c′ · |Pn|p−1 for another constant c′.
Firstly (1) shows that ∑E(|X∗∗k,np|)  |Pn|p−1 ∫ |f ∗∗n |p . Since f ∗∗n → 0 in Lp , ∫ |f ∗∗n |p is bounded, and so we
can take c1 := c · max{
∫ |f ∗∗n |p,n ∈ N} as the appropriate constant.
Now consider (
∑
E|X∗∗k,n|)p . We have that
∑
E|X∗∗k,n| 
∫ |f ∗∗n |. Either |f ∗∗n | = 0 or |f ∗∗n | > |Pn|−1/p , and so∫ |f ∗∗n | |Pn|p−1/p ∫ |f ∗∗n |p . Therefore(∑
E
∣∣X∗∗k,n∣∣
)p
 |Pn|p−1
(∫ ∣∣f ∗∗n ∣∣p
)p
.
So we can take c2 := c · (max{
∫ |f ∗∗n |p,n ∈ N})p . Then if c′ := max(c1, c2), we have
E
∣∣SPn(f ∗∗n )p∣∣ c′|Pn|p−1.
This means that
∞∑
n=1
E
∣∣SPn(f ∗∗n )p∣∣∞.
As before, this proves that SPn(f ∗∗k,n) → 0 almost surely as n → 0. 
Remarks added in proof
After this paper was submitted the work of Kieffer and Stanojevic´ in [6] was kindly brought to my attention by
an anonymous reviewer. Their paper proves the almost sure convergence of random Riemann sums to the Lebesgue
integral, but uses a different construction to choose the random points. Like the random first-return Riemann sum,
the distribution of these random Riemann sums is identical to those defined here on a given partition, but is not
independent of those on other partitions in a sequence. Rather, the sequence of partitions must have each partition a
refinement of the previous one (every interval of the (n + 1)th partition is contained within one of the nth partition)
and the interval points of the (n + 1)th partition include all those from the nth partition. This dependence means
that our Theorem 3.1 does not apply, and they were able to show the unconditional almost sure convergence of their
random Riemann sums.
J. Grahl / J. Math. Anal. Appl. 340 (2008) 358–365 365At the same time I became aware of [5] and [7]. These papers both deal with random Riemann sums which are
independent of those on other partitions in a sequence, but restrict their attention to a single sequence of partitions;
that whose nth term consists of n partitions of equal length. It is shown in these two papers that random Riemann
sums of a function f on these partitions converge if and only if f ∈ L2. The implication in one direction, that given
in [5], is a special case of Theorem 3.2 for p = 2.
The notion of the random Riemann integral as the limit of random Riemann sums therefore predates the work in
this paper. However the above extends it to as general a set of partition sequences as possible.
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