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Abstract We study a Lotka–Volterra type weak competition model with a free boundary
in a one-dimensional habitat. The main objective is to understand the asymptotic behavior
of two competing species spreading via a free boundary. We also provide some sufficient
conditions for spreading success and spreading failure, respectively. Finally, when spreading
successfully, we provide an estimate to show that the spreading speed (if exists) cannot be
faster than the minimal speed of traveling wavefront solutions for the competition model on
the whole real line without a free boundary.
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Spreading speed
Mathematics Subject Classification (2010) 35K51 · 35R35 · 92B05
1 Introduction
A variety of reaction-diffusion equations are used to describe some phenomena arising in
population ecology. A typical model is the following Lotka–Volterra type competition system
for two species in a one-dimensional habitat [34]:
ut = d1uxx + r1u(1 − b1u − a1v), x, t ∈ R, (1.1)
vt = d2vxx + r2v(1 − b2v − a2u), x, t ∈ R, (1.2)
where u(x, t), v(x, t) denote the population densities of two competing species at the position
x and time t; d1, d2 are diffusion coefficients of species u, v; r1, r2 are net birth rates of species
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u, v; 1/b1, 1/b2 are the carrying capacities of species u, v and a1, a2 are (inter-specific) com-
petition coefficients of species u, v, respectively. All parameters are assumed to be positive.
By setting
uˆ := b1u, vˆ := b2v, tˆ := r1t, xˆ :=
√
r1
d1
x,
D := d2
d1
, k := a1
b2
, h := a2
b1
, r := r2
r1
,
and dropping the hat sign, (1.1)–(1.2) becomes the following nondimensional system:
ut = uxx + u(1 − u − kv), x, t ∈ R, (1.3)
vt = Dvxx + rv(1 − v − hu), x, t ∈ R, (1.4)
The global dynamics for the related kinetic system (in the absence of diffusion) to (1.3)–
(1.4) is well-known. It has at least three constant equilibrium solutions (u, v) = (0, 0), (0, 1)
and (1, 0). Moreover, if either h, k > 1 or 0 < h, k < 1, then there exists a unique positive
constant equilibrium solution ( 1−k1−hk ,
1−h
1−hk ). For 0 < k < 1 < h, limt→+∞(u, v)(t) = (1, 0);
for 0 < h < 1 < k, limt→+∞(u, v)(t) = (0, 1). For 0 < h, k < 1, limt→+∞(u, v)(t) =
( 1−k1−hk ,
1−h
1−hk ), this case is called the weak competition (co-existence) case. For h, k > 1, (1, 0)
and (0, 1) are locally stable, almost every trajectory tends to (1, 0) or (1, 0) as t → +∞,
and this case is called the case of strong competition.
To describe the invasion and spreading phenomenon for (1.3)–(1.4), there have been many
interesting studies on the existence of positive traveling waves solutions connecting two dif-
ferent equilibria; see, for example [8,15,19,20,22,23,34,37] the references cited therein.
Also, the study of asymptotic spreading speed plays an important role in invasion ecology
since it can be used to predict the mean spreading rate of species. The concept of asymptotic
spreading speed comes from Aronson and Weinberger [1–3] and then Lewis et al. [25,26,38]
extended the result of asymptotic spreading speed to (1.3)–(1.4) and more general models.
For related works, see [16,21,27,28] and the references cited therein. We also refer to [39]
in which the author gave a review on traveling waves and asymptotic spreading speed.
Our main objective is to understand the long time behavior of two-competing species
spreading via a free boundary. For this, we shall investigate the following problem (FBP):
ut = uxx + u(1 − u − kv), 0 < x < s(t), t > 0, (1.5)
vt = Dvxx + rv(1 − v − hu), 0 < x < s(t), t > 0, (1.6)
ux (0, t) = vx (0, t) = 0, u(s(t), t) = v(s(t), t) = 0, t > 0, (1.7)
s′(t) = −μ[ux (s(t), t) + ρvx (s(t), t)], t > 0 (1.8)
u(x, 0) = u0(x), v(x, 0) = v0(x), 0 ≤ x ≤ s0, s(0) = s0, (1.9)
with the parameters μ, ρ > 0 and the initial data (u0, v0, s0) satisfying{
s0 > 0, u0, v0 ∈ C2([0, s0]), u0(x), v0(x) > 0 for x ∈ [0, s0),
u0(s0) = v0(s0) = u′0(0) = v′0(0) = 0.
From a biological point of view, this model describes how the two competing species
invade if they initially occupy the region [0, s0]. It is assumed that the left boundary is fixed
so that no flux across the left boundary x = 0, namely, we impose the zero Neumann bound-
ary condition in (1.7) for x = 0. Also, we assume that both species have a tendency to
emigrate from the right boundary to obtain their new habitat. Moreover, it is assumed that the
expanding speed of the free boundary is proportional to the normalized population gradient
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at the free boundary, i.e., (1.8) holds, which is the well-known Stefan type condition. We call
the free boundary x = s(t) the spreading front. This setting for two competing species with a
free boundary is motivated by the work of Du and Lin [11] who proposed a new approach to
investigate how one species spreads and invades to a new environment (see also [9,12,14]).
For more biological discussion, we refer to [4].
For the study of free boundary problems for some biological models, we refer to, for
instance [4,6,7,9,10,12,14,17,18,29–32,35] and references cited therein.
In this paper, we only focus on the weak competition case:
(A1) 0 < h, k < 1.
We now describe the main results of this paper as follows. Hereafter (A1) is always assumed.
First, we have the following existence and uniqueness result for the solution.
Theorem 1 (FBP) admits a unique global solution (u, v, s) ∈ C2,1() × C2,1() ×
C1([0,∞)), where  := {(x, t) : 0 ≤ x ≤ s(t), t > 0}, such that 0 < s′(t) ≤ μ
for all t ≥ 0 with  > 0 depending only on D, r, ρ, u0, v0, s0, and is independent of μ.
More precisely, we have
 := 2M1 max{1, ‖u0‖L∞} + 2ρM2 max{1, ‖v0‖L∞}, (1.10)
where
M1 := max
{
4
3
,
−4
3
(
min
x∈[0,s0]
u′0(x)
)}
,
M2 := max
{√
r
2D
,
4
3
,
−4
3
(
min
x∈[0,s0]
v′0(x)
)}
.
In the sequel it is often to use the following three quantities:
s∞ := lim
t→+∞ s(t) (the limit exists since s
′(t) > 0 for all t > 0),
s∗ := min
{
π
2
,
π
2
√
D
r
}
,
s∗ :=
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
(
π
2
√
D
r
)
1√
1 − h if D < r;
π
2
1√
1 − k if D > r;
min
{
π
2
1√
1 − k ,
π
2
1√
1 − h
}
if D = r.
Note that s∗ < s∗.
In this paper, we say that the two species vanish eventually if s∞ < +∞ and
lim
t→+∞ ‖u(·, t)‖C([0,s(t)]) = limt→+∞ ‖v(·, t)‖C([0,s(t)]) = 0,
we say that the two species spread successfully if s∞ = +∞ and the two species persist
in the sense that lim inf t→+∞ u(x, t) > 0 and lim inf t→+∞ v(x, t) > 0 uniformly in any
compact subset of [0,+∞). In fact, we have the following simple criteria for the vanishing
and spreading.
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Theorem 2 Let (u, v, s) be a solution of (FBP). Then the followings hold.
(i) If s∞ ≤ s∗, then the two species vanish eventually.
(ii) If s∞ > s∗, then the two species spread successfully.
Theorem 2 does not provide any information for spreading–vanishing when s∗ < s∞ ≤ s∗.
But if we add some more restrictions on the parameters for (FBP), we can obtain a spreading–
vanishing dichotomy, which was proposed initially by Du and Lin [11] for a single species
case (see also [9,12,14]).
Before stating the following spreading–vanishing dichotomy result, we introduce the sets
A :=
{
0 < D < r, 0 < h ≤ 1 − D
r
, 0 < k < 1, μ, ρ > 0
}
, (1.11)
B :=
{
0 < r < D, 0 < k ≤ 1 − r
D
, 0 < h < 1, μ, ρ > 0
}
. (1.12)
Theorem 3 Let (u, v, s) be a solution of (FBP) with (D, h, k, r, μ, ρ) ∈ A ∪ B. Then either
s∞ ≤ s∗ (and so the two species vanish eventually), or the two species spread successfully.
Roughly speaking, Theorem 3 says that if D, r, μ and ρ are given and D = r , then a
spreading–vanishing dichotomy can be assured either h or k is small enough.
Based on the previous results, we can provide some sufficient conditions for the spreading
success and spreading failure via the initial data (u0, v0, s0).
Corollary 1 Let (u, v, s) be any solution of (FBP). Then the followings hold.
(i) If s0 ≥ s∗, then the species u and v spread successfully.
(ii) Assume that (D, h, k, r, μ, ρ) ∈ A ∪ B. If s0 ≥ s∗, then the species u and v spread
successfully.
(iii) If s0 < s∗ and
max{ ‖u0‖L∞ , ‖v0‖L∞ } ≤ cos
(
π
2 + δ
)
s20αδ(2 + δ)
2πμ(1 + ρ) , (1.13)
then the species u and v vanish eventually, where
δ := 1
2
[
s∗
s0
− 1
]
> 0,
α := 1
2
min
{(π
2
)2 D
(1 + δ)2s20
− r,
(π
2
)2 1
(1 + δ)2s20
− 1
}
> 0.
In the case of spreading success, we have the following more precise asymptotic behavior.
Theorem 4 Suppose that the two species spread successfully. Then
(u, v)(x, t) →
(
1 − k
1 − hk ,
1 − h
1 − hk
)
as t → +∞, (1.14)
uniformly in any compact subset of [0,+∞).
Our final result is to provide an upper bound for lim supt→+∞[s(t)/t], which shows that
the asymptotic spreading speed (if exists) for (FBP) with the weak competition cannot be
faster than the minimal speed of traveling wavefront solutions to (1.3)–(1.4). Recall from
Tang and Fife [37] that for c ≥ cmin := max{2, 2
√
r D} there exists a traveling wavefront
solution of (1.3)–(1.4) with u = U (x − ct) and v = V (x − ct), connecting (0, 0) with
( 1−k1−hk ,
1−h
1−hk ), while no such positive wavefronts exist for c < cmin. Thus cmin is called the
minimal speed of traveling wavefronts.
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Theorem 5 Let (u, v, s) be a solution of (FBP) with s∞ = +∞. Then
lim sup
t→+∞
s(t)
t
≤ cmin = max{2, 2
√
r D }.
The paper is organized as follows. In Sect. 2, we prove the solution of (FBP) exists glob-
ally (in time) and is unique (Theorem 1) using the contraction mapping theorem. Then, in
Sect. 3, we derive several lemmas which are used to prove the main results. The main tool is
the comparison principle. In Sect. 4, we study the long time behavior when the species spread
successfully. A natural strategy is to find a pair of super and subsolutions with the same long
time behavior, which is exactly what we desired, to squeeze the solution. However, it seems
not easy to find such super and subsolutions for (FBP) at once. To overcome this difficulty
we introduce a new idea. We first construct a non-trivial super/sub-solution to compare with
the solution of (FBP) and introduce an iteration scheme so that we are able to construct better
super and subsolutions step by step to derive the exact long time behavior of the solution. In
Sect. 5, we give the proofs of Theorems 2–5. Finally, we give some discussion of our main
results and some future directions in Sect. 6.
2 Existence and Uniqueness
In this section, we will prove Theorem 1. The proof can be done by modifying the arguments
of [6,11] (see also [29]). We provide the details of proof here for the reader’s convenience.
Lemma 2.1 The problem (FBP) has a unique local solution (u, v, s) ∈ C2+α,1+ α2 (T ) ×
C2+α,1+ α2 (T ) × C1+ α2 ([0, T ]) for any α ∈ (0, 1) for some T > 0 small enough, where
T := {(x, t) : 0 ≤ x ≤ s(t), t ∈ (0, T ]}.
Proof Let ζ ∈ C3([0,∞)) such that
ζ(y) = 1 if |y − s0| ≤ s04 , ζ(y) = 0 if |y − s0| >
s0
2
, |ζ ′(y)| ≤ 6
s0
for all y.
Following [6], we introduce a transformation to straighten the free boundary:
(x, t) → (y, t), x = y + ζ(y)(s(t) − s0), 0 ≤ y < +∞.
Note that as long as |s(t) − s0| ≤ s0/8, (x, t) → (y, t) is a diffeomorphism from [0,∞) to
[0,∞). Moreover,
0 ≤ x ≤ s(t) ⇐⇒ 0 ≤ y ≤ s0,
x = s(t) ⇐⇒ y = s0.
It is easy to get that
∂y
∂x
= 1
1 + ζ ′(y)(s(t) − s0) :=
√
P(y, s(t)),
∂2 y
∂x2
= −ζ
′′(y)(s(t) − s0)
[1 + ζ ′(y)(s(t) − s0)]3 := Q(y, s(t)),
∂y
∂t
= −s
′(t)ζ(y)
1 + ζ ′(y)(s(t) − s0) := −s
′(t)R(y, s(t)).
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We now define U (y, t) := u(x, t) and V (y, t) := v(x, t) and set
F(U, V ) := U (1 − U − kV ), G(U, V ) := r V (1 − V − hU ),
then the problem (FBP) becomes
Ut = PUyy + (Q + s′(t)R)Uy + F(U, V ), 0 < y < s0, t > 0, (2.1)
Vt = P DVyy + (DQ + s′(t)R)Vy + G(U, V ), 0 < y < s0, t > 0, (2.2)
Uy(0, t) = Vy(0, t) = 0, U (s0, t) = V (s0, t) = 0, t > 0, (2.3)
s′(t) = −μ[Uy(s0, t) + ρVy(s0, t)], t > 0 (2.4)
s(0) = s0, U (y, 0) = U0(y), V (y, 0) = V0(y), y ∈ [0, s0], (2.5)
where U0(y) = u0(x) and V0(y) = v0(x).
As in [11], we shall prove the local existence by using the contraction mapping theorem.
To do so, choose T such that
0 < T ≤ s0
8(1 + s˜) , (2.6)
where s˜ := −μ(U ′0(s0) + ρV ′0(s0)) ≥ 0.
Introduce function spaces:
X1T := {U ∈ C(D) : U (y, 0) = U0(y), ‖U − U0‖C(D) ≤ 1},
X2T := {V ∈ C(D) : V (y, 0) = V0(y), ‖V − V0‖C(D) ≤ 1},
X3T := {s ∈ C1([0, T ]) : s(0) = 0, s′(0) = s˜, ‖s′ − s˜‖C([0,T ]) ≤ 1},
where D := {(x, t) : 0 ≤ y ≤ s0, 0 ≤ t ≤ T }. Then, XT := X1T × X2T × X3T is a
complete metric space with the metric:
d((U1, V1, s1), (U2, V2, s2)) := ‖U1 − U2‖C(D) + ‖V1 − V2‖C(D) + ‖s′1 − s′2‖C([0,T ]).
For each (U, V, s) ∈ XT , by (2.6),
|s(t) − s0| ≤
T∫
0
|s′(r)|dr ≤ T (1 + s˜) ≤ s0
8
,
so that the mapping (x, t) → (y, t) is diffeomorphism.
For each (U, V, s) ∈ XT , we consider the initial-boundary problem (PU ):
U¯t = PU¯yy + (Q + s′(t)R)U¯y + F(U, V ), 0 < y < s0, t > 0,
U¯y(0, t) = U¯ (s0, t) = 0, t > 0,
U¯ (y, 0) = U0(y), 0 ≤ y ≤ s0.
By using the L p theory and the Sobolev embedding theorem, the system (PU ) has a unique
solution U¯ with
‖U¯‖
C1+α,
1+α
2 (D)
≤ K1, (2.7)
for any α ∈ (0, 1), where K1 depends on s0, α, ‖U0‖C2([0,s0]) and ‖V0‖C2([0,s0]). Similarly,
for each (U, V, s) ∈ XT , there exists a unique solution V¯ satisfying
V¯t = D PV¯yy + (DQ + s′(t)R)V¯y + G(U, V ), 0 < y < s0, t > 0,
V¯y(0, t) = V¯ (s0, t) = 0, t > 0,
V¯ (y, 0) = V0(y), 0 ≤ y ≤ s0.
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with
‖V¯ ‖
C1+α,
1+α
2 (D)
≤ K2, (2.8)
for any α ∈ (0, 1), where K2 depends on s0, α, ‖U0‖C2([0,s0]) and ‖V0‖C2([0,s0]).
Also, set
s¯(t) := s0 − μ
t∫
0
[U¯y(s0, τ ) + ρV¯y(s0, τ )]dτ. (2.9)
Then, s¯′(t) = −μ[U¯y(s0, t) + ρV¯y(s0, t)] ∈ C α2 ([0, T ]) with
‖s¯′‖C α2 ([0,T ]) ≤ K3, (2.10)
where K3 depends on μ, ρ, s0, α, ‖U0‖C2([0,s0]) and ‖V0‖C2([0,s0]).
Now, introduce the mapping W such that W (U, V, s) := (U¯ , V¯ , s¯). We shall prove that
W has a unique fixed point, which implies that (2.1)–(2.5) admits a unique solution. By
(2.7)–(2.10), and if
0 < T ≤ min
{
K
−2
1+α
1 , K
−2
1+α
2 , K
−2
α
3
}
,
we have
‖U¯ − U0‖C(D) ≤ ‖U¯‖C 1+α2 ,0 T
1+α
2 ≤ K1T 1+α2 ≤ 1,
‖V¯ − V0‖C(D) ≤ ‖V¯ ‖C 1+α2 ,0 T
1+α
2 ≤ K2T 1+α2 ≤ 1,
‖s¯′ − s˜‖C([0,T ]) ≤ ‖s¯′‖C α2 T
α
2 ≤ K3T α2 ≤ 1,
which imply that W maps XT into itself.
Finally, we show that W is a contraction mapping for sufficiently small T . Let (U¯i , V¯i , s¯i ) ∈
XT for i = 1, 2 and set U := U¯1 − U¯2, V := V¯1 − V¯2, we see that U satisfies
Ut = P(y, s2)Uyy + [Q(y, s2) + s′2 R(y, s2)]Uy + F,
Uy(0, t) = 0, U(s0, t) = 0, t > 0,
U(y, 0) = 0, 0 ≤ y ≤ s0.
where
F = [P(y, s1) − P(y, s2)]U¯1,yy + [Q(y, s1) − Q(y, s2) + s′1 R(y, s1) − s′2 R(y, s2)]U¯1,y
+(U1 − U2)[1 − (U1 + U2) − kV2] − kU1(V1 − V2) ∈ L p(D).
Again, using the L p theory and the Sobolev embedding theorem,
‖U‖
C1+α,
1+α
2 (D)
≤ K4
(‖U1 − U2‖C(D) + ‖V1 − V2‖C(D) + ‖s1 − s2‖C1([0,T ])),
(2.11)
for some K4 > 0 which depends only on P, Q, R and Ki , i = 1, 2, 3. Similarly, we have
also
‖V‖
C1+α,
1+α
2 (D)
≤ K5
(‖U1 − U2‖C(D) + ‖V1 − V2‖C(D) + ‖s1 − s2‖C1([0,T ])),
(2.12)
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for some K5 > 0 which depends only on P, Q, R and Ki , i = 1, 2, 3. By (2.9),
‖s¯′1 − s¯′2‖C α2 ([0,T ]) ≤ K6
(‖U1 − U2‖C(D) + ‖V1 − V2‖C(D) + ‖s1 − s2‖C1([0,T ])),
(2.13)
for some K6 > 0 which depends only on μ, ρ and Ki , i = 4, 5.
On the other hand, we have
‖U‖C(D) + ‖V‖C(D) + ‖s¯′1 − s¯′2‖C([0,T ]) (2.14)
≤ T 1+α2 ‖U‖
C1+α,
1+α
2 (D)
+ T 1+α2 ‖V‖
C1+α,
1+α
2 (D)
+ T α2 ‖s¯′1 − s¯′2‖C α2 ([0,T ]),
Together with (2.11)–(2.14), and if T ∈ (0, 1], then
‖U‖C(D) + ‖V‖C(D) + ‖s¯′1 − s¯′2‖C([0,T ])
≤ K7T α2 (‖U1 − U2‖C(D) + ‖V1 − V2‖C(D) + ‖s′1 − s′2‖C([0,T ]) ),
where K7 := max{K4, K5, K6}. By choosing
T := 1
2
min
{
1,
s0
8(1 + s˜) , K
−2
1+α
1 , K
−2
1+α
2 , K
−2
α
3 , K
−2
α
7
}
we can apply the contraction mapping theorem, then W has a unique fixed point in XT . This
completes the proof of Lemma 2.1. unionsq
To prove the existence of solution for all t > 0, we need the following lemma.
Lemma 2.2 Let (u, v, s) be a solution of (FBP) for t ∈ [0, T ] for some T > 0. Then
0 < u(x, t) ≤ max{1, ‖u0‖L∞} for x ∈ [0, s(t)), t ∈ [0, T ], (2.15)
0 < v(x, t) ≤ max{1, ‖v0‖L∞} for x ∈ [0, s(t)), t ∈ [0, T ], (2.16)
0 < s′(t) ≤ μ for t ∈ (0, T ], (2.17)
where  > 0 depending only on D, r, ρ, ‖u0‖L∞ , ‖v0‖L∞ , minx∈[0,s0] u′0(x) and
minx∈[0,s0] v′0(x).
Proof The strong maximal principle yields that u > 0 and v > 0 for x ∈ [0, s(t)), t ∈ [0, T ].
Thus, we see from (1.7) that ux (s(t), t) < 0 and vx (s(t), t) < 0 for t ∈ (0, T ]. By (1.8),
s′(t) > 0 for t ∈ (0, T ].
Let u¯ = u¯(t) be the solution of u′ = u(1 − u) with u¯(0) = ‖u0‖L∞ . The comparison
principle implies that u(x, t) ≤ u¯(t) ≤ max{1, ‖u0‖L∞} for all x ∈ [0, s(t)], t ∈ [0, T ].
Similarly, we have v(x, t) ≤ max{1, ‖v0‖L∞} for x ∈ [0, s(t)], t ∈ [0, T ].
To prove (2.17), we shall compare u and v with some auxiliary functions (cf. [11]).
Note that the solution (u, v) can be extended from (x, t) ∈ [0, s(t)] × [0, T ] into
(x, t) ∈ [−s(t), s(t)] × [0, T ] by letting u(x, t) := u(−x, t) and v(x, t) := v(−x, t)
for x ∈ [−s(t), 0] and t ∈ [0, T ]. Define
w(x, t) := R [2M1(s(t) − x) − M21 (s(t) − x)2] ,
where
M1 := max
{
4
3
,
−4
3
(
min
x∈[0,s0]
u′0(x)
)}
, R := max{1, ‖u0‖L∞}. (2.18)
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Also, we set
η(t) := max
{
−s(t), s(t) − 1
M1
}
, η(0) := η0.
Hereafter we shall apply the comparison principle over
M1 := {(x, t); η(t) ≤ x ≤ s(t), 0 ≤ t ≤ T }.
Firstly, we derive that w(x, 0) ≥ u0(x) for x ∈ [η0, s0]. Indeed, since w(·, 0) is concave,
we obtain that
wx (x, 0) ≤ wx (s0 − (2M1)−1, 0) = −RM1 ≤ −34 RM1 (2.19)
for x ∈ [s0 − (2M1)−1, s0]. By using (2.18) and the fact that R ≥ 1,
RM1 ≥ −43 minx∈[0,s0] u
′
0(x). (2.20)
Combing (2.19) and (2.20), if necessary we may define u′0(x) ≡ 0 for x ∈ [s0 −
(2M1)−1,−s0), then we obtain
wx (x, 0) ≤ min
x∈[0,s0]
u′0(x) ≤ u′0(x)
for x ∈ [s0 − (2M1)−1, s0], Integrating over [x, s0] and using w(s0, 0) = 0 = u0(s0), we
have
w(x, 0) ≥ u0(x) for x ∈
[
s0 − (2M1)−1, s0
]
. (2.21)
Thus, we get that w(x, 0) ≥ u0(x) for x ∈ [η0, s0] if η0 ≥ s0 − (2M1)−1.
It suffices to consider the case that η0 < s0 − (2M1)−1. Again, using the concavity of
w(·, 0) and wx (s0 − M−11 , 0) = 0, then for all x ∈ [η0, s0 − (2M1)−1],
w(x, 0) ≥ w (s0 − (2M1)−1, 0) = 34 RM1 ≥ ‖u0‖L∞ ≥ u0(x).
Hence, together with (2.21) we have proved that w(x, 0) ≥ u0(x) for x ∈ [η0, s0].
On the other hand, one can easily compute that
wt − wxx ≥ 2M21 R ≥ u(1 − u − kv) = ut − uxx
in M , due to M ≥ 1/
√
2. Also, note that w(s(t), t) = 0 = u(s(t), t) for all t ∈ [0, T ].
Moreover, by (2.15), we have
w(s(t) − M−11 , t) = R ≥ u(s(t) − M−11 , t) for all t ∈ [0, T ].
Together with the fact that u(−s(t), t) = 0 for t ∈ [0, T ], it follows that w(η(t), t) ≥
u(η(t), t) for t ∈ [0, T ]. Then the comparison principle yields that w ≥ u in M .
Since w(s(t), t) = 0 = u(s(t), t), we then obtain that
ux (s(t), t) ≥ wx (s(t), t) = −2M1 R. (2.22)
Similarly, we can prove that
vx (s(t), t) ≥ −2M2 max{1, ‖v0‖L∞}, (2.23)
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where
M2 := max
{√
r
2D
,
4
3
,
−4
3
(
min
x∈[0,s0]
v′0(x)
)}
.
Combing (2.22) and (2.23) and (1.8), we have proved that s′(t) ≤ μ, where
 := 2M1 max{1, ‖u0‖L∞} + 2ρM2 max{1, ‖v0‖L∞}.
This completes the proof of Lemma 2.2. unionsq
Combing Lemma 2.1 and Lemma 2.2, we can prove Theorem 1 as follows.
Proof of Theorem 1 By Lemma 2.1, we can define Tmax > 0 as the maximal existence time
of the solution. We assume that Tmax < ∞ for contradiction. By Lemma 2.2, there exists a
positive constant K which dose not depend on Tmax such that 0 ≤ u(x, t), v(x, t), s′(t) ≤ K
for all x ∈ [0, s(t)] and t ∈ [0, Tmax). In particular,
s0 ≤ s(t) ≤ s0 + K t for all t ∈ [0, Tmax).
Fix  ∈ (0, Tmax) and A > Tmax, it follows from the standard regularity theory that there
exists K ′ > 0 depending only on , A, K such that
‖u(·, t)‖C2([0,s(t)]), ‖v(·, t)‖C2([0,s(t)]) ≤ K ′ ∀ t ∈ [, Tmax).
Following the proof of Lemma 2.1, there exists a τ > 0 which depends only on K and K ′
such that the solution of (FBP) with any initial time t ∈ [, Tmax) can be uniquely extended
to the interval [t, t + τ). This contradicts with the definition of Tmax because the solution
with the initial time Tmax − τ/2 can be uniquely extended to the time Tmax + τ/2. Thus,
Tmax = ∞. This completes the proof of Theorem 1. unionsq
3 Preliminaries
The basic technique we use in this section is the comparison principle over some suitable
parabolic regions. The first lemma will be used later frequently. It can be thought as a special
case of Proposition 3.3 in [5]. Consider the problem (P0):
ut = Duxx + ru(1 − bu), x ∈ (0, l), t > 0,
ux (0, t) = 0, u(l, t) = 0, for t > 0,
for given b, r, D > 0.
Lemma 3.1 Let l∗ := π2
√
D
r
. Then we have: (i) all positive solutions of (P0) tend to zero in
C([0, l]) as t → ∞, if l ≤ l∗, (ii) there exists a unique positive stationary solution φ of (P0)
such that all positive solutions of (P0) approach φ in C([0, l]) as t → ∞, if l > l∗.
Furthermore, we need the following lemma which is a special case of the Corollary 1 of
Murray and Sperb [33].
Lemma 3.2 Given κ ∈ R. The the smallest eigenvalue λ1(κ) of
w′′ + κw′ + λw = 0, x ∈ [−l, l] with w(±l) = 0
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is given by
λ1(κ) =
( π
2l
)2 + (κ
2
)2
.
For the smallest eigenvalue λ1(κ), it is easy to find an eigenfunction
w(x) = e− κ2 x cos
(πx
2l
)
. (3.1)
Note that w′(x) < 0 for all x ∈ [0, l]. The monotonicity of w on [0, l] plays an important
role later on.
Lemma 3.3 Let (u, v, s) be a solution of (FBP). If s∞ < +∞, then
s′(t) → 0 as t → +∞
Proof By the standard transformation
y := x
s(t)
, uˆ(y, t) := u(x, t) and vˆ(y, t) := v(x, t).
The free boundary problem (FBP) can be transformed into a fixed boundary problem. Then
by the standard L p theory and the embedding theorem, we see that uˆ and vˆ have a uniform
C1+α,(1+α)/2 bound over {(y, t) : 0 ≤ y ≤ 1, t ∈ [τ, τ +1]} for any τ ≥ 1, where α ∈ (0, 1).
Note that this bound is independent of τ . Hence there exists a positive constant C such that
‖s′‖C α2 [1,∞) ≤ C, (3.2)
by using the boundary condition (1.8).
Now, for contradiction, suppose that there exists a sequence {tn} such that tn → ∞ and
s′(tn) → σ as n → ∞ for some σ > 0. Due to (3.2) we can find ε > 0 small enough such
that s′(t) ≥ σ/2 for all t ∈ [tn − ε, tn + ε] for all n. Then we obtain
s∞ = s0 +
∞∫
0
s′(t)dt ≥ s0 +
∞∑
n=1
tn+ε∫
tn−ε
σ
2
dt = ∞,
a contradiction. Hence Lemma 3.3 follows. unionsq
Lemma 3.4 Let (u, v, s) be a solution of (FBP). If s∞ > s∗, then s∞ = +∞.
Proof We divide our discussions into three cases: (i) D < r (ii) D > r (iii) D = r .
Case (i): In this case, we have
s∗ = π
2
√
D
r
1√
1 − h .
For contradiction, we assume that s∞ ∈ (s∗,+∞). Then one can choose l ∈ (s∗, s∞) which
is sufficiently close to s∞ and  > 0 small enough such that
l >
π
2
√
D
r
[√
1 − h −  − 1
r D
( 
2
)2 ]−1
> s∗, (3.3)
( s∞
l
)
s′(t) ≤  ∀ t ≥ s−1(l). (Due to Lemma 3.3) (3.4)
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For such a fixed l, we define w as in (3.1) with κ := /D and
(u¯, v)(x, t) :=
(
1 +  , δw
(
lx
s(t)
))
,
where δ > 0 is to be determined.
We shall compare (u, v) with (u¯, v) over T , where
T := {(x, t) : 0 ≤ x ≤ s(t), t ≥ T } for some T  1.
To do so, we first prove that there exists T0 > 0 such that
u(x, t) ≤ 1 + , ∀ (x, t) ∈ [0, s(t)] × [T0,+∞). (3.5)
Let η(t) be the solution of ηt = η(1 − η) with η(0) = ‖u0‖C[0,s0]. By the comparison
principle, u(x, t) ≤ η(t) for all x ∈ [0, s(t)] and t ≥ 0. Letting t → +∞ yields that
lim supt→+∞ u(x, t) ≤ 1 uniformly for x ∈ [0, s∞). Hence (3.5) follows.
We next prove that there exist θ > 0 and T1 > T0 such that v(0, t) ≥ θ for all t ≥ T1. For
this, recall from (3.3) that
l >
π
2
√
D
r
1√
1 − h −  .
Using Lemma 3.1 one can find φ > 0 satisfying
Dφ′′ + rφ[(1 − h − ) − φ] = 0, 0 < x < l, φ′(0) = 0 and φ(l) = 0.
By using (3.5) and choosing ν > 0 sufficiently small, one can compare νφ with v to obtain
v ≥ νφ for all x ∈ [0, l] and t ∈ [T1,∞) for some T1 > T0 large enough. Hence we obtain
that v(0, t) ≥ θ := νφ(0) > 0 for all t ≥ T1.
We now fix T > max{s−1(l), T1} and choose 0 < δ  1 such that v(x, T ) ≥ δv(x, T )
for all x ∈ [0, s(T )] and v(0, t) ≥ θ ≥ δv(0, t) for all t ≥ T . Also, note that v(s(t), t) =
0 = v(s(t), t) and u¯t ≥ u¯xx + u¯(1 − u¯ − kv). To compare (u¯, v) with (u, v) over T , it
suffices to show that
vt ≤ Dvxx + rv(1 − v − hu¯). (3.6)
Direct calculation yields that
vt − Dvxx − rv(1 − v − hu¯)
= −δ
(
s′(t)lx
s2(t)
)
w′ − δD
(
l
s(t)
)2
w′′ − δrw[(1 − h − ) − δw]
≤ δ
(
l
s(t)
)2 [
 −
( s∞
l
)
s′(t)
]
w′ + δw [rδw + Dλ1(κ) − r(1 − h − )]
for all (x, t) ∈ T .
Using (3.4) and the fact that w′ < 0 for all x ∈ [0, l], to derive (3.6) it suffices to show
that
rδw + Dλ1(κ) − r(1 − h − ) ≤ 0 in T .
Note that (3.3) is equivalent to
Dλ1(κ) − r(1 − h − ) < 0,
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so (3.6) holds if necessary we choose a smaller δ. Then the comparison principe yields that
v(x, t) ≤ v(x, t) for (x, t) ∈ T . Moreover, we see from v(s(t), t) = 0 = v(s(t), t) that
vx (s(t), t) ≥ vx (s(t), t) ∀ t > T . (3.7)
By taking t → +∞ it follows that
0 ≤ δl
s∞
w′(l) < 0,
a contradiction. Thus we conclude that s∞ = ∞ if s > s∗.
Case (ii) can be proved by a similar argument as in Case (i), so we omit here. For Case
(iii), we may assume, without loss of generality,
π
2
1√
1 − h <
π
2
1√
1 − k .
Then the proof can be done by using the same argument as in Case (i). unionsq
Recall that s∗ = min
{
π
2 ,
π
2
√
D
r
}
.
Lemma 3.5 When D = r , s∞ ∈
(
s∗, max
{
π
2 ,
π
2
√
D
r
}]
.
Proof We argue by contradiction. Since the proof of D < r and D > r are similar, so we
only consider the case for D < r . Hence we assume that s∞ ∈ (s∗, π/2]. Our goal is to show
that v(·, t) converges to some function in C2([0, s∞)) to reach a contradiction. Such idea is
from [9].
Let (u, v, s) be the solution of (FBP) and u¯ be the solution of⎧⎪⎪⎨
⎪⎪⎩
u¯t = u¯xx + u¯(1 − u¯), 0 < x < π/2, t > 0,
u¯x (0, t) = 0, u¯(π/2, t) = 0, t > 0,
u¯(x, 0) =
{
u(x, 0), if x ∈ [0, s0],
0, if x ∈ [s0, π/2].
(3.8)
Then, by Lemma 3.1,
lim
t→+∞ ‖u¯(·, t)‖C([0,π/2]) → 0 as t → +∞. (3.9)
Comparing (u¯, 0) with (u, v) yields that
u¯(x, t) ≥ u(x, t) for all x ∈ [0, s(t)], t > 0. (3.10)
On the other hand, let v¯ be the solution of⎧⎪⎪⎨
⎪⎪⎩
v¯t = Dv¯xx + r v¯(1 − v¯), 0 < x < s∞, t > 0,
v¯x (0, t) = 0, v¯(s∞, t) = 0, t > 0,
v¯(x, 0) =
{
v(x, 0), if x ∈ [0, s0],
0, if x ∈ [s0, s∞].
Again, by Lemma 3.1, we have
lim
t→+∞ ‖v¯(·, t) − v∞(·)‖C([0,s∞]) = 0 as t → +∞, (3.11)
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where v∞ > 0 satisfies{
Dv′′∞ + rv∞(1 − v∞) = 0, 0 < x < s∞,
v′∞(0) = v∞(s∞) = 0. (3.12)
Comparing (0, v¯) with (u, v) implies that
v¯(x, t) ≥ v(x, t) for all x ∈ [0, s(t)], t > 0. (3.13)
Combining (3.11) with (3.13), we obtain
lim sup
t→+∞
v(x, t) ≤ v∞(x) for x ∈ [0, s∞). (3.14)
Next, we shall estimate lim inf t→+∞ v(x, t). Choose sn ∈ ( π2
√
D
r
, s∞) with sn ↑ s∞ as
n → +∞ and fix s1 such that s1 is close enough to s∞, then {sn} can have the following
property:
sn >
π
2
√
D
r
1√
1 − (s∞ − sn) > 0 for all n ∈ N.
Thus, thanks to Lemma 3.1, for each n there exists a unique vn(x) > 0 satisfying{
Dv′′n + rvn[1 − (s∞ − sn) − vn] = 0, 0 < x < sn,
v′n(0) = vn(sn) = 0.
For each j ∈ N, since vn is bounded in C2+α([0, s j ]) for all n ≥ j , by the Arzela–Ascoli
Theorem and the diagonal process, we obtain that vn → v∞ in C2loc([0, s∞)) as n → ∞ (up
to a subsequence), where v∞ satisfies (3.12).
For each n, combing (3.9), one can find Tn > 0 such that
hu¯ ≤ s∞ − sn for all x ∈ [0, s(t)], t ∈ [Tn,∞). (3.15)
Let vn(x, t) be the solution of⎧⎪⎪⎨
⎪⎪⎩
(vn)t = D(vn)xx + rvn[1 − (s∞ − sn) − vn], 0 < x < sn, t > 0,
(vn)x (0, t) = 0, (vn)(sn, t) = 0, t > Tn,
vn(x, Tn) =
{
v(x, Tn), if x ∈ [0, s0],
0, if x ∈ [s0, sn].
Also, we see from (3.15) that
(vn)t − D(vn)xx − rvn(1 − vn − hu¯)
≤ (vn)t − D(vn)xx − rvn[1 − (s∞ − sn) − vn] = 0,
for all x ∈ [0, sn] and t ∈ [Tn,∞). Hence, together with (3.8) and (3.10) we can compare
(u¯, vn) with (u, v) over
{(x, t) : (x, t) ∈ [0, sn] × [Tn,∞)},
which yields v ≥ vn for all (x, t) ∈ [0, sn] × [Tn,∞). Again, using Lemma 3.1 yields
vn → vn in C([0, sn]) as t → +∞. Thus, we obtain that for each n,
lim inf
t→+∞ v(x, t) ≥ vn(x) for x ∈ [0, sn].
123
J Dyn Diff Equat (2012) 24:873–895 887
Taking n → +∞ we have
lim inf
t→+∞ v(x, t) ≥ v∞(x) for x ∈ [0, s∞), (3.16)
where v∞ satisfies (3.12).
From (3.14) and (3.16) we see that limt→+∞ v(x, t) = v∞(x) for x ∈ [0, s∞). Finally,
following the process of Lemma 2.2 in [9] we can derive
lim
t→+∞ ‖v(·, t) − v∞(·)‖C2([0,s(t)]) = 0,
which implies that vx (s(t), t) → v′∞(s∞) < 0 as t → +∞. Hence we can find β > 0
such that s′(t) ≥ β for all large t by using (1.8). But this contradicts Lemma 3.3. Hence we
complete the proof of Lemma 3.5. unionsq
4 Long Time Behavior of Solutions when s∞ = ∞
In this section, we shall derive (1.14) when s∞ = ∞. Firstly, the persistence for the two
species can be established.
Lemma 4.1 Let (u, v, s) be a solution of (FBP) with s∞ = +∞. Then
(i) lim supt→+∞ u(x, t) ≤ 1 and lim supt→+∞ v(x, t) ≤ 1 uniformly in x ∈ [0,+∞),
(ii) lim inf t→+∞ u(x, t) ≥ 1 − k and lim inf t→+∞ v(x, t) ≥ 1 − h uniformly in any
compact subset of [0,+∞).
Proof Let u¯ be the solution of u¯t = u¯(1 − u¯) with u¯(0) = ‖u0‖C([0,s0]). Then it fol-
lows that u(x, t) ≤ u¯(t) for all x ∈ [0, s(t)], t ≥ 0. Taking t → +∞, we obtain that
lim supt→+∞ u(x, t) ≤ 1. Similarly, we have lim supt→+∞ v(x, t) ≤ 1 and so part (i) holds.
We now prove (ii). For any ε ∈ (0, 1) such that 1 − k(1 + ε) > 0, we fix l so that
l >
{
π
2
(
1√
1 − k(1 − ε)
)
, s0
}
.
Since s∞ = ∞ and using (i), one can find Tl > 0 such that s(Tl) = l and v(x, t) ≤ 1 + ε for
(x, t) ∈ [0, l] × [Tl ,∞). Let ul be the solution of⎧⎨
⎩
ut = ulxx + ul [1 − k(1 + ε) − ul ], 0 < x < l, t > Tl ,
ul(l, t) = ulx (0, t) = 0, t > Tl ,
ul(x, Tl) = u(x, Tl), 0 ≤ x ≤ l.
Comparing (ul , 1 + ε) with (u, v) yields that u ≥ ul for (x, t) ∈ [0, l] × [Tl ,∞). By
Lemma 3.1, ul(x, t) → ul∗(x) in C([0, l]) as t → +∞, where ul∗ > 0 satisfies{
(ul∗)xx + ul∗[1 − k(1 + ε) − ul∗] = 0, 0 < x < l,
(ul∗)x (0) = 0, ul∗(l) = 0.
Thus lim inf t→+∞ u(x, t) ≥ ul∗(x) uniformly in [0, l].
On the other hand, ul∗(x) → 1 − k(1 + ε) uniformly in any compact subset of [0,∞)
as l → +∞ (cf. Lemma 2.2 of Du and Ma [13]), which implies that lim inf t→+∞ u(x, t) ≥
1 − k(1 + ε) uniformly in any compact subset of [0,∞). Letting ε → 0+, it follows that
lim inf t→+∞ u(x, t) ≥ 1 − k uniformly in any compact subset of [0,∞). By a similar argu-
ment, we can prove that lim inf t→+∞ v(x, t) ≥ 1 − h uniformly in any compact subset of
[0,∞). This completes the proof of Lemma 4.1. unionsq
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Lemma 4.2 Assume that 0 < h, k < 1.
(i) Consider two sequences {u¯n}n∈N and {vn}n∈N defined as follows:
(u¯1, v1) := (1, 1 − h), (u¯n+1, vn+1) := (1 − kvn, 1 − h(1 − kvn)).
Then u¯n > u¯n+1 > 0 and vn < vn+1 < 1 for all n ∈ N. Moreover,
(u¯n, vn) →
(
1 − k
1 − hk ,
1 − h
1 − hk
)
as n → +∞.
(ii) Consider two sequences {un}n∈N and {v¯n}n∈N defined as follows:
(u1, v¯1) := (1 − k, 1), (un+1, v¯n+1) := (1 − k(1 − hun), 1 − hun).
Then un < un+1 < 1 and v¯n > v¯n+1 > 0 for all n ∈ N. Moreover,
(un, v¯n) →
(
1 − k
1 − hk ,
1 − h
1 − hk
)
as n → +∞.
Proof The proof of (i) and (ii) are similar, we only show (i). By induction, it is easy to see that
u¯n > u¯n+1 > 0 and vn < vn+1 < 1 for all n ∈ N. Hence u∞ := limn→+∞ un and v∞ :=
limn→+∞ vn are well-defined and are finite. From (u∞, v∞) = (1 − v∞, 1 − h(1 − kv∞))
we can see that (u∞, v∞) = ( 1−k1−hk , 1−h1−hk ). The proof of Lemma 4.2 is completed. unionsq
The symbols u¯n, vn, un, v¯n, u∞ and v∞ defined in Lemma 4.2 will be always used in this
section.
Lemma 4.3 Let (u, v, s) be a solution of (FBP) with s∞ = +∞. Then
u2 ≤ lim inft→+∞ u(x, t) ≤ lim supt→+∞ u(x, t) ≤ u¯2,
v2 ≤ lim inft→+∞ v(x, t) ≤ lim supt→+∞ v(x, t) ≤ v¯2,
uniformly in any compact subset of [0,+∞).
Proof We first prove that lim supt→+∞ u(x, t) ≤ u¯2 uniformly in any compact subset of
[0,+∞). For any given ε ∈ (0, 1−h3h ), by Lemma 4.1, there exists Tε  1 such that{
v(x, t) ≥ 1 − h − 3hε = v1 − 3hε > 0, (x, t) ∈ [0, 2Sε] × [Tε,∞)
u(x, t) ≤ 1 + ε = u¯1 + ε, (x, t) ∈ [0, 2Sε] × [Tε,∞),
where Sε := 12ε
√
bεπ
α
, α := 12 (1 − 1π ) and bε > 0 is to be determined.
To compare with (u, v) we need to construct a suitable supersolution (U¯ (x, t), V (x, t)).
To do so, let
aε := u¯2 + 3hkε = 1 − k(v1 − 3hε) > 0,
bε := u¯1 + ε − aε = 1 + ε − aε > 0.
Then, we define (U¯ (x, t), V (x, t)) = (φ(t) + ψ(x) + ε, v1 − 3hε), where φ satisfies
φt = φ(aε − φ) with φ(Tε) = 1 + ε, and
ψ(x) :=
⎧⎨
⎩
0, x ∈ [0, Sε],
bε
2αSε
[
x − Sε − 2Sε
π
sin
(
(x − Sε)π
2Sε
)]
, x ∈ [Sε, 2Sε].
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Note that φ ↓ aε as t → +∞ and it is easy to see U¯ ∈ C2,1(T ), where
T := {(x, t) : x ∈ [0, 2Sε], t ≥ Tε}.
By direct computation, we have
V t − DV xx − r V (1 − V − hU¯ ) = −rhV (1 + 3ε − U¯ ) ≤ 0 if U¯ ≤ 1 + 3ε. (4.1)
For (x, t) ∈ [0, Sε] × [Tε,∞), U¯ (x, t) = φ(t)+ ε. Since φ(t) > aε for all t ≥ Tε, it is easy
to see that
U¯t − U¯xx − U¯ (1 − U¯ − kV ) > ε(φ(t) − aε) > 0 for (x, t) ∈ [0, Sε] × [Tε,∞).
(4.2)
For (x, t) ∈ [Sε, 2Sε] × [Tε,∞), since ψxx (x) ≤ bεπ4αS2ε for all x ∈ [Sε, 2Sε], we have
U¯t − U¯xx − U¯ (1 − U¯ − kV ) ≥ ε2 − ψxx + (ψ + ε)(φ − aε) (4.3)
≥ ε2 − ψxx ≥ ε2 − bεπ4αS2ε
= 0.
Because (4.1) holds only for those (x, t) satisfying U¯ ≤ 1 + 3ε, we need to adjust the
region for applying the comparison principle. Let x = L(t), t ≥ Tε, be the curve so that
U¯ (L(t), t) = 1 + 3ε. Set ˜T := {(x, t) : s ∈ [0, L(t)], t ≥ Tε}. Then, it is not hard to see
{(x, t) : x ∈ [0, Sε], t ≥ Tε} ⊂ ˜T ∩ T . (4.4)
On the other hand, we also have the following:
U¯ (L(t), t) = 1 + 3ε > u(L(t), t), for t ≥ Tε,
U¯ (2Sε, t) = φ(t) + ψ(2Sε) + ε ≥ aε + bε + ε = 1 + 2ε > u(2Sε, t), for t ≥ Tε,
V (2Sε, t) = v1 − 3hε ≤ v(2Sε, t) for t ≥ Tε,
U¯x (0, t) = V x (0, t) = 0 for t ≥ Tε,
U¯ (x, Tε) ≥ u(x, Tε), V (x, Tε) ≤ v(x, Tε) for x ∈ [0, 2Sε].
Together with (4.1), (4.2) and (4.3), the comparison principle yields that U¯ ≥ u in ˜T ∩T .
In particular, φ(t) + ε ≥ u in (x, t) ∈ [0, Sε] × [Tε,∞) because of (4.4). Thus
lim sup
t→+∞
u(x, t) ≤ aε + ε = u¯2 + (3hk + 1)ε, for x ∈ [0, Sε].
Taking ε → 0 (Sε → +∞), we obtain that lim supt→+∞ u(x, t) ≤ u¯2 uniformly in any
compact subset of [0,+∞).
Next, we can prove that lim inf t→+∞ u(x, t) ≥ v2 uniformly in any compact subset of
[0,∞) by using the argument similar to the proof of Lemma 4.1(ii). Indeed, we replace 1+ε
by u¯2 + ε in the proof of Lemma 4.1(ii), then the result follows.
Using an argument similar to the above we can prove that lim supt→+∞ v(x, t) ≤ v¯2 and
lim inf t→+∞ u(x, t) ≥ u2 uniformly in any compact subset of [0,+∞). We omit the details
here. Thus, we complete the proof of Lemma 4.3. unionsq
Indeed, we can continue the strategy as in the proof of Lemma 4.3 to obtain the following
Corollary.
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Corollary 2 Let (u, v, s) be a solution of (FBP) with s∞ = +∞. Then for each n ∈ N,
un ≤ lim inft→+∞ u(x, t) ≤ lim supt→+∞ u(x, t) ≤ u¯n,
vn ≤ lim inft→+∞ v(x, t) ≤ lim supt→+∞ v(x, t) ≤ v¯n,
uniformly in any compact subset of [0,+∞).
5 Proofs of the Main Theorems
This section is devoted to the proofs of the main theorems stated in Sect. 1.
At the beginning, we state a comparison principle for the free boundary problem (FBP).
Indeed, we will find some suitable functions w1, w2 and σ such that we can compare
(w1, w2, σ ) with (u, v, s), the solution of (FBP). The proof can be modified by the compar-
ison principle for the free boundary problem in a scalar equation (see Lemma 3.5 of [11]).
For reader’s convenience, we also give a proof here.
Lemma 5.1 Let (u, v, s) be a solution of (FBP). Also assume that (w1, w2, σ ) ∈ C2,1(D)×
C2,1(D)×C1([0,∞)), where D := {(x, t) : 0 ≤ x ≤ σ(t), t > 0}, satisfying the following:
w1,t ≥ w1,xx + w1(1 − w1) in D, (5.1)
w2,t ≥ Dw2,xx + rw2(1 − w2) in D, (5.2)
wi,x (0, t) ≤ 0, wi (σ (t), t) = 0, t > 0, i = 1, 2, (5.3)
σ ′(t) ≥ −μ(1 + ρ)wi,x (σ (t), t), t > 0, i = 1, 2. (5.4)
If w1(x, 0) ≥ u0(x), w2(x, 0) ≥ v0(x) for all x ∈ [0, s0] and σ(0) ≥ s0, then σ(t) ≥ s(t)
for all t ≥ 0, w1(x, t) ≥ u(x, t) and w2(x, t) ≥ v(x, t) for all x ∈ [0, s(t)], t ≥ 0.
Proof We first consider that σ(0) > s0. Then σ(t) > s(t) for small t . We can derive that
σ(t) > s(t) for all t ≥ 0. If this is not true, there exists T > 0 such that σ(T ) = s(T ),
σ(t) > s(t) for all t ∈ (0, T ). Thus,
s′(T ) ≥ σ ′(T ). (5.5)
SetT := {(x, t) : 0 < x < s(t), t ∈ (0, T ] }. If ux (s(T ), T ) ≤ vx (s(T ), T ), by (5.1), (5.3)
and w1(x, 0) ≥ u0(x) for x ∈ [0, s0], the strong maximal principle implies that w1 > u in
T . Due to w1(s(T ), T ) = u(s(T ), T ), we obtain w1,x (s(T ), T ) < ux (s(T ), T ). However,
it follows from (5.4) that
σ ′(T ) ≥ −μ(1 + ρ)w1,x (s(T ), T ) > −μ(1 + ρ)ux (s(T ), T )
≥ −μ(ux (s(T ), T ) + ρvx (s(T ), T )) = s′(T ),
a contradiction to (5.5). If ux (s(T ), T ) ≥ vx (s(T ), T ), similarly, using (5.2), (5.3), (5.4) and
w2(x, 0) ≥ v0(x) for x ∈ [0, s0], we can reach a contradiction again. Thus we obtain that
σ(t) > s(t) for all t ≥ 0.
From this, by comparing (u¯, v) := (w1, 0) with (u, v), and (u, u¯) := (0, w2) with (u, v)
over T for any T > 0, respectively, we obtain thatw1(x, t) ≥ u(x, t) and w2(x, t) ≥ v(x, t)
for all x ∈ [0, s(t)], t ≥ 0.
For the general case that σ(0) ≥ s0, we can construct some suitable function (uε, vε, sε)
solving (1.5)–(1.7) and s′ε(t) = −μ(1 − ε)(ux (sε(t), t) + ρvx (sε(t), t)) for t > 0, with
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suitable initial data (uε,0, vε,0, sε,0) such that σ(0) > sε,0 for each ε > 0 and (uε, vε, sε) →
(u, v, s) as ε → +0. Then the lemma follows by taking ε → +0. unionsq
We are ready to prove our main results.
5.1 Proof of Theorem 2
Choose l ∈ [s∞, s∗]. Let u¯ be the unique solution for ut = uxx + u(1 − u), (x, t) ∈
(0, l)× (0,+∞) with the boundary condition ux (0, t) = u(l, t) = 0 for t > 0 and the initial
data
u(x, 0) =
{
u0(x) if x ∈ [0, s0],
0 if x ∈ [s0, l].
Also, let v¯ be the unique solution for vt = Dvxx + rv(1− v), (x, t) ∈ (0, l)× (0,+∞) with
the boundary condition vx (0, t) = v(l, t) = 0 for t > 0 and the initial data
v(x, 0) =
{
v0(x) if x ∈ [0, s0],
0 if x ∈ [s0, l].
Due to Lemma 3.1,
lim
t→+∞ ‖u(·, t)‖C([0,l]) = limt→+∞ ‖v(·, t)‖C([0,l]) = 0. (5.6)
Comparing (u¯, 0) with (u, v) and (0, v¯) with (u, v) respectively, over
 := {(x, t) ∈ R2 : 0 ≤ x ≤ s(t), t ≥ 0},
we obtain 0 ≤ u ≤ u¯ and 0 ≤ v ≤ v¯ in . Together with (5.6) we complete the proof of
Theorem 2 (i). Part (ii) follows from Lemmas 3.4 and 4.1. unionsq
5.2 Proof of Theorem 3
To prove this, it suffices to show that s∞ = +∞ if s∞ > s∗. Indeed, when (D, r, h, k, μ, ρ) ∈
A ∪ B, we have
s∗ ∈
(
s∗, max
{
π
2
,
π
2
√
D
r
}]
.
By Lemma 3.5, we see that s∞ > s∗, if s∞ > s∗. Thus Theorem 3 follows from Theorem 2
(ii). unionsq
5.3 Proof of Corollary 1
(i) Since s′(t) > 0 for all t > 0, s∞ > s∗ if s0 ≥ s∗. Then Corollary 1 (i) follows from
Theorem 2.
(ii) Again, using that s′(t) > 0 for all t > 0, we have s∞ > s∗ if s0 ≥ s∗. So Corollary 1
(ii) follows from Theorem 3.
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(iii) To do so, we shall use the argument from Ricci and Tarzia [36] and adopt the following
functions constructed by Du and Lin [11]:
σ(t) := s0
(
1 + δ − δ
2
e−αt
)
, t ≥ 0,
w(x, t) := Me−αt V
(
x
σ(t)
)
, 0 ≤ x ≤ σ(t),
V (y) := cos
(π
2
y
)
, 0 ≤ y ≤ 1,
where
δ := 1
2
[
s∗
s0
− 1
]
> 0 (since s0 < s∗),
and α, M > 0 are to be determined. To apply Lemma 5.1, we need to confirm (5.1)–(5.4).
Since s0(1 + δ) < s∗, we have
α := 1
2
min
{(π
2
)2 D
(1 + δ)2s20
− r,
(π
2
)2 1
(1 + δ)2s20
− 1
}
> 0. (5.7)
It follows from direct computation and (5.7) that
wt − wxx − w(1 − w) ≥ MV e−αt
[(π
2
)2 1
(1 + δ)2s20
− 1 − α
]
≥ 0,
wt − Dwxx − rw(1 − w) ≥ MV e−αt
[(π
2
)2 D
(1 + δ)2s20
− r − α
]
≥ 0.
By choosing M := max{‖u0‖L∞ , ‖v0‖L∞}/ cos( π2+δ ), we havew(x, 0)≥ max{u0(x), v0(x)}
for all x ∈ [0, s0].
When (1.13) holds, we have
σ ′(t) + μ(1 + ρ)wx (σ (t), t) = δ2 s0αe
−αt − (1 + ρ)μMe−αtσ−1(t)π
2
≥ δs0αe
−αt
2
(
1 − s0(2 + δ)
2σ(t)
) (
using σ(0) = s0
(
1 + δ
2
))
= δs0αe
−αt
2
(
1 − σ(0)
σ (t)
)
≥ 0,
the last equality holds because σ ′(t) > 0 for all t . Thus we obtain (5.4). By Lemma 5.1,
σ(t) ≥ s(t) for all t ≥ 0. Taking t → +∞ and using that s0(1 + δ) < s∗,
s∞ ≤ σ(+∞) = s0(1 + δ) < s∗.
Then Corollary 1 (iii) follows from Theorem 2 (i). unionsq
5.4 Proof of Theorem 4
Letting n → +∞ in Corollary 2 and applying Lemma 4.2, Theorem 4 is proved.
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5.5 Proof of Theorem 5
We shall apply Lemma 5.1 to prove
s(t) < σ(t) := σ0 + cmin · t for all t > 0, (5.8)
where σ0  1 is to be determined.
Let U (ξ) and V (ξ), ξ := x − cmin · t , with U (0) = V (0) = 1/2 be the solution of
cminU ′ + U ′′ + U (1 − U ) = 0 in R, cminV ′ + DV ′′ + r V (1 − V ) = 0 in R,
(U, V )(−∞) = (1, 1) (U, V )(∞) = (0, 0), U ′ < 0, V ′ < 0 in R.
Such U exists because cmin ≥ 2, V exists because cmin ≥ 2
√
r D (c.f. [24]).
We now choose κ > 1 such that κU (ξ) > ‖u0‖L∞ and κV (ξ) > ‖v0‖L∞ for all ξ ∈
[0, s0]. Next, fix σ0 > s0 depending on κ, D, r, μ, ρ such that
U (σ0) < min
x∈[0,s0]
[
U (x) − u0(x)
κ
]
, V (σ0) < min
x∈[0,s0]
[
V (x) − v0(x)
κ
]
, (5.9)
U (σ0), V (σ0) ≤ 1 − 1
κ
, (5.10)
−κ(1 + ρ)μ min{U ′(σ0), V ′(σ0)} < cmin. (5.11)
Now, set
w1(x, t) = κU (x − cmint) − κU (σ0),
w2(x, t) = κV (x − cmint) − κV (σ0).
Then, using (5.9) and the monotonicity of U and V , we can see that (5.3) holds, w1(x, 0) ≥
u0(x) and w2(x, 0) ≥ v0(x) for x ∈ [0, s0]. Also, direct calculation gives
w1,t − w1,xx − w1(1 − w1) = κ
[
(κ − 1)
(
U − κU (σ0)
κ − 1
)2
+ κ − 1 − κU (σ0)
κ(κ − 1)
]
≥ 0,
the last inequality follows from (5.10), which implies (5.1) holds. Similarly, (5.2) also holds.
Note that (5.4) follows from (5.11). Recall also σ(0) = σ0 > s0. Therefore, we can apply
Lemma 5.1 to reach (5.8), and so
lim sup
t→+∞
s(t)
t
≤ lim
t→+∞
σ(t)
t
= cmin.
This completes the proof Theorem 5. unionsq
6 Discussion
In this paper, we study a Lotka–Volterra type model with weak competition, i.e., 0 < h, k < 1,
and with a free boundary. The model describes that two species u and v competing with each
other in a one-dimensional habitat. We envision that the species initially occupy the region
[0, s0] and have a tendency to expand their territory together. Then we extend some results
of [11] for one species case to two-species weak competition system.
We obtain several results for this setting. Theorem 2 provides a sufficient condition for
spreading success and spreading failure via s∞ := limt→+∞ s(t). When the parameters
(D, h, k, r, μ, ρ) ∈ A ∪ B, we can make sure that s∞ ∈ (s∗, s∗], where sets A and B are
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defined in (1.11) and (1.12), respectively. Then a spreading–vanishing dichotomy can be
established by using Theorem 2 and the critical length for the habitat can be characterize by
s∗ in the sense that the two species will spread successfully if the spreading front x = s(t)
can across the threshold s∗, while the two species will die out eventually if the spreading
front stays within s∗ (Theorem 3). However, if (D, h, k, r, μ, ρ) ∈ A ∪ B, s∞ may fall in
(s∗, s∗], we do not know much about the dynamics of u and v.
In Corollary 1, we provide some conditions on the initial data to distinguish the spreading
and vanishing. If the size of initial habitat is small, and initial populations are small enough,
it causes no population can survive eventually, while they can coexist if the size of habitat is
large enough, regardless of initial population size. This phenomenon suggests that the size
of the initial habitat is important to the survival for the two species. It is well-known that
the effect of habitat size to the survival for species with Dirichlet boundary problem is quite
important (see, for example, [5]).
Finally, Theorem 5 reveals that the asymptotic spreading speed (if exists) cannot be faster
than the minimal speed for the traveling wave solutions corresponding to the model (1.3)-
(1.4). It would be very interesting if one can realize how the asymptotic spreading speed
depends on these parameters. We leave this issue for the future study.
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