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Abstract
Representation learning of static and more recently dynamically evolving graphs
has gained noticeable attention. Existing approaches for modelling graph dynam-
ics focus extensively on the evolution of individual nodes independently of the
evolution of mesoscale community structures. As a result, current methods do not
provide useful tools to study and cannot explicitly capture temporal community
dynamics. To address this challenge, we propose GRADE - a probabilistic model
that learns to generate evolving node and community representations by imposing
a random walk prior over their trajectories. Our model also learns node community
membership which is updated between time steps via a transition matrix. At each
time step link generation is performed by first assigning node membership from a
distribution over the communities, and then sampling a neighbor from a distribution
over the nodes for the assigned community. We parametrize the node and commu-
nity distributions with neural networks and learn their parameters via variational
inference. Experiments demonstrate GRADE meets or outperforms baselines in
dynamic link prediction, shows favourable performance on dynamic community
detection, and identifies coherent and interpretable evolving communities.
1 Introduction
Representation learning over graph-structured data has generated significant interest in the machine
learning community owing to widespread application in a variety of interaction-based networks, such
as social and communication networks, bio-informatics and relational knowledge graphs. Developing
methods for unsupervised graph representation learning is challenging as it requires summarizing the
graph structural information in low-dimensional embeddings. These representations can then be used
for downstream tasks, such as node classification, link prediction and community detection.
The majority of unsupervised graph representation learning methods have focused solely on static
non-evolving graphs, while many real-world networks exhibit complex temporal behaviour. To
address the challenge of encoding temporal patterns of relational data, existing methods for dynamic
graph embedding focus extensively on capturing node evolution (Goyal et al., 2018, 2020; Sankar
et al., 2020; Zhou et al., 2018). Although these methods achieve compelling results against static
baselines on dynamic tasks, they do not lend themselves to capturing the evolution of graph-level
structures, such as clusters of nodes, or communities. On the other hand, the patterns of evolving
node clusters are of great interest in social networks (Kossinets and Watts, 2006; Greene et al., 2010;
Yang et al., 2011), as well as encountered in the temporal organization of large-scale brain networks
(Vidaurre et al., 2017), among others.
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To address this challenge, we propose GRADE (GRAph Dynamic Embedding) - a probabilistic
generative model for jointly learning evolving node and community representations. The benefit
of modelling the interaction between nodes and communities for graph representation learning in
the static setting was studied by vGraph (Sun et al., 2019). Further, Battiston et al. (2020) produces
evidence that taking into consideration higher-order graph structures, such as communities, enhances
our capability to model emergent dynamical behaviour. Consequently, in this work, we extend the idea
of modelling node-community interactions, proposed in vGraph, to the dynamic case. We represent
a dynamic network as a sequence of graph snapshots over a series of discrete and equally-spaced
time intervals. At each time step, we model the edge generation process between node neighbours
via multinomial community and node distributions. First, we sample a community assignment z
for each node w from a distribution over the communities, i.e. z ∼ p(z|w). Then, we sample a
neighbour c from the distribution over the nodes of the assigned community, that is c ∼ p(c|z).
Both the community and node distributions are parametrized by neural network transformations
of the node and community embeddings. In our work, we assume that the semantic meaning of
communities and the proportions over the communities for each node evolve simultaneously over
time. Following an approach introduced in dynamic topic modelling (Dieng et al., 2019), we encode
temporal evolution in our method by assuming a random walk prior over the representations between
time steps. Furthermore, we draw inspiration from social networks where a user’s preferences can
shift from one community to another. We explicitly model the dynamism in community membership
by introducing a node-specific and time-varying transition matrix to update the community mixture
coefficients over time. We design an effective algorithm for inference via backpropagation. We
learn the parameters of our model by means of variational inference to maximize the lower bound
of the observed data. More specifically, we resort to amortized inference (Gershman and Goodman,
2014) to learn neural network mappings from node and community representations to the respective
conditional distributions, as well as structured variational inference (Hoffman and Blei, 2015; Saul
and Jordan, 1996) to retain the dependence of the embeddings on their historical states. Our proposed
method is aimed at non-attributed dynamic graphs. It is worth noting that although GRADE is a
transductive approach, changes of vertex sets between snapshots at different time steps do not pose a
problem, if the complete vertex set is known a priori.
In the experimental section we evaluate our model on the tasks of dynamic link prediction and
dynamic non-overlapping community detection on real-world dynamic graphs. Our results show
GRADE is competitive with or outperforms other state-of-the-art static or dynamic transductive
approaches for unsupervised graph representation learning. Furthermore, we provide visualizations
of dynamic community evolution.
2 Related Work
Methods for unsupervised learning on evolving graphs are often dynamic extensions of ideas applied
in the static case. (1) Graph factorizationt i tir f ra ac zat i tir f r approaches such as DANE (Li et al., 2017) rely on spectral
embedding, similarly to static methods like Ahmed et al. (2013); Cao et al. (2015); Belkin and Niyogi
(2003). DANE assumes smooth temporal evolution and models it using matrix perturbation theory.
(2) In skip-gram modelsi ls - r sa ei l- r node representations are learnt by random walk objectives (Grover and
Leskovec, 2016; Perozzi et al., 2014; Tang et al., 2015). In the dynamic case, CTDNE (Nguyen et al.,
2018) and NetWalk (Yu et al., 2018) augment the random walk with temporal constraints based on
time-stamped edges. Further, (3) temporal point processest l i tr r ss se a ce et l i tr r have also been used in combination with
neural network parametrization by KnowEvolve (Trivedi et al., 2017) and DyREP (Trivedi et al.,
2019) to model continuous-time node interactions in multi-relational and simple dynamic graphs,
respectively. (4) More recently, graph convolutional neural networksl ti l l tr r r sa c a e a el ti l l tr r r (GNNs) have become a widely
used tool for graph representation learning (Kipf and Welling, 2016; Velicˇkovic´ et al., 2018; Bruna
et al., 2014). A popular approach to include temporal dependency in GNNs is to introduce a recurrent
mechanism. For example, (Seo et al., 2018) proposes two ways to achieve this goal. One way is
to obtain node embeddings via a GNN, which are then fed to an LSTM to learn dynamism. The
second approach modifies the LSTM layers to incorporate graph-structured data. A different approach
altogether is to evolve the graph convolutional parameters with a recurrent neural network (RNN),
such as in EvolveGCN (Pareja et al., 2019), as opposed to the node embeddings, hence addressing
issues stemming from rapidly changing node sets between time steps. Alternatively, STGCN (Yu
et al., 2017) avoids using RNNs completely by introducing an efficient ST-Conv layer for faster
training with few model parameters.
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The most related body of work to this paper is a category of transductive unsupervised methods
applied on temporally discrete and non-attributed dynamic graphs. One such approach is DynGEM
(Goyal et al., 2018) which employs deep autoencoders to learn node embeddings but resorts to no
recurrent structures for temporal dependency. Instead, time dynamics are injected by re-initializing
the parameters of the autoencoder at each time step t with the parameters learnt at t− 1. Unlike our
proposed method GRADE, DynGEM can only handle growing dynamic networks. Another method
is dyngraph2vec (Goyal et al., 2020) which is trained to predict future links based on current node
embeddings using an LSTM mechanism. DynamicTriad (Zhou et al., 2018) models the process
of temporal link formation between vertices with common neighbours, that is triadic closure, and
enforces latent space similarity between future connected nodes. DySAT (Sankar et al., 2020)
draws inspiration from the success of attention mechanisms and applies them structurally over local
neighbourhoods and temporally over historical representations. The advantages of GRADE over these
competitive methods is that firstly, we learn both node and community-level dynamic embeddings
and secondly, our approach can be used to infer the embeddings for future time steps. In comparison,
these dynamic methods use representations learnt at the last training step for dynamic prediction.
Finally, GRADE is also related to dynamic topic modelling (Dieng et al., 2019; Blei and Lafferty,
2006) as both can also be viewed as state-space models. The difference is that in GRADE we are
dealing with multinomial distributions over the nodes and communities instead of topics and words.
Moreover, some works like (Bamler and Mandt, 2017; Rudolph and Blei, 2018) have focused on
the shift of word meaning over time, and others such as (Dieng et al., 2019) model the evolution of
documents. In contrast, GRADE assumes both nodes and communities undergo temporal semantic
shift.
3 Problem Definition and Preliminaries
We consider a dataset comprising a sequence of non-attributed (i.e. without node features) graph
snapshots Γ = G1, . . . , GT over a series of discrete and equally-spaced time intervals t ∈ {1, . . . , T},
such that t is an integer time index. We assume all the edges in snapshot Gt occur at time t and
the complete set of vertices V = {v1, · · · , vN} in the dynamic graph Γ is known a priori. Our
method supports the addition or removal of nodes as well as edges between time steps. We also
assume there are K communities (clusters of nodes) in the dynamic network. Our method aims to
learn time-evolving vector representations φti ∈ RL for all nodes vi ∈ V and communities βtk ∈ RL,
k ∈ {1, . . . ,K} , for each time step t. Further, a useful model for dynamic graph embedding should
not only capture the patterns of temporal evolution in the node and community representations but
also be able to predict their future trajectories.
4 Methodology
4.1 GRADE: Generative Model Description
Table 1: Notation used in paper.
Symbol Definition
Γ = G1, . . . , GT sequence of dynamic graph snapshots
vi ∈ V = {v1, . . . , vN} complete vertex set of Γ
k = 1, . . . ,K community indices
β, φ community and node embeddings
γ, σ temporal smoothness hyperparameters
z community assignment latent variable
Ati transition matrix for node vi at time t
edge (w, c) (source node, target node)
n = 1, . . . , |V t| vertex set indices of Gt
m = 1, . . . , deg(wn) neighbour index of wn
pi, θ parameters of community and node distributions
GRADE is a probabilistic method for modelling the edge
generation process in dynamic graphs. We adopt the ap-
proach by vGraph (Sun et al., 2019) to represent each node
w in the active vertex set of Gt as a mixture of commu-
nities, and each community as a multinomial distribution
over the nodes. The linked neighbour generation at each
time step t is as follows: first, we sample a community
assignment z from a conditional prior distribution over the
communities z ∼ p(z|w). Then, a neighbour is drawn
from the node generative distribution c ∼ p(c|z) based on
the social context defined by the assigned community. The
generative process for graph snapshotGt can be formulated
as:
p(c|w) =
∑
z
pθt(c|z)ppit(z|w) (1)
where θt and pit parametrize the multinomial generative and prior distributions at time step t respec-
tively. In our dynamic graph model, we suppose that the semantic meaning of communities as well
as community proportions for nodes change over time. This necessitates capturing the temporal
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Figure 1: Plate notation for GRADE. The node and community representations, and consequently
the parametrization of the node and community distributions, evolve over time. The parameters of
the community distribution, pi, are explicitly updated by a deterministic transformation of the node
embeddings (denoted by rectangules). The observed data is the edges (wn, cn,m) in the dynamic
graph.
evolution of the underlying node and community distributions by an evolving set of parameters.
GRADE achieves this by making these parameters implicitly dependent on the evolving node and
community embeddings, φ and β respectively. More specifically, we treat the community and node
representations as random variables and impose a simple state-space model that evolves smoothly
with Gaussian noise between time steps as follows:
p(βtk|βt−1k ) = N (βt−1k , γ2I) (2)
p(φti|φt−1i ) = N (φt−1i , σ2I) (3)
Note that we evolve the embeddings of the complete vertex set V at each time step, although our
model allows for a subset of the nodes to be present at each time step. The temporal smoothness
hyperparameters γ and σ control the rate of temporal dynamics. The parametrization of the generative
distribution is achieved by first transforming the community representations through a neural network,
and then mapping the output through a softmax layer: θtk =softmax(f(βtk)).
To evolve the community mixture weights for nodes, we observe that users’ interests in a social
network change over time. As a result, users may shift from one community to another. This is
characterized by user-specific behaviour within the broader context of community evolution. For
these reasons, we explicitly model community transition with a transition matrix. More specifically,
for each node vi, we update the community mixture weights piti by means of a K ×K node-specific
and time-varying transition matrix Ati, produced as a function, ψ, of the node embeddings:
Ati = piti ·At−1i (4)
In summary, GRADE’s edge generative process for each graph snapshots Gt in G1, . . . , GT is as
follows:
1. Draw community embeddings βtk for k = 1, · · · ,K: βtk ∼ N (βt−1k , γ2I)
2. Draw node embeddings φti for all nodes vi ∈ V: φti ∼ N (φt−1i , σ2I)
3. Transition matrix Ati is a non-linear transformation, ψ, of the node embeddings:
Ati = row-softmax (ψ(φti))
4. Update community mixture coefficients for node vi: piti = pit−1i ·Ati
5. For each edge (wtn, c
t
n,m) in G
t:
(a) Draw community assignment z from multinomial prior over the communities:
ztn,m ∼ ppit(z|wtn)
(b) Parameters of distribution over the nodes is a function of βtk: θ
t
k = softmax(f(βtk))
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(c) Draw linked neighbour c from node generative distribution for sampled community z:
ctn,m ∼ pθt(c|ztn,m)
The graphical model of the proposed generative process is shown in Figure 1 and common notation
used in the paper in Table 1.
4.2 Inference Algorithm
Consider we are given a dataset D comprising a set of node links (wtn, ctn,m) for a sequence of graph
snapshots G1, . . . , GT. In our dynamic graph model, the latent variables are the hidden community
assignments ztn,m, and the evolving node and community representations φ
t
i and β
t
k. The logarithm
of the marginal probability of the observations is given by the sum of the log probability of each
observed temporal edge log p(ctn,m|wtn) of all nodes in Γ:
logp(D) =
T∑
t=1
|V t|∑
n=1
deg(wtn)∑
m=1
logpθt,pit(ctn,m|wtn) (5)
Exact inference of the posterior p(φ, β, z|D) is intractable. Instead, we resort to variational methods
as a means of approximation. Variational inference provides flexibility when choosing an appropriate
family of distributions qλ(φ, β, z|D), indexed by the parameters λ, as an approximation to the
true posterior. The idea is to optimize the parameters λ by minimizing the Kullback-Leibler (KL)
divergence between the true posterior and its approximation. This procedure is known as minimizing
the evidence lower bound (ELBO) (Kingma and Welling, 2013):
L(λ) = Eq[logp(D, φ, β, z)− logqλ(φ, β, z)] (6)
The variational approximation we choose takes the form:
qλ(φ, β, z) =
T∏
t=1
|V|∏
i=1
q(φti|φ1:t−1i )×
T∏
t=1
K∏
k=1
q(βtk|β1:t−1k )×
T∏
t=1
|V t|∏
n=1
deg(wtn)∏
m=1
q(z|wtn, ctn,m) (7)
The variational distributions over the node and community representations depend on all of their
respective historical states. We capture this temporal dependency with Gated Recurrent Units
(GRU). We model the outputs of both q(βtk|β1:t−1k ) and q(φti|φ1:t−1i ) as Gaussian distributions,
whose means and diagonal covariance vectors are given by the outputs of their respective GRU
units. The advantage of this structured approach (Hoffman and Blei, 2015; Saul and Jordan, 1996),
where we retain dependency only on previous states, is that it allows us to easily infer the posterior
distributions of the node and community representations at future time steps. The difference between
the approximated multinomial conditional prior over the community assignments ppi(z|w) and the
approximated multinomial posterior q(z|w, c) is in the dependence on the neighbour c. In principle,
this dependency can be easily integrated in the parametrization via amortized inference (Gershman
and Goodman, 2014). More specifically, we use both embeddings φw and φc as inputs to the
transformation ψ generating the community transition matrix. Also, the structure of the variational
distribution over the assignments z enables an efficient procedure for inferring edge labels, as well as
community memebership approximation as follows:
p(z|w) ≈ 1|N(w)|
∑
c∈N(w)
q(z|w, c) (8)
where N(w) is the set of neighbors of node w. The procedure is also applicable on future test graphs.
Optimizing the lower bound (eq. (6)) w.r.t. all parameters is performed based on stochastic optimiza-
tion using the reparametrization trick (Kingma et al., 2014) and Gumbel-Softmax reparametrization
(Jang et al., 2016; Maddison et al., 2016) to obtain gradients. The ELBO can be formulated as a
neighbour reconstruction loss, and a sum of KL regularization terms between the priors and posteriors
of each of the latent variables. Refer to Algorithm 1 for a summary of the procedure.
5 Experiments
We evaluate our proposed model on the tasks of dynamic link prediction and dynamic community
detection against state-of-the-art baselines. Furthermore, we propose a quantitative metric to assess
the quality of the learnt evolving communities and provide visualizations for a qualitative assessment.
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Algorithm 1 GRADE Inference Algorithm
Input: Edges (wtn, ctn,m) in dynamic graph Γ = G1, . . . , GT .
Initialize all model and variational parameters
Initialize β0, φ0 as learnable parameters. pi0 is uniform over K.
for iterations 1, 2, 3, . . . do
for graph Gt in G1, . . . , GT do
 Sample community representations from posteriors
for k in 1, . . . ,K do
βtk ∼ q(βtk|β1:t−1k )
end for
 Sample node representation for complete vertex set from posteriors
for i in 1, . . . , V do
φti ∼ q(φti|φ1:t−1i )
end for
 Sample community assignments for source nodes wtn
for edges (wtn, ctn,m) in Gt do
ztn,m ∼ q(z|wtn, ctn,m)
ctn,m ∼ pθt(c|ztn,m)
end for
end for
Estimate ELBO (eq. (6)) and update model and variational parameters via backpropagation.
end for
5.1 Data sets
We use three discrete-time dynamic networks based on the DBLP, IMDb and Reddit datasets to
evaluate our method. A summary of all datasets is provided in Table 2.
DBLP. We preprocess the DBLP dataset to identify the top 10,000 most prolific authors in terms
of publication count in the years 2000-2018 inclusive. We construct a graph snapshot for each year
based on co-authorship. We produce yearly labels for authors if over half of their annual publications
fall within the same research category.
Reddit is a timestamped hyperlink network between subreddits spanning 40 months (Kumar et al.,
2018). We link subreddits if one community posts a hyperlink to another community. We divide the
network in 10 graph snapshots.
IMDb. We first identify the 10,000 most popular movies in terms of highest number of votes for the
years 2000-2019 inclusive. We form links between the principals (director, producer, main actors) for
each movie to form a dynamic network.
Table 2: Datasets statistics. We use the proportion of unique timestamps (to all time steps) associated
with a vertex’s edges to measure average node activity. The rate of context dynamics is captured by
the Jaccard coefficient between the sets of 1-hop neighbours across all active nodes in consecutive
time steps (lower coefficient suggests high rate of context dynamics).
Data set # Nodes # Links NodeActivity
Context
Dynamics # Snapshots Label Rate
Train Val Test
DBLP 10,000 374,911 0.47 0.30 13 3 3 0.083
Reddit 35,776 180,622 0.25 0.24 6 2 2 –
IMDb 13,633 105,841 0.1 0.06 14 3 3 –
5.2 Baseline methods
We compare GRADE against five baselines comprising three static and two dynamic methods. The
static methods are: DeepWalk (Perozzi et al., 2014), node2vec (Grover and Leskovec, 2016) and
vGraph (Sun et al., 2019). The dynamic graph methods consist of: DynamicTriad (Zhou et al.,
2018) and DySAT (Sankar et al., 2020)
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Table 3: Mean average rank (MAR) results on dynamic link prediction. Lower values are better. Best
and second-best results are marked in bold and underlined respectively.
Dataset DeepWalk Node2Vec DySAT DynTriad GRADE GRADE (random) vGraph
DBLP 1, 757± 1 2, 418± 9 1, 505± 0.1 1, 905± 12 605 ± 39 1, 519± 237 1,436 ± 33
IMDb 1,036 ± 1 4, 583± 7 3, 668± 2 1,010 ± 38 1, 125± 55 1, 510± 136 1, 979± 34
Reddit 4, 322± 2 6, 863± 28 4, 040± 5 1, 575± 36 601 ± 8 727 ± 87 1, 223± 33
5.3 Evaluation Metrics
Dynamic link prediction. An important application of dynamic graph embedding is capturing the
pattern of evolution in the training set to predict edges in future time steps. For all baselines we use a
metric of similarity between node representations (Euclidean distance or dot product) as a predictor of
connectivity, following each method’s implementation. For static methods, we aggregate all observed
edges in the training set in a single graph to produce node embeddings. For dynamic baselines, the
vertex representations at the last training step are used. For GRADE, we train our model, and infer the
posterior distributions of the node and community representations at the test time steps. We evaluate
dynamic link prediction performance using the metric mean average rank (MAR). To calculate mean
average rank we first produce a ranking of candidate neighbours spanning the complete vertex set for
each source node in the test set edge list. The ranking is produced via a similarity measure on the
node embeddings for all baseline methods. For GRADE and vGraph, we produce a distribution over
the neighbours by summing over all possible community assignments from the prior p(z|w), that is
we do not incorporate any neighbour information in order to guarantee a fair comparison:
p(c|w) =
∑
z
p(c|z)p(z|w) (9)
and rank nodes according to their probability. We identify the rank of the ground truth neighbour and
average over all test edges.
Dynamic community detection is another relevant use case for our method. More specifically, we
leverage historical information by training a model on the train time steps, and infer non-overlapping
communities given the edges in the test set. We evaluate performance on this task using Normalized
Mutual Information (NMI) (Tian et al., 2014) and Modularity. Publicly available dynamic network
datasets with labelled evolving communities are difficult to obtain. We use the DBLP dataset which
we have manually labelled.
Further, a novel application of GRADE is predicting community-scale dynamics. We demonstrate
this capability by inferring the community representations (i.e., the posterior multinomial distribution
over the nodes for each community) for the test time steps, and producing rankings of the most
probable nodes. A vertex predicted to have high probability for a given community should also
be integral to its structure. We evaluate performance on this task by calculating Spearman’s rank
correlation coefficient between the predicted node probabilities of the top-250 vertices in community
k and the same nodes’ centrality as measured by the number of links to vertices assigned to the same
community k on the test set.
5.4 Experimental Procedure
We cross-validate all methods and identify the best set of hyperparameters on the task of dynamic
link prediction via grid search. The train/validation/test splits are done across time steps as shown
in Table 2. We use no node attributes in any of our experiments and set the node embedding
dimensionality to 128 for all methods. For all baselines with the exception of vGraph and GRADE, we
apply K-means to the learnt vertex representations to identify non-overlapping communities. Further,
since the majority of baseline methods (other than vGraph and GRADE) do not produce distributions
over the nodes for each community, we use k-nearest neighbours algorithm to identify the top-250
nodes closest in representation space to each cluster’s centroid for the task of predicting community-
scale dynamics. For consistency between baselines we determine the number of communities to be
detected as part of the cross-validation procedure for GRADE. The implementations provided by
the authors are used for all baselines. We train GRADE using the Adam optimizer (Kingma and
Ba, 2014) with an initial learning rate of 0.005 which is decayed by 0.99 every 100 iterations. To
save the best models for GRADE and vGraph, we train for 10,000 epochs on the task of dynamic
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Table 4: Dynamic community detection performance. Best and second-best results are marked in bold
and underlined respectively. Values within a standard deviation on the same task are both marked.
Measure Dataset DeepWalk Node2Vec DySAT DynTriad GRADE GRADE (random) vGraph
Modularity
DBLP 0.295± 0.002 0.314± 0.002 0.306± 0.0 0.188± 0.001 0.383 ± 0.002 0.363± 0.008 0.374± 0.001
IMDb 0.026± 0.001 0.102± 0.002 0.007± 0.0 0.007± 0.003 0.128 ± 0.09 0.112± 0.012 0.163 ± 0.008
Reddit 0.146± 0.048 0.270± 0.005 0.198± 0.005 0.072± 0.009 0.368 ± 0.004 0.370 ± 0.003 0.296± 0.003
Top-250 (node proba-
bility vs Centrality)
DBLP −0.094± 0.060 0.151± 0.030 0.053± 0 0.189± 0.038 0.323 ± 0.009 0.207± 0.023 0.307± 0.004
IMDb 0.116± 0.021 0.141± 0.006 0.239 ± 0.003 0.024± 0.009 0.132± 0.006 0.123± 0.020 0.176 ± 0.007
Reddit 0.241± 0.014 0.445± 0.016 0.200± 0.005 0.124± 0.044 0.492 ± 0.019 0.466 ± 0.009 0.448± 0.011
NMI DBLP 0.401± 0.007 0.4143± 0.004 0.4137± 0.0 0.103± 0.007 0.429 ± 0.015 0.435 ± 0.035 0.368± 0.002
link prediction and select the models with lowest mean average rank on the validation set. The
same models were used in the evaluation for all tasks. We use procedures provided by the authors’
implementations of DySAT and DynamicTriad to save best-performing models. Owing to the size of
dynamic networks we cannot use full-batch training. We resort to training GRADE stochastically by
splitting the edges at each time step in equally sized batches comprising∼ 10, 000− 75, 000 edges in
our experiments. Since our model is transductive we report results on nodes that have been observed
in the training set. All results are averaged across 4 runs.
5.5 Results
Table 3 summarizes the results on dynamic link prediction. We observe GRADE outperforms
noticeably on the DBLP (58% improvement on mean average rank compared to second-best method)
and Reddit datasets (51% improvement compared to second-best), and achieves comparable results
to baselines on IMDb. Further, to examine whether GRADE captures the true community and node
dynamics, we randomize the sequence of graphs in the train set while retaining the true order in the
validation and test sets. We observe noticeable degradation after randomization on all datasets, which
suggests that GRADE identifies a pattern of temporal evolution instead of learning aggregated graph
representations.
Results on dynamic community detection and predicting community-scale dynamics are presented in
Table 4. In these tasks GRADE also outperforms noticeably all baselines on the DBLP and Reddit
datasets. It also shows that the capability of our model to infer node and community representations
at future test time steps helps with performance. This is in contrast with other dynamic baselines
that use the learnt embeddings at the last training step for prediction. An interesting observation is
that training our model on a randomized order of graphs can result in a comparable performance to
the true sequence on some tasks, such as NMI on DBLP and modularity on Reddit. We also notice
that training GRADE on the true sequence consistently leads to performance as good as or better
compared to training graph randomization, corroborating that our proposed model captures patterns
of temporal dynamics.
For the only dataset in which we do not outperform - IMDB, GRADE produces dynamic link
prediction results close to the best-performing method in absolute values (3rd out of 6 methods). On
the tasks of dynamic link prediction, GRADE is also in the upper half in performance (2nd and 3rd
out of 6 for modularity and top-250 node prediction). We hypothesise this behaviour is a result of the
low node activity in IMDb (see Table 2), where a node is present, on average, in the graph vertex sets
of 2 (out of 20) time steps. In support of our claim, Pareja et al. (2019) argues recurrent networks,
such as GRUs as used in our implementation, struggle to learn the irregular behaviour of frequently
appearing and disappearing vertices.
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Mounia Lalmas
Stephen E. Robertson
Masashi Sugiyama
Jaap Kamps
Jan Peters
Arjen P. de Vries
2008
Alexander J. Smola
Mounia Lalmas
Michael I. Jordan
Olivier Chapelle
Leif Azzopardi
Nick Craswell
Jason Weston
Masashi Sugiyama
Ashish Sabharwal
Zoubin Ghahramani
2010
Arjen P. de Vries
Ralf Schenkel
Shlomo Geva
Andrew Trotman
Jaap Kamps
Gabriella Kazai
Martin Theobald
Patrick Gallinari
Pavel Serdyukov
Eric SanJuan
2012
Yoshua Bengio
Zoubin Ghahramani
Rémi Munos
Alekh Agarwal
Ryen W. White
Trevor Darrell
Maarten de Rijke
Xiaodong He
Csaba Szepesvári
Daniel J. Hsu
2014
Koray Kavukcuoglu
Paolo Rosso
Yoshua Bengio
Preslav Nakov
Oriol Vinyals
Ilya Sutskever
Alessandro Moschitti
Marie­Francine Moens
Ian J. Goodfellow
Timothy P. Lillicrap
2016
Oriol Vinyals
Razvan Pascanu
Graham Neubig
Yoshua Bengio
Maarten de Rijke
Timothy P. Lillicrap
Matthew Botvinick
Chris Dyer
Rémi Munos
Sergey Levine
2018
Figure 2: Temporal evolution of top-10 authors within a community broadly corresponding to
Artificial Intelligence and learnt by GRADE on the DBLP dataset for years 2000-2018 inclusive.
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In Figure 2 we visualize the temporal evolution of the top 10 most probable authors from a community
strongly associated with Artificial Intelligence, learnt by GRADE on all time steps from DBLP. We
observe the top authors in each year work within the same general research area (coherence) and the
community is broadly in agreement with historical events (interpretability). For example, our model
assigns high probability to influential researchers like Yoshua Bengio and Ian J. Goodfellow in later
years.
6 Conclusion
In this paper, we propose GRADE - a method which jointly learns evolving node and community
representations in discrete-time dynamic graphs. We achieve this with an edge generative mechanism
modelling the interaction between local and global graph structures via node and community multi-
nomial distributions. We parametrize these distributions with the learnt embeddings, and evolve them
over time with a Gaussian state-space model. Moreover, we introduce transition matrices to explicitly
capture node community dynamics. Finally, we validate the effectiveness of GRADE on real-world
datasets on the tasks of dynamic link prediction, dynamic community detection, and the novel task of
predicting community-scale dynamics, that is inferring future structurally influential vertices.
Broader Impact
GRADE is a general framework that is able to characterize the global and local dynamics of networks.
As networks are ubiquitous in the real world, our method can be used in a variety of applications and
domains such as modeling the dynamics of social media (e.g., Twitter and Facebook), modeling the
evolution of a research community, and modeling the dynamics of biological networks. In addition,
GRADE could be potentially used for modeling the dynamic contagion network of COVID-19 and
predict and track the COVID-19 patients.
On the other hand, GRADE is a method for dynamic graph representation learning which does not
use node features. As a result, our approach relies on patterns of network structural change at the node
and community level. Consequently, inherent bias from dataset pre-processing can also propagate to
the model’s predictions, which may lead to ethical issues of fairness.
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7 Supplementary Material
7.1 A. ELBO
At each time step t, the evidence lower bound for our model from Eq.6 can be expressed as:
Lt(λ) = Ezt∼q(z|wt,ct)[logpθt(c|zt)]−KL[q(z|wt, ct)||ppit(z|wt)]−∑
k
KL[q(βtk|β1:t−1k )||p(βtk|βt−1k )]−
1
|V|
|V|∑
i
KL[q(φti|φ1:t−1i )||p(φti|φt−1i )]
(10)
We average over the KL divergence terms between the priors and posteriors for all node representations
so as not to overpower the other loss terms.
7.2 B. Hyperparameter ranges
We report the sets of hyperparameters we have explored during the cross-validation stage for each
method.
node2vec:
walk lengths = {20, 30, 40}
numbers of walks = {60, 80, 100}
p return parameter = {0.2, 0.4, 0.6, 0.8, 1.0}
q in-out parameter set to 1
deepwalk:
walk lengths = {20, 30, 40}
numbers of walks = {60, 80, 100}
DySAT:
spatial dropout range = {0.1, 0.25, 0.5}
temporal dropout range = {0.1, 0.25, 0.5}
walk lengths = {20, 30, 40}
DynamicTriad:
beta 0 = {0.01, 0.1, 1., 10.0}
beta 1 = {0.01, 0.1, 1., 10.0}
GRADE:
The number of communities K for DBLP is set to 8; IMDb - 12; Reddit - 25. We cross-validate our
model with the following combinations of temporal smoothness hyperparameters: (γ, σ) = (0.01,
0.1), (0.1, 1.0) and (1.0, 10.0).
7.3 C. Datasets
Links to download raw data:
DBLP: https://www.aminer.cn/citation
IMDb: https://datasets.imdbws.com/
Reddit: https://snap.stanford.edu/conflict/
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