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Abstract
Given the extreme dependence of agriculture on weather conditions, this paper analyses the effect of climatic
variations on this economic sector, by considering both a huge dataset and a flexible spatio–temporal model
specification. In particular, we study the response of N–fertilizer application to abnormal weather conditions,
while accounting for GDP as a control variable. The dataset consists of gridded data spanning over 21 years
(1993–2013), while the methodological strategy makes use of a spatial dynamic panel data (SDPD) model
that accounts for both space and time fixed effects, besides dealing with both space and time dependences.
Time–invariant short and long term effects, as well as time–varying marginal effects are also properly defined,
revealing interesting results on the impact of both GDP and weather conditions on fertilizer utilizations. The
analysis considers four macro–regions – Europe, South America, South–East Asia and Africa – to allow for
comparisons among different socio–economic societies. In addition to finding a good support for the existence
of an environmental Kuznets curve for fertilizer application, it shows peculiar responses of N–fertilization to
deviations from normal conditions of moisture for each selected region, calling for ad hoc policy interventions.
Keywords: Spatial Dynamic Panel Data Models; Time–varying Marginal Effects; Fertilization Use; Weather
Conditions; Climate; World Agricultural Economy.
JEL codes: C18; C33; C52; C55; Q54.
1. Introduction
Agriculture is one of the most dependent sectors on weather conditions, being its output strongly affected
by them. With the 45% of the world population living in rural areas (The World Bank, 2018b) and the 26% of
the working population being employed in the primary sector in 2017 (The World Bank, 2018a), it is therefore
highly interesting to analyse the effect of weather conditions on agricultural production. This is even more
true for developing countries where the percentage of people deriving their livelihood from the primary sector
grows tremendously: the percentage of working population being employed in agriculture in 2017 is equal to
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32 in low and middle income countries, rising to 68 when considering only low income ones (The World Bank,
2018a).
In a world characterized by global worming and more frequent weather extremes, see e.g. Stott et al.
(2004), Pall et al. (2011) and Fischer and Knutti (2015), it comes with no surprise that a strong focus has
been placed in understanding the effect that such phenomena have on agricultural output. Lesk et al. (2016),
for example, evaluate the impact of weather extremes on global crop production, finding a significant negative
impact (minus 9–10% for cereals). Rosenzweig et al. (2002) limit their analysis to U.S. and to floods and
excesses of rain, whereas Zipper et al. (2016) focus on droughts, in the same region. The response to, and the
adopted strategies to cope with, weather extremes is another well established field of investigation. Just to
mention few examples, Iizumi and Ramankutty (2015) analyse the changes in cropping area and intensity due
to weather shocks at global level, Morton et al. (2015) investigate the strategies adopted by Upper Midwest
U.S. farmers to cope with a prolonged time of excesses of rain, whereas several papers have examined the
farmers’ response to droughts in vulnerable areas, see e.g. Campbell (1999) in Kenya, Fisher et al. (2015) in
Sub–Saharan Africa and Hossain et al. (2016) in Bangladesh.
The present paper can be inserted into the last mentioned literature strand, featuring several peculiarities.
Its aim is to explore the farmers’ response, in terms of fertilizer application, to abnormal weather conditions –
dryness and wetness –, without focusing exclusively on extreme events. Furthermore, by having a comparative
aim, it focuses on very different world regions rather than specifically taking into account a single geographical
area. Given the importance of fertilizers in enhancing agricultural output, this appears to be a relevant research
topic. Furthermore, it is an intriguing one, since, even theoretically, it is far from easily predictable to establish
what effect abnormal weather conditions may have on fertilizer application. Our focus encompasses both
the immediate response to dryness and wetness conditions and, particularly, the lagged response. In fact,
from a policy perspective, it is important to understand which are the lasting consequences of these weather
phenomena.
If a drought or an excess of rain is happening or is foreseen to happen at the time of fertilizer application,
the immediate response of a farmer could be to increase the amount of fertilizer to counterbalance the likely
output loss caused by the adverse weather conditions or she could opt to reduce it to avoid wasting input
expenditures. The response could vary on the base of the intensity of the phenomenon, but also on the base of
its nature. According to Purcell et al. (2004), for example, the importance of N–fertilization on yield outcomes
is more crucial during a drought period than under normal conditions. With regard to excesses of rain, an
analysis of several experimental rice plots in South–East Asia conducted by Vlek and Byrnes (1986) reveals that
the N–fertilizer uptake efficacy of the crop is dramatically reduced in flooded plots. Although both directions
of departure from normal conditions seem to have the effect of calling for an increase in fertilization, nothing
is said on their relative magnitude. Furthermore, both studies are focused on a specific area and a single crop,
therefore it is not granted this to hold in general.
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The lagged response, as to say the application of fertilizer in a time period subsequent the happening of a
weather shock, seems to be more easily predictable. Since a significant departure from expected levels of wetness
is associated with a reduction in productivity, this implies a lower nutrients uptake by plants. This further
causes a lower need of fertilization in the subsequent year1. However, although heavy rains may damage crops
as much as drought, they could also cause a run–off of fertilizer from the soil, thus nullifying this argument.
The diffused lack of agricultural insurance schemes and the scarcity of farmers financial reserves in developing
countries may translate into an obliged reduction of fertilizer application, due to the impossibility of farmers
to purchase this input after an income shock (Barrett, 2007). In economically vulnerable rural areas, strong
deviations from normal weather conditions may ignite such shock. In less precarious regions, however, it cannot
be excluded that farmers simply keep applying the usual amount of fertilizer for the inability to estimate the
quantity remained in the soil or even increase its application in the attempt to recover past losses. As just seen,
also the lagged effect of abnormal weather conditions on fertilization is rather unclear. Different contrasting
hypotheses look theoretically sounding, and the geographical area under investigation may be an important
factor in determining which of them holds. An empirical investigation is therefore necessary to unravel this
query.
In order to shed light on these hypotheses, covering an almost global dimension, we use spatio–temporal
data on the yearly amount of applied synthetic nitrogen (N) fertilizer taken from Lu and Tian (2017). The
time dimension is of 22 years, while the considered areas are Europe (i.e. countries affected by the Common
Agricultural Policy, CAP), South America, South–East Asia (21 years) and Africa, to cover a very broad
spectrum of climatic and socio–economic conditions. To deal with the spatio–temporal dimension of our data,
we make use of a spatial dynamic panel data model (SDPD), with both individual–specific and time–specific
fixed effects to account for potential unit–specific unobserved heterogeneity. Looking at the recent literature
on spatial econometrics, see e.g. Elhorst (2014) and references therein, although the theoretical issues are quite
advanced, see e.g. Shi and Lee (2017) among others, to the best of our knowledge only few empirical applications
within agricultural economics and/or climate change have recently used these model specifications: see, for
some examples, the interesting review of Baylis et al. (2011). In particular, we are the first one who make use of
the dynamic version of spatial panel data models with spatio–temporal agricultural data. Moreover, because of
the nonlinearity in variables model specification, we properly define the marginal effects distinguishing between
time–varying and time–invariant impacts.
Our main results confirms a rather strong geographical variability for the effect of abnormal weather
conditions on fertilizer application. With regard to the contemporaneous effect, dryness increases N–fertilization
only in South America, whereas it is not a significant determinant in other areas. Wetness has a positive
1See, for example, the following document from the University of Wisconsin Extension Service at
http://nasdonline.org/static content/documents/1987/d001465.pdf.
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impact in Europe, a negative one in South America and it is otherwise insignificant. The lagged effect of
increasing wetness is never significant, except when interacted with the Per–capita Gross Domestic Product
(GDP) in Europe and South–East Asia. Instead, dryness is significant in South America (positive) and in
Africa (negative). This may imply a potential over–fertilization in south America following dry periods,
with potentially problematic environmental consequences (e.g. water pollution) and an opposite outcome
in Africa. Although a reduction in fertilization after a drought may be an optimal strategy, this could also
be the consequence of poverty traps, thus calling for an improvement of hedging instruments for abnormal
weather conditions in this region. Another interesting result is the presence of an environmental Kuznets
curve for N–fertilizer application, hypothesis that finds a good confirmation in our analysis. Finally, spatial
(contemporaneous) and temporal dependence effects as well as spatio–temporal effects heavily contribute to
explain N–fertilizer utilization, with only slight differences among the macro–regions. The main finding is that
the spatial process is herald of positive spillover effects, which in turn provide positive externalities in the
agricultural sector, both in the current and in the next year.
The rest of the paper is organized as follows. Section 2 provides a brief literature review on related research
works. Section 3 describes the data used. In Section 4 we explain the choice of the model specification, the
hypothesis test strategy and we derive appropriate marginal effects to correctly interpret the results. In Section
5 we provide and discuss the results. Finally, Section 6 concludes.
2. Literature Review
In this Section we briefly review the main contributions on the relation between weather extremes and the
use of fertilization, distinguishing among different societies and/or the methodology used.
The impact of weather conditions on agriculture is a largely investigated theme, particularly when
considering its extreme forms. Pandey et al. (2007) dedicate a whole book to examine the effects of droughts
on South–East Asian rice farmers and to analyse their coping strategies, evidencing how these lasts are often
insufficient to prevent rural households to fall into poverty after severe droughts. Devereux (2007) develops
an analytic framework for understanding the impact of droughts and floods on food security and, based on a
weather–induced food crises in Malawi, he uses it to derive policy prescriptions to avoid famine to occur. As
mentioned in the introduction, the concerns about climate change have further boosted this literature since
droughts, but other weather extremes too, are expected to intensify. Lobell and Field (2007), for example,
estimate the effect of rising temperatures on the yields of the six most widely grown crops, finding significant
negative effects for most of them. The present paper, however, strongly differs from these works in two
dimensions. Methodologically, no one of the mentioned works adopts a spatial dynamic econometric approach.
With regard to the content, the present paper specifically focuses on the relation between fertilization and
weather conditions, rather than examining a broad spectrum of responses to weather shocks. Furthermore, our
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focus is not limited to extremes weather events, but rather on the whole spectrum of abnormal conditions.
Ding et al. (2009) share a similar focus on the response to weather variations of a very precise component of
agricultural production: tillage practices. Besides the narrowing of the attention to a precise element, they also
consider panel data as well as spatial correlation in the error terms, whereas previous works on soil conservation
practices mainly used cross sectional data, see e.g. Soule et al. (2000). Spatial autocorrelation is then inherent
in several agricultural applications. In addition to the obvious difference regarding the outcome of interest –
fertilization rather than tillage – our model directly considers a spatial process into the fertilization use as well
as two dynamic components that lack in Ding et al. (2009) and a much broader territorial coverage.
The relation between fertilization and weather conditions, instead, is a topic rather overlooked by the
economic literature being confined to the agro-biological domain. Hartmann et al. (2011) consider the
environmental aspect of this interaction, analysing how N–fertilization combined with drought can modify
the ability of the soil to store atmospheric methane. Van Metre et al. (2016) examine the concentration of
nitrate in some U.S. Mid–West rivers in a rainy period after a drought, finding a significant increase. This
testifies how drought periods effectively leave a high amount of N–fertilizer in the soil. Purcell et al. (2004)
study soy–bean N2 fixation and crop yield response to drought. Among their results, it worth to mention how
the yield response to N–fertilization is higher under drought conditions (plus 15–25%) than in an optimally
watered situation (plus 12–15%).
Given the importance of fertilizers in agricultural production, several studies have focused on estimating the
determinants of their spatial diffusion. Potter et al. (2010) analyse the pattern of both inorganic and organic
fertilizer application at world level, whereas To´th et al. (2014) map the levels of phosphorus (P) present in
soil in the European Union. However, a study that relates the application of fertilizer with present and past
weather conditions seems, to the best of our knowledge, to lack. This paper tries to fill this gap, by making
use of a world wide database of spatial data. Although this may entail to sacrifice precision compared to using
farm specific data derived from surveys, it allows to offer a global view on the topic and to base the analysis
on a rather large time span. Moreover, we specify one of the most recent spatio–temporal models which is
able to deal with both spatial and temporal dependence structures, as well as a form of spatial and temporal
heterogeneity.
3. Data description
In this Section we briefly introduce a description of the data used in our empirical analysis. The dependent
variable is the amount of fertilizer applied on a given portion of agricultural land. Relying on data related to
quantities at national level would lower the precision of the estimation, since weather extremes may interest
only some portions of a country territory and, therefore, their effect may be masked by aggregate data.
Thanks to a recent dataset made available by Lu and Tian (2017), it is now possible to overcome this
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problem. Indeed, the dataset provides global time series gridded data of annual synthetic nitrogen (N) fertilizer
application with a resolution of 0.5◦×0.5◦ latitude–longitude for the period 1961–2013. Given the high number
of available data and the consequent computational burden, and supposing a decreasing quality of data for
periods more distant in time, we decided to curtail the considered years from 1992 onward.
Even with a trimmed dataset in terms of considered years, the choice of a spatial dynamic panel data model,
see Section 4, renders too burdensome the computation of the model with all the data included. Furthermore,
the strong climatic and socio–economic differences at world level calls for a subdivision of the data in more
homogeneous zones. Finally, it is worth noting that comparing the results across developed and developing
countries could be of particular interest for policy makers. Therefore, we selected four macro–regions over
which to run the regressions separately: Europe (CAP zone), South America, South–East Asia and Africa.
For the above four regressions, we consider balanced panel data sets, with the spatial dimension equal to
N = {1928, 3508, 2703, 4854} and the time dimension equal to T = {22, 22, 21, 22} years, respectively. Table
B.2 shows the considered countries included in each of these macro–regions together with the number of grid
cells for each country. Figures C.1 and C.2, instead, show the spatial units (cells) taken into account for
each macro–region and the approximated distributions of the N–fertilizer application with the Gaussian Kernel
function. As we can observe, although the use of fertilization is by definition a truncated–at–zero Normal
variable, justifying the use of a Tobit model, in all the four cases we can approximate quite well its distribution
to a Gaussian, leading to the use of more complex and flexible spatio–temporal models already developed in
the linear case, see Section 4.
Since the aim of the paper is to investigate the effect of weather conditions on the application of fertilizer,
the explanatory variable of interest must be an indicator of their variation. We limit the analysis to dryness and
wetness given the availability of reliable indexes measuring these conditions that further have the advantage to
be computed at the same spatial level as our dependent variable. Different indexes with the ability to measure
them are present in the literature and are potentially suitable for our analysis. Among them, we have the
self-calibrated Palmer Severity Drought Index (scPSDI) (Wells et al., 2004), the Standardized Precipitation
Index (SPI) (McKee et al., 1993) and the Standardized Precipitation and Evapotranspiration Index (SPEI)
(Vicente-Serrano et al., 2010). Our choice is the SPEI, that, having being chronologically proposed as last, it
tries to combine the strength points of the previous two indexes (Vicente-Serrano et al., 2010).
The SPEI index is expressed as the number of standard deviations of weather conditions from the long
term average, with negative values indicating dryness and positive values wetness. The yearly average of such
index has been adopted in order to conform it with the time dimension of the dependent variable. In order
to improve the intelligibility of the results, we have divided the SPEI index into two variables, dryness and
wetness, with the first being equal to the SPEI index when it is lower than zero and assuming the value of
zero otherwise. Dryness values have been subsequently multiplied by -1 in order to have only positive values.
Wetness is simply defined as the complement of dryness. Figure C.3 shows their distribution in the whole
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dataset excluding the zero values for readability.
Finally, the countries’ per–capita Gross Domestic Product (GDP) is included in all the estimation results.
The relation between the economic level of a country and the amount of fertilizer applied per unit of land is a
well established fact in the dedicated literature, therefore this variable is a necessary control. Furthermore, its
interaction with the lagged term of dryness and wetness serves to test if the response of fertilization to past
weather conditions changes according to level of income, as the literature on poverty traps suggest (Barrett,
2007). In order to have a meaningful inter–countries comparability of the GDP, we adopted the per capita
Power Purchasing Parity (PPP) GDP in constant 2011 dollars, provided by the World Bank. Table B.1
reports the summary statistics of all the variables included in our model specifications, distinguishing them
across macro–regions.
4. Model Specification and Marginal Effects
In this Section we provide details on the model specification to study the effect of extreme weather conditions
on the use on fertilizers in Europe, South America, South–East Asia and Africa. The adopted methodology is
based on the use of a spatial dynamic panel data (SDPD) model to deal with both space and time dependence
effects, i.e. spatial (cross–sectional) and serial correlations, as well as both space (individual) and time fixed
effects, see Lee and Yu (2010b) and Lee and Yu (2014).
We believe the impact of the temporal lag yn,t−1 to be particularly significant in our context, so we
excluded the possibility of using static and random effects specifications. Moreover, fixed effects models seem
to be preferred due to computational and robustness reasons (Lee and Yu, 2010a), especially when considering
spatial panel specifications (Elhorst, 2014, Sec. 3.4). It is also worth noting that, the Hausman test is available
only for static spatial panel models (Mutl and Pfaffermayr, 2011) or dynamic no–spatial panel models (Hahn
and Kuersteiner, 2002).
We also think that both the (contemporaneous) spatial lag Wnyn,t and the space–time lag Wnyn,t−1 are
relevant determinants of fertilizer utilization, leading to a time–space dynamic specification (Anselin et al.,
2008, p. 646). Finally, we prefer to include time fixed effects ξtιn rather than (contemporaneous) spatially
lagged regressors WnXn,t for two reasons: (i) the omission of time fixed effects could bias the estimates in
time–series, (ii) we assume that the local spatial effects WnXn,t have not a significant impact as the time fixed
effects. The reason of (ii) is due to the fact that the regressors used in our empirical context do not exhibit
sufficiently variation at our specific disaggregation level in space.
The model is specified as follows
yn,t = ρWnyn,t + φyn,t−1 + γWnyn,t−1 + Xn,tβ +αn + ξtιn + εn,t, t = 1, . . . , T (1)
where yn,t = (y1,t, y2,t, . . . , yi,t, . . . , yn,t)
′
is a n-dimensional column vector of fertilizer utilization at time t, φ is
the temporal autoregressive coefficient, Wn is a time–invariant n-dimensional square matrix of spatial weights
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among pairs of random variables (yi,t, yj,t), for i, j = 1, . . . , n, with (contemporaneous) spatial autoregressive
coefficient ρ and space–time autoregressive coefficient γ, Xn,t = (x1,t,x2,t, . . . ,xh,t, . . . ,xk,t) is an n by k
matrix of non stochastic regressors including GDPt, GDP
2
t , contemporaneous and time lagged truncated (at
zero) normal variables for dryness and wetness, i.e. DRYt, WETt, DRYt−1, WETt−1, and interaction terms
like GDPt ×DRYt−1 and GDPt ×WETt−1 with β the vector of coefficients, αn is an n–dimensional column
vector of spatial (individual) fixed effects, ξtιn is an n-dimensional column vector of time fixed effects with
scalar coefficient ξt and column vector of ones ιn, and εn,t = (ε1,t, ε2,t, . . . , εi,t, . . . , εn,t)
′
is an n–dimensional
column vector of innovations at time t with εi,t independent and identically distributed (i.i.d.) across i and t
with zero mean and finite variance σ2.
The time–invariant spatial weighting matrix Wn = {wij} is a row–stochastic matrix such thatwij =
1∑
j wij
iff yj ∈ Nk
wij = 0 otherwise
where Nk is the set of nearest random variables yj to yi defined by k. In our case we set k = 11. The reason
why we use the above k–nearest neighbor approach is based on the fact that it guarantees the equivalence
between the two spatial dynamic models defined before and after normalization of the weights. The set of
nearest neighbours for each unit in space is defined through the Euclidean distances between pairs of centroids
of the grid cells.
To ensure stable spatio–temporal processes the condition ρ + φ + γ < 1 must be satisfied. During a
preliminary estimation procedure of equation (1), we found that the above condition is not satisfied. The sums
of the above coefficients for all the four regressions related to Europe, South America, South–East Asia and
Africa were very close to 1, so we conducted (two–sided) Wald tests on the null hypothesis that ρ+ φ+ γ = 1
(spatially cointegrated processes) by using the statistic
W = (ρ+ φ+ γ − 1) (1 1 1 0′) ΣQMLE (1 1 1 0′)′ (ρ+ φ+ γ − 1) ≈ χ1
where ΣQMLE is the (k + 4) by (k + 4) covariance matrix of the QMLE estimator (Lee and Yu, 2010b). In
all the four cases we rejected the null hypothesis of spatial cointegration, finding both explosive cases (Europe
and South–East Asia) and stable cases (South America and Africa)2.
To remove inconsistency of the estimator in both spatial cointegration and spatial explosive cases, preserving
also the amount of available observations, a spatial first–differencing approach has been recently proposed,
see Lee and Yu (2010a) and Yu et al. (2012). Here, we opted to re–estimate all the models after time first–
differencing, losing one year of observations. By re–writing the model in equation (1) with the explicit inclusion
of all the regressors, and suppressing n for notational convenience, we obtain
yt = ρWyt + φyt−1 + γWyt−1 + β1x1,t + β2x21,t + β3x2,t + β4x3,t + β4x3,t + β5x2,t−1+
2Preliminary estimation and test results are available upon request.
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+ β6x3,t−1 + β7x1,tx2,t−1 + β8x1,tx3,t−1 +α+ ξtι+ εt (2)
where (x1,t,x2,t,x3,t) are referred to GDPt, DRYt and WETt, respectively. According to the spatial
econometric literature, proper marginal effects that take spatial effects into account must be defined in different
ways depending on the specified model. When considering SDPD models, the definition of the total, direct
and indirect (spillover effects) impacts are also different with respect to the short–term and long–term periods,
see Debarsy et al. (2012) and Elhorst (2014, Sec. 4.6). Considering the model in equation (2) with time
first–differencing, the marginal effects can be defined, as for levels, in the following way
∂E (yt)
∂x1,t
|t = (I− ρW)−1 [β1I + 2β2diag(x1,t)I + β7diag(x2,t−1)I + β8diag(x3,t−1)I]
∂E (yt)
∂x2,t
|t = (I− ρW)−1 [β3]
∂E (yt)
∂x3,t
|t = (I− ρW)−1 [β4] (3)
for the short–term impacts, and
∂E (yt)
∂x1,t
= [(1− φ) I− (ρ+ γ)W]−1 [β1I + 2β2diag(x1,t)I + β7diag(x2,t−1)I + β8diag(x3,t−1)I]
∂E (yt)
∂x2,t
= [(1− φ) I− (ρ+ γ)W]−1 [β3]
∂E (yt)
∂x3,t
= [(1− φ) I− (ρ+ γ)W]−1 [β4] (4)
for the long–term impacts. The averages of the diagonal elements of the matrices in equations (3) and (4)
are the direct impacts, whereas the off–diagonal averages of the matrices in equations (3) and (4) are the
indirect impacts. Note that, in our case, the short–term and long–term effects with respect to x1 (GDP ) are
time–varying, and their evolution is shown in Figure C.4.
In addition, we consider specific marginal effects obtained from the following error correction model (ECM)
representation of equation (2) (Yu et al., 2012)
∆yt = ρW∆yt + (φ− 1) yt−1 + (ρ+ γ)Wyt−1 + β1x1,t + β2x21,t + β3x2,t + β4x3,t + β4x3,t + β5x2,t−1+
+ β6x3,t−1 + β7x1,tx2,t−1 + β8x1,tx3,t−1 +α+ ξtι+ εt (5)
from which we can easily calculate the following marginal impacts of interest
∂E (∆yt)
∂yt−1
= (I− ρW)−1 [(φ− 1) I + (ρ+ γ)W] (6)
which are the effects estimates of convergence, and
∂E (∆yt)
∂x2,t−1
= β5I + β7diag(x1,t)I
∂E (∆yt)
∂x3,t−1
= β6I + β8diag(x1,t)I (7)
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which are specific effects related to the variables dryness and wetness at time t− 1. Since these last two effects
are also time–varying, their evolution is shown in Figure C.5. Finally, since spatial marginal effects can be also
referred to each statistical unit in space to reveal a source of heterogeneity, in Figures C.6, C.7, C.8, and C.9
we report maps on these effects. See Appendix A for details on their calculation.
5. Results and Discussion
In this Section we report and discuss our estimation results and the potential policy implications
derived from them. For the estimation results, we used the Stata command xsmle (Belotti et al.,
2017). Alternatively, R codes in the package plm (Croissant and Millo, 2008) and Matlab codes at
https://spatial-panels.com/software/ (Elhorst et al., 2013) can be used. The calculation of the marginal
effects are instead written by ourselves in R. In Table B.3, we show the coefficients estimates of model in
equation (2) for all the four regressions, whereas table B.4 reports the ancillary information of the same
regressions3.
Starting with the role played by per capita GDP, it is possible to observe that it varies considerably between
the considered macro–regions. In Europe, the application of N–fertilizer is a linearly declining function of per
capita GDP, since only the level of this variable is significant and it has a negative coefficient. This could
reflect the efforts made by European countries (CAP zone) to limit the environmental impact of agricultural
activities. Furthermore, this testifies that developed countries have the ability to adopt alternative technologies
able to reduce the amount of necessary fertilizer. In South America, instead, such relation is concave, being the
coefficient of the level positive and the one of the squared term negative (and of lower magnitude). Finally, in
South–East Asia the relation takes the form of a convex function, being only the squared term significant and
positive, and in Africa fertilizer application seems to be unrelated to per–capita GDP. Except for Africa, these
results may be well explained by the existence of an environmental Kuznets curve for fertilization, hypothesis
already confirmed by Li et al. (2016) for China. Western European countries, with a relatively high level of
per–capita GDP, would then be located on the descending part of the curve, whereas South American countries
are located around the peak and South–East Asian ones on the ascending part. Africa, from which we would
have expected a behaviour similar to South–East Asia, is instead an exception, whose peculiarity deserves
further attention.
With regard to the effect of current weather conditions on the level of N–fertilizer application, it should
be noted that this is generally not significant except in Europe and in South America. In the first case, only
wetness is significant and positive, whereas in South America it is significant for both deviations (for wetness,
only at 10% level), with the coefficient for wetness being negative – opposite to Europe – and the one for
3Estimation results of the ECM in eq. (5) are available upon request. In this paper we focus the attention on model in eq. (2),
although we provide marginal effects also for the model in eq. (5).
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dryness positive. The lower efficacy in absorbing N–fertilizer described in Vlek and Byrnes (1986) could be the
reason explaining the positive coefficient in Europe, whereas the greater need of N–fertilization under drought
conditions evidenced by Purcell et al. (2004) provides a reason for the positive value of the dryness coefficient
in South America. The negative coefficient for wetness in this last region, instead, is hardly explainable by a
rational behaviour, and may be the result of wrong practices that may deserve further attention.
The lagged climatic conditions are also generally not significant except for dryness in South America and
Africa, with the coefficient in this last being significant at the 10% level. The positive value of the coefficient
related to South America may once again underline a critical aspect, since the lower intake of N–fertilizer during
dry periods suggests, as optimal strategy, a reduction in the application of fertilizer the subsequent year (see,
for instance, footnote 1). An over–fertilization, with potential negative environmental effects, such as pollution
of water basin, may derive from this seemingly un–optimal behaviour. Apparently, good agronomic practices
are followed in Africa, given the negativity of the lagged dryness coefficient. Indeed, due to the Earth’s capacity
of absorbing and accumulating over time the amount of fertilizer in periods of dryness, its use in the next year
should be decreased. However, and less optimistically, this negative value may also be due to poverty traps,
with the reduction in the application of N–fertilizer being due to the impossibility to purchase this input after
a drought in poor areas, rather than to optimal strategies. This is an aspect that deserves further attention
given its potentially relevant policy implications. The lagged effect of wetness is always insignificant, except
when interacted with per–capita GDP. In such case, it is significant, and positive, in Europe and South–East
Asia. Since rain may partially flush away N–fertilizer, the positiveness of its coefficient appears reasonable.
The fact that this positive response is a growing function of per–capita GDP is also reasonable, since it entails
a good knowledge of agronomic practices and soil management, that is likely to be positively correlated with
economic prosperity.
Finally, an important role is played by both the spatial and the dynamic effect in our model specification.
As expected, the amount of fertilizer in a previous year is negatively correlated with the level of N–fertilization
applied in the current year (φ). This relation, however, is not significant in Europe, possibly for the better ability
in this area to rightly calibrate the optimal level of fertilizer application each year. The (contemporaneous)
spatial autoregressive coefficient (ρ) is strongly significant and positive in all the macro–regions, implying that
the spatial process is not inhibitory and that the choice of the fertilizer quantity is rather equivalent among
close units of lands, as largely expected. The spatial process is then herald of positive spillover effects, which
in turn provide positive externalities in the agricultural sector. This may be due to both the similarity of
agro–climatic conditions of close units of lands, thus implying the cultivation of similar crops and the adoption
of analogous agronomic practices, and the potential knowledge spillover effects.
The spatio–temporal coefficient (γ) is also positive and significant in all the regressions, except for Europe.
Although the magnitude of the (contemporaneous) spatial dependence ρ is generally greater than the spatio–
temporal one γ, the significance of this last coefficient is herald of a spatial process whose effects will be shown
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a year later. This also means that neighboring decisions on fertilization use not only have a simulatneous
impact in the referred year but also in the next year, providing positive spatio–temporal spillover effects and
potential positive externalities also over time. Therefore, the transmission of information between close areas
happens both in contemporaneous and in delayed time.
5.1. Discussion on the Marginal Effects
From an economic point of view, and for ad–hoc policy interventions, it is of main interest to take a look at
the marginal effects. As already explained in Section 4, marginal effects for SDPD models can be distinguished
according to direct and indirect (due to spillovers) effects and short–term and long–term effects. For our model
specifications in eq. (2) and (5), we also provide a distinction between time–invariant marginal effects, see
Table B.5, and time–varying marginal effects, see Figures C.4 and C.5, due to the non–linearity in GDPt and
the presence of additional interaction terms, respectively.
Let us consider first the time–varying short–term and long–term total marginal effects with respect to
per–capita GDP at time t from model in equation (2), see also eq. (3) and (4), shown in Figure C.4.
First of all, there is a small difference between the short and long terms effects, such that it is rather
useless to comment them separately. The mean values over time for Europe, South America, South–
East Asia and Africa, respectively, are around {−1.31e − 05; 3.56e − 05; 3.40e − 06; 8.79e − 06} for the
short–term direct and {−1.28e − 05; 3.38e − 05; 2.78e − 06; 8.07e − 06} for long–term direct effects, while
{−5.54e − 08; 5.98e − 08; 1.01e − 08; 9.57e − 09} and {−5.02e − 08; 5.99e − 08; 7.47e − 09; 8.13e − 09} for the
short–term indirect and long–term indirect effects, respectively. The magnitude of the indirect effects is so
trivial in all the regions compared to the one of the direct effects, that is again advisable to overlook them. This
is somehow not surprising, however, since the variable GDP do not vary at a unit–level but rather at a country–
level, so that the indirect impacts due to neighbouring cells could be mitigated by the absence of variability
in per–capita GDP across units within the same country. The time–varying total marginal effects are always
positive in South America and Africa, always negative in Europe, whereas they vary (with mostly positive
values) in South–East Asia. Obviously, the sign of the marginal effects directly depends on the combination of
signs of the estimated coefficients, i.e.
(
ρˆ, φˆ, γˆ, βˆ1, βˆ2, βˆ7, βˆ8
)′
. However, the absolute magnitude seems not to
be very high in all the four macro–regions. It is interesting to note that both in Europe and in South America,
the respective absolute minimum and maximum values are reached during the financial crisis started in 2007.
In South America a similar peak is observable during the years 1997–2003, in correspondence with the crisis
in Argentina. In periods of crises, therefore, N–fertilization becomes much more sensitive to variations in per–
capita GDP in South America. In Europe, instead, the negative marginal effect of per–capita GDP in fertilizer
application is reduced in magnitude, potentially signalling a reduction in environmental concerns in moments
of crisis. For Africa, instead, we do not observe any peak in correspondence with the global financial crisis
of 2007, possibly because this continent has been only marginally hit by it thanks to its financial marginality
12
(Arieff, 2010). South–East Asia, instead, displays a behaviour almost antithetical to the one of Europe and
South America. During the global financial crises started in 2007, the total marginal effect of per–capita GDP
touches one of its lowest peak, whereas its highest negative peak is reached in 1998 during the financial crises
of the so called Asian tigers4. A possible explanation is that, during these periods, the price of Urea, one of the
most common sources of N–fertilizer, felt considerably, thanks also to a consistent fall in the price of energy
sources to which its price is linked (Blanco, 2011). It might then be that, in such periods, the direct price effect
of N–fertilizer has dwarfed, in South–East Asia, the effect of the reduction in per–capita GDP.
Figure C.5 reports the time–varying marginal effects with respect to the variables Dryness and Wetness
at time t − 1 from the model in equation (5), see also eq. (7). In Europe, the evolution of these effects is
quite flat for dryness with only positive values and a mean equal to 0.0027, whereas the magnitude of the
marginal effects for wetness reveals a sensible variability over time with a mixture of positive and negative
values and a mean of about 0.0025. The lowest pick is reached in 2009. In South America, both the evolutions
have approximately the same behaviour, although with a different mean value, i.e. {0.0107;−0.0020} for
dryness and wetness, respectively. South–East Asia also shows a similar evolution for dryness and wetness,
whose mean values are {−0.0058;−0.0009}, respectively. Both in South America and in South–East Asia,
the marginal impacts in absolute value are greater for dryness rather than for wetness, although in the last
macro–region there is an evident lowest peak in 1998. It is interesting to note that the shape of the graphs
of marginal effects for weather conditions, particularly for wetness, are quite similar to the one of per–capita
GDP in these three macro–regions. The interpretations given before, therefore, may well apply to the present
case. In Africa, instead, it seems that the two temporal dynamics tend to compensate each other, i.e. the
lower are the values for dryness, the higher are those for wetness, and vice–versa. The temporal mean values
are −0.0027 for dryness and −0.0032 for wetness. This fact reflects an almost antithetical, but corresponding,
response to these two weather phenomena.
Regarding the time–invariant marginal effects in Table B.5, we note that only in Europe the direct, indirect
and total marginal effects are positive both in the short–term and in the long–term, whereas the same effects
with respect to wetness are negative in the other macro–areas. Therefore, in Europe, the higher are dryness
and wetness, the greater is the N–fertilization in both the cell itself and in the neighbour cells, while in the
other macro–areas wetness reveals an opposite situation: the higher is its value, the lower is the N–fertilization
in both the cell itself and in the other cells. Looking at the estimates of convergence from the ECM, we can
observe that both the strength of convergence of the cell itself and the strength of convergence of the other
cells are negative in all the macro–areas, with a higher value in absolute value in Europe. Therefore, the
higher is the use of N–fertilization the year before, the lower is the amount of N–fertilizer used a year later,
4Note that, during this year, we can observe also in Europe an increase (in absolute value) of the marginal effect of per–capita
GDP, while in South America a decreasing effect.
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corroborating the results of the coefficient of the SDPD model. Finally, in Figures C.6, C.7, C.8, and C.9, we
show the spatial heterogeneity in terms of the time–invariant short–term marginal effects in equation (3) with
respect to the variables Dryness and Wetness at time t. First of all, the range and the sign of the values do not
necessarily correspond to the mean values in Table B.5, since in this case we only consider the indirect impacts
as row–sums of the matrix in Appendix A. The spatial patterns seems to show a higher indirect impacts for
both dryness and wetness in the majority of the grid cells, especially inside the core of all the macro–areas.
This could mean that weather conditions, both in normal and in extreme cases, have a greater impact in those
areas.
6. Conclusions
The present paper analyse the relation between abnormal weather conditions and fertilizer applications at
world level, by considering four macro–regions – Europe (CAP), South America, South–East Asia and Africa –
and using a recent dataset of gridded data which covers more than 20 years (1993–2013). The methodological
strategy is based on the use of a spatial dynamic panel data (SDPD) model that deals with both space and
time dependence effects, i.e. spatial (cross–sectional) and serial correlations, as well as both space (individual)
and time fixed effects. The selected covariates include dryness and wetness (excess of rain) as indicators of
weather conditions, and they are derived from the SPEI index. Furthermore, we have controlled for per–capita
GDP (PPP and constant 2011 dollars), in level and in squared form, and for its interaction with the lagged
term of the meteorological conditions.
The analysis of per–capita GDP suggests the existence of an environmental Kuznets curve for N–fertilizer,
with Europe showing a linear negative relation between per–capita GDP and the amount of applied fertilizer,
South America an inverted U–shape and South–East Asia a positive convex relation. If we take into account
their respective per–capita GDP ranges, the environmental Kuznets curve hypothesis seems well grounded.
The exception is Africa, that displays a non statistically significant relation. Both the dynamic and the spatial
dependence parameters are statistically very strong with the latter being positive and the former negative for
all the macro–regions with the exception of Europe, where it is not statistically significant. This testifies both
certain behavioural similarities in agronomic practices among neighboring areas, probably also due to similar
agro–climatic conditions, and the presence of knowledge deriving from the past. The spatio–temporal coefficient
is also strongly significant, and positive, in all the macro–regions, except for Europe. This validates the choice
of our spatial dynamic model, revealing that not only pure spatial and temporal dependence parameters play
an important role, but also the spatio–temporal coefficient could hide spillover effects, which will be shown one
year later.
The contemporaneous effect of the two chosen departures from normal climatic conditions are only
significant in Europe and in South America. In the former, wetness causes an increase in N–fertilizer application,
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whereas in the latter the coefficient of the same variable has opposite sign, while it is dryness to have a positive
effect. Among the lagged meteorological conditions, only dryness is significant in South America and Africa,
with a positive coefficient in the former case and a negative one in the latter. When considering their interaction
with per–capita GDP, the lagged wetness becomes significant in Europe and in South–East Asia, in both cases
being positive. The marked differences among world regions in the response of fertilizer application to climatic
conditions suggest the need for tailored policies. In particular, in South America there might be a problem
of over–fertilization following drought periods that could lead to serious environmental consequences such as
water pollution. The opposite sign of the coefficient of the lagged effect of dryness in Africa may lead to think
that optimal fertilization practices are followed in this region. However, the socio–economic conditions of the
area may also suggest that the reduction of fertilization after a drought is due not to an optimal strategy,
but rather to the consequences of an income shock produced by the same drought (poverty traps). If this last
hypothesis is the case, fostering agricultural insurance schemes or other forms of weather hedging would then
be required. This aspect surely deserves more attention.
Given the recent highering relevance of forecasting with spatio–temporal models and the raising availability
of spatio–temporal data, it is finally worth mentioning that this paper could lay the foundations for correctly
specifying the model specification used as basis for time predictions of fertilization worldwide. This project
should deserve the right attention for future research.
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Appendix A. Local Marginal Effects
Here we briefly show how to consider local marginal effects, i.e. unit–specific marginal effects. In this paper
we consider the spatial heterogeneity in terms of the time–invariant short–term marginal effects in eq. (3),
with repsect to the variables DRYt (x2,t) and WETt (x3,t). Alternatively, if they are time–varying, one can
consider to show specific marginal effects in one point in time, say t. Let xk,t be a covariate of interest at time
t and yt the dependent variable at time t. We are then interested in defining the marginal effect of xk,t on yt
for each spatial unit i = 1, . . . , n. Therefore we have
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
the elements of which are direct effects (diagonal elements) and the indirect effects (cross–diagonal elements).
However, we should note that the information coming from the indirect effects, i.e. the average of the off–
diagonal elements, is different according to considering the lower or the upper triangular matrix. Indeed, for
instance, in the first row we recognize the indirect effects of all the variables x1k,t, . . . , xnk,t on the dependent
variable y1,t, while in the first column we observe the indirect effects of the variable x1k,t on all the dependent
variables y1,t, . . . , yn,t, excluding the first element (the direct effect) in both cases. In our paper we consider
the first case of heterogeneity for each yi,t, i.e. looking at each row, and then summarise the infromation by
taking row–sums. The results are shown in Figures C.6, C.7, C.8, and C.9.g
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Appendix B. Tables
Table B.1: Summary Statistics
Mean Std. Dev. Min. Max.
Variables Europe
Fertilizer (N) 11.2046 6.1996 0 44.48
GDP 34543.75 10850.52 10069.5 97864.2
Dryness 0.2783 0.452 0 2.7099
Wetness 0.4361 0.5423 0 2.6648
South America
Fertilizer (N) 3.8203 2.7163 0 21.93
GDP 11985.67 3455.777 3468.687 21998.31
Dryness 0.2778 0.447 0 3.6238
Wetness 0.4273 0.5555 0 3.265
South–East Asia
Fertilizer (N) 7.6974 4.2181 0 39.73
GDP 5248.242 3823.126 1070.131 23224.19
Dryness 0.3003 0.4597 0 2.6268
Wetness 0.3843 0.5095 0 2.874
Africa
Fertilizer (N) 0.9353 3.4164 0 49.25
GDP 3039.312 3251.496 247.4365 40015.82
Dryness 0.3737 0.5006 0 3.4016
Wetness 0.2592 0.4241 0 2.9603
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Table B.2: Countries in Each Macro–region with the Relative Number of Cells (Units) per Year
Country Cells Country Cells
Europe Africa
Austria 55 Algeria 96
Belgium 25 Angola 276
Czech Rep. 61 Benin 34
Denmark 31 Botswana 32
Finland 146 Burkina Faso 83
France 278 Burundi 3
Germany 164 Cameroon 107
Greece 66 Central African Rep. 76
Hungary 60 Chad 152
Ireland 35 Congo 52
Italy 134 Cote d’Ivoire 89
Luxembourg 1 Dem. Rep. Congo 600
Netherlands 12 Egypt 58
Norway 164 Eq. Guinea 8
Poland 165 Ethiopia 223
Portugal 50 Gabon 23
Spain 202 Ghana 86
Sweden 111 Guinea 77
Switzerland 19 Guinea-Bissau 11
United Kingdom 149 Kenya 104
South America Lesotho 4
Argentina 509 Liberia 17
Bolivia 192 Madagascar 178
Brazil 1921 Malawi 38
Chile 78 Mali 165
Colombia 181 Mauritania 38
Ecuador 60 Morocco 103
Guyana 22 Mozambique 250
Paraguay 128 Namibia 50
Peru 207 Niger 129
Suriname 5 Nigeria 297
Uruguay 59 Rwanda 7
Venezuela 146 Senegal 68
South–East Asia Sierra Leone 19
Bangladesh 33 South Africa 294
Cambodia 65 Sudan 302
India 1145 Swaziland 2
Indonesia 537 Tanzania 290
Lao PDR 47 Togo 7
Malaysia 113 Tunisia 51
Nepal 39 Uganda 60
Pakistan 273 Zambia 176
Philippines 108 Zimbabwe 119
Thailand 211
Vietnam 132
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Table B.3: Estimated coefficients through QMLE of model in equation (2).
Europe
South
America
South–East
Asia
Africa
N fert N fert N fert N fert
φ -0.00606 -0.0587*** -0.20428*** -0.08055***
(0.00544) (0.0042) (0.00434) (0.00322)
γ -0.00188 0.05793*** 0.17518*** 0.0586***
(0.00617) (0.00505) (0.00511) (0.00384)
GDPt -0.00001* 0.00004*** -0.00001 7.75E-006
(5.00E-006) (4.00E-006) (8.30E-006) (5.01E-006)
GDP 2t -4.87E-010 -2.06E-008*** 3.35E-008** -2.10E-009
(2.26E-009) (4.68E-009) (1.22E-008) (1.52E-009)
DRYt 0.0024 0.00789* -0.00398 -0.00143
(0.00559 (0.00345) (0.00364) (0.00155)
WETt 0.00968* -0.00449+ 0.00462 -0.00157
(0.00463) (0.0026) (0.00314) (0.00175)
DRYt−1 0.00291 0.01184** -0.0065 -0.00294+
(0.00726) (0.00381) (0.00428) (0.00156)
WETt−1 -0.00228 0.00002 -0.00465 -0.00285
(0.00524) (0.0028) (0.00383) (0.00181)
DRYt−1 ×GDPt -4.05E-007 -4.68E-006 3.65E-006 3.09E-006
(7.28E-006) (6.73E-006) (0.00001) (7.69E-006)
WETt−1 ×GDPt 0.00001* -8.06E-006 0.00002* -5.34E-006
(4.97E-006) (5.02E-006) (0.00001) (6.07E-006)
ρ 0.91378*** 0.87862*** 0.91314*** 0.86502***
(0.00225) (0.00218) (0.00204) (0.00187)
σ2 0.24565*** 0.15801*** 0.12749*** 0.05895***
(0.00171) (0.00082) (0.00077) (0.00026)
Standard Errors in parenthesis
+ p <0.1, * p <0.05, ** p <0.01, *** p <0.001
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Table B.4: Regressions’ Ancillary Information
Europe
South
America
South–East
Asia
Africa
N. obs. 38560 70160 51357 97080
N. groups 1928 3508 2703 4854
N. years 20 20 19 20
Log–Lik -2.96E+004 -3.77E+004 -2.23E+004 -3414.9611
Mean fixed effects 0.0078 0.0115 0.0194 0.0018
Pseudo R–squared
Within 0.0372 0 0.1192 0.0339
Between 0.2375 0.0459 0.2301 0.7141
Overall 0.027 0 0.0986 0.0281
23
Table B.5: Time–invariant Marginal Effects from SAR and EC models in eq. (2) and (5), respectively.
Model SAR
Macro–area Variable Effect Direct Indirect Total
Europe
DRYt
short 0.003041 1.29E-005 0.003054
long 0.002986 1.17E-005 0.002998
WETt
short 0.012266 5.19E-005 0.012318
long 0.012044 4.71E-005 0.012091
South
America
DRYt
short 0.009426 1.58E-005 0.009442
long 0.008960 1.59E-005 0.008976
WETt
short
run
-0.005364 -9.02E-006 -0.005373
long -0.005099 -9.03E-006 -0.005108
South–East
Asia
DRYt
short 0.009426 1.58E-005 0.009442
long 0.008960 1.59E-005 0.008976
WETt
short -0.005364 -9.02E-006 -0.005373
long -0.005099 -9.03E-006 -0.005108
Africa
DRYt
short 0.009426 1.58E-005 0.009442
long 0.008960 1.59E-005 0.008976
WETt
short -0.005364 -9.02E-006 -0.005373
long -0.005099 -9.03E-006 -0.005108
Model ECM
Macro–area Variable Effect Direct Indirect Total
Europa yt−1 / -1.541394 -0.010744 -1.552138
South
America
yt−1 / -1.472254 -0.004267 -1.476521
South–East
Asia
yt−1 / -1.472254 -0.004267 -1.476521
Africa yt−1 / -1.472254 -0.004267 -1.476521
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Appendix C. Figures
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Figure C.1: Maps of (a) Europe and (b) South America and their Data Distributions (c) and (d), respectively.
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Figure C.2: Maps of (a) South–East Asia and (b) Africa and their Data Distributions (c) and (d), respectively.
Figure C.3: Frequency Distribution of SPEI values at World Level for Dryness (left) and Wetness (right). Zero values are excluded.
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Figure C.4: Time–varying Short–term (on the left) and Long–term (on the right) Total Marginal Effects from Model in eq. (2)
with respect to GDP for (a-b) Europe, (c-d) South America, (e-f) South–East Asia, and (g-h) Africa, respectively. The Total
Effects are split into the Direct (in pink) and Indirect (in green) Effects.
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Figure C.5: Time–varying Marginal Effects from Model in eq. (5) with respect to Dryness (in black) and Wetness (in red) for
(a) Europe, (b) South America, (c) South–East Asia, and (d) Africa, respectively.
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Figure C.6: Local Short–term Indirect effects from model in eq. (2) with respect to the variables Dryness (on the left) and
Wetness (on the right) for Europe.
−40
−30
−20
−10
0
10
−80 −70 −60 −50 −40
0.0545
0.0550
0.0555
0.0560
Dryness
−40
−30
−20
−10
0
10
−80 −70 −60 −50 −40
−0.0318
−0.0316
−0.0314
−0.0312
−0.0310
Wetness
Figure C.7: Local Short–term Indirect effects from model in eq. (2) with respect to the variables Dryness (on the left) and
Wetness (on the right) for South America.
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Figure C.8: Local Short–term Indirect effects from model in eq. (2) with respect to the variables Dryness (on the left) and
Wetness (on the right) for South–East Asia.
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Figure C.9: Local Short–term Indirect effects from model in eq. (2) with respect to the variables Dryness (on the left) and
Wetness (on the right) for Africa.
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