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　　　Contrary　to　the　numerous　and　varied　studies　on　management
information　systems，there　appears　to　be　litt1e　organizationl　rationa1e
behind　the　deve1opment　of　most　of　today’s　management　information
systems，Critical　evidence　continues　to　accrue　that“the　information
systems　of　today　are　not，in　general，what　they　are　made　out　to　be”
（Swanson，1979，p．237）．
　　　Acko萱（1967）argued　that　severa1assumptions　commonly　made
by　designers　of　management　information　syste皿s　were　not　justi£ed
in㎜any　cases　and　hence　led　to　major　de丘ciencies　in　the　resu1ting
systems．King　and　C1eland（1971）claimed　that　a1though　modem
management　infomation　systems　were　supposed　to　he1p　the　manager
make　better　decisions，few　were　true　management　systems．According
to　their　obsewations，info㎜ation　systems　have　been　shaped　by
impro▽ements　in　existing　data　processing　fmctions，and　have　not
signiicant1y　increased　the　decision　making　e丘ectiveness　of㎜anagers．
　　　More　recently，Wi1davsky（1978）makes　critique　of　today’s　infor－
mation　systems　as“real1y　made　up　of　dumb　data”and　as“un－
theoretical，non－organizational，and　a－historica1”．Hedberg　and　J6nsson
（！978）express　a　simi1ar▽iew　and　state　that：
It　appears　that　many㎜odem　infomation　systems　dysfunction・
al1y　add　to　organizations’inertia．Access　to　mre　infomation
and　more　advanced　decision　aids　does　not　necessarily　make
dec1slon　makers　better　mfomed　or　lnore　able　to　dec1de（p48）
Where　do　these　deiciencies　result　from？Designersof　manage一
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mentinfomation　systems　are　inc1ined　to　be1ieve　the　notion　that　to
supply　infomation　to　decision　makers　is　a　good　thing　in　and　out
itself．　This　seeming1y　wel1accepted　notion　wi11be　cha1lenged　by
the　fo1lowmg　cons1derat1ons
　　　　（1）the　problems　of　infomation　overload，
　　　　（2）the　problem　of　processing　infomation　by　decision　makers，
　　　　　　　and
　　　　（3）　the　fact　that　a1l　information　has　a　cost，
The　viewpoint　which　has　motivated　this　paper　is　the　importance　of
shifting　the　emphasis　of　the　infomation　system　design　from　supplying
relevant　information　to　e1iminating　irre1evant，mimportant　infomation．
The　purpose　of　this　paper　is　to　develop　evaluation　㎜ethods　for
particu1ar　types　of　information　and　decision　systems　and　to　investigate
so1utions　for　designing　systems　which　can　reduce　information　over1oad
and　is　economica11y　more　e舐cient　than　current　systems．　Several
mathematica1models　wi11be　examined　on　the　basis　of　recent　deve1－
opments　in　the　area　of　inquiry㎞own　as“information　economics”to
solve　these　problems1
I．De丘ciencies　in　the　Deve1op皿ent　of　Infomation　Systems
　　　　It　is　genera11y　recognized　that　the　amomt　of　information　inputs
and　the　ways　of　their　pr0Yision　inHuence　the　utilization　of　information
provided　from　an　infomation　system．　Information　is　utilized　to
enab1e　a　decision　maker　to㎜ake　informed　judgments　and　decisions．
For　the　information　to　be　useful，it　must　bear　upon　or　be　usefu11y
associated　with　the　decision　which　it　is　designed　to　faci1itate　or　with
the　result　which　it　is　desired　to　produce．　The　more　c1ose1y　infor－
mation　provided　is　attmed　with　a　decision　maker’s　needs，the　more
useful　it　wi11be　in　producing　the　desired　resu1t．　Consequently，the
lnfo㎜at1on　and　the　way　of　reportmg1t　exert　Muence　on　the
designated　decisions．　For　these　inHuences　to　be　exerted　e丘ectively，
relevant　information　must　be　availab1e　h　a　fom　and　a　time　for　it
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to　be　useful．
　　　　According　to　Acko丘（1967）and　others，however，most　managers
su任er　more　from　an　overabundance　of　irre1evant　info㎜ation，whi1e
they　lack　a　good　deal　of　info㎜ation　that　they　should　have．They
receive　more　data　than　they　can　possib1y　absorb　even　if　they　spend
a11of　their　time　trying　to　do　so．　In　short，they　s雌er　fro㎜a　so－
ca11ed　infomation　overload．As　a　resu1t，they　must　spend　a　great
dea1of　time　separating　the　re1evant　from　the　irre1evant　and　searching
for　the　kerne1s　in　the　relevant　documents．
　　　　Humans　have1imited　capabi1ities　for　processing　data．　Beyond
son1e　point　it　becomes　physicany　i㎜possible　to　assimi1ate　and　react
to　incremented　messages．Even　modest　increases　in　the　amount　of
data　provided　could　worsen　decision　e任ectiveness　because　of　psycho－
1ogical　e甜ects．　Increased　information　leve1s　increase　the　perceived
comp1exity　of　the　environment．A㏄ording　to　abmdant　psycho1ogica1
testing　e▽idence，such　changes　in　perceived　environmenta1comp1exity
induce　changes　in　decision　maker’s　cognitive　processing　capabi1ities
（Schroder，Driver，and　Straufert，1967）．　These　cognitive　processing
changes，in　turn，can　decrease　the　effectiveness　of　decision　making
by　causing　a　decision　maker　to　reYert　to　a　more　concrete　conceptua1
1evel　in　an　attempt　to　cope　with　the　new，more　compex　environment
（Driver　and　Straufert，1969）．
　　　That　certain　reIevant　reports　are　required　to　improve　decision
皿aking　e妊ectiveness　tends　to　be　taken　by　many　system　designers　as
a“9iven”．In　rea1decision　making　situations，however，managers
in　an　organization　may　not　want　to　co11ect　all　the　re1evant　data　that
are　avai1ab1e　or　make　use　of　the　information曲ey　possess．According
to　Cyert　and　March（1965），managers1n　the　typ1ca1fim　do　not　scan
al1a1temat1▽es　or　have　complete　mfomat1on　about　the　a1temat1ves
selected．Time　factor　may　be　critica1：the　time1imit　of　most　deci－
sions　demands　that　they　must　be　taken　on　less　than　comp1ete　infor－
mation．A1so，it　has　been　suggested　that　search　for　data　is　initiated
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in　response　to　a　number　of　factors，for　examp1e，when　existing
dec王slons　seem　to　be　unsat1sfactory　or　when　a　problem1s1oommg
　　　An　additiona1negative　e任ect　of　the　emphasis　on　supplying　infor－
mation　is　the　prob1em　of　economic　ine伍ciency．All　information　has
a　cost．Infomation　should　be　treated　as　an　economic　commodity
whose　acquisition　constitutes　a　prob1em　of　economic　choice．　This
conception　draws　the　inference　that　information　shou1d　be　ol〕tained
or　supPlied　only　if　the　beneits　from　its　use　can　be　justi五ed　as
greater　than　or　equa1to　its　cost，
　　　These　considerations　suggest　that　the　notion　that　the　infomユing－
of－managers　is　a　good　thing　in　and　out　itse1f　needs　to　be　modi丘ed．
The　amomt　of　information　inputs　and　the　way　of　providing　them
are　important　factors　which　a丘ect　not　on1y　infomation　uti1ization
and　decision　quality，but　also　resource　a1location　in　an　organization．
　　　The　prob1em　of　information　over1oad　is　especially　crucial　to　the
deve1opment　of　management　information　systems．As　implied　by　the
tem，infomation　over1oad　is　caused　by　the　amomt　of　information
inputs　which　are　greater　than　those　which　can　be　processed　adequate1y．
One　e蘭cient　so1ution　is　to　a11eviate　the　situation　by　reducing　the
infom1ation　inputs　without　any　critica11oss　of　the　bene行ts　yielded　if
such　reduction　was　not　undertaken．It　is　important　to　note　that　this
so1ution　is　consistent　with　the　results　of　behaYiora1studies　on　human
information　processing　which　show　that　managers　do　indeed　develop
heuristics　to　reduce　the　amomt　of　information　processed．
II．An　Exception　Reporting　System
　　　This　paper　is　based　on　the　pre㎜ise　that　in　many　modem　organ－
izations　the　problem　of　infomation　system　design　should　be　primari1y
oriented　toward　the　process　of　i1tering，extracting　and　condensing
information，rather　than　on　the　generation，storage，and　retrieval　of
infomation．　The　need　is　to　make　decision　makers　aware　of　that
portion　of　the　total　set　of　infom〕ation　which　is　relevant　to　their
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decisions　and　to　focus　their　attention　on　situations　requiring　their
judgments　and　inte胴ntions．We　refer　to　this　type　of　infomation
systems　as　a　management・by・exception　reporting　system，or　simp1y
an　exception　reporting　system・
　　　An　exception　reporting　system　is　designed　on　the　basis　of　the
management－by－exception　princip1e．Management－by　exception　is　one
of　the　bas1c　pr1nclp1es　of　management　wh1ch　have　been　w1de1y
accepted　by　cun＝ent　c1assica1theorists．　Genera11y　it　states　that
decisions　which　recur　frequently　and　are1ess　important　should　be
reduced　to　a　routine　and　only　those　important　issues　or　those　which
are　non－recurring　should　be　referred　to　focus　decision　maker’s　atten－
tiOn．
　　　The　idea　behind　the　exception　princip1e　is　the　economic　allocation
of　organizationa1resources；an　organization　must　economize　on　its
resources　by　dealing　on1y　with　exceptiona1matters　which　have　sig－
ni丘cant　cOnsequences　On　OrganizatiOnal　e肚ectiveness．　Massie　（1965）
states　that
　　　　　Genera1ly，the　exception　princip1e　has　been　important　to　the
　　　　　development　of　the　process　of　delegation　of　authority．　It　is
　　　　　basic　to　the　generalization　that　a11decisions　should　be　made　at
　　　　　the　lowest　organizational1eve1commensurate　with　personal
　　　　　ability　and　aYailabi1ity　of　infomation．It　becomes　usefu1in　the
　　　　　deve1opment　of　systems　for　handling　work．Of　a11the　classical
　　　　　concepts，it　probab1y　comes　closest　tg　being　a　basic　principle
　　　　　valid　in　many　situations　（pp．397－8）．
　　　　Filtering　or　extracting　is　the　essencia1function　of　the　exception
pr1nclple，app11ed　to　a　management1nfomat1on　system　Only　those
items　which　dese岬e　attention　or　require　action　are　singled　out．This
essentia1ly　involves　a　search　for　se1ected　information，or　the　scanning
ofagiマensetof　data　in　order　to　identify　a　subset　with　predete㎜ind
attributes．
　　　　The　tem　exception　report㎞g　systems　co▽ers　certain　organizationa1
info㎜ation－decision　systems　whereby　the　decision　about　a　given
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action　variab1e　is　noma11y　made　as　the　routine，but　may　be　made　on
the　basis　of　more　information　if　the　origina1　information　variab1es
takeonεκψ肋伽1values．
　　　Before　giving　a　precise　de丘nition　of　an　exception　reporting　system，
the　fo1lowing　description　may　be　helpfu1．Suppose　that　the　range　of
possib1e　va1ues　of　uncertain　Yariab1e　x　is　divided　into　two　parts，
“ordinary”valuesand“exceptiona1”va1ues．LetRdenotetheset
of　exceptiona1　va1ues．　If，in　a　particu1ar　instance，an　information
evaluator　who　designs　and　selects　the　infomユation　system　obse岬es　x
to　be　ordinary，that　is，not　in　R，then　he　does　not　provide　a　decision
maker　with　that　infomation，and　the　decision　maker　dea1s　with　the
case　as　a　routine．　On　the　other　hand，if　the　information　eva1uator
obsemes　x　to　be　exceptiona1，that　is，in　R，then　he　reports　that　va1ue
to　the　decision　maker．The　decision　maker　then　makes　his　decision
on　the　basis　of　the　exceptiona1observations．
　　　More　precise1y，the　structure　of　an　exception　reporting　system，
denoted　byη。，is　de丘ned　as　fo1lows：
（…）1・一／二、st、、、（、、、e，en，e，t。、、）ll；：芸
where　x　is　the　state　of　mcertain　environment　and　R　is　the　given
subset　of　the　real　line　（the　set　of　exceptional　va1ues）．
　　　From　the　prev1ous　d1scuss1on　about　mfomat1on　structures，we
notice　that　the　structure　of　an　exception　reporゼng　system　deines　a
c1ass　of　incomp1ete　infomati㎝structures　which　contain　the丘nest
and　coarsest　information　structures，
　　　The五nest　infomation　structure，called　comp1ete　information
structure　generally，is　de丘ned　mathematica11y　by
　　（2．2）　η。＝｛x｝　　　　for　a11x　in　X．
0n　the　other　hand，the　coarsest　information　structure，ca11ed　nun
lnforInat1on　structure　general1y，1s　g1ven　by
　　（2．3）　η皿＝coI1stant（independent　of　x）　　for　all　x　in　X．
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Adecisionm1ebasedonthenul1infomationstmcturebeco皿esa
routine，However，if　this　structure　is　incorporated　into　the　exception
reporting　system，this　part　infoms　the　decision　maker　that　the
obseエved　va1ue　of　x　is　not　exceptiOnal．
　　　　Using1二ε刎刎α2．1we　can　readily　prove　the　fo1lowing　theorem．
工2〃刎α2．1is　the　part　of　the　Fineness　Corollary　of　Blackwel1’s
Theorem．
　　　　工θ刎刎α2．1：Ifη1is　at　least　a丘ne　asη”，then
　　　　　　　　　ρ（η”，δ；ω，φ）≦ρ（η∫，δ；ω，φ）．
　　　Pγooグ：Let　y’and　y”be　information　signa1s　fromη’andη”，re－
spective1y．Since　every　signa1fromη’is　fu11y　contained　in　a　signa1
fromη”，we　have　that
　　　　　　　　　π（y”1η”）＝　　Σ　π（y’1η1）．
　　　　　　　　　　　　　　　　　　　y’⊂y”
Upon　receipt　of　signal　y　underη，the　best　decision　functionδ＊maxi－
mizes　the　fo11owing　expected　payoff：
　　　　　　　　　E（Ulη，δ＊）二maxΣ1ω［s，δ（y）コφ（sly，η）．
　　　　　　　　　　　　　　　　　　　　　δ　　S∈y
The　expected　payo血obtained　under　information　structureηis　there－
fOre
　　　　　　　　　9（η，δ＊，ω，φ）＝Σπ（ylη）E（Ulη，δ＊）．
　　　　　　　　　　　　　　　　　　　　　　　y
Some　algebraic　manipulation　of　these　resu1ts　establishes　the　desired
resu1t：
　　　　　　　　　9（η”，δ＊；ω，φ）＝Σπ（y”1η”）E（Ulη”，δ＊）
　　　　　　　　　　　　　　　　　　　　　　　　y”
　　　　　　　　　　　　　　　　　　　　　　＝Σ　Σ：π（y’1η1）E（Ulη”，δ＊）
　　　　　　　　　　　　　　　　　　　　　　　　了”プ⊂y”
　　　　　　　　　　　　　　　　　　　　　　くΣ　Σ　π（y’1η’）E（U　lη’，δ＊）
　　　　　　　　　　　　　　　　　　　　　　　　y”y1⊂y”
　　　　　　　　　　　　　　　　　　　　　　≦Σπ（y’1η’）E（Ulη’，δ＊）
　　　　　　　　　　　　　　　　　　　　　　　　y’
　　　　　　　　　　　　　　　　　　　　　　＝9（η’，δ＊；ω，φ）。
　　　肋o舳2．1：Letη。，η。andη。be　the　three　info㎜ation　structures
deined　above　andρ（ηo），9（η。）andρ（η。、）　be　the　gross　va1ues　of　these
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　9工
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Table　2．1．0 1t‘三〇me　Fimctio皿
Actions
1
2
3
4
5
States
3　　　　　4
10
　6
　2
－5
　0
　6
　8
　0
－3
　0
一10
－6
　　5
－2
　　0
一20
－10
－8
　　6
　　0
PrObability25 ．25 ．25　　　　．25
infomation　structures．Then　we　have　that
　　　　　　　　　9（η。）；≧9（η・）≧ρ（η・）．
　　　P700グ：Sincethethree　infomation　structures　are　comparable　with
respect　to　ineness，工θ刎刎α2．1app1ies　to　this　Theorem．
　　　A　simple　numerical　example　wi11se町e　to　i11ustrate　the　concept
of　va1ue　of　infomation　structures　and　to　show　the　usefulness　of
exception　reporting　systems－
　　　Let　there　be　four　equa11y1ikely　states　and丘ve　a1ternative　actions，
with　a　numerica1outcome　function　as　shown　in　Table2．1．
　　　We　sha11consider　the　three　types　of　information　structures　de丘ned
in　this　section，We　suppose　now，for　the　time　being，that　the
information　systems　have　zero　cost．
　　　　（i）η。（s）＝constant　for　a11s　　（no　info㎜ation）
　　　　（ii）η。（s）＝s　　for　a11s　　（complete　infomation）
（iii）1昌（・）一／：。、、t、、lf、；：：貢（・・・…i・・i…m・・i・・）
（i）　Nu11Infom1ation　Structure
　　　It　is　easi1y　veri丘ed　that　the　best　action　under　the　nu11information
stmcture　is　a＊＝5，and　that　the　expected　outcome　for　this　action　is
zero，that　is，
　　　　　　　　　ρ（η。）＝max　Eω（s，a）＝O．
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（ii）Comp1ete1nfomation　Structure
　　　If　the　decision　maker1eams　the　value　of　s　mder　the　comp1ete
information　structure，he　wi11choose　the　action　that　maximizes　the
outcome　for　that　va1ue　of　s．For　examp1e，when　s二1，the　best　action
is　a＊≡1with也e　outcome1O．Hence，the　optima1decision　fmction
is　written　asδ（s）＝s，and　the　maximum　expected　outcome　yie1ded
underηo　is　given　by
　　　　　　　　ρ（ηo）＝（．25）（10）十（．25）（8）十（．25）（5）十（．25）（6）＝29／4．
（iii）Exception　Infomation　Structure
　　　We　have　eight　a1ternative　structures，depending　upon　how　we
de丘ne　the　exceptiOna1vales　Of　s：
　　　　　　　　η。＝1：R＝｛1｝and　R＝｛2，3，4｝
　　　　　　　　η。＝2：R＝｛2｝and　R＝｛1，3，4｝
　　　　　　　　η。二3：R＝｛3｝and　R＝｛1，2，垂｝
　　　　　　　　η。＝4：R＝｛4｝and　R＝｛1，2，3｝
　　　　　　　　η直＝5：R二｛1，2｝and　R＝｛3，4｝
　　　　　　　　η。＝6：R≡｛2，3｝and　R＝｛1，4｝
　　　　　　　　η。＝7：R＝｛3，4｝andR＝｛1，2｝
　　　　　　　　η。≡8：R＝｛1，4｝andR＝｛2，3｝
The丘rst　four　stmctures　partition　S　into　the　two　sets　whi1e　the　latter
four　into　the　three　sets．Note　that　these　partiotions　are　not　necessari1y
comparable　withrespectto　fneness．Whatare　the　maximum　expected
outcomes　under　each　of　the　altemative　stmctures，not　comting　the
infomation　costs？We　can　app1y　the　computationa1procedure　on
max1m1zmg　cond1tlonal　expectat1ons
　　　（1）　Compute　the　maximal　expected　outcome　conditiona1upon
　　　　　　　each　of　the　two　possible　signa1s　obtained：s∈R　and　s∈R．
　　　（2）　Then，compute　the　weighted　average　of　the　two　conditiona1
　　　　　　　expectations．
　　　For　caseη。二1，the　decision　maker　identiies　the　state　precisely
and　takes　the　action　a＝1when　s＝1．　This　is　the　optimal　action
which　yie1ds　the　maximum　outcome1O．When　s∈R，the　decisi㎝
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maker　mderstands　that　sキ1．The　optima1action　for　s≒1is　the　one
which　gives　the　largest　of　the　fo11owing　expected　outcomes：
（1／3）（6）十（1／3）（一10）十（1／3）（一20）＝一8
（1／3）（8）十（1／3）（一6）十（1／3）（一10）二一8／3
（1／3）（0）十（1／3）（5）十（1／3）（一8）＝一1
（1／3）（一3）十（1／3）（一2）十（1／3）（6）＝1／3
（1／3）（o）十（1／3）（o）十（1／3）（o）＝o
（when　a＝1）
（when　a＝2）
（when　a＝3）
（when　a＝4）
（when　a＝5）．
Hence，the　best　action　is　a＝4，yie1ding　the　maxima1expected　outcome
1／3，　since　s∈R　occurs　with　probabi1ity1／4and　s∈R　with3／4，we
compute　the　conditional　expected　outcome　given　thatη畠＝1as　fo11ows：
　　　　　　　　9（η。＝1）＝E（Ulη・＝1）＝（1／4）（10）十（3／4）（1／3）＝11／4・
　　　For　caseη。≡5，the　decision　maker　is　infomed　of　the　va1ue　of　s
when　s＝1or　s＝2．The　optima1actions　for　s＝1and　s＝2yie1d　the
maximm　outcomes10and8，respective1y．When　s∈R，the　best
action　is　giYen　by　a＝4，with　the　expected　outcome2，
　　　　　　　　　Eω（s，a＝41s∈R）＝（1／2）（一2）十（1／2）（6）＝2．
Then，tlle　conditiona1expected　outcome　obtai皿ed　by　usingη。≡5is
　　　　　　　　　ρ（η。＝5）＝E（Uiη芭＝5）＝（1／4）（10）十（1／4）（8）十（1／2）（2）＝22／4
　　　For　the　rest　of　the　information　stmctures　of　exception　reporting
systems，the　computations　are　quite　simi1ar．We　summarize　the
resu1ts　in　Tab1e2．2for　the　purpose　of　comparing　the　gross　values
of　alternative　structures．
　　　The　ranking　in　maximum　expected　outcomes　shown　in　Table2．2
agrees　with　the　result　of　T加oκ〃2．！in　this　section．Comp1ete
infomation　stmctureη。is丘ner　than　any　other　structures　and　has
the1argestマa1ue29／4．This　structure，however，may　incur　information
costs　which　are　so　high　as　to　make　exception　info㎜ation　structures
more　preferab1e．The　structureη。二7，among　others，results　in　the
second　highest　expected　value27／4．　If　di任erencia1　information　costs
betweenη。andη。＝7are1arger　than2／4，η・＝7will　be　se1ected．
　　　For　this　particu1ar　prob1em，we　notice　that　it　is　important　to
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Table2．2．
Information　StructureMaximum　Expected　　　　Outco㎜e　　　　　Ranking
ηn
ηo
η・＝1
　　　2
　　　3
　　　4
　　　5
　　　6
　　　7
　　　8
　R
｛1｝
｛2｝
｛3｝
｛4｝
｛1，2｝
｛2，3｝
｛3，4｝
｛1，4｝
　0　　　　　　　　　10
29／4　　　　　　　1
11／4　　　　　　　7
8／雀　　　　　　　9
9／8　　　　　　　8
14／4　　　　　　　5
22／4　　　　　　　3
14／4　　　　　　　5
27／4　　　　　　　2
21／4　　　　　　　4
discriminate　s＝3and　s＝4because　eroneous　actions　result　in　higher
losses　when　s＝3and　s＝4．As　shown　in　Tab1e2，2，the　best　se1ection
of　exceptiona1　states　are　s＝3　and　s≡4．　In　genera1，　this　selection
depends　upon　outcome　fmctionωand　probability　distribution　fmction
φ．We　will　investigate　this　prob1em　in　further　detai1s　in　this　study．
　　　Another　interesti㎎type　of　info㎜ation　structure　is　the　one
which　ca㎜ot　info㎜the　exact　va1ue　of　mcertain　states，but　can
d1scr1m1nate　one　group　of　states　from　another　We　may　refer　to　th1s
type　as　discriminatry　information　structures．　In　our　examp1e　we
ind　three　structures　which　belong　to　this　type．
　　　Denote　byηd　the　discriminary　infomation　structure．　Then　we
haVe
　　　　　　　　　ηd＝1：Y＝（｛1，2｝，｛3，4｝）
　　　　　　　　　ηd≡2：Y昌（｛1，3｝，｛2，4｝）
　　　　　　　　　ηd＝3：Y≡（｛1，4｝，｛2，3｝）．
　　　Consider，for　examp1e，the　case　ofηd＝1．The　decision　maker　is
imfo㎜ed　that　state1or2will　occur　when　he　receives　the五rst
signal．But　he　does　not㎞ow　which　state　wi11actua11y　o㏄ur．We
compute　the　maximal　expected　outcome　conditiona1upon　receipt　of
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the趾st　signa1．The　optima1action　is　a＝1with　the　outcome8，
　　　　　　　　Eω（s，ai’yヱ）≡（ユ／2）（10）十（1／2）（6）＝8．
Similar1y，upon　receipt　of　the　second　signa1，the　decision　maker
obtains　the　maxima1expected　outcome2by　using　action　a4，
　　　　　　　　Eω（s，a4，y2）；（ユノ2）（＿2）十（1／2）（6）；2．
Thus，we　have　the　fo11owing　conditional　expected　outcome　forηd＝1，
　　　　　　　　ρ（ηd＝1）＝（1／2）（8）十（1／2）（2）三5．
　　　Applying　the　same　co㎜putational　procedure　for　other　two　stru－
ctufes，we　obtain　the　results　as　shown　be1ow，
　　　　　　　　ρ（ηd＝2）＝（！／2）（7／2）十（1／2）（3／2）＝5／2
　　　　　　　　ρ（ηd≡3）＝（1／2）（1／2）十（1／2）（5／2）＝3／2．
From　the　comparison　of　these　resu1ts，we　realize　that　discrimination
of　｛1，2｝　and　｛3，4｝　in　our　particular　exaInple　is　nlore　valuable　than
the　other　two．
III．An　Exception　Reporting　System　for　Production：A　Unifom1
　　　Distribution　Case
　　　Consider　a　prob1em　to　select　among　alternative　infomation　stmc－
tures　which　support　the　production　manager’s　decision　to　detemine
an　optimal　output　a＊when　product　demand　x　is　uncertain，　Suppose
砒at　x　is　distributed　uniformly　over　the　inteπa1［0，！00］，as　shown
in　Figure3．1．The　payo任function　is　de五ned　as　fo11ows：
　　（3．1）　　u＝ω（x，a）＝ka＿g（x，a），
　　where
　　　　　　　　・（名・）一／；l1二111：；二1：二
In　the　abo▽e　fmctions，parameter　k　is　margina1reveme　per　unit　of
prcduct　and　parameterαrepresents　the　penalty　of　underproduction
whereasβrepresents　that　of　overproduction．
　　　A1temative　infomation　structures　may　be　charactehzed　by　a
d雌erent　number　n　of　subinte岬als　of　equal1ength　into　which　the
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φ（x）
0 25 50 75 100
1（・）一／・1・
Fig1皿e3．11U皿ifo正π一　Di畠t正ibl1tion
if　O〈x＜100
otherwise
who1e　inte岬a1［0，100］is　partitioned．一For　examp1e，let　n＝1and　it
represents　nu1l　info㎜ation　structure．The　Inanager　will　not　be
infomed　at　a11of　the　demand　for　the　product．If　n≡oo，it　means
that　he　has　the　comp1ete　infomation　structure　which　enab1es　him　to
predict　the　demand　precisely．
　　　Under　the　nun　info㎜ation　structureη。，the　manager　seeks　the
optimal　action　w亨ich　yields　the　maximum　expected　payo伍，denoted
byρ（ηn），
（3．2）
ρ（1・）一・麦・肋（…）一晋・・［ll．o／・・一・（…）／l（・）・・1・
The丘rst　tem　inside　the　bracket　is　simp1y
（3，3）
100∫　　kaφ（x）dx＝ka，
　O
The　second　tem　is　computed　as　follows：
（3．4）
1：oo・（…）1（・）・・一11／（・一・）／（・）…／ごo一（・一・）1（・）・・
　　　　　　　一11．1；／…一11．1；・…11．1ごo…一蒜1＝o・・
β　　　β　　　　　α　　　　　α　　　a2－　　　a2＋50α一　　　　a2一αa＋
100　　　　200　　　　　　　　200　　　　　　　　100
α十β
　　　　a2一αa＋50α．200
a2
Hence，we　have
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　　　　　　　　　　　　　　　　　　　α十β
　　（35）　　Eあ（x，a）＝　　　　　　a2＋（k＋α）a－50α
　　　　　　　　　　　　　　　　　　　　200
　　　D雌erentiating　the　above　equation　with　respect　to　a　and　setting
the　result　equal　to　zero，we　obtain　the　optima1action　as
　　　　　　　　　　　　　　　k＋α
　　（3．6）　　　a＊＝100
　　　　　　　　　　　　　　　α十β
Since　the　second　derivative　is　negative，that　is，　＿（α十β）／100〈O，a
su茄cient　condition　is　satis丘ed．　Substituting　a＊　9iven　by　（3．6）　into
the　payo任function，we丘nd　the　gross　value　of　the　nu11information
StruCture，
　　　　　　　　　　　　　　　　50　　（37）　　ρ（ηn）＝　　　　　（k＋α）2＿50α
　　　　　　　　　　　　　　　α十β
　　　Next，we　consider　the　complete　information　structure　in　which
the　manager　is　infomed　about　the　demand　for　the　product．Obvious1y，
the　best　production　decision　is　a＊＝x　under　this　structure．　The
maximum　expected　value　obtained　by　using　this　stmcture，denoted
by9（η。），is　ca1culated　as　fo1lows：
（…）・（1・）一・・實・ω（島・）一粋（・）・・
　　　　　　　　　　　一1音。［言11。。
　　　　　　　　　　　　　＝50k．
　　　In　order　to　compute　the　gross　va1ue　ofη。，we　evaluate　the
difference　betweenρ（η。）and9（η。）．It　may　be　reasonable　to　defne
the　gross　value　ofη、as　the　incrementa1value　over　the　maxim｛m
payo甜　obtained　under　the　nu11infomユation　structure．　Denote　by
V（η。）the　gross　value　ofη。，and　we　have
　　（3．9）　V（η。）≡ρ（η。）一9（η・）
　　　　　　　　　　　　　　　　　　　　50　　　　　　　　　　　　　＝50k　　　　　　（k＋α）2＋50α
　　　　　　　　　　　　　　　　　　　α十β
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　　　　　　　　　　　　　　　　50　　　　　　　　　　　　　＝　　　　　（k＋α）（β一k）
　　　　　　　　　　　　　　　α十β
　　　Without1oss　of　genera1ity，we　may　suppose　thatβ≧k．It　is
interesting　to　note　that▽（η。）becomes　positive　if　the　margina1revenue
is1ess　than　the　penalty　of　overproduction．　In　general，overproduction
causes　the　nlanager　to　incur　the　costs　of　inventory　and　expenses　of
disposing　the　quantities　overproduced．If　the　marginal　reYenue　were
larger　than　the　penalty　cost　of　overproduction，he　wouId　be　aIways
better　o伍by　producing　as　much　as　possib1e．
　　　Now，consideradiscriminatryinfomationstructure．Fcr　examp1e，
let　nE2and　then　the　whoユe　inte岬a1［0，100コis　divided　equany　into
the　two　subinterva1s．Under　this　structure，the　manager　wi11be　to1d
on1y　whether　the　demand　will　be1arger　than50or　not．The　maximal
expected　payo任in　this　case，denoted　by　9（ηd），is　ca1culated　in　the
fo1lowing　way：
（・…）・（1・）一（去）晋・・／：。／・・一・（…）ll（・l1・）・・
　　　　　　　　　　　　　・（去）腎・1：：o／・・一・（…）／l（・ll・）・・
First，we　calculate　g（x，a）for　O≦x≦50and50≦x≦100，
（・…小（…）1（・l1・）一1；1（・一・）品…1：o1（・一・）品・・
　　α十β
＝　　　　　a2一αa＋25α，
　　100
（・…）1：：o・（島・）1（刻1・）一1二／（・一・）品…1ごo1（・一・）品・・
　　　　　　　　　　　　　　　　　　　　　　　　　α十β
　　　　　　　　　　　　　　　　　　　　　　　＝　　　　　a里＿（2α十β）a＋100α十25β
　　　　　　　　　　　　　　　　　　　　　　　　　　100
01ユr　probIem　is　t〇五nd　a　solution　that　maximizes　the　expected∀alue
of　the　payo丘function，that　is，
　　　　　　　　　　　　　　　　　　　　　　　　　α十β
　　（313）　Max　Eω（x，a）＝ka　　　　　a2＋αa－25α，
　　　　　　　　　　a　　　　　　　　　　100
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　　　　　　　　　　　　　　　　　　　　　　　　　α十β
（314）M芸xEω（x・a）＝k・100・2・（2α・β）・一100α一25β
　　　Using　the　classical　method　of　calcu1us，we　get　the　optima1so1utions，
　　　　　　　　　　　　　　　　α十k　　（3　15）　　0≦a＊＝50　　　　　≦50
　　　　　　　　　　　　　　　　α十β
　　　　　　　　　　　　　　　　　k＋2α十β
　　（3　16）　　50≦a＊＝50　　　　　　　　　≦100
　　　　　　　　　　　　　　　　　　　α十β
After　substituting　the　best　actions　into　the　payo任　function　and
rearranging　the　tems，we丘na11y　have　the　maximu㎜expected　va1ue
yie1ded　mder　the　discriminatry　infomation　structure，
　　　　　　　　　　　　　　　　　　25　　　　　　　　　　　　　　　　125　　25　　（317）　ρ（ηd）＝　　　　　　　　｛（k＋α）2＋（k＋2α十β）2｝＿　　　α＿　　　β
　　　　　　　　　　　　　　　　2（α十β）　　　　　　　　　　　　　　　　　　　　　　2　　　　　2
　　　To　calculate　the　gross　values　of　this　information　structure，we
again　eva1uate　the　di甜erence　between9（ηd）andρ（η。），
　　（3．18）　V（ηd）＝ρ（ηd）＿9（η。）
　　　　　　　　　　　　　　　　　　25　　　　　　　　　　　　　　　　125　　25　　　　　　　　　　　　　＝　　　　　　｛（k＋α）2＋（k＋2α十β）2｝一　　α一　　β
　　　　　　　　　　　　　　　　2（α十β）　　　　　　　　　　　　　　　　　　　　　　　2　　　　　2
　　　　　　　　　　　　　　　－／、ヂβ（・十α）L・・α／
　　　　　　　　　　　　　　　　25　　　　　　　　　　　　　＝　　　　　（α十k）（β一k）
　　　　　　　　　　　　　　　α十β
　　　Comparison　of▽（ηd）with　V（η。）in（3．9）reveals　that　comp1ete
infomation　is　twice　as　valuable　as　discriminatory　info㎜ation　in
temsofthegross　value　for　this　particular　problem．This　di任erencial
value　gives　the　decision　Inaker　a　guideline　to　eマaluate　these　infof一
㎜ation　stmctures　when　he　takes　into　consideration　information　costs．
　　　Finally，we　investigate　the　infomation　stmcture　of　an　exception
reporting　system，which　is　de丘ned　as
（・…）1・（・）一／：。、S屹、、鴛ご5o「75≦x≦100
The　exceptional　range　R　in　this　structure　includes　the1ower　inte岬a1
　1OO
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［0，25］and　the　upper　intema1［75，100］．The　manager　wi11be　infor・
med　of　the　mcertain，future　demand　of　the　product　on1y　when　x∈R．
　　　If　x　fa11s　in　the　exceptional　range，the㎞formed　optima1decision
is　written　as　a＊＝x．The　maximal　expected　payo丘s　may　be　ca1cu1ated
separately　for　each　of　the　ranges，
（i）
（3．20）
（ii）
（3．21）
0＜x＜25
ρ・一・・多・ω（…）一1：5・・1（・1…く・・）・・一管・
70くx＜100
・・一・・穿・ω（…）一11卜1（・1・・く・く1・・）・・一1；5・
　　　If　x　is　not　in　R，that　is25くx＜75，the　manager皿ay　recei∀e　some
infom1ation　signa1which　is　independent　of　x．So　he　cannot　identify
the　exact　quantities　of　demand，but　can　recognize　that　x　wil1not　be
exceptiona1va1ues．The　best　decision　he　should　make　is　to　produce
the　quantities　that　maximize　the　expected　value　of　his　payoff　function
given　that25＜x＜75，
（3．22）
ρ・一・葦・1；：／・・一・（…）ll（・1・・・・…）・・一
For　the　second　term　inside　the　bracket，we　obtain
（3．23）
75∫　　g（x，a）φ（x125〈x＜75）dx25
　　　　　　　　　　－1二／（・一・）品…1：1（・一・）島・・
　　　　　　　　　　一駕（・一・・）一品（書篭2）
　　　　　　　　　　　　・島（7；2言）一書書（・・一・）
　　　　　　　　　　　　　　　　　　　　　α十β　　　　3α十β　　　　225　　　25
　　　　　　　　　　　　　　　　　　　＝　　a2　　　a＋　α十　β．　　　　　　　　　　　　　　　　　　　　　100　　　　　2　　　　4　　　4
Then，9茗may　be　rewritten　in　the　following　fom：
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（…）ρ彗一・套・／・・嵜…3αチβ・一215α一奇1／
Taking　the　irst　derivative　ofρ3with　respect　to　a　and　setting　it
equa1to　zero，we　get
　　　　　　　　　　　　　25　　（325）　a＊＝　　　　　（3α十2k＋β）
　　　　　　　　　　　　α十β
Since　the　second　derivatiYe　is　negative　and　it　is　readi1y　proved　that
25くa＊〈75，a＊derived　above　represents　the　optima1decision　in　the
case　of25＜xく75．Substituting　a＊into　the　payo伍function，we　ind
　　　　　　　　　　　　　　　25　　　　　　　　　　　25　　（3．26）　9島＝　　　　　　　　（3α十2k＋β）2＿　　　　（9α十β）
　　　　　　　　　　　　　4（α十β）　　　　　　　　4
　　　Through　these　calculations，we丘nally　get　the　maximum　expected
va1ue　yie1ded　mder　the　exception　infomation　structure，
　　　　　　　　　　　　　　　1　　　　1　　　　1　　（327）　V（η。）＝　　91＋　　92＋　　ρ3一ρ（ηn）
　　　　　　　　　　　　　　　4　　　　4　　　　2
　　　　　　　　　　　　　　　　　　　　　　25　　　　　　　　　　　25　　　　　　　　　　　　　＝25k＋　　　　　　　　（3α十2k＋β）2＿　　　（9α十β）
　　　　　　　　　　　　　　　　　　　　8（α十β）　　　　　　　　8
　　　　　　　　　　　　　　－／、甲β（α・・）・一・・l／
　　　　　　　　　　　　　　　　　　75
　　　　　　　　　　　　　＝　　　　　　（α十k）（β一k）．
　　　　　　　　　　　　　　　2（α十β）
How　e揃cient　the　exception　infomation　structure　is　in　comparison
withthecompleteinfo㎜ationstructuremaybe　an　interesting　question
to　ask．The　fom1er　gains3／4of　the　gross　va1ue　yielded　by　the1atter
and3／2of　that　yie1ded　by　the　discriminatry　infomation　structure．
We　compute　the　di肚erencia1value　between　V（η。）and　V（η、）and
denote　it　by　V（η。ノη。），
　　　　　　　　　　　　　　　　　　　　25　　（328）　V（η4η・）＝　　　　　（α十k）（β一k）
　　　　　　　　　　　　　　　　　　2（α十β）
As　we　may　expect，the　value　increases　as　penalty　costs　of　mder－and
overproduction　become　larger・This　suggests　that　we　should　enlarge
　l02
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0r　shorten　the　exceptiona1ranges，depending　upon　the　va1ues　of　α
andβ．If　we　takeαandβas　given，the　d逝erence　is　a　quadratic，
concave　function　of　k．This　fmction　takes　the　maximum　if　k＝（β＿
α）／2and　becomes　sma11er　and　sma1ler　as　k　apProachesβ．
　　　From　the　comparison　of91withρ雪，it　fo11ows　that　comp1ete
infomation　bri㎎s　mch　higher　bene丘ts　when75≦x≦100than　when
O≦x≦25．Thisfact，of　course，results　from　particu1ar　foms　of　payo任
funct1on　as　we11as　probab111ty　distr1but1on　funct1on　As　for　as　th1s
example1s　concemed，we　may　correct1y　con］ecture　that　we　rece1ve
higher　expected　beneits　by　setting　the　exceptiona1ranges　as［50，75コ
and　［75，100コ　rather　than［0，25コand　［75，100コ．
IV．AQuadraticFunctionofaSing1eDecisionVariab1e
　　　The　models　used　in　this　and　next　sections　are　adapted　from　those
developed　by　Marschak　and　Radner　（1972）、　　They　describe　the
properties　of　decreasing　returns　with　a　quadratic　approximation．
　　　Suppose　that　the　pr〇五t　fmction　is　written　as
　　（4，1）　　u＝ω（x，a）＝＿a2＿ax＋v＊一b＊x，
where　v＊and　b＊are　constant．The　payo任depends　upon　the　envir－
onment　variab1e　x（input　price　measured　from　its　mean　leve1）and
the　decision　variab1e　a　（input　quantity　measured　from　that1eマel
which　is　the　best　one　at　the　mean　input　price）．　Since　the　term
（v＊＿b＊x）is　of1itt1e　interest，the　proit　can　be　measured　as
　　（4，2）　　u＝ω（x，a）＝一a2－ax．
　　　For　the　sake　of　computationa1convenience，but　without　loss　of
the　essence，we　assume　that　Ex＝0．We　now　proceed　to丘nd　the
optima1decision　m1es　and　eva1uate　the　resulting　expected　payo丘s
mder　each　of　the　altemative　infomation　structures　considered．
　　　First，under　the　complete　infomation　stmcture，the　decision
maker　is　kept　infomed　of　the　price　variab1e　x．Making　the　optimal
decision，
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　　（4．3）　　δ（x）＝＿（x／2），
he　obtains　the　maximm1expected　payo妊
　　（4．4）　　ρ（ηo）＝Ex2／4≡（1／4）｛s2＋（Ex）2｝＝s2／4，
where　s里is　the　variance　of　x．
　　　Second，on　the　other　hand，under　the　nu11infomation　structure
thedecisionmaker　receives　no　info㎜ation　about　the　price．The　best
action　is　fomd　by　maximizing，with　respect　to　a，the　expected　proit
　　（4．5）　　u＝＿a2＿aEx．
Since　the　opti蛆a1action　a＊must　satisfy　the　condition
　　（4．6）　　＿2a＿Ex＝0，
we　have　a＊＝O　and　therefore
　　（4．7）　ρ（η。）≡0．
　　　Because　of（4．7），V（η）which　is　deined　as9（η）一ρ（η。）wi1l　be
simply　be　equa1to　the　expected　payo任ρ（η）．
　　　Next，we　consider　the　info㎜ation　structure　of　an　exception
reporting　system　which　is　speci丘ed　as
（・・）伽（・）一／1。、、垣、t：：：：ミ，
where　R　denotes　the　set　of　exceptiona1Yalues　and　R　its　comp1emen－
tary　set，that　is，the　set　of　ordinary　va1ues．
　　　If，in　a　particu1ar　instance，an　information　evaluator　obsenres　x
to　be　exceptional，he　wi11infom　the　decision　maker　of　its　exceptiona1
value．　The　decision　maker　wi11choose　the　best　action　for　the　state
which　the　infomation　signal　represents．0n　the　other　hand，if　x　is
obse岬ed　to　be　not　exceptiona1，that　is，x∈R，the　decision　maker　wi11
Inake　his　decision　based　uponα〃｛o〃information．　It　is　not　necessary
to　investigate　the　exact　value　of　x　in　this　instance．　Under　this
structure　it　is　su価cient　that　the　inforII1ation　eYa1uator　observes　x　to
be　not　exceptiona1．
　　　Since　the　decision　maker　wi111eam　the　Yalue　of　x∈R，he　will
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choose　the　decisionδ（x）thatmaximizes　u　in（4．2）for　the　infomed
value　of　x，The　optimal　decision，as　in（4．3），is
　　（4．9）　　δ（x）＝一（x／2）　　for　x∈R．
The　maximum　expected　payo丘wou1d　be
　　　　　　　　　　　　　　　　　　　　1　　　　　　　　　1　　（410）　ρ（η。lx∈R）＝　　　E（x21x∈R）≡　　　［sR2＋｛E（x，x∈R）｝2］，
　　　　　　　　　　　　　　　　　　　　4　　　　　　　　　　4
where　sB2is　the　conditiona1variance　of　x，given　that　x　is　exceptional，
　　（4．11）　sR2；var（xl　x∈R）．
　　　When　x∈R，thedecision　makerwil11eam　thatx　is　not　exceptionaL
The　best　actlon　is　obta1ned　by　maxm1z1ng，w1th　respect　to　a，the
conditiona1expected　proit
　　（4．12）　E（u　l　x∈R）≡一a2－aE（xl　x∈R）．
　　　The　optimal　output　a＊must　satisfy　the　condition
　　（4．13）　＿2a＊＿E（x　l　x∈R）＝O．
A1though　x　is　assumed　to　have　zero　mean，it　does　not　necessari1y
follow　that　E（x■x∈R）≡0．Hence，we　have
　　　　　　　　　　　　　　　1　　　　　H　　（414）　a＊＝＿　　　E（x　l　x∈R），
　　　　　　　　　　　　　　　2
　　　　　　　　　　　　　　　　～　　　1　　　　　　川　　（415）　9（η。l　x∈R）≡　　　｛E（xlx∈R）｝2．
　　　　　　　　　　　　　　　　　　　　4
　　　Let　p　be　the　frequency　with　which　x　tums　out　to　be　exceptiona1，
　　（4．16）　p…prob［x∈R］．
Then　the　expected　value　of　this　structure　is　derived　as
　　　　　　　　　　　　　　　　1　　　　　　　　　　1　　　　　　　　　　＾　　（417）　▽（η。）＝　　pE（x21x∈R）十　　　（1＿p）｛E（xlx∈R）｝望
　　　　　　　　　　　　　　　　4　　　　　　　　　　4
　　　Suppose　that　x　has　a　continuous　distdbution　with　the　probabi1ity
desity　fmction　f（x）・　Then，V（η・）in　（4・17）may　be　rewritten　as
fo11ows：
（…）・（1・）一1云p／l二・1讐；・・／2・葺／1＝。百・里f冨）・・
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・1二・・f冨）・・／
一、1／1二・・（・）・・／2・1
??
　　　　　f（x）dx
　　　　皿
・1：…（・）・・／・
　皿
??
　　　x2f（x）dx
　－oo
Since　each　tenn　in　（4．18）is　expressed　by　a　de丘nite　integral，variable
x　wil1vanish　in　the　process　of　calculation．　Accordingly，V（η。）is
speciiedasafmctionof1owerandupper1imitsofR．In（4．18）m
and　n　represent1ower　and　upPer1imits　of　R．
　　　GiYen　that　a　few　conditions　ho1d，the　va1ue　of　the　exception
structurevariesdependinguponthevaluesofmandn．Itisajoも
of　the　information　evaluator　to　detennine　the　exceptiona1range　R．
What　are　the　optimal　va1ues　of　m　and　n　which　maximize▽（η。）P
　　　For　the　sake　of　convenience，we　again　rewrite（4．18）as　fonows：
　　　　　　　　　　　　　　　　　　　　1　　（419）　V（η。）＝　　　　　　　　｛G（n）＿G（m）｝里　　　　　　　　　　　　　　4｛F（n）＿F（m）｝
　　　　　　　　　　　　　　　　　1　　　　　　　　　　　　　　＋　　｛H（m）＿H（＿oo）十H（oo）＿H（n）｝
　　　　　　　　　　　　　　　　4
where：　F（x）≡∫f（x）dx＿C
　　　　　　　　G（x）≡∫xf（x）dx＿C
　　　　　　　　］≡I（x）≡∫x2f（x）dx－C．
Partia1lyd雌erentiatingV（η。）withrespecttomandn，weget
（4．20）
（4．21）
∂；皇e）一f號ξ害蒜）｝［一・・／・（・）一・（・）／
∂V（η回）
　　　　　　　　　　　　　　　1＋G（n）一G（m）］十
　　　　　　　　　　　　　　　4
f（n）｛G（n）一G（m）｝
m2f（m）＝0，
∂n 4｛F（n）＿F（m）｝2
＿｛G（n）＿G（m）｝コー
［2n｛F（n）＿F（m）｝
1　　n2f（n）＝0．4
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From　the　two　equations　above，we　have
（・…）（卜・）［2鵠）瑞）｝（…）1一・
Because　n≠m，the　fo11owing　condition　is　obtained　as　the　necessary
condition　for　a　maximum：
（423）m。。一2G（・）一G（m）
　　　　　　　　　　　　　　　　F（n）一F（m）
This　result　suggests　that　for　the　concaye　function　of（4．18），given
the　probability　p　and　one　exceptional1imit，the　other1imit　should　be
detemined　as　it　satis丘es（4，23）．
　　　Final1y，suppose　that　x　has　a　symmetrica1distribution　about　its
mean，zero．It　is　readi1y　shown　that　the　condition　is　simply　specified
aS
　　（4．24）　n＝一m，
since　G（n）＿G（m）二0．　Hence，given　the　probability　p，the　optima1
choice　of　R　is　obtained　by　taking　it　to　be　the　comp1e㎜ent　of　an
interva1symmetric　aromd　zero．
V．A　Quadratic　Function　of　Two　Decision　VariabIes
　　　In　this　section　we　extend　the　previous　ana1ysis　to　the　case　in
which　two　decision　variab1es　have　to　be　detemined　by　using　a1ter－
native　infomation　structures．This　case　bri㎎s　out　a　problem　of
organizational　structures：decentralization　vs．centralization．
　　　In　the　centralized　organization，a　single　decision　maker　may
decide　about　two　physica11y　distinct　action　Yariab1es：he　may　choose
simultaneous1y　the　va1ues　of　two∀ariab1es　on　the　basis　of　some
infomation　about　uncertain　states　of　environment．　On　the　cther
hand，in　the　decentra1ized　organization　each　decision　maker　decides
upon　only　one　of　the　action　variab1es　on　the　basis　of　his　individua1
infomation．If　a　communication　system　is　estab1ished　between　the
two　decision　makers，it　resu1ts　in　providing　them　with　the　same
l07
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infomation　on　which　their　decisions　are　based．When　there　may
exist　co㎜p1ementarity　between　the　two　actions，error－free　co㎜muni－
cation　wi11never　decrease　the　beneits，
　　　Suppose　that　the　output　is　a　quadratic　function　of　the　two　decision
variab1es（inputs）．According　to　Marschak　ang　Radner（1972），the
proit　in　this　decision　setting　may　be　expressed　as
　　（5，1）　　u＝ω（x1，x2，a1，a2）＝＿a12＿a22＿2qaユa2＋2a1x1＋2a2x2，
where　xi（i＝1and2）denotes　the　price　variab1e　of　i－th　input　and　q
measures　the　degree　of　interaction　between　a1and　a2．ω
　　　The　previous　deinition　of　the　stmcture　of　an　exception　reporting
syste皿can　be　extended　to　the　case　where　exist　more　than　one
environmenta1variab1es．For　each　variable　i，the　exceptional　set　Ri
may　be　speciied．We　deine　this　infomation　structure　as
（・・）伽（・）一／董：：；1：芸：．
　　　　Since　we　have　two　environmental　va丘ab1es　in　our　examp1e，this
information　structure　provides　four　kinds　of　inforn＝ユation　signa1s，
一■／1祭11111111111
Suppose　that　each　exceptional　set　Ri　is　speci丘ed　as　symmetrical
around　the　mean　of　xi．In　addition，we　assume　that　xi　which　ha▽e
symmetrica1distributions　with　means　zero　and　variances　si　are
statistica1ly　independent．
　　　　In　the　irst　case　of　x1∈R1and　x2∈R2，both　variables　be1ong　to
the　exceptional　ra㎎es．The　exact　Yalues　of　them　are　infomed
before　the　decisions　are　made．The　payo舐function　to　be　maximized
is　the　same　as　in　the　case　of　complete　info㎜ation　stmcture－The
（1）T・g・・・・・…th・tth・m・・im・mp・・砒i…hi…d・ti・p・tl…1・othe「
　tban　the　boundaries，the　absolute　va1ue　of　q　must　be　bounded　as　lqlく1．
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best　decision　function　are　given　by
　　　　　　　　a1＝δ1（x、∈R、，x2∈R，）＝x1■qx2
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　1－q2
　　（5．4）
　　　　　　　　盆里＝δ2（x1∈R1，x2∈R望）＝x2－qx1
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　1－q2
For　giYen　x1∈R1and　x2∈R2，we　have　the　maximum　proit
（55）。一ω（。、，。里，a1，盆，）一x・L2qx・xl＋x・2
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　1－q2
　　　Second，when　x1∈R1and　x2∈R2，the　exact　va1ue　o　xエ，but　not　x，
is　provided　before　the　decisions　are　made．In　this　case　x2is　known
to　be　notexceptional　and　on1y　the　range　of　x1can　be　dete㎜ined．
We　maximize，with　respect　to　al　and　a2，the　payo伍fmction
　　（5．6）　E（ulxl∈R1，x2∈R2）＝一a12－a22－2qa1a2＋2aユx1＋2a2E（x2∈乱）．
　　　From　the　assumption　of　symmetry，we　have　that　E（xi∈R、）＝0．
Equating　the　partial　derivatives　of（5・6）with　respect　to　a1and　a2to
Zer0，We　get
　　　　　　　　a1＋qa2＝X1
　　（5．7）
　　　　　　　　a2＋qa1＝O．
The　solution（5．7）gives　the　optima1decision　ru1es
　　　　　　　　＾　　　　H　　　　　Xユ　　　　　　　　δ1（x1，R2）＝
　　　　　　　　　　　　　　　　　　1－q2
　　（5．8）
δ・（…亘・）一詳
The　maximum　profit　yieIded　by　using　the　optima1decision　ru1es　is
calculated　as
　　　　　　　　　　　　　　　＾　　　X12　　（5．9）　E（u，x1，R2）＝
　　　　　　　　　　　　　　　　　　　　1－q里‘
　　　For　the　third　case　in　which　x1∈R1and　x2∈R，，x2is　correctly
infomed，but　x1is㎞own　to　be　ordinary，The　situation　is　just
opposite　to　the　second　case．Therefore，we丘ndδ1andδ2simp1y　by
interchanging　the　subscriptsユand2in　（5，8），
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　　　　　　　　♂1（・，，艮、）＝一qX2
　　　　　　　　　　　　　　　　　　1－q2
　　（5．10）
　　　　　　　　＾　　　　　～　　　　　X2　　　　　　　　δ2（x2，R1）：
　　　　　　　　　　　　　　　　　　1－q2
and　the　maximum　pro丘t　by　a　siエnilar　interchange　of　subscripts　in
（5．9）
　　　　　　　　　　　　　　　　　　　　　x22
　　（5．11）　E（u　l　x2，Rユ）＝
　　　　　　　　　　　　　　　　　　　　1－q2’
　　　Fina11y，whel1both　variab1es　are　known　to　be　not　excetiona1，the
actions　become“routine．”　The　expected　proit　is　equa1to
　　（5．12）　E（ulR1，R2）＝一a12－a22－2qaユa2＋2a1E（x1∈R1）十2a里E（x2∈R2）
which　is　to　be　maximized　with　respect　to　aユand　a里．The　optima1
actions　in　this　case　are　constant，
　　（5．13）a・＝a・＝0．
Hence，the　maximum　pro丘t　is　zero，
　　（5．14）　E（ulRi，R2）＝0．
　　　Let　pi　be　the　frequency　with　which　xi　tums　out　to　be　exceptiona1．
Combining　the　maximum　pro£t　obtained　in　each　of　the　four　cases，
we　derive　the　va1ue　of　the　exception　info㎜ation　structure　as　fo11ows：
　　　　　　　　　　　　　　　　　　　SR音十S丑姜　　　　　　　　　　　　　SR言
　　（515）　V（ηe）＝p1p2　　　　　＋p1（1＿p里）
　　　　　　　　　　　　　　　　　　　　1－q2　　　　　　　　　　1－q2
　　　　　　　　　　　　　　　　　　　　　　　　　　　，　　　　　　　　　　　　　　　十（1－P1）P．sRl＋（1－P。）（1－P。）（0）
　　　　　　　　　　　　　　　　　　　　　　　　1－q2
　　　　　　　　　　　　　　　　　1
　　　　　　　　　　　　　二　　　　　（P1sE…十P里sR董），
　　　　　　　　　　　　　　　1－q2
where　sR…is　the　conditional　va㎡ance　of　xi，given　that　it　is　exceptiona1．
　　　It　apPears　from　（5．15）　that　the　1arger　the　conitiona1　variances
sR書，the　larger　the　gross　value　of　the　exception　information　structure．
Given　the　probabilities　p。，the　optima1choice　of　Ri　is　that　which
maximizes　sR葦．　Under　the　assm1ption　that　xi　are　statistica11y　inde－
pendent，we　can　apply　the　same　rule　derived　in　the　previous　section．
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To　set　the　optimal　exceptional　ranges　of　xi，we　take　Ri　to　be　the
complement　of　an　inte岬a1symmetric　aromd　the　mean　of　xi。
VI．Conc1uding　Remarks
　　　This　paper　has　been　based　on　the　premise　that　the　major　prob1em
in　the　design　of　infomati㎝systems　is　the釦tration　of　relevant
infomation　from　irre1evant　infomation　and　e1imination　of　the　latter－
　　　In　the　management　literature　there　have　been　severa1artic1es
and　fragmentary　statements　dealing　with　this　subject．None　of　them，
howeYer，contain　more　than　simp1e　rules　of　thumb．In　addition，the
1iterature　on　the　design　of　infomation　systems　seldom　considers
explicitly　the　function　of丘1tration　or　extraction．　This　lack　of　the
1iterature　may　be　attributed　to　the　fact　that　the　exception　princip1e
has　not　attempted　to　de丘ne　which　actiマities　and　issues　are　routine
and　which　are　exceptiona1．　As　a　resu1t，it　has　been　stated　as　a
matter　of　degree　depending　on　circm1stances　and　subjective　e▽a1u－
atiOn．
　　　　This　paper　has　proposed　conceptual　mode1s　of　an　exception
reporting　system　which　incorporates　some丘1tration　mechanism．Since
infomation　economics　is　concemed　with　the　trade－o舐between　the
cost　of　infomation　and　the　va1ue　derived　from　that　information，it
can　proマide　some　criteria　to　decide　which　info㎜ation　sets　to　be
elinユinated．　In　short，　the　paper　has　sought　a　useful　method　for
designing　infomation　systems　which　operationa1izes　the　exception
principle　in　management　and　integrates　the　princip1e　with　infomation
economics　precepts．
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