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Abstract
The Catalan numbers occur ubiquitously in combinatorics. R. Stanley’s book Enumerative
Combinatorics 2 (1999) and its addendum (http://www-math.mit.edu/∼rstan/ec/catadd.pdf) list over
95 collections of objects counted by the Catalan numbers. We augment this list with two additional
collections of permutations that are enumerated by the Catalan numbers. Furthermore, we show that
the generating function for either collection, relative to the classical coinversion and major index
statistics, is precisely the q, t-Catalan sequence of Garsia and Haiman. This is proved by exhibiting
weight-preserving bijections between the given collections and the set of Dyck paths. The bijections
are based on encodings of Dyck paths and permutations as sequences of partitions.
© 2003 Elsevier Ltd. All rights reserved.
1. Introduction
The Catalan numbers Cn are defined by setting C0 = 1 and Cn+1 = ∑nk=0 CkCn−k
for all n ≥ 0. They are given explicitly by the formula Cn = 1/(n + 1)
(2n
n
)
. The
Catalan numbers occur ubiquitously in combinatorics. R. Stanley’s book Enumerative
Combinatorics and its addendum [16, 17] list over 95 collections of objects counted by
the Catalan number Cn . One of these collections is the set of Dyck paths of order n.
Definition 1. A Dyck path of order n is a path in the xy-plane from (0, 0) to (n, n)
consisting of n north steps and n east steps (each of length one), such that the path never
goes strictly below the diagonal line y = x . Let Cn denote the collection of all Dyck paths
of order n.
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In this paper, we will describe two new collections of permutations that are enumerated
by the Catalan number. We also give a trivariate analogue of this result, which relates
classical permutation statistics on these collections of permutations to combinatorial
statistics on Dyck paths. In particular, we will see that the q, t-Catalan sequence of Garsia
and Haiman [8] can be defined purely in terms of permutation statistics.
1.1. Statistics on Dyck paths
This subsection discusses three statistics that can be defined on Dyck paths: area,
bounce score, and bounce count. The area is a classical statistic that has been widely
studied [3]. The bounce score was proposed more recently by Haglund [9] to give
a combinatorial interpretation of the q, t-Catalan sequence of Garsia and Haiman [8],
discussed below. The bounce count, which is closely related to the bounce score,
appears independently in a paper of Andrews et al. [1] analysing ad-nilpotent b-ideals
in sl(n).
Definition 2. Let E be a Dyck path of order n. The area of E , denoted as a(E), is the
number of complete lattice cells between the path and the diagonal y = x .
Definition 3. Let E be a Dyck path of order n. Define a bounce path derived from E as
follows. The bounce path begins at (n, n) and moves to (0, 0) via an alternating sequence
of horizontal and vertical moves. Starting at (n, n), the bounce path proceeds west until
it reaches the north step of the Dyck path going from height n − 1 to height n. From
there, the bounce path goes south until it reaches the main diagonal line y = x . This
process continues recursively. When the bounce path has reached the point (i, i) on the
main diagonal (i > 0), the bounce path goes west until it hits a vertical step of the Dyck
path, then south until it hits the main diagonal. The bounce path terminates when it reaches
(0, 0). See Fig. 1 for an example.
Suppose the bounce path derived from E makes s + 1 vertical moves of lengths
v1, v2, . . . , vs+1. Define the bounce score for E to be b(E) = ∑s+1i=1 (i − 1)vi . Define
the bounce count for E to be c(E) = s. For example, in Fig. 1, we have a(E) = 41, s = 3,
(v1, v2, v3, v4) = (4, 5, 4, 1), b(E) = 16, and c(E) = 3.
Definition 4. Define Haglund’s combinatorial Catalan number to be the trivariate
generating function
CCn(q, t, z) =
∑
P∈Cn
qa(P)tb(P)zc(P).
Remark 5. This generating function is closely related to the Garsia–Haiman q, t-Catalan
sequence Cn(q, t). We give four equivalent definitions of the q, t-Catalan sequence. The
equivalence of these four definitions is a highly nontrivial result due to several authors
[2, 7, 8, 10, 11, 13].
1. Garsia and Haiman originally defined the q, t-Catalan in [8] by the formula
Cn(q, t) =
∑
µn
q2n(µ′)t2n(µ)(1 − q)(1 − t)Πµ Bµ
wµ
,
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Fig. 1. A Dyck path with its derived bounce path.
where Πµ, Bµ, and wµ are certain polynomials in q and t that can be explicitly
computed from the cells in the diagram of µ.
2. Let ∇ denote the nabla operator of Bergeron and Garsia [2], which is the linear
operator on Λ⊗ Q(q, t) defined on the modified Macdonald basis H˜µ by ∇(H˜µ) =
qn(µ′)tn(µ) H˜µ. We can define Cn(q, t) = ∇(s1n )|s1n , where s1n denotes a Schur
function.
3. Let Sn act on the polynomial ring R = C[x1, . . . , xn, y1, . . . , yn] by the rule
σ · xi = xσ(i) and σ · yi = yσ(i). Let DH An denote the set of f ∈ R such that:
(1) σ · f = sgn(σ ) f for all σ ∈ Sn , and (2) for all h and k with h +k > 0, f satisfies
the partial differential equation
∑n
i=1 ∂xhi ∂y
k
i f = 0. DH An is an Sn-module called
the space of diagonal harmonic alternants. We can define Cn(q, t) to be the Hilbert
series of this module relative to the double grading given by taking degrees in the
x-variables and y-variables.
4. Finally, we can use the area and bounce score statistics on Dyck paths to get a
combinatorial definition of Cn(q, t). Haglund [9] conjectured that
Cn(q, t) =
∑
P∈Cn
qa(P)tb(P) = CCn(q, t, 1),
and this conjecture was later proved by Garsia and Haglund [7]. Haiman [12]
proposed another combinatorial definition of Cn(q, t) using statistics on Dyck paths,
which is easily shown to be equivalent to Haglund’s definition.
Haglund used his combinatorial definition to give a recurrence characterizing the q ,
t-Catalan sequence [9]. Let Cn,k(q, t) be the sum of qa(P)tb(P) over the Dyck paths P of
86 N.A. Loehr / European Journal of Combinatorics 26 (2005) 83–93
order n ending in exactly k east steps. Haglund showed that
Cn,k(q, t) = qk(k−1)/2tn−k
n−k∑
r=1
[
r + k − 1
r, k − 1
]
q
Cn−k,r (q, t).
This leads to an explicit “fermionic formula” for Cn(q, t) as a sum of powers of q and t
multiplied by products of q-binomial coefficients.
The q, t-Catalan sequence has the symmetry property Cn(q, t) = Cn(t, q). This is
easy to see using any of the three non-combinatorial definitions for Cn(q, t). Proving this
symmetry combinatorially by giving a bijection on Dyck paths interchanging area and
bounce score is an open problem.
1.2. Statistics on permutations and words
This subsection reviews the definitions of some classical permutation statistics. It is
convenient to define these statistics for lists of distinct integers that are not necessarily
permutations of {1, 2, . . . , n}.
Definition 6. Let w = w1w2 · · ·wn be a sequence of n distinct integers wi . The
coinversion count of w, denoted as coinv(w), is the number of pairs i < j with wi < w j .
The descent set of w, denoted as Des(w), is the set of all i < n such that wi > wi+1. The
descent count of w, denoted as des(w), is the number of elements in Des(w). The major
index of w, denoted as maj(w), is the sum of the elements in Des(w).
For example, if w = 4, 7, 1, 2, 9, 8, 11, then coinv(w) = 16, Des(w) = {2, 5},
des(w) = 2, and maj(w) = 7.
1.3. Summary of new results
We will define two new collections of permutations, denoted as Un and Vn , that are
counted by the Catalan numbers. We will also construct bijections f : Cn → Un and
g : Cn → Vn such that f and g map the statistics (area, bounce score, bounce count) on
Dyck paths to the statistics (coinv, maj, des) on permutations. The basic idea is to encode
both Dyck paths and permutations as certain sequences of partitions.
To define Un and Vn , we first introduce notation for describing the factorization of a
permutation into ascending runs.
Definition 7. Let σ = x1 · · · xn be a permutation of {1, 2, . . . , n}, written as a linear word.
Cut σ after each letter x j such that x j > x j+1. This leads to a factorization of σ into
ascending runs,
σ = Rs+1 Rs · · · R1,
where the runs Rk are numbered from right to left. Here, s = des(σ ), and each Rk is an
increasing sequence of integers. Define mk and Mk to be the smallest and largest elements
in run Rk . For 1 ≤ k ≤ s + 1, define nk to be the number of symbols in Rk ; set nk = 0 for
all other k. Define Nk =∑i≤k ni for all integers k.
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For example, if σ = 4, 7, 1, 5, 8, 3, 2, 6, then
R4 = 4, 7 R3 = 1, 5, 8 R2 = 3 R1 = 2, 6
m4 = 4 m3 = 1 m2 = 3 m1 = 2
M4 = 7 M3 = 8 M2 = 3 M1 = 6
n4 = 2 n3 = 3 n2 = 1 n1 = 2
N4 = 8 N3 = 6 N2 = 3 N1 = 2.
Definition 8. Maintain the notation from the previous definition. We say σ has the
decreasing-minimum property iff ms+1 > ms > · · · > m2 > m1. We say σ has the
bounded-maximum property iff Mi ≤ Ni+1 for 1 ≤ i ≤ s + 1. We say σ has the bounded-
minimum property iff mi+1 > Ni−1 + 1 for 1 ≤ i ≤ s. Define Un to be the set of σ ∈ Sn
with the decreasing-minimum property and the bounded-maximum property. Define Vn to
be the set of σ ∈ Sn with the decreasing-minimum property and the bounded-minimum
property.
Examples:
3, 4, 2, 8, 9, 1, 5, 6, 7 belongs to U9 but not V9;
6, 7, 2, 3, 4, 1, 5, 8, 9 belongs to V9 but not U9;
7, 9, 5, 8, 1, 2, 3, 4, 6 belongs to both U9 and V9;
4, 6, 9, 2, 8, 1, 3, 5, 7 is in neither U9 nor V9, but has the decreasing-minimum property.
2. Encoding Dyck paths by partitions
This section shows how to use the bounce path construction to encode a Dyck path as a
sequence of partitions.
Definition 9. For a, b ≥ 0, let P(a, b) denote the set of all sequences (λ1, λ2, . . . , λa)
with
0 ≤ λ1 ≤ λ2 ≤ · · · ≤ λa ≤ b.
Thus, λ ∈ P(a, b) iff λ is a partition consisting of exactly a parts of length at most b,
where some or all of the parts may be zero. Define |λ| =∑ai=1 λi .
Let E be a Dyck path of order n. Suppose the bounce path for E makes vertical moves
of lengths v1, v2, . . . , vs+1. By looking at the portion of E above the bounce path, we can
encode E by an element
(λ1, . . . , λs) ∈
s∏
i=1
P(vi+1, vi − 1).
Here, λi is the transpose of the partition that appears just above the (i + 1)st horizontal
move of the bounce path (whose length is vi+1) and just left of the i th vertical move of the
bounce path (whose length is vi ). The special Dyck path that takes n north steps and then
n east steps is encoded by the empty sequence.
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For example, the Dyck path shown in Fig. 1 is encoded by the sequence
((0, 1, 1, 1, 3), (1, 2, 4, 4), (2)).
Note that λivi+1 ≤ vi − 1 for each i , by definition of the bounce path.
We claim that, for n fixed, this encoding is reversible. To see this, first note that vi+1 is
the number of parts in λi , including zero parts, for 1 ≤ i ≤ s. We can now recover v1 from
the relation v1 + · · · + vs+1 = n. Knowing all vi ’s, we can draw the bounce path for E ,
and the partitions λi tell us how to reconstruct the part of E above its bounce path.
This encoding scheme gives a bijection from the Dyck paths E ∈ Cn with vertical
bounce moves v1, . . . , vs+1 onto the Cartesian product
∏s
i=1 P(vi+1, vi −1). Furthermore,
if E is encoded by (λ1, . . . , λs ) ∈∏si=1 P(vi+1, vi − 1), it is clear that
a(E) =
s+1∑
i=1
(
vi
2
)
+
s∑
i=1
|λi |; b(E) =
s+1∑
i=1
(i − 1)vi ; c(E) = s. (1)
The binomial coefficients
(
vi
2
)
account for the area cells of E below the bounce path.
3. Encoding permutations by partitions
This section introduces a way to encode permutations as sequences of partitions. Our
encoding is a variation of the “inversion table” encoding of Lehmer [14, 15]. The Lehmer
encoding represents σ ∈ Sn by a function f : {1, 2, . . . , n} → {0, 1, . . . , n − 1} such that
f (i) is the number of letters larger than σi to the left of σi .
To define our new encoding, consider σ ∈ Sn . Write σ = Rs+1 · · · R2 R1 as a product
of ascending runs, and define mk , Mk , nk , Nk as in Definition 7. We encode σ by a
sequence
(λ1, . . . , λs) ∈
s∏
i=1
P(ni+1, Ni ),
defined by letting λij be the number of letters in the word Ri Ri−1 · · · R1 larger than the j th
largest letter in run Ri+1. For example, σ = 12 > 6, 7, 10, 13 > 2, 5, 8, 9, 14 > 1, 3, 4, 11
is encoded by
((0, 1, 1, 1, 3), (1, 2, 4, 4), (2)).
A special case is the identity permutation of Sn , which is encoded by an empty sequence.
We claim that, for n fixed, this encoding is reversible. To see this, first note that ni+1
is the number of parts in λi , including zero parts, for 1 ≤ i ≤ s. We can now recover n1
from the relation n1 + · · · + ns+1 = n. So far, we know the lengths of the ascending runs
of σ . We now look at λs to recover the entries in run Rs+1. It is easy to see that the j th
largest entry in Rs+1 must be n + 1 − j − λsj . By induction on s and n, we can decode
(λ1, . . . , λs−1) to get an element σ ′ = Rs · · · R1 ∈ Sn−ns+1 . Renumber the elements of σ ′
in the obvious way to avoid conflicts with the numbers already used in Rs+1, preserving
the relative ordering of entries in σ ′. Then σ is the concatenation of Rs+1 followed by the
renumbered permutation σ ′.
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This encoding scheme gives a bijection from the permutations σ ∈ Sn with run lengths
n1, . . . , ns+1 onto the set of elements (λ1, . . . , λs) ∈ ∏si=1 P(ni+1, Ni ) satisfying the
condition λ11 ≤ n1 −1 and λi1 ≤ λi−1ni +ni −1 for all i > 1. The necessity of this condition
follows by noting that the largest element in run Ri+1 is larger than the smallest element
in run Ri . Conversely, if the condition holds, it is easy to see by induction on s that the
decoding process described above does produce a descent between each two ascending
runs. Note that, if the sequence (λ1, . . . , λs) happens to belong to
∏s
i=1 P(ni+1, ni − 1),
as in the preceding section, then the condition here automatically holds.
If σ is encoded by (λ1, . . . , λs) ∈∏si=1 P(ni+1, Ni ), it is easy to check that
coinv(σ ) =
s+1∑
i=1
(
ni
2
)
+
s∑
i=1
|λi |; maj(σ ) =
s+1∑
i=1
(i − 1)ni ; des(σ ) = s. (2)
In particular, the summand
(
ni
2
)
counts coinversions among elements of the same run Ri .
By construction, the summand |λi | counts coinversions between an element in Ri+1 and
an element in some run R j with j < i + 1. The analogy to the Lehmer encoding should
be clear. In our version, however, coinversions between elements of the same run Ri are
treated separately.
We can now define an injection g : Cn → Sn by encoding a Dyck path as a sequence of
partitions and then decoding to get a permutation. For example, g maps the Dyck path E
shown in Fig. 1 to the permutation 12, 6, 7, 10, 13, 2, 5, 8, 9, 14, 1, 3, 4, 11. It is clear from
(1) and (2) that g sends the statistics (area, bounce score, bounce count) to the statistics
(coinv, maj, des).
Recall from the last section that
∏s
i=1 P(ni+1, ni −1) is the set of all encodings of Dyck
paths with vertical bounce moves n1, . . . , ns+1. Combining this fact with the following
lemma, we see that the image of g is the set Vn .
Lemma 10. Let σ ∈ Sn be encoded by (λ1, . . . , λs) ∈∏si=1 P(ni+1, Ni ). We have σ ∈ Vn
iff (λ1, . . . , λs) ∈∏si=1 P(ni+1, ni − 1).
Proof. We use induction on s, the case s = 0 being trivial. Write σ = Rs+1 · · · R1 ∈ Sn ,
with numbers mk , Mk , nk , Nk computed as usual. If we delete Rs+1 from σ and renumber
the remaining elements in the obvious way, we get σ ′ = R′s · · · R′1 ∈ Sn−ns+1 . We make
the following observations.
(1) (λ1, . . . , λs) ∈∏si=1 P(ni+1, ni − 1) iff λini+1 ≤ ni − 1 for 1 ≤ i ≤ s.
(2) σ ′ is encoded by (λ1, . . . , λs−1). This is clear from the definition of the encoding,
since the renumbering used to create σ ′ preserves the relative order of all pairs of
letters in Rs · · · R1.
(3) σ ∈ Vn iff ms+1 > ms and ms+1 > Ns−1 + 1 and σ ′ ∈ Vn−ns+1 .
Proof. σ ′ clearly inherits the decreasing-minimum property from σ . Also, the
minimum values m′k in the runs R′k of σ ′ are equal to the corresponding values mk
for all k ≤ s. This follows since mk ≤ ms < ms+1 implies that mk is less than all
the deleted values in Rs+1, and hence mk was not renumbered when passing to σ ′.
So σ ′ inherits the bounded-minimum property from σ . The converse is similar and
even easier.
90 N.A. Loehr / European Journal of Combinatorics 26 (2005) 83–93
(4) ms+1 > Ns−1 + 1 iff λsns+1 ≤ ns − 1.
Proof. Suppose ms+1 > Ns−1 + 1. There are fewer than n − Ns−1 − 1 elements of
{1, 2, . . . , n} larger than ms+1, and ns+1 − 1 of these elements are in the same run as
ms+1. By definition of the encoding, λsns+1 < n − Ns−1 − 1 − (ns+1 − 1) = ns , as
desired. The converse is similar.
(5) If λini+1 ≤ ni − 1 for some i , then mi+1 > mi .
Proof. If mi+1 < mi , then the ni elements in run Ri would all be greater than mi+1,
which immediately gives λini+1 ≥ ni by definition of the encoding.
Using these observations, the proof easily follows by induction on s. 
4. More encodings of paths and permutations
To get the bijection f : Cn → Un , we use slightly different encodings for Dyck paths
and permutations. Let E be a Dyck path of order n. Suppose the bounce path for E makes
vertical moves of lengths v1, v2, . . . , vs+1. We encode E by an element
(λ1, . . . , λs) ∈
s∏
i=1
P(vi , vi+1)
by letting λi be the partition that appears just above the (i + 1)st horizontal move of the
bounce path and just left of the i th vertical move of the bounce path. For example, the
Dyck path shown in Fig. 1 is encoded by the sequence
((0, 1, 1, 4), (0, 2, 2, 3, 4), (0, 0, 1, 1)).
Note that λi1 = 0 for each i , by definition of the bounce path.
As before, this encoding scheme is reversible. It gives a bijection from the Dyck paths
E ∈ Cn with vertical bounce moves v1, . . . , vs+1 onto the set of all (λ1, . . . , λs ) ∈∏s
i=1 P(vi , vi+1) such that λi1 = 0 for all i . If E is encoded by (λ1, . . . , λs), we have
a(E) =
s+1∑
i=1
(
vi
2
)
+
s∑
i=1
|λi |; b(E) =
s+1∑
i=1
(i − 1)vi ; c(E) = s. (3)
Now we give another encoding for permutations. Write σ ∈ Sn as a product Rs+1 · · · R1
of ascending runs. We encode σ by a sequence
(λ1, . . . , λs) ∈
s∏
i=1
P(ni , n − Ni ),
defined by letting λij be the number of letters in the word Rs+1 · · · Ri+1 smaller than the j th
smallest letter in run Ri . For example, σ = 10 > 5, 6, 12, 14 > 2, 7, 9, 11, 13 > 1, 3, 4, 8
is encoded by
((0, 1, 1, 4), (0, 2, 2, 3, 4), (0, 0, 1, 1)).
The identity permutation of Sn is encoded by an empty sequence. This encoding is
reversible, using a process similar to the one given in Section 3. The new encoding gives
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a bijection from the permutations in Sn with run lengths n1, . . . , ns+1 onto the set of all
(λ1, . . . , λs ) ∈ ∏si=1 P(ni , n − Ni ) satisfying the condition λi+1ni+1 ≥ λi1 − ni+1 + 1 for
1 ≤ i ≤ s. As before, this condition is necessary and sufficient to guarantee that there is
a descent between runs Ri+1 and Ri for all i . Note that, if the sequence (λ1, . . . , λs) is
the encoding of a Dyck path as described in this section, then the condition automatically
holds since λi1 = 0.
If σ is encoded by (λ1, . . . , λs) ∈∏si=1 P(ni , n − Ni ), it is easy to check that
coinv(σ ) =
s+1∑
i=1
(
ni
2
)
+
s∑
i=1
|λi |; maj(σ ) =
s+1∑
i=1
(i − 1)ni ; des(σ ) = s. (4)
Define an injection f : Cn → Sn by encoding a Dyck path as a sequence of partitions
and then decoding to get a permutation, as described in this section. For example, f maps
the Dyck path shown in Fig. 1 to the permutation 10, 5, 6, 12, 14, 2, 7, 9, 11, 13, 1, 3, 4, 8.
It is clear from (3) and (4) that f sends the statistics (area, bounce score, bounce count) to
the statistics (coinv, maj, des).
The next lemma shows that the image of f is the set Un .
Lemma 11. Let σ ∈ Sn be encoded by (λ1, . . . , λs) ∈ ∏si=1 P(ni , n − Ni ) as discussed
in this section. We have σ ∈ Un iff (λ1, . . . , λs) ∈ ∏si=1 P(ni , ni+1) and λi1 = 0 for all i .
Proof. We use induction on s, the case s = 0 being trivial. Write σ = Rs+1 · · · R1 ∈ Sn ,
with numbers mk , Mk , nk , Nk computed as usual. If we delete R1 from σ and renumber the
remaining elements in the obvious way, we get σ ′ = R′s · · · R′1 ∈ Sn−n1 . Here, run R′k of
σ ′ is obtained by suitably renumbering elements in run Rk+1 of σ . In more detail, letting
w(x, R1) denote the number of letters in R1 less than x , we replace each x not in R1 by
x−w(x, R1). We have n′k = nk+1, N ′k = Nk+1−n1, m′k = mk+1−w(mk+1, R1), and M ′k =
Mk+1 − w(Mk+1, R1). The proof now follows easily from the following observations.
(1) (λ1, . . . , λs) ∈∏si=1 P(ni , ni+1) iff λini ≤ ni+1 for 1 ≤ i ≤ s.
(2) σ ′ is encoded by (λ2, . . . , λs).
(3) σ ∈ Un iff m2 > m1 and M1 ≤ N2 and σ ′ ∈ Un−n1 .
Proof. The only difficult point is showing that σ ′ has the bounded-maximum property
if σ does. We must show that M ′i−1 ≤ N ′i for all i > 1. Fix such an i . Case 1:
w(Mi , R1) = n1. Since Mi ≤ Ni+1 and M ′i−1 = Mi − n1 and N ′i = Ni+1 − n1,
we deduce M ′i−1 ≤ N ′i . Case 2: w(Mi , R1) = p < n1. Then R1 contains
n1 − p distinct integers strictly larger than Mi , and the largest of these integers is
M1 ≤ N2 = n1+n2. This gives Mi ≤ (n1+n2)−(n1−p) = n2+p. We now compute
M ′i−1 = Mi − p ≤ n2 ≤ n2 + · · · + ni+1 = N ′i .
(4) λ1n1 ≤ n2 iff M1 ≤ N2.
Proof. Suppose M1 ≤ N2. Then there are fewer than N2 elements in {1, 2, . . . , n}
less than M1, and n1 − 1 of these elements are in run R1. By definition of the encod-
ing, this gives λ1n1 ≤ (N2 − 1) − (n1 − 1) = n2. The converse is similar.
(5) λi1 = 0 iff all elements to the left of mi in σ exceed mi iff m j > mi for all j > i . 
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5. Conclusion
We have now given two new combinatorial interpretations of the Garsia–Haiman q,
t-Catalan sequence in terms of permutation statistics, namely
Cn(q, t) =
∑
σ∈Un
qcoinv(σ )tmaj(σ ) =
∑
σ∈Vn
qcoinv(σ )tmaj(σ ).
One of the motivations for considering these bijections is the problem of proving
combinatorially that Cn(q, t) = Cn(t, q). Using our result, this is equivalent to finding a
bijection on Un (or on Vn) that interchanges coinv and maj. Now, Foata and Schu¨tzenberger
[4, 5] give a bijection on Sn that interchanges inv and maj, where inv(σ ) is the number of
pairs i < j with σi > σ j . Foata [6] has given a simple modification of this bijection that
interchanges coinv and maj on Sn . Unfortunately, this bijection and many variants tried by
the present author do not map Un onto itself, nor do they map Vn onto itself. Thus, how to
prove joint symmetry of the q, t-Catalan sequence by this method is still an open question.
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