This article presents a framework for studying the role of recovery on defaultable debt prices for a wide class of processes describing recovery rates and default probability. These debt models have the ability to differentiate the impact of recovery rates and default probability, and can be employed to infer the market expectation of recovery rates implicit in bond prices. Empirical implementation of these models suggests two central findings. First, the recovery concept that specifies recovery as a fraction of the discounted par value has broader empirical support. Second, parametric debt valuation models can provide a useful assessment of recovery rates embedded in bond prices.
Introduction
This article analyzes the effect of recovery on the price of defaultable debt. We pose two empirical questions using defaultable debt models: (i) Which concept of recovery is supported in the market prices of corporate coupon bonds? (ii) When does recovery (in default) have an identifiable impact on debt prices? If so, what can be learned about recovery rates embedded in market debt prices? We also theoretically investigate whether risk-neutral expected recovery rates are lower or higher than its physical counterpart. These issues are crucial for understanding the role of recovery in default risk modeling.
Our theoretical analysis reveals that cross-sectional variations in risk-neutral expected recovery rates are possibly impacted by differences in counterparty risk aversion and firm-specific moments of the physical recovery density. We derive two results. First, our model suggests that risk-neutral default probabilities are not only higher than physical default probabilities but also inversely related to the level of recovery. Second, the derived risk-neutral recovery density is such that the risk-neutralized expected recovery rates are lower than their physical counterpart. Firms with more volatile or left-skewed (physical) recovery densities may incur further reductions in risk-neutral expected recoveries. These features are possibly reflected in the term structure of credit spreads.
For the empirical application involving risky debt models and stochastic recovery, we appeal to the framework in Duffie and Singleton (1999) , Jarrow and Turnbull (1995) and Lando (1998) . We derive defaultable coupon bond prices under the assumption that (1) the bondholders recover a fraction of the face value of the bond (the "Recovery of Face Value" model), or (2) the bondholders recover a fraction of the present value of face (the "Recovery of Treasury" model), or (3) the bondholders recover a fraction proportional to the predefault market value (the "Recovery of Market Value" model). We provide two incremental contributions.
First, the approach allows for a flexible correlation structure between the risk-free interest rate, the default probability and the recovery rate. Second, in our model, the recovery rate can be linked to default probability or to other fundamental factors that proxy default risk. The debt model can therefore be used to separate credit spreads into their default probability and recovery related components. Some of the recovery models can be applied to infer the market's expectation of recovery rate implicit in bond prices. Finally, standard model assessment tools can be employed to gauge which recovery concept has broader empirical support. Even if all recovery concepts are adequately supported by the data, they could fundamentally depart in the quality of recovery levels implied by market prices. As such, these differences could be relevant for the design and management of recovery sensitive instruments. 1 Risky debt models with stochastic recovery rates are applied to a sample of BBB-rated corporate bonds.
The closed-form bond models we test rely on several assumptions. One, guided by our theoretical results, we specify that recovery rates are negatively associated with default probability. This parametric link is also suggested by an empirical study by Fitch that shows that when aggregate defaults tend to rise, actual recovery rates often decline (WSJ; March 19, 2001) . Two, we posit a family of hazard rates that are linear in the short interest rate (Duffee (1999) , Duffie and Singleton (1997) , and Duffie and Singleton (1999) ). Lastly, it is assumed (for tractability) that the interest rate process follows a Markov process. Our theoretical characterizations show that different recovery conventions can have distinct implications for defaultable bonds.
Our empirical exercises provide several findings. Between the recovery of face value model, the recovery of treasury model, and a version of the Duffie-Singleton model, the risky debt data prefers the recovery of treasury model. For example, the out-of-sample absolute yield basis point errors and the absolute dollar pricing errors are consistently lower for the recovery of treasury model, and statistically significant. Adopting the recovery of treasury model is also found to reduce the dispersion of pricing errors. These results have the implication that bondholders do not anticipate immediate cash recovery of the face value of the bond.
The underlying assumptions of the recovery of treasury model may more closely approximate the implicit valuation process of the market-place.
The second insight that emerges is that the recovery of face value model and the recovery of treasury model are both informative about expected recovery rates. These estimates provide a useful benchmark for comparing expected recoveries over time and across credit ratings. Finally, we observe that the expected recovery rates are much less volatile for the recovery of face value model. The recovery of face value convention may well be a more suitable contracting choice for writing contingent claims on recoveries. This paper is organized as follows. Section 2 explains how risk-neutral recovery rates are related to the density of the physical recovery, and counterparty risk aversion. In Section 3, we present a framework for 1 The recovery of market-value model of Duffie and Singleton (1999) has led to considerable insights about credit risks. In their debt valuation model, they adopt the assumption that recovery in default is proportional to the pre-default market value of the defaultable security. For this case, they prove that the defaultable debt value is the discounted expectation of the promised payments, where the discount rate combines time value, default arrival and recovery rates. Although this framework has facilitated tractable closed-form characterizations of defaultable securities and it has generated realistic credit spreads, the simplicity and elegance of this approach comes at a cost of confounding the effect of recovery-in-default from the probability of default. For this reason, determining recovery concepts that allow debt prices to reveal information about expected recovery levels can prove useful in the design of recovery sensitive credit derivatives. The language of the Basle Accord, for instance, requires distinct assessments of the credit risk events of default and loss given default. For further work along these lines, see also Berd (2006) , Chava, Stefanescu, and Turnbull (2006) , Dai and Singleton (2003) , Das and Hanouna (2006) , Driessen (2005) , Guha and Sbuelz (2005) , Guo, Jarrow, and Zeng (2005) , Karoui (2005) , Rajan (2006), and Yu (2002). pricing defaultable coupon bonds under broad recovery specifications. The next section develops closed-form models of defaultable bonds that allow recovery to vary with default probability. Our empirical results and estimation strategy is outlined in Sections 5 through 8. In particular, we present the out-of-sample pricing error results and market implied recovery rate estimates. Section 9 summarizes our results and concludes.
Recovery, Default, and the Market Price of Recovery Risk
Most default risk models directly specify an adapted process for the expected level of recovery under the risk-neutral measure (starting with Duffie and Singleton (1999) and Jarrow and Turnbull (1995) ). By implication there is the recognition that the actual/physical level of recovery is a random variable, given default, with an expected value that can be modeled for valuation purposes. To clarify how firm-specific riskneutral recovery rates may be determined in an economic equilibrium, letw denote the proportion of value recovered in default. Suppose the physical recovery rate given default has a density with support in the unit interval, say f P [w], 0 ≤w ≤ 1 satisfying
Let π P be the probability of default under the physical probability measure. The risk-neutral probability π Q is abstractly linked to its physical counterpart and possibly recovery. When is physical expected recovery rate at least as large as the risk-neutral expected recovery rate? When is the risk-neutral probability of default at least as large as the physical probability of default? Answers to these questions have implications for the price of default risk and/or recovery risk and for interpreting model-implied recovery rates.
To derive an explicit relationship between expected recovery rates under the risk-neutral and physical probability measures, consider a problem where a firm could default on its obligation. Counterparties are affected and consequently desire insurance against this event. The lower the expected recovery rate, the greater its impact on counterparties and the more they are willing to pay to cover against default. For a counterparty wealth level of W 0 , their post-default wealth may be written as: W 0 − (1 −w) F, where, for simplicity, F is the notional principal at stake. Therefore the expected utility of wealth, for utility function U [.] , conditional on default, assuming no hedging, is given by
where E P {.} is expectation under the physical probability measure.
Consider a contingent claim written on the recovery ratew and paying the claim-holder the amount C [w] were default to occur with a recovery rate ofw. Let ℘ denote the price of this claim. The counterparty wealth of buying η units of the claim is W 0 − η℘ with probability: (1 − π P ), and with probability π P , it is:
The expected utility of the counterparty buying insurance is:
By a variational argument, the partial derivative of E P {U [w] } with respect to η at the optimum, evaluated at η = 0, should be zero. Denoting U [.] ≡ ∂U[.]/∂w, this condition yields the price of insurance as:
where the risk-neutral default probability, π Q , in (3) can be defined as:
which is a valid probability function since π P ∈ [0, 1]. Equation (4) provides the economic intuition that the risk-neutral default probability is related to (i) the physical probability of default π P , (ii) the counterparty risk aversion as reflected in the marginal utility of wealth, and (iii) the distribution of physical recovery.
Focus first on full recovery withw = 1, implying
Consider next the more plausible scenario of partial recovery. For a broad marginal utility class, it is reasonable to expect
Substituting this restriction into (4), we obtain:
With non-zero risk aversion and partial recovery, the risk-neutral default likelihood is therefore an amplified version of physical default probabilities. Equations (4)- (5) suggest that the amplification of the risk-neutral default probability is positively related to the tails of the loss distribution. This result is relevant for modeling recovery rates.
From (3), it can be determined that the risk-neutral density of the conditional recovery rate is given by:
which connects the risk-neutral recovery density to the physical counterpart and the degree of risk aversion.
Absent risk aversion, equation (6) shows that f Q [w] = f P [w], so that the risk-neutral and physical densities coincide. The next proposition proposes a relationship between the expected recovery rates under the riskneutral and the physical probability measures.
Proposition 1 Consider the risk-neutral expected recovery rate:
The risk-neutral expected recovery rate is less than the physical expected recovery rate, E P {w},
From the perspective of default risk modeling, the central result from Proposition 1 is that the risk-neutral expected recovery rate is generally lower than the physical recovery rate. Suppose the counterparty utility function belongs to the constant absolute risk aversion class with risk aversion γ. In this case
dw. This result arises since,
and the two expected recovery rates are equal when γ = 0. When combined with (4), equations (8) and (9) reveal that the impact of risk aversion is to both increase risk-neutral default probabilities and simultaneously lower risk-neutral expected recovery rates. Consequently it is unjustified to employ market implied recovery rates as forecasts of expected recoveries without adjusting for risk aversion.
It can be shown that firms with more uncertain or left-skewed physical recovery densities are likely to experience greater divergence between the risk-neutral and physical recovery rates. For details on these higher moment connections and ways to generalize to a broader family of marginal utilities, the reader is referred to Bakshi, Kapadia, and Madan (2003) . Proposition 1 has implications for extracting physical recovery infor-mation from market-based studies.
Recovery in Default, and Defaultable Debt Modeling
This section presents the necessary framework for pricing defaultable coupon bonds for a broad class of recovery definitions. These pricing results hold for a wide specification of processes describing the evolution of the recovery rate, the default probability and the interest rate. The primary content is the empirical assessment of recovery concepts with the theoretical framework supportive of the empirical work.
Defaultable Debt Pricing under Stochastic Recovery Rates
Denote by C(t) the non-decreasing function of cumulated coupon payments on the defaultable coupon bond until time t, and face value F to be paid at maturity T . There is random time T at which default occurs and there is partial recovery in the form of y(T ). We associate with T , the unit step function χ(t):
The defaultable contract is defined as (F,T ,C(t),y(t)) that is assumed to be adapted to a Brownian sub-filtration
of a probability space (Ω, ℑ, P) satisfying the usual technical conditions. The filtration ℑ t extends G t by the knowledge of the default time process χ(t).
For spot interest rate r(t), let b(t) ≡ exp R t 0 r(s) ds be the accumulation of the money market account. According to Duffie (1996) , the absence of arbitrage is ensured by the existence of a probability measure Q equivalent to P under which the money market discounted gains processes for all assets are martingales. The time t price of the defaultable coupon bond with maturity τ periods from time t, denoted H(t, τ), is:
where E Q is expectation operator under the probability measure Q. We abbreviate the left-hand side of equation (11) to H(t, T ) with the understanding this price is only observed assuming that default has not yet occurred. The formulation of default in (11) is consistent with the surprise stopping time approach (Duffie and Singleton (1999) , Lando (1998), and Hugonnier (2004) ).
For a surprise default time that is a stopping time, there exists a positive process h(t) such that it is a martingale. When we have a martingale under probability Q, we refer to h(t) as the risk-neutral hazard rate process. The process h(t) is adapted to G t . In this case we may write,
Using (12) and iterated expectations, first computing expectations with respect to G u and then again with respect to G t , it follows that with random recovery,
The pricing equation (13) eliminates reference to the discontinuous process χ(t) and reduces the problem of pricing defaultable debt to that of pricing non-defaultable debt with an altered discount rate and cash flow claim. For continuous-coupon payments {c(u) : u > t} and suppressing dependence on G t , we may write the price of defaultable coupon bonds with random recovery as (see also, Duffie and Singleton (1999), Jarrow and Turnbull (1995) , Lando (1998) , and Longstaff, Mithal, and Neis (2005)),
When recovery payout y(u) in the event of default is positive, the defaultable bond price has three distinct components. The first conditional expectation accounts for the receipt of coupons prior to default and the second term is due to the promised face value in the absence of default. The last integral determines the value of the single recovery payout if the firm defaults. This conditional expectation involves novelties arising from the product of recovery and hazard rate. Intuitively the underlying payoff embodies recovery with probability h(u) du in the entire no-prior default time-domain. The discounting factor involves the sum of the interest rate and the hazard rate. Even though not emphasized, the primitive modeling variables h(u), y(u) and r(u) can all be functions of the state of the economy. For example, the hazard rate h(u) can exhibit complex dependencies on systematic as well as firm-specific factors. As in Duffie and Singleton (1999) , Lando (1998) , Longstaff, Mithal, and Neis (2005) , Chen, Cheng, and Wu (2005) , and Carr and Wu (2005) , equation (14) provides an internally consistent framework to jointly model default risk and recovery payout.
While modeling the defaultable debt price in (14), three assumptions are typically made about recovery payout in default:
1. Recovery payout is a fraction of the face value:
This recovery assumption is conceptually straightforward. When w(u) ≡ w 0 , 0 ≤ w 0 ≤ 1, the recovery payout is a constant proportion of the promised face value (Duffie (1999) , Duffie and Singleton (1999) and Lando (1998) ). For this reason, we refer to this model as the recovery of face value model (hereby, the RFV model as in Duffie and Singleton (1999) ).
2. Recovery payout is the fraction of the present value of the face:
where
is the time-u price of a default-free discount bond with maturity date T . This class of recovery payout is equivalent to the assumption that recovery is a fraction of the price of a treasury bond with the face value F and maturity T (see Longstaff and Schwartz (1995) , Jarrow and Turnbull (1995) and Collin-Dufresne and Goldstein (2001)). We will refer to this model as the recovery of treasury model (hereby, the RT model).
3. Recovery payout is a fraction of the pre-default debt value:
which is the RMV model of Duffie and Singleton (1999) . In this model, the impact of recovery is subsumed within the defaultable discount rate. 2
Several observations are in order about recovery conventions. One, the first two models assume no recovery of the unpaid coupons. At first glance, equations (15) and (16) can be seen as different ways of defining recovery rate w(u) given the process for recovery y(u). As mentioned also in Jarrow and Turnbull (1995) , Longstaff and Schwartz (1995) and Duffie and Singleton (1999) , the recovery definition (16) is relatively more complex and requires the knowledge of the term structure of default-free interest rates. If the process for recovery y(u) is given, the definitions (15) and (16) have no pricing implications. However, the constructs (15) and (16) assume economic content when they are employed as building blocks for modeling the recovery payout y(u).
While recovery rates may be of second-order consideration for high-rated corporate bonds, they are crucial determinants of bond values and yields in the default sensitive high-yield debt market. Existing evidence appears to suggest that default probabilities and recoveries are inversely related: the recovery payout tends to be low when actual defaults rise and the reverse (Altman (2001) , Altman, Brady, Resti, and Sironi (2005) ,
and Das and Hanouna (2006) ). However, in the limiting case of no default risk (i.e., treasuries), the recovery rates become irrelevant. While easily relaxed, our recovery conventions assert that bonds by the same issuer have identical recovery rates regardless of their maturity.
Characterizing Defaultable Bond Prices
In order to learn about recovery rates from the market bond prices, we need to validate the specific bond pricing model that arises from equation (14) when we adopt the recovery assumptions (15)-(16). In this subsection we outline a sufficiently wide framework under which equation (14), when combined with assumptions (15)- (16), is analytically tractable. Define the vector, X(t) ≡ (r(t), h(t), w(t), log(B(t, T ))) and assume that the X(t) dynamics is governed by a Markov-Ito process:
the drift, µ[X(t),t], is a vector of expected instantaneous changes in X(t) and the diffusion, σ[X,t] is a full-rank local covariance matrix between changes in the (vector) standard Brownian motion dω(t).
To solve the relevant conditional expectations in (14) for the RFV model and the RT model (i.e., the recovery payout assumptions in (15)- (16)), define the characteristic function of the future uncertainty ν ≡ (2006) , and Das, Duffie, Kapadia, and Saita (2006) . h(u), w(u) , log(B(u, T ))), with density q(ν) (see Bakshi and Madan (2000) and Duffie, Pan, and Singleton (2000) ):
where φ, ϕ and υ are some transform parameters, i = √ −1 and the transforms parameter for the first un-
] ds has been set at i. With this substitution for the first transform parameter, the characteristic function, J (t, u; φ, ϕ, υ) , is the time-t price of a hypothetical defaultable claim that pays
. We now present a correspondence between the characteristic function J(t, u) and defaultable bond prices.
Proposition 2 Suppose the characteristic function, J(t, u), is analytically known by solving the conditional expectation (19) or the partial differential equation. With recovery assumptions (15)-(16), we have: 1. For the class of recovery rates displayed in (15), the defaultable coupon bond price can be obtained from the characteristic function (19) as follows:
where J φ ϕ (t, u; 0, 0, 0) denotes the second-order partial derivative of the characteristic function with respect to φ and ϕ, and evaluated at φ = 0, ϕ = 0 and υ = 0.
For the recovery rate considered in (16), the defaultable coupon bond price is,
where J φ ϕ (t, u; 0, 0, −i) is now evaluated at φ = 0, ϕ = 0 and υ = −i.
In (20) and (21), each defaultable coupon bond price component is obtained from the characteristic function by combining the operations of differentiation and/or evaluation.
The characteristic function synthesizes the valuation problem in (14). Of particular note is the use of second-order partial derivative of the characteristic function with respect to φ and ϕ that renders the analytical tractability of the third term in (14). Additionally, we observe that on account of the second-order cross-partial derivative in equations (20) and (21) 
(t), h(t) and w(t).
Comparing the results in Proposition 2 with the RMV model of Duffie and Singleton (1999) , several fundamental differences emerge from the perspective of modeling debt prices and inferring recovery rates.
Recall that in the Duffie-Singleton model,
Although the RMV model is flexible in modeling credit spreads by modeling the defaultable discount rate
, it is impossible to empirically differentiate the effect of recovery and hazard rates. In contrast, the recovery conventions (15)- (16) lead to identifiable impacts on credit spreads. Hence the market expectation of recovery rates can be inverted from the term structure of credit spreads.
Even though recovery and hazard rate appear multiplicatively in equation (14), it is the presence of the discounted face value that differentiates the impacts of hazard rate and recovery. One may view the second term (i.e., discounted face) as identifying the hazard rate leaving the recovery rate to be identified by the term that discounts payment on default. The ability to differentiate the impacts of recovery rates and hazard rates is especially useful in pricing and hedging credit derivatives that are contingent on the default event and/or recovery levels given default. Therefore, the general recovery formulations presented here are critical to wider applications in the field of credit risk (e.g., Berd (2006) ).
While there is overlap with respect to RFV model with Duffie and Singleton (1999) and Duffie, Pan, and Singleton (2000) , the proposition also presents in complete the RT model that the Duffie and Singleton (1999) paper puts aside as computationally burdensome especially for stochastic recovery (page 701).
To illustrate the tractability of the approach outlined in Proposition 2, we consider three specifications for the recovery process. First, suppose that recovery rates are independent of the interest rate and the hazard rate. For example, one may write the recovery rate as w(u) = 1 − e −z ,z ∈ [0, ∞] wherez is independently and identically gamma-distributed with parameters α and β (with mean α/β and variance α/β 2 ). Under assumption (16) and the independence of recovery, equation (21) of Proposition 2 takes the form:
where J φ (t, u; 0, 0, −i) is the first-order partial derivative of the characteristic function with respect to φ evaluated at φ = 0 andυ = −i. In this parametric case, α and β are not separately identified and it is just the expected recovery that could be identified.
The previous formulation assumes that the recovery rates are unrelated to the underlying hazard rate.
However, a little reflection is suggestive of dependencies in that hazard rates near zero should be associated with full recovery. Equally relevant is the situation of large hazard rates when default is likely. But when default is likely, one would expect the recovery rates to be low. Therefore, one might model w ( 
The condition Ψ[0] = 1 imposes the further restriction that f [z] be a (risk-neutral) density on the positive half line. A robust two parameter family of such densities is again the gamma density so that,
, and Γ(.) is the mathematical gamma function. Thus, in this family of recovery rates, the counterpart to (21) is of the form:
Therefore, even when a closed-form solution for the characteristic function is available, one may have to use
Gauss-Laguerre quadrature to replace the integral with respect to z by a finite sum, an extension we intent to pursue in the future. Unlike equation (23), the impact of recovery parameters α and β on debt prices of different maturities is differentiated on account of the stochastic evolution of the hazard rate. This potentially permits the identification and estimation of the recovery parameters from the bond prices.
Recovery often occurs at a random time after default which is a double-stopping time problem. To describe how this post-default recovery case can be accommodated within the framework of Proposition 2, define another stopping time χ * (t) > χ(t) where χ(t) is the default time process defined in Subsection 3.1, and χ * (t)
is the recovery time process. The hazard rate corresponding to the recovery stopping time is χ(u − ) × (1 − χ * (u − ))×h * (u), for default conditional recovery hazard rate h * (u). Notice that the combined term is zero until the occurrence of default; after default, the recovery hazard rate is positive until the recovery time. The generic third term in (14) should then be modified as (ignoring discounting for now):
, to account for recovery at a random time after default. Under suitable assumptions, this double-stopping time problem reduces to evaluating the conditional expectation:
with the first two terms remaining the same as in (14). This model is considerably more complex and involves default conditional recovery hazard rate modeling. With appropriate modifications to the characteristic function (19), one can develop defaultable bond prices for both the RFV model and the RT model.
A Class of Closed-Form Models of Defaultable Debt
Building on Proposition 2, this section presents analytical expressions for the price of defaultable coupon bonds. Our goal is to address the economic implications of recovery functions (15)-(16). We assume that the recovery rate is related to the underlying hazard rate as,
We may note that as h → 0, w → w 0 + w 1 , and h → ∞, w → w 0 . Thus, we require w 0 ≥ 0, w 1 ≥ 0 and 0 ≤ w 0 + w 1 ≤ 1. The resulting closed-form models are the basis for the empirical illustration.
Consistent with extant empirical evidence, recovery is negatively related to default probability. That is,
∂h(u) = −w 1 e −h(u) ≤ 0 meaning that distress can diminish the ability of the borrower to pay its creditors in the event of default (see also equation (6)).
Following Duffie and Singleton (1997) , Duffie and Singleton (1999) , Duffee (1999) , Longstaff, Mithal, and Neis (2005) , and Bakshi, Madan, and Zhang (2006), we make the assumption that the hazard rate is linear in the short interest rate (under the risk-neutral measure):
where Λ 0 > 0. The parameter Λ 1 reflects the correlation between the interest rate and the hazard rate. Although firm-specific variables can be incorporated into (29), the empirical investigation of Bakshi, Madan, and Zhang (2006) has shown that this class of hazard rate functions captures the first-order effect of default.
Since the hazard rate and the recovery rate are both a function of the short interest rate, we specialize the characteristic function in equation (19) to the following:
where defining γ(φ) ≡ κ 2 − 2 i φ σ 2 , and,
Z(t,u;φ,υ) = i υ γ coth(
Given the solution (30), the discount bond price in (16) is then B(u, T ) = J(u, T ; i, 0).
Proposition 3 Let the recovery rate be as displayed in (28) and the hazard rate obey the structure given in (29). The following pricing results are then obtained by combining the characteristic function (30) with equations (20) and (21) of Proposition 2: (i) For the RFV model with recovery convention (15), the defaultable coupon bond price is:
where J υ (t, u; φ, υ) is the partial derivative of the characteristic function (30) with respect to υ.
(ii) For the RT model with recovery convention (16), the defaultable coupon bond price is:
In (33) and (34), the partial derivative J υ (t, u; φ, υ) can be analytically computed as:
with ∂Y (t,u;φ,υ) ∂υ
and,
2 )−i κ 2 γ coth(
Proposition 3 derives the solution for defaultable coupon bonds under stochastic recovery rates, respectively for the RFV model and the RT model. Each bond model incorporates a flexible correlation structure between the hazard rate, the interest rate, and the recovery rate. Duffie and Singleton (1999) have noted that the burden of analytically computing defaultable bond prices can be substantial especially for the RT model.
It is important to note that there is no empirical or market test involved in this exercise but a comparison of analytical models with one another. Our intent is to provide empirical test that compare recovery concepts.
As equations (33) and (34) demonstrate, the pricing solution can be complex and needs the evaluation of several terms even for the single-factor interest rate case. For this reason (see also Longstaff, Mithal, and Neis (2005) and Pan and Singleton (2005)), we have not empirically pursued a multi-factor extension although its characteristic function can be derived for a large family of multi-factor interest rate (hazard rate) models. In the Appendix, we present an example where the hazard rate has a three-factor structure and the interest rate is driven by a two-factor structure. The details are available in (39)-(46) of the Appendix.
In each model, the role of recovery rate is captured by the pricing terms involving w 0 and w 1 . The constant recovery rate assumption can be obtained by setting w 1 ≡ 0 in (28). Accordingly, the last two terms in the pricing formula (33) and (34) are set equal to zero. Although tedious, the partial derivative of the defaultable bond price with respect to the interest rate and the recovery rate parameters can be determined analytically for a large parametric model class. These sensitivities can be used in hedging interest rate and recovery rate risks.
With the convenience of the solutions (33) and (34), the yield-to-maturity on the defaultable coupon bond, R(t, T ), can be determined by solving the non-linear equation:
which takes into account both recovery and default considerations.
Description of BBB-Rated Corporate Bond Sample
In the remainder of the paper, we implement parametric defaultable bond models using a sample of bonds rated BBB by Standard and Poor's. High grade are omitted as the impact of recovery payout is relatively small on higher-rated corporate bonds and since most high-rate bonds are callable. Corporate coupon bond data and the treasury STRIPS prices are obtained from Lehman Brothers Fixed Income Database. For each issuing firm, the database contains entries on the month-end flat price, the accrued interest, the maturity date, the annual coupon rate, and the yield-to-maturity. Trader bid quotes on treasury STRIPS are used to estimate the risk-neutralized parameters of the interest rate process. The STRIPS data contains 20,173 quotes. Since there are few straight corporate bonds prior to 1989, our bond sample covers the nine-year period from January 1989 through March 1998.
In constructing the bond sample, matrix quotes are discarded. Two, only bond issues with maturity longer than one-year are retained due to their higher liquidity. To facilitate estimation, we only consider firms that have at least four bond issues outstanding per month. We also confine our empirical analysis to bonds that pay semi-annual coupons (only a small number of bonds pay coupons at frequencies other than semi-annual).
Lastly, we focus on a sample of 25 BBB-rated straight bonds (to economize on space). The resulting bond sample has 12,228 observations. Three-month treasury bill rate is adopted as the proxy for the short interest rate r(t). Corporate bonds with remaining maturity between 1 and 5 years are classified as short-term. Similarly bonds with maturity between 5 and 10 (higher than 10) years are classified as medium-term (long-term). None of the debt issues in our sample are secured by collateral.
Our investigation provides several new perspectives about recovery and default:
1. Which recovery model is better supported by the market debt data? That is, we evaluate the out-ofsample pricing implications of the RFV, the RT, and the RMV models;
2. What is the quality of market implied recovery rates embedded in individual bond prices? In particular,
we assess the stability of the implied recovery rates.
In discussing possible model misspecifications and recovery estimates, we take the stand that the market fairly prices defaultable coupon bonds.
Estimation of Debt Models and Results
Each defaultable bond pricing model requires three sets of parameter estimates: (1) the (risk-neutral) interest rate parameters (κ, θ and σ), (2) the hazard rate parameters (Λ 0 and Λ 1 ) and (3) the recovery rate parameters (w 0 and w 1 ). The hazard and recovery rate parameters are unique to each firm while κ, θ and σ are economy-wide.
Consider the estimation of the interest rate parameters. In this estimation procedure, we first solve for the parameters that minimize the root-mean-squared percentage pricing errors (one for each month t):
where B market (t, T ) is the market price of the treasury STRIPS and B model (t, T ) is the corresponding model price (given by the Cox-Ingersoll-Ross model). To account for time-variation in the risk premia, we have allowed the interest rate parameters to vary from one month to the next. This means that we have estimated the parameter time-series {κ(t), θ(t), σ(t) : t = 1, . . . , T }. Our estimation procedure results in the following average parameter values for the interest rate process: κ = 0.48, θ = 9.4% and σ = 0.31. These estimates imply a long-run interest rate mean of 9.4% and a long-run interest rate volatility of about 9.5%. The parameter values are in-line with such well-known counterparts as Chan, Karolyi, Longstaff, and Sanders (1992) and Pearson and Sun (1994) . Suggestive of parameter stability, the coefficients of variation are each estimated to be lower than 0.5. With an average root-mean-squared error of 1.68%, the square-root model (29) provides reasonably low in-sample errors when fitted to the term structure of interest rates.
The estimation of Λ 0 , Λ 1 , w 0 and w 1 is more cumbersome. Consider the recovery convention (16) which posits recovery payout to be a fraction of the discounted face value. Let H model (t, T ) be the theoretical RT model bond price (as displayed in (34)) and let H market (t, T ) be the corresponding market price. Substituting the estimated interest rate parameters into the RT model price, we solve for the remaining parameters that fit the individual bond prices as closely as the model structure would allow (see Longstaff, Mithal, and Neis (2005) and Longstaff and Rajan (2006) for similar nonlinear least squares approach):
The above optimization procedure is repeated for every firm, thereby yielding a (firm-specific) time-series of {Λ 0 (t), Λ 1 (t), w 0 (t), w 1 (t)}. In order to afford each model an equal treatment, the same procedure is applied in estimating the RFV model (and the RMV model). Table 1 reports the estimates for the RFV and RT models (in Panels A and B respectively). An interesting empirical finding is that the estimate of the hazard rate parameter Λ 1 is negative (across all the 25 firms).
Specifically from Panel B it can be observed that the mean Λ 1 estimate is -0.145 for Delta Airlines, -0.132 for K-Mart and -0.14 across all the 25 firms (see also Duffee (1999) ). Economically a Λ 1 < 0 implies a negative co-movement between the hazard rate and the interest rate. In a market in which interest rates are trending upwards, one would expect Λ 1 to be negative as higher interest rates tend to increase the earning capacity relative to the cost of debt. The reverse logic applies to periods of declining interest rates: falling interest rates would cause higher default probabilities on account of lower earnings capacity relative to debt cost.
Regardless of the model, Panels A and B of Table 1 indicate that the sample estimate of Λ 0 are positive. This is essential to guarantee positive hazard rates especially since Λ 1 is negative. For the RT model, its reported value ranges between 1.6% to 3.9% with an average Λ 0 of 2.6%. The linear specification of hazard rates is accordingly positive for interest rates below 18.57%. Additionally, for each firm and each model, the estimated hazard rates are strictly positive. Comparing the hazard rate estimates, we can see that Λ 0 is systematically higher for the RFV model, while the Λ 1 estimate from the RT model is slightly more negative.
This means that the hazard rate estimate for the RFV model is generally higher than that for the RT model.
The documented difference in the hazard rate estimates is a potential source of the differential pricing between the two models.
The recovery rate parameters of equation (28) are also consistent with theoretical predictions. Each for the RFV model and the RT model, the parameters w 0 and w 1 are strictly positive. Furthermore, as hypothesized, w 0 + w 1 is strictly less than unity. Overall, Table 1 suggests considerable cross-sectional variations in w 0 and w 1 . This finding may suggest that bond prices contain information about expected recovery levels. For the RFV model, the estimate of w 0 varies between 0.135 in the case of K-Mart to 0.248 for Enron. The respective average w 0 and w 1 is 0.24 and 0.245. These estimates imply that a 4% worsening of the hazard rate is associated with a 1% decline in the recovery rates. Irrespective of the firm, the estimated w 0 and w 1 appear higher for the RT model. The discrepancy in the recovery rate parameters are also suggestive of differential pricing and hedging implications between the two recovery conventions.
Based on the RMSE and the in-sample absolute dollar pricing errors (denoted DPE), we may draw the conclusion that the recovery of treasury model fits the bond data better than its undiscounted counterpart. To illustrate this point, take Delta Airlines as an example. The RFV model has an average RMSE of 2.05% and a DPE of $1.93 (per $100 par value), which is larger than the RMSE of 1.57% and $1.41 obtained with the RT model. Table 1 verifies that in-sample error measures are larger for the RFV model than for the RT model for virtually every firm.
In summary, this section points to three empirical findings. First, our single-factor parameterization of the hazard rate, the interest rate, and the recovery rates result in theoretical defaultable bond prices that reasonably match market bond prices (e.g., Longstaff, Mithal, and Neis (2005) ). Second, the recovery assumption (16) appears to provide a better in-sample fit than assumption (15). Finally, the estimates of recovery and hazard rates are consistent with theory. Our empirical methods appear robust in capturing the first-order effect of recovery embedded in market bond prices.
What Concept of Recovery Does the Data Support?
While the in-sample comparison among models is an important guideline for selecting valuation models for marking-to-market purposes, a more stringent test is whether one model outperforms another based on out-of-sample pricing-error measures. The out-of-sample prices in month t (for the RFV and the RT models)
are obtained by substituting the prior-month treasury and prior-quarter default parameters and the current market interest rate, in the bond formulas (33) and (34). Finally, subtracting the model determined bond price from the market price produces the dollar pricing error series, or the market price normalized counterpart: the percentage pricing error series. Yield basis point errors are similarly constructed as the difference between the market and the model determined yields (see equation (36)).
To put our results into perspective, Table 2 The outperformance of the RT model over the RFV model is also statistically significant. To conduct statistical tests, a representative error series is created by pooling the absolute errors across our bond sample each month. The mean of the difference between the RFV model and the RT model errors, divided by the standard error of the difference of the error series is t-distributed. The null hypothesis that the RFV model's absolute yield basis point errors are equivalent to those from the RT model is rejected with a t-statistic of 7.49.
When absolute percentage pricing errors are adopted as the benchmark, we find an equally strong rejection with a t-statistic of 9.27. Our evaluation establishes that the RT and the RFV models are significantly different on both statistical and economic grounds.
Are our conclusions robust controlling for bond maturity? To address this concern, we sort our bond sample into short-term, medium-term and long-term. Fixing maturity, we aggregate pricing errors across available firms at each month and then in the time-series. Our finding that the RT model is less misspecified is still valid. For instance, our results verify that for short-term bonds the average absolute yield basis point errors for the RT model is 26.69 bps, compared to 34.83 bps with the RFV model (not reported in the table).
According to the t-tests discussed earlier, the RFV model is still rejected in favor of the RT model.
We can compare the pricing quality of a version of the RMV model (Duffie-Singleton (1999) ) with the RT and the RFV models. In the RMV model price (22), we suppose that R(t) ≡ Λ * 0 + Λ * 1 r(t), where r(t) obeys the square-root process displayed in (29). Estimating the parameters Λ * 0 and Λ * 1 for each firm, we compute the out-of-sample pricing errors and the following average absolute pricing errors for the RMV model:
Yield Basis Point Errors (in bps): All=28.60, Short=35.81, Medium=30.34.
Dollar Pricing Errors (in $):
All=1.67, Short=0.97, Medium=1.70.
Comparing these numbers with the corresponding entries in Table 2 In sum, the RT model is still a first-place performer. 3
To further understand the differences and similarities between recovery models, we implemented the RFV and RT valuation models under constant recovery. Constraining w 1 ≡ 0 in the RT model (34), we find that the RT model continues to perform better than the RFV (with w 1 ≡ 0 in (33)) and the RMV models.
To summarize, a significant finding from this part of the investigation is that debt data is more supportive of the RT model. This may be because the RT model recognizes time-value of money: the assumption that full recovery is made upon the payment of the face value of debt may be closer to truth in determining market valuations. In contrast, the RFV model assumes that full recovery necessitates the immediate payment of the face value at the default time. Therefore, one interpretation of the lesser misspecification of the RT model is that the defaultable bonds are priced in such a way that the markets incorporate this type of recovery uncertainty in their calculations. As also argued in Longstaff and Schwartz (1995) , the recovery in the RT model may be consistent with typical reorganizations in which security holders receive new securities rather than cash for their original claims. Our results validate that the market is not optimistic about immediate cash recovery in default. 4
Market Implied Recovery Rates
Even when the RFV, the RT, and the RMV, models are comparable along the pricing dimension, understanding recovery rate estimates obtained from RFV and RT models is potentially important. As already reasoned, model-specific recovery rates inverted from debt prices can serve as a benchmark for writing claims contingent on recoveries. Are quantitative estimates of (risk-neutral) expected recovery rates in-line with the historical evidence (adjusted for risk aversion)? Which recovery convention is better suited for writing contingent claims? We investigate the stability of implied recovery rates.
Let us first examine the contractual aspects of recovery associated with the RFV, the RT and the RMV models. To do so, consider a generic bond with a $100 par value. Suppose only $40 is recovered in the event of default (i.e., y(u)=$40 in equation (14)). According to the RFV model, the recovery rate, w(u), can be measured in a straightforward manner and is 40%. In contrast, in the Duffie-Singleton definition of recovery, the recovery rate requires the knowledge of the pre-default debt value either from market sources or the model. Even when the RMV model is perfectly specified, the reliance on the pre-default debt value renders this notion of recovery rate unattractive from contractual standpoints. The measurement of the recovery rate in the RT model is relatively less cumbersome but still requires the specification of the yield curve. Therefore, despite the relatively worse out-of-sample performance of the RFV model, it may yet be an attractive choice to measure and manage recovery related risks.
To provide an empirical comparison between the RFV and the RT models (the recovery rate is unidentified in the RMV model), the expected recovery rates are backed-out from market bond prices as follows. Focus 4 One may additionally argue that if the underlying bond to be priced was a par bond and the market sought compensation for all future coupons in present value terms for full recovery, then RFV model is the most appropriate candidate for modeling recovery. This suggests another recovery definition
which can be interpreted as recovery of outstanding value. The superiority of the RT model over the RFV model may just be a reflection of low coupons in the sample for which RFV is clearly incorrect when recovery of outstanding value is the right answer, and RT is the better approximation. From the perspective of the recovery of outstanding value model, both models may thus be misspecified. As the pricing formula now needs a double numerical integration for the term involving remaining coupons, this model is considerably more involved for actual implementation purposes. At a heuristic level, none of the bonds in our sample have coupon rates that are small enough to be ignored. on the RFV model where w(t) = w 0 + w 1 e −h(t) and h(t) = Λ 0 + Λ 1 r(t). The out-of-sample implied recovery rate is then constructed by taking the estimates of w 0 , w 1 , Λ 0 and Λ 1 , in conjunction with the current market interest rate. Table 3 presents the mean, the standard deviation, the maximum and the minimum expected recovery rates. The first point to note is that the RFV model and the RT model provide plausible (risk-neutral) recovery rates that lie between zero and one. The second point that deserves emphasis is that the two models imply different recovery rates. Take the case of Delta, where the implicit average recovery rate is 44% with the RFV model; this departs substantially from 58.5% with the RT model. Table 3 confirms that the average recovery rate is 48.5% for the RFV model compared to 56.7% with the RT model. Our empirical methodology is informative about expected recovery rates.
These implied estimates are broadly comparable to actual recovery rates. Even though not directly comparable due to the impacts of risk aversion, the calculations of Altman (2001) shows that recoveries for high-yield bonds for all seniorities has a weighted-average of $36.88 per $100 face value ($43.77 for senior secured). Similarly, the recovery rates have averaged between 40% and 60% in Weiss (1990) for unsecured debt. Potentially useful in managing recovery risk, our recovery estimates can be employed, among others, to gauge which bonds are subject to lower recovery (within the same credit class). Moreover, these estimates can be adopted as signals for changes in credit rating or setting capital adequacy requirements.
It must be recognized from (15) and (16) that the differences in the recovery rates for the RFV and the RT model have information content on the arrival of default. For the same dollar recovery, y(u), notice that ratio of the RFV recovery rate to the RT recovery rate is the present value of face divided by the face value.
At a heuristic level, one may think of this ratio as exp(−r(T − u)) where u represents the default time. For a fixed T , a higher (lower) ratio suggests earlier (distant) default time. Certainly one would expect the recovery rate from the RFV model to be below those from the RT model and this is consistently observed. From the recovery rate estimates in Table 3 and the average maturity displayed in Table 1 , a rough approximation indicates an expected arrival of default at 6% interest rate of around 10.97 years for Delta Airlines (i.e., 15.72 -1 0.06 log(0.440/0.585)) versus an early default time of 3.09 years for K-Mart. For the entire sample, the relative recovery rate comparison is indicating a default-time of about 7.10 years.
Third, the estimates of the recovery rates appear more time-stable for the RFV model. We can draw this inference by comparing the standard deviation of the recovery rates between the RFV model and the RT model. One possible implication of the higher volatility of the RT model determined recovery rate is that it may be a less desirable contracting choice for writing recovery rate related contingent claims. The RFV convention may be preferable on grounds of simplicity and more reliable recovery estimates.
We should emphasize that market-implied recovery rates are impacted by risk aversion considerations in the change of measure to risk-neutral, and physical assessments of recovery (as shown in Proposition 1).
Risk-neutral recoveries cross-sectionally are affected by possibly firm-specific differences in counterparty risk aversion and firm-specific moments of the physical recovery density. For instance, it is possible that firms with more left-skewed (physical) recovery densities may have their expected recoveries discounted further.
A properly specified risk-neutral recovery rate model may be the key to understanding cross-sectional and time-series variations in credit spreads and market implied recovery rates.
Conclusions
Under the recommendations set forth by the Basle committee, market participants subject to credit risk should not just evaluate the risk of default but also assess recovery if default occurs. Despite substantial progress in modeling credit risk, existing debt models have only provided a minimal parameterization of recovery. Even less appreciated is which recovery concept is appropriate in default modeling. Expected recovery is a crucial modeling element in applications ranging from high-yield bonds to sovereign bonds. This paper has presented a framework for pricing defaultable securities under alternative recovery payout definitions. If the recovery rates are misspecified then the default probabilities can get distorted. Recovery rates now identifiable impacts on credit spreads. Hence some of these models can be employed to infer market expectation of recovery levels embedded in the prices of debt instruments. These recovery conventions are also attractive from the perspective of writing recovery contingent claims. Such claims can assist in the efficient allocation of default risks across the economy.
When our parameterized defaultable debt models are tested using a sample of BBB-rated bonds, we find that the recovery specification that relies on discounted face value provides a better fit to the data. Introducing dimensions of time-value in the recovery payout to creditors is found to reduce out-of-sample pricing errors relative to both a version of the Duffie-Singleton (1999) model and the recovery of face value model. Finally, the average recovery rates implicit in defaultable coupon bonds are broadly consistent with empirical studies on unsecured debt. For the purpose of designing recovery contingent claims, we note that defining recovery as a proportion of face has substantially lower standard deviation for market implied recovery rates. This paper models recovery and quantifies its impact on defaultable debt. All parameters are obtained by minimizing the sum-of-squares percentage error between the market price and the model determined price. Reported for each structural parameter is the mean, the standard deviation, the maximum and the minimum. The respective averages across all 25 firms are reported under the heading "All 25 firms." The average and standard deviation of the mimimized root-mean-squared error is displayed in the row marked "RMSE." In-sample absolute dollar pricing errors are reported in the row marked DPE. This table reports the recovery rates by backing-out the relevant recovery rate parameters from the market price of bonds. Out-of-sample recovery rates are computed (each quarter) by computing w(t) = w 0 + w 1 e −h(t) , where h(t) = Λ 0 + Λ 1 r(t). The estimates of Λ 0 , Λ 1 , w 0 , and w 1 are taken from estimations done at date t − 1. Reported is the average, the standard deviation, the maximum, and the minimum recovery rate. The respective averages across all 25 firms is shown under "All 25 Firms." The RFV model assumes that dollar recovery, y, is y(u) = w(u) × F, while the RT model assumes that y(u) = w(u) × B(u, T ) × F. 
