I . INTRODUCTION
In recent analysis of model performance the use of sensitivity analysis (SA) is becoming customary. SA of model output investigates the relationship between the predictions of a model and its input parameters. This analysis is relevant to the quality assurance of models and computer codes, in what it ensures that the relation between output and input parameters is physically meaningful. It also assists in the identification of crucial regions in the parameters space, thus indicating, in the case of experimentally determinable parameters, where research effort is mostly needed. Finally SA allows the total uncertainty in model prediction to be apportioned to the uncertainty in the model input parameters. In this respect SA complements Uncertainty analysis (UA) , which quantifies -for instance using confidence bounds-the degree of uncertainty in model prediction.
Several SA techniques are described in the literature; a recent review is given in Helton et uZ.('), where the relative merits of differential analysis(2), Fourier amplitude sensitivity test (FAST)(3) and Monte Carlo methods are discussed. A recent original work in the field of "global" SA is that of Welch et ~1 . (~) , where an efficient parameter screening based on data adaptive modeling is performed to build a computationally cheaper predictor to substitute for the original model. Another approach to SA not included in Helton et al.(') is the work of Cawlfield and W U (~) , where probabilistic SA is performed within the frame of first order reliability analysis (FORM).
Inter-comparison has been made of the performances of different SA techniques@). More specifically in the field of Monte Carlo based global SA techniques some quantitative comparison is available(7)-(10). An excellent theoretical discussion of global sensitivity estimates is given for nonlinear models'").
In most of the literature quoted above and in the present note model is considered as a black box, i.e. the analysis of the sensitivities is done weighting model output against model input, without assuming knowledge of model structure. This knowledge can hence be confronted critically with the results of the analysis. The analysis is also automated, in the sense that the order of importance of the relevant input parameters is done automatically based on the values of an estimator. As an example of non-automated SA visual inspection of rank scatter plot of input 'us. output variables coupled with expert judgment could be effectively used for SA of models with few input and output variab1es(l2). Rank scatter plot can also be used when SA predictions from different estimators seem to contradict each ~t h e r (~) ( '~) .
Automated SA is essential for systems with many input parameters and complex time dependent or spatially dependent outputs .
This paper presents a new SA method based on modified versions of the Hora and Iman "uncertainty importance measure"('3); two versions of this method, named HIM and HIM' were already discussed(g). HIM was a version of the estimator based on the raw values of the input and output vectors, while HIM' was the rank version of the method. The reason for introducing a new estimator was the poor performance of normally reliable and robust nonparametric techniques such as standardized rank regression coefficients (SRRCs) and the Spearman test in presence of model non-monotonicity@). In those previous studies it was pointed out that the new HIM* technique was superior to many other SA estimators as far as "reproducibility" and "accuracy" were concerned. There reproducibility was defined as a measure of how well SA predictions were replicated when repeating the analysis on different samples taken from the same input parameters space. Accuracy dealt with the physical correctness of the SA results. In discussing their version of the uncertainty importance measure Iman and H~r a ( '~) also recognize its lack of robustness; being based on the conditional and unconditional variance of the output the measure is highly influenced by outliers associated with long tailed input distributions. Those authors suggest an alternative regression-based measure.
The increased performance of HIM and HIM' for the test cases considered had the drawback of being computationally expensive due to the dimension of the sample size needed to compute HIM and HIM*. Here a new sampling scheme, using Sobol's quasirandom sequence generat~r('~)-('~) has been attempted, which allows a drastic reduction in the saniple size, thus upgrading the performance of these estimators. The performance of HIM and HIM' with the new sampling scheme is tested against two benchmarks; the first one is a case where an analytical (and hence exact) evaluation of HIM is possible; the second one is a more complex test case where the integration of HIM' can only be done numerically. Crude Monte Carlo (CMC) sampling and Latin hypercube sampling (LHS) have been compared with the approach based on Sobol's LP, sequences.
The similarities between HIM and a sensitivity measure Sj proposed by Sobol'(") are also highlighted.
II. METHODS
The importance measure discussed in this article was initially proposed as a sensitivity analysis method by Hora and Iman(13 The uncertainty importance measure given by Hora and Iman(13) focuses on the contribution to the variance of the model output attributable to the uncertainty in each of the model input variables. Let the output variable Y be a function of K variables (13):
This can be also written as(")
where (Y) is the mean of the output and
( h ( Z j ) ) is the mean of Y when the variable X j is fixed to the value Z j , and fj ( Z j ) is the probability density function of variable
If now Ij is used to rank the influence of each input parameter X j on the output variable Y , the variable ranking will in fact be based on the values of U j , i.e. variable k will be more important than variable j if Uk > Uj.
The problem of estimating Uj through Monte Carlo computations has been addressed in Ishigami and Hornma(") , where a modified version of the estimator was defined as the scalar product 1 1 N HIM(Xj) -Ye.%= ~~g~~i $ .
(5) N In this formula the two output vectors Ye-( y l , . . . , y~) and Yj-(yi,. . . , y k ) contain the outcome of two independent sets of Monte Carlo simulations of size N. The yi, yi values are computed based on two independent input data matrices, one denominated "base" and one "new", both of the same size N. Only one base vector YE is computed for all the variables from "base"; for each variable X j then the Yj vector is computed from an input matrix whose columns are all from "new" but for column j , from "base"(g). In this way the input matrices for two generic variables X j and XI, now only differ for columns "j" and "k".
Beside minimizing the noise associated to the measure this technique reduces the number of model evaluations to Nx(K+l).
The above scheme for SA was tested for accuracy and reproducibility against a number of other sensitivity analysis estimators including Spearman and SRRC(g). Reproducibility was investigated by repeating the SA on different input samples from the same distributions and computing the variance in the methods prediction. The reproducibility of HIM was found to be poor; the summation in Eq. (5) For non-influential variables HIM' will tend to
for influential variables (perfectly correlated R(yi), R(yi)) HIM* will tend to
A convenient scaling for HIM* which has been adopted in the present work is then: 
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whereby HIM' is bound between 0 (loosely) and 1 (tightly). The new estimator, indicated as HIM' was both accurate and reproducible, yielding correct ranking of model sensitivities even in presence of model nonmonotonicities, a feature which affected negatively other robust SA estimators such as the SRRCs, the partial rank correlation coefficients (PRCC), the Spearman test and the like. It must be noted that in this formulation the HIM* estimator coincides (even computationally) with a sensitivity measure Sj suggested by Sobol'("). 
N i=i f 2 I
If we replace in Eqs.
(11) 10) and (11) the raw data with the rank-transformed data we obtain our Eq.(9) after some algebra.
One shortcoming of the importance measures HIM, HIM* (and S j ) when compared with the regression/correlation based estimators such as SRRC, PRCC is that the former still requires N x (K+l) model evaluations as compared to the N needed to compute either PRCC or SRRC. This makes the possibility of using HIM and HIM' very much dependent on the number of variables in the model. In order to further reduce the sample size needed to compute HIM and HIM* in the present note an alternative sampling scheme is attempted, replacing CMC used in the previous analyses with quasirandom sequences generated according to an algorithm proposed by Sobo1'(21).
Quasi-Monte Carlo methods, the deterministic versions of Monte Carlo techniques, have the widest applications in numerical integration.
Let us consider the Monte Carlo approximation of integrals over a sdimensional unit cube Is= [O, 11". where a set of points Pn ( n = 1,. . . , N ) belongs to P . The idea of a quasi-Monte Carlo method is that one may use uniformly distributed sequences in place of random points in order to improve the expected integration error 0 (N-'l2).
The concept of "discrepancy" must be defined here. For a set of N points in I" can be defined as("):
where the supremun is extended over the rectangular s-dimensional region:
with volume 1~1x2 . . . 
(16) Thus quasi-Monte Carlo integration with determinate low-discrepancy sequence involves effective error bounds that are considerably smaller than the Monte Carlo bound O(N-'/'). Sequences that aim for low discrepancy are called quasirandom.
Several ways of generating such sequences are k n o~n ( '~) ( '~) .
A description of how those sequences are generated is given in Bratley and Fox(18) , where the performances of two quasirandom sequence generators for a set (a) the uniformity of the distribution should be asymptotically optimal, (b) uniformity of the points should be observed not only as N + m , but also for fairly small N(for n<16) and (c) the algorithm for computing the points should be fairly simple (for n 551). LPTAU was coupled with the PREP PREP also generates the CMC sample and Latin hypercube sample (LHS) needed for the comparison and converts those unit cube values to the values needed in the actual input distributions. The first testing of Sobol' sampling was done on the numerical integration of a function in Ishigami and Hornma(") where an analytical expression is also available for HIM. The second test is done directly on HIM* using a model already used in Saltelli et aZ.(') This latter was computed using the LISA code(26).
m. APPLICATIONS 1. Application of Quasirandom
In order to examine the accuracy and reproducibility of Sobol' quasirandom sequences in computing an estimate of the integral in Eq. (4), the following analytical function is used: (j=1,2,3) , the evaluation of Eq.(5) using quasirandom sequences can now be compared with those exact values. The function used here has characteristics of strong non-linearity and non-monotonicity.
Sequences to HIM Estimator
Parametric and nonparametric techniques based on regression/correlation measures (e.g. Superman, SRRC) were proven ineffective in ranking the relative importance of the input parameters for this
In order to compute HIM(Xj), a unit cube in the 2K dimensional space is assumed, where K, number of independent variables, is three in this case. N points are selected in this cube by the Sobol' algorithm, thereby generating a matrix of size (N, 2K). The first K columns of this matrix are used to produce the "base" matrix and the remaining columns are used as the "new" matrix (see Chapter 11). Those MSE's are given in Table 2 . It can be seen that the mean square errors associated with the evaluation done via Sobol' are almost always lower than those associated with both CMC and LHS. For instance, the evaluation by Sobol' method at sample size, 256 already provides better performance than those with both CMC and LHS at sample size, 1024. The performances of CMC and LHS are very similar over the entire sample sizes.
As pointed out by McKay et u Z . ( '~) the superiority of LHS with respect to CMC can only be proved for monotonic functions. For the strong non-monotonic test function used here there appears to be no benefit in using LHS rather than CMC. Stein(28) proves LHS's asymptotic superiority even for non- ity with respect to HIM and hence is to be preferred when performing SA on samples of limited size for computationally expensive models.
The test case employed here was already discussed in the above article. The detailed description of the model, named Level E, was given there and also in the OECD/NEA only its essential features are repeated here. The test model involves the computation of the dose to man resulting from migration of four radionuclides: ' ' ' 1 and the 237Np-233U-229Th chain through a multibarrier system (waste form, geosphere, biosphere). The resulting doses are obtained by convoluting the source terms with the responses of the geosphere and multiplying by a biosphere dilution term and by the radiological exposure factors. The geosphere model includes a two layer path length where dispersion, advection, chemical retention and radioactive decay have to be modeled. Only uniform type distributions on both linear and logarithmic scale are considered for the twelve input distributed parameters.
The mean output (dose rate) from a simulation of size 1024 is shown as a function of time in Fig.1 , where the first peak of the total dose is due to the '*'I contribution and the second one due to the 237Np chain. In on the ranks suggests that -close to the local minima of the curve -even the nonparametric estimators may fail to identify the influential parameters. In effect inspection of rank scatter plots revealed that those minima corresponded to region where the dose and input parameter relationship was nonmonotonic. Among the nonparametric estimators only HIM' could correctly identify the most influential parameter, which is the water velocity in the first layer of the geosphere (FLOWVl, Fig.3) .
In order to compare the performance of The results are presented in Table 3 for the three most influential variables. The advantage of using Sobol' is evident.
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IV. CONCLUSIONS
The starting point of the present investigation was the proven inadequacy of rank based nonparametric techniques (PRCC, SRRC, ...) to provide a measure for automated SA of complex models. Complexity in this context does not refer particularly to the number of equations involved, but rather to the existence of non-linearity and nonmonotonicity in the output functions dependent from the input variables (a frequent occurrence in modelling). The HIM' method, resulting from an upgrade of existing techniques, was proved to be adequate for the purpose of automated SA. HIM' was proved to be very reproducible and accurate, even in presence of model complexity. One drawback of this estimator is the dependence of the total number of model evaluations to be used in the investigation upon the number of uncertain variables, i.e.
where N is the sample size needed to compute HIM' for any variable and K the number of variables. For computationally expensive models then the possibility of using HIM* for SA is limited by the number of variables in the model. The present article has shown that the use of Sobol' quasirandom sequences results in a great reduction of the sample size N needed to compute HIM' without loss of accuracy, thereby enlarging the class of models for which the HIM' approach is applicable.
For the extreme case of complex models with large number of uncertain parameters, a detailed SA with HIM' could still be worth being pursued once a preliminary screening of the parameters is done. A screening technique which was proven very effective is the iterated fractional factorial design (IFFD), capable identifying few influential parameters in models with several hundreds of input variables(lO).
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