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Resumen: Este art´ıculo presenta una aproximacio´n multilingu¨e a la clasificacio´n de
preguntas basada en aprendizaje automa´tico, empleando caracter´ısticas de aprendi-
zaje independientes del idioma. Esto va a permitir que el sistema sea flexible y fa´cil-
mente adaptable a nuevos idiomas. Sobre un corpus paralelo de preguntas en ingle´s y
castellano, contrastaremos el rendimiento del sistema con tres me´todos distintos de
aprendizaje: Ma´quinas de Vectores Soporte, Ma´xima Entrop´ıa y aprendizaje basado
en ejemplos.
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Abstract: This paper presents a multilingual approach to question classification
based on machine learning. This approach is flexible and easy to adapt to new lan-
guages using language independent learning features. The system’s performance has
been compared in a parallel English-Spanish corpus of questions using three different
learning methods: Support Vector Machines, Maximum Entropy and Memory-based
Learning.
Keywords: Question Classification, multilingual, Machine Learning, Support Vec-
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1. Introduccio´n
La bu´squeda de respuestas se ha converti-
do en uno de los principales retos en el campo
del procesamiento del lenguaje natural. Plan-
tea el desaf´ıo de obtener respuestas exactas
a preguntas formuladas empleando lenguaje
natural. En este sentido se diferencia de los
sistemas de recuperacio´n de informacio´n, en
los que ante una peticio´n de usuario se de-
vuelve una serie de documentos relevantes a
la misma ordenados segu´n criterios de pon-
deracio´n propios de cada sistema.
Una gran mayor´ıa de sistemas de bu´sque-
da de respuestas (Moldovan et al., 2002)
(Soubbotin y Soubbotin, 2002) (Magnini et
al., 2002) (Yang y Chua, 2002) organizan su
funcionamiento en tres fases bien diferencia-
das: ana´lisis de la pregunta, seleccio´n de do-
cumentos o pasajes relevantes y extraccio´n
∗ Este trabajo ha sido subvencionado por el proyecto
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a trave´s de la beca BES-2004-3935
de la respuesta. El proceso de ana´lisis de la
pregunta es cr´ıtico debido a que condiciona
notablemente el rendimiento del sistema en
las fases posteriores. Una de las tareas lleva-
das a cabo en esta etapa es la clasificacio´n
de la pregunta, consistente en categorizar las
preguntas formuladas como pertenecientes a
una jerarqu´ıa de tipos predefinida por el sis-
tema. Con esta categorizacio´n en diferentes
clases sema´nticas se consigue imponer restric-
ciones a las posibles respuestas devueltas por
el sistema de bu´squeda en la fase final de ex-
traccio´n. Por ejemplo, si consideramos una
pregunta del tipo “¿Cua´l es la ciudad ma´s
grande de Alemania?”, el sistema de clasifi-
cacio´n de preguntas podr´ıa determinar que
pertenece a la clase “ciudad”, de forma que
al tratar de extraer la respuesta se tendr´ıan
en consideracio´n como candidatas so´lo aque-
llas que fueran nombres de ciudades.
En este trabajo se ha desarrollado un siste-
ma de clasificacio´n de preguntas multilingu¨e,
basado en te´cnicas de aprendizaje automa´ti-
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co, empleando las mismas caracter´ısticas de
aprendizaje para todos los idiomas estudia-
dos. Se ha comparado la eficacia del sistema
de clasificacio´n utilizando tres me´todos dife-
rentes de aprendizaje: Ma´quinas de Vectores
Soporte, Ma´xima Entrop´ıa y aprendizaje ba-
sado en ejemplos. Empleando caracter´ısticas
textuales superficiales, se pretende obtener
un sistema flexible que pueda ser aplicado a
tareas multilingu¨es y que se ajuste fa´cilmente
a diferentes dominios.
El art´ıculo presenta la siguiente estructu-
ra: la Seccio´n 2 plantea el problema de la cla-
sificacio´n de preguntas y la situacio´n actual
de estos sistemas; en la Seccio´n 3 se descri-
ben los diferentes me´todos de aprendizaje au-
toma´tico evaluados; en la Seccio´n 4 se descri-
be el sistema, la jerarqu´ıa de clases empleada,
el corpus sobre el que se han efectuado las
pruebas y las caracter´ısticas empleadas pa-
ra el aprendizaje; la Seccio´n 5 muestra los
experimentos realizados y los resultados ob-
tenidos; finalmente, la Seccio´n 6 expone las
conclusiones de nuestro trabajo.
2. Clasificacio´n de preguntas
Se define la clasificacio´n de preguntas co-
mo la tarea de asignar a una pregunta da-
da una clase dentro de una jerarqu´ıa previa-
mente definida, proporcionando de esta ma-
nera una restriccio´n sema´ntica en la bu´sque-
da posterior de la respuesta. La intencio´n es
que esta clasificacio´n, junto con otras posibles
restricciones impuestas por el sistema, sirva
para acotar la seleccio´n de respuestas can-
didatas. Esta acotacio´n se puede manifestar
tambie´n a la hora de emplear diferentes estra-
tegias de procesamiento en la bu´squeda de la
respuesta. Se pueden tener estrategias dife-
rentes para cada clase identificada como, por
ejemplo, el uso de patrones espec´ıficos para
la extraccio´n de respuestas de tipo definicio´n.
Esto da una idea de la importancia que tiene
la clasificacio´n correcta de las preguntas en
los sistemas de bu´squeda de respuestas. Un
estudio realizado sobre el ana´lisis de errores
en sistemas de dominio abierto (Moldovan et
al., 2003), revelaba que ma´s de un 36% de
e´stos eran directamente imputables al mo´du-
lo de clasificacio´n de la pregunta.
La mayor´ıa de sistemas de clasificacio´n de
preguntas realizan esta tarea a partir de re-
glas heur´ısticas y patrones definidos de forma
manual (Hermjakob, 2001) (Voorhees, 2000)
(Voorhees, 2001). Existen dos grandes pro-
blemas con este tipo de sistemas. El prime-
ro es la cantidad de trabajo necesario para
formular los patrones que capturan la clase
de la pregunta, ya que existen numerosas va-
riantes lingu¨´ısticas para expresar una misma
cuestio´n. Por ejemplo, “¿Por que´ es famosa
Jane Goodall?”, “¿Que´ hizo famosa a Jane
Goodall?”, “¿Co´mo consiguio´ la fama Jane
Goodall?”, son tres formulaciones distingui-
bles de una misma cuestio´n que implicar´ıan
la definicio´n de patrones muy diversos para
su captura. El segundo problema es la falta
de flexibilidad y la dependencia del dominio:
un cambio en el campo de aplicacio´n o la in-
clusio´n de nuevas clases de preguntas conlle-
var´ıa la revisio´n y posible redefinicio´n de las
heur´ısticas y patrones iniciales del sistema.
Los sistemas de clasificacio´n basados en
me´todos de aprendizaje automa´tico surgen
con la idea de crear aplicaciones ma´s flexi-
bles, que se adapten a cambios en el entorno
y aprendan a partir de corpus de entrena-
miento. Son diversas las te´cnicas y estrate-
gias empleadas para conseguir este propo´sito
(Li y Roth, 2002) (Hacioglu y Ward, 2003). A
la hora de entrenar resultan determinantes el
tipo caracter´ısticas en las que queremos que
se base nuestro sistema de aprendizaje. De-
bido a que la cantidad de texto que aporta
una pregunta es relativamente escasa (suelen
ser frases cortas), algunas aproximaciones op-
tan por usar informacio´n lingu¨´ıstica compleja
ma´s alla´ de las meras palabras, como puede
ser la identificacio´n de sintagmas, el ana´lisis
sinta´ctico, el ana´lisis sema´ntico (Li y Roth,
2002) o el etiquetado de entidades (Hacio-
glu y Ward, 2003). El problema del uso de
estas herramientas lingu¨´ısticas es la depen-
dencia que crean con respecto al idioma y el
hecho de que no esta´n disponibles para to-
dos los idiomas, con el an˜adido de que la ma-
yor´ıa de ellas son muy sensibles al dominio
del corpus (suelen ser herramientas entrena-
das sobre determinados corpus y por tanto
viciadas por e´stos).
En este art´ıculo se presenta un sistema de
clasificacio´n de preguntas para ingle´s y cas-
tellano basado en te´cnicas de aprendizaje au-
toma´tico. Se han empleado caracter´ısticas de
aprendizaje con bajo nivel de conocimiento
del lenguaje, a fin de que el sistema pueda ser
aplicado de forma flexible a diferentes idio-
mas y diferentes clasificaciones de preguntas.
Se ha utilizado un corpus de aprendizaje bi-
lingu¨e con preguntas de tipo factual y defi-
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nicio´n (Voorhees, 2003) en dominio abierto.
Se han contrastado los resultados obtenidos
mediante el uso de tres me´todos diferentes
de aprendizaje: Ma´xima Entrop´ıa, Ma´quinas
de Vectores Soporte y aprendizaje basado en
ejemplos.
3. Me´todos de aprendizaje
Con este trabajo se pretende obtener un
sistema de clasificacio´n multilingu¨e basado en
te´cnicas de aprendizaje automa´tico que uti-
lice las mismas caracter´ısticas de aprendiza-
je para diferentes idiomas. Hemos empleado
tres me´todos pertenecientes a diferentes fa-
milias de algoritmos para contrastar su efi-
ciencia: Ma´quinas de Vectores Soporte como
me´todo de la teor´ıa del aprendizaje computa-
cional, Ma´xima Entrop´ıa como representante
de los algoritmos de aprendizaje estad´ıstico y
aprendizaje basado en ejemplos como repre-
sentante de los me´todos tradicionales de Inte-
ligencia Artificial. Hemos definido un vector
de caracter´ısticas comu´n y lo hemos aplica-
do a la misma tarea (entrenando y evaluando
sobre los mismos corpus) con el fin de deci-
dir cua´l es el ma´s apropiado para alcanzar
nuestro objetivo.
Cualquier tarea de clasificacio´n que se de-
see abordar mediante aprendizaje automa´tico
supervisado necesita, generalmente, dos cor-
pus: uno para entrenar el modelo y otro para
probarlo. En los me´todos comparados en este
trabajo, cada instancia del corpus de entre-
namiento esta´ formada por varios atributos1
y una clase. El objetivo de estos me´todos con-
siste en obtener un modelo capaz de predecir
la clase de las instancias de otro corpus, de
las que so´lo se conocen los atributos.
3.1. Ma´quinas de Vectores Soporte
Las Ma´quinas de Vectores Soporte (Sup-
port Vector Machines, SVM) tratan de en-
contrar un hiperplano o´ptimo (frontera) que
sea capaz de separar un conjunto de muestras
binario. Para ello se extraen las muestras ma´s
cercanas a la frontera, a las que se conoce co-
mo vectores soporte. El hiperplano o´ptimo es
aquel que maximiza el margen o distancia en-
tre la frontera y dichos vectores soporte.
Ma´s formalmente, sea un corpus de entre-
namiento de pares (xi, yi) tal que i = 1..m
siendo m el nu´mero de muestras, donde xi
es el vector de caracter´ısticas (xi ∈ Rn) y yi
1En la literatura inglesa se los conoce como featu-
res
la etiqueta que indica si la muestra xi per-
tenece o no a la clase (yi ∈ {1,−1}m), los
SVM (Boser, Guyon, y Vapnik, 1992) (Cor-
tes y Vapnik, 1995) obtienen la solucio´n al









siendo yi(wTxi + b) ≥ 1− ξi,
ξi ≥ 0
donde la funcio´n wTxi + b representa el
hiperplano buscado, C es un para´metro de
compromiso entre el error cometido ξi y el
margen, y w es un vector de pesos. Las va-
riables ξi fueron introducidas para abordar
problemas que no fueran linealmente sepa-
rables, en los que se permite cierto error de
clasificacio´n.
Las Ma´quinas de Vectores Soporte fueron
disen˜adas originalmente para resolver proble-
mas de clasificacio´n binaria. Para abordar el
problema de la clasificacio´n en k clases exis-
ten dos aproximaciones ba´sicas: uno-contra-
todos (one-versus-all), donde se entrenan k
SVM y cada uno separa una clase del res-
to, y uno-contra-uno (one-against-one), don-
de se han de entrenar k(k−1)2 modelos y cada
modelo discrimina entre un par de clases. Es
importante notar que como uno-contra-uno
trabaja con menos muestras, tiene mayor li-
bertad para encontrar una frontera que sepa-
re ambas clases. Respecto al coste de entre-
namiento, es preferible el uso de uno-contra-
todos puesto que so´lo ha de entrenar k SVM.
La complejidad de prueba de ambas estrate-
gias es similar: uno-contra-todos necesita k
evaluaciones y uno-contra-uno k − 1.
Para los experimentos se ha utilizado la
implementacio´n de SVM proporcionada por
el conjunto de herramientas de aprendizaje
automa´tico WEKA (Witten y Frank, 2000).
Esta implementacio´n utiliza la te´cnica de
uno-contra-uno para abordar los problemas
de clasificacio´n en k-clases. El algoritmo de
optimizacio´n implementado en WEKA para
el entrenamiento de los SVM es el Sequen-
tial Optimization Algorithm de Platt (Platt,
1999). Tras varios experimentos, se deci-
dio´ que el kernel ma´s apropiado (aquel que
daba mejores resultados y cuyo tiempo de en-
trenamiento era menor) era el lineal, con el
para´metro C establecido a 1. Estos para´me-
tros son los que WEKA ofrece por defecto.
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3.2. Ma´xima Entrop´ıa
El modelado con Ma´xima Entrop´ıa (Maxi-
mum Entropy, ME) (Berger, Pietra, y Pietra,
1996) permite integrar informacio´n de diver-
sas fuentes heteroge´neas para tareas de clasi-
ficacio´n. Un clasificador basado en ME cons-
ta de un conjunto de para´metros o coeficien-
tes obtenidos por un proceso de optimizacio´n.
Cada coeficiente se asocia a una caracter´ısti-
ca observada en el conjunto de entrenamien-
to. El principal propo´sito es obtener la distri-
bucio´n de probabilidades que maximiza la en-
trop´ıa, es decir, se asume la ma´xima ignoran-
cia no teniendo en cuenta nada ma´s alla´ del
corpus de entrenamiento.
Suponiendo un conjunto de contextos X
y un conjunto de clases C. La funcio´n cl :
X → C elige la clase c con la mayor proba-
bilidad condicional en el contexto x : cl(x) =
argmaxcp(c|x). Cada atributo se calcula me-
diante una funcio´n asociada a una clase par-
ticular c′ y que tiene la forma (1), donde cp(x)




1 si c′ = c y cp(x) = cierto
0 en caso contrario
(1)
La probabilidad condicional p(c|x) se defi-
ne como (2), donde αi es el peso del atributo
i, K el nu´mero de atributos definidos y Z(x)
una constante para asegurar que la suma de
todas las probabilidades condicionales para








Para llevar a cabo los experimentos he-
mos empleado una implementacio´n propia de
maxent (Sua´rez y Palomar, 2002), utilizan-
do como procedimiento de estimacio´n de coe-
ficientes GIS (Generalized Iterative Scaling),
sin smoothing ni seleccio´n de atributos.
3.3. Aprendizaje basado en
ejemplos
El aprendizaje basado en ejemplos
(Memory-based Learning, MBL) es un tipo
de aprendizaje supervisado, fundamentado
en la hipo´tesis de que las tareas cognitivas
se llevan a cabo contrastando la similitud
entre las situaciones nuevas y las situaciones
pasadas almacenadas. En el proceso de
aprendizaje se memorizan todos los ejem-
plos en su forma original, sin necesidad
de intentar generalizar ninguna regla ni
representacio´n ma´s concisa. Cada uno de
estos ejemplos consiste en un vector de
caracter´ısticas de taman˜o fijo y un valor
identificando la clase a la que pertenece.
En el proceso de clasificacio´n de nuevas
instancias se obtiene de la memoria de
ejemplos el conjunto de ellos ma´s parecido
al que se esta´ intentando clasificar (k-nearest
neighbors, k-NN), asigna´ndole la categor´ıa
mayoritaria encontrada.
En este trabajo se ha utilizado el software
TiMBL (Daelemans et al., 2003) para la rea-
lizacio´n de los experimentos, empleando el al-
goritmo de aprendizaje por defecto IB1-GT.
Para determinar la similitud ∆(X,Y ) entre
una nueva instancia X y los ejemplos memo-
rizados Y , se ha empleado el algoritmo k-NN
con la me´trica descrita por (3), donde δ es la
distancia entre cada una de las caracter´ısti-
cas (4) y wi el ratio de ganancia (Gain Ratio)
que pondera cada una de las caracter´ısticas
empleadas en funcio´n de cuanta informacio´n
proporcionan a la hora de determinar la co-








maxi−mini ) si es nume´rico
0 si xi = yi
1 si xi 6= yi
(4)
4. Descripcio´n del sistema
El sistema desarrollado clasifica en fun-
cio´n de la jerarqu´ıa de clases descrita
por (Sekine, Sudo, y Nobata, 2002), don-
de se define una clasificacio´n a varios ni-
veles. Como se comenta en la seccio´n si-
guiente, se ha modificado ligeramente di-
cha clasificacio´n y se ha trabajado so´lo
con el primer nivel, que consta finalmen-
te de 15 categor´ıas: PROPER NAME, OR-
GANIZATION, LOCATION, FACILITY,
PRODUCT, DISEASE, EVENT, LANGUA-
GE, RELIGION, NATURAL OBJECT, CO-
LOR, TIME TOP, NUMEX, DEFINITION
y ACRONYM.
4.1. Corpus
Para la realizacio´n de este trabajo y de
los experimentos que aqu´ı se detallan se
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conto´ con una dificultad an˜adida: no hab´ıa
corpus disponible con las caracter´ısticas que
se necesitaban. Se opto´ por desarrollar un
corpus propio de preguntas etiquetadas con el
tipo de respuesta que e´stas esperaban. Para
ello, utilizando como base la jerarqu´ıa de en-
tidades descrita en (Sekine, Sudo, y Nobata,
2002), se definio´ una clasificacio´n a tres nive-
les y se etiqueto´ con ella un corpus formado
por las preguntas de las conferencias TREC
2 de 1999 a 2003 3. Para los experimentos en
castellano se partio´ de las traducciones de las
preguntas del TREC de 1999, 2000, 2001 y
2002 del Grupo de Procesamiento del Len-
guaje Natural de la UNED4. Para obtener el
mismo corpus en ingle´s y castellano, se tradu-
jeron las preguntas del TREC 2003 y, con el
fin de obtener una traduccio´n uniforme, se re-
visaron las preguntas de los anteriores TREC.
De esta forma se obtuvo un corpus paralelo
de 2393 preguntas en ingle´s y castellano eti-
quetadas con la clasificacio´n definida.
4.2. El vector de caracter´ısticas
El vector de caracter´ısticas es el conjunto
de datos a partir de los que aprendera´ nues-
tro sistema. Este conjunto supone una pri-
mera aproximacio´n para contrastar el rendi-
miento de nuestro sistema, basado en apren-
dizaje, frente a los sistemas tradicionales ba-
sados en patrones, siendo susceptible de re-
finamiento en trabajos futuros. Hemos usa-
do caracter´ısticas textuales superficiales con
la intencio´n de limitar el empleo de herra-
mientas dependientes del idioma y conseguir
as´ı un sistema fa´cilmente adaptable a nuevos
lenguajes. A las preguntas se les aplico´ un
preproceso para detectar el te´rmino interro-
gativo (question word), que supone la primera
caracter´ıstica del vector. En el caso de pre-
guntas enunciadas de forma imperativa, esta
caracter´ıstica no se halla presente. Para estos
casos y otros muchos en los que el te´rmino in-
terrogativo no es suficiente para determinar
la clase de la pregunta formulada (preguntas
con el interrogativo “que´”), se hace necesa-
rio buscar informacio´n adicional que permita
definir nuevas caracter´ısticas. Se tomaron las
tres palabras siguientes al te´rmino interroga-
tivo (o al verbo en caso de preguntas impera-
2Text REtrieval Conference, http://trec.nist.gov
3Corpus en http://trec.nist.gov/data/qa.html
4http://nlp.uned.es
tivas) que no fueran palabras de parada5 y con
ellas se construyeron el resto de caracter´ısti-
cas, formadas por los unigramas y bigramas
resultantes de la combinacio´n de las tres pala-
bras: primera palabra, segunda palabra, ter-
cera palabra, primera+segunda palabra, pri-
mera+tercera palabra y segunda+tercera pa-
labra.
A este vector inicial se le an˜adio´ una u´lti-
ma caracter´ıstica que representa el nu´mero
de palabras que no sean palabras de parada,
que tiene la pregunta a partir del te´rmino in-
terrogativo. Esta modificacio´n se planteo´ con
la idea de discriminar mejor las preguntas con
el interrogativo “quie´n”. Cuando una pregun-
ta empieza por “quie´n” puede pertenecer a
las clases PROPER NAME o DEFINITION.
Por ejemplo, “¿Quie´n es el autor de ’La di-
vina comedia’?”, ser´ıa de categor´ıa PRO-
PER NAME, mientras que “¿Quie´n es Mar-
lon Brando?” pertenecer´ıa a DEFINITION;
las preguntas DEFINITION suelen ser muy
cortas, formadas u´nicamente por el interro-
gativo y uno o dos te´rminos adicionales.
5. Experimentos realizados
Hemos llevado a cabo una serie de ex-
perimentos para determinar que´ me´todo de
aprendizaje, de los citados anteriormente, es
el que mejor rendimiento aporta a nuestro
sistema de clasificacio´n.
Se experimento´ con dos vectores de ca-
racter´ısticas, uno que inclu´ıa el nu´mero de
palabras de la pregunta no pertenecientes al
conjunto de palabras de parada a partir del
te´rmino interrogativo y otro que no, a los que
llamaremos caract2 y caract1 respectivamen-
te. Otra de las variantes experimentadas con-
siste en emplear los te´rminos originales de la
pregunta o, por contra, emplear las ra´ıces6 de
esos te´rminos, buscando de esta forma conse-
guir una mayor generalizacio´n.
Los experimentos en ingle´s y castellano se
realizaron inicialmente sobre el corpus descri-
to en la seccio´n 4.1 empleando 10-fold cross
validation. El problema que presenta este cor-
pus es que para algunas de las clases de
nuestra jerarqu´ıa (DISEASE, EVENT, LAN-
GUAGE, RELIGION y COLOR), el nu´mero
5Las palabras de parada o stopwords son palabras
que se repiten mucho en una coleccio´n y que, por
lo tanto, no son relevantes para dicha coleccio´n. Las
preposiciones y los art´ıculos son ejemplos cla´sicos.
6Stemming es un me´todo para reducir una palabra
a su ra´ız (tambie´n conocido como stem o tema).
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de muestras presentes es inferior a 50. Estos
casos en los que el nu´mero de instancias de la
clase es muy reducido, dificultan seriamente
el rendimiento de los sistemas de aprendiza-
je. Para subsanar este problema fusionamos
estas clases en una u´nica, llamada MIXED,
realizando los mismos experimentos que hi-
cimos sobre la jerarqu´ıa original, con la dife-
rencia de estar trabajando esta vez sobre 10
clases.
Finalmente, realizamos un experimento
adicional sobre el corpus del Cognitive Com-
putation Group7 (Li y Roth, 2002). Este cor-
pus consta de 5452 preguntas de entrena-
miento y 500 ma´s de test (pertenecientes al
TREC10) en ingle´s, con 6 tipos posibles de
clases a asignar. Los resultados obtenidos en
este experimento, nos van a permitir compa-
rar el rendimiento de nuestro sistema frente
a otro sistema basado en el uso intensivo de
informacio´n lingu¨´ıstica. Por otra parte, nos
dara´ una idea de la flexibilidad del sistema
ante variaciones en el corpus y en la jerar-
qu´ıa objeto de clasificacio´n.
5.1. Resultados
Los cuadros 1, 2 y 3 muestran los resulta-
dos obtenidos empleando SMV, ME y MBL
respectivamente. QA-R2D2 hace referencia al
corpus compilado por nosotros, mientras que
CCG hace referencia a los experimentos reali-
zados sobre el corpus del Cognitive Computa-
tion Group. La tercera columna de cada tabla
indica el nu´mero de clases distintas presentes
en el experimento. La cuarta columna indica
el uso o no de ra´ıces en el conjunto de ca-
racter´ısticas de aprendizaje. Las dos u´ltimas
columnas muestran la precisio´n promedio ob-
tenida con los dos vectores de caracter´ısticas
descritos en la seccio´n 4.2 sobre una cober-
tura del 100% (todas las preguntas fueron
catalogadas dentro de alguna clase).
En general, SVM presenta un rendimiento
superior al resto de te´cnicas de aprendizaje,
solamente superado de forma puntual en al-
gunos experimentos por MBL. El rendimien-
to de SVM en la clasificacio´n de textos es un
hecho contrastado, lo que justifica su buen
funcionamiento en la tarea de clasificar pre-
guntas. Sorprenden los resultados obtenidos
con ME, notablemente inferiores a los otros
dos sistemas. El problema puede deberse a
7http://l2r.cs.uiuc.edu/c˜ogcomp/. El cor-
pus se encuentra en http://l2r.cs.uiuc.edu/c˜og-
comp/Data/QA/QC/
una necesidad de parametrizar mejor la im-
plementacio´n empleada del algoritmo (Sua´rez
y Palomar, 2002), o a que las caracter´ısticas
seleccionadas para el aprendizaje no sean las
ma´s adecuadas para este caso. Independien-
temente de los resultados obtenidos, ME re-
sulta desaconsejable para su uso con corpus
de gran taman˜o debido al coste computacio-
nal requerido para su aplicacio´n.
En lo referente a las caracter´ısticas de
aprendizaje empleadas, el uso de ra´ıces en lu-
gar de te´rminos completos no parece afectar
de forma determinante a los resultados, fluc-
tuando entre pequen˜as ganancias y pequen˜as
pe´rdidas segu´n el experimento tratado. La in-
formacio´n que aporta el incluir el nu´mero de
palabras de la pregunta (caract2) o no (ca-
ract1) mejora ligeramente los resultados con
SVM, mientras que los empeora paralelamen-
te en ME y MBL.
En cuanto a los corpus de trabajo, la unio´n
de clases con pocas muestras en una u´nica
clase (experimentos con 10 clases) tampoco
ofrece una mejora destacable. La clase resul-
tante de esa unio´n es demasiado heteroge´nea,
sin preguntas que ofrezcan un patro´n clara-
mente definido. La mejor´ıa que deber´ıa apor-
tar el hecho de utilizar menos categor´ıas se ve
contrarrestada con el ruido que introduce la
nueva clase. Por contra, los experimentos rea-
lizados sobre el corpus CCG resultan ma´s re-
veladores, presentando mejoras sustanciales
de precisio´n en todos los casos. Este compor-
tamiento era de esperar en un sistema basado
en aprendizaje, dada la presencia de mayor
nu´mero de muestras para el entrenamiento
(5452 frente a 2393) y el menor nu´mero de
clases posibles con las que etiquetar las pre-
guntas (6 frente a 15). Si comparamos nues-
tros resultados (87% en el mejor de los casos
para SVM) con los obtenidos por el sistema
de clasificacio´n de preguntas de (Li y Roth,
2002) (91%) vemos que la diferencia no resul-
ta demasiado amplia, teniendo en cuenta que
su sistema se basa en el uso de caracter´ısticas
de aprendizaje muy dependientes del idioma,
empleando herramientas de ana´lisis sinta´cti-
co y sema´ntico.
Por u´ltimo, en lo referente al idioma, los
resultados son muy similares para ambos ca-
sos en todos los experimentos. Ligeras ganan-
cias a favor de las pruebas en castellano, su-
gieren que la variedad estructural de las ora-
ciones en este idioma da como resultado unas
caracter´ısticas de aprendizaje ma´s discrimi-
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Corpus Tipo test No clases Idioma Ra´ız Precisio´n caract1 Precisio´n caract2
QA-R2D2 10-fold cv
15
Ingle´s SI 79.44% 81.11%NO 79.36% 80.82%
Espan˜ol SI 80.32% 81.91%NO 80.32% 81.91%
10
Ingle´s SI 79.31% 80.90%NO 79.19% 80.48%
Espan˜ol SI 80.36% 81.61%NO 80.11% 81.70%
CCG train/test 6 Ingle´s SI 85.40% 86.00%NO 85.40% 87.00%
Cuadro 1: Resultados SVM
Corpus Tipo test No clases Idioma Ra´ız Precisio´n caract1 Precisio´n caract2
QA-R2D2 10-fold cv
15
Ingle´s SI 69.12% 68.03%NO 69.91% 68.07%
Espan˜ol SI 70.25% 69.37%NO 71.88% 69.87%
10
Ingle´s SI 69.20% 68.12%NO 69.70% 67.95%
Espan˜ol SI 70.12% 69.41%NO 71.50% 69.95%
CCG train/test 6 Ingle´s SI 74.40% 72.40%NO 74.60% 71.80%
Cuadro 2: Resultados ME
natorias para ciertas clases.
6. Conclusiones
Se ha presentado en este art´ıculo un siste-
ma multilingu¨e de clasificacio´n de preguntas
basado en el aprendizaje automa´tico. Los ex-
perimentos realizados con diversos me´todos
de aprendizaje nos llevan a optar por SVM
como la mejor opcio´n para la construccio´n
de nuestro sistema.
Las caracter´ısticas de aprendizaje utiliza-
das nos han reportado unos resultados muy
similares para los dos idiomas de estudio, re-
sultando adecuadas para nuestro objetivo de
crear un sistema de clasificacio´n independien-
te del idioma. Comparando la precisio´n obte-
nidas por nuestro clasificador con la obtenida
por otros sistemas con caracter´ısticas mucho
ma´s ligadas al idioma, podemos asegurar que
la leve pe´rdida de precisio´n compensa a la ho-
ra de obtener un sistema flexible, fa´cilmente
adaptable a nuevos idiomas, nuevos corpus y
que no depende esencialmente de herramien-
tas que pongan en riesgo la portabilidad a
otros a´mbitos.
A fin de mejorar los resultados del siste-
ma en funcio´n de los experimentos realiza-
dos, el paso ma´s inmediato es la adquisicio´n
de un mayor nu´mero de muestras de aprendi-
zaje y el refinamiento de las clases objetivo.
Como trabajo futuro planteamos la experi-
mentacio´n con otros idiomas y la inclusio´n
del sistema como mo´dulo dentro de la fase de
ana´lisis de la pregunta de un sistema comple-
to de bu´squeda de respuestas, para evaluar
as´ı su impacto en el rendimiento de este tipo
de aplicaciones.
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