This paper studies the H ∞ consensus problem of multi-agent systems by means of a simultaneous stabilization approach. It is shown that the H ∞ consensus design problem for n coupled agents can be equivalently characterized as a problem of the simultaneous H ∞ stabilization of n − 1 independent subsystems. A new consensus analysis condition is obtained by investigating the corresponding simultaneous H ∞ stabilization problem. Based upon the analysis condition, a necessary and sufficient condition is derived to guarantee the consensus of multi-agent systems with a prescribed H ∞ performance, where the controller gain matrix is not coupled with the Lyapunov matrices, but parametrized by a positive-definite matrix. Iterative convex optimization approaches are further developed to solve the synthesis condition and to choose the initial values. Finally, a numerical example is given to show the applicability of the results.
Introduction
Rapid advances in computing, communication, sensing and actuation technologies have led to the development of interconnected autonomous systems in uncertain environments, and also posed new challenges to understanding and developing multi-agent systems. Roughly speaking, a multi-agent system is an interconnected dynamic system consisting of a group of autonomous agents, which interact with each other to achieve cooperative dynamics over a communication network. Recently, the coordination control problem for multi-agent systems has received considerable research interest, due to its broad applications in many areas such as biology, physics and computer science (Reynolds, 1987; Ren & Beard, 2008; Shen & Cao, 2012) . It has been well recognized that research on multi-agent control problem not only helps us better understand the mechanisms of natural collective phenomena, such as bird flocking and fish schooling, but also benefits the applications of cyber-physical systems, such as distributed robotic systems and unmanned autonomous vehicles. A key property of multi-agent systems is that agents can only update their behaviour by using local interactions, and it is usually too expensive or even impossible to implement centralized controllers. Therefore, distributed control method has been regarded as an appropriate tool for the study of multi-agent systems (Hong et al., 2008; Lin et al., 2008; Su et al., 2011) .
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In fact, the distributed approach is often preferable in real applications, since it allows the design of individual controllers to be much simpler, while not compromising excessively on the performance. Distributed control of interconnected dynamic systems is usually difficult, as it departs from the common assumption of information being fully accessed and perfectly transmitted in standard control theories. For example, Witsenhausen proposed that under distributed information constraints, a linear controller is generally not optimal (Witsenhausen, 1971) . It was shown in Blondel & Tsitsiklis (1997) that the problem of finding a stabilizing controller under distributed information constraints is NPcomplete. Therefore, increasing attention has been devoted to the study of distributed control for interconnected dynamic systems (Rotkowitz & Lall, 2006; Schur et al., 2011) , as well as for multi-agent systems (Lin et al., 2008; Shen et al., 2010) . To list a few, it was shown in Vicsek et al. (1995) that, although the connections among agents in a group may change from time to time, they can finally move in the same direction despite the absence of centralized coordination. By using nearest neighbour rules, the coordination problem for groups of mobile autonomous agents has been theoretically investigated in Jadbabaie et al. (2003) . Very recently, the distributed consensus design problem for multi-agent systems has been studied by developing a novel simultaneous stabilization approach (Hu et al., 2012) . This paper is mainly motivated by the earlier work on formation stability in Fax & Murray (2004) , and the distributed control problem considered later in Massioni & Verhaegen (2009) . In Fax & Murray (2004) , the formation stability problem for multiple vehicles has been tackled by virtue of a decomposition approach, and it is shown that such a problem is related to the stability of a set of 'modal' subsystems. In Massioni & Verhaegen (2009) , the authors have extended the decomposition approach to study the distributed control problem for identical dynamically coupled systems. As pointed out in Massioni & Verhaegen (2009) , the decomposition approach is not new in the history, and it has been already applied to studying distributed control for circulant systems (Brockett & Willems, 1974) , and symmetrically composite systems (Huang et al., 1999) . In all these cases, the original control design problem is equivalently converted to a set of simplified problems through an appropriate system transformation. More specifically, the final problem usually relates to finding a solution to a simultaneous stabilization problem for a set of decoupled subsystems (Fax & Murray, 2004; Massioni & Verhaegen, 2009; Wieland et al., 2011) . It should be noted that the computational complexity of the simultaneous stabilization problem is NP-hard (Blondel & Tsitsiklis, 1997) , and such a problem still remains a challenging issue due to lack of efficient analytic and computational methods. In addition, while great efforts have been made to the state consensus of multi-agent systems (Jadbabaie et al., 2003; Qin et al., 2011b,a; Wieland et al., 2011; Hu et al., 2012; Song et al., 2013; Hu et al., 2014) , studies on the consensus problem for systems with external disturbances are relatively few. In this case, a natural approach is to study the consensus problem with respect to some performance measures, such as H 2 norm (Aouani et al., 2012) , H ∞ norm (Gao et al., 2004) and covariance constraints, which has appeared recently . In this paper, the H ∞ consensus problem for multi-agent systems with external disturbances is studied from a simultaneous stabilization viewpoint. It is shown that the H ∞ consensus design problem for n coupled agents can be equivalently characterized as a problem of the simultaneous H ∞ stabilization of n − 1 independent subsystems. A necessary and sufficient matrix inequality-based condition is established for the existence of desired controllers by developing novel simultaneous stabilization techniques, where the controller gain matrix is not coupled with the Lyapunov matrices, but further parametrized by a positive-definite matrix. Moreover, convergent iterative algorithms are also proposed to solve the design condition and to optimize the initial values such that the solvability of the original consensus design problem can be improved.
The rest of this paper is organized as follows. We first formulate the H ∞ consensus problem in Section 2, and show that it can be equivalently characterized as a simultaneous H ∞ stabilization problem of n − 1 independent subsystems. Section 3 investigates the H ∞ consensus analysis, and Section 4 presents the design methodology. The effectiveness of the proposed approach is demonstrated through a numerical example in Section 5. Finally, Section 6 concludes the paper.
Notation: Let R be the set of real numbers; R n denotes the n-column real vectors; R n×m is the set of all real matrices of dimension n × m. Z n = {1, 2, . . . , n} dentes the natural numbers from 1 to n. For any real symmetric matrices P and Q, the notation P Q (respectively, P > Q) means that the matrix P − Q is positive semi-definite (respectively, positive definite). A ⊗ B denotes the Kronecker product of matrices A and B. For a given real matrix A ∈ R n×m with n < m, the orthogonal complement A ⊥ is defined as the matrix with maximum column rank that satisfies AA ⊥ = 0 and (
represents the space of square Lebesgue integrable functions over [0, ∞) with the usual norm || · || 2 . For a transfer function matrix G, its H ∞ norm is denoted as G ∞ . The superscript 'T' denotes matrix transpose and the symbol # is used to represent a matrix which can be inferred by symmetry. Matrices, if their dimensions are not explicitly stated, are assumed to have compatible dimensions for algebraic operations.
Problem formulation
Consider a multi-agent system with n agents, whose dynamics are described by the following linear systems:
where x i ∈ R m is the state of the ith agent, y i ∈ R q is the measured output, u i ∈ R p is the control input, w i ∈ R r is the exogenous disturbance, z i ∈ R l is the relative error output to be controlled, α ij is defined
The communication topology among the n agents is represented by an undirected graph G = (V, E), where V = {1, 2, . . . , n} is the node set, and E ⊂ V 2 is the edge set of unordered pairs of nodes. Two nodes i and j are adjacent, that is, agents i and j can obtain information with each other, if
Throughout this paper, we assume that the communication graph G is connected and undirected, and thus its Laplacian matrix L is symmetric. The eigenvalues of L are real, and will be ordered and
In this paper, we aim to design a neighbour-based static output-feedback controller in the form of
where K ∈ R p×q is the feedback controller matrix to be determined.
and w = (w 1 , w 2 , . . . , w n ) . When the controller in (2) is applied to system (1), the closed-loop system for the n agents can be described as
where L is the Laplacian matrix associated with the graph G.
Correspondingly, the H ∞ consensus problem for system (3) is proposed as follows.
Problem HC (H ∞ Consensus) Given a multi-agent system with n agents in (1), find a controller in the form of (2) such that the following two conditions are satisfied simultaneously.
1. The consensus of system (3 ) is reached in the presence of w = 0, that is,
is satisfied for any initial values x i (0), i ∈ Z n of the individual systems.
Under zero initial values, that is,
where γ > 0 is a prescribed scalar. Now, we show that Problem HC can be equivalently characterized as a simultaneous H ∞ stabilization problem for n − 1 independent subsystems. Proposition 1 The H ∞ consensus of system (1) with controller (2) is reached if and only if the following set of n − 1 independent subsystems
are simultaneously asymptotically stable and satisfy T i ∞ < γ , whereT i (s) are their transfer function matrices fromŵ i toẑ i , and λ i are all the non-zero eigenvalues of L.
Proof. Choose an orthogonal matrix
Letx = (S ⊗ I n )x, then system (3) can be rewritten in terms ofx as
Denote the transfer function matrix of system (8) asT (s); then we have
It is obvious that system (8) is composed of n independent subsystems; we thus obtain
whereT i (s) is the transfer function matrix of each subsystem in (8).
Note that, for the case λ 1 = 0, its corresponding subsystem is described as
which, together with (10), further implies that
In addition, when w = 0, to ensure (4), it is equivalent to require the asymptotic stability of the subsystems in (6). Therefore, it can be concluded that the H ∞ consensus of system (1) with controller (2) is reached, if and only if the subsystems in (6) are asymptotically stable with T i ∞ < γ for all i ∈ Z n \ {1}. The proof is thus completed.
Remark 1 The decomposition approach has been utilized to study the decentralized control for circulant systems (Brockett & Willems, 1974) and symmetric composite systems (Huang et al., 1999) , formation stability (Fax & Murray, 2004) and its generation to distributed control (Massioni & Verhaegen, 2009) . Proposition 1 indicates that Problem HC studied in this paper can be solved by simultaneously stabilizing the transformed n − 1 independent subsystems with a common H ∞ performance, which will play a key role for our later analysis and synthesis consideration.
Before ending this section, we introduce the following well-known bounded real lemma, which will be used in the sequel.
Lemma 1 (Gahinet & Apkarian, 1994) Let γ > 0 and G(s) = C(sI − A) −1 B + D is a transfer matrix. Then, the following two statements are equivalent:
(i) A is asymptotically stable and G ∞ < γ ;
(ii) There exists a matrix P > 0 such that
H ∞ consensus analysis
Based on Proposition 1, it can be concluded that the H ∞ consensus of system (1) with controller (2) can be reached if and only if the following n − 1 independent subsystemṡ
are simultaneously asymptotically stable with T i ∞ < γ , where
For convenience, we define
The following theorem gives a direct characterization of the simultaneous asymptotic stability of subsystems (13) under H ∞ performance.
Theorem 1 The H ∞ consensus of system (1) with controller (2) is reached if and only if there exist matrices P i > 0 and X > 0 such that
where
and λ i are all the non-zero eigenvalues of L. Proof (Sufficiency). Assume that there exist matrices P i > 0 and X > 0 such that (14) holds for all i ∈ Z n \ {1}; then we define a nonsingular matrix as
Note that the dimension of the left upper 2 × 2 block of T i is identical to the one of
Pre-and post-multiple (14), we have that
which further implies that ⎡ ⎢ ⎣
holds for each i ∈ Z n \ {1}. Therefore, according to Lemma 1, we can conclude that each closed-loop subsystem in (13) is asymptotically stable and satisfies T i ∞ < γ . (Necessity) If each subsystem in (13) is asymptotically stable with T i ∞ < γ , then it follows from Lemma 1 that there exists
Therefore, there exists X > 0 such that
By means of the Schur Complement Lemma (Boyd et al., 1994) , we have that (15) holds, which further implies that condition (14) holds for i ∈ Z n \ {1}. The whole proof is thus completed.
Remark 2 It can be seen from the proof of Theorem 1 that the structure of the positive-definite matrix X is rather flexible. In fact, it can be a positive diagonal matrix, or even a positive scalar matrix, and thus such a specification enables us to incorporate additional constraints on the controller matrix, such as sparsity constraint in Schur et al. (2011) and positivity constraint in Li et al. (2010) , while no conservatism will be caused.
H ∞ consensus design
In this section, we consider the design of controller (2) such that the H ∞ consensus of the closed-loop system in (3) is reached. A necessary and sufficient controller synthesis condition is obtained to ensure the consensus of multi-agent systems. In addition, the obtained condition has a monotonic structure for linearized computation, and thus a convergent iterative algorithm is developed to solve the design condition accordingly, which relates to the solutions of a set of convex optimization problems with linear matrix inequality (LMI) constraints. Moreover, a heuristic algorithm is proposed not only to check the existence of desired controllers, but also to improve the solvability of the original consensus problems via simple optimization on the initial values.
Theorem 2 The H ∞ consensus of system (1) can be reached with a controller in the form of (2) if and only if there exist matrices
In this case, a controller gain matrix can be obtained as
Proof. By expanding (14), we have ⎡ (18) (Sufficiency) From (17), we have L = XK. Substituting this into (16), and observing that, for any M i and N i ,
we obtain that (18) 
where Φ i and Ψ i are defined in (20) . Substituting this into (18), and letting L = XK, one has that (16) holds. This completes the whole proof.
Remark 3 Note that we have only considered the static output feedback controller design problem for H ∞ consensus of multi-agent systems. The dynamic output feedback problem can be viewed as a special case of the static output feedback problem, and thus one may apply the approach developed in this paper to study the dynamic output feedback case in a similar way. For details, we refer the reader to Hu et al. (2012) . In addition, we have only considered the situation when the underlying communication topology is undirected, how to further investigate the directed topology situation under the current framework deserves further exploration.
Remark 4 In most existing LMI formulations, the Lyapunov matrices P i are usually coupled with the controller matrix K, which may result in additional constraints on the Lyapunov matrices. For example, the controller matrix is parametrized in Massioni & Verhaegen (2009) by specifying P i as a common matrix P (that is, P i = P). However, by applying the system augmentation approach in Shu & Lam (2008) , Theorem 2 shows that the controller matrix K is not coupled with P i anymore, but can be further parametrized by an auxiliary matrix X > 0, whereas the obtained condition is still necessary and sufficient.
Note that if the matrices M i and N i are fixed in (16), then it becomes an LMI, and its feasibility can be verified by standard software. From the sufficiency proof in Theorem 2, one can see that, for any fixed
, and thus it can be concluded that the scalar satisfying Π i (M i , N i ) I will achieve its minimum when M i = λ i X −1 LC y and N i = λ i X −1 LD yw . Therefore, the following H ∞ consensus design algorithm can be proposed to solve the condition in Theorem 2.
Algorithm HCD (H ∞ consensus design)
such that the following n − 1 independent systemṡ
are asymptotically stable with Ť i ∞ < γ , whereT i (s) are their transfer function matrices from w i toẑ i for i ∈ Z n \ {1}.
For fixed M (τ ) i and N (τ )
i , solve the following convex optimization problem with respect to P (τ )
If (τ )
0, then a feasible controller matrix is obtained as Otherwise, denote¯ (τ ) as the minimized value of (τ ) .
If |¯ (τ ) −¯
(τ −1) | δ 1 where δ 1 > 0 is a prescribed tolerance, then a solution through this algorithm cannot be found. STOP. Otherwise, update M
Set τ := τ + 1, then go to Step 2.
Note that the matrices M i and N i can be viewed as the H ∞ state-feedback matrices, which can be obtained easily by standard H ∞ design approaches. An advantage of selecting M i and N i in such a way lies in the fact that, if no such matrices can be found, then it can be concluded immediately that Problem HC does not admit a feasible solution. In addition, if Problem HC has a feasible solution K * , then (16) will be feasible as well, provided that
is sufficiently small for all i ∈ Z n \ {1}. In this sense, to improve the solvability of Algorithm HCD, one can reduce
as far as possible, which can be achieved by making
it suffices to reduce
and the following theorem shows how M i and N i (or M equivalently) can be selected properly.
Theorem 3 Given a set of matrices M i and N i for i ∈ Z n \ {1}, and a sufficiently small scalar ε > 0, the following statements are equivalent.
(i) There exists K * such that each subsystem in (6) is asymptotically stable and satisfies T i ∞ < γ for i ∈ Z n \ {1}, whereT i (s) is its transfer function matrix, and M − K * C ϑ 1 ε, where ϑ 1 > 0 is a scalar.
(ii) Each subsystem in (21) is asymptotically stable with T i ∞ < γ for i ∈ Z n \ {1}, whereT i (s) is its transfer function matrix, and MC ⊥ ϑ 2 ε, where ϑ 2 > 0 is a scalar.
Proof. (i)⇒(ii) First, for given matrices M i and N i , we have
In the following, we shall prove that each subsystem in (21) is asymptotically stable with T i ∞ < γ for i ∈ Z n \ {1}. Denote
From (i), if there exists K * such that each subsystem in (6) is asymptotically stable with T i ∞ < γ , then there exists P i > 0 satisfying
Moreover,
i is sufficiently small. Accordingly, we get from (25-26) that
Therefore, based on Lemma 1, we can conclude that each subsystem in (21) is asymptotically stable with T i ∞ < γ for i ∈ Z n \ {1}. This completes the sufficiency proof.
(ii)⇒(i) First, we consider the case that rank(C) = rank([C y D yw ]) = q, then K * can be chosen as
which further implies
. Now, we consider the case that rank(C) < q, then C can be QR-decomposed as
where Q is an orthogonal matrix, and C Q is of full row rank. Then, by setting
and following a similar line as above, one can easily show that M − K * C ϑ 1 ε.
In addition, similarly to (i⇒ii), we can prove that each subsystem in (6) is asymptotically stable and satisfies T i ∞ < γ , if subsystem (21) is asymptotically stable with T i ∞ < γ for i ∈ Z n \ {1}. This completes the whole proof. 
For fixed P (τ )
i , solve the following convex optimization problem with respect to
n ] and C is defined in (24). Denoteε (τ ) andM (τ ) as the optimized value of ε (τ ) and M (τ ) , respectively. Then, go to Step 4. (τ ) and τ := τ + 1, then go to Step 2.
If |ε
(τ ) −ε (τ −1) | δ 2 , where δ 2 > 0 is a prescribed tolerance, then a desired choice of M is given as M :=M (τ ) . STOP. If not, set M (τ +1) :=M
Numerical simulation
In this section, we provide an example to show how the results obtained previously can be applied. Consider a multi-agent system with five agents, whose dynamics are given in (1) with parameters For illustration, we assume that the network topology is given in Fig. 1 , and the Laplacian matrix is obtained accordingly as
We specify the H ∞ performance level as γ = 0.7, and the aim of this example is to design a static controller in (2) such that the H ∞ consensus of the closed-loop system in (3) is achieved with γ = 0.7. We first try to solve the H ∞ consensus problem by virtue of Algorithm HCD. Using Yalmip Löfberg (2004) and SeDumi Sturm (1999) , it can be verified that no desired controller gain matrix K can be found by Algorithm HCD. However, if Algorithm IVO is further utilized to optimize the initial values of M The actual L 2 -induced norm from w to z of the closed-loop system in (3) is checked by equivalently computing the corresponding H ∞ performance of n − 1 subsystems in (6). The frequency response is shown in Fig. 2 , from which one can see that the L 2 -induced norm from w to z of system (3) is 0.649, which is below the specified H ∞ performance level γ = 0.7.
For simulation, the time response of the controlled output z i (t) and the phase plot of the closed-loop system are shown in Figs 3 and 4 , respectively. In the simulation, the initial value for each agent is chosen randomly from [−4, −2] × [−4, −2], and is generated as 
Conclusion
In this paper, the H ∞ consensus problem for multi-agent systems has been studied by developing a novel simultaneous stabilization approach. By means of the decomposition approach, the consensus problem for n coupled identical subsystems has been equivalently characterized as a simultaneous H ∞ stabilization problems for n − 1 individual subsystems. A novel analysis result has been obtained to ensure the H ∞ consensus of the multi-agent system with a free positive-definite matrix introduced, which can be further utilized to parametrize the controller gain matrix. A necessary and sufficient condition has been presented to ensure the existence of a desired controller, which can be checked by solving a set of convex optimization problems. Iterative algorithms have been proposed to solve the design condition and to optimize the initial values with the solvability of the original consensus problem improved. A numerical example has been presented to show the applicability of the results.
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