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Neurobiology is constantly in search of new tools and techniques to extract struc-
tural and functional information from neural circuitry. Conventional electrophysiological
stimulation and measurement technique such as patch clamping have become the standard
techniques for accurate stimulation and recording of electrical activities in neurons. Nev-
ertheless, the number of electrodes that can be introduced into the working chamber is
severely limited by the electrode dimension and head stages. Integrating electrodes on chip
with complementary metal-oxide-semiconductor (CMOS) technologies enables significantly
higher throughput, making analysis on large neural networks possible.
This thesis presents the design, characterization, verification, and post-fabrication
steps of a microsystem based on a fully integrated high-density multielectrode array (MEA)
chip for extracellular stimulation of neural activity. The active MEA is implemented in a
standard 0.25 µm CMOS technology with 65,536 non-Faradaic electrodes in an array area
of 9 mm2. Each electrode can be configured to produce unique stimulus waveform, deliv-
ering a spatial resolution exceeding 12 µm and a temporal resolution exceeding 125 nsec.
The array is integrated with neurons in both dispersed culture and acute thalamocortical
slices. Experimental results verify the array functionality by attaining high-resolution stim-
ulation of dispersed primary hippocampal neuronal cultures. Neuronal activity induced
from stimulation is detected through changes in real-time calcium fluorescence calibrated
with cell-attached patching. Precise electrical stimulation of individual neurons is achieved
by optimizing stimulation waveforms, culture preparation, and interface design.
The design of a second MEA CMOS chip that integrates extracellular recording
with on-chip stimulation is also presented. The chip contains 256x256 non-Faradaic circular
electrodes with 14 µm diameter and 20 µm pitch. The active area of the array at 32 mm2 is
designed to accommodate entire mouse thalamocortical acute slice with an electrode density
of 2000 electrodes per square milimeter. Each electrode integrates with a stimulation pulse
generator and a single-transistor transconductance amplifier. The new configuration does
not require optical recording and reduces the mechanical setup of the microsystem.
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Neurobiology research focuses on examining the electrophysiology of individual neurons and
exploring the structural-functional relationship in neural networks. Both require stimulation
and recording of neural activity at cellular level. Since the introduction of glass capillary
microelectrodes by Graham and Gerard in 1946 [1], they have been used extensively to mon-
itor intracellular potential of individual neurons in response to external electrical excitatory
inputs or natural sensory inputs. Since then, the biophysical functions of the neuron itself
have been well quantified and understood. However, intracellular recording from a single
cell has limited role in explaining the circuit property of the neural network. Recording ac-
tivities from multiple neurons simultaneously is needed in order to analyze the contribution
of each cell to the function of the network.
Accessibility of multisite recording using glass capillary microelectrodes is limited to
only a few probes due to large physical dimension of the head stages and the supporting
manipulators. Optical techniques, based on voltage- and calcium-sensitive dyes, along with
multi-photon fluorescent microscopy have proven very successful for imaging neuronal activ-
ities [2–5]. It has superior advantages in selectively detecting cell activities at multiple sites
simultaneously with good signal-to-noise (SNR, or signal-to-background) ratio and spatial
resolution, and its ease of bulk loading into most of the cells. However optical signal time
constant is several orders of magnitude larger than that of the electrical signals, hindering
2temporal resolution. Nevertheless, sufficient spatiotemporal resolution can be obtained to
determine both activity patterns of individual neurons and large-scale ensemble dynamics.
Hence, fluorescent imaging remains as a mainstream technology that drives neural science
research.
In doing neural network analysis, it is desirable not only to collectively record from
multiple neurons, but also alter the activity by systematic stimulations at one or mul-
tiple sites. Very recently, techniques for photostimulation based on uncaging of MNI-
glutamate [6] and transgenic rhodopsin channels [7, 8] have been developed and applied
to both dispersed cultures and slices. When combined with whole-cell recording on a neu-
ron, it can be used to detect monosynaptical cells, and reverse-engineer the neural network
by mapping presynaptic inputs [9, 10]. However, photostimulation using directed beam or
spatial-light-modulators [11] allows only few-cell-per-trial activation, significantly reducing
stimulation throughput and limiting the efficacy of this approach.
1.1 Neural interface with MEA
Microelectrode arrays (MEAs) are an alternative stimulation and recording modality for
dissociated cultures and brain slices [12–14], where microelectrodes are fabricated on a
planar substrate and aligned into an array at a fixed pitch. When compared with techniques
that rely on invasive cell-attached patch clamping, MEA stimulation and record can be
scaled to achieve much higher spatial resolution. With large numbers of parallel channels,
MEA-based activation also overrides the few-cell-per-trial optical stimulation limitation.
Current state-of-art technology for passive MEA has an average of 128 electrodes
at a density of 60 electrodes per mm2 [12, 15]. Electrodes for most MEA applications
are fabricated from platinum or platinum black, allowing faradaic charge transfer in the
solution [16]. However, studies on non-Faradaic electrodes coated with dielectric materials
such as silicon dioxide (SiO2) and, more recently, higher-dielectric-constant materials such
as titanium dioxide (TiO2) and zirconium dioxide (ZrO2) have also been pursued [17].
Mechanisms of extracellular interface through passive electrodes on the array involve
3charge transfer through the electrode-electrolyte interface [18, 19]. In a Faradaic process,
charge injection from the metal electrode into the electrolyte is achieved through oxidation
or reduction reactions [18, 20, 21]. Stimulation is achieved by depolarizing cell membrane
with currents passing from the electrode through the electrolyte into a distant reference
electrode. Such Faradaic stimulation can result in electrolysis at the stimulating electrode,
resulting in pH deviations in the electrolyte. Faradaic current at the interface can also give
rise to corrosion of electrodes, hindering biocompatibility of the cells to the electrode sur-
face [22]. These issues can be resolved by using capacitively coupled electrodes that block
these Faradaic processes. Transduction is achieved through non-Faradaic displacement cur-
rent. However, charge injection density is several orders of magnitude lower than that of
the Faradaic stimulation [23,24], which may lead to insufficient current for stimulation [25].
In recent years, complementary metal-oxide-semiconductor (CMOS) technology has
been used to create a new generation of active multielectrode arrays. With stimulator or
gain elements integrated directly onto the same substrate with the electrode array, active
MEAs deliver the possibility of significantly higher spatiotemporal resolution for stimulation
and recording at lower signal-to-noise ratio. The most sophisticated of these to-date delivers
128x128 active sites [26,27]. While recent work focuses on the development of CMOS chips
for extracellular recordings of cultured neurons or slices on planar electrodes, high density
MEA for stimulation remains absent. This work provides approaches using high density
MEAs for extracellular neural stimulation and recording.
1.2 Proposed MEA-based microsystem for neural interfaces
The objective of this thesis is to fully exploit active MEAs to support extracellular neural
pathways. Two active MEAs are implemented. The first CMOS-based MEA is designed
to extracellularly stimulate neural activity by providing high-density high-resolution stim-
ulation patterns to the neural network at precisely controlled electrophoresis thresholds.
The chip consists of 65,000 non-Faradaic electrodes with a density of 7280 electrodes per
mm2. Neuronal cells are functionalized on-chip via adhesion proteins. Combined with op-
4tical techniques based on calcium-sensitive dyes, the constructed microsystem is designed
to offer high throughput in both stimulation and recording, and the ability to study spa-
tiotemporal dynamics in neural networks. Building on early studies of non-Faradaic planar
electrodes [28], this work also seeks to explore the limits of non-Faradaic stimulation from
dense array, and optimize the conditions of electrical stimulation, culture preparation, and
interface design for these substrates.
The second MEA is designed to electrically stimulate and record from the same
substrate. This method eliminates the need of fluorescent imaging of neural activities,
therefore reducing the system setup complexity and cost. Electrical recording from MEA
improves noise performance with the close-in integration of gain near the sensing sites,
offering comparable signal-to-noise ratio with patch clamp techniques. When compared
with fluorescent imaging, MEA recording also offers improved temporal resolution where
recorded signals are direct indicator of action potentials and are no longer low-pass filtered
by the fluorescent dyes.
1.3 Thesis outline
The thesis outline proceeds as follows. Chapter 2 describes the background on neuron
structure and electrophysiology, stimulation and recording principles used in this work, and
implementation methodology on MEA sensing and stimulating techniques. Circuit imple-
mentations of a prototype active stimulation MEA are described in Chapter 3, along with
details on chip post fabrication and the microsystem setup combining optical recording. Im-
age recognition algorithms used in optical recording are also included. Chapter 4 presents
the electrical characterization of the array and the proof-of-principle experimental results
using both thalamocortical acute brain slices and dispersed hippocampal cell culture. Stim-
ulation efficacy analysis on selective stimulation at cellular level from the MEA is provided
in Chapter 5. Chapter 6 includes the design of a second MEA that integrates electrical
stimulation and recording on the same substrate. The last chapter, Chapter 7, provides




This chapter provides the related principles and implementation methodology on stimu-
lation and recording of neural activities using various techniques. Section 2.1 describes
the principles of neural electrophysiology, resting potential, action potential, as well as the
Hodgkin-Huxley model. Section 2.2 explains traditional and extracellular stimulation meth-
ods, as wells as the effect of stimulus strength-duration correlation on cell depolarization.
Charge transfer mechanisms at the electrode-electrolyte interface are also discussed in this
section. Electrical and optical recording principles, in particular calcium imaging are pro-
vided in Section 2.3. And finally, an overview of previous work on passive and active MEAs
is given in Section 2.4.
2.1 Neuron structure and electrical properties
The physical structure of a nerve cell (neuron) consists of cell body (soma), axon, and den-
drites. A neuron can also be macroscopically separated in two compartments: cytoplasmic
fluid inside the cell (intracellular) and outside medium that surrounds the cell (extracellu-
lar) as shown in Figure 2.1. A plasma membrane consists of lipids and polypeptide protein
chains. It separates the two compartments and also prevents passage of ion into and out of
6the neuron. The polypeptide protein chains, known as ion channels and pumps, exchange
ions cross the membrane with selective permeability. The plasma membrane of the neuron
plays a center role in the initiation and propagation of neuron conduction. In contrast with
an electrical conduction where electrons are the charge carriers, ions in the electrolyte are
charge carriers in tissues, which are present in both intracellular and extracellular fluid.
The electrical behavior of a neuron cell is heavily associated with the movement of these
ions across cell membrane, most notably sodium, potassium, and chloride. Table 2.1 lists
intracellular and extracellular Na+, K+, and Cl− concentration of giant squid axon [29].
The distribution ratios are similar to those observed in other nerve cells.
Ion Intracellular Extracellular Nernst
Concentration Concentration Potential
[mM] [mM] [mV]
Na+ 12 145 67
K+ 155 4 -98
Ca2+ 1×10−4 1.5 129
Cl− 4.2 123 -90
Table 2.1: Ion concentrations of mammalian skeletal muscle.
2.1.1 Resting potential
Resting potential is the transmembrane potential at which the membrane is in steady state.
At this potential, total membrane current across cell membrane is zero, and the cell is
being described as at rest. Resting potential originates from the unbalanced concentration
of ions in the intracellular and extracellular space. The concentration gradients, i.e. values
listed in Table 2.1, cause ions to diffuse from high concentration to low concentration. The
diffusional potential energy (PE) for an ion to pass through the channel is quantified by
PE = kT lnN, (2.1)
where k is the Boltzmann constant, T is the ambient temperature, and N is the number of
ions. If the same type of ion is present in both intracellular and extracellular volume with
7Figure 2.1: Neuron morphology including soma, dendrites, axon and lipid bilayer membrane
with ion channels.
different concentrations, the difference in PE between intracellular and extracellular ions is




where No is the extracellular ion concentration and Ni is that of the intracellular. This
net diffusional PE exerted on any particular ion is opposed by electrical force to prevent
further movement. The two forces are balanced by




where qe is the charge of ion. The potential V at which (2.3) holds is the Nernst potential
at equilibrium for the particular ion [30]. The weighted average of Nernst potentials of






PNa[Na]e + PK [K]e + PCl[Cl]i
PNa[Na]i + PK [K]i + PCl[Cl]e
(2.4)
where Pi is permeability coefficient, and intracellular and extracellular ion concentrations
are subscripted with the initial letters respectively. The intracellular and extracellular Cl−
8concentration in the GHK equation is reversed from that of Na+ and K+ due to its negative
valence charge. Calcium ion is ignored from its small intracellular concentration (as shown
in Table 2.1). Resting potential can also be computed from the Hodgkin-Huxley model
discussed in more details in Section 2.1.3. Detailed derivation of (2.4) is described in [31].
2.1.2 Action potential
As shown in (2.4), changes in permeability coefficient on any of the channels cause a change
in the membrane potential. In other words, changes in membrane potential are driven
by the change of membrane conductance [29] and membrane potential is no longer at rest.
Membrane conductance is a function of the effective conductance of the ion channel, Nρ(t)γ,
where γ is the conductance when a specific ion channel is open, ρ(t) is the probability of the
individual channel being in the open state, and N is the number of channels. Membrane








Qualitatively, action potential exhibits fast temporal upward change in the mem-
brane potential from resting potential and slowly recovers back to its steady state, shown in
Figure 2.2. Increasing Na+ and Ca2+ channel permeabilities from cell’s resting phase result
in an increase in intracellular potential that depolarizes the cell. As depolarization reaches
threshold level, changes in voltage-gated ion channel permeability causes an increase in Na+
influx, further depolarizing the cell. Transmembrane potential deviating away from rest-
ing equilibrium induces rapid depolarization, overshoot, and hyperpolarization of the cell
membrane, where overshoot refers to transmembrane potential becoming a positive quan-
tity, and hyperpolarization refers to the slow recovery phase of transmembrane potential
through the eﬄux of K+ ions. Detailed description of action potential cycles is described
in [30].
Action potential generated at a particular neuron is prorogated through the axons
that extends outward from cell soma toward the synaptic ends. Synaptic coupling transmits
9Figure 2.2: Typical transmembrane action potential seen in mammalian nerve cells.
AP from a pre-synaptic neuron to the dendrites or the soma of post-synaptic neuron(s). This
is a typical inter-neuron communication pathway. Action potentials are mostly initiated at
the axon close to soma. The high density of sodium ion channels at these segments makes
them more voltage sensitive [30]. Once it is generated, it propagates to the remaining
membrane. Soma of several types of neurons are also capable of generating APs. However,
it requires a much higher threshold voltage than the starting segment of axon. Action
potential is also known as an all-or-nothing event where its intensity is independent of the
amount of current used to elicit it. The intensity of the action potential is reflected in the
frequency of reoccurrence.
2.1.3 Hodgkin-Huxley model
Several models have been developed in approximating the flow of ions through respective
ionic channels [32–34]. The most commonly used is the Hodgkin-Huxley (H-H) model shown
in Figure 2.3(a) [30]. The model depicts a small area of the membrane, commonly referred to
as the membrane patch. The membrane capacitor, Cm, represents the lipid bilayer. Voltage-
gated ion channel conductance is represented as gn which is a function of voltage and time.
Leak channel conductance is represented as gl. En and El represent the Nernst potentials
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of the specific ions. Assuming that different ions pass through membrane independent
on others and AP is primarily dominated by Na+, K+, and Cl−, H-H model’s channel
conductance pathway can be divided into three separate pathways, shown in Figure 2.3(b).
The voltage-gated ion channel conductance is represented as gNa, gK , and gCl. Due to small
magnitude of the active ion pumps, for simplicity, current sources INa and Ip are neglected.
Figure 2.3: (a) Hodgkin-Huxley model of the neuron. (b) Simplified parallel-conductance
model.
Resting potential can be derived from the parallel-conductance model by computing




+ gNa(Vm − ENa) + gK(Vm − EK) + gCl(Vm − ECl) (2.6)
At steady state, total membrane current across cell membrane is zero and dVm/dt = 0.
Solving for Vm with these conditions gives resting potential Vrest as
Vrest = Vm =
gNaENa + gKEK + gClECl
gNa + gK + gCl
(2.7)
When compared to the GHK equation in (2.4), both models membrane potential as the
weighted average of Na+, K+, and Cl−, and both are constraint upon no ionic current
flowing across cell membrane. If resting potential in (2.7) is generalized with time-varying
probability-depended channel conductance for all ion channels, it becomes (2.5).
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2.2 Stimulation techniques
Action potentials described in the previous section can be initiated by changes in ionic
channel permeability due to ligand binding on the receptor sites [30]. Action potentials
in live cells can also be initiated from external excitation by stimulating optically [35,
36], magnetically [37, 38], or electrically, and consequently manipulating cell activities in
nervous system. In the context of this work, electrical stimulation is explored. Nerve cells
exhibit electrical property that enables them to be elicited electrically. An external current
or voltage source introduced to the cell causes depolarization across cell membrane, and
triggers action potential when transmembrane potential reaches a threshold level. Electrical
stimulation can be performed either intracellularly or extracellularly, depending on the
placement of stimulation electrode with respect to the targeting cell body. Intracellular
stimulation is performed by inserting a micropipette electrode into the intracellular volume
of the cell and injecting a small amount of current. In extracellular stimulation, electrodes
are placed near targeting cell rather than inside the cell. In in-vivo clinical applications,
where electrode fixation in a moving being is not practical, extracellular stimulation is
a common practice. In the context of this work, extracellular electrical stimulation is
performed with a microelectrode placed directly below a cell soma and delivers stimulus.
2.2.1 Intracellular electrical stimulation
A current pulse injected into the cell can be modeled as a current source, Istim, in parallel
with Cm in the H-H model. This gives
Istim = Cm×dVm
dt
+ gK(Vm − EK) + gNa(Vm − ENa). (2.8)
The membrane potential change is obtained by solving (2.8) as a function of time
Vm(t) = IsR(1− e−t/τ ) (2.9)
where R = Rm/A is the specific resistance of the cell membrane with A being the membrane
surface area and Rm as a function of gK and gNa. Time constant τ equals to RC with
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C = Cm×A and Cm is the specific capacitance of the membrane. Figure 2.4 depicts the
passive response of membrane potential due to injected current where membrane potential
depolarizes at subthreshold.
Figure 2.4: Cell membrane potential change in response to an injected stimulation current.
When the amplitude of cathode stimulation increases, membrane depolarization am-
plitude also increases. Figure 2.5(a) shows the membrane responses due to different stimuli
strength in crab axon [39]. The depolarization response follows the lumped passive response
of the RC network. However, when stimulation amplitude increases beyond approximately
65% of cell depolarization threshold, deviation from the RC response occurs. In the case
of anode stimulation, where a negative phase stimulus is applied, cell membrane becomes
hyperpolarized. In hyperpolarization, increasing stimulation amplitudes simply results in
increasing RC response since cell does not elicit action potential. The relationship between
stimulation amplitude and depolarization magnitude is shown in Figure 2.5(b) [39]. Lin-
earity occurs for all anode stimuli and part of the cathode stimuli. For larger cathode
stimulation that produces non-linear membrane behavior, an activate system is used for the
analysis.
Accumulation of sufficient charge to evoke an AP response can be achieved by in-
creasing either stimulation amplitude or stimulation duration. The strength-duration rela-
tionship is described mathematically in (2.9). Assuming depolarization threshold is set to
Vm = Vth in (2.9). If stimulation strength Is increases, shorter duration of t = T is needed
to reach the threshold level, and vice versa. For an infinitely long pulse with t→ ∞ , the
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Figure 2.5: (a) Membrane depolarization in response to increased stimulation strength. (b)
Relationship between stimulation amplitude and depolarization magnitude.
minimum value of Is required to reach depolarization at Vth is defined as rheobase [40].
Increasing the stimulation strength to twice rheobase requires shorter time duration. This
time duration provides a reference standard for excitability on different cell types [19].
Increasing the stimulus amplitude or duration of a single pulse faces the risk of cell
electroporation, an irreversible process that can cause cell damage. Alternatively, effective
stimulation can be achieved by sequentially applying multiple pulses with weaker ampli-
tudes, opening additional sodium channels and reaching sufficient depolarization to trigger
an action potential. This protocol is generally preferred. In this work, a train of weak
pulses is used for extracellular stimulation from the microelectrode array. Typical stimu-
lation waveforms are biphasic pulses. The reverse reaction in cathode or anode direction
minimizes net charge introduced by the electrode and avoids electrolytic damage to the
neurons.
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2.2.2 Charge delivery mechanisms
When an electrode (electronic conductor) comes in contact with a physiological medium
(ionic conductor), an electrochemical system is created at the solid-liquid interface. A
potential difference can arise across the solid-liquid boundary in steady state with no net
current passing between the two phases. When the two phases have different electrochemical
potentials, i.e. the electrode is exerted with a stimulation voltage, charge transfer occurs.
Electron-flow in the electrode is transitioned into ion-flow in the electrolyte. The mechanism
of charge transfer across the two phases is divided into Faradaic and non-Faradaic processes.
Both are described in more details below.
Faradaic reactions
Faradaic process occurs when electrons are being transferred directly between the two phases
through oxidation-reduction reactions and cause change of valence charge. This is described
by the relationship
O + ne− ↔ R (2.10)
where O and R are the oxidized and reduced form of the species respectively, and n is the
number of electrons being transferred. Bard and Faulkner [20] further divides Faradaic pro-
cesses into reversible and irreversible reactions based on reaction rates. Reversible reaction
occurs when electrical potential is close in value to the equilibrium potential and electron
transfer rate is dominated by fast kinetics. New effective charges are stored near the elec-
trode surface. When current direction reverses, the new product restores to its reactant
form. On the other hand, when electrical potential deviates far away from the equilibrium
potential, the reaction rate is dominated by mass transport with slow electron kinetics. New
reactant diffuses away from the electrode into the electrolyte. When the current direction
reverses, some of the new products will not be restored to its initial form. Newly gener-
ated chemical species under irreversible Faradaic reactions cause electrochemical corrosion
of electrodes, water electrolysis, and changes in chemical environment near the cell such as
pH deviation and cause cell damage [41–43].
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Non-Faradaic reactions
The second alternative on charge transfer is the capacitive mechanism which involves the
charging and discharging of a double-layer capacitor, Cdl, formed by electron-ion separation
and dipole orientation across the inner and outer Helmholtz planes [44,45]. Electric charges
placed on the electrodes at the inner Helmholtz plane cause a redistribution of charges
in the solution at the outer Helmholtz plane, creating displacement ionic currents in the
electrolyte. If the total amount of charge delivered is small, no direct charge transfer crosses
the interface. The redistribution of charge at the interface can be modeled with only the
capacitor Cdl. When the direction of current reverses, charges stored by Cdl recover. This
mechanism of charge injection where no direct electron transfer occurs is referred to as the
non-Faradaic charge transfer.
Electrode material versus charge density
The nature of charge transfer, Faradaic or non-Faradaic, depends on the electrode material
being used. The choice of material is driven by two factors, charge-injection efficiency and
biocompatibility. Higher charge injection is desired in most neural prosthesis applications,
which requires sufficient charge to be delivered to evoke action potential given the choice of
material and electrode size. However it also should not exceed the neural injury threshold
at approximately 1 mC/cm2 [46]. Electrode material biocompatibility is another crucial
factor, especially in chronic implantation. Materials are defined to be toxic if it causes
necrosis in adjacent tissues [47–49] or separation from normal tissue by astrocytosis [50].
Faradaic conduction originates mostly from noble metal electrodes. Typical elec-
trode materials are platinum (Pt), platinum-iridium alloys (Pt-Ir), and iridium/iridium
oxide(Ir/IrOx). Pt and Pt-Ir electrodes exhibit both Faradaic and non-Faradaic charge
injections. Reversible Faradaic processes dominate over capacitive charging in typical stim-
ulation conditions. Theoretical charge injection density is at 300-350 µC/cm2 with pulse
width of 600 µsec [41]. With typical neural stimulation pulse width of 200 µsec, Pt electrode
charge injection capacity is limited at 50-150 µC/cm2 to avoid water electrolysis [51, 52].
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Microelectrode stimulation requiring higher charge-injection capacity than those provided
by metal alloys leads to the development of electrode coating with iridium oxide. Hydrated
oxide film formed on the electrode surface oxidizes and reduces iridium between Ir3+ and
Ir4+ through fast reversible Faradaic reactions [53]. Charge injection density ranging from
1-5 mC/cm2 is measured on sputtered iridium oxide films [54].
In non-Faradaic charge injection, titanium nitride is explored as an electrode mate-
rial. The columnar structure of the material increases the geometric area of the electrode and
yields higher double-layer capacitance at the interface. Charge injection achieved through
double-layer capacitor is at 0.9 mC/cm2 [23]. However its biocompatibility is uncertain [55].
Table 2.2 summarizes electrode materials with charge injection and biocompatibility.
Reaction Highest charge Pulse





Pt 0.05-0.15 0.2 Biocompatible [52,56,57]
∼0.1 invivo; [51,52]
> 1 porous Pt film
Pt-Ir 0.09-0.3 Biocompatible [51,58]
IrOx 0.75-5 0.4-0.75 Sputtered IrOx; [54, 59]
1-3 0.2 Thermal IrOx; [60]
Capacitive
TiN 0.9 0.5 Uncertain [23]
TiO2 0.6 0.1 Biocompatible [50,61]
Ta2O5 0.3 [61]
Table 2.2: Electrode materials with charge injection and biocompatibility.
Stimulations that rely on Faradaic reactions needs to be meticulously designed
around minimizing irreversible Faradaic reaction by applying symmetric or asymmetric
biphasic stimulation waveforms with small amplitudes [62]. The approach does not ensure
electrochemical balance where newly generated species can become irreversible due to diffu-
sion [63]. The alternative is using capacitor electrodes where electrodes are insulated with a
thin layer of dielectric materials, separating the metals from the electrolyte. Charge trans-
fer is achieved through displacement current capacitively coupled through the dielectrics
and completely eliminating electrochemical reactions across the interface. Oxides with high
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dielectric constant and porous structures are desirable characteristics for microelectrodes
with large charge-injection efficacy. Oxides from group IV-B metals such as titanium diox-
ide (TiO2), hafnium dioxide (HfO2), and tantalum pentoxide (Ta2O5) have been studied
as the interfacial dielectrics. Both TiO2 and Ta2O5 exhibit comparable charge-injection
capability at 300-600 µC/cm2 with Ti/TiO2 showing wide range leakage current depending
on deposition method [61]. The Ta/Ta2O5 electrode requires high positive bias voltage
in between pulsing intervals to prevent electron transfer through the oxide [64]. Hafnium
oxide has been widely explored for high-κ application in integrated circuit transistors and
memory capacitors for its high dielectric constant (κ=25) [65–67]. It is recently evaluated
in biomedical applications due to its biocompatibility as well [68]. Hafnium oxide deposited
using atomic layer deposition (ALD) reportedly has specific capacitance of 0.4 µF/cm2 at
40 nm thickness [69]. When compared to TiO2, its leakage current is several orders of mag-
nitude lower. Charge-injection capabilities for capacitive/capacitor electrodes are also listed
in Table 2.2. Although charge transfer efficacy is lower than that of the Faradaic, biocom-
patibility and lack of electrode corrosion provide key advantages. Theoretical considerations
for capacitive electrodes are discussed in the proceeding section.
2.2.3 Extracellular capacitive stimulation
In the context of this work, capacitive stimulation refers to the topology of a cell body
positioned directly above a planar microelectrode conformally coated with dielectric ma-
terial. Figure 2.6 shows the lumped circuit model of a capacitor electrode interfaced with
and without the soma. The total effective capacitance, CT , across the electrode-electrolyte
interface is the series combination of oxide capacitance Cox, double-layer capacitance Cdl in











Oxide capacitance is proportional to the effective area of the electrode (Aeff=geometric
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Figure 2.6: (a) Cross-sectional model of electrode-electrode interface without cell body. (b)
Interface with cell body.





Electrical double-layer Cdl and interfacial Cil evolving from space charge layers accumulate
at the interface from multiple reactions [20]. The Cdl can be modeled as the capacitance





where dOHP is the distance from OHP to the electrode, typically in the range of 5-10 A˚,
and r is the relative permittivity. The worst case Cdl derived from r of 6 from water
dipole and OHP distance of 5 A˚ yields 0.14 pF/µm2 [70]. Guoy-Chapman models the non-
linear dependence of capacitance on potential distribution from OHP to bulk electrolyte








where V0 is the potential applied at the electrode, Vt is the thermal voltage (kT/q), z
is the charge number of the electrolyte ion, and LD is the Debye length. Debye length
characterizes the thickness of the diffusion layer. Interfacial capacitance originates from
ions in the diffusion layer forming time-average ionic distribution due to equilibrium of
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thermal and electrical forces, allowing charge storing capacity to change in response to the
applied potential.
Figure 2.7 illustrates the change in superposition capacitance with different electrode
potentials [20]. Large potential applied at the electrode (V0 >50 mV) causes Cil to increase,
resulting in double-layer capacitance Cdl dominating in the series combination. Since Cdl
are significantly larger than Cox, its contribution can be ignored when large stimulation
pulse is applied.
Figure 2.7: Change in Cdl and Cil superposition capacitance due to electrode potential and
electrolyte concentration.
Square voltage pulse has repeatedly shown to reliably elicit action potentials in nerve
cells [72]. Applying rising or falling voltage ramps depolarizes the free or attached mem-
brane above threshold where action potentials are produced [28]. The square voltage pulse
generated on the electrode produces a biphasic displacement current across the dielectric





The displacement current magnitude is proportional to the rate of potential and independent
on the absolute magnitude of the stimulus. A non-ideal dielectric thin film also introduces
leakage current in addition to the capacitive current, where iT = ic+ Ileak. Leakage current
comes from direct charge tunneling through the dielectric layer due to pinholes. The mag-
nitude is heavily dependent on the material and deposition method, e.g. sputtered Ta2O5
has a leakage current of 0.07 nA/nF, ALD TiO2 is at 0.35 nA/nF, and BaTiO3 is at 0.2
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nA/nF [61]. An optimum interface design should have high dielectric constant, thereby
high charge storing capability, and low leakage current with iT dominated by ic.
When a nerve cell grows on the electrode as shown in Figure 2.6(b), the cell mem-
brane and electrode surface do not come in contact with each other. Receptor proteins that
protrude from the lipid bilayer and adhesion proteins that are deposited on the substrate
such as polylysine keep the lipids away from the substrate. This creates a cleft of approx-
imately 50 nm filled with electrolyte. The displacement current through the oxide flows
through the cleft resistance Rj to a reference electrode placed in the bath. This produces
localized change in voltage gradient Vj within the cleft. Local membrane depolarization
occurs with a changing Vj relative to the bulk potential of the solution. The ability to
change Vj depends on electrolyte resistivity Rj , or the equivalent molar concentration of
the electrolyte.
The amount of charge accumulated during stimulation is proportional to the poten-
tial difference across the capacitor,
qc = CT ×∆V (2.16)
and stimulation efficacy is defined by delivering minimum required charge to elicit action
potential Qth, while preventing overdrive that causes cell damage and electroporation. Max-
imum charge storing capacity is predominately limited by the oxide break down capacitance.
2.3 Recording techniques
Neural signals have been measured using electrophysiology or optical approaches. Ampli-
tude and bandwidth vary from different electrical signals, i.e. action potentials, excitatory
postsynaptic potentials (EPSPs), spike trains, and local field potential (LFP). Electro-
physiology using patch-clamp microelectrodes provides good temporal resolution and SNR.
However accessibility is limited to a few probes. The primary advantage of optical record-
ing is in its spatial resolution where multiple localized neural activities can be recorded
simultaneously in the field of view. Optical signal has time constant typically several or-
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ders of magnitude larger than that of the electrical signal. Hence, electrophysiology and
optical recording are often used in combination to retrieve good temporal and spatial data
from a neural network. MEA sensing is an alternative electrical-based measuring technique.
Extracellular sensing using MEA mostly records suprathreshold events. Spatial resolution
is also guaranteed with highly integrated electrode arrays. Therefore good spatiotemporal
information can be obtained using a single substrate, eliminating bulky mechanical setups
used in both patch-clamp and optical record. Theoretical principles for patch-clamp elec-
trophysiology, extracellular MEA-based sensing, and optical recording, in which all three
are applied in this work, are explained in the following subsections.
2.3.1 Patch-clamp recording
Patch-clamping in general refers to voltage clamping. Voltage clamp is realized by using a
feedback amplifier that holds membrane potential at a fixed value by injecting currents into
the cell equal in magnitude and opposite in direction. It gives a quantitative description
of membrane current that describes the physiological event. Patch clamping is realized
mechanically by sealing the tip opening of a glass pipette onto the cell membrane and
isolating the small volume of electrolyte inside the microelectrode with the bulk media
outside. Current flowing across the membrane patch enclosed by the pipette tip is being
measured by the amplifier. The capacitive and ionic currents to be measured are on the scale
of picoampere. Hence, low-noise recording technique is required. High input impedance
and noise minimization in feed forward and feedback paths are critical consideration for
the recording amplifier. Seal resistance between the pipette opening and cell membrane is
also an important parameter in isolating background noise and preventing leakage current
affecting the recorded signal.
There are several different patch-clamping configurations for recording. In spite
of the differences, all configurations require mechanical maneuvering of a pipette tip to
come in contact with the cell body via optical observation under a microscope. Commonly
used patch-clamping configurations are illustrated in Figure 2.8. Cell-attached patching is
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merited for its non-invasiveness during recording. Loose patch cell-attached recording is
used in this work. It is similar to cell-attached recording and uses a pipette tip with a
larger opening diameter, typically at 5 to 15 µm. Seal resistance is at 3 to 5 MΩ, compared
with whole-cell patch in the gigaohm range.
Figure 2.8: Patch-clamping configurations.
2.3.2 Extracellular electrical recording
In extracellular recording, cells are grown directly on top of a planar capacitor electrode
on-chip. Figure 2.9 is a conceptual illustration of the cell-electrode interface with lumped
circuit model. Lumped channel capacitance and conductance for the attached and free
membrane are Cma-Gma and Cmf -Gmf respectively. Electrode impedance Ze is the series
combination of Re and Cox, where Cox is the oxide capacitance of the dielectric thin film
deposited on top of the electrode, and Re is the electrode resistance.
Similar to the extracellular stimulation topology, a thin channel electrolyte exists
between the electrode surface and cell membrane. Cleft electrolyte conductivity is being
modeled as cleft resistance Rj . During the onset of an action potential, ionic currents
at the site of attachment flow across the cleft resistance, creating an electric field. The
change in field induces electrical charge on the sensing electrode and extracellular signals
are transduced on chip. Potential difference Vj is measured between the record electrode
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and the reference electrode positioned in the bulk media.
Figure 2.9: Lumped circuit model of cross section interface between neuron soma and
stimulation electrode.
Extracellular field potential generated by neurons at the cleft junction is several
orders of magnitude smaller than that of the intracellular, on the order of 500 µV [73].
Hence good SNR is of essence in extracellular recording. Noise source comes from both
background action potential in neighboring cells and intrinsic noise from the electrode and
recording amplifier devices, i.e. flicker noise and thermal noise. Electrode noise is dominated
by thermal noise from intrinsic resistance with a power spectrum density of
v2rms = 4kTRe∆f (2.17)
where T is the ambient temperature, k is the Boltzmann constant, Re is the electrode resis-
tance and ∆f is the applicable frequency bandwidth. A 10 Ω electrode at room temperature
with 1 kHz bandwidth for action potential sensing has a RMS noise of 13 nV. Amplifier noise
contribution depends upon circuit configurations. At the junction cleft shown in Figure 2.9,
a voltage divider is formed between electrode impedance Ze and amplifier input impedance
Zin. Extracellular potential Vj at the junction is attenuated by the ratio of the divider.
Hence minimizing electrode impedance is desired. Electrode impedance with the series com-
bination of Re and Cox is frequency dependent, with Re dominating at high frequency and
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Cox dominating at low frequency. Increasing the geometric area of the electrodes effectively
reduces both intrinsic electrode resistance and capacitive impedance.
2.3.3 Optical recording
With the introduction of the first fluorescent microscope incorporating dichroic mirrors in
1967 [74], series of advances have evolved fluorescent microscopy in becoming a standard
optical technique for visualizing and examining biological samples. The most notable ones
include two-photon microscopy and confocal microscopy using spinning pinhole disk or
laser beams that effectively remove out-of-focus background and significantly improve image
SNR [75]. Fluorescence principle and implementation methodologies used in this work are
described below.
Physical aspect of fluorescence
Optical recording is based on the physical principles of fluorescence. Fluorescence is a three-
phase process involving two photons and one electron (Figure 2.10(a)). During fluorescence,
an external light source is incident onto an atom or molecules (i.e. fluorophore). The
incident photon energy (the first photon) absorbed by the fluorophore causes its valence
electron to be excited briefly to a higher energy level. The excited state of a fluorophore
then most likely relaxes into the lowest vibrational energy level, dissipating energy through
heat. This phase is the vibrational relaxation stage. The excited molecule finally falls into
its ground state by photo emission (the second photon). The famous Jablonski diagram
illustrates this process (Figure 2.10(a)).
All fluorescent molecules are characterized by two spectrums, an excitation spectrum
associated with the first photon and an emission spectrum associated with the second pho-
ton. The relative probability (or intensity) at which a fluorescent molecule can be excited
by photon with certain energy, hc/λexcite, can be plotted as a function of wavelength, known
as the excitation spectrum (Figure 2.10(b)). Excitation spectrum peak(s) occur at one or
multiple wavelengths representing the energy difference between ground state to a favored
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vibrational level of excited state(s). Emission spectrum has similar topology to excitation
spectrum. It plots the relative probability (or intensity) that the emitted photon has certain
energy, hc/λemission. Emission peak occurs at the wavelength representing energy differ-
ence between the excited state and the favored vibrational level of the ground state. The
difference in wavelength between the peaks of the excitation and emission spectra is known
as the Stokes shift, representing the heat dissipation at vibrational relaxation stage. The
excitation and emission maxima can be individually bandpassed and selected using filtering
lenses, explained in the next subsection.
Figure 2.10: An example of the energy band diagram of a fluorescent molecule, and its
associated excitation and emission spectrums.
Calcium imaging
The calcium ion (Ca2+) is known as the ”second messenger” for its diverse role in enzyme
regulation, cell growth, and involvement in cell activities [76]. Cytosolic Ca2+ concentration
([Ca2+]) is in the order of 100 nM, which is several thousand orders of magnitude lower
than extracellular [Ca2+] [29]. Intracellular and extracellular calcium concentration is also
significantly lower compared to that of sodium and potassium. In excitable cells, an extra-
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cellular stimulus increases cytosolic [Ca2+] by a factor of 1,000 through influx of Ca2+ across
the cell membrane via L- and T-type voltage dependent Ca2+ channels or intracellular or-
ganelles membranes. Briefly elevated Ca2+ is subsequently extruded via exchangers and
pumps, preventing calcium toxicity of cell [77]. Calcium signals are measured traditionally
through patch clamping in potassium-free and sodium-free solution. Tetraethylammonium
(TEA) and tetrodotoxin (TTX) are typical blockers used to inhibit sodium and potassium
channels respectively.
The spatiotemporal measurement of [Ca2+] at cellular level using fluorescent imag-
ing is largely enabled by the development of acetoxymethyl (AM) ester calcium indicators.
The fluorescent polycarboxylate dyes are derived from calcium chelator ethyleneglycoltetra-
acetic acid (EGTA) in 1980 [78], referred to as BAPTA-based fluorescent calcium indicators,
shown in Figure 2.11. BAPTA binds with Ca2+ at 1:1 complexation with high selectivity
on Ca2+ over Mg2+ and H+. In comparison with the aliphatic amino group used in EGTA,
BAPTA contains aromatic amino groups. The lower pKa in aromatic amines makes them
faster at binding with Ca2+ and more robust to pH fluctuations. Calcium indicator can
be either microinjected or bulk loaded into the cells. In bulk loading, acetoxymethyl (AM)
esters are used to mask the negatively charged carboxylates, which makes the molecules un-
charged and permeable to the cell membrane [79]. The AM esters are subsequently cleaved
by cytoplasmic esterases, leaving the indicators negatively charged again, and blocked inside
the cell. Intracellular calcium concentration change during an action potential is captured
when the indicators change their spectral property in response to binding of Ca2+. The large
fluorescent change over intracellular Ca2+ physiological levels is measured with fluorescence
microscopy. It provides sufficient spatial temporal resolution and has been used to recon-
struct an ensemble of action potential patterns in a neural network [4]. This methodology
is known as the fluorescence calcium imaging.
Over the wide range of calcium indicators, none are ideal. The choice of indicator
depends on their properties and applications. The BAPTA-based indictors can be classi-
fied into two groups based on their different fluorescence mechanisms upon Ca2+ binding:
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Figure 2.11: (a) Chemical structure of EGTA. (b) Chemical structure of BAPTA.
ratiometric versus non-ratiometric dyes. For ratiometric dyes (Indo-1, Fura-2 [80]), the
excitation and emission spectrum shifts their peaks upon Ca2+ binding, and enables excita-
tion and emission ratioing. The non-ratiometric indicators exhibit a change in fluorescence
intensity during Ca2+ binding without spectral shift at maxima wavelength (Fluo-4, Fluo-
3, Rhod-2 [81–83]). Table 2.3 lists the most commonly used calcium indicators and their
properties [84]. In this work, Fluo-4-AM dyes are used to bulk load hippocampal dispersed
culture for calcium imaging.
Ca2+ indicators Excitation/emission wavelength(nm) Kd(nM)
Fluo-3 Ex 515/Em 525 390
Fluo-4 Ex 380/Em 520 345
Fura-2 Ex 340,380/Em 380 145
Oregon Green - 1 Ex 490/Em 520 170
Rhod-2 Ex 550/Em 580 570
Table 2.3: Most commonly used calcium indicators and their properties.
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For non-ratiometric dyes, fluorescent intensity (F ) can be converted into [Ca2+]
using the following equation [85]
[Ca2+] =
F − Fmin
Fmax − F ×Kd (2.18)
where Kd is the dissociation constant of the calcium indicator, Fmin and Fmax are fluores-
cence contributed from free and Ca2+-binded indicators. The temporal profile of fluorescent
change over multiple images within the stack on the same region of interest (ROI) can be
computed using
∆F/F =
(Fi −Bi)− (F0 −B0)
F0 −B0 (2.19)
where F0 and Fi are emission intensity at the beginning of the recording and at any given
time point respectively, and Bi and B0 are fluorescence background following analogous





(1− (∆F/F )(∆F/F )max )
(2.20)
Imaging instrumentation
Epifluorescent, confocal, and two-photon microscopies are routinely used to monitor Ca2+
at cellular and subcellular levels. Figure 2.12 illustrates a typical imaging setup of epi-
fluorescent microscopy. The major components are excitation source, light collecting and
delivering optics, selection filters, and detectors. Confocal and two-photo microscopes typ-
ically differ from epifluorescent microscopy in light passing mechanism through pinhole
versus epi-illuminiation, and Ti-saphire lasers versus arc lamp light source. Traditional
epifluorescent microscopy is used in this work.
Mercury or xenon arc lamps are commonly used excitation light sources in epiflu-
orescent microscopy. They deliver broad spectrum light over large areas. Excitation light
is either fiber-guided into a microscope or delivered from an on-scope lamp house. Neutral
density (ND) filters are usually placed in the illumination path to attenuate the excitation
intensity over all wavelengths ranging from 100% transmission to 0% transmission. An
excitation filter transmits light with wavelengths around the spectrum apex and filters all
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Figure 2.12: Typical imaging setup of epifluorescent microscopy.
others. A dichroic mirror reflects the passing wavelength through microscope objective that
acts as a condenser and illuminates over a region of interest on the specimen. Objective
lenses with high values of numerical aperture (NA) are desirable for higher SNR on the
imaged specimen, i.e. water immersion lens versus air lens. When specimen fluorescences,
the collected emission light passes back through the dichroic mirror and is immediately
filtered by emission filter. Working in the same principle as excitation filter, emission filter
transmits wavelength around the emission maxima and blocks the remaining. Excitation
filter, dichroic mirror, and emission filter are physically mounted into a single cube with
the dichroic mirror tilted 45◦ with respect to both filters. Emitted light is subsequently
detected with either a photomultiplier tube (PMT) or charge-coupled device (CCD), where
fluorescent light is being converted into electrical currents. In CCD cameras, the detected
signals are quantized into 8, 12, or 16 bits digital resolutions before storage. The resolution
of captured images is proportional to the pixel size and active area of the CCD. Some CCDs
use active cooling (cooled-CCD or cCCD) to reduce dark current, improving linearity and
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dynamic range. Time series of images are captured through repeated exposure over the
same ROI with millisecond intervals. The speed of acquisition, known as the frame rate, is
limited by CCD output data rate. High frequency recording can be achieved by grouping
neighboring pixels into a larger pseudo-pixel, thereby reducing data rate and increasing
frame rate. This scheme is known as binning and is applied in this work.
2.4 Microelectrode arrays
Microelectrode array evolves from the concept of using a large number of electrodes to
noninvasively and chronically record neural activity extracellularly, thereby examining the
neural network activities among recorded neurons. In contrast to traditional recording tech-
niques where electrodes come in contact with targeting cells, MEA revolutionizes recording
methodology by bringing cells to the electrodes, i.e. dispersed cell culture grown on array.
The emergence of passive multi electrode array improves electrophysiology at cellular resolu-
tion. With the maturity of CMOS processes, active multielectrode array has been developed
in various medical and biological applications, which significantly enhance spatiotemporal
resolution even further.
2.4.1 The non-IC approach
Standard passive MEA
Thomas et al. demonstrated the first electrical recording on multiple dissociated chicken
myocytes using a planar MEA on a glass substrate [87]. Thirty platinum black treated gold
electrodes at 7 µm square are spaced 100 µm apart. Due to degradation in platinum, Pt/Au
electrodes are not well suited for chronic use. Planar passive-MEAs developed subsequently
exhibit similar spatial resolution with variation over electrode materials and insulations
[12, 88–91]. Planar MEA is also extended into both recording and selective stimulation
on cells in vitro [92–94]. Current state-of-art for commercial passive MEAs has approx-
imately 64 electrodes (8-by-8 or 6-by-10) with 20-70 µm square size at 100-450 µm pitch
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(MED64 Systems, MultiChannel Systems). Highest of which yields an electrode density of
130 electrodes per mm2. Electrode material consists mainly of titanium nitride, titanium,
and indium tin oxide with SiO2 or Si3N4 as insulators.
Many efforts have been made to form a tight contact between cell and electrode and
improve the SNR of the recorded potential. One approach is to create multiple pinhole
openings in the substrate that supports a MEA and applies negative pressure through them
[95]. In acute slices experiments where oxygenation is essential, the same openings are also
used as perfusion drain holes. Protruding electrodes are also introduced to increase the con-
tact area between cell and electrode, generating high seal resistance at the interface [95,96].
Protruding functionalized gold-spine electrodes (FGSEs) published by Hai et al. can record
both subthreshold synaptic depolarization and action potentials with a SNR comparable to
conventional intracellular recordings [96].
ThinFlim MEA
Specialized thin-film passive MEA (ThinMEA) is also introduced to combine optical imag-
ing with MEA recording. Inverted microscope using typical high-NA objectives with focal
length of approximately 300 µm is not able to image through standard glass substrate. Sub-
stituting the substrate with glass cover slip of 180 µm reportedly circumvents the issue [97].
Open-gate field effect transistor
Open-gate field effect transistor (OFET) is also explored as sensing transducer that replaces
metal electrodes [98]. The OFETs are constructed on silicon wafers using standard inte-
grated circuit fabrication process. In contrast to MOSFET fabrication, OFET lacks gate
oxide and polysilicon. Dissociated cells are positioned onto the open-gate channel area.
Changes in cell activities are reflected in the I-V characteristics of the field-effect transistor.
This technique requires meticulous biasing of the bulk electrolyte potential with respect to
the source and suffers from potential drift at the open-gate channel due to ion migration.
Alternative electrode topology such as circular fences consisting of 6 pillars around the
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electrode is also used to fixate lymnaea stagnalis neurons in place [99]. This work is later
extended into 96 OFETs array arranged linearly at 20 µm pitch for field potential recording
on organotypic brain slice [100].
Passive MEA measurement setup
Typical measuring system for standard passive MEA consists of MEM data feeding into
multi-channel low-noise filter amplifiers. Contact pins residing on the backside of the MEA
substrate push directly into amplifier board socket opening, making the entire recording
system a single unit. The elimination of excessive connecting cables at the front end that
are prone to noise coupling optimizes the SNR of the recording. Total noise as low as
6µV has been reported on commercialized MEA preamplifiers at 1200 V/V from 10 to 3
kHz [101]. Recording units are connected to data acquisition card on a host PC through
MCS or SCSI cables. Simultaneous acquisition of analog data from multiple channels are
sampled (typically 50 kHz per channel) and digitized (typically 12-bit resolution). Digital
TTL port can be interfaced externally to a separate stimulator, where stimulation pulses
can be fed back to the MEA electrodes. Stimulation feedback system using commercial
passive MEA has been employed in research study on cortical network behaviors [102].
2.4.2 CMOS MEA
Electrophysiology readout of passive MEA is limited by the number of external measuring
electronics and wired connection to them from the substrate. This readout throughput
limitation predefines a loose electrode density in order to cover a large recording area,
resulting in an average inter-electrode spacing of 150 µm, which is far larger than the
typical inter-cell spacing of 10-15 µm. Interfacing dense array of electrodes on a passive
substrate for hundreds or thousands cellular electrophysiology poses significant technical
challenges.
Advances in micro fabrication and integrated circuit technology enable denser ar-
rays to be constructed and integrated onto active CMOS substrates, fulfilling the high
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throughput requirements. The system therefore requires pre-amplifiers and stimulators to
be incorporated on-chip and the MEA to be self-powered. There is currently no commer-
cially available active MEA platform for sensing or stimulating neural activities. Previous
research work focuses on extracellular recording of cultured neurons and acute slices on pla-
nar electrodes. Most notable is the CMOS sensor array chip consists of 128x128 individually
addressable 4.5 µm-diameter TiO2/ZrO2 capacitor electrodes [13,103]. The system operates
at a frame rate of 2 kHz with 128 parallel pre-amplification channels. Analog outputs driven
off chip are quantized with 16 analog-to-digital converters (ADCs) at 32 MS/s with 8 bit
resolution. Action potential burst at 60 mV from lymnaea stagnalis neurons are obtained.
A smaller scale 8x16 electrode active array is reported for bidirectional interface [104]. A
control switch selects either stimulation or recording mode for the electrode. Each electrode
is being continuously sampled and readout at 20 kHz during record mode. However the
total number of electrodes (128) and spatial resolution (250 µm pitch) is comparable to
standard passive MEAs. Spontaneous activities from chicken neurons are recorded from
the MEA. Extracellular stimulation from the chip has not been reported.
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Chapter 3
Design of an Active CMOS-Based
Microsystem for Extracellular
Stimulation
This chapter describes the design and implementation of a microelectronic biosystem with
active CMOS multielectrode array for extracellular stimulation of neural activity. The
chip contains an array of high density microelectrodes, each driven by an in-pixel pulse
generator that produces square voltage waveform with unique duty cycles and number of
consecutive pulses. Extended CMOS processing on the array surface ensures high coupling
coefficient between stimulation electrode and brain tissue. The system combines on-chip
electrical stimulation with calcium imaging to achieve good spatiotemporal dynamics in
both stimulation and recording of neural activities in a network.
Section 3.1 introduces the design and operation of the chip from block level archi-
tecture to pixel level circuit model. Post-fabrication steps performed to enhance biocom-
patibility and cell-silicon coupling are explained in Section 3.2. Section 3.3 describes the
stimulation and fluorescent setup leading to the experiments. Supporting algorithms used
to automatically detect on-chip electrodes and neurons through real-time imaging are ex-
plained in Section 3.4. Finally, synchronized systemic workflow combining both electrical
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stimulation and optical setup is described in Section 3.5.
3.1 MEA chip design
3.1.1 Modes of operation
The CMOS MEA is designed to activate arbitrary combination of electrodes within the
array with unique stimulation pulse trains. The MEA array operates in three modes: load,
execute, and idle. During load, a 1 bit stimulus signal, level ZERO or level ONE, is written
into the desired electrode pixels sequentially. When all targeting pixels complete loading,
a global execute control signal is asserted, switching the entire array into execute mode.
In execution, stimulus signal buffered in each pixel is being driven onto the electrode. If
the buffered signal is ZERO, the electrode is being held at ground; if the buffered signal is
ONE, the electrode is being driven up to the desired stimulation voltage. When neither load
nor execute control signals are asserted, the array remains in idle mode, where electrode
potential retains its present value. The operating algorithm on toggling the MEA array
between load and execution mode to produce the desired square pulse stimulus waveform
on each electrode is explained in conjunction with pixel circuitry in the following section.
3.1.2 Pixel architecture
Each electrode contained in a pixel cell is driven by an in-pixel pulse generator. Active
circuitry for the pulse generator is shown in Figure 3.1. It contains two latches each com-
promising two cross coupled inverters with strong feed forward and weak feedback. Each
inverter has a β ratio of 2, where β is the transconductance factor of the transistor. The two
latches are connected in series by nMOS access transistors (Ma1 and Ma2) as open switches
controlled by load and execute control signals. Cell ratios for the first latch, load cell (L1,
β2/βa1 ) and the second latch, execute cell (L2, β6/βa2 ) are both at 1.25. The output
of the second flip-flop is buffered through two inverters to the electrode pad. The supply
voltage of the last inverter is variable, allowing independent control of the stimulation volt-
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age amplitude to meet the needs of applying different stimulation strength to the cells. To
prevent gate oxide breakdown when high stimulation voltage is applied to the electrode, the
inverter chain is constructed using thick-oxide nMOS and pMOS devices with breakdown
voltage of 5 V.
Figure 3.1: Pulse generator circuit schematics.
Operating algorithm
Assuming an electrode pixel is selected to produce a stimulation waveform, Figure 3.2
illustrates the operating algorithm of its circuitry to produce square voltage pulse at the
output. Before the operation begins, the electrode potential is assumed to be held at
ground. Access transistors Ma1 and Ma2 are symbolized by two on-off switches S1 and S2.
The operation is divided into three steps. In the first step, show in Figure 3.2(a), a ONE
is being loaded into L1 with S1 closed and S2 open. Each inverter in L1 has equal pull-up
and pull-down strength with transition threshold biased at VDD/2. Regenerative feedback
causes L1 to change state when VQ1 reaches VDD/2. At the end of the load period, VQ1=0
and output remains at ground potential. Then S1 opens and S2 closes, placing the circuit
into execute mode. Values stored in L1 are being propagated into L2. With VQ1=0, VQ2 is
being pulled down toward VDD/2. Regenerative feedback causes L2 to change state when
VQ2 reaches VDD/2. At the end of the execution period, VQ2 is pulled up to VDD and the
output potential toggles from 0 V to VDD as shown in Figure 3.2(b). The first two steps
construct the rising voltage ramp in the square voltage pulse. Falling voltage ramp can
be constructed by repeating the load and execute cycles with input changed to a ZERO.
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This is illustrated in Figure 3.2(c) and (d). Duration for a single pulse is controlled by
the time interval between two successive assertion on the execute signal. Multiple pulses
can be generated by periodically iterating through the entire operation cycle illustrated in
Figure 3.2.
Figure 3.2: Pulse generation operation algorithm. (a) A ONE is being stored into the first
latch under load mode. (b) The ONE loaded in the first latch is being propagated into
the second latch and toggles the output. (c) A ZERO is being stored into the first latch,
overwriting the original ONE. (d) The ZERO propagates into the second latch, toggling the
output back to ground potential.
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Load operation
Write operation on L1 is performed during load. Figure 3.3(a) shows the relevant part of
the circuit during the write operation of a ONE. Capacitor CQ1 is the intrinsic parasitic
capacitance at node Q1. When load is asserted, Ma1 operates in saturation region with its
source voltage initially at 0 V. Threshold voltage Vth for Ma1 equals to Vth0 in the absence
of body effect. Drain current through Ma1, Ia1, flows into CQ1 and charges up the capacitor.
Potential at Q1 increases and M4 starts to conduct in the triode region. As VQ1 increases,
Ma1 threshold also increase due to body effect, causing Ia1 to decrease. The minimum cell




µ2n(VDD − 1.5VTN )VTN
µp(VDD + VTP )2
(3.1)
Figure 3.3: Read and write access on L1. (a) Parts of the latch circuit during the write
operation in load mode. (b) Parts of the latch circuit during the read operation in execute
mode.
Execute operation
In execute mode, read operation on L1 and write operation on L2 are performed. Fig-
ure 3.3(b) shows the relevant part of the circuit during the write operation of a ONE on L2.
Capacitor CQ2 is the intrinsic parasitic capacitance at node Q2. Assuming VQ1 equals to
VDD initially, current flows through M5 and Ma2 into CQ2 when execute signal is asserted,
causing voltage at node Q2 to increase.
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Reverse conduction through access transistor Ma2 needs to be taken into consider-
ation to ensure signal stability in L1 during execute mode. As illustrated in Figure 3.4,
when the access transistor Ma2 is on, the combination of Ma2 and output current of M7-M8
inverter can influence the data stored in L1. The change in voltage at node Q1 needs to be
sufficiently small so that L1 would not change state during the read operation. This issue
can be avoided by making M7-M8 inverter a weak device, so that current strength at Q1
dominates over Q2.
Figure 3.4: Reverse conduction through access transistor
Static noise margin on pulse generator
Noise sources such as thermal noise, coupling, and large ripple in power lines due to high
switching activities from multiple pixel cells can cause disturbance on the value stored in
the cross couple inverters, and in the worst case, causing undesired state change in the
latch. The SE pixel cell is most vulnerable to noise during the read access of L1 when
access transistor Ma2 is turned on in execution mode: the 0 V stored at node Q1 increases
to a voltage higher than ground potential due to the voltage division formed by Ma2 and
M2 with node Q2 at VDD and some terminal of M2 at ground.
The stability of L1 can be expressed by static noise margin (SNM), which is measured
by the worst case Vn the latch can tolerate before it switches its state [105], where noise
source Vn is modeled as static voltage source. SNM can be computed analytically by
inserting Vn into the flip-flop cell shown in Figure 3.5. The configuration for electrode pixel
cell under execution mode with node Q1 at 0 V and Q1 at VDD gives
Ia2 = I2 (3.2a)
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I3 = I4 (3.2b)
Assuming Ma2 and M4 operate in saturation region and M2 and M3 operate in the triode
Figure 3.5: Relevant circuit schematic when L1 is being accessed for read operation.
region, (3.2) can be rewritten using transistor drain current model as follows
1
2
(VGSa2 − VTH)2 = β2
βa2





(VGS4 − VTH)2 = β3
β4
VDS3(VGS3 − VTH − 1
2
VDS3) (3.3b)
The voltages VGS3, VDS3, VGS4, and VGSa2 in (3.3) can be expressed in terms of Vn, VDS2,
VGS2 using Kirchhoff voltage law, which yields
1
2
(VDD − VDS2 − VTH)2 = β2
βa2





(VDS2 + Vn − VTH)2 = β3
2β4
(VDD − Vn − VGS2)(VDD − Vn − 2VTH − 2VDS + VGS2) (3.4b)
Solving (3.4) for Vn using linear approximation [106] at the operating point where inverter
characteristic has constant slope yields
Vn = VT − 1
a+ 1
(
VDD − VTH − VTr+1
1 + ra(r+1)
− VDD − 2VTH




(1 + 2a+ β3β4a
2)
) (3.5)
From expression (3.5), SNM increases with increasing βa2/β2 ratio. Figure 3.6(a)
shows SNM dependency on VDD variation with βa2/β2 ratio of 1.25. Larger βa2/β2 ratio
is desired to minimize voltage drop across M2 and maximize SNM. However the size of the
transistor is limited by the small cell area of the SE pixel. At VDD=2.5 V, βa2/β2=1.25,
and β3/β4=2, SNM of the SE cell is 0.8 V. Graphical representation of the SNM using
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maximum possible square on the voltage transfer characteristics (VTC) of the flip-flop is
shown in Figure 3.6(b).
Figure 3.6: (a) SNM as a function of supply variation with a cell ratio of 1.5. (b) Maximum
square representation of static noise margin on cross coupled inverter pair VTC.
Stimulation amplitude variation analysis
Figure 3.7 shows the circuit diagram of the last buffering inverter stage of the SE pixel cell.
The variable supply voltage, Var, gives independent control of the stimulation amplitude.
The inverter is loaded by the oxide capacitance of the stimulation electrode Cox and intrinsic
capacitance from the transistors, with Cox dominating. Equation (2.15) indicates that
biphasic stimulation current is directly proportional to the oxide capacitance and the slew
rate of the inverter. For a fixed oxide capacitance, faster slew rate is desired to achieve
higher biphasic current. The relationship between inverter slew rate dVs/dt, and its supply





where Id is the drain current through nMOS during discharge,
Id =

βVs(Vin − VTH − 12Vs), linear
1
2β(Vin − VTH)2, saturation
(3.7)
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β
2Cox
(Vin − VTH)2, saturation
(3.8)
The input waveform to the inverter is the output from previous inverter stage in the circuit
Figure 3.7: Pixel circuit buffering stage with variable supply voltage on the last inverter.
and can be approximated as a fast ramp. The output waveform, Vs, in response to the










1− βVDDCox (1− n)2t, saturation
(3.9)
where n is the normalized threshold voltage and βVDD/Cox is the capability factor for the
























From (3.10), increasing VDD results in an increasing slew rate. Given a fast ramp
at the input where the transistor enters the linear region after the input ramp saturates,
the slew rate as a function of VDD is plotted in Figure 3.8.
3.1.3 MEA chip architecture and building blocks
The top level MEA chip architecture is shown in Figure 3.22. The array with a total of
256x256 pixel cells is partitioned into eight banks with each bank containing 32x256 pixel
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Figure 3.8: Inverter output slew rate as a function of supply voltage VDD.
cells. A 3:8 decoder uniquely addresses one of the eight banks and an 8:256 column decoder
addresses one of the 256 columns in the array. Decoder pitch matches the pitch of electrode
pixel cell in the array so that interconnects between the two do not produce area overhead.
The combination of column address (A1 to A8), bank address (A9 to A11), and asserted
load signal selects and enables a vertical block of 32x1 SE pixels for loading data. A 32-bit
data line runs across the 32 pixel rows within each bank and is duplicated for each bank.
Each SE pulse generator within the 32x1 block receives stimulation data from a 32-bit data
bus, enables simultaneous loading of all pixels within the block and reduces load time by a
factor of 32.
3.2 CMOS MEA fabrication and post-processing
The chip is fabricated in a commercial CMOS foundry (Taiwan Semiconductor Manufac-
turing Company) with a minimum transistor length of 0.25 µm and operates at a nominal
voltage of 2.5 V. Figure 3.9 shows a micrograph of the stimulation MEA. The 4x4 mm2 chip
consists of 65,536 square electrodes. Each electrode has an edge length of 11.4 µm with a
pitch of 12.2 µm, giving rise to a total active stimulation array area of 3x3 mm2. Column
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and row decoders are located along the top and right sides of the array with decoder select
signals fanning out into the entire array.
Figure 3.9: Chip micrograph and microscope capture of the electrodes.
In chip layout, electrodes are realized using top aluminum metal layer (ML5) in the
five-metal process (ML1-5). Pulse generator circuitry that drives each electrode resides on
sub metal layers with tungsten vias vertically connect circuitry output to ML5. An over-
glass cut opening through the passivation layers (∼0.7 µm Si3N4 and ∼1 µm SiO2) on top
of ML5 is created for each electrode, exposing the electrodes to open air. This process
is similar to the fabrication of the chip bond pads. An atomic force microscopy (AFM)
image of the fabricated chip surface is shown in Figure 3.11(a). The over-glass cuts create
a non-planar surface profile with electrodes recessed 1.5 µm below the dielectric fringes.
Since stimulation electrodes have to be located at the surface where neurons are attached,
post-processing is needed to bring the electrodes to the surface. Standard microfabrication
procedures are carried out in a cleanroom environment with a one-mask process that in-
cludes photolithography, dry etching, and atomic layer deposition. Figure 3.10 illustrates
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the process flow.
Figure 3.10: Post microfabrication process flow.
Photolithography procedure is used to selectively cover the chip periphery with a
chrome mask and expose only the array surface. A positive photoresist with high viscosity
(AZ-4620) is used. The photoresist is spin-coated following the 3-speed setting in [108] at:
1750 rpm for 9 sec, 4500 rpm for 60 sec, and 6000 rpm for 20 sec. Due to small chip surface
area and high viscosity of the photoresist, large edge beads accumulate at four corners of
the chip. Coatings over multiple chips show an average film thickness of 7.2 µm on non-
edge-bead areas. The photoresist is initially exposed using a contact mask aligner at 8
mW/cm2 for 4 minutes. Due to the high profile edge beads, the final exposure dose is
increased to 6 min. This creates over exposure at non-edge-bead areas, and causes actual
developed pattern to be larger than the chrome-mask pattern by approximately 4 µm. Since
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the patterned feature size is 3123 µm, a 0.13% variation from over exposure is tolerable.
AZ 300 MIF developer (3:1 dilution with deionized water) is initially used for developing
photoresist. However due to lack of sodium-based buffering, the developer attacks the
aluminum surface and etches the electrodes. Hence it is replaced with AZ Developer Dilute
(1:1), an inorganic sodium-base buffered developer that maintains stable pH and minimizes
aluminum corrosion.
Figure 3.11: Post processing of the array surface. Atomic force microscope of the electrode
(a) before planarization and (b) after planarization.
The Si3N4-SiO2 dielectric on top of each electrode is etched using a dry-etch process
with C4F8/O2. Figure 3.11(b) shows an image of the electrode surface after the etch. The
85-nm surface profile observed on the electrodes is an artifact of the initial passivation etch
done by the foundry. A low-temperature atomic-layer deposition (ALD) process is then used
to directly deposit a 15 nm hafnium oxide (HfO2) layer onto the planarized electrodes to
make the interface capacitive. Post processing creates a tight contact seal between electrode
and cell tissue and significantly increases coupling resistance Rj .
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3.3 System setup
The setup combines simultaneous electrical stimulation from the chip and optical recording
using calcium imaging. Each is described below.
3.3.1 Stimulation system setup
Chip bonding and packaging are performed by an external vendor (Corwil, Milpitas, Cal-
ifornia). The processed chip is attached to a 272-pin 27x27 mm2 ball grid array (BGA)
package with an isotropic conductive adhesive for good thermal conductivity. Aluminum
bond wires connecting the bond pads along chip perimeter to the pads on the package are
encapsulated in thermally Hysol epoxy, and the array surface is exposed. A finalized pack-
aged assembly is shown in Figure 3.12. The packaged assembly is seated in a customized
Figure 3.12: A MEA stimulation chip packaged using a BGA package with donut epoxy.
surface-mount socket on a custom-made printed circuit board (PCB) and secured with an
open-center cover. The 6-layer PCB interfaces the packaged chip to two PCI data acquisi-
tion cards (NIDAQ PCI 6259, National Instrument, Dallas, Texas) on a desktop computer
that serves as the processing spine for the stimulation setup.
A customized Perl program on the host PC generates a series of bit pattern based
on the electrode coordinates and pulse duration specified by the user. Each bit pattern
follows the instruction format listed in Table 3.1. Asserting either l or e specifies whether
the array operates in load or execute mode respectively. Bits {a8..a1} and {a11..a9} select
one 32x1 electrode block within the array, and {d31..d0} specify the content of the data bus
to be written into the selected block. The algorithm used to generate a sequential list of bit
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patterns to produce single pulse on multiple electrodes is described in Table 3.2 with each
bit pattern following the instruction format.
Column Address Load Exec Data Bank Address Data
0 a8 ... a1 l e d31 ... d16 a11 a10 a9 d15 ... d0
Table 3.1: Bit pattern instruction format.
Main data control unit is realized using the two synchronized NIDAQ cards. Each
card has 32 digital I/O ports, DIO<0..31>, each with a current drive strength of 24 mA.
Bit patterns are fed into the stimulation chip through the digital output ports connected
to the PCB using four NIDAQ cables. The first 32 bits in each bit pattern are streamed
into NIDAQ-Device-1/Port 0/Line0:31. The remaining bits are streamed into Device-2.
Streamed in patterns are buffered in the FIFOs built on both NIDAQ boards with buffer
size set to 6 Mbytes for each. After streaming, the buffered data are clocked into the
stimulation chip. Clock signal is generated from NIDAQ-Device-1 internal counter and
shared by Device-2. A customized Labview program provides user interface for specifying
clock rate and number of pulses in a stimulus train. Figure 3.13 shows the block diagram
of the stimulation configurations.
Figure 3.13: Block diagram of the stimulation configuration.
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3.3.2 Fluorescent imaging setup
Mechanical setup
Chips containing neuronal cultures or tissues are positioned directly under an objective
lens, and are imaged and recorded using a cooled CCD camera (Hamamatsu Orca-ER,
Tokyo, Japan) mounted on an upright fluorescence microscope (Olympus BX50WI, Tokyo,
Japan). A mercury arc lamp (X-Cite 120Q, Lumen Dynamics, Ontario, Canada) is used as
an excitation light source with 120W white light fiber-guided into the microscope. Images
are recorded using either air objective at 10X/NA-0.3 magnification or water immersion
objectives at 10X/NA-0.3 or 20X/NA-0.3 magnification.
Two high-affinity calcium dyes are used in this work, Fura-2 AM (Kd = 145 nM,
Invitrogen) and Fluo-4 AM (Kd = 350 nM, Invitrogen). Dichroic filter sets used for Fura-2
and Fluo-4 dyes are 380 nm for excitation combined with 510 nm for emission, and 490
nm for excitation combined with 520 nm for emission respectively. A rotating disk in the
microscope inserts the correct filter set into the light path with respect to the dye being
used. Neutral density filters, ND6 and ND25 (Olympus, Tokyo, Japan) are also placed in
the illumination path when a water immersion objective lens is used. Figure 3.14 shows the
complete system setup.
Imaging analysis
Imaging is performed in a dark environment and collected using IPLab (BioVision Tech-
nologies). Time-lapse fluorescence images are taken at 10 Hz (1x1 binning), 50 Hz (1x1
binning) and 25 Hz (4x4 binning). Analysis is done by making a ∆F/F movie from the
original fluorescence recording using a preprogrammed Java plug-in in ImageJ imaging soft-
ware (National Institute of Health). Fluorescence change per frame is calculated according
to (2.19), where each frame is pixel-wise subtracted from the first frame with the difference
normalized to the fluorescence intensity of the first frame.
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Figure 3.14: System setup showing PCB hosting the stimulation chip positioned directly
under the microscope for calcium imaging.
3.4 Semi-automatic imaging recognition
Each electrode in the array is being identified by its row and column coordinates, which
spans from 1 to 256 in both horizontal and vertical directions. In order to activate a
particular electrode for stimulation, electrode coordinates need to be specified. Electrode
coordinate identification in earlier experiments is carried out by manual counting starting
from the edge of the array through microscope magnification, a process that takes signif-
icant amount of experiment time. The objective in this part of the work is to implement
an algorithm automating this process. The work is carried out in two parts: electrode
identification and neuron identification. Given a pixel in the gray scale image, the first
part detects individual electrode in the image and computes the electrode coordinate for
each. The second part detects neuron layout in the image. Combing it with the electrode
detection, a list of stimulating electrode coordinates on any targeting neurons in the image
can be automatically generated in real time. The algorithm for each part is described in
details in the following subsections.
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3.4.1 Electrode identification
Electrode recognition extracts electrode borders on a given image I(x, y), and is processed
through three sequential steps. First, a set of horizontal and vertical 100-pixel long line
segments are extracted from the image I(x, y) and are identified as electrode border can-
didates. Another set of electrode borders on the same image is also projected using the
combined values from three parameters: pixel coordinate for the top-left most electrode
in the image, pixel width per electrode, and image rotation angle. The projected border
grids based on the different values from the three parameters are compared to the border
candidates. A set of values that result in the most overlaps between the two are saved.
And finally, each pixel coordinate is mapped into electrode coordinate using the optimized
parameters.
Extract electrode border candidates
Static images of electrode array with neural growth are acquired under the same lens and
optical settings used in the experiments. Each gray scale image at 1x1 binning is composed
by 1344x1024 pixels and digitized at 8 bits per pixel. The 8 bit digitization encodes 0 for
black on the gray scale spectrum and 255 for white. Coordinate system (xi, yi) is used
to identify each pixel in the image. Coordinate convention is defined as follows for the
four corners of the image: (0,0) for the top-left most pixel, (1343,0) for the top-right most
pixel, (0,1023) for the bottom-left most pixel, and (1342,1024) for the bottom-right most
pixel. Figure 3.15 shows an example image with the corner pixel coordinates labeled. Under
10X magnification, each image contains proximately 77x59 stimulation electrodes. Square
electrodes having identical size are laid out in the array without any overlap. The 0.8 µm
gap in between adjacent electrodes appears as black borders and surrounds each electrode
in the images. The width of each border is 3 to 4 pixels.
Pixels across each row and column of the image are divided into piecewise hor-
izontal and vertical line segments. Horizontal line segments are composed by pixel set
{(xi, y)(xi+1, y)(xi+2, y)..(xi+99, y)}, where xi is divisible by 100. Vertical line segments
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Figure 3.15: An example static image of neuron growth on top of the MEA electrodes.
Each image is of 1344x1024 pixels at 1x1 binning. Pixels coordinates for the four corners
are labeled as shown.
are composed by pixel set {(x, yi)(x, yi+1)(x, yi+2)..(x, yi+99)} where yi is divisible by 100.
For each line segment Li, twelve closest parallel lines to it are grouped together to form
a line set {Li−6..Li−1, Li, Li+1..Li+6}, where Li−6 to Li−1 are six line segments above line
Li for horizontal segments, and Li+1 to Li+6 are six line segments below it. A confidence
interval is computed for each line segment Li to determine whether it is an electrode border
candidate
gbackground − gborder > 3× σ (3.11)
where gborder is the average grey value over the combined pixels in lines {Li−1, Li, Li+1},
gbackground is the average grey value over the combined pixels in lines {Li−6..Li−2, Li+2..Li+6},
and σ is its pixel gray value standard deviation. If (3.11) is valid, then line segment Li be-
comes a border candidate. Otherwise Li is discarded from the algorithm. If multiple parallel
border candidates has inter-spacing distance less than 5 pixels, the segment with the lowest
gborder is taken as the final border candidate, whereas the remaining are discarded from
the algorithm. Figure 3.16 illustrates a gray scale image with horizontal border candidate.
Vertical border candidates are computed similarly.
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Figure 3.16: Horizontal electrode border candidates detected on an image.
Electrode border optimization
Border optimization is centered on finding the optimum values for a set of three parameters,
each representing a degree of freedom in the image property:
Initial pixel coordinate: The Cinit having (Cinit,x,Cinit,y) is the initialization param-
eter marking the pixel coordinate for the top-left most electrode in the image, and within
it, the top-left most pixel (Figure 3.17a).
Electrode pixel depth: Based on the fact that electrodes are perfect squares with
identical dimensions, pixel depth Pelec quantifies the electrode width in unit of pixels (Fig-
ure 3.17b). Each electrode has an approximate width of 18 to 19 pixels. The algorithm will
determine the exact electrode width.
Angle of rotation: microscope stage mechanically hosting the MEA chip is manually
pushed under the objective lens for imaging. The orientation of the array is not always in
an upright position, causing a rotation in the imaged array. The tilted offset angle with
respect to the horizontal level is parameterized as θoffset, illustrated in Figure 3.17(c).
A grid formed by electrode borders can be projected using any random value from
the three parameters, θoffset, Pelec, and Cinit. The optimization process evaluates a set
of optimum values for the three parameters that project grids corresponding to the actual
electrode border in the image. Each of the three parameters is confined within a certain
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Figure 3.17: Three degrees of freedom in border optimization algorithm. (a) Initial coordi-
nates for the starting electrode in the imaged array. (b) Pixel depth per SE in unit of pixel.
(c) Array angle of rotation from its upright orientation.
range, i.e. θoffset ∈ {−0.1,−0.09, ..0.09, 0.1}, Pelec ∈ {18, 18.1, ..18.9, 19}, Cinit ∈ {x :
0, 1, ..19, y : 0, 1, ..19}. Projected grid using one set of value from all possible combinations
in the range is evaluated against electrode border candidates previously determined. The
evaluation algorithm determines whether a border candidate overlaps with the projected
grid. Table 3.3 provides the algorithm on checking for overlaps. The algorithm chooses a
set of value that result in the most overlaps between the projected borders and the border
candidates. Figure 3.18 shows the final detected electrode border on a gray scale image.
Figure 3.18: Electrode border detected on a gray scale image.
When the gray scale image I(x, y) is poorly focused or presented with too many
cultured neurons, the algorithm performance degrades. This occurs on average in every two
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out of ten captured images, where the automatically detected electrode border is skewed
from the actual border. This is illustrated in Figure 3.23(a). A graphical user interface
(GUI) is implemented to overcome this issue, which allows manual adjustment on θoffset,
Pelec, and Cinit. Figure 3.23(b) illustrates the corrected electrode border with the manual
adjustment GUI panel.
Assign electrode coordinate
With the finalized layout parameters, θoffset, Pelec, Cinit and an electrode border grid for
the image, the final step of the algorithm maps each pixel coordinate in image I(x, y)
into electrode coordinate. Given a pixel coordinate (xp0, y
p
0) corresponding to an electrode
coordinate (xe0, y
e
0), mapping follows the algorithm provided in Table 3.4.
3.4.2 Neuron identification
Neuron detection in a gray scale image proceeds through three steps. First, electrode
borders are removed from the image. After border removal, a set of binary layers are created
using threshold filtering. At each layer, filtered-through pixels are grouped into multiple
neuron clouds. An inter-threshold comparison algorithm is applied to neuron clouds in two
consecutive layers for the entire set to determine the final neuron contours. Key challenges
in neuron identification includes: i) identify objects that are not neurons, i.e. residue spots
and undissolved dye; ii) discretely identify individual neuron soma within a neuron cluster.
In the first step, electrode borders are considered as noise and are removed from
the gray scale image I(x, y). This is done by computing average gray scale value for both
border pixels and non-border pixels. Gray values on the border pixels are compensated by
adding the difference between the two averages.
The processed layer I˜(x, y) is then filtered using the multi-thresholding approach [109].
A set of thresholds starting with gray value g0 = 250, evenly stepped by ∆g = 5 is applied
to the layer I˜(x, y). At each threshold level, pixels with a gray scale value greater than
gi are considered as neuron pixels, and are remapped to a new binary layer I˜i(x, y) under
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the same pixel coordinates. As the result of the filtering process, a set of binary layers
I˜1(x, y), I˜2(x, y) . . . I˜n(x, y) are generated. Image I˜1(x, y) contains the white pixels in the
original image I˜(x, y). Image I˜2(x, y) contains pixels whose gray value are slightly darker
than those in image I˜1(x, y), and so on so forth. Threshold filtering stops when the number
of pixels identified as neuron candidates becomes greater than one third of the total pixel
in image I˜(x, y).
Pixels in each binary layer are combined into groups called neuron clouds. Two
pixels are grouped into the same neuron cloud if and only if they are adjacent to each other
or they can be connected through other pixels already in the group. Cloud size is given
by the total number of pixels in a neuron cloud. Elimination is performed on all layers
by discarding neuron clouds having a cloud size less than 50 pixels. The minimum clouds
size of 50 pixels is the best estimate on the smallest neuron size for D14 in vitro growth at
approximately 4 µm2.
Inter-threshold comparison among adjacent layers is then applied to all layers within
the stack [109]. Each neuron cloud in image layer I˜i(x, y) is a subset to a neuron cloud in
the lower image layer I˜i+1(x, y). Image I˜i(x, y) is called the top layer and image I˜i+1(x, y)
is called the bottom layer. If a neuron cloud in the bottom layer covers more than one
neuron clouds in the top layer, then the neuron clouds in the top layer are marked as
finalized neurons. A conceptual illustration of this algorithm is shown in Figure 3.19(a).
This discretely classifies individual neurons that grow in a neuron cluster. If a neuron cloud
in the bottom layer covers only one cloud in the top layer, as shown in Figure 3.19(b), the
algorithm drops the cloud content in the top layer, picks up the cloud content in the bottom
layer and compares them to layer i+ 2. The process repeats until the last layer is reached,
at which point marks the neuron cloud as a finalized neuron.
Figure 3.20 is a representative illustration on the final circumcised contour of the
identified neurons from one of the experiments. With different neural growth in multiple ex-
periments, automatic neuron identification has a detection coverage of 87% (n = 5 images).
A GUI similar to the electrode identification is constructed to provide manual adjustment
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Figure 3.19: (a) A neuron cloud in the bottom layer encloses two neuron clouds in the top
layer. (b) A neuron cloud in the bottom layer encloses only one neuron cloud in the top
layer.
capabilities on the detected neuron layout. Existing neuron contours can be removed by
clicking the detected contour on the image and new cells can be added via the same method.
Figure 3.21 shows the data flow in the system.
Figure 3.20: Automatically detected cell bodies in image I(x, y).
3.5 Synchronized system workflow
System workflow combining all sub blocks described from Sections 3.1 to 3.4 using manual
and automatic electrode identification is separately described below.
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Figure 3.21: Complete system setup with signal datapaths and workflow.
3.5.1 Workflow with manual electrode identification
Coordinates for electrodes to be activated for stimulation are manually counted starting
from the edge of the chip in both horizontal and vertical directions under optical magnifi-
cation. Each electrode coordinate is inputted into the bit configuration Perl program when
prompted, and a command file containing series of bit patterns is generated. The LabView
GUI loads the command file by sequentially streaming each bit pattern into the NIDAQ
buffers. In the mean time, stimulation amplitude is set to the desired value and delivered
to the voltage regulator on the PCB. When loading completes, an external TTL trigger is
sent to both the camera control box and the LabView program. Camera starts recording at
the specified frame rate and LabView program clocks buffered stimulation pattern into the
MEA chip. They are synchronized so that camera shutter opens 150 msec prior to electrode
activation.
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3.5.2 Workflow with automatic electrode identification
With automatic electrode identification, system workflow is divided into two sequential
steps: pre-stimulation calibration followed by automatic stimulation.
Pre-stimulation calibration
A gray scale image with neural growth on the MEA is captured in IPLab. Automatic elec-
trode identification is performed on the image using the algorithm described in Section 3.4.1.
Skews on the detected electrode border grid can be adjusted using the GUI if needed. With
a finalized electrode border grid, a pop-up window prompts for an initialization coordinate
on any one of the electrodes in the image, and coordinates for each electrode in the image
are computed. Neuron detection is then performed on the image using the algorithm de-
scribed in Section 3.4.2. Adjustments on detected cells either deleting detected contours
or adding undetected neurons can be made by clicking on the designated locations on the
image. Detection algorithms are written as multiple Java plug-ins stored in ImageJ, where
each algorithm is individually executed with selection from the pull-down menu.
Automatic stimulation
Neurons to be stimulated can be individually selected by selecting the detected neuron con-
tours on the image. Coordinates of four electrodes directly under each selected neuron are
automatically registered. Each electrode coordinate is converted into bit patterns following
the algorithm described in Table 3.2. A customized LabView program periodically checks
for a new bit pattern command file every 500 msec. When it becomes available, stimula-
tion bit patterns are streamed and buffered into NIDAQ cards described previously. In the
meantime, ImageJ periodically checks for LabView streaming progress. When streaming
completes, ImageJ changes a continuously running IPLab script from live-view mode to
camera-record mode, and Labview clocks the bit patterns into the chip after an adjustable
delay with default value set to 400 msec.
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Input:
Electrode coordinates {(x1, y1), ..(xi, yi)}, pulse duration ∆t
Algorithm:
//Phase 1: load each targeting electrode with data bit 1.
for each (xi, yi)
1) Compute physical column address, row address, and bit address
within 32x1 electrode block from (xi, yi)
electrode-phy-col = 256 - yi
electrode-phy-row = floor {(xi − 1)/32}
electrode-phy-bit = (xi - 1) mod 32





delectrode−phy−bit =1; All other data bits equals to 0.
end
// Phase 2: execute
Generate a single bit pattern following the instruction format with e = 1 and all others
equal to 0.
//Phase 3: insert dead cycles to generate the desired pulse duration ∆t
for dead-cycle = (pulse duration)×(Labview clock freq)- (number of electrodes loaded with
bit 1)
Generate bit pattern for dead cycle with all bits set to 0
end
// Phase 4: load each targeting electrode with data bit 0
for each (xi,yi )
Same procedure as Phase 1 with all data bits {d31, ..., d0} set to 0
end
// Phase 5: execute
Generate a single bit pattern following the instruction format with e = 1 and all others
equal to 0.
Table 3.2: Pseudo code for generating a series of bit patterns that instructs the stimulation
chip to produce a single pulse stimulus on multiple electrodes. Pulse duration and electrode
coordinates are specified by the user.
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Input :
θoffset, Pelec, (Cinit,x, Cinit,y), a border candidate {(xi, yi)..(xi+100, yi)}
Algorithm :
1) Compute midpoint for the border candidate (xmid, yi) where xmid = xi + 50;
2) Calculate (xmid, ytop) where ytop=(xmid-Cinit,x )θoffset+Cinit,y
3) Choose an integer value Ncell closest to (yi − ytop)/Pelec
4) If the difference between yi − ytop and NcellPelec is less than 2 pixels, then the border
candidate is the final candidate.
Table 3.3: Optimization algorithm that computes electrode borders using multiple border
candidates.
Input :
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coordinate for (xp0,y
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(0,0).
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i,relative ) is the electrode
coordinate for pixel(xpi ,y
p
i ) assuming that (Cinit,x,Cinit,y ) corresponds to electrode coor-
dinate (0,0).




i,relative − xe0,relative + xe0
yei = y
e
i,relative − ye0,relative + ye0
where (xei ,y
e
i ) is the corresponding elec-
trode coordinate for pixel (xpi ,y
p
i ).
Table 3.4: Pixel coordinate mapping into electrode coordinate.
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Figure 3.22: (a) System architecture of the CMOS stimulation array. (b) Individual bank
architecture.
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Figure 3.23: (a) Electrode border detection on out-of-focus image. (b) Manual adjustment
to form the correct electrode border using the GUI panel on the left.
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Chapter 4
Experimental Results 1: Proof of
Principles
Experimental results are presented in this chapter, demonstrating successful stimulation
in both thalamocortical acute brain slices and dispersed hippocampal cell cultures using
the MEA electrodes. Section 4.1 examines the overall system functionality with electrical
testing. Section 4.2 presents the first experimental result on successful up-state activation
in acute brain slices due to MEA stimulation with a section or the entire array activated.
Acute brain slice extraction, chip surface preparation, and dye loading are also explained.
Section 4.3 presents experimental results showing successful extracellular stimulation on
hippocampal culture with a section or the entire array activated. Spatiotemporal analysis
on the activated cells is discussed. Chip surface preparation, on-chip cell culturing, and dye
loading are explained as well.
4.1 Electrical characterization
Electrical testing of the CMOS MEA is carried out before performing extracellular stim-
ulation on neural tissues. MEA-reset initializes each electrode potential to ground by se-
quentially loading bit ZERO into each stimulator and subsequently switching the MEA into
execution mode. Characterization of the stimulator at each electrode site is carried out by
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verifying pulse duration, amplitude, and duty cycles. Figure 4.1 shows a representative
stimulus from one electrode measured with an active probe (Cascade Microtech, Oregon).
A train of three square pulses is programmed into the target electrode. Each stimulus is
configured at 1.5V with 280 µsec pulse duration and 1 msec period. Pulse amplitude is lim-
ited by the gate oxide breakdown voltage of M11 and M12 in Figure 3.1 at 5 V. Minimum
pulse amplitude is the threshold voltage of M12 at 0.6 V. Single pixel load time is 14 nsec
and full frame load time is 29 µsec. This allows sufficient time resolution for a stimulation
pulse, which is usually in the order of several hundred microsecond time scale. The slope
of voltage ramps in each pulse is correlated with the slew rate of the CMOS inverter driv-
ing each electrode. This is discussed in Section 3.1.2. Electrochemistry characterization of
stimulus waveform in electrolyte is described in Section 5.1.
Figure 4.1: Stimulus waveform produced by preconfigured target electrodes with three
consecutive square voltage pulses at 1.5V with 280 µsec pulse duration and 1 msec period.
4.2 Extracellular stimulation of thalamocortical acute slice
For the first test measurement on using the active CMOS array for extracellular stimulation,
thalamcortical acute brain slice is used. The goal is to elicit neural responses from MEA
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stimulation. With repeated surface profile modifications on the array via post microfabri-
cation, and different trial-and-error growth of dielectric materials, high coupling between
the neural tissue and MEA electrodes is achieved to successfully elicit action potential ac-
tivities. Results from extracellular stimulation of thalamocortical acute slice are presented
in this section. Stimulation and optical recording setups described in Section 3.3 are used
here.
4.2.1 MEA and acute slice preparation
MEA chip preparation
Prior to each experiment, MEA chip surface is cleaned through extensive rinsing using ace-
tone and methanol, followed by a deionized water rinse (18.3 MΩcm). The chip is then
blown dry with filtered nitrogen gas stream. Polylysine at 1 mM dilution with 1X phos-
phate buffered solution (PBS) is coated onto the chip overnight at room temperature to
promote charge-based adhesion between cells and electrode surface. Prior to each exper-
iment, polylysine aliquot on the chip is removed with sterilized PBS wash. The chip is
subsequently blown dry with nitrogen gas.
Thalamocortical slice preparation
Thalamocortical acute slices used in the experiments are made from postnatal day-14 (P14)
mice at 400 µm thickness similar to the method described in [110, 111]. Briefly, P14 mice
are decapitated. Dura maters covering the brain cortical surface are carefully peeled away.
Extracted brain is immediately placed in sucrose artificial cerebral spinal fluid (ACSF) ice
bath containing the following (in mM): 0.5 CaCl2, 7 MgSO4, 2.48 KCl, 1.5 NaH2PO4, 27
NaHCO3, and 220 sucrose oxygenated with 95% O2 - 5% CO2.
A hemisect cut is made along posterior-to-anterior axis of the brain. Each hemisphere
is placed with the cut face glued to a plexiglass triangle with 30◦ inclination and anterior
end in downhill direction. Horizontal slices are cut along the ventral cortical brain using a
vibratome (Leica VT1000S, Nussloch, Germany) at a high-vibration low-speed setting. A
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small cube of agar is glued to the plexiglass triangle against the back side of the tissue to
support against blade pressure. Brain slices are collected with a pipette and transported into
an incubation bath. Slices are incubated for 1 hour at 37 ◦C in standard ACSF including
(in µM) 1260 NaCl, 30 KCl, 11.5 NaH2PO4, 200 MgSO4, 260 NaHCO3, 200 CaCl2, and 100
dextrose aerated with 95% O2 - 5% CO2. Acute slices are made at 250 µm thickness later
for the ease of experiment investigation.
Fura-2 AM Loading
To prepare the acute slices for optical imaging recording, slices are bulk loaded with AM
calcium indicators, Fura-2 AM (Invitrogen). The thalamocortical slices are transferred into
a small petri dish containing 2 ml of ACSF. An aliquot containing 50 µg Fura-2 AM, 13 µl
DMSO, and 2 µl fluoronic F-127 (Molecular Probes) is prepared with a final concentration
of 3.3 mM. The mixture with 20 µl is first carefully pipetted into the petri dish directly
above each slice. The remaining dye is then pipetted into the peripheral volumes. The
slices are then incubated in a dark chamber with temperature controlled at 35-37◦C for
20 minutes. Humidified air is gently passed over the surface of the liquid throughout the
incubation period. After loading, excessive dyes are replaced with fresh ACSF.
4.2.2 Global stimulation
Experimental setting
The chip is seated into the surface-mount PCB socket described in Section 3.3.1 and secured
with a screw-in open-center socket top. A cured polydimethylsiloxane (PDMS) layer of 2
mm with a square hole cut in the center is glued onto the socket top with silicon paste.
The layer seals packaged chip with socket cover to prevent electrolyte leakage. The center
opening volume, exposing both MEA and donut epoxy, serves as slice chamber containing
brain tissue and electrolyte. This is shown in Figure 4.2. One milliliter of warmed (37◦C)
McCormic ACSF containing 0.5 mM KCl, 1.2 mM CaCl2, and 1 mM MgSO4 aerated with
95% O2 - 5% CO2 is injected into the slice chamber. The ACSF is continuously perfused at
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Figure 4.2: Packaged MEA is sandwiched between socket top and surface-mount socket.
Center opening volume is used as slice chamber.
100 ml/hr. An Ag/AgCl reference electrode is introduced into the chamber that holds bulk
electrolyte potential at ground. Slices are transferred into the chamber using a pipette and
settles onto the array surface at the bottom of the chamber. A mini-harp with micro-pore
nylon mesh is placed on top of the slice to prevent flotation. A train of 14 pulses each
with 200 µs pulse duration at 10 ms period is globally applied all MEA electrodes at 2.8 V.
Fluorescent images are simultaneously recorded at 10 Hz with 20X magnification.
Stimulation results
Figure 4.9(a) shows Fura 2-AM raw fluorescence of the slice prior to stimulation. Extra-
cellular stimulation applied to the slice causes a large population of neurons to activate in
the field of view. Neurons activated due to stimulation are highlight with blue ROI shown
in Figure 4.9(b), whereas non-active neurons are highlighted with red ROI. Figure 4.9(c)
shows time series of inverted ∆F/F frames from original movie. Illuminated areas indicate
regions with increased calcium concentrations inside neural tissue, illustrating an onset of
action potentials. Temporal profiles of fluorescence percent change from baseline for each
activated neuron and frame-wide average fluorescence are shown in Figure 4.3. Fluorescence
change with fast onset and slow offset indicates a characteristic and significant change in
calcium indicator dye fluorescence as a result of induced action potential. The experiment
demonstrates a successful extracellular stimulation in thalamocortical slices.
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Figure 4.3: Fluorescence temporal profile. (a) Individual fluorescence intensity for all acti-
vating neurons in the field of view. (b) Frame-wide average fluorescence intensity profile.
4.2.3 Selective stimulation
Experimental setting
Selective stimulation activates one section of the array (and slice) and images activity in-
duced elsewhere. Figure 4.4 illustrates the experiment setup. In this experiment, a train of
14 stimuli pulses with 200 µs duration at 10 ms period is applied to the electrodes on the
left half of the array at 2.8 V. A 4X objective is used to image of the primary visual cortex
at 66 ms per frame, positioned above the far right end of the slice.
Figure 4.4: Setup of selective stimulation of thalamocortical acute slice by activating left
half of the electrode array and observing induced neural activity with microscope objective
placed on right far end.
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Stimulation results
Figure 4.5 shows the direct fluorescence in the imaged area during stimulation. Fluorescence
change is calculated from the original movie with look-up table inverted so that pixels
associated with increasing calcium appear white versus dark background. The time series
shows distinct calcium signals progressing within the cortex due to stimulation, occurring
approximately 1.5 sec after simulation with a duration of 1.3 sec. The progression indicates
a spatiotemporal pattern of activity due to either an up-state in large population of neurons
or astrocytic calcium wave propagation within the slice as a result of the stimulation.
Figure 4.5: Times series montage of inverted enhanced contrast ∆F/F with white area in-
dicating region with increased calcium concentration inside neural tissue. Raw fluorescence
is shown in the top-left corner.
4.3 Extracellular stimulation of dispersed hippocampal cul-
tures
An acute brain slice with 250 µm thickness includes multiple layers of neurons. Stimulation
applied at the bottom of the slice might not be readily observed from the top. The alter-
native is using cell cultures. In dispersed culture, pyramidal cells can be precisely isolated
from the hippocampus and cultured on chip. Although cell cultures on-chip do not maintain
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the original synaptic connections, they retain similar morphology and, most importantly,
identical electrical properties. The mono-layer two-dimensional layout in cultured networks
also provides key advantage in interfacing with planar MEA.
4.3.1 MEA surface preparation
Packaged MEA chips are cleaned in Linbro 7X detergent (1:3 mixture with deionized water)
at 100◦C for 45 minutes. After descum, the chip is rinsed extensively with deionized water
followed by dehydration bake at 120◦C for 1 hour. Prior to detergent wash, lead ball pins
on the backside of each packaged chip are sealed with PDMS. This prevents ball pins from
oxidizing during the wash. The PDMS layer is peeled away with hand held tweezer after
detergent wash. A 10 mm tall polypropylene well is then attached to the chip and sealed
with PDMS to form a 15 mm diameter culture well. All PDMS are prepared with 1 part
elastomer curing agent (Dow Corning) mixed with 9 part elastomer base (Dow Corning),
and cross linked at 85◦C for 20 minutes. The final assembly is shown in Figure 4.6.
Chips are then coated with 100 µg/ml poly-L-lysine (Sigma) in 1X sterilized PBS
(pH=7.2) overnight at room temperature. Three hours prior to cell seeding, polylysine
is washed with PBS and the array surface is gently blown dry with nitrogen. The chip
is then coated 10 µg/ml laminin (Sigma) at room temperature for 1 hour. Before seeding
dispersed culture, culture chamber and MEA surface are sterilized by immersing in 20 µg/ml
gentamycin solution for 1-2 hours, and then rinsed thrice with sterilized PBS buffer.
4.3.2 Culture preparation
Hippocampal neuronal cultures are prepared following the method previously described
in [112]. Neurons are prepared by enzymatic (Papain, Sigma) and mechanical dissociation
of hippocampi from embryonic day 18 (E18) Sprague-Dawley rats. Cells are plated at a
density of 1,000 to 5,000 cells/cm2 onto the prepared chip surface in modified DMEM seeding
media containing the following: 10% fetal bovine serum (FBS), 0.5 mM L-glutamine, 20
unit/ml penicillin, and 20 µg/ml streptomycin. Chips are incubated for 2 to 3 hours with 5%
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CO2 and 95% humidity at 37
◦C to allow cell attachment to the substrate. After incubation,
seeding media is replaced with serum-free neurobasal containing B-27 supplements, 0.5 mM
L-glutamate, and 20 unit/ml penicillin and streptomycin. For each culture, half of the
growth media is changed every three days. Matured cultures are used for experiments on
day fourteen.
High affinity calcium indicator, Fluo-4 AM (Invitrogen), is used for calcium imaging.
Cells are loaded with 1 µM concentration in filtered phenol-red-free DMEM buffered with 20
mM HEPES (pH=7.3) at 37 ◦C for 30 minutes. Extra dye is washed way after incubation.
The cells are incubated for an additional 30 minutes in McCormic ACSF solution before
they are taken out for the experiments.
4.3.3 Global stimulation
Experimental setting
Chips containing cell cultures are fastened into the surface-mount socket on the PCB.
Experiments are performed with cell cultures immersed in perfused 1X McCormic ACSF
aerated with 95% O2 and 5% CO2 at 75 ml/hr perfusion rate. An Ag/AgCl reference
electrode is immersed into the solution tapered to the chamber wall. Fourteen 200 µs long
square voltage pulses are delivered to all electrodes in the array during stimulation at 100
Hz. Cell fluorescence is simultaneously recorded with a 10X air objective at 20 Hz frame
rate with 8 bit digitization for a total of 2.5 sec exposure time.
Figure 4.6: Packaged active MEA chip with matured dispersed culture growing in the
attached culture chamber mounted onto the PCB prior to each experiment.
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Experiment results
Figure 4.7(a) shows Fluo-4 raw fluorescence of the dispersed hippocampal culture. All
neurons in the field of view are given a 2 V stimulation and recorded simultaneously. The
entire field of view is re-imaged without external stimulus for the same duration. When
∆F/F are performed on both recordings, stimulated trial shows a distinct fluorescence
change in multiple cells with an average peak ∆F/F of 3.5% and a standard deviation
of 0.6%. No calcium activities are observed in the spontaneous recording. A comparison
between the two is shown in Figure 4.7(b) and (c).
Figure 4.7: (a) Fluo-4 raw fluorescence of dispersed hippocampal neurons at 14 DIV. (b)
∆F/F of stimulated response. (c) Non-stimulated spontaneous response.
4.3.4 Selective stimulation
Experimental setting
In selective stimulation, the array is divided into four quadrants. Each quadrant contains
128x128 electrodes. One quarter of the array is activated during each stimulation trial.
A 10X air objective is positioned above the inter-quadrant crossover line so that cell re-
sponse in both stimulated and non-stimulated regions can be observed within the same
field of view. The remaining experimental setting is the same as previously described in
Section 4.3.3. Starting from the top-left corners, each quadrant is labeled from quad-1 to
quad-4 in clockwise direction.
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Experiment results
The experiment starts with quad-1 activated. Electrodes in the remaining three quadrants
are held at ground potential. With stimulation voltage at 2.7 V, fluorescence change is ob-
served in almost all neurons in the stimulated quadrant while neurons in the non-stimulating
quadrant remain idle. This is illustrated in the ∆F/F time series in Figure 4.8(a). The same
field of view is immediately re-imaged under spontaneous condition. None of the neurons
registered fluorescence change. Stimulation is then repeated. Comparing the ∆F/F in the
first trial with the repeated trial, initial stimulation exhibit larger peak fluorescence change
at 13.5%±1.4 versus 7.7%±1.9 in the repeated trial. Spatial wise, a high degree of over-
lap on activated cells is observed in between both stimulation trials. Figure 4.8(b) shows
activated neuron contours in each trial. It is observed that approximately 20% of the cells
did not activate in the second stimulation trial. It is also observed that post-stimulation
neurons have higher fluorescent intensity than non-stimulated neurons, and cell fluorescence
does not decay after stimulation. Both indicate possible cell damage, e.g undesired electro-
poration, from exposure to large electrical field during stimulation. This leads to the issue
of safe and effective stimulation, addressed in the next chapter.
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Figure 4.8: Quadrant stimulation on dispersed hippocampal culture. (a) Time series mon-
tage of stimulated response. (b) Cells activated in the initial stimulation (left), cell activated
in the repeated trial (middle), and non-overlapping cells from both stimulation trials (right).
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Figure 4.9: Fura 2-AM fluorescence in thalamocoritical acute slice showing non-stimulated
and stimulated response. (a) Original field of view with live neurons appearing in bright
circular dots. (b) Analysis of (a) showing neuron contours with active neurons highlighted
in blue ROI and nonactive neurons in red ROI. (c) Time series montage of inverted ∆F/F .





This chapter presents the experimental results on selective cellular-level stimulation from
the MEA electrodes. In contrast with whole, half, or quarter-array stimulation used in
the previous chapter, stimulation experiments in this chapter are performed with only few
activating electrodes. Spatial resolution and stimulation efficacy are examined in details.
Fluorescence signals are calibrated with spike and burst detections, and are used as a
reference in determining stimulation threshold.
Section 5.1 presents the results on electrochemical characterization of the chip.
Change in biphasic stimulus amplitude in the solution is compared with changing pulse
amplitude from the chip, number of activating electrodes, and electrolyte concentration.
Section 5.2 presents the results on calcium transients calibration based on electrophysiolog-
ical recording of spontaneous neural activities. Section 5.3 presents the experimental results
on selectively stimulating individual cells from on-chip electrodes with analysis on spatial
resolution and stimulation threshold.
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5.1 Electrochemical characterization
5.1.1 Biphasic stimulus amplitude versus stimulation amplitude
Electrochemical characterization of the stimulus is carried out with the array immersed
in HEPES-DMEM solution. Time transient response to different stimulation amplitudes
applied to a single MEA electrode is examined. An AgCl external electrode placed above
the activating electrode is used to measure this time transient in the absence of cells. The
ALD deposited HfO2 film has an area-specific capacitance of 708 µF/cm
2 (d=20 nm, κ=16)
with leakage current less than 0.6 pA/m2 under typical stimulation condition. Capacitance
per electrode is 0.92 pF.
As described in Section 2.2.3, voltage pulse applied to the electrode produces bipha-
sic stimulation current due to capacitive coupling between the electrode and the solution.
Figure 5.1 shows the measured time transient of a biphasic current stimulus in response to
pulses applied on target electrode at different amplitudes. When 1.6 V amplitude is applied
to the pulse, approximately 20 pC of charge is delivered per electrode. According to (2.15),
displacement current peak amplitude is directly proportional to the slope of the voltage
ramp. Peak biphasic current is approximately 85 pA/V of amplitude for the rising edge of
the pulse and 35 pA/V of amplitude for the trailing edge.
Figure 5.1: Biphasic displacement current in response to square voltage pulse given different
stimulus amplitudes at 1.6, 2.6, and 3.6 V.
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5.1.2 Biphasic stimulus amplitude versus number of activating electrodes
The relationship between electrolyte potential and number of activating electrodes is also
examined. Characterization is carried out under the same electrochemical and measurement
setting. Biphasic waveform in the solution is captured with the same stimulus applied
to increasing number of adjoining electrodes from 1 to 10. Figure 5.2 shows that peak
amplitude increases linearly with each additional electrode at 5.2 mV/electrode for the rising
edge of the pulse. Sufficient change injection for single-cell stimulation can be achieved by
simultaneously activating multiple adjoining electrodes.
Figure 5.2: Change in biphasic peak amplitude on the rising edge of the square voltage
pulse as a result of increasing number of activating electrodes.
5.1.3 Biphasic stimulus amplitude versus electrolyte concentration
As illustrated in Figure 2.6(b), change in junction potential Vj occurs when biphasic stim-
ulus current modulates onto the seal resistance Rj . Seal resistance is inversely proportional
to the electrolyte conductivity. Hence lower salt concentration in the electrolyte is expected
to increase Vj . Figure 5.3 plots the captured transient waveform of junction potential in
response to applied square voltage pulse under two different HEPES-DMEM concentra-
tions. Lower concentration DMEM (0.1X) produces significantly higher Vj under the same
stimulation setting. The junction potential change created by the biphasic current with an
attached cell is substantially higher than without the cell due to higher seal resistance in the
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cleft between the cell and electrode. Since this cleft potential cannot be measured directly
when a cell is attached to the electrode, stimulation efficacy on a single cell is determined
experimentally in Section 5.3.
Figure 5.3: Transient waveform of biphasic stimulus in 1X and 0.1X HEPES-DMEM solu-
tion in response to a square voltage pulse applied on the electrode.
5.2 Calibration of calcium signaling
Calcium transients are calibrated with synchronized electrophysiological recording of spon-
taneous activity. In this calibration, cells from dissociated hippocampal cultures are grown
on the array. Culture procedures are identical to the steps described in Section 4.3.2.
Calibration measurements are carried out with cells submerged in filtered phenol-red free
DMEM buffered with 20 mM HEPES (pH=7.3).
5.2.1 Electrophysiology recording
Neural activities are recorded with cell-attached loose patch. Patch-clamping principles are
described in Section 2.3.1. Loose-patch extracellular recordings are performed as described
previously [113] using 3-6 MΩ pipettes filled with 20 mM HEPES-DMEM. The microelec-
trodes are pulled from 1.5 mm outer diameter and 0.86 mm inner diameter borosilicate
glass tubes (Sutter Instruments). The glass microelectrode is slowly lowered into solution
and the cell is approached until a 10-30 MΩ seal is achieved. Cell spikes are recorded using
a patch clamp amplifier (EPC10, HEKA Elktronik) at 20mV/pA gain. Signals are filtered
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with a Bessel filter at 10 kHz sampling rate, and recorded using PatchMaster software
(HEKA Elktronik). Continuous recording period is 30 sec for each trial. Figure 5.4 shows
a representative recording of spontaneous APs from on-chip hippocampal cell cultured at
day-14.
Figure 5.4: Spontaneously active action potentials recorded from an on-chip hippocampal
cell culture using cell-attached loose patch.
5.2.2 Spike and burst detection
Spike detection is performed using the precise timing spike detection algorithm (PTSD)
[114]. Prior to spike detection, noise analysis is performed by randomly sampling five
windows of spike-free region on the raw trace. Each window is 50 msec long consisting of 500
sample points. Standard deviation is collectively computed on all sampled windows. Then
the 30 sec recording is divided into 2 msec segments. Local minima and maxima within each
segment are searched. Peak-to-peak signal amplitude is defined as the magnitude difference
between the two local extremes. Signals 4 dB above the noise standard deviation are










where Vsp,i is the amplitude of the ith identified spike and SD is the standard deviation
on the noise sampled in spike-free regions. Average SNR in 178 spikes over 6 patched
neurons is 13.3 dB. Single cell spike burst is determined with inter-spike intervals. Inter-
spike frequency is determined based on the experimental condition of the cell, and is used
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to group continuously spiking events into a single burst.
5.2.3 Fluorescent calibration
Neurons are bulk-loaded with Fluo-4 calcium indicators. Loading procedures are identical
to the ones described in Section 4.3.2. Each imaging session is performed at 25 Hz for a total
of 30 sec with record electrode attached on the imaged cell. The ∆F/F calculated using
(2.19) is compared with the bursts of action potentials captured in the electrophysiological
recordings. Discrete Ca2+ signals summed consecutively in the soma during a burst. This
is illustrated in Figure 5.5(a). The ∆F/F correlated with the number of action potentials
estimates a 1.27% fluorescence change per AP from the slope of a linear fit (52 bursts across
6 neurons) shown in Figure 5.5(b). Peak ∆F/F is used in the calibration. This calibration
curve is used to predict AP numbers in the proceeding experiments.
Figure 5.5: Calcium fluorescence calibration. (a) Raw trace of loose-patch electrophysiology
with simultaneous recording of calcium signals. (b) Calibration curve correlating number
of action potentials in a single burst with percent change in calcium fluorescence.
5.3 Efficacy of effective stimulation
The ability to selectively stimulate single cell controllably from on-chip electrodes is the
objective of the characterization experiments carried out in this section. Chip preparation,
cell culture, and dye loading for each experiment follows the protocols described in Sec-
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tion 4.3.1 and 4.3.2. Experiments are performed with cultured cells immersed in warmed
HEPES-DMEM solution at 37◦C.
5.3.1 Stimulation threshold of neuron in contact with electrode
To better match typical soma sizes, four adjacent electrodes directly underneath a target
neuron are activated. Stimulation is delivered as a train of fourteen 200 µs voltage pulses
at a constant stimulation amplitude. Fluorescence signals from cells are recorded simul-
taneously at 10 Hz. Figure 5.6 shows a representative cell response due to stimulation.
Spontaneous activity of the cell is imaged immediately following each stimulation trial to
confirm that the activity observed is a result of the applied stimulation. The stimulated
cell exhibits a fast onset of fluorescence change in response to stimulation, contrasting with
a ∆F/F that remains at baseline in the absence of a stimulus. As stimulation amplitude
Figure 5.6: Temporal profile of fluorescence change in stimulated neuron, contrasted with
the unstimulated baseline response. Insertions shows ∆F/F images at the given time points.
increases, neuron peak fluorescence also increases. Figure 5.7 shows calcium transient re-
sponse for a single stimulated neuron under increasing stimulation amplitudes. The ∆F/F
with bleach corrections shows a 1.4%, 2.25%, and 3% increase in fluorescence with a fast
onset and a slow decay from the baseline at 1.6, 1.7, and 1.8 V respectively. The increase in
fluorescence indicates accumulation of action potentials according to the fluorescence cali-
bration in Section 5.2. Repeated trials are performed on four different neurons across three
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arrays. Figure 5.8 shows stimulation induced peak ∆F/F values averaged over 4 neurons as
a function of stimulation amplitudes. Using the 1.27% ∆F/F determined in Section 5.2.3
for calibrated response per AP, activation threshold VTH is defined as the minimum stim-
ulation amplitude needed to reliability induce this amount of fluorescence percent change
per AP over non-stimulated spontaneous baseline activity. At this percentage level, an
extrapolated activation threshold of 1.5 V is determined.
Figure 5.7: Single cell stimulation threshold detection. An isolated neuron is stimulated
through electrodes located directly underneath the cell (left). Temporal ∆F/F profiles with
bleach correction shows fluorescent percent change for each stimulation amplitude.
Figure 5.8: Somatic peak ∆F/F in response to stimulus at various amplitudes. Error bars
are from 4 neurons across 3 MEAs.
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5.3.2 Artifact stimulation sphere-of-influence
In order to target a specific neuron for stimulation, one must ensure that surrounding
neurons near the stimulation site are not activated by the stimulus artifact in the electrolyte.
Stimulation with MEA electrodes at good spatial resolution should only activate the target
neuron(s) in contact with the electrodes. The effect of applying a stimulus pulse at a
location that is not directly under a neuron needs to be determined in order to adequately
characterize the spatial coupling of a stimulus in the solution.
Empty electrodes, with no neural growth on them, are identified at progressive dis-
tances of one to nine electrodes from a target cell. Stimulation applied to empty electrodes
is referred to as blank stimulation. At each location, stimulation amplitudes are stepped
through sequentially for inducing fluorescence change over the baseline in target cell up to
1.27% ∆F/F . Figure 5.9 shows the activation threshold as a function of electrode distance
with a linear dependence of approximately 18 mV/µm for non-contacting electrodes. The
contacting electrode (zero distance in Figure 5.8) requires a substantially lower stimulation
voltage due to the fact that displacement current in this case results in a higher effective ex-
tracellular stimulation voltage due to higher seal resistance of the cell-electrode cleft region
[28]. It is this nonlinearity that allows for targeted single-cell stimulation.
Figure 5.9: Effect of electrode stimulation at varying distance from target cell on neural
activation. Error bars are determined from four different cells on three arrays.
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5.3.3 Selective stimulation of isolated cells
To demonstrate targeted cell stimulation based on the stimulation characterizations, lo-
calized stimulation of individual neurons in cultured networks is performed. Figure 5.10
shows a network consisting of five cells . Each cell is sequentially stimulated by activat-
ing target electrodes below the cell. In each trial, evoked AP response in the stimulated
cell is analyzed and compared with neighboring cells. In five stimulation trials, one cell
did not respond to stimulation. The remaining four exhibited significant activation upon
targeted stimulation while non-stimulated cells showed no activities. Stimulated cells have
an average relative fluorescence change of 4.24%±1.22, corresponding to approximately 3
APs from previous calibration, while non-stimulated ones yields 0.23%±0.03 (n=5 neurons;
p=0.048, two-tailed). It is thus possible to specifically stimulate a target neuron without
directly altering the activation of neighboring cells. Fluo-4 raw fluorescence shows no direct
connection among the cells. Stimulated response occurring in only target neurons without
any activation in the neighboring cells also indicates lack of synaptic coupling between the
cells.
Figure 5.10: Fluo-4 fluorescence (top left) and time averaged ∆F/F intensity evoked by ex-
tracellular stimulation. Arrows mark five individual neurons. Bottom traces show temporal
response.
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5.3.4 Structure-functional relationship of cultured network
Since neurons in hippocampal networks exhibit strong excitatory synaptic connection [115],
an important application of these methods is in analyzing the spatiotemporal activity pat-
tern as a result of localized stimulation of a neuron within a network. For the network
shown in Figure 5.11, spatiotemporal pattern of activities in three neurons are mapped
out. The experiment begins with a single stimulus pulse train applied through the tar-
get electrodes positioned under cell C1. Upon stimulation at amplitude of 1.6 V, a 3.3%
fluorescence change initiated in C1 is observed and progressively spreads outwards. Sur-
rounding cells (P1 and P2) also exhibit fluorescence increase (1.49% and 1.51%) with a time
delay of approximately 2 sec since the activation of C1. Immunohistochemical staining for
both neural and synaptic markers indicated a probable connection from C1 to P1 and P2.
This suggests that the stimulation pulse activates the initially stimulated cell, leading to
downstream activation of other cells in the network.
Figure 5.11: Time series of ∆F/F on calcium signals in a network with stimulated response
progressively spread into neighboring regions.
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Chapter 6




The major roadblock in using optical recording for large-scale imaging is to extract the un-
derlying action potential spike train from the calcium fluorescence data. Several algorithms
have been exploited in inferring precise spike time from the observed calcium signal, such
as deconvolution [116], template-matching [117], and nonparametric inference [118]. The
alternative approach is to incorporate extracellular recording circuitry onto the same sub-
strate with the high density stimulation array. A high density stimulation and record active
array enables long-term extracellular monitoring at maximum throughput while arbitrary
stimulation patterns can be conveniently programmed to manipulate and alter network be-
havior. This chapter describes the design and implementation of an active CMOS MEA
for extracellular stimulation and recording of neural activities. Section 6.1 describes the
system architecture of the chip with major function blocks. Pixel circuitry and circuit ar-
chitecture for each function block are presented in Section 6.2. Noise analysis is described
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in Section 6.3. Finally, post fabrication steps used to create capacitive coupling interface
are presented in Section 6.4.
6.1 System architecture and implementation
Figure 6.1 shows a micrograph of the active MEA chip. The 7.5×7.5 mm2 chip consists of
256×256 stimulation-recording hybrid electrode array. Each pixel of the MEA contains a
signal transducing electrode, a stimulation pulse generator, and a single-transistor transcon-
ductance amplifier. Each circular electrode has a diameter of 14 µm with 20 µm pitch in
the x-direction and 25 µm pitch in the y-direction, resulting in a total active array area of
32.8 mm2. The chip is fabricated in standard CMOS technology.
Figure 6.1: Active MEA chip micrograph.
Figure 6.2 shows the overall system architecture of the active MEA. The chip is
divided into a digital unit for stimulation and analog unit for recording. The design on
stimulations follows the previous chip from pixel circuitry to system architecture presented
in Section 3.1. The record unit is separated into front-end acquisition and back-end am-
plification. During recording, the array is column sampled with one of the 256 columns
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periodically selected by an integrating 8-to-256 column decoder. Control signals that feed
into each pixel determine whether pixels in the selected column operate in acquisition mode
or reset mode. With action potential signal bandwidth in 10 Hz - 1 kHz range, column
sampling should be kept above 2 kHz to avoid anti aliasing. To have a scan rate of 2 kHz,
the bandwidth of the front-end readout pixel needs to be 1.5 MHz in order for the signals
to settle within the allocated time slot of 2 µsec per column. In the case where a specific
region of array is selected for recording versus the entire array, higher frame rate can be
achieved with the reduced number of readout pixels. Each of the 256 rows in the array
is connected to a separate amplification chain with programmable-gain at the end of the
row. The amplification chain contains two circuit blocks connected in series, a variable-gain
transimpedance amplifier (TIA) followed by a second stage variable-gain non-inverting am-
plifier. The outputs of the amplifier chain are connected to unity-gain readout stage, part
of them via 16-to-1 multiplexers.
Figure 6.2: System architecture of the active MEA for neural stimulation and recording.
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6.2 Design of circuit components
6.2.1 Extracellular sensing parameters
Recording is designed for extracellular capacitive coupling at the front-end. Capacitive
coupling offers several advantages over Faradaic counterparts described in Section 2.2.2.
Figure 6.3 shows the lumped circuit model of a cell soma interfaced with an on-chip capac-
itive sensing electrode with membrane capacitance Cm, membrane conductance Rm, cleft
resistance Rj , sensing capacitance Cox, and input capacitance of the recording device Cin.
Local depolarization of the cell membrane occurring in the region in contact with the elec-
trode causes a change in junction voltage Vj with respect to the bath bulk potential. A
capacitive divider is present between this junction potential and the input of the recording
transistor, formed by Cox and Cin. This divider reduces the extracellular signal coupled
onto the recording circuitry by a factor of Cox/(Cox +Cin). To minimize this factorization,
a small Cin is desired. With the input of the record circuitry being the gate terminal of a
transistor, Cin equals to the gate capacitance of the device Cg. However large input device,
equivalently large Cg, is desired to reduce the 1/f noise. To compensate for this, larger
Cox is needed. Larger Cox can be achieved by using high-κ dielectric material. Hafnium
oxide is again chosen as the passivation layer with κ approximately equals to 16 as oppose
to 4 for SiO2. Larger Cox can also be achieved with larger sensing electrode geometric area.
However, if the sensing electrode is significantly larger than the area of soma in contact with
the electrode, the parasitic capacitance Cp between the electrode and the bulk solution in-
creases. A larger Cp in parallel with Cin consequentially decreases the factorization ratio
and voltage modulation again. Hence circular electrode with 14 µm is chosen to match the
average size of singular dispersed culture.
6.2.2 Pixel architecture
Pixel cell circuitry is shown in Figure 6.4. Each signal transducing electrode within the pixel
shares two subunits, stimulation unit and record unit. Each unit is individually described
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Pixel stimulation is implemented in the same circuit topology with the first MEA chip
described in Section 3.1.2. Each pixel is individually addressable using minimum size device
with 0.18 µm channel length. A set of control signals toggle the pixel between load and
execute mode during stimulation. Operation algorithm of the cell is illustrated in Figure 3.1.
To prevent gate oxide breakdown when high stimulation voltage is applied to the electrode,
an inverter buffer chain leading to the electrode is constructed using thick oxide devices
with breakdown voltage at 5.4 V.
Recording circuitry
Figure 6.5 shows the record circuitry and its operation algorithm. Each record pixel can
be configured into two modes, reset and acquisition. During reset, pixels in the ith column
are selected with Scol,i closed. Reset switch Sφ is also closed so that transistor M1 operates
in diode configuration. The bias current IB pulls a constant DC current from M1. This
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Figure 6.4: Pixel circuitry.
charges gate capacitance Cg to a voltage needed by M1 to reach a drain current equals to
IB and establishes a bias voltage at the gate terminal of M1. With the reset switch Sφ open
and column select switch SCi still closed, the record circuitry operates in acquisition mode.
Transistor M1 becomes a Gm amplifier operating around the DC bias point established in
the reset cycle. The change in injected charge at the gate terminal induced by AP modulates
a small signal drain current in M1 with a gain of gm. The final constructed front-end has a
gm of 1.4 mS and a gm/I of 6.05.
6.2.3 Transimpedance and non-inverting amplifiers
The opamp used in TIA and non-inverting amplifiers is implemented with the two-stage
circuit architecture shown in Figure 6.6. The first gain stage is a differential-input single-
ended output stage with PMOS differential input pair and NMOS current mirror active load.
The second common-source gain stage is internally compensated with Miller capacitiance
Cc to ensure feedback stability.
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Figure 6.5: Pixel record circuitry and its operation algorithm.
The small signal equivalent model of the opamp is shown in Figure 6.7. The overall




gm1gm6Ro1Ro2(1− s Ccgm6 )





Co1 = Cgs6 + Cdb4 + Cdb2
Co2 = Cload + Cdb6 + Cdb7
Midband gain from (6.1) is expressed as
Av = −gm1gm6Ro1Ro2 (6.2)
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Figure 6.6: Single-ended two-stage CMOS opamp used in TIA.
The dominant pole, second pole, and a right half plane (RHP) zero in (6.1) in the absence
















Resistor Rc is used for lead compensation to realize a left-half-plane (LHP) zero. It intro-






The value of Rc is chosen so that it moves the RHP zero in (6.6) to a LHP zero at frequency
ωz = 1.2×ωt where ωt is the unity-gain frequency determined by gm1/Cc. With Cc=0.5 pF
and Rc=1 kΩ, the overall opamp has a simulated open loop gain of 65 dB around the DC
bias point of 770 mV with a phase margin of 69 degrees.
A programmable resistive feedback is applied to the opamp to form a TIA providing
current-to-voltage gain of 0.73, 1.3, 2, or 2.5 kΩ. Variable gain is achieved by switching
in multiple parallel resistors. P-doped polysilicon is used for laying out each resistor. The
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Figure 6.7: Small signal equivalent circuit model of the two-stage opamp.
simulated TIA has a bandwidth of 8.03 MHz with 62.8◦ phase margin. Similarly, the second
transresistanc amplifier stage is implemented using the two-stage opamp in a standard non-
inverting configuration providing voltage gain of 10 or 20 V/V. Variable gain is achieved
with resistive ratio of 10:1 or 20:1. The simulated close-loop amplifier has a bandwidth of
10.9 MHz with 70.7 ◦C phase margin and common mode bias of 700 mV.
6.3 Performance and noise analysis
The noise contribution from each stage is individually analyzed. At the front-end, noise
contribution in each pixel is shown in Figure 6.8. Here V 2φ (f) presents the sampling noise,
or kT/C noise, where C is the input capacitance of the Gm device dominated by Cg of M1.
Noise source V 21 (f) is the input-referred thermal noise and 1/f noise of M1 with 1/f noise
dominating at low frequency.











where K is a device-depended process constant. PMOS is chosen as the input transistor
due to noise consideration as it has been repeatedly reported that p-type channel exhibits
less 1/f noise than n-type channel since holes in p-type channel (majority carriers) have less
surface trap. Channel width W1 is also increased. This serves three purposes: it increases
gm1 thereby reducing thermal noise, reducing 1/f noise, and increasing Cg so that kT/C
noise is also reduced.
Noise contributions in the opamp is shown in Figure 6.9. Voltage source V 2i (f) rep-
resents the equivalent noise source for each transistor with subscript i replaced by transistor
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Figure 6.8: Equivalent noise modeling within each pixel.
numbers. The total output noise for the first stage is
V 2o (f) = 2(gm1Ro1)
2V 21 (f) + 2(gm3Ro1)
2V 23 (f) + 1/4(
gm5
gm3
)2V 25 (f) (6.8)
Dividing (6.8) by the mid-band gain of the first stage in (6.2) and substituting in transistor
noise model in (6.7) yield an input referred noise of
V 2in(f)






























The noise contribution from V 25 (f) is ignored due to its small contribution. The first two
terms in the right hand side of (6.9) are thermal noise contributions. The last term is the



























To mitigate noise, the channel width of M1 and M6 are both increased to reduce 1/f
noise. Large channel aspect ratio in M6 is also chosen to increase gm6 and reduce thermal
noise. Ideally making channel length L3 larger than L1 is desirable to reducing 1/f noise in
the first stage. However due to the trade off with output swing, L3 is sized the same with
L1.
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Figure 6.9: Equivalent noise modeling in two-stage opamp.
The equivalent noise model for the TIA with resistive feedback applied to the opamp
is shown in Figure 6.10. Here, V 2op(f) is the input referred noise of the two-stage opamp,
expressed as the summation of (6.9) and (6.10). Current source I2op(f) is the thermal noise
source for the feedback resistor Rf . The combined RMS noise at the output is







With a close-loop gain of Rf , the total input referred noise of the TIA is expressed as







A larger feedback resistor Rf mitigates TIA input referred noise and increases gain. However
this is traded off with the bandwidth and stability of the amplifier.
The equivalent noise circuit for the non-inverting amplifier is shown in Figure 6.11.
Here, I21 (f) and I
2
2 (f) are the thermal noise source for resistor R1 and R2 respectively. The
RMS output noise due to each noise source is












The first two terms on the right hand side of (6.13) are noise contributions from the negative
terminal of the opamp. The last two terms are noise contributions from the positive termi-
nal. With a close-loop gain of 1 +R2/R1, the total input referred noise for the amplifier is
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Figure 6.10: Noise model of the TIA with resistive feedback.
expressed as
V 2in(f) = 4kTR1(1 +
R1
R2




Resistor R1 is chosen with small value while the ratio of R2 to R1 is kept large to mitigate
thermal noise. The total simulated input referred noise for the data path is 81.5 µV from
0.1 Hz to 10 kHz.
Figure 6.11: Noise model of the second-stage amplifier.
6.4 CMOS MEA fabrication and post-processing
The chip is fabricated in IBM-7RF 0.18 µm technology, operating at a nominal voltage of
1.8 V. Electrodes are realized using top aluminum metal layer (ML) in a 7-metal process
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(M1-M5, MT, ML). Sensing and stimulating circuitry is closely laid out underneath each
electrode, occupying a total area of 500 µm2 per pixel. Chip surface is uniformly coated
with 2.5 µm of polyimide and a dielectric stack consisting 0.45 µm Si3N4 and 1.35 µm SiO2,
shown in Figure 6.12. Post-processing is performed to bring the electrodes to surface as
follows.
Figure 6.12: Chip cross sectional profile showing dielectric and polyimide layers submerging
sensing electrodes.
Polyimide is first removed by submerging bare die in ACT-953 UP Photoresist Strip-
per (Air Products and Chemicals, Allentown, PA) for four hours at 90◦C. X-ray photoelec-
tron spectroscopy (XPS) is used to analyze the surface chemistry of the chip to make sure
polyimide is completely removed after the treatment. Surface chemistry is analyzed based
on the number of detected photon-emitted electrons and the associating kinetic energy after
x-ray photon colliding on the chip surface causing emission of core electrons. Two dies, one
in its original form and one treated with polyimide removal, are sent into XPS. Figure 6.13
plots the result for both.
In Figure 6.13(a), surface scan of the chip in its original form detects two chemical
elements with electron counts peeking at 550 eV and 320 eV. The 550 eV peak pertains to
oxygen in polyimide that shares a covalent bond with carbon. The 320 eV peak pertains
to carboxyl carbon in polyimide. This is differentiated with carbon contamination (hydro-
carbon CH) that exists in the environment, which has a binding energy of 284.8 eV. In
Figure 6.13(b), electron counts peek at 550, 400, 285, 160, and 100 eV. The most significant
binding energies among these are 100 and 400 eV, belonging to silicon and nitrogen respec-
tively. These two peaks are not present in 6.13(a), revealing the Si3N4 layer underneath and
indicating successful removal of polyimide. A quick examination at remaining peaks shows
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285 eV pertaining to hydrocarbon contamination in the environment and 550 eV pertaining
to either oxygen from polyimide or that of the SiO2. Since no carboxyl carbon is detected,
this indicates a complete removal of polyimide.
Photoresist masking is then used to expose the MEA active area to open air and
passivate peripheral circuitry with AZ-4620 photoresist. Since the chip has a much larger
surface area than the previous MEA, edge beads are not significant. Standard photolithog-
raphy protocol follows that of the previous chip described in Section 3.2 with slight adjust-
ment on exposure and development time. The Si3N4-SiO2 dielectric stack is then etched
away through ICP with 86% of C4F8 and 14% of O2 for 25 cycles. Plasma is turned on for
thirty seconds during each cycle following by two minute pump-down. The ICP chamber
is cleaned with O2 plasma prior to each etching process. In order to verify that 25 cycles
of ICP is enough to remove 1.8 µm of dielectric material, the etched chip is examined with
scanning electron microscopy (SEM). SEM image in Figure 6.14(a) shows the under-etched
chip surface with sensing electrodes covered under the dielectric material. With 6 additional
cycles of ICP etch, SEM image reveals the exposed sensing electrodes (Figure 6.14(b)).
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Figure 6.13: XPS survey scan of the MEA chip in its original form (a) and after polyimide
removal treatment (b). Spectrum x-axis shows the binding energy of the electron. Y-axis
shows the number of electrons detected.
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Figure 6.14: SEM images of the electrode surface. (a) Dielectric under-etch showing sensing





7.1 Summary of this work
This thesis presents the approaches on the design, implementation, testing, and character-
ization of an electrically-stimulate optically-record microsystem based on an active multi-
electrode array constructed with standard CMOS technology to perform localized extracel-
lular stimulation of neural activities in both acute brain slices and dispersed cell cultures.
Combined with calcium imaging using high-affinity indicators, the system demonstrates
the ability of accurate and precise neural stimulation and simultaneous observation of spa-
tiotemporal dynamics in neural networks after extensive measurements. The second CMOS
MEA presented is designed for extracellular stimulation and recording on the same plat-
form with bidirectional signal transducing electrodes. In this thesis, the work covers the
areas of large scale system design and integration, microfabrication, fluorescent imaging,
electrochemistry interface, integrated circuit design, patch-clamp electrophysiology, image
recognition and processing, animal line dissection protocols, and dispersed cell culture.
Specific contributions include:
• The first reported active CMOS multielectrode array is experimentally validated to
perform extracellular neural stimulation at cellular resolution.
• A CMOS post-processing protocols is used on chip to construct a non-Faradaic high-
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impedance interface between cell and electrodes, a series of surface modifications which
are not currently supported in standard CMOS foundry process.
• An image recognition system is developed to automatically identify electrodes and
neurons in imaged data, and registers electrode coordinates with the stimulation and
imaging system to perform real-time biological experiments.
• A CMOS MEA is designed for extracellular bidirection signal transduction with in
vitro cells. After experimental validation, this MEA will have the highest electrode
counts and figure-of-merits among similar CMOS devices for neural interface.
7.2 Future directions
With the first CMOS-integrated multielectrode array fully characterized for extracellular
stimulation at cellular resolution, and the second stimulate-record MEA implemented, the
work can be extended in several directions. For the first MEA, with automated electrode
and neuron recognition, the entire stimulate-record system can be utilized for continuous
neural probing and recording. The stimulation patterns automatically programmed into the
chip can be adaptively generated from elicited neural response in a close-loop manner. The
close-loop system can also be applied to directed cultures. The use of photolithography
combined with directed neuron attachment first demonstrated by Kleinfield in [119] has
opened a new vista of neuron pattern techniques. Figure 7.1 shows preliminary cell culture
patterns based on microcontact printing [120] with on-chip protein stamping using FITC
tagged poly-L-lysine and patterned neural growth on HfO2 coated glass cover slips. With
patterned neural network replicating the neural circuits and capturing neural functionality,
directed cell connection can be engineered for the ease of system analysis and verification,
which is an ideal starting point in close-loop system applications. The use of the second
MEA can be applied to monitor AP responses in individual neuron culture, capturing burst
patterns in cultured network electrophysiologically. The chip can also be placed in a close-
loop system with stimulation patterns adaptively generated from recording on the same
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substrate. With high electrode density and stimulate-record selectivity, both active MEA
microsystems can become important emerging tools for reverse-engineer connectivity in
neural circuits.
Figure 7.1: (a) Microcontact printing on chip. Patterns show poly-L-lysine patterns
stamped onto the array. (b) Neural growth on HfO2 coated glass cover slip according
to the printed protein pattern.
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