The Lorentz-Dirac equation (LDE) x 000 ? x 00 = d dx V (x) models the point limit of the Maxwell-Lorentz equation describing the interaction of a charged extended particle with the electromagnetic eld. Since (LDE) admits solutions which accelerate even if they are outside the zone of interaction, Dirac proposed to study so-called "non runaway" solutions satisfying the condition x 00 (t) ! 0 as t ! +1.
Introduction
We consider the equation x 000 (t) ? x 00 (t) = d dx V (x(t)) ; > 0 ; (1.1) which was introduced by Abraham (1904) and Lorentz (1905) to study the interaction of a charged point particle with the electromagnetic eld, taking into account the self-interaction of the accelerated particle with its own radiation via the modi ed exterior electromagnetic eld. In 1938 P. Dirac 5] gave a classical relativistic theory of the point particle, based on equation The intention of this paper (and its sequel 10]) is to provide a mathematical analysis of the solution structure of equation (1.1), based on methods from nonlinear analysis and asymptotic estimates. For another mathematical treatment of (1.1) we refer to , where abstract existence teorems (based on generalized xed-point arguments) are proved.
With the change of variable y(t) = x( t) (and renaming 2 f to f) one sees that one may set = 1 in (1.1), without restricting the generality. Furthermore, we assume that V is localized in the interval (0; 1). Thus, we consider the following equation, denoting f(s) = V 0 (s): 8 > < > :
x 000 = x 00 + f(x) ; 0 x 1 x 000 = x 00 otherwise (1.2) Equation (1.2) admits "non physical" solutions which accelerate for all times, even with no force present, as is easily seen if f(x) 0: the equation x 000 = x 00 admits the solutions x(t) = a e t .
To exclude such solutions, Dirac suggested to impose the so-called "non runaway" condition lim t!+1 x 00 (t) ! 0.
We make the following assumptions on the potential function V : V 1) V 2 C We are interested in the scattering of the point particle by the potential barrier V . Since outside of the barrier the motions are explicit, we may consider the following two sets of boundary conditions:
Re ection:
x(0) = 0 ; x(T) = 0 ; x 00 (T) = 0 (1.3) This corresponds to a particle which enters the obstacle at time t = 0, is re ected, and leaves the barrier at time t = T. The condition x 00 (T) = 0 represents the non runaway condition, imposed by Dirac.
Transmission:
x(0) = 0 ; x(T) = 1 ; x 00 (T) = 0 (1.4) These conditions represent a particle which enters the obstacle at t = 0 and crosses the barrier to leave it at time t = T.
We will study the solutions of (1.2) together with the re ection or transmission boundary conditions with methods from nonlinear analysis. In particular, we will use bifurcation theory and continuation techniques to obtain a global description of the solution structure. For this, we transform the equations by the change of variables z(t) = x(Tt) into the equations We can now use T as a parameter for the solutions of (Re) and (Tr 0 < z T < s 0 , for all t 2 (0; 1), and z T is concave, for all T, there exists a unique point a T 2 (0; 1) with z 00 T (a T ) = 0; z T is concave for 0 t < a T and convex for a T < t < 1; z T (t) intersects the constant line s 0 exactly once, in a value b T > a T .
In both the re ection and the transmission case one has the following convergence theorem: THEOREM 1.4 Assume V1 -V4. Let z T denote the solutions on the branch bifurcating from T 0 for problem (Re), respectively the solutions for problem (Tr). The absolutely remarkable agreement of the solutions for Newton's equation and the LorentzDirac equation seems to fully justify the physically motivated "non runaway condition"
x 00 (1) = 0 imposed by Dirac. However, we would like to point out the following subtle but relevant di erence for transmission solutions: in Newton's equation, the transmitted particle reaches acceleration zero in the point s 0 , that is "at the top" of the obstacle, while in the Lorentz-Dirac equation the particle reaches zero acceleration before s 0 , and starts to reaccelerate before it reaches the top of the obstacle (see Proposition 3.1. Thus, the particle "feels" the accelerating force before it actually interacts with it! We emphasize that the condition V f(z) (2.8) Note that z(t) 0 is a solution of F(z; T) = 0, for all T 2 IR. We will show that there exists T 0 > 0 such that (0; T 0 ) 2 X IR is a bifurcation point from which emanates a continuous branch of solutions (z T (t); T) of (2.23), with 0 < z T (t) < 1. does not change sign. We have L(0) = L(1) = 0, and it is easy to check that L 00 (t) < 0; t 2 (0; 1) (using that Taking into consideration (B1) and (B2) we see that the solution of (2.20) is y(t) = ?e ?T 0 1 t + e ?T 0 t cos T 0 t + ( ? 1 ) e ?T 0 t sin T 0 t ; (2.21) i.e. ker (F z (0; T 0 )) = y]. Since (R F z (0; T 0 )) ? = ker (F z (0; T 0 )) , we see that condition iii) of the previous theorem is satis ed. 8 LEMMA 2.2 The solution y(t) given in (2.21) satis es y(t) < 0; t 2 (0; 1).
PROOF : Note that y(0) = 0 = y 0 (0). Since by Lemma 5.2 (Appendix) 3 4 < T 0 < , we have y(1) < 0, and it is easy to check that y 00 (0) < 0. Hence y(t) is negative in a neighborhood of the boundary points.
We show now that there cannot exist s 2 (0; 1) with y(s) = 0. Note that if y(s) = 0 for some s, then 0 < T 0 s < 2 has a branch of solutions (z; T) in some neighborhood of (0; T 0 ) 2 X IR. Note that Lemma 2.1 implies that the solutions z T bifurcating from (0; T 0 ) do not change sign, since by the Bifurcation Theorem the solutions near (0; T 0 ) can be represented as z T = (T)x + h(T), 2 IR and h 2 X, with k h(T) (T ) k C 1 ! 0 as T ! T 0 . Furthermore, observe that the solutions (z; T) of equation 2.23 are uniquely characterized by (z 0 (1); T), since for xed T the "initial" conditions z(1) = z 00 (1) = 0 and z 0 (1) determine the solutions uniquely. Thus, the bifurcation 9 branch is characterized by a curve in some neighborhood of (0; T 0 ) in IR IR. To continue this branch, we consider now the initial value problem z 000 = Tz 00 + T 3 f(z) z(1) = 0 ; z 00 (1) = 0 ; z 0 (1) = ; (2.24) which we consider backward in time, i.e. for t < 1.
We rst choose some solution z on the local branch, and keep the corresponding T xed. We now shoot (backwards), varying ; for = z 0 (1) the rst zero of the solution z is in t = 0. In the following Lemma 2.4 it is shown that this zero is always non degenerate, i.e. z 0 T (0) > 0. Thus, by the continuous dependence of solutions on parameters for ODE's the corresponding solution z = z has for near a ( rst) zero in a = a near 0; proceding similarly near any "starting point" , we see that this procedure is open. Next, we show that this procedure is also closed, as long as a is bounded from below. We rst show that there exists a > 0 such that a 1? , for all : indeed, let > 0 such that T Let now n ! , with a n ?c. Since the rst zero a n satis es ?c a n 1 ? , we have (for a subsequence) a n ! a 0 , and since on a 0 ; 1] the equation is satis ed (with y(a 0 ) = 0 = y(1); y 0 (1) = ), we see that a 0 = a . Thus, this extension procedure is open and closed, and we can extend it to the interval ( 0 ; ], where 0 is such that a ! ?1 as ! 0 . We now perform the following change of variables y(t) = z(a (1 ? t) + t) ; t 2 (0; 1). Then y satis es the equation 
Properties of the solutions
Next we show that along the branch given above the solutions stay always strictly positive and below 1. More precisely, we show which is a contradiction. 2
Next, we give some properties of the solutions in the boundary points. We now show that any solution of (2.23) which satis es 0 < z T (t) s 0 , where s 0 2 (0; 1) is the unique point with f(s 0 ) = 0, is concave: PROPOSITION 2.2 Suppose that z(t) := z T (t) satis es 0 < z(t) s 0 ; then z 00 (t) < 0, for all t 2 0; 1).
PROOF : Consider the cases: a) maxz(t) < s 0 : suppose that there exists a t 0 2 (0; 1) with z 00 (t 0 ) = 0; since f(z(t 0 )) > 0 we conclude that z 000 (t 0 ) > 0, which implies that z 00 (t) is increasing in t 0 ; 1), and thus cannot satisfy the boundary condition z 00 (1) = 0: contradiction. b) maxz(t) = s 0 : suppose again that z 00 (t 0 ) = 0 for some t 0 2 (0; 1); if t 0 is not a maximum point for z, then z 000 (t 0 ) > 0 and hence z 00 (t) > 0 for t in a right neighborhood of t 0 , and hence for all t 2 (t 0 ; 1]; thus, z 00 (1) 6 = 0: contradiction. Finally, if t 0 is a maximum point for z, then the initial conditions z(t 0 ) = s 0 , z 0 (t 0 ) = 0, z 00 (t 0 ) = 0 yield the unique (constant) solution z(t) = s 0 , which does not satisfy the boundary conditions z(0) = z(1) = 0: contradiction. Hence, the proposition is proved. 2
Next, we show that the solutions stay asymptotically away from the trivial solution. 
Asymptotic estimates
In this section we derive some asymptotic properties of the solutions, assuming hypothesis V3 and V4. First, we show some asymptotic bounds: . Then maxz T (t) < s 0 , for all (z T ; T) on . where we look for solutions satisfying 0 < z(t) < 1, for 0 < t < 1. We rewrite (3.43) setting z(t) = y(t) + t; t 2 0; 1]; then y satis es y 000 (t) = Ty 00 (t) + T 3 f(y(t) + t) ; y(0) = y(1) = y 00 (1) = 0 : (3.44) Note that (3.44) has for T = 0 the trivial solution y(t) 0. The interpretation is that for T ! 0 the solutions z T approximate the "trivial" transmission solution z 0 (t) = t (which crosses the obstacle in zero time). We employ the Implicit Function Theorem to solve (3.44) near the trivial solution. Let X and Y denote the spaces as given in (2.7), and de ne the mapping F : IR X ! Y F(T; y) = y 000 ? Ty 00 ? T 3 f(y + t) (3.45) Note that F is a C 1 mapping with F(0; 0) = 0; furthermore, F y (0; 0) v] = v 000 , and thus F y (0; 0) : X ! Y is an isomorphism. Hence by the Implicit Function Theorem we get a local branch of solutions (T; y T ) in a neighborhood of (0; 0) 2 IR X. We will restrict attention to solutions (T; y T ) with T > 0.
Global extension of the branch and properties of the solutions
The branch of transmission solutions can be extended to a global branch, proceeding as in the extension of the branch of re ection solutions, see section 2.3. The main ingredient for this extension via shooting is the non degeneracy of the zeros of any solutions of (Tr). This and other properties of transmission solutions are proved in the following it has one real root and two complex roots. Denoting 1 ; i these roots, one has 1 < 1 < 
