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ABSTRACT 
We deal with the category ~ the objects of which are finite-dimensional, real 
spaces and the morphisms of which are polyhedral convex processes introduced by 
R. T. RockafeUar [6]. We give some characterizations of additive processes, and we 
study superpositions of epimorphisms and monomorphisms in the category ~. 
Convex processes have been introduced and studied by R. T. Rockafellar 
[4-6]. Some categorical properties of polyhedral convex processes are given in 
[7]. In the present paper we deal with additive convex processes and 
superpositions of epimorphisms and monomorphisms. We show that the 
biggest subcategory of the category of polyhedral convex processes in which 
every morphism is a superposition of an epimorphism and a monomorphism is 
closely connected with the category of linear processes, which were intro- 
duced by S. MacLane [2, 3], and named additive relations there. 
Let X, Y be finite-dimensional real linear spaces. A multivalued mapping 
T: X --* Y is said to be a convex process if its graph 
G(T)= { (x ,y ) ly  ~ T(x)  }c_ X X Y 
is a convex cone containing the origin. We say that 
(1) T is a polyhedral convex process if G(T) is a polyhedral convex cone 
[5, p. 170]. 
(2) T is a linear process if G(T) is a subspace of X × Y. 
Denote by D(T) the effective domain for the convex process T: X ~ Y, 
i.e., 
D( T ) = { x ~ X IT( x ) is nonempty}, 
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by R(T) the range for T, i.e., 
R(T)  = {y ~ Yly ~ T(x)  for some x ~ X}, 
by K(T) the "kernel" of T, i.e., 
K (T )= {x~ X lO~T(x) ) .  
DEFINITION 1. A convex process T: X--, Y is said to be an additive 
process if for any x 1, x 2 ~ D(T) 
T(x,  + x2) = T(x 1 ) + T(x2) 
Obviously, every linear process is an additive process. 
PROPOSITION 1. Let T: X --* Y be a convex process, and let D(T) be a 
linear space. Then the following conditions are equivalent: 
(i) T is an additive process, 
(ii) T(x)+ T( - x) = T(O) for every x ~ D(T). 
Proof. Let T : X --* Y be a convex process uch that D( T ) is a linear space 
and for every x ~ D( T), T( x ) + T( -  x) = T(0). Take x 1, x 2 ~ D( T ). We have 
then 
T(x I )+ T(x2) c T( x, + x2) 
c T(x,  + xz)+T(O) = T(x 1 + xz )+T(xz )+T( -  x2) 
T(x,  + x 2 -  x2)+ T(x2) = T (x l )+ T(x2), 
which completes the proof, because the converse implication is obvious. II 
PROPOSITION 2. Let T: X --, Y be a convex process, and let D(T) be a 
linear space. Then the following conditions are equivalent: 
(i) T is an additive process. 
(ii) There exist a linear transformation f: X ~ Y such that T(x ) = f(  x )+ 
T(O) for every x ~ D(T). 
Proof. Let T: X ~ Y be an additive process, and let D(T) be a linear 
space. Then for any x ~ D(T) we have 
0 ~ T(O) = T (x )+T( -  x); 
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hence for every x ~ D(T) there is g (x )~ T(x) such that -y (x )~ T( -x ) .  
Let x 1 ... . .  x,  be a base of D(T). Define a linear transformation f :  X ~ Y such 
that f (x i )=  y(xt), i = 1 ... . .  n. Then for x ~ D(T) we obtain f (x)  ~ T(x), and 
T (x ) - f (x )  = T(x)+ f ( -  x) c_ T(x)+ T( -  x) = T(O). 
Thus 
r(x) f(x)+ r(0) _c r(x)+ r(0) = r(x), 
SO 
T(x)=f(x)+T(O) for every x~D(T) .  
The converse implication is obvious. 
Throughout he paper ~¢ denotes the category the objects of which are 
finite-dimensional, real linear spaces and the morphisms of which are convex 
processes with the superposition ST: X ~ Z of processes T: X --* Y, S: Y --* Z 
defined by 
Sr(x)=S(r(x))= U s(y). 
g ~ T(x)  
We consider three subeategories of ~¢ with the same objects as in ~¢, 
namely: 
(1) L~ a, with linear transformations a the morphisms, 
(2) ~ ,  with linear processes as the morphisms, 
(3) ~ ,  with polyhedral processes as the morphisms. 
DEFINITION 2. A convex process T: X--* Y is said to be a constant 
process if there exist convex cones G l c X, G~ _ Y such that 
G(T)= Gt×Gz.  
The class of all constant processes we denote by d~. 
Let &e'be an arbitrary category. We shall say that a morphism T ~ ~t'is a 
monomorphism in the category o~e'if for all morphisms S1, S 2 ~ ~('such that 
TS 1 = TS 2, one has S 1 -- $2; and T ~ 3(is an epimorphism in the category 3e'if 
for all morphisms Sl, S 2 ~ &e'such that S1T = SaT, one has S 1 = S 2. 
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It is easy to check the following: 
LEMMA 1. 
(a) Every T ~ ~,  T: {0} ~ X, is a monomorphism in the category ~.  
Co) Every T ~ ~,  T: X - ,  {0}, is an epimorphism in the category ~.  
(c) I f  T: X ~ Y, T E ~¢, then there exist an epimorphism E ~ ~,  E: X 
{0}, and a monomorphism M ~ Sz, M: {0} ~ Y, such that T = ME. 
(d) I f  TE~¢, T :X~Y,  T1, T2~,  T I :Y~Z,  ~:Z~X,  then the 
processes TIT and TT 2 are constant. 
Obviously, the above lemma also holds in the category ~¢'. 
PROPOSITION 3. Let T ~ ~, T: X ~ Y. Then the following comtitions are 
equivalent: 
(i) T is an additive monomorphism in the category ~ or ~. 
(ii) There exist a linear monomorphism f : X ~ Y such that T( x ) = f(  x )+ 
T(O) for every x ~ X and Im f C] T(0) = {0}, where Im f denotes an image 
o f f .  
To prove Proposition 3 we need some facts, which are in [7, 9]: 
THEOREM 1. 
(a) I f  T: X ~ Y is a monomorphism in the category ~ or c(, then 
D(T) = X and K(T )= (0}. 
(b) T: X --, Y is a morunmnphism in the category ~ (W) i f f  whenever 
W,V  c_ X are polyhedral convex sets (convex sets) such that T( W )= T( V ), 
one has W = V. 
Proof o f  Proposition 3. Let T: X ~ Y be an additive monomorphism in
the category 9z or W. Then applying Proposition 2, we get T(x ) = f (x )+ T(O) 
for x ~ X and for some linear transformation f :  X ~ Y. Take x E X such that 
f (x )  = 0. Then 0 ~ T(0) = T(x), so x ~ K(T) = {0},which means that f is a 
linear monomorphism. 
If y ~ Im f C] T(0), then y = f (x )  for some x ~ X and 
T(x ) = f (x )  + T(0) _c T(O) + T(0) = T(O). 
Hence 
T( { txtO <.% t ~ 1}) = T(0), 
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and applying Theorem 1 we get 
( tx lO~t  ~ l}= {O}, 
which means that x = 0 and y = 0. 
Now let f :  X ~ Y be a linear monomorphism such that T(x) = f (x )+ T(O) 
for every x~X and ImfNT(0)= {0}.Let W,V be such polyhedral sets 
(convex sets if we consider T in the category ~),  such that T(W)  = T(V). 
Then for every v ~ V there exists w ~ W such that f (v  - w) ~ T(0). Hence 
f (v -w)~ImfNT(O)=(O) ,  so v=w.  
This means that V ___ W; similarly we get W ___ V. Hence W = V, so T is a 
monomorphism in the category ~ (rg). • 
It is well known that every linear transformation f is the superposition of 
an epimorphism e and a monomorphism , i.e., f = me, In the present paper 
we shall show 
THEOREM 2. Let ~dbe a subcategory of  ~ such that: 
(a) ZP _c ,X('. 
(b) For every T E Jdthere exist an epimorphism E ~ ~and a monomor- 
phism M ~ Xsuch  that T = ME. 
(c) JFis the biggest subcategory fulfilling (a) and (b). 
Then Y,~ = ~ U J .  
To prove the theorem we need some lemmas and definitions. 
LEMMA 2. Let G be a convex cone in X. Let l(G) be the biggest space 
contained in G. Then there exists a convex cone C ~ X such that l (C)= {0}, 
G = I(G)+ C, and/ (G)A  C --- {0}. 
For every cone G ~ X we define the polar G ° in X*, where X* denotes 
the adjoint space, by 
G ° = (q E X*lq(x ) < 0 for all x E G ) [5, p. 121]. 
Let T ~ f~, T: X ~ Y. We define two adjoint convex processes [8] T* : Y* 
-o X*, T*~: Y* --" X* as follows: 
G(T* )= {(p ,q ) l ( -q ,p )EG(T)  °} 
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and 
G(T#) = {(P,q)l(q,  - P) ~ G(T)  °}, 
and an inverse process T 1 : y ~ X as 
G(T 1)= ((y,x)l(x,y)~G(T)}. 
In the category ~,  the abovementioned operations are contravariant 
flmctors and 
(T*)==(T#*)*=T,  (T* ) - I=(T -1)  *, (T~) - '  = (T - I )  ~ [6]. 
Hence we have 
PROPOSITION 4. Let T ~ ~.  Then the following conditions are equiva- 
lent: 
(i) T is a monorm~hism in the category ~.  
(ii) T* is an epimorphism in the category ~.  
(iii) T ~ is an epimo~hism in the category $z. 
(iv) T 1 is an epimorphi~m in the category ~.  
Applying Theorem 1 and Proposition 4, we have immediately 
PROPOSITION 5. If T: X ~ Y is an epimorphism in the category ~ or c~, 
then R(T) = Y and T(0) = {0}. 
PROPOSITION 6. I f  T ~ ~,  T(0)= {0}, then T(x) is a bounded poly- 
hedral set for every x ~ D( T ). 
PROPOSITION 7. Let T: X ~ Y be a monomorphism in the category ~,  
and X ~ {0}. Then T(O) is not a half  space in Y. 
Proof. Let T: X ~ Y be a monomorphism in the category ~ and X ¢ {0}. 
Without loss of generality we can assume that X = R is the space of real 
numbers. If T(0) is a half space in Y, then there exists p ~ Y* such that 
T(O) = {y r fp(y)  < o). 
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Thus 
D(T*)  = T(0) ° = {tplt >1 0}. 
By Propositions 4, 5, and 6 we get that R(T* )= R and T*(p)  is a bounded 
convex set in R, so O~T*(p) .  Hence 0~T*( tp )  for any t >10. Thus 
K(T*)  = D(T*), and therefore we obtain 
T(X)  = R(T)  = R(T)  °° = K(T* )  ° = D(T* )  ° = T(0) °° = T(0). 
Applying Theorem 1, we get X = {0}; this contradiction proves the proposi- 
tion. • 
For A, a subset in X, let us denote by lin A the smallest subspace in X 
containing A. 
By R * we denote the set of nonnegative real numbers. 
LEMMA 3. Let C ~ X be a polyhedral convex cone, which is not a linear 
subspace. Let x o ~ X be such that both x o and - x o do not belong to C. Then 
there is a linear epimorphism f : X --* R such that f (C )= R ÷ and f (Xo)= 1. 
Proof. Let C and x o be as in the assumptions. First, suppose that x o is 
not in linC. Since C is not a linear subspace, there exists x 1 ~ C such that 
- x 1 is not an element of C. Applying separation theorem [1, p. 15], we get a 
functional g : l inC ~ R such that g (x )> g( -  xl) for every x ~ C. Since g(C) 
is a cone in R and g(xx)> 0, then g(C)= R +. A functional f :  X--* R such 
that f (Xo) = 1 and f (x )  = g(x) for every x ~ linC is an appropriate pimor- 
phism. 
If x o ~ linC, we can assume that linC = X. Let a 1 . . . . .  a k be generators of 
C, i.e., 
C= x~Xlx= ~ t ia i , t i>~O, i= l  . . . . .  k . 
i~ l  
We consider the following problem: 
find a functional f :  X ~ R such that 
f (a i )  >~ 0, 
f ( -Xo)>~ -1 .  
i=1  . . . . .  k, 
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The existence of a solution to this problem is equivalent to the fol lowing 
property:  
for every set { t I . . . . .  tk ~ 2 } c R ~ such that 
k 
tiai + lk + lXo + lk ~2(-- Xo)=O 
i=1  
one has t k~t -  tk+2 4 0 [1, p. 25]. 
So suppose t i >~ 0, i = 1 . . . . .  k + 2, and 
k 
~' tia i + lk . iX  o - t  k~2xo=O. 
i= l  
Then - xo(t k ~1 - tk ~2) = E~=~tiai ~ C, so we must have 
t k ~ ~ - tk+ 2 ~< O. 
Hence  there exists a solution f :  X ~ R to our problem, and we have f (  x o ) = 1, 
f (C )  c R +. Since f (C )  is a cone and l inC  = X, it must actually be true that 
f (C )  = R + . "m 
LEMMA 4. Let E: X ~ Y be an epimorphism in the category ~ such that 
Y v~ {0}and D(E)  is not a linear subspace in X. Then there exists xo ~ D(E)  
such that neither is - x o an element o lD(E) ,  nor x o o f  K( E). 
Proof. Let  Y v~ {0} and E : X ~ Y be an ep imorphism in the category 
such that D(E)  is not a l inear space in X. Accord ing to Lemma 2 there exists 
a cone C c X such that I (C )= {0}, D(E)= I (D(E) )+ C, and I(DE))C~ C = 
(0}. 
Suppose that for every x ~ D(E)  such that - x is not an e lement  of D(E)  
we have x ~ K(E) .  Then C must be conta ined in K(E).  Let  c ~ C with c ~ 0 
and a ~ l (D(E)) .  If - c - a ~ D(E) ,  then 
- c=( -c -a )+a~D(E) ,  so e e l (U(E) ) ,  
which means c = 0. Hence  - (c  + a)  does not belong to D(E) ,  then by the 
assumption e + a ~ K(E)  and c /n  + a ~ K(E)  for n = 1,2 . . . . .  Since K(E)  is 
a closed cone, we obtain that a ~ K(E).  In this way, we have shown that 
I (D(E))c_ K(E) ,  which means that K (E )= D(E)  and therefore E 1(0) = 
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E -X(y ) .  Applying Theorem 1 to the monomorphism E- : :  Y--) X, we get 
: r= {o}. 
This contradiction proves the lemma. • 
Proof of Theorem 2. Let ~be a subcategory of ~as  in Theorem 2. Let 
Y~ {0} and E:X~Y be an epimorphism in ~('. If D(E) is not a linear 
subspace, then applying Lemma 4 there exists x o e D(E) such that - x 0 does 
not belong to D(E) and x o does not belong to K(E). Let us define a linear 
monomorphism f :  R ~ X as follows: 
f ( r )  = rx 0 for every r e R. 
Then f e ~ c_ 3¢', so T = Ef ~ 3g'. Hence there exist an epimorphism E 1 ~ 
and a monomorphism M 1 ~ 3~such that T = M1E 1. Since 
rE(xo), r>0, 
T(r) = E( f ( r ) )  = O, r = O, 
0,  r<0,  
we have 
(0} = K(T)  = K(MtE1) = K(E1) 
and 
R + = O(T)  = o (U ,£1)  = O(E1) .  
Hence E l- i is a monomorphism with E 1- t(0) = K(E I )  = {0}; this means that 
E:-1 is a linear monomorphism, so R + = D(E1)= Im E:-1 is a linear space. 
This contradiction proves that D(E) is a linear space, so E must actually 
be a linear process. 
Then we have shown that ff E: X --* Y is an epimorphism, E e )F ,  one has 
E is a linear process or Y = {0}, so 
E e .~ u.,¢. 
Now let M: Z --* Y be a monomorphism in 3¢ ~, and M is not a constant 
process. Then X v~ (0}. If M is not additive, applying Proposition 1, we get 
x 0 ~ X such that 0 is not in M(xo)+ M( -  Xo). Since M(xo)+ M( -  Xo) is a 
closed, convex set, by the separation theorem [1] we get a functional g : Y ~ R 
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such that g (y )> 0 for y ~ M(xo)+M ( -  Xo). Since g E 0~ _c )~'~, we have 
gM ~ ~g'. Thus there exist an epimorphism El :  X--* Z, E t ~ ~t ~, and a 
monomorphism M 1 : Z -o R, M 1 ~ ~e', such that gM = M1E 1. Then D(E 1 ) = 
D(gM) = X, so E 1 is a linear epimorphism. If Z ~ {0}, then applying Proposi- 
tion 7, we obtain MI(0 ) = {0}, so M is a linear monomorphism and gM = M1E 1 
is a linear transformation. 
Let Yl ~ M(xo), Yz ~ 34(-  Xo); then 
0 < g(Yl + Y2) = g(Y l )  + g(Y2) ~ g(M(xo))+ g(M(-  Xo) ) 
= (gn) (xo)  + (gn) (  - Xo)  = o. 
This contradiction proves that Z = {0} and 
gM(x)=M1E, (x )=MI (O ) for all x~X.  
Hence 
g(M(x0) + M( -  x0))--~(M(xo)) + g(M( -  Xo))= M,(0), 
so there exists y ~ M(xo)+ M( -  Xo) such that g(y)  = 0. 
This contradiction proves that M is an additive monomorphism, so by 
Proposition 3 we get a linear monomorphism f :  X -o y such that M(x) = f (x)  
+ M(0) for x ~ X and Im f A M(0) = {0}. 
Let 0 ~ Yo = f (Xo)~ Im f. If M(0) is not a linear space, then applying 
Lemma 3, we obtain a linear epimorphism h: Y ~ R such that h(yo) = 1 and 
h(M(O)) = R ÷. Since h ~ .L ~v ___ ~e', so hM ~ JY'and there exist an epimorphism 
E 1 : X --* Z, E 1 ~ 3e ~, and a monomorphism M l : Z -o R, M 1 ~ Jt/', such that 
hM = MIE 1. 
Take any x ~ X; we have 
MIEI(X ) = hM(x) = h( f (x )+ M(0)) = h( f (x ) )+ h(M(O)) 
=hf (x )+R + 
Hence MI(0 ) = M1EI(O ) = R +, and according to Proposition 7, this means that 
Z={0},  soEl (x  )=Oforx~Xand 
R + = M,(0) = M,e , ( -  Xo) = h f ( -  Xo)+ R + = h( -  yo)+ n + 
= - I+R +. 
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This contradiction proves that M(0) is a linear space, so M is a linear process. 
Hence if M is a monomorphism and M E .~...~, then M ~ ~ U ~¢. 
Let T ~ 3ff, then there exist an epimorphism E ~ ~ u JCand a monomor- 
phism M ~ ~ U . f  such that T = ME. Applying Lemma 1, we get that 
T ~ ~ U .f, which means 
Nnw we shall show that ~ U J fulfills condition (b) of Theorem 2. It is 
easy to see that ~ U 3 ¢ is a subcategory of ~ and .E a _ ~ u J .  Take T ~ ~,  
T: X ~ Y. Then D(T), K(T), R(T), T(O) are linear subspaces and by Proposi- 
tion 2 we get a linear transformation f :  X --, Y such that 
T(x)=f(x)+T(O) for every x~O(T) .  
Consider the factor spaces 
D(T) R(T) 
K(T) '  T(O) 
and their elements 
[X]I for X ~ D(T) and [Y]z for y ~ R(T). 
It is easy to see that 
(1) A linear process E: X ~ D(T)/K(T), E(x)= [x]x for x ~ D(T) is an 
epimorphism in the category ~;  
(2) i: D(T) /K(T)~ R(T)/T(O), i ( [xla) = [f(x)12 for x ~ D(T), is a lin- 
ear isomorphism [2]; 
(3) a linear process M: R(T)/T(O) ~ Y, M([y]2) = y + T(0) for y ~ R(T), 
is a monomorphism in the category ~;  
(4) T = MiE; 
(5) this decomposition is unique with precision to isomorphism. 
If T ~ J ,  then applying Lemma 1, we get an epimorphism E ~ 3 r and a 
monomorphism M ~ o¢ such that T = ME. Hence 
~U~=3E.  • 
EXAMPLE. By Theorem 2 we know that not every polyhedral process has 
the decomposition with an epimorphism and a monomorphism. Now we shall 
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show that even single-valued processes need not have this decomposition. 
Indeed, let {0} ~ C _c X be a polyhedral cone, which is not a linear space, 
and let f :  X ~Y be a linear transformation. Then T: X ~ Y defined as 
T(x) = f (x)  for x ~ C is a polyhedral process. If T = ME for some epimor- 
phism E and monomorphism M, then 
{0} = K(T)  = K(E)  = E -  1(0), 
so monomorphism E 1 is a linear transformation and 
C= D(T)= D(E)= ImE -1 
is a linear space, which is contradiction. 
I am grateful to a referee for careful readings an earlier version and 
suggested improvements in the terminology. 
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