I. INTRODUCTION
T HE study of interference in the frequency domain has been widely used to analyze the effect of interference in analogue communication systems but with the advent of digital systems, disturbance time-domain patterns are necessary to understand and improve the immunity of the systems.
Numerous studies show that digital communication systems are highly immune to continuous interference thanks to modern techniques of channel coding and associated protocols [1] - [3] . However, digital systems are not as resilient to transient interference [4] . For this reason, the effects of transient signals in communication systems are of particular interest from the electromagnetic compatibility (EMC) viewpoint.
The nature and complexity inherent to transient signals complicates their measurement. The transient, also known as impulsive noise, can be described as a "momentary" change of magnitude, seen for a very short time, in the sense that this short interval of time should be much less than one cycle of the signal affected [5] . This is a critical factor in the cost and capability of the equipment able to take measurements in the time domain with the required sensitivity and accuracy.
In recent years, simulation using computational electromagnetics has become an important tool in the analysis of transients and a valuable contributor to predicting a system's behavior. This not only allows the study of such complex signals as transients, but also the possibility of eliminating problems early in the design process which will result in significant savings in cost and accelerated time-to-market.
Nowadays, it is possible to find several simulation methods to analyze complex systems in different domains [6] - [8] . The overriding requirement is the need to be confident with the results, in other words, to be able to validate them in a quantitative way. Validation is usually carried out through comparison of a pattern or reference model with the model under study [9] .
There are several validation methods available [10] . Their aim is to quantify the similarity of two datasets, making them an objective tool for test engineers to discuss data on a similar basis. They also offer the possibility of a quantitative assessment of the ranked results to be interpreted as expert opinion [11] . The validation method most widely used today, because of its versatility and simplicity in the field of EMC is the feature selective validation (FSV) method [12] , [13] . FSV, which is now incorporated into IEEE standard 1597.1 [14] , has the advantage of analyzing the two major aspects that are widely considered to be paramount in any validation: the magnitude levels and the shape of the graphs.
FSV is "domain agnostic" and does not rely on any domain information to function, which means that it can be applied to both frequency and time-domain signals as well as data that have an independent axis of length, angle, field strength, etc. However, previous studies have identified some problems when applying FSV to analyze transient signals in the time domain [15] . In order to overcome these drawbacks, and to make a correct validation of transient signals, the authors in [16] proposed a novel solution described as a "weighted-FSV" (W-FSV) method. The idea follows the same logic applied by experts when they analyze a transient, dividing the signal into three different, individually weighted regions (preevent, event, postevent).
This methodology is an important approach to using expert opinion. However, this solution is valid only for a certain type of transients [see Fig. 1(a) ]. The main problem of the proposed algorithm is that of appropriately weighting each of the regions and formalizing the selection of the regions in more complicated cases, such as that illustrated in Fig. 1(b) .
It is shown that experienced engineers separate a signal into regions, rating their importance in an intuitive way, based on their experience. Nevertheless, when this process needs to be captured algorithmically, it is difficult to find the parameters that have the same agreement to the experts' opinions and artificial intelligence-based systems may simply take too long to "train" effectively.
This paper presents an algorithmic approach to validating the numerical simulation of different types of transients in the time domain using the FSV method.
In order to improve the method, a survey was carried out on a number of experts in order to analyze the main parameters they look for when performing a comparison, both to confirm the basis of previous research and to allow the automatic generation of the intratransient boundaries for analysis. Through this survey, a dynamic weighting method is defined. Finally, in the last section, we evaluate eight transients using the traditional FSV, the W-FSV, and the dynamic-W-FSV. All these methods were compared to the collated expert opinion, in order to provide an objective evaluation.
II. FSV AND TRANSIENT PHENOMENA

A. FSV Method
The FSV method is based on the separation of the data to be compared into two groups: the difference in amplitude (amplitude difference measure, ADM) and, the difference between the detailed characteristics of the signal (feature difference measure, FDM). The combination of these two indicators (ADM and FDM) is a measurement of the overall difference (global difference measure, GDM).
These three metrics perform a point-by-point analysis. By studying the point-by-point data, it is possible to know which areas of the datasets have the dominant differences. A subscript "i" is added to consider this point-by-point feature (ADMi, FDMi, and GDMi). All of the indicators are calculated according to the following equations ( [14] ):
where N is the length of the datasets under comparison, and k iterates between 1 and N . The general "structure" of the FSV calculations is based on a "difference over mean" approach which helps to remove any significance in the scaling of the y-axis, making it possible to perform meta-comparisons, i.e., comparisons between different datasets and dataset types. The difficulty comes in accounting for absolute offsets between data where similar data that are closely spaced will be regarded as having a much better quality of comparison than similar data that are widely spaced. As a result, the offset difference measure (ODM) was introduced so that its contribution to the ADM term increased exponentially with separation, ensuring that similar datasets that have wide separation are not misquantified as being of good quality [17] . Consequentially, ADMi indicator became in the following equation:
Clearly, the lower bound for the ODM is zero but can increase to a large number if the offset increases. As with other components in the FSV equations, a value greater than 1.6 is regarded as leading to a very poor comparison. One strong point of ADM and ODM indicators is their independence from the number of samples. At first sight, one might think that the indicators are highly sensitive to sample size in the datasets, in particular, their denominator. However, this term is a simple mean value of the dataset and, therefore, the final result indicator is independent of the sample size. In order to support this analysis, different datasets were compared, increasing the sample size by 10 4 points; we could observe that there was a difference of less than 1% in the final indicator's results (ADM and ODM), which is due more to the interpolation process than to the indicator itself. For a higher number of samples, it becomes steady, with no significant variation.
The FDM is calculated according to
where
And finally
"Lo" is the low-frequency component of the original data and "Hi" is the high-frequency component of the original data obtained after applying data filtering. Lo and Hi are the first derivatives of the data of the low-and high-frequency components, respectively. Finally, Hi is the second derivative of the high-frequency component.
Another way to qualitatively analyze the FSV indicators is represented by a coarse probability density function using the point-by-point values of each indicator. This indicator is useful for a rapid and comprehensive analysis of the results. Histograms are sorted according to qualitative descriptors into Excellent, Very good, Good, Fair, Poor and Very poor (see Table I ).
When focusing on the aforementioned equations, it can be observed that the denominator is a function of the filtered data's intensity weighted average. It can be anticipated that this function works best when the datasets under study have similar mean values and similar variations over all data, i.e., the data are not, itself, zoned into different regions with different properties. Nevertheless, by definition, the duration of the most significant region of transient signals is extremely short compared to the duration of the rest of the signal [16] when the "start" and "end" points for the analysis can be selected arbitrarily, which may then cause further complication in quantification of the comparison. In this case, by overvaluing the regions outside the transient event, the denominator grows, and the differences in the numerator decrease. The outcome of this is that the FSV comparison can be more pessimistic than a visual inspection, because the standard FSV approach evaluates all regions with the same criteria and the same weighting (emphasis), whereas most visual inspections ignore these regions.
It might be thought that a good solution would be to eliminate any region different other than the transient itself. However, this is not a reasonable approach, as the information contained in that data is helpful to indicate how the system stores and dissipates energy once the source of that energy is switched OFF. Hence, it is important to understand the system state before the transient event and how the system responds once the transient has taken place. [7] A second issue that affects the outcome of the FSV method is the offset level within the transient signals. The ODM indicator measures this offset (1.1). Nevertheless, if the offset is very small, the value of the denominator of (1.1) can be close to zero causing an important increase in the ODM indicator. This issue has a direct effect on the ADM indicator and, through it, on the GDM indicator. This is a major drawback of transient analysis, because most transients have offset levels close to zero, particularly when the "stop" point in the analysis continues for some time after the transient event itself. While there is other research currently underway to investigate this issue, it is important that a successful approach to transient comparison accounts for this eventuality.
The W-FSV method [16] is reviewed in the next section and some of the potential shortcomings of this are discussed prior to proposing a further improvement called the dynamic region FSV (D-FSV) method. Following the review of the W-FSV method, details of a survey of 20 experts is presented and this is used to further analyze the W-FSV approach and provide information used in the development of the D-FSV method.
B. Weighted-FSV
This method is based on the concept that all transients can be divided into three regions. The first region is known as the "pre-event" region, the second as the "event" region and finally, the last one is the "postevent" region. First, the FSV method is applied in each region separately. Then, the quantification of the comparison in each region is weighted. Finally, a total value for the comparison is calculated for each region. Furthermore, an offset level correction factor DC cor is applied to both signals ensuring that there will be no zero crossing (this is to overcome gradient normalization when the magnitude of the derivatives is taken for FSV calculation, which can give rise to errors in FSV when multiple zero-crossings are included in the original data but the offsetting does not detract from the accuracy of the FSV method). Hence
The calculation of the three regions is separated according to the following rules:
1) The first region (pre-event) is defined from t 0 = 0 to the time when either signal begins to rise significantly.
Generally, this was taken to be 10% of the maximum amplitude. However, through the survey results of [18] , it was observed that, in a transient signal, most experts visually identify this point with a value ranging from 5% to 10% of the signal's peak. For this reason, and after some tests, it was shown that the closest point to the expert opinion is when 6% of the signal's peak is used. Therefore, the pre-event is defined from t 0 = 0 to the time when the amplitude of either signal reaches 6% of peak [16] value on its rising side
where "j" is the set of the data to be compared ("1" is the first dataset and "2" the second dataset). P max j is the maximum level of the transient for each dataset and APP j is the alternative amplitude point (see Fig. 2 ). When the regions are defined for both dataset, the minimum value of them is chosen (8) and the FSV is applied with a weight of 0.05 in this region (9) [16] t pre = min(t
2) The second region (the event region) is defined as the transient itself, ranging from the end of the pre-event up to a point that contains 65% of the total signal's energy computed from t = 0 (break point, BP) [16] . Generally, both signals have different energies so that in most cases the break-point time is different for each signal. The cutting, or break point, time t event is always defined by the longest time of the two signals under comparison (see Fig. 2 ). This ensures that the event is included in the comparison for both signals.
As was done for the previous region, the FSV is applied and then a weight is assigned. Since this region is the most important of the entire disturbance, a weight of 0.7 of the total is assigned [16] BP j = 0.65 FSV event = FSV(Data 1 (t), Data 2 (t))| t e v e n t t=t p r e * 0.70. (11) 3) Finally, the third region (the post-event) is defined from the end of "the event" to the end of the recorded signal. Usually, this region is the longest of all. The FSV is applied in this region and a weight of 0.25 of the total is assigned [16] FSV post−event = FSV(Data 1 (t), Data 2 (t))| t f t=t e v e n t * 0.25.
(12) Fig. 2 shows the key points to find each region for the W-FSV method. In this particular case, it can be seen that the t pre 1 is the earliest time found for the beginning of the event and, according to (6) , it determines the time for the first region (preevent). The second region is defined by the energy of the second dataset, which has a greater BP (BP 2 BP 1 ). Finally, the postevent is defined from the event to the end of the datasets.
Once the results of the FSV method are weighted for each region, all the confidence histogram results (XDMc, where X = A, F, and G) from the three regions are added, obtaining a total value for the comparison. The results of all regions are then concatenated to get an overall point-by-point indicator (XDMi). The qualitative and average indicators can be calculated from this data. Unfortunately, some deviations from expert opinion can be seen. A key problem is aliasing in the edge of each region, which ultimately affects the results. Additionally, the weighting remains fixed in all the proposed regions, regardless of the type of transient [18] . Moreover, this technique does not take into account the possibility that the pre-event or postevent could be zero, making the results differ from the assessments made by experts.
W-FSV
C. Survey
In order to investigate the approach that experts use to analyze transient data, using [18] as a basis, a set of transients was presented to a group of engineers (see Annexes and Table II) . These engineers were mostly approached during the EMC Europe 2011 Conference in York (EMC-York survey), as they had a strong background in EMC and, especially, expertise with transient signals. It is acknowledged that this is not a statistically significant survey but it does provide important indicative evidence about the decision making process. 
W-FSV Region (-.-)
Expert Region
The survey is based on eight transients used in [18] . The transients are indicative of the range of typical transient structures commonly encountered. The first transients are short and have a very similar behavior (see Table II , Fig. A) . In Fig. B , the analyzed transients have a longer settlement time and a larger ripple in each area of the event. The transients in Fig. C, D , and E are more complex, having longer settling times and more ripples throughout the signal. The experts were asked six questions in order to understand the evaluation process applied in the analysis. It was of particular interest to know whether experts look at the data as a pair of continuous traces or whether they look at "regions" with unique characteristics, as previously assumed. Moreover, if they view the data in "regions," it is important to know how many regions they use and whether they considered all regions equally important or some regions more important than others. Finally, if they defined regions, this information can be used to assess whether the proposed algorithm approaches their opinions or not.
In total, 20 respondents were interviewed. The most significant result is that 100% of the experts think that it is necessary to divide into different regions. 88% of whom agree that, in most cases, the transient can be divided into two or three regions. The criterion followed that the process of defining each is generally based on the peak of the signal, the energy, and the time of the event. As can be seen in Table I , the result of the algorithm is always inside of the regions selected by the experts, validating the approach taken in developing the original algorithm (this is shown as the gray regions in Fig. 1 ).
It was found that 75% of the experts assigned weights to the regions based on maximum amplitude and energy in the region, whereas 20% considered that the weights depend on the duration of the event. Finally, 5% thought that the weights need to be assigned depending on the application. However, all respondents agree that the most important region of the transient event itself is defined by the maximum amplitude and energy dissipation.
Through this survey, we can confirm that experts are able to adapt their interpretation in terms of the signal that it is evaluated. The most remarkable and positive result is that most of them used the same criteria and have a clearly defined technique. Furthermore, the survey shows that most of the transient can be studied using two or three regions. These regions should be defined not only by the peak value, but also by the energy and duration. In other words, the method for transient evaluation should allow both dynamic region adjustment and energyduration based weighting. As a result of the above, D-FSV is proposed to be used with transient phenomena.
III. DYNAMIC-REGION-FSV D-FSV is a technique based on the W-FSV described earlier.
The transient is again divided into different regions, while the data are translated into a common half-plane according to (4) . However, in this case the pre-event region is calculated using the energy of the signal. This procedure makes a significant simplification in the process of finding the pre-event region, rendering it independent of possible oscillations present in the signals under comparison, as described in more detail below. Another key difference is that region weighting is applied dynamically according to the region's energy and duration.
Finally, the weightings are applied for each region only on the FDM point-by-point indicator (FDMi). Remembering that this indicator is the predominant measure for evaluating the shape of the signal and, by implication, the characteristics of the transients, it is the difference measure which has the most significant influence on transient analysis. This method allows an assessment of the shape relative to its region and its visual weight, bringing a closer agreement with the expert opinion.
A. Region Calculations
The pre-event region is calculated by first computing the cumulative distribution function (CDF) [19] E j (t) of data 1 and data 2 as in (14) . Then, a least-squares fit [20] of a straight line to E j (t) is calculated, subtracting the resulting function from E j (t) in order to detrend the data as in (15) . Subsequently, the position of the first trough of E j -detrended (t) is found and it is chosen as the break point t pre j (BP-pre). When the regions are defined for both dataset, their minimum value is chosen [first relative minimum (8)]
where j is the set of the data to be compared ("1" is the first dataset and "2" the second dataset). t f is the final time of the data. "a" and "b" are the coefficients of a polynomial (at + b) that fits the E j (t). Finally, the break point between event and postevent regions t event j is calculated using the same procedure of the W-FSV [see (8) and (10)]. Fig. 3(a) shows an example of the regions found for a simple transient. In Fig. 3(b) , one can observe the different values of the CDF and detrended CDF (DetrCDF) for the datasets and the points found for any cases. Dataset 2 has the minimum value for the pre-event region and the postevent region is chosen with the maximum value of dataset 2.
This technique ensures that if something happens in the preevent which is comparable to the event region, then this will be considered as part of the event region and not as a pre-event. In this case (see Fig. 3 ), the breakpoint will move to the left sides.
B. Weight Calculation
The weight of each region is given by the duration and the maximum amplitude in the event, linking the weight of the regions of the transient with two common variables, amplitude, and time. The weighting is defined mathematically by the following equation:
where "W " is the weighting factor defined for the region "r" (pre-event, event, and postevent); "t r " is the time defined in the region and "y r " is the amplitude in the region. PA and PB are the weights' adjustment coefficients for each region.
The specific values of PA and PB for each region are calculated using expert criteria. This allows the method to be refined further, according to different applications, types of signal or other subsequent requirements. In this case and for transients studied (as given in Table I) , the values of PA and PB are assigned according to the importance of both the amplitude and duration within the region.
For the pre-event region, a minimum weighting is assigned to the amplitude component, since this is not of major importance in this region (P A pre = 1). Nevertheless, the duration that this region may have a moderate importance; therefore, PB is assigned a medium weight (P B pre = 5). The most important region on the transient analysis is the event region, for this reason, a high value is assigned to the two weightings (P A Event = 8; P B Event = 8). Finally, for the postevent region is assigned little weight to the amplitude component but the maximum for the time (P A Post = 2 and P B Post = 8) because the duration of this region plays an important role in the expert's evaluation process.
Once the weights of each region have been calculated, the weight of the post-and pre-event are normalized and standardized to ensure that the region of the event is applied to 100% and the other weights are distributed proportionally to the values found. If the pre-event or the postevent are zero, the algorithm joins the event and the "zero" region in one region
Finally, the FSV values are calculated for the whole transient signal and the weights are applied to the FDM indicator (FDMi). With these new point-by-point values, the qualitative and average indicators are calculated 
Following (21), it is possible to obtain the point-by-point values for each indicator, which was impossible in the W-FSV method, since it only obtained qualitative values (13) .
In Fig. 4 , one can observe the maximum and minimum values of the amplitude and time for each dataset for the same example presented in Fig. 3 . Using these values and (16)- (19), the weighting for each region is calculated according to In order to show the application of this proposed method, the D-FSV and W-FSV methods are applied to the transient signals in Table I, Another important advantage of the D-FSV, compared with the W-FSV method, is the significant reduction in the calculation time. The execution time depends directly on the number of samples that must be processed by the FSV method. It should be remembered that each time that FSV is a new break point must be found and applied to all the filters defined within the method, this directly affects the total time of calculation.
In the case of the W-FSV method, the data are divided and then the FSV process is applied in each region [see (9) , (11) , and (12) Table III , it may seem that the D-FSV method is more optimistic than the other methods and, no matter what type of data are being analyzed, the D-FSV result is never "Poor" (in the same way the survey data was never "Poor"). In order to analyze the grade of quality of the method, it was decided to perform an analysis of two transient signals that were very different in shape and amplitude (see Fig. 5 ).
Clearly, both datasets in Fig. 5 have a very low similarity. Applying the W-FSV and D-FSV, the result of the qualitative indicator (GDMc) is "very poor" in both methods. This result confirms that, despite the D-FSV method appears to be more optimistic, is as effective as the W-FSV when two transients with very different behavior are analyzed.
IV. CONCLUSION
The validation of numerical modelling applied to transient phenomena poses some more challenging problems compared with typical frequency-domain-based validation. This paper has addressed the issue of applying FSV to transient data. This paper has presented a small survey that, in conjunction with previous work on this topic, has resulted in a proposed approach to using FSV for transient data. The principal conclusion of this study is that, to use the FSV as a validation method for transient signals, it is not only necessary to divide each region of the transient carefully, but that a proper weighting for each region must also be applied.
Although the survey conducted for this paper cannot be considered statistically significant, it clearly showed the bases used by most experts when transient signals are analyzed. This represents a new approach to analyzing this type of signal. However, the authors feel that this approach is innovative for this type of signal, although it would be necessary to perform a larger survey that allows tuning key evaluation parameters.
The proposed approach, the D-FSV method has been developed to compare datasets of transient phenomena both in numerical simulations and experimental measurements. It is proposed that the D-FSV method can provide FSV results that are much closer to the visual assessment than FSV results without this enhanced approach.
The D-FSV method was developed by taking the regions and weighting criteria into account. In this way, the method can mirror the decision-making process of visual assessment. The results shown in our test case indicate that D-FSV provides a clear improvement over W-FSV for transient data comparison and requires less computational effort. Finally, in this paper, good results of these critical parameters were obtained through an FSV survey applied to 20 experienced engineers.
APPENDIX FSV TRANSIENT INTERVIEW
The following graphs each present two transients of similar structure/origin. We are interested in the process by which you would look at the data to come to a conclusion (such as the "data are acceptably close," or "the comparison is poor"). One thing we are interested in is whether you look at the data as a pair of continuous traces or whether you look at "regions" with particular characteristics and, if so, do you consider all regions of equal importance or some regions more important than others.
Could you review these as though you were asked to come to a conclusion about the quality of the comparison and draw vertical lines on the graphs that correspond to boundaries of those regions? If you do not consider separate regions, please just put a line on the extreme right-hand side of each graph.
Also, if you have marked on regions, please assign a weighting to the importance of each region. Please do this by assigning a total of 10 points between the regions to reflect the relative importance of the regions (so the highest number of points goes to the most important region). Finally, specify how confident you are with your answer [Please use Excellent (E), Very good (VG), Good (G), Fair (F), Poor (P), Very Poor (VP)] (see Table II 
