Let G be any connected reductive group over a non-archimedean local field. We analyse the unipotent representations of G, in particular in the cases where G is ramified. We establish a local Langlands correspondence for this class of representations, and we show that it satisfies all the desiderata of Borel as well as the conjecture of Hiraga, Ichino and Ikeda about formal degrees.
Introduction
Let F be a non-archimedean local field and let G be a connected reductive Fgroup. We consider smooth, complex representations of the group G = G(F ). An irreducible smooth G-representation π is called unipotent if there exists a parahoric subgroup P f ⊂ G and an irreducible P f -representation σ, which is inflated from a cuspidal unipotent representation of the finite reductive quotient of P f , such that π| P f contains σ. Date: December 19, 2019 . 2010 Mathematics Subject Classification. Primary 22E50; Secondary 11S37, 20G25. The author is supported by a NWO Vidi grant "A Hecke algebra approach to the local Langlands correspondence" (nr. 639.032.528).
The study of unipotent representations of p-adic groups was initiated by Morris [Mor1, Mor2] and Lusztig [Lus4, Lus5] . In a series of papers [FeOp, FOS1, Feng, Sol2, Opd3, FOS2] Yongqi Feng, Eric Opdam and the author investigated various aspects of these representations: Hecke algebras, classification, formal degrees, Lpackets. This culminated in a proof of a local Langlands correspondence for this class of representations.
However, all this was worked out under the assumption that G splits over the maximal unramified extension F nr of F . (In that case G already splits over a finite unramified extension of F .) On the one hand, that is not unreasonable: unipotent G-representations come from unipotent representations over the residue field k F , and extensions of k F correspond naturally to unramified extensions of F . This enables one to regard a cuspidal unipotent representation of G(F ) as a member of a family, indexed by the finite unramified extensions of F (over a finite field the analogue is known from [Lus1] ).
On the other hand, in examples of ramified simple F -groups the unipotent representations do not look more complicated than for unramified F -groups, see [Mor2] . While general depth zero representations of ramified F -groups may very well be more intricate, for unipotent representations it is not easy to spot what difficulties could be created by ramification of the ground field. In any case, many of the nice properties of unipotent representations were already expected to hold for all connected reductive F -groups. For instance, their (enhanced) L-parameters should precisely exhaust the set of L-parameters that are unramified (that is, trivial on the inertia subgroup I F of the Weil group W F ).
In other words, the restriction to F nr -split groups in the study of unipotent representations seems to be made mainly for technical convenience. In the current paper we will prove the main results of [Lus4, Lus5, FOS1, Sol2, FOS2] for ramified simple p-adic groups, and then generalize them to arbitrary connected reductive F -groups. Before we summarise our main conclusions below, we need to introduce some notations.
We denote the set of irreducible G-representations by Irr(G), and we often add a subscript "unip" for unipotent a and subscript "cusp" to indicate cuspidality. Let L G = G ∨ W F be the dual L-group of G. To a Langlands parameter φ for G we associate a finite group S φ as in [Art, AMS1] . An enhancement of φ is an irreducible representation ρ of S φ . We denote the collection of G-relevant enhanced L-parameters (considered modulo G ∨ -conjugation) by Φ e (G). Then Φ nr,e (G) denotes the subset of Φ e (G) given by the condition φ| I F = id I F .
Theorem 1. Let G be a connected reductive group over a non-archimedean local field F and write G = G(F ). There exists a bijection
with the following properties: (a) Compatibility with direct products of reductive F -groups. (b) Equivariance with respect to the canonical actions of the group X wr (G) of weakly unramified characters of G. (c) The central character of π equals the character of Z(G) determined by φ π . (d) π is tempered if and only if φ π is bounded.
(e) π is essentially square-integrable if and only if φ π is discrete. (f ) π is supercuspidal if and only if (φ π , ρ π ) is cuspidal. (g) The analogous bijections for the Levi subgroups of G and the cuspidal support maps form a commutative diagram
.
Here M runs over a collection of representatives for the conjugacy classes of Levi subgroups of G. (h) Suppose that P = M U is a parabolic subgroup of G and that (φ, ρ M ) ∈ Φ nr,e (M )
is bounded. Then the normalized parabolically induced representation I G P π(φ, ρ M ) is a direct sum of representations π(φ, ρ), with multiplicities [ρ M : ρ] S M φ .
(i) Compatibility with the Langlands classification for representations of reductive groups and the Langlands classification for enhanced L-parameters [SiZi] . (j) Compatibility with restriction of scalars of reductive groups over non-archimedean local fields. (k) Let η :G → G be a homomorphism of connected reductive F -groups, such that the kernel of dη : Lie(G) → Lie(G) is central and the cokernel of η is a commutative F -group. Let L η : LG → L G be a dual homomorphism and let φ ∈ Φ nr (G).
Then the L-packet ΠL η•φ (G) consists precisely of the constituents of the completely reducibleG-representations η * (π) with π ∈ Π φ (G). (l) The HII conjecture [HII] holds for tempered unipotent G-representations.
Moreover the properties (a), (c), (k) and (l) uniquely determine the surjection Irr unip (G) → Φ nr (G) : π → φ π , up to twisting by weakly unramified characters of G that are trivial on Z(G).
We regard Theorem 1 as a local Langlands correspondence (LLC) for unipotent representations. We note that parts (b) , (c), (d), (e) and (k) are precisely the desiderata formulated by Borel [Bor, §10] . For the unexplained notions in the other parts we refer to [Sol2] .
Let us phrase part (l) about Plancherel densities more precisely. We fix an additive character ψ : F → C × of level zero (by [HII] that can be done without loss of generality). As in [HII] gives rise to a Haar measure µ G,ψ on G, which we however normalize as in [FOS1, (A.23) ].
Let P = MU be a parabolic K-subgroup of G, with Levi factor M and unipotent radical U. Let π ∈ Irr(M ) be square-integrable modulo centre and let X unr (M ) be the group of unitary unramified characters of M . Let O = X unr (M )π ⊂ Irr(M ) be the orbit in Irr(M ) of π, under twists by X unr (M ). We define a Haar measure of dO on O as in [Wal, p. 239 and 302] . This also provides a Haar measure on the family of (finite length) G-representations I G P (π ) with π ∈ O. Let Z(G) s be the maximal F -split central torus of G, with dual group Z(G ∨ ) W F ,• . We denote the adjoint representation of L M on Lie G ∨ )/Lie(Z(M ∨ ) W K by Ad G ∨ ,M ∨ . We compute γ-factors with respect to the Haar measure on F that gives the ring of integers o F volume 1.
Conjecture 1. [HII, §1.5] Suppose that the enhanced L-parameter of π is (φ π , ρ π ) ∈ Φ e (M ). Then the Plancherel density at I G P (π) ∈ Rep(G) is c M dim(ρ π )|Z (G/Z(G)s) ∨ (φ π )| −1 |γ(0, Ad G ∨ ,M ∨ • φ π , ψ)| dO(π), for some constant c M ∈ R >0 independent of F and O.
Moreover, with the above normalizations of Haar measures c M equals 1.
Let us explain our strategy to prove Theorem 1. The papers [FeOp, FOS1, Opd3, FOS2] all use reduction to the case of simple (adjoint) F -groups, so that is where we start. Like in [Mor1, Mor2, Lus4, Lus5] we want to analyse the parahoric subgroups P f of G, their (cuspidal) unipotent representations σ and the Hecke algebras determined by a type of the form (P f , σ). The main trick stems from a remark of Lusztig [Lus5, §10.13] : for every ramified simple F -group G there exists a F nr -split simple "companion group" G . which has the same local index and the same relative local Dynkin diagram as G (up to the direction of some arrows in these diagrams). That determines G up to isogeny, and we fix it by requiring that (Z(G ∨ ) I F ) Frob ∼ = (Z(G ∨ ) I F ) Frob . We will construct a LLC for Irr(G) unip via Irr(G ) unip (for which it is known already).
In Section 1 we provide an overview of all possible G and G . It turns out that, although G is connected when G is adjoint, sometimes G = G • × {±1}.
This setup provides a bijection between the G-orbits of facets in the Bruhat-Tits building of G(F ) and the analogous set for G = G (F ), say f → f . We call a representation of the parahoric subgroup P f unipotent (resp. cuspidal) if at arises by inflation from a unipotent (resp. cuspidal) representation of the finite reductive quotient of P f . We show in Theorem 2.3 that the relation between the ramified simple F -group G and its companion group G gives rise to a bijection (1)
Irr
Notice that this actually is a statement about finite reductive groups. LetP f be the pointwise stabilizer of f in G. Then (1) can be extended to a bijection
(2) Irr(P f ) unip ←→ Irr(P f ) :σ →σ .
For cuspidal representations (2) induces to a bijection
(3) Irr(G) cusp,unip ←→ Irr(G ) cusp,unip which almost canonical (Corollary 2.5).
In Section 3 we compare the non-cuspidal unipotent representations of G and G . Letσ ∈ Irr(P f ) unip,cusp , so that (P f ,σ) is a type for a Bernstein component of unipotent G-representations [Mor3] . The Bernstein block Rep(G) (P f ,σ) is equivalent with the module category of the Hecke algebra H(G,P f ,σ). We prove in Theorem 3.1 that (2) canonically induces an algebra isomorphism
These Hecke algebras are essential for everything in the non-cuspidal cases. By [Lus4, §1] there are equivalences of categories
Combining that with (4) for all possible (P f ,σ) yields an equivalence of categories
Although (6) is not entirely canonical, we do show that it preserves several properties of representations. Now that the situation for unipotent representations of simple F -groups is under control, we turn to the complex dual groups and L-parameters for G and G . The most important observation (checked case-by-case with the list from Section 1) is Lemma 4.1: there exists a canonical isomorphism G ∨ → (G ∨ ) I F . This induces a canonical bijection
which preserves relevant properties of enhanced L-parameters (Proposition 4.4 and Lemma 4.5). From (6), (7) and Theorem 1 for G [Sol2, FOS2] we deduce Theorem 1 for ramified simple groups. More precisely, we establish some properties of the bijection
, not yet all. In particular equations (4)-(8) mean that the main results of [Lus4, Lus5] are now available for all simple F -groups.
With the case of simple F -groups settled, we embark on the study of supercuspidal unipotent representations of connected reductive F -groups (Section 5). For a F nrsplit group G, Theorem 1 was proven for Irr(G) cusp,unip in [FOS1] (again with most but not yet all properties). We aim to generalize the arguments from [FOS1] to possibly ramified connected reductive F -groups. It is only at this stage that the differences caused by ramification of field extensions force substantial modifications of previous strategies.
Assume for the moment that the centre of G is F -anisotropic. When G is in addition F nr -split, the derived group G der has the same supercuspidal unipotent representations as G [FOS1, §15] . That is not true for ramified F -groups. Related to that (G ∨ ) I F need not be connected. Let q : G → G ad be the quotient map to the adjoint group and let q ∨ : G ad ∨ → G ∨ be the dual homomorphism. The set
Similarly, the natural map X wr (G ad ) → X wr (G) need not be surjective for ramified groups. We denote its image by X wr (G ad , G). In Lemmas 5.3 and 5.4 we show that there are natural bijections (9)
Using (9) and the case of adjoint groups, the proof of Theorem 1 for supercuspidal unipotent representations of F nr -split semisimple F -groups in [FOS1] generalizes readily to connected reductive F -groups with anisotropic centre. The step from there to arbitrary connected reductive F -groups is easy anyway. This completes the proof of Theorem 1 for supercuspidal unipotent representations, except for the properties (d), (e), (g), (h), (i) and (k).
In Section 6 we set out to generalize the local Langlands correspondence for Irr(G) unip in [Sol2] from F nr -split to arbitrary connected reductive F -groups. With the above results on the adjoint and the cuspidal cases, that is straightforward. The arguments from [Sol2] yield Theorem 1 for Irr(G) unip , except for the properties (k) and (l).
Property (k), about the behaviour of unipotent representations upon pullback along certain homomorphisms of reductive groups, is an instance of the main results of [Sol3] . We only have to verify that the F nr -split assumption made in [Sol3, §7] can be lifted. That requires a few remarks about the small modifications in the ramified case. We formulate a more precise version of property (k) in Theorem 6.3.
Finally we deal with the essential uniqueness of our LLC and with property (l), the HII conjecture 1. For F nr -split groups the latter is the main result of [FOS2] . We check that the arguments from [FOS2] can be generalized to possibly ramified connected reductive F -groups.
List of ramified simple groups
Let F be a non-archimedean local field with ring of integers o F and a uniformizer F . Let k F = o F / F o F be its residue field, of cardinality q F . We fix a separable closure F s and assume that all separable extensions of F are realized in F s . Let F nr be the maximal unramified extension of F . Let W F ⊂ Gal(F s /F ) be the Weil group of F and let Frob be a geometric Frobenius element. Let I F = Gal(F s /F nr ) ⊂ W F be the inertia subgroup, so that W F /I F ∼ = Z is generated by Frob.
Let G be a connected reductive F -group and pick a maximal F -split torus S in G. Let T nr be a maximal F nr -split torus in Z G (S) defined over F -such a torus exists by [Tit2, §1.10] . Then T := Z G (T nr ) is a maximal torus of G, defined over F and containing T nr and S. Let Φ(G, T ) be the associated root system. We also fix a Borel subgroup B of G containing T and defined over F nr , which determines bases ∆ T of Φ(G, T ), ∆ nr of Φ(G, T nr ) and ∆ of Φ(G, S).
We call G = G(F ):
• unramified if G is quasi-split and splits over F nr ;
• ramified if G does not split over F nr . Unfortunately this common terminology does exhaust the possibilities: some F nrsplit groups are neither ramified nor unramified. In this section we present the list of simple ramified F -groups of adjoint type, obtained from [Tit1, Tit2] . For each such group we provide some useful data, which we describe next. We follow the conventions and terminology from [Tit2, Sol2] .
The Bruhat-Tits building B(G, F ) has an apartment A S = X * (S) ⊗ Z R associated to S. The walls of A S determine an affine root system Σ, which naturally projects onto the finite root system Φ(G, S). Similarly the Bruhat-Tits building B(G, F nr ) has an apartment A nr = X * (T nr ) ⊗ Z R associated to T nr . The walls of A nr determine an affine root system Σ nr , which naturally projects onto Φ(G, T nr ). We recall from [Tit2, 2.6 .1] that (10) B(G, F ) = B(G, F nr ) Gal(Fnr/F ) = B(G, F nr ) Frob and A S = A Frob nr . Let C nr be a Frob-stable chamber in A nr whose closure contains 0 and which (as far as possible) lies in the positive Weyl chamber determined by B. The walls of C nr provide a basis ∆ nr,aff of Σ nr , which naturally surjects to ∆ nr . The group Gal(F s /F nr ) acts naturally on C nr and hence on ∆ nr,aff . The Dynkin diagram of (Σ nr , ∆ nr,aff ), together with the action of Frob, is called the local index of G(F ). By (10) there exists a unique chamber C 0 in A S containing C nr ∩ A S . The walls of C 0 yield a basis ∆ aff of Σ which projects onto ∆. By construction ∆ aff consists of the restrictions of ∆ nr,aff to A S . As G is simple, |∆ aff | = |∆| + 1 and |∆ nr,aff | = |∆ nr | + 1. The relative local Dynkin diagram of G(F ) is defined as the Dynkin diagram of (Σ, ∆ aff ).
We will also need a group called Ω or Ω G , which can be described in several equivalent ways [PaRa, Appendix] :
• G modulo the subgroup generated by all parahoric subgroups of G;
The group Ω G acts naturally on the relative local Dynkin diagram of G(F ). We say that a character of G is weakly unramified if it is trivial on every parahoric subgroup of G. By the above, the group X wr (G) of all such characters is naturally isomorphic with Irr(Ω G ) and with (Z(G ∨ ) I F ) Frob . We say that G is simple if it is simple as F s -group. If it is merely simple as F -group, we call it F -simple.
For every ramified simple F -group G we give a F nr -split "companion" F -group G . It is determined by the following requirements:
• There exists a Frob-equivariant bijection between ∆ nr,aff for G and G , which preserves the number of bonds in the Dynkin diagram(s) of (Σ nr , ∆ nr,aff ). Thus the local index of G is the same as that of G, except that the directions of some arrows may differ. In particular this gives a bijection from the relative local Dynkin diagram for G (F ) to that for G(F ). • There is an isomorphism Ω G ∼ = Ω G , which renders the bijection between the relative local Dynkin diagrams Ω G -equivariant.
We specify a bijection between ∆ nr,aff for G and G by marking one special vertex on both sides. In most cases 0 is a special vertex, then we pick that one. This also determines one marked vertex of ∆ aff (and one of ∆ aff ). The remainder of the relative local Dynkin diagram ∆ aff is canonically in bijection with ∆, so the bijection ∆ aff ←→ ∆ aff induces a bijection ∆ ←→ ∆ . These relations between the groups G and G lead to many similarities. For instance, their parabolic F -subgroups can be compared. Namely, it is well-known that the G-conjugacy classes of parabolic F -subgroups of G are naturally in bijection with the power set of ∆ [Spr, Theorem 15.4.6] . The same holds for G . Hence the above bijection ∆ ←→ ∆ induces a bijection from the set of conjugacy classes of parabolic F -subgroups of G to the analogous set for G . Furthermore every conjugacy class of parabolic subgroups of G contains a unique standard parabolic subgroup (with respect to B). We will denote the resulting bijection between standard parabolic F -subgroups by P → P .
Apart from the above data, the group G depends on the choice of a suitable field extension of F . Below F (2) is the unique unramified quadratic extension of F and E (resp. E (2) ) denotes a ramified separable quadratic extension of F (resp. of F (2) ).
We use the names for the local indices from [Tit1, Tit2] . For each name, we start with the adjoint group G of that type, and its companion group. After that, we list the groups isogenous to G. These have the same local index and relative local Dynkin diagram as G and their companion groups are isogenous to G , but they have a smaller group Ω G .
1.1. B-C n . G = P U 2n , quasi-split over F , split over E Local index and relative local Dynkin diagram:
Trivial Frob-action Ω G has two elements, it exchanges the two legs on the right hand side
Local index and relative local Dynkin diagram:
Groups isogenous to P U 2n fit in a sequence SU 2n → G → P U 2n . Such a group is determined by the order of its schematic centre, call that d.
if d is even and 2n/d is odd
In the first two cases Ω G has order two and it acts on the diagram as for P U 2n , in the second case |Ω G | = 2 and it acts trivially on the diagram, while in the third case |Ω G | = 1. The isogenous group G = SO * 2n+2 has Ω G of order 2, but acting trivially on the diagram. We take G = Sp 2n × {±1}.
Local index:
Frob exchanges the two legs on the right hand side Relative local Dynkin diagram: Ω G has two elements, it acts trivially on the diagram
Relative local Dynkin diagram:
For isogenous groups G, the situation is as for B-C n , except that G splits over F (2) but not over F .
Frob exchanges the upper and the lower row Relative local Dynkin diagram: Ω G has two elements, it acts trivially on the diagram G = P Sp 4n−2 , not split over F , split over F (2) Local index:
Relative local Dynkin diagram:
Isogenous group G = Spin * 4n : |Ω G | = 1 and G = Sp 4n−2 . Isogenous group SO * 4n : |Ω G | = 2 an G = Sp 4n−2 × {±1}. To fulfill the requirement Ω G ∼ = Ω G we sometimes needed a disconnected group G = G • ×{±1}. All standard operations for connected reductive groups extend naturally such G . For instance, the Bruhat-Tits building of (G , F ) is that of (G • , F ), with {±1} acting trivially. In particular a parahoric subgroup of G (F ) is a parahoric subgroup of G • (F ). The complex dual group of G • × {±1} is defined to be (G • ) ∨ × {±1}. In Lemma 4.1 we will see that this fits well, which motivates our choice of G .
Matching of unipotent representations
By construction there is a canonical bijection between the set of faces of C nr and the collection of proper subsets of ∆ nr,aff . Explicitly, it associates to a face f the set J f of simple affine roots of Σ nr that vanish on f. With (10) and ∆ aff = ∆ nr,aff /Gal(F nr /F ) this leads to canonical bijections between the following sets:
• proper subsets of ∆ aff ;
• Frob-stable proper subsets of ∆ nr,aff ;
• Frob-stable faces of C nr ;
• faces of C 0 . Let f be a Frob-stable face of C nr , identified with a face of C 0 . Bruhat and Tits [BrTi] 
where P + f denotes the pro-unipotent radical of P f . Let Ω G,f be the stabilizer of f in Ω G (with respect to its action on ∆ aff ). Then
The algebraic group G • f splits over k Fnr (an algebraic closure of k F ) and its Dynkin diagram is the subdiagram of ∆ nr,aff formed by the vertices in J f . Further, the isogeny class of the k F -group G • f is determined by the action of Frob on J f , so it only depends on f and the local index of G.
Proposition 2.1. Let G be a ramified simple F -group and let G be its F nr -split companion group, as in Section 1. Let f be a Frob-stable face of C nr and let f be the face of C nr corresponding to it via the bijection between the local indices of G and G . Then the k F -groups G f and G f have the following in common:
• their Lie type, up to changing the direction of some arrows in the Dynkin diagram; • their dimension;
Proof. The setup from Section 1 provides a bijection between J f and J f , which preserves the number of bonds in the Dynkin diagrams of G f and G f . Decomposing into connected components, we get
The number of elements of a connected reductive group over a finite field only depends on the group up to isogeny [GeMa, Proposition 1.4.12.c] . It also does not change if we replace a simple group by its dual group, by Chevalley's well-known counting formulas. We deduce
. The claim about Ω G,f follows from the Ω G -equivariance of the bijection between ∆ aff and ∆ aff .
It is well-known that the conjugacy classes of parabolic k F -subgroups of G • f are naturally in bijection with the subsets of the Dynkin diagram J f . Every conjugacy class of parabolic k F -subgroups of G • f contains a unique parabolic subgroup P which is standard (with respect to the image of S and the basis ∆ of Φ(G, S)). We denote the unique standard k F -Levi factor of P by M and its unipotent radical by U.
The same holds for G • f , and we have a bijection between J f and J f . Thus (P, M) determines a unique standard parabolic pair (P , M ) for G • f , defined over k F . Let Irr unip (H) denote the collection of irreducible unipotent representations of a group H. Proposition 2.2. Use the notations from Proposition 2.1 and let P = MU be a standard parabolic k F -subgroup P = MU of G • f (k F ). (a) There exists a canonical bijection
The system of such bijections, with P running over all standard
, is compatible with parabolic induction and Jacquet restriction.
Using the constructions from the proof of Proposition 2.1, we obtain a canonical bijection
and from Hecke algebras, see [Lus1, Theorem 3.26] . Since G i f and G i f have the same Dynkin diagram, the conjugacy class of P i = M i U i corresponds to a unique conjugacy class of parabolic subgroups
f . The classification of cuspidal unipotent representations in [Lus1, §3] shows that for each such P there is a canonical bijection
which preserves dimensions. Moreover, if ψ is any Frob-equivariant automorphism of the Dynkin diagram of M i (and hence also for M i ) and we lift it to automorphisms of M i (k F ) and of M i (k F ), then (13) is ψ-equivariant. These claims can be checked case-by-case. To make that easier, one may note that the list in Section 1 shows that no factors of Lie type E n are involved. Now we apply (13) to G i f and G i f and we use (12). Table II ] we see that the Hecke algebra
. This works for all (P i , ρ i ) and, as described in [Lus1, §3.25] , it gives rise to a bijection (14) Irr [Lus1, (3.26 .1)] and Proposition 2.1, (14) preserves dimensions. Combine this with (12) to get part (b) for G i f (k F ). For M(F ) it can be shown in the same way. (c) In the constructions for part (b) everything is obtained by parabolic induction from the cuspidal level, followed by selecting suitable subrepresentations by means of Hecke algebras. In view of the transitivity of parabolic induction, this setup entails that the system of bijections Rep unip (M(k F )) ←→ Rep unip (M (k F )) are compatible with parabolic induction. Since Jacquet restriction is the adjoint functor of parabolic induction, the system of bijections is also compatible with that.
which preserves dimensions and cuspidality.
Proof. Recall from Section 1 that |Ω G | ≤ 2. When |Ω G,f | = 1, (11) shows that there is nothing to prove. So we may assume that
In particular ω does not stabilize any representation in such a set.
Choosing another representative for ω in G f (k F ), we may assume that (ωPω −1 , ω · ρ) = (P, ρ). Since the parabolic subgroup P is its own normalizer in G f , this choice of ω is unique up to inner automorphisms of P(k F ). Now ρ extends to a representationρ of
In fact there are two choices forρ, differing by a quadratic character, but which one does not matter because we only need conjugation byρ(ω).
,ω ρ. Conjugation byΠ(ω) provides an automorphism ψ ω of the Hecke algebra
. Under this correspondence the action of ω on Irr unip (G • f (k F )) translates to the action of ψ ω on Irr(H).
Given that ω stabilizes (P, ω), the entire setup is canonical up to inner automorphisms. The Ω G,f -action can be described entirely with data coming from the cuspidal level. Of course the same applies to G • f (k F ). Together with the Ω G,f -equivariance of the bijection involving (15), we deduce Ω G,f -equivariance in the desired generality. (b) To extend the bijection from Proposition 2.2.b to G f (k F ) and G f (k F ), we need Clifford theory with respect to the action of Ω
In this way the pair {π, ω · π} accounts for one element of Irr unip (G f (k F )).
When ω stabilizes π ∈ Irr unip (G • f (k F )), π extends in precisely two ways to an irreducible representation of G f (k F ). The two extensions π + , π − are related by π − (ω) = −π + (ω). Thus π gives rise to a pair {π + , π − } in Irr unip (G f (k F )). Clifford theory tells us that every element of Irr unip (G f (k F )) arises in a unique way from one of these two constructions.
In view of part (a), Clifford theory works in the exactly same way for G f (k F ). Denoting the bijection from Proposition 2.2.b by π → π , we can extend it to
by sending either sendingπ toπ or sending π + to π + and π − to π − . (Notice that this is not canonical, for we could just as well exchange π + and π − .) As dimensions and cuspidality are preserved in Proposition 2.2, they are preserved here as well.
It will be handy to know how the bijections in Theorem 2.3 behave with respect to outer automorphisms of G and G . From the list in Section 1 we see that G has Lie type B n , C n , F 4 or G 2 , so all its automorphisms are inner. On the other hand, the group G does admit outer automorphisms. Requiring that they fix a pinning, outer automorphisms can be classified in terms of W F -equivariant automorphisms of the (absolute) Dynkin diagram of (G, T ), see [Sol3, Corollary 3.3 ]. Then we call them diagram automorphisms of G(F ).
In paragraphs 1.1-1.7 the absolute root datum of G admits exactly one nontrivial automorphism τ . In paragraph 1.8 there is no such automorphism for 6 D 4 , and there are two for 3 D 4 , say τ and τ 2 . In all these cases τ lifts to an automorphism of G(F ) because G is either quasi-split or the unique inner twist of its quasi-split form.
Recall that the F -points of G can be obtained from its F s -points by taking the invariants with respect to the W F -action that defines the structure as F -group. This W F -action is a combination of the natural Galois action on matrix coefficients and algebraic group automorphisms. In the cases under consideration, one element of W F acts as g → τ (g), where the overline indicates a field automorphism. It follows that on G(F ), τ works out as
• the nontrivial field automorphism of E/F , applied to matrix coefficients, for
as well as all their unipotent representations.
Proof. The local index of G is obtained from the Dynkin diagram of (G, T ) by dividing out the I F -action. Here I F acts via powers of τ , so τ ∈ Aut(G(F )) acts trivially on the local index of G. It follows that τ stabilizes every face of C nr , and hence acts on the four indicated groups. The absolute Dynkin diagram of G • f is a subdiagram of ∆ nr,aff , and τ fixes that pointwise. Consequently τ acts on G • f by an inner k F -automorphism, that is, as conjugation by an element of the adjoint group
The constructions over there work just as well when we consider π as (G
by Ω G,f . It follows thatπ, π + and π − are also representations of (G f ) ad (k F ). In particular τ acts on them via an element of (G f ) ad (k F ), so these representations are stabilized by τ . Clifford theory tells us that these account for all irreducible unipotent
For a more precise description we choose an extension σ N of σ to N G (P f ). That is always possible [Mor2, Proposition 4.6] , and any two such extensions differ by a character of N G (P f )/P f ∼ = Ω G,f :
Every supercuspidal unipotent G-representation is of the form
Given a supercuspidal unipotent G-representation, the pair (N G (P f ), σ N ) is unique up to conjugation. Let G ∨ be the complex dual group of G, endowed with an action of Gal(F s /F ) (by pinned automorphisms) coming from the F -structure of G. Then g ∨ = Lie(G ∨ ) is a representation of Gal(F s /F ) and of W F . We denote its Artin conductor by a(g ∨ ). We note that by [GrRe, (18) and §3.4] this equals the Artin conductor of the motive of G. For F nr -split groups a(g ∨ ) = 0, while for ramified groups a(g ∨ ) ∈ Z >0 .
Let |ω G | be the canonical Haar measure on G from [GaGr, §5] . Let ψ : F → C × be an additive character. Following [FOS1, (A.23) ] we normalize the Haar measure on G as
Unless explicitly mentioned otherwise, we assume that ψ has order 0. For F nr -split groups (18) agrees with the normalizations in [Gro, GaGr, HII] , while for ramified groups the correction term q −a(g ∨ )/2 F is needed to relate formal degrees to adjoint γ-factors as in [HII] .
The computation of the volume of the Iwahori subgroup of G in [Gro, (4.11)] gives:
By [DeRe, §5.1] this formula actually holds for every facet f and every connected reductive F -group.
For a ramified simple group, we will see in Lemma 4.1 that
With (19), (20) and Proposition 2.1 we can compare the Haar measures on G and G :
By (11) the formal degree of (17) is
Corollary 2.5. Every diagram automorphism of G(F ) or G (F ) stabilizes every irreducible supercuspidal unipotent representation of that group. The bijection from Theorem 2.3.b induces a bijection
which relates formal degrees as
This bijection is canonical up to choosing extensions of cuspidal unipotent represen-
. Proof. The first claim follows from Lemma 2.4 and the discussion preceding it. The bijectivity is a consequence of Theorem 2.3 and the bijection between ∆ nr,aff and ∆ nr,aff . The indicated canonicity comes from Proposition 2.2. The relations between the formal degrees follows (22), (21) and the dimension preservation in Theorem 2.3.b.
Matching of Hecke algebras
To analyse the non-supercuspidal unipotent G-representations, we need types and Hecke algebras, following [BuKu] . This was worked out for general depth zero representations in [Mor1, Mor3] , and for representations of F nr -split simple groups of adjoint type in [Lus4, §1] . Fortunately the arguments from [Lus4, §1] also apply to ramified simple groups, see [Sol2, §3] . We recall the main points, in the notation from [Sol2, §3] .
where the right hand side denotes the pointwise stabilizer of f in Ω G (or equivalently the pointwise stabilizer in Ω G of all vertices of f). As ker(Ω G → Ω G ad ) acts trivially on the relative local Dynkin diagram of G, it is contained in Ω G,f,tor .
Letσ be an extension of a cuspidal unipotent representation σ of P f toP f . Then (P f ,σ) is a type for a single Bernstein block of G, say Rep(G) (P f ,σ) . We denote the associated Hecke algebra by
Let J f ⊂ ∆ aff be the set of simple affine roots that vanish on f.
Henceforth we assume that |J f | < |∆ aff | − 1, so that f is not a vertex of B(G, F ) and P f is not a maximal parahoric subgroup of G. Moreover the relations (25) and (26) When
where σ N ∈ Irr(N G (P f )) is an extension ofσ. Hence (27) 
is an algebra isomorphism. Table II] show that q N : S f,aff → R >0 depends on f and the local index of G (modulo changing the direction of arrows). From the relations (25) and (26) We still need to check that this isomorphism does not depend on the choice of σ N . The only other possible extension ofσ is σ N ⊗ χ − , where χ − denotes the unique nontrivial character of N G (P f )/P f . Notice that the latter group is naturally isomorphic with (30) and with N G (P f )/P f . Then the image in Irr(N G (P f )) is also adjusted by tensoring with χ − , and (28) shows that σ N ⊗ χ − leads to the same isomorphism of affine Hecke algebras as σ N .
Corollary 3.2. There are equivalences of categories
With (5) these combine to an equivalence between the categories Rep(G) unip and Rep(G ) unip .
Proof. The equivalences with the Bernstein block Rep(G) (P f ,σ) are a consequence of,Theorem 3.1 and (24). By Theorem 2.3 and the bijection ∆ nr,aff ↔ ∆ nr,aff the indexing set in (5) is in bijection with {(P f ,σ )}/G -conjugation. Hence the above equivalence of categories for one Bernstein block combine, in the same way for G and G , to all unipotent Bernstein blocks.
We aim to show that Corollary 3.2 preserves many relevant properties. Let L f be the standard F -Levi subgroup of G such that Φ(L f , S) consists precisely of the roots in Φ(G, S) that are constant on f. Then the cuspidal supports of elements of Irr(G) (P f ,σ) are contained in a Bernstein component of Rep(L f ). We define L f ⊂ G in the same way.
By definition, a character of G is weakly unramified if it is trivial on every parahoric subgroup of G. Via the Kottwitz map G → Ω G , these characters can be identified with the characters of Ω G . In particular Section 1 provides a canonical bijection between the weakly unramified characters of G and of G . Proof. When Ω G = 1, also Ω G = 1, all weakly unramified characters are trivial and there is nothing to prove. Otherwise |Ω G | = |Ω G | = 2. Then we identify the nontrivial weakly unramified character of G with that of G and we call it χ. There are three cases to consider:
• When |Ω G,f /Ω G,f,tor | = 2, tensoring by χ stabilizes the four categories in the first part of Corollary 3.2. It is clear from (28) that its effect is compatible with the equivalences between these four categories.
If π is mapped to π , then by the complete analogy on both sides (G and G ), χ ⊗ π is mapped to χ ⊗ π . Recall that any π ∈ Rep(G) is called essentially square-integrable if its restriction to the derived group G der is square-integrable. In particular this forces π to be admissible. For the definitions of various kinds of representations of affine Hecke algebras we refer to [Sol1] . Proof. (a) The isomorphism from Theorem 3.1.c comes from isomorphisms between all the data used to construct these affine Hecke algebras, so it extends to an isomorphism between their respective Schwartz completions. By definition [Sol1, §1] , this means that the middle map in Corollary 3.2 preserves temperedness. For the two outer maps in Corollary 3.2 the statement is a consequence of [Sol1, Theorem 3.12 and Corollary 4.4]. (b) Suppose that Rep(G) (P f ,σ) contain an essentially square-integrable representation π, necessarily of finite length. Then [Sol1, Proposition 3.10.a and Corollary 4.4] tell us that the root systems for (G, L f ) and for H(G,P f ,σ) have the same rank. By isomorphism, the root system underlying H(G ,P f ,σ ) also has that rank. The rank of the root system of (G, L f ) is simply |∆ aff \ J f | − 1 = |∆ aff \ J f | − 1, so equal to the rank of the root system of (G , L f ).
This argument works just as well from the other side: if Rep(G ) (P f ,σ ) contains an essentially square-integrable representation, then the root systems underlying the four terms in Corollary 3.2 all have the same rank. Knowing that, [Sol1, Theorem 3.9 and Corollary 4.4] prove the statement.
Let us investigate the effect of Corollary 3.2 on formal degrees of square-integrable unipotent G-representations. Recall that we normalized the Haar measure on G in (19) . We endow the affine Hecke algebra H(G,P f ,σ) with the unique trace such that
The Plancherel decomposition of this trace [Opd1] determines a density on the set of irreducible tempered H(G,P f ,σ)-representations, and in particular provides a normalization of formal degrees. Similarly we normalize the trace on H(G ,P f ,σ ) by tr(N e ) = vol(P f ) −1 , and we use the Plancherel density derived from that.
Lemma 3.5. The equivalences of categories in Corollary 3.2 relate formal degrees of square-integrable representations as
It multiplies Plancherel densities of irreducible tempered representations by the same factor q −a(g ∨ )/2 F . Proof. By [BHK] the two outer maps in Corollary 3.2, with the indicated normalizations, preserve formal degrees. By Theorem 2.3.b and (21) the Hecke algebra isomorphism from Theorem 3.1.c multiplies the traces by a factor q −a(g ∨ )/2 F . Hence it adjusts formal degrees by the same factor.
The same argument applies to Plancherel densities.
Finally we consider the diagram automorphism τ of G(F ) from page 14. By Lemma 2.4 it stabilizesP f andσ, so it acts canonically on H(G,P f ,σ) by an algebra automorphism.
Lemma 3.6. For every type (P f ,σ) as above, the action of τ on H(G,P f ,σ) is the identity. Hence τ stabilizes all unipotent representations of G.
Proof. By Lemma 2.4 τ fixes the identity element N e of H(G,P f ,σ), and it fixes N G (P f )/P f ∼ = Ω G,f pointwise. Further, we observed in the proof of Lemma 2.4 that τ acts trivially on the local index of G. Together with f, these objects de-
In particular τ (N s ) ∈ CN s for every s ∈ S f,aff . The quadratic relation (25) and τ (N e ) = N e force τ (N s ) = N s . Hence τ is the identity on H(W aff (J f , σ), q N ).
Suppose that N G (P f )/P f = {1, ω} and σ ∈ Irr unip (P f ). Then σ can be extended in two ways to N G (P f ), differing by a character of N G (P f )/P f . In the proof of Lemma 2.4 we saw that τ stabilizes the two extensions σ + , σ − . On the other hand, if τ (N ω ) = N ω , then τ would exchange σ + and σ − . As N 2 ω = N e , we conclude that τ (N ω ) = N ω . Now we see from (27) that τ fixes H(G,P f ,σ) entirely.
Then (24) implies that τ stabilizes all elements of Rep(G) (P f ,σ) . This holds for all types (P f ,σ), so by (5) for the whole of Rep(G) unip .
Let P be a standard parabolic F -subgroup of G and let P be the associated standard parabolic F -subgroup of G , as explained in Section 1. Let M and M be their respective standard Levi factors. Then M and M stand in the same relation to each other as G and G , except that they need not be simple or adjoint.
When M contains L f , [Mor3, Theorem 2.1] says that Let P be the parabolic F -subgroup of G which is opposite to P with respect to M.
Lemma 3.7. The following diagrams commute:
Proof. By [Mor3, Corollary 3.10] and [BuKu, Proposition 8 .5] the type (P f ,σ) is a cover of (P M,f ,σ). In this setting [BuKu, Corollary 7 .12] gives a canonical algebra monomorphism
which implements unnormalized Jacquet restriction with respect to P [BuKu, Corollary 8.4]. We adjust it by the square root of a modular character as in the proof of [Sol1, Lemma 4.1], and call the result λ M G . In terms of the presentation from (25) and (26), this works out as
Via λ M G we regard H(M,P M,f ,σ) as a subalgebra of H(G,P f ,σ). Then [Sol1, Condition 3.1 and Lemma 4.1] say that restriction of representations from H(G,P f ,σ)
to H(M,P M,f ,σ) fits in a commutative diagram
The same holds if the vertical arrows are replaced by I G P and by induction from H(M,P M,f ,σ) to H(G,P f ,σ).
Of course that applies equally well to G and M . Clearly the Hecke algebra isomorphism from Theorem 3.1.c transfers λ M G to λ M G . Hence the diagram
commutes, and similarly with the vertical arrows replaced by induction functors.
In particular Lemma 3.7 shows that Corollary 3.2 respects supercuspidalitywhich we knew already from Corollary 2.5.
Comparison of Langlands parameters
For the moment, G denotes any connected reductive F -group, and G = G(F ). Let G ∨ be the complex dual group of G and let L G = G ∨ W F be a Langlands dual group. Recall [Bor] that a Langlands parameter for G is a homomorphism φ : W F × SL 2 (C) → L G satisfying certain conditions. We denote set of G ∨ -equivalence classes of Langlands parameters for G by Φ(G). We call φ:
• bounded if φ(Frob) = (s, Frob) with s in a compact subgroup of G ∨ ;
• discrete if the image of φ is not contained in L M for any proper F -Levi subgroup M of G; • unramified if φ(i) = (1, i) for all i ∈ I F . We denote the corresponding subsets of Φ(G) by, respectively, Φ bdd (G), Φ 2 (G) and Φ nr (G). We note that an unramified L-parameter is determined up to G ∨ -conjugacy by the semisimple element φ(Frob) ∈ L G and the unipotent element
. This is the component group of φ used in [Art, AMS1] . An enhancement of φ is an irreducible representation ρ of S φ . The group G ∨ acts naturally on the set of enhanced L-parameters by g · (φ, ρ) = (gφg −1 , g · ρ)
(g · ρ)(h) = ρ(g −1 hg).
Via the canonical map Z(G ∨ sc ) → Z(S φ ), every enhancement ρ determines a character χ ρ of Z(G ∨ sc ). On the other hand, G is an inner twist of a unique quasi-split F -group G * . The parametrization of equivalence classes of inner twists of G * by
We choose an extension to a character χ + G of Z(G ∨ sc ). (Such an extension is determined by an explicit construction of G is inner twist of G * .) Then we say that φ or (φ, ρ) is G-relevant if χ ρ = χ + G . We denote the collection of G ∨ -orbits of G-relevant enhanced L-parameters by Φ e (G).
When G is ramified F -simple and G = G • × {±1}, we have Z(G ∨,• ) = 1 and Z(G ∨ ) = {±1}. Then we define χ G ∈ Irr(Z(G ∨ )) to be trivial if G is quasi-split over F and nontrivial otherwise.
Lemma 4.1. Let G be a ramified simple F -group and G be its companion group from Section 1. There exists a W F -equivariant isomorphism
which is unique up to inner automorphisms.
Proof. This boils down to one quick check for every entry in the list in Section 1. In all cases W F acts trivially on (G ∨ ) I F (and on G ∨ ) because G is an inner twist of the quasi-split F -group given by G(F nr ).
• B-C n . Let A −T be the inverse transpose of an invertible matrix and let J be an anti-diagonal square matrix whose nonzero entries are alternatingly 1 and -1.
The same I F -action is well-defined on any group G ∨ isogenous to SL 2n (C). Such a group is determined by the order d ∨ of Z(G ∨ ). Then 2n/d ∨ is the order of the schematic centre of G. We find
Similarly to the previous case, for every group G ∨ isogenous to SL 2n+1 (C):
We endow C 2n+2 with the symmetric bilinear form given by e i , e j = δ j,2n+3−i . We let I F act on G ∨ = Spin 2n+2 (C) via conjugation by I n ⊕ ( 0 1 1 0 ) ⊕ I n ∈ O 2n+2 (C). There are three cases:
These cases are the same as for B-C n .
• 2 C-B 2n . Here I F acts on G ∨ as in C-B n . There are three cases:
• F I 4 . The group I F acts on G ∨ = E 6,sc (C) via an outer automorphism which stabilizes a pinning, and
The same holds with G = E 6,sc and G ∨ = E 6,ad (C).
• G I 2 . In this case some elements of I F act on G ∨ = Spin 8 (C) via an automorphism τ of order three which stabilizes a pinning, and maybe some other elements of I F act via an outer automorphism which stabilizes the same pinning. The I F -invariants are already determined by τ :
The same holds with G = r D 4,sc and G ∨ (C) = P SO 8 (C). Any two isomorphisms G ∨ → (G ∨ ) I F differ by an automorphism of G ∨ . As G ∨ has type B n , C n , F 4 or G 2 , all its automorphisms are inner.
Let us compare the unramified L-parameters for G and G . Hence (Frob i Frob −1 )(s) must equal s for i ∈ I F , which says that s ∈ (G ∨ ) I F . The remaining content of φ is an algebraic group homomorphism
In principle unramified L-parameters for G are considered up to conjugation by elements of G ∨ . But if they must stay unramified, we may only conjugate by elements that centralize (1, i) for all i ∈ I F , that is, by elements of (G ∨ ) I F .
In view of the above, Lemma 4.1 provides a bijection
by making it the identity on W F . By definition inner automorphisms have no effect on Φ(G ), they are already divided out. Hence the unicity property in Lemma 4.1 entails that the bijection (32) is canonical.
Enhancements of unramified L-parameters for G and G can be compared in the same way. 
gives a canonical bijection from the set of G -relevant enhancements of φ to the set of G-relevant enhancements of φ. 
From the proof of Lemma 4.1 we see that W F -always acts trivially on G ∨ and on G ad
Lemma 4.1 for G ad shows that
For B-C n , C-BC n , C-B n , F I 4 and G I 2 the F -groups G and G are quasi-split, so χ G = triv = χ G . For 2 B-C n , 2 C-B 2n and 2 C-B 2n+1 , the F -groups G and G are the unique non-quasi-split inner twists of a quasi-split group, so χ G and χ G both equal the unique nontrivial character of
Knowing all this, part (a) provides the desired bijection ρ → ρ • λ ∨ −1 G G . Since λ ∨ G G is unique up to inner automorphisms of G ∨ , the bijection between relevant enhancements is canonical up to inner automorphisms of Z G ∨ (φ ). In other words, it is entirely canonical.
Recall that the group of weakly unramified characters of X wr (G) is naturally isomorphic with (Z(G ∨ ) I F ) Frob . The latter group acts on Φ e (G) by (33) z · (φ, ρ) = (zφ, ρ), (zφ)(Frob) = z(φ(Frob)).
where zφ = φ on I F × SL 2 (C). The constructions in Section 1 entail that
We call this twisting a Langlands parameter by a weakly unramified character.
Proposition 4.4. Lemma 4.1 induces a canonical bijection λ Φe G G : Φ nr,e (G ) → Φ nr,e (G). This map and its inverse preserve boundedness, discreteness and twists by
Proof. The map λ Φe G G , its bijectivity and its canonicity come from Lemmas 4.1, 4.2 and 4.3. It is clear from the construction that this bijection preserves weakly unramified twists by the group (34).
We consider an arbitrary (φ , ρ ) ∈ Φ nr,e (G ) and we write (φ, ρ) = λ Φe G G (φ , ρ ). Boundedness of φ depends only on s = φ(Frob)Frob −1 ∈ G ∨ . We saw in the proof of Lemma 4.2 that s ∈ (G ∨ ) I F , while by construction
Hence φ is bounded if and only if φ is bounded.
As observed in [GrRe, §3.2] , φ is discrete if and only if Z
The construction in Lemma 4.2 entails that
Hence cuspidality of (φ, ρ) depends only on the pair (u φ , ρ) for the group Z G ∨ (φ(W F )). The situation for (φ , ρ ) is entirely analogous, with objects isomorphic to those for (φ, ρ). (Sc(φ , ρ ) ). By definition (φ , ρ ) is cuspidal if and only if it equals Sc(φ , ρ ). In that case automatically M = G. Hence (36) also says that λ Φe G G preserves cuspidality. The same argument also works if we start with a standard F -Levi subgroup of G instead of with G itself.
We denote the adjoint action of L G on Lie(G ∨ )/Lie(Z(G ∨ ) W F ) by Ad G ∨ . The adjoint γ-factor of φ ∈ Φ(G) is related to -factors and L-functions as
Here s ∈ C and ψ : F → C × is an additive character, which by our conventions from (18) must have order 0. For the definitions of the local factors in (37) we refer to [Tate, GrRe] . Let Ad (G ∨ ) I F denote the adjoint action of (G ∨ )
Lemma 4.6. Let G be any connected reductive F -group and let φ ∈ Φ nr (G). There exists ε ∈ {±1, ± √ −1}, with ε 2 depending only on Lie(G ∨ ), such that
Proof. Let Lie(G ∨ ) ram be the "ramified part" of Lie(G ∨ ), that is, the sum of the nontrivial irreducible I F -subrepresentations. Since I F is normal in W F , this gives a decomposition of W F -representations
As unramified L-parameters act via W F and (G ∨ ) I F , (38) can also be considered as a decomposition of W F × SL 2 (C)-representations, which we write as
By the additivity of γ-factors
With that (39) becomes
It was observed in [GrRe, §3.2] that Ad G ∨ • φ and Ad G ∨ | g ∨,ram • φ are self-dual with respect to the Killing form. By [GrRe, (15) ] this implies
for some ε ∈ {±1, ± √ −1} with ε 2 depending only on Lie(G ∨ ). Then [Tate, (3.4 .5)] says
By definition the Artin conductor of a W F -representation V depends only on the restriction to I F , and a(V ) = 0 if V I F = V . As φ is unramified and by (38)
where Lie(G ∨ ) and Lie(G ∨ ) ram are endowed with the W F -action derived from conjugation inside L G. Now combine (40), (41) and (42).
For discrete L-parameters, the conjectures from [HII] assert that |γ(0, Ad G ∨ •φ, ψ)| is related to the formal degree of any member of the L-packet Π φ (G).
We return to ramified simple groups. We know from Lemma 3.5 how formal degrees behave under the transfer from Rep(G) unip to Rep(G ) unip . It turns out that adjoint γ-factors behave in the same way. Let φ ∈ Φ nr (G ) and write φ = λ Φ G G (φ). By Lemmas 4.1 and 4.2
Then Lemma 4.6 says
With the material from Sections 3 and 4 we obtain a good candidate for a local Langlands correspondence for unipotent representations of ramified simple groups.
Recall that a LLC (44) Irr(G ) unip → Φ nr,e (G ) : π → (φ π , ρ π ) with many nice properties was constructed in [Sol2] and [FOS2, Theorem 2.1] . For supercuspidal representations of adjoint groups this agrees with [Lus4, Mor2] , for other unipotent representations it differs from the earlier constructions of Lusztig.
For supercuspidal representations of ramified simple groups there are some arbitrary choices in [Sol2] , which stem from [FOS1] . From [Opd3, §4.5 .1] we get some additional requirements related to suitable spectral transfer morphisms. As in [FOS2] , we use those requirements to fix some of the choices in [FOS1] .
Consider the composition of Corollary 3.2, (44) and Proposition 4.4:
. All involved maps are bijective, so we obtain a bijection
Theorem 4.7. Let G be a ramified simple group. The bijection (46) satisfies:
(a) π is tempered if and only if φ π is bounded.
Then (φ χ⊗π , ρ χ⊗π ) = (χφ π , ρ π ). (e) The HII conjectures hold for tempered π ∈ Irr(G) unip . (e) For G this was shown in [FOS2, Theorem 5.3] . Combine that with (43) and Lemmas 3.5 and 4.3. (f) From page 14 we know that it suffices to consider the single diagram automorphism τ . In Lemma 3.6 we showed that it fixes every π ∈ Irr unip (G). It remains to show that τ acts trivially on Φ nr,e (G). From the classification on page 14 we also see that, on G ∨ , τ coincides with an element of I F . By Lemma 4.
Hence τ indeed fixes (φ π , ρ π ).
Supercuspidal unipotent representations
In [FOS1] it was assumed that all reductive F -groups under consideration split over an unramified extension of F . In this section we will lift that condition, and we generalize all the results from that paper to arbitrary connected reductive F -groups. Let us formulate the generalization of the main results of [FOS1] that we are after.
Theorem 5.1. Let G be a connected reductive F -group. There exists a bijection
with the following properties: (a) Equivariance with respect to twisting by weakly unramified characters. (b) Equivariance with respect to W F -automorphisms of the root datum of G.
(c) Compatibility with almost direct products of reductive groups.
(d ) Suppose that π ∈ Irr(G) cusp,unip is a constituent of the pullback of π ad ∈ Irr(G ad ) cusp,unip to G. Then the canonical map
sends φ π ad to φ π . (e) Let Z(G) s be the maximal F -split central torus of G. When π is unitary:
For a given π the properties (a), (c), (d) and (e) determine φ π uniquely, up to twists by weakly unramified characters of (G/Z(G) s )(F ).
Most of the time we will assume that the centre of G is F -anisotropic. For such groups we recall the definitions of a few relevant numbers from [FOS1, §2] . Let φ ∈ Φ nr (G) and σ ∈ Irr cusp,unip (P f ).
• a is the number ofφ ∈ Φ 2 nr (G) which admit a G-relevant cuspidal enhancement and for each F -simple factor G i of G satisfy
• a is defined as |Ω G,f | times the number of G-conjugacy classes of maximal parahoric subgroups Pf ⊂ G for which there exists aσ ∈ Irr cusp,unip (Pf) such that the components σ i ,σ i corresponding to any F -simple factor G i of G satisfy
for somec i ∈ Q × (as rational functions of q F ). • b is the number ofσ ∈ Irr cusp,unip (P f ) with dim(σ) = dim(σ). Suppose now that G is semisimple. From [FOS2, Theorem 2], Theorem 4.7 and compatibility with direct products of simple groups we get a map
Fix an irreducible direct summand π of ind G P f (σ) and let X wr (G)φ π be its image under (47).
Lemma 5.2. Let G be a ramified simple F -group and let G be its F nr -split companion group. Let f, σ, π, φ π be as above and let f , σ , π , φ π be their images under the maps from Proposition 2.1, Theorem 2.3, Corollary 2.5 and Lemma 4.2. Then the numbers a, b, a , b for G, f, σ, λ π are the same as their counterparts for G , f , σ , φ π .
Proof. For a and b this follows from Proposition 4.4 and Lemma 4.6. For a and b it is a consequence of Proposition 2.1, Theorem 2.3 and Corollary 2.5.
Proof of Theorem 5.1 for adjoint groups For simple adjoint groups Theorem 5.1 is established case-by-case, as explained in [FOS1, §12] . The ramified simple adjoint groups are not considered in [FOS1] , for those we use Theorem 4.7 to associate enhanced L-parameters to Irr(G) cusp,unip . By Corollary 2.5, Lemma 4.6 and [FOS1, Theorem 1] , these are essentially (in a sense specified in that paper) the only L-parameters that make the HII conjectures true for Irr(G) cusp,unip .
With Sections 2 and 4 and Lemma 5.2, we transfer all further issues in the proof of [FOS1, Proposition 12.1 ] to the group G , which is treated in [FOS1] . The generalization from simple adjoint groups to all adjoint groups in [FOS1, Proposition 12.2 and Lemma 16 .1] works equally well for ramified groups. We note that restriction of scalars is dealt with in [FOS1, Appendix] , which is already written in the generality of reductive groups.
For non-adjoint reductive F -groups we have to be more careful. It appears that for semisimple F -groups the proof of Theorem 5.1 in [FOS1, [13] [14] can be modified without too much trouble. However, the arguments for reductive Fgroups with anisotropic centre in [FOS1, §15] do not easily carry over to ramified groups. The main difference is that in the F nr -split case the inclusion G der → G induces a bijection Irr(G) cusp,unip → Irr(G der ) cusp,unip [FOS1, Lemma 15.3] . For ramified groups this is just false, firstly because ramified anisotropic tori can admit nontrivial weakly unramified characters, secondly because the pullback map Irr(G) cusp,unip → Rep(G der ) need not preserve irreducibility, and thirdly because not all elements of Irr(G der ) cusp,unip are contained in a representation pulled back from G. In view of this, we rather aim to extend the arguments from [FOS1, [13] [14] to all (possibly ramified) reductive F -groups G with anisotropic centre.
Thus, we want to reduce Theorem 5.1 for G to Theorem 5.1 for its adjoint group G ad . One problem is that, in contrast with the F nr -split case, the natural map Ω G → Ω G ad need not be injective. Equivalently, the natural map
need not be surjective. Clearly, the image of (48) is contained in the kernel of the natural map to X wr (Z(G) • (F )) ∼ = Z(G ∨ /G ∨ der ) I F Frob . But even for ramified simple groups, (48) fails to be surjective in two cases:
• G = SU 2n /µ 2n/d , where µ k denotes the group scheme of k-th roots of unity,
We note that in the first case (G ∨ ) I F = P Sp 2n (C) × exp(πi/d) / exp(2πi/d) and in the second case
In both cases there are natural isomorphisms
For all other simple groups G, G ∨,I F is connected, see the proof of Lemma 4.1. With the list in Section 1, one checks that for any simple F -group G, ker(Ω G → Ω G ad ) is naturally isomorphic to π 0 (G ) (and it is trivial when G is F nr -split). For any homomorphism of connected reductive F -groups G → H, we define Ω G,H := im(Ω G → Ω H ) and X wr (H, G) := im(X wr (H) → X wr (G)).
For H = G ad we obtain short exact sequences (dual to each other):
We note also that the image of ker(
For semisimple groups, the method from (49) yields a group π 0 (G ∨,I F ) Frob isomorphic to X wr (G)/X wr (G ad , G). It is naturally represented in X wr (G) ∼ = (Z(G ∨ ) I F ) Frob , and forms a complement to X wr (G ad , G). Thus both sequences (50) split for semisimple groups (but not necessarily for reductive groups).
For σ ad ∈ Irr cusp,unip (P f,ad ), let σ ∈ Irr cusp,unip (P f ) be its pullback. Morris showed in [Mor2, Proposition 4.6 ] that σ ad can be extended to a representation σ N ad of N G ad (P f,ad ) (on the same vector space). Let σ N ∈ Irr(N G (P f )) be the pullback of σ N ad along G → G ad . This construction shows that (52) σ can be extended to N G (P f ), via N G ad (P f,ad ).
Another issue with Theorem 5.1 concerns the pullback of supercuspidal unipotent representations along the canonical map q : G → G ad . Such a pullback is trivial on Z(G) and it can never involve elements of X wr (G) outside X wr (G, G ad ). Notice that in general G/Z(G) is a proper subgroup of G ad = G ad (F ). We consider Irr(G/Z(G)) as a subset of Irr(G), endowed all the relevant notions from Rep(G). We note also that a G ad -orbit of facets of B(G, F ) can decompose into several G-orbits. These are parametrized by G ad /N G ad (P f,ad )G (in such a quotient G is a shorthand for its image in G ad ). This can cause the pullback of an irreducible G ad -representation to become reducible (as G-representation).
Lemma 5.3. (a) The G-constituents of q * (ind G ad P f,ad σ ad ) are the representations
Tensoring with weakly unramified characters provides a bijection
In particular Irr(ker(Ω G → Ω G ad )) acts freely on Irr(G) (P f ,σ) /X wr (G ad , G). (16) and (17). (b) By part (a) tensoring with χ ∈ X wr (G) maps any element of Irr(G/Z(G)) (P f ,σ) to Irr(G/Z(G)) (P f ,σ) if and only if χ ∈ X wr (G ad , G), and then χ stabilizes that set entirely. Combine that with (16) and (50).
Proof. (a) This follows from
On the Galois side something similar happens. Not every unramified φ ∈ Φ(G) can be lifted along q ∨ : G ad ∨ → G ∨ to an element of Φ(G ad ).
The action of any χ ∈ X wr (G) maps any element of q ∨ (Φ nr (G ad )) to q ∨ (Φ nr (G ad )) if and only if χ ∈ X wr (G ad , G). This provides a bijection
Proof. (a) By reduction to the absolutely simple case and classification one sees that G ad ∨,I F = (G ∨ sc ) I F is always connected. Hence its image in G ∨ is precisely G ∨ der ) I F ,• , and q ∨ (φ ad )(Frob)Frob −1 always lies in (G ∨ der ) I F ,• . The equivalence relation in Φ nr (G) still allows for conjugation by elements of G ∨,I F . That can change q ∨ (φ ad )(Frob)Frob −1 by elements of (1 − Frob)(G ∨,I F ). (b) Let φ ∈ q ∨ (Φ nr (G ad )) and let χ ∈ X wr (G) such that χφ ∈ q ∨ (Φ nr (G ad )). From the proof of part (a) we see that χ can be represented by an element z ∈ G der ∨,I F ,• ∩ Z(G ∨ ) I F . Then z can be lifted to an element of Z(G ∨ sc ) I F , so χ lies in the image of X wr (G ad ) → X wr (G).
From (49) we see that
• is surjective as well. It follows that every φ ∈ Φ nr (G) can be written as an element of X (G) times an element of q ∨ (Φ nr (G ad )). Combine that with part (a).
Proof of Theorem 5.1 for reductive F -groups with anisotropic centre We analyse [FOS1, §13] in detail. Let π ad be an irreducible constituent of ind G ad P f,ad (σ ad ). Let (φ ad , ρ ad ) be the enhanced L-parameter of π ad , via Theorem 5.1 for G ad . Let π be an irreducible constituent of q * (π ad ) and put φ = q ∨ (φ ad ).
Write
As in [FOS1, (13. 3)], let N φ ad ⊂ Ω G ad ,f be such that
Then a ad = |N φ ad |. Taking the above into account, [FOS1, Lemma 13 .1] generalizes with almost the same proof. It says Lemma 5.5. Suppose that φ ad ∈ Φ 2 nr (G ad ). (a) X wr (G) = Irr(Ω G ) acts transitively on the collection of elements φ ∈ Φ 2 nr (G) which, for every F -simple factor G i of G, have the same γ-factor (at s = 0)
and it contains Irr(
The other arguments from [FOS1, §13] also generalize, the main difference is that we often have to replace Ω G by Ω G,G ad . In particular [FOS1, Lemma 13 .2] becomes
and [FOS1, Lemma 13.4 
We turn to [FOS1, §14] . With the above modifications to [FOS1, §13] , the proof in [FOS1, §14] extends directly to possibly ramified reductive F -groups with anisotropic centre. The enhanced L-parameters are constructed first for G-representations contained in q * (π ad ) for some π ad ∈ Irr cusp,unip (G ad ), and then extended X wr (G)equivariantly to the whole of Irr cusp,unip (G) by means of Lemmas 5.3.b and 5.4.b. This establishes Theorem 5.1 for G, except part (e) and (when G is not semisimple) parts (b) and (c). We note that for an anisotropic F -torus T the above parametrization agrees with the natural isomorphism
which is a special case of the LLC for tori. Since (53) is natural, we obtain property (b) for all reductive F -groups with anisotropic centre. For property (c), the compatibility with almost direct products, we refer to the proof of [FOS1, Proposition 15.6] in combination with (53). Next we consider the proof of the HII conjecture for Irr cusp,unip (G) in [FOS1, Lemmas 16.2 and 16.3 ]. This also goes by reduction to adjoint groups. Both formal degrees of G-representations and adjoint γ-factors of L-parameters for G are invariant under the action of X wr (G). In view of Lemmas 5.3.b and 5.4.b, this means that it suffices to check the HII conjectures for Irr(G/Z(G)) cusp,unip and q ∨ (Φ nr (G ad )).
Let Z(G) • 1 be the unique parahoric subgroup of Z(G) • (F ) and let Z(G) • (k F ) be its finite reductive quotient. We note that G • f is isogenous to G • ad,f × Z(G) • . By [GeMa, Proposition 1.4.12 .c] these two groups have the same number of k F -points. That and (21) lead to
Write π ad = ind G ad N G ad (P f,ad ) (σ N ad ) and let π ∈ Irr(G) cusp,unip be a direct summand of q * (π ad ). Then (22) and (54) yield
By construction q ∨ (φ π ad ) = φ π and A φπ ad ⊂ A φπ . Equations [FOS1, (16.7) and (16.8)] must be modified to [FOS1, (16.9 ) and (16.10)] become
Following (57), one obtains
By [FOS1, (16.14) ]
We note that the formal degree of a unitary character of Z(G)
It was shown in [HII, Lemma 3.5 and Correction] that
As N φπ ad ⊂ Ω G ad ,f , this simplifies to
By (55), (62) and (61) also equal fdeg(π, µ G,ψ )/fdeg(π ad , µ G ad ,ψ ). From the already established HII conjectures for Irr(G ad ) unip,cusp we know that fdeg(π ad , µ G ad ,ψ ) = dim(ρ π ad )|S φπ ad | −1 |γ(0, Ad G ad ∨ • φ π ad , ψ)|.
With (55), (61) and (62) we conclude the analogous equality for Irr(G) cusp,unip holds.
In fact the above shows more, namely that [FOS1, Theorem 2.2] holds for all reductive F -groups with anisotropic centre. This concerns precise statements about the numbers a, b, a , b , in terms of subquotients of Ω G . In contrast with [FOS1, [13] [14] , the formulation of [FOS1, Theorem 2.2] does not have to be adjusted to accomodate for ramified groups, it generalizes exactly as written.
Proof of Theorem 5.1 for reductive groups This can be derived from the case of reductive F -groups with anisotropic centre, see [FOS1, . For these arguments it does not matter whether G is ramified or not. The only small difference is that in one of the steps on [FOS1, p. 41] we should not restrict from (G der Z(G) a )(F ) to G der , with our proof for reductive F -groups with anisotropic centre that step already works with (G der Z(G) a )(F ).
For later use we recall the main idea of the proof. Let Z(G) s be the maximal F -split torus in Z(G). Then G/Z(G) s has F -anisotropic centre and (G/Z(G) s )(F ) = G/Z(G) s [FOS1, (15.6) ]. Tensoring with weakly unramified characters yields a natural bijection [FOS1, (15.8 
Similarly twisting by X wr (G) ∼ = (Z(G ∨ ) I F ) Frob provides a natural bijection [FOS1, (15.12) ]
Combining (63) and (64) with Theorem 5.1 for G/Z(G) s , one obtains the desired X wr (G)-equivariant bijection Irr(G) cusp,unip → Φ nr,e (G).
A local Langlands correspondence
We want to generalize the material from [Sol2] from F nr -split to arbitrary connected reductive F -groups. Sections 1, 2 and 3 of [Sol2] were already written in that generality. In [Sol2, §4] it is assumed that the reductive groups split over F nr , but that is only to apply the main result of [FOS1] . If we replace the input for [Sol2, Theorem 4.1 and Proposition 4.2] by Theorem 5.1, they apply ramified connected reductive F -groups as well.
In [Sol2, Lemma 4 .4] a Hecke algebra H(G,P f ,σ) as in (23) is compared with Hecke algebra H(s ∨ , v) constructed from enhanced L-parameters for an absolutely simple adjoint group G. When G is moreover ramified and G is its F nr -split companion group, we showed in Theorem 3.1 that Theorem 2.3.b induces an algebra isomorphism H(G,P f ,σ) ∼ = H(G ,P f ,σ ).
The algebra H(s ∨ , v) (see [AMS3, §3.3 ] and [Sol2, §2]) is constructed from the group Z 1 G ∨ sc (φ(I F )) with the data φ(Frob), u φ and ρ. Here (φ, ρ) comes the Bernstein component in Φ e (G) associated to Irr(G) (P f ,σ) by [Sol2, Proposition 4.2] , so φ is unramified. As G is adjoint, Z 1 G ∨ sc (φ(I F )) = (G ∨ ) I F . In view of the comparison results Lemma 4.1 and Proposition 4.4, H(s ∨ , v) is canonically isomorphic to the Hecke algebra H(s ∨ , v) constructed in the same way for G .
Recall from (45) that the transfer between enhanced unramified L-parameters for G and G reflects the transfer between cuspidal unipotent representations in Theorem 2.3. The group G was already treated in [Sol2, Lemma 4 .5] and [Lus4, Lus5] . In this way we obtain algebra isomorphisms 
Irr(G) unip ←→ Φ nr,e (G) π → (φ π , ρ π ) π(φ, ρ) → (φ, ρ)
In [Sol2, §5] several properties of Theorem 6.1 were checked. These arguments generalize readily to possibly ramified connected reductive F -groups, if we take the following into account for the cases with G simple:
• For the X wr (G)-equivariance from [Sol2, Lemma 5.4] (35). The central characters associated to both sides of Theorem 6.1, as discussed in [Sol2, Lemma 5.8] , need more attention. Recall from [Lan, and [Bor, §10.1 ] that every φ(G) determines a character χ φ of Z(G). For the construction, one first embeds G in a connected reductive F -group G with G der = G der , such that Z(G) is connected. Then one lifts φ to a L-parameter φ for G = G(F ). The natural projection L G → L Z(G) produces an L-parameter φ z for Z(G) = Z(G)(F ), and via the local Langlands correspondence for tori φ z determines a character χ φ of Z(G). Then χ φ is given by restricting χ φ to Z(G). Langlands [Lan, p. 23 ] checked that χ φ does not depend on the choices made above.
Lemma 6.2. In Theorem 6.1 the central character of π equals χ φπ .
Proof. By construction G ∨ is the quotient of G ∨ by a central subgroup. Then G ∨ der projects onto G ∨ der . In the cuspidal support (M, φ M , ρ M ) := Sc(φ π , φ π ), the difference between φ π and φ M lies entirely in G ∨ der . Hence φ π and φ M give the same map W F → (G ∨ /G ∨ der ) W F . Then their lifts φ π and φ c project to the same map W F → (G ∨ /G ∨ der ) W F = L Z(G). Consequently φ π and φ c determine the same character of Z(G), and χ φπ = χ φc | Z(G) .
Similarly, the central character of π equals that of its supercuspidal support (restricted to Z(G)). Together with [Sol2, Lemma 5.5] (generalized above to possibly ramified F -groups), this means that it suffices to consider the case where π is supercuspidal and (φ π , ρ π ) is cuspidal.
We specialize further to the case where Z(G) • is F -anisotropic. When π is contained in q * (π ad ) for some π ad ∈ Irr(G ad ) cusp,unip , its central character is obviously trivial. By the construction in Section 5, φ π = q ∨ (π ad ). Hence φ π (W F ) ⊂ G ∨ der W F and φ πz is the trivial parameter id W F for Z(G). Then χ φπ = triv Z(G) , as required.
Otherπ ∈ Irr(G) cusp,unip are obtained from such a π by tensoring with a suitable χ ∈ X wr (G), see Lemma 5.3. This is mimicked in Lemma 5.4, and φπ = χφ π . Then the central character ofπ is χ and φπ z = χ Z , so χ φπ is also χ.
Finally we consider the case where π is supercuspidal and Z(G) • is F -isotropic. Since G/Z(G) s has F -anisotropic centre, we already know the claim for G/Z(G) s . But with (63) and (64) the LLC for Irr(G) cusp,unip is deduced from its analogue for G/Z(G) s by twisting with X wr (G) on both sides of the correspondence. Explicitly, every π ∈ Irr(G) cusp,unip can be written as χ ⊗π withπ ∈ Irr(G/Z(G) s ) cusp,unip , and then φ π = χφπ. By the lemma for G/Z(G) s , the central character of π equals χ ⊗ χ φπ . On the other hand φ πz = χφπ z = χ z φπ z , so χ φπ = χ ⊗ χ φπ as well.
Summarising: we generalized the entire paper [Sol2] from F nr -split to arbitrary connected reductive F -groups. In particular we may now use its main result [Sol2, Theorem 1] in that generality.
Next we investigate the functoriality of Theorem 6.1, as in [Sol3] . The larger part of that paper (namely Sections 1-5) is written in complete generality, for all connected reductive groups. Only [Sol3, §7] deals exclusively with unipotent representations. There it is assumed that the groups are F nr -split, following [FOS1, Sol2] .
Fortunately all the arguments from [Sol3, §7] are also valid for ramified groups. There are only two small points to note:
• In the proof of Lemma [Sol3, Lemma 7.1] for possibly ramified connected reductive F -groups, we must omit the reduction step from G (with Fanisotropic centre) to G der . With our proof of Theorem 5.1 for reductive groups with anisotropic centre, the arguments for [Sol3, Lemma 7.1] apply directly. • In [Sol3, (7.21) ] it is claimed that q :P f /P f →P f,ad /P f,ad is injective, which need not be true when G is ramified. To overcome that, we can takeσ ∈ Irr(P f ) cusp of the form χ ⊗ q * (σ ad ) withσ ∈ Irr(P f,ad ) cusp and χ ∈ Irr(Ω G,f ) ∼ = Irr(P f /P f ), as in Lemma 5.3. For g ∈P f,ad and p ∈P f we have Ad(g) * χ = χ because Ω G,f and Ω G ad ,f are abelian. The equation following [Sol3, (7.21) ] becomes Ad(g) * (σ)(p) = χ(p) q * (σ ad ) (p) = χ(p)σ ad (g)σ ad (q(p))σ ad (g −1 ) =σ ad (g)σ(p)σ ad (g −1 )
p ∈P f .
With that, the proof of [Sol3, Lemma 7.5.b] works fine. This means that the results of [Sol3] hold for unipotent representations of any connected reductive F -group. To formulate this precisely, let η :G → G be a homomorphism of connected reductive F -groups such that
• the kernel of dη : Lie(G) → Lie(G) is central,
• the cokernel of η is a commutative F -group. Let L = η ∨ id : G ∨ W F →G ∨ W F be a L-homomorphism dual to η. For η ∈ Φ(G) we get L η • φ ∈ Φ(G). Then η gives rise to an injective algebra homomorphism
which under mild assumptions is canonical. It is a twist of the injection L η : S φ → SL η•φ by a character of S φ , see [Sol3, Proposition 5.4 ].
Decomposing η as in [Sol3, (5. 2)], we see that the pullback η * sends unipotent Grepresentations to unipotentG-representations and that L η maps Φ nr (G) to Φ nr (G).
• Using (60) we replace the last lines of the proof of [FOS2, Theorem 5.4 .a] by
Combining that with the adjoint case yields the HII conjecture for formal degrees of square-integrable representations of connected reductive F -groups with anisotropic centre. That renders most of [FOS2, §5.3] superfluous, except for the last part of the proof of [FOS2, Theorem 5.6] . That achieves the generalization (from F -anisotropic centre) to square-integrable modulo centre representations of arbitrary connected reductive F -groups.
We move on to Plancherel densities for tempered unipotent representation of possibly ramified F -groups. Some statements in [FOS2, §6.2] need to be modified:
• The adjoint γ-factors no longer need to be real-valued, as in [FOS2, Lemma A.5] , because of -factors of ramified W F -subrepresentations of Lie(G ∨ ). To compensate for that, one can include fourth roots of unity as in Lemma 4.6, or one can replace ±γ(0, Ad • φ, ψ) everywhere by |γ(0, Ad • φ, ψ)|. • In view of (19), [FOS2, (63) 
This entails that in [FOS2, Lemma 6.4 ] one also gets an extra factor q . With these adjustments [FOS2, §6] becomes valid for all connected reductive Fgroups. In particular [FOS2, Theorem 6 .5] then establishes the HII conjecture for all tempered irreducible unipotent G-representations.
