Introduction
A supply chain consists of a number of organizations with materials, information and cash flows among them. Considering the first and last organizations as supplier and customer, respectively, the chain's objective is satisfying customer requirements with optimal operational cost. Vendor-managed inventory (VMI) as a modern IT-based partnership technique has been of great attention in recent years. In a VMI partnership, the supplier, usually the manufacturer but sometimes a reseller or distributor, makes the main inventory replenishment decisions for the consuming organization in such a way that the vendor monitors the buyer's inventory levels (physically or via electronic messaging) and makes periodic replenishment decisions.
This paper is an extension to Nachiappan and Jawahar (2007) in which a two-echelon single-producer multi-buyer supply chain (TSPMBSC) model while the vendor applies economic production quantity (EPQ) instead of economic order quantity (EOQ) is formulated. The producer and buyers apply VMI mode of operation. The production rate of the producer is assumed to be restricted. As an EOQ inventory control system, the production is done during a specific part of the replenishment cycle time. The buyers are assumed to employ the well-known EOQ inventory control system. The operational parameters are sales quantity, sales price and the production rate for each buyer which should be determined at the producer's location. Channel profit of the supply chain and contract price between the producer and buyers is determined based on the optimal values of the addressed operational parameters. A mathematical programming model is developed to find out the optimal values of the operational parameters. The model has a nonlinear objective function involving several integer variables and three different sets of linear constraints; it belongs to nonlinear integer programs (NIP). Considering Govindan (2013) which researches on VMI are classified into three categories of modeling, simulation, and case studies, we can conclude that this paper falls into the modeling category. Costa and Oliveira (2001) addressed that the evolutionary strategies such as genetic algorithm (GA) and simulated annealing algorithm (SA) are emerging as the best algorithms for solving NIP problems. GA and SA could be useful for this NIP problem to provide near to optimal solutions.
The revenue sharing and the partnership among members of the supply chain are the major issues for the success of a supply chain. The net revenue is addressed as channel profit 'Pc' which depends on sales quantity. Sales quantity is influenced by sales price (Waller et al. 2001) . However, the formulations would show that it depends on both sales quantity and production rate while the vendor is also the producer. The relationship between sales quantity and sales price could be assumed to behave linearly (Lau and Lau 2003) . It is generally believed that the pricing acceptable (fair) to the partners involved is an important factor to make constant relations in VMI, and that it requires acceptable revenue sharing that would satisfy both the vendor and the buyer (Grieger 2003) . This reveals that the revenue sharing between the vendor and the buyer plays a vital role in determining the contract price.
The organization of the rest of the paper is as follows: Sect. 2 is on the literature review, problem description and modeling is given in Sect. 3. Section 4 gives the proposed heuristics to solve the problem. In Sect. 5, a number of numerical examples of different sizes are presented and solved to measure the accuracy of the proposed heuristics. Section 6 gives the research conclusions and ideas for further research.
Literature review
The literature on two-echelon supply chains is rich enough. Bhattacharjee and Ramesh (2000) developed two efficient heuristics to derive the optimal price and ordering policies to maximize the net profit of the retailer for a multi-period inventory and pricing model. Lu (1995) pointed out that future researches should consider the buyer's point of view and there should be a minimal acceptable profit level to both the vendor and buyers; this made a suitable base for the well-known concept which is revenue sharing. Maloni and Benton (1997) stated that the major focus of revenue sharing is to share the revenues/profits generated based on the assignments and responsibilities to avoid the conflict between supply chain partners. Yao and Chiou (2004) considered the single-vendor and multi-buyer model proposed by Lu (1995) and identified that the vendor's optimal annual cost function was a piecewise convex curve with respect to the vendors' production setup interval; they suggested that a search algorithm can be developed to obtain an optimal solution for a sub-problem. They also proposed a search algorithm and demonstrated that their algorithm reached a better result than Lu's search procedure. Nachiappan and Jawahar (2007) formulated an integrated inventory model of a two-echelon single-vendor multiple buyers (TSVMBSC) under the VMI mode of operation to maximize the channel profit and to share the profit among the members involved assuming that both vendors and buyers follow EOQ conditions. The given model in this paper is an extension to the model given by Nachiappan and Jawahar (2007) assuming that the entrance rate of products to the vendor's location is bounded (i.e., EPQ conditions); in the new formulation, the optimal production rate for each buyer in the vendor's (i.e., producer's) location is determined as well as the optimal sales quantities and sales prices. Zhang et al. (2007) presented an integrated VMI model for a single vendor and multiple buyers, where the vendor purchases and processes raw materials and then delivers finished items to the buyers. A joint relevant cost model is developed with constant production and demand rates under the assumption that buyers' ordering cycles may be different and that each buyer can replenish more than once in one production cycle. The main point of this research is that demand rate at all buyers is constant while it is determined as a function of the sales price in the current research. Yao et al. (2007) developed an analytical model that explores how important supply chain parameters affect the cost savings to be realized from collaborative initiatives as VMI. Van der Vlist et al. (2007) argue on the conclusions drawn from Yao et al. (2007) . They express that the model ignores the costs of shipments from the supplier to the buyer and plans the incoming and outgoing flows at the supplier in a manner that overstates the inventory needed. Toptal and Ç etinkaya (2008) aimed to develop analytical and numerical results representing the system-wide cost improvement rates which are due to coordination. Revisiting a few basic researches, they consider generalized replenishment costs under centralized decision making. This research analyzes (1) how the counterpart centralized and decentralized solutions differ from each other, (2) under what circumstances their implications are similar, and (3) the effect of generalized replenishment costs of the system-wide cost improvement rates which are subject to coordination. Wang (2009) studied a decentralized supply chain consisting of a single manufacturer and a single distributor for a short lifecycle product with random yield and uncertain demand as in the semiconductor industry. Two scenarios for handling the business are considered. One scenario is the traditional supply chain arrangement, where the distributor is fully responsible for the inventory decision, whereas the manufacturer is fully responsible for the production decision. The other scenario is the VMI arrangement, where the manufacturer is fully responsible for the entire production and inventory decisions in the supply chain. The optimal production and inventory decisions under both scenarios are compared. Yu et al. (2009a) discussed how the manufacturer (vendor) can take advantage of the information received from retailers for increasing his own profit using a Stackelberg game in a VMI system. The manufacturer produces a finished product and supplies it at the same wholesale price to multiple retailers. The retailers sell the product in independent markets at retail prices. Solution procedures are developed to find the Stackelberg game equilibrium which each enterprise is not interested in deviating from Yu et al. (2009b) investigated how a manufacturer and its retailers cooperate each other to find their individual optimal net profits considering product marketing (advertising and pricing) and inventory policies in an information-asymmetric VMI supply chain. The manufacturer produces and gives a single product at the same wholesale price to multiple retailers who sell the product in their independent markets at retail prices. The manufacturer determines its wholesale price, advertising investment, replenishment cycles for the raw materials and finished product, and backorder quantity to maximize the profit. Retailers in turn consider the replenishment policies and the manufacturer's promotion policies and determine the optimal retail prices and advertisement investments to maximize their profits. Zavanella and Zanoni (2009) investigated the way how a particular VMI policy, known as Consignment Stock (CS), may represent a successful strategy for both the buyer and the supplier. The most radical application of CS may lead to the suppression of the vendor inventory, as this actor uses the buyer's store to stock its finished products. As a counterpart, the vendor will guarantee that the quantity stored in the buyer's store will be kept between a maximum and a minimum level, also supporting the additional costs eventually induced by stock-out conditions. The buyer will pick up from its store the quantity of material needed to meet its production plans and the material itself will be paid to the buyer according to the agreement signed. Wong et al. (2009) studied on how a sales rebate contract helped to achieve supply chain coordination. For this purpose, a model in the context of a two-echelon supply chain with a single supplier serving multiple retailers in VMI partnership is proposed. VMI facilitates the application of the sales rebate contract since information sharing in VMI partnership lets the supplier to obtain actual sales data in a timely manner and determine the rebate for retailers. The proposed model indicates that the supplier gains more profit with competing retailers than without as competition among the retailers lowers the prices and correspondingly increases demand. Bichescu and Fry (2009) analyzed decentralized supply chains, which followed continuous review (Q, R) inventory policies considering VMI agreements where the supplier chooses the order quantity Q, and the retailer chooses the reorder point R. The effect of divisions of channel power on supply chain and individual agent performance is investigated by examining different game theoretic models. The results showed that VMI can result in considerable supply chain savings rather than traditional relationships; furthermore, the greatest system benefits from VMI arise in asymmetric channel power relationships.
Almehdawe and Mantin (2010) consider a supply chain consisting of a single capacitated manufacturer and multiple retailers. A Stackelberg game VMI framework under two scenarios is utilized. Initially, the traditional approach wherein the manufacturer is the leader is considered; in the second, one of the retailers acts as the dominant player of the supply chain. Darwish and Odah (2010) developed a model for a supply chain with a single vendor and multiple retailers under the VMI mode of operation. The developed model can easily describe supply chains with capacity constraints by selecting high penalty cost. Theorems are given to tackle the complexity of the model. Furthermore, an efficient algorithm is devised to find the global optimal solution. Wang et al. (2010) investigate a recent paper by Yao et al. (2007) and a critique by Van der Vlist et al. (2007) . Both researches presented interesting arguments to show their valuable findings. However, their finding on the buyer's order sizes seems to conflict with each other. Revisiting both papers, they come to the conclusion that both papers are valid within the scopes and assumptions of their own studies. Guan and Zhao (2010) considered a single-vendor and a single-buyer supply chain and study contracts for a VMI program. They design a revenue sharing contract for vendor with ownership scenario, and a franchising contract for retailer with ownership scenario. Based on continuous review (R, Q) policy, without consideration of order policy and related costs at the vendor site, it is indicated that one contract can perform satisfactorily while the other one is a perfect contract. Considering order policy and related costs at the vendor site, it is indicated that one contract can perform satisfactorily while the performance of the other one depends on the system parameters. Bookbinder et al. (2010) consider a vendor, which manufactures a single product sold to a retailer. Three scenarios are studied: independent decision making in which there is no agreement between the parties; VMI, whereby the vendor initiates orders on behalf of the retailer; and central decision making in which both vendor and retailer are controlled by the same corporate entity. Optimal solutions are obtained analytically for the retailer's order quantity, the vendor's production quantity, the parties' individual and total costs in the three scenarios. Those situations in which VMI is beneficial are recognized. Razmi et al. (2010) considered a buyer-supplier supply chain and compared the performance of the traditional and VMI system using the total inventory cost of the supply chain as the performance measure. The concept of extent point is introduced in which the difference between the total cost of both traditional and VMI systems is minimal. It is applied to investigate how increasing or reducing the key parameters changes the total cost of the two systems with respect to each other. Goh and Ponnambalam (2010) proposed a mathematical model to determine the optimal sales quantity, optima sales price, optimal channel profit and contract price between the vendor and buyer in TSVMBSC under the VMI mode of operation. All the parameters depend on the understanding of the revenue sharing between the vendor and buyers. A particle swarm optimization (PSO) was proposed to solve the problem. The solutions obtained from PSO were compared with the previous results reported in the literature. Pasandideh et al. (2010) developed a model for a two-level supply chain consisting of a single supplier and a single retailer studying the inventory management practices before and after implementation of VMI. This research explores the effect of important supply chain parameters on the cost savings realized from collaborative initiatives. The results indicate that the VMI implementation of EOQ model when unsatisfied demand is backlogged sometimes has the ability to reduce total costs of supply chains. Pasandideh et al. (2011) developed an EOQ model for a two-level supply chain consisting of one supplier and one retailer in which unsatisfied demands are backordered, the supplier's storage is constrained and there is an upper bound on the number of orders. They assume that the supplier utilizes the retailer's information in decision making on the replenishments and supplies orders to the retailer according to (R, Q) policy. A GA is proposed to find the order quantities and the maximum backorder levels, so that the total inventory cost of the supply chain is minimized. Shao et al. (2011) studied inventory and pricing policies in a non-cooperative supply chain with one supplier and several retailers under an information-asymmetric VMI environment. The supplier produces a product at the wholesale price and gives to the retailers. The retailers distribute the product in markets at retail selling prices. The demand rate for each independent market is a non-decreasing concave function of the marketing expenditures of both local retailers and the manufacturer, but a non-increasing and convex function of the retail selling prices. Wholesale price, marketing expenditure for supplier and retailers, replenishment cycles for the product and backorder quantity are determined in such a way as to maximize the total profit. Sana et al. (2011) present an integrated production-inventory model that is presented for supplier, manufacturer and retailer supply chain, considering perfect and imperfect quality items. This model considers the impact of business strategies such as the optimal order size of raw materials, production rate and unit production cost, and idle times in different sectors on the collaborating marketing system. An analytical method is employed to optimize the production rate and raw material order size for maximum expected average profit. An example is illustrated to study the behavior and application of the model. Pal et al. (2012a, b) present a production inventory model for various types of items where multiple suppliers, a manufacturer and the multiple non-competing retailers are the members of the supply chain. And each supplier supplies only one type of raw material to the manufacturer. The manufacturer produces a finished item by the combination of a certain percentage of the various types of raw materials. The manufacturer produces also multi-items and delivers them according to the demand of the different retailers. Finally, an integrated profit of the supply chain is optimized by optimal ordering lot sizes of the raw materials. A numerical example is provided to justify the proposed model. Pal et al. (2012a, b) develop a multi-echelon supply chain model for multiple markets with different selling seasons. Here, two suppliers are involved to supply the raw materials to the manufacturer where the main supplier may face supply disruption after a random time and the secondary supplier is perfectly reliable but more expensive than the main supplier. In their article, the manufacturer produces a random proportion of defective items which are reworked after regular production and are sold in a lot to another market just after completion of rework. The retailer sells the finished products in different markets according to seasons. Finally, an integrated expected cost per unit product of the chain is minimized analytically by considering the lot-size ordered as a decision variable. An appropriate numerical example is also provided to justify the proposed model. Goh et al. (2012) solved TSVMBSC model proposed by Nachiappan and Jawahar (2007) utilizing PSO and a hybrid of GA and artificial immune system (GA-AIS). These two algorithms are evaluated for their solution quality in the addressed research. Cárdenas-Barrón et al. (2012) presented an alternative heuristic algorithm to solve the vendor management inventory system with multi-product and multi-constraint based on an EOQ model with authorized stock out. Stock-out cost is considered linear and fixed. Since the problem is a nonlinear integer programming, a heuristic algorithm is proposed to solve the problem. Sadeghi et al. (2013) studied a multi-vendor multi-retailer single-warehouse supply chain under the VMI mode of operation with constrained space and annual number of orders for the warehouse. The objective was to find the order quantities along with the number of shipments received by retailers and vendors in such a way as to minimize the total inventory cost. Nia et al. (2013) developed a multi-product EOQ model under a VMI policy in a single-vendor single-buyer supply chain. Unsatisfied demands are backordered. A few constraints such as storage capacity, number of deliveries and order quantity are considered in the given model. Demand, available storage and total order quantity are considered as fuzzy numbers. An ant colony optimization algorithm along with GA is utilized to find a near-optimum solution. AriaNezhad et al. (2013) attempts to develop the retailer's inventory model with the effect of order cancellations during the advance sales period. The retailer announces a price discount program during advance sales period to promote his sales and also offers trade credit financing during the sales periods. The retailer availing trade credit period from his supplier offers a permissible delay period to his customers. The customer who gets an item is allowed to pay on or before the permissible delay period which is accounted from the buying time rather than from the start period of inventory sales. This accounts for significant changes in the calculations of interest payable and interest earned by the retailer. The retailer's total cost is minimized so as to find out the optimal replenishment cycle time and price discount policies through a solution procedure. The results derived in mathematical theorems are implemented in numerical examples, and sensitivity analyses on several inventory parameters are obtained.
Diabat (2014) considered a two-echelon single-vendor multi-buyer supply chain network operated under VMI policy and found the optimal sales. Hybrid genetic/simulated annealing algorithm is developed to deal with the problem. Rad et al. (2014) considered a two-echelon supply chain consisting of a single vendor and two buyers. The vendor gives a single product to both buyers at a finite production rate. A mathematical model for the integrated VMI policy is developed. Furthermore, solution algorithms are proposed to determine the optimal lot size and total inventory cost of the supply chain. The effect of key parameters such as buyer's demand and vendor's holding cost on lot size variation is also studied. Results show that greater reduction in the total cost of the supply chain can be obtained using VMI. Verma et al. (2014) proposed an alternative replenishment scheme allowing for different replenishment cycles for each retailer in the single-vendor multi-retailer supply chain under VMI partnership. Taleizadeh and Noori-daryan (2014) considered a decentralized three-layer supply chain including a supplier, a producer and arbitrary number of retailers. Retailers order from the producer who is replenished by the supplier. Demand is assumed to be price sensitive. The paper optimizes the total cost of the supply chain network integrating decisionmaking policy using Stackelberg-Nash equilibrium. The decision variables of the model are the supplier's price, the producer's price and the number of shipments received by the supplier and the producer. Pasandideh et al. (2014a) studied single-vendor single-buyer supply chain system under VMI working condition. The multiproduct EPQ model considering backordering subject to the constraints of storage capacity, number of orders, and available budget was considered. The near optimal order quantities along with the maximum backorder levels of the products in a cycle are determined so that the total VMI inventory cost is minimized. A GA-based heuristic is proposed to solve the problem. Pasandideh et al. (2014b) present an integrated vendor-managed inventory model for a two-echelon supply chain organized as a single capacitated manufacturer at the first echelon and multiple retailers at the second echelon. Manufacturer produces different products whose demands are assumed decreasing functions of retail prices. A fair profit contract is designed for the manufacturer and the retailers and the problem is formulated into a bi-objective non-linear mathematical model. The lexicographic maxmin approach is utilized to obtain a fair non-dominated solution.
Sana (2014) develops a production-inventory model of a two-stage supply chain consisting of one manufacturer and one retailer to study production lot size/order quantity, reorder point sales teams' initiatives where the demand of the end customers is dependent on random variable and sales teams' initiatives simultaneously. The manufacturer produces the order quantity of the retailer at one lot in which the procurement cost per unit quantity follows a realistic convex function of production lot size. In the chain, the cost of sales team's initiatives/promotion efforts and wholesale price of the manufacturer are negotiated at the points such that their optimum profits reached nearer to their target profits. This study suggests to the management of firms to determine the optimal order quantity/production quantity, reorder point and sales teams' initiatives/promotional effort to achieve their maximum profits. An analytical method is applied to determine the optimal values of the decision variables. Finally, numerical examples with its graphical presentation and sensitivity analysis of the key parameters are presented to illustrate more insights of the model. In Sana et al. (2014) , the replenishment size/production lot size problem both for perfect and imperfect quality products studied in their paper is motivated by the optimal strategy in a three-layer supply chain consisting of multiple suppliers, manufacturers and retailers. And each manufacturer produces each product with a combination of several raw materials which are supplied by each supplier. The defective products at suppliers and manufacturers are sent back to the respective upstream members at lower price than the respective purchasing price. Finally, the expected average profits of suppliers, manufacturers and retailers are formulated by trading off setup costs, purchasing costs, screening costs, production costs, inventory costs and selling prices. The objective of this chain is to compare between the collaborating system and Stakelberg game structure so that the expected average profit of the chain is maximized. In a numerical illustration, the optimal solution of the collaborating system shows a better optimal solution than the approach by Stakelberg. Thangam (2014) in their paper attempts to develop the retailer's inventory model with the effect of order cancellations during the advance sales period. The retailer announces a price discount program during advance sales period to promote his sales and also offers trade credit financing during the sales periods. The retailer availing trade credit period from his supplier offers a permissible delay period to his customers. The customer who gets an item is allowed to pay on or before the permissible delay period which is accounted from the buying time rather than from the start period of inventory sales. This accounts for significant changes in the calculations of interest payable and interest earned by the retailer. The retailer's total cost is minimized so as to find out the optimal replenishment cycle time and price discount policies through a solution procedure. The results derived in mathematical theorems are implemented in numerical examples, and sensitivity analyses on several inventory parameters are obtained.
Notation and modeling
The major notations used in this paper are as follows:
n Number of buyers a j
Intercept of the demand curve of buyer j b j
Slope of the demand curve of buyer j Hb j
Inventory holding cost of buyer j at the independent mode (without VMI implementation) Hs Inventory holding cost of the vendor (producer) at the independent mode H j VMI Resultant inventory holding cost of the integrated system of vendor and buyer j Sb j Ordering (setup) cost of buyer j at the independent mode Ss Setup cost of the vendor per order at the independent mode S j VMI Continuously monitoring the stock status of buyer j in VMI mode P Total production rate of the vendor (producer)
Contract price between vendor and buyer j P j
Production rate for buyer j at the vendor's location y j
Sales quantity of buyer j P(y j ) Sales price of the product by buyer j corresponding to sales quantity 'y j ' P(y) Sales price of the product y j min Minimum expected sales quantity of buyer j y j max Maximum expected sales quantity of buyer j This paper investigates a TSPMBSC model operating under VMI mode.
Description of the demand curve and contract price
There are a lot of examples in practice in which each producer (vendor) has its own set of direct outlets (distribution centers/retailers addressed here as buyers). The major parameters of the corresponding models are: sales quantity 'y', the sales price at buyer's market 'P(y)', the contract price between the vendor and the buyer 'W' and the production rate for each buyer at vendor location. The sales quantity of the product at each location is highly influenced by its sales price and it depends on the factors such as the necessity of the commodity, the purchasing power of the customers, and the nature of the product (being perishable or storable). The general observation is that the higher the sales price, the lower is the sales quantity and vice versa. The relation between 'P(y)' and 'y' may be assumed to behave linearly and is given as (Nachiappan and Jawahar 2007) :
where a and b represent the intercept and slope of the demand curve, respectively, as indicated in Fig. 1 . Besides, sales quantity lies between a specific range between y j min and y j max and the validity of the linear demand assumption function holds very well within this range. Since the buyers are not necessarily identical, the demand function of buyer j may be stated as in (2)-(3)
s:t: y j min y j y j max ð3Þ
A parameter which plays an important role on the profits of the both vendor and buyer(s) is the contract price. It is a price which is mutually agreed between the vendor and the buyer(s). Usually, it is assumed a value between the cost of manufacturing and the sales price. The nature of the product, the demand and the logistic cost play a critical role on determination of the contract price value. The commodities which have a good reputation and higher demand are usually fast moving and are involved with lower risk; in these circumstances, the buyer accepts the contract price closer to sales price. However, in other cases where the product is new and the demand is not yet stabilized, the contract price is expected being settled at a lower level, closer to the cost of manufacturing. In Nachiappan and Jawahar (2007) , the contract price is a variable which is dependent on location, the competitiveness of the products, the production and the operational costs between vendor and buyer(s). The contract price between vendor and buyer j is addressed by W j . Disney and Towill (2002) state that in VMI mode of cooperation among the members of a vendor-buyers chain, the vendor has more responsibility than the buyers and acts as a leader. The vendor monitors, manages and replenishes the inventory of all members (Achabal et al. 2000) . The associated costs include production cost, distribution cost, order cost and stock holding cost. Production cost is derived from the expenses spent for producing a single unit 'd' and the aggregate demand 'y' (i.e., y ¼ P n j¼1 y j ). Therefore, the total production cost can be stated as dy. The distribution cost is the multiplication of flow and transportation resource cost. The flow cost is the direct mileage and the carrier contract cost per unit of buyer j 'h j ' and the transportation resource cost is the indirect cost such as mode of transport, human router cost and administrative costs and termed as 't j ' per unit demand for the buyer j (Dong and Xu 2002) . Therefore, the distribution cost can be stated as 'h j y j t j y j '. In this paper, it is assumed that the products to all locations are delivered by road and the value of 't j ' is taken as 0.5 per unit as Dong and Xu (2002) consider. Therefore, the production and distribution costs 'PD j ' to the vendor for meeting sales 'y j ' of buyer j can be given by (4)
Vendor operations and costs
The vendor monitors the stock status and replenishes the stock. The buyer does not initiate orders. Therefore, the order cost per replenishment 'S j VMI ' associated with continuously monitoring the stock status is assumed as sum of the order cost of vendor 'Ss' and order cost of buyer j 'Sb j ' (Nachiappan and Jawahar 2007) and is given as in (5)
So, the cost involved with replenishing the batches 'Q j ' of demand of the buyer j 'y j ' can be stated as 'y j (Ss ? Sb j )/ Q j '. Nachiappan and Jawahar (2007) give this result in case where the vendor's production rate is infinite. However, this is also valid while the production rate is finite. The inventory is held at both the vendor and the buyer(s) locations; the cost of holding one unit per unit time at vendor and buyer j locations can be represented by 'Hs' and 'Hb j ', respectively. The vendor accumulates inventory before delivery to buyer 'j'. As EPQ model, the vendor holds an average inventory of 'Q j ð1 À y j P j Þ=2' to replenish buyer j. The inventory held at the vendor to replenish buyer j is given to the buyer. The average inventory at the buyer location turns out to be 'Q j ð1 À y j P j Þ=2'; this is why the members use the VMI mode of cooperation. Therefore, in VMI mode, the cost of holding inventory 'H j VMI ' becomes the sum of the inventory holding cost at vendor and buyer (Nachiappan and Jawahar 2007) ; it can be given as in (6).
The sum of the order cost and average inventory holding cost of the vendor for buyer 'j' namely 'OSM j ', thus can be stated as in (7): Since the vendor produces for each buyer, assuming a common cycle time 'T' for different buyers, the common cycle time can be indicated as T ¼ Q j y j ; 8j ¼ 1; . . .; n (Silver et al. 1998 ). The sum of order and average inventory holding costs of the vendor for all buyers 'OSM' can be stated as in (8) OSM
where 'T' is computed as:
The profit of the vendor when supplying the product to buyer j 'PV j ' can be obtained from the difference between revenue to the vendor (W j y j ) and the total cost involved 'PD j ? OSM j '. Therefore, the total profit to the vendor 'PV' by supplying its products to all the buyers can be obtained from (10)
Buyer operations and costs
As Nachiappan and Jawahar (2007) declare, the costs associated with the buyers in VMI mode are the sales price and the contract price. The sales price for each buyer is determined using Eq. (2). The acceptable contract prices that would satisfy both the vendor and the buyer are derived from the revenue share ratio 'PR j '. Thus, the profit of buyer j 'Pb j ' in VMI mode is equal to the difference between the sales revenue and the cost of purchase as in (11).
For a pre-specified value of revenue share ratio 'PR j = PV j /Pb j ' between the vendor and buyer j, the contract price can be stated as in (12). where 'T' is computed as in (9).
Objective function
The objective function is considered as the maximization of channel profit of the supply chain. The mathematical expression of channel profit 'PC' can be stated as in (13).
Mathematical programming model
The optimal or near optimal sales quantity and production rate for buyer j namely 'y j opt ' and 'P j opt ' are obtainable from the following mathematical model which maximizes the channel profit namely 'PC'.
s:t : y j min y j y j max ; 8j ¼ 1; . . .; n ð15Þ
Constraint (15) gives the valid upper and lower bounds of the sales quantity for the buyers. Constraint (16) guarantees that the sum of the buyer's production rates should be equal to the total production rate. Constraint (17) guarantees that the demand rate be less than the production rate for all the buyers as in EPQ model. Constraint (18) represents that the decision variables of the models should be non-negative.The optimal sales price 'Pðy j opt Þ' can be obtained from (19).
The acceptable contract price 'W j opt ' is yielded by substituting the optimal sales quantity 'y j opt ' in Eq. (12); the result is given as in (20). where
Proposed heuristics
Particle swarm optimization
Particle swarm optimization (PSO) was introduced by Kennedy and Eberhart (1995) as a population-based search algorithm. PSO is motivated from the simulation of social behavior of bird flocking. PSO uses a population of particles that fly through the search space to reach an optimum. Optimization with particle swarms has two major ingredients, the particle dynamics and the particle information exchange. The particle dynamics are derived from swarm simulations in computer graphics, and the information exchange component is inspired by social networks. These ingredients combine to make PSO a robust and efficient optimizer of real-valued objective functions (although PSO has also been successfully applied to combinatorial and discrete problems). PSO is accepted as a computational intelligent technique; the major difference between PSO and other well-known heuristics such as GA and SA is that the society members are aware of the other members' situation or at least of the best member and consider the obtained information in their decision making. Since the members can remember their best situation during the algorithm operations and always try to include this in their decision making, they can compensate immediately in case of a bad decision making. Each member can search the corresponding neighboring boundary without being worried about worsening the situation. The degree of being influenced by other members of the population is determined by a coefficient called learning coefficient.
PSO is similar to GA in that the system is initialized with a population of random solutions (called particle position); however, unlike GA, each potential solution is also assigned a randomized velocity and does not necessarily need to be encoded. Each individual or potential solution (i.e., particle) flies in the problem dimensional space with a velocity which is dynamically adjusted according to the flying experiences of its own and its colleagues. Each particle is affected by three factors: its own velocity, the best position it has achieved so far called 'pbest' and the overall best position achieved by all particles called 'gbest'. A particle changes its velocity based on the three addressed factors. Denoted by np the number of particles in the population (here, we assume p = 2n), Let X t i ¼ ½x t i;1 ; x t i;2 ; . . .; x t i;2n representing the position value of particle i with respect to dimension j (j = 1, 2, …, 2n) at iteration t. We define the velocity of each particle as V Solution representation is one of the important steps while designing a PSO-based heuristic. The decision variables can be very good guidelines in this regard. In this paper, the solutions are represented as a string of 2n characters in which the first n characters represent the buyers' sales values and the second n characters represent the production rates of the vendor as {(y 1 , …, y n , p 1 , …, p n )|y min B y i B y max , y i B p i , P pi B P}. Imagine that there are three buyers whose sales values are uniformly distributed as y 1 * U[1600, 4800], y 2 * U[700, 1400], y 3 * U[1200, 3600] and the production capacity of the vendor is as P = 18,000. As the constraints of the model we should have y i B p i , P 3 i¼1 p i 18; 000; the particle length should be 2n = 6. Three random numbers should be generated corresponding to y 1 , y 2 , y 3 noting that y min B y i B y max . As the solutions are continuous, they will convert to the discrete solutions by random number generation in order to be usable in the problem. Table 1 illustrates a sample vector of particles X t i used by PSO algorithm.
Step 1 Initialization
• Generate np particles randomly as explained before and make the vector of particles as X • Generate the initial velocities for each particle randomly, i.e., fV 
] with its fitness value f gb = f l .
Step 2 Update iteration counter, i.e., t = t ? 1
Step 3 Update inertia weight, i.e., w t = w t-1 9 b where b is a decrement factor
Step 4 Update velocity, i.e., v Step 6 If x t ij is continuous, round it to the nearest integer number in accordance with the model's constraints
Step 7 Update personal best; each particle is evaluated using the permutation to see if the personal best will improve. Step 9 Stopping criterion. If the number of iterations exceeds the maximum number of iterations, or maximum CPU time, then stop; otherwise go to step 2.
Genetic algorithm
The proposed mathematical model for determining 'y j opt ' and 'P j opt ' belongs to nonlinear integer programming (NIP) problem. A GA-based heuristic is proposed to evolve an optimal or near optimal sales quantity and production rate for buyer j, i.e., 'y j opt ' and 'P j opt ' to maximize the channel profit. The optimal sales price 'Pðy j opt Þ' and contract price 'W j opt ' are derived subsequently from the 'y j opt 'and 'P j opt '. GA as a population-based algorithm is a class of evolutionary algorithms. It is a generic optimization method, which can be applied to almost every problem. The feasible solutions of the problem are usually represented as strings of binary or real numbers called chromosomes. Each chromosome has a fitness value, which corresponds to the objective function value of the model. Initially, there is a population of chromosomes randomly generated; then, a number of chromosomes are selected as parents for mating to produce new chromosomes (i.e., solutions) called offspring. The mating of parents is carried out applying a few GA operators, such as crossover and mutation. The selection of parents and producing offspring are repeated until a stopping rule (e.g., elapsing a certain number of iterations) is satisfied (Goldberg 1989) . Before giving a general outline of the proposed GA-based heuristic, a few additional notations are defined:
Pop_size Size of the population of solutions that remains constant during the algorithm performance.
Max_iteration Number of generations produced until the algorithm stops.
p c Crossover rate, which is the probability of selecting a chromosome in each generation for crossover. p m Mutation rate, which is the probability of selecting a gene or bit inside a chromosome for mutating. Fitness_function Fitness function value, which exactly corresponds to the objective function value in this paper.
We give a brief outline of the algorithm as:
• Set Pop_size, Max_iteration, p c and p m .
Step 2 Randomly generate the initial population
Step 3 Repeat until Max_iteration:
Step 3.1 Perform the reproduction operator according to the roulette wheel rule to make a new population Step 3.2 Select the parent chromosomes from the obtained population, each with probability p c Step 3.3 Crossover: Step 3.4 Apply the mutation operator on the population with probability p m Step 3.5 Calculate Fitness_function for each chromosome and save the best value in bv (best value) Step 4 Print bv Each chromosome consists of 2n genes. The first n genes represent the sales quantities of the buyers and the second n genes represent the production rates of them. As an example, the chromosome [1 1 3 4 5 7 9 10] indicates that there are four buyers whose sales quantities are 1, 1, 3 and 4, respectively, and production rates are 5, 7, 9 and 10, respectively.
The Pop_size, p c and p m are determined through the try and error method while Max_iteration is assumed equal to 2000.
Simulated annealing
SA proposed by Kirkpatrick et al. (1983) is a stochastic and neighborhood-based search algorithm motivated from an analogy between the simulation of the annealing of solids and the strategy of solving combinatorial optimization problems. SA has been widely applied to solve combinatorial optimization problems as Yao (1995) declares. It is inspired by the physical process of heating a substance and then slowly cooling it, until a strong crystalline structure to be formed. This process is simulated through gradually lowering an initial temperature until the system reaches an equilibrium point so that no more changes occur. Generally, details of SA proposed are as follows: Computational experiments Nachiappan and Jawahar (2007) analyzed their proposed model and methodology by a case study carried out at the SNP dairy company located in Madurai, India. The dairy manufacturer (vendor) supplies its product (milk packets) to the customers at different locations (buyers). Since the structure of our proposed model is near to that of Nachiappan and Jawahar (2007), we have provided a few numerical problems inspiring from those of Nachiappan and Jawahar (2007) . The numerical problems are given in three categories while considering three, five, and eight buyers in the model. Since the number of parameters is too much, the buyer-related parameters are considered fixed, while the vendor-related parameters are changed in order to do the sensitivity analysis. The values of the buyer-related parameters are given in Table 2 . Five problems are selected from each category as small, medium and large size problems. The values of the vendor-related parameters are given in Table 3 . In the rest of this section, we are going to compare the proposed GA, discrete particle swarm optimization algorithm (DPSO), and SA for TSVMBSC problem. We have also used LINGO solver to assess the performance of the proposed heuristics. All the heuristics are coded in Matlab7.0 software and run on a PC with 1.67 GHz processor (Intel Pentium 4), 256 MG memory and windows XP Professional Operating System.
We have used relative percentage index (RPI) to assess the performance of the proposed heuristics. This index is one of the well-known indexes in this regard for single objective problems. We have solved a number of instances for each numerical problem. RPI can be computed by Eq. (22) 
RPI can take values between 0 and 1. Clearly, lower values of RPI are preferred. Table 4 gives the RPI values for each numerical problem while solving it by each heuristic as well as using LINGO solver. We have considered the number of instances for each numerical problem equal to five times; the average of the obtained objective function values from solving the five instances is considered as RPI for each numerical problem with respect to each heuristic.
The CPU times are considered the same for the heuristics; however, we have reported the CPU times when each algorithm reached the best corresponding solution.
As it is clear from Table 4 , the RPI for DPSO is less than that of other heuristics; however, the average CPU time of LINGO solver is less than that of other heuristics. Table 5 illustrates the results. Figure 2 indicates the average value of LSD with confidence interval 95 % for various heuristics. It is clear from Fig. 2 that DPSO is superior compared with other heuristics and LINGO solver.
Conclusions and suggestion
This paper presents a TSPMBSC model under the VMI mode of operation. It is the extension of Nachiappan and Jawahar (2007) for the case where the vendor (producer) replenishes orders as EPQ, i.e., the product gradually enters into the vendor's location. The final model can be stated as a mathematical programming model with the objective function of channel profit and the two decision variables of sales quantity and production rate. Thereafter, the optimal values of the decision variables are determined. The aforementioned problem is NP-hard which means too difficult to be solved during a logical amount of time. We presented a DPSObased heuristic to solve the problem. To prove the efficiency of the proposed heuristic, two distinct kinds of heuristics were used, including innovative searching method of the GA, and SA; however, LINGO solver was also used. The heuristics applied to solve a set of small, medium and large size problems. The results indicated that the DPSO excels compared to the other rival heuristics. Though the model considered in this paper is restricted to two-echelons, further analysis is required to study the performance under multi-echelon supply chains. Besides, demand can be lost or backordered while it is stochastic.
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