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Abstract
An active vibration damper for a cantilever beam was designed using a
distributed-parameter actuator and distributed-parameter control theory. The
distributed-parameter actuator was a piezoelectric polymer, poly(vinylidene fluoride).
Lyapunov's second method for distributed-parameter systems was used to design a
control algorithm for the damper. If the angular velocity of the tip of the beam is
known, all modes of the beam can be controlled simultaneously. However, only the
linear acceleration at the tip was measured, so the remaining analysis and the testing
was done on a single mode at a time, up to the third mode. A simulation
algorithm was developed to predict the effect of the active damper on the free decay
of a single mode of vibration. A parameter study for the first mode was performed
using varying control voltage limits and passive damping values.
Testing of the active damper was performed on the free decay of the first
mode and with continuous excitation of both the first and second modes of the
cantilever beam. A linear, constant-gain controller and a nonlinear constant-
amplitude controller were compared in the free decay tests. The baseline damping of
the first mode was ii=0.003 for large amplitude vibrations (2 cm tip displacement)
decreasing to =0.001 for small vibrations (0.5 mm tip displacement). The
constant-gain controller provided more than a factor of 2 increase in the modal
damping with a feedback voltage limit of Vmx = 2 0 0 V rms. With the same voltage
limit, the constant-amplitude controller achieved the same damping as the constant
gain controller for large vibrations, but increased the damping by a factor of 40 to
at least 1=0.040 for small vibration levels.
For the continuous excitation testing, the clamping fixture for the beam was
mounted on a shaker. The beam was excited by bandlimited random noise that was
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centered on the resonant frequency of interest so that only one mode of vibration
would be present. Only the constant-gain controller was implemented for the
continuous excitation tests. For the first mode, with the highest rms level of base
acceleration and a control voltage limit of Vm =130 V rms, the loss factor was
increased from a baseline damping of p=0.0040 to Tief=0.0054. With the lowest
rms level of base acceleration and a control voltage limit of Vmx"=100 V rms, the
damping was increased from rp=0.0026 to eff=0.0 20 . This corresponds to a 15
db reduction in the magnitude of the resonance. For the second mode, with the
highest rms base acceleration and Vmax=2 5 V rms, the damping was increased from
lp=0.0016 to Tieff=0. 0 02 3 . For the lowest rms base acceleration and Vmax=30 V
rms, the damping increased from lp=0.0014 to neff=0. 003 9 . This is a 10 db
reduction in the magnitude of the resonance.
Thesis Supervisor: James E. Hubbard, Jr.
Title: Assistant Professor of Mechanical Engineering
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Chapter 1
Introduction
1.1 Background
Satellites and other large spacecraft structures are generally lightly damped due to low
structural damping in the materials used and the lack of other forms of damping, such as air
drag. In large structures, these vibrations have long decay times which can lead to fatigue,
instability, or other problems with the operation of the structure [1, 3. Flexible structures
such as these are distributed-parameter systems having a theoretically infinite number of
vibrational modes. Current design practice often is to model the system with a finite number
of modes and to design a control system using lumped-parameter control theory. 'Truncating'
the model may lead to performance tradeoffs when designing a control system for distributed-
parameter systems 4].
Using distributed-parameter control theory to design the control system will avoid these
tradeoffs by including all the vibrational modes in the design process and gives the potential
for controlling all modes of vibration. There exists a wealth of distributed-parameter control
theory in the literature, including the extension of many aspects of lumped-parameter control
theory to distributed parameter systems. References [51 through [14] are a small sampling of
the work being done. However, there are relatively few applications in the literature,
especially for flexible mechanical systems. One reason may be the difficulty of using
distributed-parameter control theory with spatially discrete, or lumped-parameter, sensors and
actuators which introduce spatial non-linearities into the system. Distributed-parameter
sensors and actuators would significantly ease the use of distributed-parameter control theory
for flexible structures.
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1.2 Objective of Research
The goal of this study is to design and evaluate an active vibration damper for
distributed-parameter systems using a distributed-parameter actuator and to show some
advantages of distributed-parameter control theory. The distributed-parameter actuator is a
piezoelectric polymer, poly(vinylidene fluoride), or PVF 2. At the Charles Stark Draper
Laboratory, a scale model of a flexible satellite has been designed and built as a test structure
for active vibration control schemes [1, 3. This test structure consists of a hub mounted on
an air bearing table with four perpendicular arms extending radially from the hub. The arms
rotate in a horizontal plane and are flexible laterally while being very stiff vertically. The
active damper developed in this study will eventually be tested using the Draper structure.
The damper is to be applied to the flexible arms. This thesis reports the development and
preliminary testing of the active damper for the Draper test structure.
For the development work, an arm of the test structure was modeled as a cantilever
beam with a tip mass and tip inertia. A smaller dynamically scaled model of one of the
arms (including the use of a tip accelerometer) was used for the preliminary testing. Chapter
2 presents an overview of the system. The distributed-parameter actuator (PVF,), the Draper
test structure and the dynamic scaling of the arm, and the active damper configuration are
discussed. The theoretical analysis is presented in Chapter 3. The modeling of the active
damper and the derivation of a distributed-parameter control algorithm are presented. Also a
simulation algorithm is developed and a parameter study is performed. Chapter .1 presents
the experimental work performed for the preliminary testing of the active damper. The
construction of the test fixtures and the cantilever beam is discussed. The active damper was
tested with the beam in a stationary fixture and in a vibrating fixture. The results from
these tests are also presented and discussed. The final chapter summarizes the results of this
study and presents some recommendations for further research.
-14-
Chapter 2
Overview of the System
2.1 The Distributed Actuator
The active element being used in this damper is a piezoelectric polymer film,
poly(vinylidene fluoride), or PVF 2. PVF, is a polymer that can be polarized, or made
piezoelectrically active, by exposing it to intense electrical fields. In its non-polarized form,
PVF 2 is used as an electrical insulator, a capacitor dielectric material, and as a chemically
inert coating, among many other uses. In its polarized form, PVF2 is essentially a tough,
flexible piezoelectric crystal. Polarized PVF 2 has been used in many applications ranging from
ventilation fans [15, 161 to electroacoustic transducers (speaker and microphone elements) [17j
to ultrasonic transducers for medical use [18J. More information on PVF2, other piezoelectric
polymers, and their applications can be found in References [19] through [25].
A sketch of a piece of PVF 2 film is shown in Figure 2-1. A layer of nickel or
aluminum is generally deposited on each face to conduct the applied field or voltage, V(x),
along the surface of the PVF2.
film
r(Vr ) on both faces
Figure 2-1: Coordinate system for the PVF2.
' ' " ' 2 '
For uniaxially polarized PVF 2, a voltage or field applied across its faces (y-direction) results in
a longitudinal (x-direction) strain. This is the d31 component of the piezoelectric activity.
(Biaxially polarized PVF 2 would strain in both the x- and z-directions.) The strain occ'lrs
over the entire area of the PVF 2 making it a distributed-parameter actuator. Note that if the
voltage, V(x), is varied spatially, the strain will also vary spatially. This allows the added
possibility of varying the control spatially as well as with time. The sign convention used in
this study is that a positiv. voltage, as shown in Figure 2-1, results in a positive longitudinal
strain.
The PVF 2 used in this study was obtained from the Pennwalt Corporation, King of
Prussia, PA. It is commercially available as a thin polymeric film with a coating of ni :kel or
aluminum on its faces. Table 2-I gives some typical properties for Pennwalt's KynarTM
brand PVF 2 film 1[2.
2.2 The Flexible Structure
At the Charles Stark Draper Laboratory, a scale model of a flexible satellite has been
designed and built as a test structure for active vibration control schemes 1, 3]. A sketch of
the test structure is shown in Figure 2-2. This test structure consists of a hub mounted on
an air bearing table with four perpendicular arms extending radially from the hub. The arms
rotate in a horizontal plane and are flexible laterally while being very stiff vertically. This
minimizes the effect of gravity on the motion of the structure. The arms are 1.2 m long and
have either thrusters or weights for tip mass. The thrusters are mounted on one pair of
opposing arms and are used to control the vibrations of the structure as well as perform
attitude manuevers. Accelerometers at the tip of the arms are used to monitor the vibrations
of the structure during and after the attitude manuevers. The damper developed in this
study is to be applied to the flexible arms of the test structure to demonstrate the use of a
distributed-parameter actuator for active control of a distributed-parameter system.
For the development work, an arm of the test structure was modeled as a cantilevered
Bernoulli-Euler beam with both a tip mass and tip inertia (rotary inertia). A sketch of the
top view of the cantilever beam model is shown in Figure 2-3. The nomenclature is as
follows:
Portions of the text
on the following page(s)
are not legible in the
original.
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Table 2-I: Typical PVF2 film properties [21.
PROPERTY I VALUE UNITS
Thickness ! 6-125 m
Surface Coanductivity1 A 1-4
nf IMetallized Film Ni 10-25
Static Piezelectric dt)-25 pCN- Ipni - I
Strain Constant * 0-22
Static Voltage g31 0.20 'mN 
Output Coefficient . g 0.210
Electromech an<cali
Coupling actor : 9-15 , at 100 Hz
Pyroelectric Cotfficient p 23-27 uCm -'° OK '
Shrinkage n 60C 2 % after anailrng
Machine Direction 80oC 4 100 hi s.
Relative Dielectric
P ernm.Jtti. ; .I' 12 -- 1 at 10(0 !iz
Dielectric Lozs
Factor tan 6 0. .0i-J.u2 at 1000 Hz
Volume Resistivt P 10 .n
Tensile Strength 1 Sm
at ;e!d !" -i i
I't.>:;;,: S:.': .:g'n ) , 2 
at Break TD 3__-_ _
Elongation at I . D 4
Break TD 28-430
1bung's Iduu. of . ID 1.5 :
Elasticity = E astic ----- -N 
Strff!ess = c- TD 1 1-2.-4
Meiting P.,:::t i 63-180 : 
Flaninabrilitv. LO(I 
-44 ' 2
Thermal Cuiductivitv (J. 13 i W K
Specific Heat 2.5 NIJaf K
Density 1.8 g cn) 
Therm::l E :p::., C,,¢!:'cic': I 10 
iSound VlCILY: 1.5-2.2
'neasurement, \ ere rmadt :n hvdraulic pre- 'c- , -\11) -Machine D)rettv,n , I ad t'I'D TrIn- Icre 1f t l,,n t. film ,rlntatpn I2
"'lungatudinal and thuk.-,hb mrde
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RPL - EXPERIMENT TEST APPARATUS
CENTRAL HUB ASSEMBLY
(INCLUDES ANGLE ENCODER
FUEL STORAGE TANKS) \ -"
ACTIVE BEAM TIP
IINCLUDES TllnUSTEfS,
ACCELEnOMETER AND
VARIABLE MASS)
AIn BEARING
TABLE
En
.2 *J.
Figure 2-2: Flexible test structure at the Ch:arles Stark
Draper Laboratory [1].
p is the density (mass per volume) of the beam
E is the Young's modulus
I is the area moment of inertia of the cross-section
about the neutral axis of the beam
I is the flexible length of the beam (x-direction)
h is the thickness of the beam (y-direction)
b is the depth of the beam (z-direction)
Mt is the tip mass, and
It is the tip inertia taken about the z-axis at
the end of the beam.
Note that the end of the beam is not necessarily the center of gravity of the tip mass. This
study will only look at w(x,t), the transverse motion of the beam. The first step in the
development of the damper was to dyamically scale an arm of the Draper structure to a
more manageable size using the same techniques as Kelly used to design the structure
-18-
y
Ia
beoa
Figure 2-3: Cantilever beam model of an arm of
-the Draper structure.
originally [1, 31. The scale model would also use an accelerometer at the tip of the beam to
monitor the vibrations. The procedure used to scale the arm is given in Appendix C. The
basic idea is to determine the dimensionless parameters that are used to describe the motion
of the structure and then choose the physical parameters of the model so that the
dimensionless parameters are preserved 1261. There are many possible combinations of
physical parameters that will satisfy this criteria so some criteria other than just dynamic
scaling must be used to chose a final design.
Other considerations in choosing the final design parameters for the scaled beam were:
1. The model size should be chosen so that the PVF 2 film thickness would not be
excessive when it is scaled and applied to the Draper test structure,
2. The scaled tip mass must be large enough to allow an accelerometer to be used
as part of the tip mass, and
3. The beam should be easy to make and not have tight toler lices on the
dimensions that are determined during construction.
The final design dimensions for the scaled beam are listed in Table 2-II along with the
corresponding dimensions for an arm of the Draper structure. The beam material was chosen
because it was found that steel feeler gauge stock was readily available in a wide range of
-19-
Table 2-II: Comparison of final design parameters
for the scaled beam vs. the Draper structure.
Draper Scaled
structure 11 model
material Al steel
modulus, E (Nm '2) 76x109 210x100
density, p (kgm-3 ) 2840 7800
length, I (m) 1.22 0.146
thickness, h (mm) 3.18 0.381
depth, b (cm) 15.2 1.27
tip mass, Mt (kg) 2.04 6.73x10-3
tip inertia, It (kgm 2 ) 1.1x10- 2 5.0x10-7
thicknesses, 1.27 cm depth (width), and up to 30 cm in length. Since the thickness of feeler
gauge stock is held to a relatively tight dimensional tolerance, the most critical dimension of
the scaled beam is already controlled. A thickness of 0.381 mm (0.015") was chosen. For
this beam thickness dynamic scaling calls for a flexible length of 14.6 cm (5.766") and a tip
mass of 6.73 g, more than adequate to include a 2 g accelerometer as part of the tip mass.
Section 4.1 will discuss the actual construction of the scaled beam and the clamping fixtures.
2.3 The Active Damper Configuration
The simplest possible damper configuration was used for this study; a layer of PVF,
bonded to one side of the cantilver beam. Figure 2-4 shows a top view of the resulting
composite beam. The PVF 2 is oriented as shown in Figure 2-1 so that a positive voltage
across the film leads to a positive piezoelectric strain in the x-direction. It will be shown in
Section 3.1 that this gives rise to a spatially distributed torque along the length of the beam.
The resulting behavior is similar to that of bimetallic springs which coil and uncoil due to
-20-
Inpu '
Figure 2-4: Active damper configuration.
differential thermal expansion as the temperature changes. The basic understanding gained
from this simple damper configuration can easily be applied to more complicated damper
configurations such as PVF2 on both on both sides of the beam and/or multi-layer dampers
that may include viscoelastic materials for added passive damping.
a
- -- I*
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Chapter 3
Theoretical Analysis
This chapter describes the theoretical analysis performed to provide insight to the
physical behaviour of the active damper. Section 3.1 describes the modeling of the active
damper and the derivation and non-dimensionalization of the equations of motion. Section
3.2 presents the derivation of a distributed-parameter control law and Section 3.3 presents
two additional control laws. Section 3.4 develops a simulation algorithm to predict the
effectiveness of the active damper. Section 3.5 presents the results of a parameter study that
was performed using the simulation algorithm. After the equations of motion have been non-
dimensionalized in Section 3.1, the remaining analysis in this chapter is performed using
dimensionless variables, unless otherwise stated. The results of the parameter study are
presented in dimensionless form, although some representative plots also have dimensional axes
that correspond to the scaled beam.
3.1 Modeling the Active Damper
The configuration of the active damper is shown in Figure 3-1. This is essentially a
two layer cantilever beam. A subscript ()1 refers to the original cantilever beam while a
subscript (')2 refers to the PVF 2 layer. Only transverse vibrations of the beam, w(x,t, will
be analyzed. The full equations of motion are derived in Appendix A. The derivation
presented here is a summary and focuses on the effect of a voltage applied to the PVF 2.
The effect of a voltage, V(x), applied an unbonded piece of PVF2 is to cause a strain,
ep, in the PVF 2 which is given by
d 31
p(,t) = V(x,t) · (3.1)
h2
where d31 is the appropriate static piezoelectric constant, h2 is the thickness (y-direction) of
the PVF 2 layer, and both are assumed to be uniform along the length of the PVF 2. The
PVF2 is assumed to be oriented so that a positive voltage yields a positive strain. When the
PVF 2 is bonded to the cantilever beam, this would be the equivalent of introducing a
-22-
1
input v
Figure 3-1: Active damper configuration.
negative prestrain, -Ep, in the PVF 2 layer. The prestrain is negative because the PVF 2 would
strain p if it weren't bonded to the beam and it would take a prestrain of -ep to move the
PV 2 back into place to be bonded. This is shown in Figure 3-2.
PVP,
v I/// / // / / /// ._ . j
pP
4-
p
Strain due to
applied voltage.
Prestrain needed
to keep PVF2the same length.
\ \ \ \ \ \ \ \\ \ \ \ \\ \ \
Beam
Figure 3-2: The applied voltage produces a negative prestrain.
This prestrain has two effects on the beam. One effect is a longitudinal strain, el, to
keep a force equillibrium in the axial (x) direction. The value of El can be found by solving
the force equillibrium and is given by
I I
IL
iiiq ..... J.
-E
liB.
I
I
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E2 h2
EXx,t) = E p(xt) (3.2)
Elhl+E2h2
where E is the modulus of elasticity and h is the thickness of the layers, again assumed to
be uniform along the length of the active damper. The result of the prestrain and the
longitudinal strain is a net force in each beam layer due to the applied voltage.
The other effect of the prestrain is that the net force in each layer acts through the
moment arm from the midplane of the layer to the neutral axis of the composite beam,
producing a torque, T(x,t), given by
T(x,t) = Elh lbE( - D + E2h2b( - p) + h 1 - D) (3.3)
where b is the depth of the beam (assuming that bl=b 2 ) and D is the location of the
neutral axis of the composite beam, given by
Elhl2 + E2h22 + 2h h2E2D = (3.4)
2(E l h1 + E 2h 2)
Figure 3-3 shows a detail of the cross-section of the composite beam. Substituting for the
neutral axis in Eqn. (3.3) and reducing yields
EhlEh2b ( h + 2
T(x,t) (Eh + E ,h.) 2 (3.5)
Notice that all the terms involving El have been eliminated. This means that the torque
depends only on the prestrain, not the longitudinal strain. Combining Eqns. (3.1) and
(3.5) gives
ElhlE 2b ( h + h 2 )
(Elh + E2h2) 2 dl Vxt)
c V(x,t) (3.6)
where c is a constant, for given beam materials and geometry, expressing the torque per volt.
It is assumed that the material properties and geometry of the composite beam do not
change along its length.
Combining Eqn. (3.6) with a conventional Bernoulli-Euler beam analysis yields the
equations of motion for the transverse vibrations, w(x,t), for the composite beam. (See
Appendix A for the derivation.) Assuming the longitudinal strain is negligible, the governing
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Figure 3-3: Detail of composite beam cross section.
equation is
a4w a2w a 2 V(x,t) (3.7)El - + pA - - c- for x: O<x<l
ax 4 at 2 ax 2
with boundary conditions
aw
w = - = 0 for x=O
ax
a 2w a3wEl - = - I + c.V(x,t) (3.8)
ax2 t 2 ax
Sw a2w ~for x=--l
a
3
w a
2
w av(x,t)
El = M + c 
ax 3 t at 2 ax
where EI=E1 I +E 212, I is the area moment of inertia of the crosssection of the layer about
the neutral axis, pA=plAl+p 2A2, p is the density of the layer, A is the cross-sectional area of
the layer, I is the flexible length of the beam, and Mt and It are the tip mass and tip
inertia, respectively.
These equations of motion can be non-dimensionalized to aid in scaling the analytical
results from the scale model to the test structure and to provide insight into the important
parameters of the system. The derivation in Appendix A suggests the following dimensionless
variables.
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x
wW
I
/El
cl
V (3.9)
EI
M t
Mt =- 
pAl
Itit
pAP
Using these dimensionless variables in Eqns. (3.7) and (3.8) gives the dimensionless equations
of motion, which are
a4w a2 w a
2 V(z,t)
+ -= for x: 0<x<l (3.10)
az 4 at2 aZ2
with boundary conditions
3aw
w = - = 0 for x--0
ax
a2w a3 w
- It= fi + V(z,t) (3.11)ax2 at2 az for z=1
a3 w a2 w avIXt)M- +
For the development work, the simplest damper would have a uniform geometry and
have a spatially uniform voltage applied along its length. For this configuration, the spatial
derivatives of the input voltage are zero for the system described in Eqns. (3.10) and (3.11),
leaving
a 4w a 2w
+ - = 0 for z 0<z<l (3.12)
axz at
2
with boundary conditions
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aw
w = - = 0 for z=0
ax
a2W a3w
a 2 I t t2 + V(t) (3.13)
a3 w a2W for z-l 
= XM
Notice that the control voltage only appears in one of the boundary conditions. Therefore,
Eqns. (3.12) and (3.13) describe a linear distributed-parameter system that has only boundary
control. Since the actuator is a distributed-parameter actuator, the control was easily
included in the equations of motion without nonlinear terms (e.q., spatial delta functions).
This allows one to keep a linear distributed-parameter model throughout the analysis,
avoiding any problems that may be caused by 'truncating' the model.
3.2 Deriving a Distributed-Parameter Control Algorithm
Distributed-parameter control theory was used to design a control algorithm for the
active damper. This allows one the possibility of controlling all the modes of vibration at
once, provided that the system is controllable through the actuator. Hence one may avoid
problems with the spillover of the uncontrolled modes [4].
The control problem is to actively damp the vibrations of the system described by Eqns.
(3.12) and (3.13) using the dimensionless input voltage, Vt), as the control variable. This
dimensionless derivation can easily be converted to a dimensional formulation by substituting
from the definitions of the dimensionless variables given in Eqn. (3.9). Assuming that there is
some practical limit on the magnitude of V, i.e.,
I V t)1 < Vs~.a (3.14)
For the moment, assume there is no restriction on the type of sensors available.
Lyapunov's second or direct method can be used as a design method for control systems
that can easily deal wila bounded inputs and can be extended to distributed-parameter
systems [6, 271. With this method, one defines a functional that may resemble the energy of
the system and chooses the control to minimize (or make as negative as possible) the time
rate of change of the functional at every point in time. An appropriate functional for the
system described by Eqns. (3.12) and (3.13) is the sum of the squares of the displacement
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and velocity, integrated along the length of the beam, or
I2 I Ia(\ 2 (3.15)
=-/ f ( U~ + O )dz2 o \at 
Taking the time derivative of the functional yields
F l] au, a a2w W W
= . - -. dx (3.16)
at o at at at2
Substituting from the governing equation, Eqn. (3.12), gives
atF at a4w at
- = w ...... dz (3.17)
Integrating the second term by parts twice to introduce the boundary conditions yields
aF 1 a w a3 w a 2w
- -- w.- - dx
at o at a x 
a2w aw l a3 w a2 w
-M. -. II *
at2 a- t -=l at2az ataz- 1
a2 w
+ V(t) (3.18)
atax
The input voltage, vprime, only appears in one term. Therefore, to minimize Eqn. (3.18), the
control voltage should be chosen so that the term it appears in is always as negative as
possible, or
t) sgna2 .
where a2w is the dimensionless angular velocity at the tip of the beam. The control
voltage should be chosen with as large a magnitude as possible and should generate a torque
that always opposes the angular motion of the tip of the beam. In this manner, the
maximum amount of work is being done against the beam at all times, taking as much
energy as possible out of the system at every point in time. Since the Lyapunov functional
used was related to the energy of the system, this was the goal of the design method. The
torque produced using this control law would be similar to the torque produced by angular
coulomb friction at the tip of the beam.
The Lyapunov control law, Eqn. (3.19), has several desireable characteristics. First, no
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modes have been truncated. This control law will (theoretically) work on any and all modes
of vibration of a cantilever since every mode has some angular motion at the tip of the
beam. Secondly, the control law depends only on the angular velocity at the tip of the
beam, not an integral along its length. This means that only one discrete sensor is needed
to implement this distributed-parameter contol law.
There are also several disadvantages with this control law. The sgn(.) function is
nonlinear and discontinuous when its arguement is zero. This nonlinear control law could
lead to problems such as limit-cycling and/or sliding modes [6]. A practical drawback
for this study is that the angular velocity of the tip of the beam is not readily available.
However, the accelerometer at the tip of the beam measures the linear acceleration which can
be integrated to find the linear velocity of the tip. Also, for any given mode of vibration,
the linear velocity is directly proportional to the angular velocity at the tip of the beam,
although this relation does not hold if more than one mode of vibration is present.
Therefore, it was decided to perform the preliminary testing of the damper on only one mode
of vibration at a ime. The first mode was chosen for the free decay tests because it was the
easiest mode to isolate. The Lyapunov control law will be revised in Section 3.3 to use the
linear velocity rather than the angular velocity of the tip of the beam. Note that the
analysis has been broken into separate modes due to sensor limitations, not analytical or
computational, and that the limitation has nothing to do with having a distributed-parameter
system.
There also exists distributed-parameter optimal control theory where a cost function
involving the states and control of the system is minimized. An extension of the classical
variational approach to lumped-parameter optimal control for distributed-parameter systems is
described by Tzafestas [131. Appendix E describes an attempt to apply this method of
optimal control to a cantilever beam without tip mass or tip inertia. A state vector is
chosen and the equations of motion are written in matrix form. The system matrices are
similar to those found in lumped-parameter control theory, but may include spatial operators
such as differentials or integrals. A general cost function is described which would allow
spatial crossweighting of elements in the state and control vectors as well as weighting
between elements. This cost function is augmented with Lagrange multipliers to include the
constraints imposed by the equations of motion.
IAn angular accelerometer is currently on order.
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Following the approach described by Tzafestas 1131, the canonical equations needed to
minimize the augmented cost function are derived using distributed-parameter calculus of
variations. There are some difficulties in following Tzafestas' formulation directly due to
singular matrices in the system boundary operator, but these can be avoided by expanding
the matrix notation, performing the desired operation (e.g., applying Green's theorem) on each
equation, and recombining the results back into matrix notation as needed. After finding the
canonical equations, one assumes a feedback solution for the adjoint states and proceeds to
derive a distributed-parameter Riccati equation from the canonical equations. The solution to
this Riccati equation could then be used to determine the optimal control torque. No
dedicated attempt was made to solve this equation.
This approach is very analogous to lumped-parameter optimal control theory, but having
both space and time as continuous dimensions adds a good deal of mathematical complexity.
Questions as to the validity of certain operations during the optimization were raised. More
information about the properties of certain matrices is necessary to answer these questions.
The reader is referred to Appendix E for the derivation of the Riccati equation and discussion
of the questions.
3.3 Alternative Control Laws
The Lyapunov control law could not be implemented because the angular velocity of the
tip of the beam is not available, but if only one mode of vibration is present the linear
velocity is proportional to the angular velocity at the tip of the beam. Rewriting the
Lyapunov control, Eqn. (3.19), in terms of the linear velocity at the tip of the beam gives
V(t) = - sgn f - I ) V naz (3.20)
where f is a constant which expresses the ratio between the dimensionless angular velocity
and the dimensionless linear velocity at the tip of the beam. This constant, f, is needed as
an arquement in the sgn(-) function because the sign of f affects the phase of angular velocity
relative to the linear velocity. If f were negative and were not included in Eqn. (3.20), the
resulting control would drive the vibrations of the beam, not damp them. This control law
will work for any given mode of vibration as long as only that mode is present.
Two other control laws were developed to compare against the modified Lyapunov
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control law, Eqn. (3.20). Written in terms of the linear velocity at the tip of the beam, they
are
Constant-gain negative velocity feedback;
V(t) - k (ft- l ), V(t)1 < VIn , (3.21)
Constant-amplitude negative velocity feedback;
'vt) = -k(t) .(f ), Vt} < V, (3.22)
where k is a feedback gain. As with the Lyapunov control law, the modified Lyapunov
controller is nonlinear and discontinuous. The constant-gain controller is both linear and
continuous. It can be derived from physical insight (negative velocity feedback tends to
stabilize the system) or more rigorously from a modal control viewpoint. The drawback to
this controller is that as the amplitude of the velocity decays, so does the feedback voltage
amplitude. This will reduce the effectiveness of the damper at low vibration levels, for a
given voltage limit. The constant-amplitude controller compensates for the decaying velocity
amplitude by adjusting the feedback gain, k(t), to keep the amplitude of the feedback voltage
constant. This controller is continuous but nonlinear, and will be less effective (approximately
20%) than the modified Lyapunov controller because a square wave has more area than a
sine wave if they have equal amplitude. However, the constant-amplitude controller may be
more practical since the control circuitry will not have to produce high voltage step changes.
The constant-gain and constant-amplitude controllers were evaluated experimentally (Section
4.2.3).
3.4 Simulation of the Lyapunov Control Law for a Single Mode
This section develops a simulation algorithm to predict the effect of the active damper
on the free decay of a single mode of the cantilever beam. Section 3.4.1 presents the
simulation algorithm. The next three sections develop equations that are needed for the
simulation algorithm. Section 3.4.2 describes a method used to determine the strain energy in
the beam as a function of the modal displacement. Section 3.4.3 determines the work done
on the beam by the active damper. The energy issapated by passive damping is determined
in Section 3.4.4. Section 3.4.5 demonstrates the simulation algorithm on the first mode of
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the composite cantilever beam.
3.4.1 The simulation algorithm
The simulation algorithm is as follows:
1. Start with the beam having some initial displacement amplitude (only one mode
shape may be present) and an initial velocity of zero.
2. For each half-cycle of vibration, determine the amount of work done on the beam
by the active damper and the energy dissapated by any passive damping in the
system.
3. Subtract the amount of energy lost during the half-cycle from the amount of
energy in the system at the beginning of the half-cycle. Use the remaining
energy to determine the corresponding displacement amplitude of the banm.
4. Repeat steps 2 and 3 until the displacement amplitude reaches zero.
This algorithm assumes that the control will not significantly change the mode of vibration.
The first mode of vibration and the modified Lyapunov control law were chosen to
demonstrate the simulation. The tip displacement was chosen to represent the modal
displacement. This simulation algorithm essentially gives the decay envelope of the vibration
since the displacement amplitudes are found every half-cycle. Figure 3-4 shows the first few
half-cycles of a simulation.
3.4.2 Bending strain energy as z. function of tip displacement
To implement the simulation algorithm, one must know the potential energy in the
mode as a function of the modal displacement (for this case, the tip displacement). One way
to find this relation is to determine the mode shape and then integrate to find the total
strain energy in the composite beam as a function of the tip displacement. Since it has been
assumed that the control does not change the mode shapes, this study will use the mode
shapes of the uncontrolled (homogeneous) system. The procedure used to find the mode
shapes is given in Appendix B.
Assuming separation of variables, the transverse motion can be separated into two parts,
one that depends on space, z and another that depends on time, t, or
w(z,t) = 4(z)-(t) (3.23)
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Figure 3-4: Several steps of a simulation.
where ,(z) is the mode shape and f(t) is the modal amplitude. The dimensionless shape of
the first mode, ,, is given by (see Appendix B)
Il(z) = cos(1.20z) - cosh(1l.20z) - 0.887( sin(1.20z) - sinh(1.20z) ) (3.24)
Next, the equation relating the modal amplitude and the tip displacement is found so
that the tip displacement can be used to represent the modal displacement. The
dimensionless tip displacement, dt, is given by (for the first mode)
d(t) = l,t) = -(1)u.(t)
= 0.936 · t(1) . (3.25)
Using this equation, the transverse motion of the first mode can be described by
u(z,t) = 1.07 · -(z) dt(t) (3.26)
where the tip displacement, d, represents the modal displacement.
The dimensional strain energy due to bending of the composite beam is given by (from
Eqn. (A.20))
1 ' a2x d2
Lb - E l x dx (3.27)
2Jo
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where El is the total bending stiffness of the composite beam. To find the equivalent non-
dimensional energy equation, divide this equation by El/I and substitute te dimensionless
variables defined in Eqn. (3.9). This yields
1 X' a2 2
Eb 2 J a) dz . (3.28)
where E is the dimensionless bending strain energy. Substituting for the transverse motion,
w, from Eqn. (3.26), using the first mode shape given in Eqn. (3.21), performing the
differentiation and integration yields
:b' = g (d,) 2 (3.29)
- 1.08 (d,) 2
where g is a constant (for a given mode) that expresses the dimensionless energy in the beam
per unit dimensionless tip displacement squared. This is the equation relating the strain
energy in the beam and tip displacement for the first mode.
3.4.3 Work done by the active damper
Another equation that is needed to implement the simulation algorithm is the work
done on the beam by the active damper every half-cycle. The active damping works on the
beam through the dimensionless control voltage, V, at the tip of the beam (see equations of
motion, Eqns. (3.12) and (3.13)). The dimensionless work done on the system by the control
voltage is given by
EC = ) f V · at dt (3.30)f, azat
where times ti and t are the beginning and end of each half-cycle, respectively. Because the
angular velocity (and hence the linear velocity) does not changc sign during a given half-cycle
(see Figure 3-4), the modified Lyapunov control law, Eqn. (3.20), calls for a constant control
voltage over this time interval. This means that the integral in Eqn. (3.30) reduces to
Ec = Vmaz( 0(t) - (t;) ) (3.31)
where 0 is the tip angle, and the sign of the control voltage is determined by the
modified Lyapunov control law.
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Since the tip displacement is being used to represent the modal displacement, next find
the relationship between the tip angle and tip displacement. The tip angle, 0, is defined by
aw
= (3.32)
and substituting for w from Eqn. (3.26) and performing the differentiation, the equation
relating tip angle to dimensionless tip displacement for the first mode is
0(t) = 1.48 dt (3.33)
= f di
where f is a constant (for a given mode) that relates the tip angle to the dimensionless tip
displacement. This is the constant that is used in the modified Lyapunov control law.
Substituting this equation into Eqn. (3.31) gives the work done by the control voltage in
terms of the tip displacement,
E, = Vmaz f ( d(tl) - d(ti) ) (3.34)
or
E, = ±Vmas 1.48 ( d(tl) dr(t) ) (3.35)
for the first mode.
Using the modified Lyapunov control law (Eqn. (3.20)), the sign of the control voltage
depends only on the sign of f times the linear velocity at the tip of the beam. When d(ti;)
is positive, d(tl) is negative and the linear velocity during the half-cycle is negative. For this
half-cycle, the control voltage will be opposite the sign of f times the linear velocity, or
positive for the first mode. When d(ti) is negative, then the other parameters also switch
signs. Generalizing from these relations, and using Eqn. (3.33) in Eqn. (3.31), the work done
by the control voltage is
E - V f( d(t) - d(ti) )(3.36)
or, for the first mode,
E = - 1.48 V dt(t) - d(t.) (3.37)
for each half-cycle of vibration of the first mode.
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3.4.4 Energy dissapated by passive damping
The next step is to find the energy dissapated by passive damping per half-cycle for a
given mode. The structural loss factor, eta, is defined by 1281
Edi s 1;1 = - (3.38)
Esys 2x
where EdiS is the energy dissapated during one cycle of vibration, and Esys is the total energy
in the system at the beginning of the cycle. Each mode has a loss factor associated with it
so the loss factor is sometimes referred to as the modal loss factor. Note that the loss factor
is a dimensionless parameter and will be the same for any dynamically scaled system. For
small values of Aj, the loss factor is related to the damping ratio, , of the system by 7q =
2- . The decay envelope for the vibrations of a system with very little damping can then
be written as
,(t) = (0) exp( -) (3.39)
where is the amplitude of the decay envelope and w is the dimensionless natural frequency.
The natural frequency is found while determining the mode shape. The predicted
dimensionless natural frequencies for the first four modes of the cantilever beam are listed in
Table B-I. For the cantilever beam, the tip displacement at the end of the half-cycle, d(t), is
given by
dit) = dt(ti) exp( ) (3.40)
since wt = r for a half-cycle of vibration.
From the equation for bending energy in the beam Eqn. (3.29), the energy in the beam
at the end of the half-cycle is given by
Eb(t) = g d,(t)2
= g d(ti)2 exp( - ) (3.41)
= E(t) exp( - )
where g represents the bending energy per unit tip displacement squared. The dimensionless
energy dissapated during the half-cycle is the diffference, or
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Ed = -( 6b(t) - E(t;) )
- (I -exp(-wrl) ) E(t)
= g (1 - exp(-Tlr) ) d(ti)2 (3.42)
or, using the value of g for the first mode (from Eqn. (3.29), the energy dissapated per half-
cycle for the first mode is
Ed- 1.08 ( - exp(-nI) ) d(ti) 2 (3.43)
Note that Ed is assumed to be positive for work taken out of the system.
3.4.5 Demonstrating the simulation algorithm
The simulation algorithm described in Section 3.4.1 can be impleme.nted using the results
of Sections 3.4.2, 3.4.3, and 3.4.4. The energy in the beam after the half-cycle is the energ:y
that was in the beam at the beginning of the half-cycle minus the energy dissapated by
passive damping (Eqn. (3.42)), and the work done by the control voltage (Eqn. (3.34)), or
Eb(t,) = Eb(t;) - Ed + E . (3.44)
Substituting the equations for the energies yields
g' dt(t) = g exp(-lnI) d(t,) Vz f ( d(t) - d(t) ) . (3.45)
This is a quadratic equation in d(t,) which can be solved using the quadratic formula. The
quadratic formula gives
dtt Vmazf inz _ ( f d(ti)) + exp(-TI) d(t,) * (3.46)
2*g 2g J 2 g
Using the modified Lyapunov control law, Eqn. (3.20), to determine the sign on the
control voltage, and choosing the sign on the radical so that the magnitude of the tip
displacement is always decreasing, one can generalize a solution to the quadratic formula as
was obtained for the work done by the control voltage (see Eqn. (3.36)). The general
solution is
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d1(t/) =2 2 | -dl ( + exp(-n) d 2() (3.47)
This equation is used to perform the simulation and because the absolute value of the tip
displacement is found, this is essentially the decay envelope. The simulation, in terms of
number of time steps, only depends on the passive damping, , and a term that includes the
bending energy per tip displacement, g, the tip angle per unit tip displacement, f, and the
control voltage limit, Vm,
.
This means that beams with the same passive damping and the
same dimensionless terms (g, f, V,,,a) will have the same simulation results in terms of
number of time steps (not necessarily ). It also means that beams with the same passive
damping and the same value for the term Vmuf will also have the same simulation results28
because the simulation depends on this term, not the individual values. The time interval
between time steps is determined from t=/nlw because the time step spans one half-cycle of
vibration.
For the parameter study, both the control voltage and the passive loss factor were
varied. The symbol lp will be used to denote the passive loss factor to distinguish from the
active damping. Note that since the simulation depends only on the passive damping (which
is directly varied for the parameter study) and the voltage term, 2A (which is varied
through V), the simulation results for any mode of a particular beam can be scaled to give
the corresponding results for any mode of any other beam. The only criteria is that these
two terms be the same. Since the passive loss factor is one term, the loss factor must be
the same for both beams. The control voltage term would be scaled by choosing the control
voltage limit so the voltage term would be the same for both beams. For instance, the
simulation results for a beam with Vma=g=f=10 would be the same as for a beam with
Vz=g=l and f=10, for a given passive loss factor. The dimensionless time would then be
scaled by the ratio of the natural frequencies or eigenvalues for the given mode of the beams.
The dimensional results would then be found as usual by using the definitions of the
dimensionless variables given in Eqn. (3.9).
There are several cases when certain parameters would not have to be rescaled to find
the results for one mode of a beam from those of another. Since the dimensionless
frequency, w, depends only on the eigenvalue of the mode (Fee Appendix B), when two beams
have the same eigenvalue their dimensionless time scales, t, will also be the same. This
means the results from the dimensionless simulation of one mode of a beam can be scaled to
correspond to those of a different beam (a mode that has the same eigenvalue! without
rescaling the time axis (i.e., only change the control voltage). This does not mean that the
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mode shapes are also the same (i.e., the dimensionless tip masses and tip inertias are
different, but the eigenvalues happen to be the same). If the dimensionless tip masses and
tip inertias are the same, then the eigenvalues and the mode shapes will both be the same
for the two beams (see Appendix B). Since the dimensionless terms g and f depend only on
the eigenvalue and mode shape, the beams will have the same simulation results (in terms of
the number of time steps) for a given control voltage, V,,z, and passive loss factor, p. This
means the dimensionless simulation results for a mode of one beam are the same as those for
any other beam with the same dimensionless tip mass and tip inertia.
For the first mode of the scaled cantilever beam, the simulation equation is
d(t) = -0.687. Vmz (3.48)
+ /(0.687 Vma)2 - 1.37 Vmas dt(t) + exp(-,n) d 2(ti)
The results of two simulation cases are shown in Figure 3-5 and are labeled with both
dimensionless and dimensional axes. The dimensional axes are for the scaled cantilever beam.
The initial conditions were chosen .as d(0)= 0.146 (2 cm tip displacement for the scaled
beam). Figure 3-5a shows a case with a minimum control voltage limit, Vmaz= 4x10- (a
dimensional voltage of 1 V for the scaled beam) and a passive loss factor of -p= 0.010 .
Note that the measured torque constant, c, was used to non-dimensionalize the control
voltage. (See Section 4.2.1.) The decay envelope for this case is nearly exponential because
the control voltage is so low and the passive damping is dissapating most of the energy in
the beam. However, the active control does have a noticeable effect at very small
displacements. A true exponential decay envelope would approach zero amplitude, but never
reach it. In this case, the beam does reach zero near t= 800 (t=30 sec. for the scaled
beam). Figure 3-5 b shows a case with a moderate control voltage, Vz- 4x10-4 (100 V for
the scaled beam) and no passive damping, p=0.000 . Notice that the decay envelope is
linear, not exponential. This indicates nonlinear damping and is the result of the nonlinear
modified Lyapunov control law doing all the damping.
In comparing the two simulation cases, one should note several points. First, the slope
of the passively damped case is initially much higher than the actively damped slope,
indicating the passive damping is taking more energy out of the beam than the active
damping. However, the slope of the passively damped case changes because of the
exponential decay envelope and soon becomes less than the actively damped slope (which is
constant), now indicating the active damping is more effective. This is because the passive
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damping dissapates a fixed percentage of the energy in the system per half-cycle, by
definition. For the active damping, on the other hand, the percentage of energy dissapated
per cycle increases until the amplitude of vibration reaches zero. Secondly, since the slope of
the passively damped case is changing and the actively damped case has constant slope, there
is a distinct tip displacement and time below and after which the active damping becomes
more effective. This could be used as a dign guide to determine which type of damping
would be more effective in a given application.
3.5 Parameter Study Results
This section presents the results of a parameter study that was performed using the
simulation algorithm developed in Section 3.4. The simulation was for the first mode of the
scaled cantilever beam and the control voltage limit, V s, and the passive loss factor, p, are
the only parameters that were varied. Six values of V, and eight values of lp were used.
Table 3-I summarizes the simulation parameters in both dimensionless and dimensional form
based on the scaled cantilever beam. The measured torque constant, c, was used to non-
dimensionalize the coptrol voltages (see Section 4.2.1). The initial tip displacement for the
first mode was chosen to be d(O) = 0.146 (2 cm tip displacement for the scaled beam).
To illustrate the effect of changing the control voltage, Vma2, and/or the passive loss
factor, p, the 48 different simulation cases are presented in two different ways. Figures
3-6 through 3-11 each show how the decay envelope changes with the passive loss factor, p,
for a fixed control voltage. Figures 3-12 through 3-19 each show how the decay envelope
changes with the control voltage, Vmaz, for a fixed passive loss factor. All figures are the
same scale and are labeled with dimensionless axes. The same axes were used in Figure
3-5 so the dimensional axes presented there may be used for reference to the scaled cantilever
beam.
These simulations illustrate several points. Figures 3-6 through 3-11 emphasize the fact
that the active damping is more effective than the passive damping below a certain
displacement when using the modified Lyapunov control law. As the passive damping
increases from p=-- 0.000 to 0.020, the added damping increases the slope of the decay
envelope and makes the decay envelope more like an exponential. This is most noticeable for
the lowest control voltage, Vmaz'4x10 8O shown in Figure 3-6. Although the initial slope is
much steeper with the passive damping, the slope decreases and approaches the slope of the
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Table 31: Summary of Conditions for Parameter Study.
Simulation parameters for first mode of scaled beam.
Dimensionless Dimensional
Control voltages, 4x10- 1 (V)
4x10-5 10
4x10 '4 100
8x10'4 200
2x10-3 500
4x10-3 1000
Passive loss factors, 0.000
0.001
0.002
0.003
0.005
0.007
0.010
0.020
Tip mass
Tip inertia
Initial tip displacement
Bending strain energy per
tip displacement squared
Tip angle per
tip displacement
1.20
3.71x10-3
0.14
1.08
6.73 (kg)
4.43x10o- (kgm 2 )
2.0 (cm)
4.21 (Nm l')
10.2 (rad/m)1.48
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case with only active damping, indicating that the active damping is most effective below a
certain vibration amplitude. This crossover amplitude level depends on both the passive loss
factor and the control voltage; the crossover amplitude increases as the control voltage
increases, but decreases as the passive damping increases. This is clearly demonstrated by
comparing Figure 3-6 where the control voltage is at its lowest value with Figure 3-11 where
the control voltage is at its highest. The slope of the decay envelope with p=0.020, the
highest passive loss factor, approaches the slope of the zero passive damping case only at
very small amplitudes (dt approx. 0.005) for the lowest control voltage. For the highest
control voltage, though, the amplitude level is much higher (dt approx. 0.06) and the effect of
the passive damping is much less.
Figures 3-12 through 3-19 show the same results, but from a different perspective.
Figure 3-12 shows the effect of active damping alone and how the slope of the decay
envelope is directly related to the control voltage. As the passive loss factor is increased
(Figures 3-13 through 3-19) the increase in the slope from the active damping gets smaller,
especially for the larger tip displacements. However, even for the highest passive loss factor,
lp= 0.020, the active damping is much more effective when the tip displacement is small.
For example, with p= 0.020, shown in Figure 3-19, the beam is stopped in 52 dimensionless
time units after it reaches a tip displacement of d=0.02 for the case with V,az=4x10- 4 .
Compare this with 300 dimensionless time units after the tip displacement reaches d=0.02 for
the case with Vmaz-=4x10-. The increase from very litte control voltage to a moderate
control voltage stops the beam nearly 6 times faster. The difference is even more pronounced
if a smaller tip displacement or a lower passive loss factor are used.
As mentioned in Section 3.4.5, the reason that the active damping is more effective for
small vibration amplitudes is that the passive damping dissapates a fixed percentage of the
energy in the system each cycle. When the vibration amplitudes are relatively large, the
system will contain large amounts of energy and the passive damping dissapates a relatively
large amount of energy. When the vibrations are small, the system energy is small, and the
passive damping will only dissapate a small amount of energy because only a fixed percentage
of the system energy is dissapated. On the other hand, an actuator with a nonlinear control
law such as the modified Lyapunov control law dissapates an increasing percentage of the
system energy as the vibration amplitude decays. Since the decay envelope for the case with
no passive damping has constant slope, the change in amplitude is the same from one time
step to the next. For large amplitude vibrations, the ratio of amplitude from one time step
to the next is near unity. As the amplitude decays, the ratio of amplitudes decreases also.
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The ratio of energy in the system from one time step to the next is the square of the
displacement amplitude ratio, so energy ratio decreases as the amplitude decays as well.
Because the percentage of energy remaining in the system decreases, this means that the
percentage of energy dissapated by the active damper increases as the vibration amplitude
decreases. Another way of stating this is that the effective loss factor, eff' of the active
damping increases as the vibration amplitude decreases, as opposed to the passive damping
which has a constant loss factor. Note that this discussion only applies to the modified
Lyapunov control law and similar nonlinear control laws. A linear, time invariant control law
would have a constant loss factor while a control law with a time varying feedback gain
would have a loss factor that depends on the time history of the gain. The constant-
amplitude control law to be tested experimentally has a time varying feedback gain that
increases as the amplitude of the vibrations decays so that eff increases also. (Linear
systems that have a feedback gain as a control variable are called bi-linear systems [61.)
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Figure 3-16: Tip displacement vs. time, decay envelope.
T{p=0.005 . Control voltage varied.
B. 16
0.14
dimensionless
tip displace;ment
. 12
1. 10
o. 08
o. 8
0. 04
0. 02
B. 00
M. 280. 520. 783. 1040.
dimensionless time
Figure 3-17: Tip displacement vs. time, decay envelope.
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Figure 3-19: Tip displacement vs. time, decay envelope.
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In this discussion of the simulations, the behavior of the slope of the decay envelope
and the effective loss factor at various vibration amplitudes were noted in describing the
effect of the active damping. To illustrate more clearly the trends that were mentioned, the
simulation results were processed to provide slope vs. tip displacement and effective loss factor
vs. tip displacement information (see Appendix D). The results are shown in Figures
3-20 through 3-33 and Figures 3-34 through 3-47 for the slope and effective loss factor,
respectively. These Figures are organized in the same manner as the tip displacement vs.
time Figures; for each Figure, one parameter, either the control voltage, Vmaz, or the passive
loss factor, rjp, was held constant while the other was varied through its range. The first
Figure in each set is labeled with dimensional axes that correspond to the scaled beam in
addition to the non-dimensional axes.
Figures 3-20 through 3-25 show the slope vs. tip displacement plots for the cases where
the control voltage is held constant and the passive loss factor is varied. Figures
3-26 through 3-33 are for the cases where the passive loss factor is held constant and the
control voltage is varied. The cases with no passive damping are shown in Figure 3-26 which
illustrates the constant slope of the decay envelope as a horizontal line on the slope vs.
displacement plots. If the control voltage were zero, the slope of the decay envelope would
be directly related to its amplitude by a factor that depends on the passive loss factor (i.e.,
the slope vs. tip displacement plots would be a straight line extending from the origin). This
is most clearly illustrated by the cases with the minimum control voltage, V'raz=4x10- .
These are shown in Figure 3-20 and illustrate how increasing the passive loss factor increases
the slope of the decay envelope for a given tip displacement (i.e., the 'slope' of the slope vs.
tip displacement plot is increased when the passive loss factor increases). Because there is a
control voltage, the slope vs. tip displacement plots are not exactly a straight line when
passive damping is present. This is most noticeable with Vma=4x10-3, he highest control
voltage.
When the control voltage is increased, the effect is to increase the baseline slope of the
decay envelope (i.e., change the y-intercept of the slope plots), which can be seen by
comparing Figures 3-20 through 3-25. This can also be seen in Figures 3-26 through
3-33 where the passive loss factor is held constant and changes in the control voltage produce
nearly parallel plots. Notice that the increase in the slope of the decay envelope as the
passive loss factor increases is nearly the same regardless of the control voltage.
Since the slope of the decay envelope always approaches the baseline slope of the case
with the same control voltage but no passive damping, this again shows that the active
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damping is most effective for small vibration amplitudes. The slope vs. tip displacement plots
show the amplitude dependence of the slope more learly than the tip displacement vs. time
plots, though. These plots can be used to predict the effectiveness of a combination of
active and passive damping for a given vibration amplitude, passive loss factor, and control
voltage. For example, they allow one to determine which type of damping is contributing
most to the slope of the decay envelope and to examine different combinations of passive and
active damping that would produce a given slope at a given tip displacement. This could be
part of a design method for systems which will have a combination of passive and active
damping.
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Figures 3-34 through 3-39 show the effective loss factor vs. tip displacement plots for
the constant control voltage cases while Figures 340 through 3-47 are for the constant
passive loss factor cases. The loss factor is plotted on a logarithmic scale. Passive damping
provides a constant loss factor which would be a horizontal line on the effective loss factor
plots. The effect of the active damping is to increase the effective loss factor from the
baseline loss factor of the passive damping. Figure 3-34 shows the cases with V,, -- 4x10l8 ,
the smallest control voltage. This figure shows how the passive damping dominates for most
of the amplitude range, except for the zero passive damping case. However, even this small
control voltage produces a significant increase in the effective loss factor for very small tip
displacements. For the case with p=0.001, when the tip displacement has decreased to d=
0.001 the effective loss factor has increased by a factor of 10 over the passive loss factor of
iip=0.001
This same effect is present in the cases with higher passive loss factors. The increase in
1leff is not apparent until smaller amplitudes. However, just before the amplitude reaches
zero, the effective loss factor is nearly independent of the passive loss factor (for the passive
loss factors used in this study) and approaches leff= 0 .50 for all values of p. This is very
impressive considering the control voltage is only Vm az4x10'O (1 volt for the scaled beam).
As the control voltage is increased, the amplitude at which the active damping becomes
dominant increases as well.
The passive loss factor is the baseline loss factor that the active damping increases.
This is shown in Figures 3-40 through 3-47 which are the effective loss factor plots for the
cases where Tip was held constant and the control voltage was varied. These plots clearly
show the amplitudes at which the active damping starts to increase Tleff (for a given control
voltage and passive loss factor) and how effective an increase in control voltage would be for
a given Ip. For example, the cases with p=0.010, shown in Figure 3-46, indicate that a
control voltage of V a=4x10 4 at least doubles the baseline passive loss factor for tip
displacements below d=0.04 . When -p=0.005, shown in Figure 3-44, the effective loss factor
is at least doubled for tip displacements below d=0.0 7 for the same control voltage. The
effective loss factor for the case with qp=0.005 is lower than that for the case with
Inp=0.010, bt, the percentage increase in leff is larger.
The effective loss factor vs. tip displacement plots show some of the tradeoffs between
active and passive damping in terms of the effective loss factor of the system. The plots for
the constant voltage cases, shown in Figures 3-34 through 3-39, indicate how sensitive lTeff is
to changes in qlp and what passive loss factor is needed to produce a given Tlefr for a given
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control voltage. Figures 3-40 through 3-47 show the plots for the constant passive loss factor
cases and illustrate how sensitive leff is to changes in the Va s and what control voltage is
needed to produce a given 1eff for a given passive loss factor. These two sets of plots allow
one to easily compare different combinations of active and passive damping. Using a
parameter study such as this as a design tool, one could go beyond just satisfying a damping
criteria and begin to deal with questions such as trading-off the added mass needed to
increase the passive loss factor (i.e., viscoelastic damping treatments, etc.) with the added
complexity of increasing the power of an active damper.
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Figure 3-38: Effective loss factor vs. tip displacement.
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Chapter 4
Experimental Analysis
This chapter presents the result of the experimental testing of the active damper.
Section 4.1 describes the construction of the damper and the testing fixtures. Section
4.2 presents the measuring of the torque constant, the baseline impact tests, and the free
decay tests, all performed using the stationary fixture. Section 4.3 describes the continuous
excitation tests performed using the shaker fixture. All results in this chapter are reported
using dimensional values, i.e., they have not been non-dimensionalized.
4.1 Construction of Scaled Test Structure and the Active Damper
4.1.1 Scaled Beam and Active Damper Construction
The choice of beam material and dimensions is discussed in Section 2.2. Table
2-II summarizes the final design parameters for the scaled beam. Figure 4-1 shows a
schematic of the cantilever beam with both the tip mass and PVF2 attached and the fixture
used for stationary testing. The beam was made from a piece of steel feeler stock, 0.381 mm
(0.015 in) thick, 1.27 cm (0.5 in) deep (or wide), and 30.5 cm (12. in) long. The flexible
length of the beam was changed by adjusting the location at which it was clamped in the
fixture. The other dimensions were not changed.
The tip mass consists of a 2 gm accelerometer (Bruel & Kjaer model 4344) and square
(1.27 cm, .5 in. on a side) pieces of shim stock. A 0.3 gm mass allowance was made for the
accelerometer cable connector. The steel shim stock was 0.381 mm (0.015 in) thick while the
brass was 0.635 mm (0.025 in). The shim stock was epoxied to the beam. A smaller piece
of shim stock was used to adjust the tip mass to 6.7 0.1 gm. A detail of the tip mass is
shown in Figure 4-2. The weights were placed so that nearly half of the mass would be on
each side of the beam, i.e., so that the center of gravity of the tip mass would be close to
the midplane of the beam. This helps to inhibit any torsional coupling.
No attempt was made to achieve the correct tip inertia. However, an estimate of the
tip inertia was made using basic mechanics. The accelerometer was treated as a cylinder of
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Figure 4-1: Schematic of the .active damper in stationary fixture.
uniform density and the density and dimensions of the other elements of the tip mass are
known. The centroidal moment of inertia was calculated for each element and the parallel
axis theorem was used to find the inertia about the tip of the beam. (Point A in Figure 4-2).
The estimated tip inertia was 4.4 g-cm2 compared with 4.98 gcm 2 called for by the dynamic
scaling. This error was considered acceptable for the development work.
The PVF 2 used for the active damper was uniaxially polarized and was 25 «tm (10-6m)
no__
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Figure 4-2: Detail of tip mass.
thick. A layer of PVF 2 was bonded to the steel beam using Eccobond 45LV, a low viscosity,
high strength, two-part epoxy. The PVF 2 covered an entire side of the beam. A thin film
of the epoxy was applied to the steel beam with a razor blade and the PVF 2 was placed on
top of the epoxy. Care was taken to insure that air bubbles weren't trapped under the
PVF 2, that the PVF 2 was seated well in the epoxy, and that the nickel plating on the PVF2
was not rubbed off. The layers were then clamped together until the epoxy had set
(overnight). The thickness of the epoxy layer ranged from 5 to 15 Wtm.
The PVF2 layer included an extension below the beam where the input voltage leads
would be attached. The face of the PVF2 next to the beam was always grounded, as was
the beam and the fixture, for safety reasons. The control voltage was applied to the outer
face (away from the beam) of the PVF 2. The lead wires were soldered to copper foil tabs
and the tabs were clamped against the appropriate face of the PVF 2. This was found to be
the most reliable and convenient method of attaching the leads for the development work.
Other methods of attaching the leads are being investigated.
Eventually, due to vibration and wear, the nickel plating on the extension was either
removed or cracked so that there was no electrical continuity between nickel on the extension
and that on the rest of the PVF 2. Rather than remove the PVF 2 and apply a new layer,
the control voltage lead was clamped to the outer face of the PVF 2 near the root of the
beam. The ground lead was attached directly to the beam. Since the piezoelectric strain is
induced by a field, not the charge or voltage directly, this lead configuration worked well
/ / / / /
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even if the inner face of the PVF 2 did not make contact with the beam. The field produced
between the beam and the outer face of the PVF 2 is only slightly weaker (for a given
voltage) than the field between the two faces of the PVF 2 due to the thickness of the
adhesive layer.
The leads to the accelerometer were made from a pair of small wires shielded inside a
layer of aluminum foil and were extended above the beam from the clamping fixture to the
accelerometer at the tip. (See Figure 4-1.) This lead configuration was necessary because
conventional accelerometer cables were too stiff and massive and hence greatly affected the
motion of the beam. However, the electrical noise was greatly increased. The aluminum foil
made a good shield from electric fields, but relative motion between the shield and the
conductors inside had charge coupling or triboelectric effects. This was a major source of
noise, especially during the continuous excitation testing when the fixture was excited with
random noise. Other types of cables and different types of accelerometers are being
considered to alleviate this problem.
Table 4-I is a summary of the parameters for the active damper. These are the values
that were used in the parameter study (Section 3.5).
4.1.2 Fixture Construction
When measuring the mechanical behavior of a system, it is important that the fixture
or support does not absorb much energy from the system, or otherwise affect its behavior.
For a cantilever beam this means that the clamping fixture should be as rigid as possible.
The fixture used for the stationary tests is shown with the beam in Figure 4-1. The base
was made from 9.5 mm (0.375 in) thick aluminum angle stock attached to a base plate that
was clamped to the work table. A horizontal slot 1.3 cm (0.5 in) wide and .13 mm (0.005
in) deep in the side of the base insured that the beam was clamped in a horizontal position.
The clamping block was made from 1.3 cm (0.5 in) aluminum stock and was bolted to the
base. The faces of the base and the clamping block that contact the beam were milled to
insure uniform clamping. The edges of the base and the clamping block that form the root
of the beam were also milled to insure that the root was perpendicular to the longitudinal
axis of the beam.
The fixture for the continuous excitation testing was very similar except that the base
was made from 2.5 cm (1.0 in) aluminum stock which was bolted to an electrodynamic
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Table 4-I: Parameters for the Active Damper.
Scaled
model PVF,
material steel
modulus, E (Nm 2 ) 210x109 2.0x109
density, p (kgm 3 ) 7800 1800
length, I (m) 0.146 0.146
thickness, h (mm) 0.381 28x10' 3
depth, b (cm) 1.27 1.27
tip mass, Mt (kg) 6.73x10-3 -
tip inertia, It (kgm2) 4.4x10 7 -
static piezoelectric
constant, d31 (m.V1 ) - 22x10 '12
shaker. The clamping block was larger to allow the mounting of a 500 gm accelerometer to
monitor the vibrations of the base of the beam.
4.2 Stationary Fixture Tests
This section presents the results of three different tests performed using the stationary
fixture. The first test was measuring the torque constant, c, for the active damper. The
second test was to determine the baseline behavior of the beam using impact testing. The
third test was to apply the constant-gain and constant-amplitude controllers to the free decay
of the first mode of vibration.
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4.2.1 Measuring the Torque Constant
The torque constant, c, represents the torque produced per unit volt of control.
Preliminary simulation results for the free decay of the first mode indicated that the active
control was nearly 3 times more effective than predicted. The simulation depends on five
parameters: the control voltage, the torque constant, the modal energy per unit tip
displacement, the tip angle per unit tip displacement, and the passive damping in the system
(see Section 3.4). The passive damping had been measured in the baseline tests and the
voltage was monitored during the free decay tests so these parameters were assumed accurate
Since the first mode shape of a cantilever is much like the deformed shape of a cantilever with
a normal load at the tip, the modal energy and the tip angle could be estimated with basic
mechanics [29]. The modal energy was estimated by treating the cantilever as a spring and
determining the energy stored when a normal force at the tip is applied. The tip angle for
the first mode was estimated by determining the tip angle due to a normal force. When
compared with the estimates, the values calculated from the mode shape agreed to within one
percent. This left the torque constant as the most likely source of error, so it was decided
to experimentally determine the torque constant.
The relation between tip displacement and the torque applied at the end of a cantilever
can be found from basic mechanics [29]. For a torque, T, applied at the tip, the tip
displacement of a cantilever beam, d t, is given by
T 12
dt = (4.1)2EI
where El is the stiffness of the composite beam and I is its length. Substituting for the
torque, T, from the relation that defines the torque constant, Eqn. (3.6), and solving for the
torque constant, c, yields
d t 2EIc =-* - · (4.2)
v f2
By measuring the tip displacement per volt, one can determine the effective torque constant.
The apparatus used for this measurement is shown in Figure 4-3. A DC power supply
was used to apply a voltage to the PVF 2. The resulting torque produced a tip displacement
which was measured using a FotonicTM sensor (MTI Model KD-45). A FotonicTM sensor
measures the distance to a target by emitting light from half of the fibers in a fiber optic
bundle, and receiving the light that is reflected from the target in the other half. The
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Figure 4-3: Schematic of apparatus used to determine the
effective torque constant.
amount of light reflected is related to the distance from the target. This reflected light
signal is converted to a voltage which is measured.
The measured relation between tip displacement and applied voltage was 3.0x10-7 m-V l .
Using this value in Eqn. (4.2) and the nominal values of and El yields
c = 3.4x10-7 NmV- . (4.3)
Compared with the nominal value of the torque constant of c = 1.2x10-7 Nm.V l (calclulated
from Eqn.. (3.6)), the measured torque constant is nearly 3 times that predicted by the
nominal value. This accounts for most of the discrepancy found between the preliminary
simulations and the free decay results. One possible explanation for the difference between
the measured and predicted torque constants is the epoxy layer in the composite beam. This
layer was not modeled in the equations of motion and increases the moment arm between the
midplane of the PVF 2 layer and the neutral axis of the composite beam. Another
explanation may be that the d3s piezoelectric constant is actually higher than the nominal
value, resulting in a higher torque. The measured torque constant was used in Section 3.5 to
non-dimensionalize the voltages for the parameter study.
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4.2.2 Impact Testing
Impact testing was used to identify the natural frequencies and modal damping of the
first three modes of the cantilever beam without the active damper attached. A schematic of
the apparatus used in this testing is shown in Figure 4-4.
tip
Figure 4-4: Schematic of apparatus used for impact testing.
A spectrum analyzer (HP model 5423A) was used to measure the transfer function between a
force impulse from an impact hammer near the root of the beam as the input and the tip
acceleration as the output. Band selectable analysis, or the zoom technique, was used to
increase the frequency resolution by centering the analysis band around a resonant frequency.
All of the final measurements were taken with a frequency resolution of 0.1 Hz. A typical
transfer function taken centered around the first resonance is shown in Figure 4-5. Neither
the accelerometer nor the impact hammer were calibrated because only the resonant frequency
and the modal damping were of interest. The modal damping depends only on the shape of
the transfer function rear a resonance, not the magnitude. The calibration gains only affect
the magnitude of the transfer function, not the shape.
The spectrum analyzer applied a curve fit to the experimental data points near a
resonance and used the half power bandwidth method on the fitted curve to determine the
modal damping. The same procedure could have been performed manually, but by comparing
the accuracy of the two methods, it was found that the spectrum analyzer was more accurate
due its curve fitting routine. Table 4-II summarizes the results of the impact testing for the
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Figure 4-5: Typical transfer function from impact tests
(first mode).
Table 4-II: Impact Test Results.
Mode #
1
2
3
Frequency (Hz)
5.6
59
180
Passive
loss factor
0.001
0.002
0.002
first three modes of vibration. These damping values are for low level vibration since the
impact testing did not excite high levels of vibration. The modal darnping for each of the
modes was very small, on the order of the structural damping in the steel itself 128]. This
gave confidence that the fixture was indeed rigid and that the accelerometer cables were not
significantly affecting the motion of the beam. Also, the measured natural frequencies match
fairly closely the ones predicted in Appendix B.
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4.2.3 Free Decay Testing
4.2.3.1 Apparatus and Procedures
The constant-gain and constant-amplitude control laws derived in Section 3.3 were used
to actively damp the free decay of the first mode of vibration of the composite beam. (A
controller to implement the Lyapunov control law is currently being assembled.) A schematic
of the equipment used for this testing is shown in Figure 4-6.
To PVF,
Figure 4-8: Schematic of apparatus used for free decay
testing of the active damper.
The tip accelerometer signal was integrated to give tip velocity, phase-shifted, amplified
through an audio amplifier and a step-up transformer, and applied to the PVF 2. The overall
gain of this feedback loop was determined by adjusting the gain of the audio amplifier. The
first mode of the composite beam was near 5.6 Hz, much below the linear region of an audio
amplifier, so the additional phase shift is necessary to correct for the phase shift through the
audio amplifier. The phase-shifting was done using a continuously variable filter set. The
poles of the filter were adjusted to provide the appropriate overall phase shift at the resonant
frequency (90 degrees, depending on the polarity of the PVF, layer). The most reliable way
to adjust the phase shift around the feedback loop was to replace the accelerometer signal
with a random noise signal and use the spectrum analyzer to measure the transfer function
between the noise input and the feedback voltage output. The poles of the filter set were
adjusted until the phase of the transfer function was correct at the resonant frequency of
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interest, in this case the first mode.
The storage oscilloscope was used to record the feedback voltage and the tip
acceleration. However, the acceleration is scaled as needed and reported as tip displacement.
This is valid because the system is operating in a nearly linear regime and is useful because
tip displacement is easier to visualize than acceleration. The same scaling was done for the
logarithmic plotter.
The logarithmic plotter was used to plot the decay envelope on a logarithmic scale
because the damping of the system is related to the slope of the decay envelope on a
logarithmic plot, as discussed in Appendix D. The plots allowed both a qualitative and
quantitative look at how the damping changed with time. This was especially helpful with
the nonlinear feedback of the constant-amplitude controller.
The test procedure was to impose an initial condition of 2 cm tip displacement by
touching only the tip of the beam, release it, and observe the decay envelope. Using this
procedure, very little of the second and higher modes were introduced in the initial
conditions. For the constant-gain controller, the gain was set so that the maximum voltage
amplitude would not exceed the voltage limit, Vma. The maximum gain allowed was easily
determined experimentally since the maximum voltage occured when the beam was first
released. For the constant-amplitude controller, the initial gain was determined in the same
manner, but the gain was increased after the beam was released to keep the amplitude of the
feedback voltage constant. This was done by manually adjusting the gain on the audio
amplifier while watching the feedback voltage on the oscilloscope. The gain was increased
until the gain limit of the amplifier was reached. At this point, the controller defaulted back
to a constant-gain controller.
Two voltage limits were chosen, 100 and 200 volts rms. Rms limits were used because
the voltmeter used to monitor the feedback voltage measured rms voltage, not peak voltage.
All dimensional voltages reported in this section are rms voltages unless otherwise specified.
These limits were dictated by safety and control circuitry limitations, not the breakdown
voltage of the PVF 2. Note in Table 2-I that its breakdown voltage is well over 1000 volts.
A test setup is currently being designed that will operate with control voltages up to 1000
volts.
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4.2.3.2 Results and Dlscusslon
The typical decay of an uncontrolled beam, a baseline test, is shown in Figure 4-7 in an
oscilloscope photograph and a logarithmic plot. The upper trace in the oscilloscope photo is
the rms feedback voltage, uniformly zero for this case. The lower trace is the tip
displacement. Even though the decay envelope looks exponential in the oscilloscope photo,
the logarithmic plot shows a slight change in slope. (The logarithmic plot should be a
straight line for exponential decay. See Appendix D.) This indicates that the loss factor
changes slightly with the amplitude of the vibrations. The passive loss factor at the large
initial amplitudes (2. cm tip displacement) was slightly more than p = 0.003, decreasing to
0.001 for small amplitudes (0.5 mm tip displacement). This confirms the damping values
obtained for small amplitude vibrations from the impact testing.
The results for the constant-gain controller and the two voltage limits are shown in
Figures 4-8 and 4-9. Since this is a linear controller, one expects the decay envelope to be
exponential. In the oscilloscope photos, the decay envelope does indeed look exponential, but,
as in the uncontrolled case, the logarithmic plots show a change in the slope. This is partly
due to the amplitude dependence of the passive damping seen in the uncontrolled case.
Another cause for the change in slope may be that as the control voltage decays, its
amplitude drops too low to be effective or falls below the noise floor.
For Vax = 100 V rms, the effective loss factor is slightly less than eff = 0.006, and
slightly more than '7 eff = 0.007 for Vmmx = 200 V rms. This is an improvement over the
baseline damping in the beam, but, as noted in Section 3.3, the feedback voltage drops as
the vibrations decay, indicating that for a given Vmax much better damping could be
achieved at the smaller vibration amplitudes.
The constant-amplitude controller took advantage of this by trying to keep the
amplitude of the feedback voltage always at Vmax
.
The results for the constant-amplitude
controller, Figures 4-10 and 4-11, show a dramatic improvement over the constant-gain
controller. With Vmax = 100 V rms, the vibrations are totally damped in 18 seconds. For
Vmx = 200 V rms, the vibrations are damped in 15 seconds. Because the decay envelope of
the vibration in the oscilloscope photo is not exponential, it is difficult to see how the
effective loss factor is changing. However, the logarithmic plots clearly show how dramatically
the effective damping increases for the lower amplitudes of vibration. For both voltage
limits, the effective loss factor starts at the value achieved with the constant-gain controller
and steadily increases to at least eff = 0.040 for the smaller amplitudes. This is at least a
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factor of 40 increase in the damping at small vibration levels and was achieved using a very
simple control law and moderate control voltages.
As mentioned previously, when the gain limit of the audio amplifier was reached, the
controller defaulted to a constant-gain control law. This can be seen in the oscilloscope
photos on the control voltage trace. The amplitude of the feedback voltage was constant
until the vibrations were nearly zero. Then the decay envelope of the control voltage became
exponential, a characteristic of a linear controller. Notice that this decay was much faster
than that of the constant-gain controller tests, again indicating that the effective damping
was much higher. This should be no surprise because the only difference between the
constant-gain controller tests and the constant-gain portion of the constant-amplitude tests
was that the gain was much higher in the latter case.
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The constant-amplitude controller results should also be compared with the simulation
results from the parameter study (see Section 3.5). The passive loss factor in the composite
beam was between p 0.003 and 0.001 and the Vmax was either 100 or 200 volts. The
simulation cases that correspond to these voltages and p = 0.002 are shown in Figure
4-12 with the axes labeled in dimensional units that correspond to the dynamically scaled
beam.Comparing the experimental results with the simulations one sees that the shape of the
decay envelopes is very similar, both are nearly linear. This gives confidence in the
simulations since the overall trends are same as those observed during the experimentation.
However, the simulations predict that the control would be more effective than was actually
observed. Part of the discrepancy may come from the fact that the simulations used the
Lyapunov control law while the experimental results were achieved using the constant-
amplitude control law. The Lyapunov control law produces a constant amplitude square
wave which will do more work against the beam than the constant amplitude sine wave
produced by the constant-amplitude controller, if the two waveforms have the same peak
voltage limit. However, the constant-amplitude controller used an rms voltage limit,
increasing the peak voltage, so the work done by the constant amplitude sine wave was
increased as well. The trends are the same, though, because both the Lyapunov and the
constant-amplitude controller produce constant amplitude feedback wave forms. The
difference comes about because the wave forms are different.
Although the simulations are not entirely accurate, the experimental results do verify the
simulation algorithm. They also dramatically support the trends that were predicted by the
parameter study, particularly that the effective loss factor increases by more than an order of
magnitude at small vibration levels for the same feedback voltage. These results, both
experimental and analytical, indicate that an active damper with this type of control law may
provide a way to keep resonant vibration from building up due to the extremely high levels
of damping that can be achieved for low level vibrations. It may be possible to use this
kind of damper in conjunction with another, more powerful actuator that will control the
large amplitude vibrations. Powerful actuators often have problems such as limit-cycling
and/or need a deadband at small vibration levels, providing a good complement to the active
damper described here. Another configuration may be to use a nominal amount of passive
damping to control the large amplitude vibrations which would be augmented by the active
damper at low vibration levels.
2.
1.
1.
0.
0.
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(a). Simulation results for Vm x = 100 V.
2.
tip displacement
(cm)
1.
i.
0.
0.
(b). Simulation results for Vmax = 200 V.
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4.3 Continuous Excitation Testing
4.3.1 Apparatus and Procedures
In this set of tests, the effectiveness of the active damper was tested with a continuous
excitation being applied to the base of the cantilever beam. By band limiting the excitation
near the resonant frequency of interest, only that mode of vibration was excited. This
allowed the control laws to be implemented using the linear velocity rather than angular
velocity at the tip of the beam, and allowed the testing of the second and third modes as
well as the first. A schematic of the apparatus used is shown in Figure 4-13.
ierometer
tip
acce lera
Figure 4-13: Schematic of apparatus used for
continuous excitation testing.
The cantilever was clamped in a fixture which was mounted on a large shaker (Bruel 
Kjaer model 4801 exciter body and model 4812 General Purpose head). A Hewlett-Packard
model 3483 spectrum analyzer was used as an adjustable bandlimited random noise source.
The noise signal from the analyzer had discrete steps so it was low pass filtered to smooth
the steps before being input to the shaker amplifier.
The acceleration of the base of the beam, i.e., the clamping fixture, was measured using
a 500 gm, internally preamplified accelerometer (Bruel & Kjaer model 8306). The tip
acceleration was monitored using the same acceleromoeter and signal conditioning as used for
the free decay tests. The measurement for this series of tests was a transfer function
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between the base acceleration as input and the tip acceleration as output. This measurement
was made with a second spectrum analyzer (P model 5423A). Two analyzers were used so
that the analysis bandwidth and the excitation bandwidth could be adjusted separately. This
was useful during the preliminary testing because the power spectrum of the input could be
held constant while the analysis bandwidth was adjusted to determine an appropriate setting.
The damping was found using the half power bandwidth method, as was done for the impact
testing. The base accelerometer was calibrated so the level of base acceleration could be
determined, but the tip accelerometer was not because, as mentioned in Section 4.2.2, only
the damping was of interest, not magnitude of the transfer function. The control circuitry
was the same as for the free decay tests. Only the constant-gain controller was implemented
because it was impossible to manually adjust the gain satisfactorily. (A Lyapunov controller is
currently being designed which will be used in both the free decay and the continuous
excitation tests.)
The shaker setup had a relatively large amount of noise associated with it. There were
electrical and magnetic fields as well as some background vibration and thermal drift due to
air currents in the test cell. Shielding took care of the fields and the air currents. The
background vibrations had two main sources; the integral blower motor used to cool the
shaker exciter and 120 Hz ripple in the field coil supply voltage. The blower motor was
disconnected and a remote blower was rigged to cool the shaker. Filter capacitors were used
:o smooth the field coil supply. These efforts reduced the background vibrations to an
acceptable level for the frequencies near the first and second modes. The noise level near the
third mode, how.ever, was too high and hence no results are available for the third mode.
To test the active damper for a given mode, first the phase of the feedback loop was
adjusted to give the correct overall phase at the resonant frequency of interest. This was
done in the same manner as for the free decay tests. The noise source was adjusted so that
the noise bandwidth was centered on the resonant frequency. In this manner, only the mode
of interest was excited.
During the testing, both the rms level of base acceleration and the feedback gain were
varied. First, the rms base acceleration was adjusted to a given level using the gain on the
shaker amplifier. Three levels of rms base :cceleration were used for each mode. The
highest level was chosen to be just below the level that would cause nonlinear vibrations or
excessive motion, i.e., the beam hitting the shaker. The other two levels were lower and
were chosen to give at least an order of magnitude range in the rms power of the base
acceleration, i.e., the mean square base acceleration. While the base level of acceleration was
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held constant, several transfer function measurements were made using different feedback gain
levels. The feedback gain was adjusted using the gain on the audio amplifier. It was not
adjusted to a specific gain level, rather it was adjusted so that a given peak voltage limit
was not exceeded. Again, the measured voltage was an rms voltage. Instead of the peak
'instantaneous' rms voltage, a more appropriate measure to be used in the future may be a
limit on the rms of the feedback voltage waveform over an extended period of time since the
structure is undergoing random vibration.
4.3.2 Results and Discussion
Table 4-111 summarizes the conditions and settings used for the continuous excitation
testing. The results for the first mode are shown in Figures 4-14, 4-15, and 4-16. Figures
4-17, 4-18, and 4-19 give the results for the second mode. The transfer functions for the
second mode appear to be stepped because the spectrum analyzer used as a noise source
produced the noise at discrete frequencies. The analysis bandwidth happened to be small
enough so that the individual frequency components of the excitation could be detected. No
results are available for the third mode because there was too much background vibration
from the shaker near the third mode's resonant frequency. Each transfer function plot shows
a series of cases at the same rms base vibration level but with different feedback gains. The
text below each transfer function plot summarizes the parameters for each of the cases.
Figure 4-14 shows the results for the highest rms level of base acceleration. The
transfer function shows that the two controlled cases have only slightly less magnitude at
resonance than the uncontrolled case. The effective loss factor values reflect the small
increase in damping for each controlled case. Note that this small increase was achieved with
the one of the largest feedback voltages used on the shaker setup.
Figure 4-15 shows the results for the first mode with the medium rms level of base
vibration. Here the active control is more effective as shown by the reduced amplitude of
the transfer function at resonance. The effective loss factor values were correspondingly
improved, but not tremendously so.
Figure 4-16 shows the results fr the first mode with the lowest rms base acceleration.
Here the effective damping is much improved. The highest control voltage limit (100 V rms)
yielded a decrease of nearly 15 db in the magnitude of the resonance. This was almost a
factor of 8 increase in the damping over the uncontrolled case. As in the simulations and
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the free decay tests, the active damper is most effective, for a given voltage limit, at low
levels of vibration. For continuous excitation testing, though, the levels of vibration are rms
displacement amplitude. Also note that the uncontrolled cases showed the loss factor depends
on the rms vibration level, confirming the amplitude dependence noticed in the baseline free
decay test.
The results for the high level of base acceleration for the second mode are shown in
Figure 4-17. The added damping is easily observed in the transfer function plot but the
largest increase in damping was slightly less than a factor of three. The results for the
medium and low base acceleration levels for the second mode are shown in Figures 4-18 and
4-19, respectively. The effectiveness of the active damping was increased as the amplitude of
vibrations was lowered. The magnitude reduction in the transfer functions were obvious, 10
db decrease for only 30 V rms maximum feedback voltage (lowest base acceleration case), but
the increase in effective loss factor was relatively small, a factor of three maxim' mue
reason for this was that the tip acceleration for the second mode was smaller thaL . of
the first mode so that the gain limit of the audio amplifier was reached sooner. This severely
limited the range of feedback voltages that could be used. For the lowest level of base
acceleration, the maximum feedback voltage was 30 V rms. If higher voltages could be
reached, the effective loss factor would be correspondingly higher.
The results from the continuous excitation tests for the first mode cannot be compared
with the results from the constant-amplitude controller for the free decay tests. This is
because two different control laws were being used. For the continuous excitation tests, even
though the feedback gain was changed between cases to adjust to a different voltage limit, it
was constant within a given case. Hence the results from the continuous excitation tests can
only be compared to the constant-gain controller results. In this light, the continuous
excitation results show a marked improvement. The largest effective loss fctor achieved for
the constant-gain controller during the free decay tests was slightly over Qef = 0.007 while
the largest for the continuous excitation tests was 11eff = 0.019, both achieved with a voltage
limit of 100 V rms. The reason for the increase was that during the continuous excitation
case the voltage limit was reached at a higher gain. Since the constant-gain controller is
linear, one would expect the effective loss factor to be dependent only on the feedback gain,
not the amplitude of the vibration. To fully compare the constant-gain results and the
continuous excitation tests, more free decay tests should be performed using smaller initial tip
diplacements and the same voltage limits. This would have the effect of increasing the gain
at which the voltage limit was reached, much the same as changing the level of base
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acceleration for the continuous excitation tests. Such a comparison should show that the
effective loss factor for a given feedback gain would be the same for both the free decay and
the continuous excitation tests.
The active damper was effective on both the first and second modes of the cantilever
beam. The same trends were noted for both modes, particularly that a given level of
feedback voltage is much more effective at smaller vibration levels. However, the active
damping seems to be more effective on the first mode. This is because the second mode has
a larger modal energy per tip angle ratio than the first mode. This means that a larger
feedback gain is needed for the second mode to achieve the same effective loss factor.
Table 4-IH: Summary of conditions for continuous excitation
testing.
Mode #
1 2
Excitation analyzer;
Center frequency, (Hz) 0.00 64.0
Bandwidth, (Hz) 10.0 25.0
Resolution, (Hz) 0.145 0.145
Measurement analyzer;
Center frequency, (Hz) 8.00 61.5
Bandwidth, (Hz) 8.00 8.00
Resolution, (Hz) 0.0313 0.0313
Mean square base
acceleration, g2
maximum 1.38x10-4 7.35x10 -4
1.86x10 '5 1.87x10 -4
minimum 2.46x10' 3.84x10'5
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(b). Summary of results.
Figure 4-14: Continuous excitation testing, first mode,
highest base acceleration.
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Figure 4-15: Continuous excitation testing, first mode,
medium base acceleration.
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Figure 4-16: Continuous excitation testing, first mode,
lowest base acceleration.
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Figure 4-17: Continuous excitation testing, second mode,
highest base acceleration.
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Figure 4-18: Continuous excitation testing, second mode,
medium base acceleration.
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(b). Summary of results.
Figure 4-19: Continuous excitation testing, second mode,
lowest base acceleration.
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Chapter 5
Conclusions and Recommendations
5.1 Conclusions
The control of distributed-parameter systems with discrete actuators and sensors and
using lumped-parameter control theory may lead to perfomance tradeoffs [1, 4]. Using
distributed-parameter control theory and distributed-parameter actuators one can avoid some
of the tradeoffs, such as truncation of the model. An active distributed-parameter damper
for a cantilever beam was designed and evaluated. The distributed-parameter active element
was a piezoelectric polymer, poly(vinylidene fluoride). A control law was developed using
Lyapunov's second method for distributed-parameter systems. For the damper configuration
used, this control law depends only on the angular velocity at the tip of the cantilever beam.
Since no modes were truncated in the analysis, this control law will theoretically control all
the modes of vibration. This avoids any structural problems with uncontrolled modes. Also,
an attempt was made to use a distributed-parameter 'optimal' formulation by
Tzafestas [12, 131 that parallels the variational calculus approach used in lumped-parameter
modern control theory. During this attempt, several questions were raised concerning the
validity of certain mathematical operations used to obtain a Riccati equation. No attempt
was made to solve this Riccati equation.
The angular velocity of the tip of the cantilever beam was not available. The linear
velocity at the tip was available and was found by integrating the linear acceleration at the
tip. The linear velocity and the angular velocity at the tip of the beam are directly related
if only one mode of vibration is present, so the remaining analysis and the preliminary testing
was performed on a single mode at a time so this relation could be used. This sensor
limitation and the resulting use of one mode at a time was not related to the distributed-
parameter nature of the system, however.
A simulation algorithm to predict the effect of the active damper on the free decay of a
single mode of the cantilever beam using the non-dimensionalized equations of motion was
developed. A parameter study was performed using the first mode of the cantilever beam
and the Lyapunov control law. The control voltage limits and the amount of passive
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damping in the sstem were varied. The parameter stu! y results are presented in three
forms; tip displacement amplitude or decay envelope vs. time, slope of decay envelope vs. tip
displacement amplitude, and effective loss factor vs. tip displacement. These simulation
results are presented in dimensionless format and show the differences in the effect of the
passive and active damping.
The passive damping is linear and gives the typical exponential decay envelope,
indicating a constant effective loss factor. The passive damping is most effective for larger
vibration amplitudes because a large amount of energy is in the system. Since the passive
damping dissapates a fixed percentage of the energy in the system each cycle, a relatively
large amount of energy is dissapated each cycle. For smaller vibration levels, the amount of
energy in the system decreases as the square of the vibration amplitude so the energy
dissapated approaches zero as the vibration level decreases even for large values of passive
damping.
The active damping is nonlinear and gives a linear decay envelope, indicating a
changing effective loss factor which increases for smaller vibration levels. The active damping
is most effective for smaller vibration levels because an actuator with a nonlinear control law
such as the Lyapunov control law dissapates an increasing percentage of the system energy as
the vibration amplitude decreases. Even though the amount of energy dissapated per cycle is
decreasing, the amount of energy in the system is decreasing faster as the vibration amplitude
decreases. For all of the control voltage limits used in the parameter study, the effective loss
factor for the active damping increased to at least leff = 0.5 for small vibration levels
regardless of the passive damping value, although the vibration level at which a given
effective loss factor was achieved was highly dependent on the control voltage limit.
Two other control laws were developed to compare experimentally with the Lyapunov
control law; constant-gain and constant-amplitude. The constant-gain control law was negative
velocity feedback with a constant gain, a linear control law that would be easy to implement.
The constant-amplitude control law was negative velocity feedback with a time varying gain
such that the amplitude of the the feedback was constant. This was a nonlinear control law
that was very similar to the Lyapunov control law. The constant-amplitude control law
would produce a constant amplitude sine wave for the feedback voltge while the Lyapunov
control law would produce a constant amplitude square wave.
Preliminary testing of the active damper was done on the first mode of vibration of a
small cantilver beam for the free decay testing and on the first and second modes for the
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continuous excitation testing. The baseline damping for the first mode was 1=0.003 for large
vibrations (2 cm tip displacement) decreasing to =0.001 for small vibrations (0.5 mm tip
displacement). Free decay testing was performed using the constant-gain and constant-
amplitude controllers and with two control voltage limits, 100 and 200 V rms. The constant-
gain controller provided approximately double the baseline damping for Vm =100 V rms,
slightly more for the 200 V rms case. The constant-amplitude controller was nonlinear and
provided nonlinear damping; double the baseline damping for large vibrations increasing by a
factor of 40 to at least r1=0.040 for small vibrations. This behavior is the same as predicted
by the parameter study for the Lyapunov control law, which is expected because the control
laws are very similar, e.g., they both produce constant amplitude feedback waveforms.
For the continuous excitation testing, the clamping fixture for the beam was mounted
on a shaker. The beam was excited by bandlimited random noise that was centered on the
resonant frequency of interest so that )nly one mode of vibration would be present. Only
the constant-gain controller was implemented during the continuous excitation testing. The
rms level of base acceleration and the feedback gain were varied between runs. These tests
showed the same trends as the free decay tests and the parameter study. For the highest
mean level of base acceleration, and hence the highest rms energy in the system, the effective
loss factor was lower for a given peak feedback voltage limit than for a run with a lower
level of base acceleration.
For the first mode, with the highest rms level of base acceleration and a control voltage
limit of VmaX=130 V rms, the loss factor was increased from a baseline damping of
-np=0.0040 to Teff=0.00 54 . With the lowest rms level of base acceleration and a control
voltage limit of Vm =100 V rms, the damping was increased from p=0.0026 to nTeff=0.0 2 0,
nearly an order of magnitude increase. This increase damping produces a corresponding
decrease in the magnitude of the resonance. For the low level acceleration case cited here
the magnitude dropped 15 db.
Similar results were achieved for the second mode. With the highest rms base
acceleration and Vmax=2 5 V rms, the damping was increased from p=0.001 6 to n!eff=0.0023.
For the lowest rms base acceleration and V max30 V rms, the damping increased from
9p=0.0014 to neff=00 0 3 9 . This corresponds to a 10 db reduction in the magnitude of the
resonance. The range for Vmax was restricted because the gain limit of the audio amplifier
was reached, especially in the lowest rms base acceleration case.
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5.2 Recommendations
The work presented here has only begun to examine the use of distributed-parameter
control theory and distributed-parameter actuators on a very basic level. The use of PVF 2 as
distributed-parameter actuator opens many new possibilities. Several possible topics for
further work are discussed below.
One project would be attempting to control all modes at once using the Lyapunov
control law and an angular velocity or angular acceleration sensor at the tip of the cantilever
beam. Controlling all modes, or at least several, at once, even for such a simple system,
would be a great step towards a practical realization of distributed-parameter control theory
for elastic systems.
Another project would be the use of viscoelastic materials to provide nominal passive
damping which can be actively adjusted higher or lower. There may be instances where a
very lightly or a very heavily damped resonance is desired, but only at certain times. The
passive damping would control the vibrations for most of the time, allowing the active control
to be off until either more or less damping is required.
The use of distributed-parameter optimal control theory to design control algorithms will
allow one to apply spatial weightings between the same elements of vectors as well as
weightings between different elements of a vector. One possible application of this may be to
weight the vibration at the tip of the cantilever beam more heavily than the vibrations along
its length, attempting to keep the tip still at the expense of vibrations alon:g the length of
the beam. Another applicaton may be shape control of large space structures, weighting
regions more heavily where the shape is more critical. Distributed-parameter optimal control
could also determine the optimum spatial distribution of the control if the spatial distribution
could be varied in real time.
Spatially varying control could be either a fixed or time-varying spatial distribution. A
fixed distribution may allow the control to be tailored to a articular mode of interest. One
use for this may be to control only one of se, eral closely sp ed modes. Since the control is
tailored to a particular mode shape, the neighboring modes will be excited less. A time-
varying spatial distribution could be used in conjunction will distributed-parameter optimal
control to provide the optimal control in space as well as time.
PVF, could also be used as a distributed-parameter sensor. The voltage across its
surfaces produced by a strain is proportional to the integral of the charge produced by each
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section of PVF2. Hence the voltage is proportional to the integral of the strain. The
possibility of spatially varying the sensing is also introduced. As with spatially varying
control, spatially varying sensing could be used to sense a particular mode from several
closely spaced modes.
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Appendix A
Equations of Motion For the Active Damper
This appendix will present the derivation of the equations of motion for the active
damper. First, the piezoelectric strain and its ffects on the system are examined. A
variational formulation is used to find the equations of motion for the active damper. Finally,
the equations of otion are non-dimensionalized so that the results of the analysis can easily
be applied to either the scaled model or to the actual Draper structure.
A.1 Effect of the Piezoelectric Strain
The active damper consists of a cantilever beam with a tip mass and tip inertia and a
layer of PVF2 bonded to one side of the beam. A sketch of the resulting two layer beam is
shown in Figure A-1.
a
input
Figrure A-1: Active damper configuration.
The beam has a flexible length, . A subscript ()1 refers to the original beam while a ()1
refers to the PVF2 layer. The control is the voltage applied to the PVF,. i'he voltage
causes a stress in the PVF2 due to the piezoelectric effect.
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If the PVF2 layer was free to move (i.e., not bonded to the beam) the piezoelectric
strain in the x-direction, Ep, would be given by
d 31p(t) = V(x,t) d· (A.1)
where d3 1 is the appropriate static piezoelectric constant, h2 is the thickness of the PVF,
layer, and V(x,t) is the control voltage. The composite beam is assumed to be uniform along
its length. Since the PVF 2 is bonded to the beam, however, it is not free to move and the
effect of the control voltage is to induce a negative prestrain in the PVF' layer. The
prestrain is termed negative because it is in the opposite direction as the strain of the
unbonded PVF2. If the unbonded PVF 2 strains ep, a prestrain of -Ep is needed to bring the
PVF 2 back into position to be bonded to the or:final beam. This is shown in Figure A-2.
PVF2
Lz V 2 / __/ / // /---Ilii
11// // // ////// /// p 
Stran due to
apFled vcl:age.
Prestrain needed
to keep PVF2
tne same length.]
p
wkC\\\\ \ \ \ \\ \ \\ \ \ \ 
2eam
Figure A-2: The control voltage introduces a negative prestrain.
This prestrain has two effects on the two layer beam:
1. Longitudinal strain, EI to keep a force equillibrium in the axial (x-direction), and
2. Bending due to the torque from the prestrain acting through the moment arm
from the midplane of the PVF 2 layer to the neutral axis of the two layer beam.
- -- - - -- ------------- IIII
I
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This is very similar to the behavior of a bimetallic spring as the temperature changes.
The total force on a crosssection of the beam in the x-direction is
Fx / ax dA
A
- E ex dA (A.2)
A
where ox and x are the stress and strain in the x-direction, respectively, A is the cross-
sectional area of the composite beam, and E is the Young's modulus. The total strain in the
x-direction for the PVF 2 layer is the sum of the prestrain, the longitudinal strain, and the
bending strain, or
E2 = -p + El + b (A.3)
For the original beam, the total strain in the x-direction is
e = e + b (A.4)
The longitudinal strain is assumed to be constant across the cross-section of the composite
beam and the prestrain is assumed to constant across the cross-section of the PVF., layer.
Combining these relations with Eqn. (A.2) gives
b hI hl+h 2
Fx = / E(b + l) dy + E,(  b +  - ep) dy dz (A.5j
0 0 h1
where b is the depth of the beam (both layers are assumed to have the ame depth) and h1
and h are the thickness of the original beam and the PVF 2 layers, respectively. For a beam
in bending, the strain is given by
-(y - D)
Eb(y) = (A.6)R
where D is the location of the neutral axis and R is the radius of curvature. Tension is
considered positive. The neutral axis is the surface in a beam that does not experience any
strain due to bending. A two layer beam with positive radius of curvature is shown in
Figure A-3.
Assuming that the motion due to the longitudinal strain is negligible so that any
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I
Figure A-3: Two layer beam in bending.
longitudinal inertial forces are negligible, Fx must be equal to zero because there is no
longitudinal force applied to the beam. Substituting Eqn. (A.6) into Eqn. (A.5) and
performing the integration yields
-I( (, (. ))
F = b R E h2 - D + E2 h2 ( 2 +h +D
x =,[ R ( 1 2 2 1  )
+ ( E hle I+ E2h2(e- e)) ] (A.7)
The terms in square brackets are grouped into those due to bending and those due to
longitudinal strain. Using the principle of superposition, one can say that the combination of
longitudinal strain and bending strain is equivalent to the sum of the individual strains.
Therefore, one can use Eqn. (A.7) to show that the bending terms and the longitudinal terms
are each equal to zero, or
Elhlel + E2 h2 (¢1 - ep) = 0 (A.8)
and
Elh,( h- D) + E2h2 2 + h + D) = (A.9)
2 2
The location of the neutral axis, D, can be found by solving Eqn. (A.8) for D, which yields
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Elhl + E2h22 + 2hlh2E2
D (A.10)
2(Elh1 + E2h2)
From Eqns. (A.1) and (A.9) one can solve for the value of el in terms of the control voltage,
V, which is
Eh2
(x,t} -· p(Xt) (A. 1}
E1h+ +Eh,
The moment or torque, T, is developed because the prestrain, (p, and the longitudinal
strain, t, result in a force in the beam which acts through the moment arm to the neutral
axis. The torque is found by taking the integral over the cross-section of the beam of the
longitudinal fo:ce multiplied by the moment arm to the neutral axis, or
b h hl+h 2
T(x,t) = EEi (y - D) dy + E (el - fp)(y - D) dy dz
0 0
E1 Elh1b( h- D)+ E(e- Eh2b ( 2 + h (A.12)2 2
The first group of terms represents the torque from layer 1, the original beam, while the
second represents the torque from the PF.F, layer. The terms inside brackets represent the
moment arm from the midplane of the particular layer to the neutral axis of the beam. The
terms outside the brackets are the net force in that layer. Substituting Eqn. (A.10) into Eqn.
(A.12) and reducing yields
TEhIEhb (h + h 2 )
(E1h + E 2 h 2 ) 2 
Note that all terms involving EI have canceled. This means the torque is only a function of
the prestrain and the materials and geometry of the composite beam, and does not depend
on the longitudinal strain. Substituting for Ep from Eqn. (A.1), the torque can be found as
a function of control voltage, given by
T(x,t) =- - EhE 2b (hl+ )d3 V(xt)(E1 h + E2 h 2) 2
= c · V(x,t) . (A.14)
where c is a constant (for given beam materials and geometry) that expresses the torque
produced per unit control voltage.
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A.2 Variational formulation of equations of motion
The formulation presented here will use a Bernoulli-Euler beam model and Hamilton's
Principle to find the equations of motion 130]. Hlamilton's Principle states:
An admissible motion of a system between specified states at times ti and t is
a natural motion if and only the variational indicator vanishes for arbitrary
admissible variations.
The variational indicator, VI, is given by
VI = [ (T - V) + - b. dt (A.15)
where is the variational operator, j Is the jth generalized coordinate, .j is the jth
generalized force, T* is the kinetic co-energy, and V is the potential energy of the
system 30]. The only generalized coordinate for this case is the transverse displacement,
w(x,t), since the longitudinal motion of the beam is assumed to be negligible.
For transverse motions of the composite beam, the kinetic co-energy of the system is
given by
T*1 / 2
-- J - (P1A + pA,)(-) dx (A.16)
+1 aw I. \
+ - M - + Dt ( 7 )=
where p is the density and A is the cross-sectional area of the particular layer. The groups of
terms represent the kinetic co-energy of the beam, the tip mass, and the tip inertia,
respectively.
To find the potential energy of the system, first note that the strain energy per unit
volume (specific strain energy), V, for an element undergoing uniaxial strain is
1V = - E2 . (A.17)
2
The total potential energy (all strain energy for this case) can be found by integrating the
specific strain energy over the entire composite beam. Therefore, the total potential energy,
V, is given by
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I b h 1 h +h
V = f f - E 1 2 dy + 2E,,2 dy dz dx . (A.18)
0 00 2 2
Substituting for the strains from Eqns. (A.4), (A.3), and (A.6), using the approximation
that
1 a2w
- e- (A.19)
R ax 2
for large R, and performing the integration over y and z yields
l 1 Dew 2 1
=V [ [JElI + E2 II( e-) + 2 [ElhlbE2 + Eh 2b( - e) ]
- b [EIIhEl i hi - D) + E2(E, - Ep)h2 ( - + h - D ] 2| dx (A.20)2 , 14iih(2 ax2
where I is the area moment of inertia of a layer about the neutral axis. The first term
represents the strain energy due to bending, the second is the strain energy due to the
longitudinal strain, and the third represents the work done by the torque, T(x). Since the
torque is included in the potential energy relation, there are no generalized forces for this
case.
Substituting Eqns. (A.16), (A.20), and (A.12) into the variational indicator, Eqn. (A.15),
and taking the variations with respect to the transverse displacement, w, yields
tr aw aw r aw aw\ ew ( a-
VI = t pA E - dx + Mt 8b ) + It -
t 0 at at at at / at {tax x=/
I a2 a2 
fI (E I 'w - T dx ] dt (A.21)
where EI=ElIl+E 2 12 , or the total bending stiffness of the composite beam and
pA=p 1Al+p 2A 2, or its total mass per unit length. The geometric boundary conditions for the
composite cantilever beam are prescribed by
aw
w = - = 0 for x=0 (A.22)
ax
so that the variations at x=0 must be zero for an admissible variation. Also, since the
motion is taking place between known states, the variations at times t=ti,t f must be zero as
well. Using integration by parts with respect to both space and time, as necessary, along
with the boundary conditions mentioned above, and regrouping yields
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tf a82w w a2T
VI pAt El - + - bw dx
·- aa2W 3 aW+ t -Mt + -- bw (A.23)l
a3w w
+ - I - EEI- + T dt
t xa3t2 ax 2 x ==
T) (D 
-0
For the variational indicator to vanish for arbitrary variations, bw and 5 , then
a4 w a2w a 2T
- EI - pA + =0 for x: O<x<l (A.24)
ax4 at 2 ax2
and
a3 w a 2w
t - EI -- + T = 0
xat2 Dx2
x xat2W a3W for x=l.
a
2
w a
3
w aT
- M t l --W E 0 (A.25)
at2 ax' ax
Combined with the geometric boundary conditions from Eqn. (A.22), Eqns. (A.24) and
(A.25) are the equations of motion for the active damper. Substituting for T(x) from Eqn.
(A.14) gives the equations of motion in terms of the control voltage. The governing equation
is
a 4w a2w a 2V(x,t)
El + pA = c for x: O<x<l (A.26)
ax4 at 2 ax 2
with boundary conditions
aw
w = - = 0 for x=O
ax
a2w a3 w
El - = - I + c.V(x,t) (A.27)
axw 2 for x=1.
a
3
w a
2
w +c av(x,t)El- - M + c J
ax3 t at2 ax
Notice that the control voltage, V(x,t), acts on both a boundary and the interior of the
beam. From the governing equation one can see that the PVF 2 is indeed a distributed-
parameter actuator.
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A.3 Non-dimensionalizing the equations of motion
In this section, the equations of motion are non-dimensionalized so that the results of
the analysis can easily be scaled to either the scale model or the Draper test structure. The
governing equation and the boundary conditions for the active damper system are given in
Eqns. (A.26) and (A.27).
The first step is to non-dimensionalize all the distances by some characteristic distance.
The flexible length, 1, of the composite beam was chosen for the characteristic distance so the
distances x and w become
x
w
w - (A.28)
where z and w are dimensionless distances. Substituting these variables into the governing
equation, Eqn. (A.26), yields
El 34 w 02w c 2V(x,t)
- + pAI = for z O<<1 l (A.29)
El
Dividing by - yields
34w pA 4 a2 w cl 2 V(x,t)
+ - - for z:. O<z<l (A.30)
az4 El at2 El ax 2
AL
From the second term, one can see that time can be non-dimensionalized by , or
El
t - t \/ (A.31)
where t is the dimensionless time. Likewise, the second term of Eqn. (A.30) suggests that V
be divided by EI or
Lc
cL
V(x) = - V(x,t) (A.32)
El
where V is the dimensionless control voltage. Substituting the dimensionless time and control
voltage into Eqn. (A.30) gives
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a04 w a02 w a2V x,t)
+ for z: 0<x<l (A.33)
ax4 at2 ax 2
This governing equation is dimensionless.
Substituting the non-dimensional variables defined in Eqns. (A.28), (A.31), and (A.32) in
the boundary conditions, Eqns. (A.27), and rearranging yields
Ow
w = - = 0 for =0
ax
2 w -- a + l xt) (A.34)
a
2
.t13 ta2xaz 
Osw M t 82 w J I.IX~t)for z=1 
a3w Mt a2w a i·x,t)
=- t 0+
az
3 pAl at2 ax
The boundary conditions at z-1 suggest that the dimensionless tip mass, M, and
dimensionless tip inertia, I, could be defined by
M tMt = -
ItpAI
tpA3 (A.35)
Using these dimensionless tip parameters in the boundary conditions, the full dimensionless
equations of motion are
a4 w '2w a 2 V(x,t)
- + = for . O0<x<1 (A.36)
3X4 at 2 322
with boundary conditions
Ow
w - - = 0 for xz=
ax
a02w a3w
" = - 3OIt z + V(x,t) (A.37)
g3i OWw O / x~t) J for z=1.
~~a3u, a' W a qx,t)
aH t atf a
The dimensionless variables are collected and listed below:
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x
z = -
I
w
w = - ,
It = tA-
clV= V-- (A.38)
El
I t = -
pAl
It
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Appendix B
Determining Mode Shapes
This appendix describes a procedure to find the mode shapes for the cantilever beam.
The mode shapes are needed for the simulation algorithm in Section 3.4 Derivations in this
appendix use the dimensionless form of all variables unless otherwise specified.
This is a procedure for finding the natural mode shapes (i.e., not forced) of a cantilever
beam with be:', tip mass and tip inertia. The forced system is described by Eqns. (3.12) and
(3.13) which are repeated here in homogeneous form (i.e., without the control voltage). The
homogeneous system is described by
a4w a2W
+ - 0 for : 0O<z<l (B.1)
az4 at 2
with boundary conditions
aw
w = - = 0 for x=O
az
32w a3w
=) I ta~x(B.2) 3W a2w for z=
a 3' at2
To solve this system, assume separation of variables and a solution of the form
u(,t) = 4(z) eiw' (B.3)
where (z) is the dimensionless mode shape and w is the dimensionless frequency.
Substituting this solution into Eqns. (B.1) and (B.2) and canceling common terms yields
a4 +
+ 2 = 0 for z: 0<z<l (B.4)
az 4
with boundary conditions
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- - - 0 for x-=0
az
a2, a5
= t W2 (B.5)
for z=1
= Mt 2 J
Notice that this new system is not a function of time. Now assume a solution of for the
mode shape, , of the form
- A ei zz (B.6)
where z4 = w2. This solution can be rearranged to give a different form,
4 = A cos(zx) + B sin(zz) + C cosh(zz) + D sinh(zx) (B.7)
where A, B, C, and D are constants to be determined by the boundary conditions. This is
the classical solution form for the mode shapes of a Bernoulli-Euler beam.
The boundary conditions are applied by substituting the assumed solution for 4) into the
boundary conditions. Applying the boundary conditions at xz=0 to Eqn. (B.7), and
rearranging yields
A+ C =0
B + D . (B.8)
Rewriting Eqn. (B.7) with these results gives
4) = A (cos(zz) - cosh(zx)) + B (sin(zz) - sinh(zz)) . (B.9)
Applying the boundary conditions at xz=1 to Eqn. (B.9) yields
z2 [- A (cos(z) + cosh(z)) - B (sin(z) + sinh(z)) | =
w2 I t z [- A (sin(z) + sinh(z)) + B (cos(z)- cosh(z))
z3 A (sin(z) - sinh(z)) - B (cos(z) + cosh(z)) i = (B.10)
.w,2 Mt [ A (cos(z) - cosh(z)) + B (sin(z) - sinh(z))] for xz=--1
Grouping terms of A and B together, using w2 =z4 , and writing in matrix form gives
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-[cos(z) + cosh(z)] + Itz3[sin(z) + sinh(z)] -[sin(z) + sinh(z)] - Iz 3 [cos(z)- cosh(z)]1
[sin(z)- sinhl(z)] + Mtz[cos(z) - cosh(z)] -[cos(z) + cosh(z)] + Mlz[sin(z) - sinh(z)]
[i] O for 1 . (B.11)
For there to be nontrival solutions for A and B then the determinant of the square
matrix must be zero. After rearranging and reducing, the determinant is
det[ ] = (1 + MIjz4) + cos(z) cosh(z) (1 - MAItz4)
+ cos(z) sinh(z) (Az - Ilz3) - cosh(z) sin(z) (Mfz + z3 )
= 0 for x=1 . (B.12)
The values of z that satisfy Eqn. (B.12) are the eigenvalues of the system. Notice that these
solutions only depend on the dimensionless tip mass and tip inertia, Aft and I,, respectively.
From these eigenvalues, the natural frequencies of the corresponding mode can be found. By
substituting the eigenvalues back into Eqn. (B.11) one can solve for in terms of A (or vice-
versa). This determines the mode shape o within an arbitrary constant, A (or B), which will
be assumed to be unity. This means that any cantilever beams with the same dimensionless
tip mass and tip inertia will have the same eigenvalues and hence the same dimensionless
mode shapes. The first mode shape will be found as an example.
First, one must know the dimensionless tip mass and tip inertia. Using the definitions
for the dimensionless parameters given in Eqn. (3.9) and the dimensional parameter values
for the composite beam given in Table 4-I, the dimensionless tip mass and tip inertia are
Mt
Mt = 1.20
pAl
- = 3.71x103 . (B.13)
pAt3
Substituting these values into Eqn. (B.12) and performing a numerical search for the zeros
gives the results summarized in Table B-I (only the first four modes are included). The
dimensionless natural frequency for a mode is found from the relation wi = z 2 . The
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dimensional natural frequency can be found by using the same parameter to dimensionalize
the frequency as was used to non-dimensionalize time (see either Eqn. (3.9) or Appendix A).
Table B-I:
Mode #
1
3
4
Eigenvalues and Predicted Natural Frequencies.
Eigenvalue
1.20
3.87
6.34
8.55
Natural frequency for
scaled beam (Hz)
6.05
62.9
169
308
To find the mode shape, solve for B in terms of A using one equation of Eqn.
(B.11) and use the eigenvalue for the mode of interest. For the first mode, using the first
equation of Eqn. (B.11), B is given by
-(cos(z) + cosh(z)) + I z3(sin(z) + sinh(z))B- cosz- coshz-A
-(sin(z) + sinh(z)) - I z(cos(z) - cosh(z))
(B.14)
Substituting this relation into Eqn. (B.9), using the eigenvalue for the mode of interest (first
mode in this case), and letting A = 1 yields
= cos(1.20z) - cosh(1.20z) - 0.887( sin(1.20z) - sinh(1.20z) )
This is the dimensionless shape of the first mode.
- -0.887 A
(B.15)
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Appendix C
Dynamic Scaling of a Cantilever Beam
This appendix describes the dimensional analysis used to dynamically scale one of the
arms of the Draper test structure (see Figure 2-2) to a smaller, more manageable size. The
same techniques were used by Kelley when designing the Draper test structure to ensure that
its dynamics would be similar to an actual space structure Ij.
Dimensional analysis is a method which reduces the number of variables needed to
describe a physical phenomenon and groups them in dimesicnless form [261. The number of
variables is reduced by the number of primary quantities or dimensions which govern the
phenomenon. In mechanics the primary quantities are mass, length, and time. One benefit of
dimensional analysis and having dimensionless parameters is that the dimensionless parameters
are independent of changes in the size or units of the primary quantities. For instance,
velocity is derived from two primary quantities, length and time. A ratio of two velocities (a
dimensionless parameter) is the same whether the units are miles/hr, cm/sec, or light
years/century. This means that an equation will give the same results regardless of the units
of the primary quantities. This leads to scaling laws between a structure or a device and a
model. If a quantity, say a force, is measured on a moJel, the corresponding force on the
structure can be calculated if the scaling laws are valid. The scaling laws are valid if the
dimensionless parameters of both the model and the structure are the same.
The unforced equations of motion for the transverse motion of a cantilever beam with a
tip mass and tip inertia, shown in Figure C-1, are derived in Appendix A and are repeated
here. The governing equation is
a4w a2w
EIl + pA = 0 for x: <x<l (C.1)
~)x4 Dt
with boundary conditions
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y
a
beam X
Figure C-1: A cantilever beam with tip mass and tip inertia.
aw
w - = 0 for x=O
ax
a 2 w a3w
El -- It j (C.2)
a
3 w 2w Jfor x=1
El = IV 
ax 3 at 2
Since transverse vibration of a beam is a two dimensional phenomena and the cross-section of
the beam is rectangular, these equations can be written in terms of a unit depth beam. This
will allow the two dimensional behavior of the beam to be dynamically scaled while letting
the depth of the beam be chosen by other considerations. Dividing Eqns. (C.1) and (C.2) by
the depth of the beam, b, yields
EI a4w pA a2w
-- + -- = 0 for x: O<x<l (C.3)
b ax4 b at 2
with boundary conditions
aw
w = - = 0 for x-O
ax
EI adw It a3 w
_ = _ (C4)
b ax 2 b at 2 ax
EI a3 w M t
2
w for x=1
b ax3 b at2
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These are the parameters that should be preserved between the test structure and the scale
model.
The first step is to non-dimensionalize the equations of motion given by Eqns.
(C.3) and (C.4) and/or choose the dimensionless parameters of interest. This can be done in
the same manner as in Appendix A which yields
a4 w a2w
+ = 0 for x: O<z<l (C.5)
a 4 at2
with boundary conditions
aw
w = - -= 0 for =0
ax
a2w a3 w
a2= -I7it j I (C.6)
a2 ' at2az
for =- 1
a3wO a2w
= M
an 3 at
where the dimensionless variables are given by
x
Elt=t t
ctV= V- --, (C.7)
El
Mt
pAl
It
I = tt pAl 3
Note that these are the same dimensionless variables as where derived in Appendix A because
the division by the depth of the beam cancels with itself.
To obtain the scaling laws for the properties of the cantilever beani, one must first
determine the scale factors for each of the primary quantities; mass, length, and time. The
following analysis assumes that one is scaling from an existing structure, e.g., an arm of the
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Draper test structure, denoted by ()s to a scale model denoted by ()m
The length of the model beam, lm, is chosen subject to problem constraints, i.e., limited
size of fixture, ease of handling, etc. From this, the length scale factor, SL, and length ratio,
Lm/Ls , are given by
L m ImSL = - = (C.8)
L, IS
By choosing the material for the model beam, the density ratio, , is decided and is given by
Pm Mm- = (C.9)
Ps Ms lm
where Mm/Ms is the mass ratio of the beams since the dimensions of density are mass
divided by length cubed. Substituting from Eqn. (C.8) and solving for the mass ratio yields
the mass scale factor, SM, or
Mm 3
M
Choosing the material also determines the modulus ratio, Aj, given by
EM M.... (c.LT)' = m = m . (Ts)(C.I1)
Es Ms Lm m
where E is the Young's modulus and Ts/T m is the time ratio. Substituting Eqns.
(C.8) and (C.10) into Eqn. (C.11) and solving for the time ratio gives the time scale factor,
ST, or
TmST = S = Via (C.12)
Having found the primary scaling factors, all the physical quantities can be scaled. For
example, to find what the tip mass per unit depth of the model beam, (It/b)m, should be,
first determine the dimensions of (It/b), which are mass times length. Now multiply the
(It/b)s by the appropriate primary scale factors, or
(b )m u= b L .M .(C.13)
Table C-I shows the relevant physical properties for an arm of the Draper
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structure 11, 3] and some of the possible material and length scale combinations for the model
cantilever beam. The final design parameters for the scale model beam are shown in Table
C-II. Some of the considerations used for choosing the length scale and the material are
given in Section 2.2.
Table C-I: Possible choices for the scale model beam.
material
modulus, E (Nm- 2 )
density, p (kgm 3 )
length, I (m)
thickness, h (mm)
tip mass per
unit depth, Mt/b (kgm-1)
tip inertia per
unit depth, It/b (kgm)
length scale
factor, S L
mass scale
factor, SM
time scale
Arm of Draper
structure [11
Al
76x108
2840
1.22
3.18
13.4
6.88x 10- 2
Possible scale models
1 2
brass Al
103x 10 76x10 0
8500 2840
.305 0.203
0.794 0.529
2.51 0.372
8.04x10' 4 5.31x10' 5
.25 0.167
4.67x10 2 4.63x10-3 5.36x10-3
0.167 0.125
3
steel
207x109
7800
.153
0.397
0.575
.61 x10-5
.125
4
factor, ST 0.370
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Table C-II: Final design parameters for the scaled beam.
material steel
modulus, E (Nm 2) 210x10O
density, p (kgm '3 ) 7800
length, I (m) 0.146
thickness, h (mm) 0.381
depth, b (cm) 1.27
tip mass, Mt (kg) 6.73x10O3
tip inertia, It (kgm2 ) 5.0x10 7
-126-
Appendix D
Effective Loss Factor from the Decay Envelope of a
Free Vibration
This appendix gives the procedure used to determine the effective loss factor of a free
vibration from its decay envelope. This is done by reviewing the definition of the loss factor
and how it affects the decay envelope for linear viscous dan ping and then generalizing to the
non-linear case. This is closely related to the log-decrement method, which will also be
discussed.
A general example of a free vibration is shown in Figure D-1.
c- JH(t)c
\_/ tt
Figure D-1: An example of a free decay vibration.
The state, x(t), oscillates within the decay envelope, (t). Assume for the moment that the
vibrations are from a linear system with linear viscous damping. Then the time history of
the decay envelope could be described by
0(t) = 0o exp - W (D.1)
X ,
I
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for small values of where i1 is the loss factor, w is the frequency of vibration in rad/sec,
and io is the amplitude of the decay envelope at time t=O0. This is the familiar exponential
decay envelope.
A common method to determine the damping in a system is to plot the magnitude of
the free vibrations on a logarithmic scale, as shown in Figure D-2.
log IxI
E
Figure D-2: A free decay vibration plotted on a
logarithmic scale.
Taking the natural logarithm (base e) of the decay envelope described by Eqn. (D.1), the
decay envelope on a logarithmic scale would be a straight line given by
nwt
In( (t) ) = In( To )- '2
2
The slope (on the logarithmic plot) of the decay envelope is
aln() 7]W
at 2
(D.2)
(D.3)
If the decay envelope is not a straight line, the damping in the system must be
changing (assuming the frequency of vibration is constant). Therefore, for a general free
vibration (not necessarily a linear system or linear damping), the loss factor, eta, is given by
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aln(':(t)) 2
'(t) = (D.4)
at w
This provides a means of determining the loss factor from the decay envelope.
A very similar method is to observe both the slope and the magnitude of the decay
envelope on a linear scale. The slope of the exponential decay envelope described by Eqn.
(D.1) ,s given by
-- - 0 - exp -IO)t 2'2 I
71W
-- (t) . (P.5)
On a linear scale, the slope of an exponential decay envelope is directly proportional to its
magnitude. Solving Eqn. (D.5) for the loss factor, eta, yields
a+(t) 2
l (t) = ( - (D.6)
at ,(t),~
If the decay envelope is exponential then 71(t) is a constant. However, this equ::tion can also
be used to determine the loss factor from a general decay envelope (not necessarily
exponential).
Eqn. (D.6) is actually equivalent to Eqn. (D.4) because
aln(~(t)) a,(t) 1
(D.7)
at at (t)
is a derivative identity. Therefore both equations only provide two different ways to
calculate the same value. Eqn. (D.6) was used to calculate the effective loss factor, T1etf, for
the parameter study in Section 3.5.
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Appendix E
Distributed-Parameter Optimal Control for a
Cantilever Beam
This appendix describes an attempt to apply the distributed-parameter optimal control
formulation described by Tzafestas 13] to a cantilever beam with a torque actuator at the
tip. This formulation extends the classical variational calculus approach used in lumped-
parameter optimal control to distributed-parameter systems. The beam used in this
application does not have a tip mass or tip inertia. It is highly recommended that the
reader first refer to Tzafestas [11, 12, 13] and then to this derivation. The majority of the
points presented here are covered in [13] but [11] and 1121 may provide some needed insight.
E.1 The Control Problem
The equations of motion for transverse motions, w(x,t), of a uniform Bernoulli-Euler
cantilever beam with a torque actuator at the tip are given by
a 4w a2w a 2 T(x,t)
El- + pA = for x: O<x<l (E.1)
ax4 at2 ax 2
with boundary conditions
aw
w = - = 0 for x=O
ax
a2w
EI = T(x,t) (E.2)
a-1w for x=
El- = 0
ax3
where El is the bending stiffness of the beam and pA is its mass per unit length. The
control torque TET where T is the admissible control space, and is assumed to be open.
The interior domain, D, is x: O<x<l, and the boundary domain , B, is xEO, . Note that
the boundary of a one dimensional domain consists of two end points. These can be
considered as spatial delta functions.
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In preparation for the optimal control formulation, the equations of motion were put in
matrix form. For the system to be well-posed [31], a state vector, Y(x,t), was chosen such
that
a
2
w
Y(x,t) = curvature (E.3)
aw (E.3)
velocity
Rewriting the system in matrix form yields
OYxt '= Y(x,t) = F Y (E.4)
-EwI 3(.)
2 0 for xED
pA x 2
with boundary conditions
El N(x-) b(x) Y = T (E.5)
a(.) xa(. ~x)
EI () Nx-1) - b(x) 0 for xEB
ax ax
where F is a linear spatial operator matrix and b(x-z) is a spatial delta function at x=z.
The delta functions must be included to completely describe the boundary conditions in one
matrix equation. In Tzafestas' notation, Eqn. (E.5) is given by
= BbT(x) (E.6)
where e is a linear spatial boundary operator matrix and Bb is a boundary control
distribution matrix. Tzafestas assumes that the boundary operator has the form
P(. = Ab,(x,t)(.) + Ab2 (x,t) ) (E.7)
aa
where a.) denotes partial differentiation along the conormal of B relative to F(-) 131.
Tzafestas further assumes that Ab2 is nonsingular "without loss of generality" 111. For a one
dimensional system, differentiation along the conormal of the boundary is simply the partial
derivative at the boundary [321. The boundary operator for this case can be written in the
form of Eqn. (E.5), or
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I( E1)= xl (x- (.) + 0 0 (E.8)
(x-I) -l (x)
Note that Ab2 is singular in this case. This singularity will lead to difficulties later in the
analysis. It is not known if this is a counter-example for Tzafestas' assumption or if there is
some other problem.
E.2 The Cost Functional
A general quadratic cost functional, J, for a distributed-parameter system would be of
the form
i = f 2 j YT(x2't)Q(X x<2't)Y(xlt) dx1 dx2
t .
1 JJ 1d -UT(x1 t)(x 'x't)(x.t) dx d 2
of a matrix or vector, ()d indicates the interior domain (x: 0x~/), and ()b indicates the
2 DD
the integration. The first double integral over the interior domain eights the state vector,ff 'b b (x t)Rb(xX 2 't)Ub(x t) 1  j2 B
L dt (E.9)
ti
where Id and -l are scalar weightings on the control vectors, U, (.)T indicates the transpose
t  i t i  i  <x<),   i i t  
boundary. The subscripts on the spatial variable, x, indicate different dummy variables for
the integration. The first double integral over the interior domain weights the state vector,
Y, while the second weights the control vector in the domain, L. The boundary double
integral weights the boundary control vector, Ub. The weighting matrices for the states, the
interior control, and the boundary control are , Rd, and Rb, respectively. is assumed to
be positive semi-definite while Rd and b are assumed positive-definite [11l. The spatial
weightings have double integrals to allow spatial crossweights, in the same manner as it is
possible to crossweight the states in lumped-parameter systems. L represents the spatial
weightings and is integrated from some initial time, ti, to a final time, t, as in lumped-
parameter control theroy.
For this problem, the governing equation is homogeneous so there is no control in the
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domain. Hence, the domain control weighting term can be dropped from Eqn. (E.9). The
control problem is to find the admissible boundary control, Ub(x,t)=T(x,t), xEB, TET, that
will minimize the cost functional, J, subject to the constraints of the equations of motion,
Eqns. (E.4) and (E.6).
E.3 Finding Canonical Equations
The times ti and t and the states at these times are assumed known. The curve or
path described by Y(x,t): xED tE[ti,trJ is assumed to be twice continuously differentiable.
Introduce an Euler or weak variation in the states, bY, about the optimizing trajectory,
Y°(x,t), such that
Y(x,t)= Y°(x,t) + (v(x,t) (E.IO)
where Y(x,t) = cv(x,t) and v(x,t) is an arbitrary twice continuously differeutiable function
subject to boundary conditions. Since the end states are assumed known the var:.tion must
vanish, so the time boundary conditions for the variation are
v(x,t;)- = (x,tf) = . (E.11)
The spatial boundary conditions can be found from Eqn. (E.6) by
PY(x,t) - BbT°(x,t) = ( Y"(x,t) + ¢,(x,t) ) - PbT°(x,t) (E.12)
= pY°(x,t)- B bT(x,t) + (x,t)
= 0 xEB E-0
where T° is the optimal control. But, since BbY(x,t)- BbT°(x,t) = 0 from Eqn. (E.6), then
_(x,t) = 0 xEB . (E.13)
Now the cost functional, J, is modified to reflect the homogeneous governing equation
and to introduce two lagrange multiplier vectors, , for the constraints; one in the interior
domain, the other on the boundary, or
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yT t)(x,,x2,t)(xl't) dx dxl dx
lib UbT(Xlt)Rblx2t)UbX2,t) dx 1 dx 2
+ / d T(xlt)( a + F Y(x,t) d:l
+ 4 _b T(Xl,t)( Y(xl,t) - BbT(xl,t) ) dx ] dt (E.14)
By definition YO is an optimizing curve if the weak variation (or differentiai) of the cost
functional JI is zero, or
aJ aJ / ff [ll yT(x 2 t)Q(xx 2 t)2(xlt) dx 1 dx2
ti DD
+ dT(x l ) -a(xt) dx1 + / \T(x t)Fu(xt) dx,
+ f \b t(x1 T) L x F,t) dx ] dt (E.15)
= d
The second term in Eqn. (E.1.5) can be integrated by parts with respect to time to yield
-(xl)dTXIt
T(x,, t) a dt dx 1 = d() lt) dt dx (E.16)fD f tf dat f f at
ti ti
using the temporal boundary conditions for the variation from Eqn. (E.11). The fourth term
in Eqn. (E.15) is on the boundary and must satify the spatial boundary conditions on the
variation from Eqn. (E.13). Therefore the fourth term is zero.
Tzafestas uses an extended Green's theorem on the third term in Eqn. (E.15). Here is
where the assumption of a non-singular Ab2 matrix in the boundary operator is used. Since
Ab2 is singular in this case, Tzafestas' formulation cannot be followed directly. However, one
can expand the matrix notation, use Green's theorem on each equation, and recombine the
results into matrix form to find the adjoint operators [331. Expanding the matrix notation
for the third term yields
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\FdTF dxl = T : t a() 1
-El a2(.) 0
_pA x 2
a2v2 El a2 j
di ax 2 Ad 2  xl
1 2, P IxI 
(E.17)
where ()i denotes an element of a vector. Green's theorem for a one dimensional domain is
simply integration by parts twice. Integrating both terms in Eqn. (E.17) by parts twice gives
TFv dx I a,2 2 - 2 dx1
~D J ~D ax 2 pAa 12x
at' 2 axdl El atO aX I (E.18)
Pt + i 'di - [ yd2 s- U
ax1 ax1 pA ax 1 ax 1 x1 =O0
Putting this result back into matrix form yields
4 \TTFv dxi = [ p
pi
a2(.)
.ax.
+ X\dT(xl) 0 1 av(x) ad
-EI axi
In Tzafestas' notation,
-El 2(.) = F
pA ax2 
a2(.)
axl2
which is the adjoint operator of F, and
A - 21 d(Xlt) t(xl ,t) dxl
r(XI) 0 1I u(Xi) I
)x 1 I -El x o
pA J
O ] = A . (E.21)
-EI
pA
The spatial boundary conditions for the variation given in Eqn. (E.13) are applied to
Eqn. (E.19). This is most easily done by expanding the matrix notation for both equations,
(E.19)
(E.20)
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applying the boundary conditions, and putting the results back in matrix notation. The
boundary terms in Eqn. (E.19) become
dT(X)A^ -2) - d A v(x)
_d ax ax X -0
~T x---- .)at(x) o(X) O x-l) (x) l
dT(X) -El ax ax J -El X i(=O
- (x) A- (x) o(x
L pAI A J
Substitute Eqns. (E.16), (E.19), and (E.22) into the variation of the cost function, Eqn.
(E.15). Using the fact that the fourth term in the variation must be zero and rearranging
yield;
-E- tr [ l (Tl (x2)-(xlx2) dX2 + l dx
El 6(T) F | axx ax [-El 
-0
where FT operates to the left. Since the variation v is assumed arbitrary, () is also
ax i
assumed to be arbitrary, subject to the boundary conditions which have already been applied.
Applying the fundamental theorem of calculus of variations to Eqn. (E.23) then
ad(X + F (x1) + ] Q(xl,x2 )Y(x) dx = for xED (E.24)
ax1 D
using the assumption that Q is symmetric, and the boundary terms give
EIl
6(x-I) A (x,) 1 x)= o = *e)d(x) (E.25)
pA
a(.) EIa()
a(x,-1) '(xl) for xEB
ax, pAx i
where P* represents the adjoint boundary operator. In applying the fundamental theorem to
the boundary terms, the matrix notation was first expanded, the fundamental theorem was
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a;pplied, and then the results were recombined back into matrix notation. Eqns. (E.24) and
(E.25) are the canonical relations needed to minimize .JI with respect to the state vector, Y.
Now proceed to find the canonical relations for all the other variables in J; d' Xb and
T. This yields:
_ d' Allow a variation _ d
ft = -aY(x) T
1 - + F Y(x) d(X) dx dt
as t D atd
-0
or
-aY(x)
at
+ F --= 0 for xED
~Xb: Allow a variation b,
- = [ y(x - BbT(x) ]T %(x) dx dt
O , t. B
= 0
or
Y(x) - BbT(x) = 0 for xEB
T: Allow a variation T,
asT - ( 1 b Rb(XX2)Ub(X2) dx, - b (xlX(xl) )T bT(x) dx dt
= 0
(E.27)
or
(E.26)
f b Rb(xl,X)Ub(x2) d 2 - Bb(xl)b(x) = oB XPb(d=- for xlEB (E.28)
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where Bb is assumed to be purely algebraic operator.
Tzafestas introduces the concept of a generalized inverse matrix as defined by
J C(xl,x 2 ,t) Ct(x2,x3 ,t) dx2 = I (X1-x 3) (E.29)
where Ct is the inverse of C and I is the identity matrix 111. This is used to solve Eqn.
(E.28) for the optimal control torque, T, which is given by
T() =- Rt(Xl,X2) BbT(l)\b(xl) dxI for xEB . (E.30)
lb B
Eqns. (E.24), (E.25), (E.26), (E.27), and (E.30) are the independent canonical relations
needed to solve the control problem. However, there is not an independent relation for b.
As Tzafestas notes, an independent equation for b is not expected because the governing
equation and boundary conditions for the original problem, Eqns. (E.4) and (E.5), are not
independent. At this point Tzafestas determines a 'compatibility factor', I((x), such that
Xb(x) = K(x) Xd(X) for XEB . (E.31)
Again, one cannot follow Tzafestas' formulation exactly due to the singular matrices, but may
do something similar. Using Eqn. (E.13)
XbT(X) (x) = 0 for xEB . (E.32)
An equation involving Ed on the boundary is fouind from Eqn. (E.23). The boundary terms
in Eqn. (E.23) must be zero to minimize J 1, or
I4X au(x) aD\dT(x) 0 (x-) v(x) (E.33)
j ax ax -Eix) x1=o
pAx
= 0 for xEB
Applying the adjoint boundary conditions from Eqn. (E.25), expanding the matrix notation of
Eqns. (E.32) and (E.33), and comparing like terms of vl and 2, the elements of the variation
vector, yields
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El a\d 2El Xbl' l = - - 1
pA ax =
'vI -El ati
El b2 - - d2
ax pA ax
\il b (E.34)
ax 
x=O
\b 2 \d 2
bax ax
Canceling like terms and rewriting this result in matrix form gives
a(.) q 1) a (.)
- 8(x) - - 8(x-t)
ax pA ax
-1
- 8(x) - a(x-I)
pA
Ed(x) (E.35)
= K(x) Ed(x) for xEB
which is the desired compatibility factor. This completes the set of required canonical
relations.
E.4 Forming the Distributed-Parameter Riecati Equation
Collected together, the canonical equations are:
Žb(X) =
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ad( + Fd(x + d  (x,x 2 )Y(x 2 ) dx2 = 0 for xlED, (E.24)
at D
x.d(X) = 0 for xEB, (E.25)
-ay(x)
+ F Y(x) = 0 for xED, (E.26)
at
PY(x) - B bT(x) = 0 for xEB, (E.27)
TO(x2) = - Rt(xx2,) BbT(xl) db(X ) x, for xEB, (E.30)
b B
Xb(x) = K(x) d(X) for xEB . (E.35)
Assume a feedback solution of the form
\-d(xlt) = f S(xlx 2't) Y(x2't) dx2 for xlED (E.36)
where S is a feedback gain matrix and is assumed to be symmetric, as in lumped-parameter
control theory. Taking the time derivative of this assumed solution gives
3d(Xl) fa(VlX2) a(x
a = Y(X2 ) dX2 + S(XlX2 ) a dx2 for xED . (E.37)
at fo at D at
Substituting from Eqn. (E.26) into the second integral in Eqn. (E.37) yields
a-, atz Y(x2) dr ~ ·x2 (x,) d for ED .(E.38)
at f at
The goal is to manipulate this equation into a form that can be compared with Eqn. (E.24).
To do this, one must use Green's theorem on the second integral in Eqn. (E.38) so that there
are no operators on the state vector, Y.
The most straightforward way of doing this is to expand the matrix notation of the
second term and apply a one dimensional Green's theorem to each equation, as was done
when reducing the variation of the cost function, Eqn. (E.18). This yields
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j S(xIx 2) F Y(x2) dx2 = 2 Y2(X) 
~~~~~aD x2 Y2(x)
2521
2 Y2(x 2) -
Lx2
El a2S,2
pA ax 2
2 Y(x2)
El a2522
2 Yl(x 2 )pA Ox22
Y2{x2) a 5a0Y2 (X2 ) aSi2 El aYI(x2) as Y(x)2
3Y 2 (x 2) OS2 1 El ayI(S -- Y . (x.,) - - x2) 0S22 Y (x2)2 2 2- - 2 2 2for ED where S are the elements o the and the boundary terms are subject
for xlED where S are the elements of the gain matrix and the boundary terms are subject
to both the state and adjoint boundary conditions, Eqns. (E.6) and (E.25), respectively.
Substituting the assumed solution for d into the adjoint boundary condition, Eqn.
(E.25), gives
(E.40)~d(Xl)- /= . (x1)S(xl,x2)Y(x,) dx.
D
= 0 for x1 EB
Since this integral must equal zero and there is no constraint on the state vector to insure
this, it must be that
e(xl)S(lx2) = Sllx-) + Xl) -S21 2x) S12 (xI-1) + S2 98(X1)
as O1as21 a0512 as 22) + q(x) -q(x,-1) +  qx )
axl ax- OX1 1ax
(E.41)
0 for xEB, x2 ED
These are the adjoint boundary conditions to be applied to Eqn. (E.39). Doing so and
rewriting the integral in matrix form yields
dx 2
(E.39)
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f S(x1 ,x 2 ) F Y(x 2 ) 1X2 -=f S(x1,,x2) F Y(x 2 ) dx2
D
( S2 x2 a x2-pAt S2N' )Xf-
Expanding the state vector boundary conditions, Eqn. (E.6) becomes
aY(X)Y2(x) = - 0
ax
El Y(x)= T(x)
aY 1(x)El = 0
ax I
for x-=0,
for x--= . (E.43)
Substituting these boundary conditions into Eqn. (E.42) gives
f S(XIX2 ) F Y(x2 ) dx2 = f S(xl,x2 ) F*T Y(x2 ) dx 2
0 1
+1 j as ( IX)T(x2) dxo
B 1 as 22(xlx 2 )
pA ax 2
(E.44)
for xED
The integral over the boundary terms is included for complctenezs only. There are no
nonzero terms at x-=0. This completes the application of Green's theorem to the second
integral in Eqn. (E.38).
Substituting this result back into Eqn. (E.38) and substituting for the optimal control
torque from Eqn. (E.30) yields
axd(Xl)
at
as(xx 2) Y(x,) dx 2 + f S(xl'x 2 ) F *T Y(X2) dxo
D at - (E.45)
0
+J322~X1,J !-Rbt(x3,x2 ) jbT(x3 ) Xb(X:) dx dxa
1 a22(XIX2) 
ipA O ax2 2-
D
+4 dx 2 (E.42)
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for xlED . Substituting for X_b from Eqn. (E.35) and for d from Eqn. (E.36) gives
at = latS,) Y(x2) dx + Jl S(xl,x2 ) F*T Y(x) dx2
f ~~~D ~~~ - D ~~(E.46)
+ iffl Iff 1 a1s22( - Rbt(x3,x2) BbT(x3) K(x3) S(x3,x4)
D B B 1 22(xlIx2) qb
pA axe 2
Y(x 4) dx dx3 dx 4 for xlED
Now one can compare Eqn. (E.46) with Eqn. (E.24). Substituting the assumed solution
for Id into Eqn. (E.24), comparing the kernels of the outermost integrals over the interior
domain, and rearranging yields
-as(x Fx2,x 2) + S(x,)FT + (x(x,xl)
at
(E.47)
+ I - Rbt(x3,x 4 ) BbT(X3 ) K(X3 ) S(X3,'X) dx 3 dx 4
22 X (x4 -t)
for x, x2 ED where the dummy variables for integration in the boundary term have been
changed. This is a distributed-parameter Riccati equation. It is very similar to Tzafestas'
result but is not quite the same due to the differences in the derivation because of the
singular matrices in the boundary operator, (x). For example, the kernel for the boundary
integrals here does not have the symmetry of that in Tzafestas' Riccati equation. After
solving the Riccati equation for S(xl,x2 ,t) then Eqns. (E.36), (E.35), and (E.30) are used to
determine the overall gains for the optimal feedback torque. No dedicated attempt was made
to solve this Riccati equation.
E.5 Possible Weighting Matrices
In this section, one set of possible weighting matrices is described. Let the state
weighting matrix, , be given by
0 ]1
Q224{XI'X2 )
q(Xl'x2) =
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(E.48)
for xl, x2 ED
which weights the square of the states without any spatial crossweighting. Q11 and Q22 are
scalars. Let the boundary control weighting matrix, Rb, be given by
Rb(xl,x2) = Rl1 Xl-X2) I for x l, x2EB
which weights the square of the torque at the boundary without any spatial crossweighting.
R 1 is a scalar. Both Q and Rb are time invariant.
E.6 Possible Problems with this Formulation
Several questions were raised during this derivation. The first question arose while
finding the Riccati equation. When applying Green's theorem to the second integral in Eqn.
(E.38) while finding the Riccati equation, the Green's theorem yielded boundary terms like
aSIl(xl,x 2 )
Y. (x2) for xlED,
ax,
which is taken from Eqn. (E.39).
(E.39) had terms like
aSll(Xl,X.)
a(xx) b(X-) = 0
axI
B (E.50)
The adjoint boundary conditions applied to Eqn.
for xlEB, x2ED .
which is taken from Eqn. (E.41). Note that the derivatives are with respect to
dummy variables, although the domains for the derivative variables are the same.
allowable to use such boundary conditions in Eqn. (E.51) to cancel the boundary
Eqn. (E.50)?
(E.51)
different
Was it
terms in
The second question concerns the general properties of S. Although it is assumed that
S is symmetric, does this imply anything about the spatial symmetry of its elements, i.e.,
S(xl,x,) vs. S(x2,,x). Any additional information about S may help in solving the Riccati
equation, and may give the answer to the first question.
(E.49)
x2E
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