ABSTRACT User identification is very helpful for building a better profile of a user. Some works have been devoted to this issue. However, the existing works with a good performance are mainly based on the rich online data and do not consider the cost of online data acquisition. In this paper, we aim to address this issue with a lower cost of data acquisition. A machine learning-based solution is proposed solely based on the user's display names. It consists of three key steps: we first analyze the users' unique naming patterns that lead to information redundancies across sites; second, we construct features that exploit information redundancies; afterward, we employ machine learning method for user identification. The experiment shows that the proposed solution can provide excellent performance with F1 score reaching 96.24%, 92.49%, and 90.68% on three real different data sets, respectively. This paper shows the possibility of user identification with a lower cost of data acquisition.
I. INTRODUCTION
In the past decade, Online Social Network (OSN), such as Facebook, Twitter, Foursquare, etc., has become extremely popular and been one of the more common communication tools [1] - [4] . According to eMarketer report [5] , the number of social network users has reached 2.34 billion until June 2016, and is estimated to be around 2.95 billion until 2020.
It is very common that an individual uses various social networks for different purposes. For example, a user might use Facebook to keep communication with family members or friends [6] , uses Twitter to post news [7] , use LinkedIn for job search, and use Foursquare for location-based social applications [8] . The personal information on a single site is often incomplete. If integrating these sites, we can build a better profile of a user to improve online services, such as business intelligence, information diffusion.
To integrate these OSN sites, it is necessary to identify users across social networks. There are some existing works discussing possible solutions for user identifications (see Section 2 for detail). However, these works are often based on too much stringent condition (e.g., personal information, friendship or username, etc.). Generally, it is high cost or even difficult to obtain the above information, while the display name is public information on social network and can be obtained with a lower cost.
Suppose a stranger applies for your friend on Facebook. When you see his display name, you might think that you are friend on Foursquare, and it is really him. Why would you make sure he is your friend? In fact, due to memory capacity constraints [9] or personal hobbies, the display names a user selected for different sites generally have abundant information redundancies, and these abundant information redundancies help us identify our friends across sites. In this paper, we first analyze abundant redundancy information of display names user selected for different sites, construct features to exploit the abundant information redundancies, and propose an effective solution for user identification. To our knowledge, this is the first work on user identification solely based on display names. Our main contributions are shown as follows.
1) An efficient framework for acquiring the ground truth data across social networks is presented. We adopt three real social network datasets for user identification.
To obtain these datasets, a specific distributed crawler is developed to extract the display names individuals selected for Facebook, Twitter and Foursquare, respectively. This is a foundation for data analysis.
2) We present a supervised machine learning-based solution to user identification only based on the display name. We first construct the features that exploit the information redundancies between any two display names, and pour them into the classifiers for user identification. The results show that the proposed solution enables to provide excellent performance. 3) Several user identification experiments based on the different classifiers are conducted. We study whether the classifiers have impact on user identification accuracy. The results show that classifier logistic regression with builtin cross-validation works best, and its AUC values reach the highest value. This helps us select a better classifier for our experiments. 4) The top 10 features that affect the identification results are identified. We further validate the selected features, and show that miss of a single attribute does not influence much on identification accuracy. This indicates that the information redundancies are exploited by many features simultaneously. It should be mentioned that although the proposed solution is currently tested on Facebook, Twitter and Foursquare, it is applicable to all other existing social sites with few revisions. The rest of the paper is organized as follows. Section 2 presents some related works. We formulate the user identification problem across social networks in Section 3. Section 4 introduces how to collect the real dataset and extract features. Section 5 describes the user identification model and its corresponding experiments. Finally, the conclusion is given in Section 6.
II. RELATED WORKS A. USER IDENTIFICATION ACROSS SOCIAL NETWORKS
User identification has attracted the attention of many researchers. The exiting works can be roughly categorized into two groups: user identification based on multidimensional information, and user identification based on single-point information.
User identification based on multidimensional information are mainly based on user profile, user generated content(UGC), and friend network. In profile-based methods, the authors collect user profiles [10] , [11] , e.g. username, description, location, etc. [12] - [15] . In UGC-based methods, the user generated content is collected. User friend network based methods [16] , [17] collect users' friendship network.
These existing works are heavily based on the user's profile, UGC or user's friend network. However, the users who are more concerned with online privacy do not exposure such personal information. This makes it difficult to collect the user information. Therefore, some researchers pay attention to user identification with single-point information.
Reza and Liu [18] presented the user identification method based on the username. Zafarani et al. [19] , [20] presented MOBIUS method to identify users across sites based on the naming patterns of usernames. Liu et al. [21] analyzed usernames' characteristics including length, special character, numeric character etc., and proposed a weighting function of user identification based on the above characters.
These works are solely based on username. However, username is not always available, and even in some situation, the username is a numeric string automatically assigned by sites. To overcome the above problem, we focus on user identification only based on the display name. We also have some improvements in feature construction.
B. CLASSIFIERS USED IN USER IDENTIFICATION
Generally, the features are extracted to exploit the characteristics of the obtained data. Then, the machine learning based classifiers are employed for user identification. These classifiers include both supervised and unsupervised learning frameworks. Liu et al. [22] proposed a supervised multiobjective learning framework to integrate user accounts of the same individual across OSN sites. To solve the collective link identification problem, Zhang et al. [23] , [24] proposed a unified link prediction framework and also studied the multinetwork link prediction problem across partially aligned networks. However, most existing works have focused on pairwise user linkage across two sites. Even though a few of them can handle multiple sites, the computation complexity is too high for practical applications and the models tend to depend on specific data forms. Mu et al. [25] presented the concept of ''Latent User Space'' to model the relationship between the underlying real users and their observed projections onto the varied social platforms. Based on this concept, they proposed a unified framework to address the user identification problem across sites.
C. CROSS-SITE LINKING IN ONLINE SOCIAL NETWORKS
Some sites provide the cross-site linking function for users. This function allows a user to link his account on one OSN site to his accounts on other OSN sites.
There are some existing works studied on cross-site linking. Ottoni et al. [26] studied the user behavior across Pinterest and Twitter. Chen et al. [27] have studied cross-OSN links between Google+ and other OSN sites. Wang et al. [28] compared a series of user activities across Foursquare, Facebook, and Twitter. Chen et al. [29] present a holistic study of the cross-site linking function based on the entire Foursquare user base. These analysis results show that the cross-site linking function is widely adopted by OSN users. This function guarantees that we obtain adequate ground truth data.
III. PROBLEM STATEMENT
We clarify two concepts: username and display name. A username is a name that uniquely identifies a user in an OSN site, which is often alphanumeric string, numeric string or email address. A display name is a name that a user chooses shown to other avatars in an OSN site, which is often alphanumeric string and is not necessarily unique. The usernames or display names an individual selected for different OSN sites often have abundant redundancy information [19] , [20] , so the username or display name can be used in user identification VOLUME 5, 2017 across sites. However, in some sites, such as QQ 1 and Foursquare, username is assigned by the site and is a numeric string. In this situation, username does not have enough abundant redundancy information to help us identify user. In this paper we focus on the user identification solely based on display name.
For clarity of description, we take Fig.1 for instance. In Fig.1 , there are two OSNs denoted by OSN1 and OSN2, respectively. In OSN1, there are two individuals whose display names are 'Dave Whelan' and 'D. J. Whelan', respectively. There is a user whose display name is 'David J. Whelan' in OSN2. There are two problems that need to be solved for user identification. Without loss of generality, we can assume that name 1 and name 2 are two display names across sites. The solution to user identification attempts to find an identification function f (.,.) such that 1 and name 2 belong to the same individual 0 otherwise.
Following the route of machine learning method, we can easily learn an identification function by employing a supervised learning framework based on the training data. The learning process can be trained by the existing machine learning methods. Therefore, the focuses of our work are how to analyze the abundant redundancy information of two display names and how to construct features to exploit the abovementioned information redundancy information.
Because the display name is not necessarily unique on OSN site, it is a possibility that a display name is shared by several users. In this situation, it would decrease the identification accuracy. However, if we introduce some other information to our identification function, this problem can be solved easily. In this paper, we ignore the case that a display name is shared by several individuals.
IV. DATA COLLECTION AND FEATURE EXTRACTION A. FOURSQUARE AND ITS CROSS-SITE LINKING FUNCTION
There are some OSN sites that support the cross-site linking function, such as Foursquare [3] , Google+ [30] , Pinterest [31] , Quora [32] . Based on the advantage of this function, we could obtain the display names of same individual on different OSN sites. We choose Foursquare which provides us the following advantages.
First, Foursquare is one of the most popular OSN sites, and it has a large number of registered users. Second, every Foursquare user is identified by a unique numerical user ID. This ID is assigned in an ascending order. If we know the ID of a user, we can access the URL http://Foursquare.com/user/ID to obtain his public profile. Based on this characteristic of Foursquare, we can obtain the profiles of almost all users by constantly changing user ID from 1 to the maximum user ID. Third, when a Foursquare user links his public profile to his accounts of Facebook or Twitter, he should authorize Foursquare to access his Facebook/Twitter account. Only after Foursquare veryfies the ownership, the user could formally link his public profile to Facebook/Twitter account. It is credible to use this method to obtain the display names of a user on different OSN sites. 
B. DATA COLLECTION
In order to collect user's display names on different OSN sites, we implement a python-based distributed crawler to download user's profile page. The data collection procedure is illustrated in Fig.3 .
Normally, most of OSN sites do not allow too many concurrent requests from the same IP address. To solve this problem, we develop a distributed crawler. We evenly divide the ID space into many chunks, and each crawler is responsible for crawling one chunk of IDs. Given a Foursquare user ID, we can download this user's profile page using the Foursquare crawler. We feed this crawled HTML page to the Foursquare parser, and then we can obtain the display name on Foursquare, his Facebook URL and Twitter URL. Based on the obtained Facebook/Twitter URL, we can access his display name on Facebook/Twitter by the corresponding API.
We have obtained 597,822 display names on Foursquare. In the obtained display names, most are in English, and only a few part in Chinese, Korean, Japanese and other languages. In the data preprocessing, we call the translation API 2 and translate all non-English names into English.
Because only some of users expose their Facebook or Twitter URLs, the number of display names on Facebook/Twitter is less than 597,822. We consider two display names of the same user on two different OSN sites as a positive instance. Based on the obtained display names, we can construct three datasets that only contain positive instances. Three datasets are named as FS-FB, FS-TW and FB-TW, respectively. FS, FB and TW are abbreviations of Foursquare, Facebook and Twitter, respecttively. The numbers of positive instances in three datasets are shown in Table 1 . [29] . However, since some of the exposed URLs fail, the numbers of display names we actually obtained are less than the corresponding numbers of exposed URLs.
In order to improve the performance of machine learning classifiers, we add as many negative instances as positive instances to these three datasets. For the negative instances in FB-TW, we take display names of one FB and one TW account of different users to build 80% negative instances. For the rest 20%, we take display name pairs which share either surname or given name. We employ the similar method to generate the negative instances in FB-FS and FS-TW.
In each dataset, it contains two types of data: positive and negative instances, where positive instance (Hereinafter referred to Positive) indicates these two display names belong to the same user, negative instance (Hereinafter referred to Negative) represents these two display names belong to two different persons.
C. FEATURE EXTRACTION
As is well known, the display names an individual selected for different OSN sites are generally not long, not random, and have abundant redundancy [19] , [20] . These properties can help us determine whether two display names belong to the same user. Generally, we capture the above characteristics by some specific features, and then we learn a classification function based on supervised machine learning for predicting new instances. In this section, we introduce several important features characterize the above properties according to dataset collected.
1) AVERAGE (MAX) OF BEST MATCH
Normally, user' names consist of first name, [middle name], [last name], [title] . While not everyone writes all parts, some individuals omit the middle name, others omit last name, or even reverse the first name and last name. Thus, if we just compare the name as a whole, it will neglect name's part identical. Therefore, we consider the average (max) of best match based on string similarity.
Suppose s 1 and s 2 are strings. The similarity of s 1 and s 2 is expressed by Eq.(2).
where len(s) is the length of string s, and lcs(s 1 , s 2 ) is the Longest Common Substring(LCS) of string s 1 and s 2 .
Suppose name 1 and name 2 are two display names. The detailed implementation steps of average (max) of best match of name 1 and name 2 are shown as follows.
Step 1: Segment name 1 and name 2 into words, respectively, and get two word arrays Arr 1 and Arr 2 ;
Step 2: For each word w i ∈ Arr 1 and each word w j ∈ Arr 2 , calculate similarity of w i and w j by Eq. (2), and is expressed VOLUME 5, 2017 by Eq.(3),
Then we get a similarity matrix A = {a ij } ;
Step 3: Find the biggest value in matrix A, and denote by a mn . Insert a mn into list list max . Delete the m th row and n th column of A and get new matrix A';
Step 4: A ← A'. Repeat Step 3 until the matrix A is empty, and get the list list max ;
Step 5: Calculate the average of all elements in list max , and get the average of best match. If find the maximum of all elements in list max , get the max of best match.
To express more clearly, we take an example to further explain the above algorithm. Assume a user's display name in Facebook is 'David J. Whelan', and in Twitter called 'Dave Whelan'. In the 1 st step, we segment these two names into words, respectively. We get two arrays, ['David', 'J.', 'Whelan'] and ['Dave', 'Whelan']. In the 2 nd step, we calculate the similarity matrix A by Eq. (2) and Eq.(3). The matrix A is as shown in Table 2 . In the 3 rd step, find the maximum 1.0 and delete the 2 nd row and 3 rd column of matrix A, get a new matrix as shown in Table 3 . list max = [1.0]. Repeat the 3 rd step, find the maximum 0.667. After delete the 1 st row and 1 st column, the matrix is empty. Therefore, we get the list max = [1.0, 0.667]. The average value 0.834(= (1.0 + 0.667)/2) is average of best match, and maximum value 1.0 is max of best match.
2) LONGEST COMMON SUBSTRING SIMILARITY OF DISPLAY NAMES
The longest common substring of display names problem is to find the longest string that is substring of two display names. It can be used to compare the similarity of two display names. Assume that two names are name 1 and name 2 , respectively. The feature can be measured by Algorithm 1 [21] .
We take 'Dave Whelan' and 'David J. Whelan' as example to calculate longest common substring of display names. Based on the above algorithm, in the 1 st iteration lcs(name 1 , name 2 ) is 'Whelan' and Len lcs (1) = 6. 
3) LONGEST COMMON SUBSTRING COMPARING MINIMUM LENGTH
We consider the length of longest common substring of two display names. Intuitively, the longer the length of longest common substring is, the more similar these two display names are. We select the ratio of their longest common substring length to the minimum length between name 1 and name 2 as feature. This feature can be measured by Eq.(5).
For 'Dave Whelan' and 'David J. Whelan', lcs(name 1 , name 2 ) = 'Whelan' and its length is 6. len('Dave Whelan') = 11. len('Da vid J. Whelan') = 15. Therefore,
4) LONGEST COMMON SUBSEQUENCE COMPARING MINIMUM LENGTH
The Longest Common subsequence (LCseq) of two display names problem is the problem of finding the longest common subsequence in two display names. It differs from the longest common substring, which alphas or digitals must be continuous in the origin name. This feature is measured by Eq.(7).
Sim LCseq min = len (LCseq (name 1 , name 2 )) min (len (name 1 ) , len (name 2 )) . 
5) JENSEN-SHANNON DISTANCE OF ALPHABET DISTRIBUTION
As descried in [19] and [20] , two display names 'gateman' and 'nametag' are highly similar due to one being the other spelled backward. On the other hand, users in different language also have their characteristic letters. Jensen-Shannon distance of alphabet distribution capture these properties, and is expressed by Eq.(9). 
where p name is the alphabet distributions for name. For 'Dave Whelan' and 'David J. Whelan', their alphabet distributions are shown in Table 4 . Based on Eq.(9), we can get Sim JSD = 0.111.
6) EDIT DISTANCE
As is well known, edit distance [33] is a way of quantifying how dissimilar two strings are. Given two display names, we simply seek for the minimum number of insertions, deletions and substitutions to make both display names equal. This number is called (simple) edit distance. In this paper, the edit distance measure of name 1 and name 2 is denoted by Sim ed (na-me 1 , name 2 ).
Take name pair 'Dave Whelan', 'David J. Whelan' for instance, the former converted to the latter need 5 steps, so its edit distance is 5, as shown in Eq.(10).
Sim ed ('Dave Whelan', 'David J. Whelan') = 5. (10)
7) NORMALIZED EDIT DISTANCE
Compared with edit distance measure, normalized edit distance considers the length of two display names. This measure is expressed by Eq. (11) .
The Sim ned is similar to Sim ed , except steps +1 when delete or insert, but +2 when substitution. The normalized edit distance of name pair 'Dave Whelan', 'David J. Whelan' is as shown in Eq. (12) .
Sim ned (name 1 , name 2 ) = 11 + 15 − 6 11 + 15 = 0.769. (12) In addition, we also construct feature length of longest common substring, length of longest common subsequence, longest common substring comparing maximum length, longest common subsequence comparing maximum length, edit distance comparing maximum length and edit distance comparing minimum length based on the obtained data. For convenience, we number each feature in sequence, as shown in Table 5 . 
V. NAME-BASED USER IDENTIFICATION
Based on dataset and feature sets as described above, we employ supervised machine learning model to identify user across sites. Supervised machine learning [34] is the learning task of producing a classification function for predicting new instances from a set of labeled training instances. VOLUME 5, 2017 A. IDENTIFICATION MODEL BASED ON MACHINE LEARNING Fig.4 illustrates the basic concept of proposed name-based user identification model. In this solution, there are two routes: training and predicting. In training route, we first crawl the user's display names from the OSN sites to form the training dataset. Second, we extract the features from the training data and construct a series of feature vectors that consist of a set of values. Next, we feed these vectors to supervised machine learning algorithm. After learning, a classification model is outputted for predicting route. In predicting route, the previous steps are similar to the steps of training route. After obtaining the feature vector of a new pair of display names, we input this feature vector to the classification model for distinguishing whether this specific pair of user's display names belongs to the same individual or not. 
B. EVALUATION METRICS
In order to understand our evaluation metrics more clearly, we consider a confusion matrix illustrated in Table 6 , where a represents the number of Positives correctly classified, b refers to the number of Positives misclassified as Negatives, c expresses the number of Negatives misclassified as Positives, and d is the number of Negatives correctly classified. Based on the confusion matrix, a set of metrics commonly evaluated in machine learning field are introduced: accuracy, precision, recall, F-measure, true positive rate and false positive rate. Accuracy(ACC) is the ratio of number of instances correctly classified to the total number of instances and is expressed by Eq. (13) .
Precision(PRE) is the ratio of number of Positives correctly predicted to the total number of Positives predicted and is expressed by Eq. (14) .
Recall(REC) is the ratio of the number of Positives correctly classified to the total number of true Positives and is expressed with Eq. (15) . Recall is also called True Positive Rate (TPR).
False Positive Rate (FPR) is the ratio of the number of Negatives misclassified to the total number of true Negatives and is expressed with Eq. (16) .
F-measure(F1) is the harmonic mean between precision and recall, and is defined as Eq. (17). For evaluation of classifiers' performance, F-measure value is more precise because it is a combination value of PRE and REC.
C. CLASSIFIERS
Even for the same training dataset, the identification accuracy of different models might be quite different. To choose a better classifier in our solution, we use seven classifiers including Gaussian Naïve Bayes(GNB), Bernoulli Naïve Bayes(BN B), Logistic Regression(LR), Logistic Regression with builtin Cross-Validation(LRCV), Support Vector Machine(SVM), Decision Tree(DT), and Random Forest (RF) to train the identification model, respectively. These classifiers could be implemented by scikit-learn [35] . All parameters of these classifiers are default values. We perform the 10-fold cross-validation in our experiments. For each classifier and dataset, we perform 10 runs, and then report the average of the results. The corresponding identification accuracy results are illustrated in Fig.5 . It shows that LRCV works best on three different datasets, and its AUC values reach the highest accuracy of about 0.86, 0.85 and 0.87, respectively. Therefore, in the following experiment, we choose LRCV as our classifier.
D. RATIO OF POSITIVE TO NEGATIVE
The ratio of positive instance to negative instance in the training dataset might affect the user identification model. In order to achieve higher user identification accuracy, we change the ratio of positive instance to negative instance as follows: 8:1, 4:1, 2:1, 1:1, 1:2, 1:4 and 1:8 to train the classifier model, respectively. The corresponding identification accuracy results are illustrated in Fig.6 . It shows that F1 score decreases slightly when the ratio of positive instance decreases. That is, the bigger the ratio of positive instance is in the training dataset, the more accurate identification results are. This is because that a large ratio of negative instance indicates a large probability to misclassify positive instance to negative instance, and vice versa. However, when the number of positive instance is bigger than the number of negative instance in the training dataset, the identification accuracy is nearly the same. Taking into account the cost of obtaining positive instances, we set the ratio of positive instance to negative instance to 2:1 in our experiments.
E. CLASSIFICATION RESULT AND COMPARISON
To evaluate our method, we compare the proposed approach with two existing works: MOBIUS [19] , [20] and Liu's approach [21] . For each classifier, the same evaluation metrics are calculated. We also perform the 10-fold crossvalidation in the experiments. For each classifier and dataset, we perform 10 runs, and then report the average of the results. The results are illustrated in Table 7 and the best results are highlighted in bold.
From Table 7 , it is obvious that our classifier is capable to achieve the best accuracy, recall and F1 on three datasets. Our classifier can also achieve the best precision on two datasets (FB-TW and FB-FS). This indicates that these suitable features we selected are capable to identify user across OSN sites effectively. Besides, it is also shown that the other two classifiers achieve good performance.
Some individuals use the same display name on different sites. After analyze the above three datasets, we find that the percentages of users who use the same display names across sites are 42.69% on FB-TW, 40.11% on FS-TW and 61.90% on FB-FS, respectively. Because the display names the user selected on different sites are identical, the extracted features can achieve the best value. Obviously, it greatly improves the performance of the classifier. We remove these name pairs from three datasets, and repeat the above experiment. The results are shown in Table 8 .
Compared with the results in Table 7 , the results in Table 8 show that the performance of all three classifiers significantly decreases. This is the same as our prediction. However, our classifier still can achieve the best performance on all the three datasets.
To test whether our classifier still works well on bigger dataset, we extend the scale of three datasets. Based on the data collection method described above, we obtained 1.2 million display names of Foursquare users, and also get their corresponding display names on Facebook and Twitter. We remove the identical name pair from the three new datasets, and repeat the above experiments. The results are illustrated in Table 9 .
From Table 9 , we find that our classifier works best on three datasets, but its performance drops slightly when the size of dataset increases. The similar scale of decline also appears on the performance of MOBIUS, but the performance of Liu's classifier drops significantly. We conduct further study on these datasets to explore the reason why the identification accuracy of our classifier drops slightly on the big dataset. As described in data collection subsection, we collect the display names of Foursquare users in ascending order by user ID from 1. According to the rules of user ID assignment, the registration time of users obtained later is relatively near now. These users are more concerned about their privacy. The display names they select for different OSN sites have obvious differences. Analysis on the value of features we extracted has also proved that, so the above features are lack of robustness. In the future work, we will focus on this problem.
F. IMPORTANCE OF THE ATTRIBUTES AND USER SUGGESTIONS
We use three well-known feature selection methods (Mutual Information, Pearson and Random Forest available on scikitlearn) to find the ranking of importance of the extracted features. Based on the results of three feature selection methods, we illustrate top 10 features in Table 10 . We can easily find that the most 10 important features taken from the three methods are quite similar. The main difference between them is the ranking.
Additionally, we notice that the top few most important features are relevant to the arrangement of given name and family name, longest common subsequence in names and longest common substring in names, which are also easy to be identified from the normal user point of view. These features highlight the naming patterns that individuals usually select display names by changing the order of given name and family name or changing some of characters in name. Therefore, for individual who is more concerned about his privacy, it is a good strategy that the display name he selected for one site is completely different from his other display names.
Furthermore, to verify the importance of the i th feature of top 10 features, we remove the i th feature from top 10 features and obtain a new feature subset denoted by All\i. We repeat the above process 10 times, and obtain 10 feature subsets. Based on these 10 feature subsets, we run the above experiment on three datasets in turn. We calculate the F1 score and illustrate the calculation results in Fig.7 . The identification results indicate that (1) the F1 score indeed decreases slightly when any one attribute is removed; (2) however, the miss of a single attribute does not affect much on F1 score. This could be explained that redundancy information of two display names are captured by many features, and whether two display names belong to the same individual can be accurately identified even one important feature is removed.
G. COMPLEXITY ANALYSIS
Given two display name, we first calculate their features, and then pour them to the classifier. The classifier takes a short time and is negligible. Therefore, the complexity of the proposed approach is O(n), n is the number of features.
Another common scenario is that given a display name u, find out his display name from another site U. Generally, we just compare u with every display name c in U. In this way, the time complexity is O(n|U|). The computational complexity of this method is linear with |U|. When the scale is large, the computational cost is enormous. We analyze the Sim LCSmin on three datasets and its distributions are shown in Fig.8 . The analysis results show that the Sim lcs of negative instance is less than 0.4 with high probability. If we can first calculate the Sim lcs of every two display names, and remove c whose Sim lcs less than 0.4. The complexity would greatly reduce to O((1 + δ (n − 1))|U|), δ is the ratio of Sim lcs less than 0.4. The other feature also can be used to reduce the complexity.
H. PROTOTYPE FRAMEWORK
To apply the proposed method to practical application, we further develop a prototype system for the purpose of identifying users in real environment. As illustrated in Fig.9 , the prototype framework consists of three layers, i.e., data collection, data analysis and application.
Data collection, which is the basis of the user identification prototype, aims to implement the automatic collection of user's display names on sites. In this prototype, the user identification function has been learned based on the abovementioned training data, so we only crawl the display names of users, not the display names of the same individual on different sites. The web crawler automatically collects the display names of users and provides real-time updates for upper level components.
Data analysis is the core of the prototype system to uncover the redundancy information of any two display names and calculate the above-mentioned features, and to identify user. Given any two display names from different sites, we first construct their features, and feed these features to the learned user identification function. These two names are classified as positive instance or not.
Application integrates a variety of modules with the support of user linkages, such as business intelligence. Furthermore, more applications could be developed based on the user linkages, and integrated into application layer.
VI. CONCLUSION
In this paper, we have introduced a machine learning based user identification solution across social networks. The solution considers the abundant redundancy information of display names individuals selected for different sites. The features that exploit the information redundancies are extracted and applied into classifiers for user identification. Based on experiment results, we have shown that proposed method is feasible and is capable to reach much better identification performance than the other existing methods. 
