From OWL-S to Timed Automata Network: Operational Semantic  by Amel, Boumaza & Ramedane, Maamri
 Procedia Computer Science  83 ( 2016 )  409 – 416 
Available online at www.sciencedirect.com
1877-0509 © 2016 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
Peer-review under responsibility of the Conference Program Chairs
doi: 10.1016/j.procs.2016.04.203 
ScienceDirect
The 7th International Conference on Ambient Systems, Networks and Technologies               
(ANT 2016) 
From OWL-S to Timed Automata Network: Operational Semantic 
BOUMAZA Amela,MAAMRI Ramedaneb* 
aLIRE Laboratory,Constantine Algeria  
bLIRE Laboratory,Constantine Algeria 
  
Abstract 
OWL-S Ontology is recognized as a rich vocabulary to describe complex behavior of (composite) web services. While ensuring 
design correctness at the earliest stage is crucial, there are no dedicated tools that support formal analyses of OWL-S services. In 
this paper we propose a set of mapping rules to translate OWL-S descriptions to timed automata network which makes such 
analyses possible in later phase thanks to the many tools available for timed automata. 
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1. Introduction 
Knowledge has always been crucial to human development. Creating ways that improve access to this knowledge 
has always been a real challenge to scientists. In computer science, many techniques have been developed for this 
purpose. The web semantic promotes more intelligence sharing. 
Major effort has been undertaken to transform the actual Web, from distributed documents to a structure of 
interlinked resources, whose semantic is explicitly defined due to ontologies. Changing the way of using the web has 
a clear impact on Web services. These services, which are formerly used through form-based Web pages, can now, 
be described in a machine-interpretable form facilitating discovery, composition and invocation to a much higher 
level of automation. OWL-S (Web Ontology Language for Services) 1, formerly DAML-S, is a high level ontology-
based language for describing various aspects of Web services. In this language, each web service is specified in 
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three XML-based parts: service profile, which describes what the service does? Service model, which describes how 
the service works (behave); and service grounding, which provides details on how to invoke a service through 
messages. OWL-S allows the description of the external behavior of (composite) Web services, that's why, it is 
important to provide ways to ensure correctness of process model of a service with respect to relevant properties.  
2. Related Work 
Recently, a diversity of concrete proposals from the formal methods community have emerged in order to verify 
the correctness of the web service behavior which is based on state action models or process models 2. 
A case study3 shows how descriptions of web services written in BPEL-WSCDL (Web Services Choregraphy 
Description Language) can be automatically translated to timed automata and subsequently be verified by Uppaal.  
A proposal of an encoding of BPEL processes into web service timed state transition systems4 has allowed model 
checking timed assumptions expressed in the duration calculus 5. 
Model checker Uppaal is applied to asynchronous Web services composition analysis by using a set of CTL 
formulas that characterize the different choreography compatibility classes defined6 and verifying deadlock free 
property. 
A method is developed for verifying temporal consistency in the Web Service flow7. Time ontology is added to 
the OWL-S specification, and then the annotated OWL-S is transformed into formal model TCPN (Time Constraint 
Petri Net), then temporal consistency of Web Service flow is verified. 
The OWLS2PNML tool8, a translator from OWL-S to Perti nets, can analyze and verify OWL-S descriptions. 
It can be seen that there is little work on timing constraint satisfiability based on formal methods and which can 
combine semantic web approach9. In this paper, we propose an operational semantic of OWL-S. As part of our 
effort, we define a set of mapping rules that translates an OWL-S process model to a timed automata network in 
order to allow the application of dedicated tools, fully automated model checkers to check the properties of the 
translated model. We handle only the control flow of the process model. Preconditions and Effects are also included 
in our approach.  
The rest of the paper is organized as follows. Section 2 provides a brief overview of OWL-S, timed automata and. 
In Section 3, we explain our mapping of OWL-S service processes to timed automata network taking into account 
control flow. We describe a simple example in Section 4 to show the feasibility of our approach.  
3. Background 
3.1. OWL-S 
OWL-S Ontology is recognized as a rich vocabulary to describe various components of Web services so that 
automated discovery, composition and invocation of Web services can be made feasible.  
OWL-S 10 is an OWL ontology which defines a set of essential vocabularies to describe main components of a 
service, namely profile, model and grounding. The service profile is used to describe what the service does, such as 
the service name and description, limitations on applicability and quality of service, publisher and contact 
information. The process model describes how to use the service by detailing how to ask for the service and what 
happens when the service is carried out. This description contains the sets of IOPRs (inputs, outputs, preconditions 
and results) of the service execution and also the control flow of the service. The service grounding specifies how an 
agent can access a service, such as communication protocols, message formats, port numbers, etc.  
OWL-S services are modeled as processes that describe how to interact with the service. There are two types of 
services that are of interest in this paper: (1) atomic process, a description of a single-step service that expects one 
(possibly complex) message and returns one (possibly complex) message in response and (2) composite process, one 
that maintains numerous steps; each message the client sends changes the state of the process. Composite processes 
are decomposable into other processes by using control constructs. The control constructs together with the 
processes describe the control flow of the service. A process can have any number of inputs which are the 
information that must be provided for the process to perform. There can also be any number of preconditions; these 
are propositions under which the process can be successfully invoked. A process can have also any number of 
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outputs which are information outcomes to the appropriate consumer, requester or some other processes. Finally, the 
process can have a number of expected effects; these propositions will become true when the process is performed. 
Hence, the world-altering Web service is described through Preconditions and Effects. In some cases, it is 
interesting to relate an output and an effect. Indeed, a result refers to a coupled output and effect. For example, a 
service that requires a user to have an account and a credit card might have inputs User and CreditCard and 
precondition: hasAcctID(User, AcctID) & validity(CreditCard, Valid)).  
3.2. Timed automata 
Timed automata are one of the frequently used models for describing and verifying real-time systems. This is 
particularly thanks to the success of region graph-based model-checking techniques, implemented in tools such as 
Uppaal 11,12,15, Kronos 13and HyTech 14. Various timed automata versions and extensions are described in the 
literature and adopted by tools. In the following, we adopt Uppaal’s model. Uppaal have a rich automata language, it 
supports shared variables and different forms of synchronization, namely binary and broadcast synchronization. In 
addition, clocks in Uppaal’s timed automata can be reset to any positive integer value. Urgent behavior can be 
expressed through invariants, urgent channels, and urgent and committed locations. It still lacks multiway 
synchronization. Here we describe a simple model that suffices to give further details about the concepts underlying 
timed automata frameworks essentially those used by Uppaal. A timed automaton is a finite automaton (i.e. a set of 
locations and transitions) extended with finite set of clocks, which allows for the representation of quantitative timed 
behavior. For example, timed automata can describe timeouts, i.e. a system cannot remain for more than ten time 
units in a given state, or that an action can be scheduled in five time units. Clocks are real valued variables which 
increase synchronously, proposed for representing the time progressing. Time can merely pass in locations; 
transitions are considered instantaneous. Hence, at any given time, either an action is performed without time 
progress or some time passes without any transition being performed. Transitions are annotated with guards; clock 
constraints under which the transition can be enabled. Transitions may also include a reset set, it represents a set of 
clocks whose values are reset when the transition is performed. To model actions that must be executed in some 
time interval, i.e. upper bounds, locations in a timed automaton can be annotated with special clock constraints 
called invariants. So, the system can wait in the current location while clock valuation satisfies the invariant.  
In the following, we recall timed automata definitions. To begin with, we define timed automata clock 
constraints. 
Definition 2.1 (Clock constraint11  ܿܿ ∈  ߔ(ࣝ)). Given a finite set of clocks  ࣝ .The set ߔ(ࣝ) of all possible clock 
constraints over ࣝ is defined by the grammar: 
ܿܿ ∶: =  ݔ ∼  ݀ |ݔ − ݕ  ݀|ܿܿ ∧  ܿܿ   ݓℎ݁ݎ݁  ݔ, ݕ ∈ ࣝ, ݀ ∈  ℕ ܽ݊݀ ∼∈ {=, <,≤, >,≥} 
 
Definition 2.2 (Timed automaton11). A timed automaton is a tuple ܣ = (ܮ, ݈଴,ߑ,ࣝ, ܫ,ܧ), where: 
ܮ is the finite set of locations.  
݈଴  ∈  ܮ is the initial location. 
ߑ is the finite set of actions. 
ࣝ  is the finite set of clocks. 
ܫ ∶  ܮ →  ߔ(ࣝ) is the mapping of each location ݈ to a clock constraint ܫ(݈), referred to as the invariant of ݈. 
ܧ ⊆  ܮ × ߑ × ߔ(ࣝ) × 2ࣝ × ܮ is the set of edges. An edge  ݁ =  (݈, ܽ, ܿܿ, ߣ, ݈′ ) from location ݈ to ݈ ′ involves an 
action ܽ, a guard ܿܿ ∈  ߔ(ࣝ), and ߣ a set of clocks to be reset. and we write 
 
݈ 
   ௔,௖௖,ఒ   
ሱ⎯⎯⎯⎯ሮ  ݈ᇱ . 
The semantics of timed automata rely on clock valuations, which are considered as a function ν ∶  ࣝ →  ℝஹ଴. So, 
we use ν(x) to denote the current time value of clock x and ℝࣝ to stand for the set of all clock valuations. The initial 
clock valuation ν଴ corresponds to assigning 0 to every clock in the automaton. When the automaton is in a given 
location l with current clock valuation ν, two types of transitions can occur: (1) a time transition can occur when 
time advances, the location stays the same and the clock valuation ν advances δ ∈  ℝஹ଴ units to the valuation ν +
 δ. For a time advance to be allowed, for all 0 ≤  δ′ ≤  δ, ν + δ′ must satisfy the invariant of location l and (2) an 
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action transition a can occur when ν satisfies the guard cc in an edge e =  (l, a, cc, λ, l′ ). Consequently, the location 
changes from l to l ′ and the clocks in λ are reset to 0, the invariant of l ′ must be satisfied after the clocks are reset. 
These intuitions can be formalized as a labeled transition system whose states consist of locations paired with clock 
valuations, each state notated as〈l, v〉. A timed run of the automaton is a sequence of transitions starting from the 
initial location  l଴ and the valuation ν଴.  
Definition 2.3 (Semantic of Timed automaton). Let A = (L, l଴, Σ,ࣝ, I, E) be a timed automaton. The semantics is 
defined as a labelled transition system 〈s, s଴,⟶〉 where S ⊆ L × ℝࣝ  is the set of states, s଴  =  ( l଴,  ν଴) is the initial 
state, and →⊆ S × ℝࣝ × S is the transition relation such that: 
〈l, v〉
ஔ
→ 〈l, v + δ〉 if ∀0 ≤  ߜᇱ ≤  ߜ, ߥ + ߜᇱ ⟹  v +  ߜᇱ ⊨  I(l), and 
〈݈, ݒ〉
௔
→ 〈݈ᇱ ,ݒ〉 ∃ൗ  ݁ = (݈, ܽ, ܿܿ, ߣ, ݈ᇱ) ∈ ܧ  , ݒ ⊩  ܿܿ,  ݒ′ =  [ߣ →  0]ݒ, and ݒ ′ ⊩  ܫ(݈ ′). 
Where for ߜ ∈  ℝஹ଴, ݒ + ߜ(ݔ) maps each clock ݔ in ࣝ to the value ݒ(ݔ) + ߜ, and [ߣ →  0]ݒ refers to the clock 
valuation which maps each clock in ߣ  to 0 and agrees with ݒ  over ࣝ \ ߣ .The symbol⊩denotes the canonical 
satisfaction relation between valuations and clock constraints. 
Moreover, we have to expand each timed automaton with a set of atomic propositions ࣪ and a labeling function 
ܲݎ݋݌: ܮ →  2࣪  where ܲݎ݋݌(݈) is the subset of propositions in ࣪ that location ݈ satisfies. 
Complex systems can be modelled as a network of timed automata where automata running in parallel are 
synchronized; synchronization between components is modelled through half actions.. The parallel composition 
provides a way to synchronize components. Composition results a single automaton, called the product automaton. 
The parallel composition of timed automata is just an extension of the same operation defined for (untimed) 
communicating automata. Furthermore, component guards and reset sets are conjoined as a result of 
synchronisation, and invariants are conjoined in location vectors, time progress must satisfy the set of all current 
invariants existing in every component. Therefore, when time cannot pass any more, enabled transitions becomes 
urgent and performed (if possible) without delay. Formally, the product automaton can be defined as follows. 
Definition 2.4 (Parallel Composition) 
Let ܣ = ⟨ܣ ଵ| … |ܣ ௡⟩  be a network of ݊  TAs, where  ܣ ௜ = (ܮ௜ , ݈௜଴,Σ௜ ,ࣝ௜ , ܫ௜ ,ܧ௜)   for  1 ≤  ݅ ≤  ݊ . Let ݑ =
〈݈ଵ, … , ݈௡〉,ݑᇱ = 〈݈ᇱଵ, … , ݈ᇱ௡〉 be location vectors. The product automaton, which represents the behaviour of the 
network ܣ, is defined as a product automaton ߎ = (ܮ, ݈௜ , Σ,ࣝ, ܫ,ܧ) where  
 ܮ = {݈଴} ∪ ቄݑ′ቚ∃ݑ ∈  ܮ, ܽ, ܿܿ, ߣ.    ݑ    ௔,௖௖,ఒ   ሱ⎯⎯⎯⎯ሮ  ݑ′ቅ,  
 ݈଴  = 〈݈ଵ଴, … , ݈௡଴〉, 
 Σ =  ⋃ Σ௜௡௜ୀଵ ,  
 ࣝ =  ⋃ ࣝ௜௡௜ୀଵ ,  
 ܫ(〈݈ଵ, … , ݈௡〉) = ⋀ ܫ௜௡௜ୀଵ (݈௜) 
 ܧ is as defined by the following rules (1 ≤  ݅ ≠  ݆ ≤  ݊); 
(ܴଵ)
݈௜  
   ௔!,௖௖೔,ఒ ೔  ሱ⎯⎯⎯⎯⎯⎯ሮ௜  ݈   ௝݈  
   ௔?,௖௖ೕ,ఒೕ   ሱ⎯⎯⎯⎯⎯⎯ሮ௝  ݈ᇱ
ݑ 
   ௔,௖௖೔⋀௖௖ೕ,ఒ ೔⋃ఒೕ   ሱ⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯ሮ  ݑൣ݈ ݈௜⁄ , ݈ᇱ ௝݈⁄ ൧
              (ܴଶ)
݈௜  
   ௔,௖௖,ఒ  
ሱ⎯⎯⎯⎯ሮ௜  ݈   
ݑ    ௔,௖௖,ఒ   ሱ⎯⎯⎯⎯ሮ  ݑ[݈ ݈௜⁄ ]
 
We write ݑ[݈/݈௜  ] to denote the vector where the ith element ݈௜ of ݑ is replaced by ݈. 
4. MAPPING OWL-S PROCESS MODELS TO TIMED AUTOMATA NETWORK 
In the OWL-S ontology, semantic web service behaviour is represented as a set of processes through a 
declarative description. Thus, all possible interactions between services and clients are described.  
In this section, we will put our focus on the OWL-S specification transformation to Timed Automata Network. 
Our idea is based primarily on how the processes are described in OWL-S. In fact, in the PDDL language, actions 
are ways of changing the state of the world described using preconditions and effects. 
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Figure 1 Atomic Process Timed Automata 
As atomic processes are directly invocable and execute in a single step, we model them as a simple timed 
automata with one simple transition which has the conditional Effect as guard. Preconditions and Effects, if they 
exist, are considered as the set of the satisfied propositions in the initial and final state, respectively as is depicted in 
Figure 2.  
 
Naturally, composite processes can be modeled as a network of timed automata and synchronizations between 
the calling and called process via channels. However, when the number of channels increases with the number of 
calls, state space grows very quickly with the model complexity (state space explosion), which makes this kind of 
solutions expensive in space and time and, thus, unsuitable. Instead, we choose to define dependencies between 
processes with logical expressions. For example, if we have a sequence of two processes P1 and P2, while P1 has 
not finished executing, P2 can not commit. Consequently, we need to handle two kinds of information: (1) the 
beginning process condition which refers to the condition under which it can begin. Effectively, there exist several 
types of conditions, namely, conditional effects, conditions in alternative structures, loops and restrictions caused by 
other processes; in our case P2 depends on the end of P1. That's why; the beginning condition is defined simply as 
conjunction of all these logical constraints and (2) the ending condition that indicates when a process is performed. 
For this aim, each atomic process timed automata ܲ is augmented with a Boolean variable ܦ݋݊݁௉ which are reset at 
1 when a transition is taken. So, ܦ݋݊݁௉ value is 1 when the atomic process is performed. For composite process, the 
ending condition is evaluated in term of its components.  
Succinctly, since composite processes are decomposable into other processes by using control constructs, we do 
not represent them with timed automaton.  Only dependencies between their components, resulting from control 
construct, are considered simply as restrictions on atomic processes execution. Hence, it allows modeling a 
composite process only in term of its atomic processes, as a network of timed automata. Consequently, we avoid 
combinatorial explosion problem of the state space. Formally, we use two functions to evaluate beginning and 
ending conditions of process, Begin and End function, respectively. 
Definition 3.1 (predicate constraint  ݌ܿ ∈  ߔ௣(ℬ)). Given a finite set of Boolean variables  ℬ .The set ߔ௣(ℬ) of 
all possible predicate formulae over ℬ is defined by the grammar: 
݌ܿ ∶: =  ܾ|݌(ܾଵ,⋯ , ܾ௡)|݌ܿ ∧  ݌ܿ   ݓℎ݁ݎ݁ ܾ, ܾ௜ ∈ ℬ ݅ = 1,݊ ⁄ ܽ݊݀ ݌ ݅ݏ ݊ − ݌݈ܽܿ݁ ݌ݎ݁݀݅ܿܽݐ݁ 
We write ܤ݁݃݅݊(ܲ)  to denote the beginning condition on a process  ܲ . Conditional effects, conditions in 
alternative structures, loops and dependencies between processes are conjoined as engagement condition. Formally, 
we define Begin function as follow. 
Definition 3.2 (Beginning function)  ܤ݁݃݅݊ ∶  ܲݎ݋ܿ →  ߔ௣(ℬ) is the mapping of each process ܲ ∈ ܲݎ݋ܿ to a 
logical constraint ܤ݁݃݅݊(ܲ), referred to as the beginning condition of ܲ. 
Definition 3.3(Logical constraint  ݈ܿ ∈  ߔ௟(ℬ)). Given a finite set of Boolean variables  ℬ .The set ߔ௟(ℬ) of all 
possible logical constraints over ℬ is defined by the grammar: 
݈ܿ ∶: =  ܾ|! ݈ܿ|݈ܿ ~ ݈ܿ   ݓℎ݁ݎ݁ ܾ ∈ ℬ ܽ݊݀ ∼∈ {∧,∨} 
We write ܧ݊݀(ܲ) to denote the ending condition on a process ܲ. Its value is defined recursively in term of 
process components, if ܲ is a composite process. Whereas, in the case of atomic process, the value of ܧ݊݀(ܲ) is to 
simply the Boolean variable ܦ݋݊݁௉ value. Formally, we define Begin function as follow. 
Definition 3.4 (Ending function) ܧ݊݀ ∶  ܲݎ݋ܿ →  ߔ௟(ℬ) is the mapping of each process ܲ ∈ ܲݎ݋ܿ to a logical 
constraint ܧ݊݀(ܲ), referred to as the ending condition of ܲ. 
 ܧ݊݀(ܲ) = ܦ݋݊݁௉  where P is an atomic process, and 
 ܧ݊݀(ܲ) = ⋁ ܧ݊݀( ௜ܲ) ܲ݅⁄ ∈ ܥ݋݉݌ ݂݅ ܿ ∈ {ܥℎ݋݅ܿ݁, ܫ݂ܶℎ݁݊ܧ݈ݏ݁}௡௜ୀଵ   s.t  
ܲ = ܥ݋݉݌݋ݏ݅ݐ݁ܲݎ݋ܿ݁ݏݏ ܥܲ ܥ݋݉݌݋ݏܱ݂݁݀ ܿ ܥ݋݉݌݋݊݁݊ݐݏ ܥ݋݉݌, and 
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 ܧ݊݀(ܲ) = ⋀ ܤ݁݃݅݊( ௜ܲ) ܲ݅⁄ ∈ ܥ݋݉݌ ݂݅ ܿ ∈ {ܵ݌݈݅ݐ}௡௜ୀଵ  
ܲ = ܥ݋݉݌݋ݏ݅ݐ݁ܲݎ݋ܿ݁ݏݏ ܥܲ ܥ݋݉݌݋ݏܱ݂݁݀ ܿ ܥ݋݉݌݋݊݁݊ݐݏ ܥ݋݉݌, and 
 ܧ݊݀(ܲ) = ⋀ ܧ݊݀( ௜ܲ) ܲ݅⁄ ∈ ܥ݋݉݌ ݂݅ ܿ ∈ {ܵ݁ݍݑ݁݊ܿ݁,ܵ݌݈݅ݐ − ܬ݋݅݊}௡௜ୀଵ  
ܲ = ܥ݋݉݌݋ݏ݅ݐ݁ܲݎ݋ܿ݁ݏݏ ܥܲ ܥ݋݉݌݋ݏܱ݂݁݀ ܿ ܥ݋݉݌݋݊݁݊ݐݏ ܥ݋݉݌. 
Now, we can present our mapping rules throughout this section. In each rule, expressions above the line are 
specifications in simplified OWL –S syntax, whereas the expressions below the line are resulting expressions when 
applying the concerned rule. In the following we sketch those rules. 
4.1. Atomic process rule: 
For instance, the below rule says that if the processܲ(ܲܿ,ܥܧ,ܧ) is stated as an instance of the AtomicProcess 
class with Precondition Pc, Conditional Effect CE and Effect E, then we convert it into a timed automata ܲ; where 
{݈଴, ݈ଵ} is the set of locations in ܲ and   ݈଴      ಴ಶ,ೌು,ವ೚೙೐ು:సభ    ሱ⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯ሮ ݈ଵ is the single transition in ܲ with ܤ݁݃݅݊(ܲ) = ܥܧ  as 
guard, resulting from conditional effect if it exists, and ܦ݋݊݁௉: = 1 as update. In this case ܧ݊݀(ܲ) is represented by 
testing Boolean variable  ܦ݋݊݁௉ , i.e. ܧ݊݀(ܲ) = ܦ݋݊݁௉ . The initial and final locations are annotated with 
Preconditions and Effects as propositions, respectively i.e. ࣪ݎ݋݌(݈଴) = ܲܿ and ࣪ݎ݋݌(݈ଵ) = ܧ. 
ܣܲ     
[ܲ(ܲܿ,ܥܧ,ܧ)]ா௡ௗ(௉)
஻௘௚௜௡(௉) ↝ [ܲ({݈଴, ݈ଵ}, ݈଴, {(݈଴,ܲ,ܤ݁݃݅݊(ܲ),ܦ݋݊݁௉ ≔ 1, ݈ଵ )}, ݐݎݑ݁)]ா௡ௗ(௉)
஻௘௚௜௡(௉)
 
ܽ݊݀ 
࣪ݎ݋݌(݈଴) = ܲܿ ܽ݊݀ ࣪ݎ݋݌(݈ଵ) = ܧ 
 
 
4.2. Composite process rules: 
The control constructs together with the processes describe the control flow of the service. A composite process 
must have a composedOf property by which the control structure of the composite process is indicated using a 
control construct. Then the control construct has a Components property which links to sub-processes.  Since 
composite precondition and effect are not yet formally defined in OWL-S, we consider effects and precondition only 
for atomic processes. In the following, we describe how different types of composite processes are mapped.  
4.2.1. Sequence: 
The Sequence control construct allows a composite process to be composed by a list of component processes, 
which are executed in order. One process has to finish before the next one can start. To describe the fact that ܳ can 
not start only if ܲ is performed; we use the parallel composition operator as follows: 
 [ܲ]ா௡ௗ(௉)
஻௘௚௜௡(௉)[ܳ]ா௡ௗ(ொ)
஻௘௚௜௡(ொ)
[ܵݍ(ܵ݁ݍݑ݁݊ܿ݁,ܥܧ, {ܲ,ܳ})]ா௡ௗ(ௌ௤)
஻௘௚௜௡(ௌ௤) ↝ [ܲ]ா௡ௗ(௉)
஻௘௚௜௡(ௌ௤)⋀஻௘௚௨௜௡(௉)
  |   [ܳ]ா௡ௗ(ொ)
ா௡ௗ(௉)⋀஻௘௚௜௡(ொ) 
We write [ܲ]஼మ
஼భ to say that a process ܲ have a beginning and ending conditions ܥଵand ܥଶ, respectively. 
4.2.2. Split: 
The components of a Split control construct are processes that are executed concurrently without barrier 
synchronization. Split completes as soon as all of its component processes have been scheduled for execution. 
Hence, Sp sub-processes inherits Sp beginning condition to begin in addition of their own condition. We use the 
parallel composition operator as follows: 
 [ܲ]ா௡ௗ(௉)
஻௘௚௜௡(௉)[ܳ]ா௡ௗ(ொ)
஻௘௚௜௡(ொ)
[ܵ݌(ܵ݌݈݅ݐ,ܥܧ, {ܲ,ܳ})]ா௡ௗ(ௌ௣)
஻௘௚௜௡(ௌ௣) ↝ [ܲ]ா௡ௗ(௉)
஻௘௚௜௡(ௌ௣)⋀஻௘௚௜௡(௉)
 |[ܳ]ா௡ௗ(ொ)
஻௘௚௜௡(ௌ௣)⋀஻௘௚௜௡(ொ)
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4.2.3. Choice: 
The Choice control construct is used when exactly one process out of a set of processes must be chosen for 
execution. The choice of process for execution is done undeterministically. Hence, P can start only if Q does not 
start and vice versa. The Choice construct is mapped by using also the parallel composition operator as follows as 
follows: 
 [ܲ]ா௡ௗ(௉)
஻௘௚௜௡(௉)[ܳ]ா௡ௗ(ொ)
஻௘௚௜௡(ொ)
[ܥ(ܥℎ݋݅ܿ݁,ܥܧ, {ܲ,ܳ})]ா௡ௗ(஼)
஻௘௚௜௡(஼) ↝ [ܲ]ா௡ௗ(௉)
஻௘௚௜௡(஼) ∧஻௘௚௜௡(௉)∧!ா௡ௗ(ொ)
 |[ܳ]ா௡ௗ(ொ)
஻௘௚௜௡(஼)∧஻௘௚௜௡(ொ)∧!ா௡ௗ(௉) 
 
4.2.4. If-Then-Else: 
The If-Then-Else control construct has properties ifCondition, then and else linking to, respectively, the test 
condition, the process to be executed when the test condition holds, and the process to be executed when the test 
condition does not hold. The If-Then-Else control construct is mapped naturally as conditional choice as follows: 
 [ܲ]ா௡ௗ(௉)
஻௘௚௜௡(௉)[ܳ]ா௡ௗ(ொ)
஻௘௚௜௡(ொ)
[ܫ(ܫ݂ − ܶℎ݁݊ − ܧ݈ݏ݁,ܥ,ܥܧ, {ܲ,ܳ})]ா௡ௗ(ூ)
஻௘௚௜௡(ூ) ↝ [ܲ]ா௡ௗ(௉)
஻௘௚௜௡(ூ)∧஻௘௚௜௡(௉)∧஼
 |[ܳ]ா௡ௗ(ொ)
஻௘௚௜௡(ூ)∧஻௘௚௜௡(ொ)∧!஼  
5. Case Study: Bravo Air - fictitious airline site 
In this example we assume the following basic structure for the composition. The site is providing a service 
which enables reservation of trips as a composite process consisting of following steps (Figure 2): Retrieval of the 
desired flight details, selection of the available flights, and booking of the selected flights, which includes following 
sub steps(Figure 3): Login and confirmation of reservation. 
As a result of applying appropriate rules, we obtain a timed automata network (Figure 4) composed of four timed 
automata; each of them corresponds to an atomic process existing in process model namely 
GetDesiredFlightDetails, SelectAvailableFlight, Login and ConfirmReservation. Transitions are annotated with 
appropriate guards, like ܦ݋݊݁௉భto say that the transition can be taken when is true, and resets like ܦ݋݊݁௉భ = 1 . 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2 (a) Composite process BravoAir (b) Composite process BookFlight 
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Figure 3 Generated timed automata network from owl-s specification for BravoAir process 
6. Conclusion 
In this paper, we propose a mapping of OWL-S process models to timed automata network. In earlier stage, we 
consider only control flow, preconditions and effects which makes the formal verification possible in later phase 
thanks to the many tools available for timed automata. 
 The capital advantage of our approach is that the state-space size depends only on the number of atomic 
processes in the OWL-S process model with help to prevent combinatorial explosion risk. 
In future work, we aim to extend our proposed approach to include durations by use of clocks. In addition, we 
plan to verify more ambitious applications. 
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