














EVOLUTIONARY ALGORITHM BASED SYNTHESIS OF SIMPLE DIGITAL DYNAMICAL SYSTEMS 
 
新井颯 





This paper considers optimization problems in synthesis of digital spike maps based evolutionary algorithm. 
The digital spike map is defined on a set of points and can generate various periodic spike-trains. The MOEA/D 
is known as one of most efficiency algorithms to search pareto front. The MOEA/D is applied to an elementary 
synthesis problem that requires optimization of multi-objective functions. The MOEA/D uses simple genetic 
operator and mutation operator of various genetic operators in reproduction of potential solutions. The MOEA/D 
can find out an approximated Pareto front. The MOEA/D performance is confirmed in elementary numerical 
experiments. 
























用される．Dmap は FPGA によるハードウェア実装に適し
ている．[14] 








本論文では 2 目的最小化問題について考える． 
 
Minimize 𝑓(𝑑) = (𝑓1(𝑑), 𝑓2(𝑑)) ∈ R
2
subject to 𝑑 = (𝑑1, … , 𝑑𝑀) ∈ 𝑍
𝑀 ≡ 𝐷
        (1) 
 
ここで，𝑑は次章で示す Dmap を特徴づける M 次元の整
数である決定変数ベクトルである．実数の目的関数




𝑓1(𝑑𝑎) < 𝑓1(𝑑𝑏) and 𝑓2(𝑑𝑎) ≤ 𝑓2(𝑑𝑏)
𝑓1(𝑑𝑎) = 𝑓1(𝑑𝑏) and 𝑓2(𝑑𝑎) < 𝑓2(𝑑𝑏)












    di(𝑔) = (d1
i (𝑔), … , d𝑀


















, 𝑗 ∈ {0, 1, … , 𝐻} (4) 
 
ここで，𝐻は分割数を表す．𝐻 + 1個の重みベクトルは
MOP を𝐻 + 1個のスカラー問題に分割するために用いら














Step 1（初期化）：𝑔 = 0,𝐸𝑃 = ∅とする．初期個体をラン
ダムに生成する． 
 






の世代𝑔 + 1の個体として使用する． 
Step 2-3（EP の更新）：𝑓(𝑦𝑗)によって支配される全ての
要素を EP から消去する．EP の要素の中で𝑓(𝑦𝑗)を支配す
る要素がない場合，𝑓(𝑦𝑗)を EP に追加する． 
 
Step 3（終了判定）：EP が更新されない場合，アルゴリ














𝜃𝑛+1 = 𝐹(𝜃𝑛), 𝜃𝑛 ∈ {1,2,…𝑀} ≡ 𝐿𝑀         (6) 
 
図 1(a)に定義域𝑀 = 10とした Dmap を示す． 
 
 





    
𝑑 ≡ (𝑑1, … , 𝑑𝑀), 𝑑𝑘 = 𝐹(𝑘) ∈ {1,2,… ,𝑀}
𝑘 ∈ {1,2, … ,𝑀}
   (7) 
 







を示し，θn = τn mod Mは𝑛番目のスパイク位相を示す．
初期スパイク位相θ1 ∈ (0,𝑀]が与えられると，Dmap はス
パイク位相{θn}の系列を出力する． 
 
   𝑆(τ) = {
1 for 𝜏 = 𝜏𝑛
0 for 𝜏 ≠ 𝜏𝑛
, 𝜏𝑛 = 𝜃𝑛 + (𝑛 − 1)   (8) 
 
𝑛番目のスパイク位置は𝑛番目の基本周期内に出現す





















𝜃2 𝜃 = 𝜃1




（PST）にならなければならない．図 1(b)に周期 3 の PST
表し，{𝜃1, 𝜃2, 𝜃 } = {5,8,3}と表せる．ここで，基本的な定
義を行う． 
点𝑝 ∈ 𝐿𝑀が𝑝 = 𝐹
𝑙(𝑝)でF(𝑝)からFl(𝑝)まで全て異なる
のであれば，𝑝は周期点（PEP）と呼ばれる．ここで．𝐹𝑙
は𝐹を𝑙回施したものである．PEP の系列𝐹(𝑝),… , 𝐹𝑙(𝑝)は
周期𝑙の周期軌道（PEO）と呼ばれる．周期𝑙の PEO は周期
𝑙の PST と等価である．点𝑞 ∈ 𝐿𝑀が PEP ではないが𝑘ステ
ップ後に PEO に落ち込むのであれば，E 周期点（EPP）と
呼ばれ，𝐹𝑘(𝑞) = pと表せる．また，点𝑞が PEP ではない
が直接 PEO に落ち込むのであれば，直接 E 周期点(DEPP)
と呼ばれ，𝐹(𝑞) = 𝑝と表せる．PEO を除く全ての点が
DEPP であるのであれば，PEO は超安定であると言える．










𝑅𝑦𝑦(𝑠) ≥ 1, 𝑅𝑦𝑦(𝑠)
1
𝑝−1
∑ 𝑆(𝜏)𝑆(𝜏 + 𝑠)
𝑝𝑀
𝜏=0
𝑓𝑜𝑟𝑠 ∈ {1,… , 𝑝𝑀 − 1}
 (9) 
 








∑ (Δ𝑖 − Δ𝑎)
2𝑝
𝑖=1   (10) 
 
ここで，Δ𝑖は𝑖番目と𝑖 + 1番目のスパイク位置間の𝑖番目
の ISI を示す． 
 













Minimize 𝑓(𝑑) = (𝑓1(𝑑), 𝑓2(𝑑))







128,𝑝 = 64,𝑁 = 30, 𝑔𝑚𝑎𝑥 = 100, 𝑃𝑚 = 0.5,𝑁𝑣 = 3200． 
初期世代𝑔 = 0において，周期𝑝 = 64の同じ PEO を持
つ Dmap を初期個体として，𝑁 = 30個生成する．PEP 以
外の点はランダムに生成する．初期個体𝑔 = 0の目的空間
は 1 点に集中しているので図は省略する．図 2 に進化過
程の世代𝑔 = 1目的空間を示す．EP の要素数#EP= 5とな




図 2 世代𝑔 = 1の目的空間．#EP= 5． 
 
図 3 に MOEA/D のアルゴリズムが終了した最終世代
𝑔 = 50の目的空間を示す．#EP= 36となった． 
 
 


























図 4 世代𝑔 = 0の個体に対応する Dmap の一例 
 
図 5 に最終世代𝑔 = 50の個体に対応する Dmap に一例




図 5 最終世代𝑔 = 50の個体に対応する Dmap の一例 
 
図 6 に世代𝑔における#EP の推移を示す． 
 
 
図 6 世代𝑔における#EP の推移 
 
５． むすび 
MOEA/D を Dmap の合成のための 2 目的最適化問題に
応用した．本論文での MOEA/D は重みベクトルによって
目的空間を分割し，生殖の遺伝的操作として，簡素な遺伝
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