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Abstract
An organization’s ability to exploit extreme events—such as exceptional opportunities—depends
on its capacity strategy. The venture capital industry illustrates the interplay of expensive capacity
and negative externalities from high utilization. The cost of adding a venture capitalist provides
a strong incentive to run lean, but such leanness may make it impossible to evaluate all interesting
investment opportunities. Using concepts from extreme-value theory, we analyze the trade-off between
the costs and benefits arising from an increase in the number of evaluated deals. We ground our
analysis in 11 years of archival data from a venture capital firm, representing 3,631 deals, the decisions
made, the reasons for those decisions, and the decision lead times. The firm identified 20% of arriving
deals as worth evaluating during the screening process, but was not able to evaluate approximately
9% of those interesting deals due to a lack of capacity. We show that the value of increasing the
number of deals evaluated increases with the tail weight of the distribution of deal values. When
the right tail is light, increasing the number of deals evaluated may provide too modest a benefit to
justify the cost. When, however, the right tail is heavy, the value of increasing the number of deals
is likely to more than compensate for the cost of capacity. Our results provide new insight into the
relative value of a chase capacity strategy that emphasizes responsiveness versus a high-utilization
heuristic that emphasizes productivity. Our approach can be applied to other search operations such
as personnel selection, quality circles seeking to identify root causes, and making employee capacity
available for innovation.
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Economies of Extremes
1. Introduction
In a survey of literature on strategic capacity management, Van Mieghem (2003) described the
tension arising from the interplay of expensive capacity and negative externalities from high utilization,
noting that unmet demand is likely when capacity is expensive. In this paper, we use a search
operation to study how extreme values shape this interplay. Our analysis is grounded in 11 years
of historical data concerning capacity shortages occurring in a venture-capital firm. During the
two funds covered by the data, the firm followed a policy of only adding capacity when absolutely
unavoidable because of the high cost of hiring an additional venture capitalist. When a deal arrived
to the venture-capital firm, an initial screening selected those deals deemed interesting enough for a
thorough evaluation. Of deals recorded by the decision maker as interesting enough for evaluation,
9% were nevertheless rejected, with the reason cited being lack of capacity. The historical data thus
suggests a type of level capacity strategy in which demand was foregone when the maximum service
rate was exceeded. The research question that arose from the historical data was whether the savings
from postponing an additional hire—running lean—compensated for the cost of not evaluating all
interesting deals.
The increase in fund value arising from an increase in capacity allocated to evaluation depends on
many factors, including the quality of the additional deals evaluated, the competence of the venture
capitalists in choosing deals, the dynamics of the deal-arrival process, and the heaviness of the right
tail of the distribution of deal values. Our focus is the right-tail weight. A venture-capital firm invests
in a small number of deals relative to the sample from which they are selected: The firm described
here received 3,631 deals, evaluated 700, and selected what they considered to be the best 35 of those
700. Had they evaluated more than 700 deals, some deals at the bottom of the top 35 out of 700
probably would have been replaced by better deals. Does swapping out a small number of good deals
for better deals increase the overall portfolio value enough to justify the cost of the extra capacity
required?
Extreme-value-theory methods emerge as natural tools for addressing this question. As we deepen
the search, the value of a portfolio made up of the top 35 deals will increase at the same rate as
the sample maxima. We can characterize this rate under regularity conditions. We show that the
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relationship between capacity strategy and profit hinges on the magnitude of extremes, as captured
by the tail index of the distribution of deal values. The tail index is an extreme-value-theoretic
construct that describes the decay rate of the right tail. Distributions with a thin right tail, such as
the Gaussian distribution, have a null index. As the tail index approaches 0.5, the variance becomes
infinite, and at a tail index of 1 the mean becomes infinite.
To make the problem mathematically tractable, we begin with three simplifying assumptions:
1) the venture capitalists are perfectly competent at evaluating deals, 2) all deals are considered
simultaneously, and 3) the additional deals evaluated are drawn from the same distribution as the
original deals. We show that for a tail index of γ, an increase in the number of evaluated deals by
a factor of α is expected to increase the average value of the portfolio by αγ. We later demonstrate
that this result is robust to violations of the first two simplifying assumptions, and that it is possible
to estimate the impact of violating the third assumption.
To gain intuition about the tail weight of deal values that a venture-capital firm might be expected
to face, we estimated the tail index of the distribution of returns of initial public offerings (IPOs). If
the tail weight of deal values resembles the γ = 0.4 tail weight of IPO returns, our model predicts
that a 9% increase in the number of deals evaluated should produce an expected increase of 3.5% in
the value of a portfolio made up of the 35 top deals. Applied to an average venture-capital portfolio
of $151 million, a 3.5% increase yields $5 million, more than enough to fund an increase in capacity.
Our results extend beyond the venture-capital context, and contribute to a better understanding
of the value of capacity in a search operation. The general insight that increasing sampling by a factor
of α is expected to increase the value of the sample maxima by a factor of αγ can be used to quantify
the value of allocating capacity to a search operation. The tail weight has been incorporated as one
parameter of the distribution of concept values in balancing cost and benefit of search in product
design (Dahan and Mendelson 2001). Tail weight can also play a role in the decision about how much
capacity to allocate to search operations such as personnel selection and root-cause identification by
quality circles. In Section 6 we describe the application of the model to a decision faced by a large
organization about how much capacity to allocate to personnel selection.
More generally, our analysis gives insight into how a positive tail weight impacts the value of
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a capacity buffer. Having a capacity buffer—that is, following a chase capacity strategy—allows a
firm to take advantage of peak demand. Managers often find it difficult to justify maintaining slack
capacity just in case peak demand would occur, especially in light of the lean-production paradigm
and its focus on eliminating rather than accommodating variability (e.g., Womack et al. 1990). Firms
seeking to maintain a high capacity utilization are more likely to follow a level capacity strategy that
allows for stockouts and may entail building inventory during times of low demand. Deploying a
level capacity strategy is often done in conjunction with practices aimed to tame demand variability.
As extreme-value theory is not commonly used in the operations-management field, managers are
typically not equipped to quantify the value of the capacity buffer, and may find it difficult to justify
maintaining a capacity buffer even when intuition argues that it would be of high value. Van Mieghem
(2003, p. 281) referred to the “continental divide between inventory and queuing models [that] also
applies to the subfield of capacity strategy”. Incorporation of the tail index into the capacity-strategy
literature may contribute to bridging this divide.
2. Relevant Literature
One approach to capacity strategy arises from literature on reducing lead times, with its emphasis
on the importance of avoiding excessive resource utilizations (e.g., Hopp and Spearman 2001, Suri
1998). The queuing models common to this literature provide a way of valuing a capacity buffer in
the face of demand uncertainty. More generally, slack capacity has been established as a key source
of volume flexibility (Jack and Raturi 2002). Hayes and Wheelwright (1984) proposed as a rule of
thumb that firms establish a modest capacity buffer (on the order of 10%) in the face of demand
variability. Authors such as Kellogg and Nie (1995) and Goodale et al. (2003) have highlighted the
need for capacity buffers in service operations facing high arrival-rate variability. Koste et al. (2004),
however, observed that volume flexibility was less addressed in the literature than other types of
flexibility, possibly indicating some ambivalence in how capacity buffers are viewed in the operations
management field.
Van Mieghem (2003, p. 275) explored and summarized what he referred to as the “direct functional
dependence of operating profit on the capacity stock” that depends on time, the resources that make
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up its “capacity portfolio”, and uncertainty. Uncertainty encourages firms to optimally plan demand-
capacity imbalances. Van Mieghem (2003) observed, however, that those working to implement such
a capacity buffer faced the hurdle of explaining to management the need to invest in capacity that
might not be fully utilized.
The emphasis on maintaining high resource utilization is exemplified by the Toyota Production
System and the lean-production approach that it spawned. Lean production emphasizes line balanc-
ing through practices such as bottleneck elimination and cycle-time reduction (e.g., Shah and Ward
2003). Tools like heijunka combine with line balancing to allow utilization to be maximized (e.g.,
Womack et al. 1990). The capacity-profit functional relationship under lean production incorporates
the idea that high utilization encourages learning, with intentional penury of capacity used to cre-
ate exploratory stress that encourages productivity improvements (e.g., Monden 2011, Suri and de
Treville 1986).
Capacity strategy tends to focus on demand uncertainty. Extending the focus to search operations
provides new insight into how to value a capacity buffer. Balancing the cost and value of search is
addressed in literature about the innovation process (e.g., Chao et al. 2009, Dahan and Mendelson
2001, Loch and Kavadias 2002, Terwiesch and Loch 2004, Terwiesch and Xu 2008, Weitzman 1979),
with selection of deals by venture capitalists given as an example of such a search operation (Terwiesch
and Xu 2008, Terwiesch and Ulrich 2009).
Dahan and Mendelson (2001) estimated the optimal number of concepts to test when the distribu-
tion of concept values follows a generalized-extreme-value distribution (GEV) with scale parameter b
and tail-shape parameter α = γ−1, and with a per-test cost c. They showed that the optimal number
of concepts to test for a null tail index was b
c
, becoming
[
b
cα
Γ(α−1
α
)
] α
α−1 as the tail-shape parameter
became positive. For a null tail weight, changes in the per-unit cost of testing were shown to have a
constant effect on the optimal amount to spend on testing. As the tail weight became positive, the
optimal spending for testing was shown to be convex increasing in decreases in c.
Although many of the researchers applying extreme-value theory to the innovation process have
focused primarily on thin-tailed distributions (e.g., Erat and Kavadias 2008, Girotra et al. 2010,
Terwiesch and Xu 2008), there is recognition that allowing more flexibility in modeling tails should
5
Economies of Extremes
be considered when deciding how much capacity to allocate to search. Singh and Fleming (2010, p.
53) stated, “Theorists should increase their metaphorical ‘degrees of freedom’; rather than focusing
only on the mean or the symmetric variance, or both, of a distribution, they should begin thinking
about the different effects a variable may have on the lower tail, the mean, and the upper tail.” (See
also Fleming 2007). Silverberg and Verspagen (2007) demonstrated empirically that the distributions
of innovation success as measured by patent citations and returns were not only skewed, but had
a heavy right tail. These authors brought up a seldom-considered but crucial practical issue: A
lognormal distribution will often fit a heavily skewed and fat-tailed dataset better than a generalized
pareto distribution because of the scarcity of tail data, causing systematic underestimation of the tail
heaviness. Silverberg and Verspagen (2007) argued that the strategic importance of incorporating
correct tail weight information in decision making justified choosing the distribution to fit the tail
rather than the body.
3. The Venture-Capital Firm
3.1. Venture-Capital Operations
Venture-capital firms organize their activities into 10-year cycles. Investors provide capital to the
firm at the beginning of the period; the venture-capital firm then gradually evaluates and selects
portfolio firms in which to invest. After investment, these portfolio firms are managed by the venture-
capital firm until exit. At the end of 10 years, the venture-capital firm exits all remaining deals and
returns the proceeds of the fund to the investors. Figure 1 shows the venture-capital investment
process in a typical firm (Fried and Hisrich 1994, Hall and Hofer 1993, Tyebjee and Bruno 1984b).
Not all decisions are final: A revision of a rejected deal may be resubmitted.
Scarce capacity for all activities carried out by venture capitalists (from screening and evaluation
to portfolio management) is a common theme in the venture-capital literature. Shepherd et al. (2005)
described the agency problem that emerges as venture capitalists struggle to provide enough attention
to portfolio firms and pre-investment activities (see also Kanniainen and Keuschnigg 2003). Resource
limitations have been shown to impact venture capitalists’ attention and allocation of time across
portfolio firms (Gifford 1997, Gorman and Sahlman 1989, Macmillan et al. 1985, Sapienza and Gupta
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Figure 1: The Venture Capital Investment Process.
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1994). Riquelme and Rickards (1992) observed that scarce capacity encouraged venture capitalists to
use intuition rather than analysis in choosing which deals to evaluate.
Venture-capital firms tend to be staffed by a small team of venture capitalists who select the
deals and manage the portfolio firms, and also acquire the funds to be invested (Tyebjee and Bruno
1984b). Sahlman (1990) described how relatively few (6 to 12) venture capitalists manage portfolios
of sizes up to around $200 million, with an average of $12 to $34 million per professional. Robinson
(1987) surveyed the way venture capitalists from 53 venture-capital firms divided their time between
deal selection and portfolio management, as well as promotion of the firm, searching for new deals,
evaluation of the current portfolio, and administration. Deal selection was observed to consume
around a third of venture capitalists’ capacity (see also Tyebjee and Bruno 1984b).
3.2. Deal Arrivals
The venture capital firm considered in this study has multiple offices in Europe and invests glob-
ally in seed, early, and late-stage companies within a single industry. The firm, of average size for the
industry, ranks in the top quartile of European-based venture capital firms in terms of fund perfor-
mance according to the Thompson VentureXpert data base. The team is comprised of people from
four different countries, each holding a graduate degree with at least five years of relevant industry
experience. Deal data spans an 11-year period and includes information on 3,631 deals that were
submitted to the firm during the life of two venture funds. The same team—consisting on average of
5 venture capitalists—was responsible for the management of both funds. The two funds had some
temporal overlap, but origination and screening phases of Fund II were not initiated until after the
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Table 1: Action Log
The date the proposal entered the process
Whether the proposal arrived directly or was referred by another party
The stage and location of the company
Ongoing venture-capitalist comments about the deal
The decision taken
Justification for the decision
The date the decision was made
final portfolio of companies in Fund I had been selected. At the time of data collection the firm
had made a total of 35 portfolio investments (around 1% of submitted deals) across the two funds,
dividing their role as lead or co-investor almost equally across portfolio firms. The acceptance rate is
consistent with the 1 to 4% reported in the literature (Maier and Walker 1987, Tyebjee and Bruno
1984a). Deals that were either not accepted by the firm or that the firm was not able to pursue were
referred to as “dead” deals.
When a proposal arrived to the firm, a deal file was created that contained company document
submissions, email correspondence, and supporting information such as industry reports and opinions
from external experts. The firm also maintained an action log (representing 7,284 pages of text) for
the information categories listed in Table 1.
One of the authors spent several months at the venture-capital firm to collect and code the data
in the action log, also carrying out extensive semi-formal interviews with the venture capitalists
and administrative staff. The original focus of the research was the decision process of the venture
capitalists, especially the reasons for the decisions that were made. This research is described in detail
in reference removed to protect author identity. Along the way an interesting and unexpected capacity-
strategy issue emerged: The venture-capital firm was running at such high capacity utilization that
it routinely chose to discard otherwise interesting deals. When lack of capacity was a major factor in
rejecting a deal, this was recorded in the log. Excerpts from these log comments are given in Table 2.
The venture capitalists at the firm estimated that around 20% of deals made it past screening to
the evaluation stage, consistent with literature on the venture-capital process (e.g., Roberts 1991);
thus, we infer that the firm evaluated around 700 deals.
During the 11-year period covered by our data, the firm recorded 66 instances of capacity-related
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Table 2: Reasons for Capacity-Related Rejections
“Rejected due to high activity on other deals at this time”
“Too busy with other projects”
“Currently have no capacity to follow up”
“Team decided not to pursue this deal due to time constraints”
“Not at the moment due to our Deal Flow”
“Business plan reviewed, though interesting, has to take less priority to other projects”
“Interesting but time constraints due to other due diligence”
“Interesting technology but DEAD due to time constraints with other deals”
“Four weeks are unrealistic for us given the early stage of our process”
“Although not uninteresting - lack of time to go further”
“Due to work load and deal flow priorities, we cannot seriously pursue it”
Figure 2: The Deal Flow: The firm screened 3631 deals, identified around 766 as interesting enough
to evaluate, evaluated around 700 of those, and made 35 investments. We focus on the 66 deals that
appeared interesting during screening but were rejected for capacity-related reasons. The composition
of the 35 deals chosen for investment would probably have changed had the 66 deals been evaluated:
A small number of the additional 66 deals would have replaced the worst of the best 35 deals selected
from a sample of only 700. We ask: How much more valuable would a portfolio of the best 35 deals
have been had they been drawn from the full population of 766 interesting deals instead of from the
700 deals that the venture-capital firm had the capacity to evaluate?
rejections. This represents an average of 2% of deals arriving for screening, varying on an annual basis
from 1% to 4%. The available data does not permit us to determine whether these capacity-rejected
deals were as attractive as those evaluated. The log comments establish, however, that the venture
capitalists would have been likely to evaluate these deals had they not been limited by scarce capacity.
Discussions within the company suggested that some of the deals rejected for capacity reasons were
later observed to have a high value, causing the venture capitalists to question whether more capacity
should be made available to permit the evaluation of more deals. We note in passing the statement
by Tyebjee and Bruno (1984a, p. 207) that “good deals are more scarce than capital.” Adding the 66
capacity-rejected deals would have resulted in a 9% increase in the total number of deals evaluated.
The deal counts are summarized in Figure 2.
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Figure 3: Selected Deals. This simulated example shows the top deals out of a sample of 700 or 766
drawn from the venture-capital-backed IPO data that we analyze in Section 5.1. The vertical lines
depict the decision thresholds for the top 35 deals with (dashed) and without (solid) the extra 66
deals.
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Figure 3 illustrates how increased sampling affects the composition of a portfolio made up of the
top 35 deals. The solid points depict 700 deals that were first evaluated, and the X’s depict the
66 extra deals evaluated given sufficient capacity to evaluate all deals classified as interesting during
screening. The vertical lines depict the selection threshold for the top 35 deals with and without the
66 extra deals. Evaluating the additional 66 deals results in 3 deals being replaced by better deals. In
this example, increasing the sample size from 700 to 766 deals does not change the value of the top six
deals. The seventh deal with a sample of 766 deals has a value that is more than double the deal that
it replaced. The deals ranked in eleventh and thirteenth place for 766 deals have a value that is more
than 1.5 times the value of the deals that they replaced. The expected
(
766
700
)0.4 − 1 = 3.7% increase
in portfolio value from increasing the sample from 700 to 766 deals comes from a small number of the
35 deals radically increasing in value.
What is the expected value of increasing sampling by this magnitude if the 66 deals come from the
same distribution as the original 700? How would this answer change if the capacity-rejected deals,
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although interesting, were from a distribution with a lower expected value than the original deals? In
Section 4 we develop the necessary theoretical tools, then return to these questions in Section 5.
4. Valuing Capacity
The goal of this section is to survey theoretical tools that can be used to answer our main question:
How much would it be worth to a venture capital firm to increase the number of deals it evaluates
by 9%? In other words, how does the value of the 35-deal portfolio the venture capitalists build grow
as the number of evaluations increases from 700 to 766? This question is complex, and the answer
hinges on many different factors such as:
• How does the quality of the deals that were rejected for capacity-related reasons compare to the
quality of the deals that were already being evaluated?
• How competent are the venture capitalists? Are they skilled enough to pick out the best
opportunities out of a larger sample of deals?
• How do interactions between deals impact the total fund value? Will a larger sample of potential
deals help the firm build a more diverse portfolio?
• What are the time dynamics of fund investment? How does the timing of a deal’s arrival
influence its profitability if funded?
In an attempt to build a tractable model for the value of capacity, we begin by making some strong
simplifying assumptions.
Suppose that the values of the capacity-rejected deals are indistinguishable from (identically dis-
tributed to) the deals that are already being evaluated; that the venture capitalists are perfectly
skilled (can always recognize the best available deal when evaluating it); and that the venture firm
is only allowed to invest in one deal and wants to maximize its return from this single deal (allowing
us to side-step portfolio management issues, see Section 4.3). Then, the profit a venture-capital firm
can make from any given sample of deals is fully determined by the value of best deal in the sample.
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These fairly strong simplifying assumptions let us home in on the main driver of venture-capital prof-
its, namely exceptional investment opportunities. A venture-capital firm that evaluates more deals
will have more chances to encounter such opportunities.
The value of search depends on the distribution of deal values. At one end, suppose that all deal
values are uniformly spread on [0, 1]. In this case, there is very little upside for search: Once we find
one deal with a value close to 1 there is not much reason to look further. Conversely, if deal values
have the same distribution as lottery-ticket earnings, then the expected value of the best deal grows
almost linearly with the size of our sample because we are hoping to find the grand prize ticket. Our
goal is to develop the technical machinery that will let us move beyond such caricatured examples
and enable us to understand the value of search for realistic deal distributions.
We begin our analysis in Section 4.1 by using insights from extreme-value theory to address the
question: How does the expected value of the best deal in a sample grow with sample size? Under
our simplifying assumptions, the answer to this question is a close proxy to the value of capacity. As
we will see, the value of increased sampling will be entirely determined by the shape of the tail of
the distribution of deal values. Its mean and variance have asymptotically no impact on the value of
increased sampling.1
In Appendix A, we study the sensitivity of our results to modeling assumptions. We allow for
errors in venture capitalist valuations, and for time dynamics that force the firm to make decisions with
incomplete information. Neither of these factors will end up affecting the relative value of increased
evaluations.
4.1. The Growth Rate of Sample Maxima
Let F be the distribution of returns on potential venture-capital investment opportunities. Under
regularity assumptions, the relationship between sample size and the expected value of sample maxima
drawn from F takes a surprisingly simple form as sample sizes get large. The required regularity
1Similar insights can be derived from the extreme-value theoretic model of new-product development proposed
by Dahan and Mendelson (2001). Dahan and Mendelson provide closed-form expressions to the new-product search
problem under asymptotic conditions. We aim to derive simple relations that capture the main extreme-value theoretic
insights while being straightforward enough for practitioners to use. In particular, our formulas can be expressed as
proportionality relations, and do not depend on an asymptotic scale parameter.
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assumption is that F have a Pareto-type tail. Formally, this requirement can be written as
lim
t→∞
1− F (xt)
1− F (t) = x
−1/γ for all x > 0, (1)
where γ > 0 is a constant called the tail index of F (see Coles (2001) or de Haan and Ferreira (2006)
for a review). Heuristically speaking, F has Pareto-type tail whenever its density decays at a fixed
polynomial rate at infinity. One way to understand the meaning of the tail index γ is that E [Xν ] is
finite for all ν < 1/γ and infinite for ν > 1/γ.
This Pareto assumption—surprising at first glance—follows naturally from mathematical charac-
terization theorems and has often been used successfully in practice. As argued by Chavez-Demoulin
and Embrechts (2010), the Pareto assumption is often the best available tool for analyzing the be-
havior of large observations outside of a rigid parametric framework.
Under the Pareto assumption, it follows from classical results going back to Fisher and Tippett
(1928) and Gnedenko (1943) that if we increase a sample size by a factor α, then we should expect
the value of the best deal in the sample to increase by a factor αγ. Formally, whenever Xi are
independently and identically distributed according to a distribution F satisfying (1) for some 0 <
γ < 1, then
lim
n→∞
E
[
max{X1, ..., X[αn]}
]
E [max{X1, ..., Xn}] = α
γ. (2)
The required condition is satisfied, for example, by any Student-t distribution with more than 1 degree
of freedom or any Pareto distribution with a finite mean.
This simple formula provides a first answer to our question. Provided that all our simplifying
assumptions hold, that the distribution F has Pareto-type tails with tail index 0 < γ < 1, and that
our sample sizes are large enough that working in the limit where n→∞ is legitimate, then increasing
the number of deals evaluated by the venture capitalist by 9% should increase return on investment
by a factor (1 + 0.09)γ. In other words, this formula lets us reduce the problem of modeling the
relationship between sample size and sample maxima to the task of fitting the tail index γ.
Our discussion so far has made fairly strong assumptions. In Section 4.2 we explore how to adjust
the model results when the dropped deals are of lower quality than the original set of deals chosen
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to be evaluated. In Appendix A, we continue the theoretical discussion, and show that our result is
robust to imperfect venture-capitalist skill and constrained time dynamics. In Section 5, we present
evidence that the Pareto assumption may hold in the venture-capital context, and argue that γ ≈ 0.4
should be reasonable for our application.
4.2. Adjusting for a Deal-Quality Differential among Dropped Deals
In our development so far, we have assumed that the deals that were flagged as interesting but
then dropped due to capacity constraints were of the same quality as those that were evaluated.
Venture capitalists would presumably prioritize the deals that appeared most promising at screening,
thus it is useful to consider the scenario in which the dropped deals, although designated as worthy
of evaluation, would nevertheless be of lower quality than those originally chosen for evaluation.
To address this question we compare the distributions of capacity-rejected and evaluated deals in
terms of 1) their tail index and 2) the probability density under their right tail. Tail indices tend
to be stable across similar datasets, and the tail index of a distribution is in general quite robust
to noise.2 It is thus common to assume in statistical applications that related distributions have the
same tail index (Coles 2001, Davison and Smith 1990). We follow the standard practice of assuming
that the dropped deals come from a distribution with the same tail index as that of the deals that
were evaluated.
The impact of drawing the additional deals from a distribution with lower right-tail density can
then be quantified by downweighting the sample size by the percentage that the probability mass is
lower. The best outcome from a set of 100 deals drawn from a distribution with the same tail index as
the evaluated deals but with 25% less probability mass in the upper tail would have roughly the same
expected value as the best outcome of 75 deals drawn from the same distribution as the evaluated
deals. A quality differential between the dropped and evaluated deals thus expresses itself as an
incremental modification to our model, and does not invalidate the main insights. If, for example, the
firm estimated the right-tail probability mass to be 10% lower for the capacity-rejected deals than for
the evaluated deals, the 9% increase in sampling would be downweighted by 10% before applying the
2Our propositions 1 and 2 show that the effective tail index of the selected deal is not affected by noisy evaluations
or time dynamics.
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model.
Calculating the change in probability mass in the upper tail to determine how much to downweight
the sample size of the dropped deals to compensate for a given quality differential requires data
collection over time. While awaiting such data, managers can carry out a sensitivity analysis using a
rough intuition about how the dropped and initially chosen deals compare.
4.3. Limitations: Allowing for More than One Accepted Deal
Our development until now has assumed that the venture capitalist can only invest in one deal.
In this section, we show that our results can be extended to a portfolio made up of the k best deals,
where k is fixed and small relative to the sample size. Then, if we write X1,n ≥ ... ≥ Xn,n for the
sorted values of the evaluated deals, the venture capitalist will earn S
(n)
k =
∑k
i=1Xi,n with noiseless
evaluations. With noisy evaluations we get an analogous expression. Provided that k remains fixed
as n goes to infinity, our main results still hold and the expected portfolio value grows asymptotically
by a factor αγ as we increase the number of deals evaluated by a factor of α. Heuristically, the reason
for this is that X1,n, ..., Xk,n all scale at the same rate as n gets large, so E[S(n)k ]/E[X1,n] converges
to a finite limit when n→∞; see Appendix C for details.
In a nutshell, the classic result—that increasing the sample size by a factor of α is expected to
increase the value of the maximum value by a factor of αγ—also applies to the deals in second, third,
and so on to kth position. Thus, an increase in sample size will also cause the portfolio that results
from combining these k deals to increase by the same factor.
The picture becomes more complicated if the firm can also use the number k of accepted deals as
a decision parameter, or if the accepted deals can interact. Extending our results to a context where
the process of deal selection has an interplay with portfolio management issues is an interesting topic
for further research.
15
Economies of Extremes
5. Applying the Model to the Capacity Decision
The model we advocated in the previous section can be summarized as follows
If the number of deals evaluated increases by a factor α, (3)
Then the expected value of the selected portfolio rises by a factor αγ,
where γ > 0 is the tail index of the distribution of available investment opportunities as defined in
(1). In this section we apply our model to the decision by the firm of how many deals to evaluate. We
first use IPO return data to gain intuition about the tail weight, then compare the resulting increase
in fund value to a rough estimate of the cost of allocating more capacity to deal evaluation.
5.1. Fitting the Tail Index
Fitting the distribution F of potential venture returns from empirical data is challenging. Venture
capitalists typically realize profits either through IPOs or mergers and acquisitions (M&A), the latter
being more common (Giot and Schwienbacher 2007, NVCA 2010). M&A data is usually kept private,
however, and the original valuation of investments that result in IPOs is often not known (Kaplan and
Schoar 2005). Sandberg (1987) noted, for example, that ventures backed by venture capital survive
at a higher rate than ventures lacking such backing. That venture funding impacts venture return
creates an endogeneity problem.
Noting these difficulties, we observe that venture-capital-backed IPOs are part of the set of deals
evaluated by venture capitalists. Information on IPOs is publicly available. For our analysis, we used
the Thomson Financial SDC Platinum New Issues database, which contains information for 2,037
venture-capital-backed IPOs in the United States between 1995 and 2011. IPO data provides a useful
proxy that can be used to gain insight about the true distribution of venture capital opportunities.
Under the strong assumption that initial venture-capital investments are roughly independent
from IPO proceeds, the tail index of the distribution of gross IPO proceeds should be indicative of
the tail index of potential venture-capital returns, with a further caveat that the data analyzed is not
corrected for market fluctuations or for inflation.
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Figure 4: Fitting the Tail Index.
(a) RBM and Hill estimates for the tail index γ.
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Back-fitting a slight modification of model (2) to randomly selected subsets of the IPO data gives
rise to the Random Block Maxima (RBM) estimator (Wager 2014). A closely related and widely
used estimator is the Hill estimator (Hill 1975). Both the RBM and Hill estimators require choosing
a tuning parameter k. Low values of k lead to high variance and high values of k are often biased,
making the choice of tuning parameter crucial. For the RBM estimator, we choose k following the
rule recommended by Wager (2014); with the Hill estimator we use a diagnostic for bias developed
by Guillou and Hall (2001).
A third estimate of γ is made by fitting a generalized Pareto tail to the data by maximum
likelihood, as described in Coles (2001). This method requires fixing a threshold u that cuts the tail
from the body of the distribution. Coles (2001) does not provide an automatic method for doing this,
but rather suggests examining a mean residual life plot and fixing u such that the mean residual plot
becomes linear to the right of u.
The RBM estimator gives a 95% confidence interval of γ = 0.41 ± 0.07, while the Hill estimator
gives γ = 0.39±0.07. Plots for the RBM and the Hill estimators as a function of the tuning parameter
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k are given in Figure 4a. The plotted error bars at the automatically selected values of k are one
standard deviation wide. (These error bars do not account for adaptive selection of k.) The stability
of both the RBM and Hill estimators for log k between 4 and 6 is encouraging, and suggests that the
Pareto assumption (1) in fact holds.
For maximum likelihood estimation, we chose a threshold of u = 160 using the mean residual
life plot in Figure 4b. This leaves us with 155 data points above the threshold, and yields a 95%
confidence interval of γ = 0.47± 0.24. The mean residual life plot was generated using the R package
ismev (Stephenson 2011). Although the plot is defined up to u = 800, we only display the first half,
as the second half is too noisy to be meaningful.
These results are consistent with the distribution F of potential returns on ventures being in the
domain of attraction D(Gγ) of an extreme-value distribution with positive tail index γ ≈ 0.4.3 The
relatively heavy tail of IPOs suggests that venture capitalists should consider the possibility that the
distribution of deal values has a positive tail index.
5.2. Trade-off Analysis
How much capacity would need to be made available for the firm to increase the number of deals
evaluated? We can make a rough estimate of the amount of venture-capitalist work represented in
evaluating a deal. After the initial year, team members processed on average 78.7 proposals each
year. The mean team size was 4.6. Robinson (1987) observed that venture capitalists spend about
33% of their time on evaluation. Assuming that the venture capitalists worked 230 days per year,
devoted a third of their time to evaluation, and evaluated 20% of the processed deals, the number of
days required to evaluate a deal averaged just under 5. Thus, to evaluate one additional deal would
require the allocation of around 1 week of venture-capitalist capacity assuming that the additional
deals to be evaluated were reasonably spread out over the period.
To get a feeling for how much such a capacity increase might cost, we can consider the median
salaries for venture capitalists. According to Salary.com, the median expected salary for a junior
venture capitalist in the U.S. (venture capitalist I) in early 2012 was $164,228, rising to $276,801 for a
3One way to understand this number is that, for γ > 0, if a distribution G has a tail index γ, then G has νth
moments only for ν < γ−1. A tail index of 0.4 implies that F has a finite variance but no third moment.
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Table 3: The expected percentage increase in fund value from increased evaluations
Tail Index
Increase 0.2 0.3 0.4 0.5 0.6
5% 1% 1.5% 2% 2.5% 3.0%
10% 1.9% 2.9% 3.9% 4.9% 5.9%
15% 2.8% 4.3% 5.7% 7.2% 8.7%
20% 3.7% 5.6% 7.6% 9.5% 11.6%
Table 4: The expected increase in fund value (in $mm) from increased evaluations given a base fund
value of $151,000,000
Tail Index
Increase 0.2 0.3 0.4 0.5 0.6
5% $1.5 $2.2 $3.0 $3.7 $4.5
10% $2.9 $4.4 $5.9 $7.4 $8.9
15% $4.3 $6.5 $8.7 $10.9 $13.2
20% $5.6 $8.5 $11.4 $14.4 $17.5
senior venture capitalist (venture capitalist III) (salary.com 2012). Thus, the salary cost of evaluating
an extra deal can be expected to be between $3000 and $6000. If the venture-capital firm increased
the deal evaluation rate by 10% from 20% to 22%, this would imply an increase in costs on the order
of magnitude of $200,000 to $400,000, depending on whether the additional capacity came from junior
or senior venture capitalists. The firm may also be able to reduce the cost of increased evaluations
through a reallocation of resources from other activities, through allocating some evaluation tasks to
less expensive employees, or through use of decision-support tools (Zacharakis and Meyer 2000). Our
estimates can thus be considered as an upper bound on the cost of creating the capacity necessary to
do the extra evaluations.
We apply model (3) to estimate the expected increase in the value of the fund under tail weights
ranging from 0.2 to 0.6 when evaluations are increased by 5% to 20% as shown in Table 3. In Table
4 we apply the Table 3 percent increases to the average U.S. venture-capital fund size, estimated by
the National Venture Capital Association for the U.S. at $151,000,000 in 2009 (NVCA 2010).
A 9% increase in evaluations at a tail weight of 0.4 corresponds to an increase of 3.5%—$5,300,000
for a fund of average size—if the additional deals come from the same distribution as the original
deals. We estimated that the cost of evaluating the extra deals using a senior venture capitalist would
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be less than $500,000, thus the expected increase substantially exceeds the expected capacity cost.
Now let’s consider the possibility that the extra deals are drawn from a distribution with the same
tail index as that of the original deals, but a probability mass under the tail that is 44% lower. In this
case the impact of a 9% increase in evaluated deals only has the impact of a 9% × (1 − 44%) = 5%
increase. At a tail index of 0.4, the value of a 5% increase can be seen from Table 4 to be $3,000,000,
still substantially greater than the cost of capacity.
Until now we have only considered deals that were explicitly minuted by venture capitalists as
worth evaluating in estimating the value of increased sampling. This sensitivity analysis raises an
interesting issue: Under positive tail weight, should the firm screen less aggressively? Suppose that the
firm were to reduce the threshold for “interesting” so that about 30% of deals would pass screening.
Suppose that these extra deals would have a probability mass under the tail of only 25% of that of
the original deals, so that the 50% increase in sampling would be downweighted by 75%. At a 0.4
tail weight this 50%× 25% = 12.5% increase would result in a 4.8% increase in portfolio value, again
generating enough return to pay for an increase in capacity even though the additional deals were
clearly less valuable than the original set selected.
Our analysis has ignored other benefits that could emerge from reducing utilization in the venture-
capital operations. A modest reduction in utilization would be expected to substantially reduce lead
times. Rejections went both ways: The firm rejected deals, but was also rejected by entrepreneurs.
In 283 cases (representing almost half of the deals evaluated), the entrepreneur withdrew his or her
proposal before the fund had a chance to make an investment decision. The venture-capital firm
contacted the entrepreneur to request further information and received no response in 177 cases.
Another venture-capital firm was chosen, or the firm was not invited to join a syndicate, in 73
cases. The entrepreneur decided against venture-capital financing in 33 cases. Research suggests that
customers are sensitive to lead time (e.g., Allon et al. 2011). To the degree that shorter lead times
would have reduced these rejections by entrepreneurs, the gain in fund value from implementing a
chase capacity strategy might be greater than predicted by our model.
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5.3. Monte Carlo Experiments
The model presented in (3) is technically only valid in the limit n → ∞, where n is the number
of evaluated deals. The firm chose to invest in 35 out of approximately 700 evaluated deals. To what
degree do limiting results for n → ∞ apply to this situation? Such issues are a recurrent concern in
applications of extreme-value theory, and suggest that we should interpret the results obtained using
the equation (3) model with caution. The magnitude of the impact from increasing the number of
evaluations that emerges from our analysis is substantial enough, however, that the numbers in Table
4 may be reasonably taken as useful guidance.
To test for small-sample issues, we ran a Monte Carlo study on the IPO dataset used to fit
γ. We repeatedly drew 700 and 766 random deals from our dataset of 2,037 venture-backed IPOs,
and compared the sum of the top 35 deals from both subsamples. According to our formula, the
marginal relative difference between the expectations should be
(
766
700
)0.4 − 1 = 3.7%. In the Monte
Carlo simulation with 1,000,000 replicates, this number came out to be 3.6%. Thus, at least in the
context of the IPO dataset, our sample sizes appear to have been large enough to justify the use of
extreme-value-theoretic methods.
We also tested the performance of our model with evaluation noise. To emulate sub-optimal VC
decision processes, we multiplied the values of the available deals with mean-1 log-normal noise with
shape parameter σ = 1/3 and used the result as noisy estimates of the deal values. We then picked
out the 35 deals with the highest estimated values, rather than selecting the deals with the highest
actual values. With this noisy decision process the marginal value of evaluating 766 versus 700 deals
drops to 3.5%. Thus, when we introduce errors into the VC decision making process, our model is not
quite as accurate as in the error-free setup but can still give us a fairly good intuition for the value of
additional sampling.
6. Applying the Model to Personnel Selection
In this section we explore application of our model to the question of how many candidates to
evaluate in making a hiring decision. Our analysis is motivated by the following situation faced by a
large international organization. A division received 500 applications for a post to be filled, and the
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Human Resources department did a rough first screening to reduce the applicant pool by half. The
director of the department for which the hire was being made observed that Human Resources had
excluded two candidates that he would have ranked as worth a closer look. Concerned that strong
candidates had been overlooked, he devoted over 20 hours of time to reviewing the dossiers than had
been rejected by Human Resources. We used the model to estimate the expected payoff from the
investment of the director’s time in terms of improvement in the hiring outcome.
Let’s define a hiring outcome as the ratio between the performance level of a candidate and a
performance level that meets but does not exceed the expectations of the job. The mean of the
distribution of hiring outcomes is assumed to lie at 1, so that an average applicant is just able to do
the job. For the post in question, the intuition was that a really great hire (the best of 500) could
be expected to perform around ten times as well as a minimally qualified candidate. The best of 50
candidates might be expected to perform about five times as well.
We can reverse-engineer our model to turn this intuition—that the best candidate out of a pool
of 500 should be twice as good as the best candidate out of a pool of 50—into an estimate of the
tail index. A 10-fold increase in evaluations should increase the expected value of the maximum by a
factor 10γ. Transforming these two points into a curve that links sample size and the expected value
of the maximum requires that we solve
10γ = 2, which has a solution γ =
log 2
log 10
≈ 0.3.
Applying the model assuming a tail index of 0.3, we estimate that doubling the number of candi-
dates evaluated should increase the performance of the top candidate by 20.3 − 1 = 23%. Let’s first
explore a 50% reduction in the sample size done without any consideration of quality, corresponding
to decreasing the applicant pool from 500 to 250. If the best of 500 candidates is expected to perform
ten times better than a minimally qualified hire, the model predicts that a 50% decrease would result
in a decline in the level of the best candidate relative to the mean of 20.3− 1 = 23%, that is, at a level
of 7.7 rather than ten. Such a difference may well justify 20 hours of additional candidate screening.
Now let’s imagine a scenario in which nine of ten applicants rejected by the Human Resources
department were in fact almost certain to not be a top candidate. One in ten, however, was good
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enough to pursue further. Thus, the tail weight of the distribution of rejected applicants would remain
0.3, but the probability mass under the tail would be reduced by 90%. Applying the model extension
developed in Section 4.2 we estimate that doubling the applicants considered by the director of the
hiring department from 250 to 500 from a distribution with 90% less probability mass under the
tail corresponds to an increase of 250 × 10% = 25 or a 10% increase in applicants from the original
distribution. A 10% increase in applicants is valued by the model at a 1.10.3−1 = 3% increase in hiring
outcome, which does not appear likely to warrant the investment of 20 hours of additional screening.
This simple example shows how the model can facilitate incorporating tail weight in deciding how
much time to allocate to sampling, and how even a rough intuitive estimate of tail weight can be
useful in quantifying the expected benefit of increased capacity.
6.1. Finite-n Analysis
The relationship between the sample size and the expected value of the best outcome holds as
n goes to infinity. The personnel-selection example can be enriched to give a sense of the impact
of finite n on model results. Suppose that an oracle has provided information about the underlying
performance distributions for two positions. Both have a mean of 1 and coefficient of variation of 0.2.
The thin-tailed distribution is N (1, 0.22). The other follows a generalized-extreme-value distribution
(GEV, also known as the Fre´chet) with a tail index γ = 0.3, mean of 1, and scale and location
parameters scaled to obtain the 0.2 coefficient of variation. The two densities are shown in Figure 5.
Knowing the distributions allows us to sample and explore the behavior of the sample maxima. For
the two distributions, we calculated the average of sample maxima over 100,000 replications, doubling
the sample size from 25 to 3200. The results are shown in Table 5. The first column shows the sample
size. The average of the sample maxima for the normal and GEV distributions are given in the second
and third columns.
For the normal outcome distribution, increasing the sample size from 25 to 50 yields a 4% payoff.
A second doubling to 100 increases the expected best outcome by 3%, and a third to 200 increases
it by an additional 3%. An increase from 1600 to 3200 yields a 2% increase. For the heavy-tailed
distribution, increasing the sample size from 25 to 50 or from 50 to 100 yields a 14% increase, and a
third doubling to 200 yields an increase of 16%. Doubling the sample size from 1600 to 3200 yields
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Figure 5: The figure compares normal and GEV densities that describe the distribution of job-related
capability for a given position. Both distributions have mean 1 (representing a capability level that
exactly matches minimum job requirements) and coefficient of variation 0.2. The GEV has a tail
index of 0.3. For applicant pools whose capability distribution is normal, an outcome above 1.7 is
not expected even with a sample size of 3000 or more. For applicant pools with a GEV capability
distribution, the plot shows how the GEV density hovers above the horizontal axis well beyond
a capability level of 1.7. Our simulation shows that relative performance levels of 3 or more are
expected by the time we reach a sample size of 1000.
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Table 5: The maximum value from a sample of size N , averaged over 100,000 replications.
N Normal GEV
25 1.39 1.58
50 1.45 1.80
100 1.50 2.06
200 1.55 2.39
400 1.59 2.79
800 1.64 3.29
1600 1.68 3.89
3200 1.71 4.65
a 20% increase. As sample sizes grow to infinity, the expected gain from doubling the sample size
converges to 23%, which is the gain predicted by our formula (3). The full distribution information
thus gives us a better understanding of the relevance of the model for finite samples. These results
combine with the Monte Carlo simulation described in the previous section to suggest that the model
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results can provide useful managerial insight even for finite sample sizes.
7. Conclusion
This research project emerged from our observation that a venture-capital firm rejected otherwise
interesting deals because of capacity limitations, consistent with use of a lean heuristic to encourage
efficiency and productivity gains through the use of exploratory stress. Firms must choose when to
emphasize elimination of uncertainty, and when to follow a chase capacity strategy, investing in a
capacity buffer to gain value from that uncertainty.
We have shown that the value of search depends crucially on extremes in the distribution of
outcomes. The cost of capacity is highly visible, whereas the value of increased search is obscure.
In cases where uncertainty is driven by tail weight rather than by a second moment, the capacity-
allocation decision becomes less intuitive. Applying tools from extreme-value theory reduces the risk
of underinvesting in capacity. Data on returns from venture-capital-backed IPOs provided a general
idea of the tail index of the deal-value distribution. Model results suggest that the value of increasing
the number of deals evaluated appears to substantially exceed the cost of the extra capacity required.
The value of a venture-capital portfolio depends on the value of the top few deals available for
evaluation. Such an extremes-driven setup goes counter to traditional operations-management think-
ing. Our question, “How does the expected sum of the best 35 deals from a pool of 700 compare to
the expected sum of the best 35 deals from a pool of 766?” can only be systematically addressed
using extreme-value theory. That the value of the portfolio grows at the same rate as the value of the
best few deals as we deepen the search opens the door to the use of mathematical tools that inform
the capacity-allocation decision. Recognizing that portfolio value depends on extremes rather than
averages may give additional insights into process improvements. A screening process oriented to-
ward averages rather than extremes risks rejecting deals with tail potential that do not look promising
according to normal heuristics.
Our model development was inspired by the capacity decision faced by the venture-capital firm.
We then used a simple example to illustrate how these results can be generalized to personnel selection.
How extensively should a firm cast its net when seeking to fill a position? The performance-value
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distribution for some posts will be thin tailed, where a superb candidate will do better than an
adequate candidate, but the increase in value will be modest. For other posts, the performance-value
distribution will have a heavy right tail, so that a superb candidate will create value that is far beyond
that of an adequate candidate. Although it is not obvious how to fit the tail index of the outcome
distribution, we have illustrated how even a relatively qualitative discussion of the concept can aid
in thinking through the sampling strategy. The same logic can be applied to other search operations
such as root-cause analysis. Plant managers say that they recognize the value of identifying root
causes, but easily scrimp on allocating capacity to the search process (MacDuffie 1997). Again, a
rough estimate of the right-tail weight can help to motivate appropriate investment in root-cause
search activities.
At a higher level, 3M’s allocation of 15% of employee capacity to innovation has been generally
considered to be one of the reasons for the company’s high percentage of sales from highly innovative
products (solutions.3m.com). In recent years, top management has reduced the capacity available
for pure innovation, and the percent of sales from highly innovative products has decreased (Hindo
2007). At the same time, 3M has put into place a system to incorporate lead users into the design
process (Lilien et al. 2002). Our model provides a way to structure the decision about how much
capacity to invest in innovation. Initiatives like including lead users in product design can be evaluated
in terms of their ability to increase right-tail weight. The tail weight can then be used to determine
where pure-innovation capacity is likely to pay off.
Applying the model requires that we convince decision makers to incorporate richer information
about distributions in their models. This can be done: Supply chain management research was
galvanized in the mid-1990s by the realization that dispersion in forecasters’ estimates could provide
information about the standard deviation of the demand distribution (e.g., Fisher and Raman 1996).
The ability to easily estimate the standard deviation of demand dramatically increased willingness
to include variation in decision making, for practitioners as well as academics. Terwiesch and Ulrich
(2009) proposed a similar approach for estimating the central moments of the outcome distribution
in the innovation context. A next step is to consider how to use upside potential rather than just
central moments in screening. Fleming (2007, p. 74) indicated that such a step is worth consideration:
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“by understanding the histogram of inventive creativity and managing the factors that shape that
distribution, a firm can greatly improve its capacity to innovate...”
Singh and Fleming (2010) expressed concern that incorporation of tail weight in the distribution
of innovation outcomes, although essential to sound decision making, risked increasing the complexity
of research (see also Erat and Kavadias 2008). It is generally known, however, that under heavy-
tail conditions, most questions of managerial interest can be answered by only referring to the tail
index of the distribution. Our model builds on that insight. Through formulating the answer to the
question “What is the marginal benefit of sampling more deals?” solely in terms of the tail index,
counter-intuitive insights from extreme-value theory become accessible to the world of practice.
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Appendix A Robustness Analysis
We established the formula (2) under quite heavy-handed simplifying assumptions. Perhaps the
least reasonable of our assumptions is that venture capitalists can consistently pick out the best deals
out of a pool of evaluated deals. There is considerable evidence that venture capitalists regularly
make suboptimal decisions (Zacharakis and Meyer 2000); moreover, venture capitalists are often
bound by tight time constraints that force them to make investment decisions on a rolling basis
without knowledge of what opportunities may be available in the future.
In Section A.1 we loosen the assumption of venture capitalist infallibility by adding in multi-
plicative noise in evaluations. Thus, the deal selected by the venture capitalist from the sample
{X1, ..., Xn} may not coincide with the sample maximum. We denote the value of the selected deal
by Select({X1, ..., Xn}). In Section A.2, we relax the assumption that venture capitalists have simul-
taneous access to the full set of deals to be evaluated.
A.1 Valuation Errors
A simple way to model imperfect venture capitalist skill is by using multiplicative valuation errors:
Suppose that if a deal actually has value Xi, then the venture capitalist values it at Vi = Ei · Xi,
where Ei ∼ G is a noise term that is independent of Xi. Under this multiplicative noise model,
Select({X1, ..., Xn}) = Xi∗ , where i∗ = argmax1≤i≤n{Ei ·Xi}. (4)
We chose to model venture capitalist errors as multiplicative rather than additive (Vi = Xi + Ei),
because it seems plausible that venture capitalists make larger valuation errors on more extreme deals.
Clearly, such valuation errors will reduce the expected of value deals selected by a venture capi-
talist: E [Select({X1, ..., Xn})] < E [max{X1, ..., Xn}]. However, as we show below, the cost of such
valuation errors converges to a multiplicative factor that does not depend on sample size. This multi-
plicative factor cancels out when we take a ratio; thus valuation errors have asymptotically no impact
on the relative value of increased evaluations and the formula (5) holds.
Proposition 1. Let Vi = Ei ·Xi, where Xi ∼ F and Ei ∼ G independently for distributions F and G
whose support is bounded below by B > 0. Suppose that F has a tail index 0 < γ < 1, and that there
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is a constant ε > 0 such that E
[
E
1/γ+ε
i
]
<∞. Under these conditions,
lim
n→∞
E
[
Select({X1, ..., X[αn]})
]
E [Select({X1, ..., Xn})] = α
γ (5)
holds for the selection function (4).
The main assumption made for this result is that the tail of the distribution G of the error terms
decays faster than the tail of F : recall that Xi has no ν
th moments for ν > γ, and so this main
assumption is enforced by the technical condition that E
[
E
1/γ+ε
i
]
<∞ for some ε > 0. Heuristically,
this assumption states that very large errors are smaller than very large X-values, and so the signal
is not completely swamped by the noise.
The simple formula (5) shows that our main result (3) holds even in the face of evaluation error.
The overall value of the portfolio decreases in venture capitalist error, but the relative increase in
the value of the best deal with increased sampling remains a simple function of the tail index. Our
capacity-valuation heuristic, namely that increasing the number of evaluated deals by 9% would
increase return on investment by a factor 1.09γ, thus appears to be robust to modeling assumptions.
A.2 Time Dynamics
Modeling a venture capitalist as simultaneously evaluating all received deals and choosing the best
of them—as we have done so far—is not a realistic picture of venture-capital time dynamics. Deals
arrive over time, and venture capitalists must often make a decision about a deal having arrived for
evaluation without the luxury of waiting to see what potentially more interesting deals might arrive
later. That the venture capitalist must make a decision without the full information that would come
from having all deals reduces the expected value of the evaluation operation.
We consider the worst-case scenario for a venture capitalist trying to select the best deal out of
a large sample: The venture capitalist is looking to invest in exactly one deal, is only allowed to
see one deal at a time, and must make an investment decision on that deal before seeing the next
deal. As shown below, such timing constraints have a similar impact on venture capitalist profits
as valuation errors: They reduce the expected value of the selected deal by a multiplicative factor
that—asymptotically—does not depend on sample size. Thus, our formula (3) still holds.
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Proposition 2 (Kennedy and Kertz (1991)). Suppose that venture capitalists are constrained by the
time dynamics described above; moreover, suppose that the venture capitalists know the distribution
F of deal values (which has non-negative support and a tail index 0 < γ < 1) and follow an optimal
selection strategy. Then (5) holds for the selection function Select(·) implied by the time dynamics,
and moreover
lim
n→∞
E [Select({X1, ..., Xn})]
E [max{X1, ..., Xn}] =
(1− γ)−γ
Γ(1− γ) ,
where Γ is the gamma function.
This result also implies that the limiting cost of time dynamics only depends on the tail index γ.
When γ = 0.4, then the described worst-case time dynamics reduce the expected return on investment
of the venture capital firm by about 20%.
Appendix B Proof of Proposition 1
We proceed in two steps. First we show that the distribution of the Vi has the same tail index γ
as F . Thus, an expression equivalent to (2) holds with the Xi replaced by Vi, and so the size of the
best valuation scales at the desired rate:
lim
n→∞
E
[
max{V1, ..., V[αn]}
]
E [max{V1, ..., Vn}] = α
γ for all α > 0. (6)
Second, we need to show that as sample sizes grow, valuations remain somewhat representative of the
value of the underlying deal. If, for i∗ defined as in (4), we can show that E[Xi∗ ]/E[Vi∗ ] converges to
a finite limit as n→∞, then (5) follows directly from (6).
Now, under our conditions on the Xi and Ei, it can be shown that (e.g. Jessen and Mikosch 2006,
Lemma 4.2)
lim
t→∞
P[E ·X > t]
E [E1/γ] P[X > t]
= 1. (7)
This formula directly implies that the Vi have tail index γ. Our second step requires some more work.
We start with a well-known fact that can be verified using Potter’s inequalities: If X has a tail index
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0 < γ < 1, then
lim
t→∞
E[X|X > t]
t
=
1
1− γ . (8)
Now, using Bayes’ rule, we can write (note that we can interchange limits and integration by the
dominated convergence theorem because of Potter’s inequalities and because G is bounded below by
B > 0)
lim
t→∞
E [X|E ·X > t]
t
=
∫
lim
t→∞
E [X|X > t/η]
t
P [X > t/η]
P [E ·X > t] dG(η)
=
∫
1
η(1− γ) limt→∞
η1/γP [X > t]
E [E1/γ]P [X > t]
dG(η)
=
1
1− γE
[
E
1−γ
γ
] /
E
[
E
1
γ
]
.
By writing H for the distribution of V = E ·X and a(t) = E [X|E ·X = t], we can re-write the above
result as
lim
t→∞
1
t (1−H(t))
∫ ∞
t
a(t) dH(t) =
1
1− γE
[
E
1−γ
γ
] /
E
[
E
1
γ
]
,
which, paired with (8), implies that
lim
t→∞
∫∞
t
a(t) dH(t)∫∞
t
t dH(t)
= E
[
E
1−γ
γ
] /
E
[
E
1
γ
]
.
Finally, the maximum over m values of Vi has distribution H
m, and so we conclude that
lim
m→∞
Select {X1, ..., Xm}
E [max{V1, ..., Vm}] = limm→∞
∫∞
0
a(t)Hm−1(t) dH(t)∫∞
0
tHm−1(t) dH(t)
= E
[
E
1−γ
γ
] /
E
[
E
1
γ
]
,
leading us to the desired result.
Appendix C The Growth Rate of the Extreme Order Statistics
In this section we verify that, as claimed in Section 4.3, the main results from Section 4.1 hold if the
VC firm invests in the top k deals instead of only selecting the best deal. The main technical device
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needed for generalizing our proofs is a result on the joint convergence of extreme order statistics. Let
X1, n, ..., Xk, n be the top k out of n deals as described in Section 4.3. Now, using Theorem 2.1.1 and
Proposition B.1.9.5 of de Haan and Ferreira (2006), we can check that for any fixed s an analogue to
2 holds: If the Xi are drawn from a distribution with tail positive support and a tail index 0 < γ < 1,
then limn→∞ E[Xs, αn]/E[Xs, n] = αγ. This immediately implies that, for any fixed k,
lim
n→∞
E
[
k∑
s=1
Xs, αn
]/
E
[
k∑
s=1
Xs, n
]
= αγ.
The key ingredient here is Theorem 2.1.1; Proposition B.1.9.5 (or Potter’s inequality) is only needed
to go from convergence in distribution to convergence in moments. Using a similar argument, we can
also establish analogues to the results presented in Appendix A in a setting where we select k deals
instead of just 1.
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