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ABSTRACT
Meteorological measurements in the upper troposphere and lower stratosphere were carried out in the past
by several high-flying airplanes. It is a common practice to use the temperature spectrum of the time series
obtained from these measurements to compute an averaged value (over the flight path) of the temperature structure
constant . In this paper time–frequency techniques are used to obtain an estimate for the local spectra of the2C T
temperature, which is utilized to obtain local estimates for .2C T
1. Introduction
The structure function of a geophysical variable, for
example, temperature, is defined as
2D(r) 5 ^T9([r 1 r), T9(r )] &,1 1 (1.1)
where T9 are the turbulent fluctuations in the temper-
ature.
Kolmogorov showed that for isotropic turbulence in
the inertial range this function depends only on r 5 | r |
and scales as
2 2/3D(r) 5 C r ,T (1.2)
where , the proportionality constant in this equation,2C T
is referred to as the ‘‘temperature structure constant.’’
The determination of the atmospheric structure con-
stants (Tatarskii 1967; Jumper and Beland 2000; Cote
et al. 2003) and, in particular, the temperature structure
constant is important in many applications, for ex-2C T
ample, the propagation of electromagnetic signals (Fan-
ta 1985; Dewan 1980). In particular, local peaks in the
values of these constants, which are indicative of strong
turbulence and reflect on the structure of the atmo-
spheric flow, can have a negative effect on the operation
of various optical instruments.
In estimating these structure constants in the upper
troposphere or the stratosphere it is a common practice
to send high-flying airplanes to collect data about the
basic meteorological variables (such as wind, temper-
ature, and pressure) along a flight path that may extend
up to 200 km. To estimate the averaged value of the
structure constants along this path one must decompose
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first the meteorological data into mean flow, waves, and
turbulent residuals. From the spectrum of the turbulent
residuals one can estimate an averaged value of the
structure constants using Kolmogorov inertial range
scaling and Taylor’s frozen turbulence hypothesis (Pa-
nofsky and Dutton 1989). For in particular one ob-2C T
tains
2 5/3C (k) 5 4F(k)k ,T (1.3)
where F(k) is the temperature spectral density in the
inertial range and k is the wavenumber. An averaged
value for (over all wavenumbers in the inertial range)2C T
is obtained by averaging these values over k.
However, spectral estimation might be biased by dis-
continuities in the data, padding, and the choice of the
spectral window (Kay 1988). Furthermore, the mea-
surements are usually carried at constant frequency, and
in order to convert the spectrum from frequency to
wavenumber dependence one applies the prescription
given in Panofsky and Dutton (1989): k 5 v/ , whereV
v is the frequency and is the averaged value of theV
true air speed, which (obviously) can vary considerably
over 200 km. Furthermore, the averaged value of the
structure constant might mask strong local peaks.
An obvious partial solution to these problems is to
divide the original time series of measurements into
shorter ones (i.e., use windowed spectral analysis) and
thus obtain several (‘‘local’’) estimates of the structure
constant. However, in this procedure one estimates the
spectral density using ‘‘short’’ time series, which in-
creases the bias of this estimation.
From a statistical point of view, if the time series data
were stationary, then these paradigms might still be ap-
propriate. However, it stands to reason that the meteo-
rological data are actually nonstationary, or nonhomo-
geneous in some sense. Under these circumstances, it
is imperative to look at the data either on the time–
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FIG. 1. The time series for the temperature at 9650 m. FIG. 2. The time series for the true air speed at 9650 m.
frequency plane or on multiple scales over time. Time–
frequency and time-scale (wavelets) methods enable us
to estimate the variations in the value of along the2C T
flight path and as a function of different scales.
To obtain these local estimates for the structure con-
stants this paper applies a technique borrowed from
time–frequency analysis (Cohen 1995). This technique
[which is commonly used in signal analysis (Yen 1987;
Imberger and Boashash 1986)] yields a local estimate
for the spectra as a function of the frequency. Since the
spectral estimate is local, one can convert the spectrum
accurately from frequency to wavenumber dependence
without bias (using the true air speed) and hence obtain
a local value for the structure constants. As a result the
value of these structure constants as a function along
the flight path is obtained.
While the ‘‘robustness’’ of this approach is debatable,
it is possible to argue that it offers the best methodology
available to us today to obtain insight about the fluc-
tuations of the structure constants and hence can be
important for applications where these constants are
used.
In this paper the meteorological data that were ob-
tained on 6 August 1999 over Australia at a height of
9650 m (Cote et al. 2003) will be analyzed. For this
dataset the averaged value, the windowed estimates, the
time-scaled estimates, and the time–frequency analysis
for are presented. (The potential temperature is not2C T
used since the plane was flying at constant height and
the pressure was almost constant.)
The plan of the paper is as follows. In section 2 a
presentation of the data and their statistical attributes is
made. Section 3 presents a short overview of time–
frequency and time-scale analysis. In section 4 estimates
are obtained for the value of by averaging over the2C T
whole time series, by windowed spectral analysis, and
by time-scale and time–frequency analysis. A summary
and some conclusions are presented in section 5.
2. The data and its statistical attributes
In this paper the temperature data that were collected
by Cote et al. (2003) on 6 August 1999 over Australia
at approximate heights of 9100, 9300, and 9650 m with
a sampling frequency of 55.1 Hz will be analyzed. These
measurements were taken along a flight path of 180 km
(approximately), and the plane was flying in a straight
line at an approximate speed of 103 m s21. Figures 1
and 2 are plots of the temperature and true air speed
along the flight path at 9650 m.
To use these data to estimate one has to split the2C T
original measurements into a sum of mean flow, waves,
and turbulent residuals. To accomplish this task the Kar-
hunen–Loeve (K–L) decomposition algorithm, which
has been used by many researchers (e.g., Penland et al.
1991; Humi 2003), will be used. Humi et al. (2003)
applies the K–L decomposition to the same data con-
sidered here, and the details of the decomposition that
are given there will not be repeated here.
Based on instrument specifications the data noise
should be at a relative error level of 1023. This is con-
firmed by the eigenvalues obtained in the K–L decom-
position where the last few eigenvalues (which reflect
the noise level in the data) are of order 1023 of the
leading eigenvalue.
To determine if the original time series or the one
derived for the turbulent residuals are statistically sta-
tionary the autocorrelation function (ACF) test (Brock-
well and Davis 2001) is used. According to this test, a
time series Xt, t 5 0, 1. . . is (weakly) stationary if the
first and second moments of Xt are the same as those
of Xt1h. That is,
m(t) 5 E(X ) (2.1)t
is independent of t and
ACF(t, t 1 h) 5 cov(X , X ) (2.2)t t1h
is independent of t for each lag h,
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FIG. 3. The results of the ACF test for the temperature at 9650 m.
where E(X) is the expectation value of X and cov(Xr,
Xs) is the covariance of these two random variables.
Figure 3 is a plot of the ACF for the temperature data
at 9650 m for h 5 8. [The data were detrended using
moving averages to ensure that they satisfy Eq. (2.1)].
It demonstrates clearly that this test fails; that is, the
data cannot be considered stationary as there is more
than 20% variation in the values of the ACF. As a result,
attempts to use statistical methods (e.g., spectral esti-
mates) that apply only under this assumption will, nat-
urally, lead to biased estimators.
3. Time–frequency analysis
Given a signal s(t) its spectrum represents (the time
averaged) energy density of the signal. Wigner (1971),
and many others since then (Cohen 1995), investigated
the possibility of describing the energy density of the
signal in time and frequency simultaneously. This is the
essence of time–frequency analysis.
To achieve this goal Wigner introduced (what is
known today as) the Wigner distribution, which is de-
fined as
1 1 1
2itvW(t, v) 5 s* t 2 t s t 1 t e dt . (3.1)E 1 2 1 22p 2 2
It is easy to show that this distribution satisfies the ‘‘mar-
ginal constraints’’
`
2W(t, v) dv 5 |s(t) | , (3.2)E
2`
`
2W(t, v) dt 5 | sˆ(v) | , (3.3)E
2`
that is, the average of W over frequency or time yields
the square of the original signal or the spectrum density,
respectively. [In addition, the Wigner distribution can
provide another test for the nonstationary character of
a signal (Flandrin 1999, p. 334).]
It is straightforward to see that for a single wave or
impulse the Wigner distribution yields the ‘‘correct’’
answers. Thus, for
iv t0s(t) 5 e , W(t, v) 5 d(v 2 v ) (3.4)0
and for
s(t) 5 Ï2pd(t 2 t ), W(t, v) 5 d(t 2 t ). (3.5)0 0
However, for a superposition of waves interference
terms appear in W(t, v). Many attempts were made in
the literature to ‘‘mitigate’’ the effect of these ‘‘ghost’’
terms on W(t, v), and recent research in this area yielded
an optimal time–frequency representation for such sig-
nals (Jones and Baraniuk 1995):
1 1 1
c(t, v) 5 s* u 2 t s u 1 tEE E2 1 2 1 24p 2 23R
2i(u t1t v2uu)3 f(u, t)e du dt du.
(3.6)
In this equation the function f is referred to as the
kernel, and the coordinates u, t can be considered as
representing inner degrees of freedom of the dynamical
system that are being ‘‘hidden’’ by the measurement
process. To compute the Wigner (and related) distri-
butions in this paper the AOK4 code written by Jones
and Baraniuk (1995) is used.
From our perspective the signal s(t) is represented by
a time series of one of the meteorological variables.
Wigner distribution (or similar) can be used as a tool
to analyze the contributions to the energy density of the
signal as a function of time (or spatial extension, in case
of simultaneous measurements over a spatial domain).
To this end one observes that the time integral in Eq.
(2.1) is over a finite time window (due to the finite length
of the time series). Under these circumstances it is im-
portant to ensure that this time interval is longer than
1/(2vm), where vm is the maximum measurement fre-
quency. For our present case, vm 5 55.1 Hz, and this
condition is clearly satisfied due to the length of the
time series (which contain well over 105 points). This
ensures that the estimate for W(t, v) has the same ac-
curacy for all analyzed v.
From the Wigner distribution one can estimate the
value of as a function of time (or, equivalently, along2C T
the flight path) by the following formula:
kmax1
2 5/3C (t) 5 k W(t, k) dk. (3.7)T Ek 2 kmax min kmin
In this equation the dependence of W on the frequency
was converted to wavenumber using k 5 v/V, where V
is the true air speed at time t. The inertial range bound-
aries kmin and kmax are somewhat arbitrary, which intro-
duces some error margin in the value of as a function2C T
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FIG. 4. Spectral estimate of . The averaged value of over2 2C CT T
wavenumbers [0, 05, 0.22] is 2.5 3 1023; s 5 4.5 3 1024.
of these boundaries. Furthermore, the value of these two
boundaries might be a function of time (and has to be
determined dynamically during the computations). It
was found, however, that the wavenumber segment
[0.05, 0.22] (m21) was always contained in the inertial
range and it was used consistently in Eq. (3.7).
Time-scale analysis provides a paradigm to examine
the contents of the signal represented by the time series
at different scales. In its ‘‘naive’’ form one averages the
data over a number of points to obtain a decimated time
series in which the time scale (or time resolution) is
coarser than in the original time series. For example, if
one averages each pair of data points one obtains a time
series of half the length, with a time step between mea-
surements that is twice the original. Thus, if one av-
erages over 2, 4, 6. . . points and uses Eq. (1.1), one
obtains in each case an estimate for that corresponds2C T
to that time (or length) scale.
A more sophisticated approach to the same problem
will be to use a continuous wavelet, for example, the
Mexican Hat function (the normalized second derivative
of a Gaussian) to transform the signal and view it at
different scales. Time–frequency analysis, however, has
some conceptual advantages over time-scale methods,
since the Wigner function (or similar) is intrinsic to the
signal whereas the choice of the analyzing wavelet is
somewhat arbitrary.
4. Estimators for 2C T
Four different methods will be used to estimate the
value of along the flight path. The first of these is2C T
based on the use of Eq. (1.1) under the assumption that
the time series under consideration are approximately
stationary and that Taylor’s frozen turbulence field is
valid. With these assumptions this estimator yields an
averaged value for over the flight path that is de-2C T
pendent on the wavenumber k (see Fig. 4). By averaging
these values over an appropriate ‘‘inertial range’’ of
wavenumbers over which the spectrum satisfies the Kol-
mogorov 5/3 law one finally obtains an estimate for the
(averaged) value of . For the present dataset an ap-2C T
propriate choice of this interval is [0.05, 0.22] (m21).
Observe, however, that varies within the inertial2C T
range window by a factor of (almost) 3. Furthermore,
the choice of the inertial range (which can be determined
only approximately from the spectral plots) can induce
a small error in the averaged value of . This procedure2C T
has been used in the past by Cote et al. (2003) and many
others.
A second estimator for is obtained by the use of2C T
windowed spectral estimates. To this end one considers
around each point xi of the time series a window of
length 2m 1 1 centered around this point. In this win-
dow one computes the spectrum, identifies dynamically
the inertial range, and uses Eq. (1.1) to obtain a ‘‘local’’
value for at xi. Since the window length in this2C T
procedure is considerably shorter than that of the whole
series it stands to reason that the assumption of statistical
stationarity is more justified than that of the previous
method. Also, the variations in true air speed in each
window are not as large as in the whole series. Nev-
ertheless, the cumulative bias in the value of over2C T
the whole time series might be the same as in the pre-
vious method. [This can be justified rigorously by com-
puting the ACF in each window using Eqs. (2.1) and
(2.2).] However, it is obvious that this technique cannot
be applied to the first and last m points of the time series.
Furthermore, the fact that ‘‘short’’ time series are used
to estimate the spectrum introduces additional bias in
the derived value of along the flight path. Moreover,2C T
implementation of this procedure is computationally in-
tensive, as there is a need to compute the spectrum
around each data point. This algorithm has been applied
in windows of 4K, 8K, 16K, and 32K points (K 5 1024).
As explained above, short windows introduce a bias in
the spectral estimate while longer windows require a
more intensive computational effort. In fact the use of
4K, 8K. . . points is dictated by the need to apply a fast
Fourier transform (FFT) on the data under consider-
ation, which can be done only if the data in each window
consists of 2n points. Figure 5 presents the estimates for
along the flight path using this methodology in win-2C T
dows of m 5 16K points. This window length strikes
a balance between the required computational effort and
the reliability of the spectral estimates.
The third method used in this paper to estimate 2C T
is based on the Wigner (1971) distribution function and
the Jones and Baraniuk (1995) optimal adaptive kernel.
These estimates, combined with Eq. (3.8), yield esti-
mates for along the flight path. The results for the2C T
dataset under consideration are presented in Fig. 6. One
observes that while the overall averaged estimate for
is somewhat low, the local peaks show that can2 2C CT T
be as high as 7 3 1023 (K2 m22/3). It should be observed
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FIG. 5. The temperature structure constant along the flight path2C T
using windowed spectral analysis with m 5 16K. Average 5 2.52C T
3 1023; s 5 4.5 3 1024.
FIG. 6. Time–frequency evaluation of along the flight path.2C T
Average 5 1.3 3 1023; s 5 1. 3 1024.2C T
FIG. 7. Time-scale evaluation of (by time series decimation).2C T
that this plot is rather noisy compared to the plots ob-
tained from the previous two methods, and one might
argue that it provides an averaged value that is ‘‘incon-
sistent’’ with the previous two methods. Furthermore,
the peaks in the value if do not correspond to those2C T
of the original series shown in Fig. 1. To answer this
criticism one observes (as was discussed above) that the
previous two methods provide ‘‘manifestly biased es-
timators’’ for . Also, the peaks in the value of this2C T
quantity are related to the turbulent content of the time
series presented in Fig. 1 (i.e., the turbulent residuals
that were derived from the decomposition of the time
series). Moreover, from a practical point of view (at least
as far as optical turbulence is concerned), one is more
interested in the peaks of this quantity (which might
cause instrument failure) rather than its mean value. To
put it more formally, one is interested in knowing the
maximum value of this structure constant rather than its
statistical average. Time–frequency analysis provides an
unbiased estimate of these ‘‘narrow peaks’’ in the value
of . From a physical point of view, these peaks cor-2C T
respond to strong patches of turbulence in the atmo-
sphere and reflect on the nature and structure of this
flow.
The fourth estimator for uses time-scale (or length2C T
scale) methodology. The time series ‘‘decimation’’ ap-
proach has been used to compute as a function of2C T
the ‘‘measurement length scales.’’ Figure 7 presents a
log–log plot of the estimates for with time averaging2C T
of the original time series from 1 to 10. The least squares
slope of the line in Fig. 6 is 21.72 (which is close to
the Kolmogorov 25/3 rule). The interpretation of this
result is that as one increases the measurement scale the
signal is being smoothed out and information about tur-
bulence is lost. This leads to lower values of . Our2C T
conjecture is, however, that the slope is a natural re-
flection of the Kolmogorov 25/3 rule in the inertial
range and hence intrinsic to nature of turbulence in the
atmosphere.
Similar results were obtained for other structure con-
stants with slopes that varied around 25/3. To avoid
confusion it should be observed that this ‘‘measurement
scaling’’ of is different from the scaling of the cor-2C T
responding structure function for the potential temper-
ature with the distance r that is given by r2/3.
This observation about the functional relation be-
tween the value of and the measurement scale might2C T
have an important practical application. In fact, many
previous datasets of measurements in the stratosphere
were made at lower frequencies (1–5 Hz) and spatial
separations of 40 m or more between the data points.
(This was due to the slow response of the instruments
on board the plane.) If our conjecture regarding the
universal slope of this curve is correct, then this will
enable us to extrapolate the values of that were com-2C T
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puted from these previous measurements to smaller
scales as needed for particular applications.
5. Conclusions
Due to the nonstationary nature of the time series
encountered in atmospheric research, extra care needs
to be exercised in the estimation of the atmospheric
structure constants. This is compounded by the fact that
in this process one must convert between sampling fre-
quency and wavenumber (which depends on the local
true air speed).
This paper explores time–frequency methodology in
an attempt to resolve these issues and compares the
resulting values of with those obtained from the2C T
averaged and windowed spectral estimators. Our anal-
ysis also uncovers large variations in the value of this
structure constant that are usually ignored in practice.
To provide information about these variations a standard
deviation analysis must be appended to the estimated
value of the structure constant.
Time–frequency methods take into account the non-
stationary nature of the signal and enable unbiased con-
version between frequency and wavenumber. Further-
more, the kernel used by the Wigner (1971) functions
(or similar) is self-adaptive and depends naturally on
the actual data that are being investigated. Thus, these
methods provide a better conceptual paradigm for the
analysis of atmospheric time series. Furthermore, they
yield unbiased estimators for the variation (maxima) of
the structure constants along the flight path.
The paper examines also the dependence of the struc-
ture constants on the length-scale resolution of the mea-
surements (or, equivalently, their frequency). It is shown
that the computed value of the structure constant has a
power-law dependence of 25/3 on this scale (which is
reminiscent of the Kolmogorov law).
Finally, for completeness, it should be pointed out
that the availability of the true air speed at each mea-
surement point makes it possible to convert the original
time series to a nonuniform space series. The spectrum
of such series can be estimated using the Lomb–Scargle
algorithm (Scargle 1982), or the series can be converted
into equispaced series by the proper interpolation meth-
od. However, both of these procedures have their own
shortcomings. First, the Lomb–Scargle algorithm has a
high error threshold (it is used usually to extract only
the most significant modes in the data). Furthermore, it
has a tendency to shift the true frequencies of these
modes. The interpolation approach, on the other hand,
tends to smooth out the turbulence fluctuations and
yields lower estimates for the spectral density. In gen-
eral, these techniques are not highly recommended un-
less one has no other alternatives.
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