The EDGES experiment recently announced evidence for a broad absorption feature in the skyaveraged radio spectrum around 78MHz, as may result from absorption in the 21 cm line by neutral hydrogen at z ∼ 15 − 20. If confirmed, one implication is that the spin temperature of the 21 cm line is coupled to the gas temperature by z = 20. The known mechanism for accomplishing this is the Wouthuysen-Field effect, whereby Lyman-alpha photons scatter in the intergalactic medium (IGM) and impact the hyperfine level populations. This suggests that early star formation had already produced a copious Lyman-alpha background by z = 20, and strongly constrains models in which the linear matter power spectrum is suppressed on small-scales, since halo and star formation are delayed in such scenarios. Here we consider the case that the dark matter consists of ultra-light axions with macroscopic de Broglie wavelengths (fuzzy dark matter, FDM). We assume that star formation tracks halo formation and adopt two simple models from the current literature for the halo mass function in FDM. We further suppose that the fraction of halo baryons which form stars is less than a conservative upper limit of f⋆ ≤ 0.05, and that ∼ 10 4 Lyman-alpha to Lyman-limit photons are produced per stellar baryon. We find that the requirement that the 21 cm spin temperature is coupled to the gas temperature by z = 20 places a lower-limit on the FDM particle mass of ma ≥ 5 × 10 −21 eV. The constraint is insensitive to the precise minimum mass of halos where stars form. As the global 21 cm measurements are refined, the coupling redshift could change and we quantify how the FDM constraint would be modified. A rough translation of the FDM mass bound to a thermal relic warm dark matter (WDM) mass bound is also provided.
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I. INTRODUCTION
The global average redshifted 21 cm signal contains a wealth of information about the thermal and ionization history of intergalactic and pre-intergalactic hydrogen, and is therefore a powerful probe of early structure formation, the first luminous sources, and the properties of dark matter [1, 2] . Excitingly, the EDGES experiment recently claimed a first, high statistical significance, detection of a 21 cm absorption signal at z ∼ 15 − 20 [3] . The claimed absorption signal has some puzzling features (see e.g. [4] [5] [6] [7] [8] [9] [10] ; see also earlier work [11] ): it is surprisingly deep, broad, and flat. Specifically, the depth of the feature is a factor of 2 larger than the maximum depth expected theoretically. This seems to require a mechanism to cool the gas below the temperature expected (in the minimal case that the gas cools adiabatically after decoupling from the cosmic microwave background (CMB) temperature at z ∼ 150) or a significant radio background in addition to the CMB at z ∼ 20 [7, 12, 13] , and precious little heat input into the gas at this redshift. In addition, the broad flat-bottomed feature necessitates a delicate balance between subsequent heating and cooling (or between heating and the growing radio background intensity) over ∆z ∼ 5.
In this work we take the EDGES signal at face value, yet do not attempt to explain it fully; instead, we focus on one important implication of the onset redshift (z ∼ 20) of the absorption feature. In order to observe neutral hydrogen against the radio background, some process is required to break the tendency of the hyperfine level populations to equilibrate with the radio background, otherwise neutral hydrogen will be neither a net absorber nor a net emitter of 21 cm photons. At z ∼ 20, the gas density throughout most of the universe is too low for collisions to impact the hyperfine level populations, and ultraviolet (UV) photons redshifting into Lyman-series resonances are the key to avoiding equilibration with the radio background. The absorption and subsequent reemission of Lyman-alpha (Ly-α) photons [14, 15] (produced either directly from photons redshifting into the Ly-α resonance or from decay cascades after photons shift into higher-order Lyman-series lines [16, 17] ) can cause atoms to swap hyperfine states. Since the optical depth to Ly-α scattering in the neutral intergalactic medium (IGM) at these redshifts is so large [18] , each Ly-α photon typically scatters many times and the resulting energy exchanges bring the radiation into local thermodynamic equilibrium with the kinetic temperature of the gas [16, 19] . Once the first stars, galaxies, and accreting black holes turn on and emit a sufficient number of UV photons, neutral hydrogen should hence be seen in absorption, provided the gas temperature is indeed cooler than the CMB temperature at this epoch. As we review below, an onset redshift of z ∼ 20 requires on the order of one Ly-α photon for every ten hydrogen atoms throughout the IGM. In other words, the EDGES result indicates that "Cosmic Dawn" was underway by z ∼ 20 and requires some minimal level of star formation a mere 180 million years after the Big Bang. This has interesting implications for our understanding of the first luminous sources.
Among other things, an early onset to the Cosmic Dawn era may be used to constrain the properties of dark matter. In particular, it limits entire classes of models in which the initial power spectrum of density fluctuations is suppressed on small spatial scales. In such cases, small dark matter halos are absent and star-formation is consequently delayed; this makes the early onset of the EDGES absorption feature difficult to understand. Here, for the most part, we consider the interesting example of fuzzy dark matter (FDM) [20] , in which the dark matter consists of ultra-light axion-like scalars (of mass on the order of m a ∼ 10 −22 eV) with ∼ kiloparsec scale de Broglie wavelengths (the precise wavelength depends on mass and velocity). This possibility preserves the large-scale successes of cold dark matter (CDM), is wellmotivated by particle physics considerations, can naturally produce a present day matter density Ω m of order unity, may help in resolving possible discrepancies between CDM and small-scale observations (although these small-scale discrepancies may owe to the importance of baryonic processes), and has interesting and distinctive observational signatures [21] . One observational consequence of FDM is that the formation of small-mass halos is suppressed [20] : this feature may be tested most sharply at high redshifts [20, 22] , since only small mass halos manage to collapse at high redshift in presently favored CDM cosmological models. Using the onset of Cosmic Dawn as a test of dark matter properties is similar to previous work on using the timing of reionization as a constraint (e.g. [20, 22, 23] ), but the onset redshift of the earlier Cosmic Dawn epoch should provide still sharper limits. A few earlier papers in the literature have considered the closely related question of how warm dark matter (WDM) impacts Cosmic Dawn: first [24] and [25] modeled the global 21 cm signal and the 21 cm power spectrum in WDM models. Second, as we were finalizing our calculations [26, 27] appeared; these papers address the implications of the EDGES signal for WDM models, while the latter study also considers FDM. We add to the first two works by exploring the implications of EDGES, to the first three papers by considering FDM, and to all of these studies through our discussion of the Cosmic Dawn models. Our FDM mass constraint can be translated roughly into a WDM mass constraint, which we also provide; these two limits agree with [26, 27] .
Throughout we adopt the best-fit cosmological parameters from the Planck 2015 analysis (their TT,TE,EE+lowP case) [28] : Ω m = 0.3156, Ω Λ = 0.6844, Ω b h 2 = 0.0225, H 0 = 67.27 km/s/Mpc, σ 8 = 0.831, and n s = 0.9645. We use the Eisenstein & Hu transfer function [29] for our CDM models, and modify this suitably for FDM, as detailed below. Here we briefly review the relevant 21 cm physics (see e.g. [1, 2] for recent reviews), and discuss the background of z ∼ 20 Ly-α photons implied by the EDGES measurement. We then present the main ingredients of our model for the intensity of the Ly-α background ( § II B) and the halo mass function in FDM ( § II C). In § II D we describe our fiducial choices for modeling high redshift star formation.
A. The Spin Temperature and the Wouthuysen-Field Effect Coupling
One key quantity in understanding the redshift evolution of the globally-averaged 21 cm signal is the spin or excitation temperature of the transition, which describes the relative abundance of atoms in the different hyperfine states. Specifically, the spin temperature is defined according to:
where n 1 refers to the abundance of hydrogen atoms in the triplet state and n 0 is the number of atoms in the lower energy singlet state. The quantity T ⋆ = 0.0681K is defined by the energy splitting between the hyperfine states as k B T ⋆ = hc/λ 21 , and the factor of 3 reflects the statistical degeneracy of the triplet/singlet states. As mentioned in the Introduction, for neutral hydrogen to be a net absorber of radio background photons, the spin temperature of the 21 cm line must be cooler than the temperature of the radio background photons. Three processes are thought to determine the ratio of atoms in the different hyperfine states and the equivalent spin temperature: first, there is the absorption/emission of radio background photons; second are collisions with other particles (predominantly hydrogen atoms); and third, the Wouthuysen-Field effect [14, 15] from UV photons redshifting into Lyman-series resonances. The first process acts to couple the spin temperature of the line to the temperature of the radio background (usually assumed to be set by the temperature of the cosmic microwave background (CMB) although other radio photons may possibly be significant [7, 12] ), while the second two effects couple the spin temperature to the kinetic temperature of the absorbing gas. At z ∼ 20 the Wouthuysen-Field effect is key to coupling the spin temperature to the gas temperature and allowing neutral hydrogen to be observable against the radio background. In statistical equilibrium 1 and ignoring collisional coupling, which should be a very good approximation at z ∼ 20 (see e.g. Eq. 67 of [1] ), the spin temperature may be written as:
The inverse spin temperature is a weighted average of the inverse radio background temperature, T −1 γ , and the inverse gas kinetic temperature, T
Here x α is a coupling constant, which is related to the rate at which Ly-α photons scatter off of hydrogen atoms. More precisely, x α is defined as
where P 10 and A 10 are the rates at which a hydrogen atom in the triplet state makes a transition to the singlet (ground) state via the Wouthuysen-Field effect and via spontaneous decay respectively. The brightness temperature contrast in redshift-space between a neutral hydrogen cloud (with neutral fraction x HI , overdensity δ, and spin temperature T s ) and the radio background is [30] :
The EDGES experiment measures the spatial average of this quantity as a function of frequency/redshift. Note that the spin temperature factor in the brightness temperature equation (Eq. 4) may be written as (using Eq. 2):
In the limit that x α >> 1, the coupling saturates and T s → T k , while at x α = 1 the brightness temperature contrast is half as large as in the saturated limit. Inspecting Fig. 2 of the EDGES paper [3] , which shows their best fit absorption models for different hardware configurations, it appears the 21 cm absorption signal has begun by z = 20 but is not yet saturated at this redshift. We take this to imply that x α = 1 at z = 20, and adopt this as our fiducial assumption in what follows; we subsequently explore variations around this choice to test how sensitive our conclusions are to it (see Fig. 3 ). The coupling constant may be related to the specific number density of photons passing through the Ly-α resonance. Throughout we follow the convention in this field by considering the angle-averaged specific intensity, J α (z), in units of the number of photons per cm
(All quantities are proper rather than co-moving unless otherwise stated.) Note that this differs from the usual specific intensity by a factor of energy, hν α . In this case, the coupling coefficient is given by [2] :
Here f α = 0.4162 is the oscillator strength of the Ly-α line, A 10 = 2.85 × 10 −15 s −1 is the Einstein A-coefficient of the 21 cm transition, and the other fundamental constants have their usual meanings. The quantity S α is an order unity correction factor that takes into account the detailed shape of the radiation spectrum near the Ly-α resonance [19] . 2 We also assume that the temperature of the radio background is set by the CMB temperature: if there are in fact additional radio background photons, then a larger Ly-α radiation field is required to achieve coupling and so this possibility would strengthen our FDM constraints.
It is also convenient to express J α in terms of the specific intensity equivalent to one Ly-α photon per hydrogen atom [19] (denoted by J 0 (z)):
Using Equation 6 and plugging-in numbers, we can write:
In other words, a specific intensity of 0.069 Ly-α photons per hydrogen atom is required to achieve x α = 1 at z = 20. We take this as the lower bound on the Ly-α specific intensity required by EDGES, and use this to constrain models.
B. Modeling the Ly-α Background Radiation
The specific intensity of Ly-α photons is calculated according to [16, 17, 33, 34] :
In order to understand this equation, it is helpful to first consider photons that are emitted just below (i.e. redward) of the Ly-β frequency. Such photons redshift and propagate freely until they reach the Ly-α resonance, where they will scatter and contribute to the Ly-α specific intensity J α (z) and the Wouthuysen-Field effect. Next, consider photons that are emitted at a frequency just below that required to induce a 1s → (n + 1)p transition. These photons will redshift until they fall into the 1s → np resonance. This, in turn, leads to a rapid decay cascade of lower energy photons, including some Ly-α photons. Hence the sum over n reflects the contribution to the Ly-α specific intensity from UV photons that redshift into the different Lyman-series resonances, while f recycle (n) is the fraction of cascades from the nth energy level that produce Ly-α photons. We use f recycle as calculated in [17] , and follow [33] in taking n max = 23, although our results are insensitive to this choice. Here z max (n) is the maximum emission redshift for photons that redshift into the nth Lyman-series resonance at redshift z:
while the frequency, ν ′ , of photons emitted at redshift z ′ and received at ν n , z is:
Finally, H(z ′ ) is the Hubble parameter and ǫ(ν ′ , z ′ ) is the (specific) co-moving emissivity of UV photons at frequency ν ′ and emission redshift, z ′ . In order to calculate the UV emissivity, we assume that it traces the collapse fraction of dark matter halos as [16, 17, 33] :
Here we suppose that halos above some minimum mass M min (or equivalently some threshold virial temperature, T vir at z = 20), are able to host star formation, and that a fraction f ⋆ of these baryons are converted into stars. 3 We neglect any dependence of f ⋆ on halo mass or redshift. We do not account for the supersonic relative velocity between baryons and dark matter at early times [35] , since previous work finds that this has only a minor impact on the global redshifted 21 cm signal [36] . The quantity df coll (> M min , z ′ )/dt denotes the time derivative of the halo collapse fraction for halos above M min . In what follows, we vary M min broadly, although our FDM constraints are insensitive to the precise value of M min . As discussed further below ( § II D), our fiducial choice of star formation efficiency is f ⋆ = 0.05. The quantity n H (z = 0) is the presentday abundance of hydrogen atoms (neutral or otherwise). The specific emissivity is assumed to follow a power law in frequency, ǫ(ν) ∝ ν −αs−1 . The emissivity normalization is set so that a given total number of photons (per stellar baryon), N α , is produced between Ly-α and the Lyman-limit frequency. We assume the Pop-II type spectrum from Barkana & Loeb [33] 
, Eq. 8) by a factor of ∼ 2 and so adopting this would strengthen our constraints.
C. Modeling the Halo Mass Function in FDM
The next key ingredient in our modeling is the halo mass function in FDM. Unfortunately, full cosmological simulations that incorporate the effects of quantum pressure on the FDM dynamics are quite challenging. Solving the coupled Schrödinger and Poisson equations requires resolving the de Broglie scale even if one is primarily interested in predictions on large scales. Although considerable progress has recently been made in simulating FDM [37, 38] , the dynamic range in scale required to capture the mass function has not yet been achieved, and so the halo mass function is somewhat uncertain in FDM.
(Recently [39] introduced a hybrid Schödinger/N-body approach that should be useful in addressing this problem.)
The macroscopic de Broglie wavelength of the FDM particles implies a limit on how tightly the dark matter particles may be confined in potential wells, and so the gravitational growth of small-scale perturbations is suppressed [20] . One consequence of this is that it leads to a cut-off in the power spectrum of initial conditions beneath the axion Jeans scale at matter-radiation equality [20] . Quantitatively, the co-moving scale at which the linear power spectrum is reduced by a factor of two (relative to CDM) for an FDM particle mass, m a , is k 1/2 = 26 Mpc −1 m a /(5 × 10 −21 eV) 4/9 and the corresponding mass scale is [21] :
In addition to the suppression of the initial power spectrum of fluctuations, the growth of perturbations on small scales is reduced, and halo formation at z ∼ 20 should be entirely truncated on mass scales below the axion Jeans mass at that redshift. This scale is much smaller in mass than M 1/2 : for example, with our cosmological parameters and m a = 5 × 10
. The precise form of the halo mass function suppression between M 1/2 and M J awaits improved FDM simulations. In order to assess the impact of current uncertainties in modeling the FDM halo mass function, we consider two different models for the FDM halo mass function. The first one is the fitting formula of Schive et al. [40] (specifically, their Eq. 7): this comes from simulations that include the cut-off in the initial power spectrum (Eq. 13), yet ignore the subsequent impact of quantum pressure on the simulation dynamics (i.e. N-body simulations, as opposed to wave simulations, were used). This is expected to be a good approximation on massscales sufficiently larger than the z = 20 axion Jeans mass. Since the suppression or cut-off scale in the initial conditions (M 1/2 ) is on a larger scale than Jeans scale, one expects the main impact of FDM on the halo mass function to come from the initial conditions and not from the fuzzy/wave dynamics. The Schive et al. [40] fitting formula gives a simple remapping between the CDM and FDM halo mass functions; we implement this using the CDM mass function according to Sheth & Tormen [41] .
We also explore the approach of Marsh & Silk [42] , which aims to semi-analytically model the mass function, including the suppression between M 1/2 and M J . The starting point for their work is to note that -in contrast to the case of LCDM where the linear growth factor is scale-independent -small-scale perturbation growth is suppressed in FDM. They further suppose that the impact on the halo mass function may be modeled by introducing a physically motivated mass-dependent collapse threshold for halo formation, plausibly describing the suppression between M 1/2 and M J . In their model, the halo mass function follows that of Sheth-Tormen [41] except that the collapse threshold is modified by a mass-dependent factor, [40] agree fairly well near the suppression mass scale (at least for these values of m a and z = 20), and differ only at relatively small halo mass. In practice, the halo mass function is so suppressed at small mass scales that our results on the z ∼ 20 Ly-α background are relatively insensitive to which model we assume. In practice, we adopt the Marsh & Silk [42] mass function in what follows, but comment explicitly on how the results differ if we instead assume the [40] fitting 4 These formulae provide convenient fits to the full mass-dependent factor, G(M ), calculated in Marsh & Silk [42] , and so we use these fitting formulae in what follows. We refer to this as the "Marsh & Silk mass function". formula. In summary, the absence of small mass halos in FDM should allow us to constrain the axion mass using the global 21 cm signal.
D. Star Formation Efficiency and Minimum Halo Mass
Finally, we briefly discuss our model choices for the star formation efficiency and minimum host halo mass. One plausible value for the minimum halo mass hosting star formation is set by the mass at which the halo virial temperature reaches T vir = 10 4 K, above which atomic line cooling is efficient, allowing the gas to cool, condense, and form stars. If the gas in such halos is of primordial composition, and consists of highly ionized hydrogen/singly-ionized helium, then the mean molecular weight is µ = 0.61, and the total halo mass of a T vir = 10 4 K halo at z = 20 (in our assumed cosmology) is M = 3.0 × 10 7 M ⊙ [44] . It will also be help-ful to note that the mass of a T vir = 10 4 K halo at z = 8 is M = 1.1 × 10 8 M ⊙ . Molecular hydrogen cooling may allow star formation in smaller mass halos, although this cooling channel will be suppressed as early stars turn on and emit dissociating UV radiation [45] . For reference, the lowest minimum mass we consider, M = 10 6 M ⊙ , corresponds to a virial temperature of T vir = 2, 000 K at z = 20 (assuming primordial neutral gas and µ = 1.22 for these lower mass halos). In practice, we vary the minimum host halo mass across the broad range of M min = 10 6 − 10 9 M ⊙ . Our constraints on FDM, however, are insensitive to the choice of M min provided that it is small compared to the FDM suppression mass scale, M 1/2 .
More important for our purposes is to consider a reasonable range of star formation efficiency parameters. This is obviously quite uncertain, as we don't have other observations at the high redshifts (z ∼ 20) and low halo masses (M ∼ 10 7 −10 8 M ⊙ ) of interest. Nevertheless, one handle on the star formation efficiency parameter in our models comes from comparing their predictions of the co-moving star-formation rate density (SFRD, orρ ⋆ (z)) with observed values (at the highest redshifts available), as inferred from measurements of UV luminosity functions. The SFRD in our model may be calculated as (see Eq. 12):ρ
We can then compare with the observed SFRD inferred from dust-corrected Schechter fits [46] to the star formation rate functions (which describe the co-moving abundance of galaxies of varying star formation rate) as derived using UV luminosity function measurements [47] . At z = 7.9 if one includes only star formation in galaxies above the current UV luminosity function detection limits of M UV = −17.7 mag,ρ ⋆ (z = 7.9) = 6.8 × 10
On the other hand, if one integrates all the way down the Schechter function to zero star formation rate, the best-fit Schechter function parameters from [47] giveρ ⋆ (z = 7.9) = 0.014M ⊙ yr −1 Mpc −3 . In our CDM models, this result (i.e. the SFRD extrapolated down the Schechter function to zero star formation rate) implies that f ⋆ ∼ 0.01 if the minimum host mass is set by the atomic cooling limit, M min = 1.1 × 10 8 M ⊙ . In the FDM models of interest here with m a ≥ 5 × 10 −21 eV, we find that essentially the same star formation efficiencies are required to match the z = 8 SFRD as in the CDM case. This results because the SFRD at z ∼ 8 is dominated by star formation in higher mass halos than at z ∼ 20 and because the truncation in the Marsh & Silk [42] halo mass function moves to lower halo mass at decreasing redshift.
We can also compare with abundance-matching constraints on the star-formation efficiency from the literature ( [48, 49] ). These studies favor a low star-formation efficiency in small mass halos: they find peak efficiencies of f ⋆ ∼ 0.2 − 0.3 in halos with mass between M
10 M ⊙ at z = 8 (see e.g. Fig. 2 of [49] ). Note, however, that these constraints are limited to halos of M halo 10 10 M ⊙ at z ∼ 8 and so large extrapolations are required to reach the atomic cooling mass and to move toward higher redshifts. The steep decline toward small mass is usually attributed to supernova feedback, which may be less effective in compact galaxies at high redshift (e.g. [49] ).
A final potential handle on our model parameters comes from the electron scattering optical depth to CMB photons, τ e , although the utility of this is limited -for our present purposes -by the significant uncertainties in the escape fraction of ionizing photons, among other quantities. Nevertheless, we find that a model with f ⋆ = 0.01, M min = 3 × 10 7 M ⊙ , produces a reasonable optical depth of τ e = 0.07 provided the escape fraction of ionizing photons is f esc = 0.2, and assuming a clumping factor of C = 2, N ion = 5, 000 ionizing photons per stellar baryon (see e.g. [50] for a discussion of these parameters.) This is consistent with constraints from Planck data [51] [52] [53] . In this context, we note in passing that the principle component analysis of Heinrich et al. [53] finds a hint for a contribution to the optical depth from very high redshift (z 15) using the Planck 2015 Low-Frequency Instrument (LFI) data. This might provide an independent avenue for constraining FDM, although recent work bounds the contribution to τ e from high redshift using Planck High Frequency Instrument (HFI) data [54] . It will be interesting to see whether the (forthcoming) final release of CMB polarization data from the Planck collaboration shows evidence for high redshift contributions to the optical depth.
In light of these uncertainties, we adopt a simple halo mass-independent star formation efficiency here and assume that f ⋆ ≤ 0.05 for the halo masses and redshifts of interest. We believe this is a conservative assumption: if we extrapolate our models to z ∼ 8 with this efficiency, we overproduce the observed SFRD by a factor of several. Nevertheless, it is worth emphasizing that one can circumvent the z ∼ 8 star formation constraint by postulating a lower f ⋆ at z ∼ 8 compared to z ∼ 20, or a lower f ⋆ for the more massive halos relevant for the z ∼ 8 observations. In any case, our model Ly-α specific intensity (Eq. 9) is simply proportional to the star-formation efficiency, and so the reader can rescale our results as they see fit (see also Fig. 3 ).
III. RESULTS
We can now piece together the ingredients of our model and predict the Ly-α background at z = 20 in CDM and FDM. Specifically, we predict the coupling coefficient x α (Eq. 6) in CDM and the two representative FDM models of Fig. 1 for f ⋆ = 0.05 as a function of M min using Eqs. 9-12. We also examine a third case, with slightly lower FDM mass, m a = 3 × 10 −21 eV. The results of these calculations are shown in Fig. 2 . First, we note that even the CDM models with f ⋆ = 0.05 fail to achieve coupling at z = 20 if M min 2 × 10 8 M ⊙ and so the EDGES results suggests fairly efficient star formation in low mass halos (see also [8] ). Since the collapse fraction is a steep function of M min in CDM, the star formation efficiency required to achieve x α = 1 at z = 20 goes down significantly as M min decreases. For example, at the atomic cooling mass limit of M min = 3.0×10 7 M ⊙ , the required star-formation efficiency is f ⋆ ∼ 0.01. Interestingly, this is the efficiency required to match the observed (Schechter-function extrapolated) SFRD at z = 8 in our model (as discussed in the previous section), suggesting that the onset redshift is plausible in CDM models.
In FDM, the suppressed halo mass function leads to smaller values of the coupling coefficient x α and the curves flatten for M min a bit smaller than the suppression mass, M 1/2 (Eq. 13). The model with m a = 10 −20 eV can achieve coupling provided the star-formation efficiency is a little larger than f ⋆ 0.01, while the model with m a = 5 × 10 −21 eV just achieves x α = 1 at z = 20 for f ⋆ = 0.05. Models with smaller axion particle mass, such as the m a = 3 × 10 −21 eV case shown in the figure, fall short of producing x α = 1 by z = 20. In the canonical case that m a = 10 −22 eV, the coupling coefficient falls significantly below the lowest value shown on the y-axis in Fig. 2 and so these models are strongly disfavored by EDGES. The FDM results in Fig. 2 assume the Marsh & Silk halo mass function [42] . If we instead adopt the Schive et al. [40] fitting formula, the coupling coefficient x α at small minimum halo mass is 22% larger for m a = 5 × 10 −21 eV and 6% smaller for m a = 10 −20 eV, while the difference is a bit more significant for m a = 3 × 10 −21 eV, in which case the Schive et al. formula predicts a larger x α by 56%.
5 These differences are small compared to other uncertainties in our modeling, such as the choice of f ⋆ .
In summary, under the fiducial assumptions adopted in this paper, the EDGES measurement disfavors models with m a ≤ 5 × 10 −21 eV. These results can also be roughly recast to constrain warm dark matter (WDM) models. Specifically, assuming that the WDM particles are thermal relics, we can match the suppression scale k 1/2 in WDM and FDM (see Eq. 13 and Eq. 63 of [21] ) for our limiting FDM particle mass of m a = 5 × 10 −21 eV. This gives m WDM ≥ 5keV. These results are consistent with the other independent studies mentioned in the Introduction: [26] places a bound on thermal relic WDM of m WDM ≥ 4keV, while [27] 's constraint on FDM is m a ≥ 8 × 10 −21 eV. The small differences with our limits likely reflect slightly different modeling choices regarding the star formation efficiency, onset redshift, and other parameters.
As acknowledged in the EDGES paper itself [3] , an independent confirmation of the measurement is important, especially given the systematic challenges involved in the global redshifted 21 cm observations. We therefore explore how the redshift at which the coupling coefficient reaches unity (x α = 1) depends on the FDM particle mass and f ⋆ . These results will be useful in case the EDGES results are revised. This investigation also serves to test the sensitivity to our uncertain assumption that EDGES implies x α = 1 at z = 20.
The results of these calculations are shown in Fig. 3 for the case of M min = 3.0 × 10 7 M ⊙ (the atomic cooling mass at z = 20). The curves also show explicitly how the coupling redshift depends on the star formation efficiency. For example, if the star formation efficiency is as low as 1%, achieving coupling by z = 20 requires m a 2.5 × 10 −20 eV. One can also see how the constraints change depending on when coupling is achieved. For example, if the redshift where x α first equals unity is revised downwards to z(x α = 1) = 15, then the con- (e.g. [21] ).
IV. CONCLUSIONS
We have explored how the onset redshift of the 21 cm absorption signal in the globally averaged redshifted 21 cm signal may be used to constrain the FDM particle mass. Taken at face value, the recent EDGES measurement implies an interesting mass limit of m a ≥ 5 × 10 −21 eV in our models. In the case of thermal relic WDM, this limit translates roughly to m WDM ≥ 5keV, by the method of matching the suppression scale in the initial power spectrum (see e.g. [21] for a discussion). The FDM constraints are comparable or slightly tighter than those in the current literature, with the sharpest present limits coming from Ly-α forest observations: for example, [55] find m a ≥ 2 × 10 −21 eV, while an independent analysis from [56] places a limit of m a ≥ 2.9 × 10 −21 eV (both results are at the 2 − σ confidence level). The Ly-α forest constraint is predicated upon the correct modeling of astrophysical fluctuations such as in the ionizing background, in the temperature and from feedback processes (a discussion can be found in [21] ). The 21 cm constraint presented in this paper has its own assumptions and caveats as well: the results depend on modeling the halo mass function in FDM and should be refined using future FDM simulations; the constraints assume a star-formation efficiency of f ⋆ ≤ 0.05 for the halo masses/redshifts of interest; and finally we assume that x α = 1 at z = 20. As the measurements improve, a more detailed comparison between the models and observations will be warranted: this would include, for example, a chi-squared analysis using the full observed absorption profile, incorporating statistical and systematic error bars, and marginalizing over nuisance parameters in the model parameter space. In principle, fitting the full global signal in conjunction with fluctuation measurements should help break degeneracies with the uncertain star formation efficiency parameter, and its possible redshift evolution [24] .
In the near term, other global redshifted 21 cm experiments such as those described in [57] [58] [59] are poised to confirm or refute the EDGES results. In addition, the HERA project [60] has the bandwidth and sensitivity to detect fluctuations in the 21 cm brightness temperature from the Cosmic Dawn era [25] , especially if the absorption signal is as pronounced (on average) as implied by the EDGES measurements. It will be interesting to explore the implications of these upcoming measurements for FDM.
