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Abstract
We describe the candidate models submitted by the British Geological Survey for the 12th generation International
Geomagnetic Reference Field. These models are extracted from a spherical harmonic ‘parent model’ derived from
vector and scalar magnetic field data from satellite and observatory sources. These data cover the period 2009.0 to
2014.7 and include measurements from the recently launched European Space Agency (ESA) Swarm satellite
constellation. The parent model’s internal field time dependence for degrees 1 to 13 is represented by order 6
B-splines with knots at yearly intervals. The parent model’s degree 1 external field time dependence is described by
periodic functions for the annual and semi-annual signals and by dependence on the 20-min Vector Magnetic
Disturbance index. Signals induced by these external fields are also parameterized. Satellite data are weighted by
spatial density and by two different noise estimators: (a) by standard deviation along segments of the satellite track
and (b) a larger-scale noise estimator defined in terms of a measure of vector activity at the geographically closest
magnetic observatories to the sample point. Forecasting of the magnetic field secular variation beyond the span of
data is by advection of the main field using core surface flows.
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Background
The International Geomagnetic Reference Field (IGRF) is
a widely usedmodel of the Earth’s mainmagnetic field that
is updated every 5 years. Under the auspices of the Inter-
national Association of Geomagnetism and Aeronomy
(IAGA), an open invitation is made for the submission
of candidate models. These models are then evaluated,
and from them, the next revision of the IGRF is con-
structed. IGRF-12, the 12th generation model, includes
three new sets of coefficients: two main field (MF) mod-
els to degree and order 13 at epochs 2010.0 and 2015.0
and an average secular variation (SV) model valid from
2015.0 to 2020.0 to degree and order 8. The production
of our British Geological Survey (BGS) candidate models
was carried out in three steps: (a) selection of data from
Ørsted and CHAMP, the new European Space Agency
(ESA) Swarm mission launched in November 2013, and
ground magnetic observatories; (b) fitting and evaluation
of the parent model; and (c) derivation of the IGRF-12
candidate MF and SV coefficients. Since the production
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of the BGS IGRF-11 candidate models (Hamilton et al.
2010), the most significant changes are the parameteriza-
tion of the secular variation using order 6 B-splines, the
use of core flow advection to predict the secular varia-
tion, and the use of satellite data from the ESA Swarm
mission.
Since the launch of Ørsted in 1999 and CHAMP
the following year, a large number of vector and scalar
measurements with excellent geographic coverage have
been collected. Continuous satellite vector data ceased
temporarily with the end of the CHAMP mission in
September 2010, though vector data from ground-based
observatories have continued uninterrupted, providing a
high-quality data set throughout. In November 2013, ESA
launched its three-satellite Swarm constellation mission.
This provided an unprecedented density of global vector
data, which have greatly benefited our IGRF-12 candidate
models. Together these data provide a large data set for
modelling.
However, in addition to the core and large-scale litho-
spheric sources that are the focus of the IGRF-12
modelling effort, this large compilation of satellite and
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observatory data contains fields produced from other
sources. In particular, the ionospheric current system, ring
current, partial ring current, and induced currents in the
Earth can be difficult to co-estimate and separate from
the desired core field signal. To avoid contamination, mea-
surements significantly affected by these sources must be
removed from the data set through careful selection prior
to modelling.
Even with rigorous selection, contamination from
unwanted sources remains a problem, particularly at high
latitudes. For this reason, scalar data have often been
used at high latitudes in preference to vector compo-
nents which tend to be more sensitive to high-latitude
current systems. We use only observatory pseudo-scalar
data (vector data projected onto the field from an a priori
main field model based on a similar parameterisation to
that described in the ‘Model parameterization and estima-
tion’ section) at higher latitudes. This also has the effect of
making the co-estimation of the observatory biases easier
by maintaining the linear relationship between data and
model coefficients. However, for the satellite data, we use
vector components in preference to scalar data at all lat-
itudes wherever they are available. At the same time, we
quantify the increase in noise in the data when we fit our
parent model. This is achieved by using a combination of
two noise estimators: an along-track standard deviation
calculated for each component from short segments of the
satellite data and a larger-scale estimator of the vector dis-
turbance using observatories closest to the data sample
(Thomson et al. 2010).
Within the ‘Methods’ section, we describe the data used
and their selection criteria and briefly outline the data
weighting scheme. We also describe the parent model and
the process used to fit its parameters, and we describe
the core-flow method of modelling and predicting sec-
ular variation. In the ‘Results and discussion’ section,
we evaluate the model coefficients and derive the DGRF,
IGRF, and secular variation candidate models and com-
pare our model with the other IGRF-12 candidate models.
We provide concluding remarks in the ‘Conclusions’
section.
Methods
Data selection and weighting
We use CHAMP (calibration level version 51) scalar and
vector data between 2009.0 and 2010.7. Ørsted scalar data
are used between 2009.0 and 2013.5 (only scalar data are
available since 2005.9) and data from the three Swarm
satellites (Alpha, Bravo, and Charlie, versions 0301 and
0302) from 2013.9 to 2014.7. To reduce the quantity of
data to manageable levels, the satellite data were sub-
sampled at every 20th datum giving a sample frequency
of approximately once every 20 s. In order to reduce
contamination from magnetospheric and ionospheric
sources, data were selected according to the criteria in
Table 1.
In addition to these criteria, manual checks were made
for the Swarm Level 1b data using the Quick Look
products (Beggan et al. 2013). These revealed spuri-
ous signals and spikes in some day files (see Table 1)
which were removed from the selected data. The distri-
bution of the selected satellite data with time is shown in
Figure 1.
Observatory hourly mean data were taken from 148
observatories between 2009.0 and 2014.7 held at the
World Data Centre for Geomagnetism. Known jumps,
identified by the operators of the observatories, were cor-
rected for and some poor-quality data were eliminated
manually. These cleaned data (without any further selec-
tion) are regularly updated and made available by BGS
to ESA as the Swarm ‘AUX_OBS’ product (Macmillan
and Olsen 2013) for use by the wider community. The
data were then selected according to the criteria in
Table 1.
In a change from our IGRF-11 candidates (Hamilton
et al. 2010), we do not select data according to zenith
angle. Mid- and low-latitude day-side ionospheric sig-
nals are still avoided using local time selection, but
high-latitude day-lit data are permitted. This avoids large
seasonal gaps in polar data, which tests have shown to pro-
duce unwanted polar signals in the model. Such data gaps
are undesirable given the relatively few data available in
the 2011 to 2014 period (see Figure 1). In future models,
with increased data coverage from Swarm, and improved
damping in the model estimation, these data may again be
rejected (as they are in some other model, e.g. CHAOS-4
(Olsen et al. 2014)).
After selection, those observatories contributing to the
model are shown in Figure 2. For high geomagnetic dipole
latitudes (>50° and <-50°), observatory vector data were
projected onto an a priori model vector, and the result-
ing pseudo-scalar data were used in the inversion. For
other latitudes, vector data were used. From Figure 1,
it can be seen that the observatory data provide a con-
tinuous time series compared to the satellite data. This
is desirable for the robust time parameterization of the
model.
The final data set consists of 281,967 Ørsted, 1,353,331
CHAMP, 455,840 Swarm A, 428,868 Swarm B, 408,362
Swarm C, and 354,362 observatory data giving a total of
3,435,253 individual data points (now counting each vec-
tor component separately). CHAMP vector and Ørsted
scalar data dominate early in the time series, providing
good global coverage. After the end of the CHAMP mis-
sion in late 2010, satellite data become scarcer, and vector
satellite data are completely absent until the launch of
Swarm in late 2013. However, Ørsted does continue to
provide global coverage of scalar data, albeit with gaps
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Table 1 Data selection criteria
Quantity/index Satellite Observatory
Kp ≤ 2− now ≤ 2+
≤ 2− previous 3 h
|dDst/dt| ≤ 5 nT/h ≤ 5 nT/h
IMF Bx (nT) ≥ −10 and ≤ +10 -
IMF By (nT) ≥ −3 and ≤ +3 -
IMF Bz (nT) ≥ 0 and ≤ +6 ≥ −2
Solar wind speed (km/s) ≤ 450 -
Local time (hh:mm) ≥22:30 and ≤05:00 ≥01:00 and ≤02:00
for geomagnetic latitudes between ± 50°
|Observed field - IGRF-11| (nT) ≤ 700 -
|Scalar F-F from vector| (nT) ≤ 2 -
Manual rejection Yes, see below Yes
Rejected Swarm Level 1b data:
SW_OPER_MAGA_LR_1B_20140104T000000_20140104T235959_0302_MDR_MAG_LR
SW_OPER_MAGA_LR_1B_20140129T000000_20140129T235959_0302_MDR_MAG_LR
SW_OPER_MAGA_LR_1B_20140130T000000_20140130T235959_0302_MDR_MAG_LR
SW_OPER_MAGA_LR_1B_20140206T000000_20140206T235959_0302_MDR_MAG_LR
SW_OPER_MAGB_LR_1B_20140101T000000_20140101T235959_0302_MDR_MAG_LR
SW_OPER_MAGC_LR_1B_20131218T000000_20131218T235959_0302_MDR_MAG_LR
SW_OPER_MAGC_LR_1B_20140325T000000_20140325T235959_0302_MDR_MAG_LR
SW_OPER_MAGC_LR_1B_20140326T000000_20140326T235959_0302_MDR_MAG_LR
SW_OPER_MAGC_LR_1B_20140404T000000_20140404T235959_0302_MDR_MAG_LR
SW_OPER_MAGC_LR_1B_20140408T000000_20140408T235959_0302_MDR_MAG_LR
SW_OPER_MAGC_LR_1B_20140409T000000_20140409T235959_0302_MDR_MAG_LR
SW_OPER_MAGC_LR_1B_20140318T000000_20140318T235959_0301_MDR_MAG_LR
SW_OPER_MAGC_LR_1B_20140319T000000_20140319T235959_0301_MDR_MAG_LR
SW_OPER_MAGC_LR_1B_20140401T000000_20140401T235959_0301_MDR_MAG_LR
All criteria must be passed for a datum to be selected.Manual rejection refers to rejection of data based on visual inspection of the time series. The manually rejected
Level 1b Swarm data can be uniquely identified by the file names given.
in temporal coverage. Throughout the period, observato-
ries provided continuous vector and scalar data. Since the
launch of Swarm, global coverage of continuous satellite
vector measurements has returned.
Given the variability in data coverage since 2009, we
are most confident in model snapshots that are depen-
dent on data early and late in the time series. Fortunately,
the DGRF and IGRF models are at 2010.0 and 2015.0,
respectively. However, our estimates of the secular varia-
tion from modelling the core flow (see the ‘Derivation of
IGRF candidate models’ section) benefit from knowledge
of the field evolution throughout this 5-year period. These
core flow models are used not only to estimate the secu-
lar variation from 2015 to 2020 but also to estimate the
IGRF coefficients at 2015.0. For this reason, the Ørsted
and observatory data through 2011 to 2014 hold valuable
information, especially in the absence of globally available
vector data.
The selected satellite data were individually weighted
using two ‘noise’ estimators which we briefly outline here
(for a detailed description, see Thomson et al. (2010)).
Firstly, we use a measure of local magnetic activity derived
from the standard deviation (SD) along short segments
(20 samples, approximately 150 km) of satellite track.
Secondly, we employ a larger-scale noise estimator (the
‘LAVA’ index) derived from the activity measured at the
geographically closest magnetic observatories to the sam-
ple point. This results in the down-weighting of the vector
data at high latitudes, particularly in the auroral zones.
We find the technique produces a core and lithospheric
field model, MEME08 (Thomson et al. 2010), that com-
pares well with other similar models of the period up to
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Figure 1 Temporal distribution of selected data from each source used to fit the parent model. In these plots, a triplet of vector components or a
scalar measurement are both counted as a single measurement.
about degree and order 60. We also apply weighting based
on instrument accuracy and zenith angle (to account for
ionospheric field contamination) up to a maximum of 6
nT and also 1° tesseral weighting to account for different
spatial data densities, in the same manner as Lesur et al.
(2005).
For the observatory data weighting, we use a simpler
scheme based on a scaling of the instrument accuracy
and zenith angle weighting up to a maximum of 10 nT.
Unlike the satellite weighting, this scheme is a priori and
not based on samples of data from each observatory.
Although we select from a wide global distribution of
observatories, these data still represent a spatially inho-
mogeneous distribution. This could bias the model fit
towards their locations depending on the relative sensitiv-
ity of the model to the different data sources, which is a
separate effect from the noise recorded in the data. Any
attempt to mitigate this potential issue must acknowledge
that the observatory data will inevitably dominate where
the satellite data are scarce.
Conceding to these complications, we simply apply a
single scaling to all the observatory data variances to
achieve an overall relative weighting of satellite to obser-
vatory data of approximately 10:1 chosen from an analysis
of test models with different ratios (not shown). The
‘weight’ of each source is estimated from the sum of
the inverse of the diagonal (variance) elements of the
data covariance matrix and is applied to the data from
each source that passes the selection criteria defined
above. Note that Ørsted’s covariance matrix contains off-
diagonal entries to account for the anisotropic error intro-
duced due to the presence of only one star camera (see
Lesur et al. (2005)). The weight estimates for observa-
tory and satellite data versus time are shown in Figure 3,
which varies considerably for satellite data due primarily
to the large variations in the amount of selected data. This
-60˚ -60˚
-30˚ -30˚
0˚ 0˚
30˚ 30˚
60˚ 60˚
Figure 2 Spatial distribution of selected observatories contributing data used to fit the parent model. Solid and hollow markers indicate sources of
vector and pseudo-scalar data, respectively.
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treatment is currently based on an ad hoc argument and
can be improved by accounting for the time dependence
of the data densities as well as a more direct estimate of
the noise at each observatory (e.g. Finlay et al. (2012)).
In addition to the satellite and observatory data selected
for direct use in the modelling, minute mean definitive
and quasi-definitive observatory data are used to estimate
the Vector Magnetic Disturbance index (Thomson and
Lesur 2007). These indices are then used to co-estimate
the largest-scale rapidly varying magnetospheric signals
still present in the satellite and observatory data after the
selection described in Table 1.
Model parameterization and estimation
The model parameterization follows Hamilton et al.
(2010), with some changes, and consists of approximately
6,000 separate parameters split across four main terms:
V = V int + V ext + V vmd + V ann (1)
where V int describes the time-varying core and static
lithospheric field:
V int (θ ,φ, r, t) = a
13∑
l=1
+l∑
m=−l
gml (t)
(a
r
)l+1
Yml (θ ,φ)
+ a
55∑
l=14
+l∑
m=−l
gml
(a
r
)l+1
Yml (θ ,φ)
(2)
r is the radius, a is the reference radius taken to be the
mean Earth radius (6,371.2 km), and φ and θ are geocen-
tric, Earth-fixed, longitude and co-latitude, respectively.
gml are the Gauss coefficients associated with the Schmidt
semi-normalised spherical harmonic functions Yml (θ ,φ)
of degree l and order m using the convention of neg-
ative m for sine longitude terms and non-negative for
cosine terms. In a change from Hamilton et al. (2010),
we now describe the time dependence of gml (t) by order
6 B-splines, which is consistent with our regularisation
scheme (following Lesur et al. (2010)) using annual knots
from 2008.7 to 2014.7 with repeated end knots.
V ext is the scalar potential associated with the exter-
nal terms that consists of degree 1 coefficients, qm1 (t),
with piecewise linear time dependence over the same
periods defined by the knots of V int. Their parameters
should account for any long period, largest-scale external
fields not represented by the VMD-dependent terms (see
Equation 4):
V ext (θ ,φ, r, t) = a
+1∑
m=−1
qm1 (t)
( r
a
)
Ym1 (θ ,φ) (3)
V vmd consists of terms that are dependent on the
VMD index, an index of magnetospheric field activity
that we believe is better able to parameterize the largest-
scale magnetospheric field than the Dst index. VMD is
described in detail in Thomson and Lesur (2007):
V vmd (θ ,φ, r, t, VMD) = a
+1∑
m=−1
{
bm1 (t)VMDmext(t)
( r
a
)
+ cm1 (t)VMDmint(t)
(a
r
)2}
Ym1 (θ ,φ)
(4)
VMDmext and VMDmint are the external and internal VMD
indices that are interpolated at the time of each satel-
lite and observatory datum from a degree 1 spherical
harmonic model. This model is fitted in an Earth-fixed
coordinate system with time dependence given by cubic
B-splines with knots every hour, produced from obser-
vatory data. The IGRF parent model estimates separate
sets of coefficients, bm1 (t) and cm1 (t), every 3 months, the
same period over which VMD indices are fit to detrended
observatory data.
Finally, V ann consists of terms that model the annual,
semi-annual, and diurnal variations:
V ann
(
θ ,φ, φ˜, r, t
)
=a
+1∑
m=−1
[
em1 (t)
( r
a
)
+im1 (t)
(a
r
)2]
Ym1 (θ ,φ)
+ a
+1∑
m=−1
m1 (t)
( r
a
)
Ym1 (θ , φ˜)
(5)
where em1 and im1 are, respectively, the external and inter-
nal coefficients consisting of cosine and sine annual and
semiannual terms. m1 is the external 24-h term, which
is expressed in terms of sun-synchronous longitude, φ˜,
rather than Earth-fixed geographic longitude and consists
of a constant and cosine and sine annual terms.
Our parameterization of all the external and induced
fields is to degree 1 only. In contrast, other recent
global magnetic field models (e.g. Lesur et al. (2010));
Maus et al. (2010), and Olsen et al. (2014)) parame-
terize the external field up to degree 2, either through
co-estimation or a priori models. The Comprehensive
Model family of models (e.g. Sabaka et al. (2002)) allow
for co-estimation to even higher degrees. The pres-
ence of higher-degreemagnetospheric sources is expected
from the knowledge of those current systems and have
been estimated by (Lühr and Maus 2010) up to degree
2 for relatively quiet geomagnetic conditions. However,
we do account for the dominant/largest-scale magne-
tospheric signals and note that the dominant unmod-
elled sources, as seen in the residuals, are in the auroral
regions and would still not be adequately co-estimated
by a parameterization up to degree 2 (discussed below).
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Figure 3 Approximate ‘weight’ of data in model. The ‘weight’ is computed from the sum of the inverse of the datum variances over 0.1-year
intervals from satellites (Ørsted, CHAMP, and Swarm) and observatories. The ‘weight’ is normalised to the mean of the observatory weights over all
0.1-year intervals (=1).
Future work will focus on estimating higher-degree exter-
nal signals to improve their separation from internal
sources.
This model described is fitted to the data by minimising
: the weighted sum of the squared model data residuals,
the second time derivative of the radial field at the core-
mantle boundary (CMB), and the third time derivative of
the radial field at the Earth’s mean radius following Lesur
et al. (2008):
 = eTCe + λ1mT1m + λ2mT2m (6)
where mT1m =
∣∣∂2Br/∂t2∣∣2r=CMB and mT2m =∣∣∂3Br/∂t3∣∣2r=a. We note that variations on this scheme
(e.g. Olsen et al. (2014)) and additional norms (e.g. max-
imum entropy in Finlay et al. (2012)) are also in use. The
damping by radial derivative is necessary to control the
behaviour of the order 6 B-splines, especially over the
period 2011 to 2014 where global vector data are sparse.
The relative weight of each term in the minimisation is
controlled by two damping parameters associated with
each of the derivatives of the radial field, λ1 and λ2. Test-
ing (not shown) with different damping parameters has
Table 2 Mean and root mean squaremisfits between parent model estimate and input data
Mean (nT) Root mean square (nT)
Source Number of data X Y Z F X Y Z F
CHAMP 1,332,591 0.10 −0.19 0.05 - 25.20 27.64 12.25 -
Swarm A 455,091 −0.10 −0.10 0.44 - 34.34 40.15 13.23 -
Swarm B 426,324 −0.45 −0.09 0.17 - 35.06 40.55 12.73 -
Swarm C 407,166 −0.26 −0.18 −0.21 - 34.92 40.49 13.18 -
Observatories 290,532 0.04 −0.00 0.01 - 3.90 3.26 3.24 -
Ørsted 281,967 - - - 0.75 - - - 7.65
CHAMP 20,740 - - - −2.36 - - - 10.34
Swarm A 749 - - - −4.42 - - - 14.41
Swarm B 2,544 - - - −4.96 - - - 18.07
Swarm C 1,196 - - - −2.91 - - - 14.64
Observatories 63,830 - - - −0.07 - - - 18.89
Satellite F misfits are calculated with respect to scalar input data. Observatory F misfits are at high geomagnetic dipole latitude and are calculated with respect to
vector data projected onto an a priorimodel. All observatory vector misfits are at mid and low geomagnetic dipole latitudes. Mid and low latitudes are defined as
being between ±50°, with high latitudes outside this range. The number of data quoted counts each component separately.
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shown that a weighting of 0.4 for both these terms gives a
robust fit to the data.
Derivation of IGRF candidate models
The DGRF candidate model can be generated at 2010.0
from the parent model’s core field coefficients with B-
spline representation up to degree 13.
For the IGRF and 2015-2020 secular variation mod-
els, some extrapolation of the coefficients is necessary as
the parent model does not extend beyond 2014.7. Fur-
thermore, in order to reduce the influence of end effects,
model snapshots are not extracted beyond 2014.5.
In global field modelling, extrapolation of the field is
usually based upon some mathematical extrapolation of
the time dependence of the coefficients. Whilst this is
simple to implement, we have chosen instead to use a
physics-based approach by modelling the flows in the
Earth’s liquid outer core and use these flows with certain
assumptions to predict the field at 2015.0 and beyond. By
assuming that the main field is essentially ‘frozen’ into liq-
uid at the top of the outer core, it is possible to deduce the
flow causing the observed field change at the surface of
the Earth from an estimation of the relative changes over
a period of a year or longer.
At large spatial scales, advection dominates diffusion on
short time scales (<10 years), though at sufficiently small
spatial scales, diffusion does become important again. By
neglecting diffusion, the radial part of the frozen-flux
induction equation describing how flowing fluid advects
the magnetic field can be written as (e.g. Holme (2007)):
B˙r = −Br∇H · u − u · ∇HBr (7)
where B˙r is the time derivative of the radial magnetic field,
∇H is the horizontal derivative operator, and u is the flow
velocity containing the flow components in the north (θ )
and east (φ) directions along the surface of the coremantle
boundary (Whaler 1986).
Equation 7 implies that variation of the field is caused by
the fluid pushing the magnetic field. We wish to solve for
the velocity vector u. In addition, we also wish to solve for
the acceleration of themagnetic field in order tomodel the
rate of change of the flow velocity. This can be described
by the following equation:
B¨r = −B˙r∇H · u − Br∇H · u˙ − u˙ · ∇HBr − u · ∇HB˙r (8)
where B¨r is the second time derivative of the radial mag-
netic field and u˙ is the flow acceleration.
Together the flow velocity and acceleration can describe
the observed spatial change of the main field over time.
At large horizontal spatial scales (>1,000 km), an average
flow velocity of around 20 km/year is observed while the
flow acceleration has a mean of about 2 km/year2.
As the secular variation and acceleration of the mag-
netic field can be measured at the surface, it remains then
to solve for the flow velocity and acceleration using the
mathematical relationship between fluid flow and mag-
netic field, and applying inverse theory. However, in detail,
the solution to Equations 7 and 8 for u and u˙ are ambigu-
ous as there are two unknowns in each equation (i.e. the
velocity/acceleration in the north and east directions). To
reduce the ambiguity, additional constraints are required.
We apply a constraint that assumes the flow velocity
remains constant (steady) over a short period of time. It
can be shown that the solution of a steady flow is unique,
as long as at least three time steps are used (Waddington
et al. 1995). In a similar manner to constant flow, the
steady acceleration of the flow can be deduced by com-
bining the acceleration over that number of years. The
steady flow captures the gross large-scale aspects of mag-
netic field change but does not allow any rapid short-term
features. Adding in a component of acceleration allows a
better description of the (slightly) non-linear change of the
magnetic field over the short period. We note the detailed
implementation of the technique and evidence for the use-
fulness of core flows in secular variation forecasting is
given in Whaler and Beggan (2015).
For our core flow model, the Gauss coefficients of the
parent of the IGRF-12 candidate field model from 2009.0
to 2014.5 were used to compute the secular variation and
secular acceleration of the field, initially. The flow velocity
and acceleration coefficients are related to the magnetic
field via a set of equations which involve integrals of triple
products of spherical harmonics and their spatial deriva-
tives and the main field coefficient (Whaler 1986). The
solutions require three damping parameters to impose a
spatial smoothness on the resulting steady flow velocity
and acceleration solutions. These parameters were picked
by tuning the output using retrospective data fitting to
prior magnetic field data from an a priori model and
observatory data. We assume the SV ‘observation errors’
on the Gauss coefficients to be on the order of 1 nT/year
in the inversion. However, we use an L1-norm iterative
reweighting scheme to reduce the effect of any large out-
liers when fitting the model back to the data. We also
truncate the flow model at degree 14 and damp using the
Bloxham ‘strong’ norm (Bloxham 1988) which effectively
reduces the influence of the model SV above degree 8.
We ignore the ‘subgrid’ processes which we assume to be
small for the purposes of this flow modelling (Pais and
Jault 2008).
The forecasting process starts with the last epoch of
the main field derived from satellite and observatory data
(i.e. 2014.5). For this time point, the secular variation and
secular acceleration of the field are computed from the
steady flow velocity and acceleration models. Equations 7
and 8 show that there is a dependence of the secular
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Figure 4 Root mean square of residuals between all input satellite vector data and parent model. Lines show X, Y, and Z component residuals
plotted against geomagnetic dipole latitude. Northern hemisphere summer is defined as spring through autumn equinox, northern hemisphere
winter as autumn through spring-equinox. The RMS values are calculated over 3° wide latitude bands. Note that the drop in residuals between ±50°
is due to local time selection at those latitudes.
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Figure 5 Mean of the residuals between parent model and input satellite data for each magnetic component. Top: X, middle: Y, and bottom: Z over
northern polar cap (≥50° geomagnetic dipole latitude) over the entire input data set. The plot is ordered by Solar Magnetic longitude and latitude
with the Sun in the direction of zero longitude and 90° latitude aligned with the north geomagnetic dipole pole. Patterns of sun-synchronous
current systems are clearly visible.
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variation and secular acceleration on the main field itself.
Hence, the process is non-linear and has to be stepped
forwards at a suitably fine time resolution, in this case,
1 month (Beggan and Whaler 2010). Each month, a new
set of matrices relating flow velocity and acceleration to
secular variation and secular acceleration are computed
based on the main field and secular variation coefficients.
This generates a set of predicted secular variation and
secular acceleration coefficients, which are added back to
the main field coefficients to give the prediction of the
main field for the following month. The Gauss coefficients
of the main field were advected forward from 2014.5 to
2020.0. The coefficients of the average annual secular
variation (in nT/year) were calculated from the difference
of the main field models at 2020.0 and 2015.0, divided by
5 years.
Results and discussion
Parent model
The (unweighted) mean and root mean square (RMS) of
the misfits are summarised in Table 2. Direct compari-
son between CHAMP, Ørsted, Swarm, and observatory
misfits is not straightforward. The date range covered by
the sources vary, and some do not overlap in time (see
Figure 1). Only observatory data are available through the
period covered by the parent model. Swarm data do not
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Figure 6 Mean and root mean square of the residuals between parent model and input satellite data. Values for each magnetic component are
calculated within within successive 30-day periods. To preserve statistical robustness, periods with fewer than 10% of mean number of data per
period (approximately 3,000 for X, Y, and Z, and approximately 600 for F) are not plotted.
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overlap at all with Ørsted and CHAMP data, and Ørsted
overlaps with CHAMP data only at the start of the model.
Even then, the types of data are different: over the period
covered by the parent model, Ørsted is only providing
scalar data. And while vector and/or scalar satellite data
are selected at all latitudes, observatory true-vector (as
opposed to pseudo-scalar) data are only used at mid and
low latitudes.
However, it is worth commenting on some patterns in
the misfits. The mean misfits are all very small. For the
observatory data, crustal bias parameters are effectively
free (static) parameters for each observatory, which will
act to remove any mean residuals. However, non-zero
meanmisfits are still possible here, and especially with the
satellite data, due to unmodelled sources and the damping
scheme used to produce the model.
The RMS residuals are lowest in X, Y, and Z for the
observatory data, but this is due to those data being at
mid and low latitudes, where the data will be less con-
taminated by unmodelled sources of the field, especially
auroral current systems. The RMS F residuals for the
observatory (pseudo-) scalar data, which are all at high lat-
itudes, are larger than those from satellite scalar data from
all latitudes. The dominant contribution of high-latitude
residuals to the RMS misfits can be seen in Figure 4 for
all components, although it is reduced in winter time. A
map of thesemisfits in the northern polar regions, ordered
by (sun-synchronous) solar magnetic longitude and lati-
tude is shown in Figure 5 for each component. This clearly
shows the pattern of auroral currents. The extremes of the
mean X and Y misfits in Figure 5 and the corresponding
RMS misfits in Figure 4 all show the dominance of those
components over the Z component at high latitudes due
to field-aligned currents, and this is reflected in the global
RMS misfits in Table 2.
The mean and RMS residuals versus time for each com-
ponent (X, Y, Z, and F) are shown in Figure 6 for satellite
data. The gap in satellite data, and vector data in particu-
lar, through 2011 to 2014 make patterns difficult to spot.
However, the RMS are slightly larger towards the end of
the time series in the Swarm era compared with the ear-
lier CHAMP and Ørsted data. This is likely due to the
increase in geomagnetic activity in the later data around
solar maximum (approximately 2014). The mean resid-
uals also show some periodic variation, particularly in
the Z-component, which appear roughly annual although
continuous data extend less than 2 years and the local time
evolution of satellite orbits could also play a role. How-
ever, supporting evidence for an annual signal is shown in
Figure 7, which plots the mean Z-residual versus geomag-
netic latitude for summer and winter seasons. The mean
residuals are clearly largest over the respective summers
of the northern and southern auroral regions. These are
predominantly negative in northern hemisphere summer
and positive in southern hemisphere summer, and much
smaller in winter, which is consistent with Figure 6. Our
decision to include sunlit auroral region data has signifi-
cantly increased the noise level of the data in those areas,
but it is important to note that data in the auroral regions
are down-weighted by the LAVA index and along-track
standard deviation for precisely this reason. Comparisons
with similar versions of our parent model produced with-
out these data (not shown) support our decision to avoid
large seasonal data gaps.
The mean and RMS misfits for the observatory data are
shown in Figure 8. The RMS misfits also show a slight
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increase in size over the latter half of the time series,
but the difference is not large over most of the data set.
Towards the very end of the time series, the magnitude
of the mean misfits do increase noticeably for the Z-
component, which coincides with the start of 2014. The
reason for this may be related to a switch from definitive
to quasi-definitive data (e.g. Clarke et al. (2013)), which,
given the small residual mean, requires only a slight drop
in data quality from a small number of observatories.
There is also some evidence of periodic, possibly annual,
signals in these data, too.
The main field, secular variation, and secular accelera-
tion spectra, extracted at yearly intervals from the parent
model, are shown in Figure 9. The main field spectra
exhibit a strict monotonic decline with increasing degree
for all snapshots. Changes between the spectra over the 5-
year span are relatively small (top panel). The secular vari-
ation, extracted from the spline model at the same dates,
shows a fairly steady decline in power with increasing
degree (middle panel). The greatest year-to-year variation
is in the lower degrees with very little above degree 6. This
is in marked contrast to the behaviour seen in the par-
ent model for BGS’s IGRF-11 candidates (Hamilton et al.
2010), in which the variability increased with degree. The
reason for this is the switch to a spline time dependence
with explicit damping of higher-order rates of change
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Figure 9 Spectral power per degree extracted from parent model at yearly intervals from 2009.5 to 2014.5. The plots show the spectra for the main
field (top), secular variation (middle), and secular acceleration (bottom). The effect of temporal damping is visible in the smooth, monotonically
decreasing behaviour of the higher-degree secular variation and secular acceleration power.
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(
∂2/∂t2 and ∂3/∂t3
)
. This is confirmed by the rapid drop
off of secular acceleration power with increasing degree in
Figure 9 (bottom panel). As was argued in Hamilton et al.
(2010), the undamped secular acceleration above about
degree 8 was dominated by noise, and so the damping
used seems justified.
Comparison with other candidates
Table 3 shows the global RMS differences between the
BGS candidate, derived from the parent model and core-
flow prediction, and those of other institutes, computed at
the reference radius of 6,371.2 km. As expected, the DGRF
models agree better than the IGRF or SV. The BGS can-
didate DGRF matches the DTU, NGDC, and GFZ models
very well, with less than 3-nT RMS difference. Figure 10
shows the RMS differences per degree, and again, the
BGS model agrees well with the DTU, NGDC, and GFZ
models and is clearly not an outlier amongst the other
candidates.
The differences between IGRF models in Table 3 and
Figure 10 are larger than for the DGRF, but the good
agreement with DTU, NGDC, and GFZ models remains;
there is also reasonably good agreement with the IPGP
model. Although the BGS model differs with most models
around degree 5 specifically, the overall RMS differences
are generally low.
The largest differences between the models are for the
2015-2020mean secular variation estimates. The different
institutes use a range of techniques to predict the secular
variation including physical versus mathematical extrap-
olations. Figure 10 again shows that although there are
differences with other models, especially at degree 5, the
BGS model is well within the range of variability of other
models.
Table 3 Global root mean square differences
Root mean square difference
with BGS candidates
Model DGRF IGRF SV 2015-2020
2010 (nT) 2015 (nT) (nT/year)
DTU Space 2.8 6.8 9.7
ISTerre 6.6 12.1 14.2
IZMIRAN 4.0 14.1 16.6
NGDC Boulder 2.4 7.3 11.0
GFZ Potsdam 2.6 6.3 10.9
NASA/GSFC 4.9 - 11.6
IPGP/CEA-LETI/CNES - 9.1 10.7
LPG Nantes - 10.3 14.1
ETH Zurich - 16.2 -
Differences at reference radius (6,371.2 km) between BGS candidate models and
candidates from other contributing institutes.
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candidate model and those from other institutions. Top: DGRF2010,
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Conclusions
The BGS parent model has successfully used the most
up-to-date data available from Swarm, observatory, and
Ørsted as well as those from the last phase of the CHAMP
mission. Inclusion of all these data sources, especially the
observatory data, combined with a regularised model of
time dependence using B-splines have allowed BGS to
produce a robust model of the core field over the past 6
years. These data have also allowed us to estimate the core
flow over this period and to provide a physically based
prediction of the secular variation over the lifetime of
IGRF-12. Comparisons have shown the BGS candidates to
be consistent with those of other contributing institutes.
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