Abstract: This paper presents a Fast Synchronization Clustering algorithm (FSynC), which is an improved version of SynC algorithm. In order to decrease the time complexity of the original SynC algorithm, we combine grid cell partitioning method and Red-Black tree to construct the near neighbor point set of every point. By simulated experiments of some artificial data sets and several real data sets, we observe that FSynC algorithm can often get less time than SynC algorithm for many kinds of data sets. At last, it gives some research expectations to popularize this algorithm.
Introduction
Clustering is an unsupervised learning method that tries to find some obvious distributions and patterns in unlabeled data sets by maximizing the similarity of the objects in a common cluster and minimizing the similarity of the objects in different clusters.
The traditional clustering algorithms are usually categorized into partitioning methods, hierarchical methods, density-based methods, grid-based methods, and model-based methods. This paper researchs an improved technique of SynC algorithm, which is a famious synchronization clustering algorithm presented in [1] . The major contributions of this paper can be summarized as follows:
(1) It presents a Fast Synchronization Clustering algorithm (FSynC), which is an improved version of SynC algorithm, by combining grid cell partitioning method and Red-Black tree in the process of constructing the near neighbor point set of every point.
(2) It presents another cluster order parameter (named as t step average length of edges) to characterize the degree of local synchronization. 
Related Work
This paper is built on two papers [1, 2] . Chen [2] presents an efficient graph-based clustering method by using the idea of near neighbors and the principle that the global distribution can be approximately represented by many conjoint local distributions. In [2] , an efficient method is presented to construct δ near neighbor point set by using some index structures and effective methods.
Böhm et al. [1] presents a novel clustering approach, SynC algorithm [1] , inspired the synchronization principle. SynC algorithm can find the intrinsic structure of the data set without any distribution assumptions and handle outliers by dynamic synchronization. In order to implement automatic clustering, those natural clusters and parameters setting can be discovered by using the Minimum Description Length principle (MDL) [3] .
Some Basic Concepts
Suppose there is a data set S = {X 1 , X 2 , …, X n } in an d-dimensional Euclidean space. Naturally, we can use Euclidean metric as our dissimilarity measure. In order to describe our algorithm clearly, some concepts are presented first. Definition 1 [2] . The δ near neighbor point set δ(P) of point P is defined as
where dis(X, P) is the dissimilarity measure between point X and point P in the data set S. δ is a predefined threshold parameter.
Definition 2 [1] . The extensive Kuramoto model for clustering is defined as
point X is regarded as a phase oscillator according to Eq.(1) of [1] , with an interaction in δ near neighbor point set δ(X), then the dynamics of the k dimension x k (k = 1, 2, …, d) of the point X over time is described by:
x k (t+1) describes the renewal phase value in k-th dimension of point X at the t step evolution.
Definition 3.
The t-step δ near neighbor undirected graph G δ (t) of the data set S = {X 1 , X 2 , …, X n } is defined as
where
} is the t-step edge set, and the weight-computing equation of edge (
Definition 4. The t step average length of edges, AveLen(t), in δ near neighbor undirected graph G δ (t) is defined as
where E(t) is the t step edge set, and |e| is the length (or weight) of edge e. The average length of edges in G δ (t) will decreases to its limit zero, AveLen(t) → 0, as more δ near neighbor points synchronize together with time evolution. This concept is developed independently, although we find that it is equivalent with the cluster order parameter [1] later.
Definition 5 [1] . The cluster order parameter r c characterizing the degree of local synchronization is defined as:
The value of r c increases to its limit 1 as more δ near neighbor points synchronize together with time evolution.
Definition 6 [2] . The Grid Cell is defined as follows:
Grid cells can be obtained after partitioned the multidimensional ordered-attribute space by using a multidimensional grid partition method.
The data structure of grid cell g can be defined as:
Grid_Label is the key label of the grid cell.
Grid_Position is the center position of the grid cell. It is a d-dimensional vector
Grid_Range records the region of the grid cell. It is a d-dimensional interval vector expressed by:
where r i (i =1, 2, …, d) is the interval length in the i-th dimension of the grid cell.
Point_Number records the number of points of the grid cell.
Points_Set records the labels of points of the grid cell. In FSynC algorithm, we use a Red-Black tree to records the labels of points of the grid cell to obtain efficient inserting and deleting operations.
A Fast Version of Synchronization Clustering Algorithm
In order to implement a fast version of SynC algorithm, first we partition the data space of the data set S = {X 1 , X 2 , …, X n } by using a kind of grid partitioning method. Although we use the Euclidean metric as our dissimilarity measure in this paper, the algorithm is by no means restricted to this measure and this data space. If we can construct a proper dissimilarity measure in a hybrid-attribute space, then the algorithm can also be used.
The Description of FSynC Algorithm
Algorithm Name: Fast Synchronization Clustering algorithm (FSynC)
Output: The final convergent result S(T) = {X 1 (T), X 2 (T), …, X n (T)} of the original data set S.
Procedure:
Step1. Partition the data space of the data set S = {X 1 , X 2 , …, X n } by using a multidimensional grid partitioning method basing on the interval length vector of grid cell Interval = (r 1 , r 2 , …, r d ). Suppose we obtain N grid cells. Usually, multidimensional index tree or multidimensional array can be used to as an index of the N grid cells.
Step2. Constructing δ near neighbor grid cell set for each grid cell. The N δ near neighbor grid cell sets can be used to construct n δ near neighbor point sets with less time cost in the next repeat synchronization clustering procedure. The details of Step1
and Step2 are described in [2] .
Step3. When the dynamical clustering does not reach its convergent result, repeat the synchronization clustering procedure listed in Figure 1 . Step4. Finally we get a convergent result S(T) = {X 1 (T), X 2 (T), …, X n (T)}, where
T is the times of the while circulation in Figure 1 . The final convergent set S(T) reflects the natural clusters or isolate points of the data set S.
Some basic knowledge of FSynC Algorithm
IterateStep is set as zero firstly: t ← 0; 2 for (i = 1; i n; i++)
while (the dynamical clustering does not reach its convergent result)
Locate the corresponding grid cell for X i (t); 9 X i (t) is inserted into the Red-Black tree of its grid cell; 10 } 11
Construct the δ near neighbor point set δ(X i (t)) for each point X i (t) (i = 1, 2, …, n) according to Definition 1 and the δ near neighbor grid cell set of the grid cell of X i (t); 12 for (i = 1; i n; i++) 13
Compute the new value, X i (t+1), of X i (t) using Eq.(2); 14 for (i = 1; i n; i++) 15 if (X i (t+1) disengages the original grid cell of X i (t) and enter a new grid cell) 16 { 17 X i (t) is deleted from the Red-Black tree of its original grid cell; 18
The number of points of the original grid cell decreases with 1; 19 X i (t+1) is inserted into the Red-Black tree of its new grid cell; 20
The number of points of the new grid cell increases with 1; 21 } 22
Compute the t step average length of edges of all points, AveLen(t), using Eq.(4); /* We can also compute the cluster order parameter r c according to Definition 5 [ 
2] instead of computing AveLen(t). */ 23
IterateStep is increased with one: t++;
We think the dynamical clustering is reaching its convergent result;
Proof: According to Lagrange method, we can prove this lemma easily. We first 
O(n i * log(n)). So the inserting and deleting operations in dynamical clustering need Time = O(n * log(n)) and Space = O(n + N).

Time complexity analysis of FSynC Algorithm
According to [1] and our analysis, the original SynC Algorithm Figure 1 and m is the number of grid cells where the number of data points is larger than 0.
Step4 needs Time = O(n) and Space = O(n).
Setting parameters in FSynC Algorithm
Parameter δ will affect the results of clusters. In [1] , parameter δ is optimized by the MDL principle [3] . In [4] , two other methods can also be used to estimate parameter δ.
Parameter interval length vector of grid cell Interval = (r 1 , r 2 , …, r d ) will affect the time cost of FSynC algorithm. We know that the whole time cost of FSynC
Here, N is determined by Interval = (r 1 , r 2 , …, r d ). In [2] , the relation between Interval = (r 1 , r 2 , …, r d ) and N is discussed in detail.
Simulated Experiments
Experimental Design
Our experiments are finished in a personal computer (Capability Parameters:
Pentium(R) Dual CPU T3200 2.0GHz, 2G Memory). Experimental programs are developed using Visual C++6.0 under Windows XP.
To verify the improvements in time complexity of this algorithm, there will be some experiments of some artificial data sets, two UCI data sets, and two bmp pictures in the next subsections. Table 1 is the description of the eight kinds of artificial data sets. Two bmp pictures are obtained from Internet.
In SynC algorithm and FSynC algorithm, the times of synchronization clustering in the while circulation of SynC and FSynC algorithms is set as 50 in our simulated experiments.
Comparative results of the two algorithms are given by four figures (Figure 2 - Figure 5 ) and two table (Table 2 -Table 3) , and performance of algorithms is measured by time cost (second).
In subsection 5.2, FSynC algorithm will be compared with SynC algorithm in time cost using some artificial data sets.
In subsection 5.3, FSynC algorithm will be compared with SynC algorithm in time cost using two UCI data sets.
In subsection 5.4, FSynC algorithm will be compared with SynC algorithm in time cost using two bmp pictures.
Since δ near neighbor point of point P locates in the grid cell of point P or its near grid cells, so ususlly less time is needed to construct δ near neighbor point sets of all points if we set r i (i = 1, 2, …, d) ≥ δ. The detailed discussion on how to construct grid cells is described in [2] .
In the experiment, parameter r i (i = 1, 2, …, d) is the interval length in the i-th dimension of grid cell [2] , and δ is the threshold parameter in Definition 1. How to select a proper parameter δ for SynC algorithm is discussed detailly in [1] . Selecting a proper parameter δ, FSynC algorithm can use the same method as SynC algorithm. In
FSynC algorithm, different parameter r i (i = 1, 2, …, d) for different dimensions will result in different number of grid cells and different time cost. Figure 2 and Figure 3 are the experimental results of four artificial data sets (DS1 -DS4) in time cost between FSynC algorithm and SynC algorithm. 
Compare with SynC Algorithm Using Some Artificial Data Sets (DS1 -DS8)
Analysis and Conclusions of Experimental Results
From the comparative experimental results of Figure 2 , Figure 3 , and Table 2 , we observe that FSynC algorithm is faster than SynC algorithm for many cases. From the comparative experimental results of Table 3 , we find that even for two cases (case1: d = 1 of Table 2 (a); case2: d = 1 of Table 2 (a)), FSynC algorithm can also get a less time cost by selecting another parameter r i (i = 1, 2, …, d) or parameter δ.
From the comparative results of Figure 4 , we observe that FSynC algorithm is faster than SynC algorithm for the two UCI data sets.
From the comparative results of Figure 5 , we observe that FSynC algorithm can 
Conclusions
This paper presents an improved clustering algorithm, FSynC, which gets the same clustering results and can often obtain faster clustering speed for some kinds of data sets than SynC algorithm.
FSynC algorithm is also robust to outliers and can find obvious clusters with different shapes. The number of clusters does not have to be fixed before clustering.
Usually, parameter δ has some valid interval that can be determined by using an exploring method listed in [4] or using the same method presented in [2] . In the process of constructing δ near neighbor point sets, the time cost of FSynC algorithm can often be decreased by combining grid cell partitioning method and Red-Black tree index structure.
The next work is to explore the relation between the time cost and the number of grids of this algorithm.
