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Abstract--In this paper we derive m-stage Runge-Kutta-Nystrfm methods for the numerical solution of 
general second-order Volterra integro-differential equations. These implicit methods are based on 
collocation techniques in certain polynomial spline spaces. The question concerning the attainable order 
of convergence of such one-step methods i  completely answered. 
1. INTRODUCTION 
Consider the second-order Volterra integro-differential equation, 
y"(t)=po(t)y(t)+p~(t)y'(t)+q(t)+~(Ko(t,s)y(s)+Kt(t,s)y'(s))ds, t ~ [0, T], (1) 
where P0, Pl, q, Ko and KI are given continuous functions. The solution y of equation (1) will be 
subject o the initial conditions 
y (0) = Y0, Y'(0) = y~, (2) 
Integro-differential equations of the above type arise, for example, in the modelling of hereditary 
phenomena in physics and mechanics (compare Refs [1, pp. 147-155; 2, 3] and Ref. [4, 
pp. 116-121]). 
The systematic derivation and analysis of numerical methods for initial-value problems for 
second-order Volterra integro-differential equations has not received much attention. In his thesis 
[5] Pouzet describes the use of certain explicit Runge-Kutta type methods for Volterra integro- 
differential equations of higher order, while Goldfine [6] employs Taylor expansion techniques to 
obtain a class of (explicit) one-step methods for the same class of equations; here, the necessary 
derivatives are generated by an automatic omputer program using symbolic manipulations. 
In the present paper we shall derive m-stage, implicit Runge-Kutta-Nystrbm ethods for 
equation (1) and its nonlinear counterpart, 
fo y"(t) =f(t ,y(t) ,y'(t))  + k(t,s,y(s),y'(s))ds, t ~[0, T]. (3) 
These one-step methods will be optimal with respect to the attainable order of convergence. More 
precisely, we shall show that such methods can be obtained from collocation methods in certain 
polynomial spline spaces by a suitable discretization process. This process is based on interpolatory 
m-point quadrature formulas whose degree of precision is governed by the particular choice of the 
collocation points. 
We note that in Refs [7, 8] analogoues methods for first-order Volterra integro-differential 
equations have been analyzed. It has then been shown in Ref. [9] that the corresponding 
convergence r sults carry over, in a suitably modified way, to second-order quations (1) with 
pl(t) -= 0 and K~(t, s) = O. It turns out (of. Section 3 below) that the results of Ref. [9] remain valid 
for the general integro-differential equation (1). 
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In Section 2 we describe the underlying polynomial spline spaces and the collocation equations 
for equation (1). Results on the attainable order of convergence of the collocation solution will 
be given in Section 3. In Section 4 we shall deal with the discretized version of the collocation 
equation (i.e., with the implicit Runge--Kutta-Nystr6m method) and its convergence properties. 
Finally, some numerical examples will be presented in Section 5. 
2. COLLOCATION METHODS 
For the given interval [0, T] on which equation (l) is to be solved let 
t. ,= nh (n = 0 . . . . .  N), 
with Nh = T, and define 
(interior mesh points), and 
a.,=[t.,t.+,](n =0 . . . . .  N -  1), 
ZN'= {t.:n -- 1 . . . .  , N -- 1} 
•N'= ZN U { T}. 
If d ~ (1, 2} and m >11 d are given integers, then 
S~+I(ZN),={U:U U,~X,~+, on a,(n =0 . . . .  ,N - -  1),u~)(t,) 
_ (k) -u._,(t.) for t.eZN and O<.k~d}. 
denotes the space of polynomial spline functions (or: piecewise polynomials) possessing the degree 
m + 1 and the knots ZN, with each element u being d times continuously differentiable on [0, T]. 
Clearly, the dimension of this linear vector space is given by 
~Nm+2,  if d=l  
N(m+l -d)+(d+l )=(N(m-1)+3,  if d=2.  (4) 
An approximate solution u ~ S~+ ,(Z~) (called a collocation solution) for equation (1) will be 
determined by requiring that u satisfy equation (1) on a suitable finite subset X(N) of [0, T]; 
moreover, u is subject o the two given initial conditions (2). Thus, equation (4) shows that 
S~+,(ZN) (corresponding to the choice d = 1) is the natural space in which to look for the 
collocation solution. Let {cj} be a given set of real parameters satisfying 
O~c,<..'<c.~l, 
and define the sets 
X,,= {t,.j,=tn +cjh:j = l,. . . ,m}(n =0 . . . . .  N -  1), Oa) 
and 
N- l  
X(N) ,= ,~o X,. (5b) 
We shall refer to the {cj} as the collocation parameters; X(N) will be called the set of collocation 
points. 
According to the above remarks the collocation solution u e S~)+ ,(ZN) is defined by 
u"(t) = f(t, u(t), u'(t)) 4" k (t, s, u (s), u'(s))ds, , e x(N), (6) 
where 
u(O) = yo, u'(O) = y~. (7) 
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The collocation equation (6) can be written in the recursive form 
f: u"(G,y) = f (t . , j ,  u. (t.d), u'.(t.,y)) + h" k (tnd, t. 
+ zh, u.(t. + zh),u'.(t .  + zh))dz + F.(t .d;u ) ( j  = 1 . . . . .  m; n =0 . . . . .  N -  1), (8a) 
where 
F . ( t ;u ) .=h ~, k(t,  t i+zh,  u i ( t~+zh) ,u ; ( t i+zh))dz .  (8b) 
i=O 
Note that if f and k in equation (3) are continuous on their respective domains then the special 
choice of the collocation parameters, 
0=C l <~C2"'" ~Cm-~- 1, 
implies that u has additional smoothness 
u e s~)+ l ( z . )  n 0 [0 .  r]  = s~+, (z . ) .  
Since u is a polynomial spline function of degree m + 1, the restriction u.' of u" to the subinterval 
t-- tv a. is a polynomial of degree m - 1. Hence, setting Y.,k -u .  (t.,k) (k = 1 . . . . .  m), we have 
u"( t .+zh)= ~ Lk(z)Y~,k, t .+zh  ea . ,  (9a) 
k=l  
with 
Lk(z ) ,=  [ ]  (z -- e,)/(ck -- c,). 
r#k 
This implies that, on a., u" and u are given by 
u'.(t. + zh) = y'~ + h" ~, ak(z) Y..k 
kffil 
and 
Here, we have defined 
u.(t. + zh) = y. + hzy'~ + h 2" ~ bk(Z ) Y..k. 
k=l 
and 
y. ,= u.(t.), y'.,= u ' ( t . ) (n  = 0 . . . . .  N - 1). 
The values y. and y;, are determined, respectively, by the given initial values (7), 
Uo(t0) = y0, u6(t0) = y6, 
and the continuity requirements for the knots Zu, 
u.(t.) = u._ ,(t.), u ' ( t . )  = u'._ l(t.)(n = 1 . . . . .  N - 1). 
(9b) 
(9c) 
(lOa) 
If the above expressions (9a-c) are substituted in equations (8a,b) then equation (8a) represents, 
for each n = 0 . . . . .  N -  1, a system of m nonlinear equations for the values Y,.l . . . . .  Y,.,,. It is 
readily shown that under the usual standard hypotheses [Lipschitz conditions for f (x ,  y, z)  and 
k (t, s, y, z), or boundedness conditions for the partial derivatives of f and k with respect o y and 
z] each nonlinear system defines a unique solution Y, ,= (Y,. l . . . . .  Y,.m), provided the stepsize h 
is sufficiently small. 
(10b) 
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However, in most realistic problems the integrals occurring in equations (8a,b) cannot be 
evaluated analytically and must therefore be approximated by suitable numerical quadrature 
processes. A natural way of discretizing the collocation equation (8) is to base these quadrature 
processes on m-point, interpolatory quadrature formulas whose abscissas lie in the respective 
interval of integration and are characterized bythe collocation parameters {cj }. In other words the 
integrals in equation (Sb) (corresponding to the interval of integration [0, 1]) will be approximated 
by m-point quadrature formulas using the abscissas ti, , := tl + crh (r = 1 . . . . .  m) and the weights 
I' 
w,,= a,(l) -- L,(v)dv (r -- 1 . . . .  , m), 
do 
while the quadrature formulas for the integrals in equation (8a) (which are over the intervals [0, c:]) 
will employ the abscissas t, + cjc, h and the weights wj,,,= cjw,(r = 1 . . . .  , m). 
Therefore, the resulting one-step method for equation (3) can be summarized as follows: 
(i) For given y~ and y" [cf. equations (10a,b)], compute the solution Y~ ,-- (Y~. ~ . . . . .  Y~.m) of the 
nonlinear system 
Yn,j = f ( t . j ,  u~(t.,/), u'~(t~,/)) 
+ hc/" ~ w,k(tn,j, t. + cjc, h, u.(t. -t- C:Crh), U'n(tn "t- cjc, h)) 
r=] 
with 
The values 
+ Gn(t~,j;u), j=- I  . . . . .  m(n=O . . . .  ,N - l ) ,  ( l la) 
n- - |  m 
G.(t; u),= h ~'~ ~ w,k(*, t,,,, u,(t,,,), u~(t,,r) ). (llb) 
i=0  r~ , 
ui(t~.,), u:(t~,,)(i = 0 ..... n) and un(t, + c:,h), u'~(t, + c/c,h) 
are given by means of equations (gc,b). 
(ii) Once the vector Y~ has been found, the approximations to y<k) (k =0, 1,2) at t = t,+, are 
determined by 
y,+~ = y, + hy'~ + h 2" ~ b~(1)Y,,,, (12a) 
k~l  
y'n + ~ = y'~ + h. ~ a,(1) Y~,,, (12b) 
k~l  
" y~+j = Lk(1) Y,,k. (12c) 
k=l  
(If cm -- I then, trivially, equation (l 2c) reduces to y~"+, = Y,, ~, .) Note that if the kernel k in equation 
(3) vanishes identically, then equation (I la) reduces to 
where we have set 
and 
,,k I 
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This, together with equations (12a, b), constitutes an implicit m-stage Runge-Kutta-Nystr6m 
(RKN) method for the initial-value problem 
y" = f ( t ,  y, y'), t ~ [0, T], y(0) = Y0, y'(0) = y~. 
Accordingly, we shall refer to the one-step method defined by equations (11) and (12) as an implicit 
m-stage Volterra-Runge-Kutta-Nystr6m (VRKN) method for the second-order Volterra integro- 
differential equation (3). 
For m = 1 (and 0 ~ cl ~< 1) we obtain the one-stage VRKN method 
, i 2 2y~,t,y,+hctYn, i) Y~, 1 = f(t . ,  l, Y~ +hc ly .  + ~h c l 
+ hclk (tn, ~, t~ + c2h, y~ + hcty'~ + ½h2c 2Y~,~, y'~ + hc~ Y~, i) + Gn(t.,,; u) (14a) 
where 
and 
n- I  
G~(t~,l;u),=h ~ k(t~,l,ti, l ,y~+hcly~ l_ 2 2 , +2 h cl Yi,~, yt + hcl Yi, l) 
i ffi O 
(14b) 
3. THE ATTAINABLE ORDER OF CONVERGENCE OF THE 
COLLOCATION SOLUTION 
In this section we investigate the attainable order of convergence of the approximations furnished 
by the collocation method (8) when applied to the linear Volterra integral equation (1). Let 
e ,= y -u ,  with u ~ S~)+ ~(ZN), denote the collocation error, and set 
]le(k)l[,=sup{le(k)(t)[:t e[O, T]} (k =0,  1,2). 
First, it can be shown, in complete analogy to first-order Volterra integro-differential equations 
(see Refs [7] or [10, pp. 279-284] for details on the underlying techniques), that on [0, T] the 
collocation solution and its two derivatives converge like 
H e (k) II = O(h s) (k = 0, 1, 2), (16) 
as N ~ oo (and Nh = T), provided that the given functions P0, P~, q, K0, and K~ are at least m times 
continuously differentiable on their respective domains. (These conditions imply that 
y ~ cm+2[0, T].) The global convergence result (16) holds for all collocation parameters {c/} 
satisfying 0 ~ c~ <' . .  < cm ~< 1. 
Suppose now that the collocation (8a) is written in the form 
u"(t) =Po(t)u(t) +p,( t )u ' ( t )  + q(t) -- 6(t) + ~o {K0(t, s)u(s) + Kl(t, s)u'(s)}ds, t [0, (17) 
where the residual function 6 vanishes at the collocation points X(N): 
6 ( t )=0 foraU t~X(N) .  (18) 
Hence, by equation (1), the collocation error is the solution of the initial-value problem 
e" ( t )=po( t )e ( t )+p l ( t )e ' ( t )+6( t )+fo{Ko( t , s )e (s )+K j ( t , s )e ' ( s )}ds ,  t ~[0, T], (19a) 
e (0) = e '(0) = 0. (19b) 
y.+, = y. + hy~ + ½h2yn, l (15a) 
y'~+, = y'~ + hYn,,. (15b) 
If we choose c~ ffi 1/2 (collocation at the midpoints of the subintervals ~.; numerical integration 
by one-point Gauss formula, i.e. the midpoint rule), then the resulting order of convergence for 
the approximations y. and y'. will turn out to be p = 2 (compare also Theorem 4.1): 
max { [y(k)(t.) --Y~)l} = O(h2)(k = 0, 1). 
(n) 
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It follows from the global convergence r sult (16) that, as N--, oo and Nh = T, the function 6 
converges to zero uniformly on [0, T]. Moreover, equation (17) shows that ~ is smooth on each 
subinterval o., with its degree of smoothness governed by the differentiability properties of the 
given functions in equation (1). These observations will play a crucial role in the proofs of the 
following convergence theorems. 
Theorem 3.1 
Let the functions P0, P~, q, K0 and K~ in equation (1) be 2m times continuously differentiable on 
their respective domains [0, T] and S, and let u ~ S~)+ I(ZN) be the collocation solution determined 
by equations (8a) and (9c). If the collocation parameters {cj} are the m Gauss points for (0, 1) [i.e., 
the zeros of the shifted Legendre polynomial P,,(2s - 1)], then the resulting collocation error 
satisfies 
max{le¢k)(t,)l:t, e2N} =O(h zm) for k =0, 1, (20a) 
while 
max{[e"(t , ) l : t ,~2u} =O(h  m) (as N--.ov, with Nh = T). [] 
This theorem shows that collocation at the Gauss (-Legendre) points leads to a high order of 
(local) superconvergence at the points ~u for u and u'; however, u" then converges no faster on 
~u than it does globally [cf. equation (16)]. 
The following theorems answer the question as to when the same order of loal superconvergence 
can be obtained for u, u' and u". 
Theorem 3.2 
Assume that the given functions in equation (1) are 2m - 1 times continuously differentiable on 
[0, T] and S, respectively. If u e S~)+ ~(ZN) is the collocation solution defined by equations (Sa) and 
(9c) and corresponding to the m Radau II points {cj} in (0, 1] [i.e., the zeros of 
P,,(2s - 1) -  Pro-j(2S -- 1)], then the resulting collocation error satisfies 
max{ le<k)(t,)l : t, e 2u} = O(h ~-  I) (k = 0, 1, 2). (21) 
[] 
Theorem 3.3 
Let m ti> 2, and suppose that the given functions in equation (1) are 2m -2  times continuously 
differentiable on [0, T] and S, respectively. If u ~ S~)+ ~(ZN) denotes the collocation solution defined 
by equations (8a) and (9c) and corresponding to the m Lobatto points {cj} in (0, 1) [i.e., the zeros 
of s(s - 1)P~,_l(2s - 1)], then we obtain 
max{ le~k)(t,)l:t, 6 ~N} = O(h~"-~) (k = 0, 1, 2). (22) 
[] 
Since the m Lobatto points include c~--0 and c,, = 1, the collocation solution of Theorem 3.3 
is in the smoother spline space S~)+2(Zu). Hence, the result (22) can be rephrased as follows: if 
the integrodifferential equation (1) is to be solved by collocation in S~)+ ~(ZM), then the order of 
convergences of u (and of u', u") on ~N cannot exceed 2m - 2. A higher order of convergence 
(2m - 1, or 2m) can only be obtained by relaxing the smoothness of the approximating spline 
space; i.e., by working in S~)+ ~(ZN). 
/'roofs 
Let 
By equation (19b) we may write 
Eq(t),= e~q)(t) (q -- 0, 1, 2). 
E0(t) ffi f~ E~(s)~, 
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Ej (t) = fo E2(s)ds 
and it thus follows from equation (18a) that E(t),= (Eo(t), Et(t), E2(t)) T is the solution of a system 
of Volterra integral equations of the second kind, 
fo E(t)=D(t)+ K(t,s)E(s)ds, t ~[0, 7'], (23) 
where 
and 
D (t) := (0, O, ~ (t)) r 
1 Ol] 
K(t, s),= 0 • 
Ko(t,s) po(t) + Kl(t,s) pl(t) 
Let R(t, s) denote the resolvent kernel for the given kernel K(t, s) of equation (23). By the 
classical Volterra theory the solution of equation (23) is given by 
E(t)=D(t)+f~R(t ,s)D(s)ds,  te l0,  T]. 
At a point t = tn ~ ZN we have 
n- I  ~01 E(t~)=D(t~)+h ~ R(t~,t,+zh)D(tt+zh)dz. (24) 
i=O 
Suppose now that the integrals in equation (24) are approximated by m-point interpolatory 
quadrature formulas with abscissas coinciding with the collocation points, tt,, = t~ + c,h, and with 
weights w, (r = 1 . . . . .  m), and denote by 
Q~,o,= (Q[~,o, Qt.,o, Q[.,0)T 
the corresponding quadrature rror. Thus, 
f0 R(t~,t,+zh)D(t,+zh)dzffi w,R(t,,t,.,)D(t~.,)+Q (~'° (O~i<n~N) .  (25) r~ l  
Here, 
D(ti,,) = (0, 0, 6 (t,. ,))r -- 0, 
since the residual 6 vanishes at all collocation points tl., [el. equation (18)]. Hence, substitution of 
equation (25) in (24) yields 
n- I  
E(tn)=D(t~)+h" ~ QC~.o, nffi l  . . . . .  N. 
l -0  
According to the definition of the vectors E, D and Q ~"'0 this is equivalent to 
n- I  
e(t~) = h" ~ Q[~.0, (26a) 
i f0  
n - I  
e'(tn) = h " ~ QI n'° (26b) 
i f0  
and 
n- I  
e"(t,)ffi6(tn)+h" ~ Q[n.o (n ffi I , . . . ,N) .  (26e) 
i -0  
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If the given functions in equation (1) are r times continuously differentiable, then the integrands 
R(t , ,  ti + zh)D(t i  + zh) in equation (24) are all r times continuously differentiable functions of z. 
This is a consequence of the fact that, on the one hand, the residual ~ [defined in equation (17)] 
has the same degree of smoothness on each subinterval o, as these given functions. On the other 
hand, the resolvent kernel R inherits the smoothness of K0, KL, P0 and Pz. Hence, the quadrature 
errors in equations (26a-c) are all bounded by 
IQ (q"° l~Cqh" ,q=O, l ,2  (O~i  <n~N) .  (27) 
Here, the value of # depends on the choice of the quadrature abscissas (i.e., on the choice of the 
collocation parameters {cj}) and on the smoothness of the integrand. Note that for all sufficiently 
smooth integrands we always have m ~/~ ~ 2m, since the m-point quadrature formulas are 
supposed to be of interpolatory type. It thus follows from equation (26) that, for n = 1 . . . . .  N, the 
collocation error and its first two derivatives are bounded 
le (t,)l ~ Nh .Co h~' = CoTh ~' = : Aoh", (28a) 
le'(t,)l ~ Nh "Cth" = C 1Th" = : A~h" (28b) 
and 
le"(tn)l <. 16 (t,)I + C~Th. =: 16 (t,)l +A2h". (28c) 
I t  can be shown that if t, is not a collocation point (i.e., if Cm < 1) then, in general, 6(tn)= O(h ~) 
only. 
On the basis of these observations the results of Theorems 3.1, 3.2 and 3.3 are now readily 
established: since, as indicated by the expressions (28), the orders of e (t,) and e'(tn) are determined 
by the orders of the quadrature rrors, we choose as the collocation parameters {Q} those points 
in [0, 1] which lead to optimal exponents # of h: 
(a) The largest possible value for #, # =2m,  is obtained for the m Gauss 
(-Legendre) points. Hence equation (20a) holds. However, these points satisfy 
0 < ca < ' "  • < cm < 1; thus, since the points 2N do not belong to the set X(N)  
of collocation points, expression (28c) implies that e"(tn) will, in general, 
converge only like O(hm). 
(b) In order to have the same order of convergence for e(t,) ,  e'(t ,)  and e"(t~) we 
must have 6( t , )=0;  i.e., Cm = 1. Under this constraint, the optimal order of 
convergence, # = 2m - 1, is obtained if the {cj} are the Radau II points for 
(0, 1]. Thus, expressions (28a-c) lead to equation (21) .  
(c) If we require that the collocation solution be twice continuously differentiable 
on [0, T], then we must have c a = 0 and c m = 1. Here, the maximum order of 
convergence, # = 2 m - 2, is attained if the remaining points c2, • • •, Cm- ~ are 
the zeros of P~,_ l (2s - 1); i.e., the collocation parameters (cj) must be given 
by m Lobatto points for [0, 1]. This verifies equation (22). 
4. THE ORDER OF CONVERGENCE OF THE 
VRKN METHODS 
In order to distinguish clearly between the approximations defined, respectively, by the "exact" 
collocation equation (8) and its fully discretized counterpart equation (11) (i.e., the m-stage VRKN 
method), let the former be denoted by u and call the latter t~ (with corresponding notation Y,,j, 
~,.j, Y,, Yn etc.). Moreover, let V,.j,= Y,. j -  17,,j, with Yn.j and IT",,j given by the solutions of 
equations (Sa) and (1 la), and set v ..= u-  ~, ~ ,= y -  t~. We then have 
=(y -u)+(u-a) ,  
and thus 
I~<k)(t,)l ~ l etk)(t,)l + I vCk)(t,)l, t, • 2# (k = 0, 1, 2). 
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Here, the order of le~k)(t~)l is determined by the choice of the collocation parameters {c/} (cf. 
Theorems 3.1-3.3), while the order of the perturbation term Iv(*~(tn)l will be governed by the choice 
of the quadrature formulas used in the discretization of equation (8) [leading to the VRKN method 
(11)]. Since these quadrature formulas are interpolatory ones with abscissas based on the 
collocation parameters, the convergence results of Section 3 also hold for the approximations 
generated by the implicit m-stage method (11) and (12). 
Theorem 4.1 
Under the differentiability conditions for the given function in equation (1) stated, respectively, 
in Theorems 3.1-3.3, the convergence r sults of Section 3 remain valid for the approximations 
obtained by the implicit m-stage VRKN method (11) and (12): 
(i) If the collocation parameters {c/} are the m Gauss points for (0, 1), then 
max{l#k)(t.)l:t.~2N} = O(h2~), k = 0, 1, (29a) 
while 
max{ lY'(t.)l :/n ~ 2r¢} = O(h'0. (29b) 
(ii) For the m Radau II points in (0, 1) we obtain 
max{l#k)(t.)[: t. ~ 2t~} = O(h ~-  i), k = 0, 1, 2. (30) 
(iii) If the {c/} are the m Lobatto points for (0, 1), then o 
max{l#k)(tn)l:t~2N} = O(h2~-2), k = 0, 1, 2. (31) 
Proof. By equations (8) and (1 l) the perturbation v .'= u -~ [which is an element of S~)+ 1(Z~¢)] 
satisfies, in the case of the linear integro-differential equation (1), 
v~(t.j) =po(tn,j)v~(t.,j) + pl(t~,j)v'n(t~,j) 
+ h I~(t.j, t .+zh)u.(t .+zh)dz -c /  w,I~(t~j, t.+c/c.h)u~(t~+cjc~h) 
rffil 
If; t + h go(tn, j, t~+zh)'~(tn+zh)dz -c f w,K(t~j, t,+c/c,h)u'~(t,+cje, h) r= l  I } 
Ko(t~./, ti + zh )ui(tl + zh )dz - ~, Wrgo(tn,j, t,. ,)u,(ti. ,) 
i=O rff i l  
+ h" Kl(t.j, ti + zh)u'~(t~ + zh)dz 
i=0 
--r=m ~" w'Kt(t'j'ti'')u;(t`'r)} ( j= l , . . . ,m;n=O . . . . .  N-- I ) .  (32) 
Replace each integral by the sum consisting of the appropriate m-point quadrature formula and 
its error term, and set Vn,/,= v;(tn.j)(j = 1 . . . . .  m). Since each v" is a polynomial of degree m - 1, 
the values of v~(t~ + zh), v~(t, + zh) and v"(t~ + zh) are given by expressions analogues to equations 
(9a--c). Hence, equation (32) represents a system of m (linear) recurrence relations for the vectors 
Vn,= (V , . , . . . ,  V,.m) T. Using techniques imilar to those employed in Ref. [7] these recurrence 
relations can be transformed into a discrete Gronwall inequality for the norms 
II V, Ill,= ~ I Vn.jl, 
j= l  
n-- I  
II V, ll i ~ hCo. ~, II E ll , + C,h ~ 
i=O 
(n =0 . . . . .  N -  1), 
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Table 1 
Order of  convergence on ~N of 
Collocation parsmeters y. y~ y:  
Gauss points 
c, = (3 - ,fi)/6, q = (3 + ,fi)/6 4 ,~ 2 
Radau II points 
c I = 1/3, c 2 = 1 3 3 3 
Lobatto points 
c I =0, c2= I 2 2 2 
where the constants Co and C1 do not depend on h or N and where the value of # depends on the 
choice of the quadrature formula [cf. equation (27)]. The derivation of this Gronwall inequality 
is completely elementary but involves ome rather tedious algebraic manipulations which we will 
omit. It now follows that the above norms are uniformly bounded as N ~ oo, Nh = T: 
IIvnllt~constant h" (0~n ~S-  1). 
From this result the assertions of Theorem 4.1 are obtained in a straightforward manner. 
5. NUMERICAL EXAMPLES 
In order to illustrate the foregoing convergence r sults we have solved a number of Volterra 
integro-differential equations of the form (1) by the implicit m-stage VRKN method (11, 12) with 
m = 2. The underlying collocation parameters cl, c2 and the corresponding convergence orders are 
summarized in Table 1. 
Note that for m--2 the Lobatto points do not yield higher-order convergence on 2N [cf. 
equations (16) and (31): 2m-2=m if m = 2] .  VRKN methods based on the Lobatto exhibit a 
convergence order exceeding m if the number of stages is greater than 2. 
Example 5.1 
Here, the functions characterizing equation (1) are given by 
po(t) = -(1 + t), pl(t) = sin(t), K0(t, s) = -(1 + s)/(1 + t2), Kl(t, s) = 1, 
with q(t)  chosen so that the exact solution is y(t)- - -t / (1 + t). The initial-value problem is solved 
on (0, 2). A sample of values of the resulting errors is given in Table 2. 
Example 5.2 
The given functions in equation (1) are 
po(t) -- - 1/(1 + t), pl(t)  = t, ko(t, s) = - ( t  - s), Kl(t, s) = 1, 
and q is such that equation (1) possesses the solution y( t )=cos(4t ) .  A sample of values of the 
resulting errors is contained in Table 3. 
The results from Table 3 closely reflect he convergence rates predicted by Theorem 4.1. We 
observe that the use of the Gauss points leads to very accurate results for y, and y~, while y~ is 
not as well approximated. This becomes particularly apparent in Example 5.2 where the solution 
is oscillatory: if one is interested in generating approximations of comparable accuracy to Yn, Y~ 
and y~', then one will employ VRKN methods based on the Radau II points. It is also clear from 
the above results that VRKN methods based on the Lobatto points are not competitive, at least 
as far as accuracy is concerned. 
All computations were carried out on the VAX 8800 at the Computer Centre of Memorial 
University of Newfoundland. 
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Table 2 Table 3 
N N 
(h) le(2) l le'(2) l le'(2) l (h) le(2) l le'(2) l le'(2) 1 
Gauss points Gauss points 
10 10 
(0.2) 1.81D - 5 !.47D - 4 2.29D - 4 (0.2) 4.31D - 4 1.21D - 4 9.22D - 2 
20 I. 18D - 6 9.47D - 6 7,76D - 5 20 2.50D - 5 9.37D - 6 2.86D - 3 
(o.i) (O.l) 
40 7.48D - 8 5.97D - 7 2.05D - 5 40 1.54D - 6 6.03D - 7 4.17D - 3 
(0.05) (0.05) 
80 4.68D - 9 3.74D - 8 5.16D - 6 80 9.60D - 8 3.77D - 8 1.49D - 3 
(0.025) (0.025) 
Radau II points Radau II points 
10 6.20D - 4 2.49D - 3 4.33D - 3 10 4.77D - 2 9.08D - 2 1.99D - I 
(0.2) (0.2) 
20 8.00D - 5 3.26D - ,g 5.64D - 4 20 5.82D - 3 1.10D - 2 2.40D - 2 
(O.l) (o.1) 
40 1 .02D-  5 4 .14D-  5 7 .17D-  5 40 7 .25D-4  i .37D-  3 2 .98D-  3 
(0.05) (0.05) 
80 1.29D - 6 5.21D - 6 9.04D - 6 80 9.06D - 5 1.70D - 4 3.71D - 4 
(0.025) (0.025) 
Lobatto points Lobatto points 
10 1 .53D-  2 2 .21D-2  6 .80D-  2 l0 3 .78D-  I 8 .69D-  1 1 .88D+0 
(0.2) (0.2) 
20 3.92D - 3 5.62D - 3 1.73D - 2 20 9.27D - 2 2.09D - l 4.51D - l 
(0.1) (0.1) 
40 9.85D - 4 1.41D - 3 4.34D - 3 40 2.31D - 2 5.18D - 2 1.12D - 1 
(0.05) (0.05) 
80 2.45D - 4 3.53D - 4 1.09D - 3 80 5.76D - 3 1.29D - 2 2.78D - 2 
(0.025) (0.025) 
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