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Abstract
This paper proposes different diffusion processes to model herd behavior indices such as
the Herd Behavior Index (HIX) or the comonotonicity index (CIX). These models arise by
combining popular mean-reverting processes with simple algebraic functions mapping the
definition domain of the underlying mean-reverting process to the unit interval. The such
obtained Itoˆ processes preserve, to some extent, the mean-reverting trend of the underlying
process while satisfying the fundamental properties of the so-called herd behavior indices. In
the numerical study, we calibrate the different model settings to time series data for a period
spanning from January 2000 until October 2009 and investigate their ability to predict the
future behavior of herd behavior indices.
Keywords: herd behavior modeling, time-dependent diffusion processes, mean-
reverting processes, comonotonicity
1 Introduction
In order to obtain an equity portfolio with the desired risk-return profile, an investor invests in
different stocks, because it is well-documented that one of the benefits of owning a stock portfolio
is diversification. However, it is well-known that this diversification benefit is changing over time.
Furthermore, if there is a strong co-movement between the different stocks, the diversification
benefit is reduced because the stock prices will tend to move almost in unison and stock picking
does not make sense; see e.g. [19]. Therefore, it is important to have an idea of the future level
of possible diversification when composing an equity portfolio. In [12], the authors introduce
the Herd Behavior Index (HIX), which is a barometer for the level of diversification between
stock prices for the coming 30 days. The HIX is a number between 0 and 1, where 1 indicates
that there is no diversification possible.
The HIX is changing over time and should be modeled by a stochastic process. If today’s HIX
value is low, this indicates that one can compose a well-diversified equity portfolio. However,
using only today’s value for the HIX when taking investment decisions may not be sufficient,
because one does not have an idea of the future direction of the HIX. As a result, the diversifi-
cation one initially hopes for may be less than anticipated. By using a stochastic process which
is calibrated on the observed HIX values, one can grab the trend and use this information to
adjust the investment strategy.
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Knowledge about the future trend of the HIX plays also a crucial importance when con-
sidering dispersion trading strategies; see e.g. [14] and [17]. A dispersion strategy is designed
to buy or sell co-movement risk. To be more precise, when we observe that today’s level of
diversification is high, this may imply that the market is oversold and index options are rel-
atively expensive compared to vanilla options. Therefore, one can sell index options and buy
an appropriate linear combination of vanilla options. This strategy will be profitable when the
co-movement between the stock prices will turn out to be smaller than anticipated. In case the
level of diversification is small, one takes the opposite position. The main difficulty of such dis-
persion strategies is that one has to determine the right time to enter the trade. In [17], the HIX
is used to find the most appropriate moment to set up a dispersion trade. Having a stochastic
model to describe the HIX dynamics, may improve the timing of a dispersion strategy.
In this paper, we consider the observed values of the HIX for the period ranging from January
2000 until October 2009. From the historical trend, we conclude that a suitable model for the
HIX should have (to some extent) a mean reverting behavior. Popular mean reverting processes
are the Cox-Ingersoll-Ross (CIR) and the Vasicek process. These two mean-reverting processes
lead to tractable models since their transition density is given analytically. However, these
processes can take values outside the interval [0, 1]. Therefore, we use a function to map the
definition domain of the underlying mean-reverting process to the unit interval. Applying such
a mapping function to a mean-reverting process results in an Itoˆ process and preserves, to some
extent, the mean-reverting behavior of the underlying process. The proposed diffusion models
are tractable since their transition density is known analytically such that they can be calibrated
to HIX time series in a straightforward way. Remark that the proposed models can be used to
model other stochastic processes lying between 0 and 1. Besides, Teng et al. [22] adopted a
similar methodology to build stochastic correlation models.
As numerical study, we assess the ability of different mean-reverting processes and mapping
functions to model the HIX for a period spanning from January 2000 until October 2009. The
results indicate that the choice of the underlying mean-reverting process is more important than
the choice of the mapping function. Indeed, compared to the mapping function, the mean-
reverting process impacts the likelihood more severely. Moreover, the results suggest that the
CIR process is preferred over the Vasicek process to drive the HIX process, at least for the time
period under investigation. In order to investigate the impact of the 2007-2008 credit crisis, we
split the HIX time series in a pre-crisis and a post-crisis series and calibrate the proposed models
to these two time series separately. We find that during the credit crisis, the long-run mean of
the HIX is higher and the mean-reversion rate is smaller. This observation may indicate that
a market in distress is likely to have a comonotonicity cluster. Indeed, such a market situation
is typically characterized by high values for the HIX, indicating that the market is close to
be comonotonic, whereas the speed at which the market relaxes is relatively small. In such a
situation, one has to be careful when entering a dispersion trade, because such a trading strategy
is only profitable if the HIX decreases sufficiently during the investment horizon.
The rest of the paper is organized as follows. In Section 2 we introduce the Herd Behavior
Index or HIX and in Section 3 we propose a panoply of diffusion models for the HIX. A detailed
statistical study of the HIX time series for the period spanning from January 2000 until October
2009 together with the calibration results are given in Section 4. In Section 5 we consider the
predictive power of the proposed stochastic diffusion models. Section 6 concludes.
2
2 The herd behavior index
2.1 The financial market
We assume a financial market1 where n different (dividend or non-dividend paying) stocks,
labeled from 1 to n, are traded. Assume that the current time is t = 0. The price at time t,
0 ≤ t ≤ T , of stock i is denoted by S(i)t . The market index is composed of a linear combination
of the n underlying stocks. Denoting the price of the index at time t by St, 0 ≤ t ≤ T , we have
that
St = w1S
(1)
t + w2S
(2)
t + . . .+ wnS
(n)
t , (2.1)
where wi, i = 1, 2, . . . , n, are positive weights that are fixed up front.
It is assumed that the financial market is arbitrage-free and that there exists a pricing measure
Q, equivalent to the physical probability measure P. For simplicity in notation and terminology,
we consider a constant deterministic interest rate r. We assume that there is an options exchange
where options on the individual stocks and the index are traded. The price of a vanilla call and
put option with strike K and maturity T is denoted by Ci[K,T ] and Pi[K,T ], respectively.
These prices can be expressed as risk-neutral expectations of the discounted pay-offs:
Ci[K,T ] = e
−rTE
[
(S
(i)
T −K)+
]
,
Pi[K,T ] = e
−rTE
[
(K − S(i)T )+
]
.
Similar notations are used for index call and put options, resulting in the following expressions:
C[K,T ] = e−rTE [(ST −K)+] , (2.2)
P [K,T ] = e−rTE [(K − ST )+] . (2.3)
If no confusion is possible, we will omit the index T and write, for example, C[K], S and S(i)
instead of C[K,T ], ST and S
(i)
T , respectively.
2.2 Index options and perfect herd behavior
In this subsection we consider the comonotonic market. In this particular market situation, the
stock price vector (S(1), S(2), . . . , S(n)) can be described as follows:
(S(1), S(2), . . . , S(n))
d
=
(
F−11 (U), F
−1
2 (U), . . . , F
−1
n (U)
)
, (2.4)
where Fi denotes the cdf of the random variable S
(i) and U a Uniform(0, 1) random variable.
The comonotonic stock market index is denoted by Sc and defined as follows
Sc
d
= F−11 (U) + F
−1
2 (U) + . . .+ F
−1
n (U). (2.5)
Taking into account that the inverse cdf F−1i is a non-decreasing function, comonotonicity of the
random vector (S(1), S(2), . . . , S(n)) implies that the price levels at time T are moving ‘perfectly
together’. Indeed, the random source U is driving all the n stock prices and each stock is a
non-decreasing function of U . Note that for each i = 1, 2, . . . , n, we have that F−1i (U)
d
= S(i),
which shows that the comonotonic index Sc and the real index S are composed of the same n
1We use the common approach to describe the financial market via a filtered probability space(
Ω,F , (Ft)0≤t≤T ,P
)
.
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stocks, but the stock prices in the index Sc are assumed to be comonotonic. For an extensive
overview of the theory of comonotonicity, we refer the reader to [10]. Financial and actuarial
applications are described in [11]. An updated overview of applications of comonotonicity can
be found in [9].
Consider now an index option written on Sc. In general, it will not be possible to invest
in such a comonotonic index option, because the stock market index S will not behave in a
comonotonic way and, as a result, S will be different from Sc. However, we can determine the
prices Cc[K] and P c[K] which would be observed for an index call and put option, respectively,
provided the market is comonotonic. Indeed, one can prove that the comonotonic index option
prices can be expressed as linear combinations of vanilla option prices:
Cc [K] =
n∑
i=1
wiCi [K
∗
i ] , (2.6)
P c [K] =
n∑
i=1
wiPi [K
∗
i ] , (2.7)
where the strike prices K∗i are given by
K∗i = F
−1(αK)
Xi
(FSc(K)) , i = 1, 2, . . . , n (2.8)
and where αK is any element in [0, 1] such that
F
−1(αK)
Sc (FSc (K)) = K. (2.9)
In Equation (2.8), F
−1(αK)
Xi
denotes the α-inverse of the cdf FXi ; see e.g. [5] or [15]. The usual
inverse cdf of a random variable X, denoted by F−1X , is given by
F−1X (p) = inf {x ∈ R | FX(x) ≥ p} , p ∈ [0, 1] , (2.10)
with inf ∅ = +∞ by convention. Alternatively, the inverse of the cdf FX of a r.v. X can be
defined as follows:
F−1+X (p) = sup {x ∈ R | FX(x) ≤ p} , p ∈ [0, 1] . (2.11)
This definition differs from the normal inverse (2.10) on horizontal segments of the distribu-
tion function FX . For any number α ∈ [0, 1] , the alpha inverse F−1(α)X is defined as a linear
combination of (2.10) and (2.11):
F
−1(α)
X (p) = αF
−1
X (p) + (1− α)F−1+X (p) , p ∈ [0, 1] . (2.12)
Vanilla options are traded and their prices can be observed in the market. As first shown by
Breeden and Litzenberger [2], the risk-neutral distribution function Fi of Xi and the call option
curve Ci are related by the following equation
Fi(x) = 1 + e
rTC ′i[x+], (2.13)
where C ′i[x+] is the right derivative of Ci at x. Combining expressions (2.6), (2.7) and (2.13), we
conclude that if vanilla option prices can be observed for any strike, the comonotonic prices Cc[K]
and P c[K] can be determined in a model-free way using the vanilla option curves. However,
one can also approximate the comonotonic index option prices Cc[K] and P c[K] in the so-called
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finite market case, i.e. in the situation where only finitely many option prices can be observed;
see e.g. [18].
The real index option price is constrained from above by the comonotonic index option price:
C[K] ≤ Cc[K] and P [K] ≤ P c[K], for any K ≥ 0. (2.14)
In case the stock prices move in a a comonotonic way, they will go simultaneously up, or simul-
taneously down, resulting in a maximal price for an index call and an index put, respectively. A
proof of statement (2.14) follows from the convex order relation S cx Sc and expressions (2.2)
and (2.3) for the index option prices; see e.g. [16].
2.3 The Herd Behavior Index
Nowadays, index options are liquidly traded and their prices can be observed. These prices
contain information about the dynamics of the individual stocks and the dependence between
the stocks. Given the vanilla option curve of all the stocks composing the index, we can construct
the synthetic index option curve which would be observed in the market if the stock price vector
were to behave in a comonotonic way, i.e. if all stocks were perfectly positive dependent. The
comonotonicity gap was introduced in [17] and is defined as the ratio between the observed index
option price C[K] and its upper bound Cc[K]:
Comonotonicity Gap[K] =
C[K]
Cc[K]
. (2.15)
In general, the market is not comonotonic and Comonotonicity Gap[K] < 1. Moreover, the
comonotonicity gap varies over time and gives information about how strongly stock prices are
moving together. Indeed, a value close to 1 indicates that the index option price C[K] reaches
its maximal value and the stocks composing the index S are almost moving in a comonotonic
way. As a result, we can interpret Comonotonicity Gap[K] as a measure for the distance between
S and Sc.
The comonotonicity gap is based on one particular traded strike K. A more general measure
for the implied degree of co-movement was introduced in [12]. This new proxy combines the
information conveyed by the whole index option curve and is determined by comparing the
variance Var[S] of the real sum S with the comonotonic variance Var[Sc].
Definition 2.1 (Degree of herd behavior). Consider the random vector S representing the stock
prices S(i), i = 1, 2, . . . , n at time T . The degree of herd behavior of the random vector S is
measured by the function pi [S] as follows
pi [S] =
Var[S]
Var[Sc]
,
provided these variances are finite.
The number pi [S] takes values between 0 and 1. Moreover, one can prove that a value of 1
characterizes the situation where the components are comonotonic; see e.g. [6]. The variance
Var[S] can always be expressed as a weighted sum of out-of-the-money index option prices; see
e.g. [3] or [6]. Similarly, Var[Sc] can be expressed as a mixture of comonotonic out-of-the-money
index options. Combining these observations we find
pi [S] =
∫ +∞
−∞ Q [K] dK∫ +∞
−∞ Q
c [K] dK
, (2.16)
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where Q[K] ≡ Q[K,T ] denotes the price of an out-of-the money index option with strike K and
maturity T .
The degree of herd behavior is a measure for the standardized distance between the actual
sum S and the comonotonic sum Sc through the index and vanilla option curves. If index option
prices can be observed for any K, the numerator in (2.16) can be determined without making
any model assumption. In case we can observe for each stock i the corresponding vanilla option
price for any strike, the comonotonic index option curve Qc is fully known. As a result, also the
denominator can be determined in a model-free way.
Nevertheless, in practice, option prices can only be observed for a finite number of strike
prices. From here on we make the more realistic assumption that only a finite number of strikes
are traded in the market. Let us denote the first traded put option strike price below E [S] by
K0. The traded index put option strikes below E [S] are denoted by K−i, i = 0, 1, . . . , l with
K−l < K−l+1 < . . . < K−1 < K0 ≤ E[S], whereas the traded index call option strikes above
E [S] are denoted by Ki, i = 1, . . . , h with E[S] < K1 < · · · < Kh−1 < Kh. We then adopt the
VIX methodology proposed by the CBOE (Chicago Board Options Exchange) to approximate
the degree of herd behaviour in case of a discrete range of listed strikes, measured as the Herd
Behavior Index, or just HIX[T ]:
Definition 2.2. Consider the random vector S representing the stock prices S(i), i = 1, 2, . . . , n
at time T . The T -year implied Herd Behavior Index is defined as
HIX [T ] =
2erT
∑h
i=−l ∆KiQ [Ki]− (E [S]−K0)2
2erT
∑h
i=−l ∆KiQc [Ki]− (E [S]−K0)2
. (2.17)
3 Diffusion models for herd behavior indices
This section features different plausible stochastic models for herd behavior indices such as
the HIX defined in Section 2. These models are obtained by combining some mean-reverting
process such as the Vasicek or the CIR process with some function mapping the definition
domain of the mean-reverting process to the unit interval. The such obtained Itoˆ processes
preserve, to some extent, the mean-reverting trend of the underlying process while satisfying
the fundamental properties of the HIX index which has [0, 1] as definition domain. The idea
of combining a mapping function with a Brownian motion first appeared in van Emmerich [8]
to model stochastic correlation but was not further investigated due to its lack of intuitive
interpretation. However, this approach gets the advantage of an analytical expression for the
conditional transition probability, as opposed to the methodology consisting in modeling directly
the desired stochastic process by the following SDE
dYt = κ(η − Yt)dt+ ζ
√
1− Y 2t dWt, Y0 ∈ (0, 1),
as proposed in [8]. Indeed, van Emmerich could only derive some expression for the stationary
transition density whereas the quantity of interest to calibrate financial time series is typi-
cally the conditional transition density. On the other hand, the mapping approach considered
here benefits from the analytical expression of the transition probability under popular mean-
reverting processes, such as the Vasicek and the CIR model. Indeed, considering monotonic
mapping functions allows for a direct computation of the transition density in terms of the one
of the underlying process by means of the Jacobian formula. Moreover, the numerical study will
highlight the fact that, for a given underlying Itoˆ process, the choice of the mapping function
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does not really matter. This mapping approach has been considered in [22] to model stochastic
correlation. However, Teng et al. focused on the stationary density rather than on the transi-
tion density. Since the first aim of modeling herd behavior indices such as the HIX is to predict
their future evolution for the coming days, the relevant parameters are the ones inferred from
maximizing the conditional transition density rather than the ones inferred from the stationary
density. Moreover, Teng et al. [22] only worked out one particular correlation model built upon
an hyperbolic tangent mapping function and the CIR process as underlying whereas we consider
and investigate different model sub-classes.
3.1 Mapping functions and conditional transition densities
Let us consider an Itoˆ process given by
dXt = a(t,Xt)dt+ b(t,Xt)dWt, X0 = x0, (3.1)
where W = {Wt, t ≥ 0} is a Brownian motion, and some function f(x) twice continuously
differentiable on R. Applying Itoˆ’s Lemma gives the differential form of Yt = f(Xt):
dYt = a˜(t,Xt)dt+ b˜(t,Xt)dWt,
where
a˜(t,Xt) = a(t,Xt)
∂f
∂x
(Xt) +
1
2
b2(t,Xt)
∂2f
∂x2
(Xt) and b˜(t,Xt) = b(t,Xt)
∂f
∂x
(Xt). (3.2)
By construction, herd behavior indices only take value in the unit interval [0, 1] such that the
choice of f is restricted to functions mapping the definition domain of X to the unit interval.
In particular, we will consider the four mapping functions represented on Figure 1, namely
f1(x) =
1
1 + exp(−x) , f2(x) =
tanh(x) + 1
2
, f3(x) = 1− exp(−x) and f4(x) = tanh(x).
(3.3)
The mapping functions f1 and f2 can be combined with any Itoˆ process defined on (−∞,∞)
whereas the mapping functions f3 and f4 can be associated with any Itoˆ process defined on
[0,∞).
−6 −4 −2 0 2 4 6
0
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0.4
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1
x
f i(x
)
Mapping functions f : (−∞, ∞) −> (0,1)
 
 
f1(x) = 1/(1+exp(−x))
f2(x) = (tanh(x)+1)/2
0 1 2 3 4 5 6
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x
f i(x
)
Mapping functions f : (0, ∞) −> (0,1)
 
 
f3(x) = 1−exp(−x)
f4(x) = tanh(x)
Figure 1: Mapping functions.
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Figure 1 clearly indicates that the four functions are monotonic. Hence, the transition
probability2 of Yt = f(Xt) can be directly obtained from the transition probability of Xt by
noting that, for any monotonic function f ,
pY (y|y0;θ,∆t) =
∣∣∣∣ ddyf−1(y)
∣∣∣∣ pX (f−1(y)|f−1(y0);θ,∆t) ,
where θ is the set of model parameters. The inverse of the mapping functions is
f−11 (y) = log
(
y
1− y
)
, f−12 (y) =
1
2
log
(
y
1− y
)
,
f−13 (y) = log
(
1
1− y
)
and f−14 (y) =
1
2
log
(
1 + y
1− y
)
, y ∈ (0, 1).
The transition probability of Y is thus given by
p
(1)
Y (y|y0;θ,∆t) =
1
y(1− y) pX
(
log
(
y
1− y
)∣∣∣∣ log( y01− y0
)
;θ,∆t
)
; (3.4)
p
(2)
Y (y|y0;θ,∆t) =
1
2y(1− y) pX
(
1
2
log
(
y
1− y
)∣∣∣∣ 12 log
(
y0
1− y0
)
;θ,∆t
)
; (3.5)
and
p
(3)
Y (y|y0;θ,∆t) =
1
1− y pX
(
log
(
1
1− y
)∣∣∣∣ log( 11− y0
)
;θ,∆t
)
; (3.6)
p
(4)
Y (y|y0;θ,∆t) =
1
1− y2 pX
(
1
2
log
(
1 + y
1− y
)∣∣∣∣ 12 log
(
1 + y0
1− y0
)
;θ,∆t
)
. (3.7)
The process X = {Xt, t ≥ 0} is chosen among the set of mean-reverting processes for which the
transition probability is known analytically. We will thus assume that the underlying process X
follows either a Vasicek or a CIR process. Let us first consider the situation where the process
X follows a Vasicek process. In this case
dXt = κ(η −Xt)dt+ ζdWt, Xt ∈ (−∞,∞), (3.8)
where W = {Wt, t ≥ 0} is a standard Brownian motion. The Vasicek process is of the generic
form (3.1) with a(t,Xt) = κ(η − Xt) and b(t,Xt) = ζ. Furthermore, the transition density is
given in closed form; see for instance [1]:
pX(x|x0;θ,∆t) =
(
piξ2
κ
)−1/2
exp
(
− (x− η − (x0 − η) exp (−κ∆t))2 κ
ξ2
)
,
where ξ2 = ζ2(1− exp(−2κ∆t)).
In case the process X is assumed to be a CIR process, we have that
dXt = κ(η −Xt)dt+ ζ
√
XtdWt, Xt ∈ (0,∞). (3.9)
The CIR process can be written as (3.1) with a(t,Xt) = κ(η − Xt) and b(t,Xt) = ζ
√
Xt.
Furthermore, the transition density is given by
pX(x|x0;θ,∆t) = c exp(−u− v)
(v
u
)q/2
Iq
(
2
√
uv
)
,
2The transition density is defined as the conditional density that Y is at level y at time t+ ∆t given that it is
at level y0 at time t.
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where q ≡ 2κη
ζ2
− 1 ≥ 0, c ≡ 2κ
ζ2(1−exp(−κ∆t)) , u = cx0 exp(−κ∆t) and v = cx and where Iq is
the modified Bessel function of the first kind of order q. We do not consider the more general
CEV process which nests the Vasicek and CIR processes as special cases since the transition
probability is then not known analytically and has thus to be approximated numerically.
The parameter set θ = {κ, η, ζ} can be efficiently estimated by the maximum likelihood
estimation technique. Given the Markovian nature of the Vasicek process (3.8) and the CIR
process (3.9), the maximum likelihood estimate θ̂ is obtained by maximizing
logLN (θ) =
1
M − 1
M−1∑
i=1
log(pY (yti+1 |yti ;θ,∆ti+1)),
where M denotes the number of observations in the time series and yt1 , yt2 , . . . , ytM denote the
observations of the process Y . The time grid satisfies t1 < t2 < . . . < tM and ∆ti+1 = ti+1 − ti.
For sake of comparison, we will also consider the Brownian motion
dXt = ηdt+ ζdWt, Xt ∈ (−∞,∞) (3.10)
as underlying process. The transition density is then given by
pX(x|x0;θ,∆t) = 1√
2piζ2∆t
exp
(
−(x− x0 − η∆t)
2
2ζ2∆t
)
.
Combining the mapping functions (3.3) with the three Itoˆ processes leads to six model
specifications as shown in Table 1, where the coefficients a˜(t,Xt) and b˜(t,Xt) are obtained by
plugging (3.3) into (3.2).
Table 1: Herd behavior index model specifications.
underlying process mapping function a˜(t,Xt) b˜(t,Xt)
1 Vasicek f1(x) κ
exp(Xt)
(exp(Xt)+1)
2 (η −Xt) + ζ
2
2
exp(Xt)(1−exp(Xt))
(exp(Xt)+1)
3 ζ
exp(Xt)
(exp(Xt)+1)
2
2 Vasicek f2(x)
κ
2 sech
2(Xt) (η −Xt)− ζ22 tanh(Xt) sech2(Xt) ζ2sech2(Xt)
3 CIR f3(x) κ exp(−Xt) (η −Xt)− ζ22 exp(−Xt)Xt ζ exp(−Xt)
√
Xt
4 CIR f4(x) κ sech
2(Xt) (η −Xt)− ζ2 tanh(Xt) sech2(Xt)Xt ζ sech2(Xt)
√
Xt
5 BM f1(x) η
exp(Xt)
(exp(Xt)+1)
2 +
ζ2
2
exp(Xt)(1−exp(Xt))
(exp(Xt)+1)
3 ζ
exp(Xt)
(exp(Xt)+1)
2
6 BM f2(x)
η
2 sech
2(Xt)− ζ22 tanh(Xt) sech2(Xt) ζ2sech2(Xt)
3.2 Properties of the diffusion models
Let assume that the process X driving the herd behavior index process Y is a mean-reverting
process and can be expressed as follows:
dXt = κ(η −Xt)dt+ ζv(Xt)dWt, Xt ∈ (c,+∞). (3.11)
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Note that if c = −∞ and v(x) = 1 for all x ∈ R, we find back the Vasicek model, while for the
CIR model, we need to set c = 0 and v(x) =
√
x for x > 0. From Equations (3.1) and (3.2), we
find that Yt = f(Xt) can be expressed as follows:
dYt =
(
κ(η −Xt)∂f
∂x
(Xt) +
1
2
ζ2v2(Xt)
∂2f
∂x2
(Xt)
)
dt+ ζv(Xt)
∂f
∂x
(Xt)dWt (3.12)
=
(
κa1(Xt)(η −Xt) + ζ2a2(Xt)
)
dt+ ζb1(Xt)dWt, (3.13)
where a1(Xt) =
∂f
∂x (Xt), a2(Xt) =
1
2v
2(Xt)
∂2f
∂x2
(Xt) and b1(Xt) = v(Xt)
∂f
∂x (Xt). Figure 2 shows
the mean-reverting distortion function a1, the drift function a2 and the diffusion function b1 for
the models built upon a Vasicek or a CIR process3.
Equation (3.13) indicates that the function a1 distorts the mean-reverting rate κ of the
underlying process. For the functions f3 and f4, the distortion function a1 decreases with Xt,
i.e. with Yt since the mapping functions are monotonically increasing, whereas it first increases
(until a HIX level of approximately 0.5) and then decreases with Xt, or equivalently Yt when
the mapping function f1 or f2 is used.
The function b1 affects the volatility of the HIX process Yt. The weight function b1 first
increases and then decreases with Xt, or equivalently Yt, whatever the model settings. It reaches
a maximum for a HIX level of 0.5 (models 1 and 2) or somewhat lower (0.3935 and 0.4791 under
model 3 and 4, respectively) whereas it tends to zero when the HIX approaches its boundaries,
whatever the mapping function under investigation. This indicates that the closer the HIX to
its boundaries, the less volatile the HIX; in the limit, the process Yt becomes deterministic.
The function a2 is an additional drift function added to the mean-reverting trend of the
process. For models 1 and 2, the drift function is an odd function (a2(−x) = −a2(x)); it first
increases until Yt ≈ 0.2113 before decreasing until Yt ≈ 0.7887 and finally increasing. The drift
function is then positive for a HIX level lower than 0.5 and negative for a HIX level higher than
0.5. Under models 3 and 4, the additional drift function first decreases and then increases with
Xt, or equivalently Yt. Its minimum value is reached for a HIX index around 0.63 and 0.77
under model 3 and model 4, respectively. In that case, the additional drift is negative whatever
the value of the herd behavior index.
The shape of the different functions clearly indicates that the models built upon the same
mean-reverting process share similar characteristics. This can easily be explained by the fact
that the mapping functions f1 and f2 or f3 and f4 can not deviate too much from each others
since they have to map the same portion of the real line to the unit interval (see also Figure 1).
3Note that for models 4 and 5 (i.e. for the models built upon a Brownian motion), Equation (3.13) becomes
dYt =
(
a1(Xt)η + ζ
2a2(Xt)
)
dt+ ζb1(Xt)dWt,
where the functions a1, a2 and b1 coincide with the ones relative to the Vasicek model built upon the same
mapping function.
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Figure 2: The functions a1, a2 and b1 for different mapping functions and underlying processes
X.
4 The HIX: a mean-reverting index
In this section, we calibrate the different models featured in Section 3 to the HIX index for a
time period spanning from January 2000 until October 2009, and including therefore the recent
credit crunch (see Figure 3). In a first time, we consider three time series windows: the first one
consists of the whole time series window, the second one is the pre-crisis (sub-)period and the
last one the post-crisis (sub-)period. The transition date between these two sub-periods is taken
as October, 9, 2007, when the S&P 500 index price reached a maximum value of 1565.15 U.S.
dollars. This date (or more precisely the next day) is considered as the first day of the credit
crisis period and turns out to be close to the month of August 2007, which is seen by many as
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the actual start of the credit crunch.
4.1 The HIX time series
Table 2 shows the statistics of the HIX index and the HIX daily changes for the three above-
mentioned reference time series. From the results we observe that the average level of the HIX
during the post crisis period is higher than during the pre-crisis. Hence, stock prices tend to
move more strongly together during distress periods. These findings are in line with previous
empirical studies (see, for instance, [13], [20] and [21]). Besides, the autocorrelation function
(ACF) of the different original time series is significantly positive, at least up to five lags. At
short lags, the ACF is higher during the credit crisis period than before the crisis, which suggests
that, for a short time horizon, comonotonicity tends to cluster more during distress periods such
that the probability of then observing a high HIX value in the near future is relatively high.
To further test for comonotonicity clustering, the ACF of the original time series for the first
100 lags is shown on Figure 4. The ACF remains significantly positive up to 79 lags for the
post-crisis sub-period and up to more than 100 lags for the pre-crisis and the whole period. This
highlights a long-run dependence in the herd behavior: periods characterized by a low (high)
degree of comonotonicity in the market are more likely to be followed by periods of low (high)
degree of comonotonicity. We also see that, although higher at short lags, the ACF of the HIX
becomes lower for the post-crisis period than for the whole period and the pre-crisis period after
13 and 32 lags, respectively. Moreover, the significant negative ACF at the first lag for the
differenced series reported in Table 2 suggests a mean-reverting behavior for the HIX index,
whatever the time series window. These findings imply that a mean-reverting process should be
more appropriate than a Brownian motion for modeling the underlying process X. Indeed, in
Section 3.2, we showed that, although altered by the distortion function a1, the mean-reverting
trend is transferred from the underlying process X to the HIX process Y.
03/01/00 02/01/02 02/01/04 03/01/06 02/01/08 30/10/09
0
0.2
0.4
0.6
0.8
1
Trading day
H
IX
Heard behavior index
Figure 3: Evolution through time of the HIX index.
4.2 Maximum likelihood estimation
Table 3 shows the maximum likelihood (ML) estimate of the model parameters for the HIX time
series, and this for the three above-mentioned reference time periods. Table 3 clearly indicates
that the two mapping functions f : (−∞,+∞) → (0, 1), i.e. f1(x) and f2(x), lead to the same
ML goodness of fit. This can be explained by the fact that the two models (i.e. models 1 and
12
Table 2: HIX time series statistics.
time series M mean var skew kurt. ACF(1) ACF(2) ACF(3) ACF(4) ACF(5)
HIX (2000-2009) 2470 0.361336 0.015293 0.346408 2.725549 0.8544∗ 0.8295∗ 0.8102∗ 0.7838∗ 0.7677∗
∆HIX (2000-2009) 2469 0.000173 0.004416 0.162024 5.434606 -0.4133∗ -0.0217 0.0255 -0.0352 0.0015
HIX (pre-crisis) 1950 0.326938 0.011324 0.386486 2.982369 0.7741∗ 0.7374∗ 0.7100∗ 0.6692∗ 0.6474∗
∆HIX (pre-crisis) 1948 0.000091 0.005097 0.149345 4.977160 -0.4180∗ -0.0215 0.0305 -0.0421 0.0004
HIX (post-crisis) 520 0.490327 0.009112 0.267414 2.683532 0.8939∗ 0.8667∗ 0.8405∗ 0.8229∗ 0.7982∗
∆HIX (post-crisis) 519 0.000444 0.001873 0.313177 5.383072 -0.3668∗ -0.0210 -0.0272 0.0373 0.0099
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Figure 4: HIX index ACF.
2 as well as models 5 and 6) are actually equivalent since f2(x) = f1(2x). The equivalence is
obtained by further setting κ(2) = κ(1), η(2) = 12η
(1) and ζ(2) = 12ζ
(1), where the superscripts (1)
and (2) refers to model 1 or 5 and to model 2 or 6, respectively. Hence, in the following, we will
only consider models 1, 3, 4 and 5. We also observe that, as expected from Figure 2, the choice of
the underlying process matters more than the shape of the mapping function since the likelihood
L(θˆ) differs more across the underlying models than across the mapping functions. Moreover,
the results seem to indicate that the underlying process X should be characterized by a mean-
reverting trend since the likelihood is higher for models built upon the CIR, and, to a smaller
extent, the Vasicek model than for models built upon the Brownian motion. This confirms the
intuition inferred from the mean-reverting trend of the herd behavior index highlighted by the
HIX ACF shape.
The ML estimate κˆ is higher and lower, with respect to the whole sample period, during
the pre-crisis and the post-crisis sub-period, respectively. Hence, the underlying process X, and
thus, to some extent the HIX process Y too, reverts faster towards its long-run mean during the
pre-crisis period; indicating that the degree of herd behavior is more persistent during distress
periods. Indeed, in Section 3.2, we showed that if X is a mean-reverting process, the process Y
has again a mean-reverting trend, although altered by the distortion function a1. Figure 6 shows
the distortion function together with the histogram of the empirical process X before and during
the credit crisis period. We clearly observe that, on average, the distortion function is closer to
its maximum value during the post-crisis and the pre-crisis period for model 1 and for models
3 and 4, respectively. Hence, the distortion function amplifies, on average, the decrease of the
mean-reversion speed of the HIX during the distress period under models built upon the CIR
process. On the other hand, the effect of the distortion function tends to be opposite for models
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built upon the Vasicek process; the impact of the distortion function being then nevertheless
pretty limited due to its narrow value range. These findings are in line with the fact that, during
the post-crisis period, the HIX ACF is higher at short lags and the HIX daily change ACF is
smaller in absolute value at the first lag.
The ML estimate ζˆ is higher and lower, with respect to the whole time series window, during
the pre-crisis and the post-crisis sub-period, respectively. In particular, during the crisis period,
ζˆ is roughly half of its value before the crisis. Hence, the volatility of the HIX process is expected
to decrease by half, ceteris paribus. Nevertheless, the sample variance during the pre-crisis sub-
period is far from being four times bigger than during the post-crisis sub-period, as indicated in
Table 2. This might be explained by the fact that the weight function b1 has the opposite effect
on the volatility of the process Y than the volatility parameter ζ. Figure 5 shows the volatility
weight function b1 together with the histogram of the empirical process X before and during the
credit crisis period. For models 1 and 4, it is clear that, on average, the weight function is closer
to its maximum value during the post-crisis period than during the pre-crisis period. Hence, the
weight function then tends to be higher during the credit crunch, leading to an increase of the
total volatility of Y . A similar conclusion can be drawn for model 3 since at the maximum of
the weight function, the left slope is much sharper than the right slope and since the empirical
values of the underlying process X tend to be lower before the crisis.
We also observe that for the mean-reverting processes (i.e. for the models built upon a
Vasicek or a CIR process), the long-run mean of the herd behavior index can be approximated
by η˜ = fi(ηˆ). Indeed, comparing the sample mean of the three reference time series reported in
Table 2 with the ML estimate of η˜ reported in Table 4, the maximum relative difference amounts
to 3.92 percent only.
Table 3: Maximum likelihood estimate for the HIX time series.
2000-2009 pre-crisis post-crisis
model κˆ ηˆ ζˆ L(θˆ) κˆ ηˆ ζˆ L(θˆ) κˆ ηˆ ζˆ L(θˆ)
1 49.094 -0.60788 5.6531 3.520 77.014 -0.76330 6.3286 3.421 29.552 -0.02249 2.9964 5.644
2 49.094 -0.30394 2.8265 3.520 77.014 -0.38165 3.1643 3.421 29.552 -0.01125 1.4982 5.644
3 42.155 0.47083 2.7325 3.761 68.374 0.41002 3.0105 3.588 29.419 0.70013 1.7545 5.691
4 43.994 0.38795 2.2510 3.674 70.150 0.34501 2.4990 3.536 29.542 0.54990 1.3221 5.691
5 0 0.2228 5.3898 3.360 0 0.1469 5.8770 3.187 0 0.4657 2.9130 5.482
6 0 0.1114 2.6949 3.360 0 0.0735 2.9385 3.187 0 0.2328 1.4565 5.482
Table 4: Maximum likelihood estimate of η˜ = fi(η).
model
period 1 2 3 4
2000-2009 0.3525 0.3525 0.3755 0.3696
pre-crisis 0.3179 0.3179 0.3364 0.3319
post-crisis 0.4944 0.4944 0.5035 0.5004
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Figure 5: Volatility function b1 for models 1 and 5 (upper left), 3 (upper right) and 4 (lower
left).
5 The predictability power of mapping models for the HIX
In order to assess the predictive performance of the HIX diffusion model with different specifi-
cations for the underlying process X and the mapping function f , we compute one-day- up to
one-month-ahead forecasts of the HIX index for one-year daily observations of the HIX. Hence,
we first calibrate each model settings to daily observations of the HIX for a one-year moving time
series window by maximizing the likelihood function. Then, we simulate HIX forecasts using
the ML model parameter estimates θˆ and replacing y0 by the last observation of the one-year
period. The Monte Carlo simulation is based on the discretisation of the underlying process X.
More particularly, we proceed as follows for the illustrative example of model 1:
1. compute x0:
x0 = f
−1
1 (y0) = log
(
y0
1− y0
)
;
2. simulate N one-day-ahead forecasts of the underlying process X
X
(i)
t+∆t = Xt + κˆ(ηˆ −Xt)∆t+ ζˆ
√
∆ti, i = 1, . . . , N,
where i are i.i.d. standard normal random variables;
3. infer the one-day-ahead forecasts of the HIX process Y :
Y
(i)
t+∆t = f1
(
X
(i)
t+∆t
)
=
1
1 + exp
(
−X(i)t+∆t
) , i = 1, . . . , N ;
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Figure 6: Mean-reverting rate function a1 for models 1 (upper left), 3 (upper right) and 4 (lower
left).
4. the one-day-ahead forecast is obtained by averaging the path forecasts over the number of
paths:
Yˆt+∆t =
1
N
N∑
i=1
Y
(i)
t+∆t ;
5. repeat the same methodology to compute the k-days-ahead forecast for k = 1, . . . ,m,
where m denotes the number of days in the current month (i.e. the month following the
one-year observation period); but where the value of y0 is updated to be equal to the last
computed forecast, i.e. the (k − 1)-days-ahead forecast.
For the numerical study, we consider N = 100000 sample paths. Figure 8 and Figure 9 show
the likelihood function and the ML estimate of the model parameters, respectively, for the 106
one-year overlapping time series windows included in the period under investigation, namely
January 2000 - December 2000, February 2000 - January 2001, ..., October 2008 - September
2009. Hence, the calibration and forecasting procedures are repeated every month. From Figure
8, it is clear that models built upon an underlying mean-reverting process lead to a better
fit of the historical HIX than models built upon a Brownian motion. Indeed, the likelihood
L(θˆ) is, on average, 12.32, 16.05 and 14.69 percent higher under model 1, 3 and 4 than under
model 5, respectively. Besides, the best fit is usually obtained for model 3, i.e. for the CIR
process and the mapping function f3(x) = 1 − exp(−x), for which the likelihood amounts to
4.1913, on average. We also observe that, although the performance (measured as the likelihood
function) of the proposed diffusion models is higher during the recent crisis period, the difference
between models built upon a mean-reverting process or a Brownian motion is then significantly
less marked. Indeed, taking October 2007 as the first month of the credit crunch, the relative
difference of the likelihood with respect to model 5 amounts to 14.95, 19.70 and 17.82 percent
and to 3.36, 3.57 and 3.99 percent for models 1, 3 and 4 during the pre-crisis and the post-crisis
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Figure 7: Long run mean function a2 for models 1 and 5 (upper left), 3 (upper right) and 4
(lower left).
period, respectively. Hence, the most suited model among models 1, 3 and 4 depends on the
one-year sample period used to calibrate the model, the three models leading nevertheless to
roughly the same likelihood.
A way to further discriminate between these three models is to look at the monthly variation
of the calibrated parameters. Figure 9 indicates that the stability of the parameter κ is approx-
imately the same for the three models whereas the parameters η and ζ are much more stable
for the models built upon the CIR process. This pattern is confirmed by the average relative
change of the model parameters reported in Table 5. Indeed, among those three models, model
3 leads, on average, to the most stable parameters κ and ζ whereas model 4 leads, on average,
to the most stable long-run parameter η. Overall, the results clearly highlight the supremacy
of the models built upon the underlying CIR process in terms of parameter stability. Figure 9
and Table 5 also indicate the huge instability of the drift parameter η of the Brownian motion
through time.
Observing the ML estimates κˆ, ηˆ and ζˆ through time can be considered as a decomposition
of the HIX in three components, each explaining a particular driver of the HIX process. For
example, the evolution of the ML estimate κˆ seems to indicate that there is a sudden change
in the market herd behavior around June 20064 and August 2007, characterized by a steep
decrease in the mean-reverting parameter κ. This might suggest that recording the evolution of
the model parameter κ could allow to detect some warning sign for market distress. Indeed, if
the HIX is at a relatively high level, such a decrease in the mean-reverting rate might indicate
that there is a comonotonicity cluster, i.e. an increased probability that the HIX remains for a
while at a relatively high level. Another more obvious indicator of a change in the degree of
market comonotonality can be detected from the “long-run mean” of the HIX, i.e. from η˜ (see
4June 2006 corresponds to the starting of the decline in the value of subprime mortgages caused by the steep
drop in house prices.
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Figure 10). There are two clear changes in the trend of market herd behavior during the period
under consideration: the first one in July 2003 and the second one in June 2006. The transition
between the long-term downturn and long-term upturn which occurred in June 2006 could have
been, if monitored, a clear warning sign of the recent credit crunch.
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4
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6
7
Trading month
L(θ
)
Likelihood
 
 
Vasicek − f1(x) or f2(x)
CIR − f3(x)
CIR − f4(x)
BM − f1(x) or f2(x)
Figure 8: Maximum likelihood.
Table 5: Average monthly relative variation of the model parameters.
model
1 3 4 5
mean(|∆κ/κ|) 0.1051 0.1022 0.1037
mean(|∆η/η|) 0.1728 0.0280 0.0243 1.7273
mean(|∆ζ/ζ|) 0.0367 0.0324 0.0337 0.0311
The supremacy of mean-reverting processes can also be inferred from the root-mean-square
error (RMSE) of the forecasts:
FRMSE =
 1
m
m∑
i=1
1
N
N∑
j=1
(
Yt+i∆t − Y (j)t+i∆t
)21/2 , (5.1)
where {Yt+i∆t, i = 1, . . . ,m} are the out-of-sample observations of the thirteenth month (i.e. the
month following the one-year observation period). Figure 11 shows the forecast RMSE (5.1) for
the period 2001-2009, for monthly re-calibration. The results indicate that models built upon
mean-reverting processes lead to a significantly lower RMSE forecast than models built upon
Brownian motions. Indeed, the forecast RMSE is on average 37.36, 38.44 and 38.09 percent
lower under models 1, 3 and 4 than under model 5. Moreover, the difference is more marked
before the crisis since the relative difference of the FRMSE with respect to model 5 amounts
to 42.22, 43.51 and 43.12 percent and to 20.76, 21.10 and 20.89 percent, for models 1, 3 and 4
during the pre-crisis and the post-crisis period, respectively. These findings are in line with the
conclusion drawn from the maximum likelihood.
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6 Conclusion
This paper proposes a time-dependent diffusion process for modeling herd behavior indices which
is built upon some popular mean-reverting process and a monotonic function which maps the
definition domain of the underlying process to the unit interval. For the numerical study, we
work out different model settings, built upon either a Brownian motion, a Vasicek or a CIR
process. The results have highlighted the fact that models built upon a mean-reverting process
outperform models built upon a Wiener process, in terms of their ability to both fit historical
HIX values and predict future values of the HIX. Besides, the results have indicated that models
built upon a CIR process lead to more stable calibrated parameters through time. By way
of conclusion, diffusion models obtained by mapping monotonically a CIR process to the unit
interval are promising to predict future values of herd behavior indices such as the HIX and
hence to deliver crucial information on how to adjust the relative positions in individual stocks
and their pooled index.
References
[1] Aı¨t-Sahalia, Y. (1999). Transition densities for interest rate and other diffusions. Journal
of Finance, 54, 1361-1395.
[2] Breeden, D. and Litzenberger, R. (1978). Prices of state contingent claims implicit in option
prices. Journal of Business, 51(6), 621-651.
[3] Carr, P. and Madan, D. (2001). Towards a theory of volatility trading, in ‘Option Pricing,
Interest Rates and Risk Management’, Cambridge University Press, pp. 458-476.
[4] Chen, X., Deelstra, G., Dhaene, J., Linders, D. and Vanmaele, M. (2012). On an optimiza-
tion problem related to static super-replicating strategies. Working paper, FEB, Leuven:
KU Leuven - Faculty of Business and Economics.
[5] Chen, X., Deelstra, G., Dhaene, J. and Vanmaele, M. (2008). Static super-replicating strate-
gies for a class of exotic options. Insurance: Mathematics & Economics, 42 (3), 1067-1085.
[6] Cheung, K. C., Dhaene, J., Kukush, A. and Linders, D. (2013). Ordered random vectors
and equality in distribution. Scandinavian Actuarial Journal, To appear.
[7] Cox, J.C., Ingersoll, J.E. and Ross, S.A. (1985). A theory of the term structure of interest
rates. Econometrica, 53(2), 385-407.
[8] van Emmerich, C. (2006). Modelling correlation as a stochastic process. Technical report,
Bergische Universita¨t, Wuppertal, June 2006.
[9] Deelstra, G., Dhaene, J. and Vanmaele, M. (2011). An overview of comonotonicity and
its applications in finance and insurance, in B. Oksendal & G. Nunno, eds, ‘Advanced
Mathematical Methods for Finance’, Springer Berlin Heidelberg, pp. 155-179.
[10] Dhaene, J., Denuit, M., Goovaerts, M., Kaas, R. and Vyncke, D. (2002a). The concept
of comonotonicity in actuarial science and finance: theory. Insurance: Mathematics &
Economics, 31 (1), 3-33.
19
[11] Dhaene, J., Denuit, M., Goovaerts, M., Kaas, R. and Vyncke, D. (2002b). The concept of
comonotonicity in actuarial science and finance: applications. Insurance: Mathematics &
Economics, 31 (2), 133-161.
[12] Dhaene, J., Linders,D., Schoutens,W. and Vyncke,D. (2012). The herd behavior index: A
new measure for the implied degree of co-movement in stock markets. Insurance: Mathe-
matics & Economics, 50(3), 357-370.
[13] Dhaene, J., Dony, J., Forys, M., Linders, D. and Schoutens, W. (2012). FIX - the fear
index: measuring market fear. In: Topics in Numerical Methods for Finance, Cummins M.
et al. (eds.). Springer Proceedings in Mathematics & Statistics.
[14] Driessen, J., Maenhout, P. J. and Vilkov, G. (2009). The Price of Correlation Risk: Evidence
from Equity Options, The Journal of Finance, 64(3), 1377-1406.
[15] Hobson, D., Laurence, P. and Wang, T. (2005). Static-arbitrage upper bounds for the prices
of basket options. Quantitative Finance, 5 (4), 329-342.
[16] Kaas, R., Dhaene, J. and Goovaerts, M. J. (2000). Upper and lower bounds for sums of
random variables. Insurance: Mathematics & Economics, 27 (2), 151-168.
[17] Laurence, P. (2008). A new tool for correlation risk management: the market implied
comonotonicity gap, Global Derivatives, Paris, Invited Talk, May 2008.
[18] Linders, D., Dhaene, J., Hounnon, H. and Vanmaele, M. (2012). Index options: a model-
free approach. Research report AFI-1265 FEB, Leuven: KU Leuven - Faculty of Business
and Economics.
[19] Linders, D. and Schoutens, W. (2014). A framework for robust measurement of implied
correlation. Research report AFI-1386 FEB, Leuven: KU Leuven - Faculty of Business and
Economics.
[20] Rubbaniy, G., Asmerom, R. and Rizvi, S. K. A. (2013). Do Fear Indices Help Predict Stock
Returns? Available at SSRN: http://ssrn.com/abstract=2121274.
[21] Skintzi, V. D. and Refenes, A. N. (2005). Implied Correlation Index: A New Measure of
Diversification. Journal of Futures Markets, 25, 171-197.
[22] Teng, L., van Emmerich, C., Ehrhardt, M. and and Gu¨nther, M. (2013). A general approach
for stochastic correlation using hyperbolic functions. To appear in International Journal of
Computer Mathematics.
20
Jan 2001 Jan 2002 Jan 2003 Jan 2004 Jan 2005 Jan 2006 Jan 2007 Jan 2008 Jan 2009
0
50
100
150
200
250
300
350
Trading month
κ
Evolution of the ML estimate of κ through time
 
 
Vasicek − f1(x) or f2(x)
CIR − f3(x)
CIR − f4(x)
Jan 2001 Jan 2002 Jan 2003 Jan 2004 Jan 2005 Jan 2006 Jan 2007 Jan 2008 Jan 2009
−1
−0.5
0
0.5
1
1.5
2
Trading month
η
Evolution of the ML estimate of η through time
 
 
Vasicek − f1(x)
CIR − f3(x)
CIR − f4(x)
BM − f1(x)
Jan 2001 Jan 2002 Jan 2003 Jan 2004 Jan 2005 Jan 2006 Jan 2007 Jan 2008 Jan 2009
1
2
3
4
5
6
7
8
9
Trading month
ζ
Evolution of the ML estimate of ζ through time
 
 
Vasicek − f1(x)
CIR − f3(x)
CIR − f4(x)
BM − f1(x)
Figure 9: ML estimate of the model parameters.
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Figure 11: RMSE for the HIX forecast.
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Figure 12: HIX forecast.
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