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Naslov: Avtomatsko podnaslavljanje slik z globokimi nevronskimi mrezˇami
Avtor: Urban Baumkirher
V diplomskem delu smo implementirali globoko nevronsko mrezˇo, ki smo jo
naucˇili generirati stavcˇni opis slike. Mrezˇa povezuje podrocˇje racˇunalniˇskega
vida in obdelave naravnega jezika. Sledili smo zˇe objavljenim arhitekturam in
arhitekturo implementirali s knjizˇnico Keras v jeziku Python. Podatke smo
pridobili s spletne podatkovne zbirke MS COCO iz leta 2014. Nasˇa resˇitev
implementira dvodelni model in uporablja globoke konvolucijske, rekurencˇne
in polno povezane nevronske mrezˇe. Za obdelavo in zajem znacˇilk slik smo
uporabili arhitekturo VGG16. Besede smo predstavili z vektorsko vlozˇitvijo
GloVe. Model smo naucˇili na podatkovni zbirki 82.783 slik in testirali s
40.504 slikami ter opisi. Ocenili smo ga z mero BLEU in dosegli vrednost
49.0 ter klasifikacijsko tocˇnost ≈ 60 %. Najboljˇsih objavljenih rezultatov
nismo dosegli, a obstaja sˇe veliko mozˇnosti za izboljˇsave.
Kljucˇne besede: opisovanje slik, oznacˇevanje slik, strojno ucˇenje, globoko
ucˇenje, nevronske mrezˇe, konvolucijske nevronske mrezˇe, rekurencˇne nevron-
ske mrezˇe, LSTM mrezˇe.

Abstract
Title: Automatic image captioning using deep neural networks
Author: Urban Baumkirher
We implemented a deep neural network, which we trained to generate im-
age captions. The neural network connects computer vision and natural
language processing. We followed existing architectures for the same prob-
lem and implemented our architecture with Keras library in Python. We
retrieved data from an online data collection MS COCO. Our solution im-
plements a bimodal architecture and uses deep convolutional, recurrent and
fully connected neural networks. For processing and collecting image features
we used the VGG16 architecture. We used GloVe embeddings for word rep-
resentation. The final model was trained on a collection of 82.783 and tested
on 40.504 images and their descriptions. We evaluated the model with the
BLEU score metric and obtained a value of 49.0 and classification accuracy
of ≈ 60 %. Current state-of-the-art models were not surpassed, but we see
many possibilities for improvements.
Keywords: image captioning, machine learning, deep learning, neural net-





Strojno ucˇenje je podrocˇje umetne inteligence. Pomaga nam pridobivati zna-
nje in vzorce v podatkih. Strojno ucˇenje je uporabno na podrocˇjih medicine,
biologije, kemije, podatkovnega rudarjenja, statistike, robotike, spletnih teh-
nologijah in ostalih raziskovalnih podrocˇjih [7].
Cˇloveku preprost problem opisovanja slik racˇunalniku predstavlja tezˇko
nalogo. Problem je sestavljen iz racˇunalniˇskega vida in procesiranja narav-
nega jezika. V delih [6, 16] so za resˇitev uporabili vizualne znacˇilnosti slik in
stavcˇne predloge. Z razvojem podrocˇja globokega ucˇenja se danes problema
lotevamo z nevronskimi mrezˇami. Uporabili smo dva razlicˇna tipa globokih
nevronskih mrezˇ, vsakega za svojo nalogo. Konvolucijske nevronske mrezˇe
uporabljamo za razpoznavanje vsebine slik in rekurencˇne nevronske mrezˇe za
ucˇenje tvorjenja opisov. Taksˇen pristop so uporabili v delih Andreja Karpa-
thya [12] in v Googlovem projektu Show and Tell [28]. Deli smo vzeli kot
zgled pri izdelavi podobne arhitekture.
Razvoj taksˇne tehnologije lahko pripomore na podrocˇju racˇunalniˇskega
vida pri prepoznavanju objektov, oznacˇevanju vsebine in klasificiranju slik,
razvoju bogatejˇsih priporocˇilnih sistemov, iskalnikov ipd.
Za ucˇenje smo uporabili podatke iz zbirke MS COCO. S pomocˇjo uporabe
zˇe naucˇenega modela VGG16 smo izlusˇcˇili znacˇilke slik. Za ucˇenje tvorjenja
opisov smo uporabili rekurencˇne nevronske mrezˇe LSTM. Nevronsko mrezˇo,
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ki je razdeljena na tri vecˇje modele - slikovni, besedilni in zdruzˇitveni mo-
del, smo implementirali v jeziku Python s knjizˇnico Keras. V modelu smo
uporabili konvolucijske, rekurencˇne in polno povezane nevronske mrezˇe ter
vektorske vlozˇitve besed. Obdelane slike smo, skupaj s pripadajocˇimi opisi,
uporabili za ucˇenje modela. Preizkusili smo vecˇ kombinacij parametrov mo-
dela in tako izboljˇsali koncˇni rezultat. Model smo ocenili z mero BLEU.
Vsebinski del diplomskega dela je razdeljen na 6 poglavij. V 2. poglavju
spoznamo delovanje, teoreticˇne osnove in razlicˇne vrste globokih nevronskih
mrezˇ. V 3. poglavju predstavimo programska orodja in knjizˇnice za izdelavo
modela. V 4. poglavju opiˇsemo arhitekturo modela, izdelanega v diplomskem
delu. Spoznamo, kako deluje in na kaksˇen nacˇin smo priˇsli do resˇitve. V
5. poglavju ovrednotimo model in predstavimo postopek iskanja optimizacije
parametrov. Delovanje modela predstavimo na primerih slik. V 6. poglavju
pregledamo narejeno, predstavimo ugotovitve in mozˇne izboljˇsave.
Poglavje 2
Globoko ucˇenje
V tem poglavju bomo spoznali podrocˇje globokega ucˇenja, natancˇneje ne-
vronske mrezˇe in tipe nevronskih mrezˇ, ki smo jih uporabili v koncˇni arhi-
tekturi modela za generiranje opisov slik.
2.1 Globoke nevronske mrezˇe
Globoko ucˇenje se je izkazalo za ucˇinkovito na podrocˇjih prepoznave govora,
obdelave zvoka, obdelave naravnega jezika, robotike, bioinformatike, kemije,
video iger, v iskalnikih, spletnem oglasˇevanju in financah.
Izraz globoko ucˇenje (ang. deep learning) se je pojavil leta 2000 kot
Deep Belief Nets, kasneje, leta 2010, se je uveljavil danes poznani izraz [32].
Perceptron, ki je nastal zˇe leta 1965, predstavlja osnovno gradbeno enoto
nevronskih mrezˇ. Globoke nevronske mrezˇe zaradi takratnih strojnih ome-
jitev niso v popolnosti zazˇivele. Globoke nevronske mrezˇe, ki imajo vecˇje
sˇtevilo skritih slojev in vozliˇscˇ omogocˇajo, da iz preprostih konceptov zgra-
dimo kompleksnejˇse [7]. S tehnolosˇkim napredkom, so nevronske mrezˇe za-
dnja leta dozˇivele razcvet, saj imamo za ucˇenje in napovedovanje dovolj zmo-
gljive graficˇne procesorje (GPU-je), ki vsebujejo visoko stopnjo paralelizma




Cˇlovesˇki mozˇgani so eden najzmogljivejˇsih biolosˇkih ucˇnih strojev in se uspesˇno
prilagajajo notranjim in zunanjim drazˇljajem. Njihove dobre lastnosti so
ucˇenje, kratkorocˇen in dolgorocˇen spomin, mozˇnost resˇevanja problemov s
pomocˇjo intuicije, senzoricˇno zaznavanje ipd.
Umetne nevronske mrezˇe poskusˇajo posnemati cˇlovesˇke mozˇgane. Mozˇgani
so sestavljeni iz mnogih zˇivcˇnih celic, imenovanih nevroni, med katerimi se
s pomocˇjo elektricˇnih impulzov prenasˇajo informacije. Na osnovi njihovega
delovanja so zasnovane umetne nevronske mrezˇe.
Perceptron
Perceptron je osnovna gradbena enota nevronskih mrezˇ. Cˇe vzamemo zgled
cˇlovesˇkih mozˇganov, perceptron na Sliki 2.2 predstavlja nevron s Slike 2.1.
Perceptron ima vhodne in izhodne povezave, kakor ima nevron vhodne den-
dride in izhodni akson z zˇivcˇnimi koncˇicˇi.
Slika 2.1: Risba tipicˇnega nevrona. Vir: [27].
Perceptron sprejema informacije preko vhodov in se odlocˇi, ali prejeta
informacija izpolnjuje pogoje, da poda impulz naprej perceptronom, s ka-
terimi je povezan njegov izhod. Vrednosti vhodov in izhodov perceptronov
so sˇtevila, biolosˇkih nevronov pa elektricˇni signal, ki ga v racˇunalniˇstvu mo-
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deliramo kot vrednosti da ali ne (0 ali 1). Informacija na Sliki 2.2 potuje
v smeri pusˇcˇic – z leve proti desni oziroma iz vhodnega sloja proti izhodu.
Posamezen atribut ucˇnega primera nasˇih podatkov predstavlja posamezno
vozliˇscˇe na vhodnem sloju.
Slika 2.2: Diagram perceptrona z enim vhodom in izhodom.
En sam perceptron ni koristen, ko pa jih medsebojno povezˇemo vecˇ, ustva-
rimo zmogljivo mrezˇo povezanih perceptronov, imenovanih nevronska mrezˇa
(Slika 2.3). Taksˇna mrezˇa bi navadno imela vecˇ vozliˇscˇ na vhodnem sloju in
vecˇ vozliˇscˇ na skritem sloju. Globlja nevronska mrezˇa bi imela sˇe vecˇ skritih
slojev.
Slika 2.3: Diagram preproste nevronske mrezˇe.
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Kadar imamo opravka z binarnim izhodom, zadosˇcˇa, da imamo eno vo-
zliˇscˇe na izhodnem sloju, kadar imamo n-razredno napoved, uporabimo n
vozliˇscˇ na izhodnem sloju. Vsa vozliˇscˇa, razen vhodnih, hranijo za vsako
vstopno povezavo (pusˇcˇica) pripadajocˇo utezˇ. Na Sliki 2.2 je oznacˇena z
w1. S pomocˇjo prilagajanja, utezˇi perceptron dolocˇa prioriteto oziroma po-
membnost vhodnih signalov [21]. Perceptron se lahko prilagodi vhodnim
vrednostim preko utezˇi. Pomembnost vhodov dolocˇa tako, da na dolocˇeni
povezavi povecˇa utezˇ ali iznicˇi nekatere vhode z utezˇjo wi = 0. Vrednost




kjer je m sˇtevilo vhodov, xi vrednost i-tega vhoda in wi vrednost utezˇi i-te
povezave.
2.3 Aktivacijska funkcija
Ko smo izracˇunali vsoto produktov vhodnih vrednosti in utezˇi danega vo-
zliˇscˇa (2.1), dolocˇimo vrednost izhoda. Za to poskrbi aktivacijska funkcija,
ki dolocˇa zalogo vrednosti in vrednost izhoda vozliˇscˇa. Poznamo vecˇ razlicˇnih
aktivacijskih funkcij, predstavili bomo tri najpogostejˇse. Aktivacijska funk-
cija se lahko spreminja skozi nevronsko mrezˇo, kar pomeni, da lahko vsakemu
sloju posebej izberemo aktivacijsko funkcijo. Izbira je odvisna od problema.
Najpreprostejˇsa aktivacijska funkcija je pragovna funkcija (2.2).
φ(x) =
0 x < 01 x ≥ 0 , (2.2)
kjer x predstavlja utezˇeno vsoto vhodov (2.1). Primerna je za uporabo na
koncˇnih izhodnih vozliˇscˇih nevronske mrezˇe, kjer je pricˇakovana napoved
binarna vrednost, saj se x preslika v vrednosti 0 ali 1 glede na podani prag
(v tem primeru je prag 0).
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Uporabna je pri preslikavi koncˇnih napovedanih vrednosti v verjetnosti. V
primerjavi s pragovno je bolj gladka, saj se od vrednosti 0 postopoma pri-
blizˇuje vrednosti 1. Zaloga vrednosti sigmoidne funkcije so realna sˇtevila med
0 in 1.
Najpopularnejˇsa aktivacijska funkcija je preprosta pragovna funkcija (2.4)
(ang. rectifier function) ali linearna pragovna funkcija (ang. rectifier linear
units). Vrednosti x, manjˇse od 0, se preslikajo v 0, ostale vrednosti ostanejo
nespremenjene. Ta funkcija je pogosto uporabljena zaradi hitrosti izracˇuna
in pri operacijah konvolucije na matricˇnih strukturah [9].
φ(x) = max(0, x) (2.4)





kjer vsoto produktov vhodnih vrednosti in utezˇi danega vozliˇscˇa vstavimo
v izbrano aktivacijsko funkcijo in koncˇno vrednost uporabimo kot izhodno
informacijo [21].
2.4 Ucˇenje
Ucˇenje nevronske mrezˇe poteka v vecˇ korakih. Podatki morajo imeti normali-
zirane vrednosti. Atributne n-terice (vrstice) podatkov predstavljajo vhodna
vozliˇscˇa nevronske mrezˇe. Kolikor atributov imamo, toliko vhodnih vozliˇscˇ
mora imeti model nevronske mrezˇe. Navadno podatke podajamo nevronski
mrezˇi na vhode v paketih dolocˇene velikosti. Izbira velikosti paketa vpliva
na hitrost ucˇenja in konvergence k iskani vrednosti (resˇitvi). Manjˇsi paketki
(npr. 32) pomenjo, da bo ucˇenje pocˇasnejˇse, kot z vecˇjimi paketki (npr. ve-
likosti 512), vendar bo model verjetno hitreje skonvergiral. Nevronske mrezˇe
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za iskanje optimalnih utezˇi uporabljajo razlicˇne optimizacijske algoritme, ki
s pomocˇjo gradientnega sestopa iˇscˇejo minimum cenilne funcije [18]. Naje-




(yˆ − y)2, (2.6)
kjer je yˆ napovedana vrednost, y pa dejanska. Formula je vsota srednjih
kvadratnih razlik med vrednostima, vrednost (ceno) funkcije zˇelimo minimi-
zirati.
Prvi korak pri ucˇenju nevronskih mrezˇ je nakljucˇna inicializacija vseh utezˇi
na vrednosti blizu 0, vendar ne na 0. Sledi dostava ucˇnih podatkov v paket-
kih, s katerimi mrezˇa po postopkih iz razdelka 2.3, izracˇuna koncˇne izhodne
vrednosti nevronske mrezˇe (napovedi). Za vsako napovedano vrednost yˆ v
paketku mrezˇa izracˇuna ceno s pomocˇjo cenilne funkcije (2.6). S postopkom
vzvratnega ucˇenja in gradientnega sestopa izracˇuna nove utezˇi in jih poso-
dobi. Dodaten parameter, ki vpliva na velikost sprememb, se imenuje ucˇni
faktor. Koraki se ponavljajo, dokler nevronski mrezˇi ne dostavimo vseh ucˇnih
podatkov. Koncˇan cikel se imenuje epoha (ang. epoch). Ucˇenje ponovimo
za vecˇ epoh.
Gradientni sestop
Gradientni sestop je algoritem, ki se uporablja v procesu vzvratnega ucˇenja.
Cilj sestopa je konvergirati v tocˇko, kjer cenilna funkcija dosega svojo naj-
manjˇso vrednost (globalni minimum). Pristop k iskanju minimuma je pre-
prost, zanj obstajajo sˇtevilni optimizacijski algoritmi, kot so stohasticˇni gra-
dientni sestop, ADAM, RMSprop itd. Algoritmi stremijo k iskanju tocˇke v
prostoru, v kateri je strmina cenilne funkcije cˇim blizˇja ali enaka 0 [18, 33].
S Slike 2.4 je razvidno, kako se glede na naklon (modro obarvan vektor)
algoritem premika po grafu funkcije. Iskanje najvecˇkrat zaznamuje cikcaka-
sto pomikanje. Kjer je naklon velik, pomeni, da je vrednost cenilne funkcije
precej oddaljena od minimuma.




Slika 2.4: Problem lokalnega minimuma pri iskanju minimuma cenilne funk-
cije z gradientnim sestopom.
divergenca - nakloni so preveliki in se v vsaki iteraciji pomaknemo prevecˇ
v levo ali desno in nikoli ne dosezˇemo boljˇsega rezultata. Resˇitev tega
problema je uvedba parametra alfa, ki dolocˇa faktor, kolikor naklona
bomo uposˇtevali pri iskanju v naslednji iteraciji. V praksi parameter
alfa zmanjˇsujemo skozi iteracije [18].
lokalni minimum - Slika 2.4 prikazuje ta problem. Resˇujemo ga z na-
kljucˇjem. Iskanje razsˇirimo in nakljucˇno preiskujemo vecˇ sestopov. Pre-
izkusˇanje vseh mozˇnih vrednosti ni mogocˇe. Problem resˇujemo tako,
da nevronski mrezˇi dodamo vecˇ skritih slojev, lahko jim tudi povecˇamo
sˇtevilo vozliˇscˇ. Ker vsako vozliˇscˇe na zacˇetku preiskuje prostor na-
kljucˇnih vrednosti, smo resˇili problem vecˇkratnega nakljucˇnega iskanja




Izpust nevronov (ang. dropout) je metoda, ki nevronskim mrezˇam z na-
kljucˇnim iznicˇevanjem izhodnih vrednosti nevronov (pozabljanje) pomaga
odpravljati problem prevelikega prileganja ucˇnim podatkom (ang. overfit-
ting). Navadno metodi izpusta nevronov dolocˇimo faktor ali odstotek, koliko
nakljucˇnim nevronom bomo iznicˇili (pozabili) vrednosti izhodov. Velik faktor
iznicˇi veliko sˇtevilo nevronov, vendar se lahko zaradi tega nevronska mrezˇa
premalo prilega ucˇnim podatkom (ang. underfitting).
2.5 Konvolucijske nevronske mrezˇe
Ustavimo se pri problemih prepoznavanja slik, vzorcev, zaporedij, signalov
itd. Obicˇajne nevronske mrezˇe, kljub svoji prilagodljivosti, niso sposobne
ucˇinkovitega resˇevanja problema, kot je klasifikacija slik, saj je slika, pred-
stavljena s tocˇkami, prevecˇ kompleksna. Zato potrebujemo drugacˇen zapis
slik, da bi se nevronska mrezˇa naucˇila klasificiranja njihove vsebine. V ta
namen so bile razvite konvolucijske nevronske mrezˇe (CNN), prikazane na
Sliki 2.5.
CNN so pravzaprav nadgrajene polnopovezane nevronske mrezˇe. Razlika
Slika 2.5: Splosˇna arhitektura konvolucijske nevronske mrezˇe.
je v predprocesiranju vsebine vhodov. CNN temeljijo na matematicˇnem
pojmu konvolucije, zdruzˇevanju maksimalnih vrednosti in splosˇcˇitvi, s cˇimer
dosezˇemo kodiranje vsebine za vhod v obicˇajno nevronsko mrezˇo [17]. V tem
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poglavju bomo spoznali nasˇtete pojme in delovanje CNN.
Konvolucija
Matematicˇna konvolucija odrazˇa medsebojen vpliv dveh funkcij ali prepro-
steje – na kaksˇen nacˇin ena funkcija modificira drugo.
Za razlicˇne tipe podatkov lahko v CNN uporabimo razlicˇne konvolucije: eno-
dimenzionalne za kodiranje zaporedij besed ali raznih signalov, dvodimenzi-
onalne za slike in trodimenzionalne konvolucije, ki se uporabljajo za video -
tretjo dimenzijo predstavlja cˇas. Za izdelavo resˇitve v diplomski nalogi smo
Slika 2.6: Posplosˇen postopek konvolucije binarne slike.
uporabili 2D konvolucijo za analizo slik, kot je prikazano na sliki 2.6. Kon-
volucijsko jedro korakoma pomikamo po matriki I od levega roba matrike
proti desnemu. Korak (ang. stride) je poljuben, ponavadi je enak dolzˇini
konvolucijskega jedra. Na vsakem koraku izracˇunamo konvulirane vrednosti
z izrazom (2.7) in jih zapiˇsemo v novo konvulirano matriko I ′. Ko dosezˇemo
desni rob matrike I, pomaknemo konvolucijsko jedro skrajno levo in nav-
zdol za viˇsino konvolucijskega jedra [33]. Ta postopek lahko matematicˇno
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zapiˇsemo kot preprosto linearno konvolucijo:
I ′(u, v) =
∑
(i,j)∈RH
I(u+ i, v + j)H∗(i, j), (2.7)
kjer je I originalna matrika slike dimenzij u ∗ v, H∗ zrcaljena matrika konvo-
lucijskega jedra (filtra) dimenzij i ∗ j, RH podrocˇje konvolucijskega jedra in
I ′ konvulirana matrika slike.
Slike so tipicˇno zapisane v trodimenzionalni matriki, kjer sta dve dimenziji
sˇirina in viˇsina slike, tretja dimenzija so trije barvni kanali (RGB, oziroma
rdecˇa, zelena in modra). CNN uporabljajo razlicˇna konvolucijska jedra, s
katerimi transformiramo originalno vhodno matriko v manjˇso, ki hrani infor-
macijo o znacˇilkah slike. Resˇitev si lahko predstavljamo intuitivno – cˇlovesˇki
mozˇgani na sliki najprej zaznajo specificˇne znacˇilnosti, s katerimi nadalje raz-
poznamo objekt na sliki. Z vecˇjim sˇtevilom konvolucijskih jeder pridobimo
zbirko matrik, ki vsebujejo znacˇilke slike.
Zdruzˇevanje maksimalnih vrednosti
Zdruzˇevanje z maksimalno vrednostjo (ang. max pooling) je postopek, s kate-
rim izlusˇcˇimo najocˇitnejˇse znacˇilke iz konvuliranih matrik znacˇilk. Izberemo
velikost drsecˇega okvirja filtra, znotraj katerega bomo iskali maksimalne vre-
dnosti znacˇilk. Postopek prikazuje Slika 2.7.
Tako zagotovimo zmanjˇsanje matrik, kar pripomore k hitrejˇsemu procesira-
nju, pridobimo tudi prostorsko invarianco. CNN tako izboljˇsa ucˇenje, saj bo
slika s kakrsˇnokoli linearno transformacijo prepoznana enako kot original [33].
Postopek zdruzˇevanja z maksimalno vrednostjo ni brez izgub, vendar zˇelimo
izgubiti nepomembne znacˇilke in ohraniti najizrazitejˇse.
Drsecˇe okno dimenzij 2 ∗ 2 (na Sliki 2.7) na enak nacˇin, kot konvolucijsko
jedro, pomikamo po matriki znacˇilk. Izbrali smo pomikanje s korakom 2.
V vsakem pomiku (koraku) poiˇscˇemo maksimalno vrednost znotraj drsecˇega
okna in ga zapiˇsemo v matriko zdruzˇenih maksimalnih vrednosti.
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0 1 1 1 0 0 0
1 1 1 2 2 2 1
1 2 0 1 0 1 0
0 1 0 2 1 2 0
0 2 2 0 0 1 1
1 0 1 2 4 1 0
0 1 2 1 0 0 1
matrika značilk
1 2 2 1
2 2 2 0
2 2 4 1
1 2 0 1
matrika združenih
maksimalnih vrednosti
Slika 2.7: Primer zdruzˇevanja z maksimalom matrike znacˇilk s Slike 2.6 z
oknom (obarvan modro) dimenzij 2 ∗ 2 in korakom 2.
Splosˇcˇitev in polna povezava
Splosˇcˇitev je zadnji korak predprocesiranja vhodnih podatkov, preden do-
damo polno povezane nivoje. S konvolucijo in zdruzˇevanjem z maksimalno
vrednostjo smo izlusˇcˇili znacˇilke slik in s tem zmanjˇsali kolicˇino podatkov za
obdelavo. Koncˇno zbirko matrik z znacˇilkami s postopkom splosˇcˇitve preo-
blikujemo v enodimenzionalni vektor. Vektor posredujemo na vhod obicˇajni
nevronski mrezˇi [33].
2.6 Rekurencˇne nevronske mrezˇe
Poglejmo si sˇe postopek razumevanja in obdelave naravnega jezika. Ljudje
beremo besedo za besedo, pri tem potrebujemo kratkorocˇen spomin, da razu-
memo kontekst trenutne besede v stavku. Zavedati se moramo, kaj smo rav-
nokar prebrali, da razumemo prebrano. Gre za problem obdelave in vsebin-
skega razumevanja zaporedij, pri cˇemer potrebujemo trajnost informacije. V
ta namen uporabimo rekurencˇne nevronske mrezˇe (ang. recurrent neural ne-
tworks, RNN). Cˇe obicˇajne nevronske mrezˇe predstavljajo osnovno delovanje
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mozˇganov, konvolucijske mrezˇe pa cˇlovesˇki vid v zatilnem rezˇnju mozˇganov,
potem rekurencˇne nevronske mrezˇe modelirajo cˇelni rezˇenj mozˇganov, kjer se
nahaja nasˇ kratkorocˇni spomin. RNN so zato najprimernejˇse za obdelavo za-
poredij, ki se pojavijo v problemskih domenah, kot so prepoznavanje govora,
modeliranje jezika, prevajanje in problem opisovanja slik [23].
Slika 2.8: Diagram ene celice v rekurencˇni nevronski mrezˇi.
Slika 2.9: Diagram rekurencˇne nevronske mrezˇe.
Slika 2.8 predstavlja osnovno obliko RNN. Sposobnost za ohranjanje in-
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formacije med ucˇenjem zaporedij omogocˇa ciklicˇna povezava, ki je na Sliki 2.8
oznacˇena z utezˇjo Wrec. Poleg izhoda ht se informacija obnovi s cˇasovnim za-
mikom preko povezave Wrec. Podajanje informacije je prikazano na Sliki 2.9,
kjer smo RNN razprli skozi cˇas. Z vztrajanjem podatka na vhodu, dosezˇemo
podoben ucˇinek, kot ga ima kratkorocˇni spomin, saj lahko RNN iz zˇe vide-
nega zaporedja napove naslednji najverjetnejˇsi element, ki sledi zaporedju.
RNN so dobre pri napovedovanju krajˇsih zaporedij. Ker skozi cˇas ohranjamo
informacijo le o nekaj prejˇsnjih elementih zaporedja, naletimo na problem
dolgotrajnih odvisnosti [23]. Cˇe RNN uporabimo za problem napovedovanja
naslednje besede v kratkem stavku, bo to naredila brez tezˇav. Kadar pa se
soocˇimo z daljˇsim zaporedjem, kot je celo besedilo, taksˇna arhitektura ne
omogocˇa dovolj dolgega pogleda nazaj, da bi poiskali dolgorocˇne odvisnosti
med besedami iz zacˇetka in besedami s konca. Problem resˇujemo s posebno
obliko RNN, ki jo oznacˇujemo z LSTM.
Problem pojemajocˇega in rastocˇega gradienta
Problem se pojavi med ucˇenjem rekurencˇnih nevronskih mrezˇ. Denimo, da
opazujemo vozliˇscˇe na 4. koraku Slike 2.9. Ko se izvaja postopek vzvratnega
ucˇenja, se bodo posodobitve utezˇi izracˇunale za vse prejˇsne korake. Ker je
utezˇ Wrec ista za vsako vozliˇscˇe, se lahko zgodi, da ob izracˇunu gradienta
pri vsakem koraku nazaj dobimo vse manjˇse vrednosti. Pojav pojemajocˇega
gradienta nastopi, kadar je vrednost Wrec < 1. Kadar je Wrec > 1, govorimo
o problemu rastocˇega gradienta, saj scˇasoma dobimo vse vecˇje vrednosti gra-
dienta [8]. Oba problema sta kriticˇna za ucˇenje RNN. Intuitivno to pomeni,
da majhen (skoraj nicˇelen) gradient vozliˇscˇa v koraku 1 povzrocˇi, da se to
vozliˇscˇe ne bi ucˇilo, ali pa bi se ucˇilo prepocˇasi. Tezˇava se posledicˇno propa-
gira naprej, saj je korak 4 odvisen tudi od koraka 1. Problem resˇujemo tako,
da nastavimo Wrec ' 1, ali uporabimo rekurencˇne nevronske mrezˇe LSTM.
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Nevronske mrezˇe LSTM
LSTM (ang. long short-term memory) je posebna oblika RNN, ki resˇuje
problem izginjajocˇega gradienta in tezˇavo dolgorocˇnih odvisnosti, saj je spo-
sobna ohraniti informacijo dalj cˇasa. LSTM s pomocˇjo modificiranja vhodov
uspe dolocˇiti, katere podatke podati naprej, katere uposˇtevati in jih spreme-
niti. Mrezˇa uporablja dodatna vozliˇscˇa, ki spreminjajo in delijo vhod. Ima
dodaten vhod, imenovan spominska celica, ki informacijo prenasˇa skozi cˇas.
Spominski celici lahko glede na trenutno stanje vozliˇscˇa pripne informacijo
s spominskimi vrati ali jo odstrani z vrati pozabljanja. Z izhodnimi vrati
dolocˇa kolicˇino in del informacije, ki se bo iz spominske celice prenesla na
izhod v naslednje vozliˇscˇe rekurencˇne nevronske mrezˇe [8, 13, 23].
Slika 2.10: Diagram rekurencˇne nevronske mrezˇe LSTM. Vir: [23].
Rumeni pravokotniki znotraj spominske celice rekurencˇne nevronske mrezˇe
LSTM na Sliki 2.10, predstavljajo operacije nad sloji (npr. sigmoidna ak-
tivacijska funkcija). Rdecˇi krogci predstavljajo racˇunske operacije vektorjev
kot sta sesˇtevanje in mnozˇenje [23].
Poglavje 3
Orodja
V tem poglavju predstavimo programsko opremo, ki smo jo uporabili za ra-
zvoj modela za generiranje opisa iz slik. V programskem jeziku python smo
s pomocˇjo knjizˇnic pickle, pandas in numpy, pripravili podatke. S knjizˇnico
Keras smo implementirali koncˇni model. S programsko opremo CUDA tool-
kit smo poganjali program ucˇenja modela, neposredno na graficˇni procesni
enoti.
Anaconda je priljubljena distribucija programskega jezika python s paketi, ki
so namenjeni obdelavi podatkov. Vsebuje tudi orodja za analizo velepodat-
kov. Poleg namestitve distribucije pythona z orodji in knjizˇnicami omogocˇa
paketno urejanje namesˇcˇenih programov, ki so ponujeni v paketih. Paket
vkljucˇuje najnovejˇso distribucijo pythona, urejevalnik Spyder, Jupyter in ne-
katere pythonove knjizˇnice [1]. Anacondo smo uporabili za namestitev po-
trebne programske opreme.
3.1 Python in Keras
V diplomskem delu smo uporabili programski jezik Python, ki je zaradi
velikega sˇtevila zunanjih knjizˇnic primeren za strojno ucˇenje. Skupaj s
knjizˇnicami, kot so Numpy, pandas, pickle ter Keras nam je jezik omogocˇil
hitro prototipiranje, uporabo ter pripravo podatkov in vzpostavitev koncˇne
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arhitekture modela. Na kratko spoznajmo nasˇtete knjizˇnice:
NumPy - je knjizˇnica, namenjena znanstvenim izracˇunom in podpira zmo-
gljive N-dimenzionalne tabele za linearno algebro. Uporaba objektov
NumPy pospesˇi racˇunske operacije v pythonu [2]. S knjizˇnico enostavno
definiramo matrike, s katerimi pogostokrat operiramo v diplomskem
delu.
pandas - je knjizˇnica, namenjena podatkovni analizi. Ponuja hitre in fleksi-
bilne podatkovne strukture, namenjene delu z relacijskimi in oznacˇenimi
podatki na enostaven nacˇin [3].
pickle - je knjizˇnica, namenjena binarni serializaciji in deserializaciji objek-
tov v pythonu. Omogocˇa hitro shranjevanje in branje objektov iz da-
toteke in pretvorbo v pythonove objekte [4]. V diplomskem delu smo
knjizˇnico uporabili za shranjevanje vecˇjih objektov, ki jih ni bilo smi-
selno kreirati ob vsakem zagonu.
CUDA toolkit - skupek programskih orodij, vkljucˇno z gonilniki CUDA,
ki omogocˇajo uporabnikom NVIDIA graficˇnih kartic uporabo in po-
spesˇitev paralelnih izracˇunov za ucˇenje nevronskih mrezˇ z jedri graficˇne
kartice [22].
Keras - je knjizˇnica za hitro prototipiranje nevronskih mrezˇ. Podpira kon-
volucijske in rekurencˇne nevronske mrezˇe, ki smo jih uporabili. Keras
ovija tri knjizˇnice za strojno ucˇenje: Tensorflow, Theano in CNTK.
S pomocˇjo Kerasa izberemo, katero izmed knjizˇnic bomo uporabili za
delovanje zalednega sistema. Omogocˇa modularno uporabo podprtih
knjizˇnic z manj vrstic programske kode in klicev funkcij [15]. Keras
ob namestitvi CUDA gonilnikov omogocˇa uporabo graficˇne kartice za
ucˇenje modelov, kar pospesˇi proces.
Poglavje 4
Podatki in arhitekture
V tem poglavju se bomo seznanili z ucˇnimi podatki. Predstavili bomo ar-
hitekturo, ki smo jo implementirali v knjizˇnici Keras in razlozˇili delovanje
posameznih komponent arhitekture.
4.1 Podatki
Za ucˇenje modela smo uporabili MS COCO (Microsoft Common Objects in
Context) zbirko podatkov, ki vsebuje 328 tisocˇ slik [19, 20]. Od teh smo upo-
rabili 128.287 slik z opisi. Zbirka je namenjena modernim metodam detekcije
objektov. Sestavljajo jo preproste in kompleksne slike iz vsakodnevnih kon-
tekstov. Zbirka ponuja veliko kolicˇino podatkov in raznolike vsebine. Slike,
ki sestavljajo zbirko, so bile zbrane s spletne galerije Flickr. Za vsako sliko
ima zbirka klasificirane objekte, semanticˇno segmentacijo, lokalizacijo objek-
tov, anotacije in stavcˇne opise [19]. Z uporabo vmesnika COCO API lahko
nalagamo in urejamo dodatne informacije o slikah. Informacije smo brez
uporabe vmesnika pridobili v json formatu s spletne strani, namenjene opi-
sovanju slik, ki jo vodi Andrej Karpathy [14]. Primer dodatnih informacij o
nakljucˇni sliki iz zbirke:
[{"filepath": "val2014", "filename": "COCO_val2014_000000391895




Zbirka slik je dostopna na spletni strani MS COCO [20]. Razdeljena je na
ucˇno (82783 slik) in testno/validacijsko (40504 slik) mnozˇico. V diplomskem
Slika 4.1: Primeri nakljucˇnih slik iz zbirke MS COCO.
delu smo iz zbirke podatkov uporabili le slike in pripadajocˇe opise v an-
glesˇkem jeziku. Za posamezno sliko je 5 opisov. Zaradi cˇasovne zahtevnosti
ucˇenja modela smo se odlocˇili, da uporabimo samo prvi opis vsake slike.
4.2 Arhitektura nevronske mrezˇe
Problem avtomatskega opisovanja slik povezuje podrocˇje racˇunalniˇskega vida
in procesiranja naravnega jezika. Potrebovali smo model, ki na vhod prejme
sliko in pripadajocˇ opis. Uporabili smo dve vrsti nevronskih mrezˇ: konvolu-
cijske nevronske mrezˇe za razbiranje vsebine (znacˇilke) iz slik in rekurencˇne
nevronske mrezˇe za napovedovanje zaporedij. Vhod smo razdelili na dva
sklopa, vsak sklop prenasˇa vhodne podatke v svoj tip nevronske mrezˇe. Po-
dobno arhitekturo so za isto problemsko domeno uporabili v delu Andreja
Karpathya [12] in v Googlovem raziskovalnem projektu Show and Tell [28].
Na sliki 4.2 smo model locˇili na slikovni in besedilni model. Na Sliki so nad
vsako manjˇso komponento (kvadrat ali pravokotnik) zapisane dimenzije vho-
dnih podatkov. Cˇe se dimenzije vhodnih podatkov na izhodu spremenijo, je
nova dimenzija izhoda napisana ob izhodni pusˇcˇici.
V slikovnem modelu smo uporabili VGG16 arhitekturo konvolucijske ne-
vronske mrezˇe, ki je podrobneje razlozˇena v razdelku 4.2.1. Konvolucijska
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nevronska mrezˇa VGG16 je namenjena klasificiranju slik, mi smo model pre-
oblikovali tako, da smo njegov zadnji sloj, ki napoveduje verjetnosti razredov,
odstranili ter izhod nastavili na predzadnji sloj. Predzadnji sloj nam je tako
namesto verjetnosti razredov, vracˇal vektor dolzˇine 4096, na Sliki 4.2 oznacˇen
z vektor znacˇilk, ki predstavlja vrednosti znacˇilk vhodne slike. Enak pristop
izlusˇcˇitve znacˇilk slike je bil uporabljen v delu Karpathya [12]. Znacˇilke so
vhod v polnopovezano nevronsko mrezˇo, ki je vektor znacˇilk preoblikovala
v vektor dolzˇine 128. Tega, zaradi potrebe po ujemanju dimenzij izhodov
pri zdruzˇitvi obeh modelov, ponavljamo. Na ta nacˇin smo zmanjˇsali kolicˇino
podatkov in poglobili model za boljˇse prileganje znacˇilkam slike.
Besedilni model sestavljajo sloji vlozˇitev besed, rekurencˇna nevronska mrezˇa
LSTM in polno povezana nevronska mrezˇa (razlozˇeni v razdelku 4.2.2). Na
vhod je besedilni model prejel sekvence opisa, kar pomeni, da smo ga po-
stopoma – besedo za besedo, naucˇili tvoriti stavek. Tvorjenje sekvenc je
razlozˇeno v razdelku 5.1. Vhodno sekvenco vlozˇitvenih vektorjev smo preo-
blikovali v vektorje, ki v vecˇdimenzionalnem prostoru nevronski mrezˇi pred-
stavljajo odvisnosti med besedami. Na vlozˇitvi smo uporabili nakljucˇno
izpusˇcˇanje nevronov (ang. dropout). Vlozˇitev trenutne sekvence je vhod
v rekurencˇno nevronsko mrezˇo LSTM. Ponovno smo uporabili izpusˇcˇanje ne-
vronov ter vsak izhod neodvisno povezali s polnopovezano nevronsko mrezˇo.
Izhoda besedilnega in slikovnega modela smo zdruzˇili (konkatenacija matrik)
in rezultat zadnjicˇ obdelali z rekurencˇno nevronsko mrezˇo LSTM, njene iz-
hode pa pripeli na vhod polno povezane nevronske mrezˇe, ki ima toliko izho-
dnih vozliˇscˇ, kolikor je velikost slovarja besed. Na kratko: na prvi vhod smo
postavili sliko, na drugega pa sekvence opisa. Kot izhod nam je model vrnil
verjetnosti za naslednjo besedo, ki naj bi sledila trenutni vhodni kombinaciji





Slika 4.2: Podrobna arhitektura modela.
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4.2.1 Slikovni model
V tem razdelku bomo spoznali podrobnosti slikovnega modela s Slike 4.2.
Naloga slikovnega modela je pretvoriti vhodno sliko v matriko vrednosti
znacˇilk, ki predstavljajo vsebino (objekte) slike. Taksˇno kodiranje slik smo
dosegli z vecˇ konvolucijskimi sloji in zdruzˇevanjem z maksimumom z uporabo
VGG16 modela.
Arhitektura VGG16 modela je prikazana na Sliki 4.3. Vhod slikovnega
modela je slika, predstavljena v matriki dimenzij 244 ∗ 244 ∗ 3, kar je zahteva
VGG16 arhitekture. Vektorje znacˇilk vhodne slike, pridobljenih iz VGG16
modela, smo poslali v polno povezano nevronsko mrezˇo, ki je pripomogla
k temu, da se vozliˇscˇa nevronske mrezˇe prilagodijo znacˇilkam in zmanjˇsajo
dolzˇino vektorja na 128 znacˇilk. Ker je izhod besedilnega modela matrika, smo
morali izhodni vektor slikovnega modela na koncu s ponavljanjem pretvoriti
v matriko, da smo zagotovili pravilne dimenzije pri zdruzˇevanju izhoda obeh
modelov:
from keras.layers import Dense, RepeatVector, Input
#Slikovni model
#Vhodno vozlisˇcˇe, za vektor znacˇilk VGG16 modela
image_input = Input(shape=(4096,), name=’img_input’)




Konvolucijska nevronska mrezˇa VGG16
VGG16 (Visual Geometry Group) je globoka 16-slojna arhitektura konvolu-
cijske nevronske mrezˇe, ki jo je ekipa Visual Geometry Group z univerze v
Oxfordu izdelala za nalogo lokalizacije in klasifikacije slik v ImageNet izzivu
leta 2014 [24, 25]. 16-slojni globoki konvolucijski nevronski mrezˇi VGG16 so
zmanjˇsali sˇtevilo utezˇi tako, da so v vsakem konvolucijskem sloju uporabili
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manjˇsa konvolucijska jedra dimenzij 3*3 s korakom 1 (ang. stride).
ImageNet je organizirana podatkovna zbirka 1.419.7122 slik, ki so bile rocˇno
kategorizirane [10]. VGG16 arhitektura je na takratnem izzivu dosegla prvo
in drugo mesto. Arhitektura dobro deluje tudi na drugih podatkovnih zbir-
kah, zato smo se odlocˇili, da jo uporabimo kot del slikovnega modela. Arhi-
tektura VGG16 je postala standardna konvolucijska nevronska mrezˇa knjizˇice
Keras, kjer je implementirana. Skupaj z inicializacijo arhitekture VGG16 v
Kerasu smo v model nalozˇili zˇe naucˇene utezˇi, ki so bile uporabljene na Ima-
geNet izzivu.
Slika 4.3: VGG16 sloji arhitekture. Vir: [26].
VGG16 arhitekturi smo odstranili zadnji sloj in prevezali izhod na predza-
dnjega, da smo pridobili vektor znacˇilk slike. Izsek pythonove kode nalaganja
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modela VGG16 in prevezave izhodov:
import vgg16 as vg
def load_model():
model = vg.VGG16(include_top=True, weights=’imagenet’)
#modelu odstranimo softmax sloj (odstranimo napoved razreda)
model.layers.pop()





Besedilni model je zadolzˇen za kodiranje zaporedja besed v numericˇne vre-
dnosti. Potrebovali smo metodo vlozˇitve besed (ang. embedding), ki dano
besedo preslika v vektorski prostor. Vlozˇitev deluje kot poizvedovalna tabela,
v kateri hranimo n-dimenzionalne vlozˇitvene vektorje. Vektor je lahko po-
ljubne dolzˇine, vendar smo za natancˇnejˇso predstavitev besede uporabili vek-
torje vecˇjih dolzˇin. V diplomskem delu smo uporabili GloVe (Global Vectors
for Word Representation), ki so vektorji, pridobljeni z nenadzorovanim stroj-
nim ucˇenjem na razlicˇnih korpusih [11]. GloVe vektorji so razlicˇnih dolzˇin,
mi smo uporabili ponujene vektorje dolzˇine 200, naucˇene na korpusu Wiki-
pedije iz leta 2014. Znacˇilnost vlozˇitvenih vektorjev je, da so si semanticˇno
in tematsko podobne besede v vektorskem prostoru blizu. Na ta nacˇin smo
modelu omogocˇili, da je zdruzˇil podobne besede. GloVe vektorji poskusˇajo
zajeti dovolj natancˇno informacijo o preslikanih besedah, zato semanticˇno
podobne besede lezˇijo blizu skupaj (v skupinah ali grucˇah) v vektorskem
prostoru.
GloVe vektorje smo v arhitekturi uporabili kot predhodno naucˇene utezˇi
vlozˇitvenega sloja v besedilnem modelu na Sliki 4.2. GloVe vlozˇitvene vek-
torje smo modelu podali kot utezˇi:
26 Urban Baumkirher
from keras.layers import Embedding, Input
#Vhodno vozlisˇcˇe
caption_input = Input(shape=(max_caption_len, ),
name=’cap_input’)
#Vlozˇitev z GloVe utezˇmi
embedd = Embedding(vocab_size, embedding_vec_len,
input_length = max_caption_len, mask_zero = True,
weights=[trained_embeddings],trainable=True,
name=’embedding’)(caption_input)
S knjizˇnico Keras smo inicializirali vhodno vozliˇscˇe in mu dolocˇili obliko vek-
torja vhoda. Nato smo vhodnemu vozliˇscˇu pripeli sˇe vlozˇitveni sloj (Em-
bedding) in s parametrom weights nalozˇili matriko GloVe vektorjev besed.
Dodali smo sˇe rekurencˇno nevronsko mrezˇo LSTM, ki se je iz danega zapo-










#ANN vsak korak v cˇasu
cap_dense = TimeDistributed(Dense(128),
name=’independent_dense’)(lstm_dropout)
Na koncu sloja LSTM smo vozliˇscˇem v vsakem cˇasovnem koraku s funkcijo
TimeDistributed pripeli polno povezano nevronsko mrezˇo in s tem poglobili
model, posledicˇno povecˇali prilagodljivost modela in kvaliteto ucˇenja zapo-
redij ter zmanjˇsali dolzˇino izhodnega vektorja.
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4.2.3 Zdruzˇitev modelov
Izhoda slikovnega in besedilnega modela smo s stikom zdruzˇili v matriko:
#Zdruzˇitev izhodov
concat_img_caption = concatenate([repeat_img, cap_dense],
name=’concat_img_caption_vecs’)
#Zadnji LSTM z 1000 enotami








#Sestavimo model z vhodi in izhodi




Zdruzˇena izhoda smo povezali v vhod zadnjega sloja rekurencˇne nevronske
mrezˇe LSTM. Obdelovali smo jih kot zaporedje vrednosti. Zaradi tega se
je zadnji sloj LSTM naucˇil, katere besede generirati ob znacˇilkah trenutne
vhodne slike.
Zadnji sloj arhitekture je polno povezana nevronska mrezˇa, ki iz prejetega
izhoda LSTM sloja, napove verjetnosti razredov (besed). Model smo sestavili
s funkcijo Model, v kateri smo nanizali vhodna vozliˇscˇa in zadnji sloj (izhod).
S parametri loss in optimizer smo dolocˇili funkcijo, ki je izracˇunala napako,
in optimizacijski algoritem. Za izracˇun napake smo uporabili cenilko krizˇne
entropije. Optimizacijo parametrov opisujemo v razdelku 5.2.
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Poglavje 5
Ucˇenje in ocenjevanje modela
V tem poglavju si bomo pogledali nacˇin priprave vhodnih podatkov in po-
stopek preizkusˇanja razlicˇnih parametrov modela med ucˇenjem. Predstavili
bomo nekaj generiranih opisov in ocenili delovanje modela z mero BLEU [29].
5.1 Predpriprava podatkov
V tem razdelku se bomo osredotocˇili na obliko in nacˇin predprocesiranja vho-
dnih podatkov za ucˇenje modela. Spoznali bomo, kako je potekalo ucˇenje in
razlicˇne kombinacije parametrov, ki smo jih prilagajali za izboljˇsanje rezul-
tatov. Predstavili bomo nekaj rezultatov modela in ga ocenili.
Model konvolucijske nevronske mrezˇe VGG16 smo locˇili od koncˇne arhi-
tekture nasˇega modela, da smo pospesˇili ucˇenje in napovedovanje modela.
Odlocˇili smo se, da bo koncˇni model prejemal predhodno obdelane podatke
iz VGG16 modela in bo za vhodne vrednosti prejel vektor znacˇilk dolzˇine
4096.
Slike iz podatkovne zbirke MS COCO smo razdelili na dve podmapi:
ucˇno in testno mnozˇico. Nato smo postopoma slike v pythonu prebirali iz
direktorija in jih obdelovali. VGG16 arhitektura je zahtevala, da vhodni sliki
preoblikujemo dimenzije in jo pravilno skaliramo. Dimenzije slik smo takole
pripravili za VGG16 model:
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from keras.preprocessing import image
from keras.applications.vgg16 import preprocess_input
import numpy as np
def preprocess_image(img_path, target_size = (224 ,224)):
img = image.load_img( img_path,target_size = target_size )
img = image.img_to_array(img)
img = np.expand_dims(img, axis = 0)
img = preprocess_input(img)
return np.asarray(img)
Pridobljene vektorje znacˇilk smo shranili v podatkovno strukturo slovarja, v
katerem je kljucˇ predstavljalo ime datoteke (slike), vrednost pa vektor znacˇilk
slike, dimenzij 1 ∗ 4096:
def encode_img(preprocessed_img, model):
features = model.predict(preprocessed_img)
features_vec = np.reshape(features, features.shape[1])
return features_vec
Slovar vektorjev znacˇilk slik smo z uporabo knjizˇnice pickle shranili v dato-
teko za kasnejˇso ponovno uporabo.
Sledila je priprava opisov in slovarja ucˇnih besed. Iz datoteke dodatnih
informacij slik podatkovne zbirke, zapisane v json formatu, smo prebrali vre-
dnosti opisov vsake slike. Ker ima slika 5 opisov in bi uporaba vseh pri ucˇenju
podaljˇsala postopek, smo uporabili le prvega. Opise smo razdelili na posa-
mezne unikatne besede in s tem ustvarili besedne zˇetone (ang. word tokens).
Vsaki besedi smo presˇteli sˇtevilo pojavitev v celotnem korpusu opisov in vre-
dnosti shranili v podatkovno strukturo slovarja. Celotna mnozˇica unikatnih
besed, pridobljenih iz zbirke opisov, je bila velika priblizˇno 28 tisocˇ besed.
Ker je mnozˇico sestavljalo veliko sˇtevilo besed, jo je bilo zaradi kakovosti in
hitrosti ucˇenja potrebno reducirati. Izkazalo se je, da je pogosto uporablje-
nih besed le nekaj tisocˇ, ostale so redkeje pojavljajocˇe se besede korpusa ali
tipkarske napake v opisih. Da smo se izognili sˇumu in smiselno reducirali
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velikost slovarja unikatnih besed, smo najprej slovar razvrstili padajocˇe po
frekvenci pojavitev besed. Razvrsˇcˇenemu slovarju smo zmanjˇsali velikost na
15 tisocˇ besed, poskusili smo tudi z 10200 besedami. S tem postopkom smo
izpustili besede, ki se malokrat pojavijo v opisih in nimajo velikega vpliva
pri ucˇenju modela.
Slovar besed smo indeksirali. Ker smo se odlocˇili za uporabo vektor-
ske vlozˇitve besed z GloVe vektorji, smo besedam nasˇega slovarju poiskali
inacˇico besede v slovarju GloVe. Cˇe se beseda iz nasˇega slovarja ni pojavila
v slovarju GloVe, smo ji generirali nakljucˇen vektor dolzˇine 200. Obenem
smo ustvarili sˇe dva dodatna slovarja in seznam vlozˇitvenih vektorjev, prido-
bljen iz slovarja GloVe. Prvi slovar je zaznamoval preslikavo besede v indeks,
kjer je kljucˇ slovarja beseda, vrednost pa indeks, na katerem se v seznamu
vlozˇitvenih vektorjev nahaja vektor dolocˇene besede. Drugi slovar je deloval
kot obratna preslikava indeksa v besedo. Slovarja sta bila uporabljena pri
kodiranju vhodov podatkov opisa in dekodiranju napovedi nasˇega modela.
Seznam vlozˇitvenih vektorjev je bil predlozˇen vlozˇitvenemu sloju besedilnega
modela, opisanega v razdelku 4.2.2.
V slovar unikatnih besed smo dodali dva posebna zˇetona <begin> in
<end>. Prvi zˇeton je bil dodan na zacˇetek vsakega opisa. Njegova na-
loga je zagotoviti, da se model s tem zˇetonom naucˇi tvoriti zacˇetek stavka. S
to tehniko ustvarimo zacˇetek generiranja besed v zaporedju, ki jih podrob-
neje opiˇsemo v razdelku 5.3. Drugi zˇeton smo dodali na konec in nakazuje
konec generiranje opisa. Zanj zˇelimo, da ima visoko verjetnost pojavitve pri
zakljucˇku opisnega stavka.
Implementirali smo generator podatkov in pripravljene podatke posto-
poma posˇiljali na vhodna vozliˇscˇa nevronskega modela. Za dano sliko smo v
slovarju znacˇilk slik poiskali pripadajocˇ vektor znacˇilk in ga ovili v numpyev
seznam. V drugem koraku smo poiskali nekodiran (besedni) opis dane slike.
Opis smo razbili na posamezne besede in za vsako besedo:
1. Poiskali preslikavo iz besede v indeks.
2. Ustvarili numpyev seznam indeksov vseh prejˇsnjih besed opisa, vkljucˇno
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s trenutno preslikavo besede.
3. Ustvarili nicˇelni numpyev seznam v velikosti nasˇega slovarja besed.
4. Poiskali indeks naslednje besede trenutnega opisa in v nicˇelnem (binar-
nem) seznamu na istolezˇnem indeksu nastavili vrednost na 1.
5. Seznam indeksov trenutne sekvence besed dopolnili z nicˇlami do dolzˇine
najdaljˇsega opisa.
6. Vektor znacˇilk slike in seznam indeksiranih sekvenc predlozˇili na vhod
modela, na izhod pa numpyev binarni seznam nicˇel in enega pozitivnega
indeksa (razreda) zˇeljene napovedane besede.
Za lazˇjo predstavo delovanja si oglejmo primer. Ucˇni primer je slika zˇirafe,
ki stoji ob drevesu. Pripadajocˇ opis: <begin> a giraffe is standing next to a
tree <end>. Slovar preslikav besed v indeks je lahko sledecˇ:
{"a": 2, "giraffe": 4, "is": 3, ...}
Po opisu iteriramo besedo za besedo. V prvi iteraciji:
1. word2ind = 2
2. sub_sequence = [ 2 ]
3. predict = [ 0, 0, 0, ..., 0]
4. giraffe_indeks = 4
predict[giraffe_indeks] = 1
5. sub_sequence = [ 2 , 0, 0, ..., 0]
6. model.input( [image_features, sub_sequence] )
model.predict( predict )
Postopek ponavaljamo do predzadnje besede v trenutnem opisu.
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5.2 Izbira parametrov arhitekture
Model smo po postopku, opisanem v prejˇsnjem razdelku 5.1, ucˇili na ucˇni
mnozˇici 82.783 slik in opisov. Med ucˇenjem smo spremljali napako modela,
merjeno s funkcijo krizˇne entropije:
H(p, q) = −
∑
x
p(x) log q(x), (5.1)
kjer je p(x) dejanska vrednost razreda x in q(x) napovedana verjetnost ra-
zreda x [31]. Napake so predstavljene na Sliki 5.2 in 5.3. Klasifikacijsko





kjer sta TP (ang. true positives) in TN (ang. true negatives) pravilne raz-
vrstitve vzorcev, P (ang. positives) in N (ang. negatives) pa sˇtevilo vseh
vzorcev [30].
Napovedovali smo razrede, kjer vsakega predstavlja ena beseda. Ker je
vecˇkrat priˇslo do visokih vrednosti napak, smo preiskali nabor parametrov
modela, ki so navedeni na Sliki 5.1. Vsako konfiguracijo parametrov smo
zaznamovali s sˇtevilko modela in ga ucˇili nekaj epoh. Cˇe se je izkazalo, da je
konfiguracija privedla do stagniranja, premajhnega ali prevelikega prileganja
ucˇni mnozˇici, smo ga predcˇasno ustavili in preizkusili novo konfiguracijo. Mo-
del smo ucˇili z uporabo graficˇne kartice Nvidia GTX 970 z 1664 jedri CUDA,
1114 megahercˇnim taktom procesorja, 1750 megahercˇnim taktom pomnilnika
in 4096 megabajtnim graficˇnim pomnilnikom. V povprecˇju je ena ucˇna epoha
trajala 2 uri.
Stolpicˇ sˇtevilo enot LSTM na Sliki 5.1 se navezuje na sˇtevilo enot, uporablje-
nih v zadnjem LSTM sloju modela (Slika 4.2) po zdruzˇitvi izhodov. Sˇtevilo
slojev LSTM in sˇtevilo slojev izpustitev nevronov se navezujejo na sˇtevilo
vseh takih slojev v arhitekturi.
Optimizator se je izkazal kot najvplivnejˇsi parameter, saj je s svojim ucˇnim
faktorjem vplival na hitrost ucˇenja modela. Optimizator Adam se je ucˇil hi-
treje kot RMSprop, vendar je pri njegovi uporabi vecˇkrat priˇslo do prevelikega
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Slika 5.1: Razlicˇni parametri uporabljeni pri ucˇenju modelov.
prileganja ucˇni mnozˇici. RMSprop je posodabljal utezˇi modela pocˇasneje, po-
sledicˇno se je pocˇasi priblizˇeval globalnemu minimumu napake. Kadar smo
uporabili vecˇje sˇtevilo slojev izpustitev nevronov, je model zˇe na zacˇetku
in tudi v kasnejˇsi fazi ucˇenja dosegal premajhno prileganje ucˇni mnozˇici.
Sˇtevilo slojev LSTM in velikost ucˇnega paketa nista dosti vplivala na na-
tancˇnost napovedi modela, pacˇ pa na hitrost iteracije epohe. Vecˇje kot je
bilo sˇtevilo LSTM slojev, vecˇ prilagodljivih parametrov je imela arhitektura
modela, daljˇsa je bila izracˇunava vseh utezˇi in iteriranje epohe. Vecˇji, kot je
bil ucˇni paket, hitreje smo opravili iteracijo celotne ucˇne mnozˇice, vendar nas
je pri tem parametru omejevala velikost pomnilnika graficˇne kartice. Vecˇje
sˇtevilo enot v zadnjem LSTM sloju je zmanjˇsalo napako modela, vendar se
je z vecˇimi parametri ponovno povecˇala kompleksnost arhitekture.
Pri modelu sˇtevilka 8 nismo uporabili naucˇenih vlozˇitvenih vektorjev, zato se
jih je moral naucˇiti sam. Klasifikacijska tocˇnost modela je bila posledicˇno zˇe
na zacˇetku ucˇenja veliko slabsˇa od ostalih. Zmanjˇsanje velikosti slovarja je
zmanjˇsalo napako modela (5.1) za vrednost ≈ 0.8, saj smo s tem zmanjˇsali
sˇtevilo razredov (besed) napovedi, brez velikih izgub pri informaciji o opisih.
Najboljˇsa konfiguracija parametrov se je izkazala za model sˇtevilka 4, ki smo
ga uporabili kot koncˇnega in ga podrobneje ovrednotili in preizkusili. Ucˇili
smo ga 65 epoh (priblizˇno 5 dni neprekinjeno). Dosegel je manjˇso napako
od ostalih (minimalna vrednost 1.3) in klasifikacijsko tocˇnost ≈ 60 % (5.2).
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Najslabsˇe se je odrezal model sˇtevilka 6, ki je zaradi prevecˇ slojev izpusti-
tev nevronov dosegel premajhno prileganje ucˇni mnozˇici in klasifikacijsko
tocˇnostjo ≈ 43 % in se prepocˇasi priblizˇeval minimalni vrednosti napake mo-
dela. Klasifikacijska tocˇnost in napaka v nasˇem primeru nista dajala ocˇitnega
odgovora o kvaliteti opisov, zato smo najboljˇsi model ocenili z mero BLEU.
Slika 5.2: Primerjava maksimalnih in minimalnih vrednosti napak modelov
z razlicˇnimi parametri na koncu ucˇenja.
Slika 5.3: Primerjava napak modelov z razlicˇnimi parametri med ucˇenjem.




Postopek generiranja opisa slik smo zacˇeli z vektorjem znacˇilk slike, ki smo ga
pridobili iz slovarja znacˇilk slik ali pa ga generirali ponovno za novo sliko, ki
smo jo najprej skalirali na prave dimenzije in poslali na vhod modificiranega
VGG16 modela. Vektor znacˇilk slike smo na nacˇin, opisan v prejˇsnem raz-
delku, ovili v numpyev seznam. Nato smo ustvarili nov seznam, v katerega
smo shranjevali podzaporedja generiranih besed.
V seznam podzaporedij smo vstavili zacˇetno podzaporedje, v katerem je
bila zapisana le ena beseda oziroma indeks zˇetona <begin>. Modelu smo
na vhodna vozliˇscˇa v zanki dostavljali vektor znacˇilk slike in seznam pod-
zaporedij, ob vsaki napovedi smo iz napovedanih indeksov besed (razredov)
izbrali najbolj verjetnega in ga pripeli v vhodno podzaporedje ter postopek
ponavljali. Na ta nacˇin smo sestavljali zaporedje indeksov besed, dokler ni-
smo sestavili zaporedja zˇelene dolzˇine. Koncˇno zaporedje indeksov besed
smo nato s pomocˇjo slovarja preslikave indeksa, v besedo zdruzˇili v besedno
zaporedje (stavek). Generiranem opisu smo za konec odstranili zacˇetni in
koncˇni zˇeton (<begin> in <end>). Postopek smo ponovili za vse slike testne
mnozˇice. Iz rezultatov smo izbrali nekaj zanimivejˇsih slik (5.4, 5.5 in 5.6).
Kljub dokaj slabi klasifikacijski tocˇnosti in veliki napaki, je model znal
tvoriti pravilne anglesˇke stavke. Pozna semantiko besed in stavcˇno strukturo,
zna pravilno uvrstiti predloge, glagole in samostalnike. Vecˇkrat se je izkazalo,
da deloma razume vsebino slike in poizkusˇa tvoriti stavek iz besed, ki se jih
je naucˇil na podobnih vsebinah slik in imajo nekaj skupnega z dano sliko.
Kadar ima slika veliko podrobnosti ali razlicˇnih objektov, model najvecˇkrat
nepravilno prepozna vsebino, saj konvolucijske nevronske mrezˇe razbirajo
vsebino slik na teksturni ravni.
5.4 Ocenitev opisov z mero BLEU
Za ocenjevanje rezultatov modela smo uporabili mero BLEU (ang. bilin-
gual evaluation understudy), s pomocˇjo katere smo dobili boljˇsi vpogled v
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Slika 5.4: Primeri dobrih opisov slik.
kvaliteto generiranih opisov. Namen mere BLEU je ocenjevanje kvalitete
racˇunalniˇskih jezikovnih prevodov [29]. Mera BLEU je algoritem, ki v da-
nem besedilu sˇteje, koliko besed se ujema z referencˇnim besedilom (idealnim
prevodom). V praksi se uporablja tako, da racˇunalniˇsko prevedena besedila
primerjamo z referencˇnimi cˇlovesˇkimi prevodi besedila. Algoritem uporabi







kjer je n sˇtevilo unikatnih besed v kandidatu (besedilu), mi sˇtevilo pojavitev
i-te unikatne besede kandidata v referencˇnih besedilih, mi(refmax) najvecˇje
sˇtevilo pojavitev i-te unikatne besede kandidata v referencˇnih besedilih in wt
sˇtevilo vseh besed kandidata.
Ker nasˇ model generira besedne opise slik, smo jih uporabili kot kandidate,
prave opise pa kot referencˇne. Generirane opise smo ocenili z mero BLEU
na stavcˇnem nivoju in dosegli 49.0, kar velja za precej dobro vrednost (vecˇ
je bolje).
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Slika 5.5: Primeri slabsˇih opisov slik.
Rezultat smo primerjali z modelom Andreja Karpathya, ki je dosegel 62.5 [12],
Googlovim modelom Show and Tell z 66.6 [28] in modelom LRCN z vredno-
stjo 62.8 [5]. Nasˇteti modeli so dosegli dokaj boljˇso mero BLEU, kjer Googlov
dosega najboljˇsi rezultat in se z njim najbolj priblizˇajo povprecˇni vrednosti
mere BLEU cˇloveka – 69.0 [28].
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V diplomskem delu smo pregledali teorijo globokega ucˇenja in razlicˇne tipe
nevronskih mrezˇ, ki smo jih uporabili pri izdelavi arhitekture modela za ge-
neriranje opisov iz slik. Uporabili smo podobne tehnike, ki so bile upora-
bljene in opisane v delu Karpathya in Googlovem projektu Show and Tell.
Pridobili smo slike in opise iz MS COCO podatkovne zbirke. Podatke smo
predhodno obdelali, besedila preslikali v vektorski prostor s pomocˇjo uporabe
GloVe vlozˇitvenih vektorjev, iz slik smo izlusˇcˇili znacˇilke s pomocˇjo konvolu-
cijske nevronske mrezˇe VGG16. Arhitekturo (Slika 4.2) smo implementirali v
pythonovi knjizˇnici Keras. V arhitekturi smo uporabili rekurencˇne nevronske
mrezˇe LSTM za ucˇenje stavkov. Modelu smo pripravili vhodne podatke in
ga ucˇili. Spremljali smo njegovo napako ter klasifikacijsko tocˇnost in spre-
minjali razlicˇne parametre, delno tudi arhitekturo, da smo dosegli cˇim boljˇse
rezultate ucˇenja. Izbrali smo si parametre, ki so na modelu dosegli naj-
boljˇse rezultate in model sˇe naprej ucˇili, testirali in ocenili. Po koncu ucˇenja
smo dosegli klasifikacijsko tocˇnost ≈ 60 %, napako ≈ 1.3 in mero BLEU na
stavcˇnem nivoju 49.0, kar velja za solidno oceno. Rezultat mere BLEU ni
primerljiv z rezultatom Googlovega Show and Tell modela z vrednostjo 66.6.
Razvita tehnologija se lahko uporablja za izboljˇsanje rezultatov spletnih br-
skalnikov, pri oznacˇevanju in opisovanju vsebine slik, na podrocˇju racˇunalniˇskega




Model ima sˇe veliko prostora za izboljˇsave. Z modelom ne moremo opi-
sati katerekoli slike, ker ga je potrebno precej cˇasa ucˇiti na zˇeleni problemski
domeni z velikim sˇtevilom ucˇnih primerov. Model uporablja konvolucijsko
nevronsko mrezˇo VGG16, ki izlusˇcˇi samo znacˇilke slik in ne klasificira ali de-
tektira objektov na sliki. Mozˇno ga je izboljˇsati na vecˇ nacˇinov. Pri tvorjenju
opisov ne uporabljamo podatka o pozornosti (ang. attention) in ne upora-
bljamo vseh 5 opisov slike. Model bi lahko ucˇili vecˇ cˇasa, z boljˇso strojno
opremo in preizkusˇali druge kombinacije parametrov ali celotno arhitekturo
naredili kompleksnejˇso/globljo. Lahko bi uporabili tudi druge vlozˇitve besed
in vecˇjo dolzˇino vlozˇitvenih vektorjev.
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