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ABSTRACT 
Dispersed gas-liquid flows are often encountered in the 
chemical process industry. Large scale models which describe 
the overall behavior of these flows use closure relations to 
account for the interactions between the phases, such as the 
drag, lift and virtual mass forces. The closure relations for the 
drag force on a single rising bubble in an infinite quiescent 
liquid has been studied in great detail, both by dedicated 
experiments and detailed numerical simulations. However, the 
effect of neighboring bubbles on the drag coefficient 
experienced by a bubble in a bubble swarm is much less 
studied, despite its strong influence on the hydrodynamics and 
mass and heat transfer. It is very difficult to measure the drag 
coefficient on a bubble in a bubble swarm, especially at high 
gas hold-ups, a.o. because of lack of visual accessibility. 
Detailed information on the drag force in bubble swarms can 
however be obtained using Direct Numerical Simulations 
(DNS). In this work, a fully resolved 3D Front Tracking 
model (Van Sint Annaland et al., 2006) is used to derive 
closures for the drag coefficient in mono-disperse bubble 
swarms, extending the work by Dijkhuizen et al. (2005) on the 
drag coefficient on a bubble rising in an initially quiescent 
liquid. 
First, it was found that for bubble swarms in relatively viscous 
liquids, a single bubble in a domain with periodic boundary 
conditions in all three directions can accurately mimic an 
infinite swarm of equally sized bubbles. The time averaged 
drag force coefficient on a single bubble in a periodic domain 
(mimicking a structured array of bubbles) was equal to the 
time and number averaged drag force coefficient in case 
several bubbles were positioned in a periodic domain 
(mimicking a random array of bubbles). For less viscous 
liquids, such as water, simulations with several bubbles in a 
periodic domain are required to accurately determine the drag 
force coefficient. 
Front Tracking simulations have been performed for air 
bubble swarms in two different liquids: a water/glycerol 
mixture with a viscosity of 0.10 Pa·s, and water, where the 
bubble size and void fraction (up to 15%) were varied. In all 
cases studied, hindered rise was found (i.e. a higher drag force 
coefficient of a bubble in a bubble swarm in comparison with 
the drag force on a single bubble), explained by the increased 
liquid flow in between the bubbles (see Fig. 1). For bubbles 
with a larger diameter, the relative increase in experienced 
drag was lower, which is caused by bubble shape deformation: 
larger bubbles become more spherical, when they rise in a 
swarm. 
Keywords: CFD, DNS, hydrodynamics.  
NOMENCLATURE 
A  Cross-sectional area of the bubble [m2] 
DC  Drag coefficient 
d  Equivalent bubble diameter [m] 
D  Distribution function 
Eo  Eötvös number ( ( ) 2 1L GEo g dρ ρ σ −= − )
F  Phase fraction 
F  Force density [N·m-3] 
,g g  Gravitational constant/vector [m·s-2] 
G  Phase fraction gradient [m-1] 
h  Height [m] 
i  Bubble index 
n  Richarson-Zaki exponent 
n  Normal vector 
N  Number of bubbles 
Re  Reynolds number ( 1Re L Ldρ η −= −v u ) 
S  Surface area [m2]
t  Time [s] 
u  Continuous phase velocity [m·s-1] 
v  Bubble velocity [m·s-1] 
V  Bubble volume [m3] 
w  Width [m] 
xΔ  Grid size [m] 
Gε  Gas volume fraction 
μ  Viscosity [Pa·s] 
ρ  Density [kg·m-3] 
σ  Surface tension coefficient [N·m-1] 
τ  Viscous stress tensor [N·m-3] 
 
Subscripts 
B  Buoyancy 
G  Gas 
H  Horizontal 
L  Liquid, lift force 
m  Marker 
z  Vertical direction 
σ  Surface tension 
0  At zero gas hold-up (bubble in an ‘infinite’ 
liquid) 
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INTRODUCTION 
Multiphase gas/liquid and gas/liquid/liquid flows are 
widely encountered, in natural phenomena as well as in 
industry. For instance, the oil industry has to deal with 
complex flows consisting of oil droplets and gas 
bubbles dispersed in water. More examples include 
Fischer-Tropsch and other important chemical 
processes. Because of the wide range of length and time 
scales, it is virtually impossible to capture all the details 
of the flow field with currently available computational 
resources. Therefore a successful description of multi-
phase flows therefore has to be based on a sound multi-
level modeling approach (van Sint Annaland et al., 
2003): 
 
 
Figure 1: Multi-level modeling approach for multi-phase 
dispersed gas-liquid flow. The exchange of information is 
indicated by arrows. 
 
At the smallest time and length scale a Direct Numerical 
Simulation (DNS) is used to study the behavior of a 
single or a few gas bubbles or liquid droplets. These 
simulations backed up by dedicated detailed 
experiments can be used to derive closures for the 
bubble-liquid interaction, which can then be used in 
higher level models. One step up, the Euler-Lagrange 
model can be used to study the interactions between a 
large number of bubbles and the influence of these 
interactions on the macroscopic flow structure. In this 
model each bubble is represented in a discrete fashion 
and the forces on each bubble are computed from 
closure equations. In this approach a large number of 
bubbles (~100,000) can be simulated with acceptable 
computation time. However, in industrial applications 
multi-phase flows with even a much higher number of 
dispersed elements are encountered, which requires a 
continuum approach. At this highest level of modeling 
the Euler-Euler or multi-fluid continuum models, 
bubbles lose their discrete identity, which enables the 
simulation of very large systems and study large-scale 
heterogeneous structures in the flow. 
 
It has proven to be a daunting task to accurately 
describe the behavior of gas-liquid or liquid-liquid 
systems with the higher level models, because detailed 
knowledge on the behavior of single bubbles or droplets 
in complex flow fields is lacking. For example, even the 
behavior of a single air bubble rising in quiescent water 
is not yet completely understood: not only physical 
properties like the density, viscosity and surface tension 
affect the behavior of the bubbles, but also small 
amounts of surface active impurities (Clift et al., 1976). 
More recently, Wu and Gharib (2002) and Tomiyama et 
al. (2002) independently pointed out that the initial 
shape of the bubble can affect its terminal rise velocity. 
This illustrates the intrinsic complexities in performing 
dedicated experiments. 
 
The problem in the description of the motion of a single 
bubble or droplet arises from the complex interaction 
between the bubble shape dynamics and the flow field 
in its vicinity. This is particularly difficult at high 
Reynolds numbers, which are encountered in the 
industrially important case of dispersed elements in 
water. With the advances that have been made in CFD 
during the last decades, now the shape and interface 
dynamics can be studied in great detail. In this study a 
DNS has been used to study the behavior of air bubbles 
rising in viscous liquids and water.  
 
When it comes to DNS several models have been 
proposed and used in the literature, where it is important 
to realize that every model has its own strong and weak 
points (van Sint Annaland et al., 2006). By far the most 
popular model is the Volume of Fluid (VOF) model, 
which typically involves reconstruction of the interface 
using the spatial distribution of the volume fraction of 
the phases. The major advantage of this model is that it 
is relatively easy to implement and the volume of the 
dispersed elements is very well conserved. However 
these advantages come at a high cost: the interface is 
not explicitly tracked, but has to be reconstructed from 
the phase fractions. First of all this causes problems 
when calculating the surface tension force, which is a 
singular force acting on the interface. Secondly a poor 
interface reconstruction combined with a large density 
ratio may cause the numerical method to become 
unstable. Also parasitic currents in the vicinity of the 
interface may develop. These drawbacks of the VOF 
method are especially limiting for small air bubbles (~ 1 
mm) in water, where a high density ratio and a high 
surface tension force are combined. 
 
In this work a full 3D Front Tracking (FT) model is 
used, based on the work of Unverdi and Tryggvason 
(1992). The advantage of this model is that the interface 
is explicitly tracked by interconnected points which 
form triangular markers. In sharp contrast with VOF 
this makes it possible to describe the shape and location 
of the interface with a very high accuracy. The first 
benefit is that the accuracy of the surface tension force 
calculation can be improved (Popinet and Zaleski, 
1998). Secondly, because there is no interface 
reconstruction, parasitic currents are greatly reduced. 
However, this comes at a price: the volume of the 
dispersed phases is not intrinsically conserved and 
because of deformation, marker points have to be 
periodically added and removed (surface remeshing). 
For a detailed comparison of different DNS methods the 
interested reader is referred to Scardovelli and Zaleski 
(1999). When studying bubble swarms, Front Tracking 
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has the clear advantage that (numerical) coalescence can 
be excluded. 
 
3D Front Tracking was used in this work to study the 
interaction between bubbles directly, without the need 
for any kind of closures. Full 3D periodic boundary 
conditions have been implemented, so that one or a 
small number of bubbles can mimic an ‘infinite’ swarm. 
The results of the numerical simulations are compared 
to literature data. In all of our simulations realistic 
physical properties were used, for instance a density 
ratio of 800 for air bubbles in water. Before this was 
possible, some modifications had to be made to the 
original model, in order to improve mass conservation 
for small air bubbles in water. These modifications were 
extensively verified using standard test cases as 
reported by van Sint Annaland et al. (2006). 
 
From literature it is known that closures for the drag 
force coefficient derived for single bubbles rising in an 
infinite, initially quiescent liquid are not generally 
applicable to describe bubbles in bubble columns with a 
significant gas hold-up. Moreover, dozens of empirical 
correlations to describe the bubble rise velocity in a 
swarm of bubbles have been proposed in the literature, 
most of which similar to the correlation of Richardson 
and Zaki (1954), who studied sedimentation of solid 
particles: 
 
( )( ),0 ,0 1 nz z z z Gv u v u ε− = − −  (1) 
 
where n  is referred to in literature as the “Richardson 
and Zaki” exponent and gε  represents the local gas 
fraction. Exactly how much the rise velocity of a bubble 
in a swarm changes is still very much an open question, 
where many variables are involved, especially for large 
deformed bubbles. Nevertheless, qualitatively most 
literature agrees on the mechanisms involved: for small 
bubbles and low gas fractions the presence of 
neighbouring bubbles hinders the fluid flow and 
consequently the drag force is increased (Ishii and 
Zuber, 1979). Also turbulence in the continuous phase 
can cause an increase in drag as was found by Spelt and 
Biesheuvel (1997). Only for large deformed bubbles 
and high gas fractions a combination of the wake 
interaction, coalescence and bubble-induced turbulence 
may lower the drag coefficient (Simonnet et al., 2007). 
In their paper it was found that for air bubbles larger 
than 7 mm in water the drag force increases up to a gas 
fraction of 15%, after which it decreases sharply.  
 
In sharp contrast, only very few articles have been 
published which deal with this subject using numerical 
simulations, even though the unique ability to control 
every parameter independently makes CFD ideally 
suited to study swarm effects. For instance Krishna et 
al. (1999) studied the interaction between very large 
spherical cap bubbles using a 2D axisymmetric VOF 
model. They found an acceleration of three to six times 
compared to an isolated bubble. Sankaranarayanan et al. 
(2002) studied the bubble-bubble interaction by 
simulating a single bubble in a periodic box with an 
implicit version of the lattice-Boltzmann model. They 
confirmed that for relatively small bubbles hindered rise 
occurs, while for highly distorted bubbles cooperative 
rise takes place.   
 
In the following paragraphs, first the 3D Front Tracking 
model is described, followed by a derivation of the drag 
force coefficient based on a force balance for discrete 
bubbles. In the remainder of this chapter, numerical 
aspects are described, followed by a discussion of the 
simulation results.  
FRONT TRACKING MODEL 
Governing equations 
In the FT model the Navier-Stokes equations are solved 
together with the continuity equation for incompressible 
media: 
 
0∇ ⋅ =u  (2) 
( )
( ) ( ) σ
ρ ρ ρ
μ
∂ + ∇ ⋅ = −∇ + +∂
⎡ ⎤∇ ⋅ ∇ + ∇ +⎢ ⎥⎣ ⎦
T
p
t
u uu g
u u F
 (3) 
 
where the density ρ and the viscosity μ are locally 
averaged over all the phases present, based on the phase 
fraction Fi. The surface tension force is included as a 
volumetric force density Fσ acting only in the vicinity 
of the interface.  
 
The Navier Stokes equations are solved on a staggered 
Cartesian mesh with a finite volume technique using an 
implicit treatment of the pressure gradient, explicit 
treatment of the convection and semi-implicit 
discretization of the diffusion terms. For the convection 
term a second order flux delimited Barton scheme is 
used (Centrella and Wilson, 1984) and for the diffusion 
term a standard second order finite difference scheme is 
used. To be able to simulate large density ratios, the 
Navier-Stokes equations are rewritten in their non-
conservative form using the continuity equation (Van 
Sint Annaland et al., 2003): 
 
( ) ( ) σ
ρ ρ
μ
∂⎡ ⎤+ ∇ ⋅ = −∇ + +⎢ ⎥∂⎣ ⎦
⎡ ⎤∇ ⋅ ∇ + ∇ +⎢ ⎥⎣ ⎦
T
p
t
u uu g
u u F
 (4) 
 
A two step projection-correction method is used to 
solve the two equations: first the velocity is calculated 
using all the explicit terms in the Navier-Stokes 
equations and secondly a robust ICCG method is used 
to calculate the pressure correction to satisfy the 
incompressibility constraint.  
 
Average fluid properties 
For the local density linear weighing of all the phase 
fractions is used: 
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1
ρ ρ
=
= ∑phasesn i i
i
F  (5) 
 
where Fi represents the fraction of phase i. Usually the 
viscosity is also linearly averaged, but here a more 
fundamental approach is used based on harmonic 
averaging of the kinematic viscosities (Prosperetti, 
2001): 
 
1
ρρ
μ μ=
= ∑phasesn ii
ii
F  (6) 
 
Surface tension 
Making direct use of the triangulation of the interface, 
the surface tension force acting on marker m is 
calculated via a contour integral over the tensile forces 
(see Fig. 2): 
 
( ),m m m
l
dl
x y zσ
σ= ×Δ Δ Δ ∫F t nv  (7) 
 
where tm is the counter clockwise unit tangent vector 
along the edges of the marker m and l is the length of 
these tangent vectors (the perimeter of the marker).  
 
 
Figure 2: Schematic illustration of the direct surface tension 
force calculation. 
 
This method avoids the numerically inaccurate 
computation of the curvature and can be used for 
surfaces with a very high curvature with less numerical 
instability and better accuracy. The surface tension 
force is mapped on to the Eulerian grid using a 
summation over all the markers m and their edges l: 
 
( ) ( ), , ,m l m l m l
m l
D
x y zσ
σ− ×
= Δ Δ Δ
∑∑ x x t n
F  (8) 
 
where tm,l is the tangential vector and D is the 
distribution kernel, for which in this work density 
weighing (Deen et al., 2004) is used. Density weighing 
avoids mapping the surface tension force to a cell with a 
low mass, which can cause large distortions of the 
velocity field near the interface. Tryggvason et al. 
(2001) use a polynomial fit to obtain the normal and 
tangential vectors, but with our method the surface 
tension force is calculated directly from the discrete 
triangulation. 
Interfacial pressure jump 
The coupling between surface tension forces and the 
pressure jump at the interface is crucially important to 
prevent unphysical spurious currents, as was 
demonstrated by Popinet and Zaleski (1999) using a 2D 
Front Tracking model. They used a large computational 
stencil (3x3 nodes) to accurately capture the pressure 
jump at the interface. However, this is not feasible in 
3D, due to the resulting computationally prohibitive 27-
band pressure matrix. Moreover, it is important to 
understand that interfacial tension creates a pressure 
discontinuity at the position of the front, which is not 
easily accounted for in a Eulerian framework, even with 
higher order discretisations. 
 
The magnitude of the pressure jump related to the 
surface tension force can easily be calculated from the 
jump condition (Eq. 9), when the shear stress in the 
normal direction is neglected (Eq.  10). This makes it 
possible to separate the pressure inside the dispersed 
phases into a continuous (dynamic) part and a 
discontinuous pressure jump, which can be mapped to 
the Euler grid in the same way as the surface tension 
force. The main advantage is that now both the surface 
tension force and the pressure jump act at exactly the 
same location, which means that only a relatively small 
net force will be transmitted to the Euler grid. This is 
much more accurate than a purely Eulerian treatment of 
the pressure discontinuity, thereby leading to much 
lower spurious currents and improved numerical 
stability. All of this is realized with hardly any 
additional computational cost, because the surface 
tension force has already been calculated. 
 
[ ]p σ− − ⋅ = ⋅τ n F n  (9) 
 
,
[ ]
[ ]
S S
m m
S m
m
mS
p dS
p
dS S
σ
σ σ
∂ ∂
∂
∂
= ⋅
⋅ ⋅
= =
∫ ∫
∫ ∑
∑∫
F n
F n F n   (10) 
 
Calculation of the phase fractions 
Traditionally, in the FT model the phase fractions are 
calculated by a method proposed by Unverdi and 
Tryggvason (1992): 
 
( )
2∇ = ∇ ⋅
= − Δ∑ m m m
m
F
D s
G
G x x n  (11) 
 
where nm is the outwards pointing normal and Δsm is the 
surface of the marker. First the gradient G is calculated 
from the interface markers, after which an ICCG 
method is used to solve this Poisson equation.  
It was found that this method smears out the phase 
fraction near the interface and it creates over- and 
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undershoots, which have to be filtered out because of 
stability issues. To solve this, our improved FT model 
uses a simple geometrical procedure to calculate the 
exact volume under the interface triangulation in each 
cell. This ensures that the phase fraction field remains 
sharp near the interface and also reduces volume losses. 
Finally, the computationally expensive iterative 
procedure to solve the Poisson equation (Eq. 11) can be 
replaced by a simple explicit algorithm, which saves 
valuable computational time. 
Updating the interface 
Once the flow field has been found on the Eulerian grid, 
each marker point of the interface triangulation is 
moved with the local flow field. For the velocity 
interpolation to the marker points a third order spline is 
used and the points are moved with a 4th order Runge-
Kutta scheme. This combination of higher order 
methods ensures that the interface stays smooth and the 
volume error due to moving the mesh is negligible.  
After some time the surface grid will become deformed. 
Some markers will become too large or too stretched, 
while others become too small. To maintain an adequate 
resolution, points will have to be added at some places 
and removed at other places. In this work a similar 
approach as described by Unverdi and Tryggvason 
(1992) is followed. 
SIMULATION SETTINGS 
Air bubbles rising in two different liquids have been 
investigated, to examine the swarm effects at low and 
high Reynolds numbers. Density and surface tension 
coefficient of both liquids was given the same value as 
water, so that only the dynamic viscosity was varied 
(Table 1). As a reference case, a single bubble is 
simulated using a large domain (1 million cells) with 
free-slip boundaries and the same physical properties. 
To mimic swarms of bubbles, the size of the fully 
periodic domain is adjusted to get the appropriate gas 
fraction (Fig. 3). The initial bubble diameter is kept 
constant at 20 Eulerian cells, which ensures that the 
resolution in all the simulations is identical. Both single 
bubbles as well as random patterns of four and eight 
bubbles in a periodic box have been studied. 
 
 
Figure 3: Initial bubble configuration for a single bubble 
with periodic boundaries, mimicking an infinite cubic array of 
bubbles. From left to right: 1.9, 8.2 and 14.0% gas fractions. 
 
The drag force coefficient for a bubble swarm is defined 
as the average of all the time-averaged drag coefficients 
of the bubbles, so that the total momentum exchange 
between the gas and liquid phases is correctly 
represented. Alternatively, the average velocity of the 
bubbles could have been used, but it was found that 
with this definition virtually identical results were 
obtained.  
 
( )
( )21 ,
41
3
N
L G
D
i
L z i z
d g
C
N v u
ρ ρ
ρ=
−=
−∑  (12) 
 
Table 1: Physical properties and numerical settings used for 
the simulations. 
Setting Viscous case Inviscid 
case 
Gas density [kg·m-3] 1000 1000 
Gas viscosity [Pa·s] 0.1 0.001 
Liquid density [kg·m-3] 1.25 1.25 
Liquid viscosity [Pa·s] 1.8·10-5 1.8·10-5 
Surface tension [N·m] 0.073 0.073 
Time step [s] 1.0·10-5 1.0·10-5 
Grid size [m] 5.0·10-5 – 
4.5·10-4 
5.0·10-5 – 
2.5·10-4 
Number of grid cells [-
] 
323 - 1003 323 - 1003 
RESULTS 
First, the swarm effects will be investigated in a viscous 
liquid at low Reynolds numbers, where bubble induced 
turbulence does not play a role. The influence of the 
bubble diameter, gas hold-up and the Reynolds number 
on the drag force coefficient, bubble shape and flow 
profile is studied. Subsequently, the same is done for 
the industrially very important air-water system, i.e. 
high Reynolds number case.  
Viscous liquid (low Re) 
A viscous liquid is used first, to investigate the 
influence of bubble-bubble interactions at low Reynolds 
numbers. Figure 4 shows the relative drag coefficient as 
a function of the gas fraction, i.e. the drag coefficient 
for a single bubble in a periodic box compared to the 
drag coefficient for a single bubble in an infinite liquid. 
It can be seen that there is a general increase of the drag 
force when the gas fraction is increased, thereby 
confirming the experimentally observed hindrance 
effect at lower gas hold-ups. However, for larger 
bubbles the drag force coefficient decreases as a 
function of the gas hold-up, which is quite surprising. It 
should be stressed that all reference cases are grid-
independent and their results do not change when using 
an inflow boundary. By comparing free-slip and 
periodic boundaries for a 9 mm bubble in a sufficiently 
large domain it can be seen that until 0.1 seconds the 
rise velocity is identical (Fig. 5). However, after this 
initial period, the bubble in the periodic domain starts to 
experience the wake of the ‘preceding’ bubble and the 
velocity increases much further until the liquid flow 
field becomes developed. Apparently, for large bubbles 
in a viscous liquid, both hindrance and wake-
acceleration effects prevail. It is recommended to 
investigate this interesting result in more detail in future 
research. 
 
In order to compare the shape of the bubbles, the aspect 
ratio (defined as maximum height/maximum width) is 
W. Dijkhuizen, I. Roghair, M. van Sint Annaland, J.A.M. Kuipers  
6 
shown in Fig. 6. For small spherical bubbles (<3 mm) 
the shape is only slightly affected by its neighbours, 
while for larger bubbles there is a much more 
pronounced effect. It can be concluded that when the 
gas fraction is increased the bubbles become more 
elongated (see also Fig. 7 and 8), which is consistent 
with the observed hindrance effect.  
 
 
Figure 4: Relative drag coefficient versus gas fraction for a 
cubic array of bubbles in a viscous liquid. 
 
 
Figure 5: Bubble rise velocity for a 9 mm air bubble in a 
large domain, using free-slip and periodic boundary 
conditions. 
 
 
Figure 6: Bubble aspect ratio (height/width) versus gas 
fraction for a cubic array of air bubbles in a viscous liquid. 
 
 
 
Figure 7: Flow profile around a 1 mm bubbles in the viscous 
liquid. Top: ‘infinite’ liquid; bottom: 6% and 13% gas hold-
up. 
 
 
 DNS of the lift force in bubbly flows / CFD08-070 
7  
Figure 8: Flow profile around a 9 mm bubbles in the viscous 
liquid. Top: ‘infinite’ liquid; bottom: 6% and 13% gas hold-
up. 
 
Secondly, the influence of the Reynolds number on the 
relative drag coefficient is investigated separately, by 
only varying the liquid dynamic viscosity (0.05 – 0.80 
Pa·s) for a 3 mm air bubble at 13% gas hold-up. This 
bubble retains a more or less its spherical shape, so that 
the Reynolds number can be varied independently. Fig. 
9 shows that there is hardly any effect, even though the 
Reynolds number was varied over two orders of 
magnitude. Therefore, the conclusion is drawn that the 
relative increase in drag force is related to the size and 
shape of the bubble, i.e. Eötvös number, for Reynolds 
numbers up to about 1. At higher Reynolds numbers the 
relative drag increase diminishes with increasing 
Reynolds numbers. 
 
 
Figure 9: Relative drag coefficient versus the Reynolds 
number for a cubic array of nearly spherical 3 mm air bubbles 
rising in liquids with different viscosities. 
 
 
Figure 10: Relative drag coefficient versus gas fraction for a 
swarm of air bubbles rising in water (mimicked with a single 
bubble in a periodic box). 
Water (high Re) 
Finally, the swarm effect on the drag force has been 
studied at higher Reynolds numbers (air bubbles in 
water). As expected, it was found that the flow is much 
more dynamic, also because the larger bubbles tend to 
oscillate and have path-instabilities. Fig. 10 shows that 
for 1–5 mm bubbles – similar to the viscous case – the 
drag coefficient increases with the gas fraction. This 
means that even with the very low viscosity of water, 
there is no net acceleration of the bubbles up to a 
diameter of 5 mm, which is in accordance with the 
experimental results by Simonnet et al. (2007). Contrary 
to the viscous case, the drag increase is quite similar for 
all bubble diameters and it corresponds well to the 
empirical correlation by Behzadi et al. (2007). 
 
Fig. 11 shows that the aspect ratio of the bubbles 
increases much less with the gas fraction than was 
observed for the viscous case and it bottoms out at a 
value around 0.5. Apparently, at higher Reynolds 
numbers the much lower hindrance effect allows 
bubbles to keep their shape. Finally, the velocity 
profiles around the bubbles are shown in Fig. 12 and 13, 
from which it is immediately clear that the bubble 
wakes are much more pronounced and there is a very 
dynamic bubble motion. 
 
 
Figure 11: Bubble aspect ratio versus gas fraction for a 
swarm of air bubbles rising in water (mimicked with a single 
bubble in a periodic box). 
CONCLUSION 
In this paper the effect of bubble swarms on the drag 
force was studied with a FT model using full periodic 
boundary conditions, up to a gas fraction of about 14%. 
It was found that for air bubbles rising in both a viscous 
liquid and water the relative drag force coefficient 
increases nearly linearly with the gas fraction, although 
this increase was much less pronounced in water. 
Secondly, it was found that deformable bubbles become 
more elongated at higher gas hold-ups, thereby 
confirming the hindrance effect. For a swarm of air 
bubbles in water, this elongation effect stops at a 
minimum bubble aspect ratio of about 0.5; at this point 
shape oscillations set in. Finally, it was shown that the 
relative drag increase is not a function of the Reynolds 
number at lower Reynolds numbers (Re<1), at least for 
almost spherical bubbles.  
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Figure 12: Flow profile around a 1 mm air bubble in water 
in a periodic box of different sizes. Top: ‘infinite’ liquid; 
bottom 6% and 13% gas hold-up. 
 
 
Figure 13: Flow profile around a 5 mm air bubble in water 
in a periodic box of different sizes. Top: ‘infinite’ liquid; 
bottom: 6% and 13% gas hold-up. Note that the bubble 
interfaces are snapshots and the bubble shape changes 
continuously. 
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