Does Investing in Technology Affect Exports? Evidence from Indian Firms

Introduction
A number of studies have found a positive relationship between the exporting status of firms in developing countries and their productivity (for example, Clerides, Lach, and Tybout, 1998; Aw and Batra, 1998; Aw and Hwang, 1995; Tybout and Westbrook, 1995; Chen and Tang, 1987) . 1 Given the widely held belief that export orientation among firms facilitates and/or encourages the adoption of international best practices and new technologies, the finding is partly attributed to differences in technology among exporting and non-exporting firms. These differences may arise as a result of the possibility that exporting firms receive free or more effective transfer of technical knowledge by foreign buyers. Alternatively, exporting firms are likely to face a more competitive environment than firms, which cater to a protected domestic market. This may require exporting firms to invest more in upgrading their technical knowledge and/or using inputs embodying superior technologies than otherwise (World Bank, 1998; Evenson and Westphal, 1995; World Bank, 1993) . 2 In this paper, we examine the latter channel linking exports and technology. In particular, we use data from Indian manufacturing firms to examine the impact of various firm-level indicators of technology, including technical knowledge acquired via R&D and technology transfer agreements with foreign firms (imported technology), on firms' exporting behavior. While Indian manufacturing firms are not known for export dynamism, a number of them do invest a fair amount in technology by developing country standards. Moreover, while they have largely been motivated in doing so by considerations of the protected, domestic market their investments in technology may be expected to impact firms' exports positively if these improve product quality and/or provide for a more streamlined production process.
Similar issues have been examined by Kumar and Siddharthan (1994) . However, unlike Kumar and Siddharthan who use a tobit model to examine the relationship between firms' exports (their dependent variable) and various firm-specific factors, we conduct our analysis using a two-part estimation framework which distinguishes between a firm's decision to export and the volume of its exports conditional on its having decided to export. Correspondingly, estimation consists of two parts or stages. In the first stage we consider the issue of what influences the decision of a firm to export using a probit model. Next, using the sample of exporting firms, we examine what explains the volume of exports using linear regressions.
The reason we prefer to use the two-part model over the tobit model for analyzing the exporting behavior of firms is as follows. As emphasized by Duan et al. (1984) and Lin and Schmidt (1984) among others the use of the tobit model is appropriate when the dependent variable is truly censored, i.e., when there exists a range of values for which the dependent variable is reported as a particular value. In an application like ours where firms' export volume is the dependent variable, zero values for exportswhich occur for about a third of our sample -are precisely that and do not reflect censoring of the data. 1 Productivity is captured in different ways in these studies. Clerides, Lach, and Tybout use panel data from Colombia, Mexico, and Morocco and measure productivity in terms of average variables costs and labor productivity; Aw and Batra and Chen and Tang use cross-section data on Taiwanese firms and estimate production frontiers for export and domestically oriented firms; Aw and Hwang compare the intercept and slope coefficients across separate production functions for Taiwanese firms; and Tybout and Westbrook use panel data on Mexican firms to estimate production and cost functions using a random effects model and use the predicted firm-specific error term to measure productivity.
As is shown later, using the tobit model to account for the discontinuity of a dependent variable not caused by censoring involves a misspecification.
In addition, the tobit model forces one set of parameters to determine both the firm's decision to export as well as the volume of its exports. If a variable influences one decision and not the other (or worse, influences the two decisions in qualitatively different ways) the tobit model will be unable to pick up on this distinction. In contrast, because the two-part model treats both decisions separately it does not suffer from this drawback. Indeed, as the recent work on entry into export markets highlights the response of aggregate exports to a policy stimulus depends not only on how incumbent exporting firms adjust to the stimulus, but also on whether the policy stimulus affects the set of producers who export (Roberts and Tybout 1997) . Thus measures which are aimed at increasing export levels do not need to coincide with measures aimed at promoting entry of non-exporting firms into export markets and the distinction can be important for countries contemplating export promotion policies.
Our results indicate that firms with larger stocks of R&D and imported technology are in a better position to enter export markets. Moreover, entry is also facilitated by a skilled workforce, foreign equity, a labor intensive production process, and firm size. However, higher stocks of technical knowledge are not associated with higher export volumes among exporting firms, suggesting that while such investments in technology can facilitate Indian exports they are not a critical ingredient. Instead, export volumes tend to increase with firm size, labor intensity, the availability of imported production inputs, and in some instances, foreign equity. Among other things, the latter set of results serves to highlight the possibility that some features of India's current regulatory regime, such as the continued reservation of certain products for small scale production and stringent job security laws which encourage large firms to adopt capital intensive production processes, may be unduly constraining Indian exports.
The remainder of this paper is organized as follows. Section 2 describes the links between technology and exports and presents the framework we use to explore these linkages, including details on the estimation framework we adopt. Section 3 discusses our data set and the construction of variables used in estimation. Section 4 describes our empirical findings and Section 5 concludes with a summary of our main findings and some remarks on the policy implications of our results.
Conceptual Framework and Estimation Issues
Exports and Technology
What factors cause one firm to export but not another? Although trade theory tends to be muted on this question, some recent research has focused its attention on various aspects of this issue. Case study evidence and surveys of firms indicate that entry into export markets is complicated by a number of factors including inadequate quality of products and/or high production costs -especially in more protected markets where the access of firms to imported inputs is restricted by quotas or made expensive by tariff barriers -limited access to trade related finance and services, and uncertainty about trade and exchange rate regimes. In addition, there may be a host of informational barriers between domestic producers and potential foreign buyers. For example, foreign buyers may be ignorant about the capabilities of domestic suppliers; similarly, domestic suppliers may have limited information about foreign markets and tastes (Vakil, 1996 , Aitken et al, 1997 etc.). 3 Given the importance of product quality and cost competitiveness in export markets, it would not be out of place to expect that technologically more dynamic firms may be particularly well placed to compete abroad: investments in technology are likely to lead to better quality and/or a more streamlined production process which results in lower costs of production and thereby improve export competitiveness. This should be true even in the context of a highly protected and regulated economy such as India, where an import substitution strategy combined with a rigid policy of industrial licensing is believed to have led to relatively inelastic demand in a domestic market which was large enough to absorb most production and where exports were treated as a "residual market" (Vakil, 1996) . 4 In such an environment, firms' investments in technology may well be aimed at the domestic market -as the case study evidence of Bell and Scott-Kemis (1985) , Desai (1985) , and Lall (1987) indicates -but the investments in technology may help them compete in foreign markets if the need arises.
Our indicators of technology include both disembodied and embodied measures. For the former we construct stocks of technical knowledge generated by firms' investments in R&D and their purchases of technology from foreign firms via technology transfer agreements (henceforth referred to as technology imports/imported technology). However, while R&D and technology imports are "formal" modes of adding to technical knowledge it is well known that there are many "informal" means by which a firm's stock of technical knowledge may be augmented, as when an innovation is generated at the shop floor level or better production practices lead to a more efficient production process, for example.
Although informal efforts at technology generation are difficult to quantify we include a measure of the skill of a firm's workforce and an indicator for foreign equity in the firm to capture these. A relatively skilled workforce is likely to be more productive. Similarly, a stake in profits may encourage foreign partners to introduce superior managerial practices and also ensure that any technologies transferred are managed effectively. 5 It is important to note, though, that domestic firms with foreign equity are also likely to find it easier to export on account of their access to the international marketing networks of their foreign partners. This would hold even in an inward looking country like India where much foreign direct investment (FDI) is of the tariff and quota jumping variety and, therefore, primarily oriented towards accessing the domestic market.
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As for embodied technologies, it is well recognized that imported inputs are especially likely to embody productivity enhancing technologies. Thus we use information on firms' imports of production inputs to capture embodied technology.
In addition to these various measures of technology, we also include in our analysis of exporting behavior the effects of the capital intensity of the production process and a measure of firm size. Given the relatively abundant supply of labor in India, it would be reasonable to expect Indian firms to be competitive in the production and export of relatively labor intensive products and/or production processes. Similarly, to the extent that production is characterized by economies of scale and/or participation in export markets entail fixed/sunk costs we would expect larger firms to find it easier to enter and compete in export markets. As Roberts and Tybout (1997) point out maintaining a presence in export markets involves incurring fixed costs such as dealing with customs, paying minimum freight and insurance charges, etc. In addition, there are also start-up costs associated with entry into markets. These costs are incurred on account of the need to learn about foreign regulations and market requirements, establish foreign distribution channels, etc. Larger size can enable a firm to spread its expenditures on fixed and start-up costs over a larger volume of production. If these fixed and start up costs are important, as Roberts and Tybout find is the case, then larger size should facilitate entry into export markets.
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Estimation Issues
One of the most striking features of the data is the large number of observations with zero values for firms' exports. Strictly speaking then, this variable is not continuous and if it is to be used as the dependent variable in a regression model, an appropriate estimation technique should be used. A commonly used strategy for estimating a regression equation where the dependent variable takes on a mixture of discrete (zero) and continuous values is to employ the censored regression or tobit model. However, this is not quite appropriate in the current context. In the tobit model, values of the dependent variable lying in a particular range are all reported as a single value. That is, the tobit model is used in the case where the true values of a particular variable y i *, distributed as N(X i ·β , σ 2 ), are reported in the form: y i = 0 if y i * ≤ 0; and y i = y i * if y i * > 0.
However, in a regression equation with exports as the dependent variables, zero values for exports are precisely that. They do not represent negative exports. Using the tobit model for analysis, therefore, involves the misspecification of the probability that y i * is less than zero. More seriously, the tobit model forces one set of parameters to determine both the probability of a limit observation (i.e., a zero value) as well as the density of the non-limit observations (i.e., those with positive values). Thus, a variable, which increases the probability of a non-zero value will simultaneously lead to an increase in the mean of the positive values. For example, suppose the coefficient B 1 on a regressor X 1 derived from a tobit model is positive. Then a higher value of X 1 must be interpreted as not only raising Prob(y i >0), but raising E(y i |y i >0) as well. In our context, if technical knowledge influences entry into export markets but not export levels of exporters, then the tobit will miss this feature of the technology-exports relationship. An alternative estimation model, which does not suffer from the above mentioned problems is the two-part model. In this model, two processes are assumed to generate the data. In terms of our exports problem, the first process involves the decision on whether to export or not. This is followed by the decision on how much to export conditional on having decided to export. In order to derive the likelihood function for this model, let P i represent the probability that firm i's exports are zero, i.e. P i = Prob(y i =0). Additionally, let g(y i ) represent the probability density function of y i conditional on y i being greater than zero. We can therefore write the probability density function of y i as: P i if y i = 0; and (1-P i ) ·g(y i ) if y i > 0. Thus E(y) = P i + (1-P i ) · ∫ y·g(y) dy.
To estimate the model, suppose there is an equation, which determines whether or not a firm exports. That is, let E i * denote the profitability of exporting, such that:
Indeed, Berry's (1992) survey on the relationship between firm size and trade-related performance indicates, manufactured goods exports from developing countries tend to be produced by relatively large firms.
where X represents a vector of variables which influence the profitability of exporting and ε 1i ~ N(0,1). While E i * is unobserved, we do observe whether the firm exports or not, i.e. whether E i =1 (when E i *>0) or E i =0 (when E i *≤0). Thus, the probability that E i *>0 may be expressed as Prob(E i *>0) = Prob( E i *>-γ·X i ) = Φ(γ·X i ). Now, we can suppose that for firms, which do export, the following equation determines how much they export:
where E( 2i | E i *>0)=0 as in Duan et al (1984) . Letting f( ε 2i ) be the probability distribution function of ε 2i , not necessarily normal, the likelihood function for firm i then has the following form:
The log-likelihood over all observations is:
and can be factored into two parts. The first is composed of the first two terms of equation (2.4) and involves the parameters in equation (2.1) while the second is composed of the last term in equation (2.4) and involves parameters from equation (2.2). Thus, the estimation problem can be broken into two parts.
In the first, a probit model is estimated to determine the probability that a firm will export. In the second, and using only the sample of firms, which export, OLS is used to determine how the various explanatory variables impact the volume of exports.
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A potential complication in estimation stems from the possibility of endogeneity of our regressors, especially those relating to technical knowledge. For example, suppose that formal investments in technical knowledge are correlated with an unobservable such as managerial ability (investing in technical knowledge entails considerable risk and may be attempted by only the most able). If the ability to compete in demanding export markets is also correlated with managerial ability, then the exclusion of a measure of managerial ability in the regression equation will lead to an overestimate of the impact of technical knowledge on exports. One way to deal with this problem is by using the method of instrumental variables (IV).
9 In practice, however, it is very difficult to find suitable instruments, i.e. variables which are correlated with the independent variable in question but not the dependent variable. Nevertheless we make an attempt to find such variables and correct any potential endogeneity in our measures of technical knowledge using 2SLS. However, to the extent that our IV estimates are estimated with reasonable precision they not very different from our OLS estimates and we therefore focus on only the latter in the text. 
Variable Construction
The data we use for estimation comes from the annual reports of 685 public listed firms, defined as private corporations with more than 50 shareholders, covering three years (1988-89 to 1990-91) .
11 The firms belong to 11 industries at the two-digit level and span the broad range of the manufacturing sector. The firms may also be classified into scientific and non-scientific industry groups. The scientific group of industries contain 369 firms belonging to the chemicals (including pharmaceuticals), electrical, nonelectrical, rubber products, and transportation equipment producing industries. The remaining 316 firms belong to the food, cotton textiles, other textiles, paper and allied products, cement, and metallurgical industries and make up the non-scientific group.
12 As will be noted later, firms in the scientific group accumulate far more technical knowledge on average than those belonging to the non-scientific group.
We measure (formal) technical knowledge by utilizing information on firms' expenditures on R&D and imports of technical knowledge from foreign firms. Because technical knowledge can be longlived and is best conceptualized as a stock variable we are clearly constrained by having only three years of data; nevertheless, constructing stocks of technical knowledge using three years data is presumably better than assuming that investments in technical knowledge become obsolete in one year -an assumption implicit in related empirical work (for example, Aw and Batra, Kumar and Siddharthan). Thus we sum up expenditures on R&D and imports of disembodied technology over the three years allowing for some depreciation of knowledge over time:
where RD and MT represent real annual expenditures on R&D and import of disembodied technology, respectively, and δ represents a rate of depreciation assumed to be equal to 15 percent. 13, 14, 15 One result of our usage of a stock measure of technical knowledge is that it forces us to concentrate on a cross- 10 The IV estimates are reported in an appendix. 11 The firms report this information to the Reserve Bank of India, India's central bank. 12 This classification essentially divides the low-, medium-, and high-technology breakdown of UNCTAD used by Kumar and Siddharthan into a scientific (high-and medium-technology) and non-scientific (low-technology) group of industries. It also corresponds with the classification of firms used by Griliches and Mairesse (1984) and Basant and Fikkert (1996) . 13 A cross-checking of the R&D numbers from the firms' annual reports with those contained in the Ministry of Science and Technology publications, Research and Development in Industry 1990-91 and the Compendium on In-House R&D Centers, revealed that a number of firms failed to itemize their R&D expenditures in their annual reports. The R&D expenditures reported to the Ministry of Science and Technology, considered a very reliable source for such information, were used to fill in the missing data on R&D. The cross-checking also revealed that in some cases, firms with foreign equity did not report it in their annual reports. A correction for this variable was also made.
14 The deflator for expenditures on acquiring technical knowledge is constructed as the average of the wage and capital goods deflators. The former is derived from the Annual Survey of Industries while the latter is the wholesale price index of machinery from Chandhok (1991) . sectional analysis. The main drawback of this is that it constrains us from controlling for firm-effects, which may be correlated with the firms' decision regarding exports and input choices, through the usage of an appropriate panel data estimator. However, since there are only three years available in the first place, this is not likely to be too much of a loss: as is well known, panel data methods which control for firm-effects can be very "costly" in terms of reducing the overall variation within any given data set. With only three years of data, the gains are very likely to be outweighed by the costs.
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For the other variables construction is quite straightforward. The skill intensity of operations is captured by the fraction of salaries, wages, and bonuses composed of payments to high-income personnel in the first year of the data (i.e., those earning Rs. 72,000 per annum). The importance of embodied technology is measured by the ratio of imports of equipment and raw materials to net sales. Firm size is measured by the value of total gross fixed assets. The capital-labor ratio is computed as the ratio of total gross fixed assets to total payments for salaries, wages and bonuses. Finally, information on foreign equity is captured variously through dummy indicators and the fraction of foreign equity in total equity. Table 1 presents mean values of various variables by two-digit industry and by scientific and nonscientific industry groupings. On average firms in the scientific group export more often, have larger exports, spend more on acquiring technology, and are more often characterized by the presence of foreign equity. They also tend to be larger as is indicated by the numbers on sales and capital stock.
Basic Characteristics of the Sample Firms
Some interesting relationships between the variables may be gleaned by examining the data on the basis of market orientation, i.e., whether a firm exports or not, and on the basis of stocks of technical knowledge, i.e. whether a firm conducts R&D or imports technology or not. Tables 2a and 2b present these by scientific and non-scientific groups. When the data are viewed in terms of market orientation, as in Table 2a , it is clear that on average exporting firms in both groups make a larger commitment to acquiring technical knowledge, have higher skill intensity of operations, utilize imported equipment more intensively, are characterized by the presence of FDI more often, and are less capital intensive. Exporting firms in both groups also tend to be larger in terms of both sales and capital stock.
Interestingly, when the same data are viewed in terms of investments in technical knowledge, the overall patterns are very similar. That is, on average firms with non-zero stocks of technical knowledge in both groups tend to have higher skill intensity of operations, utilize imported equipment more intensively, be characterized by the presence of FDI more often, and be larger in terms of both sales and capital stock. They are also more likely to export as well as export more (though not necessarily as a proportion of sales).
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Thus there appear to be a number of broad similarities between exporting firms and firms which invest in technical knowledge. One difference is in their capital intensity of operations, however. While exporting firms tend to be less capital intensive on average in both scientific and non-scientific groups, this is not necessarily the case for firms that invest in technical knowledge.
The comparison of simple averages across groups does suggest that having a larger stock of technical knowledge may help in export markets. However, there is a lot of variation within groups and industries and since there appear to be many other similarities on average between firms which export and invest in technology, it is important to control for these other factors before we can arrive at a more definite conclusion. The results of the regressions reported next do just that.
Empirical Results
Participation in Export Markets
The first set of results pertain to the firm's decision to participate in export markets as captured by the standard probit model. Because the probit model cannot be estimated for all of the two-digit industries separately we pool firms into the more aggregated scientific and non-scientific groups.
18
Pooling firms this way also has the benefit of allowing coefficients to be estimated more precisely and making them less susceptible to small sample biases inherent in the smaller two-digit industry groups. However, because exports are likely to be influenced by industry level characteristics, we include industry specific dummies in every model we estimate. Among other things, these dummies will pick up industry level differences in the attractiveness of domestic markets relative to foreign markets for firms, whether caused by differences in the relative price of output across domestic and foreign markets, demand conditions operation at home versus abroad, etc.
In addition to assigning firms into scientific and non-scientific groups, we also split them into sub-groups depending on whether they are engaged in acquiring technical knowledge through either R&D or imports. As is clear from Table 2b above a large number of firms are able to export without making any formal investments in technical knowledge. If such firms' produce standardized good -i.e. goods, which are characterized by slow or infrequent changes in design -they may in effect be catering to a different segment of the export market in comparison with firms, which do make formal investments in technical knowledge. Separate estimation of the export decision for firms, which formally invest in technical knowledge and those that do not will then capture more accurately its determinants. In what follows we refer to firms, which invest in technical knowledge as "high-tech" and those that do not as "low-tech" as in Aw and Batra (1998) . Tables 3a and 3b detail the results of various probit models for the scientific and non-scientific groups, respectively. There are three sets of estimates based on how foreign equity is introduced in the equations. In the first and second, dummy variables capture the presence of either any foreign equity or foreign equity greater than 20 percent of total equity, respectively, while in the third the share of foreign equity in total equity is used.
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Taken together the various estimates reveal that R&D and imports of technology increase the probability of exporting, especially for firms in the scientific industries and high-tech sub-groups. The probability of exporting also increases with the extent of foreign equity, a skilled workforce, a labor intensive production process, and larger size.
More specifically, we find that R&D stocks increase the likelihood of exporting for scientific firms both generally as well as for the high-tech subset. Stocks of imported technology are also associated with a higher probability of exporting but only among the high-tech sub-group. Technology 18 An explanatory variable, say KMT, can be included in estimation of the probit model if the minimum value of KMT for which a firm exports (does not export) is less than the maximum KMT for which the firm does not export (exports). Violation of either condition leads to a breakdown of the probit estimation procedure (Greene 1995) . In textiles (other than cotton) and rubber products there is no firm which imports technology and doesn't export. In particular, the minimum KMT for which a firm exports is zero which is not less than the maximum value of KMT for which a firm does not export, also zero. 19 Most independent variables are introduced in logs. The exceptions are the FDI dummy variables and the ratios which range from 0 to 1 (i.e., skill intensity, import intensity, and share of foreign equity).
stocks play a more limited role in the non-scientific group: the effects of R&D are uniformly negligible and when the stocks of imported technology affect the probability of exporting significantly, they do so only for the high-tech sub-group. The fact that neither of the two stocks of technical knowledge is statistically significant in explaining the probability of exports for the non-scientific firms taken as a whole indicates, in accordance with intuition, that there is considerable scope for exporting standardized (or low-tech) products in the non-scientific industries. This tends not to be the case in the scientific industries where R&D stocks do confer an advantage in entering export markets for the group as a whole.
With the exception of low-tech firms in the non-scientific industries where very few firms have any foreign equity in the first place (as may be confirmed from Table 2b ), firms with a higher fraction of foreign equity in total equity are more likely to export as may be seen from the positive and typically statistically significant estimates on FDI in Tables 3a and 3b . The skill intensity of the workforce is robustly associated with a higher probability of exporting with virtually every estimate in Tables 3a and  3b showing up significant at the 10 percent level or better. The probability of exports also tends to increase with a more labor intensive production process as the negative and usually significant coefficients on the K/L variable indicate in Tables 3a and 3b . Finally, larger size is typically associated with a higher probability of exporting.
Because of the nonlinear nature of the probit model, the estimated coefficients do not directly inform us about the magnitude of the impact of the regressors on the probability of exporting. These, however, may be derived by computing the marginal effects. Table 4 details the marginal effects of the probit models based on the share of foreign equity in total equity as the measure of FDI. As the numbers reveal, a one percent increase in KRD and KMT raises the probability of exporting of high-tech, scientific firms by 1.1 and 0.8 percentage points, respectively (second and fifth data columns). The corresponding numbers for the high-tech, non-scientific firms are 1 and 1.5 percentage points (although the effect of KRD is not statistically significant).
In comparison to the effects of size and labor intensity, however, these are not large impacts. A one percent increase in a firm's total capital stock (our measure of size) increases the probability of exporting by 11 percentage points for the scientific group as a whole, though it should be recognized that stocks of knowledge capital are much smaller to begin with than physical capital and thus there is greater scope to raise the former. Interestingly, the numbers here suggest that a more labor intensive production process can be particularly effective in raising the probability of exporting: a one percent decline in capital intensity can be associated with a rise in the probability of exporting by as much as 13 percentage points (first and second data columns). A greater foreign share in total equity and a more skilled workforce also have fairly large impacts on exporting.
20 For example, a one percentage point increase in foreign equity is associated with a 0.32 percentage point increase in the probability of exporting for the scientific group as a whole while a one percentage point increase in the skill intensity variable is associated with a 0.94 percentage point increase in the probability of exporting.
Export Volumes of Exporting Firms
Consider next the factors, which influence the export volumes of exporting firms. Tables 5a and 5b describe the results of the linear regression model for exporters in the scientific and non-scientific industries, respectively. As in the case of the probit models, there are three sets of estimates based on the manner in which foreign equity is introduced in the regression equation.
The results indicate that a labor intensive production process, greater usage of imported inputs, and, especially, larger size typically influence export volumes positively. However, higher stocks of technical knowledge are not associated with higher export volumes among exporting firms. In fact, some of the estimates in Table 5b indicate that stocks of imported technology are associated with lower exports in the non-scientific industries. Similarly, the effects of FDI on export volumes are mixed in comparison with the case of export participation.
To some extent, the negative impact of imported technology on export volumes in Table 5b is the result of pooling high-tech and low-tech firms together: the negative sign stocks loses its statistical significance when only high-tech firms are considered suggesting, in accordance with intuition, that the market for standardized products is more promising for Indian manufacturing firms seeking to export.
However, this is unlikely to be the complete story since at least within the high-tech subgroups of both scientific and non-scientific industries one would expect higher technology stocks to lead to higher export levels. The fact that they do not, despite raising the probability of exporting (in many cases in Tables 3a and 3b ), seems to suggest two things. First, and perhaps most importantly, it suggests that at the level of technological sophistication that even high-tech Indian firms operate, technology is not a very important factor on which the export competitiveness of Indian firms' products depends. As described earlier, Indian firms' investments in technical knowledge have been motivated by the circumstances relating to the protected, domestic market. Some of the accumulated technical knowledge is useful for firms' entry into export markets but beyond this the competitiveness of firms' products appears to be determined by other factors.
Second, while the link between exports and technology stocks emphasized in this paper relies on quality and/or cost considerations, technology stocks may also affect exports through another channel. As discussed above, informational barriers between domestic producers and potential foreign buyers can be an important impediment to entry into export markets. Firms which invest in technical knowledge are at an advantage in this regard as they are likely to already possess links with foreign firms. Consider the import of technology. Foreign technology does not simply come off the shelf. As case study evidence from India reveals, firms seeking to purchase foreign technology must search among many potential suppliers of technology. The process of this search exposes the Indian firm to the foreign market for the product it produces and can thereby lower the information-related barriers to entry into export markets. This would then be consistent with the pattern of results obtained whereby imported technology stocks are associated with a higher probability of exporting but fail to impact export levels of exporters positively. To some extent this same process would work for R&D investments. This is because the case study evidence also suggests that many Indian firms, which carry out their own R&D do so after having failed to import the technology required (Bell and D. Scott-Kemmis, 1985) . The failure may be due to any number of reasons; the point here is simply that even these firms would have carried out a search of foreign firms and may therefore be possessing a better knowledge of conditions in foreign markets.
An informational role is also certainly possible, and even very likely for foreign equity. This is especially suggested by the estimates for the non-scientific firms where despite a fairly typical positive and significant impact on exporting probability, foreign equity is associated with lower exports, significantly so in one case. Thus while FDI in India's non-scientific firms may have been driven by the desire to serve the domestic market it may have enabled firms to enter export markets more easily by lowering the barriers to entry. But clearly FDI can play a more important role than just alleviating entry barriers into export markets as the estimates for the scientific firms reveal. In terms of the estimates of the second last column of Table 5a , for example, a 10 percentage point increase in the share of foreign equity is associated with a 0.157 percent increase in exports as the second last column shows. 21 21 An informational role could also be made out for the skill intensity of a firm's workforce based only on the fact that it As mentioned earlier, the variables with a more broad-based positive influence on export volumes are the labor and import intensity of production and size. A decrease in capital intensity raises exports in all cases, although the effect is mainly significant for high-tech firms. For example, as the last set of estimates in Tables 5a and 5b indicate, a 1 percent decline in capital intensity can lead to an increase in exports of 0.59 percent in the scientific group and 0.76 percent in the non-scientific group among hightech firms. In contrast to its lack of an effect on the probability of exporting, an increase in import intensity significantly raises exports: a 0.1 unit increase in the import to sales ratio is associated with a 0.207 to 0.608 percent increase in exports of high-tech and low-tech firms in the scientific group, respectively, and a 0.424 percent increase in exports of low-tech firms in the non-scientific group. The most robust impact on export volumes comes from size, however, and for which every estimate in Tables 5a and 5b is significant and positive: a 1 percent increase in size (as measured by the capital stock) is associated with 0.81 to 1.10 percent and 0.82 to 0.90 percent increases in exports in the last set of estimates of Tables 5a and 5b, respectively. 
Concluding Remarks
We have used firm-level data from Indian manufacturing industries to examine the determinants of firms' exports. Our empirical analysis is based on a two-part estimation strategy whereby we first explore the factors which factors influence a firm's decision to enter the export market and then explore the factors, which influence the level of exports of firms, which decide to export.
Taken together, our results highlight several important features about the relationship between exports and various firm-level characteristics, especially those pertaining to technology. First, despite the fact that Indian manufacturing firms' investments in technical knowledge have been motivated by the compulsions of a large and protected domestic market they appear to have played a useful role in enabling firms to enter export markets, especially in the scientific group of industries where the scope for technological advances tend to be large and where design changes in both products and processes can be frequent.
Second, to the extent that investments in technical knowledge influence entry into export markets via their impact on quality and/or productivity, at least some of the positive association found between firms' productivity and their exporting status in the literature must be the result of more productive firms entering export markets. Of course, making formal investments in technical knowledge are by no means the only way in which firms improve productivity and thus the broad-based finding here that skill intensity is positively associated with participation in export markets bolsters the support for causality running from productivity to exporting (as in Clerides, Lach and Tybout, 1998) .
influences positively the probability of exporting but not the volume of exports for exporting firms. However, it is difficult to see how an informational role would play out. More likely, the fact that at least the direction in which skill intensity affects export volumes is qualitatively similar to that found in the probit models suggests simply that skill intensity matters, but up to a point. 22 How do our results compare with Kumar and Siddharthan (1994) ? Despite the fact that there are a number of differences between our study and theirs', for example, in the approach to estimation, the level of aggregation, and the construction of variables, there are a number of common features between the two sets of results. For example, larger sales (their measure of size) and a lower capital to sales ratio (their measure of capital intensity) are generally associated with greater exports. These are similar to our results that firms with larger capital stocks and a lower capital to labor ratio have better export prospects. However, because their results are derived from a tobit model the distinction between entry into export markets and the export volumes of exporting firms is obscured. Thus when the imports of technology enter with a positive and negative sign across their estimates for various industries, for example, it is not too clear what drives this result. Similarly, the fact that Kumar and Siddharthan do not report the marginal effects of their tobit model makes it difficult to determine how important a factor is in driving exports.
Third, while investments in technical knowledge may have helped firms break into export markets via their impact on product quality and/or productivity other channels may also be operative. Recent econometric work by Roberts and Tybout (1997) confirms the case study evidence that entry into export markets can entail significant sunk costs and that an important source of these sunk costs are the informational requirements needed to serve a foreign market. Since investments in technology entail the establishment of foreign linkages, especially in the case of technology imports, they may help in overcoming the informational barriers surrounding entry into export markets.
Fourth, the differential impact of the import intensity of operations across the export participation and export volume models suggests to us that the imported inputs-exports link works through a positive effect of imported inputs on the quality of output of exporters. If imported inputs affected exports primarily through government regulations designed to encourage importers to earn foreign exchange by exporting, as has been suggested by some, then we would have expected to find firms with a larger dependence on imported inputs to participate in export markets more often.
Finally, the findings here that large size and a labor intensive production process can be important in improving export prospects for Indian manufacturing firms have continued relevance for the ongoing debate on India's reform efforts and the liberalization of trade and industrial policies that it has rested on. 23 Liberalization measures were expected to reduce the anti-export bias inherent in India's trade and industrial policies and spur Indian exports. In particular, reductions in protection along with an accompanying depreciation of the rupee were expected to increase the relative profitability of producing for the export markets while improved access to imported capital and intermediate goods would reduce production costs. Relaxation of restrictions on FDI and technology transfers through non-equity means (licensing, consultancy, etc.) were expected to improve the competitiveness of Indian products in export markets by upgrading product and process technologies and enabling firms to access international marketing networks.
Although it is difficult to say how much these various changes have contributed to export growth in the 1990s, the estimates obtained in this paper suggest that various liberalization measures, such as the relaxation of regulatory constraints on FDI and import of production inputs, should have improved the prospects for Indian exports. 24, 25 Nevertheless, certain regulatory policies may still be constraining Indian manufacturing exports. They may also be responsible for the continued domestic orientation of FDI in India (Kumar, 2000) .
In particular, although the liberalization process which began in earnest in 1991 has alleviated many of the restrictions that industrial policy imposed on firm size, India continues to reserve certain labor intensive products exclusively for small-scale production.
26 Interestingly, some of these reserved 23 While liberalization of India's trade and industrial policies had begun in the early 1980s, many of the most dramatic reform measures were undertaken in 1991. These included the abolishment of industrial and import licensing for most goods and restrictions on investments by large domestically owned firms, removal of non-tariff barriers on imports of intermediate and capital goods, the reduction of both tariff rates as well as their dispersion, and liberalization of policies toward FDI and technology transfer. Although there have been some minor reversals from time to time, there has been a clear trend toward greater liberalization throughout the 1990s. Thus, for example, average effective tariff rates declined from 42 percent in 1990 to around 28 percent in 1997 (World Bank, 1999) . As in other countries, trade liberalization has been accompanied by a depreciation of the rupee. 24 The average growth rate of exports averaged nearly 20% in dollar terms during 1993-94 to 1995-96. In comparison, export growth in 1996-97 and 1997-98 was only 5.3 and 4.6 percent, respectively, while exports declined by 3.9 percent in 1998-99 (Kumar, 2000) .
25
See Basant (2000) for a detailed discussion of Indian manufacturing firms' responses to the 1991 liberalization.
26 Investment in the protected sectors cannot be more than ten million rupees (around $220,000).
products have included toys and garments -products in which other labor abundant countries such as China have achieved phenomenal export success. If size is an important factor in explaining exports, and the estimates here certainly lend strong support to this view, then the policy of reservation is likely to remain a drag on Indian exports. While there has been some progress -garments have recently been taken off the restricted list -the policy of reservation continues to remain in place. 27 Similarly, as per India's job security laws firms with more than 100 workers continue to require the explicit permission of the government to lay-off workers. A widely held belief among proponents of liberalization is that such laws have discouraged large-scale Indian firms from entering into labor intensive product markets.
28 If this is true, then the laws have restricted Indian exports in so far as this paper's estimates, which highlight the importance of size and labor intensity for exporting are concerned.
Appendix: 2SLS Estimates
In this appendix we carry out a robustness check on our OLS estimates of equation (2.2), the equation which describes the export volumes of exporting firms. In particular, we allow for the possibility that our stocks of technical knowledge, KRD and KMT, are endogenous and use instrumental variables (IV) to account for this endogeneity.
29 To serve as a valid instrument, a variable must be correlated with the potentially endogenous regressor and be uncorrelated with the error term of the export equation. Thus for our purposes we need variables, which are correlated with KRD and KMT but uncorrelated with the exports decision of the firm. Finding such variables is not easy. However, stocks of industry-wide "spillover" R&D should qualify. While the knowledge produced by a firm's R&D is usually considered to be non-rival and non-excludable and can benefit other firms, especially those in its industry, a firm will usually have to devote some resources towards its own R&D in order to derive spillover benefits from the R&D of others, (see Fikkert 1996 for evidence from India). Thus, the R&D of firms in the same industry should spur a firm's own R&D efforts. Alternatively, the larger the amount of other firms' R&D in any given industry, the more likely that a firm will need to perform R&D to remain competitive. Either way a larger stock of industry-wide R&D is likely to be correlated with own R&D. Yet there is no compelling reason for industry-wide R&D to be correlated with the exports of the individual firm.
While the argument regarding R&D spillovers make greatest sense for domestically conducted R&D, they could also apply to R&D conducted in other countries, such as the US. 30 Of course, the relevance of US R&D to Indian conditions is likely to vary across industries. For example, while the technical knowledge generated by R&D conducted in the US chemicals industry may be highly relevant to Indian chemical firms, the technical knowledge from R&D conducted in the US agricultural sector may not be. Therefore, it is necessary to adjust industry-wide US R&D spillovers for their relevance to Indian conditions. We use the index of relevance of US technology to Indian conditions constructed by to weight industry wide R&D conducted in the US.
In addition to serving as an instrument for firms' stocks of R&D, US spillover R&D can also serve as an instrument for firms' stocks of imported technology since it is likely to be correlated with Indian firms' import of technology -although it is difficult to say a priori which way the relationship goes. On the one hand US spillover R&D can be viewed as representing a pool of potentially purchasable technical knowledge for Indian firms, in which case a larger stock of US spillover R&D should be positively correlated with Indian firms' purchase of imported technology. On the other hand, it is also possible that a larger pool of US technical knowledge may be subject to greater piracy by Indian firms, in which case we would expect US R&D spillovers to influence negatively Indian firms' purchase of imported technology but influence positively their own R&D as they attempt to "reverse engineer" the technology.
31 Of course, for our purposes here it does not matter which direction the relationship between US spillover R&D and imported technology runs in as long as there is one. 29 As mentioned earlier, using an IV-type procedure in the first stage probit model is currently infeasible given the discontinuous nature of the technology stock variables. 30 The United States is one of the largest suppliers of technology to Indian firms -between 1982 and 1986 the United States was the destination for a little less than half the total royalties remitted by Indian firms on account of technical collaborations (Reserve Bank of India, 1995) . 31 It is possible that Indian firms would be at a disadvantage in exporting in industries characterized by a high degree of technological opportunities -i.e. those with large R&D activity. This would have the result of rendering our US spillover stocks invalid as an instrument (the instrument would be negatively correlated with the error term of the exporting equation ,). However, in the first place more technology intensive industries are not characterized by lower exports in our sample. Secondly, it is unlikely that Indian firms compete with technological leaders such as the US in export markets in any case.
The stocks of domestic and US spillover R&D are constructed in the same manner as firms' stocks of own R&D and imported technology. That is, R&D expenditure data for Indian (Department of Science and Technology, 1992) and US industries (National Science Foundation, online data base) from 1989 to 1991 are first deflated using the technology expenditures deflator described earlier and then aggregated using equation (3.1) above to arrive at industry level R&D stocks.
32 The domestic spillover variable is then computed by subtracting each firm's R&D from the industry-wide figure. While this last step is not required for the US industry wide figures, it is necessary to weight the US figures by Fikkert's index of technology relevance computed as the ratio of US patents in industry j taken out in India to the total number of US patents in industry j between the years 1972 -1989 (see Fikkert 1997 for further details and comparison of this measure with other measures of technology relevance across countries).
The resulting IV estimates are detailed in Table A1 . 33 For the scientific and non-scientific groups as a whole the IV estimates are broadly similar to the corresponding OLS estimates in Tables 5a  and 5b . The only differences are that significant coefficients on capital intensity in the OLS estimates for the scientific group and on KMT in the OLS estimates for the non-scientific group become insignificant. Their signs remain the same, however, as is also the case for all other variables. Unfortunately, the IV estimates for the high-tech subgroups are estimated rather imprecisely with none of the coefficients being statistically significant at even the 10 percent level. The most likely reason for this is that the instruments do a poor job in adding to the predictive power of the first stage regressions for KRD and KMT in the high-tech subgroups. While the adjusted R 2 of the first stage regressions for KRD and KMT are 0.28 and 0.29, respectively, in the scientific group and 0.22 and 0.35, respectively, in the non-scientific group, these become 0.22 and 0.29, respectively, in the scientific group and 0.18 and 0.15, respectively, in the non-scientific group when only the high-tech subgroup is considered. Apparently, the exclusion of firms which have zero amounts of KRD and KMT (the defining characteristic of high-tech subgroups is the presence of investments in formal technical knowledge) reduces the amount of overall variation in KRD and KMT that there is to explain thereby making the task of our instruments more demanding. While the unavailability of better instruments for the high-tech subgroups is disappointing we find the fact that the IV estimates for the scientific and non-scientific groups as a whole are qualitatively similar to our OLS estimates reassuring. 32 The US R&D figures are first converted into Rupees using the US Dollar-Rupees exchange rate. 33 Results for the estimates based on dummy variable measures of FDI are qualitatively similar in nature and not reported. Notes: a Numbers are simple averages pertaining to the row-specific sub-sample. TGFA refers to total gross fixed assets. Notes: a Numbers are simple averages pertaining to the row-specific sub-sample. TGFA refers to total gross fixed assets. Notes: a Numbers are simple averages pertaining to the row-specific sub-sample. TGFA refers to total gross fixed assets. Notes. Industry dummies included in all regressions. T-statistics are in parenthesis. **Statistically significant at the 5 percent level; *Statistically significant at the 10 percent level. Notes. Industry dummies included in all regressions. T-statistics are in parenthesis. **Statistically significant at the 5 percent level; *Statistically significant at the 10 percent level. Notes: Marginal effects have been computed at the overall means of the relevant data. Industry dummies included in all regressions. T-statistics are in parenthesis and are computed using the delta method. **Statistically significant at the 5 percent level; *Statistically significant at the 10 percent level. Notes. Dependent variable is Ln(Exports). Industry dummies included in all regressions. T-statistics are in parenthesis and are based on heteroskedastic consistent standard errors. **Statistically significant at the 5 percent level; *Statistically significant at the 10 percent level. Notes. Dependent variable is Ln(Exports). Industry dummies included in all regressions. T-statistics are in parenthesis and are based on heteroskedastic consistent standard errors. **Statistically significant at the 5 percent level; *Statistically significant at the 10 percent level. Notes. Dependent variable is Ln(Exports). Industry dummies included in all regressions. T-statistics are in parenthesis and are based on heteroskedastic consistent standard errors. **Statistically significant at the 5 percent level; *Statistically significant at the 10 percent level. Instrument list for both KRD and KMT consists of domestic and US spillover R&D stocks, an index of technological relevance of US R&D for Indian industry, an interaction term between US spillover R&D stocks and the index of relevance, and all exogenous right hand side variables of the second stage regression equation. Adjusted R 2 s are not bounded between 0 and 1 and are not reported.
