Abstract-The linear ordering problem (LOP) is one of the classical NP-Hard combinatorial optimization problems. Motivated by the difficulty of solving it up to optimality, in recent decades a great number of heuristic and meta-heuristic algorithms have been proposed. Despite the continuous work on this problem, there is still room nowadays for designing strategies that beat the state-of-the-art algorithms, and take a step forward in terms of the quality of the obtained solutions.
I. INTRODUCTION
Studied for the first time in 1958 by Chenery and Watanabe [1] , the Linear Ordering Problem (LOP) [2] , [3] has become one of the most classical combinatorial optimization problems. In 1979, Garey and Johnson [4] classified it as NP-hard and showeds the difficulty in solving LOP instances up to optimality. Despite being formalized a long time ago, it has received recent attention in the research community due to its numerous applications in diverse fields, such as archaeology [5] , economics [6] , graph theory [7] , machine translation [8] or mathematical psychology [9] .
As a result, the literature contains a wide variety of papers that have dealt with the LOP in its different representations and approaches. Most of the proposed algorithms can be classified in three different strategies: exact, heuristic and meta-heuristic. Among the exact methods, the most meaningful include Branch and Bound [10] , [11] , Branch and Cut [12] and Cutting Plane algorithms [13] , [14] . When it comes to solving combinatorial optimization problems, apart from the exact methods that always solve the problem to optimality, there are heuristic and meta-heuristics that supply a good, although not always optimal, solution. Pioneering works proposed constructive heuristics [1] , [15] , [16] . Such approaches were later outperformed by the advances produced in meta-heuristic optimization. Proof of this is the solutions for the LOP based on Local Search [17] , [18] , Genetic Algorithms [19] , Tabu Search [20] , Scatter Search [21] , Variable Neighborhood Search [22] , Ant Colony Optimisation [23] , and recently Estimation of Distribution Algorithms [24] .
According to a recent review of Marti et al. [25] , the Memetic Algorithm (MA) and the Iterated Local Search (ILS) proposed by Schiavinotto et al. [26] and afterwards optimized by Ceberio et al. [3] , are the algorithms that currently shape the state-of-the-art of the LOP. The MA is a hybrid algorithm which combines the canonical structure of a Genetic Algorithm with a high presence of local search procedures, either in the initialization of the population or in the evolutionary process itself. Alternatively, the ILS is a strategy that iteratively applies a local search algorithm to a single solution. When the process becomes trapped in a local optimal solution, the ILS applies a perturbation to the current solution, and continues with the optimization process until a termination criterion is satisfied. Both algorithms include an efficient implementation of a greedy local search algorithm.
Neither ILS nor MA explore the search space of solutions in an organized way. The exploration behavior of the ILS relies on the perturbation applied to the current solution. Similarly, the exploratory behavior of MA consists of the mutation of the solutions in the population by applying random modifications. Taking into account the factorial size of the search space of permutation problems, we think that the exploration behavior of ILS and MA can be further improved. Bearing that in mind, we propose an algorithm that explores the search space at different levels, starting from a more general exploration and delimiting slowly to local areas of the search space. This algorithm is called Hybrid Exploration Algorithm (HEA).
The second algorithm proposed in the paper is the Sequential Exact Improvement (SEI). This algorithm is based on the exact resolution of the LOP as a binary linear programming problem. When considering this type of approach, the exact solution can only be obtained for small instances (n < 75), and solving large instances (as in this work) is no longer feasible. Nevertheless, it is worth noting that the contribution of any item (or set of items) in the solution to the objective function is independent of the ordering of the previous and posterior items in the solution [3] , [27] . This theoretical result permits the design of strategies that optimize the ordering of subsets of items (of size n < 75) in the solution, and guarantees that the overall quality of the solution cannot worsen.
The conducted experiments show that the presented algo-rithms provide interesting procedures that allow us to outperform the best known results obtained for the LOP instances in xLOLIB. The remainder of this paper is organized as follows. In Sect. II, we give a detailed description of the LOP, two different formalizations of the problem and some theoretical notes that will be used in Sect. III, where the two novel algorithms are presented. In Sect. IV, we carry out a thorough experimental analysis of the algorithms presented and compare the obtained results with the best known solutions. Finally, Sect. V sums up the main conclusions and raises some ideas for future work.
II. THE LINEAR ORDERING PROBLEM As pointed out in the introduction, the LOP was described for the first time in 1958, and throughout the following decades, a variety of representations have been published to formalize the problem. In what follows, we describe two possibilities that are used by the two algorithms proposed in the paper, respectively.
Given a square matrix M = [m i,j ] n i,j=1 of size n, the objective in the LOP is to find the joint permutation = ( 1 , 2 , . . . , n ) of rows and columns that maximizes the sum of the elements above the main diagonal. This objective can be formalized as maximizing the following objective function
The search space of solutions consists of all the permutations of the set of items {1, 2, ..., n 1, n}, and the number of solutions is n!.
A good point of the previous representation is that it is very intuitive, however, pioneering works tried to solve the problem by formulating it as a Binary Programming Problem [14] . This representation arises from the interpretation of the solutions of the LOP as directed acyclic complete graphs of n nodes. In this interpretation, the graph is formed by putting a directed edge from node i to node j if the item i is previous to the item j in the solution. Any solution of the LOP can be expressed as a unique directed acyclic complete graph and any directed acyclic complete graph can be interpreted as a unique solution.
Once the solutions are understood as graphs, the proposal of [14] is the following. The graph is represented with the binary variables x ij of the problem which are the edges of the graph, 1 if there is an edge from node i to node j and 0 if there is no edge. So, the objective function to maximize is just P i6 =j x ij m ij . The only remining aspects are the constraints needed to ensure that the binary variables form a directed acyclic complete graph, that is, a solution of the LOP.
The first constraint is to ensure the completeness of the graph, such that x ij + x ji = 1 for each different pair of nodes. The second and third constraints are to ensure that there are no cycles, such that x ij + x jk + x ki  2 and x ik + x kj + x ji  2 for each different triple of nodes.
Summarizing, the LOP as a binary linear programming problem can be written as follows:
where V n is the set of item/nodes {1, 2, . . . , n}.
III. HYBRID HEURISTIC ALGORITHMS
In this section, the contribution of the paper, the two hybrid heuristic algorithms, are presented.
A. Hybrid Exploration Algorithm
As noted previously, in LOP, as in many other permutation problems, the search space of solutions is n! (all the permutations of size n), and thus, an exhaustive examination of all the solutions is not feasible beyond a small problem size n. As a consequence, most of the state-of-the-art designs try to find a balance between the exploration and exploitation abilities of the algorithms. In the case of the LOP, we think that strategies to balance that trade-off in the reference algorithms, ILS and MA [26] , [3] , can be further improved. On one hand, the exploration in ILS consists of a perturbation of the solution every time it reaches a local optimum. The idea is to escape from the local optimum and optimize other areas of the search space. On the other hand, MA is a population-based algorithm that executes a mutation operator that permits the addition of new random features to the solutions in the population. This procedure introduces diversity to the population and aims to explore new solutions.
Bearing this in mind, we present a simple meta-heuristic that faces the exploration of the search space by organizing the search at different levels: starting from a more broad exploratory behaviour and focusing it slowly to specific areas of the search space. This algorithm is called the Hybrid Exploration Algorithm (HEA). Note that even though in this work the aim is to optimize the LOP, the algorithm could be generalized to other problems where the solutions are represented as permutations or in general to other optimization problems with the correct adaptation.
According to the literature, using local search in the algorithm is almost mandatory to obtain high performances when solving the LOP. ILS is based on the local search and it explores the search space with perturbations that can be easily set to be larger or smaller. In addition, population-based algorithms, such as MA, are more likely to explore huge search spaces, therefore, we propose adapting the ILS to a populationbased algorithm and configuring the perturbations to perform the search in an organized manner.
The pseudocode of HEA is presented in Algorithm 1. The algorithm starts by building the initial population of Pop size. To that end, it runs a stochastic variant of Becker's constructive heuristic (see section III-A1) as many times as there are solutions in the population. Afterwards, the local search algorithm under the insert neighborhood is applied to each of the solutions.
Once the population has been initialized, the algorithm iterates on the next instructions. Firstly, the individuals of the population are moved (perturbed) with a certain number of swaps, and improved with a local search (under the insert neighborhood) to create an auxiliary population. Secondly, the best solutions of the newly created population and the former one are mixed, and the best Pop size is chosen, while the rest of the solutions are discarded.
When a solution is perturbed considering a high number of swaps, it is expected that the obtained solution should be far from the one perturbed. Similarly, a low number of swaps results in a similar solution. Assuming this principle, we propose an algorithm that, at the beginning of the optimization, perturbs the solutions in the population with a high number of swaps in order to locate the regions with the best solutions in the search space, and, later, progressively decreases the number of swaps to explore in detail the chosen regions.
The number of random swaps starts with 0.45n and decreases at a rate of 5% each time until 0.05n
1 . In addition, for each number of swaps, the perturbation and improvement steps are repeated until there is no improvement in the highest value of the population n stop consecutive times.
Algorithm 1 Hybrid Exploration Algorithm (HEA)
Pop [16] . This heuristic builds a solution by adding items one by one to it. At each time, the remaining items are ranked 1 These parameters were deduced from a set of preliminary calibration experiments.
by a quotient
, where j 2 {remaining items} which is the ratio between the contribution (sum of the parameters in the row) and non-contribution (sum of the parameters in the column) to the solution. As the contribution and non-contribution of the remaining items depend only on the remaining items, those items already added to the solution are not taken into account. At every iteration of the algorithm, the item with the largest quotient is added to the solution. It is worth noting that the heuristic of Becker adds the item with the maximum quotient value to the construction at each time, so it always builds the same solution, i.e., the algorithm is deterministic.
The probabilistic version we propose consists of adding to the solution one of the best k remaining items with a probability based on their quotient value. If the sum of the best k items is d = P best k q i , then the probability to add one of these best k items is p i = q i /d. Every time that the sum Algorithm 2 Probabilistic Greedy Constructive R = {1, 2, . . . , n} Initialize the set of remaining items () while R is not empty do
Chose one of the best k with probability p i = q i /d Append chosen i to Delete chosen i from R end while return of parameters in the column of an item is zero, this is added to the solution automatically.
This procedure permits different solutions to be built every time the algorithm is run (with k > 1). The pseudocode of the algorithm is described in Algorithm 2.
B. Sequential Exact Improvement
In general, when the Binary Linear Programming (BLP) representation is used to solve the LOP, the time needed to solve standard size problems is not affordable. Schiavinotto et al. [26] let an exact method run for one week for a matrix of 250 without getting any results. Although the exact solution cannot be obtained beyond certain values of n, due to the characteristics of the LOP, it is possible to use the BLP approach for improving the quality of solutions by solving submatrices of the problem. This is an innovative way of improving the solutions of the LOP that cannot be found in the literature, and can complement any algorithm already published for the LOP.
For a given solution , the contribution of any item at position i is independent of the ordering of the items ordered in {1, . . . , i 1} positions, and also independent of the ordering of the items in {i + 1, . . . , n} positions [3] . Not limited to that, the same idea can be extended to sets of items. So, the contribution of the items at positions from i to j is independent of the ordering of the items in {1, . . . , i 1} positions, and items in {j +1, . . . , n}. As a result, if an optimization method is applied to the submatrix related to some contiguous items in the solution, based on the previous statements, it is guaranteed that the overall quality of the new solution can only improve, or remain equal if that subset of items is already optimal.
Let us consider, with illustrative purposes, the LOP instance in Fig. 1 . Given the solution = (2, 3, 1, 4, 5), if the contiguous numbers (3, 1, 4) are considered, the exact solution of that submatrix inside the red square in Fig. 1 is (3, 4, 1) . In addition, we see that the contribution of item 2 (inside the Fig. 1 . Exact method applied to the contiguous subset of items (3, 1, 4) to improve the current solution.
blue rectangle) before and after the optimization of the subset of items is the same. There is no contribution of item 5 as it is the last one, but the contributions of the posterior item, if they had existed, would have also remained the same. Only the contribution of the reordered items changes.
The previous remark on the LOP permits the improvement of any solution by applying optimization methods to submatrices of the problem. In this case, we propose a strategy to optimize contiguous submatrices in the solution following the BLP approach. In this sense, currently, there is also a huge variety of really competitive optimization solvers which have already implemented exact methods to solve these binary linear programs. Accordingly, taking that into account, in this work the commercial solver CPLEX has been used.
In order to provide intuition on the idea of solving contiguous matrices, we run some preliminary experiments with CPLEX on matrices of size 150 and 250 of the xLOLIB benchmark [26] , and compared the results obtained with the best known results. From the conducted experiments, we conclude that:
• the algorithms based on solving continuous submatrices without any previous optimization are not competitive enough. So it is desirable to provide a good solution to the exact solver.
• Unless the size of the submatrix is large enough, the exact procedure does not contribute at all in the improvement of the solution.
• The time needed by the CPLEX to solve an instance of the LOP can be drastically reduced when the given Fig. 2 . Example of overlapping of submatrices of size 6 on the solution (1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12) instance is a good solution.
In order to see the reduction of computational time required by CPLEX when a good solutions is provided, we conducted the following experiment. This experiment consists of solving matrices with the CPLEX, and once the solution is obtained, the matrices are reordered with the optimum solution obtained, and solved again with the CPLEX. Next, the execution times for solving the initial matrix and the reordered matrix are compared. Here we are reordering the matrices with the optimum solution (the CPLEX does not need to make any changes), but it can be considered quite similar to reordering them with a good solution that is not the optimum one, even if some small changes are needed. We used 10 matrices of size 50, 60 and 70, and this was built taking random rows and columns from some random instances of size 150 of xLOLIB.
The results are provided in Table I . In the view of the results, we can conclude that when reordering the matrix with a good solution, the reduction of the time needed to solve it is significant (in the great majority of the instances).
Therefore, based on what has been exposed in previous paragraphs, we propose the Sequential Exact Improvement algorithm (SEI). This procedure is implemented to be used as a post-optimizer of another algorithm, i.e., HEA. For the sake of maximizing the probabilities of improving the solution given by HEA, we propose a sequential resolution of overlapped submatrices. For example, given the solution (1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12) of Fig. 2 , the algorithm would optimize first the submatrix from position 1 to 6, secondly, the items from positions 4 to 9, and finally from positions 7 to 12. The idea of sequential overlapping submatrices permits any item to be moved to its optimal position. The process is repeated until no improvement is obtained. The pseudocode of SEI is presented in Algorithm 3.
Algorithm 3 Sequential Exact Improvement
Initial Solution: a good solution (for example, HEA) Set the size of the submatrices and the overlapping between them
IV. EXPERIMENTAL STUDY
With the aim of evaluating the validity of the proposed strategies, in this section we present a broad range of experiments. Particularly, the proposed algorithms are run on the xLOLIB benchmark of instances and the obtained results are compared with the best known results reported in the literature. This set of instances is composed of 39 instances of size 150 and 39 instances of size 250, and were generated by Schiavinotto et al. [26] through sampling uniformly at random the elements of the LOLIB instances. Currently, this benchmark constitutes the most challenging benchmark published on the LOP.
A. Parameter Tuning
The first step consists of setting up the two algorithms, that is, tuning their parameters.
1) Hybrid Exploration Algorithm: As regards HEA, there are three parameters to set: the number of items k to consider in the probabilistic greedy constructive, the size of the population (Pop size) and the number of consecutive nonimprovements iterations with the same best value of the population (n stop).
In order to gain insights into the k parameter, for each instance of xLOLIB we constructed 1000 solutions, with k ranging from 1 to 20. Obtained fitness values were averaged and normalized for each k value. The results are presented in Fig. 3 .
Bearing in mind Fig. 3 , the best setting for the parameter is k = 1, as the best normalized average values are obtained for most of the instances (close to 1). However, as explained above, with k = 1 the algorithm becomes deterministic, and thus, since different solutions are needed to create an heterogeneous population, we set k = 5, as it provides values close to 1, but in the meantime, it has enough variance to build heterogeneous solutions.
In order to tune the population size and the stopping criterion, the other two parameters, 10 instances of the xLOLIB were randomly chosen, 5 instances of size 150 and another Looking at the results in Table II , the stopping criteria of 25 non-consecutive improvements is in most of the instances the best option (in 8 instances out of 10). In relation to the size of the population, it is not so clear, however, it looks like larger sizes obtained better results (in 6 instances out of 10, the best population size is 30).
2) Sequential Exact Improvement: With respect to the setup of the sequential exact improvement algorithm, the structure of the sequence needs to be set, that is, the size of the submatrices to solve by CPLEX. As mentioned in previous experiments, the size of the submatrices has to be big enough in order to make an improvement. It is worth noting that for submatrices of size 50-60, they are actually optimal. Unfortunately, the computation time grows exponentially with the size of the submatrices (see Table I ). According to the previous experiments, solving submatrices of size 80 is affordable in the majority of the cases, but not systematically in a reasonable time span (the computational time needed is excessive). So, the size of the submatrices is set to 75 as it supposes affordable execution times.
Once the size of the submatrices is set, an overlapping structure for the submatrices in instances of size 150 and 250 must be provided. We propose using the structures shown in Fig. 4 for each instance size. Given the i th submatrix, it overlaps the first half of items with the (i 1)
th submatrix, and similarly, the second half of items is overlapped with items that share with the (i + 1) th submatrix.
B. Performance Evaluation
Once the two algorithms has been set up, in the second step of the experimentation, the performance of both is measured and compared with respect to the best known results reported in the literature. Currently, the best known results for each instance of the xLOLIB are the maximal results obtained by Ceberio et al. [3] from 20 executions of the ILS r and MA r using a stopping criteria of 10000n 2 evaluations. We run the two algorithms, HEA and SEI, 10 repetitions on each instance from xLOLIB, and recorded the best and average fitness values of the obtained results. The results are presented in Table III . It is worth noting that, because of the nature of both algorithms and their stopping criterion, it makes not sense to stop the algorithm after a fixed number of function evaluations.
As can be seen, there are only a few best known solutions that are not outperformed by both algorithms. In fact, from 78 instances there is only one instance in which the best result is the one reported in the literature. Moreover, in 72 instances both algorithms obtained better best results than the state-of-the-art. Furthermore, another remarkable fact is that in 53 instances the obtained average value of both algorithms is better than the best known.
V. CONCLUSIONS & FUTURE WORK
In this paper, two hybrid heuristic algorithms were proposed for solving a classical combinatorial optimization problem: the linear ordering problem. The first algorithm consists of an iterated local search algorithm under the insert neighbourhood that carries out an organized exploration of the search space. The second scheme is an extension of the previous algorithm that, based on the properties of the LOP, carries out an exact and sequential procedure that permits the quality of the solutions to be improved systematically. Conducted experiments on one of the hardest LOP benchmarks (xLOLIB) revealed an outstanding performance when compared to the existing best known solutions reported in the literature. Moreover, the experimentation concluded that there is still room nowadays for designing strategies that beat the state-of-theart algorithms, and take a step forward in terms of quality of obtained solutions.
For future research, there are a number of lines that would be interesting to explore. In this sense, one of them is to carry out a fair comparison between the hybrid exploration algorithm, the ILS and the MA with the execution time of the hybrid exploration algorithm (it stops when it finishes, the execution time cannot be set). This experiment would determine whether the organized exploration of the search space is more efficient than ILS or MA. Even so, there is practically no difference between the results of ILS or MA with the stopping criteria of 1000n 2 and 10000n 2 evaluations, so this suggests that there is not going to be an improvement, even if the stopping criteria (or execution time) is increased.
Another interesting research line would be the reduction of the execution time of the CPLEX when the matrix is reordered with a good solution as this allows larger submatrices to be solved, and thus, better results to be obtained. Moreover, in this paper we carried out a sequential procedure for applying CPLEX, other procedures nevertheless, such as a hierarchical one, could also be developed . TABLE III 
