ABSTRACT Median filtering (MF), a non-linear smoothing operation, has often been utilized as a means of image denoising to protect image edges and hide the traces of image tampering. Although the existing MF forensics methods have achieved excellent performance without post-processing, there is still a challenge of detecting MF in small image size and JPEG compression scenario. To meet this challenge, a robust MF forensic method using convolutional-neural-network (CNN)-based multiple residuals learning is proposed in this paper. Firstly, to reveal the traces left by MF, we use multiple high-pass filters to initialize the weights of the pre-processing layer, and obtain discriminative residuals to characterize MF artifacts in various aspects. Then the output of the pre-processing layer is employed as the input of CNN, which is elaborately designed to extract rich hierarchical features for further classification. Furthermore, Batch Normalization (BN) is introduced as a regularization method to help accelerate convergence of the entire network. The extensive experimental results on the composite database demonstrate that the proposed method is superior to the state-of-the-art methods when detecting MF in both JPEG compressed and small size images.
I. INTRODUCTION
With the wide application of image processing software, it is very easy for people to edit, modify and even forge image content, so that the primitiveness and authenticity of images are seriously threatened. For example, an image can be cut and spliced to another, then processed by blurring, scaling, and rotating, making the tampered traces difficult to detect. Therefore, image manipulation forensics is an urgent problem to be solved, which mainly includes the detection of resampling [1] , JPEG compression [2] , [3] , sharpening [4] , smoothing [5] , contrast enhancement [6] - [9] , median filtering (MF) [10] - [20] and so on.
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In this paper, we mainly focus on MF forensics, which is often used to eliminate tampering traces and statistical traces of blocking artifacts left by JPEG compression. Whether an image has undergone MF provides an important clue for judging the history of image manipulation. Predecessors have worked out many effective methods to detect MF. Kirchner and Fridrich [10] directly analyzed the frequency ratio of 0 and 1 in first order difference domain. If the ratio is much bigger than 1, the test image is median filtered. This method is effective for uncompressed images, but it cannot tolerate JPEG compression. To resist JPEG compression, Pevny et al. [12] constructed subtractive pixel adjacent matrix (SPAM) features from first-order difference domain. However, the detection accuracy of this method becomes worse under the condition of high JPEG compression levels. Cao et al. [11] proposed to compute the probability of 0 bins of the first-order difference map of texture region. The method is also applicable to uncompressed images, but it is not very robust for compressed filtered ones. Yuan [13] designed a 44-dimensional MF forensic (MFF) feature set, which improves the performance for the forensics scenarios of JPEG compression and small image sizes. Chen et al. [14] analyzed the traces of MF from image difference domain, and constructed 56-dimensional features, including global distribution detection features and local features (GLF). Their feature set also achieves good detection results for JPEG scenarios with high compression rates. Kang et al. [15] formulated the MF residual using an autoregressive (AR) model. This method achieves better performance than that of [14] . Our previous work [16] achieved better results using high-order local ternary pattern (LTP) features than that of MFF [13] and SPAM [12] . Yang et al. [17] proposed a two-dimensional autoregressive (2D-AR) model to extract a composite feature set from median filtering residual (MFR), average filtered residual (AFR) and Gaussian filtered residual (GFR) against JPEG compression.
In recent years, convolutional neural network (CNN) has been successfully applied in computer vision tasks including image classification [21] , face recognition [22] and so on. It can automatically learn features, achieve good performance and eliminate the trouble of manually designed features [23] . Inspired by this, many researchers have applied CNN to image forensics [18] - [20] . Chen et al. [18] applied CNN in MF forensics for the first time. They added a pre-processing layer to the network to obtain the MF residual (MFR) which was used as the input of classical CNN. Significant breakthroughs have been made compared with [13] - [15] . By adding a transformation layer in front of a conventional CNN model (called T-CNN), Liu et al. [19] obtained distinguishable frequency-domain features to identify the template parameters of various types of spatial smooth filtering operations.
To sum up, the literatures [15] , [17] and [18] attempt to characterize the median filtering effect by using different filtering residuals. All of them achieved state-of-the-art performances. However, the above filtering residuals are still insufficient to capture the traces of median filtering under small image sizes and JPEG compression scenarios. In this paper, various types of filtering residuals obtained by multiple filters with compact supports are utilized for median filtering detection. The innovations are summarized as follows:
(1) Inspired by steganalysis, multiple high-pass filters in spatial rich model (SRM) [24] are employed to initialize the weights in the first layer to obtain a variety of residuals, including different directions and orders. Multiple residuals based on CNN learning are utilized to suppress the impact of image content and emphasize the weak statistical traces left by MF. (2) Unlike general computer vision tasks, they extract features related to image content, the weak fingerprints left by MF are our interested ''content''. In the light of specific MF forensics, a designed elaborately CNN model is proposed. (3) For the purpose of learning residuals effectively and accelerating the convergence of the network, batch normalization (BN) layers are introduced to the proposed CNN. Experiments results prove that the proposed model has achieved excellent performance compared with state-ofthe-art methods in small image sizes and JPEG compressed scenarios.
The rest of this paper is organized as follows. In Section II, we proposed a robust MF forensic method by CNN-based multiple residuals learning, each part of which is introduced in detail. The experimental results and performance compared with the state-of-the-arts are shown in Section III. Finally, the conclusion is drawn in Section IV.
II. PROPOSED CONVOLUTIONAL NEURAL NETWORK LEARNING ARCHITECTURE FOR MF FORENSICS
The main principle of MF is that in a filtering window, all the pixel values are arranged in sequence, and then the intermediate pixel values are used to replace the central pixel values, thus eliminating isolated noise points. Therefore, MF plays the role of edge protection. Usually, the image is median filtered to diminish tampering cues which cannot be perceived by human visual system. However, the traditional CNN is used to extract features related to image content in computer vision, so we cannot directly apply it to image forensics.
Consequently, a well-designed MF detection approach is proposed to distinguish the median filtered images from non-median-filtered ones. Fig.1 is the flow chart of the proposed algorithm. Firstly, 20 discriminative residuals are obtained by high-pass filtering input images, and then fed to our elaborately designed CNN network. After a series of convolution, pooling and BN operation, the weights are updated and optimized. Finally, the softmax layer outputs probability of each image belonging to each class (i.e. original image or median filtered one), thus making predictions. The following is a detailed description of the important layers.
A. OVERALL ARCHITECTURE
The overall architecture of the proposed method is shown in Fig.2 . Our CNN consists of seven layers, which are mainly VOLUME 7, 2019 divided into pre-processing layer (filter layer), convolution module and classification module.
Twenty high-pass filters are employed to initialize the whole network parameters as the input of the pre-processing layer, which suppress the image content, and enhance the traces left by MF. Fig.3 shows the convolution module of a 64×64 image block, consisting of two groups, each of which contains two convolutional layers and one max pooling layer. Within the dashed frame is the special regularization of BN [26] layer for 32×32 image blocks. For 32×32 image blocks, the second group has no max pooling layer and BN layer. In addition, except the layers shown in Fig.2 , there is a BN layer behind each pooling layer and fully connected (FC) layer to prevent over-fitting with the network getting deeper. With the aim of improving the non-linearity of the network, every convolution layer is followed by a Rectified Linear Unit (ReLU) [27] .
The classification module is composed of two FC layers and one softmax layer. The FC layer mainly pulls the feature map into a long vector after the operations of convolution and pooling. The output of the neural network can be transformed into a probability distribution through a softmax layer.
The key parts are described in detail in the following section B-D.
B. THE PRE-PROCESSING LAYER: HIGH-PASS FILTER RESIDUALS
The pre-processing layer is the first and most critical step of the proposed CNN framework. Inspired by steganalysis [24] , [25] , 20 high-pass filter kernels in SRM are employed to initialize the weights of the first pre-processing layer heuristically. The obtained high-pass filtered residuals can effectively suppress the image content and enhance the fingerprint left by MF. Generally, it is difficult to distinguish the original image visually from its corresponding doctored one. Therefore, we attempt to characterize the MF effects from different directions and orders to obtain discernible residual features, which achieves better performance than feeding to the network directly with random value initialization [18] , [19] .
To capture the traces left by MF in different aspects, 20 high-pass filters are elaborately selected, corresponding to seven residual classes, including four in class ''1st'', two in class ''2nd'', four in class ''3rd'', one ''SQUARE 3×3'', one ''SQUARE 5×5'', four ''EDGE 3×3'' and four ''EDGE 5×5'' (the ''spam'' filters and rotated variants). Considering that the correlation of adjacent pixels in horizontal and vertical directions is stronger than that of adjacent pixels in main diagonal and sub-diagonal directions, the main and subdiagonal filters are not employed. We set the filter kernel size of the pre-processing layer to 5×5, and pad the SRM filter kernels with zero, as shown in Fig.2 . The operation of obtaining residuals is given by
where * denotes a convolution operation,f is the input image with a single channel,h i is the ith filter of total 20 high-pass filters, and R represents a group of high-pass filter residuals. We evaluate several typical high-pass filters to show the residuals of the original image and median filtered one. As illustrated in Fig.4 , the first and the second row of the first column represent the original image and the 3×3 median filtered image respectively. The second to the eighth columns are the results of original image and MF one convoluted by high-pass filters namely ''1st'', ''2nd'', ''3rd'', ''SQUARE 3×3'' and ''EDGE 3×3'', ''SQUARE 5×5'' and ''EDGE 5×5'' respectively. Due to the influence of image content, it is hard to distinguish the original image from the median filtered one visually. As shown in Fig.4 , after convoluted by 7 classes of different high-pass filters, the two classes of residual images can be distinguished clearly.
The original image contains clear edges after high-pass filtering. The edges of median filtered image will be removed in different degrees after high-pass filtering. The reason for this is that a large amount of noise is suppressed and the edges of the image are preserved after median filtering, but the second filtering can destroy image edges. It is observed that such phenomenon is similar under different filtering kernels in Fig.4 .
Hence, we can conclude that the high-pass filtering residuals have obvious effect on distinguishing the original image from the median filtered one. The design of these residual maps is relatively comprehensive, which not only increases the diversity of residuals, but also helps to extract discriminative features. What's more, they characterize MF artifacts better. As the first layer of proposed CNN, these filters as initialization parameters are optimized with the whole network.
C. CONVOLUTION MODULE
In the proposed network, the convolution module includes two groups, each of which contains two convolutional layers, one max pooling layer and one BN layer. In this section, we focus on the convolutional layer and the pooling layer. The BN layer will be introduced in detail in the next section.
Convolutional operation in CNN plays the role of feature extractor and learns rich hierarchical features. The specific convolution operation is represented as
where * denotes a convolution operation, x l j is the jth ouput feature map of the current lth layer, x l−1 k is the kth input channel of the previous layer, w l kj is the convolution kernel of the jth feature map of the current layer and the kth channel of the previous layer, and b l j is the bias term of the jth output feature map of the current lth layer. The convolution operation, a local weight sharing structure [28] , reduces a large number of calculation parameters and has distinctive advantage in image processing. g(·) denotes a non-linear activation operation after convolution, where the ReLu is employed as an activation function. This operation can be formulated as:
where x l m,n represents the input block in the current layer located at (m, n). Although this operation is simple to keep all values greater than zero and set negative values to zero, it enhances the ability to express the non-linear features of the whole network, and it is easier to find the direction of gradient descent with fast convergence speed [21] .
Considering that the input image patch is very small and maximum size is only 64×64, the pooling layer after the first and third convolutional layers are suppressed as shown in Fig.3 . The operation of pooling can reduce the dimensions of the feature maps, thus reducing the cost of training calculation and the risk of over-fitting of the network. However, low image resolution will lead to poor prediction performance. Pooling schemes mainly include average pooling and max pooling, which represent the average and maximum of the pixels of pooling window respectively. The max pooling is utilized in the proposed network.
D. BATCH NORMALIZATION LAYER
Considering that there are multiple high-pass filters as the weights of the pre-processing layer, BN layer is introduced to accelerate the convergence of the network. As is shown in the dashed box in Fig.3 , we add a BN layer to each group and FC layer for the 32×32 image blocks. With the layer-wise computation going deeply [29] , the network is vulnerable to over-fitting and gradient vanishing. By reducing the internal covariance shift, input images obey the distribution of zero as mean and unit standard deviation in the mini-batch [26] . As a consequence, each feature map has the same mean and variance, which makes the network converge quickly and avoid over-fitting. The normalization of a mini-batch x can VOLUME 7, 2019 be calculated by the following formula:
where µ B and σ 2 B are the mean and variance of a mini-batch respectively, and ε is a constant. x k and x k are the versions before and after normalization of the kth input image. The operation can reduce the covariance offset to achieve the goal of data standardization in formula (4) . Batch normalizing transform is expressed as
where γ and β are learnable parameters, and y k is the scaled and rotated value of the kth input data. Fig.5 shows the accuracy with or without BN layer in the training phase. Note that the detected MF 3×3 images with size 32×32 are compressed in JPEG 70. It is obvious that the network with the BN layer achieves faster convergence performance than that of without BN layers. Besides, the network with BN layer can achieve comparable detection performance.
E. DETAILED SETTING OF THE PROPOSED CNN
To solve the problem of detecting MF for small size and compressed image blocks, we mainly test two sizes of 64×64 and 32×32 image blocks. Due to the limited page space, we only provide detailed information for test image size of 64×64, as illustrated in Fig.2 . Size of 32×32 has only a few slight differences, which we will mention later.
For an input image with size of 64×64, firstly it passes through a filter layer which is convoluted with 20 highpass filters to obtain residuals. After two groups of convolution and pooling, the number of convolution channels is 64,32,32,16, respectively, thus outputting a 16×16 feature map. Finally, through a classification module, there are two FC layers, each containing 1024 neurons, ending with a 2-way softmax. It is worth noting that the size of each convolution kernel is 3×3 for four convolutional layers, and the stride size of each convolutional layer is 1 except for the 5×5 convolution kernel in the filter layer. As shown in Fig.2 , each group contains a pooling layer with steps of 2 and window size of 2×2. For the test image blocks with size of 32×32, the difference is that the BN layer is added to group 1 and two FC layers. There is no max pooling and BN layer in group 2, and other parameters are consistent with size of 64×64.
The proposed CNN learning architecture is implemented by using Tensorflow deep learning framework. We use Adam [30] as the optimization method to train the whole network. Description about Adam follows: the mini-batch size is 32 and the fixed learning rate is 0.0001. In addition to the filter layer, from the first convolutional layer to the last FC layer, the truncated normal initialization weight strategy is used, and the initialization bias is set to 0.1. Finally, the network is trained to minimize the cross-entropy loss function. All the experiments are implemented on a GPU card of type Quadro M4000 with 16GB RAM.
III. EXPERIMENTAL RESULTS AND ANALYSIS
We evaluate the proposed model on a composite database, including 15,000 images from four widely used image databases in image forensics: the BOSSbase 1.01 [31] , the UCID database [32] , the Dresden Image Database [33] , and the NRCS Photo Gallery database [34] . The BOSSbase database contributes 10,000 images, and the remaining three databases contribute 1338, 1491, and 2171 images respectively. All 15000 images are converted into gray-scale images before any further processing. The images from the original database belong to the negative class, and the median filtered versions belong to the positive class. We randomly select half of the datasets as training sets and the remaining half as testing sets.
In order to test the robustness of the proposed method against small image size and JPEG compression, the images are cropped from central area into sizes of 64×64 and 32×32, and then JPEG compressed with quality factor (QF) of 70 and 90. Since all the state-of-the-art MF detection methods can achieve the nearly perfect performance for uncompressed images, we mainly focus on the detection of MF images under JPEG compression. We only consider 3 × 3 and 5 × 5 median filtering windows for evaluation. In the experiments, the 3×3 and the 5×5 median filtered images are named ''MF3''and ''MF5''. For the JPEG compression, ''JPEG_70'' denotes that the image without median filtered but JPEG compressed by quality factor (QF) 70 and ''MF3+JPEG_70'' represents the composite operation of MF3 followed by JPEG compression with QF 70. ''JPEG_70'' and ''MF3+JPEG_70'' represent a training-testing pair. State-of-the-arts such as MFR [18] , T-CNN [19] , 2D-AR [17] and AR [15] are used to compare with the proposed method. Both MFR [18] and T-CNN [19] are implemented on the Tensorflow platform. For the method of 2D-AR [17] and AR [15] , we use SVM as classifiers. The detection accuracy A c is used to evaluate the performance: where c is the number of correctly predicted samples, and n is the number of total testing images. Besides, we evaluate complementarily the performance of several models by plotting receiver operating characteristic (ROC) curves to illustrate the relationship between false positive rates (FPR) and the true positive rates (TPR), and calculate area under curve (AUC) ranging from 0.1 to 1 meanwhile.
A. THE CHOICES OF HIGH-PASS FILTERS
In order to further verify the validity of high-pass filters [24] , we evaluate the model performance with no high-pass filter and single residual class. We take it as an example of detecting median filtered images with a JPEG quality factor of 70 and size of 32×32. The detection accuracy in various scenarios is summarized in Table 1 . When no high-pass filter is used, the detection accuracy is as high as 77.94%. Further, the detection performance can be improved by different residuals learning. We empirically employ 20 high-pass filters for multiple residuals learning. The obtained residuals are fully considered the correlation of pixels and different directions, which enrich the diversity of residuals, suppress the most of image content and enhance the median filtering effects. From Table 1 , it is also observed that multiple residuals learning performs better than the case of no high-pass filter and single residual learning.
Note that there are more than 30 high-pass filters in spatial rich model, but the detection accuracy by using all these filters is slightly higher than that of the proposed 20 high-pass filters. To balance the detection performance and computational complexity, the proposed 20 high-pass filters are used for median filtering detection in this paper.
B. DETECTING MF IN SMALL IMAGE SIZES AND JPEG COMPRESSED SCENARIO
In this sub-section, we compare the detection results with those advanced methods under low resolution and small sizes, including T-CNN [19] , MFR [18] , 2D-AR [17] and AR [15] . Detailed results were reported in Table 2 . All five investigated methods achieve satisfactory results under slight compression with the QF of 90. It is noteworthy that the proposed method is excellent in all cases and the detection accuracy is over 90%. Even in test image of size 32×32 under JPEG compression with the QF of 70, the detection of 3×3 MF has achieved remarkable performance far beyond T-CNN [19] , MFR [18] , 2D-AR [17] and AR [15] . These results indicate that the proposed method is strongly robust when detecting small size images under heavily JPEG compression.
The ROC curves of MF detection are plotted in Fig.6 and Fig.7 , denoting the image size of 64×64 and 32×32 in JPEG 70 compression respectively to further investigate the validity of the model. It demonstrates that the high-pass filter residuals can effectively characterize the traces of median filtering. Meanwhile, the proposed CNN-based multiple residuals learning architecture is more robust to discriminate the median filtered images from the non-median-filtered ones than other four methods for the small image sizes and JPEG compressed scenarios.
C. SPLICING FORGERY DETECTION
MF is often used as a post-processing operation in splicing forgery detection, which makes tampered images authentic. Therefore, the detection of MF becomes practical. In this sub-section, we use several well-trained classifiers to detect splicing forgery. For example, the median filtered object of an image is cut, and then pasted to another unaltered image. Fig.8(a) shows the image from which the target (the sculpture) was cut. Fig.8(b) shows the image into which the cut target was pasted. Fig.8(c) is a composite image. In order to cover up the tampering operation, Fig.8(a) is median filtered by using 3×3 window to reduce the discontinuity between Fig.8(a) and Fig.8(b) . Finally, the tampered image is stored in JPEG compression format with a QF of 70. For the purpose of detecting and locating the tampered regions, the test image is divided into non-overlapping 32×32 blocks, and each block of the composite image is detected in order. The identification results using T-CNN [19] , MFR [18] , 2D-AR [17] , AR [15] and the proposed methods are shown in Fig.9. (a), (b) , (c), (d), (e) respectively.
All the methods can detect the main part of the splicing area. However, the investigated methods cannot locate the tampered area accurately or have too much false alarms. Compared with these methods, our method can detect and locate the splicing area more effectively.
IV. CONCLUSION
In this paper, we propose a robust median filtering forensic method by CNN-based multiple residuals learning. Multiple high-pass filters are employed to initialize the weights of the pre-processing layer and the filtering residuals are obtained to suppress the interference of image content. Then, a well-designed CNN is utilized to extract hierarchical residual features. BN has been added as a regularization method to help accelerate convergence of the entire network.
The experimental results show that the proposed MF detector outperforms some existing MF detectors for the small size images under JPEG compression. It is believed that the method of learning residuals based on CNN is also efficient for other image forensics.
