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Abstract
We present a detailed analysis of a scalar conformal four-point function obtained from
AdS/CFT correspondence. We study the scalar exchange graphs on AdSd+1 and discuss their
analytic properties. Using methods of conformal partial wave analysis, we present a general pro-
cedure to study conformal four-point functions in terms of exchanges of scalar and tensor fields.
The logarithmic terms in the four-point function are connected to the anomalous dimensions of
the exchanged fields. Comparison of the results from AdSd+1 graphs with the conformal partial
wave analysis suggests a possible general form for the operator product expansion of scalar fields
in the boundary CFTd.
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1 Introduction
The duality between string or M -theory compactifications on AdSd+1 and d-dimensional
superconformal gauge theories suggested by AdS/CFT correspondence [1] has been the subject
of intensive research over the past couple of years (for a recent review see [2]). Gradually, the
emerging picture takes the form of the long-sought string/gauge theory relationship [3]. Recently,
in a minkowsian version of the correspondence the d-dimensional conformal field theory (CFT)
has been discussed in the context of local quantum field theory [4] defined on a standard (flat)
compactified Minkowski space M c1,d−1. This space arises as the boundary of the AdS1,d space-
time. The isometry group of both spaces is SO(d, 2) and the state space of the boundary CFT
is related to the state space of the bulk theory [5].
Such a view of the AdS/CFT correspondence implies that the known local structure of
conformal field theory, (see for example [6] and references therein), is connected to the local
structure of the the field (or string) theory living on AdS. In particular, harmonic analysis on
the isometry group SO(d, 2) (“conformal partial wave analysis” CPWA), of n-point functions of
the boundary CFT should be valid. This is equivalent to the existence of an operator product
expansion (OPE) for the boundary CFT. Such expansions are convergent in a topology defined
by the n-point functions on which they are applied (CPWA), or into which they are inserted
(OPE). Perhaps the most well-known application ground for CPWA and OPEs is the (Euclidean)
case d = 4, when the boundary CFT is the N = 4 SYM theory with gauge group SU(N). In
that case, the large-N , large-λ expansion (λ = g2YMN with gYM being the gauge coupling),
corresponds to a perturbative form of the AdS theory in terms of the so-called “Witten graphs”
[1]. Technical exploitations of the AdS/CFT correspondence are mainly based on this graphical
expansion [8, 9].
Our aim in this work is to make a thorough investigation of a four-point function of scalar
fields in the boundary CFT obtained from a graphical expansion in AdS. We choose to work
in general dimensions d to ensure a broad applicability of our results. In Section 2 we set the
stage for our study by considering a theory on AdS with a single cubic local interaction term.
This may be viewed as the minimal AdS theory leading to a non-trivial four-point function
in the boundary. Locality arguments applied to the boundary CFT require the analyticity of
the AdS calculations. In Section 3 we present the results of the AdS calculations in the direct
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and the crossed channels. The direct channel poses no analyticity problems. Complications
arise in the crossed channels where non-analytic terms might arise. We prove that the possible
non-analytic terms drop out by virtue of highly non-trivial identities for generalized hypergeo-
metric functions, thus demonstrating that the corresponding CFT amplitudes admit an OPE.
We present a systematic harmonic analysis of CFT four-point functions in Section 4 based on
conformal exchange graphs for scalar and tensor fields. These graphs enable us to obtain the
general contribution of scalar and tensor fields in a four-point function when the OPE is inserted
in the direct channel. An important point of our analysis is the interpretation of the logarithmic
terms which appear in four-point function calculations in terms of the anomalous dimensions of
the exchanged scalar and tensor fields. This interpretation is by no means new as it has already
been used by Symanzik [10] and two of the present authors [11, 13]. In Section 5 we combine
the AdS results with the direct channel OPE. This allows the recursive determination of the
anomalous dimensions and couplings of all scalar and tensor fields in the OPE. Our results seem
to draw a clear picture for the OPE of two scalar fields of the boundary CFT; it contains a)
the full contribution from the boundary conformal field which corresponds to the AdS-field in
the cubic bulk interaction 4 and b) infinite towers of conformal scalar and tensor fields whose
canonical dimensions (e.g. the part of the dimension which does not depend on the coupling),
and tensor rank are simply related to the dimensions of the external fields in the OPE. Finally,
we summarize our results and comment on possible extensions of our program in Section 6.
2 General remarks
It is well-known that CFT determines the form of two- and three-point functions of general
tensor fields up to constants (for a review see [14]). Although these constants capture in general
non-trivial dynamical effects, four-point functions are the minimal ones whose functional form
depends in an essential way on the dynamics. From conformal invariance four-point functions
are determined only up to a general analytic function of two variables. Namely, consider the
four-point function
〈O1(x1)O3(x3)O2(x2)O4(x4)〉 , (1)
4Our results differ in this point from the recent claims in [15].
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where the scalar fields Oi(xi), i = 1, .., 4 have dimensions ∆i respectively. Denoting xij = xi−xj
the four-point function (1) can be expanded in powers of x2ij, determined solely from ∆i, and
an analytic function F (u, v) of the two biharmonic ratios
u =
x213x
2
24
x212x
2
34
, v =
x214x
2
23
x212x
2
34
. (2)
There exists then a physical real analyticity domain for F (u, v) with [11]
|1 + u− v| ≤ 2u 12 , |1 + v − u| ≤ 2v 12 , (3)
and a possible expansion is
F (u, v) =
∞∑
n,m=0
un(1− v)m
n!m!
Anm(∆i; d) . (4)
An expansion such as (4) is useful in the direct channel limit
x1 → x3 , x2 → x4 , (u→ 0, v → 1) , (5)
and it is obtained from the calculation of conformal graphs [11–13, 16, 17]. In almost all four-
point function calculations one relies on a perturbative expansion in some small parameter e.g.
a coupling constant or 1/N . Such a perturbative expansion implies the dependence of conformal
dimensions on the coupling constants (or 1/N) and gives, for a specific graph Γ, an expansion
of the form
FΓ(u, v) =
∞∑
n,m=0
un(1− v)m
n!m!
[
K∑
k=0
A(k)nm(∆i; d) (ln u)
k
]
, (6)
where K depends on the perturbative order. One important point here is the appearance of
the logarithmic terms on the r.h.s. of (6). These terms are not involved in the discussion
of the analytic properties of the expansion (6) as they can in principle be summed up and
exponentiated giving just an “anomalous” contribution to the dimensions of the exchanged
fields [10–13]. Logarithmic terms frequently occur in conformal n-point functions and are in fact
necessary in order to ensure the correct conformal properties when the external points come
close together [14, 18].
In the context of AdS/CFT correspondence [1] one is equipped with a standard procedure
to generate a perturbative expansion for conformal four-point functions. Namely, the relation
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of a (local) field theory on AdS to a CFT on the boundary can be schematically written as
ZAdS ≡
∫
(Dφ)e−S[φ] → Z[φ0] ≡ 〈e
∫
ddxφ0(x)Oφ(x)〉 = eWCFT[φ0] , (7)
where WCFT[φ0] is the generating functional for connected n-point functions of the field Oφ(x)
in the boundary CFT, when φ0(x) plays the role of an external source. Passing from Z to Z[φ0]
involves solving the classical field equations for the AdS field 5 φ(x0, x) with boundary conditions
such that φ(x0, x)|∂AdS = φ0(x). When the AdS action involves non-quadratic terms it can only
be evaluated within a perturbative expansion in the coupling constant. Such an expansion has
a definite interpretation in terms of “Witten graphs” [1, 8, 9] connecting points in the boundary
of AdS via interactions taking place in the bulk. The result is a perturbative expansion for the
n-point functions of the boundary CFT.
Here we consider the simplest local field theory on AdS which gives rise to non-trivial four-
point functions of the boundary CFT. Namely, we consider the following action for the AdS
scalar fields φ(xˆ) and σ(xˆ)
S =
∫
dd+1xˆ
√
g
(
1
2
∂µφ(xˆ)∂
µφ(xˆ) + 1
2
m˜2φ2(xˆ) + 1
2
∂µσ(xˆ)∂
µσ(xˆ) + 1
2
m2σ2(xˆ)
+γ∗
2
φ2(xˆ)σ(xˆ)
)
. (8)
The action (8) gives rise to a boundary CFT of the scalar fields Oφ(x) and Oσ(x) with corre-
sponding two-point functions [8, 9]
〈Oφ(x1)Oφ(x2)〉 = C∆˜
1
x2∆˜12
, ∆˜ = d
2
+
√
m˜2 + d
2
4
, (9)
〈Oσ(x1)Oσ(x2)〉 = C∆ 1
x2∆12
, ∆ = d
2
+
√
m2 + d
2
4
, (10)
C∆ =
2(∆ − 12d)Γ(∆)
π
1
2
dΓ(∆− 12d)
. (11)
It also implies the existence of the three-point function [8, 16]
〈Oφ(x1)Oφ(x2)Oσ(x3)〉 = γ∗ g∆˜∆˜∆
1
(x212)
∆˜− 1
2
∆(x213x
2
23)
1
2
∆
, (12)
5We consider the Euclidean version of AdSd+1 space where dxˆ
µdxˆµ =
1
x2
0
(dx0dx0 + dx
idxi), with i = 1, .., d.
and xˆµ = (x0, xi). The boundary of this space is isomorphic to S
d since it consists of Rd at x0 = 0 and a single
point at x0 =∞.
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g∆˜∆˜∆ =
1
4πd
Γ2(12∆)Γ(∆˜− 12∆)Γ(∆˜ + 12∆− 12d)
Γ2(∆˜− 12d)Γ(∆ − 12d)
. (13)
The coupling constant γ∗ is the parameter which induces the non-trivial dynamics of the bound-
ary CFT. In principle, one should have information regarding its magnitude before trying to
make sense of the “Witten graph” expansion. This is the case when φ(xˆ) and σ(xˆ) correspond
to Kaluza-Klein modes of the compactified supergravity theory and γ∗ is determined by the
standard reduction procedure [19, 20] to be γ∗ ∼ O(1/N), where SU(N) is the gauge group of
the boundary CFT 6. In this case one is able to order the perturbative expansion of the action
(8) according to the number of cubic vertices. For the purposes of our work it suffices to assume
that γ∗ is also a “small” parameter when φ(x) and σ(x) are general scalar fields, as our results
do not depend in an essential way on its magnitude.
PSfrag replacements
x1x1
x2
x2
x3x3
x4
x4
A(x1, x3;x2, x4) = B(x1, x3;x2, x4) =
Figure 1: The A and B graphs. In the A graph the solid lines correspond to the full Oφ(x)
propagator (9). In the B graph, solid lines correspond to the “bulk-to-boundary” propagators (17)
and the dotted line to the “bulk-to-bulk” one (18)
.
Our main interest is in the four-point function of the scalar field Oφ(x). Up to tree “Witten
graphs” standard AdS/CFT calculations give the following expansion
〈Oφ(x1)Oφ(x3)Oφ(x2)Oφ(x4)〉 = A(x1, x2;x3, x4) +A(x1, x3;x2, x4) +A(x1, x4;x3, x2)
+γ2∗ [B(x1, x2;x3, x4) +B(x1, x3;x2, x4) +B(x1, x4;x3, x2)] , (14)
where the A and B terms are depicted in Fig.1. Note that we consider the full four-point function
and not only its connected part. The explicit expressions for the graphs A and B are given by
A(x1, x2;x3, x4) = C
2
∆˜
1
(x212x
2
34)
∆˜
, (15)
B(x1, x2;x3, x4) =
∫
dd+1yˆ dd+1zˆ
yd+10 z
d+1
0
K∆˜(x1, yˆ)K∆˜(x2, yˆ)G∆(yˆ, zˆ)K∆˜(x3, zˆ)K∆˜(x4, zˆ) , (16)
6Recently, the full AdSd+1 action for the Kaluza-Klein modes has been evaluated up to quartic couplings [21].
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and the standard forms of the “bulk-to-boundary” and “bulk-to-bulk” propagators that we use
are [16, 17]
K∆(x, yˆ) = k∆
[
x0
x20 + (x− y)2
]∆
, k∆ =
Γ(∆)
π
1
2
dΓ(∆− 12d)
, (17)
G∆(x, y) = G∆ q−∆2F1
(
1
2
(∆ + 1), 1
2
∆;∆ − d
2
+ 1; q−2
)
, (18)
G∆ = Γ(∆)
2∆+1π
1
2
dΓ(∆− 12d+ 1)
, q2 =
x20 + y
2
0 + (x− y)2
2x0y0
. (19)
The disconnected A graphs simply give
C2
∆˜
(x213x
2
24)
∆˜
+
C2
∆˜
(x212x
2
34)
∆˜
[
1 + v−∆˜
]
. (20)
The integrations in the “exchange graphs” B can be done using either Symanzik’s method [22]
or following [17] (see Appendix A), when one obtains the following convenient representation as
a Mellin-Barnes integral
B(x1, x3;x2, x4) =
κ
(x212x
2
34)
∆˜
∫
C
ds
2πi
Γ2(−s)
[
Γ4(∆˜ + s)Γ2(12∆+ ∆˜− 12d)Γ(12∆− ∆˜− s)
Γ(2∆˜ + 2s)Γ(∆− 12d+ 1)Γ(12∆+ ∆˜− 12d− s)
× 3F2
(
1
2
∆+ ∆˜− 1
2
d, 1
2
∆+ ∆˜− 1
2
d, 1
2
∆− ∆˜− s;∆− 1
2
d+ 1, ∆˜ + 1
2
∆− 1
2
d− s; 1
)
×us 2F1
(
∆˜ + s, ∆˜ + s; 2∆˜ + 2s; 1− v
) ]
, (21)
where
κ =
Γ(2∆˜ − 12d)
8π3d/2Γ4(∆˜− 12d)
. (22)
The remaining two crossing symmetric B graphs are obtained from (21) by suitable interchanges
of the x’s. Our strategy is now to present an explicit expression for the four-point function (14)
and study its analyticity properties. This expression will then be compared with the CFT
expectation which is simply the CPWA of the four-point function (14). The result will suggest
the local form for the OPE of the conformal scalar field Oφ(x) with itself.
3 Explicit results for the AdS exchange graphs
In this section we present the results for the AdS “exchange graphs” and discuss their
analyticity properties.
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3.1 The direct channel
Our starting point is the Mellin-Barnes representation (21) for the B terms in (14). It is easy
to see that (21) is suitable for studying the direct channel limit (5). The result of the integration
is a double series expansion coming from the summation over the Γ-function poles included in
the contour C. It can be written down as (see Appendix A for the details)
B(x1, x3;x2, x4) =
1
(x212x
2
34)
∆˜
∞∑
m,n=0
un(1− v)m
n!m!
[
−a(1)nm lnu+ b(1)nm + u
1
2
∆−∆˜c(1)nm
]
, (23)
where
a(1)nm = −κ
Γ2(∆˜ + n)Γ2(∆˜ + n+m)
(n+ 1)!Γ(2∆˜ + 2n +m)
1
(12∆+ ∆˜− 12d)
× 3F2(12∆− ∆˜ + 1,
1
2
∆+ ∆˜− 1
2
d+ 1 + n, 1;n + 2, 1
2
∆+ ∆˜− 1
2
d+ 1; 1) , (24)
b(1)nm = −κ
Γ2(∆˜ + n)Γ2(∆˜ + n+m)
Γ(2∆˜ + 2n+m)
{
Γ(∆˜− 12∆)Γ(∆˜ + 12∆− 12d) (n)!
Γ(2∆˜− 12d)(∆˜ − 12∆)n+1(∆˜ + 12∆− 12d)n+1
+
ψ(12∆+ ∆˜− 12d+ n+ 1)− 2ψ(∆˜ + n)− 2ψ(∆˜ + n+m) + 2ψ(2∆˜ + 2n+m)
(n+ 1)! (12∆+ ∆˜− 12d)
× 3F2(12∆− ∆˜ + 1,
1
2
∆+ ∆˜− 1
2
d+ 1 + n, 1;n + 2, 1
2
∆+ ∆˜− 1
2
d+ 1; 1)
+
1
(12∆+ ∆˜− 12d)n+1
∞∑
r=0
(−n)r(1 + 12d− 12∆− ∆˜)r
(r!)2(∆˜ − 12∆+ r)
ψ(n+ 1− r)
}
, (25)
c(1)nm = κ
Γ4(12∆)Γ
2(∆˜− 12∆)Γ2(∆˜ + 12∆− 12d)
Γ(∆)Γ(2∆˜ − 12d)Γ(∆ − 12d+ 1)
(12∆)
2
n(
1
2∆)
2
n+m
(∆)2n+m(∆− 12d+ 1)n
. (26)
The Pochhammer symbol (a)n is defined as
(a)n =
Γ(a+ n)
Γ(a)
. (27)
The hypergeometric functions which appear in (24) and (25) can be given in term of terminating
series by virtue of the identity given in (86). However, due to identities of the form
lim
a→0
ψ(a− r)
Γ(a− r) = (−1)
r+1Γ(r + 1) (28)
the last term in (25) gives a contribution proportional to a 4F3 generalized hypergeometric
function. It is easy to see that (23) is analytic in the direct channel limit u→ 0 and v → 1.
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3.2 The crossed channel
The calculations in both the crossed channels (x3 ↔ x4 or u ↔ v and x3 ↔ x2 or u ↔ 1/u
and v ↔ v/u), are significantly more complicated as they involve the analytic continuation of
the result (23). The reason is that we want to obtain an expression which can be matched with
the direct channel OPE, therefore we require that the result be written e.g. in the general form
of (6). Consider for clarity the crossed channel obtained from (21) by the interchange u↔ v.
This can be achieved in two fashions. We start first from the Mellin-Branes integral for
B(x1, x4;x2, x3) (say) analogous to (21), and expand it into contributions of the poles in s
to the right of the integral contour. We obtain a decomposition into a contribution from Oσ
exchange and from the exchange of an infinite tower of the tensor fields. Because of the missing
shadow terms (see Sections 4.1, 4.2) each contribution is singular at v = 1. In Appendix B we
show that for the specific case of the B graph in Fig. 1, the non-analytic terms cancel each
other by virtue of highly non-trivial identities for the generalized hypergeometric function 3F2.
The explicit form of the remaining analytic terms can also be derived using the generalized
hypergeometric differential equation and the representations of its solutions by Mellin-Barnes
integrals (Appendix B).
The second method makes use of the Mellin-Barnes integral for B(x1, x4;x2, x3) itself and we
observe that (after the exchange of u↔ v in (21)) the power vs can be Taylor expanded at v = 1
under the integral sign (Appendix B). Here we just give a general formula which is useful in
extracting information for the possible general structure of the conformal OPE from AdS/CFT
correspondence. Namely, the result for both the crossed channel graphs obtained from Fig.1 is
of the form
B(x1, x4;x2, x3) +B(x1, x2;x3, x4) =
1
(x212x
2
34)
∆˜
∞∑
n,m=0
un(1− v)m
n!m!
[
−a˜nm lnu+ b˜nm
]
, (29)
where the coefficients a˜nm , b˜nm depend solely on ∆, ∆˜ and d.
4 General scalar and tensor exchange in CFT
In order to analyze the AdS results of Section 3 in terms of CFT partial waves, we need a
formalism which allows the identification of a general conformal tensor and all its derivatives in
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the four-point function (14). To achieve this we construct four-point amplitudes with covariant
vertices and a general tensor field of rank l and dimension ∆ exchanged in the direct channel.
The appropriate conformal graph is depicted in Fig.2 and gives the conformally invariant local
result β∆˜(x1, x2, x3, x4;∆, l).
PSfrag replacements
x1
x2x3
x4
β∆˜(x1, x3;x2, x4;∆, l) =
∆ , l
Figure 2: The tensor exchange graphs. The dark blobs correspond to the full vertex functions
obtained by suitable amputation of (41).
4.1 Scalar exchange in CFT
To begin with we consider the exchange of a general scalar field of dimension ∆ in CFT.
This corresponds to the l = 0 graphs in Fig.2. The three-point functions (12) which appear in
it are contracted with the inverse two-point function. The latter is obtained from the two-point
function (10) as
∫
ddz〈Oσ(x)Oσ(z)〉 [〈Oσ(z)Oσ(y)〉]−1 = δd(x− y) , (30)
[〈Oσ(x)Oσ(y)〉]−1 = 1
C∆
α(∆ − 12d)
πdα(∆)
1
(z − y)2(d−∆) , α(b) =
Γ(12d− b)
Γ(b)
. (31)
Then, we can use the D’EPP formula [25]
∫
ddx
1
(x1 − x)2a1(x2 − x)2a2(x3 − x)2a3 =
U(a1, a2, a3)
(x212)
1
2
d−a3(x213)
1
2
d−a2(x223)
1
2
d−a1
, (32)
U(a1, a2, a3) = π
1
2
dα(a1)α(a2)α(a3) (33)
which is valid only for a1 + a2 + a3 = d, to obtain for the scalar exchange graph
β∆˜(x1, x3, x2, x4;∆) =
(γ∗g∆˜∆˜∆)
2
C∆˜
Γ(∆)Γ2(12d− 12∆)
π
1
2
dΓ(12d−∆)Γ2(12∆)
1
(x213)
∆˜− 1
2
∆(x224)
∆˜+ 1
2
∆− 1
2
d
×
∫
ddx
1
[(x1 − x)2(x3 − x)2] 12∆[(x2 − x)2(x4 − x)2] 12d− 12∆
. (34)
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The integral in (34) falls into the class of conformal 4-star integrals [11–13] which can be evalu-
ated using Symanzik’s technique [22] due to the uniqueness condition satisfied by the massless
scalar propagators involved in it i.e. the sum of the dimensions of the propagators is d. The
result of the final integration is [11, 13]
β∆˜(x1, x3;x2, x4;∆) =
b u−∆˜
(x212x
2
34)
∆˜
∞∑
n,m=0
un(1− v)m
n!m!
[
u
1
2
∆cnm(∆) + u
1
2
d− 1
2
∆cnm(d−∆)
]
,(35)
cnm(∆) = α(∆)α
2(1
2
d− 1
2
∆)
(12∆)
2
n(
1
2∆)
2
n+m
(∆)2n+m(∆− 12d+ 1)n
, (36)
b =
(γ∗g∆˜∆˜∆)
2
C∆
α2(12∆)
α(∆)
. (37)
The first term on the r.h.s. of (35) is the full contribution of a scalar field with dimension ∆. Its
form is fully determined by conformal invariance [26, 6, 7, 11, 13] and involves an infinite number
of descendants of the relevant scalar field. One important observation here is that the second
term in (35) is obtained from the first by the replacement
∆→ d−∆ . (38)
This second infinite series in (35) represents the so-called shadow symmetric singularities of the
first series. 7 The appearance of the shadow singularities is necessary for the cancellation of the
non-analytic terms in the crossed channel of standard CFT exchange graphs [24]. The absence of
shadow singularities in AdS calculations was some kind of a puzzle and its solution was proposed
in the use of irregular boundary conditions [28, 29]. The correct solution, however, is simple and
physically interesting. The holographic image of AdS supergravity and all the fields which
can be produced from it by operator product expansions are gauge invariant composite fields
(synonymously: conformal normal products) of a set of basic fields, which we guess to be the
vector supermultiplet of SYM field theory. These basic fields are not contained in the holographic
image. On the other hand composite fields appear only in operator pruduct expansions which
are convergent power series with increasing powers of the small distance. Shadow terms would
therefore lead to a series with decreasing powers and would make the whole series twosided.
There would not be a maximal small distance singularity. For more details see [30].
7The term shadow symmetry was introduced for the first time in [26]. It corresponds to an intertwiner [27] of
the conformal group in d > 2 that maps the equivalent representations with dimensions η and d − η onto each
other. Shadow symmetric singularities may correspond to physical shadow fields if the dimensions of the latter
satisfy the unitarity bound e.g. d− η ≥ d/2− 1. See [11–13] and also [28].
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4.2 Tensor exchange in CFT
The exchange of traceless symmetric tensors of dimension ∆ and rank l, corresponding to
irreducible representations of dimension ∆ and spin l of SO(d, 2), can be also calculated in CFT
as the relevant graphs reduce to sums of scalar exchanges. For this we need to know the general
expression for the conformally invariant three-point function of a symmetric, traceless tensor
with dimension ∆ and rank l with two scalar field of dimension ∆˜. This is determined from
conformal invariance up to an overall constant g∆˜,∆˜,∆,l [6, 31]. We use the vectors
ξµ(1, 2; 3) =
(x13)µ
x213
− (x23)µ
x223
, (39)
ξ2(1, 2; 3) =
x212
x213x
2
23
, (40)
to express the three-point function as [7, 6]
〈O(x1)O(x3)Mµ1,µ2,..,µl(x5)〉 =
g∆˜∆˜∆,l N (∆˜;∆, l)
(x213)
∆˜− 1
2
∆(x215x
2
35)
1
2
∆
[
ξµ1ξµ2 · · · ξµl
(ξ2)
1
2
l
− trace terms
]
, (41)
N (∆˜;∆, l) = 2
∆˜+ 1
2
∆+ 1
2
l
(2π)
1
2
d
(
Γ(∆˜ + 12∆+
1
2 l − 12d)Γ(∆˜ − 12∆+ 12 l)Γ2(12∆+ 12 l)
Γ(d− ∆˜− 12∆+ 12 l)Γ(12d− ∆˜ + 12∆+ 12 l)Γ2(12d− 12∆+ 12 l)
) 1
2
(42)
where ξµ ≡ ξµ(1, 3; 5). Then, the general amplitude depicted in Fig.2 consists of two covariant
vertex functions one of which is amputated and can be written as
β∆˜(x1, x2, x3, x4;∆, l) =
∫
ddx5˜
[ ∑
µ1,..,µl
〈O(x1)O(x3)Mµ1,µ2,..µl(x5˜)〉
〈Mµ1,µ2,..,µl(x5˜)O(x2)O(x4)〉amp
]
. (43)
The amputation of the second vertex in (43) is done on the tensor field Mµ1,..,µl(x). With the
following normalization for the two-point function [31, 6]
〈Mµ1,..,µl(x1)Mν1,..,νl(x2)〉 = C∆,l
N (∆, l)
x2∆12
[{
Iµ1ν1(x12) · · · Iµlνl(x12)
}
sym
−traces
]
, (44)
N (∆, l) = 2
∆Γ(∆ + l)Γ(d−∆− 1)
(2π)
1
2
dΓ(12d−∆)Γ(d−∆+ l − 1)
, Iµν(x) = δµν − 2xµxν
x2
, (45)
the amputated vertex function appearing in (43) is obtained from (41) by the replacements
∆ → d−∆ , (46)
ξµ(1, 3; 5˜) → ξµ(2, 4; 5˜) . (47)
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Then from (43) we obtain
β∆˜(x1, x3;x2, x4;∆, l) = β∆˜;∆,l
1
(x213)
∆˜− 1
2
∆(x224)
∆˜− 1
2
d+ 1
2
∆
×
∫
ddx5˜
{
eµ1 · · · eµl − traces
}{
e′µ1 · · · e′µl − traces
}
(x2
15˜
x2
35˜
)
1
2
∆(x2
25˜
x2
45˜
)
1
2
d− 1
2
∆
, (48)
β∆˜;∆,l =
g2
∆˜∆˜∆,l
C∆,l
22∆˜+
1
2
d+ 1
2
lΓ(∆˜ − 12∆+ 12 l)Γ(∆˜ + 12∆+ 12 l − 12d)
(2π)dΓ(12d− ∆˜ + 12∆+ 12 l)Γ(d− ∆˜− 12∆+ 12 l)
, (49)
eµ =
ξµ(1, 3; 5˜)
|ξ2(1, 3; 5˜)| 12
, e′µ =
ξµ(2, 4; 5˜)
|ξ2(2, 4; 5˜)| 12
, e · e = e′ · e′ = 1 . (50)
The product of the unit vectors e and e′ in (43) can be evaluated in terms of Gegenbauer
polynomials C
1
2
d−1
l (x) [23] as
{
eµ1 · · · eµl − traces
}{
e′µ1 · · · e′µl − traces
}
=
1
c
(l)
l
C
1
2
d−1
l (t) , (51)
where [12]
C
1
2
d−1
l (t) =
l∑
M=0
c
(M)
l t
M , (52)
t =
ξµ(1, 3; 5)ξµ(2, 4; 5)
|ξ(1, 3; 5)||ξ(2, 4; 5)| . (53)
This is derived by observing that the following generating function for Gegenbauer polynomials
(
1− 2a(ξ · η) + a2ξ2η2
)1− 1
2
d
ξ , η ∈ Rd , (54)
is harmonic with respect to both Laplacians ∆ξ and ∆η. The latter property is equivalent to
the tracelessness of the tensors in (51). Note that in (52) c
(l)
M = 0 if l−M is odd. The argument
t of the Gegenbauer polynomials in (52) can be expanded in powers of squares x2ij as
tM =
[
x2
15˜
x2
25˜
x2
35˜
x2
45˜
4x213x
2
24
] 1
2
M ∑
ni,i+1∈N0
(−1)n12+n34
(
M
n12 n23 n34 n41
)
4∏
i=1

 x2i,i+1
x2
i5˜
x2
i+1,5˜


ni,i+1
, (55)
with n41 = n45 and x55˜ = x15˜. Then, the integration of (43) can be reduced to a finite sum of
four-star functions which can be evaluated to
β∆˜(x1, x3, x2, x4;∆, l) = β∆˜;∆,l
u−∆˜
(x212x
2
34)
∆˜
∞∑
n,m=0
un(1− v)m
n!m!
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×
{
l∑
M=0
c
(M)
l
2M c
(l)
l
∑
ni,i+1∈N0
(−1)n12+n34
(
M
n12 n23 n34 n41
)
vn23
×
[
u
1
2
(∆−M)α(δ2)α(δ4)α(∆)
(δ1)n(
1
2d− δ2)n(δ3)n+m(12d− δ4)n+m
(∆)2n+m(∆˜− 12d+ 1)n
+ shadow term
]}
.(56)
where
i ∈ (1, 3) δi = 12(∆−M) + ni−1,i + ni,i+1 , (57)
i ∈ (2, 4) δi = 12d−
1
2
(∆ +M) + ni−1,i + ni,i+1 . (58)
(59)
Performing the final summations we can bring the result into the form
β∆˜(x1, x3, x2, x4;∆, l) = β∆˜;∆,l
u−∆˜
(x212x
2
34)
∆˜
∞∑
m,n=0
un(1− v)m
n!m!
[
u
1
2
(∆−l)Dnm(∆, l) +
+u
1
2
(d−∆−l)Dnm(d−∆, l)
]
. (60)
The coefficients Dnm are regular functions of ∆˜, ∆ and d, however their form is quite complicated
and we do not present it here [12]. The first term on the r.h.s. of (60) is the full contribution
of the symmetric traceless tensor field with dimension ∆ and rank l. This is the relevant term
which we need in the direct channel OPE. The second term corresponds again to the shadow
symmetric singularities and it is in general absent in the AdS calculations.
5 The structure of the OPE in the boundary CFT
We are now in a position to connect the AdS results of Section 3 with the CPWA of Section
4. From the results of Section 3 we conclude that an AdS four-point amplitude G (i.e. an
appropriately chosen set of AdS graphs), has the general form
G(x1, x2, x3, x4) = 1
(x212x
2
34)
∆˜
∞∑
n,m=0
un(1− v)m
n!m!
[
u
1
2
∆−∆˜cnm −Anm lnu+ Bnm
]
, (61)
Anm = (a(1)nm + a˜nm)γ2∗ ∼ O(γ2∗) , (62)
Bnm = C2∆˜(δm0 + (∆˜)m)δ0n + (b(1)nm + b˜nm)γ2∗ ∼ O(1) . (63)
The first term on the r.h.s. of (61) is the full contribution of the scalar field σ(x) with dimension
∆. This is the corresponding field of the scalar σ(xˆ) which appears in the AdS cubic vertex
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on (8). As a check we can calculate from (35) and (26) the coupling g∆˜∆˜∆ and we find it in
agreement with the AdS result (12). We conclude that this is a generic feature of the OPE in the
boundary CFT obtained form AdS/CFT correspondence; the CFT scalar fields corresponding
to the AdS scalars involved in the triple bulk vertices, appear intact in the operator algebra of
the boundary CFT. 8 We expect that this feature holds true for general tensor fields which are
involved in AdS cubic vertices, however the general proof is still missing. Such a structure of
the boundary OPE is robust against the inclusion of quartic couplings, since it is trivial to show
that general AdS “star-graphs” give contributions of the form (29). Our results are consistent
with the anticipated non-renormalization [19, 32, 18] of all operators in the boundary CFT which
correspond to the Kaluza-Klein modes of the bulk supergravity theory.
Next we turn to the remaining two terms on the r.h.s. of (61). Following earlier works of
one of the authors [11, 12], these terms can be matched to a conformally invariant OPE in the
direct channel which includes contributions from infinite towers of symmetric, traceless tensor
fields with dimensions (we replace hereafter ∆→ ∆l,t and β∆˜;∆,l → βl,t)
∆l,t = 2∆˜ + l + 2t+ ηl,t , (64)
where l is the tensor rank and t is an additional quantum number called the “twist”. From Bose
symmetry l ∈ 2N0 and then t ∈ N0. These fields have an “anomalous” dimension ηl,t ∼ O(γ2∗).
Inserting (64) into (60) and expanding up to O(γ2∗) we get by comparing the coefficients of
un(1− v)m and un(1− v)m lnu
∑
l,t
n!
(n− t)!Dnm(l, t)βl,t = Bnm , (65)
∑
l,t
n!
(n− t)!Dnm(l, t)
1
2
ηl,t βl,t = −Anm . (66)
To proceed we introduce the lexicographic order in the sequences of labels (l, t) and (m,n) as
follows (say for (m,n)): we define
(m1, n1) < (m2, n2) , (67)
8Note that a cubic vertex like the one in (8) can be used to calculate the four-point function of the scalar field
σ(x) in the boundary CFT. In this case, some connected contributions will come from “box-graphs” which are
O(γ4
∗
). In principle, such graphs can be calculated using the techniques of the present work, as was done in CFT
models in in 2 < d < 4 [11–13].
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if either
m1 + 2n1 < m2 + 2n2 , (68)
or
m1 + 2n1 = m2 + 2n2 with n1 < n2 . (69)
Moreover, we consider only those equations in (65), (66) with
m+ 2n ∈ 2N0 . (70)
The remaining equations are then interpreted as constraints which have to be satisfied to ensure
consistency of our scheme. This has been checked to high orders in the case of the O(N) vector
model in 2 < d < 4 [11, 12], and in principle can also be done in the explicit in the case of
AdS5/CFT4 correspondence using e.g. the results of [21]
9. Then we note that the relevant
labels (m,n) and (l, t) appear in an ordered sequence as
(0, 0) , (2, 0) , (0, 1) , (4, 0) , (2, 1) , (0, 2) , (6, 0) , .... . (71)
This sequence can be mapped into the natural numbers maintaining the order. Using then
D˜(m,n),(l,t) =
n!
(n− t)!Dnm(l, t) , (72)
B˜(m,n) = Bnm , A˜(m,n) = −2Anm , (73)
we can write (65), (66) in a matrix notation as
∑
s
D˜rs βs = B˜r , (74)
∑
s
D˜rs βs ηs = A˜r , (75)
where s and r now denote the above pairs of indices. These equations can be solved if we notice
that
D˜rs = 0 if r < s , (76)
i.e. D˜rs is a triangular matrix. Moreover we have
D˜rr 6= 0 , (77)
9Work in progress
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and this allows to write the general solution of (72) and (74) as
βs =
∑
1≤r≤s
(D˜−1)srB˜r , (78)
βs ηs =
∑
1≤r≤s
(D˜−1)srA˜r . (79)
The above constitute, in principle, the general solution to the problem of evaluating the cou-
plings and anomalous dimensions of all scalar and tensor fields which appear in the OPE of
the boundary CFT. These equations have been shown to work in the case of the conformally
invariant O(N) vector in 2 < d < 4 [12]. Given the values of the dimensions ∆˜ and ∆, they can
also be applied to any form of AdS/CFT correspondence. However, some technical complica-
tions might arise in explicit calculations due to our choice of the normalization of the two- and
three-point functions of tensor fields (44) and (41) (see for example [35]). For specific values of
the tensor dimensions and rank, it may seem that the normalization constants and coupling in-
clude divergences or zeroes. This is related e.g. to similar problems encountered in calculations
of scalar extremal correlators [36]. Nevertheless, it can be easily shown [12] that in all cases
the final formulae (78) and (79) yield regular results once an overall normalization is suitably
chosen.
6 Summary and Outlook
In this work we studied a conformally invariant scalar four-point function which is obtained
from AdSd+1/CFTd correspondence. We calculated the AdS scalar exchange graphs both in
the direct and the crossed channels and demonstrated that they give analytic results. This is
necessary in order that the corresponding four-point function in the boundary CFT admits an
OPE. We then presented a general procedure to obtain the contribution of scalar and tensor
fields in conformally invariant four-point functions. Interpreting the logarithms coming from
the AdS calculation as anomalous dimensions of scalar and tensor fields in the boundary CFT,
we were then able to present a general method for their evaluation by matching the AdS results
with the conformal OPE. As a by-product, we presented some highly non-trivial formulae for
the analytic continuation of generalized 3F2 hypergeometric functions.
Our results indicate a possible general form for the OPE of the boundary CFT. Namely, it
seems that AdS scalar fields which are involved in cubic vertices in the bulk, manifest themselves
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intact in the operator algebra of the boundary CFT. This essentially means that once their
dimensions and couplings have been fixed from the supergravity reduction, they will not change
at any order in the “Witten graph” expansion. The latter gives, according to the Maldacena
conjecture [1], the strong coupling limit of the boundary CFT. Therefore, if these fields appear
also in a free-field realization of the boundary CFT, we conclude that they are non-renormalized.
This is in agreement with the general view [19, 32, 18] that the Kaluza-Klein modes of the
compactified supergravity, which are actually the ones appearing in the cubic AdS vertices, are
not renormalized. Fields which appear either in the strong or in the free-field realization of
the boundary CFT may respectively be either string modes or non-chiral primaries, the latter
in the case of N = 4 SYM4. In this latter case, the scalar and tensor fields whose anomalous
dimensions are related to the logarithms of the AdS calculation correspond to composite “multi-
trace” operators of the boundary CFT. Thus is seems that the non-trivial dynamics connecting
the strongly and the weakly coupled realizations of N = 4 SYM4 is essentially related to the
gauge group SU(N).
Our calculations were performed for general d and general dimensions of the scalar and
tensor fields. We expect that significant simplifications will occur in specific cases such as e.g.
the AdS5/CFT4 correspondence leading to the N = 4 SU(N) SYM4. However, a technical
problem related to a consistent overall normalization of scalars and tensor fields may still occur
in explicit calculations [35].
There a several possibilities to use and extend our results. In the case of type IIB compacti-
fications on AdS5×S4, the full bulk action has been recently calculated up to quartic interaction
terms [21]. From that one can possibly calculate the four-point functions of various chiral pri-
mary operators in N = 4 SYM4 and study their OPEs. This would shed new light into the
strong coupling dynamics of the latter theory as one could calculate the anomalous dimensions
of non-protected multi-trace operators. From such calculations one could also deduce interest-
ing results for the energy-momentum tensor or other conserved currents of the theory. Another
possible application of our result would be in the case of AdS4/CFT3 correspondence [37]. The
calculation of anomalous dimensions in this case is of particular interest, as it may be compared
with existing results for the anomalous dimensions of various operators in three-dimensional
CFTs [11–13].
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One additional point which needs further investigation is that the expansion (61) may not
be the whole story in a perturbatively defined theory in the following sense. In general, there
exists various tensors (∆1, l1), (∆2, l2) with
l1 = l2 (80)
∆1 = ∆2 + perturbative correction terms (81)
The resolution of such “almost-degeneracy”requires a sufficiently high perturbative order and
the description of n-point functions with n > 4. For conformal sigma models in 1/N expansion
a method of resolution has been developed in [12]. By use of combinatorics it is possible to
determine the “maximal degrees” of “almost degeneracy” using the argument that as N → ∞
we obtain a free-field theory. These maximal degrees can be really trusted only for small l [12].
Before the question of “almost degeneracy” is resolved, an expansion such as (61) can only give
averaged anomalous dimensions.
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Appendix
A AdS exchange graphs in the direct channel
The starting point of our calculations is formula (21). This can be obtained from (16) either
by using Symanzik’s technique [22, 11, 13] or following [17]. To evaluate the Mellin-Barnes
integrals we find it convenient to use the non-terminating form of Saalschutz’s theorem (Eq.
4.3.4.2 of [33]) for the Saalschutzian generalized hypergeometric function 3F2 to obtain
B(x1, x3;x2, x4) =
κκ˜
(x212x
2
34)
∆˜
∫
C
[
ds
2πi
Γ(−s)Γ(12∆− ∆˜− s)Γ4(∆˜ + s)Γ(s+ 1)
Γ(2∆˜ + 2s)Γ(12∆+ ∆˜− 12d+ 1 + s)
×us 2F1(∆˜ + s, ∆˜ + s; 2∆˜ + 2s; 1− v)
]
− κ
(x212x
2
34)
∆˜
∫
C
ds
2πi
[
Γ2(−s) Γ
4(∆˜ + s)
Γ(2∆˜ + 2s)
1
(s+ 1)(12∆+ ∆˜− 12d)
× 3F2(12∆− ∆˜ + 1,
1
2
∆+ ∆˜− 1
2
d+ 1 + s, 1; s + 2, 1
2
∆+ ∆˜− 1
2
d+ 1; 1)
×us 2F1(∆˜ + s, ∆˜ + s; 2∆˜ + 2s; 1− v)
]
, (82)
where
κ˜ =
Γ2(12∆+ ∆˜− 12d)Γ(∆˜ − 12∆)
Γ(12∆− ∆˜ + 1)Γ(2∆˜ − 12d)
. (83)
The contour in the first term on the r.h.s of (82) encloses only single poles coming from Γ(−s)
and Γ(12∆ − ∆˜ − s) at the points s = n and s = 12∆− ∆˜ + n, n = 0, 1, 2, ... respectively. After
expanding the hypergeometric function 2F1, the result obtained form the first term on the r.h.s.
of (82) is a double series in the variables u and (1− v).
The second term on the r.h.s. of (82) is of the general form
f(u) =
∫
C
ds
2πi
Γ2(−s) g(s)us , (84)
where the function g(s) does not have poles in the right half plane. To evaluate the integral we
can choose a regularization method in order to disentangle the two infinite series of coincident
poles coming from Γ2(−s). For example, we can choose to shift one of the infinite series of poles
by an infinitesimal parameter ǫ which will be set to zero after the evaluation of the Mellin-Barnes
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integral. Setting then Γ2(−s)→ Γ(−s)Γ(−s+ ǫ) in (82) we obtain
f(u) =
∂
∂ǫ
[
∞∑
n=0
un−ǫ g(n − ǫ)
Γ2(n+ 1− ǫ)
]
ǫ=0
=
∞∑
n=0
un
(n!)2
[
2ψ(n + 1)g(n) − g(n) lnu− d
dξ
[g(ξ)]ξ=n
]
. (85)
Using then (85) we can evaluate the second term on the r.h.s. of (82). The result of the lengthy
calculation is given in (24)-(26) in the text. It is amusing that we are able to write the final
formulas for the coefficients anm, bnm and cnm in terms of terminating series, by virtue of the
following transformation
3F2(
1
2
∆− ∆˜ + 1, 1
2
∆+ ∆˜− 1
2
d+ 1 + n, 1;n + 2, 1
2
∆+ ∆˜− 1
2
d+ 1; 1) =
=
Γ(n+ 2)Γ(12∆+ ∆˜− 12d+ 1)
(∆˜ − 12∆)Γ(12∆+ ∆˜− 12d+ 1 + n)
×3F2(1− 12∆− ∆˜ +
1
2
d, ∆˜ − 1
2
∆,−n; ∆˜− 1
2
∆+ 1, 1; 1) , (86)
which is a consequence of the two-term relation Eq.(2.3.3.7) of [33].
B AdS exchange graphs in the crossed channel
Here we present the essential steps for the crossed channel calculation corresponding to the
interchange u ↔ v in (82). We first observe that the argument of the 2F1 hypergeometric
functions becomes (1 − u) and in order to transform it into a series in the variable u we need
to use a Kummer transformation e.g. Eq. 9.131.2 of [23]. Due to the form of the 2F1 function
involved in the transformation, we encounter poles in the r.h.s. of Eq. 9.131.2 of [23] i.e. this
is a degenerate transformation. This is a consequence of the analytic continuation implied by
the above Kummer transformations. To obtain the result we may use, for example, the Mellin-
Barnes representation for the 2F1 function and appropriately regularize the coincident poles as
in (85) above. It is nevertheless simple to write
2F1(∆˜ + s, ∆˜ + s; 2∆˜ + 2s; 1− u) ≡ 2F1(∆˜ + s, ∆˜ + s; 2∆˜ + 2s+ ǫ; 1− u)
∣∣∣
ǫ→0
=
[
Γ(2∆˜ + 2s + ǫ)Γ(ǫ)
Γ2(∆˜ + s+ ǫ)
2F1(∆˜ + s, ∆˜ + s; 1− ǫ;u)
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+uǫ
Γ(2∆˜ + 2s+ ǫ)Γ(−ǫ)
Γ2(∆˜ + s)
2F1(∆˜ + s+ ǫ, ∆˜ + s+ ǫ; 1 + ǫ;u)
]
ǫ→0
=
Γ(2∆˜ + 2s)
Γ4(∆˜ + s)
∞∑
n=0
un
(n!)2
Γ2(∆˜ + s+ n)
[
− lnu+ 2ψ(n + 1)− 2ψ(∆˜ + s+ n)
]
=
Γ(2∆˜ + 2s)
Γ4(∆˜ + s)
∞∑
n=0
un
(n!)2
Dn( ∂
∂ξ
) Γ2(∆˜ + s+ n+ ξ)
∣∣∣∣
ξ=0
, (87)
where
Dm( ∂
∂ξ
) = − lnu+ 2ψ(m+ 1)− ∂
∂ξ
. (88)
Using then (87) we obtain from (82)
B(x1, x4;x2, x3) =
κκˆ
(x212x
2
34)
∆˜
[
∞∑
m=0
um
(m!)2
Dm( ∂
∂ξ
)
(
v
1
2
∆−∆˜f1(v, ξ) − f2(v, ξ)− f3(v, ξ)
)]
ξ=0
(89)
f1(v, ξ) =
Γ2(12∆+m+ ξ)
Γ(∆− 12d+ 1)
2F1(
1
2
∆+m+ ξ, 1
2
∆+m+ ξ;∆− 1
2
d+ 1; v) , (90)
f2(v, ξ) =
Γ2(∆˜ +m+ ξ)
Γ(12∆+ ∆˜− 12d+ 1)Γ(∆˜ − 12∆+ 1)
×3F2
(
∆˜ +m+ ξ, ∆˜ +m+ ξ, 1; 1
2
∆+ ∆˜− 1
2
d+ 1, ∆˜ − 1
2
∆+ 1; v
)
,(91)
f3(v, ξ) =
Γ(2∆˜ − 12d)
Γ2(∆˜− 12∆)Γ2(∆˜− 12∆− 12d)
∫
C
ds
2πi
Γ2(−s)Γ2(∆˜ +m+ s+ ξ)
(s+ 1)(∆˜ + 12∆− 12d)
vs
×3F2
(
1
2
∆− ∆˜ + 1, 1
2
∆+ ∆˜− 1
2
d+ 1 + s, 1; s + 2, 1
2
∆+ ∆˜− 1
2
d+ 1; 1
)
, (92)
with
κˆ =
Γ2(12∆+ ∆˜− 12d)Γ2(∆˜ − 12∆)
Γ(2∆˜ − 12d)
. (93)
First we show that f3(v, ξ) does not contain non-analytic terms as v → 1. Using (85) we can
write
f3(v, ξ) =
∂
∂ǫ
[
∞∑
n=0
vn−ǫg(n − ǫ, ξ)
Γ2(n+ 1− ǫ)
]
ǫ=0
. (94)
The possible non-analytic terms as v → 1 in (94) are determined by the large-n asymptotics of
the ratio g(n − ǫ, ξ)/Γ2(n + 1− ǫ). This in turn can be found using the Stirling formula below
[23]
Γ(a+ r + 1)
Γ(r + 1)
∣∣∣∣
r→∞
≈ exp
[
a ln(r + 1) +
∞∑
k=1
Pk+1(a)
(r + 1)k
]
, (95)
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Pk+1(a) = (−1)
k+1
k
n∑
l=0
(
n
l
)
Bl
n− l + 1(a− 1)
n−l+1 , a ∈ C
=
(−1)k+1
k
a−1∑
l=0
lk , a ∈ N . (96)
where Bl are the Bernoulli numbers (Secs. 9.61, 9.71 of [23]). This enables us to obtain an
asymptotic expansion for 3F2 in (92) by virtue of Eq. 4.3.4.2 of [33] setting (in Slater’s notation)
c = 12∆+ ∆˜− 12d+ 1 + s, e = s+ 2. In this way we obtain
g(n − ǫ, ξ)
Γ2(n+ 1− ǫ)
∣∣∣∣
n→∞
≈
2∑
i=1
∞∑
λ
σ˜λ,i
Γ(Ai + n+ 1− ǫ− λ)
Γ(n+ 1− ǫ) , (97)
for some parameters Ai, which depend among others on m and ξ. The coefficients σ˜λ,i can in
principle be explicitly determined in terms of the Bernoulli numbers [24], but in this case we
only require their existence. Then, by virtue of (97) we obtain the non-analytic terms
∞∑
n=0
vn−ǫg(n − ǫ, ξ)
Γ2(n+ 1− ǫ)
∣∣∣∣∣
n.a.
≈
2∑
i=1
∞∑
λ
σ˜λ,i v
−ǫΓ(Ai + 1− ǫ− λ)
Γ(1− ǫ) 2F1(Ai + 1− ǫ− λ, 1; 1 − ǫ; v)
∣∣∣∣∣
n.a.
≈
2∑
i=0
∞∑
λ
σ˜λ,i Γ(Ai + 1− λ)(1− v)−Ai−1+λ , (98)
where to get the second line of (98) we used a Kummer transformation and have omitted the
analytic terms. The crucial point is now that the non-analytic terms are independent of the
parameter ǫ and therefore drop out when we substitute (98) into (94).
We next consider the function
v
1
2
∆−∆˜f1(v, ξ)− f2(v, ξ) . (99)
The assertion that (99) is holomorphic at v = 1 is a mathematical theorem that will be proved
first. Our presentation of the proof follows the review article of Norlund [34].
Using a Kummer transformation we can see that the first term in (99) involves the non-
analytic part
(1− v)1− 12d−2m−2ξΓ(1
2
d− 1 + 2m+ 2ξ)
∞∑
r,n=0
(1− v)r+n
r!n!
(∆˜ − 12∆)r(12∆− 12d+ 1−m− ξ)2n
(2− 12d− 2m− 2ξ)n
,
(100)
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where we have used the binomial expansion for v
1
2
∆−∆˜. We will show that the second term in
(99) involves a non-analytic term which just cancels the above contribution.
The second term of (99) can be brought into the form (Eq. 1.13 of [34])
Φs(v) = v
γs
[∏3
r=1 Γ(αr + γs)
]
[∏
r 6=s Γ(γr − γs + 1)
]
×3F2(α1 + γs, α2 + γs, α3 + γs; γs − γ1 + 1, γs − γ2 + 1, γs − γ3 + 1; v)† , (101)
where s = 1, 2, 3 and the † indicates that the argument γs − γs + 1 = 1 is left out. In this
representation (101) satisfies the differential equation
[
Q(v d
dv
)− vR(v d
dv
)
]
f2(v) = 0 , (102)
where Q(x) and R(x) are the polynomials
Q(x) =
3∏
i=1
(x− γi) , R(x) =
3∏
i=1
(x− αi) . (103)
The linear differential equation (102) has a regular singularity at v = 1. As shown in [34] it
possesses there one singular solution χ3(v) and two regular solutions ρ
(1)
3 (v) and ρ
(2)
3 (v) which
form a basis (“basis theorem”). It follows therefore that
f2(v) = Csχ3(v) +
2∑
i=1
C(i)r ρ(i)3 (v) , 0 < v < 1 . (104)
The coefficients Cs, C(1)r and C(2)r will be determined later. (104) constitutes a Kummer trans-
formation for the generalized hypergeometric function 3F2.
The identification of the parameters in (101) is not unique. A convenient choice for our
purposes is to set
s = 3 , α1 = α2 = ∆˜ +m+ ξ , α3 = 1 ,
γ1 =
1
2
d− 1
2
∆− ∆˜ , γ2 = 12∆− ∆˜ , γ3 = 0 . (105)
With this choice we obtain from Eq. 1.15 of [34]
β1 =
1
2
∆− 1
2
d−m− ξ , (106)
β2 = β3 = 1− 2m− 2ξ − 12d , (107)
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and from Eq. 1.33 and 2.11 ibid.
χ3(v) =
∞∑
n=0
C(3)n,3
(β3 + 1)n
(1− v)β3+n , (108)
C(3)n,3
(β3 + 1)n
=
n∑
r=0
(1 + 12∆− 12d−m− ξ)2r(∆˜− 12∆)n−r
r!(n− r)!(2− 2m− 2ξ − 12d)r
. (109)
Therefore, from (104) we see that the singular part of f2(v, ξ) cancels the singular part (100) of
f1(v, ξ) if
Cs = Γ(2m+ 2ξ + 12d− 1) . (110)
To show this we can use the method of “large order expansion” of the coefficients of f2(v, ξ) in
powers of v. Namely, writing
f2(v, ξ) =
∞∑
n=0
vn
n!
Γ2(∆˜ +m+ ξ + n)Γ(n+ 1)
Γ(12∆+ ∆˜− 12d+ 1 + n)Γ(∆˜− 12∆+ 1 + n)
, (111)
we can use Stirling’s formula (95) to obtain
Γ2(∆˜ +m+ ξ + n)
Γ(12∆+ ∆˜− 12d+ 1 + n)Γ(∆˜− 12∆+ 1 + n)
∣∣∣∣∣
n→∞
≈
∞∑
λ=0
σλ
Γ(β − λ+ n+ 1)
Γ(n+ 1)
, (112)
where β is defined in (117). From (112) the non-analytic part of f2(v, ξ) can be found as
∞∑
n=0
vn
n!
Γ2(∆˜ +m+ ξ + n)Γ(n+ 1)
Γ(12∆+ ∆˜− 12d+ 1 + n)Γ(∆˜− 12∆+ 1 + n)
∣∣∣∣∣
n.a.
≈
∞∑
λ
σλ
[
∞∑
n=0
Γ(β − λ+ n+ 1)
Γ(n+ 1)
vn
]
≈
∞∑
λ=0
σλ Γ(
1
2
d− 1 + 2m+ 2ξ − λ)(1− v)1− 12d−2m−2ξ+λ . (113)
Since from (109) and (112)
σ0 =
C(3)0,3
(β3 + 1)0
= 1 , (114)
then (110) follows.
In our previous work [24], being unaware of [34] we went on to show that the coefficients σλ
in (112) equal the r.h.s of (109) for all λ. The explicit formula for the σλ is obtained recursively
from
∞∑
λ=0
σλ
(n+ 1)λ
exp
[
∞∑
k=1
Pk+1(β − λ)
(n+ 1)k
]
≈
n→∞
exp
[
∞∑
k=1
2Pk+1(t1)− Pk+1(t2)− Pk+1(t3)
(n + 1)k
]
,(115)
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t1 = ∆˜ +m+ ξ − 1 , t2 = ∆˜− 12∆ , t3 =
1
2
∆+ ∆˜− 1
2
d , (116)
β = 2t1 − t2 − t3 = 12d− 2 + 2m+ 2ξ , (117)
by matching the powers of 1/(n+1) on both sides of (115). Then, from (109) and (113) we have
to prove that
∞∑
λ=0
σλ
(−1)λ(1− v)λ
(2− 12d− 2m− 2ξ)λ
=
∞∑
k,l=0
(1− v)k+l
k!l!
(∆˜− 12∆)l(12∆− 12d+ 1−m− ξ)2k
(2− 12d− 2m− 2ξ)k
. (118)
To prove this we will show that
σλ =
λ∑
k=0
(−1)k
k!(λ− k)(t2)λ−k(t3 − t1)
2
k(β − λ+ 1)λ−k . (119)
The proof is based on the observation that (112) and (115) have dual forms. For (112) we obtain
Γ2(t1 + z + 1)
Γ(t2 + z + 1)Γ(t3 + z + 1)
≈
z→−∞
sinπ(t2 + z) sin π(t3 + z) sin π(β + z)
sin2 π(t1 + z) sin πz
×
∞∑
λ=0
σλ
Γ(β − λ+ z + 1)
Γ(z + 1)
, (120)
while for (115) we have
∞∑
λ=0
(−1)λσλ
(z + 1)λ
exp
[
∞∑
k=1
Pk+1(β − λ)
(z + 1)k
]
≈
z→−∞
sin2 π(t1 + z) sin πz
sinπ(t2 + z) sinπ(t3 + z) sinπ(β + z)
× exp
[
∞∑
k=1
2Pk+1(t1)− Pk+1(t2)− Pk+1(t3)
(z + 1)k
]
,(121)
with the same σλ. We also need the following property
Pk+1(1− t) = (−1)k+1Pk+1(t) (122)
Now we will show that (120) follows from (119). Multiplying the r.h.s. of (119) by
Γ(β − λ+ z + 1)
Γ(z + 1)
, (123)
and summing over λ we obtain a convergent double sum for Rez → −∞
∞∑
k,l=0
(−1)k
k!l!
(t2)l(t3 − t1)2k(β − l − k + 1)l
Γ(β − l − k + z + 1)
Γ(z + 1)
=
26
=
sinπz
sinπ(β + z)
∞∑
k=0
Γ(−z)
Γ(k − β − z)
(t3 − t1)2k
k!
2F1(k − β, t2; k − β − z; 1)
=
sinπz
sinπ(β + z)
Γ(−z − t2)
Γ(−β − z − t2)2F1(t3 − t1, t3 − t1;−β − z − t2; 1)
=
sin2 π(t1 + z) sin πz
sinπ(t2 + z) sinπ(t3 + z) sin π(β + z)
Γ2(t1 + z + 1)
Γ(t2 + z + 1)Γ(t3 + z + 1)
. (124)
Since all the above steps are invertible, (118) and (119) are proven q.e.d.
Next we turn to the analytic part of f2(v, ξ) in (104). We can then write from Sec. 5.7 of
[34]
ρ
(1)
3 (v) = y1,2(v) , ρ
(2)
3 (v) = y1,3(v) , (125)
where e.g.
y1,2(v) =
∫
C
ds
2πi
vs
Γ(γ1 − s)Γ(γ2 − s)
[∏3
i=1 Γ(αi + s)
]
Γ(s+ 1− γ3) . (126)
The contour C separates the increasing from the decreasing sequence of poles. The integral in
(126) converges for
2π > arg v > −2π , (127)
which includes the circle
|1− v| ≤ 1 . (128)
Then, an expansion of y1,2(v) in powers of (1− v) is given by Eq. 5.35 of [34] as
y1,2(v) = C1 v
γ2
∞∑
n=0
(α1 + γ2)n(α2 + γ2)n
n!(α1 + α2 + γ1 + γ2)n
(1− v)n
× 3F2(α1 + γ1, α2 + γ1, 1− α3 − γ3; γ1 − γ3 + 1, α1 + α2 + γ1 + γ2 + n; 1) , (129)
C1 =
Γ(α1 + γ2)Γ(α2 + γ2)
[∏3
i=1 Γ(αi + γ1)
]
Γ(α1 + α2 + γ1 + γ2)Γ(γ1 − γ3 + 1) . (130)
The corresponding results for ρ
(2)
3 are obtained from above by the interchange of indices 2↔ 3.
Now we return to (104). Shifting the contour in (126) to +∞ we obtain
y1,2(v) =
π
sinπ(γ2 − γ1) [Φ1(v)− Φ2(v)] , (131)
y1,3(v) =
π
sinπ(γ3 − γ1) [Φ1(v)− Φ3(v)] . (132)
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The corresponding Mellin-Barnes representation for χ3(v) reads (Eq. 2.44 of [34])
χ3(v) = Γ(β3 + 1)
∫
C
ds
2πi
v−s
3∏
r=1
Γ(s+ γr)
Γ(s− αr + 1) , (133)
with the same β as in (107). Shifting the integration contour above to −∞ we obtain
χ3(v) =
Γ(β3 + 1)
π
3∑
i=1
[∏3
s=1 sinπ(γi + αs)
]
[∏
s 6=i sinπ(γi − γs)
] Φi(v) . (134)
The linear system (131), (132) and (134) can be inverted. For the evaluation of its determinant
we need the identity
3∑
(i,j,k) in cyclic order
sinπ(γi − γj)
3∏
s=1
sinπ(γk + αs) =
= − sinπ(γ1 − γ2) sinπ(γ2 − γ3) sinπ(γ3 − γ1) sin π
(
3∑
i=1
(αi + γi)
)
. (135)
Then, for the coefficients in (104) we obtain
C(1)r =
1
π
[∏3
s=1 sinπ(γ2 + αs)
]
sinπβ3 sinπ(γ3 − γ2) , (136)
C(2)r =
1
π
[∏3
s=1 sinπ(γ3 + αs)
]
sinπβ3 sinπ(γ2 − γ3) , (137)
and also (110) again. The latter is a non-trivial check for our calculations.
Next we want to derive a Mellin-Barnes integral for the coefficients
−a˜nm lnu+ b˜nm , (138)
in (29). Here we restrict the derivation only to the contribution of B(x1, x4;x2, x3). Expanding
(87) in powers of u we have to treat (see (21) with u↔ v)
κκ′′
n!
∫
C
ds
2πi
Γ2(−s)Γ(12∆− ∆˜− s)
Γ(12∆+ ∆˜− 12d− s)
vs
×3F2(1
2
∆ + ∆˜− 1
2
d,
1
2
∆ + ∆˜− 1
2
d,
1
2
∆− ∆˜− s;∆− 1
2
d+ 1, ∆˜ +
1
2
∆− 1
2
d− s; 1)
×Dn( ∂
∂ξ
)Γ2(∆˜ + s+ n+ ξ)|ξ=0. (139)
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By the Stirling formula [23] we know that for s = ±iσ, σ →∞
Γ2(−s)Γ(12∆− ∆˜− s)Γ2(∆˜ + s+ n+ ξ)
Γ(12∆+ ∆˜− 12d− s)
= O(e−2πσ) . (140)
Moreover the 3F2-function in (139) behaves in the same limit as a power of σ
const. × σmax[0, 2∆˜− 12d−1] . (141)
An appropriate three-term relation for 3F2(1) ([33], eqn.(4.3.4.2) with a = b =
1
2∆+ ∆˜− 12d,
c = 12∆ − ∆˜ − s, d = ∆ − 12d + 1, e = ∆˜ + 12∆ − 12d − s) and the Stirling formula [23] gives a
complete asymptotic series expansion for this 3F2-function with leading term (141). Inserting
then the Taylor expansion
vs =
∞∑
m=0
(1− v)m
m!
(−s)m , (142)
into (139) we obtain as contribution to (138) the exponentially convergent Mellin-Barnes integral
κκ′′
n!
∫
C
ds
2πi
Γ2(−s)Γ(12∆− ∆˜− s)(−s)m
Γ(12∆+ ∆˜− 12d− s)
×3F2(1
2
∆ + ∆˜− 1
2
d,
1
2
∆ + ∆˜− 1
2
d,
1
2
∆− ∆˜− s;∆− 1
2
d+ 1, ∆˜ +
1
2
∆− 1
2
d− s; 1)
×Dn( ∂
∂ξ
)Γ2(∆˜ + s+ n+ ξ)|ξ=0 , (143)
with
κ′′ =
Γ2(12∆+ ∆˜− 12d)
Γ(∆− 12d+ 1)
. (144)
The holomorphy of the functions y1,2(v), y1,3(v) at v = 1 can equally be derived from the
exponential convergence of the Mellin-Barnes integrals (126).
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