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RÉSUMÉ
clRNG et clProbdist sont deux interfaces de programmation (APIs) que nous avons dé-
veloppées pour la génération de nombres aléatoires uniformes et non uniformes sur des
dispositifs de calculs parallèles en utilisant l’environnement OpenCL. La première inter-
face permet de créer au niveau d’un ordinateur central (hôte) des objets de type stream
considérés comme des générateurs virtuels parallèles qui peuvent être utilisés aussi bien
sur l’hôte que sur les dispositifs parallèles (unités de traitement graphique, CPU multi-
noyaux, etc.) pour la génération de séquences de nombres aléatoires. La seconde in-
terface permet aussi de générer au niveau de ces unités des variables aléatoires selon
différentes lois de probabilité continues et discrètes.
Dans ce mémoire, nous allons rappeler des notions de base sur les générateurs de
nombres aléatoires, décrire les systèmes hétérogènes ainsi que les techniques de géné-
ration parallèle de nombres aléatoires. Nous présenterons aussi les différents modèles
composant l’architecture de l’environnement OpenCL et détaillerons les structures des
APIs développées. Nous distinguons pour clRNG les fonctions qui permettent la créa-
tion des streams, les fonctions qui génèrent les variables aléatoires uniformes ainsi que
celles qui manipulent les états des streams. clProbDist contient les fonctions de géné-
ration de variables aléatoires non uniformes selon la technique d’inversion ainsi que les
fonctions qui permettent de retourner différentes statistiques des lois de distribution im-
plémentées. Nous évaluerons ces interfaces de programmation avec deux simulations qui
implémentent un exemple simplifié d’un modèle d’inventaire et un exemple d’une option
financière. Enfin, nous fournirons les résultats d’expérimentation sur les performances
des générateurs implémentés.
Mots clés: RNG, parallélisme, OpenCL, GPU.
ABSTRACT
clRNG and clProbdist are two application programming interfaces (APIs) that we have
developed respectively for the generation of uniform and non-uniform random numbers
on parallel computing devices in the OpenCL environment. The first interface is used
to create at a central computer level (host) objects of type stream considered as parallel
virtual generators that can be used both on the host and on parallel devices (graphics pro-
cessing units, multi-core CPU, etc.) for generating sequences of random numbers. The
second interface can be used also on the host or devices to generate random variables
according to different continuous and discrete probability distributions.
In this thesis, we will recall the basic concepts of random numbers generators, des-
cribe the heterogeneous systems and the generation techniques of parallel random num-
ber, then present the different models composing the OpenCL environment. We will
detail the structures of the developed APIs, distinguish in clRNG the functions that al-
low creating streams from the functions that generate uniform random variables and the
functions that manipulate the states of the streams. We will describe also clProbDist that
allow the generation of non-uniform random variables based on the inversion technique
as well as returning different statistical values related to the distributions implemented.
We will evaluate these APIs with two simulations, the first one implements a simpli-
fied example of inventory model and the second one estimate the value of an Asian call
option. Finally, we will provide results of experimentations on the performance of the
implemented generators.
Keywords : RNG, Parallel Computing, OpenCL, GPU.
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CHAPITRE 1
INTRODUCTION
Les générateurs de nombres pseudo-aléatoires (PRNG) sont au cœur de toute si-
mulation stochastique. Nous utilisons généralement des algorithmes déterministes pour
produire des séquences périodiques de nombres réels qui se comportent comme s’ils
étaient générés à partir d’une vraie source de nombres aléatoires indépendants et unifor-
mément distribués sur l’intervalle (0,1) (ou i.i.d U (0,1)). Ces nombres peuvent ensuite
être transformés pour générer des variables aléatoires selon d’autres lois de probabilité.
Depuis quelques années, nous observons que la fréquence d’horloge des processeurs
ne change plus aussi vite que durant les décennies précédentes. Cela est attribué notam-
ment au phénomène de dissipation thermique [35]. Les fabricants ont recours à l’aug-
mentation du nombre de microprocesseurs intégrés sur une même puce pour fournir une
architecture multi-noyaux. Cela a un impact important sur la façon de développer les
logiciels qui doivent être écrits en multithreads pour tirer avantage de la puissance de
calcul et du parallélisme offerts.
Dans ce mémoire, nous nous intéressons à la conception et l’implémentation d’in-
terfaces de programmations (APIs) pour des générateurs de nombres aléatoires dans un
contexte parallèle [23]. Les dispositifs de calcul tels que les unités de traitement gra-
phique (GPU) ou les unités de traitement accéléré (APU) offrent la possibilité d’exécu-
ter un programme de façon parallèle sur des centaines, voire des milliers d’éléments de
traitement (PE) qui peuvent être considérés comme des unités arithmétiques et logiques
(ALU) ayant chacune une mémoire privée. Les APIs à concevoir utiliseront ce modèle
d’exécution pour fournir un gain considérable en performance par rapport à une exécu-
tion en série sur un CPU.
La première interface clRNG permettra de créer au niveau d’un processeur central
appelé hôte des objets de type stream qui seront utilisés pour la génération de nombres
aléatoires indépendants. Ces streams doivent être copiés sur les dispositifs de calcul (de-
vice) pour qu’ils puissent être exploités par des processus parallèles appelés work items.
Les streams peuvent être subdivisés en plusieurs sous-séquences (sous-streams) de tailles
égales, chacun pouvant être considéré comme un RNG virtuel. La manipulation de ces
séquences comme le saut en avant vers d’autres sous-séquences ou le retour vers l’état
initial peut se faire au niveau de l’hôte comme au niveau du dispositif. La deuxième in-
terface clProbdist permettra la génération de nombres aléatoires non uniformes avec le
même modèle d’exécution parallèle.
Plusieurs générateurs seront implémentés au niveau des deux APIs. La première in-
terface sera évaluée à travers la simulation Monte-Carlo d’un exemple simplifié du mo-
dèle d’inventaire. Pour la deuxième interface, nous utiliserons la simulation d’une option
financière asiatique pour illustrer l’estimation d’une espérance mathématique (la valeur
équitable de l’option, dans ce cas-ci) par Monte Carlo sur des processeurs parallèles.
Cela permettra aussi de montrer comment utiliser les APIs de façon efficace.
OpenCL est un environnement de développement qui définit, en plus d’un langage de
programmation, un cadre d’exécution parallèle permettant de faire abstraction des dis-
similarités entre les plates-formes hétérogènes. Cela permet ainsi d’assurer que le code
des RNG devienne portable sur différent dispositifs parallèles.
Dans ce qui suit, nous allons rappeler des notions de base sur les générateurs de
nombres aléatoires uniformes et introduire la norme OpenCL. Le plan du mémoire et la
contribution apportée seront décrits par la suite.
1.1 Les générateurs pseudo-aléatoires uniformes
Un PRNG correspond à un algorithme déterministe qui a pour but de produire une
séquence de nombres qui semble la plus aléatoire possible. Le générateur est défini [20]
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formellement comme une structure (S,U ,µ, f ,g) où :
— S : un ensemble fini d’états
— U : un ensemble fini de symboles de sortie
— µ : une loi de probabilité sur l’espace d’états
— f : S→ S : fonction de transition déterministe d’un état à l’autre
— g : S→U : une fonction de sortie qui fait correspondre à chaque état une valeur
de sortie dans l’intervalle continu (0,1).
Initialement, le générateur est à l’état s0 (appelé germe). L’application répétée de la
fonction f sur l’état initial génère une séquence d’états s0,s1,s2,s3.. qui seront trans-
formés par la fonction g en des sorties pseudo-aléatoires correspondantes x0,x1,x2,x3...
telles que :
sn = f (sn−1) ∀n≥ 1
xn = g(sn)
Puisque S est un ensemble fini et f est une fonction déterministe, alors la séquence
de sortie va obligatoirement se répéter. Nous appelons la période ρ du générateur le plus
court cycle de la séquence, qui est défini comme suit :
ρ = min{ν > 0 : sn+ν = sn pour un n≥ 0}
avec 1 ≤ ρ ≤ |S|, il se peut que l’égalité ne soit vraie que pour n à partir d’un certain
n0 > 0. Dans le cas où l’état du générateur est représenté sur b bits de mémoire, alors
on aura [20] une borne supérieure ρ ≤ 2b. En général, la période peut dépendre de l’état
initial s0. Pour illustrer le concept, prenons l’exemple d’un générateur simple appelé
générateur à congruence linéaire (LCG) :
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xn = f (xn−1) = axn−1 mod m
un = xn/m
où mod est l’opérateur modulo, m est un entier positif et 0 < a < m. La suite des états
est obtenue en appliquant la fonction f successivement et à chaque fois en divisant par m
pour obtenir une valeur de sortie qui est strictement entre 0 et 1 à condition qu’on n’ait
jamais xn = 0. Puisque l’état 0 est absorbant (on ne quitte jamais cet état une fois atteint)
il faut enlever cet état de l’ensemble des états possibles, soit S = {1 , ... , (m−1)}. Cela
nous donne les états de sortie suivantes U = {1/m , ... , (m−1)/m}. Ainsi la période de
ce générateur est p≤m. La période est égale à m−1 si et seulement si m est un nombre
premier et a est un élément primitif modulo m [12, 13].
1.2 La norme OpenCL
OpenCL est une norme qui définit un langage de programmation OpenCL C (basé
sur C99) qui permet d’écrire du code portable, que l’on peut faire exécuter sur différents
types de matériel. Ce code contient des noyaux (kernels) dont plusieurs copies peuvent
s’exécuter simultanément sur plusieurs unités de traitement (PE) qui composent le dis-
positif de calcul parallèle (CPU multicoeurs, GPU, APU, etc). Cela définit aussi une
interface de programmation (API) qui fournit un ensemble de commandes permettant
par exemple le lancement des kernels. La synchronisation entre les work items ou le
transfert d’espaces mémoires (buffers) sur le dispositif se fait à partir de l’ordinateur
hôte faisant office de chef d’orchestre.
Chaque PE possède une unité ALU et une mémoire privée avec accès rapide et peut
aussi communiquer avec d’autres PE via une mémoire partagée ou globale, mais de façon
plus lente. Les work items (processus parallèles) sont organisés en blocs appelés work
groups qui s’exécutent en mode SIMD (single instruction multiple data). Ils exécutent
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la même instruction mais diffèrent par les données que chacun est en train de traiter. Le
standard OpenCL est maintenu par le consortium Khronos.
1.3 Plan du mémoire
Le chapitre suivant présente plus en détail les générateurs de nombres aléatoires avec
leurs différentes catégories et leurs critères de qualité ainsi que les différentes techniques
de génération de nombres aléatoires non uniformes, la méthode de simulation Monte-
Carlo et la technique des nombres aléatoires communs.
Le chapitre 3 contient une description des systèmes hétérogènes parallèles. Nous lis-
terons les principales contraintes liées au développement dans ce contexte. Ensuite nous
présenterons des techniques de génération parallèle de nombres aléatoires avec les cri-
tères de qualité spécifiques à ce contexte.
Le chapitre 4 détaille l’architecture de la norme OpenCL avec le modèle de la plate-
forme et ses différentes composantes, le modèle d’exécution décrivant comment les work
items sont organisés ainsi que les étapes d’exécution d’un kernel. Nous présenterons
aussi le modèle hiérarchique de la mémoire. Le chapitre se termine par une liste des
bonnes pratiques de programmation permettant d’optimiser l’utilisation des ressources
dans le contexte d’OpenCL.
Le chapitre 5 définit les générateurs implémentés dans clRNG et décrit en détail les
fonctionnalités de cette API en distinguant les fonctions qui permettent la création des
streams, les fonctions qui génèrent les nombres aléatoires uniformes et les fonctions qui
manipulent l’état courant des séquences. clProbDist sera présenté par la suite. Nous défi-
nirons les lois de probabilité implémentées et nous détaillerons les structures de données
et les fonctions développées.
Le chapitre 6 détaille les simulations utilisées pour illustrer et expérimenter les deux
5
APIs. Nous implémenterons un exemple simplifié d’un modèle d’inventaire ainsi qu’une
option financière afin d’évaluer différentes fonctionnalités de clRNG et clProbdDist. Plu-
sieurs configurations de streams et de sous-streams seront expérimentées sur différents
dispositifs. Nous donnerons des statistiques et des indicateurs de performance.
Enfin, les principales conclusions seront présentées dans le dernier chapitre avec des
idées d’extensions pour des travaux futurs.
1.4 Contribution
Les APIs que nous avons implémentées exploitent les algorithmes disponibles dans
la librairie Java SSJ qui a été construite par une équipe de simulation de l’Université de
Montréal. Ce travail a l’originalité d’avoir réadapté ces algorithmes pour créer une nou-
velle conception avec des nouvelles structures de données et des nouvelles fonctions pour
les RNG sur les plates-formes parallèles. La contribution principale de ce travail consiste
en la conception et l’implémentation de deux interfaces de programmation pour la gé-
nération de nombres aléatoires sur des dispositifs de calcul parallèles avec des streams
et sous-streams en OpenCL. Pour notre part, nous avons eu la chance de participer à la
conception de ces interfaces avec Pierre L’Ecuyer et son assistant David Munger [22].
Nous avons aussi programmé et testé tous les générateurs des APIs et implémenté les
exemples de simulation que nous avons expérimentés.
Nous avons implémenté quatre générateurs uniformes et évalué leurs performances
sur différents dispositifs ; nous avons étendu le générateur à base de compteur Philox
[9] avec les fonctionnalités de streams, sous-streams et sauts en avant, et nous avons
implémenté un nouveau générateur cLFSRMRG (combinant les sorties du générateur
LFSR113 avec MRG31K3p), ce dernier passe toutes les batteries de tests du module
TestU01. Nous avons aussi implémenté cinq générateurs de nombres aléatoires non uni-
formes suivant des lois de probabilités continues et discrètes. Beaucoup de contraintes
d’implémentation ont été résolues de façon élégante comme celle du transfert des struc-
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tures de données de la distribution de Poisson de l’ordinateur hôte vers le dispositif de
calcul parallèle (tel un GPU, par exemple). Ces structures sont des tableaux précalculés
permettant d’améliorer la performance de calcul. Cependant, leurs tailles changent sui-
vant les paramètres de la loi de probabilité (voir chapitre 5).
Nous avons développé des exemples concrets de simulations pour évaluer nos APIs.
Tous nos logiciels et exemples sont disponibles aux utilisateurs au niveau de l’Université
de Montréal [19] et au niveau de la compagnie AMD [30].
7
CHAPITRE 2
GÉNÉRATEURS DE NOMBRES ALÉATOIRES
Les nombres aléatoires peuvent être générés par des appareils qui exploitent des
processus physiques qui produisent des signaux statistiquement aléatoires (comme les
effets photoélectriques ou le bruit thermique généré par les semi-conducteurs) d’où nous
pouvons extraire des bits qui pourront être utilisés dans la construction de nombres aléa-
toires. Cette façon a l’avantage de générer des valeurs reconnues comme étant des vrais
nombres aléatoires. Cependant, le matériel nécessaire n’est pas facile à mettre en place et
la séquence aléatoire produite ne peut pas être générée exactement pareille une deuxième
fois [23]. Un autre type de générateur appelé pseudo-aléatoire (PRNG) est basé sur
des algorithmes déterministes qui permettent de générer des séquences de nombres qui
semblent être aléatoires et qui peuvent être totalement reproduites, ce qui les rend adap-
tées aux méthodes de simulation par ordinateur.
Dans ce qui suit, je vais définir les catégories des générateurs pseudo-aléatoires uni-
formes, leurs critères de qualité et les tests statistiques utilisés pour vérifier l’uniformité
des nombres produits. Ensuite, je présenterai les générateurs de nombres aléatoires non
uniformes avec quelques techniques permettant de transformer une variable aléatoire
uniforme en une variable qui suit une loi de probabilité non uniforme. Enfin, la mé-
thode de simulation Monte-Carlo sera définie avec la technique des nombres aléatoires
communs.
2.1 Catégories des générateurs Uniformes
Les RNGs peuvent être classés selon la nature mathématique de leur fonction de
transition qui est soit linéaire, non linéaire ou combinée. Nous distinguons aussi les
générateurs à base de compteur ayant une fonction de transition qui fait simplement
incrémenter un index mais contient au niveau de la fonction de sortie toute la complexité
pour générer les variables aléatoires.
2.1.1 Générateurs basés sur une récurrence linéaire
Les générateurs à récurrence multiple (MRG) :
Un générateur de type MRG (Multiple Recursive Generator) a la fonction de transition
linéaire suivante [14] :
xn = (a1xn−1+a2xn−2+ ...+akxn−k) mod m
un = xn/m
où : m et k sont des entiers positifs, les ai et b appartiennent à Zm = {0,1, ...,m− 1},
l’état du générateur à l’étape n correspond au vecteur sn = (xn, ...,xn−k+2,xn−k+1) et la
valeur de xn est comprise entre 0 et m−1. La période maximale est ρ = mk−1 [28].
Les générateurs à rétroaction linéaire (LFSR) :
Contrairement au générateur MRG qui produit des nombres qui sont des multiples de
1/m, le générateur LFSR se distingue par une discrétisation plus fine des nombres aléa-
toires. Il possède la fonction de transition et la fonction de sortie suivante :






La valeur de L équivaut à la taille d’un mot machine, soit L = 32 ou L = 64 et ν est un
entier positif correspondant à la taille du pas [28], ce qui fait que les valeurs générées
sont des multiples de 1/2L. La fonction de transition est un cas particulier de celle décrite
pour les MRG ; donc, nous avons la période maximale ρ = 2k−1, il faut choisir l’ordre
de la récurrence assez grand pour obtenir une longue période. LFSR est un cas très
particulier de la famille des générateurs linéaires sur F2, qui contient beaucoup d’autres
générateurs populaires tels que Mersenne twister, WELL, etc.
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2.1.2 Générateurs avec récurrence non-linéaire
La formule linéaire de la récurrence des RNG présentés dans la section précédente
se traduit par une structure trop régulière des points construits dans l’hypercube a s di-
mensions à partir des s sorties consécutives, ce qui rend ces générateurs non adéquats
pour l’utilisation dans certains domaines critiques comme la cryptographie [28]. Pour
remédier à cela, de la non-linéarité est introduite dans les fonctions de transition et de
sorties sous forme de formules quadratiques, cubiques ou en utilisant des composants
inversés. Pour plus de détails, voir [13, 23] et les références qui s’y trouvent.
2.1.3 Générateurs combinés
Chacune des deux catégories présentées précédemment possède ses avantages et ses
inconvénients. Pour les générateurs non linéaires, les points ont moins de structure et
l’uniformité est beaucoup plus difficile à mesurer mathématiquement (on doit se limi-
ter à des tests empiriques). Les générateurs linéaires quant à eux offrent une meilleure
performance. D’autres générateurs sont apparus qui combinent les sorties de plusieurs
générateurs de mêmes familles ou appartenant à des familles différentes, cela pour conci-
lier la performance avec la qualité de la structure des points générés.
Plusieurs approches ont été proposées [14] pour combiner J générateurs de même
famille. Par exemple, pour j = 1, ...,J, on note m j, k j, x j,n, u j,n et ρ j les valeurs de m,
k, xn, un et la période qui correspondent à la composante j, nous pouvons construire un
RNG qui a une fonction de transition qui correspond à la combinaison linéaire des x j,n
états de sorties produits à partir de J générateurs de type MRG ; le résultat est ramené
entre 0 et m1−1 pour obtenir les un. La période dans ce cas est égale au plus petit com-
mun multiple des périodes de ses composants ρ = PPCM(ρ1, ...,ρ j).
Nous trouvons dans [10] des exemples de générateurs ayant des composantes de fa-
milles différentes combinant un MRG ou un LFSR avec un autre générateur non linéaire
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par l’addition des sorties u1,n et u2,n des deux RNGs comme suit ((u1,n+u2,n) mod 1)
ou par l’application du ou-exclusif bit à bit entre les sorties (u1,n⊕ u2,n). Cela permet
d’améliorer la structure trop régulière des générateurs linéaires tout en développant des
algorithmes plus performants que les générateurs non linéaires. Dans tous les cas, nous
notons que nous pouvons construire un générateur combiné de grande période même si
les J composantes ont relativement des petites périodes.
Exemple Mrg32k3a : Ce générateur est constitué de deux composants d’ordre 3 de type
MRG. Son état contient deux vecteurs s1,n =(x1,n ,x1,n+1 ,x1,n+2) et s2,n =(x2,n ,x2,n+1 ,x2,n+2)
qui suivent la récurrence linéaire suivante [25] :
x1,n = (1403580 x1,n−2 − 810728 x1,n−3) mod m1
x2,n = (527612 x2,n−1 − 1370589 x2,n−3) mod m2
avec : m1 = 232−209 = 4294967087 et m2 = 232−22853 = 4294944443.
La sortie un de ce générateur est définie par la formule suivante :
zn = (x1,n − x2,n) mod m1
un =
zn/4294967088 pour zn > 0m1/4294967088 pour zn = 0.
La période est : ρ = (m31−1)(m32−1)/2≈ 2191.
2.1.4 Générateurs à base de compteur
Les générateurs présentés jusqu’ici ont été conçus pour générer des variables aléa-
toires en utilisant une fonction de sortie triviale et avec une fonction de transition qui
contient toute la complexité. Les générateurs à base de compteur utilisent une approche
inverse ; la fonction de transition se résume en l’incrémentation d’un compteur tandis
11
que la fonction de sortie utilise une fonction bijective complexe pour générer les va-
riables i.i.d U (0,1).
Un RNG à base de compteur est défini formellement [9] par un espace d’état interne
d’entiers S , un espace de sortie U , une espace de clés K , une multiplicité de sortie
entière J et respectivement par la fonction de transition et la fonction de sortie suivante :
f :S →S
g :K ×ZJ×S →U .
Chaque état interne est constitué de p bits et la fonction de transition f est sim-
plement un compteur de la forme f (s) = (s+ 1) mod 2p. La fonction de sortie g est
l’essence du générateur et se constitue d’un sélecteur h j composé (notons l’opérateur
◦) avec une fonction bijective complexe bk ayant une clé k, ainsi pour j = 1, ...,J nous
aurons :
gk, j = h j ◦bk.
Le rôle du sélecteur h j est simplement de choisir le jème bloc de r bits à partir des p bits
(avec r ≤ bp/Jc). Par exemple, pour un générateur ayant un espace d’état avec p = 128
bits et J = 4 et pour une clé k donnée, la fonction bijective générera une valeur de 128
bits et le sélecteur h j choisira comme valeur de sortie un bloc de 32 bits parmi les quatre
blocs disponibles à chaque incrémentation. La fonction de transition g utilise 2p états
distincts et génère J sorties à chaque fois. Donc, la période de l’état du générateur est
égale à J2p.
Ce type de générateur a l’avantage de simplifier la création de streams et de sous-
streams de nombres aléatoires, il suffit pour cela de diviser l’espace d’états du compteur
en plusieurs segments et d’appliquer l’addition entre une valeur de pas et l’état courant
pour effectuer le saut en avant. Les générateurs à base de compteur sont aussi bien adap-
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tés au contexte parallèle vu que nous n’avons pas besoin de générer les états de façon
successive pour produire les sorties aléatoires.
2.2 Segments et sous-segments
Partitionner un générateur - ayant une fonction de transition f (si) = si+1 et une pé-
riode ρ - en segments (streams) et sous-segments (sous-streams) disjoints peut se faire
en choisissant des entiers positifs v et w tels que z = v+w puis en divisant la période
en des séquences de longueur Z = 2z états. Chacune est subdivisée à son tour en V = 2v
sous-segments de longueur W = 2w. Si nous notons Ig l’état initial du segment g, alors
nous aurons I1 = s0, I2 = f z(s0), ... Ig = f z(Ig−1). Le premier sous-segment du segment
g commence à l’état Ig, le second sous-segment commence à l’état f w(Ig) et le troisième
à l’état f 2w(Ig) et ainsi de suite.
À n’importe quel moment, l’état courant du segment g est noté Cg et le début du
sous-segment qui contient cet état est noté Bg ; l’état initial du prochain sous-segment
est noté Ng. La figure 2.1 montre que l’état courant du segment g est à la 4e valeur du
troisième sous-segment [25].
L’organisation du générateur en plusieurs segments ainsi que la possibilité de pou-
voir sauter de façon rapide en avant vers le prochain sous-segment nous permettent de
considérer chaque séquence comme étant un RNG virtuel [12] .
Figure 2.1 – Division de la période du générateur en segments et sous-segments
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2.3 Critères de qualité des générateurs uniformes
Les générateurs de nombres aléatoires uniformes qui satisfont les caractéristiques
suivantes peuvent être considérés comme étant de bonne qualité [13, 1] :
— Période : qui doit être assez longue pour que la séquence de nombres aléatoires
ne puisse pas être complètement consommée par n’importe quel système.
— Reproductibilité : c’est un critère très important en simulation ; cela permet de
reproduire toujours la même séquence de nombres aléatoires si nous répétons
l’exécution du générateur à partir du même état initial et cela permet la vérifica-
tion des résultats ou la résolution des erreurs des expérimentations.
— Efficacité : le générateur doit pouvoir fournir des millions de nombres aléatoires
dans un temps qui n’impacte pas la performance du système qui l’utilise ; il doit
aussi être implémenté de façon à exploiter la mémoire des dispositifs de calcul
de façon efficace.
— Portabilité : l’implémentation des générateurs ne doit pas dépendre de l’architec-
ture d’un type de machine donné.
— La possibilité de faire des sauts en avant vers les prochains segments et sous-
segments sans avoir à générer tous les nombres intermédiaires.
— Bonne émulation du hasard : cela signifie que le générateur doit avoir des bonnes
bases théoriques pour permettre la génération de nombres pseudo-aléatoires que
l’on ne peut pas distinguer facilement d’une vraie source aléatoire.
En plus de ces critères qualitatifs, un bon générateur doit posséder d’autres caracté-
ristiques quantitatives qui sont vérifiées par des tests théoriques et statistiques qui seront
présentés dans la prochaine section.
Mesure d’uniformité et équidistribution :
Considérons l’ensemble Ψs contenant les vecteurs composés des s sorties succes-
sives un,s = (un, ..,un+s−1) d’un générateur de vrais nombres aléatoires. Si ces vecteurs
sont uniformément distribués dans l’hypercube unitaire de dimension s pour chaque en-
tier positif s et n ≥ 0 et pour tous les états initiaux s0, alors nous dirons que les sorties
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un sont indépendantes et identiquement distribuées U (0,1). Cela est une propriété qui
ne s’applique qu’à des vraies variables aléatoires uniformes au sens mathématique. Pour
les PRNGs, nous voulons approximer cette propriété [25]. Pour mesurer l’uniformité,
nous utilisons - pour les générateurs de type MRGs - le test spectral en dimension s qui
mesure l’uniformité de l’ensemble des s-tuples de valeurs successives produites par le
générateur.
Une autre propriété importante est l’équidistribution qui implique que si l’on divise
l’hypercube unitaire [0,1)s en 2sl cases de même taille et si l’on place l’ensemble des
points 2k deΨs dans ces cases-là, alors nous devrions trouver que chaque case a le même
nombre de points qui est égale à 2k−sl . Nous ne pouvons vérifier cette propriété en pra-
tique que pour les générateurs F2-linéaires. Cela inclut les LFSR en particulier.
2.4 Tests statistiques
Les tests théoriques présentés dans la section précédente permettent d’analyser la
structure des points produits par le générateur. Nous pouvons aussi tester statistiquement
l’hypothèse H0 selon laquelle la séquence des n sorties sont i.i.d U (0,1) ; il suffit de
définir un test statistique Z qui a une distribution connue ou qui peut être approximée :
Z =S (u0,u1, ...,un−1).
Pour tester l’hypothèse, nous calculons la valeur de la statistique p appelée valeur-p,
qui est la probabilité d’obtenir la même valeur du test (ou une valeur encore plus ex-
trême) si H0 était vraie. Nous dirons que le test a "échoué" si le résultat est trop petit (par
exemple moins que 10−10) ou trop grand (entre 1 - 10−10 et 1). Si la statistique mesurée
n’est pas remarquable (par exemple 10−4 < valeur-p < (1 - 10−4)), alors le test est consi-
déré comme "réussi". Les valeurs intermédiaires sont notées "douteuses" et il faut refaire
le test avec d’autres échantillons un et d’autres tests statistiques plus puissants jusqu’à
ce que le test réussisse ou échoue.
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Un test qui a réussi exprime seulement le fait qu’il n’a pas été suffisant pour détecter
une différence entre une vraie séquence de nombres aléatoires et la séquence en ques-
tion. Cependant si l’on a beaucoup de tests qui réussissent alors cela permet d’être plus
confiant dans l’affirmation que les un ne sont pas faciles à distinguer d’une vraie source
de nombres aléatoires i.i.d U (0,1).
Plusieurs logiciels de tests statistiques ont été développés pour vérifier les séquences
de sorties des RNG, notamment TestU01 [24] qui offre trois batteries de tests précon-
figurés, à savoir "Small Crush"(avec 10 tests et 16 valeurs-p), "Crush" (96 tests et 187
valeurs-p) et "Big Crush" (106 tests et 254 valeurs-p) et ayant des temps d’exécution
respectivement de quelques secondes à quelques minutes et jusqu’à plusieurs heures.
Test sériel :
Ce test n’est qu’une variante du test d’ajustement de Pearson (Goodness-of-fit) qui a
en fait de nombreuses variantes (voir par exemple [26]). Le test sériel permet de vérifier
si un ensemble d’observations suit une loi de distribution donnée [28]. Nous pouvons
utiliser le Chi-deux comme statistique, mais nous pouvons aussi utiliser autre chose,
comme le nombre de collisions par exemple. Il y a plusieurs variantes de ce test implan-
tées dans TestU01. Dans le contexte des RNG, nous l’utilisons comme suit :
1. Nous générons un échantillon de r vecteurs composés de s points chacun à partir
de n = rs nombres aléatoires successifs, soit :
Ui = (ui,ui+1, ...,ui+s−1) i = 0..r−1
2. Nous partitionnons les axes de l’hypercube unitaire [0,1)s en d sous-segments de
longueur 1/d afin de former k = ds cellules.
3. Le test statistique Z est formé en comptant le nombre de points N j qui tombent
dans chaque cellule j pour j= 1, ..,k, dans ces cas, les vecteurs (N1, ..,Nk) suivent
une distribution multinomiale avec des paramètres (k, p1, .., pk), où p j = 1/k
4. Sous l’hypothèse H0 on sait que la quantité X2 suit une distribution Chi-deux
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5. Enfin, nous calculons la valeur x prise par X2 et nous acceptons ou rejetons H0
suivant la valeur de p = P(X2 < x | H0).
2.5 Générateurs de nombres aléatoires non uniformes
Ces générateurs permettent de produire des séquences aléatoires qui suivent une loi
de probabilité non uniforme (loi de Poisson, loi normale, etc.). Cela permet de déve-
lopper des simulations qui se rapprochent le plus du comportement réel des modèles
stochastiques analysés. Nous décrivons dans ce qui suit quelques méthodes pour générer
ce type de variables.
2.5.1 Inversion
Chaque loi de probabilité est définie par une fonction de répartition (CDF) qui prend
en entrée une valeur x et détermine la probabilité u de trouver une valeur plus petite. Nous
pouvons simplement utiliser une variable uniformeU (0,1) comme la valeur d’entrée de
la fonction de répartition inverse pour obtenir une variable non uniforme qui suit la loi
distribution qui est définie par le CDF. À titre d’exemple, les formules suivantes montrent
cette relation pour la distribution exponentielle :
Fexp(x) = P(X ≤ x) = 1− e−x
x = F−1exp(x) =− ln(1−u).
La technique d’inversion peut être utilisée seulement quand il existe une forme ana-
lytique (ou une bonne approximation) de l’inverse de la CDF.
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2.5.2 Transformation
Cette méthode permet de générer deux variables aléatoires suivant la loi normale







Cette transformation de variables a l’avantage d’être simple et permet de générer plu-
sieurs variables à la fois, mais elle est coûteuse en temps de calcul à cause des fonctions
mathématiques utilisées.
2.5.3 Méthode de rejet
Cette méthode est appropriée dans le cas où on veut générer une variable aléatoire
suivant une loi de probabilité ayant une fonction de densité f (x) compliquée. Il suffit de
trouver une distribution g(x) à partir de laquelle nous pouvons facilement échantillonner
(e.g. la distribution uniforme) ainsi qu’une constante c telle que c ·g(x)≥ f (x) ∀x. Nous
pouvons accepter un échantillon X tiré à partir de c · g(x) comme étant tiré à partir de
f (x) selon la procédure suivante :
1. Soit X ∼ g(x)
2. Soit V ∼U(0,1)
3. Si V ≤ f (X)c·g(X) alors accepter X , sinon rejeter et retourner à 1.
2.6 Simulations avec la méthode Monte-Carlo
La méthode de simulation Monte-Carlo utilise l’échantillonnage aléatoire pour étu-
dier les propriétés de systèmes qui ont des composantes qui se comportent de façon
stochastique [28]. Nous utilisons l’ordinateur pour générer des observations suivant une
loi de probabilité qui modélise les fonctionnalités du phénomène étudié et permet en-
suite de faire de l’inférence statistique.
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Par exemple, dans un centre d’appels téléphoniques, supposons que W est le nombre
de clients qui attendent plus de x minutes durant une journée (une variable aléatoire) et
on veut estimer E[W ] sur une longue période. Pour cela, on simule n réalisations de la
journée, on note Wi la réalisation de W pour la simulation i, et on estime E[W ] par la
moyenne des Wi, soit W¯n. Ainsi, nous pouvons modéliser le nombre d’appels reçus dans
un intervalle de temps (ti, t j) comme étant une variable aléatoire qui suit la loi de Poisson
avec une moyenne λi j, et nous pouvons modéliser le temps de service de chaque appel
comme étant une variable aléatoire qui suit une loi exponentielle avec un paramètre β .
Nous pouvons implémenter le modèle avec un programme informatique qui simule les
arrivées durant une unité de temps (une journée). Nous répétons la réalisation n fois pour
obtenir les temps moyens des attentes Wi pour 0≤ i< n. Enfin, on obtient une estimation
de l’espérance mathématique de la statistique recherchée comme suit :





D’autres statistiques peuvent être calculées, comme par exemple l’intervalle de confiance
et la variance des observations, souvent soutenus par des histogrammes.
La méthode Monte-Carlo peut être utilisée dans l’estimation de l’intégrale d’une
fonction f qui n’a pas de forme explicite comme dans le cas de la fonction de densité de
probabilité (PDF) de la loi Normale :








Pour approximer cette intégrale, il suffit de générer n variables aléatoires i.i.d sur
U (0,C) puis d’estimer l’intégrale par Qn = cn ∑
n












dx = I( f ).
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2.6.1 Nombres Aléatoires Communs
La méthode de simulation Monte-Carlo permet aussi de comparer plusieurs configu-
rations d’un même modèle afin de savoir quels sont les meilleurs paramètres qui opti-
misent la statistique étudiée ou pour savoir l’effet d’une modification de paramètres sur
le système. Par exemple si l’on voulait savoir l’impact du recrutement d’un nouvel agent
au niveau d’un centre d’appels sur le temps d’attente des clients, nous pourrions exécu-
ter une première fois la simulation avec le système à son état original puis simuler une
deuxième fois avec l’ajout de la nouvelle ressource ; nous calculerions enfin l’espérance
mathématique de la différence des temps d’attente entre les deux simulations.
Supposons que l’on veut estimer la différence entre E(X1) et E(X2) par la différence
entre X1 et X2 qui sont des mesures calculées à partir de deux systèmes similaires. Nous
pouvons soit utiliser exactement la même séquence de nombres aléatoires aux mêmes
endroits ou utiliser des séquences totalement indépendantes. La première façon de faire
est appelée technique des nombres aléatoires communs (CRN) et permet généralement
d’introduire une covariance positive entre X1 et X2. La deuxième technique sera naturel-
lement appelée technique des nombres aléatoires indépendants (IRN), et la variance de
la différence des deux variables s’écrira de la façon suivante [18] :
Var[X2−X1] =Var[X2]+Var[X1]−2Cov[X1,X2].
Il est clair que l’utilisation des nombres en IRN permet d’annuler le terme de la cova-
riance, ce qui donne une variance plus importante que la technique CRN dans le cas où




LES SYSTÈMES HÉTÉROGÈNES ET LES GÉNÉRATEURS PARALLÈLES
Ce chapitre décrit les systèmes hétérogènes et les contraintes qu’ils présentent dans
le développement des applications. Seront aussi décrites les différentes techniques de gé-
nération parallèle de nombres aléatoires ainsi que les critères de qualité dans ce contexte.
3.1 Les systèmes hétérogènes
De nos jours, les fabricants de matériel informatique produisent des dispositifs de
calcul hétérogènes intégrant des processeurs avec des jeux d’instructions différents tout
en cachant la dissimilarité aux utilisateurs. Plusieurs consortiums tels que khronos ou
hsafoundation ont récemment vu le jour afin de mettre en place des spécifications et dé-
finir des standards de développement ouvert qui permettent d’exploiter tout le potentiel
des matériels hétérogènes.
Nous pouvons maintenant exploiter les cartes graphiques GPGPU (General Purpose
Graphical Processing Unit) pour effectuer des traitements parallèles sur de gros volumes
de données, chose qui se faisait habituellement au niveau du CPU. Ce dernier continuera
à s’occuper de la gestion du système d’exploitation et déléguera les traitements intensifs
aux périphériques de calcul. La conception de systèmes informatiques modernes doit
profiter de ces plates-formes hétérogènes afin d’offrir aux utilisateurs un niveau de per-
formance élevé.
La figure 3.1 schématise la structure d’un PC avec plusieurs CPUs de différents
types, une unité de traitement graphique (GPU) ainsi qu’un contrôleur d’entrées/sorties
(ICH) et un contrôleur central graphique et mémoire (GMCH) permettant de connecter
et de contrôler les dispositifs périphériques à la carte mère de l’ordinateur [32].
Figure 3.1 – Diagramme d’un PC avec plusieurs CPUs et un GPU
3.2 Exemples de systèmes parallèles
Il existe différents dispositifs de calcul parallèle qui peuvent être utilisés pour pro-
duire des nombres aléatoires, chacun ayant une architecture qui le rend plus adapté pour
être utilisé avec certaines techniques de générations. Par exemple, la méthode de rejet est
plus adaptée en CPU qu’en GPU à cause du branchement utilisé par l’algorithme qui va
générer de la divergence d’exécution au niveau des processus parallèles (voir prochain
chapitre). Cependant, la méthode de transformation est plus performante au niveau des
FPGAs et GPUs [36]. Voici ci-dessous la description de quelques-uns de ces dispositifs :
— Unité de traitement centrale multi-noyaux (multi-core CPU) :
Pour améliorer la performance au niveau des CPUs plusieurs techniques sont uti-
lisées comme le parallélisme d’instructions qui permet d’augmenter le taux avec
lequel les instructions s’exécutent en même temps. Le parallélisme de tâches
quant à lui cherche à augmenter le nombre de processus qui s’exécutent simul-
tanément en intégrant plusieurs CPUs sur un seul circuit électronique ; chacun
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exécute une tâche à la fois et possède son propre ensemble de registres internes
avec une unité arithmétique et logique (ALU) pour effectuer les opérations. Tous
les noyaux partagent une vue cohérente de la mémoire centrale du système. Cela
correspond aux CPUs multi-noyaux.
— Unité de traitement graphique d’usage général (GPGPU) :
Les GPU sont de plus en plus exploités au-delà des traitements traditionnels d’in-
fographie ; nous pouvons les utiliser aussi pour faire du calcul parallèle de façon
souvent plus performante qu’avec les CPUs. La carte graphique GPGPU a une
architecture qui permet d’exécuter des milliers de processus en parallèle (work
items) qui sont organisés sous forme de groupes appelés wraps (AMD appelle
ces groupes wavefronts) et qui exécutent tous la même instruction mais chaque
work item traite une donnée différente selon le modèle Single-Instruction Mul-
tiple Data (SIMD).
— Unité de traitement accéléré (APU) :
C’est simplement un processeur qui intègre sur le même circuit un CPU et un
GPU qui se partagent une mémoire cache. Cette combinaison permet d’améliorer
la performance de calcul, en effet, le GPU nous permet de bénéficier de la puis-
sance de calcul parallèle directement au niveau du processeur. Cependant le GPU
intégré dans l’APU reste inférieur en performance à un GPU discret construit sur
sa propre carte graphique.
— Circuit logique programmable (FPGA) :
C’est un circuit intégré composé de nombreux blocs logiques de mémoires (cel-
lules) qui peuvent être reprogrammés (reconfigurés) après leur fabrication pour
effectuer une fonction donnée. L’intérêt est qu’un même circuit puisse être réuti-
lisé dans différents systèmes électroniques.
— Réseau de processeurs massivement parallèles (MPPA) :
C’est un autre type de circuit intégré contenant un grand nombre de proces-
seurs organisés sous forme d’une grille rectangulaire et qui exécutent en paral-
lèle des tâches selon l’architecture MIMD (Multiple-Instruction Multiple-Data).
L’échange des données entre processeurs se fait à travers des interconnexions
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configurables, ce qui permet d’effectuer en parallèle plus de traitements qu’un
circuit conventionnel.
3.3 Contraintes avec le développement sur les systèmes hétérogènes
Le développement d’applications dans un environnement hétérogène soulève plu-
sieurs défis au niveau des pratiques de programmation qui n’existent pas dans une ar-
chitecture homogène [11]. Ces pratiques doivent être prises en compte dans le dévelop-
pement des générateurs de nombres aléatoires pour qu’ils soient portables sur différents
types d’architecture, parmi ces défis on peut citer :
— Jeux d’instructions différents : les dispositifs de calculs peuvent avoir des jeux
d’instructions différents, ce qui génère de l’incompatibilité lors de l’exécution.
— Différentes interprétations de la mémoire : les systèmes peuvent interpréter le
positionnement des données dans la mémoire selon différentes façons ; une ar-
chitecture petit-boutiste (little-endian) par exemple organise un mot mémoire
avec l’octet de poids faible en premier alors qu’une architecture gros-boutiste
fait l’inverse. Cela peut causer un problème de portabilité du code, car selon l’ar-
chitecture, nous n’obtiendrons pas la même donnée.
— Indisponibilité des APIs systèmes : une application peut avoir besoin d’utiliser
une librairie de fonctions qui est disponible dans un système mais qui peut ne pas
l’être dans un autre système.
— Indisponibilité des options des langages de programmation : certaines plates-
formes n’offrent pas la possibilité d’utiliser des structures de données disponibles
dans les langages de programmation ; par exemple, les dispositifs de calcul com-
patibles avec la norme OpenCL ne supportent pas les pointeurs de fonctions.
3.4 Techniques de génération parallèle de nombres aléatoires
Les techniques discutées dans cette section servent à partager une longue séquence
de nombres aléatoires entre plusieurs processeurs qui s’exécutent en parallèle.
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3.4.1 Utilisation d’un serveur central
Une première façon de partager une longue séquence est d’utiliser un générateur
central qui distribue à la demande des nombres aléatoires pour chaque processeur. Cette
idée simple a l’inconvénient de ne pas permettre la reproductibilité des résultats des
simulations vu que - d’une exécution à l’autre - les nombres distribués pourront être
utilisés différemment (e.g., par différents processus). Cette technique peut aussi créer un
goulot d’étranglement au niveau du serveur en cas où il existe beaucoup de processeurs.
3.4.2 Fractionnement de séquence
Cette technique consiste à partitionner la séquence principale en des blocs contigus
de taille égale et qui ne se chevauchent pas, chacun ayant une période assez longue pour
qu’aucune simulation ne puisse la consommer totalement. Étant donné une séquence de
nombres aléatoires Xi nous aurons la sous-séquence d’ordre j et de longueur m qui a la
forme suivante : Xk+( j−1)m avec k = 0, ..,m−1. Il faut s’assurer qu’il n’existe pas de cor-
rélations apparentes entre les différentes sous-séquences pour ne pas avoir des résultats
biaisés dans les simulations. Les générateurs doivent aussi implémenter la fonctionnalité
de saut en avant pour une meilleure utilisation de cette technique [25, 31].
3.4.3 La technique de saut (Leapfrog)
Cette méthode permet la création de sous-séquences sur N processeurs de sorte que
le processeur d’ordre P reçoive les nombres suivants XP,XP+N ,XP+2N ,etc. de la même
manière qu’un jeu de cartes est distribué tour à tour entre des joueurs [8]. Cela nécessite
la possibilité de pouvoir sauter N états en avant. Cette technique implique aussi que si
le nombre des processeurs change, alors la séquence assignée à chacun sera différente.
Cela pose problème si l’on veut reproduire exactement la même simulation.
3.4.4 Paramétrisation de générateurs indépendants
Contrairement aux techniques précédentes dans lesquelles une seule séquence est di-
visée entre plusieurs processeurs, cette technique propose d’assigner à chaque processeur
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le même type de générateur mais avec un état initial (germe) différent. Ce dernier doit
être choisi de façon aléatoire et indépendante (e.g. à travers un autre RNG) afin d’éviter
qu’une corrélation ne se produise entre les séquences générées. Il faut aussi s’assurer
que le type de générateur utilisé possède une assez longue période pour éviter le che-
vauchement des séquences. Cette méthode doit être implémentée de sorte qu’elle soit
indépendante du nombre de processeurs pour assurer la reproductibilité des simulations.
3.5 Critères de qualité des générateurs parallèles
En plus des conditions citées dans la section 2.3, plusieurs auteurs ont défini d’autres
critères nécessaires à un bon RNG dans le contexte parallèle [1, 8, 23] :
— Le générateur doit pouvoir produire des séquences de nombres aléatoires pour
n’importe quel nombre de processeurs parallèles.
— Chacune des séquences parallèles doit satisfaire aux critères de qualité exigé pour
un générateur utilisé en série.
— Il ne doit pas y avoir de corrélations ni dans la même séquence ni entre les sé-
quences qui s’exécutent simultanément sur les processeurs.
— Les séquences parallèles doivent être complètement indépendantes les unes des
autres, la technique de fractionnement par exemple permet d’assurer cela.
— L’implantation des RNGs doit être efficace et éviter le transfert de données entre
processeurs ; autrement dit, chaque générateur doit être assigné à un seul proces-
seur, ce dernier devant pouvoir produire sa propre séquence de façon indépen-
dante afin d’assurer la reproductibilité de l’exécution.
Dans le cas des dispositifs de calcul de type GPU, certains auteurs [31] recom-
mandent la conception d’algorithmes de génération de nombres aléatoires qui utilisent
les nombres en virgules flottantes en simple précision, parce que le type double néces-
site plus de temps de calcul ou n’existe pas au niveau de tous les dispositifs. Cependant
cet inconvénient peut disparaître avec les futurs matériels. Une autre recommandation
est d’éviter l’utilisation de la mémoire globale dans le cas d’accès répétitif aux données
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afin d’optimiser le temps de calcul. L’auteur dans [29] précise que la taille de l’état du
RNG devient un élément critique et doit être assez petit vu que l’espace mémoire des
éléments de traitement (PE) au niveau du GPU est assez restreint comme il sera décrit




Ce chapitre décrit les différents concepts et éléments composant l’environnement
OpenCL et détaille ses modèles sous-jacents.
4.1 Le modèle de la plate-forme
Une application développée avec OpenCL est composée généralement d’un module
principal qui s’exécute sur un ordinateur central appelé hôte et qui est écrit en langage
de haut niveau (C, C++, Java, etc.) ainsi qu’un autre module contenant un ensemble
de fonctions appelées kernels écrites en langage OpenCL C et destinées à s’exécuter
en parallèle sur les dispositifs de calcul. Ces kernels sont compilés à la volée (JIT) par
le programme sur l’hôte pour générer un code binaire spécifique au dispositif cible, ce
qui permet de rendre le code portable sur les systèmes hétérogènes compatibles OpenCL.
Le modèle de plate-forme de la norme permet au programme du hôte de configurer
et d’utiliser plusieurs dispositifs en même temps, chacun effectuant une tâche spécifique
grâce à des milliers de processus appelés work items qui s’exécutent simultanément
dans des unités de calculs. Ce parallélisme des tâches est illustré dans la figure 4.1 ; no-
tons que le hôte affecte les noyaux et les commandes aux dispositifs via des files d’attente
(Command Queues), le tout étant géré à travers une structure de données appelé contexte.
L’API d’OpenCL offre aussi différents types de commandes qui permettent par exemple
à l’hôte de lire ou d’écrire des blocs de données (buffers) dans la mémoire du dispositif
ou de synchroniser l’exécution des work items entre eux. Il existe d’autres commandes
qui permettent de faire le profilage de l’exécution des processus parallèles. OpenCL dé-
finit une structure de données appelée plate-forme qui permet de lister tous les dispositifs
de calcul installés et d’identifier les attributs et les fonctionnalités qui sont supportées.
Figure 4.1 – Affectation des kernels et des commandes aux différents dispositifs
La figure 4.2 montre les principales composantes d’un dispositif compatible avec
OpenCL. Notons qu’il y a quatre unités de calcul (CU) qui se partagent une mémoire
globale et exécutent indépendamment les commandes venant de l’hôte. Chaque CU est
composé d’un ensemble d’éléments de traitement (PE) qui se partagent une mémoire lo-
cale et exécutent tous le même code, mais les calculs effectués diffèrent par les données
traitées. Ce type d’exécution on mode SIMD correspond au parallélisme de données.
Les étapes d’exécution d’un programme OpenCL :
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Figure 4.2 – Un dispositif de calcul avec 4 CU
Pour faire exécuter un kernel au niveau d’un dispositif, le programme hôte effectue
les étapes suivantes :
1. Sélection de la plate-forme, du dispositif et du contexte.
2. Chargement du programme source du kernel en mémoire du système.
3. Compilation de ce code avec le compilateur OpenCL C.
4. Création de l’objet de type kernel.
5. Mise en place du kernel dans la file d’attente du dispositif.
6. Mise en place des arguments du kernel.
7. Lancement du kernel.
8. Récupération du résultat à la fin de l’exécution.
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4.2 Le modèle d’exécution OpenCL
L’architecture présentée dans la section précédente permet aux dispositifs d’avoir
une puissance de calcul souhaitée pour le traitement de grand volume de données, cela
grâce à l’exécution parallèle des work items au niveau des unités de traitement. Il faut
savoir que le dispositif de calcul divise les work items en plusieurs groupes de même
taille appelés work groups ; chacun va s’exécuter sur une seule unité de calcul (CU). Ce-
pendant plusieurs CUs peuvent exécuter différents work groups en même temps.
Les work items peuvent être organisés sur plusieurs niveaux (dimensions) afin de
mieux manipuler les structures de données qui peuvent, elles aussi, être sur plusieurs
niveaux. Par exemple, pour traiter les données d’un simple tableau, nous pouvons lan-
cer (sur une seule dimension) autant de work items qu’il existe d’éléments dans le ta-
bleau et chaque work item aura un seul identifiant unique (global ID) qui pourra être
utilisé comme indice vers l’élément du tableau. Si, par contre, nous voulons appliquer
un traitement sur chacun des points d’une image 2D ayant une taille d’un mégapixel,
alors on peut configurer le dispositif pour lancer un million de work items organisés
en deux dimensions (soit 1024 WI par dimension). Ainsi, chaque work item aura deux
indices globaux qui lui permettront d’accéder au bon pixel de l’image. Cette structura-
tion des work items en dimensions est appelée NDRange ; on utilise la fonction OpenCL
clEnqueueNDRangeKernel(...) pour lancer le kernel en spécifiant le nombre
total de work items, la taille du work group et la dimension à utiliser.
La figure 4.3 montre l’organisation de 20 work items sur deux dimensions. Chacun
des 4 work groups sera affecté à un CU et chacun des work items sera exécuté sur un
seul PE ; les valeurs (x,y) correspondent à des indices globaux des WI et permettent
d’accéder au bon élément de la structure de données qui est manipulée [32] .
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Figure 4.3 – Modèle d’exécution
4.3 Le modèle de la mémoire OpenCL
OpenCL définit quatre types de mémoires qui peuvent être utilisés par les work items
et qui diffèrent par leur taille, leurs performances et leurs emplacements sur la plate-
forme :
— La mémoire globale : chaque dispositif a une seule mémoire globale qui a la
plus grande taille par rapport aux autres types et qui est accessible en lecture/écri-
ture à partir de l’hôte ainsi qu’à tous les work items s’exécutant sur le dispositif.
— La mémoire constante : cette mémoire est similaire au type précédent ; cepen-
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dant, les données qui y sont transférées sont accessibles seulement en lecture. Par
contre, cette mémoire a l’avantage d’être plus rapide d’accès pour les work items
que la mémoire globale.
— La mémoire locale : chaque unité de calcul possède une mémoire locale qui est
plus petite en taille que les deux derniers types mais offre aux work items un
accès (∼ 100x) plus rapide qu’avec la mémoire globale [33]. Les données trans-
férées au niveau de cette mémoire peuvent être partagées par les work items d’un
même work group mais cela nécessite l’utilisation de commandes de synchroni-
sation (barrier) pour s’assurer de la cohérence des données[2]. Voir le listing
6.15 pour un exemple concrèt.
— La mémoire privée : chaque élément de traitement (PE) offre au work item
qui s’exécute dessus une mémoire privée de petite taille sous forme de plusieurs
registres ; cette mémoire est la plus rapide d’accès et permet d’avoir la meilleure
performance.
Il faut noter que le programme de l’hôte ne peut transférer les blocs de données (buf-
fers) qu’au niveau de la mémoire globale ou locale. La mémoire privée peut recevoir
uniquement des données de type primitif. Le code du kernel doit contenir la logique de
renvoi de tout résultat vers la mémoire globale vu que l’hôte ne peut récupérer les don-
nées qu’à partir de ce niveau-là. Notons aussi que plus la taille de la mémoire est grande,
plus elle est placée loin de l’endroit d’exécution des work items (i.e, PE) et donc plus
l’accès aux données sera coûteux en temps.
Le dispositif OpenCL comparé à un établissement scolaire :
Une analogie intéressante [33] peut se faire entre l’architecture d’un dispositif OpenCL
et la structure d’un établissement scolaire dans lequel on y trouve un tableau d’affichage
global (mémoire globale) accessible à tous les écoliers (work items). Ces derniers sont
divisés en plusieurs groupes (work groups), chacun affecté à une classe différente (unité
de calcul) ayant un tableau noir (mémoire locale) qui est accessible aux écoliers d’un
même groupe et qui est utilisé pour partager des données entre les élèves de ce groupe
seulement ; chaque écolier possède son propre cahier de notes (mémoire privée) qui est
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utilisé pour sauvegarder ses données personnelles ; un professeur (hôte) peut donner un
exercice à faire (kernel) à tous les élèves qui vont travailler simultanément et de façon
indépendante à le résoudre.
4.4 Stratégies d’optimisation :
Dans ce qui suit, nous donnons quelques bonnes pratiques qui permettent d’améliorer
la performance de l’exécution dans un dispositif OpenCL :
— Accès séquentiel à la mémoire (Coalescing) :
Il faut savoir que l’accès à la mémoire globale se fait par blocs d’espaces contigus
de taille fixe, c.-à-d. qu’à la ième lecture de la mémoire, le dispositif va toujours
récupérer k éléments xi, ..,xi+k en même temps. Pour cela, il est recommandé que
chaque work item accède à l’élément de données qui a le même indice (gid 1)
que le sien. Par exemple, supposons que k = 4 et que nous avons lancé lancé 4
work items qui vont lire chacun un élément d’un tableau, alors si nous avons fait
de l’accès séquentiel, le dispositif va effectuer un seul accès à la mémoire, mais
si chaque work item i accède à l’élément i+ 4, alors le dispositif va devoir lire
quatre blocs de la mémoire pour récupérer les quatre éléments.
— Utilisation efficace de la mémoire :
Quand la nature des données et des tâches effectuées par le kernel le permet,
il faut exploiter efficacement la hiérarchie de la mémoire cela en privilégiant
d’abord l’utilisation de la mémoire privée avant l’utilisation de la mémoire locale
ou de la mémoire globale, le tout pour éviter la latence d’accès qui caractérise les
deux derniers types de mémoires.
— Utilisation des vecteurs :
Un vecteur est un type de données similaires au tableau, mais ayant des tailles
prédéfinies par la norme OpenCL. L’avantage qu’il y a à utiliser cette structure de
données est de pouvoir appliquer une opération de calcul sur tous les éléments du
vecteur en une seule instruction. Par exemple, le résultat du calcul du fragment
1. Index qui identifie le work item de façon unique et globale
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de code suivant correspond à la division par deux des 4 éléments du vecteur X en
une seule commande, ce qui permet un gain important en performance :
float4 X = (float4)(3.0f, 6.0f, 9.0f, 11.0f);
float4 resultat = X * 0.5f;
— Divergence des work items :
Nous avons vu qu’OpenCL impose que les work items d’un même work group
effectuent la même instruction en même temps (SIMD). Cependant, il faut savoir
qu’au moment de l’exécution, le dispositif va diviser encore plus le work group
en plusieurs ensembles de taille prédéfinie appelés wraps. Par exemple, si nous
lançons 1024 work items sur 4 work groups, alors chaque unité de calcul va exé-
cuter 32 work items (warp) à la fois jusqu’à ce que le work group soit terminé. La
taille du warp ne peut pas être modifiée par le code, elle est fixée par le construc-
teur du dispositif.
La divergence d’exécution apparaît dans le cas où il y aurait une instruction de
branchement conditionnel au niveau de la logique du kernel, de sorte qu’une par-
tie des work items du warp l’évalue à Vrai alors que l’autre partie l’évalue à Faux.
Dans ce cas le CU va exécuter les deux branches l’une à la suite de l’autre. Cela
constitue une perte de parallélisme et implique un ralentissement de la perfor-
mance ; c’est pour cela qu’il faut éviter d’utiliser ce type de branchement autant
que possible.
Revenons à l’analogie de l’établissement scolaire et supposons qu’un instructeur
(hôte) donne un questionnaire avec deux points à 32 étudiants (warp), avec la
condition que si l’élève est un garçon, alors il doit répondre seulement au premier
point sinon le deuxième point sera répondu. Dans le contexte réel, cela n’aurait
constitué aucun problème, cependant, dans le cas d’un dispositif OpenCL où les
instructions sont exécutées en mode SIMD, le warp va exécuter la partie condi-
tionnelle du code (branche) à deux reprises ; lors de la première fois, les work
items qui auront la condition à vrai vont exécuter la première branche alors que
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les autres work items attendront leur tour pour exécuter la deuxième branche.
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CHAPITRE 5
LES INTERFACES clRNG ET clPROBDIST
Ce chapitre contient une description détaillée des structures de données, des fonc-
tions et des générateurs implémentés dans clRNG et clProbDist.
Il faut savoir que la compagnie AMD est parmi les instigateurs qui ont demandé
au laboratoire de simulation de l’université de Montréal le développement de ces deux
APIs. Cette compagnie a demandé le respect de quelques contraintes durant le dévelop-
pement ; ainsi les interfaces de programmation doivent être écrites en langage C et l’on
doit utiliser la version 1.2 de l’environnement OpenCL. La raison derrière cela serait
de garder le code le plus proche possible du matériel, ce qui permettra plus tard une
meilleure intégration de ces librairies (APIs) avec d’autres langages de plus haut niveau.
Nous pensons aussi que le code s’exécutera plus rapidement avec le langage C. Cepen-
dant, avec ces limitations, nous ne pouvions pas utiliser les classes et le polymorphisme
vu que C99 ne le permettait pas et qu’OpenCL C n’offrait pas de pointeurs vers les fonc-
tions. Puisque le langage C n’offrait pas aussi les espaces de noms (namespaces), nous
avons dû inclure dans le nom de chaque fonction le nom du générateur implémenté, ce
qui a donné des noms de fonctions assez longs. Vous noterez aussi qu’il y a plusieurs
fonctions qui auraient pu être consolidées en une seule fonction, mais il n’y a pas moyen
d’utiliser la surcharge de fonctions dans le langage C.
5.1 Définition de clRNG
clRNG est une API qui implémente différents types de générateurs uniformes sui-
vant la même interface de programmation. Cela définit des fonctions et des structures
de données qui permettent de générer une séquence de nombres pseudo-aléatoires qui
peut être divisée en plusieurs segments (streams) et sous-segments utilisables dans des
dispositifs OpenCL.
Un stream est implémenté par une structure de données qui contient trois éléments, à
savoir, l’état initial du générateur (graine), son état courant et l’état initial du sous-stream
courant. À la création de l’objet stream, clRNG initialise ces états internes avec des va-
leurs par défaut puis calcule la valeur de l’état initial du prochain stream qui est Z états
plus loin. La structure de données correspondant à l’état interne varie selon le générateur.
Puisque la version utilisée d’OpenCL ne permet pas l’allocation d’espace mémoire
directement à partir du kernel, nous avons dû séparer les fonctions de l’API en deux par-
ties, celles qui s’exécutent uniquement au niveau de l’hôte - telles que pour la création
des streams - et celles qui peuvent être utilisées aussi bien au niveau de l’hôte qu’au
niveau du dispositif.
Typiquement, on utilise l’API pour créer au niveau de l’hôte plusieurs streams dans
un tableau puis on les transfère vers la mémoire globale du dispositif. Cela permet à
chaque work item d’utiliser son indice global (gid) pour sélectionner un stream (ayant
le même indice dans le tableau) qui sera copié vers la mémoire privée, ce qui permet
d’avoir une meilleure performance lors de la génération des nombres aléatoires.
Au niveau du dispositif, quand le stream est copié vers la mémoire privée du work
item, clRNG transfère seulement l’état courant du stream ainsi qu’un pointeur vers l’état
initial qui reste en mémoire globale. Quant à l’état initial du sous-stream courant il ne
sera copié que si la macro CLRNG_ENABLE_SUBSTREAM est définie, cette commande
permet aussi d’activer plusieurs fonctions de manipulation des sous-streams (telles que
l’affectation de l’état du sous-stream courant à l’état courant du stream). Cette straté-
gie permet d’économiser l’espace mémoire restreint au niveau des PEs. L’utilisation
de cette macro n’est pas nécessaire au niveau de l’hôte et les fonctions de manipula-
tion de streams y sont toujours disponibles. Il faut aussi noter que, par défaut, l’API
effectue les calculs des nombres en virgule flottante double précision, mais nous pou-
vons aussi générer les variables aléatoires en simple précision en utilisant la macro
38
CLRNG_SINGLE_PRECISION.
Pour pouvoir utiliser l’API dans un programme, il suffit d’inclure au début du pro-
gramme qui s’exécute sur l’hôte (ou sur le dispositif) le fichier d’en-tête de l’un des
générateurs implémentés ; par exemple, le code du listing 5.1 montre comment activer
l’utilisation des sous-streams au niveau du kernel avec le générateur MRG32k3a pour




5 __kernel void monKernel(__global clrngMrg32k3aHostStream* Streams,
6 __global double* result){
7 //Obtient l’index global du work item
8 int gid = get_global_id(0);
10 //Copie le stream de la mém. globale vers la mém. privée
11 clrngMrg32k3aStream monStream;
12 clrngMrg32k3aCopyOverStreamsFromGlobal(1, &monStream, &Streams[gid]);
14 //Génère et sauvegarde une var. aléatoire uniforme
15 result[gid] = clrngMrg32k3aRandomU01(&monStream);
16 }
Listing 5.1 – Exemple simple d’utilisation de clRNG dans un kernel
5.1.1 Les générateurs implémentés
5.1.1.1 MRG32k3a
C’est un MRG combiné implémenté avec un état de six entiers non signés de 64 bits
ayant une période ρ ≈ 2191 qui est divisé en 264 streams de longueur Z = 2127. Chaque
stream est divisé à son tour en 251 sous-streams de longueur W = 264, le tout sans chevau-
chement (voir section 2.1.3). La version originale proposée dans [16] a une récurrence
implémentée en double.Dans notre version, l’état est plutôt représenté par six entiers
de 32 bits. Ce changement dans l’implémentation a été fait pour éviter l’utilisation des
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nombres en virgule flottante double précision qui ne sont pas toujours disponibles dans
les dispositifs de calcul.
5.1.1.2 MRG31k3p
Ce générateur défini dans [27] est un MRG constitué de deux composantes d’ordre 3,
son état est constitué des deux vecteurs s1,n =(x1,n,x1,n+1,x1,n+2) et s2,n =(x2,n,x2,n+1,x2,n+2)
qui suivent la récurrence linéaire suivante :
x1,n = (222x1,n−2− (27+1)x1,n−3) mod m1
x2,n = (215x2,n−1− (215+1)x2,n−3) mod m2
avec m1 = 231−1 et m2 = 231−21069. La sortie un est définie par :
zn = (x1,n− x2,n) mod m1
un =
zn/4656612873 pour zn > 0m1/4656612873 pour zn = 0.
MRG31k3p est implémenté avec un état composé de six entiers non signées de 31
bits. Sa période est approximativement égale à 2185 qui est divisé en 251 streams de
longueur Z = 2134. Chaque stream est divisé à son tour en plusieurs sous-streams de
longueur W = 272, cela sans aucun chevauchement.
5.1.1.3 LFSR113
L’état de ce générateur est composé de quatre entiers de 31 bits, sa période est ap-
proximativement de 2113 divisé en 223 streams distincts de longueur Z = 290 ; chaque
stream est divisé à son tour en 235 sous-streams de longueur W = 255 [17].
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5.1.1.4 Philox4x32-10
Ce générateur tel que conçu par ses auteurs [9] permet de produire des nombres aléa-
toires uniformes qui ont passé toutes les batteries de tests du logiciel TestU01. Cependant
sa conception n’est pas supportée par une analyse théorique d’équidistribution. Le chal-
lenge a été d’adapter Philox à notre interface de programmation pour pouvoir générer des
streams et sous-streams de v.a. U (0,1). Pour cela, nous avons dû premièrement analy-
ser la fonction bijective utilisée pour convertir un simple entier i en une valeur aléatoire,
ensuite nous avons conçu un objet clrngPhilox4x32 qui contient un compteur de 128 bits
ainsi qu’une clé composée de deux entiers non signés. À chaque incrémentation, notre
API envoie la valeur du compteur ainsi que la clé vers la fonction bijective du générateur
Philox4x32-10 pour produire quatre valeurs aléatoires de type entier 32 bits. Ces entiers
sont stockés en interne dans notre objet puis distribués l’un après l’autre jusqu’à ce que
les quatre soient retournés à l’utilisateur. À la cinquième demande de nombre aléatoire,
le compteur sera incrémenté une deuxième fois et quatre nouveaux entiers seront encore
générés et ainsi de suite.
Le générateur contient aussi un index à 2 bits utilisé pour indiquer la prochaine valeur
à distribuer parmi les 4x32 bits générés. La clé est la même pour tous les streams et elle
est initialisée par défaut avec la valeur 0 ; l’implémentation actuelle de clRNG ne permet
pas le changement de cette clé. La période du générateur est de 2128 qui est divisé en 228
streams distincts de longueur Z = 2100, chaque stream est subdivisé en 236 sous-streams
de longueur W = 264.
5.1.1.5 cLFSRMRG : Combinaison de LFSR113 et MRG31k3p
En s’inspirant du travail fait dans [10], nous avons défini un nouveau générateur de
nombres aléatoires uniformes combinant un LFSR113 avec un MRG31k3p et ayant une
plus longue période que chacun des deux générateurs pris à part. Le listing 5.2 montre la
fonction permettant de générer la variable aléatoire combinée en utilisant un ou-exclusif
bit-à-bit ; le résultat obtenu z est ramené à un nombre entre 0 et 1 en division par 232. Pour
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pouvoir faire cela correctement, nous avons multiplié la sortie du MRG31k3p par 232. Le
code de la fonction clrngLfsr113_UL correspond à clrngLfsr113RandomU01
avec la différence que la valeur retournée est de type entier long non signé. Dans [15],
nous trouvons la preuve théorique que la période de deux générateurs combinés est égale
au produit des deux périodes de chaque générateur pris à part, ce qui donne pour cLF-
SRMRG une période ρ ≈ 2298.
1 #include <mrg32k3a.clh>
2 #include <lfsr113.clh>
4 #define DeuxExp32 4294967296 /* 2^32 */
5 #define norm 2.328306436538696289e-10 /* 1/2^32 */
7 cl_double clLfsrMrgRandomU01(clrngMrg31k3pStream* stream1,
clrngLfsr113Stream* stream2){
9 cl_ulong z= (cl_ulong) (DeuxExp32 * clrngMrg31k3pRandomU01(stream1))
10 ^ clrngLfsr113_UL(stream2);
12 return (z * norm);
13 }
Listing 5.2 – Génération de nombres aléatoires uniformes avec cLFSRMRG
À noter que nous avons implémenté seulement la fonction de création des nombres
aléatoires uniformes, le reste des fonctions de l’API ne l’est pas encore et cLFSRMRG
ne fait pas partie de la version publique de clRNG.
Le listing 5.3 montre le code que nous avons écris pour de tester statistiquement
le nouveau générateur avec la librairie TestU01 ; notons à la ligne 10 l’utilisation de
la commande unif01_CreateExternGen01 pour créer un générateur externe qui
produira les nombres aléatoires en utilisant clLfsrMrgRandomU01. Les lignes 16 à
18 montrent comment appliquer les batteries de tests Small Crush, Crush et Big Crush au
nouveau générateur. Notons aussi la création des générateurs MRG31k3p et LFSR113
(lignes 21 à 22), ces derniers seront utilisés ainsi que le générateur combiné par la fonc-
tion unif01_TimerSumGenWr pour calculer le temps CPU nécessaire à la génération
de 107 nombres aléatoires (lignes 25 à 27), les résultats sont illustrés par la figure 5.1.
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Notons que le temps nécessaire à cLFSRMRG (1.23 secondes) pour générer ces nombres
aléatoires est plus grand que la somme des deux générateurs réunis.
Nous avons exécuté le programme 5.3 sur un ordinateur avec un CPU de type AMD
A10 2.10 GHz et ayant 8 GB de mémoire vive, ce qui a donné les résultats illustrés par la
figure 5.1. Notons que la vitesse d’exécution du nouveau générateur est plus grande que
la somme des vitesses d’exécution de chaque générateur pris à part. La figure 5.2 montre
que cLFSRMRG a passé tous les tests du logiciel TestU01. Les temps d’exécution des
batteries Small Crush, Crush et Big Crush sont respectivement de l’ordre de 42 secondes,
2 heures et 20 heures.







7 int main (void){
9 unif01_Gen *gen1, *gen2, *gen3;
10 gen1 = unif01_CreateExternGen01 ("Combinaison de LFSR113 avec
MRG31k3p en XOR : ", clLfsrMrgRandomU01);
12 //Affichage sommaire des résultats des tests statistiques
13 swrite_Basic = FALSE;




20 //Création des générateurs LFSR113 et MRG31k3p
21 gen2 = ulec_Createlfsr113 (12345, 12345, 12345, 12345);
22 gen3 = ulec_CreateMRG31k3p (123., 123., 123., 123., 123., 123.);
24 //Test de performance, le param "True" permet d’utiliser GetU01()
au lieu de GetBits()
25 unif01_TimerSumGenWr (gen1, 10000000, TRUE);
26 unif01_TimerSumGenWr (gen2, 10000000, TRUE);
27 unif01_TimerSumGenWr (gen3, 10000000, TRUE);





Listing 5.3 – Code utilisé pour tester le générateur combiné avec la librairie TestU01
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Figure 5.2 – Résultats des batteries de tests statistiques TestU01
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5.1.2 L’interface de programmation clRNG
clRNG implémente plusieurs générateurs de nombres aléatoires qui possèdent tous le
même ensemble de fonctions et structures de données et les noms d’objets débutent par
un préfixe qui identifie le générateur implémenté. Afin de pouvoir faire une description
générique de l’API, nous avons remplacé les préfixes des objets de l’API par clrng.
Nous pouvons regrouper les éléments de l’interface en quatre catégories :
1. Les structures de données
2. Les fonctions qui gèrent la création et la destruction des streams
3. Les fonctions qui génèrent les variables aléatoires uniformes
4. Les fonctions qui permettent la manipulation des états des streams
5.1.2.1 Au niveau de l’hôte
Les structures de données
typedef struct { ... } clrngStreamState;
— Correspond à l’état d’un stream, sa structure interne dépend du type de généra-
teur.
typedef struct { ... } clrngStream;
— C’est une structure de données qui contient les informations sur l’état initial du
stream, son état courant et l’état initial du sous-stream courant. Pour transférer
clrngStream vers un kernel, nous définissons une structure similaire appelée
clrngHostStream qui peut être utilisée pour copier le stream de la mémoire
globale vers la mémoire privée. Cette copie contiendra seulement l’état courant
et un pointeur vers l’état initial du stream (qui reste en mémoire globale). En plus,
si le préprocesseur CLRNG_ENABLE_SUBSTREAMS est utilisé, alors l’état du
sous-stream courant sera aussi copié en mémoire privée.
typedef struct { ... } clrngStreamCreator;
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— Cette structure contient la valeur par défaut de l’état initial du stream, l’état initial
du prochain stream nextState ainsi que des matrices qui permettent de faire
les sauts en avant et qui sont utilisées dans le cas des générateurs de type MRG
seulement [12]. À chaque création d’un stream, l’interface de programmation
utilise un clrngStreamCreator par défaut pour définir la valeur de l’état
initial du stream ainsi que son état courant et l’état du sous-stream courant, puis
fait avancer nextstate Z états vers le prochain stream en utilisant les matrices
de sauts. Cela permet - lors de la prochaine création de stream - d’avoir l’état ini-
tial du prochain stream déjà calculé. L’API offre aussi à l’utilisateur la possibilité
de définir son propre créateur de streams.
typedef enum { ... } clrngStatus;
— La plupart des fonctions retournent un pointeur vers un objet err de type clrng-
Status qui indique le succès ou l’erreur de l’exécution.
Création et destruction des streams
clrngStreamCreator* clrngCopyStreamCreator(const clrngStreamCreator*
creator, clrngStatus* err);
— Cette fonction permet de créer une copie identique du créateur transmis comme
paramètre (creator) ; si ce dernier est null, alors la fonction renvoie une
copie du créateur par défaut.
clrngStatus clrngDestroyStreamCreator(clrngStreamCreator* creator);
— Cette fonction libère les ressources associées avec l’objet creator
clrngStatus clrngRewindStreamCreator(clrngStreamCreator* creator);
— Réinitialise le créateur avec ses valeurs originales pour qu’il puisse recréer exac-




— Initialise la valeur de l’état initial et la valeur de nextState du créateur passé
en paramètre avec la valeur contenue dans l’état de base baseState qui peut
être différente de la valeur par défaut.
clrngStream* clrngAllocStreams(size_t count, size_t* bufSize,
clrngStatus* err);
— Cette fonction alloue l’espace nécessaire pour count objets de type stream et re-
tourne un pointeur vers la mémoire créée ; la fonction n’initialise pas les streams ;
la taille de la mémoire alloué est retournée en octets dans bufSize.
clrngStatus clrngDestroyStreams(clrngStream* streams);
— Libère les ressources allouées aux objets streams
clrngStream* clrngCreateStreams(clrngStreamCreator* creator,
size_t count,size_t* bufSize, clrngStatus* err);
— Cette fonction crée un tableau de count streams avec le créateur spécifié, cela
en réservant la mémoire nécessaire et en initialisant chaque stream puis en re-
tournant un pointeur vers le tableau créé. Un seul stream est créé si count vaut
1. La fonction utilisera le créateur par défaut si creator est null. bufSize
contient la taille de l’espace alloué.
clrngStatus clrngCreateOverStreams(clrngStreamCreator* creator,
size_t count, clrngStream* streams);
— Cette fonction est similaire à clrngCreateStreams sauf qu’elle ne réserve
pas de mémoire, mais réutilise l’espace déjà alloué aux objets streams ; cela
est pratique si l’on veut exploiter la mémoire déjà allouée à d’autres streams.
clrngStream* clrngCopyStreams(size_t count, const clrngStream* streams,
clrngStatus* err);
— Retourne une copie conforme de chacun des count streams passés en paramètre.
Cette fonction fait la réservation de mémoire nécessaire aux copies puis retourne
un pointeur sur la structure allouée.
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clrngStatus clrngCopyOverStreams(size_t count,
clrngStream* destStreams, const clrngStream* srcStreams);
— Copie count streams de srcStreams vers destStreams ; cette fonction ne
réserve pas d’espace mémoire.
clrngStream* clrngMakeSubstreams(clrngStream* stream,size_t count,
size_t* bufSize, clrngStatus* err);
— Cette fonction retourne un tableau de streams en récupérant count sous-streams
successifs de stream. Chaque élément du tableau aura son état initial et son
état courant égaux à l’état initial du sous-stream lui correspondant. La fonction
réserve l’espace mémoire et retourne la taille de l’espace alloué dans bufsize.
Cette fonction a aussi pour effet d’avancer l’état initial et l’état du sous-stream
courant de stream par count sous-streams en avant.
clrngStatus clrngMakeOverSubstreams(clrngStream* stream,
size_t count, clrngStream* substreams);
— Similaire à clrngMakeSubstreams sauf que cette fonction ne réserve pas
de mémoire mais réutilise l’espace déjà alloué à substreams qui a pu être
créé par l’une des fonctions suivantes clrngAllocStreams, clrngMakeS-
ubstreams ou clrngCreateStreams.
Génération des nombres aléatoires
cl_double clrngRandomU01(clrngStream* stream);
— Génère et retourne un nombre pseudo-aléatoire uniformément distribué sur l’in-
tervalle (0,1) en utilisant stream ; l’état du stream est avancé avant de produire
le nombre aléatoire. Le nombre généré est de type cl_double sauf si l’op-
tion CLRNG_SINGLE_PRECISION est utilisée. Dans ce cas, il sera de type
cl_float pour tous les RNG. Cette option affectera aussi le type de retour de





— Remplit le tableau pré-alloué buffer avec count nombres aléatoires uniformes
en appelant clrngRandomU01 count fois.
cl_int clrngRandomInteger(clrngStream* stream,
cl_int i, cl_int j);
— Génère et retourne un nombre pseudo-aléatoire uniformément distribué dans l’en-
semble {i,..,j} en utilisant la méthode d’inversion suivante :
i + (cl_int)((j-i+1) * clrngRandomU01(stream)
clrngStatus clrngRandomIntegerArray(clrngStream* stream,
cl_int i, cl_int j, size_t count, cl_int* buffer);
— Similaire à clrngRandomU01Array mais retourne des entiers uniformément
distribués dans l’ensemble {i,..,j}, ce qui équivaut à appeler count fois
clrngRandomInteger() pour remplir le tableau buffer.
Manipulation des streams
clrngStatus clrngChangeStreamsSpacing(clrngStreamCreator* creator,
cl_int e, cl_int c);
— Cette fonction doit être utilisée seulement dans des cas exceptionnels. Elle change
la valeur par défaut Z de l’espacement entre les états initiaux des streams succes-
sifs en la nouvelle valeur : Z = 2e+ c si e > 0 ou à Z = c si e = 0 (nous devons
toujours avoir e ≥ 0 mais la valeur de c peut être négative). Il faut savoir que
l’espacement par défaut a été soigneusement sélectionné pour chaque générateur
afin d’éviter le chevauchement et la dépendance entre les streams ; il n’est pas
recommandé de changer cet espacement. À noter que cette fonction n’est pas
implémentée pour le générateur LFSR113.
clrngStatus clrngRewindStreams(size_t count, clrngStream* streams);
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— Pour chaque stream dans streams, cette fonction réinitialise l’état courant et
l’état initial du sous-stream courant avec l’état initial du stream.
clrngStatus clrngRewindSubstreams(size_t count, clrngStream* streams);
— Pour chaque stream dans streams, cette fonction réinitialise l’état courant du
stream avec l’état initial du sous-stream courant.
clrngForwardToNextSubstreams(size_t count, clrngStream* streams);
— Pour chaque stream dans streams, cette fonction réinitialise l’état courant et
l’état initial du sous-stream courant avec l’état initial du prochain sous-stream.
clrngStatus clrngAdvanceStreams(size_t count, clrngStream* streams,
cl_int e, cl_int c);
— Cette fonction doit être utilisée seulement dans des cas exceptionnels. Cette fonc-
tion avance l’état courant de chaque stream dans streams par k étapes sans
modifier ni l’état initial du stream ni l’état initial du sous-stream courant.
Si e > 0 alors k = 2e+ c
Si e < 0 alors k =−2|e|+ c
Si e = 0 alors k = c.
À noter que c peut prendre des valeurs négatives. Il n’est pas recommandé d’uti-
liser cette fonction pour modifier la longueur des streams et sous-streams ; il vaut
mieux utiliser l’espacement par défaut qui a été soigneusement sélectionné. La
fonction n’est pas implémentée pour le générateur LFRS113.
clrngStatus clrngDeviceRandomU01Array(size_t streamCount,cl_mem streams,
size_t nbrCount, cl_mem outBuffer,cl_uint numQueuesAndEvents,
cl_command_queue* commQueues, cl_uint numWaitEvents,
const cl_event* waitEvents, cl_event* outEvents);
51
— Remplit le tableau contenu dans l’objet mémoire outBuffer avec nbrCount
nombres aléatoires de type cl_double (ou de type cl_float si l’option
CLRNG_SINGLE_PRECISION est utilisée). Le tableau sera rempli au niveau
du dispositif par streamCount work items. Le nombre de variables aléatoires
générées doit être un multiple du nombre de work items. Le reste des paramètres
correspond aux objets nécessaires pour l’exécution du kernel en utilisant la fonc-
tion clEnqueueNDRangeKernel
5.1.2.2 Au niveau du dispositif de calcul
Pour pouvoir utiliser la librairie peu importe l’endroit où elle a été déployée, nous
avons eu recours aux variables d’environnement. Ainsi l’utilisateur doit ajouter au niveau
de son système d’exploitation la variable d’environnement CLRNG_ROOT qui doit poin-
ter vers le chemin du répertoire src qui existe dans le dossier d’installation de l’API. Le




clrngStream* destStreams, const clrngStream* srcStreams);
— Cette fonction copie count streams de srcStreams vers destStreams, les
deux objets se trouvent dans la mémoire privée du work item.
clrngStatus clrngCopyOverStreamsFromGlobal(size_t count,
clrngStream* destStreams,
__global const clrngHostStream* srcStreams);
— Cette fonction copie count streams de srcStreams qui se trouve en mémoire





— Copie de la mémoire privée count streams de srcStreams vers destStreams
qui se trouve en mémoire globale.
clrngStatus clrngRewindStreams(size_t count, clrngStream* streams);
— Similaire à la version s’exécutant au niveau de l’hôte, cette fonction peut être
lente au niveau du dispositif parce qu’elle récupère l’état initial des streams à
partir de la mémoire globale.
Note : Les fonctions suivantes sont les mêmes que celles qui s’exécutent au niveau de
l’hôte mais elles sont disponibles seulement quand l’option CLRNG_SINGLE_PRECISION
est utilisée.




size_t count, clrngStream* substreams);
Génération de nombres aléatoires sur le dispositif de calcul
Les fonctions suivantes sont les mêmes que celles qui s’exécutent au niveau de l’hôte :
cl_double clrngRandomU01(clrngStream* stream);
clrngStatus clrngRandomU01Array(clrngStream* stream, size_t count,
cl_double* buffer);
cl_int clrngRandomInteger(clrngStream* stream, cl_int i, cl_int j);
clrngStatus clrngRandomIntegerArray(clrngStream* stream, cl_int i,
cl_int j, size_t count, cl_int* buffer);
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5.2 Définition de clProbDist
clProbDist est une interface de programmation développée pour s’exécuter sur les
dispositifs compatibles avec OpenCL et offre plusieurs fonctionnalités relatives aux lois
de probabilité comme l’évaluation de la fonction de densité ou de masse, l’évaluation de
la fonction de répartition et son complément ainsi que la fonction de répartition inverse.
Cette API est utilisée pour la génération de nombres aléatoires non uniformes selon la
méthode d’inversion (section 2.5.1), mais peut être aussi utilisée pour le calcul des inter-
valles de confiance, le calcul de la valeur-p pour des tests statistiques ou aussi le calcul
des densités pour évaluer la fonction de vraisemblance d’un échantillon, etc.
Chaque loi de probabilité est implémentée sous forme d’objets (struct) ayant
comme composants les paramètres définissant la distribution implémentée. Il existe deux
catégories de fonctions : celles qui ont le suffixe WithObject dans leur nom et qui
manipulent l’objet de la distribution pour retourner leurs valeurs ; et celles qui n’ont pas
ce dernier suffixe et qui utilisent directement les paramètres de la loi de probabilité au
lieu de l’objet pour effectuer les calculs. Chaque catégorie peut être plus appropriée que
l’autre selon le cas d’utilisation, comme nous le verrons dans le prochain chapitre. Cela
permet aussi plus de flexibilité dans l’utilisation de l’API.
Le listing 5.4 illustre comment générer une suite de nombres aléatoires selon la
loi normale en utilisant l’inversion d’une variable uniforme produite par le générateur
MRG32k3a. Notons le passage de l’objet de la distribution dist comme paramètre au
kernel afin qu’il soit utilisé par la fonction de répartition inverse.
5.2.1 Les distributions implémentées
5.2.1.1 La distribution normale
La fonction de densité (PDF) de la loi normale avec une moyenne µ et une variance











pour (−∞< x <+∞) et (σ > 0).
La fonction de répartition (CDF) est évaluée en utilisant l’approximation de Che-
byshev avec 16 décimales de précision[34] ; l’inverse de la fonction de répartition est
calculé grâce à des approximations de Chebyshev définies dans [4] avec 16 décimales
de précision. L’objet de la distribution est implémenté avec les variables suivantes :
cl_double mu et cl_double sigma.
1 #include <mrg32k3a.clh>
2 #include <normal.clh>
4 __kernel void AfficherNbrNonUniform(__global clrngMrg32k3a* stream,
5 __global clprobdistNormal* dist){
6 for (int i =0 ; i < 10 ; i++) {
8 cl_double u = clrngMrg32k3aRandomU01(stream);
10 cl_double x = clprobdistNormalInverseCDFWithObject(dist, u, null);
12 printf("Variable aléatoire selon la loi normale : \%5.4f" , x );
13 }
14 }
Listing 5.4 – Exemple simple utilisant clProbDist au niveau du kernel
5.2.1.2 La distribution Lognormale
Une variable aléatoire X suit une loi Lognormale avec des paramètres µ et σ2 si la
variable aléatoire Y = lnX suit une loi normale avec une espérance µ et une variance
σ2. Les formules qui suivent correspondent respectivement à la fonction de densité, la





















(0 < u < 1).
Notons que Φ est la fonction de répartition de la loi normale Standard. La fonction
de répartition et son inverse sont évalués en exploitant les implémentations de la distri-
bution normale. L’objet de la distribution est implémenté avec les variables suivantes :
cl_double mu et cl_double sigma.
5.2.1.3 La distribution Exponentielle
Il s’agit d’une loi de probabilité continue avec une espérance notée 1/λ . Les for-
mules qui suivent correspondent respectivement à la fonction de densité, la fonction de
répartition et de répartition inverse :
f (x) = λe−λx (x≥ 0)
F(x) = 1− e−λx (x≥ 0)
F−1(u) =− ln(1−u)/λ (0≤ u < 1).
L’API exploite directement ces formules dans l’implémentation de la loi Exponen-
tielle. L’objet de la distribution est implémenté avec la variable suivante : cl_double
lambda.
5.2.1.4 La Distribution Gamma
Il s’agit d’une loi de probabilité continue de variables aléatoires réelles positives,
ayant respectivement α > 0 et λ > 0 comme propriétés de forme et propriétés d’intensité.
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où Γ est la fonction Gamma d’Euler avec Γ(n) = (n−1)! pour n > 0.
Plusieurs fonctions de cette distribution sont implémentées en utilisant une approxi-
mation avec une certaine précision d qui peut être définie par l’utilisateur. La fonction de
répartition est implémentée en utilisant une version améliorée de l’approximation défi-
nie dans [3]. La fonction de répartition inverse est approximée en résolvons F(x)−u= 0
avec la méthode de bissection (dans le cas où u≤ 10−8 ou α ≤ 1.5) ou avec la méthode
de Brent-Dekker dans les autres cas [7, 6]. L’objet de la distribution est implémenté avec
les variables suivantes : cl_double alpha, cl_double lambda et cl_int
decprec.
5.2.1.5 La distribution de Poisson
Il s’agit d’une loi de probabilité discrète avec une moyenne λ > 0 et ayant la fonction
de masse et la fonction de répartition suivantes :
p(x) = P(X = x) =
λ x
x!








Détail d’implémentation de l’objet de la distribution
L’API peut précalculer et garder en mémoire (dans la structure de l’objet) des ta-
bleaux contenant les valeurs de PDF et CDF pour un paramètre λ donné sous la condi-
tion que ce dernier ne soit pas très grand (λ ≤ 105). Cela a pour effet d’améliorer la per-
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formance notamment dans le cas de la génération de nombres aléatoires non uniformes.
Cette approche est implémentée dans la fonction clprobdistPoissonCreate(..)
qui permet la création de la distribution comme décrit dans les algorithmes suivants.
En théorie, la distribution de Poisson a un support infini, mais comme il n’est pas
possible de sauvegarder toutes les valeurs de la distribution dans la mémoire de l’ordi-
nateur, notre algorithme crée deux tableaux P et F (qui contiendrons respectivement, les
valeurs de la PDF et CDF) avec seulement Nmax éléments, avec Nmax = λ+16(2+
√
λ )).
Cette formule définie heuristiquement au niveau du logiciel SSJ devrait assurer que la
probabilité devient extrêmement petite pour tout i > Nmax.
L’algorithme 1 correspond à la fonction de création de la distribution de Poisson qui
permet le calcul des valeurs des densités de probabilité pi = P[X = i]. Nous construisons
d’abord le tableau P de taille Nmax qui contient les pi qui sont non négligeables, cela en
commençant le remplissage du tableau P à partir de l’indice mid = bλc qui est aussi le
mode de la distribution. Nous exécutons ensuite une boucle qui calcule à chaque itéra-
tion le terme pi−1 = (pi× i/λ ), puis nous décrémentons la valeur de i. La somme des
termes est maintenue dans la variable sum qui sera utilisée à la ligne 19 pour trouver la
valeur de la densité de probabilité. La boucle se termine lorsqu’on atteint une itération
ayant la valeur du terme inférieur à ε = 10−22/pλ ou que i = 0. À la sortie de la boucle,
l’algorithme sauvegarde l’indice i dans xmin qui est l’indice du tableau qui contient la
plus petite valeur des termes qui est supérieur à ε , soit Pi < ε pour tout (i < xmin).
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Algorithm 1: Calcul des probabilités pi
1 int mid = bλc;
2 int i = mid;
3 int sum = pi = 1.0 /* valeur de pi normalisée à la ligne 20 */
4 double ε = 10−22/pλ ;
/* Calcul de la partie inférieure à l’indice mid */
5 while (i > 0 and pi > ε) do
6 pi−1 = (pi× i/λ );
7 i = i−1;
8 sum = sum+ pi;
9 end
10 int xmin = i;
/* Calcul de la partie supérieure à l’indice mid */
11 i = mid;
12 while (pi > ε) do
13 pi+1 = (pi×λ/(i+1));
14 i = i+1;
15 sum = sum+ pi;
16 end
17 int xmax = i;
/* Normalise la somme des probabilités à 1 */
18 for (i = xmin→ xmax) do
19 pi = pi/sum;
20 end
La boucle précédente permettait de calculer la partie inférieure du tableau P (i.e.
i < mid). Pour remplir la partie supérieure, nous utilisons une seconde boucle qui com-
mence les itérations dans le tableau P au même indice que précédemment (ligne 11) et
nous calculons à chaque fois la valeur du terme pi+1 = (pi× λ/(i+ 1)) puis nous in-
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crémentons la valeur de i. Les itérations se terminent lorsque la valeur du terme devient
inférieure à un ε . À la sortie de la boucle, la fonction sauvegarde l’indice de sortie i dans
la valeur du paramètre de la distribution xmax tel que (Pi < ε) pour tout (i> xmax). Notons
qu’à partir de la ligne 19, nous calculons les valeurs des probabilités pi en divisant les
éléments du tableau P (qui sont entre les indices xmin et xmax inclusivement) par la valeur
de la somme des termes. Notons aussi que xmin et xmax seront utilisés dans le calcul de la
taille finale des tableaux précalculés PDF et CDF (voir ligne 2 de l’algorithme 3)
Pour calculer le tableau contenant la fonction de répartition F , nous utilisons l’algo-
rithme 2. Notons qu’à partir de la ligne 4 nous utilisons une boucle qui fait le cumule
des probabilités se trouvant dans le tableau P et sauvegarde le résultat dans le tableau
F , cela tant que la valeur du CDF est inférieure à 0.5. À la sortie de cette boucle, nous
définissons la variable xmed comme étant l’indice du tableau tel que :
— CDF [x] = F(x) pour tout (x≤ xmed)
— CDF [x] = F¯(x) pour tout (x > xmed).
Ainsi, le tableau CDF contient dans sa partie supérieure (à partir de la case xmed) les
valeurs de la fonction de répartition complémentaire.
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Algorithm 2: Calcul du tableau F de la distribution de Poisson
1 Fxmin = Pxmin;
2 i = xmin;
3 while (i < xmax and Fi < 0.5) do
4 i = i+1;
5 Fi = Pi+Fi−1;
6 end
/* Ceci est la limite entre F et 1-F */
7 int xmed = i;
8 Fxmax = Pxmax ;
9 i = xmax−1;
10 while i > xmed do
11 Fi = Pi+Fi+1;
12 i = i−1;
13 end
Enfin, la fonction clprobdistPoissonCreate(..) crée l’objet de la distribu-
tion en allouant assez d’espace mémoire pour contenir les paramètres de la distribution
de Poisson ainsi que les tableaux PDF et CDF à partir des tableaux P et F . Notons qu’à
la ligne 1 de l’algorithme 3 la taille finale des tableaux est égale à (xmax + 1− xmin) au
lieu de Nmax. Cet espace sera initialisé avec les valeurs de P et F déjà précalculées. Cette
fonction retournera à l’utilisateur un pointeur vers l’objet créé qui sera utilisé comme
paramètre au niveau des fonctions de la distribution de Poisson.
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Algorithm 3: Création et initialisation de la distribution de Poisson
1 int len = (xmax+1− xmin);
2 int bu f Size = sizeof(clprobdistPoisson) + 2 * ((len - 1) × sizeof(double));
3 clprobdistPoisson dist = CréerTableau(bu f Size);
/* Copie P et F dans PDF et CDF resp. */
4 for i = 0→ len do
5 dist->PDFi = Pxmin+i;
6 dist->CDFi+len−1 = Fxmin+i;
7 end
8 return dist;
Aspect dynamique de la taille de l’objet de la distribution
Puisque la taille des tableaux PDF et CDF change en fonction de λ et puisque
OpenCL ne permet pas le changement de taille pour les structures prédéfinies dans le
code (i.e. si un tableau est déclaré avec une taille donnée X, ce tableau ne doit pas
changer de taille). Pour cela, nous ne pouvions pas utiliser la déclaration standard de
tableau ; au lieu de cela, nous avons dû déclarer (dans l’objet de la distribution) les ta-
bleaux CDF et PDF comme ayant une taille fixe d’un seul élément (voir le listing 5.5)
et en même temps nous avons réservé assez d’espace mémoire pour tous les éléments
des deux tableaux. Cela est illustré à la ligne 2 de l’algorithme 3. Nous avons ensuite
copié les tableaux P et F dans les buffers pointés par les variables PDF et CDF . De
cette façon, le compilateur va toujours détecter une taille fixe d’un élément mais en réa-
lité les tableaux peuvent avoir différentes tailles. Pour pouvoir accéder aux éléments du
tableau CDF nous avons créé une fonction qui prend comme paramètre l’indice de l’élé-
ment puis fait un décalage équivalent à la taille du buffer PDF pour retourner la valeur
CDF [i+(sizeO f (PDF)−1)].
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1 struct _clprobdistPoisson {




Listing 5.5 – L’objet de la distribution de Poisson
Génération d’une variable aléatoire selon la loi de Poisson
Pour pouvoir retourner la variable aléatoire non uniforme, nous pouvons utiliser la
fonction de répartition inverse qui exploite l’objet de la distribution avec les tableaux pré-
calculés. Cette fonction prend en entrée une v.a. uniforme u puis effectue une recherche
dichotomique dans le tableau précalculé CDF pour la plus petite valeur de x qui satisfait
à F(x) ≥ u. Cette recherche dichotomique est illustrée dans l’algorithme 4. Nous com-
mençons par vérifier si la valeur de u est en dessous de la CDF de l’élément du tableau
ayant l’indice (xmed − xmin), dans ce cas (et si u est aussi plus grande que le CDF [0])
le code entre les lignes 6 à 15 effectue la recherche dichotomique jusqu’à ce que les
indices de la boucle i et j deviennent égaux. Ensuite, la valeur de i+ xmin est retournée
comme variable aléatoire suivant la loi de Poisson. Le code à partir de la ligne 16 est si-
milaire à la partie précédente sauf qu’on considère la recherche avec la v.a. (1−u), cela
pour pouvoir effectue la recherche dans la partie supérieure du tableau CDF qui contient
la fonction de répartition complémentaire comme on l’a vu dans la section précédente.
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Algorithm 4: Recherche dichotomique dans la fonction CDF inverse avec objet
1 int i = 0, j = 0, k = 0;
2 if (u≤ CDF[dist.xmed - dist.xmin]) then
3 if (u≤CDF [0]) then return dist.xmin;
4 i = 0 ; j = dist.xmed - dist.xmin;
5 while (i < j) do
6 k = (i+ j)/2;
7 if (u >CDF [k]) then
8 i = k+1;
9 else




14 u = 1−u;
15 if (u < CDF[dist.xmax - dist.xmin]) then return dist.xmax;
16 i = dist.xmed−dist.xmin+1 ; j = dist.xmax−dist.xmin;
17 while (i < j) do
18 k = (i+ j)/2;
19 if (u >CDF [k]) then
20 i = k+1;
21 else
22 j = k;
23 end
24 end
25 i = i−1;
26 end
27 return i + dist.xmin;
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Fonctions de la distribution de Poisson n’utilisant pas les tableaux précalculés
Dans certains cas, où l’on veut générer une seule v.a. de Poisson pour un λ donné,
il n’est pas efficace de précalculer le tableau CDF dans la distribution de Poisson, au
lieu de cela, on peut utiliser la fonction de répartition inverse qui utilise directement les
paramètres de la distribution pour effectuer le calcul de la valeur du CDF. Nous distin-
guons le cas où la valeur de l’espérance de la loi n’est pas trop grande (λ < 700) et
celui où elle est plus grande. Quand λ n’est pas trop grand, on utilise une boucle qui
calcule la somme des termes λ
i
i! e
−λ tant qu’elle est inférieure à la probabilité u, pour fi-
nalement retourner la valeur de x qui correspond au dernier i qui est visité dans la boucle.
Si λ est grand et que la valeur de x est petite, alors p(x) devient négligeable. Pour
cela, une recherche binaire est d’abord exécutée pour trouver une limite inférieure xmin ∈
0, ..,λ qui a une probabilité non négligeable. Ensuite, le calcul séquentiel démarrera à
partir de x = xmin.
Quant à la fonction de répartition et son complément qui utilisent directement le
paramètre λ , ils ont été implémentés avec les formules définies au début de la section
5.2.1.5, cela pour le cas où (λ ≤ 200). Mais si la valeur de l’espérance est plus grande,
alors nous avons exploité la relation F(X) = 1−Gx+1(λ ) tel que Gx+1 est la fonction de
répartition de la loi Gamma ayant comme paramètre (α,λ ) = (x+1,1).
5.2.2 L’interface de programmation clProbDist
Cette section définit l’interface de clProbDist sous une forme générique avec des
noms de fonctions et de structures de données ayant comme préfixe clprobdist. En
réalité - au niveau de l’implémentation - ces noms contiendraient aussi le type de dis-







.... /* params de la distribution */
} clprobdistOBJET;
— Cet objet représente la distribution de probabilité implémentée et contient des
propriétés communes à toutes les distributions (le support de la variable x et la
précision des valeurs retournées) ainsi que les paramètres de la loi de probabilité.
Par exemple, clprobdistNormal est l’objet de la distribution normale qui a
mu et sigma comme paramètres, et clprobdistPoisson est l’objet de la
distribution de Poisson :
typedef enum { /*.. */ } clprobdistStatus;
— La plupart des fonctions retournent un pointeur vers un objet qui indique le succès
ou l’erreur de l’exécution et ayant comme type clprobdistStatus.
Fonction de création de l’objet
Les fonctions suivantes sont disponibles seulement au niveau de l’hôte :
clprobdistOBJET* clprobdistCreate(... /* params de la distribution */,
size_t* bufSize, clprobdistStatus* err);
— Cette fonction permet de créer l’objet de la distribution et d’initialiser ses para-
mètres (les tableaux PDF et CDF) puis de retourner un pointeur vers cet objet ;
bu f size contiendra la taille de l’espace mémoire alloué. Il faut noter que dans
le cas où la taille des tableaux est grande, il faut copier l’objet de la distribu-
tion en mémoire globale ; dans le cas contraire, l’utilisateur pourra exploiter le
préprocesseur CLPROBDIST_POISSON_IN_LOCAL_MEMORY pour copier la
distribution dans la mémoire locale du CU.
clprobdistStatus clprobdistDestroy(clprobdistOBJET* dist);
— Cette fonction libère les ressources allouées par la fonction précédente.
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Fonctions statistiques utilisant l’objet de distribution
Les fonctions suivantes sont disponibles au niveau de l’hôte et du dispositif et ex-
ploitent les paramètres de la distribution inclus dans l’objet dist pour faire leurs calculs :
cl_double clprobdistDensityWithObject(const clprobdistOBJET* dist,
cl_double x, clprobdistStatus* err);
— Cette fonction retourne la densité de x suivant la loi de probabilité implémentée
et avec les paramètres définis dans l’objet dist.
cl_double clprobdistCDFWithObject(const clprobdistOBJET* dist,
cl_double x, clprobdistStatus* err);
— Retourne la valeur de la fonction de répartition (CDF) de x.
cl_double clprobdistComplCDFWithObject(const clprobdistOBJET* dist,
cl_double x, clprobdistStatus* err);
— Retourne la valeur de la fonction de répartition complémentaire de x.
cl_double clprobdistInverseCDFWithObject(const clprobdistOBJET* dist,
cl_double u, clprobdistStatus* err);
— Retourne la valeur de la fonction de répartition inverse de x.
cl_double clprobdistMeanWithObject(const clprobdistOBJETl* dist,
clprobdistStatus* err);
— Retourne la valeur de l’espérance à partir du paramètre défini dans l’objet dist.
cl_double clprobdistVarianceWithObject(const clprobdistOBJET* dist,
clprobdistStatus* err);
— Retourne la valeur de la variance à partir du paramètre défini dans l’objet dist.
cl_double clprobdistStdDeviationWithObject(const clprobdistOBJET* dist,
clprobdistStatus* err);
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— Retourne la valeur de l’écart type à partir du paramètre défini dans l’objet dist.
cl_double clprobdistGet[PARAM](const clprobdistOBJET* dist,
clprobdistStatus* err);
— Retourne la valeur du paramètre noté entre crochets et inclus dans l’objet dist ;
par exemple, la fonction clprobdistNormalGetSigma(dist, err) re-
tourne l’écart type de la loi normale.
Fonctions statistiques n’utilisant pas l’objet de la distribution
Les fonctions suivantes effectuent les mêmes tâches que les fonctions citées précé-
demment qui ont le même nom mais qui possèdent le suffixe withObject. Notons le
passage des paramètres de la distribution dans les signatures des fonctions. Au niveau du
code, les fonctions de la section précédente (qui exploite l’objet dist) font appel aux
fonctions suivantes pour effectuer leurs calculs :
cl_double clprobdistDensity(... /* params de la distribution */,
cl_double x, clprobdistStatus* err);
cl_double clprobdistCDF(... /* params de la distribution */,
cl_double x, clprobdistStatus* err);
cl_double clprobdistComplCDF(... /* params de la distribution */,
cl_double x, clprobdistStatus* err);
cl_double clprobdistInverseCDF(... /* params de la distribution */,
cl_double u, clprobdistStatus* err);
cl_double clprobdistMean(... /* params de la distribution */,
clprobdistStatus* err);
cl_double clprobdistVariance(... /* params de la distribution */,
clprobdistStatus* err);





Ce chapitre présente la simulation d’un modèle d’inventaire simplifié qui utilise dans
un premier temps clRNG pour générer des variables aléatoires uniformes afin de repré-
senter les aspects stochastiques du modèle puis, dans un second temps, qui utilise cl-
Probdist pour générer les mêmes variables aléatoires mais selon une distribution non
uniforme. Par la suite, nous allons décrire un deuxième modèle de simulation d’une
option financière de type asiatique (Asian call option). L’objectif recherché n’est pas
d’étudier le système d’inventaire ou l’option financière en soi, mais de montrer com-
ment bien utiliser les APIs développées et d’expérimenter différentes configurations des
work items avec les générateurs de nombres aléatoires ainsi qu’évaluer la performance
des générateurs implémentés.
6.1 Simulations avec clRNG
6.1.1 Description du modèle
Le modèle d’inventaire utilisé est une version modifiée de l’exemple décrit dans la
librairie SSJ [21] avec la différence que les exécutions de la simulation se feront en pa-
rallèle au niveau d’un GPU puis sur un APU. Nous avons aussi implémenté la même
simulation au niveau de l’hôte pour pouvoir comparer le gain de performance. Concep-
tuellement, les streams seront créés au niveau de l’hôte puis transférés vers le dispositif
pour générer les nombres aléatoires uniformes au niveau des PE, où nous pourrons ma-
nipuler les streams et sous-streams en parallèle avec la technique des nombres aléatoires
communs et indépendants.
Dans le modèle d’inventaire, à chaque jour j nous commençons avec un stock X j ;
durant la journée, nous recevrons une demande D j et à la fin de la journée, nous aurons
vendu min(D j,X j) avec un nombre de ventes perdues égal à max(0,D j−X j). Les de-
mandes effectuées sur des journées successives seront modélisées par des variables aléa-
toires indépendantes et uniformément distribuées sur l’ensemble {0,1,..,L}. Chaque
produit vendu générera un revenu c, les produits restant en stock Yj = max(0,X j−D j)
auront chacun un coût h par jour. L’inventaire est contrôlé avec une politique (s,S) de
sorte qu’en fin de journée, si Yj < s, alors le stock doit être alimenté de S−Yj unités.
La commande d’approvisionnement faite le soir a une probabilité p d’arriver durant la
même nuit et a une probabilité (1− p) qu’elle ne soit jamais expédiée. Dans le premier
cas, il y aura un coût fixe K et un coût marginal de valeur k par unité reçue.
Nous voulons simuler le modèle avec un stock initial X0 = S ; pour une politique (s,S)
et durant m journées consécutives. Nous répliquerons cela n fois de façon indépendante
pour estimer la valeur de l’espérance du profit par jour et nous évaluerons la performance
de différentes configurations de streams et de sous-streams. Cela permettera aussi de
comparer différentes politiques (si,Si) en faisant répéter la simulation autant de fois que
l’on a de politiques afin d’estimer le profit espéré par jour pour chaque politique et tenter
d’identifier la politique optimale.
6.1.2 Description de l’implémentation
Pour bien simuler ce modèle n fois, nous avons a dû penser à la meilleurs stratégie
pour utiliser les streams dans le contexte parallèle en gardant à l’esprit qu’il faut aussi
pouvoir comparer plusieurs politiques de façon efficace. Nous pouvons utiliser la tech-
nique des nombres aléatoires communs qui a l’avantage (si elle est bien implémentée)
de réduire la variance du résultat des comparaisons. Cela peut se faire en utilisant deux
streams distincts, l’un pour générer les valeurs aléatoires correspondantes aux demandes
et l’autre pour générer la probabilité de la réception des commandes. Une autre stratégie
serait d’utiliser un seul stream pour tout le processus mais cela aurait produit une plus
grande variance [25] et il aurait fallu un plus grand nombre de simulations pour bien
estimer la moyenne du profit par jour. À titre d’exemple voir figure 6.2.
Le listing 6.1 montre le code qui implémente une seule exécution du modèle.
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À noter que nous exploitons l’objet stream_demand pour générer les variables
aléatoires en nombre entier pour les demandes et que nous utilisons stream_order
pour avoir la probabilité de réception des commandes. Typiquement, chaque exécution
utilisera soit un sous-stream de chacun des deux streams précédents, soit une nouvelle
paire de streams à chaque exécution (ce dernier cas nécessitera 2n streams). Ces deux
configurations peuvent assurer qu’à chaque fois, les streams commencent au même en-
droit pour n’importe quelle politique. Cependant l’utilisation des sous-streams a claire-
ment l’avantage d’utiliser moins de ressources en mémoire au niveau du dispositif ; cela
est intéressant pour la simulation de modèles plus complexes.
Durant les simulations, nous avons fixé L = 100, c = 2, h = 0.1, K = 10, k = 1 et
p= 0.95 et nous avons expérimenté avec différentes valeurs de n, m et (s,S) et avec diffé-
rentes façons d’utiliser les streams. Le déroulement se fait comme suit : nous choisissons
dans un premier temps (n,m,s,S) pour exécuter n fois la fonction inventorySimula-
teOneRun (donnée au listing 6.1), ce qui donne les moyennes des profits P1,P2, ...,Pn
qui seront utilisées dans le calcul de la valeur moyenne Pn, la variance empirique S2n et un
intervalle de confiance à 95% pour l’espérance du profit, en utilisant une approximation
normale. Cet intervalle est donné par la formule (Pn±1.96Sn/√n).
Ensuite, dans un deuxième temps, nous nous intéresserons à comparer p politiques
distincts {(si,Si), i = 0, ..., p−1} pour estimer l’espérance de la moyenne des profits en
utilisant CRN et IRN à travers toutes les politiques ; plus particulièrement, nous estime-
rons la différence entre les espérances de la moyenne des profits des deux politiques.
Pour implémenter cela, nous fixerons les valeurs de n et m et exécuterons la simula-
tion des p politiques en série et en parallèle, comme nous le verrons dans la prochaine
section.
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5 int Xj = S, Yj; //Stock de début et de fin de journée
6 double profit = 0.0;
7 for (int j = 0; j < m; j++) {
8 // Génère et soustrait la demande du jour
9 Yj = Xj - clrngMrg31k3pRandomInteger(stream_demand, 0, L);
10 if (Yj < 0)
11 Yj = 0; //Demande perdue.
12 profit += c * (Xj - Yj) - h * Yj;
13 if ((Yj < s) && (clrngMrg31k3pRandomU01(stream_order) < p)){
14 //La commande est reçue
15 profit -= K + k * (S - Yj);
16 Xj = S;
17 }
18 else
19 Xj = Yj;
20 }
22 return profit / m; // le profit moyen sur m jours.
23 }
Listing 6.1 – Simulation d’une exécution du modèle d’inventaire
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6.1.3 Simulations au niveau du CPU
Il existe plusieurs façons d’exécuter les n réplications indépendantes du modèle d’in-
ventaire sur le CPU ; cela est illustré dans le code du listing 6.2 :
1. Nous pouvons utiliser le premier sous-stream d’un seul stream pour générer tous
les nombres aléatoires nécessaires à n simulations ; cela est implémenté avec la
fonction inventorySimulateRunsOneStream.
2. Une deuxième approche est d’utiliser deux streams distincts stream_demand
et stream_order pour générer chaque type de variable aléatoire. À la pre-
mière exécution, nous utiliserons les deux premiers sous-streams de chaque stream,
ensuite, nous faisons avancer les deux streams vers leurs prochains sous-streams
respectifs ; ces derniers seront utilisés dans la deuxième exécution et ainsi de
suite. Cela est illustré par la fonction inventorySimulateRunsSubstreams.
3. Nous pouvons aussi choisir d’utiliser une nouvelle paire de streams à chaque
exécution. Nous utiliserons seulement le premier sous-stream de chaque stream ;
pour cela il, faut clairement deux tableaux contenant 2n streams distincts au total
(voir la fonction inventorySimulateRunsManyStreams).
Notons que la deuxième approche est typiquement utilisée dans les simulations en
nombres aléatoires communs (CRN) ; la troisième approche utilisant n streams pour les
demandes et n streams pour les commandes n’est pas adaptée pour la simulation avec
des grands n. Nous trouverons dans la figure 6.3 le code utilisé pour créer les tableaux
des streams.
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1 void inventorySimulateRunsOneStream (int m, int s, int S, int n,
2 clrngMrg31k3pStream *stream, double *stat_profit) {
3 //Simulation du modèle d’inventaire sur m jours avec la politique
4 //(s,S) en utilisant un seul stream avec le même sous-stream pour
5 //toutes les n exécutions.
6 for (int i = 0; i < n; i++)
7 stat_profit[i] = inventorySimulateOneRun (m, s, S, stream, stream);
8 }
9 //__________________________________________________________________
10 void inventorySimulateRunsSubstreams (int m, int s, int S, int n,
11 clrngMrg31k3pStream *stream_demand, clrngMrg31k3pStream *stream_order
12 ,double *stat_profit) {
13 //Similaire à inventorySimulateRuns mais en utilisant deux streams
14 //avec leurs sous-streams.
15 for (int i = 0; i < n; i++) {







23 void inventorySimulateRunsManyStreams (int m, int s, int S, int n,
24 clrngMrg31k3pStream *streamsDemand, clrngMrg31k3pStream *streamsOrder,
25 double *stat_profit) {
26 //Similaire à inventorySimulateRuns mais avec deux tableaux de
27 //n streams chacun et en utilisant une nouvelle paire de streams
28 //à chaque exécution.
29 for (int i = 0; i < n; i++)
30 stat_profit[i] = inventorySimulateOneRun(m, s, S, &streamsDemand[i],
31 &streamsOrder[i]);
32 }
Listing 6.2 – Simulation de n exécutions sur le CPU avec trois approches
74
1 ....
2 //Créer les tableaux de streams et de profit
3 clrngMrg31k3pStream *streams_demand = clrngMrg31k3pCreateStreams(NULL,
4 n, NULL, NULL);
5 clrngMrg31k3pStream *streams_order = clrngMrg31k3pCreateStreams(NULL,
6 n, NULL, NULL);
7 double *stat_profit = (double *) malloc (n * sizeof (double));
9 //Lancer la simulation
10 inventorySimulateRunsManyStreams (m, s, S, n, streams_demand,
11 streams_order, stat_profit);
12 //Calculer l’intervalle de confiance
13 computeCI(n, stat_profit);
14 ....
Listing 6.3 – Simulation sur le CPU avec deux tableaux de streams
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6.1.4 Simulations au niveau du GPU
6.1.4.1 Simulation de n exécutions indépendantes avec n work items
Pour effectuer les n simulations sur le GPU et bénéficier du mode d’exécution paral-
lèle et avoir de meilleures performances, nous avons utilisé le kernel illustré à la figure
6.4 qui sera exécuté par chacun des n work items simultanément. La figure 6.5 montre le
code qui s’exécute au niveau de l’hôte pour préparer et lancer la simulation sur le GPU
selon la deuxième et la troisième approche de la section précédente, soit : (a) simulation
avec les n sous-streams pour chacun des deux streams et (b) utilisation de 2n streams
distincts.
Cas (a) : pour implémenter cette approche dans le dispositif, il faut construire deux
tableaux contenant chacun n sous-streams successifs à partir de chacun des deux streams
(cela en utilisant la fonction clrngMrg31k3pMakeSubstreams). Ensuite, les ta-
bleaux seront transférés vers la mémoire globale du GPU et chaque work item aura à sa
disposition deux sous-streams pour générer les nombres aléatoires. Un sous-stream dans
ce cas peut être considéré comme un stream personnel du work item. Cela est illustré
par la figure 6.5. Notons que puisque le work item modifie uniquement l’état courant du
stream, il est alors nécessaire de maintenir seulement cet état-là dans la mémoire privée
du PE.
Une autre façon pourrait être de copier uniquement les deux streams en mémoire
globale (au lieu de copier les 2n sous-streams) ; dans ce cas, chaque work item devrait
appeler la fonction clrngMrg31k3pForwardToNextSubstreams autant de fois
que la valeur de son index global (gid) afin de trouver le bon sous-stream qui lui cor-
respond, ce qui est clairement inefficace et va créera de la divergence (exécution séquen-
tielle) au niveau des CUs parce que chaque work item aurait exécuté un chemin différent
pour obtenir son sous-stream.
Cas (b) : Au lieu d’utiliser 2n sous-streams, nous pouvons construire deux tableaux
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contenant chacun n streams distincts, donc un seul stream sera utilisé par work item et
par exécution.
1 //Chaque work item exécute le code suivant
2 __kernel void inventorySimulateGPU (int m, int s, int S,
3 __global clrngMrg31k3pStreams *streams_demand,
4 __global clrngMrg31k3pStreams *streams_order,
5 __global double *stat_profits) {
7 int gid = get_global_id (0); // Index du work item.
8 // Copier les streams en mémoire privée.





14 // Effectuer la simulation
15 stat_profits[gid] = inventorySimulateOneRun(m, s, S,&stream_demand_d,
16 &stream_order_d);
17 }
Listing 6.4 – Le kernel exécuté par chaque work item pour calculer le profit moyen
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2 // Cette fonction (dont nous omettons les détails ici parce qu’ils
3 // ne sont pas très intéressants) effectue n exécutions en parallèle
4 // sur le GPU avec deux tableaux de n streams, puis sauvegarde
5 // la valeur du profit moyen.
6 void inventorySimulateRunsGPU (int m, int s, int S, int n,
7 clrngMrg31k3pStreams *streams_demand,
8 clrngMrg31k3pStreams *streams_order,double *stat_profit){
9 //Créer les structures OpenCL nécessaires : (context, program, etc.)
10 ...
11 //Lancer le kernel inventorySimulateGPU au niveau du GPU.
12 ...
13 }
15 //Cas (a) : Simulation de n exécutions avec n work items en utilisant
16 //deux streams et leurs sous-streams.
17 clrngMrg31k3pStream* stream_demand = clrngMrg31k3pCreateStreams(NULL,
18 1, NULL, NULL);
19 clrngMrg31k3pStream* stream_order = clrngMrg31k3pCreateStreams(NULL,
20 1, NULL, NULL);
21 clrngMrg31k3pStream* substreams_demand = clrngMrg31k3pMakeSubstreams(
22 stream_demand, n, NULL, NULL);
23 clrngMrg31k3pStream* substreams_order = clrngMrg31k3pMakeSubstreams(
24 stream_order, n, NULL, NULL);
25 double *stat_profit = (double *) malloc (n * sizeof (double));
26 inventorySimulateRunsGPU (m, s, S, n, substreams_demand,
27 substreams_order, stat_profit);
28 ...
30 //Cas (b) : Simulation de n exécutions avec n work items en utilisant
31 // n streams distincts
32 clrngMrg31k3pStream* streams_demand = clrngMrg31k3pCreateStreams(
33 NULL,n, NULL, NULL);
34 clrngMrg31k3pStream* streams_order = clrngMrg31k3pCreateStreams(
35 NULL, n, NULL, NULL);
36 double *stat_profit = (double *) malloc (n * sizeof (double));
37 inventorySimulateRunsGPU (m, s, S, n, streams_demand, streams_order,
38 stat_profit);
Listing 6.5 – Simulation de n exécutions sur le GPU (a) avec deux streams et (b) avec 2n
streams
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6.1.4.2 Simulation de n exécutions indépendantes avec n1 n work items
Cas (c) : Si nous voulons faire la simulation avec un très grand nombre d’exécu-
tions n (par exemple de l’ordre du million), il est plus intéressant dans le cas des dis-
positifs ayant une mémoire globale restreinte d’utiliser n1 work items effectuant cha-
cun n2 exécutions tels que n = n1n2. La figure 6.6 illustre comment cela est implé-
menté. Nous avons créé deux tableaux contenant chacun n1 streams que nous transfe-
rons ensuite vers la mémoire globale du GPU. Chaque work item effectue n2 exécu-
tions et à chaque itération, il utilise un nouveau sous-stream de son stream qui lui est
affecté (ce qui fait un total de n2 sous-streams). Cela est illustré par le code du ker-
nel inventorySimulSubstreamsGPU. Nous pensons que les sauts n2 fois vers les
prochains sous-streams au niveau de chaque work item risquent d’être plus rapides que
de créer les n2 sous-streams sur l’hôte puis de transférer le tout vers la mémoire globale
du GPU. Cependant, le gain en performance peut être non significatif si l’on utilise un
APU vu que ce dernier est localisé dans le même circuit intégré que le CPU. Notons
que les résultats des n1 exécutions parallèles sont enregistrés de façon successive dans
le tableau de sortie stat_profit afin d’optimiser l’accès à la mémoire (voir section
4.4).
Cas (d) : Cas similaire à (b) mais utilise n1 work items pour faire le calcul. Nous
pouvons créer 2n streams distincts puis utiliser 2n2 streams au niveau de chaque work
item au lieu d’utiliser des sous-streams et les streams pourront être créés comme dans le
cas (b). Chaque work item sélectionnera un stream différent à chacune des n2 itérations.
Il est clair que cette façon nécessite l’utilisation de plus de mémoire globale compara-
tivement au cas précédent et cela risque aussi d’être moins rapide que dans le cas (c)
quand n2 est grand.
Cas (e) : Nous pouvons obtenir le même résultat que dans le cas (a) mais avec n1
work items utilisant deux streams avec n sous-streams à partir de chaque stream, c.-à-
d. que nous exploitons un sous-stream à chacune des n2 exécutions au niveau du work
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item. Cela peut se faire en créant deux tableaux contenant les n sous-streams puis en
transférant le tout vers la mémoire globale ; après cela, le work item sélectionnera le bon
sous-stream en se basant sur son index global (gid). Cette façon requiert aussi beaucoup
de mémoire comme dans le cas (d).
Cas (f) : Au lieu d’utiliser un stream par type de variable aléatoire et changer de sous-
stream à chaque exécution, nous pouvons considérer l’approche inverse, c.-à-d. utiliser
un sous-stream pour chaque type de nombres aléatoires et un seul stream pour chaque
exécution. La figure 6.7 montre un kernel qui implémente cela. L’avantage de cette fa-
çon apparaît plus clairement dans un modèle de simulation ayant plusieurs variables
aléatoires et pas simplement deux variables comme dans le cas de l’inventaire. Cepen-





4 // Chacun des n1 work items exécute ce kernel n2 fois
5 __kernel void inventorySimulSubstreamsGPU(int m, int s, int S, int n2,
6 __global clrngMrg31k3pStreams *streams_demand,
7 __global clrngMrg31k3pStreams *streams_order,
8 __global double *stat_profit){
9 int gid = get_global_id (0); // Index du work item.
10 int n1 = get_global_size (0); // Nombre total des work items.
11 // Fait des copies des streams en mémoire privée





17 for (int i = 0; i < n2; i++){






25 // Cette fonction effectue n = n1 * n2 exécutions sur le GPU
26 // avec 02 tableaux de n1 streams puis sauvegarde le profit quotidien
27 void inventorySimulateRunsSubstreamsGPU (int m, int s, int S, int n1,
28 int n2,clrngMrg31k3pStreams *streams_demand,
29 clrngMrg31k3pStreams *streams_order, double *stat_profit){
30 // Créer les structures OpenCL : context, program, queue, etc.
31 ...
32 // Lancer le kernel inventorySimulateGPU sur le GPU.
33 ...
34 }
35 // (c) : Simule n = n1 * n2 exécutions avec n1 work items
36 double *stat_profit = (double *) malloc (n * sizeof (double));
37 clrngMrg31k3pStream* streams_demand = clrngMrg31k3pCreateStreams(NULL,
38 n1, NULL, NULL);
39 clrngMrg31k3pStream* streams_order = clrngMrg31k3pCreateStreams(NULL,
40 n1, NULL, NULL);
41 inventorySimulateRunsSubstreamsGPU (m, s, S, n1, n2, streams_demand,
42 streams_order, stat_profit);
43 computeCI (n, stat_profit); //Calcule l’intervalle de confiance
44 ...
Listing 6.6 – Simulation avec n1 work items utilisant chacun n2 sous-streams
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1 __kernel void inventorySimulateGPU (int m, int s, int S,
2 __global clrngMrg31k3pStreams *streams,
3 __global double *statProfits){
5 int gid = get_global_id (0); // Index du work item.
6 // Copie d’un seul stream en mémoire privée





13 //Générer le sous-stream de la 2e variable aléatoire
14 clrngMrg31k3pForwardToNextSubstreams(1, &stream_order_d);
15 //Effectuer la simulation
16 statProfits[gid] = inventorySimulateOneRun(m, s, S, &stream_demand_d,
17 &stream_order_d);
18 }
Listing 6.7 – Un kernel avec inversion du rôle du stream et sous-stream
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6.1.5 Résultats de l’exécution
Cette section présente les résultats des expérimentations de la simulation pour les
cas (a) à (d) avec n = 222, m = 10 et m = 100 et pour trois choix de n1. Les données
correspondent au temps d’exécution de la simulation sur deux GPUs différents et sur un
CPU. Une comparaison est aussi faite entre le facteur d’accélération de chaque cas et
la configuration de base qui correspond à l’exécution avec un seul stream sur le CPU.
Le premier GPU utilisé est un dispositif de calcul graphique incorporé dans un APU
de type AMD Radeon R7 graphics avec une fréquence d’horloge de 720 Mhz, 2Go de
mémoire globale, 8 unités de calcul (CU) et un total de 512 PE. Le second GPU est une
carte graphique discrète de type AMD Radeon HD 7900 avec une fréquence d’horloge de
925Mhz, 3Go de mémoire globale, 32 unités de calcul et 2048 PE. Ces deux dispositifs
seront nommés ci-après GPU-A et GPU-D.
Le tableau 6.I donne les résultats statistiques (moyenne, variance et intervalle de
confiance) pour la première approche sur le CPU ; les résultats des autres approches sont
approximativement les mêmes. Le tableau 6.II illustre pour chaque cas que nous avons
implémenté la performance en secondes et le facteur d’accélération qui est défini comme
le temps d’exécution sur le CPU divisé par le temps d’exécution de l’approche considé-
rée. Tous les temps correspondent à la moyenne de trois essais.
Les résultats montrent que la meilleure performance est au niveau des approches (c)
et (d) autour de n1 = 216 et n1 = 218. Le cas (c) offre le plus grand gain en performances
sur le dispositif GPU-D, ce qui confirme les attentes formulées dans la description des
approches. Notons que plus on augmente le nombre de jours m dans la simulation, plus le
facteur d’accélération augmente. Notons aussi que le meilleur choix de n1 est plus petit
sur le GPU discret que sur le GPU-A, cela parce que ce dernier possède 4 fois moins de
CU et a moins de mémoire vive et de vitesse d’horloge que le GPU-D, ce qui se reflète
naturellement au niveau de la performance des deux dispositifs.
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Tableau 6.I – Résultats pour n simulations et une politique sur le CPU
m n Moyenne P¯n variance S2n I.C 95%
100 222 36.583 9.0392 [36.5808, 36.5865]
Tableau 6.II – Temps d’exécution en secondes avec le facteur d’accélération pour les
approches (1) à (3) sur le CPU et les approches (a) à (d) sur le GPU-A et le GPU-D.
Temps d’exécution en secondes (facteur d’accélération)
n1 (m,n) = (10,222) (m,n) = (100,222)
CPU-hôte (1) 4.32 (1) 43.24 (1)
CPU-hôte (2) 7.21 (0.6) 46.85 (0.9)
CPU-hôte (3) 4.43 (1.0) 44.25 (1.0)
GPU-A (a) 0.370 (12) 0.682 (63)
GPU-A (b) 0.287 (15) 0.638 (68)
GPU-A (c) 214 0.177 (24) 0.709 (61)
GPU-A (c) 216 0.170 (25) 0.674 (64)
GPU-A (c) 218 0.176 (25) 0.677 (64)
GPU-A (d) 214 0.243 (18) 0.593 (73)
GPU-A (d) 216 0.227 (19) 0.549 (79)
GPU-A (d) 218 0.231 (19) 0.524 (82)
GPU-D (a) 0.219 (20) 0.259 (167)
GPU-D (b) 0.217 (20) 0.269 (161)
GPU-D (c) 214 0.041 (103) 0.095 (456)
GPU-D (c) 216 0.039 (110) 0.086 (501)
GPU-D (c) 218 0.046 (93) 0.093 (466)
GPU-D (d) 214 0.230 (19) 0.339 (128)
GPU-D (d) 216 0.219 (20) 0.282 (153)
GPU-D (d) 218 0.275 (16) 0.268 (161)
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6.1.6 Comparaison de plusieurs politiques d’inventaire
Dans cette section, nous nous intéressons à évaluer comment l’API peut être utili-
sée pour comparer plusieurs politiques du modèle d’inventaire en utilisant les nombres
aléatoires communs et indépendants.
6.1.6.1 Simulation en série
Supposons que l’on veuille simuler plusieurs politiques (sk,Sk) pour k = 0, .., p− 1
sur un dispositif de calcul avec la méthode CRN, une façon de faire serait de répéter
de façon séquentielle p fois la simulation sur le GPU, cela en utilisant n exécutions, n1
work items et n2 itérations par work item et en changeant à chaque fois la politique.
Le listing 6.8 réutilise la fonction inventorySimulateRunsSubstreamsGPU
du listing 6.6 pour faire la simulation et utilise clrngMrg31k3pRewindStreams
pour réinitialiser les streams à leurs états initiaux après chaque simulation de politique.
Cela est combiné avec la fonction clrngMrg31k3pResetNextSubstreams uti-
lisée dans le kernel inventorySimulSubstreamsGPU du listing 6.6 pour assurer
qu’à chaque simulation de politique, les mêmes nombres aléatoires seront utilisés exac-
tement aux mêmes endroits à travers les n exécutions.
À noter que l’instruction clrngMrg31k3pRewindStreams peut ne pas être uti-
lisée dans le contexte d’exécution du GPU parce que chaque work item modifie seule-
ment une copie de son stream qui est restée inchangée au niveau de l’hôte. Par contre,
cette redondance est utile quand on veut exécuter la simulation au niveau du CPU ; dans
ce cas, clrngMrg31k3pRewindStreams permettra effectivement de réinitialiser
les streams.
Comparaison de deux politiques : CRN vs IRN
Le code du listing 6.8 m’a permis d’estimer l’espérance de la différence des moyennes
des profits quotidiens P¯n avec les paramètres suivants : (s0,S0) = (80,198) et (s1,S1) =
(80,200), m = 100, n = 222. Le résultat est P¯n = 0.05860, S2n = 0.190 et l’intervalle
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de confiance à 95% pour l’espérance de la différence (en utilisant une approximation
normale) est (0.05818,0.05902). Pour évaluer l’avantage de l’utilisation de la tech-
nique CRN dans la comparaison des politiques, nous avons effectué une autre simu-
lation mais avec des variables aléatoires indépendantes (IRN). Pour cela, nous avons
remplacé l’instruction clrngMrg31k3pRewindStreams - qui permet de réinitiali-
ser les streams - par l’instruction clrngMrg31k3pCreateOverStreams qui crée
un nouveau stream à chaque exécution. Les résultats obtenus avec les mêmes paramètres
que précédemment sont P¯n = 0.0569, S2n = 18.1 avec un intervalle de confiance à 95%
pour la différence qui est égale à (0.0528,0.0610). Notons que la variance dans le cas
IRN est approximativement 95 fois plus grande que dans le cas du CRN, ce qui veut dire
que nous avons besoin de 95 fois moins de simulation dans le cas des nombres aléatoires
communs pour atteindre la même précision.
6.1.6.2 Simulation en parallèle
L’approche précédente est bien adaptée quand on a un très grand nombre de simula-
tions ; cependant, dans le cas où n n’est pas grand, nous pourrions simuler les p politiques
en parallèle comme illustré dans le listing 6.9. Nous avons utilisé n1 p work items avec
n1 streams pour effectuer n2 simulations avec n2 sous-streams. Le code du listing 6.8 et
du listing 6.9 produit exactement le même résultat.
Le tableau de sortie stat_profit du listing 6.9 contient les résultats des profits
quotidiens des np simulations. Ces données sont organisés dans le tableau comme suit :
les premiers n1 p éléments contiennent les résultats de la première exécution de chaque
work item ; ensuite les seconds n1 p éléments contiennent les résultats de la deuxième
exécution de chaque work item et ainsi de suite. À l’intérieur de chaque bloc de n1 p
valeurs, nous avons les premiers n1 valeurs successives de la première politique ; les n1
valeurs qui suivent sont pour la deuxième politique, etc. Les résultats d’une exécution
pour une politique sont toujours dans des blocs de n1 valeurs successives dans le tableau
de sortie ; aussi tous les résultats de calculs en parallèle ayant le même numéro d’itéra-
tion i sont dans un bloc de n1 p valeurs successives.
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1 // Assumer que pour k=0,..,p-1, (s[k], S[k]) définit une
2 // politique k donnée.
4 // Simule n = n1 * n2 exécutions sur n1 work items utilisant n2
5 // sous-streams, pour p politiques. On réutilise les mêmes 2n1
6 // streams pour toutes les politiques.
8 clrngMrg31k3pStream* streams_demand = clrngMrg31k3pCreateStreams(NULL
9 , n1, NULL, NULL);
10 clrngMrg31k3pStream* streams_order = clrngMrg31k3pCreateStreams(NULL
11 , n1, NULL, NULL);
12 double *stat_profit = (double *) malloc (p * n * sizeof (double));
14 for (int k = 0; k < p; k++) {
15 inventorySimulateRunsSubstreamsGPU (m, s[k], S[k], n1, n2,
16 streams_demand, streams_order, &stat_profit[k*n]);
18 clrngMrg31k3pRewindStreams(n1, stream_demand);
19 clrngMrg31k3pRewindStreams(n1, stream_order);
20 computeCI (n, &stat_profit[k*n]);
21 }
23 // On peut comparer plusieurs politiques, pour le simple cas de k =2
24 double *stat_diff = (double *) malloc(n * sizeof (double));
25 for (int i = 0; i < n; i++)
26 stat_diff[i] = stat_profit[n+i] - stat_profit[i];
27 computeCI (n, stat_diff);
28 ...
Listing 6.8 – Simulation en CRN de n exécutions pour p politiques sur le dispositif avec
n1 work items et n2 itérations par work item
Comparaison de plusieurs politiques et estimation de la fonction de coût
L’utilisation de la technique de CRN permet d’estimer la politique optimale parmi l’en-
semble des (sk,Sk). Pour cela, nous pouvons utiliser le code du listing 6.8 ou du listing
6.9 pour simuler un grand nombre de politiques appartenant au produit cartésien de l’en-
semble s= {50,51, ..,61} par S = {156,157, ..,167} ; ceci donne 144 politiques à simu-
ler. Nous avons estimé l’espérance du profit moyen par jour pour l’ensemble de ces poli-
tiques avec CRN puis avec IRN en remplaçant la fonction clrngMrg31k3pRewindS-
treams dans le listing 6.8 par la fonction clrngMrg31k3pCreateOverStreams
pour obtenir 2n1 nouveaux streams pour chaque politique.
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Les paramètres de la simulation sont m = 100, n = 218 et n1 = 212 work items.
Les données des figures 6.1 et 6.2 montrent que la fonction de profit change de fa-
çon beaucoup plus lisse dans le cas du CRN. Le point optimal au niveau du graphique
(s,S) = (55,159) est notre meilleur estimateur de la vraie valeur de la politique optimale




4 __kernel void inventorySimulPoliciesGPU(int m, int p, int *s, int *S,
5 int n2, __global clrngMrg31k3pStreams *streams_demand,
6 __global clrngMrg31k3pStreams *streams_order,
7 __global double *stat_profit) {
8 // Chacun des n1*p work items exécute les n2 itérations suivantes
9 int gid = get_global_id(0); // Index du work item.
10 int n1p = get_global_size(0); // Nombre total des work items.
11 int n1 = n1p / p; // Nombre des streams.
12 int k = gid / n1; // Index de la politique que le WI va utiliser.
13 int j = gid % n1; // Index du stream que le work item va utiliser.
15 // Fait une copie des streams en mémoire privée.





21 for (int i = 0; i < n2; i++) {






29 // Cette fonction (détails non fournis ici) effectue n = n1*n2
30 //exécutions sur le GPU avec deux tableaux de n1 streams
31 // et sauvegarde le profit quotidien
32 void inventorySimulateRunsPoliciesGPU (int m, int p, int *s, int *S,
33 int n1, int n2, clrngMrg31k3pStreams *streams_demand,
34 clrngMrg31k3pStreams *streams_order,ouble *stat_profit) {
35 //Création des structures qui contiennent le "context", "program",
etc.
36 ...
37 //Lancement du kernel inventorySimulPoliciesGPU au niveau du GPU.
38 ...
39 }
Listing 6.9 – Simulation en CRN de n exécutions pour p politiques sur le dispositif avec
n1 p work items et n2 itérations par work item
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Figure 6.1 – Comparaison de 144 politiques avec CRN
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Figure 6.2 – Comparaison de 144 politiques avec IRN
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6.2 Simulations avec clProbDist
6.2.1 Le modèle d’inventaire avec des nombres aléatoires non uniformes
Nous avons conçu le modèle d’inventaire décrit à la section précédente pour géné-
rer les demandes selon la loi uniforme afin d’expérimenter différentes configurations de
streams et de sous-streams. Mais en réalité, la loi de Poisson est plus appropriée pour ex-
primer la probabilité qu’un nombre donné d’événements survienne dans un intervalle de
temps donné. Pour cela, on a adapté le modèle pour que les demandes suivent une distri-
bution de Poisson. Nous avons expérimenté la simulation avec une distribution qui a une
moyenne λ fixe sur toutes les périodes puis avec λ qui change d’une période à l’autre sui-
vant une loi Gamma. Nous avons considéré aussi le cas où les demandes suivent une loi
normale standard tronquée à zéro. Ces configurations permettront de montrer comment
utiliser efficacement les générateurs non uniformes de clProbDist ainsi que d’évaluer
leur performance.
Cas (a) : la demande suit une loi de Poisson avec λ fixe
Le code du listing 6.10 ressemble à celui écrit dans le listing 6.1 avec la différence que
les demandes sont générées selon une loi de Poisson avec une moyenne fixe. Notons
que la distribution est passée en paramètre au kernel dans la mémoire locale ou globale
selon l’utilisation de l’option CLPROBDIST_POISSON_IN_LOCAL_MEMORY. L’API
ne permet pas de copier la distribution de Poisson vers la mémoire privée vu que la taille
des tableaux précalculés peut être grande.
Cas (b) : la demande suit une loi de Poisson avec des λi ∼ Gamma (α , β )
Nous avons implémenté ce cas en créant au niveau de l’hôte un tableau de m variables
aléatoires selon une loi Gamma ayant des paramètres α et β , puis nous transférons ce
tableau vers le dispositif de calcul. Chaque work item choisira pour la période (journée)
i l’élément λi (pour 1 ≤ i ≤ m) comme étant le paramètre de la loi de Poisson à utili-
ser. Cela est montré dans le listing 6.11 ; notons que le tableau des moyennes peut être
transféré soit vers la mémoire globale ou locale selon l’utilisation ou pas de la macro
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CLPROBDIST_POISSON_IN_LOCAL_MEMORY.
Il faut noter que nous avons exploité au niveau du kernel la fonction de répartition
inverse qui utilise directement le paramètre λ et non pas la version de la fonction qui
utilise l’objet, cela afin d’éviter de créer m distributions qui auraient différé seulement
par les valeurs de leurs moyennes et auraient demandé beaucoup d’espace mémoire.
Cas (c) : la demande suit une loi normale standard tronquée
Pour générer une variable aléatoire X selon une loi normale standard tronquée sur l’in-






où Φ est la fonction de répartition de la loi normale standard et Φ−1 son inverse. Le
code du listing 6.12 montre mon implémentation de ce cas ; notons que l’objet de la
distribution normale est transféré en mémoire privée. Le +∞ est implanté avec le plus




4 __kernel inventorySimulateOneRunFixedPoissonLambda(int m, int s, int
S, clrngMrg32k3aStream* stream_demand, clrngMrg32k3aStream*
stream_order,
5 #ifdef CLPROBDIST_POISSON_IN_LOCAL_MEMORY
6 __local clprobdistPoisson* poissonDist
7 #else
8 __global clprobdistPoisson* poissonDist
9 #endif)
10 {
11 double Xj = S, Yj; // Stock au début et fin de journée.
12 double demand, profit = 0.0;
13 for (int j = 0; j < m; j++) {
14 // Génère une variable uniforme
15 cl_double u = clrngMrg32k3aRandomU01(stream_demand);
17 //Génère la demande avec l’objet distribution et la var. uniforme
18 demand = clprobdistPoissonInverseCDFWithObject(poissonDist, u, null);
20 // Soustrait la demande du jour.
21 Yj = Xj - demand;
22 if (Yj < 0)
23 Yj = 0; //demande perdue
24 profit += c * (Xj - Yj) - h * Yj;
26 double prob = clrngMrg32k3aRandomU01(stream_order);
27 if ((Yj < s) && (prob < p)) {
28 profit -= K + k * (S - Yj);
29 Xj = S;
30 }
31 else
32 Xj = Yj;
33 }
34 return profit / m;
35 }
Listing 6.10 – Modèle d’inventaire avec une loi de Poisson ayant un λ fixe
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1 //Au niveau de l’hôte :
2 //Création du tableau de m éléments selon la loi Gamma.
3 clprobdistPoisson* gammaDist = clprobdistGammaCreate(alpha, beta,
4 decPrec, null, null);
5 clrngMrg32k3aStream* stream = clrngMrg32k3aCreateStreams(null, 1,
6 null, null);
7 double * lambdaArr = (double*)malloc(m*sizeof(double));
9 for (size_t i = 0; i < m; i++){
10 double u = clrngMrg32k3aRandomU01(stream);
11 lambdaArr[i] = clprobdistGammaInverseCDFWithObject(gammaDist, u,null);
12 }
14 .....
15 //Au niveau du dispositif :
16 //La demande suit une loi de Poisson avec Lambda qui change chaque
jour




21 __local double* lambdaArray
22 #else




27 for (int j = 0; j < m; j++) {
28 cl_double u = clrngMrg32k3aRandomU01(stream_demand);
29 demand = clprobdistPoissonInverseCDF(lambdaArray[j], u, &err);
30 ...
31 // Soustrait la demande du jour.
32 ...
33 }
34 return profit / m;
35 }
Listing 6.11 – Modèle d’inventaire avec une loi de Poisson avec λ dynamique
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6 double Xj = S, Yj; // Stock au début et fin de journée.
7 double demand, profit = 0.0;
9 //Créer la distribution normale tronquée sur [0, DBL_MAX[.
10 double fa = clprobdistNormalCDFWithObject(normalDist, 0, null);
11 double fb = clprobdistNormalCDFWithObject(normalDist, DBL_MAX, null);
12 double fbfa = fb - fa;
14 double sigma = clprobdistNormalGetSigma(normalDist, null);
15 double mu = clprobdistNormalGetMu(normalDist, null);
17 for (int j = 0; j < m; j++) {
18 //Générer la demande
19 cl_double u = clrngMrg32k3aRandomU01(stream_demand);
21 demand = clprobdistNormalInverseCDFWithObject(normalDist,
22 fa + fbfa * u, null) * sigma + mu;
24 //Soustrait la demande du jour.
25 Yj = Xj - demand;
26 if (Yj < 0) Yj = 0;
27 profit += c * (Xj - Yj) - h * Yj;
28 double prob = clrngMrg32k3aRandomU01(stream_order);
29 if ((Yj < s) && (prob < p)) {
30 profit -= K + k * (S - Yj);
31 Xj = S;
32 }
33 else
34 Xj = Yj;
35 }
36 return profit / m;
37 }
Listing 6.12 – Modèle d’inventaire avec une loi normale standard tronquée
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6.2.2 Simulation d’une option financière
Cette section décrit la simulation d’une option financière asiatique en utilisant des
nombres aléatoires non uniformes avec l’interface clProbdist sur des dispositifs paral-
lèles. Là aussi l’objectif est d’évaluer les fonctionnalités de l’API sur un autre modèle de
simulation ; cela nous permettra aussi d’expérimenter différentes configurations et d’étu-
dier la performance des générateurs non uniformes.
De façon similaire au modèle précédent, nous devrons créer un stream au niveau de
l’hôte puis on le transférer vers le dispositif pour pouvoir générer les variables aléatoires
uniformes qui seront utilisées par clProbdist pour produire des variables aléatoires non
uniformes selon la loi normale avec la méthode d’inversion.
6.2.2.1 Description du modèle
Considérons un contrat financier pour un actif donné (une once d’or ou un baril
de pétrole, etc.) dont la valeur au temps t vaut S(t). Nous supposons que cette valeur
progresse selon un processus stochastique S(t), t ≥ 0 et avec une loi de probabilité déter-
minée. On définit g(S(t1), ..,S(td)) comme étant le gain net que le propriétaire du contrat
va recevoir en temps T = td . La valeur du gain dépend uniquement des valeurs de l’actif
sur les temps d’observations ; la valeur actuelle v du montant à recevoir dans t unités de
temps équivaut au produit de cette valeur par le facteur d’actualisation e−rt . L’objectif
est d’estimer la valeur actuelle équitable du contrat financier v(s0,T ) qui, sous certaines
conditions qui définissent la nature du marché (voir chapitre 7 de [28]), s’écrit :




où E∗ correspond à l’espérance mathématique sous une certaine mesure de probabilité
P∗. Dans le modèle de Black and Scholes, S(t) progresse selon un mouvement brownien
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géométrique suivant la formule. :
S(t) = S(0)e(r−σ
2/2)t+σB(t)
où r correspond au taux d’intérêt, σ est une constate représentant la volatilité et {B(t), t ≥
0} représente le mouvement brownien standard.
Nous pouvons simuler le processus et g(S(t1), ...,(S(td)) pour estimer la valeur de
v(s0,T ) avec la méthode Monte-Carlo en générant le chemin S(t1), ..,S(td) selon P∗ et en
calculant la valeur de X = e−rtg(S(t1), ..,S(td), puis en répétant cela n fois pour obtenir






Simulation d’une option asiatique : il s’agit d’un contrat financier qui donne droit
à son détenteur d’acquérir un capital à l’expiration du contrat (temps T ) lorsque la
moyenne arithmétique des valeurs de l’actif sur les périodes sous-jacentes td est plus
grande qu’une valeur prédéterminée K (appelé le prix d’exercice). Dans le cas où la
moyenne est en dessous de K, le contrat n’aura pas de valeur. Ainsi le formule du gain
net s’écrit :











6.2.2.2 Description de la simulation
Pour simuler le modèle de l’option asiatique et estimer v(s0,T ), nous aurons besoin
de générer le chemin des S(t j) suivant un mouvement brownien décrit par la formule de
Black and Scholes avec l’utilisation du logarithme :
ln(S(t j)) = ln(S(t j−1))+(r−σ2/2)(t j− t j−1)+σ
√
t j− t j−1Z j
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où Z j est une variable aléatoire suivant la loi normale standard.
Le listing 6.13 montre l’utilisation d’un stream de nombres aléatoires uniformes pour
générer d variables suivant la loi normale en utilisant la méthode d’inversion par la fonc-
tion clprobdistNormalInverseCDFWithObject. Celle-ci retourne la valeur
du logarithme du gain pour une seule exécution. Ensuite, nous pouvons calculer un esti-
mateur de v(s0,T ) en multipliant le gain net par le facteur d’actualisation e−rT . Le listing
6.14 montre le kernel exécuté par les work items. Durant l’implémentation, nous avons
choisi d’utiliser des streams différents à travers les work items et un nouveau sous-stream
par itération, cela grâce à la fonction clrngMrg32k3aForwardToNextSubstrea-
ms, ce qui donne un total de n = n1n2 simulations. Cette configuration des streams est
similaire à ce qui a été fait dans le cas (c) du modèle d’inventaire ; l’approche a montré
son efficacité par rapport à d’autres cas. Il faut noter aussi que pour optimiser l’accès en
mémoire au niveau du dispositif, nous avons enregistré les valeurs du gain net dans des
positions successives au niveau du tableau de sortie stat_payOff (voir le concept de
Coalescing au niveau de la section 4.4).
Nous avons expérimenté avec la simulation pour n= 215 et n1 = 210 sur le même ma-
tériel décrit dans la section 6.1.5, ce qui a donné une estimation de la valeur de l’option
égale à 13.125 avec une variance σ2 = 515.64 et un intervalle de confiance à 95% égal
à (12.879, 13.371) ; le temps d’exécution a été de 0.17s sur le CPU et 0.07s sur GPU-A.
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1 // Génération du process S.
2 void generatePath(int d, __global double* logS
3 __global double* muDelta,__global double* sigmaSqrtDelta,
4 clrngMrg32k3aStream* stream, clprobdistNormal* normalDist,){
6 for (int j = 0; j < d; j++){
7 double u = clrngMrg32k3aRandomU01(stream);
8 double Z = clprobdistNormalInverseCDFWithObject(normalDist, u, null);
10 logS[j + 1] = logS[j] + muDelta[j] + sigmaSqrtDelta[j] * Z;
11 }
12 }
Listing 6.13 – Génération du processus brownien géométrique
1 //Chaque work item exploite un stream différent avec utilisation de
2 //n2 sous-streams au niveau des réplications du work item
3 __kernel void AsianOptGPU(__global clrngMrg32k3aHostStream* streams,
4 __global clprobdistNormal* g_normalDist,
5 __global double* stat_payOff, __global double* logS,
6 __global double* muDelta, __global double* sigmaSqrtDelta)
7 {
8 int gid = get_global_id(0); // Index du work item.
9 int n1 = get_global_size(0); // Nombre total des work items
11 //Fait une copie du stream dans la mémoire privée
12 clrngMrg32k3aStream stream_d;
13 clrngMrg32k3aCopyOverStreamsFromGlobal(1, &stream_d, &streams[gid]);
15 //Fait une copie de la distribution normale dans la mémoire privée
16 clprobdistNormal p_normalDist = *g_normalDist;
18 //Effectue n2 exécutions
19 for (int i = 0; i < n2; i++) {
20 generatePath(d, logS, muDelta, sigmaSqrtDelta, &stream_d,
21 &p_normalDist);




Listing 6.14 – Kernel qui implémente l’option asiatique
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6.2.3 Tests de performance de clProbDist
Pour tester la performance de l’interface clProbDist, nous avons implémenté des
kernels qui génèrent n nombres aléatoires avec la loi de Poisson puis avec la loi normale,
ceci pour mesurer le temps nécessaire à n1 = 220 work items d’effectuer cette opération
triviale. L’exécution s’est réalisée sur les GPUs décrits à la section 6.1.5. Les cas suivants
ont été considérés, chaque mesure a été exécutée trois fois et les résultats sont donnés en
secondes.
Cas (a) : Distribution de Poisson avec plusieurs λ et en utilisant la fonction CDF
avec objet ou en utilisant directement λ :
Ce cas génère n = 226 nombres aléatoires en exploitant premièrement la version de la
fonction de répartition qui utilise l’objet de la distribution comme paramètre et qui ex-
ploite les tableaux précalculés pour retourner la valeur du CDF. Ensuite, nous expéri-
mentons la fonction de répartition qui utilise directement le paramètre λ ; dans ce cas,
nous ne précalculons pas de tableau, mais nous recalculons la CDF à chaque fois qu’une
valeur est générée. Nous notons (1) et (2) ces deux approches.
Le tableau 6.III montre le temps d’exécution en secondes des deux approches (1)
et (2). Nous notons que la génération de nombres aléatoires non uniformes en utili-
sant la fonction inverse du CDF clprobdistPoissonInverseCDF(lambda,u,
null) qui n’utilise pas les tableaux précalculés est beaucoup plus lente que l’approche
utilisant les tableaux. Ceci était prévisible parce que dans la première approche on fait
une recherche dichotomique sur le tableau CDF déjà calculé, alors que dans la seconde
approche, nous calculons la somme des termes de la distribution de Poisson jusqu’à ce
que la valeur de cette somme soit inférieure u (voir détails dans la section 5.2.1.5). No-
tons aussi que le GPU-D offre de meilleures performances que le GPU-A, cela parce que
le premier dispositif graphique a 4 fois plus de CU, plus de mémoire et plus de fréquence
d’horloge. Notons aussi que plus la valeur de λ augmente, plus il y a un ralentissement
dans l’exécution. Cela s’explique par le temps nécessaire aux work items de trouver la
bonne valeur de la variable aléatoire quand le tableau CDF est très grand. L’utilisation
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de la fonction CDF paramétrée (colonne 2) au niveau du GPU-A avec un grand λ = 500
a fait "crasher" le dispositif de calcul qui n’a pas pu donner de résultat, nous pensons
que cela est dû à un dépassement de capacité de la mémoire (overflow) survenu lors du
calcul de la variable aléatoire non uniforme avec la fonction CDF n’exploitant pas les
tableaux précalculés. Mais lorsqu’on utilise un tableau précalculé, ce ralentissement est
relativement minime, ce qui est très rassurent et suggère que le temps de recherche dans
le tableau n’augmente pas beaucoup lorsque λ augmente.
Lambda
(1) CDF utilisant l’objet (2) CDF utilisant Lambda








































Tableau 6.III – Temps en secondes de génération de 226 variables aléatoires par la dis-
tribution de Poisson avec plusieurs λ et en utilisant la fonction CDF avec objet ou en
utilisant directement λ
Cas (b) : Utilisation de la distribution de Poisson en mémoire locale vs globale :
Dans ce cas, nous avons généré 230 nombres aléatoires avec la fonction CDF utilisant
l’objet de la distribution. On veut comparer la performance d’exécution lorsque cet objet
est copié en mémoire locale ou en mémoire globale (voir section 4.3 pour la différence
entre ces deux mémoires).
Le tableau 6.IV montre que le temps (en secondes) de génération des nombres aléa-
toires non uniformes est plus lent quand nous copions l’objet de la distribution dans la
mémoire globale, ce qui est aussi prévisible vu que les work items accèdent plus rapide-
ment à leur mémoire locale qu’à leur mémoire globale. Nous pensons que l’utilisation
de la mémoire privée ne constitue pas une bonne approche si l’on veut utiliser les ta-
102
bleaux précalculés vu que ces derniers peuvent être assez grands. Notons aussi que la
performance du GPU discret est meilleure que celle du GPU-A (cela peut être attribué
à la différence dans le nombre de CU et de taille mémoire entre les deux dispositifs).
Le listing 6.15 illustre le code utilisé pour exécuter le cas (b). Notons l’utilisation de
la commande barrier(CLK_LOCAL_MEM_FENCE) qui permet de synchroniser les
work items. En effet, lors de l’utilisation de la mémoire locale, seul le work item qui a
un index égale à 0 devra copier la distribution de Poisson de la mémoire globale vers la
mémoire locale ; tous les autres work items attendront devant la barrière et une fois que
la copie sera effectuée, les work items continuerons leurs exécutions.
(1) Mémoire locale (2) Mémoire globale













Tableau 6.IV – Temps en secondes de génération de 230 variables aléatoires par la distri-
bution de Poisson copiée en mémoire locale vs globale
Cas (c) : La distribution normale en mémoire privée vs constante vs globale :
Dans ce cas, nous avons aussi généré n = 230 nombres aléatoires non uniformes en uti-
lisant la distribution normale ; nous voulons comparer le temps nécessaire à cela quand
nous copions puis exploitons l’objet de la distribution dans la mémoire privée, la mé-
moire constante et la mémoire globale. Donc, ici, nous utilisons la fonction de l’inverse
du CDF qui manipule l’objet de la distribution (voir ligne 29 du listing 6.15). Nous no-
tons à partir du tableau 6.V que les temps d’exécution en secondes dans les colonnes
(1), (2) et (3) sont similaires à travers le même type de GPU ; nous pensons que cela est
dû à l’optimisation effectuée par le dispositif de calcul notamment en utilisant la mé-
moire cache. Nous notons aussi que le GPU-A est deux fois plus rapide que le GPU-D ;
cela peut être dû au fait que le GPU discret prend plus de temps à effectuer le calcul
d’inversion.
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1 __kernel void performancePoissonGlobalLocal(__global
clrngMrg32k3aHostStream* streams,
2 #if CLPROBDIST_POISSON_OBJ_MEM == CLPROBDIST_MEM_TYPE_LOCAL
3 __global clprobdistPoisson* g_poissonDist,
4 __local clprobdistPoisson* poissonDist
5 #else




10 // Chacun des n1 work items exécute le code suivant.
11 int gid = get_global_id(0); // Id du work item.
12 int group_size = get_local_size(0);
14 // Fait une copie du stream en mémoire privée.
15 clrngMrg32k3aStream stream_d;
16 clrngMrg32k3aCopyOverStreamsFromGlobal(1, &stream_d, &streams[gid]);
18 #if CLPROBDIST_POISSON_OBJ_MEM == CLPROBDIST_MEM_TYPE_LOCAL
19 //Le premier work item de chaque work group copie la distribution
de la mém. globale vers la mém locale.
20 if (gid % group_size == 0)
21 clprobdistPoissonCopyOverFromGlobal(poissonDist, g_poissonDist);
23 //Tous les work items attende ici jusqu’à ce que le premier work
item ait fini de copier.
24 barrier(CLK_LOCAL_MEM_FENCE);
25 #endif
27 //Effectue la génération de n2 nbr aléatoires





Listing 6.15 – Kernel utilisant la distribution de Poisson en mémoire locale vs globale
(1) Mémoire privée (2) Mémoire constante (3) Mémoire globale



















Tableau 6.V – Temps en secondes de génération de 230 variables aléatoires par la distri-
bution normale copiée en mémoire privée vs constante vs globale
104
6.2.4 Analyse de la divergence des WI utilisant la distribution de Poisson
Dans le cas de la distribution de Poisson, nous nous sommes intéressés à l’étude
de la performance des work items (WI) dans un warp de taille w pour générer une
v.a. de Poisson en utilisant le tableau précalculé. Pour rappel, nous utilisons la fonc-
tion clprobdistPoissonInverseCDFWithObject(dist, u) pour générer
une v.a. non uniforme X en utilisant la méthode d’inversion avec une variable aléatoire
uniforme U , tel que :
X = F−1(U) = min{x | F(x)≥U}.
L’algorithme d’inversion est implémenté sous forme de recherche dichotomique dans
le tableau CDF de la distribution, comme c’est détaillé à la section 5.2.1.5. Nous voulons
savoir dans quelle mesure notre implémentation de la recherche va créer de la divergence
entre les WI, notamment à cause de l’utilisation des instructions de branchements (i f ).
Nous sommes partis de l’hypothèse que cela aurait un effet négatif sur la vitesse d’exécu-
tion des WI dans le warp. La section 4.4 contient une explication détaillée du phénomène
de la divergence.
6.2.4.1 Calcul du nombre d’itérations dans la recherche dichotomique
Définissions Y comme étant le nombre d’itérations effectué par la recherche di-
chotomique dans le tableau CDF pour générer une seule variable de Poisson X . On
compte une iteration dans le premier i f de l’algorithme 4, lorsque la fonction com-
mence la recherche d’un coté ou de l’autre de xmed . Ensuite, ce nombre d’itération
est incrémenté à chaque itération de la boucle while. L’exemple du paragraphe suivant
illustre en détail un cas concret de cette recherche dichotomique. Il est clair que Y est
aussi une variable aléatoire. Nous nous intéressons dans un premier temps à calculer
la fonction de masse du nombre d’itérations Y . Pour cela, nous avons modifié la fonc-
tion clprobdistPoissonInverseCDFWithObject(dist,u, out y) telle
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que pour chaque valeur xi de X qui peut être retournée, la fonction retourne aussi le
nombre yi d’itérations requis dans le paramètre out y. Ainsi, cette dernière valeur rap-
porte simplement combien de fois nous avons effectué de bissection. Cela a donné la
tableau 6.VI.
Par exemple avec λ = 2, en utilisant une uniforme U . On commence par regarder la
valeur de la CDF à xmed = 2 et on compare avec U . Si U ≤ F(2) nous vérifions d’abord
si U ≤ F(0) dans ce cas nous retournons directement la valeur du paramètre de la distri-
bution xmin = 0 et nous reportons l’exécution d’une seule itération (Y = 1). Autrement,
si U > F(0), nous initialisons deux variables i= 0 et j = xmed = 2 et nous exécutons une
boucle qui calcule à chaque itération la variable k = (i+ j)/2. Nous testons si U > F(k).
Dans le cas où cette condition serait vraie nous affectons la valeur de k+1 à i sinon nous
affectons la valeur de k au variable j. Enfin, nous incrémentons la valeur de la variable
qui compte le nombre d’itérations puis nous exécutons cette boucle tant que : i < j.
Dans le cas où U ≤ F(2), puisque le tableau CDF contient les valeurs de la fonction
de répartition inverse dans sa moitié supérieure (x > 2), nous remplaçons la valeur de U
par 1−U . Puis, de façon similaire, nous vérifions d’abord si U < F(xmax), auquel cas
nous reportons une seule itération et nous retournons la valeur xmax = 22. Autrement, si
U ≥ F(xmax), nous initialisons la valeur de i = xmed +1 = 3 et nous initialisons la valeur
de j = xmax, puis nous exécutons une boucle qui calcule la valeur de k = (i+ j)/2,
ensuite nous vérifions la condition U < F(k). Si cette dernière est vraie alors i aura la
valeur de k+1 sinon j aura la valeur k. Puis nous incrémentons le compteur d’itération
et nous réexécutons la boucle tant que (i < j). Enfin, la fonction retourne la valeur de i
et le nombre d’itération y.
Ainsi, nous pouvons calculer la fonction de masse de Y de façon exacte comme le
montre le tableau 6.VII. Nous notons dans le tableau 6.VII (λ=2) que l’algorithme de
recherche aura besoin, dans 67% du temps, d’effectuer au plus 3 itérations avant de
trouver la v.a. X . Pour le cas de λ= 10, le tableau 6.VIII montre que pour 80% des cas la
recherche nécessitera entre 5 et 6 itérations. Pour λ = 100 le nombre d’itérations varie
entre 7 et 8 de façon assez proche, tandis que pour un grand λ = 1000, l’algorithme
aura besoins de 9 itérations 93% des fois. Notons que le reste des valeurs de yi ont
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des probabilités exactement égales à zéro. Cela s’explique par le fait que la recherche
dichotomique a toujours besoin de soit blog2 kc ou dlog2 ke itérations pour trouver la
valeur recherchée, telle que k est la taille de la partie du tableau CDF dans laquelle on
débute la recherche [5].
Par exemple, la tableau 6.IX contient le nombre d’itérations effectué par la recherche
dichotomique pour chacune des valeurs de λ , dans le cas où on ne s’arrête pas à cause
de la condition U ≤CDF [0] et le cas similaire lorsque l’on va à droite. Ainsi, les valeurs
du tableau ont été calculées en appliquant les deux formules logarithmiques précédentes
(plus la valeur 1) sur les tailles kL et kM qui correspondent respectivement au nombre
d’éléments du tableau CDF qui sont inférieurs et supérieurs à la médiane xmed pour
chaque λ . L’ajout de la valeur 1 à la formule logarithmique s’explique par le fait que la
recherche dichotomique effectuée par la fonction clprobdistPoissonInverse-
CDFWithObject(dist,u, out y) sur les k éléments du tableau exécute une ité-
ration au début de la recherche pour déterminer quel côté du tableau choisir, cette étape
n’est pas pris en compte dans le calcul avec la formule logarithmique dans le tableau
6.IX puisque nous prenons en considération seulement kL et kM.
6.2.4.2 Fonction de répartition du maximum des Yi
a) Cas de l’exécution du warp sans (ou avec peu de) divergence
Pour un warp contenant w WI et dans le cas où il n’y a pas de divergence, le temps
que prendra le warp pour finir son exécution sera égal au temps pris par le WI le plus
lent. Notons dans ce cas M = max(Y1, ...,Yw) comme étant le maximum des Yi qui sera
inférieur ou égal à y si et seulement si tous les Yi sont inférieurs à ce y et on écris :





donc, nous pouvons calculer le CDF du maximum des yi à partir du CDF FY (y) de Y
comme suit : FM(y) = P(M ≤ y) = (FY (y))w.
b) Cas de l’exécution du warp avec divergences des WI
107
























Tableau 6.VI – La fonction de masse de X
pour une loi de Poisson avec λ = 2 et avec
les nombres d’itérations yi






Tableau 6.VII – La fonction de masse de
Y pour une loi de Poisson avec λ = 2
λ= 10 λ= 100 λ= 1000
yi P(Y = yi) yi P(Y = yi) yi P(Y = yi)
1 0.000045400 1 2.0E-16 8 0.022333385
4 0.402922375 7 0.662142131 9 0.924949831
5 0.180071975 8 0.337287869 10 0.052716784
6 0.406131320
7 0.010828930
Tableau 6.VIII – La fonction de masse de Y pour une loi de Poisson avec différents λ
Dans le cas de la divergence, le warp aura deux chemins d’exécution (branches) à
effectuer ; un premier qui sera exécuté par une partie des WI qui ont évalué la condition
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λ = 2 λ = 10 λ = 100 λ = 1000
kL = 3 kH = 20 kL = 10 kL = 35 kL = 71 kL = 92 kL = 249 kL = 259
1 + blog2 kc 2 5 4 6 7 7 8 9
1 + dlog2 ke 3 6 5 7 8 8 9 10
Tableau 6.IX – Le nombre d’itération calculé en fonction de λ
à vrai et un autre chemin pour le reste des WI. Cela correspond à une exécution en série
pour la portion de code soumise à la formule conditionnelle. Cela implique que le temps
que prendra le warp pour finir son exécution sera potentiellement plus important que le
temps pris par l’exécution parallèle des WI n’ayant pas de divergences (cas précédent).
6.2.4.3 Analyse du gaspillage du temps dans le warp
Pour savoir dans quelle mesure le phénomène de la divergence des WI affectera la
performance du warp dans la génération des variables aléatoires nous avons effectué les
étapes suivantes :
1. Nous exécutons, au niveau du GPU-A, un seul work item (w=1) qui génère un
million de variables aléatoires selon la loi de Poisson avec tableau pour λ = 2,
et nous mesurons le temps d’exécution en secondes. La valeur du temps trou-
vée constitue le temps de référence qui sera utilisé pour calculer le pourcentage
d’augmentation du temps d’exécution (ralentissement) de la simulation prove-
nant de la divergence ou d’autre forme "d’overhead." Nous ferons cela avec dif-
férentes valeurs de λ et de w.
2. Nous répétons l’étape (1) et nous fixons la taille du warp à w = 2 et nous modi-
fions la valeur de λ de 2 à 2000. Cela en mesurant le temps d’exécution.
3. Nous effectuons la même chose que précédemment mais pour w = 32 puis pour
w = 64, c.-à-d. nous exécutons d’abord 32 work items et chacun produira à lui
seul un million de variables aléatoires pour différentes λ , et nous mesurons le
temps d’exécution. Enfin nous effectuons la même chose avec 64 work items.
Dans les tous les cas, nous nous sommes assurés d’utiliser la même séquence de
variables aléatoires uniformes pour chacun des WI, cela pour permettre de comparer
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seulement l’impact qu’a eu la modification de λ ou w.
Cette expérimentation a donné les 15 temps d’exécutions illustrés dans la colonne
(a) du tableau 6.X, dans lequel nous notons aussi les colonnes suivantes :
— La colonne (b) correspond au pourcentage de ralentissement des work item(s)
pour la même taille de warp, mais pour différentes valeurs de λ . Ainsi, dans le cas
d’un seul WI, nous notons que lorsque la valeur de λ passe de 2 à 2000 le temps
d’exécution augmente de 70%. Cela s’explique par le fait qu’en augmentant λ ,
la taille Nmax du tableau précalculé augmente aussi selon la formule Nmax = (λ +
16× (2+
√
λ )) - voir section 5.2.1.5, ce qui fait que le WI passera plus de temps
à faire la recherche dichotomique.
— La colonne (c) représente le pourcentage de ralentissement de la simulation pour
la même valeur de λ , mais pour différentes valeurs de w (taille du warp). Nous
notons par exemple dans la première ligne du tableau (pour λ = 2) que le warp
ayant 64 WI a eu besoin de 96% plus de temps pour générer les 64 millions v.a.
comparativement au cas d’un seul WI (qui a généré 106 variables aléatoires).
Le ralentissement dans ce cas est dû à la divergence des WI lors de l’exécution
parallèle. Plus la taille du warp est grande, plus il y a risque qu’un WI ralentisse
les autres WI qui sont dans le même warp.
Globalement, nous notons que la génération des v.a. de Poisson avec tableau ne crée
pas beaucoup de divergence, parce que si l’on prend le cas de w = 64 et en supposant
que chaque work item avait divergé complètement par rapport à chaque autre work item
du même warp, alors cela aurait donné un facteur de ralentissement de 64 par rapport au
temps qu’aurai pris un seul work item, alors que dans le cas présent pour λ = 2000, si
l’on divise le temps pris par 64 WI sur le temps pris par un seul WI (23.68 / 68.33) nous
obtenons un facteur de ralentissement d’environ 2.9. Cela indique aussi que le warp n’a
pas perdu beaucoup de parallélisme lors de l’exécution de la recherche dichotomique.
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Tableau 6.X – Temps d’exécution (en secondes) et pourcentages de ralentissement d’un
warp suivant différents λ et différents w pour la génération de v.a. de Poisson avec ta-
bleau


























2 13.89 26.24 89% 27.26 96%
10 16.80 21% 34.50 31% 105% 36.11 32% 115%
100 20.18 45% 47.01 79% 133% 50.20 84% 149%
1000 22.81 64% 59.38 126% 160% 65.10 139% 185%




Nous avons présenté dans ce mémoire la conception et le développement des inter-
faces de programmation clRNG et clProbDist pour la génération de nombres aléatoires
sur dispositifs de calcul parallèles. Nous avons vu comment grâce à OpenCL nous avons
pu faire abstraction de la dissimilarité du matériel et implémenter différents types de
générateurs qui produisent des nombres aléatoires uniformes et non uniformes. Ces gé-
nérateurs ont des streams et sous-streams qui peuvent être créés au niveau du hôte et
utilisés par les work items au niveau des dispositifs de calcul. Nous avons aussi évalué
différentes configurations pour chaque API sur plusieurs dispositifs. Ces interfaces de
programmation sont déjà disponibles sur Internet et peuvent être exploitées par les utili-
sateurs. Nous pensons que ce travail a permis de produire d’excellents outils nécessaires
surtout aux simulations dans le contexte parallèle. Ce travail nous a permis d’apprendre
les détails d’implémentation et de tests de différents types de générateurs. Notre étude
de l’environnement OpenCL est définitivement un atout qui sera utilisé dans nos futurs
projets afin d’optimiser la performance des applicatifs. Toute la démarche de conception
et d’implémentation nous a permis de nous imprégné du processus de recherche scien-
tifique dans la collecte d’informations ainsi que dans l’expérimentation, l’analyse et la
présentation des résultats.
À l’avenir, il serait intéressant de modifier les algorithmes utilisés dans la génération
de nombres aléatoires pour qu’ils exploitent encore plus le parallélisme au niveau des
dispositifs, par exemple pour effectuer le calcul matriciel de façon parallèle au niveau du
PE ou le remplacement des boucles à l’intérieur des kernels par des appels récursifs grâce
à l’utilisation de la nouvelle version d’OpenCL 2.0 ; il faudra expérimenter la différence
de performance dans ce cas. Nous avons noté que le temps nécessaire au lancement des
kernels était un peu long parce que l’environnement OpenCL prend du temps à compiler
toute l’API à chaque fois, même si le work item avait besoin de quelques fonctions
seulement ; pour remédier à cela, les deux APIs doivent être divisées en plusieurs petits
modules qui peuvent être inclus dans les kernels de façon indépendante. Pour clProbDist,
il faut offrir aux utilisateurs plus de choix dans les lois de probabilité implémentées.
Nous pourrons aussi revoir et adapter la conception des API pour qu’elles puissent être
exploitées sur d’autres types de dispositifs tels que les FPGA et MPPA.
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