Abstract. In this note we give a rigorous definition of quasinormal modes for KerrAdS black holes. More precisely, we show that the resolvent of the stationary KleinGordon operator for a Kerr-AdS metric forms a meromorphic family of operators. Consequently, the poles are of finite rank and form a discrete subset of the complex plane.
Introduction
Quasinormal modes (QNMs) for black holes have been extensively studied in the physics literature -see recent reviews [1] , [11] . The particular case of Kerr-AdS black holes has been popular due to its connections with string theory and the AdS-CFT correspondence [8] , [17] .
The purpose of this paper is to use recent advances in the microlocal study of wave equations on black hole backgrounds due to Vasy [15] to study global Fredholm properties of the stationary problem. In particular, using the "black box" approach of Sjöstrand-Zworski [14] we are able to show meromorphy of a natural family of operators with poles of finite rank. QNMs are then defined as poles of that family, with multiplicities given by the rank of the residue. This extends the results of Warnick [16] to Kerr-AdS metrics with arbitrary rotation speeds, where the metric is no longer stationary.
For notation and definitions, we refer to Section 2 below. Let (R × X 0 , g) denote the the exterior of a Kerr-AdS spacetime with parameters (a, l, M ). Furthermore, suppose α satisfies α > −9l 2 /4 and let P σ denote the stationary Klein-Gordon operator on X 0 defined by P σ u = e iσt Σ( g + α)e −iσt u.
The simplest way to state our result is to say that there exists a family of operators whose poles define QNMs:
There exists a meromorphic family of operators
QNMs are defined as the poles of R σ , with (finite) multiplicity given by
This theorem is a corollary of results in Section 6, which show that in a natural sense, R σ is the unique inverse of P σ . Obtaining uniqueness comes from imposing boundary conditions at the AdS end for elements in the image of R σ . Throughout this paper, we actually study an extension of P σ across the event horizon. We then compactify the boundary component which now lies on the 'other side' of the event horizon. Our results in Section 6 show that once a complex absorbing operator supported away from X 0 is added, our operator actually has the Fredholm property. Crucially, the addition of the absorbing operator does not affect solutions in a neighborhood of X 0 .
In the Schwarzschild-AdS case a = 0, the operator P σ depends on σ in a simple way, namely P σ = r 4 ∆ −1 r (P −σ 2 ) for an appropriate differential operator P . Moreover, on an appropriate domain D(P ) incorporating boundary conditions at the AdS end,
r drdω) can be made into a self-adjoint operator (even for real σ it is not clear that P σ can be made into a self-adjoint operator when a = 0, due to the lack of ellipticity near the event horizon). Consequently, given f ∈ C ∞ c (X 0 ), the equation (P − σ 2 )u = f admits a unique solution when Im σ > 0. In that case, we have the following corollary. QNMs are typically defined in the physics literature via the Regge-Wheeler-Zerilli formalism [6] . We briefly review this procedure for the simplest case of a SchwarzschildAdS metric. As above, consider the equation (P − σ 2 )u = 0, where P − σ 2 is the operator obtained from (r 2 ∆ −1 r )( g + α) by replacing D t with −σ. Then
where D 2 S 2 is the Laplacian on S 2 with respect to the round metric. Now P naturally decomposes into a direct sum of operators P = ⊕ P acting on the space of spherical harmonics at a fixed angular Fourier mode . Conjugating by r −1 and changing to a tortoise coordinate r → x, each operator rP r −1 has the form (rP r −1 v)(r(x)) = D This singularity is characteristic of asymptotically AdS metrics. We say that σ is a QNM (with respect to an appropriate self-adjoint boundary condition at r = ∞) if there exists such that (rP r −1 − σ 2 )v = 0 admits a solution with prescribed boundary conditions: v(x) should represent as outgoing wave as x → ∞ and satisfy the corresponding self-adjoint boundary condition at x = 0 (this last point is nontrivial in the range −9/4 < α < −5/4 since rP r −1 admits many self adjoint realizations)
QNMs for a rotating Kerr-AdS metric can also be defined by separation of variables -that this is possible is a consequence of the complete integrability for the null-geodesic flow. Since the property of complete integrability is not stable under perturbations, we do not go into detail here. Indeed, the purpose of this paper is to provide a robust definition of QNMs for Kerr-AdS metrics via Theorem 1 which does not depend on any extra symmetries.
Since QNMs are analogues of bound states for open systems, a fundamental mathematical issue is whether they form a discrete subset of the complex plane. When QNMs are defined by separation of variables, this can be interpreted in two different ways: the first question is whether QNMs at a fixed Fourier mode can accumulate, and the second is whether QNMs for different Fourier modes can accumulate in the large mode limit.
The Regge-Wheeler equation (rP r −1 − σ 2 )v = 0 at a fixed Fourier mode in the nonrotating case fits into the framework of classical one-dimensional scattering theory, where it is well known that the scattering resolvent exists and forms a meromorphic family of operators [5] . Therefore discreteness of QNMs for fixed is solved by identifying them as poles of this resolvent. This issue is more delicate for general rotating Kerr-AdS metrics, where the lack of ellipticity near the event horizon makes it difficult to define the scattering resolvent by standard methods.
Nevertheless, discreteness of QNMs for Kerr-AdS metrics at a fixed Fourier mode has recently been established by Warnick [16] . This result holds for the full range of KerrAdS paramters (a, l, M ) defining a subextremal black hole. In fact, this discreteness result holds true for more general "locally stationary" asymptotically AdS metrics once the notion of a fixed Fourier mode is appropriately generalized (these spacetimes have additional symmetries) -see [16, Sect. 5] .
The question of discreteness in the large mode limit is more difficult. This too has been established in [16] for stationary asymptotically AdS metrics, namely those admitting a global Killing field which is null at the horizon and otherwise timelike. A remarkable fact is that a Kerr-AdS metric whose rotation speed satisfies the HawkingReall bound |a|l < r 2 + is in fact stationary [8] . This is in sharp contrast to Kerr and Kerr-de Sitter metrics which are never stationary as soon as a = 0. On a related note, also remark that boundedness results for solutions to the Klein-Gordon equation on Kerr-AdS backgrounds are only known below the Hawking-Reall bound [9] , [10] . , or equivalently (a, l, r + ), for which meromorphy hold. On the left is a plot of |a|/l vs. M/l and on the right is a plot of |a|/l vs r + /l. The blue shaded region shows the full range of admissible parameters, while the purple region is the regime r 2 + > |a|l for which meromorphy was established in [16] The approach taken in this paper is to decouple the behavior near the event horizon from the behavior near the AdS end. This is based on the observation that the problem near the AdS end has the same Fredholm properties as an elliptic operator on a compact manifold. Meanwhile, the scattering problem near the event horizon can be understood by applying the results in [15] . This follows the general philosophy of "black box" scattering, originally formulated for Euclidean scattering in [14] : Fredholm properties for a scattering problem should not depend on the precise nature of the perturbation in any compact set (the black box), so long as the operator is reasonable near infinity (in this case the event horizon). The only real requirement in the black box is that the operator restricted there has compact resolvent. In the context of a Kerr-AdS metric, we treat the AdS end as a black box. We then glue the two inverses (near the event horizon and near the AdS end) in the spirit of [14] to construct a parametrix for the global problem, thereby establishing the Fredholm property.
Kerr-AdS spacetime
We describe a Kerr-AdS spacetime with AdS radius l > 0 by specifying mass M > 0 and angular momentum per unit mass a. The constant l 2 is related to the (negative) cosmological constant by l 2 = −Λ/3. Define the function
In the Schwarzschild-AdS case a = 0, it is easy to see that ∆ r has a unique positive root r + . On the other hand, if a = 0 then ∆ r (0) > 0 and ∂ r ∆ r (0) < 0, while ∆ r (r) → ∞ and ∂ r ∆ r (r) → ∞ as r → ∞. Since ∂ 2 r ∆ r > 0 it follows that when a = 0 any real root of ∆ r must be positive, and there are at most two real roots.
When it exists, the largest real root is denoted by r + > 0. The only restrictions we make on the black hole parameters (l, M, a) are |a| < l; r + exists and
Note that the second condition is the statement that the black hole is nonextremal. Therefore there exists 0 < r 0 < r + with the implication
Both of these conditions are automatically satisfied when a = 0.
Since ∆ r is a smooth strictly increasing function on {r ≥ r 0 }, it is frequently convenient to use ∆ r as a coordinate on {r ≥ r 0 }; therefore if γ > 0 is sufficiently small then ∂ r ∆ r > 0 for ∆ r > −γ. We will frequently use uppercase R to denote a point as measured in ∆ r coordinates, namely R = ∆ r (r).
2.1. Kerr-AdS metric. Let X 0 = (r + , ∞) × S 2 and M 0 = R × X 0 . Away from the North and South poles q ± we use spherical coordinates (φ, θ) on S 2 \ {q + , q − } ∼ =
In Boyer-Lindquist coordinates the metric is singular at {r = r + }; the usual change of coordinates shows that the metric extends smoothly across the event horizon {r = r + }. More precisely, given a (yet unspecified) function c(r) which is smooth in a neighborhood of {r = r + }, define a new coordinate system (t, x) = (t, r, θ, φ) by setting
where
As initial conditions, we require that F t , F φ vanish at r = ∞. Finally, assume that F t (r) = 0 for r sufficiently large. In these coordinates the metric g extends to
In order to fix F t (r), we want to choose c(r) with the property that dt is timelike for G (or equivalently for ΣG), in other words
If χ(r) ∈ C ∞ c ((0, ∞)) satisfies 0 ≤ χ ≤ 1 and χ = 1 in a neighborhood of {r ≤ r + } then we may take
Indeed, use |a| < 1 to conclude that sin 2 θ ≤ ∆ θ . Then ΣG(dt, dt) > 0 is implied by the inequality
> 0 and ∆ r + 2M rχ > 0, by expanding terms this is further implied by the inequality
2.2. Klein-Gordon equation. We are interested in solutions to the Klein-Gordon equation ( g + α) u = 0 where the mass satisfies the Breitenlohner-Freedman bound α > −9/4 [2] . If (t,x) = (t, r, θ,φ) represents a point of M + in Boyer-Lindquist coordinates and (τ,ξ) = (τ, ξ r , ξ θ , ξφ) are the corresponding momenta, then the principal symbol of g is given by
Note p in fact only depends on (r, θ,ξ). Expressed in (t, x) coordinates, the principal symbol then takes the form
2.3. Stationary operator. Since we are only interested in the nullspace of g + α, it is convenient to multiply this equation by Σ. If u is a function of x = (r, θ, φ), then the stationary operator given by
Semiclassically, we study P (z) = h 2 P h −1 z , where hσ = z -see Section 3.1 for some semiclassical preliminaries. Formally, the semiclassical principal symbol p = σ h (P (z)) is then given by p(r, θ, ξ) = Σp(r, θ, −z, ξ).
The only issue with this is that as far as the mass term is concerned, h 2 Σα ∼ h 2 αr 2 as r → ∞ which is in general unbounded, but away from infinity it is a lower order term.
Remark 2. Recall that we have scaled l = 1. In the original scaling the Klein-Gordon equation considered here corresponds to l 2 ( g + αl −2 ). This means that the bound α > −9/4 should be replaced by α > −9l 2 /4 in the original scaling.
So far we have been vague about the base manifold on which P σ acts. Given γ > 0, let
which is consistent with our previous notation X 0 = (r + , ∞) × S 2 . This manifold has a natural 'boundary' component {∆ r = −γ} × S 2 . Let us denote byẊ γ the resulting manifold obtained by gluing a three-disk to this component. For now P σ ony makes sense for functions on X γ but eventually it will be important to extend it (subject to certain conditions) toẊ γ for some γ > γ. In fact, we will show the Fredholm property for P σ − iQ σ , where Q σ is an appropriate absorbing operator whose Schwartz kernel is supported away from X γ . We will then show that neither the extension of P σ nor the addition of Q σ affect solutions to
Fix numbers R K > 0, r A > r + and r 1 < r 2 satisfying
These numbers will be specified later. We will make use of the decomposition
We also defineẊ K γ where both boundary component are compactified; thenẊ K γ is compact, unlikeẊ γ .
The Kerr end
Near the Kerr end we use the results of Vasy [15] to obtain a local parametrix. As noted in Section 2.3, this will require us to consider a related operator P σ −iQ σ . In [15] , Fredholm properties for such an operator are established via a priori estimates, which in turn follows from propagation results. Our main task is to therefore understand the null-bicharacteristics of p.
In the case of a Kerr-de Sitter metric, this has been done in detail in [15, Section 6] . All the algebraic manipulations in [15, Section 6] involving objects like x, ξ, ∆ r , ∆ θ also apply here; it is only when individual properties of ∆ r , ∆ θ , Ξ are used that we must note the difference. Therefore we refer to [15] for all the formal calculations and then draw the relevant conclusions in our case.
Without yet specifying either γ or R K , we work onẊ K γ for some γ > γ. We take this opportunity to fix a positive definite dual metric H onẊ 
We work exclusively with classical and classical semiclassical symbols. A function
The space of classical symbols will be denoted S m (Y ). In the semiclassical setting, say 
We say that A is semiclassically elliptic if it is elliptic on T * Y , and classically elliptic if it is elliptic on S * Y . Complementing these notions of ellipticity, we can define the characteristic set char(A) = { ξ −m σ(A) = 0} and the classical characteristic set
3.2. Classical dynamics. The principal symbol of P (z) on T * X has the expression
Consider the characteristic set char(p) as a subset of T * X. Then ξ −2 p is a smooth function on T * X so that
Here we use the Riemannian metric H restricted to X to define ξ = (1 + |ξ|
First we analyze the dynamics on S * X for ξ −2 p| S * X . Let char (p) = char(p) ∩ S * X denote the classical characteristic set. Then we have
The expression (3.1) shows that char (p) does not intersect {ξ r = 0} since that would implyξ θ =ξ φ = 0 =ξ r which cannot happen on S * X.
Since {ξ r = 0} ⊃ char (p), we can further use projective coordinates (ρ = |ξ r | −1 ,ξ θ = ρξ θ ,ξ φ = ρξ φ ) in a neighborhood of char (p) ⊂ T * X. In these coordinates, we have
so the Hamilton vector field at S * X near char (p) is given by
Next we identify a radial source and sink for the flow at the event horizon. Let
and denote by L ± the image of Λ ± in S * X. Note that
If ρ 2p vanishes within char (p) then by inspection this forces ∆ r = 0 and hence ρ 2p is a homogeneous of degree 0 defining function for L ± within char (p) which vanishes quadratically on L ± .
For later use also observe that
Lemma 3.1. The following conditions are satisfied at S * X.
(1) The hypersurface {ξ r = 0} separates char (p) into two disjoint components given by char (p) Proof. (1) As mentioned above, the decomposition of char (p) follows from (3.1). The second part follows just as in [15, Eq. 6.11]: using ∆ θ sin 2 θ ≤ 1, on char (p) we write
which combined withξ r = 0 shows that ∆ r ≤ a 2 on char (p).
(2) These facts are established in [15, Sect. 6 .3] without change. We remark that the source/sink property is a direct consequence of (3.4).
We now establish a classical nontrapping condition which says that null-bicharacteristics on S * X tend either to L ± or otherwise leave {∆ r > −δ 0 } for sufficiently small δ 0 > 0.
on char (p), then the following alternatives hold:
Proof. Choose δ 0 > 0 so that ∆ r (r) > −δ 0 implies r > r 0 , and hence ∂ r ∆ r is bounded away from zero. Then the equation (3.4) implies that ρ 2p grows exponentially along the flow in the forward time direction on char (p) + and in the backward time direction on char (p) − . Since the vanishing of ρ 2p defines L ± within char (p), the second and fourth properties hold. The first and third properties follow from the same argument as in [15, Section 6.3] , namely that on char (p) we have the inequality
which shows that eventually ∆ r ≤ −δ 0 along the flow in the appropriate time direction.
Remark 3. In the Kerr-de Sitter case, an additional restriction must be placed on a to ensure that the appropriate ∆ r in that case has derivative which is bounded away from zero in the region {∆ r ≤ a 2 }, see [15, Eq. 6.13] . This is needed to show the above nontrapping condition, which in turn is crucial to showing discreteness of QNMs. This does not present a problem here since ∂ r ∆ r is always strictly positive for r ≥ r 0 .
We need two more calculations, not directly related to dynamics.
for some β + > 0. 3.3. Semiclassical dynamics. The results of the previous section establish the structure of p at S * X; combined with the construction of an appropriate Q σ in the next subsection 3.4 would suffice to show Fredholm properties. On the other hand, to obtain meromorphy and high energy estimates for the resolvent, we also need semiclassical information, namely the behavior of char(p) on the interior T * X.
Lemma 3.4. For z = 0 the characteristic set char(p) has the following properties.
(1) The hypersurface {G(ξdx − Re zdt, dt) = 0} separates char(p) into two disjoint components given by char(p) (1) If both p(x, ξ) and G(ξdx−Re zdt, dt) vanished then since dt is timelike we would have
But this would imply that ξdx − Re zdt is lightlike and also orthogonal to the timelike vector dt, which is impossible.
(2) The same argument as above shows that if Im z = 0 then Im p(x, ξ) = 0 implies Re p(x, ξ) = 0.
3.4.
Complex absorption. When acting on functions defined on X, let us write
To apply the results of [15] we view X as an open submanifold ofẊ and extend P K (z) to an operatorṖ K (z) onẊ. We then consider the operatoṙ P K (z) − iQ(z) for an appropriately chosen complex absorber Q(z).
h (Ẋ) depend holomorphically on z ∈ Ω. Then the pair (Ṗ K (z), Q(z)) is said to be admissible if there exists χ ∈ C ∞ (Ẋ) with χ = 1 in a neighborhood of X such that following conditions hold:
(2) The Schwartz kernel ofṖ
for some γ < γ 0 < γ . Furthermore, ± Re q ≥ 0 near char(Reṗ) ± . (5)ṗ| S * Ẋ ×{h=0} and q| S * Ẋ ×{h=0} are independent of z. (6) For some θ 0 > 0, ε > 0, Ω ⊃ {|z| = 1; θ 0 < arg z < θ 0 + ε}.
We now give an explicit construction of an admissible pair (Ṗ K (z), Q(z)). Given a fixed C > 0 and an integer j ≥ 1, let
Using the metric H onẊ, define
where the j'th root is chosen positive on the positive real axis, with a branch cut along the negative real axis. With this definition, p is holomorphic for z ∈ Ω j (h). Furthermore, p ∈ Ψ 2 h (Ẋ) is classically elliptic (its classical principal symbol is that of the Laplacian corresponding to H). Now fix γ < γ 2 < γ 1 < γ and then choose standard cutoffs χ 1 + χ 2 = 1 where χ 1 is supported on {−γ 1 < ∆ r < R K + γ 1 } and χ 2 is supported on {∆ r < −γ 2 } ∪ {∆ r > R K + γ 2 }. Then an extension of p to T * Ẋ is given bẏ
which depends holomorphically on z ∈ Ω j (h). Let us writeṖ K (z) for an operator with principal symbolṗ, subject to the support condition on its Schwartz kernel given in Definition 3.5.
Proof. The construction of such a Q(z) and the admissibility of (Ṗ
3.5. Parametrix I. We may now apply the results of [15, Sect. 2] . Restoring the original scaling, we obtain operatorsṖ K σ , Q σ . These operators are holomorphic in σ ∈ Ω j := Ω j (1) and depend on the choice of j ≥ 1.
Define the spaces
Since the classical principal symbol ofṖ K σ − iQ σ is independent of σ by (5) of Definition 3.5, it follows thatṖ
The main theorem of this section is stated below.
where β + given by (3.5), with a meromorphic inverse
holds for σ ∈ {σ ∈ Ω : Im σ > C 0 + | Re σ|} (4) Suppose that (Ṗ σ , Q σ ) defined for σ ∈ Ω is also admissible. Suppose that χ ∈ C ∞ (Ẋ) satisfies χ = 1 on X and is supported in a sufficiently small neighborhood of X. If f ∈ Y s , then
We also need improved estimates (elliptic estimates as opposed to nontrapping estimates) for R K σ when σ is in the upper half plane and we are away from the ergoregion (namely away from the region ∆ r ≤ a 2 where we don't have classical ellipticity). In the following lemma we use the notation f ≺ g to mean that g ≡ 1 on supp f . 
Proof. Begin by choosing χ ≺ ψ where also a neighborhood of supp ψ is contained in {∆ r > a 2 }.
(1) By definition, X s is closed under multiplication by smooth functions, so χv ∈ X s . Again by definition, this implies that P K 0 χv ∈ H s−1 . Inserting ψ, we get P K 0 ψχv ∈ H s−1 . Since P K 0 ψ is classically elliptic, by elliptic regularity we have χv ∈ H s+1 .
(2) We return to the semiclassical rescaling. First note that R K (z 0 ) exists for z 0 = |σ 0 | −1 σ 0 . For Im z > we can extend P K (z) to an arbitrary elliptic (classically and semiclassically) differential operator P (z) on X = T × S 2 where T is a torus containing supp ψ 0 in its interior. We require that P (z) = P K (z) in a neighborhood of supp ψ contained in {∆ r > a 2 } (how P (z) depends on z outside this neighborhood is irrelevent). By standard semiclassical elliptic estimates -see [19, Section 4.7] for example) -it follows that P (z) is invertible for h small enough and
Then we apply the formula
If we now choose a sequence χ ≺ ψ N ≺ . . . ≺ ψ 1 ≺ ψ, we may successively insert factors [P (z), ψ j ]P (z) −1 to write
Combine the two estimates
for any integer N . Thus χR K (z) admits the same elliptic estimates as χP (z) −1 ψ.
The AdS end
Now we work on X A = (r A , ∞) × S 2 for a large r A . Here it is convenient to use Boyer-Lindquist coordinates. If we identify Dt = D t and Dφ = D φ then the stationary Klein-Gordon operator is given by
which is hence related to P σ by the formula e iσFr P σ e −iσFr u(r, θ,φ) = P σ u(r, θ, φ)
We may assume that F r in 2.3 satisfies F r = 0 for r > r + + δ and any δ > 0. In that case we can drop the additional conjugations since in particular exp ±iσF r = 1 for r > r A .
As before we define the semiclassically rescaled version by P(z) = h 2 P h −1 z . Here we must carefully account for the term Σα.
Let use write P
A (z) = P(z)| X A . Using that h 2 Σ = h 2 r 2 + h 2 a 2 cos 2 θ and absorbing the second term into B(z), write
where B(z) ∈ Ψ 2 h (S 2 ) (treating r as a parameter) with principal symbol
The same ellipticity arguments as in Lemma 3.4 apply here: when ∆ r > a 2 we have
which is the statement that outside the ergoregionξ is spacelike, or equivalently b is classically elliptic on T * S 2 uniformly in r. Therefore we choose r A so that r > r A implies ∆ r > a 2 . Furthermore, dt is timelike since for r > r + we have
Therefore we see that b is elliptic on T * S 2 for Im z = 0, uniformly in r.
Tortoise coordinate.
To simplify the appearance of P A (z) we first multiply through by µ(r) = r −4 ∆ r (which is strictly positive and bounded away from zero on X A ) and then conjugate by r −1 . We calculate
is smooth and bounded with all its derivatives. We now introduce the tortoise coordinate x(r) given by
Taylor expanding around r = ∞, it is easy to see that the inverse x → r(x) satisfies
If f (r) is a function of r, let T denotes the change of variables (T f )(x) = f (r(x)). Then
where ν = α + 9/4 and W x is also smooth and bounded with all its derivatives. The bound α > −9/4 translates into the condition that ν > 0. Here we are working on the interval I = (0, x(r A )).
Note the appearance of the Bessel operator
. From the perspective of unbounded self-adjoint operators, we let τ ν initially act on the domain C ∞ c (I) and then consider its self-adjoint extensions. For simplicity we restrict our attention to the Friedrichs extension denoted L ν . Indeed, if ν > 0 then τ ν is bounded from below by the Hardy inequality. For properties of L ν we refer to Appendix A. In particular, there exists a natural Sobolev-type space B 2
is uniformly bounded in h. ) is constructed for s ∈ R but these spaces have the unfortunate property that multiplication by a function of x is in general not bounded on B s . We therefore only consider our operator as acting B 2 → L 2 (I).
Remark 5. All the results in this section and Appendix A also apply to any selfadjoint extension of τ ν which is bounded from below (this always requires ν ≥ 0) and has discrete spectrum (which actually holds for all self-adjoint extensions).
Elliptic estimates. Now we analyze invertibility properties of h
where we view x ∈ I as a parameter. We begin by inverting a related operator h 2 L ν + B (z) defined as follows.
We now construct a parametrix for h 2 L ν + B 0 (z) when Im z > and use it to invert h 2 L ν + h 2 W x + B (z) for small enough independent of h. The advantage of working with the constant coefficient operator is that we may apply the pseudodifferential calculus of Appendix A.2.
Lemma 4.1. Let ε > 0. There exists h 0 > 0 and > 0 such that if h ∈ (0, h 0 ) and
exists and satisfies the elliptic estimate
Proof. The principal symbol of h 2 L ν + B 0 (z) is ζ 2 + b 0 in the sense of A.2. In other words, if we replace ζ 2 with the n'th eigenvalue h 2 λ 2 n of h 2 L ν and ψ n (x) is the corresponding eigenfunction, then for any
. We therefore view ζ as an extra cotangent variable, and for Im z > ε we have classical and semiclassical ellipticity. By the usual calculus (just as is done [19, Section 4.7] in the standard case) we may construct left and right parametrices E l , E r ∈ Ψ −2
Note that B 0 (z) − B (z) can be written in the form
From Lemma A.1 (rather its natural semiclassical analogue, to be precise), it follows that B 0 (z) − B (z) B 2 h →L 2 = O( ) for sufficiently small and
h for and h sufficiently small. Therefore
h has operator norm not exceeding 2, for example. A similar calculation on the right shows
h → L 2 is invertible for and h small enough, with uniformly bounded inverse.
Parametrix II. Undoing the conjugations, we define
where we define
Similarly we define H s without the semiclassical scaling (with H s = H By the results of the previous section, we get that
exists and maps L 2 into H 2 h . We can also drop the semiclassical rescaling and consider R A,
The elliptic interior
Finally we consider the intermediate region r 1 < r < r 2 where ∆ r (r 1 ) > a 2 . Here it is again convenient to use Boyer-Lindquist coordinates to express the stationary operator. Given the decomposition (2.6) ofẊ γ , let us choose r 1 such that ∆ r (r 1 ) > a 2 , so that P i (z) = P(z)| X i is classically elliptic on X i . We may consider X i as an open submanifold of a compact manifoldẊ i , by enlarging X i and then either capping off the boundary just as forẊ K γ . As in Section 4, P(z) is semiclassically elliptic for | Im z| > ε. We may then arbitrarily extend P i (z) to an elliptic operatorṖ 
Mapping properties of pseudodifferential operators (see [19, Theorem 8.10 
is uniformly bounded in h. Furthermore, using ellipticity to construct semiclassical parametrices, it follows thatṖ i (z) is invertible on H G s (h) for | Im z| > ε with uniformly bounded inverse; let us denote this inverse by R i (z). Finally, note that the inclusion H Gs(h) → H G t (h) is compact for t < s by [19, Theorem 8.10 ].
There are natural classical analogues G s , G s and H Gs , H G s . In that case, we obtain invertibility of the correspondingṖ i σ for σ in a cone {Im σ > C 0 , Im σ > Re σ} with elliptic estimates for the inverse R i σ .
Meromorphic continuation
We fix R K , r A , r , r 1 , r 2 as follows: r A and r K need only satisfy that ∆ r (r K ), ∆ r (r A ) > a 2 (hence lie outside the ergoregion). The reason we specified r A in the first place was in order to have a point where we could impose Dirichlet boundary conditions and hence fix L ν . After fixing r A we choose > 0 and hence r so that R A, (z) exists for h small enough independent of . Here the minimum size of h may well depend on r A which is why it was fixed first. Then choose r 1 < r 2 satisfying ∆ r (r 1 ) > a 2 and
Let us denote byṖ σ the extension of P σ from X γ toẊ γ , defined for σ ∈ Ω j for a fixed integer j. Similarly, let Q σ denote the associated complex absorber. We wanṫ P σ − iQ σ to act on functions which roughly speaking are in X s for r < r K and in H 2 for r > r A . These spaces do not agree on the overlap r A < r < r K and hence we must interpolate between the two using the spaces H Gs , H G s from Section 5.
6.1. Function spaces. Choose χ 0 + χ 1 + χ 2 = 1 subordinate to the open cover {r < r K } ∪ {r 1 < r < r 2 } ∪ {r > r } ofẊ γ . Define
equipped with the norms
It is easy to see thatṖ σ − iQ σ maps X s continuously into Y s . Furthermore, there are natural semiclassical analogues X s h and Y s h and on these spaces the operatorṡ P (z) − iQ(z) are uniformly bounded in h. 
where 
Proof. Compare the two expressions χE(I + F ) −1 and χE (I + F ) −1 in a cone in the upper half-plane contained in Ω ∩ Ω , where both expressions are known to exist. Such a cone exists by the definition of admissibility. Here we chose σ 0 ∈ Ω ∩ Ω to define both E(σ, σ 0 ) and E (σ, σ 0 ). Then
by Theorem 2, so it suffices to show that the first term on the right hand side vanishes. For this use the resolvent identity
Now sufficiently far up in the upper half-plane, consider each term in the Neumann series for (I + F )
On the other hand, by the same Neumann series argument,
Therefore also χE ((I + F ) −1 − (I + F ) −1 ) = 0. The result follows by meromorphic continuation.
Finally, let us relate the previous discussion to Theorem 1. Suppose that σ 0 is not a QNM in the sense of Definition 6.2. If f ∈ C ∞ c (X 0 ) then by extension by zero we naturally have f ∈ C ∞ c (Ẋ γ ). Choosing an admissible pair (Ṗ σ , Q σ ) containing σ 0 in its domain, letũ = (Ṗ σ 0 − iQ σ 0 ) −1 f and then set u =ũ| X 0 . By the support properties ofṖ σ and Q σ , we have
Suppose now that we choose a different admissible pair (Ṗ σ , Q σ ) and defineũ = (Ṗ σ 0 − iQ σ 0 ) −1 f . By Lemma 6.3, it follows thatũ| X 0 =ũ | X 0 (in fact they are equal in a neighborhood of X 0 ) -in this sense the solution u is unique. Note that we do directly address the uniqueness of a priori solutions to P σ u = f . Indeed, u constructed here has the special property that it continues to a solution of an equation onẊ γ .
ORAN GANNOT
The eigenvalues λ
−1 j ν,n , where 0 < j ν,1 < j ν,2 < j ν,3 < . . . are the positive roots of the Bessel function J ν . The L 2 (I) normalized eigenvector corresponding to λ n is given by
.
It is well known that j ν,n satisfy the asymptotic formula
as n → ∞ 
as follows: say that u(x, y) ∈ B ∞ if and only if
Then B ∞ equipped with the countable family of seminorms α k is Frechét space. Its dual equipped with the weak topology, B −∞ , is a subset of D (I × Y ), and L ν + ∆ Y extends to B −∞ by duality. If f ∈ B −∞ with u ∈ B ∞ then we let f, u denote the distributional pairing between f andū; the complex conjugate is taken so that the pairing extends the L 2 (I × Y ) inner product when f is regular. Then f = f, ψ n ⊗ ϕ m ψ n ⊗ ϕ m , f ∈ B −∞ , with convergence in B −∞ .
We now define the mixed Bessel-Sobolev space B s,t by f ∈ B s,t ⇐⇒ f We now discuss some mapping properties. First note that when Y = {0} we obtain spaces B s (I; ν) (we will never write this space as B s to avoid confusion with B s := B s (I, Y ; ν)). Proof. This easily follows using the characterization (A.2).
To prove Fredholm properties we also need compact embeddings. A.2. Pseudodifferential operators. Here we describe the action of certain pseudodifferential operators on B −∞ . The simplest quantization procedure is to consider symbols which are functions on T * Y × spec(L ν ). We can then quantize the factor depending on T * Y by the standard pseudodifferential calculus and the factor depending on spec(L ν ) by functional calculus. Throughout we also incorporate the semiclassical rescaling. For this, we define B 
Given a ∈ S 
