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ON THE EULER CHARACTERISTIC OF KRONECKER MODULI
SPACES
THORSTEN WEIST
Abstract. Combining the MPS degeneration formula for the Poincare´ polynomial of
moduli spaces of stable quiver representations and localization theory, it turns that the
determination of the Euler characteristic of these moduli spaces reduces to a combina-
torial problem of counting certain trees. We use this fact in order to obtain an upper
bound for the Euler characteristic in the case of the Kronecker quiver. We also derive a
formula for the Euler characteristic of some of the moduli spaces appearing in the MPS
degeneration formula.
1. Introduction
In [6], a remarkable formula, called MPS degeneration formula in the following, for the
Poincare´ polynomial of a smooth compact moduli space of stable quiver representations
was derived. Specializing at one this gives a formula for the Euler characteristic. Fixed a
dimension vector, this formula reduces the calculation of the Poincare´ polynomial (resp.
Euler characteristic) to the calculation of an alternating sum of Poincare´ polynomials of
moduli spaces of a related quiver Q¯ obtained by splitting up all vertices in a certain way.
The advantage of this reduction is that only dimension vectors of type one have to be
considered, i.e. dq ∈ {0, 1} for all q ∈ Q¯0.
In combination with the localization theorem of [15], which reduces the calculation of
the Euler characteristic of these moduli spaces to torus fixed point components, it follows
that the Euler characteristic is already obtained by counting tree shaped subquivers of
the universal cover of Q¯ which allow stable representations. The reason for this is that
fixed point components under a torus action are given by moduli spaces of the universal
covering quiver which is tree shaped.
In this paper we mostly concentrate on the Kronecker quiver having two vertices and
m ≥ 3 arrows between them. For coprime dimension vectors (a, b), the moduli spaces of
stable representations are smooth projective varieties, denoted by M sa,b(K(m)). Based on
ideas suggested by M. Douglas, for b ≈ ka the Euler characteristic is conjectured to be
asymptotically given by
lim
a→∞
1
a
lnχ(M sa,b(K(m))) =
K√
m− 2
√
k(m− k)− 1
with K = (m− 1)2 ln((m− 1)2)− (m2 − 2m) ln(m2 − 2m), see [15] for more details.
Even if we cannot verify this conjecture at the moment, in the third section we obtain an
upper bound for the Euler characteristic of Kronecker moduli spaces for coprime dimension
vectors. To do so, by disregarding stability, we determine an upper bound for the number
of tree shaped subquivers of the universal covering which are compatible with some fixed
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dimension vector. In summary, we obtain
lim
a→∞
1
a
lnχ(M sa,b(K(m))) ≤ (k + 1)(ln(m) + ln 2 + 1)− (k − 1) ln k.
Since we have 0 < k < m if the moduli space is not-empty, fixing k and choosing m≫ 0
large enough this coincides with the asymptotic value obtained in [8].
The fourth section is dedicated to the investigating of localization data, i.e. tuples con-
sisting of a finite subquiver of the universal cover and a dimension vector which corresponds
to fixed point components of quiver moduli spaces. We use the fact that the quiver K(m)
is a complete bipartite quiver and that the stability is given by choosing a level structure
on the vertices. Fixed a localization data it turns out that one can recursively split up its
vertices, say of level l, into vertices of level 1 and l − 1 respectively in order to obtain a
localization data with the induced level structure. This construction gives a connection
between localization data coming along with an arbitrary level structure and localization
data with trivial level structure.
The dimension vectors appearing in the MPS degeneration formula are given by tuples
of weighted partitions of the original dimension vector. In the last section we consider
the cases of the partitions (a = 1 · a, ka + 1 = 1 · (ka + 1)) for which it is possible to
determine the Euler characteristic of the moduli spaces M s(1·a,1·(ka+1))(K(m)) exactly. If
the conjecture of Douglas is true, the result shows that it does not suffice to consider the
trivial partition in order to determine the asymptotic value of the Euler characteristic.
Acknowledgements: I would like to thank S. Okada and M. Reineke for valuable discussions
on this topic. I would also like to thank L. Boos and M. Kuschkowitz for inspirational
discussions on the combinatorics treated in this paper.
2. Recollections and Notation
In this section, we introduce notation and recollect several results which are important for
the remaining part of the paper. For an introduction to moduli spaces of representations
of quivers, we refer to [9].
In this paper we restrict to bipartite quivers Q = (Q0, Q1) with vertices Q0 = I ∪J and
m(i, j) arrows between i ∈ I and j ∈ J . On ZQ0 we define a (non-symmetric) bilinear
form, called the Euler form, by
〈d, e〉 :=
∑
q∈Q0
dqeq −
∑
α:i→j
diej
for d, e ∈ ZQ0. By
Nq := {q′ ∈ Q0 | ∃α : q → q′ ∨ α : q′ → q}
we denote the set of neighbours of q ∈ Q0.
For a representation X of the quiver Q we denote by dimX ∈ NQ0 its dimension vector.
Moreover, we choose a level l : Q0 → N+ on the set of vertices. Define two linear forms
Θ, κ ∈ Hom(ZQ0,Z) by Θ(d) =
∑
i∈I l(i)di and κ(d) =
∑
q∈Q0 l(q)dq.
Finally, we define a slope function µ : NQ0\{0} → Q by
µ(d) =
Θ(d)
κ(d)
.
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For a representation X of the quiver Q we define µ(X) := µ(dimX). A representation
X of Q is semistable (resp. stable) if for all proper subrepresentations 0 6= U ( X the
following holds:
µ(U) ≤ µ(X) (resp. µ(U) < µ(X)).
Fixing a slope function as above, we denote by Rsstd (Q) the set of semistable points and by
Rsd(Q) the set of stable points in the affine variety Rd(Q) of representations of dimension
d ∈ NQ0. Moreover, let M sd (Q) (resp. M sstd (Q)) be the moduli space of stable (resp.
semistable) representations. In the following we restrict to Θ-coprime dimension vectors,
i.e. dimension vectors d ∈ NQ0 such that µ(e) 6= µ(d) for all 0 6= e < d. In this case
semistability and stability coincide, and by [4] we have that M sd (Q) is a smooth projective
variety. Note that if κ = dim, we obtain the usual definition of stability.
In this setup it is easy to check that a representation X ∈ Rd(Q) is stable if and only
if we have ∑
j∈J
l(j)d′j >
∑
j∈J l(j)dj∑
i∈I l(i)di
∑
i∈I
l(i)d′i
for all proper subrepresentations U ⊂ X where d′ = dimU .
For a vertex r ∈ Q0 denote by Ar ⊆ Q1 the set of arrows α such that r is a head or tail
of α. Fixing a vertex r ∈ Q0 we consider the quiver Q(r) with vertices
Q(r)0 = Q0\r ∪ {rl,m | (l,m) ∈ N2+}
and arrows
Q(r)1 = Q1\Ar ∪ {α1, . . . , αl : i→ rl,m | α : i→ r, m ∈ N+}
∪{α1, . . . , αl : rl,m → j | α : r → j, m ∈ N+}.
Moreover, we define the level l : Q(r)0 → N on Q(r)0 by l(rl,m) = l whence it coincides
with the original one on the remaining vertices. We again consider the stability induced
by the new level.
If we fix a dimension vector d and a weighted partition dr =
∑p
l=1 lkl, this induces a
dimension vector d¯ of Q(r) in the following way: we set d¯q = dq for all q 6= r and d¯rl,m = 1
for 1 ≤ l ≤ p and 1 ≤ m ≤ kl and d¯rl,m = 0 otherwise. If we think of a dimension vector of
Q(r), from now on we think of a tuple consisting of a dimension vector of Q and weighted
partition of dr.
Let PQd (v) the Poincare´ polynomial in singular cohomology of the moduli space M
s
d (Q).
By [6], see also [10] for a more general setting, we have:
Theorem 2.1. For every Θ-coprime dimension vector d we have
v〈d,d〉−1PQd (v) =
∑
∑
lkl=dr
P
Q(r)
d¯
(v)v〈d¯,d¯〉−1
(∏
l
1
kl!
(
(−1)l−1(y − y−1)
l(yl − y−l)
)kl)
.
Denoting by χ the Euler characteristic (in singular cohomology) we get the following
corollary:
Corollary 2.2. We have
χ(M sd (Q)) =
∑
∑
lkl=dr
χ(M sd¯ (Q(r)))
∏
l
(−1)kl(l−1)
kl!l2kl
.
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Proof. We have
(y − y−1)
l(yl − y−l) =
yl−1(y2 − 1)
l(y2l − 1) =
yl−1(y + 1)
l(
∑l−1
i=0 y
i)(yl + 1)
.

Clearly, this construction can successively be applied to every vertex. Doing this, the
resulting quiver is denoted by Q¯ in the following.
Let Q˜ be the universal covering quiver of Q. Recall that each vertex of Q˜ corresponds
uniquely to a vertex of Q. Denoting by Q(q) those vertices of Q˜ corresponding to q ∈ Q0
a dimension vector d˜ ∈ NQ˜0 is called compatible with d ∈ NQ0 if
∑
q′∈Q(q) d˜q′ = dq for
every vertex q ∈ Q0. By [15, Corollary 3.14] we have:
Theorem 2.3. We have
χ(M sd (Q)) =
∑
d˜
χ(M s
d˜
(Q˜)),
where d˜ ranges over all equivalence classes being compatible with d, and the slope function
considered on Q˜ is the one induced by the slope function fixed on Q.
A tuple consisting of a finite subquiver Q of the universal covering quiver Q˜ of Q and
a dimension vector d ∈ NQ0 with dq 6= 0 for all q ∈ Q0 is called localization data if
M s
d˜
(Q) 6= ∅.
3. An upper bound
In this section, by combining Corollary 2.2 and Theorem 2.3, we determine an upper
bound for the Euler characteristic of Kronecker moduli spaces, i.e. moduli spaces of stable
representations of the generalized Kronecker quiver. In combination with [15, Section 6]
this shows that the Euler characteristic grows exponentially. Moreover, we compare the
result to the conjecture of Douglas.
By K(m) we denote the m-Kronecker quiver with vertices i and j and m arrows
α1, . . . , αm : i → j. In the following we assume that m ≥ 3. Recall that for m ≤ 2
all moduli spaces M s(a,b)(K(m)) are, if not empty, zero- or one-dimensional, see also the
dimension formula in Remark 3.2.
Consider the quiver Mm defined by the vertices
I = {il,k | (l, k) ∈ N2} ∪ {j}
which has m · p arrows between ip,s and j for all s. Consider the stability condition given
by the level function l(il,k) = l for all k. Moreover, consider the quiver Nm defined by the
vertices
I = {il,k | (l, k) ∈ N2}, J = {jl,k | (l, k) ∈ N2}
which has m · p · q arrows between ip,s and jq,t for all s, t. Consider the stability condition
given by the level function l(il,k) = l(jl,k) = l for all k.
We should mention that this definition of stability is actually the one going back to
considerations of A. Schofield in [11] which ensure that the moduli spaces of Schur roots
are not empty:
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Lemma 3.1. A representation of dimension d of Nm is stable if and only if it is stable
in King’s sense with the linear form defined by Θd(e) := 〈e, d〉 − 〈d, e〉.
Proof. Let X be a representation of Nm of dimension d and let U be a subrepresentation
of dimension e. Then we have ∑
j∈J l(j)ej∑
i∈I l(i)ei
>
∑
j∈J l(j)dj∑
i∈I l(i)di
if and only if ∑
(i,j)∈I×J
l(j)l(i)diej >
∑
(i,j)∈I×J
l(j)l(i)eidj.
Since we have m(i, j) = ml(i)l(j) the claim follows. 
Remark 3.2.
• By the results of [11] together with Lemma 3.1 we have that M sa,b(K(m)) 6= {pt}
if and only if (a, b) is an imaginary Schur root. By [3], we have that (a, b) is an
imaginary Schur root if and only if
m−√m2 − 4
2
<
b
a
<
m+
√
m2 − 4
2
holds.
In the following we only consider dimension vectors (a, b) such that these inequal-
ities hold. We then have dim M sa,b(K(m)) = 1−〈(a, b), (a, b)〉 = 1−a2− b2+abm.
• We will frequently make use of the well-known isomorphisms of Kronecker mod-
uli spaces M s(a,b)(K(m))
∼= M s(a,b)(K(m)) and M s(a,b)(K(m)) ∼= M s(a,ma−b)(K(m)).
They are induced by the isomorphisms of the representation spaces obtained by
taking the transpose of representations and the reflection functor introduced in [1]
respectively.
Every pair of weighted partitions (a =
∑
l lal, b =
∑
l lbl) defines a dimension vector d
of Nm by setting dil,k = 1 for k = 1, . . . , al and dil,k = 0 otherwise (resp. djl,k = 1 for
k = 1, . . . , bl and djl,k = 0 otherwise). In the following, we denote this dimension vector
by (a, b). Applying Theorem 2.2 to both vertices, for coprime (a, b), we obtain
χ(M sa,b(K(m))) =
∑
∑
lal=a∑
lbl=b
χ(M s
(a,b)
(Nm))
∏
l
(−1)(al+bl)(l−1)
al!bl!l2(al+bl)
.
In the following, all dimension vectors (a, b) of K(m) are assumed to be coprime. Fixed
a weighted partition a =
∑
l lal define aˆ =
∑
l al and a˜ = a − aˆ =
∑
l(l − 1)al. Starting
with this formula the next step is to apply the localization theorem to the moduli spaces
M s
(a,b)
(Nm).
Fixed a pair of weighted partitions (a =
∑
l lal, b =
∑
l lbl), we consider the quiver
Q(
∑
l lal,
∑
l lbl) with labelled vertices I ∪ J with I =
⋃a
k=1 Ik, J =
⋃b
k=1 Jk and |Ik| =
ak, |Jk| = bk and, moreover, having mln arrows going from i to j whenever i ∈ Il and
j ∈ Jn. The stability is given by the level defined by l(i) = k for every i ∈ Ik and l(j) = k
for every j ∈ Jk. This quiver is just the support of the pair of fixed weighted partitions
understood as dimension vector of Nm.
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Each localization data (Q, d) with sources I and sinks J such that d is compatible with
(a, b) corresponds to a connected subtree of N˜m. Actually this subtree is already obtained
from Q(
∑
l lal,
∑
l lbl) by deleting certain arrows because we have dq = 1 for all q ∈ Q0.
Because of this we also have χ(M s
(a,b)
(Q)) = 1 because the moduli space is a point.
Remark 3.3.
• Every localization data (Q, d) comes with a colouring of the arrows c : Q1 → Q1.
If we forget about this colouring of the arrows of some localization data (Q, d),
with each vertex q ∈ Q0 we can associate the number
v(q) :=
∏
q′∈Nq
l(q′).
Define v((Q, d)) := ∏q∈Q0 v(q). Note that, fixed an uncoloured localization data a
colouring can also be understood as an embedding into the universal cover.
Thus if (Q, d) is an uncoloured localization data of Nm compatible with (a =∑
l lal, b =
∑
l lbl) the number of different colourings of the arrows is given by
maˆ+bˆ−1v((Q, d)).
Indeed, every such localization data is forced to have aˆ+ bˆ−1 arrows. If we denote
the set of uncoloured localization data compatible with this pair by L(a,b)(Nm) we
obtain
χ(M s
(a,b)
(Nm)) = maˆ+bˆ−1
∑
(Q,d)∈L(a,b)(Nm)
v((Q, d)).
• As far as the quiver Nm is concerned we only consider dimension vectors of type
one. Thus every localization data is also of type one. Therefore, it is uniquely
determined by its quiver and we will sometimes skip the dimension vector.
Example 3.4.
Consider the dimension vector (2, 3). Then we have to consider the uncoloured localization
data
j3,1 j3,1 j1,1 j2,1
i2,1
OO
i1,1
88qqqqqqqqq
i1,2
ff▼▼▼▼▼▼▼▼▼
i1,1
aa❈❈❈❈❈
==④④④④④
i1,2
aa❈❈❈❈❈
corresponding to the pairs of partitions (2 · 1, 3 · 1), (1 · 2, 3 · 1), (1 · 2, 1 · 1 + 2 · 1) and the
uncoloured localization data
j1,1 j1,2 j1,3 j1,1 j2,1 j1,1 j1,2 j1,3
i2,1
OO ==④④④④④
aa❈❈❈❈❈
i2,1
aa❈❈❈❈❈
==④④④④④
i1,1
aa❈❈❈❈❈
==④④④④④
i1,2
aa❈❈❈❈❈
==④④④④④
corresponding to (2 · 1, 1 · 3), (2 · 1, 1 · 1 + 2 · 1), (1 · 2, 1 · 3). Then we get
χ(M s2,3(K(m))) = −
m
6
+
m2
2
−m3 − 1
3
m3 +
m2
2
+
1
2
m4 =
1
2
m4 − 4
3
m3 +m2 − m
6
.
With a connected (multi)graph G = (V,E) with vertices V and edges E we can associate
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the number τ(G) of its spanning trees, i.e. subtrees of G involving all vertices. Recall that
the degree of a vertex v ∈ V is the number of its incident edges. Each localization data
compatible with a pair of weighted partitions (a =
∑
l lal, b =
∑
l lbl) defines a spanning
tree of Q(
∑
l lal,
∑
l lbl). Thus the problem of finding an upper bound may be reduced to
counting the number of spanning trees of Q(
∑
l lal,
∑
l lbl) for all weighted partitions of a
and b. The following two results are very useful for our purposes, see [12] and [14]:
Theorem 3.5. (1) Let Ka,b := (I + J,E) be the complete bipartite graph with |I| = a
and |J | = b, i.e. the graph having vertices I∪J and edges (i, j) for all i ∈ I, j ∈ J .
Then we have τ(Ka,b) = a
b−1ba−1.
(2) For the number of spanning trees τ(G) of a multigraph G with vertices q1, . . . , qn
of degrees d1, . . . , dn we have τ(G) ≤ d1 . . . dn−1.
Note that Ka,b is just Q(1 · a, 1 · b) when forgetting the orientation of the arrows. From
this we get the following corollary:
Corollary 3.6. Let (
∑
l lal,
∑
l lbl) be a pair of weighted partitions. Then we have
χ(M s(1·a,1·b)(Nm)) ≤ ma+b−1ab−1ba−1
and
χ(M s
(a,b)
(Nm)) ≤ maˆ+bˆ−1baˆabˆ
∏
l
lal+bl .
Proof. The first statement follows by the first part of the previous theorem together with
Remark 3.3. In general, every source of level l has degree l · b ·m and every sink of level l
has degree l ·a ·m. Since there exist al sources (resp. bl sinks) of level l in Q(
∑
l lal,
∑
l lbl)
and, therefore, aˆ sources (resp. bˆ sinks) in total, the claim follows by the second part
of the preceding theorem in the same way as the first part. Note that the product on
the right hand side in the second part of Theorem 3.5 does not involve the degrees of all
vertices. 
In order to treat the multinomial coefficients appearing in the MPS degeneration for-
mula, we make use of the following lemma:
Lemma 3.7. Fix a, aˆ ∈ N. Let
A(a, aˆ, s) := {(a1, . . . , as) ∈ Ns+ |
∑
l
al = aˆ,
∑
l
lal = a}
and A(a, aˆ) = ⋃sA(a, aˆ, s). Then we have∑
(a1,...,as)∈A(a,aˆ)
aˆ!
a1! . . . as!
=
(
a− 1
aˆ− 1
)
.
Proof. Consider the set S = {q1, . . . , qaˆ} and let T (aˆ, a) := {l : S → N+ |
∑aˆ
k=1 l(qk) = a}.
Fixed a tuple (a1, . . . , as) ∈ A(a, aˆ, s) the corresponding summand is the number of level
structures l : S → N+ ∈ T (aˆ, a) such that ai elements have level i. Each such choice
defines a graph with a+ 1 vertices
I = {ik,l | k = 1, . . . , aˆ, l = 1, . . . , l(ik)} ∪ {j}
and edges (ik,1, j). Note that there always exists an edge (i1,1, j). We denote all such
graphs by G(aˆ, a). The number of all such graphs is given by the right hand side of the
formula. The other way around every such graph defines a level function l : S → N+ ∈
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T (aˆ, a) because there exist exactly a vertices and aˆ edges. More detailed let I = {ik |
k = 1, . . . , a} have edges (ik1 , j), . . . , (ikaˆ , j) with k1 < k2 < . . . < kaˆ. Then we define
l(qn) = kn+1 − kn for n ≤ aˆ− 1 and l(qaˆ) = a− kaˆ +1. Now it is straightforward to check
that this gives a bijection between T (aˆ, a) and G(aˆ, a). 
We make use of the following well-known lemma:
Lemma 3.8. For every weighted partition a =
∑
l lal with a ≥ 1 we have
1∏
l l
al
(
a
aˆ
)
≤ 2a.
Proof. This follows from 2a =
∑a
i=0
(a
i
) ≥ (aaˆ) for 0 ≤ aˆ ≤ a.

Remark 3.9.
• Recall that 1ma ≤ b ≤ ma is no restriction because every Schur root of the Kro-
necker quiver satisfies this condition.
• Actually by the applied methods it seems that one cannot avoid some factor like
Ca+b with 1 < C ≤ 2 in the upper bound. The reason for this is that
a!
aˆ!
(
a
aˆ
)
 (Ka)a˜
for some fixed constant K > 0 and for all a, aˆ ∈ N.
The last ingredient is an upper bound for the number of partitions of a given number
a ∈ N, see for instance [5, Section 6]:
Lemma 3.10. The number of partitions of a is bounded by exp(pi
√
2a
3 ).
In summary we obtain an upper bound for the Euler characteristic:
Theorem 3.11. We have
χ(M sa,b(K(m)) ≤
1
a!b!
2a+bma+b−1 exp(pi
√
2
3
(
√
a+
√
b))ba+1/2ab+1/2.
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Proof. Applying the results of this section we obtain
χ(M sa,b(K(m))) =
∑
∑
lal=a∑
lbl=b
∏
l
(−1)(al+bl)(l−1)
al!bl!l2(al+bl)
χ(M s
(a,b)
(Nm))
≤
∑
∑
lal=a∑
lbl=b
1
aˆ!bˆ!
(
a
a˜
)(
b
b˜
)χ(M s
(a,b)
(Nm))∏
l l
2(al+bl)
≤
∑
∑
lal=a∑
lbl=b
2a+b
1
a!b!
ba˜+1/2ab˜+1/2ma˜+b˜
χ(M s
(a,b)
(Nm))∏
l l
al+bl
≤
∑
∑
lal=a∑
lbl=b
2a+b
1
a!b!
ba˜+1/2ab˜+1/2ma˜+b˜baˆabˆmaˆ+bˆ−1
≤
∑
∑
lal=a∑
lbl=b
2a+b
1
a!b!
ba+1/2ab+1/2ma+b−1
≤ 1
a!b!
2a+bma+b−1 exp(pi
√
2
3
(
√
a+
√
b))ba+1/2ab+1/2.

Remark 3.12.
• Note that if we only consider the summand corresponding to the trivial partition
the term ln 2 vanishes.
• Using the isomorphisms of moduli spaces we can improve the upper bound obtained
in Theorem 3.11. Indeed, it is straightforward to check that the bound is sharpest
if 2ma ≤ b ≤ m2 a which can be assumed by the isomorphisms.
Let b ≈ ka such that (a, b) coprime. Let m1 = m−
√
m2 − 4
2 and m2 :=
m+
√
m2 − 4
2 .
Define fm : [m1,m2]→ R by
fm(k) := lim
a→∞
1
a
lnχ(M sa,b(K(m))).
As already mentioned in the introduction it is conjectured that
fm(k) =
K√
m− 2
√
r(m− r)− 1
with K = (m − 1)2 ln((m − 1)2) − (m2 − 2m) ln(m2 − 2m), see [15, Section 6] for more
details. We can compare fm to the upper bound using the following corollary:
Corollary 3.13. Let b ≈ ka and let (a, b) coprime. Then we have
lim
a→∞
1
a
lnχ(M sa,b(K(m))) ≤ (k + 1)(ln(m) + ln 2 + 1)− (k − 1) ln k.
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Proof. Since we are interested in the logarithmic behaviour, we make use of the Stirling
formula when setting x! ≈ xxexp(x) . For a≫ 0 we obtain
(ka)aaka
a!(ka)!
≈ (ka)
aaka exp((k + 1)a)
aa(ka)ka
=
exp((k + 1)a)
k(k−1)a
.
Thus we get
lim
a→∞
1
a
lnχ(M sa,b(K(m))) ≤ lima→∞
1
a
ln
epi
√
2/3(
√
a+
√
ka)2(k+1)am(k+1)a−1(ka)a+1/2aka+1/2
a!(ka)!
= (k + 1)(ln(m) + ln 2 + 1)− (k − 1) ln k.

In [15] it is shown that the Euler characteristic grows at least exponentially. Together
with this result we obtain that the Euler characteristic of Kronecker moduli spaces grows
exponentially.
Define gm : [m1,m2] → R by gm(k) := (k + 1)(ln(m) + ln(2) + 1) − (k − 1) ln k. It is
straightforward to check that we have hm(k) :=
gm(k)
fm(k)
> 1 for k ∈ [m1,m2]. More detailed,
one finds out that hm has a minimum at k = 1.
4. On the recursive construction of localization data
In order to determine the Euler characteristic of Kronecker moduli spaces using the MPS
degeneration formula together with the localization theorem one has to determine all lo-
calization data (Q, d) where d is compatible with a tuple of partitions of a fixed dimension
vector (a, b). The method described in this section shows that every localization data com-
patible with a partition of (a, b) corresponds to one compatible with the trivial partition
of (a, b). To do so, starting with a fixed partition, we state a method how to construct
localization data of a refined partition recursively.
Let (Q, d) be an uncoloured localization data which is compatible with the weighted
partition (a =
∑
l lal, b =
∑
l lbl) understood as a dimension vector of Nm. If this weighted
partition is non-trivial with ak 6= 0, we modify it at some sink by defining
a′ :=
∑
l
a′ll
by a′1 = a1 + 1, a
′
k−1 = ak−1 + 1, a
′
k = ak − 1 and a′l = al for l /∈ {1, k − 1, k}.
Consider a source ik ∈ Q of level k. Then we split up this vertex into two vertices
ik−1 and i1 of level k − 1 and 1 respectively. Moreover, let dik−1 = 1 = di1 and let
Jˆ = {j1, . . . , js} = Nik of level l1, . . . , ls. The stability condition implies
a
a+ b
>
k
k +
∑s
i=1 li
.
Using this notation we have the following lemma:
Lemma 4.1. There exists a decomposition Jˆ = J1 ∪ J2 with J1 ∩ J2 = {jt} such that,
setting Ni1 = J1, Nik−1 = J2 and leaving the remaining quiver the way it is, the resulting
data is a localization data compatible with the weighted partition (a′, b).
ON THE EULER CHARACTERISTIC OF KRONECKER MODULI SPACES 11
Proof. It suffices to show that for every sequence of positive integers (l1, . . . , ls) there exists
a decomposition such that
k
k +
∑s
i=1 li
≥ k − 1
k − 1 +∑j∈J1 lj and
k
k +
∑s
i=1 li
≥ 1
1 +
∑
j∈J2 lj
.
These inequalities are easily seen to be equivalent to
(k − 1)
s∑
i=1
li ≤ k
s∑
i=t
li and
s∑
i=1
li ≤ k
t∑
i=1
li.
For the proof we keep in mind that the slope of the localization data does not change and
that we just modify one sink. This means that parts of the modified data which do not
include the modified sinks do not contradict the stability condition. Moreover, if these
inequalities are satisfied, parts of the data including the modified sinks are easily seen to
be of smaller slope than the corresponding parts of the original localization data.
We proceed by induction on |J |. For |J | = 1 the statement is trivial. Assume that for
J1 = {j1, . . . , jt} and J2 = {jt, . . . , js} the inequalities from above hold and let js+1 be an
additional sink. First assume that (k − 1)∑ti=1 li >∑s+1i=t+1 li. Then
s+1∑
i=1
li ≤ k
t∑
i=1
li
follows by this inequality and the other inequality follows by the induction hypothesis
because (k− 1)ls+1 < kls+1. Thus assume that (k− 1)
∑t
i=1 li ≤
∑s+1
i=t+1 li. Then we have
(k − 1)
s+1∑
i=1
li ≤ k
s+1∑
i=t+1
li.
Moreover, since
∑s
i=1 li ≤ k
∑t
i=1 li it follows that
s+1∑
i=1
li ≤ k
t∑
i=1
li + kls+1.
Note that, in the second case js+1 is the common sink. 
Applying this method recursively this shows that with every localization data which
is compatible with an arbitrary partition we can associate a localization data which is
compatible with the trivial partition. Unfortunately this construction is not unique. On
the one hand there can be more than one modified localization data which is no problem
as long as we are only interested in an upper bound. But, on the other hand, there can
be two localization data such that their modified data coincide. For instance consider the
localization data given by the quivers
j1,1 j1,2 j1,3 j1,4 j1,5
i1,1
aa❈❈❈❈❈
==④④④④④
i1,2
aa❈❈❈❈❈
==④④④④④
i2,1
aa❈❈❈❈❈
OO ==④④④④④
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and
j1,1 j1,2 j1,3 j1,4 j1,5
i1,1
aa❈❈❈❈❈
==④④④④④
i2,1
OOaa❈❈❈❈❈
==④④④④④
i1,2
aa❈❈❈❈❈
==④④④④④
with level structure given by l(ql,k) = l for q ∈ {i, j}. Applying the methods we described,
in both cases one of the modified localization data is
j1,1 j1,2 j1,3 j1,4 j1,5
i1,1
aa❈❈❈❈❈
==④④④④④
i1,2
aa❈❈❈❈❈
==④④④④④
i1,3
aa❈❈❈❈❈
==④④④④④
i1,4
aa❈❈❈❈❈
==④④④④④
Nevertheless, it gives a connection between localization data compatible with an arbitrary
partition and the one being compatible with the trivial partition.
Remark 4.2.
• One might also apply the MPS degeneration formula only to the source (resp. sink)
ofK(m). The resulting infinite quiver is the quiverMm introduced in Section 3. In
this case there exist l ·m arrows from a source il,k to j. Thus, fixing a localization
data, every source of level l has less than l · m neighbours. This restricts the
number of neighbours of some localization data. A construction similar to the one
introduced in this section applies.
An advantage of applying the MPS-formula only to the source is that the num-
ber of neighbours of sources in some localization data is bounded by the number
of outgoing arrows of the source it corresponds to. More detailed, a source of level
l has at most l · m neighbours. The disadvantage is that the moduli spaces of
localization data are no points in general.
• Summarizing, the next step could be to think about the following questions:
(1) Can one modify this construction in order to make it unique?
(2) What are the fibres of the corresponding map?
Answering this questions, should help to prove Douglas’ conjecture because com-
binatorics clearly simplify when only considering the trivial partition.
5. A formula for the Euler characteristic of certain moduli spaces
In this section we consider the quiver Nm and the trivial partition (1 · a, 1 · (ka + 1))
for some k ∈ N+. We obtain a formula for the Euler characteristic of the moduli space
M s(1·a,1·(ka+1))(Nm). This formula holds for arbitrary positive integers m and k.
Lemma 5.1. Let (Q, d) be a localization data which is compatible with (1 · a, 1 · (ka+1)).
Then Q is a tree with a sources and ka+ 1 sinks such that every source has exactly k + 1
neighbours.
Proof. By the stability condition for every source i ∈ Q0 we have |Ni| ≥ k + 1. Now we
can be proceed by induction on the number of sources a using that every localization data
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has a subquiver (i, j1, . . . , jn) such that Njs = {i} for all but one s. If we had n ≥ k + 2
the remaining part of the data would contradict the stability condition because
k(a+ 1) + 1− (k + 1) = ka < k(a+ 1) + 1
a+ 1
a = ka+
a
a+ 1
.
Thus we have n = k + 1. Deleting this subquiver except the sink with |Njk | > 1 it is
straightforward to check that we obtain a localization data compatible with (a, ka + 1)
because
k(a+ 1) + 1
a+ 1
a′ < b′ ⇔ ka+ 1
a
a′ < b′
for all a′ < a and b′ ∈ N. Thus the claim follows by the induction hypotheses. 
Let (Q, d) a localization data compatible with (1 · a, 1 · (ka + 1)). Since the dimension
vector is already given by Q in abuse of notation we will skip d in what follows. Forgetting
about the colouring of the vertices and arrows we can assign to Q the weight w(Q) =
1
|Aut(Q)| of quiver automorphisms. Define
T (a, ka+ 1) :=
∑
Q
w(Q)
where the sum is taken over all uncoloured localization data compatible with (1 ·a, 1 ·(ka+
1)).
Proposition 5.2. We have
T (a, ka+ 1) = 1
(ka+ 1)2
1
a!
(
(ka+ 1)
k!
)a
.
Proof. To construct such uncoloured localization data recursively (taking into account the
quiver symmetries) we start with a single sink j which is assigned to be the root. Then
we can glue arbitrarily many subquivers of the form (i, j1, . . . , jk) to this and successively
to every resulting sink.
Let y(x) be the generating function of rooted uncoloured localization data compatible
with (1 · a, 1 · (ka+ 1)) taking into account quiver automorphism and consider
Φ(x) := exp(
xk
k!
) =
∞∑
n=0
1
n!
(
xk
k!
)n
.
Then y(x) satisfies the functional equation y(x) = xΦ(y(x)). By the Lagrangian inversion
formula, see for instance [13, Section 5.4], we thus have:
[xt]y(x) =
1
t
[ut−1]Φ(u)t =
1
t
[ut−1]
∞∑
n=0
1
n!
(
t
uk
k!
)n
=
1
t
{
1
( t−1k )!
(
t
k!
) t−1
k if k|(t− 1)
0 otherwise
where [xt]y(x) denotes the t-th coefficient of the power series y(x). Thus we have
[xka+1]y(x) =
1
(ka+ 1)
1
a!
(
(ka+ 1)
k!
)a
.
Every constructed graph contains a sink which is assigned to be the root vertex. Since
every graph has ka+ 1 sinks, the result follows. 
Since there exist a! possibilities to label the sources and (ka + 1)! possibilities to label
the sinks we obtain the following corollary:
14 THORSTEN WEIST
Corollary 5.3. Let G be the complete bipartite graph having a labelled sources and ka+1
labelled sinks. Then there exist
(ka)!
ka+ 1
(
ka+ 1
k!
)a
spanning trees such that every source has exactly k + 1 incident edges.
It might be possible that this formula is already known, but it could not be found in
the literature. For k = 1 the resulting sequence appears as sequence A066319 in [7]. It
counts labelled structures which are simultaneously trees and cycles, see [2, Section 2.1].
Using Theorem 2.3, Remark 3.3 and the results of this section we have:
Theorem 5.4. We have
χ(M s(1·a,1·(ka+1))(Nm)) = m(k+1)a
(ka)!
ka+ 1
(
ka+ 1
k!
)a
We are also interested in the contribution of the summand corresponding to the trivial
partition to the Euler characteristic of Kronecker moduli spaces:
Corollary 5.5. We have
lim
a→∞
1
a
ln
(
χ(M s(1·a,1·(ka+1))(Nm)
a!(ka+ 1)!
)
= ln(m)(k + 1) + 1− ln((k − 1)!).
Proof. Using the Stirling formula for a≫ 0 we have
1
a!(ka+ 1)!
(ka)!
ka+ 1
(
ka+ 1
k!
)a
≈ exp(a)
(k!)a
(
ka+ 1
a
)a
=
exp(a)
((k − 1)!)a .

Define im(k) := ln(m)(k+1)+1−ln((k−1)!). One can check that gm(k) > im(k) > fm(k)
for fixed m. This also means that, if the Douglas’ conjecture is true, it does not suffice
to consider the summand corresponding to the trivial partition in order to investigate the
asymptotic behaviour of the Euler characteristic exactly.
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