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1. Introduction
Throughout this article, unless clearly speciﬁed a priori, (Ω,A,μ) will stand for a semiﬁnite measure space. Denote
by M0 (M) a linear space of equivalence classes of all (respectively, a.e. ﬁnite) real or complex-valued measurable func-
tions on Ω . Let τμ be the measure topology on M, that is, the topology deﬁned by the following fundamental system of
neighborhoods of 0 ∈ M:
N (, δ) = {y ∈ M: μ({ω: ∣∣y(ω)∣∣> δ}) };  > 0, δ > 0.
It is easy to see that (M, τμ) is a complete metrizable space.
Because we deal with inﬁnite measure, it is natural to consider the so-called local measure topology on M, denoted here
by tμ , that can be deﬁned by this fundamental system of neighborhoods of 0 ∈ M:
N (, δ, F ) = {y ∈ M: μ({ω ∈ F : ∣∣y(ω)∣∣> δ}) };  > 0, δ > 0, 0< μ(F ) < ∞.
The tμ-topology in general is strictly weaker than τμ-topology. However, if μ(Ω) < ∞, the distinction between these
topologies disappears. (M, tμ) is a complete Hausdorff topological vector space that is not metrizable unless μ is σ -ﬁnite.
Note that the local measure topology can be alternatively deﬁned as follows. For every F ⊂ Ω with μ(F ) < ∞ and y, z ∈ M,
let
ρF (y, z) =
∫
|y − z| ∧ χF dμ.
Then it is easy to see that the topology in M deﬁned by the family of pseudometrics {ρF : μ(F ) < ∞} is equivalent to tμ .
For a detailed account on local measure topology, see [4].
If X is a given set and an : X → M a sequence of maps, denote
a
(x) = sup
n
∣∣an(x)∣∣, x ∈ X .
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 : X → M0 is called a maximal operator associated with the family {an}. For a ﬁxed x ∈ X , the function a
(x)
is called a maximal function of the sequence {an(x)}.
Note that, if a sequence {an(x)} converges a.e. for some x ∈ X , then we clearly have a
(x) < ∞ a.e., that is a
(x) ∈ M.
The classical Banach Principle may be stated as follows ([5,6]; see also [7]).
Theorem 1. Assume that μ(Ω) < ∞. Let X be a Banach space, and let an : X → (M, τμ) be a sequence of continuous linear maps.
Consider the following conditions:
(A) the sequence {an(x)} converges a.e. for every x ∈ X ;
(B) a
(x) ∈ M for every x ∈ X ;
(C) the maximal operator a
 : X → (M, τμ) is continuous at 0 ∈ X ;
(D) the set {x ∈ X: {an(x)} converges a.e.} is closed in X.
Then the implications (A) ⇒ (B) ⇒ (C) ⇒ (D) hold. If, in addition, the sequence {an(x)} converges a.e. for every x in a dense subset
of X , then conditions (A)–(D) are equivalent.
As noticed in [2], the Banach Principle is most often and successfully applied in the context where X = Lp , 1 
p < ∞. At the same time, in the case p = ∞ the topology in L∞ appears to be too strong for the classical Banach Principle
to be effective in L∞ . For one reason, the continuous functions are not generally dense in L∞ . Due to this observation, the
authors suggest considering the measure topology on L∞ , the unit ball of which is complete in τμ . The version of Banach
Principle for L∞ established in [2] can be presented in the following form.
Theorem 2. (See [2].) Assume that μ(Ω) < ∞, and let an : (L∞, τμ) → (M, τμ) be a sequence of continuous linear maps. Let X1 be
the unit ball in L∞ . Consider the following conditions:
(A) the sequence {an(x)} converges a.e. for every x ∈ L∞;
(C) the maximal operator a
 : (L∞, τμ) → (M, τμ) is continuous at 0 on X1;
(D) the set C = {x ∈ X1: {an(x)} converges a.e.} is τμ-closed in X1 .
Then the implications (A) ⇒ (C) ⇒ (D) hold. If the sequence {an(x)} converges a.e. for every x in a dense subset of X1 , then conditions
(A), (C), (D) are equivalent.
Example. (See [2].) Let Ω = [0,1) (mod 1), the unit circle with Lebesgue measure. For θ ∈ (0,1), deﬁne
an,θ
(
x(ω)
)= 1
n
n−1∑
k=0
x
(
ω + 2kθ) (mod 1).
Then clearly an,θ (x) < ∞ a.e. for all x ∈ L∞ . Besides, the sequence {an,θ (x(ω))} converges for all ω ∈ Ω if x is continuous.
However, for every irrational θ ∈ (0,1), a.e. convergence is known to fail for some x ∈ L∞ [1,8].
Because, in the above example, continuous functions are τμ-dense in L∞ , Theorem 2 shows that a.e. ﬁniteness of the
maximal function for each x ∈ L∞ does not necessarily imply condition (C) in Theorem 2.
A non-commutative version of Theorem 2 for a semiﬁnite von Neumann algebra and almost uniform convergence was
established in [3]. In the commutative situation, a sequence {yn} converges almost uniformly to y in M if for every  > 0
there exists a set E such that μ(Ω \ E)   and the sequence {(y − yn)χE } converges uniformly to 0. It is clear that this
convergence is generally stronger (in the case of inﬁnite measure) than a.e. convergence, thus, an inﬁnite measure extension
of Theorem 2 does not follow directly from its non-commutative extension. The main goal of this article is to prove that
Theorem 2 is still valid if the measure in question is semiﬁnite (Theorem 3).
2. Preliminary results
Denote
L∞ =
{
y ∈ M: ‖y‖ = ess sup
ω∈Ω
∣∣y(ω)∣∣< ∞}.
Proposition 1. For every  > 0, δ > 0 and A ∈ A, the following holds.
1) N (, δ, A) = {y ∈ M: ‖yχE y‖ δ for some E y ⊂ A with μ(A \ E y) }.
2) The set N (, δ, A) is tμ-closed.
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that ‖yχE‖ δ.
Conversely, if y ∈ M is such that ‖yχE‖  δ for some E ⊂ A with μ(A \ E)   , then |y|χE  δ a.e. If F =
{ω ∈ A: |y(ω)| δ}, then μ(E \ F ) = 0, which implies that μ(A \ F )μ(A \ E)  . Therefore, μ({ω ∈ A: |y(ω)| > δ})  ,
that is, y ∈ N (, δ, A).
2) Assume that N (, δ, A)tμ 
 y¯ /∈ N (, δ, A). Fix any E ⊂ A with μ(A \ E)  . Since y¯ /∈ N(, δ, A), we have ‖ y¯χE‖ > δ,
which implies that there is such F ⊂ E with 0 < μ(F ) < ∞ that | y¯(ω)| > δ whenever ω ∈ F . In this case, ∫ | y¯| ∧ χF dμ >
δμ(F ), thus, we can ﬁnd γ > 0 to satisfy
∫ | y¯| ∧ χF dμ − γ > δμ(F ). Now, because y¯ ∈ N (, δ, A)tμ , there exists y ∈
N (, δ, A) for which
ρF (y, y¯) =
∫
|y − y¯| ∧ χF dμ < γ .
Then we have∣∣∣∣
∫
|y| ∧ χF dμ −
∫
| y¯| ∧ χF dμ
∣∣∣∣
∫ ∣∣|y| − | y¯|∣∣∧ χF dμ < γ ,
and it follows that
∫ |y| ∧ χF dμ > δμ(F ). Therefore, it is possible to ﬁnd G ⊂ F with μ(G) > 0 such that |y(ω)| > δ for
all ω ∈ G . Since G ⊂ E , we have ‖yχE‖ > δ, hence y /∈ N (, δ, A). This contradiction implies that the set N (, δ, A) is
tμ-closed. 
Lemma 1. Let X be a topological space, and let bn : X → M be a sequence of tμ-continuous maps. Then, given any  > 0, δ > 0 and
A ∈ A, the set
X˜ = {x ∈ X: ∥∥b
(x)χE∥∥ δ for some E ⊂ A with μ(A \ E) }
is closed in X.
Proof. Fix  > 0, δ > 0 and A ∈ A. For N ∈ N, let b
N (x) =maxnN |bn(x)|, x ∈ X , and
X˜N =
{
x ∈ X: ∥∥b
N(x)χE∥∥ δ for some E ⊂ A with μ(A \ E) }.
By Proposition 1, the set N (, δ, A) is tμ-closed. Besides, we have
X˜N =
(
b
N
)−1(N (, δ, A)),
which, due to tμ-continuity of the operator b
N : X → M, implies that the set X˜N is closed.
Show now that X˜ = ⋂N X˜N . The inclusion X˜ ⊂ ⋂N X˜N is clear. Conversely, if x ∈ ⋂N X˜N , then there is a sequence{EN } such that EN ⊂ A, μ(A \ EN )   and ‖b
N (x)χEN ‖  δ, hence b
N (x)χEN  δ a.e., for every N . Deﬁne GN ={ω ∈ A: b
N (x)(ω) δ} and G =⋂N GN . Since μ(EN \ GN ) = 0, we can assume that EN ⊂ GN , N = 1,2, . . . . The sets A \ GN
are nested and increasing, (A \ GN ) ⊂ (A \ EN ), therefore
μ(A \ G) = μ
(⋃
N
(A \ GN)
)
 sup
N
μ(A \ EN) .
Furthermore, G = {ω ∈ A: b
(x)(ω)  δ}, and it follows that ‖b
(x)χG‖  δ. Thus x ∈ X˜ , X˜ = ⋂N X˜N , so the set X˜ is
closed. 
Proposition 2. If {yn} ⊂ L∞ , then∥∥∥sup
n
|yn|
∥∥∥= sup
n
‖yn‖.
In particular, supn |yn| ∈ L∞ if and only if supn ‖yn‖ < ∞.
Proof. It is enough to show and easy to see that, given λ > 0, supn ‖yn‖ > λ if and only if ‖ supn |yn|‖ > λ. 
Corollary 1. If {an(x)χE } ⊂ L∞ , then∥∥a
(x)χE∥∥= sup
n
∥∥an(x)χE∥∥.
In particular, a
(x)χE ∈ L∞ if and only if supn ‖an(x)χE‖ < ∞.
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(i) {yn} converges a.e.;
(ii) for every set F with 0 < μ(F ) < ∞ there is a set G ⊂ F such that μ(G) > 0 and the sequence {ynχG } converges uniformly.
Proof. The implication (i) ⇒ (ii) is an immediate consequence of Egorov’s Theorem.
(ii) ⇒ (i): If we put D = {ω: {yn(ω)} does not converge}, then D ∈ A; if μ(D) > 0, then there is a set F ⊂ D such that
0 < μ(F ) < ∞. By the assumption, for some G ⊂ F with μ(G) > 0, the sequence {ynχG} converges uniformly. In particular,
{yn(ω)χG(ω)} converges for almost all ω ∈ G . But G ⊂ D , so we conclude that μ(D) = 0, thus {yn} converges a.e. 
Lemma 2. Let (X,∗) be a semigroup, and let an : (X,∗) → (M,+) be a sequence of homomorphisms. Suppose that x ∈ X is such that,
given a set F with 0 < μ(F ) < ∞, there exist a sequence {xk} ⊂ X and a set G ⊂ F with μ(G) > 0 satisfying conditions
(a) the sequence {an(x ∗ xk)} converges a.e. for each k;
(b) ‖a
(xk)χG‖ → 0 as k → ∞.
Then the sequence {an(x¯)} also converges a.e.
Proof. Take any F with 0 < μ(F ) < ∞, and let a set G ⊂ F and a sequence {xk} ⊂ X be such that conditions (a) and (b) are
satisﬁed.
Fix δ > 0 and choose k0 in such a way that∥∥a
(xk0)χG∥∥< δ3 .
Then, by Corollary 1, we have
∥∥an(xk0)χG∥∥< δ3 , n = 1,2, . . . .
Further, because the sequence {an(x ∗ xk0 )} converges a.e. and μ(G) < ∞, by Egorov’s Theorem, there is a set E ⊂ G with
μ(E) > 0 such that, for some N ∈ N,
∥∥(am(x ∗ xk0) − an(x ∗ xk0))χE∥∥< δ3 whenever m,n N.
Then, given m,n N , we have∥∥(am(x) − an(x))χE∥∥ ∥∥(am(x ∗ xk0) − an(x ∗ xk0))χE∥∥+ ∥∥am(xk0)χE∥∥+ ∥∥an(xk0)χE∥∥< δ.
Therefore, the sequence {an(x)χE } converges uniformly, which, by Proposition 3, implies that the sequence {an(x)} converges
a.e. 
Lemma 3. If sets E and F are such that 0 < μ(F ) < ∞ and μ(Ec) < μ(F ), then μ(E ∩ F ) > 0.
Proof. We have
μ(F ) = μ(E ∩ F ) + μ(Ec ∩ F )μ(E ∩ F ) + μ(Ec)< μ(E ∩ F ) + μ(F ),
which, due to μ(F ) < ∞, implies that μ(E ∩ F ) > 0. 
Let d > 0. Denote
Xd =
{
x ∈ L∞: ‖x‖ d}, X (r)d = {x ∈ Xd: x ∈ R a.e.}.
Proposition 4. Xd and X
(r)
d are τμ-complete.
Proof. Let Xd 
 xn →τμ x ∈ M and suppose that x /∈ Xd . Then there exist  > 0, δ > 0 and a set F such that  < μ(F ) < ∞
and |x(ω)| > d + δ for all ω ∈ F .
On the other hand, xn →τμ x implies that there is such n0 for which x− xn0 ∈ N (, δ), that is ‖(x− xn0 )χE‖ δ for some
E with μ(Ec)  . Then we have
‖xχE‖ ‖xn0χE‖ +
∥∥(x− xn0)χE∥∥ d + δ,
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contradicts to |x(ω)| > d + δ, ω ∈ F . Therefore x ∈ Xd , so Xd is τμ-complete.
τμ-completeness of X
(r)
d follows similarly. 
Proposition 5. Let X be a topological space. Let x0 ∈ X and a : X → M be an operator such that a(x0) = 0. Then a is tμ-continuous
at x0 if and only if the operator a(·)χF : X → M is τμ-continuous at x0 for every set F with 0 < μ(F ) < ∞.
Proof. Take F with 0 < μ(F ) < ∞ and ﬁx  > 0 and δ > 0. There exists an open neighborhood O of x0 such that for
every x ∈ O there is a set Ex ⊂ F with μ(F \ Ex)  satisfying the inequality ‖a(x)χEx‖ δ. If Gx = F c ∪ Ex , then μ(Gcx) =
μ(F \ Ex)  . Besides, F ∩ Gx = Ex implies that χEx = χFχGx . Therefore, we have ‖a(x)χFχGx‖ δ for every x ∈ O , that is,
the operator a(·)χF is continuous at x0.
Conversely, given F with 0 < μ(F ) < ∞,  > 0 and δ > 0, there exists an open neighborhood O of x0 such that for every
x ∈ O there is a set Gx satisfying conditions μ(Gcx)   and ‖a(x)χFχGx‖  δ. If we put Ex = F ∩ Gx , then μ(F \ Ex) 
μ(Gcx)  , and, since χFχGx = χEx , we have ‖a(x)χEx‖ δ for all x ∈ O . 
Lemma 4. Let an operator a : (L∞, τμ) → M be such that a(λx) = λa(x) for all λ  0 and x ∈ L∞ . If a is τμ-continuous (tμ-
continuous) at 0 on Xd1 for some d1 > 0, then it is τμ-continuous (tμ-continuous) at 0 on Xd2 for every d2 > 0.
Proof. Assume that a is τμ-continuous at 0 on Xd1 for some d1 > 0, and let d2 > 0. Fix  > 0, δ > 0 and set r = d2d1 . Then
there exist 1 > 0 and δ1 > 0 such that a(x) ∈ N (, rδ) whenever x ∈ Xd1 ∩ N (1, δ1).
Now, if x ∈ Xd2 ∩ N (1, δ1r ), then rx ∈ Xd1 ∩ N (1, δ1), which implies that a(rx) ∈ N (, rδ), hence a(x) ∈ N (, δ), that is,
the operator a is τμ-continuous at 0 on Xd2 .
The same type of an argument applies in the case when a is tμ-continuous. 
Lemma 5. Let an operator a : (L∞, τμ) → M(r) be such that a(λx) = |λ|a(x) and a(x1 + x2)  a(x1) + a(x2) for all λ ∈ C and
x, x1, x2 ∈ L∞ . If a is τμ-continuous (tμ-continuous) at 0 on X (r)1 , then it is also τμ-continuous (tμ-continuous) at 0 on X1 .
Proof. Assume that a is τμ-continuous at 0 on X
(r)
1 and ﬁx  > 0, δ > 0. Then there exist 1 > 0 and δ1 > 0 such that
a(x) ∈ N ( 2 , δ2 ) for every x ∈ X (r)1 ∩ N (1, δ1).
If x ∈ X1 ∩ N ( 12 , δ1), then the conjugate x is also in X1 ∩ N ( 12 , δ1). Therefore, both Re(x) = x+x2 and Im(x) = x−x2i are in
X (r)1 ∩ N (1, δ1), which implies that a(Re(x)) and a(Im(x)) are in N ( 2 , δ2 ), and we conclude that a(x) ∈ N (, δ). This means
that the operator a is τμ-continuous at 0 on X1.
The same type of an argument is applied in the case when a is tμ-continuous. 
The next lemma is straightforward.
Lemma 6. z · N (, δ) ⊂ N (, δ) for every  > 0, δ > 0 and z ∈ X1 .
3. A Banach Principle for L∞ with semiﬁnite measure
Here is our main result:
Theorem 3. Let an : (L∞, τμ) → (M, tμ) be a sequence of continuous linear maps. Consider the following conditions:
(A) the sequence {an(x)} converges a.e. for every x ∈ L∞;
(C) the maximal operator a
 : (L∞, τμ) → (M, tμ) is continuous at 0 on X1;
(D) the set C = {x ∈ X1: {an(x)} converges a.e.} is τμ-closed in X1 .
Then the implications (A) ⇒ (C) ⇒ (D) hold. If the sequence {an(x)} converges a.e. for every x in a τμ-dense subset of X1 , then
conditions (A), (C), (D) are equivalent.
Proof. (A) ⇒ (C): Fix  > 0, δ > 0, and let a set F be such that 0 < μ(F ) < ∞. For M ∈ N deﬁne
X (r)1,M =
{
x ∈ X (r)1 : sup
n>M
∥∥(aM(x) − an(x))χE∥∥ δ
12
for some E ⊂ F with μ(F \ E) 
6
}
.
Applying Lemma 1 with bn = aM − aM+n , we conclude that the set X (r) is τμ-closed. Next note that1,M
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⋃
M
X (r)1,M .
To see this, take x ∈ X (r)1 . Because the sequence an(x) converges a.e., it follows from Egorov’s Theorem that there is a set
E ⊂ F with μ(F \ E)  such that the sequence an(x)χE converges uniformly. Therefore, ‖(aM(x)−an(x))χE‖ δ12 for some
M and every n > M , that is x ∈ X (r)1,M .
Further, since, by Proposition 4, the set X (r)1 is τμ-complete, we can apply the Baire Category Theorem asserting that
there exists such M0 that the set X
(r)
1,M0
contains a nonempty open set. Thus, there exist 0 > 0, δ0 > 0 and x0 ∈ X (r)1 for
which x− x0 ∈ N (0, δ0) implies that
sup
n>M0
∥∥(aM0(x) − an(x))χEx∥∥ δ12
for some Ex ⊂ F with μ(F \ Ex) 6 .
Let G+0 = {ω: x0(ω) 0} and G−0 = {ω: x0(ω) < 0}. By τμ-continuity of each an(·)χF (Proposition 5), n = 1,2, . . . ,M0, at
0 on X1, and taking into account Lemma 6, it is possible to ﬁnd such 1 > 0 and δ1 > 0 that N (1, δ1) ⊂ N (0, δ0) and, for
every x ∈ X (r)1 ∩ N (1, δ1), there exists a set Fx ⊂ F with μ(F \ Fx) 6 such that the inequalities∥∥an(xχG+0 )χFx∥∥ δ12 and
∥∥an(xχG−0 )χFx∥∥ δ12
hold for every n = 1,2, . . . ,M0.
Take x ∈ X (r)1 ∩ N (1, δ1). If G+ = {ω: x(ω) 0} and G− = {ω: x(ω) < 0}, then, putting x+ = xχG+ and x− = −xχG− , we
have x+  0 a.e., x− < 0 a.e., and x = x+ − x− . Next, if we deﬁne
x1 = x0 − x+χG+0 , x2 = x0 + x+χG−0 , x3 = x0 − x−χG+0 , x4 = x0 + x−χG−0 ,
then clearly xi ∈ X (r)1 , i = 1,2,3,4. Besides, Lemma 6 yields
x1 − x0 = −x+χG+0 = x(−χG+χG+0 ) ∈ N (1, δ1) ⊂ N (0, δ0)
and, similarly, xi − x0 ∈ N (0, δ0), i = 2,3,4. Therefore, there exist {Ei}41, all in F , such that the inequalities
μ(F \ Ei) 6 and supn>M0
∥∥(aM0(xi) − an(xi))χEi∥∥ δ12
hold for each i = 1,2,3,4. Additionally, since, by Lemma 6, x+ and x− are both in X (r)1 ∩ N (1, δ1), one can present such
sets Fx+ and Fx− with μ(F \ Fx+ ) 6 and μ(F \ Fx− ) 6 that the inequalities∥∥an(x+χG+0 )χFx+ ∥∥ δ12 ,
∥∥an(x+χG−0 )χFx+ ∥∥ δ12 ,∥∥an(x−χG+0 )χFx− ∥∥ δ12 ,
∥∥an(x−χG−0 )χFx− ∥∥ δ12
would hold true for every n = 1,2, . . . ,M0.
Put E = (⋂4i=1 Ei) ∩ Fx+ ∩ Fx− . Then μ(F \ E)  , and for every n > M0 we can write∥∥an(x+χG+0 )χE∥∥= ∥∥(an(x+χG+0 ) − aM0(x+χG+0 ) + aM0(x+χG+0 ))χE∥∥
= ∥∥(an(x0) − an(x1) − aM0(x0) + aM0(x1) + aM0(x+χG+0 ))χE∥∥

∥∥(aM0(x0) − an(x0))χE∥∥+ ∥∥(aM0(x1) − an(x1))χE∥∥+ ∥∥aM0(x+χG+0 )χE∥∥ δ4 .
Now, taking into account that ‖an(x+χG+0 )χE‖
δ
12 for all n = 1,2, . . . ,M0 − 1, and due to Corollary 1, we have
∥∥a
(x+χG+0 )χE∥∥ δ4 .
Similarly,∥∥a
(x+χG−0 )χE∥∥ δ4 .
Therefore, since x+ = x+χ + + x+χ − , we obtainG0 G0
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(x+)χE∥∥ δ
2
.
The inequality∥∥a
(x−)χE∥∥ δ
2
is derived in the same manner, and we ﬁnally arrive at∥∥a
(x)χE∥∥ δ.
This together with μ(F \ E)  means that a
(x) ∈ N (, δ, F ) whenever x ∈ X (r)1 ∩ N (1, δ1), that is, the maximal operator
a
 is tμ-continuous at 0 on X
(r)
1 . Therefore, by Lemma 5, a

 is tμ-continuous at 0 on X1.
(C) ⇒ (D): Let F be any set with 0 < μ(F ) < ∞, and let  > 0 be such that  < μ(F ). Since, by Lemma 4, a
 is tμ-
continuous on X2, for every k ∈ N there exist k > 0 and δk > 0 such that
a

(
X2 ∩ N (k, δk)
)⊂ N( 
2k
,
1
k
, F
)
.
Pick x ∈ C . Then, for every k ∈ N, there is such zk ∈ C that xk = zk − x ∈ N (k, δk). As xk ∈ X2, one can ﬁnd a set Ek ⊂ F
satisfying conditions
μ(F \ Ek) 
2k
and
∥∥a
(xk)χEk∥∥ 1k .
If E =⋂k Ek , then
μ(F \ E)  and ∥∥a
(xk)χE∥∥ 1k , k = 1,2, . . . .
Therefore, we have E ⊂ F , μ(E) > 0, and also x + xk = zk ∈ C for every k and ‖a
(xk)χE‖ → 0 as k → ∞, all of which, by
Lemma 2, implies that x ∈ C . So, the set C is τμ-closed in X1.
The rest of the proof is obvious. 
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