Abstract. Geographic information systems (GISs) offer a powerful tool to geographers, foresters, statisticians, public health officials, and other users of spatially referenced regional data sets. However, as useful as they are for data display and trend detection, they typically feature little ability for statistical inference, leaving the user in doubt as to the significance of the various patterns and 'hot spots' identified. Unfortunately, classical statistical methods are often ill suited for this complex inferential task, dealing as it does with data which are multivariate, multilevel, misaligned, and often nonrandomly missing. In this paper we describe a Bayesian approach to this inference problem which simultaneously allows interpolation of missing values, estimation of the effect of relevant covariates, and spatial smoothing of underlying causal patterns. Implemented via Markov-chain Monte Carlo (MCMC) computational methods, the approach automatically produces both point and interval estimates which account for all sources of uncertainty in the data. After describing the approach in the context of a simple, idealized example, we illustrate it with a data set on leukemia rates and potential geographic risk factors in Tompkins County, New York, summarizing our results with numerous maps created by using the popular GIS Arc/INFO.
Introduction
Geographical information systems (GISs) have increasingly found application in varied disciplines, from marketing to forestry to public health, as more and more researchers see spatial components to their research problems. Geographically referenced data are becoming increasingly available, but for reasons of confidentiality or convenience they are frequently reported as aggregate counts over regions that partition a parcel of land. Different reporting agencies often use partitions convenient for their own purposes, with few or no regional boundaries coinciding across agencies. For instance, hospital admissions might be tracked by zip code, whereas disease cases may be known by county, counts of the population at risk by census tract, and environmental hazard exposure assessed in regions determined by the wind or groundwater flow patterns near a particular waste site. When it is desired to draw meaningful statistical inferences from data available only in these 'misaligned' zoning systems, it is necessary to take statistical information from one zonal system of an area and convert it to estimates of that statistic for a different zonation of that same area. This process is known as areal interpolation.
Areal interpolation is closely related to kriging, which is the smoothing of a spatially indexed response surface given its exact values at only a few locations. Although the statistical literature on kriging is vast (for a review see Cressie, 1993 ), it appears that only Tobler (1979) deals directly with the areal interpolation problem. By contrast, the problem has made frequent entries into the geographical literature, including, for example, the papers by Flowerdew and Green (1989; 1990; 1992) , , Goodchild and Lam (1980) , Lam (1983) , and Langford et al (1991) . Goodchild et al (1993) review various methods for areal interpolation, and propose a unified and generalized framework for their solution. Most recently, Fisher and Langford (1995) describe three major types of areal interpolation:
(1) Cartographic methods, including simple areal interpolation (the allocation of data to subregions proportionately to their areas) and the so-called dasymetric map, which uses knowledge of the characteristics of a locality to identify homogeneous regions within the zones (see Flowerdew and Openshaw, 1987) . (2) Regression methods, which model the desired statistic as a function of covariates (often referred to as control variables). Linear regressions (constrained and unconstrained) as well as Poisson regressions fall into this category. Flowerdew (1988) , Flowerdew and Green (1989; , suggest that Poisson regressions are more appropriate for modeling count data than are linear regressions. (3) Surface methods, which posit that the statistic of choice can be modeled as a density surface, and measurements in any region can then be obtained by integrating the surface over the regional boundaries. Tobler's (1979) method is perhaps foremost among these. Cartographic methods can be viewed as special cases of these surface methods, where the surface is not continuous but rather piecewise constant. Fisher and Langford (1995) employ a Monte Carlo scheme based on modifiable areal units to assess the accuracy of several of these methods.
Designed specifically to handle and combine sources of data collected over spatially misaligned grids, many modern GISs can automatically perform one or more of these areal interpolation methods. In public health, GISs are also widely used for highlighting 'hot spots' on a map, for example, subregions having high incidence of a particular disease as well as certain sociodemographic characteristics of interest. However, as useful as they are for data display and trend detection, they typically do not include capability for statistical inference, thus precluding answers to questions of 'significance' of the various findings. When is a disease 'hot spot' truly 'hot', and when is it merely the result of natural random fluctuations-say, because of a small sample size? (In a thinly populated region, it would take relatively few disease events during a 'bad year' to create an observed rate that was the 'hottest' of the bunch.) Which predictors in a spatial regression model are statistically significant and which are not? What is the true underlying relative risk of disease in a given region (or subregion)? What will this risk be next year?
Inferential tools to answer these and other questions require both a statistical framework for modeling the underlying physical process, and techniques for estimating the variability of the various estimates and predictions obtained using this framework. In this paper we argue on behalf of a hierarchical Bayesian approach, which captures both of these requirements in a conceptually simple way, and at the same time is quite natural for our misaligned data setting. Over the last decade or so, Bayesian methods have enjoyed increasing use in statistical applications involving complex data sets, producing exact answers where classical (or frequentist) methods are either infeasible or reliant on unrealistic assumptions or approximations. The emergence of Bayesian methods in actual practice was facilitated by the simultaneous emergence of Markovchain Monte Carlo (MCMC) computational methods for obtaining samples from the associated posterior distributions of the parameters of interest; several recent textbooks (Carlin and Louis, 1996; Gelman et al, 1995; Gilks et al, 1996) describe the Bayesian approach and its implementation via MCMC. Bayesian techniques have also made inroads into the geography literature; most notable are the papers by Hepple (1995a; 1995b) which give detailed descriptions of the Bayesian methodological and computing tools, respectively, useful in spatial econometrics.
Recently Mugglin and Carlin (1998) proposed a hierarchical Bayesian areal interpolation method appropriate for count data. Building on the work of Flowerdew (1988) , their method incorporates covariate information available at a refined scale to allocate areal counts to subregions, and then aggregates the subregional counts according to the boundaries of a different zoning system. Because their approach is MCMC -Bayesian, it produces not only a point estimate for each interpolated count, but in fact an estimate of the entire posterior distribution for each count. In particular, variance estimates associated with each point estimate are automatically produced, so no extra theory (or computer coding) is required.
--In this paper we extend the setting of Mugglin and Carlin (1998) to include not only interpolation but also estimation and smoothing of underlying map characteristics (in our case, the relative risk of disease in the subregions). We also supplement the covariate information with subregion-specific random effects assigned a spatially smoothing prior distribution, reflecting our knowledge or intuition about the regions and their similarity before having seen the data. In particular, we use a conditionally autoregressive (CAR) prior to incorporate similarities in neighboring regions not already explained by our covariates, leading to the desired smoothing over the misaligned grid (Besag et al, 1991; Clayton and Kaldor, 1987) . The CAR prior enables us to control the amount of smoothing desired, and whether this smoothing is local (anticipating small clusters of subregions with similar risk) or global (smoothing all risks toward the same grand mean).
In section 2 we lay out our approach, illustrating with a simple idealized example to fix concepts, and showing how interpolation and smoothing are accomplished simultaneously, rather than sequentially. In section 3 we then apply the method to a data set of leukemia case counts (by census tract) and potential exposure covariates (by census block group) in Tompkins County, New York. GIS plots of the fitted underlying relative risks in the subregions are shown for various degrees of local and global smoothing. Finally, section 4 is a summary of our findings in which we offer directions for future research in this important area.
2 Bayesian modeling of misaligned data 2.1 Idealized example Our model beings with the assumption that aggregated count data are available over source zones, but estimates of these counts are desired according to the boundaries of some (misaligned) target zones. Consider the idealized representation originally described by Mugglin and Carlin (1998) and shown in figure 1. Regions 1 and 2 are taken to be source zones, and region 3 is the target zone. We label the two subregions of region 3 (created by the misalignment with regions 1 and 2) as regions 3a and 3b, respectively. We take the known population sizes of regions 1 and 2 to be y x and j; 2 9 and seek to estimate Y 3 , a random variable representing the population size of region 3. The simplest approach would obviously be to allocate the counts proportional to area, that is, to allocate j 1 [area(3a)/area(l)] to region 3a and j 2 [ area (^b)/area(2)] to region 3b, with their sum estimating Y 3 . However, we instead assume that the entire region can be subdivided into the finer partition shown in figure 2, and that covariate information is available for the various subregions created. As indicated in the figure, we assume for simplicity that this covariate measurement is binary (taking the value m x or m 2 \ but this is not necessary for our method to be applicable. Note that groups of the subregions in figure 2 can be aggregated to form any of regions 1, 2, or 3.
Bayesian interpolation
We now assume that on each subregion, the population is a Poisson variable, conditionally independent of the other subregional counts given the covariate values. If we let i index the region (1 or 2) andy index the subregion, j = 1, ..., J t (so that J x = 12 and J 2 = 8 in our example), a common approach is to assume
where E tj is an expected count in region if, and e ij is defined below. In disease mapping, expected counts are sometimes computed by applying an age-specific and sex-specific table of morbidity (or mortality) rates to the corresponding population sizes in each group and summing the results within each subregion, a process called external standardization. In many cases, however, a standard table is unavailable, and we must resort to internal standardization, for example, setting E tj = N^-rj, where N tj is the total population count in the subregion and n is the overall probability of disease. In either case, because E tj is what we 'expect' for Y tj , e 8ij is therefore the relative risk of contracting the disease in subgroup ij. Because the log-relative risk d tj can theoretically be any number between plus and minus infinity, this is the scale on which the covariates are typically modeled, that is,
where the x kij , k = 1, ..., K, denote the ^ covariates associated with subregion ij. Here we assume these covariates are predictive of Zand available at the subregional level, thus enabling improved interpolated estimates.
The Poisson assumption is somewhat restrictive, but it also carries two key modeling advantages. First, as we aggregate counts of several subregions together, we are in effect adding conditionally independent Poisson random variables, which produces another Poisson variable. Thus in figures 1 and 2 we have that Y 3a and Y 3h are again Poisson distributed given the 6s. Second, when conditioned on the known population values y x and y 2 , a standard result in probability theory implies that Y 3a and Y 3h become binomial random variables which cannot exceed the values of y x and y 2 , respectively. This ensures that population estimates of any conglomeration of subregions cannot exceed the total known population size of their parent regions, and in particular, that the sum of all the subregional estimates in a given region must equal the known regional total (often referred to as the pycnophylactic property).
The regression form of equation (2) allows us to use covariate information in the form of the x^s to estimate the parameter 9 k9 which in turn allows the desired population interpolation, as well as assessments of which covariates are statistically significant. In the Bayesian approach, we assume the 9 k are themselves random variables from some prior distribution which we must specify. We may choose the prior to be minimally informative, letting the data be the principal force in producing the model estimates, or we can choose to incorporate external knowledge or perhaps shape constraints to add desirable features to the fitted values. In any case, estimates of the 9 k are obtained from their posterior distribution, obtained via Bayes's rule as
where 0 = (9 { , ..., 9 K ) 9 y is a vector of the observed data, f is the likelihood function, and n is the prior distribution. Note that, given f and n, we will always have a functional form proportional to the posterior distribution; we require only a computational method for finding the normalized form off.-n. As mentioned earlier, MCMC methods are ideally suited to this task; in particular, the Metropolis -Hastings algorithm (Carlin and Louis, 1996, section 5.4.3; Hastings, 1970; Metropolis et al, 1953) provides an easily implemented way to obtain samples {0^8\ g = 1, ..., G} from j)(0\y). These samples may then be summarized in any way desired; for example provides an estimate of E(9 X \y) 9 the posterior mean (Bayes point estimate) of 9 X . These samples also serve as input for the final, interpolation, step of the process, as for any subregion ij 9 the posterior distribution of the population size is given by PUM = IP(J' S I^)P(W4EPU'I'' <^) a Monte Carlo integration. Point estimates of ^ can thus also be obtained, and subsequently aggregated to whatever scale is desired. In the context of the example described above and in figures 1 and 2, as the subregions are of equal size, suppose E tj = E for all ij (that is, the expected counts are equal in all subregions). Then using equations (1) and (2) (4)
The sum Y 3 = Y 3sL + Y 3h is unfortunately not itself another binomial, because the success probabilities in equations (4) and (5) provides a good corresponding variance estimate provided the autocorrelation in the induced chain of Metropolis-sampled values Y^ is not too high (say, less than 0.9). In any case, both of these estimates can be made arbitrarily accurate simply by taking a sufficiently large MCMC sample size, G.
The choice of prior distribution n(0) can have substantial impact on the outcome. If the data are highly informative, a uniform or other 'noninformative' prior can be used. However, for small or otherwise weakly informative data sets, a more informative prior may be required. In the Bayesian MCMC setting, weak identification of model parameters often manifests itself as slow or erratic convergence of the MCMC algorithm to its stationary distribution (that is, the true posterior). In our work we typically select prior distributions that are as vague as possible while still allowing reasonably good MCMC convergence with the data and model at hand.
Bayesian smoothing
Choropleth maps of interpolated counts often appear quite 'bumpy', in that regions of high count can border directly on regions of low count. This is to be expected, because the interpolated values in the subregions must sum to the fixed, observed regional totals, which may themselves be irregular. However, if the goal is to map not the interpolated counts but the underlying relative risks (or log-relative risks) of disease in the same regions, here we would likely prefer a smoothed map, having no stark contrasts between neighboring regions. Such a smoothed map is consistent with a belief that disease risk does not change sharply over short distances (though of course the observed counts may, especially if collected over a short time interval or over thinly populated areas). Unobserved regional covariates, such as race, income level, environmental contamination, and the like, can create 'clusters' of subregions having similar disease rates. Smoothed risk maps facilitate identification of such clusters (as well as broad patterns) of disease risk. Several modern disease atlases use some form of smoothing; an excellent recent example is the US mortality atlas by Pickle et al (1996) , which smoothes crude rates via a weighted 'headbanging' algorithm (a nonparametric spatially oriented median smoother).
Of course, there are situations where smoothing would not be appropriate-for example, if all disease clusters were entirely contained within individual subregions. Alternatively, disease rates might plausibly be expected to vary sharply across subregional boundaries; Knorr-Held and Rasser (1998) show sharp distinctions in male oral cavity cancer mortality rates across the former East-West German border. In our data example, however (leukemia rates in the subregions of a county in upstate New York), we would be surprised if disease risk changed sharply after crossing a regional boundary, so some sort of smoothing seems both practical and appropriate.
In the Bayesian framework, smoothing of the log-relative risks is accommodated simply by adding a smoothing term to our model for d tj . Specifically, we replace equation (2) by
where the (fry are subregion-specific random effects assigned a prior distribution specifically tuned to capture the sort of spatial similarities we expect in the fitted risk map. For instance, we might simply assume where T is a precision parameter that is either specified, or itself assigned a prior distribution (sometimes called a hyperprior) and iid indicates that the (fr tj are independent and identically distributed. Note that this model smoothes the S v toward a global (map-wide) mean value (determined by the 0s), with T controlling the degree of smoothing (larger T implies more smoothing).
As an alternative, we might choose a prior designed to smooth toward local mean values, that is, a prior which anticipates clusters of regions having similar risks located throughout the map. Such a prior often chosen by spatial biostatisticians is the conditionally autoregressive (CAR) distribution (Besag, 1974) . This prior assigns a joint density proportional to exp (-^X(j) T B(j)) to the vector of random effects 0, (fr = {^}. That is, the fa-are multivariate normal, where the symmetric, positive definite matrix B determines the relationships among the parameters by relating them to respective positions of their regions on the map. The precision information in the B matrix is determined by the sample sizes in each region, and the correlation structure between two regions is defined by whether or not they are neighbors. More specifically, we follow Besag et al (1991) , who for each region ij define a neighbor set dy. This set might contain all regions within a certain distance of region ij, or simply those regions adjacent to region ij. This definition may need to be adjusted (especially in the adjacency case) when regions are of greatly differing size or are separated by significant natural landmarks (lakes, mountain ranges, etc).
If we let n tj be the number of neighbors of region //, the CAR prior produces the conditional prior distribution of fy as ^l^-N^.JL),
where ^ = riy 1 J2 (j) k . That is, the conditional prior for fy is normal, centered kedij around the mean value of its neighbors, and with variance decreasing in the number of neighbors. The parameter X, common to all of these neighbor structures, controls the degree of smoothing imposed. Thus the role of X is similar to that of T in the independence prior above, only now the smoothing is local instead of global. Also note the location of X in a conditional prior specification, whereas the prior of T is specified unconditionally, muddying comparisons between the two prior forms [though see Bernardinelli et al (1995) for recent simulation work attempting to calibrate across the two scales]. Finally, we note that the CAR prior as specified in equation (8) is translation invariant; adding a constant to each of the (fry will not change the value of the prior. Thus, to preserve the estimability of 6 0 in equation (6) we impose the constraint Y2<l>ij -0-Despite its awkward appearance, this constraint is easy to implement 'on v the fly' following each iteration of our MCMC algorithm simply by recentering the sampled <fr tj values around their own mean.
3 Illustration: leukemia in Tompkins County, New York 3.1 Description of the data set Having summarized the Bayesian methodblogical approach to map interpolation and smoothing, we turn to an illustration using a data set originally presented and analyzed by Waller et al (1994) , which reports the incidence (1978-82) of leukemia in Tompkins County, New York. As seen in figure 3, this county, located in west-central New York State, is roughly centered around the city of Ithaca. Tompkins County is divided into 23 census tracks (according to the 1980 US Census), with each tract further subdivided into between 1 and 5 block groups, for a total of 51 such subregions.
In this data set, leukemia counts are available only at the census tract level; we seek to obtain maps of interpolated counts and smoothed underlying relative risks at the finer block-group level, plotting both by using a GIS. Fortunately, two binary covariates are available to assist us. The first is a binary indicator of whether the block group is primarily urban or rural in character (1 = urban, 0 = rural), with the Ithaca city block groups being those assigned the 'urban' designation. The second covariate is also binary, and indicates whether or not the population-weighted centroid of the block group is located within 2 km of a trichloroethylene (TCE) waste site. These are inactive hazardous waste sites listed by the New York Department of Environmental Conservation as containing TCE, a volatile organic compound putatively associated with increased leukemia risk. Waller et al (1994) provide a review of the epidemiologic literature relating TCE exposure and leukemia, as well as an analysis of other TCE sites in upstate New York. In particular, the original analysis by Waller et al (1994, page 10 ) considered exposure radii of 1, 2, and 4 km; we considered all three values but for simplicity chose to report only those results based on the middle value, 2 km. . Figure 4 provides a rough schematic of Tompkins County drawn in S-Plus, a popular and easy-to-use statistical package with limited mapping capabilities (MathSoft Inc., Seattle, WA). Although unable to show regional boundaries, this map does show the block-group centroids and the two waste sites, one in the northeast corner of the county near the village of Groton, and the other in the southern part of Ithaca. Our covariate data are only moderately informative, and a quick glance at figure 4 reveals why. Most of the urban block groups (the -f signs on the map) are within 2 km of the Ithaca waste site; at the same time, only two rural block groups (the two in the northeast corner) are near a waste site. Statistically speaking, it is as if we have substantial information only for the diagonal entries in a two-by-two table of data, where the row designations are 'urban' and 'rural', and the columns are 'exposed' and 'unexposed'. This necessitates a moderately informative prior on the #s, because noninformative priors will lead to MCMC algorithm convergence failure (the MCMCBayesian analogue of collinearity in traditional regression modeling). In what follows, we used an N(2, 1) prior for each 9. We experimented with other priors [for example, N(0, 1) priors] and obtained broadly similar results.
Regarding neighborhood structure, we defined block groups to be neighbors if their respective population-weighted centroids were within 7 km of each other. The choice of 7 km radius is admittedly rather arbitrary, but was chosen to ensure that every block had at least one neighbor (the nearest neighbor to the most isolated block group centroid was roughly 6.5 km away). Again, alternative definitions might simply rely on regional contiguity. Best et al (1999) investigate the effect of changing the distributional form of the smoothing prior, as well as the definition of adjacency. Figure 5 shows a choropleth map [drawn in the GIS Arc/INFO (ESRI Inc., Redlands, CA) of the crude log-relative risks (method of moments estimates) computed by census tract (though block-group-level boundaries are often still visible). Darker regions have higher leukemia risk. Note the preponderance of white and black regions with few gray regions. Clearly the shading scale here is too narrow to detect subtle differences in risk, but was chosen for consistency with our later, smoothed, risk maps. We remark that our log-relative risks are not centered around 0 because they are standardized relative to the grand rate in the 8-county region studied by Waller et al (1994) , an area which includes Tompkins County but has slightly higher risk overall. Figure 5 is a summary of the input data for our Bayesian smoothing procedure.
Parameter estimation
We begin by applying the nonsmoothing interpolation model to the Tompkins County data, where equation (2) is replaced by 5 tj = 9 0 + fyu tJ + 9 2 Wtj 4-OsUyWij,
where u tj is the urban-rural covariate, and w tj is the exposed-unexposed covariate. We ran 5 parallel MCMC sampling chains for 2000 iterations each, discarding the first 200 from each chain as preconvergence 'burn-in'. The remaining 9000 (= 5x 1800) 0^ samples are summarized in figure 6 , which shows the posterior histograms for 6 t , i = 0,..., 3. We note that 6 0 , 6 U and 6 3 are not significantly different from 0 as judged by the 95% Bayesian confidence interval (abbreviated BCI in the figure), and 0 2 is marginally significant at this level. This suggests the data are sufficient to detect some harmful effect of residing within 2 km of a waste site, but not sufficient to detect any effect associated with living in an urban area (in this case, the city of Ithaca). The preponderance of negative 0^8 ) samples is surprising, because it suggests a protective effect of living both in an urban area and near a waste site. Statistically speaking, this is apparently a result of the previously mentioned unbalanced nature of the data itself. Most of the block groups in Ithaca are 'exposed', including many with relatively low observed disease risk. Combined with the presence of a few rural block groups not-near a waste site with relatively high observed rates,the interaction term 6 3 must adjust to bring the fitted rates in Ithaca back down somewhat. A possible explanation for this phenomenon involves the exposure pathway for TCE, which is normally via groundwater. If persons residing near the Groton waste site drink well water, whereas persons near the Ithaca site instead drink water from Lake Cayuga, this would explain the difference in observed rates between the urban and rural waste sites.
Global smoothing
Because figure 5 captures regional mean risk but not its variability (that is, regional sample size), its estimates are occasionally misleading. For instance, the high variance associated with the high-risk estimate for the thinly populated census tract in the southeastern corner is not conveyed by the map. Also the map is drawn at the census tract level, rather than the finer block group level at which we have relevant covariate information. In the case, the map does not present a plausible picture of underlying relative leukemia risk; we would expect such a risk map to be much more smoothly varying in space. These observations motivate application of the smoothing model in equation (6).
We add the random effects fa. to our log-relative risk model (9), and assign them the global smoothing prior (7). (Recall we expect the leukemia rates to vary smoothly over our study region, and we prefer smooth maps for identifying clusters and broad patterns in these rates.) Figure 7 is a map of the fitted posterior mean estimates of logrelative risk, E (Sy \y), obtained from our MCMC algorithm. Note that the collection of log-relative risk has been 'shrunk' back towards the grand mean value, as indicated by the presence of various shades of gray in the map. Elevated risks are evident near the two waste sites, but local 'clustering' is not particularly evident (see the group of unshaded regions separating Ithaca from the western and southeastern block groups).
Local smoothing
In this section we now change the prior on fa. to the CAR (local smoothing) prior shown in equation (8). Following Bernardinelli et al (1995) , we begin by attempting a specification that is roughly comparable with that in figure 7 by setting X = 0.1. The resulting fitted risks are shown in figure 8. Now some local clustering is apparent, with the highest fitted risks located near the two waste sites and in northern Ithaca, and with the next highest risks in regions adjacent to these. The county-wide degree of smoothness does seem comparable with that in figure 7 , with the high risk in the rural southeastern corner shrunk even more dramatically back towards the grand mean.
In figure 9 we increase the amount of smoothing by increasing the value of the CAR parameter to X = 1. The two block groups near the northeast waste site emerge even more prominently, and only the two southwesternmost block groups remain unshaded. Figure 10 shows the results using X = 100, a very large value which oversmoothes the fitted risks. The local clustering visible in figure 9 is now obscured by the excessive level of smoothing; a plot of the fitted rates with a comparable global smoothing prior (for example, with T = 1000) produces essentially the same picture. Despite this oversmoothing, the elevated risk near the two waste sites in Groton and Ithaca is still visible, a comforting feature of the CAR technology.
As mentioned earlier, an alternative to fixing a single value for X (or T) in our priors at the outset is to specify a hyperprior distribution for this parameter, and subsequently add it into the MCMC sampling order. Because X and T are precision parameters in normal distributions, the gamma distribution emerges as a convenient choice for such a hyperprior. In our case, however, the sparseness of our data set required such hyperpriors to be fairly informative. As a result, we prefer to compare the fitted maps obtained under a variety of smoothing constants, as in figures 8 -10. Figures 11 and 12 map the posterior medians of the (j) tj under the CAR smoothing priors used in figures 8 and 9, respectively. These are often referred to as 'spatial residuals', because they can be viewed as surrogates for underlying unobserved spatially varying covariates. These two figures reveal little additional spatial variability beyond that already explained by the spatially varying covariates in the model (here, urbanrural status and waste site proximity), with most values in the interval (-0.5, 0.5). The cluster of darker areas just southeast of Ithaca appears to be the result of two nonzero disease counts in the corresponding census tracts, which are not near a waste site. Adjacency seems to us to figure a bit too prominently in figures 9 and 12, so we might conclude that the CAR(A = 0.1) model, which demands less local smoothing, is a superior fit for these data. Alternatively, more formal Bayesian model choice tools (such as deviance or other predictive model discrepancy scores) could be used (for example, see Carlin and Louis, 1996 , section 6.4).
Discussion
The Bayesian approach to areal interpolation and smoothing illustrated in this paper extends an earlier model and approach by Flowerdew (1988) and Flowerdew and Green (1991) . The method is flexible in that it can incorporate any number of either continuous or discrete covariates, easily implementable via Markov-chain Monte Carlo computational techniques, and comprehensive in that it yields entire distributions for parameters of interest, thereby allowing assessment of the precision of its estimates. The resulting smoothed spatial disease maps are of course useful for spotting broad patterns of disease risk that might be obscured in crude maps such as figure 5, and are also more accurate for estimation purposes, because they employ the so-called Bayesian 'borrowing of strength' across regions (that is, the estimate for each region is informed by data from other neighboring regions). Our maps can also suggest areas where a casecontrol study of the disease in question is justified, which in turn might motivate a careful prospective study.
Two different methods of smoothing have been presented, determined by the choice of prior distribution for a particular additive term in the model. The CAR (conditionally autoregressive) prior (8) seems particularly effective, both because of the plausibility of its assumption that neighboring regions are similar (for example, because of the presence of unmeasured spatially varying covariates) and because the maps it produces are intuitively appealing and useful for spotting broad trends. The smoothing parameters assigned the CAR prior capture residual spatial correlation not already accounted for by the covariates (in our example, urban-rural designation and waste site proximity). As a result, patterns in maps of their fitted values (such as figures 11 and 12) may suggest the presence of spatially correlated covariates missing from the model.
Though the census tract level information mapped in figure 5 was taken as the input data in the previous section, block-group-level data are in fact available. A map of crude logrelative risks calculated at this level is shown in figure 13 . We present these data at this late point in our analysis only to illustrate that, although this figure is based on more refined data than our algorithm was able to see, it still does not constitute a 'right answer' to the problem of mapping underlying disease risk, because of its strong lack of smoothness. For example, the extremely dark region in the southwest corner of the map is the result of just a single leukemia case in a sparsely populated block group. Clearly the smoothed maps in figures 7, 8, and 9 offer more plausible pictures of underlying leukemia risk, while still preserving substantial geographic resolution in the areas near the waste sites.
Directions for future work in this area are many. The first concerns nonnested grid structure. In many problem settings, the response data and covariate information will be available over totally separate zonal systems (for example, census tracts versus zip • -0.8 to -0.6
• < -0.8 Figure 13 . Log-relative risk of leukemia by census block group, unsmoothed. Values actually range from -3.89 to 1.35; a narrower classification key is used for consistency with previous smoothed maps. codes), as opposed to the nested situation (census block groups within census tracts) considered here. Bayesian methods again provide a useful blueprint for structuring the resulting model, though of course the notation and computing will be substantially more complex. Second, Bayesian methods for nongrid data (for example, point-source exposures) must be developed. The distance-based method of exposure measurement is often criticized; better models would account for geographic features (hills, lakes, etc) as well as the transportation mechanism of the pollutant in question (hydrologic, aerosol, etc) . Third, more attention should perhaps be paid to the objective of the inference, rather than just the technical aspects of the model. For example, a strongly informative CAR prior may be entirely appropriate when the objective is to produce a smoothed disease map for identifying broad patterns of disease in space; however, it may be less so if the goal is to identify small clusters of elevated risk, estimate the effect of a particular covariate, or obtain optimal risk predictions for a particular subregion. Finally, an important practical goal of our development must be to create a statistically 'smart' GIS system which incorporates the MCMC smoothing routines described above. The developing link between Arc/INFO (for mapping and data management) and S-Plus (for computing, possibly aided by subroutines written in a compiled language such as C++ or Fortran 90) offers a promising direction for investigation.
