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Abstract
Tree matching is concerned with nding the instances, or matches, of a given
pattern tree in a given target tree. We introduce ten interrelated matching
problems called tree inclusion problems. A specic tree inclusion problem
is dened by specifying the trees that are instances of the patterns. The
problems dier from each other in the amount of similarity required between
the patterns and their instances. We present and analyze algorithms for
solving these problems, and show that the computational complexities of the
problems range from linear to NP-complete.
The problems are motivated by the study of query languages for struc-
tured text databases. The structure of a text document can be described by
a context-free grammar, and text collections can be represented as collections
of parse trees. Matching-based operations are an intuitive basis for accessing
the contents of structured text databases. In \G-grammatical" tree inclusion
problems the target tree is a parse tree over a context-free grammar G. We
show that a certain natural class of grammars allows solving some of the
grammatical inclusion problems in linear time.
Tree inclusion problems are extended by introducing logical variables in
the patterns. These variables allow extracting substructures of the pattern
matches and posing equality constraints on them. We show that most of the
tree inclusion problems with logical variables are NP-hard, and also consider
solving their polynomial versions. As an application of these problems we
nally show how tree inclusion with logical variables can be used for querying
structured text databases, and discuss how the inclusion queries should be
evaluated in practice.
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Chapter 1
Introduction
Trees are one of the most important ways of structuring data. They are suit-
able for representing any information with hierarchical structure. Trees can
be used to represent natural language sentences, computer programs, alge-
braic formulae, molecule structures, and family relationships, just to mention
some application areas.
Pattern matching is the process of locating substructures of a larger struc-
ture, the target, by comparing them against a given form called the pattern.
Posing pattern matching requests is descriptive by nature in the sense that
one describes how the results of the search should look like, instead of ex-
pressing how they are to be found. This makes pattern matching a central
operation in many declarative programming systems, and also a promising
framework for the retrieval of information.
Matching of tree structures and the related unication problem have an
important role in the denition and implementation of functional and logic
programming languages like Lisp and Prolog. Representing terms as tree
structures is typical in those systems. For example, consider a programming
system that deals with simplifying arithmetic expressions. The system might
be required to simplify a term like f(1; (0 + 2  3); 4) that represents some
function f applied to arguments 1, 0 + 2  3 and 4. This term could be
represented inside the system as the following tree structure.
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Assume that the system includes a rewriting rule 0+x! x, which tells that
any expression of the form 0 + x can be simplied to x. Now this rule can
be implemented by treating the left-hand side of the rule as the pattern tree
below.
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The earlier tree that represents the object of simplication is then treated as a
target tree, and the pattern is matched against the target. Matching succeeds
against the subtree whose root is labeled by the +-sign. The simplication
step can be implemented by replacing that tree by its second subtree that
was matched by the x-node of the pattern. The result is as follows.
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The above was an example of classical tree pattern matching. In this
problem the pattern describes its matches rather precisely. For instance, the
previous pattern matches only against trees that have exactly two immediate
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subtrees, whose root label is +, and whose rst subtree is 0; the second
subtree of the pattern occurrences can be arbitrary.
Sometimes we may need more liberal matching of tree structures than
classical tree pattern matching. For example, assume that we have a large
collection of parse trees for some natural language sentences. Figure 1.1 is
an example of such a parse tree.
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Figure 1.1: A parse tree
Linguists might want to locate sentences from the collection by expressing
conditions on the form of their parse trees. For example the following queries
on the data might be of interest.
1. Locate those sentences that contain verb \holds", noun \cat", and some
adverb.
2. Locate those sentences that contain a noun phrase consisting of deter-
miner \the", adjective \big", and noun \cat", in this order.
3. Extract the nouns that are preceded in a verb phrase by the verb
\holds".
4. Extract the words that appear in a sentence both as a verb and a noun.
The richness of natural language leads to very diverse syntactic structures and
makes queries like those above dicult to express using classical tree pattern
matching. We consider in this thesis extensions of the tree pattern matching
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problem that allow us to express conditions like those above. We call these
extensions tree inclusion problems. The rst two sample queries above can
be treated as tree inclusion problems, where we search for occurrences of a
pattern tree. The last two queries above can be treated as inclusion problems
extended with logical variables. Logical variables can be used to extract
substructures of the pattern occurrences and for posing equality constraints
on those structures.
The specic application that we have in mind is to apply tree matching
to locating structures in structured text databases. Various text documents
comprise some kind of internal structure. Examples of such documents are
manuals for software and equipment, encyclopedias, and dictionaries. A
structured text database system is a computer system that utilizes the struc-
ture of the texts in its task of storing and manipulating text documents.
The model for text databases that we consider uses grammars as database
schemas and parse trees as database instances. In this setting, pattern trees
can be given as queries for locating parts of interest in database trees.
The main theme of the thesis is the study of reasonable variations of
pattern matching on tree structures. The contents are organized as follows.
Chapter 2 presents the basic notions of trees that are used in the rest of the
thesis. Tree inclusion problems are introduced in Chapter 3. In Chapter 4
we consider solving these problems. We give a general solution scheme for
the problems, and present and analyze algorithms for solving particular tree
inclusion problems. The computational complexities of the problems are
shown to range from linear to NP-complete.
In Chapter 5 we discuss application oriented special cases called grammat-
ical tree inclusion problems. In a grammatical problem the target is a parse
tree over some grammar. We show that the class of so called nonperiodic
grammars allow certain tree inclusion problems to be solved in linear time.
We also discuss possibilities to preprocess the pattern when the grammar
of the target is known. In Chapter 6 we consider extending the tree inclu-
sion problems by allowing the patterns to contain logical variables. Most of
the tree inclusion problems with logical variables are shown to be NP-hard.
Solving the polynomially solvable problems and some polynomial subclasses
of ordered tree inclusion with logical variables are considered at the end of
Chapter 6. In Chapter 7 we discuss querying structured text databases using
tree inclusion. We give examples of using inclusion queries and outline how
they should be evaluated in practice. Chapter 8 is a conclusion.
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Chapter 2
Preliminaries
This chapter denes the basic notions of trees and their components used
in the rest of the thesis. The concepts are standard and can be found,
although with slightly diering notations, in many sources that deal with
tree algorithms; [Knu69], [AHU74], and [Tar83] are three basic references.
A binary relation on a set D is a subset of the cartesian product D D.
Let R be a binary relation on D. The transitive closure of R, denoted by
R
+
, and the reexive transitive closure of R, denoted by R

, are dened as
follows:
R
0
= f(x; x) j x 2 Dg ;
R
n+1
= f(x; y) j 9 z 2 D : (x; z) 2 R; (z; y) 2 R
n
g ; for n  0;
R
+
=
[
n>0
R
n
; and
R

=
[
n0
R
n
= R
0
[ R
+
:
A rooted tree is a structure T = (V;E; root(T )), where V is a nite set
of nodes, root(T ) 2 V is a node called the root of tree T , and E is a binary
relation on V that satises the conditions listed below. If (u; v) 2 E, we say
that (u; v) is an edge and that node u is the parent of node v, denoted by
parent(v). The set of edges must satisfy the following:
1. The root has no parent.
2. Every node of the tree except the root has exactly one parent.
3. All nodes are reachable via edges from the root, i.e., (root(T ); v) 2 E

for all nodes v 2 V .
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If we omit the special status of the root of a rooted tree and the direction
of the edges, we get an unrooted tree. We consider only rooted trees if not
especially stated otherwise.
Rooted trees are a special case of directed graphs; graphs do not pose
restrictions on their edges. The nodes of a graph are also called vertices. A
graph (tree) is labeled, if a function label from the nodes of the graph (tree)
to some alphabet is given.
A path in a directed graph is a sequence of edges (v
1
; v
2
), (v
2
; v
3
), : : :,
(v
n 1
; v
n
); this is called a path from v
1
to v
n
and its length is n   1. In a
tree there is a unique path from the root to each node. We dene the depth
or the height of a tree T , denoted by depth(T ), to be one greater than the
length of the longest path in T .
The nodes of a rooted tree with a common parent are children of their
parent, denoted by
children(u) = fv 2 V j (u; v) 2 Eg :
A node without children is a leaf. Nodes which are not leaves are internal
nodes. Leaves are sometimes called external nodes. The descendants of a
node u are dened by
desc(u) = fv 2 V j (u; v) 2 E
+
g ;
and the ancestors of u are dened by
anc(u) = fv 2 V j (v; u) 2 E
+
g :
The set A
i
(u) = fv 2 V j (v; u) 2 E
i
g is obviously for each i either empty or
a singleton; if it is a singleton, the node v belonging to the set A
i
(u) is called
the ith ancestor of u. A node is its own zeroth ancestor, and the parent is
the rst ancestor of a node.
A rooted tree is ordered if the children of each internal node having k
children are uniquely numbered by 1; : : : ; k. Let u be a node in an ordered
tree. The child number i of node u is denoted by child (u; i). If node u has k
children (k > 0), the node child (u; 1) is the leftmost child of u, and child(u; k)
is the rightmost child of u.
Let u be a node in a rooted tree T = (V;E; root(T )). The subtree of T
rooted by node u, denoted by T [u], is the tree (V
0
; E
0
; u), where
V
0
= fug [ desc(u) ; and
E
0
= E \ (V
0
 V
0
) :
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The subtrees of a tree T are the trees rooted by the nodes of T . If T is ordered
or labeled, the labeling of nodes and ordering of children in the subtrees of T
are the same as the labeling and ordering in T . The tree rooted by the child
number i of a node u is called the subtree number i of node u. The subtrees
of root(T ) are the immediate subtrees of tree T . A subtree of T is a proper
subtree of T if it is not rooted by the root of T .
We can omit the ordering of an ordered tree and consider it as an un-
ordered tree. In the sequel, if not stated otherwise, we mean by trees ordered
and labeled trees. Trees have a natural representation as linear terms. Let T
be a tree with immediate subtrees T
1
; : : : ; T
k
and label (root(T )) = a. Then
the term representation of T , denoted by Term(T ), is dened inductively by
Term(T ) = a(Term(T
1
); : : : ;Term(T
k
)) ;
if k = 0, we omit the parentheses after a. If s is the term representation
of a tree T , we say that T is the tree represented by term s, and denote it
by Tree(s). Sometimes we refer to tree Tree(s) simply by term s. For an
example, see Figure 2.1.
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Figure 2.1: The tree represented by the term a(b; c(a); d).
A forest is an ordered sequence of trees no two of which have nodes
in common. The forest of trees T
1
; : : : ; T
k
is denoted by hT
1
; : : : ; T
k
i. Let
F = hT
1
; : : : ; T
k
i be a forest, and u a node in a tree T
i
of F . The subtree of
F rooted by u, denoted by F [u], is dened by F [u] = T
i
[u]. The subtrees of
a forest F are the subtrees of the trees in F .
The subtrees of a node u with k children in a tree T form the forest
hT [child(u; 1)]; : : : ; T [child(u; k)]i. The roots of the trees forming a forest
are siblings to each other. Let u = root(T
i
) in a forest hT
1
; : : : ; T
k
i. If i > 1,
the nodes root(T
j
) where 1  j < i are left siblings of node u, and root(T
i 1
)
is the previous sibling of u. If i < k, the nodes root(T
j
) where i < j  k are
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right siblings of u, and root(T
i+1
) is the next sibling of u. Usually we do not
distinguish between a single tree T and the forest hT i.
The nodes u of a forest F = hT
1
; : : : ; T
k
i where k > 0 can be assigned
preorder numbers pre(u) along the following rules:
1. The preorder number of root(T
1
) is 1.
2. The preorder number of the leftmost child of a node u is pre(u) + 1.
3. Let node u be the next sibling of node v, and let p be the largest
preorder number assigned to the nodes in F [v]. Then pre(u) = p+ 1.
The leaf in a forest F with the smallest preorder number is the leftmost leaf
of F , and the leaf with the greatest preorder number is the rightmost leaf of
F .
Postorder numbers are assigned to the nodes of a forest hT
1
; : : : ; T
k
i where
k > 0 by the following rules:
1. Let u be the leftmost leaf of T
1
. Then the postorder number post(u) of
u is 1.
2. Let u be an internal node, and let p be the largest postorder number
assigned to the descendants of u. Then post(u) = p + 1.
3. Let node v be the next sibling of node u. Then the postorder number
of the leftmost leaf of F [v] is post(u) + 1.
Figure 2.2 is an example of preorder and postorder numbering.
The following lemma binds the ancestorship relation and the preorder
and postorder numbers together.
Lemma 2.1 Let u and v be nodes in a forest F . Then u is an ancestor of v
if and only if pre(u) < pre(v) and post(u) > post(v).
Proof. See Exercise 2.3.2-20 in [Knu69]. 2
Many of the tree inclusion problems in the next chapter can be character-
ized operationally by tree edit operations. Tree edit operations form the basis
for the edit distance of trees, which can be used for measuring the similarity
of trees. This topic is discussed in [Sel77], [Tai79], and [ZS89].
Let u be a node in a tree T . The eect of the deletion of node u from
T is as follows. If u is the root of T , the result is the forest of immediate
subtrees of T . Otherwise, let u be the ith child of a node v. In this case
8
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Figure 2.2: Numbering nodes of a forest. The preorder numbers are shown
as Arabic numbers inside the nodes, and the postorder numbers are shown
as Roman numbers to the left of the corresponding nodes.
the result is tree T with node u removed and the edge from v to u replaced
by edges from v to the children of u. The relative order of children does
not change: Let the children of v be v
1
; : : : ; v
i
; : : : ; v
k
, and the children of
u be u
1
; : : : ; u
l
. Then, after the removal of u = v
i
, the children of v are
v
1
; : : : ; v
i 1
; u
1
; : : : ; u
l
; v
i+1
; : : : ; v
k
. For an example, see Figure 2.3.
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Figure 2.3: The eect of deleting the node u from the tree T .
An insertion is the inverse operation of a deletion. Two derived operations
can be dened by the deletion of nodes [WJZS91]. Pruning at a node umeans
deleting all the descendants of u. Cutting at a node u means pruning at u
9
and deleting u.
Another basic tree editing operation is the permutation of siblings. Let u,
v and p be nodes in tree T with u = child (p; i) and v = child (p; j). Permuting
u and v changes u to be child (p; j) and v to be child (p; i).
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Chapter 3
Tree inclusion problems
The general tree inclusion problem given a pattern tree P and a target tree
T is to locate the subtrees of T that are instances of P . A specic inclusion
problem is dened by xing the instance relation that species the instances
of each pattern. The pattern is said to match or occur at the root of the trees
that are instances of the pattern. If P matches at a node v of T , we say that
v is an occurrence of P .
In this chapter we introduce ten interrelated inclusion problems on trees.
The problems are introduced by restricting their instance relation step by
step. The problems divide into two groups of ve problems: the unordered
problems, where the left-to-right order of the pattern nodes does not mat-
ter, and the ordered problems, where it does matter. The motivation for
introducing the problems is to provide means of locating data in a target
tree by giving a pattern tree that describes the wanted-for occurrences on an
appropriate level of precision.
The problems are introduced in Sections 3.1 through 3.10. Section 3.11
relates the instance relations of the problems together. Solving the problems
is considered in Chapter 4.
3.1 Unordered tree inclusion
Tree inclusion problems are dened via embeddings between trees. Let P =
(V;E; root(P )) and T = (W;F; root(T )) be trees. An injective function f
from the nodes of P to the nodes of T is an embedding of P into T , if it
preserves labels and ancestorship. That is, for all nodes u and v of P we
require that
11
1. f(u) = f(v) if and only if u = v,
2. label (u) = label (f(u)), and
3. u is an ancestor of v in P if and only if f(u) is an ancestor of f(v) in
T .
We say that P is an unordered included tree of T if there is an embedding of
P in T . Figure 3.1 shows an example of unordered tree inclusion.
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Figure 3.1: Tree P is an unordered included tree of tree T .
Alternative characterizations for the unordered tree inclusion can be given.
Intuitively we think that a subset of nodes of the target together with their
induced ancestorship relation resembles the pattern. Operationally, an un-
ordered included tree can be obtained from a tree by deleting nodes and
permuting siblings.
Example 3.1 The tree a(b; c(a); d) has 42 unordered included trees. They
are represented by the terms a, b, c, d, a(a), a(b), a(c), a(d), c(a), a(a; b),
a(a; d), a(b; a), a(b; c), a(b; d), a(c; b), a(c; d), a(d; a), a(d; b), a(d; c), a(c(a)),
a(a; b; d), a(a; d; b), a(b; a; d), a(b; c; d), a(b; d; a), a(b; d; c), a(c; b; d), a(c; d; b),
a(d; a; b), a(d; b; a), a(d; b; c), a(d; c; b), a(b; c(a)), a(c(a); b), a(c(a); d),
a(d; c(a)), a(b; c(a); d), a(b; d; c(a)), a(c(a); b; d), a(c(a); d; b), a(d; b; c(a)), and
a(d; c(a); b). 2
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If P is an unordered included tree of T , then P is an unordered included
tree of every tree that is rooted by an ancestor of root(T ). Therefore it is
reasonable to consider trees that include P minimally. We say that tree T
includes P minimally if T includes P but no proper subtree of T does.
Problem 1 (Unordered tree inclusion problem, UTI)
Given a pattern tree P and a target tree T , locate the subtrees of T that
include P minimally. 2
A mapping f from the nodes of P to the nodes of T is root preserving, if
f(root(P )) = root(T ). It is immediate that a tree T includes P minimally if
and only if there is an embedding of P in T and every embedding of P in T
is root preserving.
3.2 Ordered tree inclusion
The second inclusion problem, the ordered tree inclusion problem, results
from the previous one by xing the left-to-right order of nodes. That is,
ordered tree inclusion allows us to locate subtrees of the target that con-
tain nodes that agree with the nodes of the pattern with regard to labeling,
ancestorship relation, and the left-to-right order induced by the target.
An embedding of a tree P into a tree T is an ordered embedding of P into
T , if it preserves the left-to-right-order of nodes. That is, for all nodes u and
v of pattern P we have that
post(u) < post(v) if and only if post(f(u)) < post(f(v)) :
Since f preserves the ancestorship, the above condition is by Lemma 2.1
equivalent to requiring that
pre(u) < pre(v) if and only if pre(f(u)) < pre(f(v)) :
Tree P is an ordered included tree of T , and T is an ordered including
tree of P , if there is an ordered embedding of P into T . For an example of
ordered tree inclusion see Figure 3.2.
Again, the instance relation can also be characterized operationally: tree
P is an ordered included tree of T , if P can be obtained from T by deleting
nodes.
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Figure 3.2: Tree P is an ordered included tree of tree T .
Example 3.2 The tree a(b; c(a); d) has 20 ordered included trees. They are
a, b, c, d, a(a), a(b), a(c), a(d), c(a), a(a; d), a(b; a), a(b; c), a(b; d), a(c; d),
a(c(a)), a(b; a; d), a(b; c; d), a(b; c(a)), a(c(a); d), and a(b; c(a); d). 2
A tree T includes tree P with order minimally if P is an ordered included
tree of exactly one subtree of T , namely T itself.
Problem 2 (Ordered tree inclusion problem, OTI)
Given a pattern tree P and a target tree T , locate the subtrees of T that
include P with order minimally. 2
Again it is immediate that U includes tree P with order minimally if and
only if there is an ordered embedding of P into U and every ordered embed-
ding of P into U is root preserving. It is obvious from the denitions that
if P is an ordered included tree of T , then P is also an unordered included
tree of T . On the other hand, a tree T can include P with order minimally
and have a proper subtree that includes P without order minimally: Con-
sider trees P = a(b; c) and T = a(b; a(c; b)). Now T includes P with order
minimally, but the subtree a(c; b) of T includes P without order minimally.
The ordered tree inclusion problem appears in Exercise 2.3.2-22 of [Knu69];
in the solution Knuth gives a sucient condition for the existence of an or-
dered embedding.
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3.3 Unordered path inclusion
An embedding f of a tree P = (V;E; root(P )) in a tree T = (W;F; root(T ))
is a path embedding if it preserves the parent relation. That is, for all nodes
u and v,
(u; v) 2 E if and only if (f(u); f(v)) 2 F :
Pattern tree P is an unordered path-included tree of target tree T if there
is a path embedding of P in T . For an example see Figure 3.3. Intuitively,
a path-included tree of T consists of paths originating from a single node of
T .
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Figure 3.3: Tree P is an unordered path-included tree of tree T .
Let G = (V;E) and H = (W;F ) be two directed and labeled graphs. A
bijection f : V ! W that satises label (v) = label (f(v)) for all v 2 V , and
where (u; v) 2 E if and only if (f(u); f(v)) 2 F , is an isomorphism between
G and H. The graphs are isomorphic if there is an isomorphism between
them. A graph G
0
= (V
0
; E
0
) is a subgraph of G, if V
0
 V and E
0
 E. Now
a tree P is an unordered path-included tree of a tree T if and only if P is
isomorphic to a subgraph of T .
Operationally, the unordered path-included trees of T can be obtained
from the subtrees of T by cutting and permuting siblings.
Example 3.3 The tree a(b; c(a); d) has 31 unordered path-included trees.
They are a, b, c, d, a(b), a(c), a(d), c(a), a(b; c), a(b; d), a(c; b), a(c; d),
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a(d; b), a(d; c), a(c(a)), a(b; c; d), a(b; d; c), a(c; b; d), a(c; d; b), a(d; b; c),
a(d; c; b), a(b; c(a)), a(c(a); b), a(c(a); d), a(d; c(a)), a(b; c(a); d), a(b; d; c(a)),
a(c(a); b; d), a(c(a); d; b), a(d; b; c(a)), and a(d; c(a); b). 2
As a search problem, we do not want to locate all unordered path includ-
ing trees; instead, we limit ourselves again to root preserving embeddings.
Problem 3 (Unordered path inclusion, UPI)
Given a pattern tree P and a target tree T , locate the subtrees U of T such
that there is a root preserving path embedding of P in U . 2
It is again immediate from the denitions that if P is an unordered path-
included tree of T , then P is also an unordered included tree of T .
3.4 Ordered path inclusion
An ordered embedding f of a tree P = (V;E; root(P )) in a tree T =
(W;F; root(T )) is an ordered path embedding if it preserves the parent rela-
tion. Tree P is an ordered path-included tree of tree T , if there is an ordered
path embedding of P in T . Figure 3.4 shows an example of ordered path
inclusion.
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Figure 3.4: Tree P is an ordered path-included tree of tree T .
Intuitively, an ordered path-included tree P of T consists of paths in T
having a common start node, and the left-to-right order of the nodes are the
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same in P and in T . Operationally, the ordered path-included trees of T can
be obtained from the subtrees of T by cutting.
Example 3.4 The tree a(b; c(a); d) has 16 ordered path-included trees. They
are a, b, c, d, a(b), a(c), a(d), c(a), a(b; c), a(b; d), a(c; d), a(c(a)), a(b; c; d),
a(b; c(a)), a(c(a); d), and a(b; c(a); d). 2
As a search problem, we do not want to locate all ordered path including
trees; instead, we restrict ourselves again to root preserving embeddings.
Problem 4 (Ordered path inclusion, OPI)
Given a pattern tree P and a target tree T , locate the subtrees U of T such
that there is an ordered root preserving path embedding of P in U . 2
It is again immediate from the denitions that if P is an ordered path-
included tree of T , then P is also an unordered path-included tree of T .
3.5 Unordered region inclusion
Let P = (V;E; root(P )) and T = (W;F; root(T )) be trees, and let f be a
path embedding of P in T . Denote by f(V ) the range of f . Embedding f is
a region embedding of P in T , if whenever u; v 2 f(V ), and v is a right sibling
of u, all nodes of T that are right siblings of u and left siblings of v belong to
f(V ). Pattern tree P is an unordered region-included tree of target tree T , if
there is a region embedding of P in T . For an example see Figure 3.5.
Intuitively, an unordered region-included tree of T is an integral region of
T where the left-to-right order inside the region is irrelevant. Operationally,
the unordered region-included trees of T can be obtained from the subtrees
of T by rst repeatedly cutting at some leftmost and rightmost children, and
then permuting the remaining siblings.
Example 3.5 The tree a(b; c(a); d) has 29 unordered region-included trees.
They are a, b, c, d, a(b), a(c), a(d), c(a), a(b; c), a(c; b), a(c; d), a(d; c),
a(c(a)), a(b; c; d), a(b; d; c), a(c; b; d), a(c; d; b), a(d; b; c), a(d; c; b), a(b; c(a)),
a(c(a); b), a(c(a); d), a(d; c(a)), a(b; c(a); d), a(b; d; c(a)), a(c(a); b; d),
a(c(a); d; b), a(d; b; c(a)), and a(d; c(a); b). 2
In the search problem, we restrict ourselves again to root preserving em-
beddings.
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Figure 3.5: Tree P is an unordered region-included tree of tree T .
Problem 5 (Unordered region inclusion, URI)
Given a pattern tree P and a target tree T , locate the subtrees U of T such
that there is a root preserving region embedding of P in U . 2
It is obvious from the denition that an unordered region-included tree
of T is also an unordered path-included tree of T .
3.6 Ordered region inclusion
Pattern tree P is an ordered region-included tree of target tree T , if there is
an ordered region embedding of P in T , i.e., an embedding that preserves the
parent relation and the order and adjacency of siblings. For an example of
ordered region inclusion see Figure 3.6.
Intuitively, an ordered region-included tree of T is an integral region of
T . Operationally, the ordered region-included trees of T can be obtained
from the subtrees of T by cutting repeatedly at some leftmost and rightmost
children.
Example 3.6 The tree a(b; c(a); d) has 15 ordered region-included trees.
They are a, b, c, d, a(b), a(c), a(d), c(a), a(b; c), a(c; d), a(c(a)), a(b; c; d),
a(b; c(a)), a(c(a); d), and a(b; c(a); d). 2
We restrict the search problem again to root preserving embeddings.
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Figure 3.6: Tree P is an ordered region-included tree of tree T .
Problem 6 (Ordered region inclusion, ORI)
Given a pattern tree P and a target tree T , locate the subtrees U of T such
that there is a root preserving ordered region embedding of P in U . 2
It is evident that an ordered region-included tree of T is also an unordered
region-included tree of T .
3.7 Unordered child inclusion
Let P and T be trees. A path embedding f of P in T is a child embedding, if
it preserves the number of children of the internal nodes. That is, whenever
a node u of P has k children, k > 0, then f(u) has also k children. Tree
P is an unordered child-included tree of T , if there is a root preserving child
embedding of P in T . Tree P is an unordered child-included subtree of T , if P
is an unordered child-included tree of a subtree of T , or equivalently, if there
is a child embedding of P in T . See Figure 3.7 for an example of unordered
child-included subtree.
Operationally, the unordered child-included subtrees of T can be obtained
from the subtrees of T by pruning at some nodes, and permuting siblings.
Example 3.7 The tree a(b; c(a); d) has 17 unordered child-included sub-
trees. They are a, b, c, d, c(a), a(b; c; d), a(b; d; c), a(c; b; d), a(c; d; b),
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Figure 3.7: Tree P is an unordered child-included subtree of tree T .
a(d; b; c), a(d; c; b), a(b; c(a); d), a(b; d; c(a)), a(c(a); b; d), a(c(a); d; b),
a(d; b; c(a)), and a(d; c(a); b). 2
Problem 7 (Unordered child inclusion, UCI)
Given a pattern tree P and a target tree T , locate the subtrees U of T such
that P is an unordered child-included tree of U . 2
Obviously every child embedding is a region embedding and therefore
every unordered child-included subtree of T is also an unordered region-
included tree of T .
3.8 Ordered child inclusion
A tree P is an ordered child-included tree of a tree T if there is an ordered
root preserving child embedding of P in T , and P is an ordered child-included
subtree of T if there is an ordered child embedding of P in T . If f is an
ordered child embedding of P in T and u is an internal node of P with k
children, then f(u) has also k children, and f(child (u; i)) = child (f(u); i) for
all i = 1; : : : ; k. For an example see Figure 3.8.
An ordered child-included tree of T can be considered to be a simpli-
ed representation of the concept represented by T , where the subconcepts
represented by the descendants of pruned nodes have been abstracted away.
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Figure 3.8: Tree P is an ordered child-included subtree of tree T .
Operationally, the ordered child-included subtrees of T can be obtained from
the subtrees of T by pruning.
Example 3.8 The tree a(b; c(a); d) has 7 ordered child-included subtrees.
They are a, b, c, d, c(a), a(b; c; d), and a(b; c(a); d). 2
Problem 8 (Ordered child inclusion, OCI)
Given a pattern tree P and a target tree T , locate the subtrees U of T such
that P is an ordered child-included tree of U . 2
Obviously every ordered child-included tree of T is also an unordered
child-included tree of T .
The ordered child-included subtree problem is usually called the tree pat-
tern matching problem. Tree pattern matching has many applications, espe-
cially in the implementation of rewriting systems. For this reason, it is the
most extensively studied of the inclusion problems presented here. (See for
example [HO82].)
3.9 Unordered subtree problem
A tree P is an unordered subtree of a tree T , if P is isomorphic to a subtree
of T . Operationally, the unordered subtrees of a tree T are obtained from
the subtrees of T by permuting siblings. For an example see Figure 3.9.
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Figure 3.9: Tree P is an unordered subtree of tree T .
Example 3.9 The tree a(b; c(a); d) has 10 unordered subtrees. They are a,
b, d, c(a), a(b; c(a); d), a(b; d; c(a)), a(c(a); b; d), a(c(a); d; b), a(d; b; c(a)), and
a(d; c(a); b). 2
Problem 9 (Unordered subtree problem, UST)
Given a pattern tree P and a target tree T , locate the subtrees U of T that
are isomorphic to P . 2
An isomorphism between P and a subtree of T is a child embedding of P
in T , and so every unordered subtree of T is also an unordered child-included
tree of T . We say that an isomorphism between P and a subtree of T is a
subtree embedding of P in T just to streamline the terminology.
The unordered subtree problem is sometimes erroneously mixed with the
unordered path inclusion problem, as was noted in [Dub90].
3.10 Ordered subtree problem
Let f be an isomorphism between two trees P and U . If f preserves the
left-to-right order of the nodes of P we say that f is an ordered isomorphism
of P in U . If there is an ordered isomorphism between two trees we say that
the trees are identical. In order to streamline the terminology we call an
ordered isomorphism between P and a subtree of T also an ordered subtree
embedding of P in T .
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The ordered subtree problem is the most restricted one of the tree inclusion
problems: we search for subtrees of the target that are identical with the
pattern. Figure 3.10 shows an instance of the ordered subtree problem.
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Figure 3.10: Tree T contains a subtree that is identical to tree P .
A tree with n nodes has n ordered subtrees; however some of these may
be identical to each other.
Example 3.10 The tree a(b; c(a); d) has 5 ordered subtrees. They are a, b,
d, c(a), and a(b; c(a); d). 2
Problem 10 (Ordered subtree problem, OST)
Given a pattern tree P and a target tree T , locate the subtrees U of T that
are identical to P . 2
It is trivial that ordered subtrees of T are also unordered subtrees of T .
3.11 Relating various inclusion problems
After introducing the problems, let us restate the inclusions of the instance
relations that were notied in the previous sections. First, the unordered
problems form a chain, in which each problem is a special case of the previous
one:
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Theorem 3.11 Let T be a tree. Then the following inclusions between the
sets of unordered included trees of T hold:
1. The set of unordered subtrees of T is a subset of the set of unordered
child-included subtrees of T .
2. The set of unordered child-included subtrees of T is a subset of the set
of unordered region-included trees of T .
3. The set of unordered region-included trees of T is a subset of the set
of unordered path-included trees of T .
4. The set of unordered path-included trees of T is a subset of the set of
unordered included trees of T .
2
The corresponding result holds for the ordered problems.
Theorem 3.12 Let T be a tree. Then the following inclusions between the
sets of ordered included trees of T hold:
1. The set of ordered subtrees of T is a subset of the set of ordered child-
included subtrees of T .
2. The set of ordered child-included subtrees of T is a subset of the set of
ordered region-included trees of T .
3. The set of ordered region-included trees of T is a subset of the set of
ordered path-included trees of T .
4. The set of ordered path-included trees of T is a subset of the set of
ordered included trees of T .
2
Finally, each ordered problem is a special case of the corresponding un-
ordered problem:
Theorem 3.13 Let T be a tree. Then the following inclusions between the
sets of ordered and unordered included trees of T hold:
1. The set of ordered subtrees of T is a subset of the set of unordered
subtrees of T .
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2. The set of ordered child-included subtrees of T is a subset of the set of
unordered child-included trees of T .
3. The set of ordered region-included trees of T is a subset of the set of
unordered region-included trees of T .
4. The set of ordered path-included trees of T is a subset of the set of
unordered path-included trees of T .
5. The set of ordered included trees of T is a subset of the set of unordered
included trees of T .
2
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Chapter 4
Solving tree inclusion problems
In this chapter we study algorithms for the tree inclusion problems presented
in the previous chapter.
Section 4.1 presents a general algorithm schema that can be modied to
solve many of the specialized inclusion problems, and some mathematical
results that help analyzing variations of the schema. The time complexities
of the algorithms are expressed in terms of m and n, where m is the number
of nodes in the pattern, and n the number of nodes in the target. Section 4.3
presents algorithms for solving the unordered tree inclusion problem. The
time required by the algorithms is superpolynomial in m; this seems almost
inevitable, since in Section 4.2 we show that the unordered tree inclusion
problem is NP-complete.
Section 4.4 considers solving a group of unordered inclusion problems
whose solving and complexity are closely related to computing matchings in
bipartite graphs. Those problems are unordered path inclusion, unordered
region inclusion, and unordered child inclusion. The corresponding ordered
problems, together with ordered tree inclusion, form a group with a com-
mon O(mn) upper bound complexity and a conjectured non-linear worst-
case lower bound complexity.
1
Solving ordered tree inclusion eciently is
based on left embeddings, which are introduced in Section 4.5. Section 4.6
then presents an algorithm for ordered tree inclusion based on left embed-
dings. Another algorithm for ordered tree inclusion that requires in practical
1
We are mainly concerned with the worst case running time complexities. The following
notation is used for asymptotics: If f and g are functions on nonnegative variablesm;n; : : :
we write f = O(g) if there is a constant c such that f(m;n; : : :)  cg(m;n; : : :) for all
suciently large values of m;n; : : :. We write f = 
(g) if g = O(f), and f = (g) if
f = O(g) and f = 
(g). If lim
m!1;n!1;:::
f
g
= 0, we may write f = o(g).
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situations substantially less space is then presented in Section 4.7. Solving
ordered path inclusion problems is discussed in Section 4.8. We show there
that ordered path inclusion and ordered region inclusion are not easier prob-
lems than string matching with don't care symbols, for which no linear time
algorithm is known.
The ordered child inclusion problem, i.e., the widely studied classical tree
pattern matching diers from the other O(mn) problems, since it has recently
been shown to be solvable in o(mn) time. Methods for solving classical tree
pattern matching are discussed in Section 4.9. Finally, the easiest group
of problems solvable in linear time consists of the subtree problems. This
is shown in Section 4.10 as an application of a general condition for tree
matching problems to be solvable in linear time.
Section 4.11 summarizes what is known of the computational complexities
of the tree inclusion problems.
4.1 A general solution scheme
Solving tree inclusion problems leads us to considering embeddings and in-
clusions between forests. The denitions for embeddings between forests are
similar to the corresponding denitions of embeddings between trees. Let
F = hP
1
; : : : ; P
k
i and G = hT
1
; : : : ; T
l
i be forests. An embedding f of F in G
is root preserving if f(root(P
i
)) 2 froot(T
1
); : : : ; root(T
l
)g for all i = 1; : : : ; k.
We say that
1. F is an included forest of G if there is an embedding of F in G.
2. F is an ordered included forest of G if there is an ordered embedding
of F in G.
3. F is a path-included forest of G if there is a path embedding of F in G.
4. F is an ordered path-included forest of G if there is an ordered path
embedding of F in G.
5. F is a region-included forest of G if there is a region embedding of F
in G.
6. F is an ordered region-included forest of G if there is an ordered region
embedding of F in G.
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Each of the above relations between F and G is denoted by F v G; the
meaning of the notation should always be clear from the context.
The following lemma is easy to prove from the denitions of embeddings.
Lemma 4.1 For each of the unordered interpretations above, the relation v
is a partial ordering, i.e., it is reexive, transitive, and antisymmetric up to
isomorphism. That is, for all forests F , G and H,
1. F v F ,
2. If F v G and G v H, then F v H, and
3. If F v G and G v F , then F and G are isomorphic.
For each of the ordered interpretations, the relation is a partial ordering up
to identity. (As above, but F v G and G v F imply that F and G are
identical.) 2
The equality of root labels is a necessary condition for the existence of
any root preserving embedding between trees. The following lemma contains
the basic idea of the algorithms that search for root preserving embeddings
of a pattern in the subtrees of the target.
Lemma 4.2 Let P and T be trees with label (root(P )) = label (root(T )), and
let the immediate subtrees of P be P
1
; : : : ; P
k
and the immediate subtrees of
T be T
1
; : : : ; T
l
.
1. There is a root preserving embedding of P in T if and only if the forest
hP
1
; : : : ; P
k
i is an included forest of hT
1
; : : : ; T
l
i.
2. There is a root preserving ordered embedding of P in T if and only if
hP
1
; : : : ; P
k
i is an ordered included forest of hT
1
; : : : ; T
l
i.
3. There is a root preserving path embedding of P in T if and only if there
is a root preserving path embedding of hP
1
; : : : ; P
k
i in hT
1
; : : : ; T
l
i.
4. There is a root preserving ordered path embedding of P in T if and only
if there is a root preserving ordered path embedding of hP
1
; : : : ; P
k
i in
hT
1
; : : : ; T
l
i.
5. There is a root preserving region embedding of P in T if and only if
there is a root preserving region embedding of hP
1
; : : : ; P
k
i in hT
1
; : : : ; T
l
i.
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6. There is a root preserving ordered region embedding of P in T if
and only if there is a root preserving ordered region embedding of
hP
1
; : : : ; P
k
i in hT
1
; : : : ; T
l
i.
2
The algorithms for solving various tree inclusion problems can be pre-
sented as variations of a single dynamic programming scheme. The scheme
is parameterized by a match predicate  that expresses the required relation
between the occurrences of the immediate subtrees of the pattern.
The generic algorithm refers to the nodes by their postorder numbers.
The algorithm consists of two loops that process the nodes of the target and
the nodes of the pattern in ascending postorder. This means that when two
nodes v and w are compared, the proper subtrees of P [v] and T [w] have
already been tested against each other. The algorithm scheme uses an array
M , where for each target node w the entry M(w) will contain the set of the
pattern nodes that match at w.
Algorithm 4.3 General tree matching scheme.
Input: Pattern tree P = (V;E; root(P )) and target tree T = (W;F; root(T )).
Output: The nodes of W that are occurrences of P .
Method:
for w := 1; : : : ; n do
comment: Process the target nodes in postorder;
M(w) := ;;
for all v := 1; : : : ;m do
comment: Process the pattern nodes in postorder;
if label (v) = label (w) then
Let v
1
; : : : ; v
k
be the children of v;
if there are nodes w
1
; : : : ; w
k
2 desc(w)
such that v
i
2M(w
i
) for i = 1; : : : ; k
and  (w;w
1
; : : : ; w
k
) holds then
M(w):= M(w) [ fvg;
;
;
od;
if root(P ) 2 M(w) then
comment: an occurrence found;
29
output w;
;
od;
Algorithm 4.3 can easily be modied to output only the roots of the
subtrees that include the pattern minimally. This is achieved by marking
the ancestors of each occurrence in the target, and by considering only non-
marked target nodes in the outer loop of the algorithm.
The time analysis of the variations of the above schema often leads to
expressions of the form
X
w2W
X
v2V
g(jwj)f(jvj) ;
where jwj (jvj) denotes the number of children of node w (of node v), and f
and g are convex functions. In order to facilitate simplifying these expres-
sions, we present the following lemmas.
A function f dened on a closed real interval [a; b] is convex if for all
x; y 2 [a; b] and all  2]0; 1[
f(z)  f(x) + (1   )f(y) ; (4:1)
when z = x + (1   )y. The geometric interpretation of (4.1) is simple:
When x < y, the graph of f in [x; y] stays below the line segment from
(x; f(x)) to (y; f(y)).
Lemma 4.4 Let f be a convex function that is dened on a real interval
I = [0; b], such that f(0) = 0. Let a
1
; : : : ; a
n
be numbers in interval I such
that
P
n
i=1
a
i
2 I. Then
X
1in
f(a
i
)  f(
X
1in
a
i
) : (4:2)
Proof. Let u, v, and u+ v be numbers in ]0; b]. By assigning in (4.1) 0
for x, u+ v for y, u for z, and v=(u+ v) for  we get
f(u) 
u
u+ v
f(u+ v) : (4:3)
Similarly, by substituting v for z and u=(u+ v) for , we get
f(v) 
v
u+ v
f(u + v) : (4:4)
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From (4.3) and (4.4) we get
f(u) + f(v)  f(u + v) :
From this, (4.2) is obtained by induction. 2
The following lemma gives a useful test for recognizing many convex func-
tions. For a proof see any book on calculus.
Lemma 4.5 Assume that f is a real-valued function that is dened on a
closed interval [a; b], and that is dierentiable on ]a; b[. If the rst derivative
of f is increasing on ]a; b[, then f is convex on [a; b]. In particular, f is convex
if its second derivative exists and is nonnegative in ]a; b[. 2
4.2 Unordered tree inclusion is NP-complete
The existence of an ecient general algorithm for unordered tree inclusion is
highly improbable, since the problem appears to be NP-complete.
Tree inclusion problems are special cases of the minor containment prob-
lem for graphs [RS86, Joh87]. In that problem, given two graphs G = (V;E)
and H = (U;F ), one has to decide whether G contains H as a minor, i.e., is
there a subgraph of G that can be converted to H by a sequence of contrac-
tions. In a contraction, two adjacent vertices and an edge between them are
replaced by a single new vertex. All other edges previously incident on either
contracted vertex become incident to the new vertex. For trees, a contraction
is equivalent to the deletion of a node.
Minor containment is known to be NP-complete even for unrooted trees,
when both H and G are given as inputs. (For every xed planar graph H,
and therefore for every xed tree and forest H, there is a polynomial time
algorithm for testing whetherH is a minor of a given graph G [RS86, Joh87].)
This implies that minor containment is NP-complete also for rooted trees, or
in our framework that unordered tree inclusion is NP-complete. The proofs
of these results have not been published; we prove the NP-completeness of
unordered tree inclusion by a reduction from the basic NP-complete problem
satisability [Coo71, GJ79].
Problem 11 (Satisability)
Given a nite collection of clauses C over a nite set of Boolean variables U ,
decide whether or not there is a satisfying truth assignment for C. 2
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For proving the NP-completeness of unordered tree inclusion we use the
following lemma stating that a slight restriction of satisability is still NP-
complete.
Lemma 4.6 Let U = fu
1
; : : : ; u
n
g be a set of Boolean variables and C =
fc
1
; : : : ; c
m
g be a collection of clauses over U . Now C can be transformed in
polynomial time into a collection of clauses C
0
= fc
0
1
; : : : ; c
0
m
0
g such that
1. C is satisable if and only if C
0
is satisable, and
2. no negated variable occurs in two clauses of C
0
.
Proof. Let D = ffu; y
u
g; fu; y
u
g j u 2 Ug, where y
u
is a new variable
for each u 2 U . Clauses fu; y
u
g and fu; y
u
g express exclusive-or of u and y
u
,
i.e., a truth assignment satises them if and only if it assigns opposite values
to u and y
u
. Let E be the set of clauses obtained from C by replacing each
negated occurrence u of a variable by y
u
, and let C
0
= D [ E. Now C
0
is
satisable if and only if C is satisable. The transformation can obviously
be done in polynomial time. 2
Theorem 4.7 [KM91a] Unordered tree inclusion is an NP-complete prob-
lem.
Proof. It is easy to see that all the tree inclusion problems presented in
Chapter 3 are in NP: an algorithm can guess a mapping from the pattern
nodes to the target nodes and check in polynomial time that it is indeed an
embedding.
The completeness for NP is shown by a reduction from satisability.
Let an instance of satisability be given by a collection of variables U =
fu
1
; : : : ; u
n
g and a collection of clauses C = fc
1
; : : : ; c
m
g over U . Lemma 4.6
allows us to assume that no negated variable appears in two clauses of C.
Form a pattern tree P and a target tree T as follows. Let P = (V
P
; E
P
; 0)
be the tree given by nodes V
P
= f0; : : : ;mg and by parent-child edges
E
P
= f(0; x) j x 2 V
P
; x 6= 0g :
Let label (x) = x for all x 2 V
P
. The intuition is that the nodes of tree P ,
excluding the root, represent clauses of C and each of them is labeled by the
index of the corresponding clause. Let T = (V
T
; E
T
; (0; 0)) be the tree whose
nodes consist of pairs
V
T
= f(0; 0)g [
f(u; j) j u 2 c
j
2 Cg [
f(u; j) j u 2 c
j
2 Cg ;
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and whose parent-child edges are
E
T
= f((0; 0); (u; j)) j u 2 c
j
2 Cg [
f((0; 0); (u; j)) j u 2 c
j
2 C; u 62
[
Cg [
f((u; j); (u; k)) j u 2 c
j
2 C; u 2 c
k
2 Cg :
The assumption of unique occurrences of negative literals implies that T
is indeed a tree, i.e., each node except the root has a unique parent. Let
label ((x; y)) = y for all nodes (x; y) 2 V
T
. So, tree T has one node corre-
sponding to each literal occurrence in some clause of C, plus an additional
root node (0; 0). The nodes corresponding to literal occurrences in clause
c
j
are labeled by j. A node v = (u; j) corresponding to the negated occur-
rence of a variable u is the parent of the nodes corresponding to the positive
occurrences of u, and the root is the parent of v. The nodes corresponding
to the positive occurrences of a variable that does not occur negated in C
are children of the root of T . An example of the construction is shown in
Figure 4.1.
(y,3)
(x,1)
(x,2) _
_ (z,3)32
32
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2
0
1
0P
T
(0,0)
(y,1)
(y,2)
Figure 4.1: Trees for clauses c
1
= fx; yg, c
2
= fx; yg, and c
3
= fy; zg. The
embedding shown by arrows corresponds to satisfying truth assignments that
set x to false and y to true.
Trees P and T can clearly be formed in polynomial time.
Now we claim that there is a satisfying truth assignment for C if and only
if P is an unordered included tree of T . First assume that t is a satisfying
truth assignment for C. Dene a mapping h from the nodes of P onto the
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nodes of T as follows: For the root of P set h(0) = (0; 0) and for other nodes
j of P set h(j) = (l; j), where (l; j) 2 V
T
is some node such that literal l is
true under truth assignment t; such a node can be selected because t satises
at least one literal of every clause c
j
2 C. Now h is an unordered embedding
since it is obviously injective and label preserving, and it cannot map two
sibling nodes of P to an ancestor and its descendant in T . Otherwise, by
the construction of T , truth assignment t would satisfy both a positive and
a negative occurrence of the same variable, which is impossible.
Next assume that h is an unordered embedding of P into T . Set t(x) =
false if the range of h contains a node (x; j) corresponding to a negative
occurrence of variable x, and t(x) = true if the range of h contains a node
(x; j) corresponding to a positive occurrence of variable x. It is easy to see
that t is a well dened truth assignment for a subset of variables in C and
that t satises at least one literal in each clause of C. 2
One should not be too disappointed by the above negative result. The
next section shows that the apparently unavoidable exponentiality comes
from the size of the pattern only; if m, the size of the pattern, is o(log log n)
the problem is solvable in time O(n).
4.3 An algorithm for unordered tree inclu-
sion
In this section we present an algorithm for solving the unordered tree in-
clusion problem. The algorithm manipulates match systems consisting of
subsets of pattern nodes. In the worst case the size of a match system is
exponential in m, i.e., the size of the pattern. The previous section showed
that it is unlikely that we can do essentially any better. On the other hand,
the exponentiality in m does not cause problems if m is small. We show how
to build tables from the pattern in a preprocessing phase. Using these tables
the matching can be performed in time that is linear in the size of the target.
The match system S(w) for a target node w consists of all the subsets
fv
1
; : : : ; v
k
g of pattern nodes such that hP [v
1
]; : : : ; P [v
k
]i is an included forest
of T [w]. The following algorithm computes the match systems for each target
node while going through the target in a bottom-up order. Note that if w
0
is an ancestor of a target node w, then T [w
0
] includes T [w] and therefore
S(w)  S(w
0
). Also, for a pattern node v we have that fvg 2 S(w) only if
children(v) 2 S(w).
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Algorithm 4.8 Unordered tree inclusion algorithm.
Input: Trees P = (V;E; root(P )) and T = (W;F; root(T )).
Output: The nodes w of T such that there is a root preserving embedding
of P in T [w].
Method:
1. for w := 1; : : : ; n do
2. comment: Go through the target nodes in postorder;
3. S := f;g;
4. Let w
1
; : : : ; w
l
, l  0, be the children of w;
5. for i := 1; : : : ; l do
6. S := fA [ B j A 2 S;B 2 S(w
i
)g;
7. od;
8. S := ;;
9. for all v 2 V such that label (v) = label (w) do
10. if children(v) 2 S then
11. S := S [ ffvgg;
12. ;
13. od;
14. if froot(P )g 2 S then
15. comment: A match found;
16. output w;
17. ;
18. S(w) := S [ S;
19. od;
Algorithm 4.8 computes the match system S(w) for a target node w as
follows. Let w
1
; : : : ; w
l
be the children of w. First the loop on lines 5{7
computes from the match systems of the children of w a set S. The invariant
for the loop is central to the correctness of the algorithm. It says that for
i = 0; : : : ; l the set S consists of the subsets fv
1
; : : : ; v
k
g of such pattern nodes
that hP [v
1
]; : : : ; P [v
k
]i is an included forest of the forest hT [w
1
]; : : : ; T [w
i
]i.
For i = 0 this is clearly true since then S = f;g. Next assume induc-
tively that the invariant holds for i   1 when 0 < i  l, and that S(w
i
) is
the correct match system for w
i
. Now it is rather easy to see that a for-
est hP [v
1
]; : : : ; P [v
k
]i has an embedding in hT [w
1
]; : : : ; T [w
i
]i if and only if
fv
1
; : : : ; v
k
g = A [B for some A 2 S and B 2 S(w
i
).
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Next the algorithm computes in a set S the singleton sets fvg of the
pattern nodes v for which there is a root preserving embedding of P [v] in
T [w]; these are exactly those nodes v whose label matches the label of w and
whose set of children belongs to S. (Cf. Lemma 4.2.) After this process,
S [ S is the the match system of w.
Like Algorithm 4.3, also Algorithm 4.8 can easily be modied to report
the roots of only those subtrees that include the pattern minimally.
We can restrict S to consist of sets of siblings, since they only aect the
insertion of new pattern nodes to the match systems. (See line 10 of the
algorithm.) Each match system S is monotone decreasing, i.e., if A 2 S,
then B 2 S for each B  A. Thus we can represent the match systems by
maintaining their maximal elements only. Such a representation is a Sperner
system, i.e., a system where no set includes another one. We will see in a
moment that also the size of a Sperner system on a set of m elements can be
exponential in m.
Note that the size of the systems in S depends on P only. If P is xed,
executing line 6 and the loop on lines 9{13 takes constant time. The algo-
rithm examines every target node at most twice; once as w and at most once
as a child of w. Therefore we have the following result.
Theorem 4.9 For a xed pattern P , an instance (P; T ) of the unordered
tree inclusion problem can be solved in time O(jT j). 2
By using preprocessing of the pattern Algorithm 4.8 can be modied to
operate in linear time with respect to the size of the target. The preprocessing
is based on enumerating the possible values of variable S, and it resembles the
preprocessing of the bottom-up tree pattern matching algorithm in [HO82].
Let P = (V;E; root(P )) be the given pattern, and let L be the set of
labels. (The labels in P together with a symbol for all other labels is a
sucient representation for L.) In addition to the restrictions above, each
match system S is descendant-closed. By this we mean that if u 2 A for
some A 2 S, then children(u) 2 S. Denote by S = S(P ) the collection of
the descendant-closed Sperner systems on V such that each set in a system
consists of sibling nodes only. We can use an enumeration of S for represent-
ing in arrays two functions u : S  S ! S and r : S  L! S. The value of
u(S
1
; S
2
) is the representation of the element-wise union of S
1
and S
2
, that
is, the set of the maximal elements in the system
fA [ B j A 2 S
1
; B 2 S
2
; A [ B is a set of siblings in Pg :
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Having this function in an array, executing Line 6 in Algorithm 4.8 takes
constant time. The loop on lines 9{13 and line 18 can be replaced by a single
assignment if we precompute the function r : S  L! S, where
r(S; l) = S [ ffvg j v 2 V; label (v) = l; children(v) 2 S; v 62
[
Sg :
As an example, consider the following pattern P .








c
c
c



a
2
c
31
b
a4
Now the systems of S(P ) can be enumerated as follows.
1: f;g
2: ff1gg
3: ff2gg
4: ff1g; f2gg
5: ff2g; f3gg
6: ff1g; f2g; f3gg
7: ff2g; f1; 3gg
8: ff2g; f4g; f1; 3gg
Note that for example the system ff1g; f3gg is excluded, because it is not
descendant-closed; node 2, the child of node 3, is missing. System number 8
stands for an occurrence of P , since it contains 4, the root of P .
The element-wise union of the match systems can be performed using the
following table u. Only the upper right corner of the table is lled, since
the table is symmetric. For example, combining element-wise the systems
5 and 6, i.e., the systems ff2g; f3gg and ff1g; f2g; f3gg gives the system
ff2g; f1; 3gg, because nodes 1 and 3 are the only siblings in P . The number
of the result system is 7.
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u 1 2 3 4 5 6 7 8
1 1 2 3 4 5 6 7 8
2 2 4 4 7 7 7 8
3 3 4 5 6 7 8
4 4 7 7 7 8
5 5 7 7 8
6 7 7 8
7 7 8
8 8
The table r is in this case as follows (with x standing for labels not appearing
in the pattern):
r a b c x
1 3 2 1 1
2 4 2 2 2
3 3 4 5 3
4 4 4 6 4
5 5 6 5 5
6 6 6 6 6
7 8 7 7 7
8 8 8 8 8
For example, r(7; a) = 8, because label (4) = a, children(4) = f1; 3g 2
ff2g; f1; 3gg, which is the system number 7, and ff2g; f4g; f1; 3gg is the
system number 8.
The size of table u is jS(P )j
2
and the size of table r is O(m jS(P )j).
These bounds suggest that the preprocessing is reasonable only when the
size of S(P ) is not too large. The collection S(P ) depends strongly on the
form of the pattern P . If P consists of m nodes that form a path from the
root to a single leaf, S(P ) consists of m+ 1 systems, which are f;g, ff1gg,
: : :, and ff1g; : : : ; fmgg. At the other extreme, the size of S(P ) can be
doubly exponential in m. Consider a pattern P consisting of a root node
and m  1 leaves. Let A be the system consisting of the sets of b(m  1)=2c
leaves of P . Obviously jAj =
 
m 1
b(m 1)=2c

, and every subset of A belongs to
S(P ). Therefore
jS(P )j > 2
(
m 1
b(m 1)=2c
)
:
Next we present an upper bound for the size of the collection S(P ). The
following results give an upper bound for the number of Sperner systems on
m nodes.
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Proposition 4.10 [Spe28, Bol86] The size of a Sperner system on an m-
element set is at most
 
m
bm=2c

. 2
Proposition 4.11 [BDK
+
91] The number of set systemsA on anm-element
set, satisfying
jAj  c

m
bm=2c

(4:5)
is at most
2
c
2
(
m
bm=2c
)
logm(1+o(1))
:
2
The second proposition tells that there is an upper bound of the form 2
f(m)
for the number of set systems A on an m-element set satisfying (4.5), where
f(m) is arbitrarily close to
c
2
 
m
bm=2c

logm when m is large enough. Putting
these results together gives the following upper bound for the number of
Sperner systems on an m-element set, denoted by (m):
(m)  2
1
2
(
m
bm=2c
)
logm(1+o(1))
:
Because the systems in S(P ) are Sperner systems, this is also an upper bound
for the size of S(P ). As discussed above, a pattern consisting of a root node
and m  1 leaves brings S(P ) fairly close to this bound.
4.4 Solving unordered path inclusion prob-
lems
This section considers solving the problems of unordered path inclusion, un-
ordered region inclusion and unordered child inclusion. These problems are
easier than unordered tree inclusion. The reason is that for path inclusion it
is sucient to test the immediate subtrees of the pattern against the trees
rooted by the children of a target node w when testing if the pattern occurs
at w. With tree inclusion we have to examine descendants of w, which leads
to more combinations to embed the immediate subtrees of the pattern and
to more complicated dependencies between the occurrences of pattern sub-
trees. In Section 4.2 we saw that these dependencies allow representing the
satisability problem of Boolean formulas as a tree inclusion problem.
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The problems are again solved using the scheme of Algorithm 4.3 that
stores in an array the information of the matches between all pairs of pattern-
target nodes. Solving the match predicate that expresses the required relation
between the occurrences of the immediate subtrees of the pattern includes
in these problems computing a maximum matching in a bipartite graph.
A matching in a graph G is a set of edges of G, no two of which share
a vertex. A node is matched if it is incident to an edge in the matching. A
maximum matching is a matching with the maximum number of edges. A
directed graph G = (V;E) is bipartite, if its vertices can be partitioned in
two disjoint sets X and Y such that E  X  Y .
Problem 12 (Bipartite matching)
Given a bipartite graph G, nd a maximum matching in G. 2
Now we explain how bipartite matching relates to solving unordered
path inclusion problems. Let P be a pattern tree with immediate subtrees
P
1
; : : : ; P
k
rooted by the nodes v
1
; : : : ; v
k
, and let T be a target tree with im-
mediate subtrees T
1
; : : : ; T
l
rooted by the nodes w
1
; : : : ; w
l
. By Lemma 4.2
there is a root preserving path embedding of P in T if and only if the root
labels of P and T match and there is a root preserving path embedding of
forest hP
1
; : : : ; P
k
i in forest hT
1
; : : : ; T
l
i. The latter condition can be solved
as a graph matching problem if the matches between the immediate subtrees
of P and T have been computed. Let G be the bipartite graph whose vertices
are v
1
; : : : ; v
k
; w
1
; : : : ; w
l
with an edge from pattern node v
i
to target node
w
j
if and only if P [v
i
] has a root preserving path embedding in T [w
j
]. Then
there is a root preserving path embedding of forest hP
1
; : : : ; P
k
i in forest
hT
1
; : : : ; T
l
i if and only if G has a maximum matching of k edges.
Bipartite matching algorithms start with an empty matching of the graph
and extend it by searching augmenting paths. An augmenting path with
respect to a matching M in a bipartite graph G = (X [ Y;E) is a path p
from a node x to a node y, where neither x nor y is matched, the rst and
the last edge in p are in E nM , and the edges in p are alternatively in M
and in E nM . The number of edges of an augmenting path p in E nM is
one greater than the number of edges of p in M . Therefore replacing in a
matchingM all the edges of an augmenting path p that are inM by the edges
of p that are in E nM produces a new matching that has one more edge than
M . A bipartite matching algorithm stops when no more augmenting paths
can be found. The correctness of these algorithms is based on the following
proposition.
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Proposition 4.12 A matching M in a graph G is maximum if and only if
there is no augmenting path with respect to M .
Proof. One direction follows from the above considerations. For the
other direction, see for example [PS82] or [vL90]. 2
Each augmenting path can be computed in time proportional to the size
of the graph, and each of them extends the matching by one edge. The basic
bipartite matching algorithm (see, e.g., [PS82]) nds one augmenting path
in one search step; therefore its time complexity is O(sjEj), where s is the
size of a maximum matching. The algorithm of Hopcroft and Karp nds in
one O(jEj) search step a set of augmenting paths, and the number of these
search steps is O(
p
s) [HK73]. This result is utilized in the next algorithm.
Lemma 4.13 The bipartite matching problem on a graph G = (V;E) can
be solved in time O(
p
s jEj), where s is the size of a maximum matching. 2
The unordered path inclusion algorithms store their results in an m  n
Boolean array a; the value of a(v;w) is set to true if and only if P [v] has a
root preserving embedding (of appropriate type for the problem at hand) in
T [w].
The next algorithm for unordered path inclusion was sketched in [Mat68].
A more complete presentation and analysis of the algorithm can be found
in [Rey77] and [Chu87]. (See also [vL90].) Using bipartite matching as a
subroutine of this algorithm is mentioned also in [HK73].
Algorithm 4.14 [Mat68, Rey77] Unordered path inclusion algorithm.
Input: Trees P = (V;E; root(P )) and T = (W;F; root(T )).
Output: The nodes w of T such that there is a root preserving path em-
bedding of P in T [w].
Method:
1. for w := 1; : : : ; n do
2. comment: Go through the target nodes bottom-up;
3. Let w
1
; : : : ; w
l
, l  0, be the children of w;
4. for v := 1; : : : ;m do
5. comment: Go through the pattern nodes bottom-up;
6. a(v;w) := false;
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7. Let v
1
; : : : ; v
k
, k  0, be the children of v;
8. Let G = (X [ Y;E), where
X = fv
1
; : : : ; v
k
g, Y = fw
1
; : : : ; w
l
g, and
E = f(x; y) j x 2 X; y 2 Y; a(x; y) = trueg;
9. if label (v) = label (w) and
10. the size of a maximum matching of G is k then
11. a(v;w) := true;
12. ;
13. od;
14. if a(root(P ); w) = true then
15. comment: An occurrence found;
16. output w;
17. ;
18. od;
Again, the algorithm can easily be modied to report only those sub-
trees of the target that include the pattern minimally. The correctness
of Algorithm 4.14 is based on Lemma 4.2 and on observing that forest
hP [v
1
]; : : : ; P [v
k
]i has a root preserving embedding in forest hT [w
1
]; : : : ; T [w
l
]i
if and only if a maximum matching of graph G on line 8 has k edges.
The graph G does not have to be explicitly constructed on line 8 of the
algorithm. On line 10 we need to compute a maximum matching of size at
most jvj in a graph having at most jvj  jwj edges. (Notation juj stands for
the number of children of a node u.) This can be done by Lemma 4.13 in
time O(
p
jvj jvjjwj). Therefore the total complexity of Algorithm 4.14 is
O(
X
w2W
(1 +
X
v2V
(1 + jvj
3=2
jwj))) = O(n+ nm+
X
v2V
jvj
3=2
X
w2W
jwj) : (4:6)
By Lemmas 4.4 and 4.5 expression (4.6) is O(m
3=2
n). (Note that summing
the number of children of each node in a tree of n nodes gives the number of
edges in the tree, which is n  1.)
The unordered child inclusion problem can be solved by a slight modi-
cation of Algorithm 4.14; if v is an internal pattern node we need to require
on line 9 also that w has the same number of children as v. Therefore we
have the following result.
Theorem 4.15 The problems of unordered path inclusion and unordered
child inclusion can be solved in time O(m
3=2
n). 2
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Chung has shown that the above complexity also applies to testing whether
a given tree is a subgraph of a given unrooted tree [Chu87].
Algorithm 4.14 can be modied to solve unordered region inclusion, too.
Let pattern node v have children v
1
; : : : ; v
k
, and let target node w have
children w
1
; : : : ; w
l
where l  k. At the core of the algorithm we need to test
whether the subtrees of v match on k adjacent children of w. This is a special
restriction to bipartite matching. The instances of the problem consist of a
graph with k+ l vertices and at most k l edges, and the size of a maximum
matching is at most k.
The bipartite matching problem with the restriction that the image nodes
have to be adjacent siblings can be solved by considering l  k+1 subgraphs
that are obtained by restricting at a time to k adjacent sibling nodes of
the target. The number of edges in each such subgraph is at most k
2
. By
repeating the algorithm of [HK73] (l   k + 1) times we get total time (l  
k + 1)O(
p
k k
2
) = O(k
2:5
l).
The basic bipartite matching algorithm can be applied incrementally for
this version of the problem. Consider the graph G = (X [ Y;E) where
X consists of k children of a pattern node and Y consists of the children
fw
1
; : : : ; w
l
g of a target node, and E = f(x; y) j x 2 X; y 2 Y; a(x; y) =
trueg. First we compute a maximum matching for graph G restricted to
nodes X [ fw
1
; : : : ; w
k
g. Matching this rst subgraph requires at most k
augmenting steps using the basic bipartite matching algorithm. As soon as
we nd a matching of k edges we are done.
Assume then that we have computed a maximum matching M of size
p for a subgraph that contains the target nodes w
i
; : : : ; w
i+k 1
. Next we
consider the subgraph with target nodes w
i+1
; : : : ; w
i+k
. At least p 1 edges of
matchingM belong to the new subgraph, and they are taken as the matching
to be extended by the basic algorithm. At most two augmenting steps can be
performed for this matching because matchingM was maximum. Therefore,
for each of the l target nodes at most two augmenting paths are computed
in a subgraph of size k
2
. Thus the total time for the bipartite matching is
O(k
2
l).
Applying this version of bipartite matching we get that the dominating
term in the time complexity of the algorithm for unordered region inclusion
is
X
v2V
X
w2W
jvj
2
jwj =
X
v2V
jvj
2
X
w2W
jwj : (4:7)
Like above, we get from (4.7) the upper bound time complexity for unordered
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region inclusion.
Theorem 4.16 Unordered region inclusion can be solved in time O(m
2
n).
2
4.5 Left ordered embeddings
In this section we present the concept of left embeddings that helps us to
solve ordered tree inclusion problems eciently. There may be exponentially
many ordered embeddings of a tree P in a tree T . To avoid searching among
these embeddings, we develop an algorithm that tries to match P at the root
of T by embedding the subtrees of P as deep and as left as possible in T .
In order to discuss the order of images of sibling nodes in an embedding
we dene the right and left relatives of a node. Let F be a forest, N the set
of its nodes, and u a node in F . The set of right relatives of u is dened by
rr(u) = fx 2 N j pre(u) < pre(x) ^ post(u) < post(x)g ;
i.e., the right relatives of u are those nodes that follow u in both preorder and
postorder. Correspondingly, the set of left relatives of a node u, denoted by
lr(u), consists of the nodes that precede u both in preorder and in postorder.
(See Figure 4.2.)
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Figure 4.2: The left and right relatives of node u.
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Lemma 4.17 Let u, v and x be three nodes in a forest. Then it is not
possible that both
pre(u) < pre(v) < pre(x) and
post(x) < post(u) < post(v)
hold.
Proof. The above conditions imply by Lemma 2.1 that u and v are
ancestors of x, and neither of them is an ancestor of the other, which is
impossible. 2
The next simple lemma states that the descendants of a right relative are
also right relatives.
Lemma 4.18 Let u and v be nodes, and assume v 2 rr(u). Then desc(v) 
rr(u).
Proof. Let a node x be a descendant of v, which is by Lemma 2.1
equivalent to pre(v) < pre(x) and post(x) < post(v). Node u precedes v in
both orders which implies especially that pre(u) < pre(x). Now Lemma 4.17
implies also that post(u) < post(x). 2
The next lemma states that the right relatives of a node v are contained in
the right relatives of the nodes that precede v in postorder. This fact is the
justication for the strategy of embedding the trees as early as possible in
postorder, when searching for an embedding of a forest.
Lemma 4.19 Let u and v be nodes in a forest. If post(u)  post(v), then
rr(v)  rr(u).
Proof. If post(u) = post(v), then u = v and rr(u) = rr(v). Let post(u) <
post(v) and y 2 rr(v), which means
pre(v) < pre(y) and (4.8)
post(u) < post(v) < post(y)
In order to show that y 2 rr(u), it suces to show that pre(u) < pre(y). If
pre(u) < pre(v), we have pre(u) < pre(y) by (4.9); otherwise pre(u) < pre(y)
by Lemma 4.17. 2
Denition 4.20 Let F = hP
1
; : : : ; P
k
i where k  1 and G be forests, and
let E be a collection of embeddings of F in G. An embedding f 2 E is a left
embedding of E if for every g 2 E
post(f(root(P
k
)))  post(g(root(P
k
))) :
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A left embedding of the set of all ordered embeddings of F in G is called a
left ordered embedding, or simply a left embedding, of F in G. 2
It is obvious that every nite nonempty set of embeddings has at least
one left embedding. Therefore we can concentrate on left embeddings when
testing for the existence of an ordered embedding.
Theorem 4.21 Let F and G be forests. There is an ordered embedding of
F in G if and only if there is a left embedding of F in G. 2
The next theorem presents a method to build left embeddings by pro-
ceeding from left to right. The method is applied in the next algorithm.
Theorem 4.22 Let F = hP
1
; : : : ; P
k
i where k  2 and G be forests, and let
f be a left embedding of F
1
= hP
1
; : : : ; P
i
i in G, where 1  i < k. Let F
2
be
the forest hP
i+1
; : : : ; P
k
i and let E be the set of ordered embeddings g of F
2
in G such that g(root(P
i+1
)) 2 rr(f(root(P
i
))). Then the following hold:
1. If E is empty, there is no ordered embedding of F in G.
2. If E is nonempty and g is a left embedding of E, then f [ g is a left
embedding of F in G.
Proof.
1. Assume counterpositively that g is an ordered embedding of F in
G. Let g
1
and g
2
be the restrictions of g in F
1
and F
2
, respectively. Then
g
2
(root(P
i+1
)) 2 rr(g
1
(root(P
i
))), and post(f(root(P
i
)))  post(g
1
(root(P
i
))),
since f is a left embedding of F
1
in G. Therefore
g
2
(root(P
i+1
)) 2 rr(f(root(P
i
)))
by Lemma 4.19, which means that g
2
2 E.
2. First we show that f [ g is an ordered embedding of F in G. It is
sucient to show that f [ g preserves the relative order of any two nodes x
of F
1
and y of F
2
. Now root(P
i
) is the last node of forest F
1
in postorder.
Therefore we have by Lemma 4.19 that root(P
j
) 2 rr(x) for all i < j  k,
and Lemma 4.18 states that y 2 rr(x) also when y is not the root of any of
the trees P
1
; : : : ; P
k
. Then we can see that g(y) 2 rr(f(x)) by applying the
same argument to the images of the above nodes.
Then we show that f [ g is a left embedding of F in G. For this, let h
be any ordered embedding of F in G, and let h
1
and h
2
be the restrictions
of h to F
1
and F
2
, respectively. Now we have that h
2
2 E, and there-
fore post(g(root(P
k
)))  post(h
2
(root(P
k
))). This entails the claim since
g(root(P
k
)) = f [ g(root(P
k
)) and h
2
(root(P
k
)) = h(root(P
k
)). 2
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4.6 Left embedding algorithm
Now we are ready to give an algorithm for searching the nodes w of the target
T such that T [w] includes the pattern P with order minimally. The algorithm
is another variation of the general bottom-up dynamic programming schema
of Algorithm 4.3. As before, the algorithm manipulates nodes as postorder
numbers. For example, the minimum of a set of nodes refers to the rst node
of the set in postorder. The algorithm uses an auxiliary target node 0 that
is a left relative of all the other target nodes.
Consider the situation where the algorithm compares a pattern node v
against a target node w, and the subtrees of v are P
1
; : : : ; P
k
. First the
algorithm searches for the rst occurrence in postorder of P
1
among the
descendants of node w, if there is any. The algorithm uses a pointer p for
traversing the descendants of node w. After nding a left embedding f
for the forest hP
1
; : : : ; P
i
i pointer p points at node f(root(P
i
)). In order to
extend f to a left embedding of hP
1
; : : : ; P
i+1
i into the subtrees of w we
choose the closest right relative of p in postorder that is an occurrence of
P
i+1
and a descendant of w. The central idea of the algorithm is to apply
dynamic programming in a way that allows this node to be chosen in constant
time. This is achieved by using a table e having rows 1; : : : ;m and columns
0; : : : ; n   1. The nodes of P are used as row indices of the table, and the
nodes of T are used as column indices and contents of the table. Denote by
R(P; T ) the collection of root preserving ordered embeddings of tree P into
tree T . We compute into table e the values
e(v;w) = min(fx 2 rr(w) j 9 f 2 R(P [v]; T [x])g[ fn+ 1g) ; (4:9)
where v is a node of P and w is a node of T excluding the root of T . That
is, e(v;w) contains the closest occurrence of P [v] among the right relatives
of target node w, or if there is no such node, the value in e(v;w) is greater
than any postorder number in T . Columns 0; : : : ; n  1 suce for the table
because node n, the root of T , has no right relatives.
The nal result of the computation can be found on row root(P ) of the
table. There is a root preserving embedding of P in T [w] for every w  n
that appears on row root(P ), and P is an ordered included tree of T if and
only if e(root(P ); 0)  n.
When a root preserving embedding of P [v] in T [w] is found, a pointer q
is used for writing value w into e(v; q) for those nodes q that satisfy equa-
tion (4.9). Note that those nodes q are left relatives of node w.
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Algorithm 4.23 [KM91b] Left embedding algorithm for ordered tree inclu-
sion.
Input: Trees P = (V;E; root(P )) and T = (W;F; root(T )).
Output: Table e lled so that for all v 2 V and w = 0; : : : ; n  1
e(v;w) = min(fx 2 rr(w) j 9 f 2 R(P [v]; T [x])g[ fn+ 1g) :
Method:
1. for v := 1; : : : ;m do
2. comment: Initialize row v of e;
3. for w := 0; : : : ; n  1 do e(v;w) := n+ 1; od;
4. Let v
1
; : : : ; v
k
be the children of v;
5. q := 0;
6. for w := 1; : : : ; n do
7. if label (v) = label (w) then
8. p := min(desc(w) [ fn+ 1g)  1;
9. i := 0;
10. while i < k and p < w do
11. p := e(v
i+1
; p);
12. if p 2 desc(w) then i := i+ 1; ;
13. od;
14. if i = k then
15. while q 2 lr(w) do
16. e(v; q) := w;
17. q := q + 1;
18. od;
19. ;
20. ;
21. od;
22. od;
The loop on lines 10{13 tests whether there is a left embedding of the for-
est hP [v
1
]; : : : ; P [v
k
]i into the forest of subtrees of w. This is by Theorem 4.21
and Lemma 4.2 equivalent to testing whether there is a root preserving or-
dered embedding of P [v] in T [w], because on these lines label (v) = label (w).
The test is successful if and only if all the subtrees of v can be embedded in
the loop, i.e., if and only if i = k on line 14.
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Next we show that the above test is correct. This is obvious if pattern
node v is a leaf. Let then pattern node v have children. If node w is a leaf,
P [v] can not be embedded in T [w]. In this case p gets value n on line 8
of the algorithm, which prevents the execution of lines 10{19. Otherwise p
gets the value min(desc(w))  1, which is the closest left relative of w. The
postorder numbers of the descendants of w are then fp+1; p+2; : : : ; w 1g.
By Lemma 4.18, desc(w)  rr(p). Assume that correct values have been
computed in the rows of table e corresponding to the children of v; this will
be established in Theorem 4.24. The rst execution of line 11 nds then in
p the leftmost occurrence of P [v
1
] among the descendants of w, if there are
any. The correctness of the remaining executions of the loop follows from
Theorem 4.22.
As an example, consider how Algorithm 4.23 nds the embedding of a
tree P = a(c; e) into a tree T = a(b(c); a(b(d); a(b(e)))). The trees and the
result of the computation are shown in Figure 4.3. Each column of table e
is shown to the right of the corresponding node of tree T .
First, v = 1, the leaf of P labeled by c, and w = 1, the similar leaf of
T . Since the labels match and v has no children (i = k = 0), we have an
embedding. The value of w = 1 is written into e(1; 0) only, since 0 is the only
left relative of w. After that, no more matching labels are found for v = 1 in
nodes w = 2; : : : ; 9 of T .
Next v = 2, the second leaf of P . The rst node w of T such that
label (v) = label (w) = e is node 5. As above, we have an embedding, and
the value of w = 5 is written into e(2; q) for the left relatives q = 0; : : : ; 4
of w. Then again the remaining nodes w = 6; : : : ; 9 are scanned without
encountering any matching labels.
Finally v = 3 = root(P ). Node w = 7 is the rst node of T with
label (v) = label (w) = a. The node p preceding desc(w) in postorder is node
4. The rst child of v is node number 1. Its image in rr(p)  desc(w) is
looked up from e(1; 4); value 10 means that there is no embedding of the
child into desc(w). Next, a similar failure occurs with w = 8 and p = 2.
Finally w = 9 = root(T ) and label (v) = label (w) = a, which leads to testing
the embedding of the children of v by executing p := 0, p := e(1; 0) = 1, and
p := e(2; 1) = 5. The algorithm has found a root preserving embedding of P
into T . The value of w = 9 is written as the nal result into e(3; 0). Since 0
is the only left relative of 9, the computation ends.
Theorem 4.24 Algorithm 4.23 lls the table e correctly.
Proof. Consider a xed pattern node v. We outline a proof that all
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Figure 4.3: The result of applying the algorithm to trees P and T .
columns of row v get correct values in the while-loop on lines 15{18 of the
algorithm. First, the precondition that all columns up to q have got the
correct values is initially true. We show that the following invariant holds on
line 16:
9 f 2 R(P [v]; T [w]) ^ w 2 rr(q) (4.10)
^ 8 1  x < w : (9 g 2 R(P [v]; T [x]) ) x 62 rr(q)) : (4.11)
The invariant tells that the loop writes correct values into e(v; q). Since q in-
creases only in the loop, the truth of the invariant maintains the precondition
for the subsequent executions of the loop.
The previous discussion about the loop on lines 10{13 showed that the
loop on lines 15{18 is executed if and only if there is a root preserving ordered
embedding of P [v] in T [w]. Therefore (4.10) holds when we are on line 16.
(Note that q 2 lr(w) and w 2 rr(q) are equivalent.) When line 16 is executed
for the rst time (4.11) is vacuously true. By Lemma 4.19 we can strengthen
(4.11) into
8 1  x < w;8 y  q : (9 g 2 R(P [v]; T [x])) x 62 rr(y)) : (4:12)
At the exit from the loop w 62 rr(q) allows further strengthen (4.12) into
8 1  x  w;8 y  q : (9 g 2 R(P [v]; T [x])) x 62 rr(y)) :
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This postcondition makes (4.11) true on the subsequent executions of the
loop. It also tells that the writing is complete, i.e., value w must not be
written into e(v; y) for any column y  q. 2
Theorem 4.25 Algorithm 4.23 requires (mn) time and space.
Proof. Space: Table e requires (mn) space.
Time: During every execution of the outermost loop the pointer q may
increase in steps of one from 0 to n. Therefore the while-loop incrementing
q requires O(n) steps per one outermost loop. One execution of the while-
loop on lines 10{13 requires time O(1 + jvj), where jvj is the number of the
children of node v. We get total time
O(
m
X
v=1
(n+
n
X
w=1
(1 + jvj))) = O(n
m
X
v=1
(2 + jvj)) :
The sum
P
m
v=1
jvj equals the number of edges in tree P , which is m   1.
Therefore the total time is O(n(3m  1)) = O(mn). On the other hand, the
algorithm uses obviously time 
(mn). 2
4.7 A space ecient algorithm for ordered
tree inclusion
In an application where the target tree is very large the (mn) space and
time requirements of Algorithm 4.23 may be unacceptable. This section
improves on the previous result by presenting an algorithm that solves the
ordered tree inclusion problem in O(m depth(T )) space. The result is useful
in practice, since most text databases can be represented by trees having
a small constant depth. Moreover, the complexity of the new algorithm is
sensitive to the instances of the problem: it runs in time O(c
P
(T )n), where
c
P
(T ) is the number of the subtrees of P that are included in T . Especially,
if no part of the pattern appears in the target, the algorithm runs in time
O(n).
Let P be a pattern tree. Call a nonempty sequence hv
1
; : : : ; v
k
i of nodes
of P a sibling interval of P , if node v
i+1
is the next sibling of node v
i
for
all i = 1; : : : ; k   1. The parent of the nodes in a sibling interval is called
the parent of the sibling interval. A sibling interval is complete if it contains
all the children of its parent. We say that a sibling interval hv
1
; : : : ; v
k
i can
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be embedded in a tree T (in a forest F ) if there is an ordered embedding of
hP [v
1
]; : : : ; P [v
k
]i in T (in F ).
The following algorithm is a variation of Algorithm 4.8. It computes in
bottom-up fashion for each target node w a match set M(w). The match set
M(w) consists of the sibling intervals hv
1
; : : : ; v
k
i of P that can be embedded
in T [w].
For a target node w the algorithm rst computes the set of the sibling
intervals hv
1
; : : : ; v
k
i that can be embedded in the forest of the subtrees of
w. This set is computed from the match sets of the children of w. The
computation is based on a combining operation denoted by . Let A and B
be the sets of sibling intervals that can be embedded in forests hT
1
; : : : ; T
i
i
and hT
i+1
; : : : ; T
l
i, respectively. Then A  B is the set of sibling intervals
that can be embedded in hT
1
; : : : ; T
l
i. We defer the implementation of this
operation for a moment.
After computing in a variable S the sibling intervals that can be embedded
in the descendants of w, the algorithm computes in a set S the sibling
intervals consisting of single pattern nodes that can be mapped in an ordered
embedding to w. These are exactly the pattern nodes whose label matches
with the label of w and that are either leaves or have the sibling interval
consisting of their children in S. After this process S [ S is the match set
of w. The algorithm is represented as a recursive function that returns a
match set and reports the target subtrees that match the pattern.
Algorithm 4.26 Space ecient algorithm for ordered tree inclusion.
Input: Trees P = (V;E; root(P )) and T = (W;F; root(T )).
Output: The nodes w of T such that T [w] is an ordered including tree of
P .
Method: Call function M(P; T );
function M(P; T ):
1. S := ;;
2. Let T
1
; : : : ; T
k
, k  0, be the immediate subtrees of T ;
3. for i := 1; : : : ; k do
4. S := S M(P; T
i
);
5. od;
6. S := ;;
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7. for all v 2 V such that label (v) = label (root(T )) do
8. if (children(v) = ; or hchildren(v)i 2 S) then
9. S := S [ fhvig;
10. ;
11. od;
12. if hroot(P )i 2 S then
13. output root(T );
14. ;
15. return S [ S;
We can form a set of k(k+1)=2 sibling intervals from k sibling nodes, but
we can do with smaller representations for match sets. A set of intervals is
simple if it does not have two distinct members one of which is a subinterval
of the other. If a sibling interval belongs to a match set, then all of its
subintervals belong there, too. Knowing this we can represent the match
sets by simple sets, keeping only the maximal intervals in S.
Lemma 4.27 Let P be a tree (or a forest) on m nodes. Then a simple set
of sibling intervals of P has at most m members.
Proof. Each node of P can be the leftmost node of at most one sibling
interval. 2
To measure the amount of \partial inclusion" of a pattern P in a target
T we dene the P -content of T , denoted by c
P
(T ), as the number of subtrees
of P that are ordered included trees of T . Note that 0  c
P
(T )  jP j,
and P is an ordered included tree of T if and only if c
P
(T ) = jP j. By the
same argument as in Lemma 4.27, the size of a simple match set is at most
c
P
(T ). We will see in a moment how the operation  on line 4 and lines 7{
15 can be performed in time proportional to the number of elements in the
returned match set. Therefore Algorithm 4.26 uses for each target node w
time O(1 + c
P
(T [w])). By noting that the algorithm uses O(1 + c
P
(T [w]))
space for each recursive call to inspect the target subtree T [w] we get the
following result.
Theorem 4.28 Algorithm 4.26 uses time
O
 
X
w2W
(1 + c
P
(T [w]))
!
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Figure 4.4: The interval numbering for easy recognition of sibling nodes.
and space O((1 + c
P
(T )) depth(T )). Especially, the algorithm works in the
best case in O(n) time and in O(depth(T )) space, and in the worst case in
O(mn) time and in O(m depth(T )) space. 2
Since the size of match sets depends on P only, executing lines 4 and
7{15 with a xed pattern takes constant time. This observation shows the
following result, which follows for time also immediately from Theorem 4.25.
Theorem 4.29 For a xed pattern P , the ordered tree inclusion problem
can be solved in time O(jT j) and in space O(depth(T )). 2
We can also perform preprocessing similar to Algorithm 4.8 by enumer-
ating the simple sets of sibling intervals and building tables that allow per-
forming lines 4 and 7{11 in constant time. Again the preprocessing would
require exponential time and space; although the number of simple sets of
sibling intervals is smaller than the number of all sets of sibling intervals, it
can easily be seen to be 
(2
m
) in the worst case.
Algorithm 4.26 called for ecient representation and manipulation of
simple sets of sibling intervals. For the manipulation of sibling intervals we
need to be able to recognize sibling nodes of P and to compare their relative
order easily. For this reason we number the pattern nodes in the following
manner. First, assign 1 to the root of P . Then, during a level-wise traversal
number the children of each internal node consecutively starting from x+2,
when x is the largest number assigned so far. A pattern node u is the next
sibling of a pattern node v if and only if the sibling number of u is one
greater than the sibling number of v. In the rest of this section we refer to
the pattern nodes by these numbers, which we call interval numbers. For an
example of this numbering, see Figure 4.4.
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A sibling interval ha; a+ 1; : : : ; bi can be represented by the pair [a; b] of
interval numbers; a is called the start point of the interval, and b is called
the end point of the interval.
Next we present an algorithm for combining interval sets. Let L be the
set of sibling intervals that can be embedded in the forest hT
1
; : : : ; T
i
i, and R
the set of sibling intervals that can be embedded in the forest hT
i+1
; : : : ; T
k
i.
The intervals in L and R are called left and right intervals, respectively. A
left interval l = [l:a; l:b] and a right interval r = [r:a; r:b] can be combined
if l:a  r:a  l:b + 1; in this case the combination lr of l and r is the
interval [l:a;max(l:b; r:b)]. The result of the combination LR is such a set
of intervals S that
1. for each interval x 2 L [R there is an interval y 2 S that includes x,
2. for each l 2 L and r 2 R that can be combined there is an interval
y 2 S that includes the combined interval lr, and
3. each y 2 S is either a left interval, a right interval, or a combination of
a left and a right interval.
The next algorithm combines two simple sets of intervals yielding a simple
set of intervals. The merging-like method is based on representing the sets
as lists of intervals sorted by start points. Because the sets are simple the
intervals are sorted by the end points, too.
Algorithm 4.30 Combining intervals.
Input: Sorted and simple lists of intervals L = l
1
; : : : ; l
m
and R = r
1
; : : : ; r
n
.
Output: Sorted and simple representation of LR.
Method:
i := 1; j := 1;
l
m+1
:= [1;1]; r
n+1
:= [1;1];
while i  m or j  n do
if l
i
:b+ 1 < r
j
:a then
comment: l
i
cannot be combined with r
j
;
output l
i
;
outb := l
i
:b;
else comment: l
i
:b+ 1  r
j
:a;
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if l
i
:a  r
j
:a then
while l
i
:b+ 1  r
j
:a do
comment: l
i
can be combined with r
j
;
x := r
j
:b;
j := j + 1;
od;
outb:= max(l
i
:b; x);
output [l
i
:a; outb];
else comment: l
i
:a > r
j
:a;
output r
j
;
outb := r
j
:b;
j := j + 1;
;
while l
i
:b  outb and l
i
:b+ 1 < r
j
:a do
comment: skip those l
i
's that are included in output interval
and cannot be combined with r
j
;
i := i+ 1;
od;
od;
It is easy to see that every output interval is either in L [ R or the
combination lr of some l 2 L and r 2 R. It is also straightforward to check
that the result intervals are output in strictly increasing order with respect
to both their start and end points; therefore the result list is both sorted and
simple. The completeness of the result list can be shown by induction on the
lengths of the input lists.
Algorithm 4.30 can combine two match sets in time proportional to the
number of their elements. Now we continue to show that Algorithm 4.26
can compute the result S [ S in time that is proportional to its size. Set
S can be implemented as two sorted lists of intervals consisting of single
nodes. A list S
I
is used for intervals of internal nodes and a list S
L
is used for
intervals of leaves. Note that for any nodes u and v of P such that 1 < u < v
(ordered as interval numbers) we have parent(u)  parent(v). Therefore we
can form list S
I
by a single scan in the sorted list S locating the complete
sibling intervals that have a parent whose label equals the label of the root
of T . Computing list S
L
is done a bit dierently. In the preprocessing phase
that performs the interval numbering of P , we can link all leaves of P with
the same label in a list in increasing order of their interval numbers. Then
we can form list S
L
from the list of pattern leaves labeled by the label of
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root(T ). To form the representation of the result S [ S we need to merge
lists S
I
and S
L
in S keeping it simple. This is straightforward to do in time
proportional to the nal length of the result.
These considerations complete the claim that Algorithm 4.26 uses time
O(1 + c
P
(T [w])) for a target node w.
4.8 Solving ordered path inclusion problems
Ordered path inclusion and ordered region inclusion problems are easier to
solve than ordered tree inclusion problems. The reason is that with path
inclusion and region inclusion it is sucient to test the immediate subtrees
of the pattern against the trees rooted by the children of a target node w when
testing if the pattern occurs at w. With tree inclusion we have to examine
trees rooted by the descendants of w, which oers more combinations to
embed the immediate subtrees of the pattern.
Ordered path inclusion and ordered region inclusion can be solved using
the familiar algorithm scheme that stores in an array the information of the
matches between all pairs of pattern-target nodes. We compare again at the
core of the algorithms a pattern node v with children v
1
; : : : ; v
k
against a
target node w with children w
1
; : : : ; w
l
.
The algorithm for ordered path inclusion has to nd an ordered subse-
quence w
j
1
; : : : ; w
j
k
of w
1
; : : : ; w
l
, where 1  j
1
< : : : < j
k
 l are such that
v
i
matches at w
j
i
for all i = 1; : : : ; k. This can be done by scanning the
children of w from left to right and using a counter to indicate the number of
children of v already matched. This solution yields the following complexity:
O(
X
w2W
(1 +
X
v2V
(1 + jwj))) = O(n+ nm+m(n  1)) = O(mn) :
Note that with a minor change we can modify also Algorithm 4.26 to
solve the ordered path inclusion problem. The modication is to return from
the recursive calls only the set S that contains essentially the pattern nodes
that match at the root of the tested target subtree.
The algorithm for ordered region inclusion has to nd a continuous se-
quence w
j
; : : : ; w
j+k 1
of children of w, such that node v
i
matches at w
j+i 1
for all i = 1; : : : ; k. This can be done by a method resembling trivial string
matching: Starting with j = 1, the sequences v
1
; : : : ; v
k
and w
j
; : : : ; w
j+k 1
are compared from left to right against each other as long as they match,
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and at a failure j is incremented by one and the comparison is started anew.
The complexity of this solution to ordered region inclusion is
O(
X
w2W
(1 +
X
v2V
(1 + jvjjwj))) = O(mn) : (4:13)
We state these results as a theorem:
Theorem 4.31 The problems ordered path inclusion and ordered region
inclusion are solvable in time O(mn). 2
Tree inclusion problems can be considered to be special cases of the
editing distance problem for trees [Tai79, ZS89]. Ordered tree inclusion
problems can be described and solved in the framework of Zhang, Shasha,
Wang, and Jeong [ZSW91, WJZS91]. They allow patterns to contain vari-
able length don't care symbols (VLDCs). A path VLDC is a pseudo node in
the pattern that matches at an arbitrary path in the target. The algorithms
of [ZSW91, WJZS91] allow tree matching with cut: the instances of the pat-
tern are the subtrees of the target that are identical with the pattern after
deleting the nodes matched with the VLDCs and possibly cutting at some
nodes. Therefore, the ordered tree inclusion problem can be presented as a
matching problem with cut after inserting a path VLDC on each edge of the
pattern. Ordered path inclusion is the same problem as the tree matching
problem with cut.
The algorithms of Zhang, Shasha and Wang [ZSW91, ZSW92] require
time
O(jP j  jT j min(depth(P ); leaves(P )) min(depth(T ); leaves(T ))) ;
where depth(T ) is the length of the longest root-to-leaf paths in tree T and
leaves(T ) is the number of leaves in T . Thus our algorithms are faster than
theirs by a factor of
min(depth(P ); leaves(P )) min(depth(T ); leaves(T )) :
Nontrivial lower bounds for the complexity of the above problems are not
known, but they do not seem to be easily solvable in linear time. We show
below how string pattern matching with don't care symbols can be reduced
in linear time to ordered path inclusion problems. The time complexity of
the best known algorithm for string matching with don't care symbols is
O(polylog(m)n) [FP74], and the existence of a faster algorithm has been an
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open problem for almost 20 years. The idea of the reduction was presented
in [Kos89], and it was also noted in [Ver92].
Let P be a pattern string p
1
; : : : ; p
m
and T a target string t
1
; : : : ; t
n
where
m  n, both over the alphabet f0; 1; dg. The don't care character d matches
at any other character, and the other characters match at themselves and at
d. Pattern string P matches target string T at position i if p
j
matches at
t
i+j 1
for every j = 1; : : : ;m.
Problem 13 (String matching with don't care symbols)
Given a pattern string P and a target string T , both over the alphabet
f0; 1; dg, compute the set of positions at which P matches T . 2
The reduction of string matching to ordered path or region inclusion
is as follows. Each character c is represented as a term (c) as follows:
(0) = b(a), (1) = b(b), and (d) = b for don't care characters in the
pattern and (d) = b(a; b) for the don't care characters in the target. Note
that a pattern character p matches at a target character t if and only if there
is a root preserving path or region embedding of Tree((p)) into Tree((t)).
The strings P = p
1
; : : : ; p
m
and T = t
1
; : : : ; t
n
are represented as the trees
represented by the terms (P ) and (T ). The terms are constructed along
the following recursive rule:
(c
1
; : : : ; c
k
) = a((c
1
); (c
2
; : : : ; c
k
)) when k > 1
(c
1
; : : : ; c
k
) = (c
1
) when k = 1 :
An example of the reduction is shown in Figure 4.5.
Now it is easy to see that P matches T at position i if and only if there
is an ordered root preserving path or region embedding of tree Tree((P ))
in tree Tree((t
i
; : : : ; t
n
)). Since m + n is the trivial lower bound for the
complexity of inclusion problems, we can state the following theorem, which
indicates the diculty of obtaining linear time algorithms for ordered path
inclusion problems.
Theorem 4.32 If ordered path inclusion or ordered region inclusion can be
solved in time O(f(m;n)), then also string matching with don't care symbols
can be solved in time O(f(m;n)). 2
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Figure 4.5: Representing the pattern string P = d10 and the target string
T = 01d1d as trees.
4.9 Classical tree pattern matching
In this section we give a short review of the most important methods for
solving the ordered child inclusion problem, i.e., the classical tree pattern
matching problem. The problem has been extensively studied, and we only
touch upon the various approaches to it. The presentation follows mainly
the review in [RR88] and in [RR92].
If we have any knowledge about the structure of the target, we can try
to utilize it for solving the matching problem more eciently than in the
general case. We discuss this idea in Chapter 5, where we show how tree
pattern matching can be solved eciently if the target is a parse tree over
an appropriate grammar.
The naive or basic tree pattern matching algorithm belongs to the folklore
of computing. The basic algorithm traverses the target tree in preorder and
compares the pattern to each subtree of the target in turn. In the worst case
this algorithm requires O(mn) time, but it can be shown to have a linear
expected time behaviour [SF83].
Homan and O'Donnell [HO82] have presented advanced bottom-up and
top-down tree pattern matching techniques. The key idea of the bottom-up
algorithm is to nd at each target node w a match set that consists of the
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subtrees of the pattern that match w. The match sets can be enumerated and
coded by the enumeration. The method assumes that the alphabet is ranked,
i.e., the label of a node determines the number of its children. (The leaves of
the pattern that match at arbitrary nodes are represented by variables. We
treat inclusion problems with variables in Chapter 6.) For each label there is
a table whose dimension is equal to the rank of the label. The code assigned
to a target node labeled by a is determined using the table of a on the basis
of the codes of the match sets assigned to the children of the node. Once
the tables have been computed, the matching takes O(n) time. The main
drawback of the method is the size of the tables and the time taken by the
preprocessing; both are exponential in m.
The top-down tree matching algorithm of [HO82] is based on representing
the pattern as a set of path strings, i.e., sequences of interleaved labels and
child numbers each representing a unique path from the root to a leaf. (A
path string begins with the label of the root, which is followed by the number
of the child that is the next node on the path, and so on up to the label of
the leaf at the end of the path.) The length of a path string is the number of
child numbers in it. These path strings can be transformed in O(m) time into
an Aho-Corasick like multiple string recognition automaton [AC75]. A single
nal state of the automaton may accept many path strings; their lengths
are stored in the corresponding nal state. The nodes of the target tree
are decorated with counters initialized to zero. The occurrences of the path
strings in the target are recognized by running the automaton on the target
tree. When a nal state that accepts path strings of lengths fl
1
; : : : ; l
p
g is
reached at a target node w, the counters of the l
1
th, the l
2
th, : : : ; and the
l
p
th ancestor of w are incremented by one. The pattern occurs at those nodes
whose counter reaches the number of leaves of P . The time required to do
the matching is the maximum of n and the number of times a counter is
incremented.
The amount of periodicity in the path strings of the pattern is measured
by the sux index s(P ) of the pattern. The sux index of P is the maximum
number of path strings of P such that they all are suxes of some path string
of P ; it can range from 1 to m. The sux index sets a tight upper bound
on the number of counters that are incremented by the top-down algorithm.
Therefore the matching time of the top-down algorithm is O(s(P )n).
Recently Kosaraju [Kos89] broke the quadratic O(mn) complexity barrier
of tree pattern matching. Dubiner, Galil, and Magen [DGM90] improved the
result of Kosaraju by introducing an O(n
p
m polylog(m)) time algorithm.
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We state this best known upper bound as a theorem.
Theorem 4.33 [DGM90] Classical tree pattern matching can be solved in
time O(n
p
m polylog(m)). 2
The algorithms of [Kos89] and [DGM90] apply sophisticated but compli-
cated techniques like sux trees of trees and convolutions; therefore they are
more of theoretical than practical value. Considerable eort is needed in the
algorithms to handle periodic patterns eciently. In Chapter 5 we consider
restricting the periodicity of the target tree, which makes the tree pattern
matching problem essentially easier.
In the applications of tree pattern matching the nodes of the pattern are
usually either function symbols or variables. Variables can appear only as
leaves, and a variable matches at any node. Function symbols match only at
nodes with the same label and the same number of children. This variation
can easily be included in the denition of child inclusion problems.
If we require that repeating occurrences of the same variable match only
at the roots of identical subtrees, we get another problem that is called
either nonlinear tree pattern matching or tree pattern matching with logical
variables. Solving this problem is considered in [RR88]. We discuss tree
inclusion problems with logical variables in Chapter 6.
4.10 Subtree problems are solvable in linear
time
In this section we show that the unordered and ordered subtree problems can
be solved in time linear in the size of the target tree.
An instance relation is linearly solvable if there is a constant c such that
the question \Is U an instance of P ?" can be answered in time bounded
by cjU j for all trees P and U . For example, the instance relation of the
unordered subtree problem is linearly solvable:
Lemma 4.34 The relation \trees P and U are isomorphic" is linearly solv-
able.
Proof. A linear time algorithm for the problem, based on lexicographic
sorting, is given in [AHU74, p. 84{86]. 2
A set of nodes of T is a candidate set of occurrences of P , if it is a superset
of the set of occurrences of P . A set of nodes N is k-thin if any node n 2 N
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has at most k   1 ancestors in N . A 1-thin set of nodes is at. That is, a
at set of nodes does not contain two nodes one of which is an ancestor of
the other. Note that in tree pattern matching the set of occurrences need
not be at, since the pattern may match both at a node and at some of its
descendants.
Lemma 4.35 Assume that for a tree inclusion problem there is a k-thin
candidate set of occurrences that can be computed in time O(kn), and that
the instance relation is linearly solvable. Then the tree inclusion problem is
solvable in time O(kn).
Proof. First compute a k-thin candidate set C in time O(kn). For each
node u in C, test whether P matches at u. Since the instance relation is
linearly solvable, this requires time at most c
P
u2C
jT [u]j for some constant
c. Because C is k-thin, each node of T can belong to at most k dierent trees
rooted by nodes in C, and therefore
c
X
u2C
jT [u]j  ckn = O(kn) :
2
The next lemma states the simple result that the instance relation of
ordered child inclusion is linearly solvable.
Lemma 4.36 The instance relation \P is an ordered child-included tree of
U" is linearly solvable.
Proof. The relation can be tested simply by comparing the corresponding
nodes of the trees against each other; at most minfjP j; jU jg nodes of U are
examined. 2
Now we are ready to state the time complexities of the subtree problems.
Theorem 4.37 The unordered and the ordered subtree problem can be
solved in time O(n).
Proof. The roots of the subtrees of size m form a at candidate set
of occurrences. They can be located in time O(n) by traversing the target
bottom-up and counting the sizes of its subtrees. The instance relations
are linearly solvable by Lemmas 4.34 and 4.36. The result follows from
Lemma 4.35. 2
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Lemma 4.35 is a generalization of an argument used in [Gro91]. Grossi
shows that locating subtrees of the target that are identical to the pattern or
dier only with regard to don't care labels or up to m mismatching labels can
be done in O(n) sequential time. The same idea appears also in the ordered
subtree algorithm of [Dub90].
4.11 Summary of complexities
The table below summarizes the complexity results for the tree inclusion
problems considered in this chapter. Shorthand NPC stands for NP-complete,
and m and n stand for the size of the pattern and for the size of the target,
as elsewhere. Notation O denotes an upper bound for the worst-case com-
plexity of a problem, and  denotes tight complexity (i.e., one that equals
the worst-case lower bound complexity) for the problem.
incl. path incl. region incl. child incl. subtree
unordered NPC O(m
1:5
n) O(m
2
n) O(m
1:5
n) (n)
ordered O(mn) O(n
p
m polylog(m)) (n)
Table 4.1: The complexities of the tree inclusion problems
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Chapter 5
Grammatical tree inclusion
In this chapter we consider tree inclusion problems with targets that are parse
trees over some grammar. Motivation for this comes from text databases
modeled by context-free grammars. Context-free grammars are rather com-
monly used for describing the structure of text documents [GT87, BR84,
CIV86, FQA88, QV86, KLMN90].
First in Section 5.1 we discuss describing the structure of targets by
context-free grammars. We dene nonperiodic grammars and argue that
they are adequate for describing the structure of many text databases ap-
pearing in practice. Then we show that classical tree pattern matching can be
solved in linear time on nonperiodic target trees. In Section 5.2 we show that
also ordered tree inclusion is solvable in linear time on nonperiodic targets.
Section 5.3 discusses utilizing the grammar of the target in inclusion prob-
lems. The possibilities include checking patterns for syntactic correctness
before actual matching, and transforming inclusion problems to equivalent
but easier problems.
More discussion about text databases appears in Chapter 7, where we
also give examples of using inclusion patterns as database queries.
5.1 Grammatical targets and tree pattern
matching
We dene a grammar to be a quadruple G = (V;T ;P; S), where V is the set
of nonterminals, T is the set of terminals, P is the set of productions and
S 2 V is the start symbol.
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It is useful to allow regular expressions on the right-hand-sides of pro-
ductions. This leads to fewer nonterminals and seems to be a form easily
comprehensible also to nonspecialists. Therefore, we dene the productions
to be of the form A ! , where  is a regular expression over V [ T . We
say that a production A ! w is an instance of A ! , if w belongs to the
regular language dened by .
As an example we show a grammar for describing the structure of a list
of bibliographic references stored in a text database system.
publications ! publication

publication ! authors title journal volume year pages
authors ! author

author ! initials name
initials ! text
name ! text
title ! text
journal ! text
volume ! number
year ! number
pages ! start end
start ! number
end ! number
text ! character

number ! digit

The obvious productions for nonterminals character and digit have been ex-
cluded. The grammar is allowed to be ambiguous because it will not be used
for parsing. Producing string representations of a parse tree and parsing them
back to trees can be done using versions of the grammar that are annotated
with extra terminal symbols. The methodology is explained in [KLMN90]
and in [Nik90].
To dene parse trees over a grammar G, we dene sets T (G; a) for termi-
nals a 2 T and sets T (G;A) for nonterminals A 2 V:
T (G; a) = fag for terminals a ;
T (G;A) = fA(t
1
; : : : ; t
n
) j A! B
1
; : : : ; B
n
is an instance of a production in P
and t
i
2 T (G;B
i
) for each i = 1; : : : ; ng :
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Here A(t
1
; : : : ; t
n
) stands for a tree whose root is labeled by the nonterminal
A and whose ith immediate subtree is t
i
for all i = 1; : : : ; n. That is, elements
of T (G;A) represent derivations of terminal strings from the nonterminal A
according to G. Finally, the trees that represent derivations from the start
symbol of G, i.e., the trees in T (G;S), are the parse trees over G.
A tree inclusion problem is G-grammatical if the target is a parse tree over
a grammar G. Grammatical inclusion problems are in general not easier than
the unrestricted ones. Let T be a tree and let fa
1
; : : : ; a
l
g be the set of labels
occurring in T . Consider then the following grammar G
S ! a
1
j a
2
j : : : j a
l
a
1
! (a
1
j a
2
j : : : j a
l
)

.
.
.
a
l
! (a
1
j a
2
j : : : j a
l
)

:
Now any inclusion problem with target T is G-grammatical.
A grammar is nonperiodic
1
if it has no nonterminal A that can derive a
string of the form A. A tree T is k-periodic if any nonterminal appears
at most k times on a single root-to-leaf path in T . A 1-periodic tree is
nonperiodic, or equivalently, a tree T is nonperiodic if and only if T is a
parse tree over some nonperiodic grammar. An inclusion problem (P; T ) is
nonperiodic, if it is G-grammatical for a nonperiodic grammar G (i.e., the
target T is nonperiodic).
It is easy to see that nonperiodic grammars with regular expressions in
their productions dene exactly the regular languages [HU79]. For example,
we could describe the previous list of bibliographic references also by a single
production of the following form.
publications ! ((character

character

)

character

character

digit

digit

digit

digit

)

The subexpressions character and digit that simply describe the set of rec-
ognized characters and the digits `0'{`9' have been left unspecied. It is
clear from this example that using descriptive nonterminals may clarify the
logical structure of a text database. Although nonperiodic grammars are
1
Nonperiodic grammars are usually called nonrecursive. We use the term nonperiodic
to avoid confusing nonperiodic matching problems with nonrecursive, i.e., undecidable
problems.
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too weak for modeling programming languages, they are powerful enough to
model the structure of most text databases. In practice, nonperiodic gram-
mars with regular expressions in productions support modeling long lists of,
say, dictionary articles, but unlimited nesting of structures is of course not
possible.
Note that if T is a parse tree over a nonperiodic grammar G, then the
height of T is at most jVj+ 1. It is known that restricting the height of the
pattern improves the running time of the basic algorithm for classical tree
pattern matching:
Lemma 5.1 [DGM90] If the height of the pattern is h, then the basic algo-
rithm for tree pattern matching takes time O(nh). 2
In a matching problem the height of P is at most the height of T . Thus
nonperiodic tree pattern matching can be solved using the basic algorithm
in time O(jVjn). Next we show how Lemma 4.35 makes it possible to solve
the tree pattern matching problem in time O(kn) for a k-periodic target, and
hence G-grammatical tree pattern matching in time O(n) for an arbitrary
nonperiodic grammar G.
Lemma 5.2 A k-thin candidate set of occurrences for any tree inclusion
problem can be computed in a k-periodic target in time O(n).
Proof. The nodes of the target which have the same label as the root
of the pattern form a candidate set of occurrences; they can be located by
a simple traversal of the target. The set is k-thin, because the target is
k-periodic. 2
Now the next theorem follows directly from Lemmas 4.35, 5.2, and 4.36.
Theorem 5.3 The ordered child inclusion problem with k-periodic targets
can be solved in time O(kn). 2
Theorem 5.3 tells especially that nonperiodic tree pattern matching is
solvable in linear time. To obtain the same result for nonperiodic ordered
tree inclusion, we show in the next section that the instance relation \U
includes P with order minimally" is solvable in linear time, when U is a
nonperiodic tree.
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5.2 Solving ordered tree inclusion on non-
periodic targets
Next we give an algorithm for testing the instance relation of ordered tree
inclusion between a pattern P and a nonperiodic tree U . The nonperiodicity
of U means that if v is a node of U then there are no nodes labeled by
label (v) in the descendants of v. This implies two further facts utilized in
the algorithm. First, tree U includes P with order minimally if and only if
there is a root preserving ordered embedding of P into U . Second, let N be
a nonempty set of nodes of U all of which have the same label. Then the
rst node of N in the preorder of U and the rst node of N in the postorder
of U are the same node.
Let P
1
; : : : ; P
k
be the immediate subtrees of the pattern P rooted by nodes
u
1
; : : : ; u
k
. The principle of the algorithm is the same as in Algorithm 4.23:
to search for a left embedding of hP
1
; : : : ; P
k
i in U .
Algorithm 5.4 [KM92] Testing the instance relation of ordered tree inclu-
sion with a nonperiodic target.
Input: Trees P and U , where U is nonperiodic.
Output: true if U includes P with order minimally; otherwise false.
Method: if label (root(P )) = label (root(U)) then
return emb(root(P ); root(U));
else return false ;
1. function emb(u; v);
2. if u is a leaf then return true;
3. else Let u
1
; : : : ; u
k
be the children of u;
4. Let p be the rst descendant of v in preorder
such that label (p) = label (u
1
);
if there is no such node p then return false; ;
5. i := 1;
6. while i  k do
7. if emb(u
i
; p) then i := i+ 1; ;
8. if i  k then
9. Let p be the rst node in rr(p) \ desc(v) in
preorder of U such that label (p) = label (u
i
);
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if there is no such p then return false; ;
10. ;
11. od;
12. return true;
13. ;
14. end;
Lemma 5.5 Algorithm 5.4 tests the relation \U includes P with order min-
imally" correctly for all trees P and all nonperiodic trees U .
Proof. If P consists of a single node u, the claim is obvious. Then assume
that the height of P is h > 0 and and that the algorithm works correctly with
all patterns of height less than h. Let the immediate subtrees of P rooted
by u
1
; : : : ; u
k
be P
1
; : : : ; P
k
. Now the following two invariants can be shown
to hold for the loop on lines 6{11. First, before each execution of the loop,
post(p)  post(f(u
i
)) for all ordered embeddings f of hP
1
; : : : ; P
i
i into the
forest of immediate subtrees of U . Second, after each execution of the loop,
the forest hP
1
; : : : ; P
i 1
i has a left embedding into the forest of immediate
subtrees of U . The correctness of the algorithm follows from these invariants.
2
Lemma 5.6 The instance relation \U includes P with order minimally" is
linearly solvable for nonperiodic trees U .
Proof. Algorithm 5.4 tests the relation for nonperiodic trees U correctly
by Lemma 5.5. We show that there is a constant c such that the algorithm
works in time bounded by cjU j for all trees P and U .
Denote by t(n) the maximum time needed to compare the root labels of
P and U and to perform the function call emb(root(P ); root(U)), when P
and U are trees and jU j = n. First, consider testing a single node. Obviously
there is a constant c
0
such that t(1)  c
0
. Then assume that jU j = n > 1 and
t(m)  c
0
m for all targets of size m < n. Let n
00
be the number of nodes of
U that are examined during the traversal on lines 4 and 9 of Algorithm 5.4,
excluding the roots of the subtrees of U that are examined in the recursive
calls on line 7. Let n
0
be the total size of the subtrees of U that are examined
in the recursive calls. There is a constant c
00
such that the traversal can be
performed in time c
00
n
00
. Therefore we get for n > 1
t(n)  c
0
n
0
+ c
00
n
00
Now, since the regions of U examined outside and in the recursive calls do
not overlap, n
0
+ n
00
 n. From this we get for all n > 0
t(n)  cn
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by selecting c = maxfc
0
; c
00
g. 2
Theorem 5.7 [KM92] The ordered tree inclusion problem can be solved on
nonperiodic targets in O(n) time.
Proof. By Lemma 5.2 a at candidate set of occurrences can be com-
puted in O(n) time, and by Lemma 5.6 the instance relation is linearly solv-
able. Therefore the problem is solvable in linear total time by Lemma 4.35.
2
Periodic targets seem to be more dicult to handle. Trying to apply the
approach of Algorithm 5.4 to testing the instance relation with k-periodic
targets leads to backtracking with 
(2
k
n) worst case running times. This
means that the specialized approach of this section would be feasible for
k-periodic targets if k < logm.
5.3 Preprocessing grammatical patterns
In this section we consider further utilizing the grammar of the target in
connection to tree inclusion problems. First, the patterns can be checked
syntactically against the grammar in order to test whether they can have
occurrences in the target. Second, in some cases the grammar can be used
for transforming the problem to an easier but equivalent problem.
In the nonperiodic tree inclusion problems considered above obviously
only nonperiodic patterns can have occurrences in the target. More generally,
in a G-grammatical inclusion problem one can check, before performing the
actual matching, whether P can have an occurrence in a parse tree over G.
For example, in a text database application query patterns not passing this
test could result in informative diagnostics about the impossibility of locating
data using such patterns on a database modeled by grammar G.
An alternative and a more co-operative way of ensuring that only sensible
patterns are given through a query interface is to provide the user with
pattern templates, which the user can edit. This kind of an interface has been
implemented in the LQL system [Byr89]. Next we sketch what conditions
the patterns have to meet, whether their correct form is guaranteed by a
template editor or whether they are checked separately.
In what follows, we can assume that the grammar G = (V;T ;P; S) of
the target contains only useful nonterminals. That is, every nonterminal in
V appears in a derivation of a string of terminals from the start symbol S of
G. (See [HU79, p. 88{90].)
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For tree pattern matching one checks that each node of pattern P is
labeled by a symbol of grammar G and that the children of each internal
node of P correspond to an appropriate production in G. Let u be an internal
node of P with label A and with children u
1
; : : : ; u
k
. Checking u is performed
by applying to the string of labels in u
1
; : : : ; u
k
an automaton that recognizes
the instances of the right-hand sides of the productions for nonterminal A.
These nite automata need to be constructed only once for a grammar. If
the automata are deterministic, checking pattern P takes only time O(jP j).
If the worst case O(2
jGj
) size of the deterministic automata is prohibitive, it
is also possible to construct nondeterministic nite automata for the same
task; this can be done in time O(jGj). The children of each pattern node
can then be checked by simulating the NFAs, yielding total time O(jGjjP j).
(See [AHU74].)
For the tree inclusion problem the condition is slightly more complicated.
For each node of P labeled by A and having children labeled by a
1
; : : : ; a
k
the following should hold in G:
A

) 
0
a
1

1
: : : 
k 1
a
k

k
;
where 
i
2 (V [ T )

: This can be checked in the following manner. For each
nonterminal B 2 V let B
0
be a unique terminal not belonging to T , and for a
set of nonterminals N let N
0
= fA
0
j A 2 Ng. For each terminal t 2 T let t
0
be a unique new nonterminal not belonging to V, and for a set of terminals
C let C
0
= ft
0
j t 2 Cg. For a production p denote by p
0
the production
obtained by replacing each terminal t in p by t
0
. For a set of productions Q
denote by Q
0
the set fp
0
j p 2 Qg. Finally, for grammar G = (V;T ;P; S)
and a nonterminal A 2 V let G
0
A
= (V
00
;T
00
;P
00
; S
00
) be the grammar with
V
00
= V [ T
0
T
00
= T [ V
0
P
00
= P
0
[ fA! (A
0
j ) j A 2 Vg
[ ft
0
! (t j ) j t 2 T g
S
00
= A
The idea is that grammar G
0
A
generates the subsequences of the sentential
forms that are derivable from nonterminal A in grammar G. (Note that G
0
A
and G
0
B
may dier only with regard to the start symbol.) Now checking a
pattern node labeled by A and having children labeled by a
1
; : : : ; a
k
is done
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by rst substituting B
0
for each nonterminal B in the sequence a
1
; : : : ; a
k
and
then parsing this sequence using G
0
A
.
Above we have outlined possibilities to check the patterns against the
grammar before performing the actual matching. Another promising direc-
tion for preprocessing patterns with regard to the grammar, analogical to
query optimization in databases, is trying to transform the given inclusion
problem to an easier one that still yields the same set of occurrences as the
original problem.
For some patterns P and grammars G we may be able to compute a
unique sequence of labels on any path between two nodes labeled by a and
b in any parse tree over G, when a and b are labels of a node u and its
descendant v in pattern P . Such knowledge allows us to complete the or-
dered tree inclusion pattern by adding nodes labeled by the corresponding
sequence of labels between every node-descendant pair u; v in P , and to solve
the problem, possibly more eciently as an ordered path inclusion problem.
Another problem that is feasible for this transformation is unordered tree
inclusion. It would be convenient to ignore the left-to-right order of subtrees
in expressing queries on a grammatical database. Unfortunately, unordered
tree inclusion is an NP-complete problem. (See Section 4.2.) If the unordered
tree inclusion pattern P and grammar G allow transforming P as above, the
problem reduces to an unordered path inclusion problem, which is solvable
in polynomial time.
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Chapter 6
Tree inclusion with logical
variables
In this chapter we consider tree inclusion with logical variables. In this exten-
sion of tree inclusion the pattern leaves can be labeled by variable symbols.
This provides means for extracting subtrees of the target using substitutions
to the variables in the pattern. Moreover, labeling various pattern nodes
by the same variable symbol is a way of requiring identity of the subtrees
matched by those nodes.
The addition of logical variables makes most of our problems NP-hard;
only the ordered child inclusion problem and the ordered subtree problem
retain their polynomial complexities. The inclusion problems with logical
variables are dened in Section 6.1. The NP-hardness proofs are given in
Section 6.2. Section 6.3 outlines how the ordered child inclusion problems,
i.e., the classical tree pattern matching and the ordered subtree problem
with logical variables, can be solved in polynomial time. Some polynomial
subclasses of ordered tree inclusion with logical variables are considered in
Section 6.4. Section 6.5 is a summary of the computational complexities of
the tree inclusion problems with logical variables.
6.1 Logical variables in patterns
So far we have considered tree inclusion problems where the patterns and
the targets are trees labeled by symbols without any specic semantics. Now
we assume that the set of labels consists of disjoint sets Const of constant
symbols and Var of variable symbols, and extend the inclusion problems by
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allowing pattern leaves to be labeled by variables.
We denote constants by letters a, b, c, : : :, and variables by letters x, y,
z, : : :, possibly with subscripts. A node in a pattern is called a variable node
if it is labeled by a variable symbol; otherwise it is a constant node. In both
cases we may call nodes labeled by a symbol c simply c-nodes. A pattern
with logical variables is a tree whose internal nodes are constant nodes and
whose leaves are labeled by symbols in Const [ Var.
Let tree P = (V;E; root(P )) be a pattern with logical variables and
T = (W;F; root(T )) a tree. An injective function f : V ! W is a pattern
embedding of P into T if it preserves ancestorship and the labels of constant
nodes, and respects variables. Function f respects variables if it maps nodes
labeled with identical variables to roots of identical subtrees. That is, f is a
pattern embedding, if for all nodes u and v of P we have that
1. f(u) = f(v) if and only if u = v,
2. u is an ancestor of v in P if and only if f(u) is an ancestor of f(v) in
T ,
3. if label (u) 2 Const then label (u) = label (f(u)), and
4. if label (v) 2 Var and label (u) = label (v) then the trees T [f(u)] and
T [f(v)] are identical.
Ordered pattern embeddings, path pattern embeddings, region pattern em-
beddings, and child pattern embeddings are dened analogously to the corre-
sponding tree embeddings in Chapter 3.
Let G = (V;E) and H = (W;F ) be directed and labeled graphs. A
bijection f : V ! W is a pattern isomorphism between G and H, if for all
nodes u; v 2 V
1. (u; v) 2 E if and only if (f(u); f(v)) 2 F ,
2. label (v) = label (f(v)) if label (v) 2 Const, and
3. label (f(u)) = label (f(v)) if label (v) 2 Var and label (u) = label (v).
A pattern isomorphism between a pattern P with logical variables and a tree
T is a subtree pattern embedding of P in T . If a subtree pattern embedding
preserves the left-to-right order of the nodes, it is an ordered subtree pattern
embedding.
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The tree inclusion problems with logical variables are now derived from the
corresponding tree inclusion problems simply by replacing the embeddings
by the corresponding pattern embeddings. We refer for shortness to ordered
and unordered C-embeddings, C-inclusion problems, C-pattern embeddings,
and C-inclusion problems with logical variables, where \C-" is empty or
stands for a phrase from the list \path", \region", \child", \subtree". The
abbreviations for a particular tree inclusion problem with logical variables is
produced by suxing the initials of the corresponding tree inclusion problem
by \-V" (referring to \with variables"). For example, the abbreviation of the
ordered tree inclusion problem with logical variables is OTI-V, which stems
from Ordered Tree Inclusion with Variables. We can further refer to the
decision versions (\Is there a C-embedding of P in T ?") of the problems by
attaching the prex \D-" to the problem identiers.
A binding is a pair consisting of a variable x and a term t, denoted nor-
mally by x = t. A substitution is a set of bindings x
i
= t
i
, where the variables
x
i
are distinct. Let P = (V;E; root(P )) be a pattern with logical variables
and let T be a tree. If f is an ordered (unordered) C-pattern embedding of
P into T , the substitution
fx = t j x 2 Var; 9 v 2 V : label (v) = x and t = Term(T [f(v)])g ;
is called a solution to the instance (P; T ) of the ordered (unordered) C-tree
inclusion problem with logical variables. That is, a solution is a substitution
that binds each variable x occurring in the pattern to the term representation
of the subtrees matched by the x-nodes. The answer to the instance (P; T )
of an ordered (unordered) C-inclusion problem with logical variables  is the
set of solutions to the instance (P; T ) of . We often refer to the instances
of problems as \problems". If there is no ordered (unordered) C-embedding
of P into T , the answer to the problem (P; T ) is the empty set. On the other
hand, if P is an ordered (unordered) C-included pattern of T but no nodes
of P are labeled by variables, the answer is the singleton set consisting of the
empty substitution.
As an example, consider the pattern P and the target T shown in Fig-
ure 6.1. Since permutation of siblings does not change the pattern, the
answers to the ordered and unordered problems are the same. The answer
to the instance (P; T ) of the tree inclusion problems with logical variables
OTI-V and UTI-V is ffx = bg; fx = cgg, which contains two solutions. In
the case of the path inclusion problems OPI-V and UPI-V the answer is
ffx = bgg. If (P; T ) is an instance of region inclusion with logical variables
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Figure 6.1: An instance of tree inclusion problems with logical variables.
ORI-V or URI-V, the answer is the empty set. This is because the target T
does not contain two identical subtrees rooted by adjacent sibling nodes.
We obtain the following relationships between the answers to dierent
tree inclusion problems with logical variables analogically to Section 3.11.
Theorem 6.1 Let tree P be a pattern with logical variables and T a tree.
Then the following inclusions hold between the answers to the tree inclusion
problems with logical variables:
1. The answer to the ordered (unordered) path inclusion problem with
logical variables (P; T ) is a subset of the answer to the ordered (un-
ordered) tree inclusion problem with logical variables (P; T ).
2. The answer to the ordered (unordered) region inclusion problem with
logical variables (P; T ) is a subset of the answer to the ordered (un-
ordered) path inclusion problem with logical variables (P; T ).
3. The answer to the ordered (unordered) child inclusion problem with
logical variables (P; T ) is a subset of the answer to the ordered (un-
ordered) region inclusion problem with logical variables (P; T ).
4. The answer to the ordered (unordered) subtree problem with logical
variables (P; T ) is a subset of the answer to the ordered (unordered)
child inclusion problem with logical variables (P; T ). 2
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Further, each ordered C-pattern embedding of P into T is also an un-
ordered C-pattern embedding of P into T .
Theorem 6.2 Let tree P be a pattern with logical variables and T a tree.
Then the answer to the ordered C-inclusion problem with logical variables
(P; T ) is a subset of the answer to the unordered C-inclusion problem with
logical variables (P; T ). 2
6.2 Complexity of inclusion problems with
logical variables
In this section we show that most of the tree inclusion problems with logi-
cal variables are NP-hard in the general case. The intuitive reason for the
diculty of these problems is common to many NP-complete problems: it
is dicult to do local choices that are globally consistent. In the case of
tree inclusion with logical variables the requirement for global consistency
appears in the requirement that embeddings respect variables.
Also string pattern matching becomes dicult if we allow repeating vari-
ables in the pattern. Angluin has shown in [Ang80] that it is NP-complete
to decide whether a given string can be obtained by substituting strings to
the logical variables in a given string pattern. In string pattern matching the
diculty lies in deciding the right lengths for the substrings matched by the
variables.
A tree inclusion problem with logical variables may have exponentially
many solutions. Consider the ordered tree inclusion problem with logical
variables (P; T ) with
P = Tree(a(x
1
; : : : ; x
m
)); and T = Tree(a(b
1
; : : : ; b
n
)) ;
where x
1
; : : : ; x
m
are distinct variable symbols and b
1
; : : : ; b
n
are distinct
constant symbols. The answer to the problem consists of
 
n
m

substitutions.
Thus tree inclusion problems with logical variables may require in general
exponential time in the size of the input.
The decision problems \Is there a C-pattern embedding of P into T ?" are
in NP, since guessing a mapping and checking whether it is a C-embedding
can be done in polynomial time with respect to the size of input.
If no variable appears twice in the pattern, the decision versions of tree
inclusion problems with logical variables are not harder than the correspond-
ing tree inclusion problems. They can be solved by straightforward variants
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of the corresponding tree inclusion algorithms by simply ignoring the labels
of the variable nodes.
Next we show that all unordered inclusion problems with logical variables
are NP-hard. The proof is based on a pseudo-polynomial reduction from 3-
PARTITION.
A decision problem is NP-hard in the strong sense if a variant of  where
all input numbers are expressed in unary notation is NP-hard. A decision
problem  is NP-complete in the strong sense if  is NP-hard in the strong
sense and  2 NP. A pseudo-polynomial transformation from a problem 
to a problem 
0
is a transformation from  to 
0
that can be computed in
time limited by a polynomial over both the length of the instance of  and
the magnitude of the largest number appearing in the instance of . For a
more rigorous development of these concepts, see [GJ78] or [GJ79].
Lemma 6.3 [GJ79] If  is NP-hard in the strong sense and there exists a
pseudo-polynomial transformation from  to 
0
, then 
0
is NP-hard in the
strong sense. 2
Problem 14 (3-PARTITION)
Instance: A set A = fa
1
; : : : ; a
3k
g, a positive integer bound B and a posi-
tive integer size s(a) for each element a of A, such that each size s(a)
satises B=4 < s(a) < B=2 and such that
P
a2A
s(a) = kB.
Question: Is there a partition of A into disjoint sets A
1
; : : : ; A
k
such that
P
a2A
i
s(a) = B for each i = 1; : : : ; k?
2
The constraints of the above problem imply that each subset A
i
in the
partition A
1
; : : : ; A
k
contains exactly three elements of A; hence the name
3-PARTITION.
Theorem 6.4 [GJ79] 3-PARTITION is NP-complete in the strong sense.
2
We give a pseudo-polynomial transformation from 3-PARTITION to the
unordered subtree problem with logical variables (UST-V). Let an instance
of 3-PARTITION be given by the set A = fa
1
; : : : ; a
3k
g, the positive integer
bound B and the positive integer sizes s(a) for each element a of A. We
represent the instance of 3-PARTITION as an instance of tree inclusion with
logical variables as follows. Set A is represented by the leaves of a pattern
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P = (V;E; root(P )) consisting of a root and kB leaves. Each element a
i
of
A is represented by a unique variable symbol x
i
, called the label of a
i
. For
each element a
i
of A we label s(a
i
) leaves of P by the label x
i
of a
i
. The root
of P is labeled by 0. A target T = (W;F; root(T )) consisting of a root and
kB leaves represents the partitioning of A. The leaves of T are divided into
k groups of B nodes; the nodes in group i are labeled by i. The root of T is
labeled by 0. (See Figure 6.2.)
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Figure 6.2: Trees P and T corresponding to an instance of 3-PARTITION.
Lemma 6.5 Let a set A = fa
1
; : : : ; a
3k
g with a size s(a) for each of its
elements a and a bound B form an instance of 3-PARTITION. Let (P; T )
be the representation of the instance of 3-PARTITION as an instance of the
unordered subtree problem with logical variables. Then there is a pattern
isomorphism between P and T if and only if there is a partition of A into
disjoint sets A
1
; : : : ; A
k
such that
P
a2A
i
s(a) = B for each i = 1; : : : ; k.
Proof. Let W
i
= fw 2 W j label (w) = ig be the set of the nodes of T
that are labeled by i. Then jW
i
j = B for i = 1; : : : ; k.
First assume that there is a partition of A into disjoint sets fA
1
; : : : ; A
k
g
such that
P
a2A
i
s(a) = B for each i = 1; : : : ; k. For i = 1; : : : ; k, let
V
i
= fv 2 V j label (v) = x
j
and a
j
2 A
i
g
be the set of the nodes of P that are labeled by the label x
j
of some element
a
j
2 A
i
. Sets V
1
; : : : ; V
k
form a partition of the leaves of P in disjoint
subsets. For each element a
j
there are s(a
j
) leaves of P labeled by x
j
. Since
P
a2A
i
s(a) = B, we have that jV
i
j = B for each i = 1; : : : ; k. Therefore for
each i = 1; : : : ; k there is a bijection f
i
between the sets V
i
and W
i
. Now it
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is easy to see that the function
k
[
i=1
f
i
[ f(root(P ); root(T ))g
is a pattern isomorphism between P and T .
Assume for the converse that there is a pattern isomorphism f between
P and T . Let V
i
= fv 2 V j f(v) 2 W
i
g be the set of the nodes of P that f
maps to nodes of T labeled by i. For all the leaves v of P denote the label
of v by x
v
. For each i = 1; : : : ; k let L
i
= fx
v
2 Var j v 2 V
i
g be the set of
variables that are labels of nodes in set V
i
. Because f is a variable respecting
function from the nodes of P to the nodes of T , the sets L
1
; : : : ; L
k
form a
partition of the set of variables occurring in P . For each i = 1; : : : ; k let
A
i
= fa
j
2 A j x
j
2 L
i
g
be the set of elements a
j
of A whose label x
j
belongs to set L
i
. Now it is
clear that the sets A
1
; : : : ; A
k
form a partition of A.
Then we show that the total size
P
a2A
i
s(a) of each subset A
i
in the
partition A
1
; : : : ; A
k
of A equals B. The leaves of P are labeled so that
s(a
j
) = jfv 2 V j label (v) = x
j
gj for each element a
j
of A. Since two sets of
pattern nodes labeled by the labels of two dierent elements of A are disjoint
we see that
X
a
j
2A
i
s(a
j
) = j
[
a
j
2A
i
fv 2 V j label (v) = x
j
gj
for each i = 1; : : : ; k. Now for each i = 1; : : : ; k we have
[
a
j
2A
i
fv 2 V j label (v) = x
j
g =
[
x
j
2L
i
fv 2 V j label (v) = x
j
g
= fv 2 V j x
v
2 L
i
g
= V
i
:
Because f is a bijection, jV
i
j = jW
i
j = B for each i = 1; : : : ; k. 2
Note that in the above construction any pattern embedding of P into T
is also a pattern isomorphism since both P and T consist of a root node and
kB leaves. Therefore we have shown that none of the unordered inclusion
problems with logical variables is easier than 3-PARTITION.
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Theorem 6.6 The unordered inclusion problems with logical variables are
NP-hard. 2
Benanav, Kapur, and Narendran have derived closely related results for
matching terms built of logical variables and symbols in a ranked alpha-
bet [BKN87]. Especially, they show that commutative matching of terms is
NP-complete.
We have studied mainly trees as representations for terms. Terms can
be represented concisely as directed graphs by sharing the representations
of some identical subterms. Applying this idea to the trees of the previ-
ous transformation leads to a proof of the NP-completeness of a version of
GRAPH HOMOMORPHISM. Given two graphs G and H, the problem of
GRAPH HOMOMORPHISM is to decide whether a graph isomorphic to H
can be obtained from G by a sequence of identications of non-adjacent ver-
tices. The eect of identifying two vertices u and v is to replace them by
a single new vertex that is adjacent to all the vertices that were previously
adjacent to u or v. It is well known that GRAPH HOMOMORPHISM is an
NP-complete problem [GJ79].
A multigraph is a graph which may have more than one edge between two
vertices. Two multigraphs G = (V
G
; E
G
) and H = (V
H
; E
H
) are isomorphic
if there are bijections f : V
G
! V
H
and g : E
G
! E
H
such that for all
vertices u and v 2 V
G
and all edges e 2 E
G
we have that e is an edge from
u to v if and only if g(e) is an edge from f(u) to f(v). A graph is acyclic if
none of its nodes can be reached by following a nonempty sequence of edges
starting from the node itself. Let u be a vertex in a directed graph G. If u
has no incoming edges and all vertices of G are reachable from u we say that
u is the root of graph G.
Now we can show that GRAPH HOMOMORPHISM is NP-complete also
in the version where both graphs G and H are directed acyclic multigraphs
with a single root, and whose longest paths contain only two nodes. The proof
is rather similar to the previous reduction. Let an instance of 3-PARTITION
be given by a set A = fa
1
; : : : ; a
3k
g, a positive integer bound B and a positive
integer size s(a) for each element a of A. Then we build a multigraph G out
of a root and a distinct node v
a
for each element a of A; v
a
is pointed to
by s(a) edges starting from the root of G. Multigraph H is built out of a
root and k other nodes; each of the non-root vertices of H are pointed to
by B edges starting from the root of H. Now it is easy to see that there is
a partition of A in k disjoint subsets, each having total size B if and only
if G can be made isomorphic to H by identifying non-adjacent vertices of
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G. (Identifying two vertices v
a
1
and v
a
2
of G corresponds to choosing the
elements a
1
and a
2
of A to the same subset in the partition.)
The proof of NP-hardness of the ordered inclusion problems with logical
variables OTI-V, OPI-V and ORI-V is by a reduction from the NP-complete
problem 3-SATISFIABILITY [GJ79].
Problem 15 (3-SATISFIABILITY, 3SAT)
Given a collection C = fc
1
; : : : ; c
k
g of clauses, each consisting of three literals
over a nite set of variables U , decide whether there is a truth assignment
for U that satises each clause in C. 2
The problem 3SAT can be reduced in polynomial time to ordered tree
inclusion with logical variables, ordered path inclusion with logical variables,
and ordered region inclusion with logical variables. Let an instance of 3SAT
be given by the set of clauses C = fc
1
; : : : ; c
k
g, where jc
i
j = 3 for all i =
1; : : : ; k. We represent C as the following instance (P; T ) of ordered tree
inclusion with logical variables. Pattern tree P consists of a root node labeled
by 0 and of k immediate subtrees P
1
; : : : ; P
k
. Each pattern subtree P
i
is a
straightforward representation of clause c
i
; for an example see Figure 6.3.
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Figure 6.3: The pattern subtree representing clause fx; y; zg.
The target tree T consists also of a root node labeled by 0 and of k
immediate subtrees T
1
; : : : ; T
k
. Target subtree T
i
is a representation for the
group of clauses consisting of the seven instances of clause c
i
that evaluate to
true. Each immediate subtree of T
i
is obtained from the immediate subtree
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of pattern subtree P
i
by substituting zeros and ones for its variables. An
example is shown in Figure 6.4.
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Figure 6.4: The target subtree representing the true instances of clause
fx; y; zg.
Now it is easy to check that there is an ordered pattern embedding of
P in T if and only if C is satisable. Further, there is an ordered pattern
embedding of P in T if and only if there is an ordered path pattern embedding
of P in T , which holds if and only if there is an ordered region pattern
embedding of P in T . We have derived the following result.
Theorem 6.7 The problems
1. ordered tree inclusion with logical variables (OTI-V),
2. ordered path inclusion with logical variables (OPI-V), and
3. ordered region inclusion with logical variables (ORI-V)
are NP-hard. 2
6.3 Ordered child inclusion with logical vari-
ables
In this section we outline how the ordered child inclusion problems with
logical variables OCI-V and OST-V can be solved in the same asymptotic
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time as the corresponding inclusion problems OCI and OST. We considered
solving the ordered child inclusion problem OCI in Section 4.9 and the subtree
problems, including the ordered subtree problem OST, in Section 4.10. The
new feature in the problems with logical variables is the need to consider
only embeddings that respect variables.
Let P be a pattern tree with logical variables and let T be a target tree.
In order to test whether an embedding of P in T respects variables we must
check whether the subtrees of the target that are matched by similarly labeled
variable nodes are identical. Checking whether trees T [u] and T [v] are identi-
cal can be done in time O(minfjT [u]j; jT [v]jg) by simply comparing the trees
node-by-node against each other. If we have preprocessed target T we can
decide in constant time whether the trees rooted by two nodes of T are iden-
tical. Indeed, repeated occurrences of identical subtrees can be represented
by links to a single representative of those trees, leading to a representation
of T as a directed acyclic graph. We call the link to the representative of
a tree U the signature of U . Recognizing identical substructures is called
common subexpression elimination.
1
Common subexpression elimination in
a tree T can be performed in time O(jT j) [DST80]. (See also [FSS90].)
The image of the root of P determines unambiguously the images of all
the other pattern nodes in an ordered child embedding of P in T . This
means that there are at most n ordered child pattern embeddings into a
target of size n. Assume that common subexpression elimination has been
performed in the target T . The basic tree pattern matching method can
be extended to check the consistency of variable matches simultaneously
with the top-down traversal of the pattern. This can be done for example
by using an array that stores the bindings for each variable symbol in the
pattern. When the algorithm compares the rst node labeled by a variable
x against a target node u, it stores the signature of T [u] in the slot of x.
Then the later comparisons between pattern nodes labeled by x and target
nodes v are performed by comparing the signature stored in the slot of x and
the signature of T [v]. Clearly this requires a total O(m) time at each of the
O(n) potential occurrences of the pattern. These considerations lead to the
following result.
Theorem 6.8 Ordered child inclusion with logical variables can be solved
in O(mn) time. 2
1
This process is employed for example in optimizing programming language compilers
to produce ecient code for evaluating arithmetic expressions [AU77].
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Ramesh and Ramakrishnan call ordered child inclusion with logical vari-
ables nonlinear tree pattern matching. They have presented in [RR88] and
in [RR92] an algorithm for the problem working in time O(s(P )n), where
s(P ) is the sux index of the pattern. As discussed in Section 4.9, the sux
index is (m) in the worst case.
Next we consider solving the ordered subtree problem with logical vari-
ables. Let P be a pattern with logical variables consisting of m nodes, and
let T be a target tree consisting of n nodes. In subtree problems the pattern
instances are of the same size as the pattern. Therefore we can form a at
set of candidate occurrences in O(n) time by selecting those target subtrees
that have m nodes. The instance relation of the ordered subtree problem
with logical variables is tested between P and a tree U by comparing P and
U node-by-node against each other; constant nodes have to be identical and
pattern leaves labeled by identical variables have to match at identical target
leaves. The method outlined above for checking the consistency of variable
matches can be applied also here. Therefore we see that the instance re-
lation of ordered subtree problem with logical variables is linearly solvable.
Lemma 4.35 gives then the following result.
Theorem 6.9 The ordered subtree problem with logical variables is solvable
in O(n) time. 2
6.4 Polynomial subclasses of ordered tree in-
clusion with logical variables
In this section we consider some cases where the decision version of the
ordered pattern inclusion problem D-OTI-V is solvable in polynomial time.
We focus on ordered inclusion since we believe it to be a feasible operation
for practical data retrieval. In Chapter 7 we show how ordered tree inclusion
with logical variables can be applied to querying structured text databases.
Let tree P be a pattern with logical variables. A variable symbol x is
repeating in P if there are at least two nodes labeled by x in P . A pattern
node that is labeled by a non-repeating variable matches at every node. This
rule is easy to add to the tree inclusion algorithms of Chapter 4; therefore
the decision versions of inclusion problems with logical variables are solvable
in the same time as the corresponding tree inclusion problems, as long as no
variable occurs more than once in the pattern. We assume in the sequel that
the non-repeating variable nodes are handled this way in the algorithms.
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A strategy for solving inclusion problems with logical variables is rst to
substitute signatures of target subtrees to the variables of the pattern (see
Section 6.3), and then apply the corresponding tree inclusion algorithm. If
the number of dierent variables occurring in P is limited by a constant k,
the ordered decision problems can be solved in polynomial time: Consistent
substituting produces at most n
k
dierent instantiations of the pattern, and
each of them can be handled in time that is polynomial in m and n using
algorithms for ordered tree inclusion problems.
There are some weaker restrictions to ordered tree inclusion with logical
variables that also result in polynomially solvable problems. The general
strategy is to consider cases where the eect of variable bindings is localized,
i.e., the interaction between the substitutions to dierent variables of the
pattern is limited. One way to achieve this is to consider separable patterns.
Let F be a forest (or a tree). Recall from Section 4.7 that a sibling
interval of F is a nonempty sequence hu
1
; : : : ; u
k
i of nodes of F , where node
u
i+1
is the next sibling of u
i
for each i = 1; : : : ; k   1. Forest hT
1
; : : : ; T
k
i
is a sibling forest in F , if there is a sibling interval hu
1
; : : : ; u
k
i of F such
that T
i
= F [u
i
] for each i = 1; : : : ; k. For each pattern P and each variable
x appearing in P there is a unique sibling forest F in P with the property
that F contains all x-nodes but no sibling forest in F other than F itself
contains all x-nodes. We call such a forest F the x-forest of P . A pattern
P is separable if for any two distinct repeating variables x and y the x-forest
and the y-forest of P are disjoint. Note that if F is an x-forest of a separable
pattern P , then no variable label occurs both in F and in any sibling forest
G in P that is disjoint from F ; in such situations we say that the forests F
and G are variable disjoint.
Let E be the set of all ordered pattern embeddings of a forest F of patterns
with logical variables into a forest or tree G. Then the left embeddings of
E are called left pattern embeddings of F in G. Now the previous results of
Section 4.5 about constructing left embeddings extend easily to constructing
left pattern embeddings of variable disjoint forests.
Theorem 6.10 Let F be a forest of patterns with logical variables and let
T be a tree. There is an ordered pattern embedding of F in T if and only if
there is a left pattern embedding of F in T . 2
Theorem 6.11 Let F = hP
1
; : : : ; P
k
i where k  2 be a forest of patterns
with logical variables and let T be a tree. Let F
1
= hP
1
; : : : ; P
i
i and F
2
=
hP
i+1
; : : : ; P
k
i where 1  i < k be two variable disjoint subforests of F . Let
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f be a left pattern embedding of F
1
in T and let E be the set of such ordered
pattern embeddings g of F
2
in T that g(root(P
i+1
)) 2 rr(f(root(P
i
))). Then
the following hold:
1. If E is empty, there is no ordered pattern embedding of F in T .
2. If E is nonempty and g is a left pattern embedding of E, then f [ g is
a left pattern embedding of F in T .
2
Assume that P is a separable pattern containing at least two repeating
variables, and that T is a target tree. We outline an ecient method to decide
whether there is an ordered pattern embedding of P in T . The overall idea
is to compute left pattern embeddings for variable disjoint subforests of the
pattern. This can be done applying Algorithm 4.23. The pattern nodes that
do not belong to any variable forest are treated exactly as in Algorithm 4.23.
Consider then the rst node u in postorder of an x-forest F of P . Let p be
the parent node of forest F and let the children of p be p
1
; : : : ; p
k
. Let the
children p
i
and p
j
of p be the roots of the leftmost and the rightmost trees
of forest F . The situation is depicted in Figure 6.5.
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Figure 6.5: The context of an x-forest F in pattern P .
For each target node w we compute a left pattern embedding f
w
of the
forest F
0
= hP [p
1
]; : : : ; P [p
j
]i in the subtrees of node w. This is done by
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substituting the signature s of each target subtree in turn for variable x in
F , and applying Algorithm 4.23 to the resulting instance of F
0
and target
T . The collection of left embeddings of all the instantiations of F
0
to the
subtrees of node w is the collection of ordered pattern embeddings of F
0
to
the subtrees of w, and f
w
is a left embedding of this collection. Note that left
embeddings for the forest hP [p
1
]; : : : ; P [p
i 1
]i have already been computed,
and that the only pattern nodes that are needed to compute f
w
are p
i 1
and
the nodes of x-forest F .
The total time of applying Algorithm 4.23 to one instantiation of each
variable forest of P is O(mn). There are at most n dierent instantiations,
which leads to total time O(mn
2
) for the variable forests of P . This com-
putation dominates the O(mn) time used for the pattern nodes outside the
variable forests of P . We have the following result.
Theorem 6.12 For a given separable pattern P with logical variables and
a tree T we can test in time O(mn
2
) whether there is an ordered pattern
embedding of P in T . 2
6.5 Summary of complexities
The table below summarizes the complexity results for the inclusion problems
with logical variables. The notations are explained in Section 4.11.
incl. path incl. region incl. child incl. subtree
ordered NP-hard O(mn) (n)
unordered NP-hard
Table 6.1: The complexities of the inclusion problems with logical variables
We derived relative lower bounds for the complexities of many of the
inclusion problems with logical variables. The NP-hard problems can be
considered to be in general intractable. We showed in Section 6.4 that or-
dered tree inclusion with logical variables is solvable in polynomial time when
the patterns are separable. One can search for other eciently solvable sub-
classes of the problems. Another open question is the complexity of child
inclusion with logical variables; both nontrivial lower bounds and more e-
cient algorithms for the problem could be searched for.
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Chapter 7
Applying tree inclusion to
structured text databases
In this chapter we show how tree inclusion can be applied to querying struc-
tured text databases. Using tree inclusion as a query primitive provides
data independence and strong expressiveness with concise query syntax. The
chapter is organized as follows. Section 7.1 reviews some methods that are
used or proposed for modeling and retrieving computerized text data, and
explains our idea of a structured text database. In Section 7.2 we explain
how tree inclusion with logical variables can be applied to querying data in
a structured text database, and give examples of its usage. We show that
tree inclusion owns some power of recursive database queries, and that the
primitive is robust with respect to certain modications of the database. The
evaluation of queries is discussed in Section 7.3.
7.1 Text databases
A text database system is a system for storing, editing, and querying text
documents. In this section we review dierent approaches to modeling and
querying text databases, and describe our idea of a text database.
Ecient locating and accessing of relevant text documents has been ac-
tively studied in the area known as information retrieval (IR) already since
1960's. Information retrieval has been mainly concerned with identifying
those text documents in bibliographic databases that best satisfy the user's
information needs. This identication traditionally happens by comparing a
set of keywords given by the user against the contents of the database [SM83].
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In IR the result of a retrieval is a set of documents. Documents can be for
example books, scientic reports, or newspaper articles.
We can deviate from information retrieval by allowing more exible query-
ing and manipulating of sub-parts of the text instead of restricting it to
xed complete documents. This leads to approaches to modeling document
databases that we classify as text-based, grammatical, and hypertext.
An obvious approach for storing text documents is to try to apply tra-
ditional data models and database techniques. Despite their many virtues,
commercial database systems do not seem most appropriate for manipulat-
ing text documents, which often have complicated structure and contain free
text of variable length. Enhancements to a relational database management
system to support document processing have been proposed in [SSL
+
83].
A text-based system views text documents as strings. An example is the
Pat
TM
free text search system. The Pat system has initially been devel-
oped for eciently accessing the computerized version of the Oxford English
Dictionary [Tom92]. The query language of the Pat system allows searching
any substrings of the text stored in the system [ST92].
In Chapter 5 we touched upon modeling text databases by context-free
grammars. A grammatical system models the structure of data by grammars.
The conceptual view of a document in a grammatical system is a parse tree.
A text database system that utilizes and maintains the structure of text
documents is called a structured text database system.
The p-string algebra of Gonnet and Tompa [GT87] has been an inu-
ential query language proposal for structured text databases. The p-string
algebra is a procedural language for the manipulation of parse trees. Gyssens,
Paradaens, and Van Gucht have further developed both an algebraic and a
logic-oriented language for querying grammatical databases [GPG89]. Man-
nila's and Raiha's work [MR90] on query languages for the p-string data
model has been an important source of inspiration for this thesis. Ordered
tree inclusion appears as a primitive in the calculus of [MR90].
The implementation of the Lexical Query Language (LQL) [Byr89] is a
system for querying static structured text documents. LQL combines model-
ing ideas from grammatical text databases and user-interface ideas from the
Query-by-Example database query language [Zlo77].
Helsinki Structured Text Database System (HST) [KLMN90] is a pro-
totype text database system that is based on modeling text documents by
context-free grammars. HST enables the manipulation of structured docu-
ments on two levels of abstraction. On the higher level, the database designer
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can dene views for producing dierent textual appearances out of the doc-
ument instances in the database [Nik90]. Views are annotated grammars,
which resemble syntax directed translation schemas [AU72]. Ad-hoc queries
can be given in HST by writing small programs in the P-string Query Lan-
guage (PQL) [KLM
+
91]. PQL is a procedural derivative of the p-string
algebra.
Burkowski has proposed a containment model that lies between the text-
based and grammatical approaches [Bur92]. Containment model views a
text database as a collection of concordance lists. A concordance list is a
list of contiguous non-overlapping text segments like occurrences of a word
or chapters. The containment model provides an algebra for selecting sub-
lists of concordance lists based on relative containment criteria of their text
segments. The abstraction level of the containment model is rather close to
the concepts of the Pat language. On the other hand, Burkowski describes
a text database system based on the containment model that utilizes the
structure of the documents and supports interfaces with a hierarchic view of
the text.
Hypertext is a way to organize information in a collection of nodes con-
nected by associative links [SW88]. While grammatical systems view docu-
ments as parse trees, hypertext systems view them as graphs. The typical
way to search information from a hypertext database is to use a graphical
user interface to navigate through the database by following the links.
We take the grammatical approach to a text database and view it as a
collection of parse trees over some grammar. Each document is presented
in the database as a labeled and ordered tree. The internal nodes of the
trees are labeled by nonterminals of the grammar, and they correspond to
meaningful document components like titles, headers, chapters, and para-
graphs. The leaves of the database trees are text strings contained in the
document components that correspond to their parent nodes. For example,
the leaf below a node u labeled by title would be the text content of the
title-structure represented by node u. This kind of databases can originate
from explicit representations of document structures conforming for example
to standards like ODA and SGML [Bro89]. In our model a search is used
for locating subtrees of the database. This means that a search can either
return complete documents or their parts.
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7.2 Querying with inclusion patterns
In this section we show how tree inclusion with logical variables can be ap-
plied to querying structured text data. We use ordered tree inclusion with
logical variables for several reasons. First, ordered inclusion allows express-
ing both containment and ordering conditions that are essential in structured
text documents. It is characteristic for example of books that their chapters
consist of sections consisting of subsections, and so forth, and that the or-
dering of the chapters and sections is essential. Second, inclusion patterns
allow irrelevant structures to be ignored in the queries. Third, we believe
that queries based on ordered tree inclusion with logical variables can be
implemented eciently. We discuss the evaluation of inclusion queries in
Section 7.3.
The tree inclusion problems with logical variables, as were dened in
Chapter 6, are a viable query formalism as such. Variables in the patterns
can be used to retrieve parts of the target. We extend now the syntax slightly.
A tree pattern can state conditions on the values of the variables that occur
in the pattern, that is, we can restrict the retrieved parts of data by their
context. It is often useful also to be able to access parts of the database by
their content. For this reason we allow patterns of the form
x : p ; (7:1)
where x is a variable and p is a term. We say that expression (7.1) attaches
variable x to the root of Tree(p). This gives a way to attach variables also to
the constant nodes of patterns. We say that a variable x occurs at pattern
node v if v is labeled by x or x is attached to node v. To take this extension
into account in the denition of pattern embeddings, we require that all
pattern nodes where a variable x occurs have to be mapped to roots of
identical subtrees of the target.
We also allow strings as leaves of the patterns and agree that a string s
matches at a target leaf l if s is a substring of l. This is a simple way to
treat strings in patterns; for practical purposes one can provide e.g. matching
based on regular expressions.
A single pattern can state a single structural condition on the data. We
often need to express multiple search conditions. For this reason we dene a
query to be a sequence of patterns, all of which are matched or embedded in
the database simultaneously.
Before dening the precise meaning of queries we present some exam-
ples of applying inclusion patterns to structured text documents. We use in
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the examples Prolog-like syntax [CM84, SS86], where lower-case identiers
are constants, upper-case identiers are variables, patterns constituting the
query are represented as terms separated by commas and queries are preceded
by \?- ". The examples are borrowed from [Byr89]. They consider query-
ing the Collins-Robert French Dictionary. The simplied structure of the
dictionary used in the examples can be described by the following grammar.
dictionary ! eng-fren fren-eng
eng-fren ! entry

fren-eng ! entry

entry ! hdw superhom

superhom ! pronunc homograph

homograph ! f homnum g pos translat
That is, the dictionary consists of the English-French part and the French-
English part, in this order. Each part consists of entries formed of a head-
word followed by a number of superhomographs; a single written word can
have various pronunciations that dier in their meaning; each of them is
treated in its own superhomograph. Finally the superhomographs consist
of homographs containing possibly a homograph number, the part-of-speech
indication (e.g., a verb or a noun), and the translation. The nonterminals
for which no productions are shown produce plain text.
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Figure 7.1: The parse tree of the dictionary entry for cluck.
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For example, the English-French entry for cluck, whose representation as
a tree is shown in Figure 7.1, has one superhomograph with two homographs.
A typical typeset appearance of the entry could be as below.
cluck [klk] 1 vi glousser. 2 n gloussement.
The following query would fetch the whole entry for cluck. Note that the
query pattern needs to express only those components of the entry that are
relevant for fetching it.
?- X : entry(hdw("cluck")).
The following query accesses only the parts-of-speech and translation elds
for cluck.
?- entry(hdw("cluck"), homograph(pos(P), translat(T))).
Compare the two queries above. The rst query describes the wanted-for
complete entry X by its partial content, whereas the second one describes
the wanted-for strings P and T by their partial context. Also note how the
second query restricts the structures matched by pos(P) and translat(T) to
appear inside the same homograph.
Sometimes we need to express multiple search conditions. For instance,
assume that we do not know the relative order of the translations of a word.
Then we might give the following query to fetch those English words that
can be translated by both glousser and gloussement. (This feature is a con-
sequence of the decision to restrict to ordered inclusion.)
?- eng-fren(entry(hdw(X), translat("glousser"))),
eng-fren(entry(hdw(X), translat("gloussement"))).
Finally, repeating variables allow expressing join-like queries quite easily.
For example, the following query shows all English words E that are trans-
lations of any French words F that are themselves translations of capital.
?- eng-fren(entry(hdw("capital"), translat(F))),
fren-eng(entry(hdw(F), translat(E))).
Next we dene the meaning of queries on trees and forests. Let Q =
P
1
; : : : ; P
k
be a query and T a tree or a forest. The nodes of the trees
P
1
; : : : ; P
k
are the nodes of query Q. Let f be a function from the nodes of
query Q to the nodes of T . If f maps nodes u and v of Q to the roots of
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identical subtrees of T whenever the same variable occurs at u and v we say
that f respects variables in query Q. If function f respects variables in Q
and the restriction f
i
of f to P
i
is an ordered pattern embedding of P
i
in T
for each i = 1; : : : ; k then f is a query embedding of Q in T . The substitution
consisting of the bindings x = Term(T [f(v)]), where x is a variable that
occurs at a node v of Q and f is a query embedding of Q in T , is a solution
to query Q on T . The set of solutions to query Q on T is the answer to query
Q on T .
Let T be a tree or a forest. Denote by st(T ) the set of all subtrees of T ,
and by st

(T ) the set of all proper subtrees of T .
Example 7.1 Let T be a tree, X a variable and a a constant symbol. The
answer to the query Q
1
= X on tree T is the set of substitutions
ffX = tg j 9U 2 st(T ) : t = Term(U))g :
That is, query Q
1
in eect retrieves every subtree of tree T .
The answer to the query Q
2
= X : a on tree T is the set of substitutions
ffX = tg j 9U 2 st(T ) : label (root(U)) = a and t = Term(U))g :
That is, query Q
2
retrieves every subtree of T rooted by an a-node.
The answer to the query Q
3
= a(X) on tree T is the set of substitutions
ffX = tg j 9U 2 st(T )9V 2 st

(U) :
label (root(U)) = a and t = Term(V ))g :
That is, query Q
3
retrieves all proper subtrees of the subtrees of T whose
root is labeled by a. 2
We show in the next example how tree inclusion with logical variables
can be used to access arbitrarily deep structures easily. Assume that the
database contains information about the structure of various engines. Each
engine has a name and consists of named components. The components are
either basic components or compound components that consist recursively
of other components. The problem is to nd out the names for the basic
components of a given engine. Problems like this are often used as examples
for the need of recursive database queries [CGT90]. The database in question
can be modeled as a structured text database by the following grammar.
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engines ! engine

engine ! engine-name component

component ! compound-comp
component ! basic-comp
compound-comp ! name component

basic-comp ! name
In a database modeled by the above schema the following inclusion query
would compute the names for all basic components of vacuum cleaner.
?- engine(engine-name("vacuum cleaner"), basic-comp(X)).
As a query primitive, tree inclusion is tolerant to certain variations in
the structure of the data. Let T be a database represented as a tree or a
forest, and let M be a modication of T . Denote the modied version of
the database by M(T ). We say that a query Q on database T is robust with
respect to modicationM if applying query Q onM(T ) gives the same result
as modifying by M the answer of Q on T . We omit the precise denitions.
Still, we note that the inclusion primitive owns some robustness. Let P =
(V;E; root(P )) and T be trees. If there is an ordered embedding f of P in
T , there is also an ordered embedding of P in T
0
, when tree T
0
is obtained
from T by deleting any nodes not belonging to f(V ), or by inserting any
new nodes in T . Let now T be a structured text database and Q a simple
inclusion query expressed as x : p, where x is a variable and p is a variable-
free term. Then the above considerations show that modifying database T
by inserting in T or deleting from T any nonterminals or strings that do not
appear in P does not essentially change the answer to query Q; the same
trees are retrieved, although possibly modied.
A serious query language would need many features in addition to those
represented in this chapter. An ability to express negation like \Accept
here the structures that are not matched by this pattern" and disjunctive
conditions like \Accept here the structures matched by this or that" would
certainly be useful in practice. Another extension that might be useful is the
introduction of Prolog-like rules. A rule that consists of a head and a query-
like body would generate new structures as instantiations of its head by all
the solutions to its body. The rules could also be allowed to be recursive and
be given a xed-point semantics, but the need for such a powerful extension
is not clear yet.
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7.3 Evaluation of queries
The evaluation of queries poses interesting algorithmic questions that have
already been discussed in the previous chapters. We saw in Section 6.2 that
answers to inclusion queries may consist of exponentially many solutions. We
showed that even the decision version of ordered tree inclusion with logical
variables is NP-complete. Here we give some hints for solving queries con-
sisting of a sequence of inclusion patterns. The treatment is rather sketchy.
Let Q = P
1
; : : : ; P
k
be a query and T a database represented as a tree
or a forest. We can solve the query by generating one solution at a time by
a strategy that resembles the backtracking-based control of Prolog [War77,
Bru82, MW88]. That is, we rst nd a solution for the rst pattern and
instantiate the variables in the remaining patterns using it. Then the eval-
uation continues similarly with the remaining patterns. When no solution
to some pattern instance can be found, or when the entire query has been
solved, the control backtracks to the most recently solved pattern and tries
to seek a new solution for it.
There are two basic kinds of optimizations found in relational query pro-
cessors, namely algebraic manipulation and cost-estimation strategies [Ull89].
We discussed in Section 5.3 some possibilities for transforming the inclu-
sion queries to more restricted forms by using the grammar of the database.
Such methods can be considered to correspond to the optimization of queries
through algebraic manipulation. Query optimization algorithms usually take
indices into account because their usage can render the evaluation of database
queries essentially more ecient. Next we discuss some ideas about using in-
dices in the evaluation of inclusion queries.
Lexicographical indices like inverted les [Knu73] and Pat trees [GBYS91]
allow eciently locating occurrences of words in text les. An inverted le is
a sorted list of keywords together with links to the documents that contain
them. The indices in most commercial library systems are inverted les. A
Pat tree for a text is a Patricia tree [Knu73] built from all suxes of the
text. A Pat tree allows locating the occurrences of any substring s of the
text in time that is proportional to the length of s and to the number of the
occurrences. (Counting the number of those occurrences can be done even
in time that depends only on the length of s.) Pat trees are used in the
implementation of the Pat
TM
text search system.
We saw in Section 5.2 how simple inclusion queries can be solved in O(n)
time on a database that is modeled by a nonperiodic grammar. We also
claimed that most text databases seem to be natural to model using non-
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periodic grammars. However, for large databases no method of answering a
query is acceptable if it needs to scan through the entire database. Luck-
ily, most useful query patterns contain string components that restrict the
number of possible occurrences drastically. Therefore a reasonable strategy
of evaluating such queries is rst to locate the occurrences of their string
components in the database, and then concentrate on the ancestors of these
occurrences in the evaluation of the rest of the pattern. This kind of an
approach has been taken in the Maestro project [Mac91], where a prototype
retrieval tool for hierarchic text structures has been implemented on top of
the full text retrieval system Ful/Text.
Note that the patterns forming a query can be treated in any suitable
order. In fact, patterns or pattern instances that do not have any vari-
ables in common do not aect each other and can be solved even in parallel.
Some orders of matching the patterns may be though much more economical
than others. For example, reconsider from Section 7.2 the following query
for nding the English counterparts for the French translations of the word
\capital".
?- eng-fren(entry(hdw("capital"), translat(F))),
fren-eng(entry(hdw(F), translat(E))).
Now the second pattern
fren-eng(entry(hdw(F), translat(E)))
is likely to have at least one embedding in each entry of the French-English
dictionary. Thus solving it rst would produce a large number of instan-
tiations of the rst pattern to be matched against the database. On the
other hand, solving the rst pattern rst is much better: It has probably
a small number of embeddings to the dictionary, and produces therefore a
small number of instantiations of the other pattern. For the evaluation of a
query consisting of many patterns it can be useful to try to nd an ordering
that is likely to minimize the number of alternatives to be considered.
We outline a simple heuristic for ordering patterns in the query. The
heuristic is inspired by the query planning algorithm of [War81]. The ordering
of patterns is based on the frequencies of string occurrences in the database,
which can be easily found in a suitable index. Assume that a Pat tree has
been built from the strings in the leaves of a database tree (or forest) T .
Then the number of occurrences of any string s in the leaves of the database
can be extracted from the index in time (jsj). We call this number the
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cost of string s in T . The cost of a label a in T is dened to be the number
of times that label a appears in database T . Let P = a(: : :) be a pattern.
Dene the cost of pattern P in T be the minimum of the cost of label a and
the costs of any string appearing in P . The meaning of the cost of a pattern
P in T is that it is an estimate for the number of solutions to P on T . The
above cost function is a crude one; more complicated cost functions could
lead to more accurate estimates.
Now the strategy for optimizing the evaluation order of patterns is simple:
select a pattern with the smallest cost and nd a solution to the pattern.
Then the same process is started anew for the remaining patterns instantiated
by that solution.
On the basis of the above considerations we believe that evaluating in-
clusion queries can be done reasonably eciently in practice.
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Chapter 8
Conclusions
We have studied a collection of tree matching problems called tree inclusion
problems. The general motivation for this research comes from the impor-
tance of tree structures and from the intuitiveness of pattern matching as an
access operation. A specic motivation for these problems is the research of
structured text databases and their query languages.
In Chapter 3 we introduced the tree inclusion problems as variations of
the general problem of locating instances of a given pattern tree among the
subtrees of a given target tree. The common feature of various tree inclusion
problems is that the instances contain distinct nodes that correspond to
the pattern nodes and have similar hierarchical relationships. The classes
of unordered and ordered inclusion problems result, correspondingly, if we
either ignore the left-to-right ordering of pattern nodes or require that the
pattern instances resemble the pattern also with respect to this ordering.
We oered a unied treatment for the problems by presenting algorithms
for most of them in Chapter 4. Most of the algorithms were derived from
a single dynamic programming schema. New algorithms were presented for
the unordered and ordered tree inclusion problems. We derived upper com-
plexity bounds for the tree inclusion problems from their algorithms. The
lower bounds of most of the problems are open. We showed that unordered
tree inclusion is an NP-complete problem. The relationship between tree
matching and string pattern matching with don't care symbols, which has
been noted by Kosaraju, implies that the ordered path inclusion and region
inclusion problems cannot be solved asymptotically faster than string pat-
tern matching with don't care symbols. No linear time algorithm is known
for string pattern matching with don't care symbols.
The jP jjT j space required by the dynamic programming algorithms can
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be prohibitive in applications with large targets T . In the case of ordered
tree inclusion we solved this problem by presenting an algorithm whose space
complexity isO(jP j depth(T )). The result is signicant for applications where
the patterns can be expected to be small or the targets can be expected to
be shallow.
We presented a simple general condition for tree matching problems to
be solvable in linear time. In Chapter 5 we considered G-grammatical tree
matching problems where the targets are parse trees over some grammar
G. The general condition was applied to showing that G-grammatical tree
pattern matching and ordered tree inclusion can be solved in linear time with
nonperiodic grammars G. Such grammars seem sucient for modeling many
practical text databases. We also outlined how a grammar G can be used to
preprocess patterns in G-grammatical matching problems.
In Chapter 6 we extended tree inclusion problems by logical variables.
The variables can be used to extract substructures of the pattern instances
and to express equality constraints on them. We gave many NP-hardness
results for the tree inclusion problems with logical variables and sketched
ecient algorithms for the polynomial variants.
The intended application of the inclusion problems is in structured text
databases. In Chapter 7 we showed how tree inclusion can be used for query-
ing structured text databases and gave examples of using inclusion queries.
Tree inclusion was shown to be a powerful and robust query primitive. We
also discussed how inclusion queries can be evaluated eciently in practice
by utilizing lexicographical indices.
We plan to develop a complete query language for structured text databases
based on these notions.
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