Beluga whales, Delphinapterus leucas, have a graded call system; call types exist on a continuum making classification challenging. A description of vocalizations from the eastern Beaufort Sea beluga population during its spring migration are presented here, using both a non-parametric classification tree analysis (CART), and a Random Forest analysis. Twelve frequency and duration measurements were made on 1019 calls recorded over 14 days off Icy Cape, Alaska, resulting in 34 identifiable call types with 83% agreement in classification for both CART and Random Forest analyses. This high level of agreement in classification, with an initial subjective classification of calls into 36 categories, demonstrates that the methods applied here provide a quantitative analysis of a graded call dataset. Further, as calls cannot be attributed to individuals using single sensor passive acoustic monitoring efforts, these methods provide a comprehensive analysis of data where the influence of pseudo-replication of calls from individuals is unknown. This study is the first to describe the vocal repertoire of a beluga population using a robust and repeatable methodology. A baseline eastern Beaufort Sea beluga population repertoire is presented here, against which the call repertoire of other seasonally sympatric Alaskan beluga populations can be compared.
I. INTRODUCTION
Variation in vocal displays can be used as a powerful tool for inferring group separation, allowing for the recognition of distinct populations. Dialect differences have been used to indicate structure in many bird species such as mountain white-crowned sparrows (Zonotrichia leucophrys oriantha; MacDougall-Shackleton and MacDougallShackleton, 2001 ) and yellow-naped amazon parrots (Amazona auropalliata and A. ochrocephala; Wright and Wilkinson, 2001 ) as well as a diverse array of other taxa including rock hyraxes (Procavia capensis; Kershenbaum et al., 2012) , sperm whales (Physeter macrocephalus; Whitehead et al., 1998) , fin whales (Balaenoptera physalus; Delarue et al., 2009) , killer whales (Orcinus orca; Ford, 1991) , and humpback whales (Megaptera novaeangliae; Garland et al., 2013) . For example, killer whales display subtle differences in the structure of calls among different matrilines within a pod (Miller and Bain, 2000) , while differences in the use and structure of calls exist among pods to produce a group-specific dialect (Ford, 1991) . Understanding the acoustic behavior of highly vocal species can assist in defining groupings through differences in population-specific vocal repertoires, which have the potential to allow sympatric populations to be differentiated and aid in the assessment of human impacts (such as noise or oil spills) to a discrete population level. Here we present the first description of the vocal repertoire of the eastern Beaufort Sea beluga (Delphinapterus leucas) population during its spring migration, which provides a baseline against which the call repertoire of other seasonally sympatric Alaskan beluga populations can be compared to investigate population structure.
Belugas are highly vocal; these "canaries of the sea" produce a wide variety of calls like other delphinids that can be classified as whistles, pulsed calls, noisy calls, combined calls, and echolocation clicks (Au et al., 1985; Sjare and Smith, 1986; Faucher, 1988; Bel'kovich and Shchekotov, 1990; Angiel, 1997; Karlsen et al., 2002; Bel'kovich, 2007, 2008; Chmelnitsky and Ferguson, 2012; Panova et al., 2012) . These calls range in frequency from approximately 200 Hz to 20 kHz with echolocation clicks extending upward of 120 kHz (Au et al., 1985; Sjare and Smith, 1986) . Whistles are narrowband tonal calls that are typically categorized into different call types based on their fundamental frequency and contour (Sjare and Smith, 1986) . Pulsed calls display a larger frequency range (i.e., broadband) and are composed of a series of pulses. Differences in the pulse repetition rate (PRR) are used to assign call types (measured using the harmonic interval; Watkins, 1967) . If no discernible pulses are evident (i.e., the PRR cannot be measured), the call is classified as a noisy call (Sjare and Smith, 1986) . Combined calls, as the name suggests, consistently combine two calls (e.g., a pulse and whistle) simultaneously or as a sequence, to represent a distinct call type (Faucher, 1988) . Finally, echolocation clicks (including restricted frequency click series) are broadband pulses that range in frequency from 200 Hz to 120 kHz and primarily function in navigation and prey capture (Au et al., 1985; Sjare and Smith, 1986) .
Beluga vocalizations have been studied in a number of locations worldwide, including the following: the White Sea, Russia (Bel'kovich and Shchekotov, 1990) ; Svalbard, Norway (Karlsen et al., 2002) ; Cunningham Inlet, Northwest Territories, Canadian Arctic (Sjare and Smith, 1986) ; the St. Lawrence River Estuary, Canada (Faucher, 1988) ; Churchill River, Hudson Bay, Canada (Chmelnitsky and Ferguson, 2012) ; and Bristol Bay, Alaska (Angiel, 1997) . These studies indicate there are a number of similarities in the call types examined, but also the presence of novel call types per location, suggesting that geographic differences exist among distant populations (Karlsen et al., 2002) .
Beluga calls are graded; call types exist on a continuum making classification challenging (Karlsen et al., 2002) . Calls are typically classified subjectively (qualitatively) using different classification schemes (e.g., Sjare and Smith, 1986; Bel'kovich and Shchekotov, 1990) . Some authors have statistically investigated a subset of calls using cluster analyses to assign categories, validate their classification, or both (Angiel, 1997; Karlsen et al., 2002; Chmelnitsky and Ferguson, 2012) . These analyses have had varying levels of success due to the graded nature of the signals, the resulting inclusion of multiple qualitative call types within a cluster, and the issue of auto-correlated variables being included in the analysis (Karlsen et al., 2002; Chmelnitsky and Ferguson, 2012) . In addition, a lack of consistency in classification schemes and analysis methods among studies continues to hinder any quantitative comparison between repertoire descriptions across beluga populations. Currently, this can only be accomplished by comparing spectrograms of varying quality in publications; a robust statistical method to define and compare these difficult to categorize graded call types is required.
Within the Alaska region ( Fig. 1) , there are five genetically distinct beluga populations (O'Corry-Crowe et al., 1997). These include three migratory and seasonally sympatric populations, the eastern Beaufort Sea, the eastern Chukchi Sea, and the eastern Bering Sea, which have distinct summer concentration areas and a shared wintering ground (see Allen and Angliss, 2013) . The two remaining populations of Bristol Bay and Cook Inlet are resident and non-migratory and do not overlap in distribution (see Allen and Angliss, 2013) . The large eastern Beaufort Sea population (minimum population size 39 258) overwinters in the Bering Sea before migrating through the eastern Chukchi Sea in spring, to summer in the Mackenzie Delta, Amundsen Gulf, and surrounding areas in the Canadian Beaufort region (see Allen and Angliss, 2013) . There is seasonal overlap (in latesummer and early-to mid-autumn) in the Beaufort and Chukchi Seas, between the eastern Chukchi Sea and eastern Beaufort Sea beluga populations (Hauser et al., 2014) , and in winter in the Bering Sea among all migratory populations (Seaman et al., 1985) . Differences in population-specific vocal repertoires have the potential to allow the sympatric populations to be differentiated (similar to other delphinid species). This study is the first to describe the calls of the seasonally sympatric eastern Beaufort Sea beluga population during their spring migration, using a non-parametric classification tree analysis (CART) and a Random Forest analysis, both novel quantitative methods for belugas, to provide a baseline for investigating population structure in a region containing a number of sympatric populations.
II. METHODS

A. Acoustic recording
Beluga calls included in this study were recorded on a long-term sub-surface passive acoustic mooring located 40 miles northwest of Icy Cape, Alaska (70.798 N, 163.081 W, depth ¼ 43 m) , in the northeastern Chukchi Sea (Fig. 1) 1 with an HTI-96-min hydrophone (flat frequency response from 2 Hz to 30 kHz and sensitivity of À164 dB re 1 V/lPa). The AURAL sampled at 16 kHz with a þ16 dB gain, 16 bit resolution, and effective bandwidth of $10 Hz to 8 kHz on a recording duty cycle of 95 min every 300 min (32%). The mooring recorded from 10 September 2010 to 27 June 2011.
B. Data analysis
Selection of recordings
Given the mooring was not located in a summer concentration area where the migratory populations are seasonally segregated, peaks in vocal activity were examined to ensure that only the eastern Beaufort Sea population was transiting through the region (Garland et al., 2015) . Previous work (Garland et al., 2015) , identified the presence of beluga calls in the 291 days of recordings on the northeastern Chukchi mooring. Two peaks in vocal activity occurred in spring on this mooring; the first spring peak occurred from 23 April to 6 May and the second spring peak occurred from 18 May to 1 June (Garland et al., 2015) . Results from satellitemonitored belugas, aerial surveys, and other acoustical studies indicate that both peaks likely corresponded to the eastern Beaufort Sea population migrating north through the northeastern Chukchi en route to their Canadian Beaufort summering grounds (Suydam, 2009; Delarue et al., 2011; Clarke et al., 2012; Hauser et al., 2014) . The first spring peak spanning 14 days (April to May) was used in the current paper to ensure there was no interference from the eastern Chukchi Sea population, which follows the eastern Beaufort population out of the Bering Sea through the northeastern Chukchi later in the season (late June-early July; Suydam, 2009; Clarke et al., 2012; Hauser et al., 2014) .
Spectrographic analysis
All 95-min recordings corresponding to the first peak in beluga detections (from 23 April to 6 May) were divided into 3-min sound files. All 3-min audio files containing calls (determined from Garland et al., 2015) were used in the current analysis to allow call classification. Recordings were examined (E.C.G.) in RAVEN PRO 1.4 (Bioacoustics Research Program, 2011) as smoothed spectrograms 11 s long with a 1024 point fast Fourier transform (FFT), Hanning window, 23 Hz resolution, and 75% overlap. Calls that were clearly distinguishable with a good signal-to-noise ratio (SNR) measuring at least 10 dB above background noise levels ("energy" measurement in RAVEN 1.4 ; in a 0.1 s slice covering the frequency range of the call), measured within 0.5 s immediately preceding or following a call (depending on surrounding calls), were used for this analysis. Calls were also graded on a subjective quality system from 1 (highest quality) to 5 (poor quality) following Chmelnitsky and Ferguson (2012) . Calls that scored between 1 (excellent) and 3 (average) and also passed the 10 dB requirement were included in further analysis to ensure only the highest quality data was included in analysis. Because of the sampling rate limitation, acoustic properties of calls as well as whistles above 8 kHz were not recorded; thus, our analysis is limited to the fundamental components of tonal signals as well as to harmonic components and broadband signals below 8 kHz.
To ensure a variety of vocalizations were included in the analysis and to reduce bias toward days with a large volume of beluga calls, a maximum of 100 high quality calls were selected per day to be included in the analysis for days containing a large volume of beluga calls. These were the first 100 high quality calls for that day selected from the hour containing the highest quality and number of calls (e.g., sections containing a large number of calls and not sections containing a small number of isolated calls). This selection method maximized the number of days sampled and the quality of the calls selected. For days containing a small volume of calls, all 3-min audio files with identified beluga calls were examined.
Subjective classification
Sounds were initially classified subjectively through aural and visual matching of calls to call types following the classification scheme of Sjare and Smith (1986;  see Table I ). There were three levels to the classification system: vocalization family (i.e., whistle, pulse call, noisy call, combined call, or click), contour category (e.g., flat, modulated, ascending), and call type. Multiple call types could be included in a contour category, and multiple contours could be included in a vocalization family. For example, the individual call types of flat whistle and broken flat whistle were both part of the higher-level flat contour category and the whistle vocalization family. Call types were named using a short-hand naming system (Table I ). The first part of the name indicated the vocalization family: a whistle (denoted with a "ws"), a pulse call (denoted with a "pulse"), or a combined call ("c"). For whistles, calls were further divided by contour which was noted preceding the "ws" (e.g., "dws" denoted a descending whistle while "nws" denoted a n-shaped whistle). The name also indicated if the whistle was broken (e.g., nws.seg) and if there was a particular arrangement to the number of breaks (e.g., nws.seg.b). For pulse calls, the contour (if present) was denoted with an "a" (ascending) or "d" (descending), depending on the direction (e.g., "pulse.I.a" for ascending pulse type I calls). Combined calls were numbered starting with one (i.e., c.1 denotes combined call type 1).
Call type naming was based primarily on the contour of the fundamental frequency of calls. New contour categories added to the initial scheme of Sjare and Smith (1986) included (Table I) : two u-shaped broken whistle (call type 5b) contours (call types uws.seg.c and d), a fourth modulated whistle (call type 6a) contour (s-shaped), and two pulsed call type I (pulsed tone) contour categories (pulse.I.a and pulse.I.d). Additional subdivision of existing contour categories presented in classification scheme of Sjare and Smith (1986) were also undertaken where a variation of a call was consistent (e.g., r-shaped whistle as a variant of call 2a ascending whistles). A full description of our classification Sjare and Smith (1986), Faucher (1988) , Angiel (1997) , Karlsen et al. (2002) , Bel'kovich (2007, 2008) , and Chmelnitsky and Ferguson (2012) . The two most common call types noted in each reference are included along with the percentage of total calls (in parentheses).
Current study population
Other studied populations 
Combo. scheme and comparison of call type names to Sjare and Smith (1986), Faucher (1988) , Angiel (1997) , Karlsen et al. (2002) , Bel'kovich (2007, 2008) , and Chmelnitsky and Ferguson (2012) , is provided in Table I . Given the highly vocal nature of belugas, overlapping calls (in time and frequency) may occur. Calls that were separated by >0.2 s were considered separate calls (following Chmelnitsky and Ferguson, 2012) . If a call was within 0.2 s of another, these were assigned as segments of a single, broken (segmented) call. To ensure this was indeed a call type and not simply an artifact of multiple animals calling at once, a broken call type was required to be observed at least three times. This quickly resolved whether the combination of various segments was indeed a single and stereotypic call type or multiple individual calls randomly produced at once by an unknown number of individuals.
Quantitative classification and statistical analysis of call types
In RAVEN, each beluga call was measured by isolating (in a "selection box") the sound for analysis. Measurements that were automatically generated by Raven included: duration, minimum and maximum frequency, bandwidth, and peak frequency (Table II) . If there were any other calls within the overall selection box contributing to peak spectral energy, peak frequency was additionally measured by hand by sampling the call using a second, smaller selection box centered over the peak (3% of calls). None of the other factors were impacted by other calls (e.g., from other species such as bearded seals, Erignathus barbatus) within the selection box. Further measurements were manually made which included (Table II) : start and end frequency, ratio of the start to end frequency (frequency trend ratio), and ratio of the maximum to minimum frequency (frequency range ratio). A number of measurements were also directly extracted from the spectrogram view including: the number of inflections, the number of breaks for broken whistles (following Sjare and Smith, 1986) , and the pulse repetition rate (PRR; measured using the harmonic interval following Watkins, 1967) . The overall vocalization family (whistle, pulsed, noisy, combined, or click) was noted, along with the qualitative name, and the qualitative classification according to Sjare and Smith (1986) . To ensure a low level of subjective error in measurements, only the highest quality data were included in analysis. The number of harmonics present for each call has been included in previous studies (e.g., Belikov and Bel'kovich, 2007) ; however, given the limitations of our recording system (8 kHz limit), this measurement was not included.
Frequency measurements were taken on the fundamental component for harmonic sounds. For pulsed calls and noisy calls, the entire broadband signal was isolated in the selection box. The start and end frequencies of pulsed and noisy calls were recorded as the peak frequency if there was no slope (e.g., ascending or descending frequency components) to the call.
The measured variables were subjected to a nonparametric CART with cross-validation using the rpart package in R (R Foundation for Statistical Computing, 2012) , following the method of Garland et al. (2012) and Rekdahl et al. (2013) . As we had no concurrent visual data to understand the number of animals within range of the recorder, multiple calls from an individual animal are likely included in the analysis. The 100 call limit per day, however, should assist in reducing pseudo-replication of individuals overall (assuming animals/groups on their spring migration continued moving northeast out of the range of the recorder). Regardless, CART analyses are robust to outliers, nonnormal, and non-independent (correlated) data (Breiman et al., 1984) . Thus they are preferable to discriminant function analyses (DFA) and principal component analyses (PCA), which require independence of samples, normal distributions of discriminating variables, homogeneity of variances, linearity, and uncorrelated discriminating variables (see Rekdahl et al., 2013 for a detailed argument). Our data likely violate these assumptions simply due to the unknown level of pseudo-replication of calls per individual. All variables in CART are considered in each splitting decision in the classification tree, and the analysis is strengthened by correlated or co-linear variables (Breiman et al., 1984) . Following the method of Garland et al. (2012) and Rekdahl et al. (2013) , the classification tree was split into nodes based on the Gini index to reduce the impurity of nodes or "goodness of split" (Breiman et al., 1984) . The terminal nodes were set to have a minimum sample size of ten given the sample size of most call types was larger than this. The tree was overgrown and cross-validation (V-fold cross-validation with 50 subsets) was performed. This was followed by upward pruning of the tree until the best predictive tree with the smallest estimated classification error was obtained (using the 1 SE rule; see Breiman et al., 1984) .
The measured variables were also subjected to a Random Forest analysis (Breiman, 2001 ) using the randomForest package in R (Liaw and Wiener, 2002) . This extends standard CART analyses as it creates a collection of trees (i.e., a forest instead of a single tree), which are used to assess the classification uncertainty of each tree during construction [out-of-bag (OOB) error], and the overall importance of each predictor variable (i.e., measurements from Table II ). Random Forests estimate error internally so there is no need for additional cross-validation, and the splitting of nodes occurs using a specified number of predictors that are randomly selected instead of all the available variables at each split (Breiman, 2001) . Based on the stability of the classification of uncertainty of each tree (lowest OOB error), the number of predictors randomly selected at a node for splitting was set to three, and 1000 trees were grown (following Rankin et al., 2013) . The error per call type and the overall OOB error rate of the Forest were used to assess the overall success of classification.
III. RESULTS
A. Subjective classification
From the 1541 calls identified in the recordings (29% of the 3-min files contained calls spread over 13 of the 14 days), 1019 calls were of a sufficient SNR and quality (1) (2) (3) to be used in further analysis. Thirty-six call types were identified subjectively based on the classification scheme suggested by Sjare and Smith (1986) . These were divided into whistles (24 call types; Figs. 2 and 3) , pulsed calls, clicks, and noisy calls (six call types; Table III, Fig. 4) , and combined calls (six call types; Table IV, Fig. 5 ).
Whistles
Seven major whistle contour categories were identified. These were the flat, ascending, descending, n-shaped, u-shaped, modulated, and trilled whistles ( Figs. 2 and 3 ; see Table I for call type names). Flat whistles were the most common contour category (22.18% of total calls; flatws, flatws.m, flatws.seg, and hq) as it contained the second (flatws.m, 8.93% of total calls) and third (hq, 7.16% of total calls) most common call types. Descending whistles (dws) were the most common call type (11.87% of total calls), which resulted in the descending whistle contour category being the second most common category (16.88% of total calls; dws, dws.seg, dhq). This was closely followed by modulated (15.90% of total calls; modws, modws.m, modws.S, modws.seg) and ascending whistles (14.82% of total calls; aws, ahq, aws.seg, rws, rws.seg). U-shaped, n-shaped, and trilled whistle contour categories were less common with <10% of the total number of calls per category. We did not identify any highly broken n-shaped whistles (nws.seg.d) included in classification system of Sjare and Smith (1986) .
Pulsed calls, clicks, and noisy calls
Four main categories of pulsed calls were identified (Table III, Fig. 4 ; following Sjare and Smith, 1986) . Pulse type I calls (pulsed tones) were the most common pulsed call (4.61% of total calls) and included two additional call types: an ascending pulse type I call (pulse.I.a) and a descending pulse type I call (pulse.I.d). Pulse type A had a higher PRR and was more screamlike. Noisy calls were uncommon (0.20% of total calls) as were restricted frequency click series (0.29% of total calls).
Combined calls
Six combined call types were identified (Table IV, Fig.  5 ). Both c.3 and c.6 contained two whistles within the call. c.5 was the most common combined call (1.47% of total calls), followed by c.3, c.4, and c.6 (all 0.29% of total calls). Table I for full name descriptions. Schematic contours match spectral shape of each call type.
B. CART
Whistles, pulsed calls, noisy calls, restricted frequency clicks, and combined calls were included in a single analysis with all measured variables. The u-shaped broken whistle call types (uws.seg.b, uws.seg.c, and uws.seg.d) were combined into a single call type (uws.seg) for the statistical analyses (due to small sample size), which resulted in 34 call types included. All variables from Table II were available for tree construction; the variables CART utilized in tree construction (in decreasing order of use for splitting the tree) were the number of breaks (steps; seven splits), pulse repetition rate (PRR; six splits), bandwidth (BW; four splits), duration (Dur; four splits), the number of inflections (Inflec; four splits), frequency trend (trend; three splits), maximum frequency (max; two splits), start frequency (start; two splits), and peak frequency (peak; one split). These variables provided the analysis with 88.13% classification of call types (root node error) and correctly classified over 83% of calls. Thirty-four terminal nodes were created from the 34 call types (Fig. 6) ; the first branch in the tree was based on bandwidth, which separated out the flat whistles. Branching did FIG. 3 . Whistle contour categories based on Sjare and Smith (1986) and example call types from the eastern Beaufort Sea beluga whale population. Note the inclusion of two additional u-shaped broken whistle contour types (uws.seg.c and d), and a fourth modulated whistle contour (modws.S; s-shaped contour) not included in Sjare and Smith (1986) . The hq call type spectrogram contains two high squeaks. Bearded seal trills are present in a number of spectrograms below 2 kHz. Spectrograms were 1024 point fast Fourier transform (FFT), Hanning window, 23 Hz resolution, and 75% overlap, generated in RAVEN PRO 1.4 with the same aspect ratio. See Table I for full name descriptions. not follow vocalization family. Instead branching was heavily influenced by call contour as different branches represent the majority of the call types in each contour category (e.g., ascending, descending). This resulted in a few instances of vocalizations (e.g., pulsed vocalizations) being repeated in different terminal nodes; the PRR variable was utilized closer to terminal nodes and not as a high-level splitting variable. As a result, instead of a single pulsed vocalization family branch within the tree, the pulse.I.a call type was placed within the ascending call contour branch, while the pulse.I.d call type was part of the descending contour branch. Differences in bandwidth and duration also indicate the (subjective) classification of ascending whistles (call type aws) could be further subdivided, as well as n-shaped whistles (call type nws) based on differences in peak and start frequencies.
C. Random Forest analysis
The Random Forest analysis correctly classified most beluga calls (OOB error rate ¼ 16.78%; Appendix, Table V ). The most important variables were frequency trend and the number of inflections (mean decrease in Gini index ¼ 139 and 138, respectively), followed by duration (mean decrease in Gini index ¼ 127) and bandwidth (mean decrease in Gini index ¼ 119; Appendix, Table VI ). The majority of misclassifications compared to subjective classification occurred within contour categories (e.g., between ascending whistles such as aws and rws or between single inflection whistles such as nws and uws). Call types with a small number of examples (e.g., c.1, c.2, c.3, and noisy) had a high misclassification rate that increased the measure of error. Overall the Random Forest analysis was able to discriminate 34 call types with a low degree of error.
IV. DISCUSSION
Call types from the eastern Beaufort Sea beluga population recorded during their spring migration were divided into 36 subjective call type categories, which were then readily classified into 34 different quantitative categories using CART and Random Forest analyses. This study provides the first baseline description of the call repertoire for the eastern Beaufort Sea beluga population and is the first study to describe the vocal repertoire of a beluga population using a robust and repeatable methodology. We report results here as a first description of the repertoire because our dataset would not allow description of a complete vocal repertoire due to the potentially limited behavioral contexts that might occur along a migratory corridor, the upper frequency limit of our recording system (8 kHz), and the unknown proportion of belugas from this population that might have contributed to our call pool.
A. Difficulties in classifying a graded call system
A graded structure in vocal repertoires was first described decades ago for pilot whales (Globicephala melaena; Busnel and Dziedzic, 1966; Taruski, 1979) and killer whales (Bain, 1986; Ford, 1989) , both of which are highly social and use a diverse call repertoire similar to belugas Sjare and Smith (1986) . Note the addition of two pulsed call type I contour categories (ascending pulse type I: pulse.I.a and descending pulse type I: pulse.I.d) not included in Sjare and Smith (1986) . Most spectrograms include bearded seal trills below 2 kHz. Spectrograms were 1024 point FFT, Hanning window, 23 Hz resolution, and 75% overlap, generated in RAVEN PRO 1.4 with the same aspect ratio. (Sjare and Smith, 1986; Faucher, 1988; Karlsen et al., 2002) . Additional studies have shown that this graded vocal structure is common in other cetaceans (e.g., southern right whales Eubalaena australis, false killer whales Pseudorca crassidens, humpback whales; Clark, 1982; Murray et al., 1998; Dunlop et al., 2007) and a number of terrestrial groups (e.g., primates: red colobus monkeys Colobus badius; birds: least sandpiper Calidris minutilla, Patagonian black oystercatcher Hematopus ater; Marler, 1970; Miller, 1979) . This produces major difficulties in creating discrete categories of call types. Previous work on belugas and other cetaceans has indicated the drawbacks with undertaking cluster analyses, DFAs, and PCAs to classify call types due to issues with auto-correlated variables (see Karlsen et al., 2002; Dunlop et al., 2007; Rekdahl et al., 2013) . Here we have applied two powerful non-parametric classification methods, CART and Random Forests, which are able to incorporate and are actually strengthened by correlated variables. Both methods were able to classify call types based on 12 measured variables and produced 34 different call types. Agreement with the initial subjective classification of calls was high (83% agreement for both statistical methods). This is comparable to similar studies on call type classification using CART (81% for humpback whale social sounds, Rekdahl et al., 2013 ; 88% for humpback whale song units, Garland et al., 2012) . Based on the high agreement in classification and the underlying assumptions being met, CART and Random Forest analyses should be used in preference to cluster analyses, DFAs, and PCAs in the classification of beluga and other delphinid vocalizations. The Random Forest analysis had an overall classification error rate of 17%, comparable with the 28%-30% for detections of tropical dolphins (Rankin et al., 2013) . The majority of misclassifications compared to subjective classification occurred within contour categories (e.g., between ascending whistles such as aws and rws or between single inflection whistles such as nws and uws). Discrimination of subtle differences in similar call types may therefore be more challenging to identify with this analysis or alternatively may require additional variables to be included in the analysis (see following text) to allow fine-scale differentiation. Call types with a small number of examples (e.g., c.1, c.2, c.3, and noisy) also had a high misclassification rate that increased the measure of error. These could have been removed from the analysis to substantially lower the misclassification rate; however, our aim was to provide a statistical analysis that could capture the variability and differences among all measured beluga vocalizations not just whistles or those calls that were easily categorized. To improve classification within these categories in future analyses, we suggest that an additional measurement, time to maximum frequency (measured in seconds) should be added. This can also be converted to a proportion (time to maximum frequency/duration), if required. This should assist in discriminating the contour at a finer scale to allow differentiation, particularly between n-and u-shaped whistles. Random Forest analyses are applicable and appealing to classification tasks from a wide array of species due to their robustness, their ability to calculate error internally, and by providing an understanding of the overall importance of each predictor variable (Breiman, 2001) .
The CART analysis also misclassified 17% of calls compared to subjective classification. This misclassification rate was elevated due to the inclusion in the analysis of call types with less than ten calls (N < 10). The terminal nodes were set to have a minimum final size of ten (as this was smaller than most call type sample sizes), which resulted in 38 calls (4% of all calls) being immediately misclassified. We wished to include all calls to provide a robust test of this method using difficult to classify graded calls and smaller sample sizes. Further, the analyses were run including whistles, pulsed calls, noisy calls, restricted frequency clicks, and combined calls, instead of on a subset of whistles (Chmelnitsky and Ferguson, 2012) . This resulted in a very interesting tree that at first glance may be counter-intuitive (Fig. 6) ; for example, pulsed vocalizations were split into call types that were subsequently placed in different branches. One might expect that all pulsed vocalizations might occupy a single, large branch with multiple terminal nodes representing a number of pulsed call types. However, the resulting tree structure FIG. 6 . Classification and regression tree (CART) of eastern Beaufort Sea beluga calls. The variables used at each split in the tree are listed, along with the criteria (<, >, or ¼). Circle nodes display the number of calls to be split (right), and the number (left) and name of the call type with the highest number of calls (e.g., ahq 18/27). The terminal node boxes display the total number of correct classifications (below the call type), and the call type schematic contour below the box. This contour represents the general spectrographic shape of the call category. Repeated contours in different terminal node boxes imply similar call shape but with different acoustic parameters. Abbreviations of call type names can be found in Table I , and abbreviations of variables can be found in Table II. produced major branches based on call contour; ascending pulsed calls (i.e., pulse.I.a) were placed with ascending whistles (i.e., aws) in a large ascending call contour branch. Utilizing all available variables, CART indicated that grouping calls into major contour categories provided the best overall predictive tree with the smallest classification error. The initial subjective classification divided each call type (e.g., flatws) into three finer scale call types based on frequency bins (low ¼ 0-2 kHz, mid ¼ 2-4 kHz, and high ¼ 4-8 kHz). Using this highly divided classification system, CART was able to discriminate 95% of call types using the 12 variables but resulted in 26% misclassification given the inclusion of many call types with smaller sample sizes (N < 10; data not shown). Given that this highly divided classification system resulted in a higher misclassification rate and also exceeded the upper limit for the number of categories in Random Forest analysis, it was not used in the current study. However, this sort of highly divided categorization system may be useful in the future for investigating fine-scale differences in call types or calling behavior within and between populations. CART analyses provided a robust classification method with an easy to interpret and visually appealing tree output displaying the splitting variable and criteria for each division in the tree. The exclusion of harmonics in classification (Belikov and Bel'kovich, 2007) was warranted due to the frequency limitation and did not appear to hamper classification by CART or Random Forest.
Data obtained from passive acoustic monitoring typically do not include information regarding the individual vocalizing within a group. This will result in a number of calls produced from an unknown number of individuals that therefore cannot be assigned to an individual. If all calls are included in analyses, this results in the pseudo-replication of calls from individuals that are not taken into account with standard DFA and PCA analyses. Non-parametric classification analyses such as CART or Random Forest should be used in preference to standard DFA and PCA analyses when using data of this type, regardless of the species or environment (terrestrial or marine) to ensure the data do not violate assumptions and thus invalidate or provide unrepresentative results.
B. Comparison of call types with other known repertoires
Worldwide, beluga call repertoires appear to be dominated by flat whistles. The most common call types from the Cunningham Inlet (Canada) repertoire presented in Sjare and Smith (1986) were a broken flat whistle (10.5% of calls; Table I), followed by flat whistles ($9% of calls). The repertoire analysis of belugas from Svalbard, Norway, by Karlsen et al. (2002) was dominated by a flat whistle call type (32.2% of all calls). Flat whistles were also the most common call type in the repertoire of the Bristol Bay, Alaska, population (13.8%; Angiel, 1997) , and the St. Lawrence (Canada) population (Faucher, 1988) . In the current study, mostly flat whistles (flatws.m) were the second most common call type (8.9% of total calls; Table I and Fig. 2 ). Mostly flat whistles were also the second most common call type (7.9% of total calls) in a repertoire analysis of Churchill River (Canada) beluga (Chmelnitsky and Ferguson, 2012) .
For those repertoires where the flat whistle was not the predominant call type (i.e., Churchill River, Canada; White Sea, Russia; and the eastern Beaufort Sea belugas), the dominant call type was still a whistle, although the whistle type was unique for each repertoire. Descending whistles (dws) were the most common call type identified in the current study (11.9% of total calls; Fig. 2) . The most common call type identified by Chmelnitsky and Ferguson (2012) in the Churchill River repertoire (10.3% of total calls) resembles our r-shaped whistle (rws), while the most common call type of White Sea (Russia) belugas were v-shaped whistles (Table I ; Belikov and Bel'kovich, 2007) .
Six distinct combined call types were identified for the eastern Beaufort Sea repertoire (Table IV) . This is comparable to the six and seven combined calls identified in Svalbard and the Churchill River, respectively (Karlsen et al., 2002; Chmelnitsky and Ferguson, 2012) . Although there are many differences among the Churchill River and Svalbard repertoires and the current study, some call types appear similar (Table I ) and components of the combined call types are shared (e.g., the second whistle component present in combined calls in the current and Churchill River study; Chmelnitsky and Ferguson, 2012) .
If we examine the overall contribution of pulsed and noisy calls to a repertoire, the Norwegian repertoire was dominated by pulsed and noisy calls (31.4% of total calls; Karlsen et al., 2002) . Pulsed and noisy calls comprised 21.5% of the Cunningham Inlet repertoire (Sjare and Smith, 1986) and 25.9% of the Churchill River repertoire (Chmelnitsky and Ferguson, 2012) , whereas pulsed and noisy calls represented 11.5% of the total calls recorded in the current study.
Pulsed calls are typically emitted more often during social interactions and are hypothesized to function in intragroup (short-range) communication (Faucher, 1988; Panova et al., 2012) . Recordings of the Norwegian repertoire were taken from a small boat drifting close to the animals, which may have affected their behavior (Karlsen et al., 2002) . Our recordings were taken while the animals were suggested to be migrating en route to their summer concentration areas. We have no concurrent visual data to confirm the behavioral state of the vocalizing animals; studies of behavioral state and call type suggest that simple, stereotyped tonal whistles are more likely to be used in long-range communication and are assumed to be involved in group coordination (Panova et al., 2012) . The lower number of pulsed calls and higher percentages of whistles found in the current study may have occurred if the animals were engaged more in maintaining contact (longer-range communication) while migrating rather than engaging in social interactions. Alternatively, this ratio of pulsed calls to whistles may be a feature of the eastern Beaufort Sea population's repertoire. Further, the current study has a number of shared and novel combined call types, which adds weight to the idea of geographic variation in call types within this species. Future work is required to quantify how the various factors contribute to differences in beluga vocal repertoires, and such work should be cautious when generalizing across studies due to the confounding nature of these factors.
The current study indicates that overall for eastern Beaufort belugas there are seven major contour categories for whistles, four pulsed/noisy call categories, and a number of combined call types. The comparison of beluga call types among published studies is currently hindered due to a lack of standardization and robust quantitative analyses. We have presented a robust set of methods which excel at the classification of graded calls and should be adopted in the classification of beluga calls to allow a standardized comparison of results.
C. Conclusions
We have presented a description of the vocal repertoire of the eastern Beaufort Sea beluga population during its spring migration, which provides a baseline against which the call repertoire of other seasonally sympatric Alaskan beluga populations can be compared to investigate population structure. It employed two robust classification methods, CART and Random Forest, which paralleled the results obtained through manual visual and aural (subjective) classification of vocal repertories. Differences in populationspecific vocal repertoires have the potential to allow sympatric populations to be differentiated (similar to other delphinid species; see Papale et al., 2014) , which will aid in the assessment of human impact (such as noise or oil spills) to a discrete population level. The robust set of analyses presented here provides a standardized set of methods that creates a set of quantitatively assigned call types that should allow the comparison of repertoires among geographic regions and should be utilized in future studies. Finally, these analytical methods should be undertaken instead of the traditional DFA, PCA, and cluster analyses for classification of any passively recorded calls for any species, where the number of calls per individual included in the analysis is unknown. 
