




























Bausch, Christian: Berechnung der s, t-Zuverlässigkeit mit Weglängenbeschränkung in Netz-
werken, 73 Seiten, 42 Abbildungen, Hochschule Mittweida, University of Applied Sciences, Fa-
kultät Mathematik/Naturwissenschaften/Informatik
Bachelorarbeit, 2013
Dieses Dokument ist urheberrechtlich geschützt.
Satz: LATEX
Referat
Diese Arbeit beschäftigt sich mit der Erstellung eines Verfahrens zur Berechnung des s, t- Zu-
sammenhangspolynoms mit Weglängenbeschränkung in ungerichteten Netzwerken. Dieses Ver-
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III. Vorwort
Man kann behaupten, dass unsere gesamte moderne Gesellschaft vernetzt ist. Pendler
nutzen das Verkehrsnetz, um als Arbeitnehmer ihre Rolle im Produktionsnetz erfüllen
zu können. Facebook-User nutzen das Social Network, um ihre sozialen Kontakte zu
Pflegen.
Computer-, Kommunikations- und andere Netzwerke spielen eine zunehmend größere
Rolle für die Arbeit und das Funktionieren von Staaten, Unternehmen und Privatperso-
nen. Oft gilt es, Beschränkungen einzuhalten wie zeitliche Limits, Ressourcenkapazi-
täten oder Entfernungen. Störungen führen dabei oft zu erheblichen Umsatzeinbußen,
Informations- oder Zeitverlusten. Daher ist man in unserer heutigen Zeit sehr daran in-
teressiert, möglichst ausfallresistente Netzwerke zu gestalten.
So kommen beispielsweise immer wieder Zugverbindungen zum Erliegen, weil die Zü-
ge auf Grund des Wetters (zum Beispiel im Winter) nicht fahren können. Ein anderes
Beispiel liefert das hohe Aufkommen an internetgebundenen multimedialen Mehrzweck-
geräten wie Smartphones oder Tablet-PCs. Die Nutzer haben heutzutage einen hohen
Erwartungsanspruch an die Sicherstellung eines störungsfreien Internetzuganges. Ein
letztes für diese Arbeit relevantes Beispiel liefert die vom Staat angestrebte Einführung
von einer Million Elektroautos auf deutschen Straßen. Auf Grund der heutigen Akkulauf-
zeiten sind ihre Fahrstrecken noch auf 150 km beschränkt. Um den Kauf eines solchen
Autos dennoch attraktiv zu gestalten, muss auf unseren Straßen ein Netz von Ladesta-
tionen derart verteilt sein, dass auch bei einem Stau oder gesperrten Straßen wenigs-
tens eine solche Station in erreichbarer Nähe liegt. Netzwerke müssen also so geplant
werden, dass die Wahrscheinlichkeit für den Ausfall des Systems oder bestimmter Funk-
tionsmerkmale gering ist.
Traditionellerweise modelliert man Netzwerke als Graphen, indem kommunikationsin-
tensive Punkte wie Personen oder Computer als Knoten angesehen werden und die
Kommunikation zwischen zwei derartigen Punkten als Kanten. Mit Hilfe der Graphen-
theorie ist es möglich, eine Vielzahl von Antworten auf unterschiedliche Fragen in Bezug
auf die Zuverlässigkeit in Netzwerken zu liefern. Die Graphentheorie ist ein Teilgebiet
der Mathematik, das die Eigenschaften von Graphen und ihre Beziehungen zueinander
untersucht. Seit den 70-er Jahren wurden vor allem für ungerichtete Netzwerke tiefge-
hende Untersuchungen über die Berechnung von Zuverlässigkeitsmaßen angestellt.
Das bisher bekannte Berechnungsverfahren des s, t-Zusammenhangspolynoms unter
Verwendung einer Baumzerlegung wird in dieser Arbeit aufgegriffen und verändert. Das
Ziel soll sein, die Beschränkung der Weglänge des Graphen in das Verfahren zu inte-
grieren. Zu diesem speziellen Fall existiert bisher keine Literatur. Es ist anzunehmen,
dass er entweder noch nicht untersucht wurde, oder dass sich eine Lösung auf Basis
einer Baumzerlegung als zu ineffizient gestaltete, so dass man der Sache nicht weiter
nachging.
Um eine einheitliche Basis zu schaffen, vermittelt Kapitel 2 die graphentheoretischen
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Grundlagen und bietet eine Übersicht über die verschiedenen Zuverlässigkeitsproble-
me und ihrer Komplexität. Anschließend ist in Kapitel 3 das Berechnungsverfahren zur
Ermittlung des Zuverlässigkeitspolynoms vorgestellt. Dazu wird die Baumzerlegung ein-
geführt und das Verfahren für die Anwendung auf den K-terminalen und s, t-terminalen
Fall erweitert. In Kapitel 4 folgt der Hauptschwerpunkt dieser Arbeit, nach einem kurzen
Einblick in verschiedene Reduktionen des Graphen zur Beschleunigung der Berech-
nung der Zuverlässigkeit. Von anfänglichen Überlegungen ausgehend, wird beschrie-
ben, wie die Berechnungsmethode des vorherigen Kapitels modifiziert werden kann, so
dass man das weglängenbeschränkte s, t-Zusammenhangspolynom unter Verwendung
einer Baumzerlegung erhält. Das letzte Kapitel fasst die Ergebnisse dieser Arbeit zu-
sammen und bietet zudem einen Ausblick auf die offenen Probleme dieser Methode.
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1 Grundlagen und Problemstellung
Dieses Kapitel dient der Einführung der wichtigsten Definitionen der Arbeit.
1.1 Grundlegende Definitionen
Definition 1.1.1 (Graph)
Ein Graph G = (V,E) ist ein geordnetes Paar, bestehend aus einer Knotenmenge
V 6= /0 (Elemente: Knoten (im engl.: vertices)) und einer Kantenmenge E (Elemente:
Kanten (engl.: edges)), wobei mittels einer Inzidenzfunktion ϕ : E → (V2) jeder Kante
e ∈ E zwei Endknoten aus V zugeordnet werden.
Bestehen die Endknoten einer Kante aus demselben Knoten nennt man diese Schlin-
ge. Besitzt der Graph keine Kanten, so bezeichnet man ihn als leer.
Existiert eine Kante e = {v1,v2}, so sagt man, dass die Kante e die Knoten v1 und v2
verbindet.
Definition 1.1.2 (Digraph)
Ein Graph G = (V,E) wird gerichteter Graph oder Digraph genannt, wenn die Ele-
mente e, f der Kantenmenge geordnet sind, also
e= (1,2) 6= (2,1) = f .
Gerichtete Kanten werden oftmals auch als Bögen (engl.: arcs) bezeichnet, die Knoten
als Ecken (im engl.: nodes). Man sagt, dass die gerichtete Kante e von 1 nach 2 geht.
Einen ungerichteten Graphen nennt man auch gewöhnlich.
Definition 1.1.3 (Kantengewichteter Graph)
Ein Graph heißt kantengewichtet (kurz: gewichtet), wenn jeder Kante ein Kantenge-
wicht weight (in diesem Zusammenhang Länge) zugeordnet wird:
weight : E→ R+ := {x ∈ R : x≥ 0}
Besitzt der Graph keine Kantengewichte, so nennt man ihn ungewichtet.
Ein ungerichteter, ungewichteter Graph ohne Schlingen oder mehrfachen (parallelen)
Kanten zwischen den Knoten wird als schlicht bezeichnet.
2 Kapitel 1: Grundlagen und Problemstellung
Definition 1.1.4 (Beziehungen zwischen Knoten)
Gegeben ist ein gewöhnlicher Graph G = (V,E). Man sagt, eine Kante e ist mit dem
Knoten v inzident, wenn v einer der Endknoten von e ist.
Der Grad eines Knotens deg(v) (auch Knotengrad genannt) ist die Anzahl der zu v
inzidenten Kanten (Schlingen werden doppelt gezählt).
Zwei durch eine Kante e verbundene Knoten werden adjazent oder benachbart ge-
nannt.
Die Nachbarschaft N(v) von v im Graphen G bildet die Menge aller zu v adjazenten
Knoten.
N(v) = {u ∈V |{u,v} ∈ E}
Bemerkung 1.1.1
Sei V ′ ⊆ V , dann sind in der Menge N(V ′) alle Knoten enthalten, die adjazent zu den
Knoten aus V ′ sind.
1.2 Einführung des Zusammenhangspolynoms
Rs,t(G,D)
Nach der Einführung der wichtigsten Begriffe soll die Zusammenhangswahrscheinlich-
keit schrittweise definiert werden. Dazu wird der Zusammenhang im Graphen erklärt,
der die Verbindung von Knoten im Graphen beschreibt und danach die Wahrscheinlich-
keit eingeführt.
Definition 1.2.1 (Weg)
Gegeben sei ein gewöhnlicher Graph G= (V,E). Ein Weg P ist eine alternierende Folge
von Knoten und Kanten
P=
(
v1,{v1,v2} ,v2, ...,vi,{vi,vi+1} ,vi+1, ...,v j
)
mit vi ∈V , {vi,vi+1}∈E , i∈{1, ..., j−1}, wobei kein Knoten und keine Kante mehrfach
vorkommt. Dabei werden v1,v j als Endknoten des Weges bezeichnet.
Bemerkung 1.2.1
Ein Weg in einem schlichten Graphen lässt sich durch eine bloße Kanten- oder Knoten-
folge eindeutig charakterisieren. Des Weiteren soll das Kürzel s, t-Weg für einen Weg in
einem Graphen G mit Endknoten s und t stehen.
Ein für diese Arbeit relevantes Wegmaß bildet die Länge:
Definition 1.2.2 (Weglänge)
Gegeben sei ein gewöhnlicher Graph G= (V,E). Die Länge l(P) eines Weges bezeich-
net die Summe der Kantengewichte in P.
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Der Abstand d(s, t) zweier Knoten s und t im Graphen G beschreibt die Länge eines
kürzesten s, t-Weges:
d(s, t) = minPi∈Ps,t (l (Pi))
Dabei stellt Ps,t die Menge aller s, t-Wege in G dar.
Bemerkung 1.2.2
Der Abstand zweier adjazenter Knoten in einem ungewichteten Graphen beträgt 1.
Untersucht werden in dieser Arbeit Wege, die eine vorgegebene Länge nicht überschrei-
ten:
Definition 1.2.3 (Weglängenbeschränkung)
Gegeben sei ein gewöhnlicher Graph G= (V,E). Unter der Weglängenbeschränkung
D versteht man eine Zahl D ∈ R+, die in Ps,t nur Wege der Länge kleiner gleich D
zulässt. Die so entstandene neue Wegmenge wird mit Ps,t(D) bezeichnet.
Ist der Graph ungewichtet, so gilt:
D ∈ N,1≤ D≤ n−1
Jeder s, t-Weg der Länge kleiner gleich D heißt D-Weg.
Alle nötigen Definitionen wurden angegeben, um den Zusammenhang zu definieren:
Definition 1.2.4 (Zusammenhängender Graph)
Ein gewöhnlicher Graph G= (V,E) heißt zusammenhängend, wenn zwischen je zwei
Knoten ein Weg existiert.
Ein Graph G′ = (V ′,E ′) mit V ′ ⊆V und E ′ ⊆ E nennt man Untergraph von G. Maximal
zusammenhängende Untergraphen des Graphen sind Komponenten.
Nun können Kantenwahrscheinlichkeiten durch eine Erweiterung der Graphendefinition
eingeführt werden:
Definition 1.2.5 (Probabilistischer Graph)
Ein probabilistischer Graph G = (V,E,Pr (E)) ist ein Graph mit einer Wahrschein-
lichkeitsfunktion Pr : E → [0,1], die jeder Kante e eine Wahrscheinlichkeit pe zuordnet
(siehe Abbildung 1.1).
Mit pe bezeichnet man dabei die Intaktheitswahrscheinlichkeit, also die Wahrschein-
lichkeit des Ereignisses, dass die Kante e intakt ist.
Die Wahrscheinlichkeit für das Eintreten des Gegenereignisses, dieAusfallwahrschein-
lichkeit, wird mit qe = 1− pe beschrieben. Dabei fallen die Kanten stochastisch unab-
hängig voneinander aus.
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Abbildung 1.1: Probabilistischer Graph
Definition 1.2.6 (Stichprobenraum)
Gegeben sei ein ungerichteter probabilistischer Graph G = (V,E,Pr (E)). Der Stich-
probenraum Ω bezeichnet die Menge aller Teilmengen der Kantenmenge E (kurz: Ω
ist die Potenzmenge von E: Ω= 2E ).
Ein Element H von Ω wird Zustand genannt.
Da die Knotenmenge unverändert erhalten bleibt, stelltΩ in Kombination mitV die Men-
ge aller aufspannenden Untergraphen von G dar (Graphen mit G′ = (V,E ′E), E ′ ⊆ E).
Analog steht H mit V für genau einen möglichen Untergraphen von G. Demzufolge wird
ein Zustand als das Ereignis angesehen, dass alle in H befindlichen Kanten von G in-
takt und die restlichen ausgefallen sind.
Die Wahrscheinlichkeit für das Eintreten von H und somit der Wahrscheinlichkeit, dass






Zur Vereinfachung legen wir fest, dass alle Kanten dieselbe Wahrscheinlichkeit besit-
zen. Es gilt also p = pe, ∀e ∈ E. Da p eine Variable ist, bildet Pr(H) das sogenannte
Zustandspolynom.
Definition 1.2.7 (Zusammenhangspolynom)
Die Summe aller Zustandspolynome, deren zugrundeliegender Graph H zusammen-
hängend ist, bezeichnet man als Zusammenhangspolynom R(G). Besitzen alle Kan-
ten dieselbe Ausfallwahrscheinlichkeit 1− p, so schreibt man R(G, p). Dies gilt auch für
alle weiteren Polynome.
Obiges Polynom ist ein Spezialfall des allgemeineren K-terminalen Zusammenhangs-
polynoms RK(G, p). Dabei ist K ⊆V eine Knotenteilmenge der Graphenknoten von G
und das Interesse liegt im Zusammenhang der K-Knoten. Es wird jedoch ein anderer
Spezialfall als K =V untersucht: K = {s, t}
Diese Arbeit dient der Erforschung des Zusammenhangs zweier speziell ausgewiese-
ner Knoten s und t. Die entsprechende Zuverlässigkeit wird durch das s, t- Zusammen-
hangspolynom Rs,t(G, p) angegeben (engl.: two-terminal reliability polynom). Analog
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zum oben definierten Zusammenhangspolynom geht es aus den Polynomen derjenigen
Zustände hervor, die zum Zusammenhang von s und t führen. Demzufolge treten in der
Summe auch Polynome auf, deren Zustände den Graphen in mehrere Komponenten
zerfallen lassen. Wichtig ist allein, dass ein Weg zwischen s und t existiert.
Definition 1.2.8 (Zulässiger Zustand)
H heißt zulässig, wenn der durch H entstandene Untergraph von G einen D-Weg ent-
hält. Die Menge aller zulässigen Zustände bildet
ODs,t(E) = {H ∈Ω : H ist zulässig}.
Die Menge aller nicht zulässigen Zustände bildet
ODs,t(E) = {H ∈Ω : H ist nicht zulässig}.
Ein zulässiger Zustand wird Minimalweg genannt, wenn H−{ei} 6∈ ODs,t(E), ∀ei ∈ H.
Damit enthält H bei Entfernung einer beliebigen Kante keinen D-Weg mehr und ist kein
zulässiger Zustand.
Eine weitere Einschränkung ergibt sich aus der Weglängenbeschränkung D. Durch sie
werden alle Zustandspolynome aus der Summe des s, t-Zusammenhangspolynoms ent-
fernt, deren Graphen keinen D-Weg enthalten:
Definition 1.2.9 (Zusammenhangspolynom DC2RP)
Die Summe aller Zustandspolynome, mit zum s, t-Zusammenhang führenden zulässi-
gen Zuständen, nennt man weglängenbeschränktes s, t-Zusammenhangspolynom
Rs,t(G, p,D) (engl.: diameter constrained two-terminal reliability polynom, kurz DC2RP).
Die damit verbundene Wahrscheinlichkeit bezeichnet man auch als weglängenbe-





















Sowohl (1.1) als auch (1.2) lassen sich über das Gegenereignis, die unzulässigen Zu-
stände, beschreiben. Auf Grund der Trivialität geben wir nur die Wahrscheinlichkeit des
Gegenereignisses für (1.2) an:
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Bemerkung 1.2.3
Den Begriff Zuverlässigkeit gebrauchen wir in dieser Arbeit oft als Synonym für das Zu-
sammenhangspolynom. Da der Kontext klar ist, werden zumeist „weglängenbeschränkt“
und „s, t“ weggelassen.
Damit ist das DC2RP als gesuchte Zuverlässigkeit definiert.
1.3 Komplexität
Dieser Abschnitt beschäftigt sich mit der Komplexität des DC2RP. Dazu werden nach-
folgend die von Cancela und Petingi ([Can01], [Can03]) gefundenen Beweise verwen-
det.
Satz 1.3.1 (Cancela, Petingi)
Die Probleme der Berechnungen der Zuverlässigkeiten RK(G,D), RV (G,D) und Rs,t(G,D)
sind NP-schwer.
Es muss jedoch gesagt werden, dass das Problem des DC2RP nur bei festem D > 2
NP-schwer ist.
1.3.1 D= 1
Bei diesem trivialen Fall sind die einzigen Wege, die die erlaubte Länge von 1 nicht über-
schreiten, die k Kanten (k∈N), die zur Adjazenz von s und t führen. Die Wahrscheinlich-
keit, dass mindestens eine dieser Kanten intakt ist, wird durch die Wahrscheinlichkeit
des Gegenereignisses beschrieben, dass alle Kanten ausfallen. Es gilt also:
Rs,t(G, p,1) = 1− ∏
e∈Ps,t(1)
qe
Besitzen alle k Kanten die gleiche Wahrscheinlichkeit p, so ist
Rs,t(G, p,1) = 1−qk
1.3.2 D= 2
Durch die Weglängenbeschränkung D= 2 enthält Ps,t(2) neben den Wegen des vorhe-
rigen Spezialfalles zusätzlich alle aus zwei Kanten bestehenden Wege. Diese zeichnen
sich dadurch aus, dass s und t zu jeweils einer Kante inzident sind und es einen Knoten
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{s, i},{i, t}|i ∈V\{s, t} ; {s, i},{i, t} ∈ E
}
Um das DC2RP zu berechnen, verwendet man die Methode der disjunkten Produkte.
Zur Vereinfachung werden parallele Kanten zu einer einzigen Kante reduziert (siehe
dazu Kapitel 3.1.3). Zudem wird angenommen, dass zwischen je zwei Knoten i, j ∈
V eine Kante {i, j} ∈ E existiert. Sollte es diese Kante nicht geben, so wird sie mit
Wahrscheinlichkeit 0 eingeführt. Wir erhalten einen Graphen mit dem Aussehen wie in
Abbildung 1.2.
Abbildung 1.2: Zulässiger Graph für D= 2, [Can03]
Definition 1.3.1 (Wegwahrscheinlichkeit)
Gegeben sei ein ungerichteter probabilistischer Graph G = (V,E,Pr (E)) mit ausge-
zeichneten Knoten s und t. Die Wegwahrscheinlichkeit Pr (E (P)) ist die Wahrschein-
lichkeit des Ereignisses, dass alle Kanten, die den D-Weg P ∈ Ps,t(D) in G bilden, intakt
sind:
Pr (E (P)) =∏
e∈P
pe
Als nächstes bestimmt man die Wege in Ps,t(2) und gibt ihnen laut Cancela und Petingi
durch willkürliche Verteilung von Indizes eine Ordnung. Man sagt, dass P1 < P2, wenn







Das Ereignis, dass speziell Pi intakt ist, wird als das Ereignis dargestellt, dass alle vor-










wobei E(Pj) das Gegenereignis zu E(Pj) darstellt.
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Da es weiterhin keine Kanten gibt, die zwischen den Pfaden wiederholt auftreten, sind













Jedes Ereignis E(Pi) ist der Durchschnitt der unabhängigen Ereignisse (beide Kanten




durch die Wahrscheinlichkeit erset-
zen, dass beide Kanten intakt sind:




(1− p{s, j}p{ j,t})
Der erste Summand und der erste Faktor des darauf folgenden Produktes sind die
Wahrscheinlichkeiten, dass die Kante zwischen s und t intakt bzw. nicht intakt ist. Bei
den Indizes wurde auf Knoten gewechselt, denn diese Darstellung der Kanten erscheint
im Sinne der Nachvollziehbarkeit angebrachter.
Da lediglich alle Kantenwahrscheinlichkeiten eingesetzt werden müssen, liegt die Lauf-
zeit der Berechnung in O(m).
Angenommen alle Kanten besitzen dieselbe Intaktheitswahrscheinlichkeit p, so lässt
sich die Formel wie folgt schreiben ([Can03]):









= p+(1− p)p21− (1− p
2)h
1− (1− p2) = 1− (1− p)(1− p
2)h (1.3)
wobei nur die Knoten 1, ...,h betrachtet werden, die auf einem Weg der Länge 2 liegen.
Damit wurden die Fälle betrachtet, die seitens der Weglängenbeschränkung zu einer
polynomialen Laufzeit in der Berechnung führen.
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1.3.3 D≥ 3
Satz 1.3.2 (Cancela, Petingi)
Das Problem der Berechnung der Zuverlässigkeit Rs,t(G,D) mit festem D ≥ 3 ist NP-
schwer ([Can01], [Can03]).
Für den Beweis seien folgende Definitionen gegeben:
Definition 1.3.2 (Knotenüberdeckende Menge)





ausgezeichneten Knoten s und t. Seien X und Y Klassen der Bipartition von V . Eine
knotenüberdeckende Menge ist eine Knotenmenge
C =CX ∪CY
mit CX ⊆ X und CY ⊆ Y , so dass jede Kante von E mindestens einen Endknoten in C
besitzt.
Definition 1.3.3 (Anzahl der Fehlerzustände)





ausgezeichneten Knoten s und t und einer Weglängenbeschränkung D. Sei G′ ein Un-
tergraph von G und P ein D-Weg in G′.
Dann ist Fi(G′,{s, t},D) die Anzahl der Fehlerzustände von G′ mit |E|+ |E(P)|+ i
Kanten.
Beweis:
Cancela und Petingi haben in [Can04] gezeigt, dass die Bestimmung der verschiede-
nen Zustände eines ungerichteten Graphen mit Terminalknoten s und t und festem Pa-
rameter D≥ 3 in polynomialer Zeit Turing-reduzierbar auf die Bestimmung der Zahl der
Knotenüberdeckungen eines bipartiten Graphen ist. In diesem Beweis wird sich darauf
gestützt, dass Provan und Ball bereits 1983 die #P-Vollständigkeit des Knotenüberde-
ckungsproblems gezeigt haben ([Bal83]). Damit wäre die Bestimmung der Anzahl der
Zustände #P-vollständig und die Berechnung der DC2R wegen der Ermittlung dieser
Zustände NP-schwer.
Für den Beweis wird ein probabilistischer Graph G′ =
(
V ′,E ′,P(E ′)
)
(siehe Abbildung 1.3) konstruiert:
SeiD= 3+d und sei P=(V (P) ,E (P)) ein Weg über d+1 Knoten (V (P)= {s,s1, ...,sd}
und E(P) = {(s,s1),(s1,s2), ...,(sd−1,sd)}). Im Falle d= 0 besteht der Weg P aus einem
einzigen Knoten s.
Man konstruiert den probabilistischen Graphen G′ = (V ′,E ′,P(E ′)) aus G, indem der
Weg P und der Knoten t mit G verbunden werden:
Die Knotenmenge V ′ bestehe aus V, V (P) und t. Die Kantenmenge E ′ bestehe aus
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E, E(P) und den folgenden Kantenmengen
Ex = {(sd,x) : x ∈ X} (die verbindenden Kanten vom letzten Knoten des Weges P mit
den Knoten der Bipartitionsklasse X ) und




pe = 1|e ∈ E ∨ e ∈ E(P)
)
ansonsten sei pe = 12
Abbildung 1.3: Probabilistischer Graph, [Can04]
Da D konstant, ist diese Transformation polynomial in der Größe der Eingabe des bipar-
titen Graphen. Damit ist der Schritt der Konstruktion beendet.
Um es noch einmal zusammenzufassen:
Ein Zustand H von G′ besteht aus:
• dem bipartiten Graphen G
• dem Weg P
• dem Knoten sd aus P und eventuellen Kanten zu Knoten aus X
• dem Knoten t und eventuellen Kanten zu Knoten aus Y
Der nächste Schritt widmet sich der Erstellung einer Bijektion Z :W 7→ ODs,t(E ′) aus der
Menge der Knotenüberdeckungen W des bipartiten Graphen in die Fehlerzustände von
G′:
Es sei ω = (S∪T )∈W (S⊆X , T ⊆Y ) eine Knotenüberdeckung des bipartiten Graphen
G. Dann wird mit
Z(ω) =
(
V ′,E ∪E(P)∪{(sd,x) : x ∈ X−S}∪{(t,y) : y ∈ Y −T}
)
(1.4)
ein Ausfallzustand von G′ dadurch erzeugt, dass EX und EY nur Kanten enthalten, die
zu keinem Knoten aus ω inzident sind (siehe Abbildung 1.4). Es soll gezeigt werden,
dass dies eine Bijektion ist:
Sei ω = (S∪T ) eine Knotenüberdeckung des bipartiten Graphen G. Wir nehmen an,
dass x ∈ X −S und y ∈ Y −T . Damit ist (x,y) keine Kante in Z(ω), ansonsten wäre sie
nicht durch ω abgedeckt. Folglich existieren keine D-Wege in Z(ω).
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Abbildung 1.4: Ausfallzustand, [Can04]
Zum Verständnis: D= d+3. Zuerst muss P durchlaufen werden, was eine Länge von d
benötigt. Danach steht noch eine Länge von 3 zur Verfügung: Eine Kante aus EX , um X
zu erreichen, eine, um von X nach Y zu gelangen und eine aus EY , um von Y aus t zu
erreichen. Es besteht jedoch folgendes Problem: Die Kanten aus EX und EY gehören
zu Knoten aus X −S bzw. Y −T , die nicht in der Knotenüberdeckung ω enthalten und
deshalb über keine Kante verbunden sind. Folglich kann kein D-Weg existieren. Aus
diesem Grunde ist Z(ω) ein Fehlerzustand von G′.
Zur Eineindeutigkeit von (1.4) fehlt der Nachweis, dass aus einem Fehlerzustand eine
Knotenüberdeckung konstruierbar ist. Sei dazu H ein Zustand wie oben beschrieben.
Wenn H ein Fehlerzustand ist, müssen die zu sd und t adjazenten Knoten aus X und
Y eine unabhängige Menge bilden (ansonsten wären wenigstens zwei Knoten aus X
und Y adjazent und es gäbe einen D-Weg). Daher bilden die verbleibenden Knoten des
bipartiten Graphen G eine Knotenüberdeckung. Diese Überlegung entspricht Z−1(H).
Wir erinnern uns an die Darstellung des DC2RP über die Fehlerzustände (1.1):


























Mit Z ist ∑Fi(G′,{s, t},D) gleich der Anzahl der Knotenüberdeckungen des bipartiten
Graphen G. Damit folgt die Behauptung.
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Das in dieser Arbeit anzuwendende Verfahren zur Berechnung des Wahrscheinlichkeits-
polynoms basiert auf der Verwendung einer Baumzerlegung des Graphen. Das benutz-
te Prinzip beruht darauf, sich mögliche baumartige Strukturen des Graphen zu Nutze
zu machen. Denn viele Probleme auf Graphen werden leichter, wenn der untersuchte
Graph ein Baum ist.
Definition 1.3.4 (Baum)
Ein kreisfreier, zusammenhängender, nicht leerer Graph ist ein Baum.
Beispielsweise ist das Problem der Berechnung des DC2RP NP-schwer für D≥ 3. Bei
einem Baum hingegen ist die Lösung in polynomialer Zeit berechenbar. Dazu müssen
lediglich alle Kanten auf dem einzigen Weg von s nach t intakt sein. Mit der Menge
s, t −P der Kanten dieses s, t-Weges lautet das Wahrscheinlichkeitspolynom dement-
sprechend p|Ps,t(D)| (siehe dazu Abbildung 1.5).
Abbildung 1.5: Rs,t(Baum,4, p) = p4
Eine Baumzerlegung stellt den Graphen in einer baumartigen Form dar, mit der eine Zu-
verlässigkeitsberechnung ohne Weglängenbeschränkung in polynomialer Zeit möglich
ist ([Gal05], [Luc96], [Luc97]), allerdings nur für Graphen mit beschränkter Baumweite.
Es ist folglich von Interesse, ob die Polynomialität auch für Weglängenbeschränkung
erhalten bleibt. In dieser Arbeit wird versucht, eine Methode zu finden, welche die Be-
schränkung D und das Berechnungsverfahren mittels Baumzerlegung vereint.
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2 Baumzerlegung
2.1 Einführung
Wie bereits angesprochen, existieren viele NP-schwere Graphenprobleme. Unter an-
derem auch die Berechnung der Zuverlässigkeit in probabilistischen Graphen, sei es
nun für den K-terminalen, all-terminalen oder s, t-terminalen Zusammenhang ([Col87],
[Bal80]). Seit den 70-ern des vergangenen Jahrhunderts wird nach Möglichkeiten für
eine effiziente Berechnung geforscht. Das Problem der Berechnung ist, wie im letz-
ten Abschnitt gezeigt, NP-schwer und die Laufzeit wächst exponentiell bei größer wer-
dender Anzahl von fehleranfälligen Komponenten wie Kanten oder Knoten. Lediglich
bei einigen speziellen Graphenklassen existieren Lösungsalgorithmen mit polynomialer
Laufzeit ([Hag83]). Das Problem besteht also für die meisten Klassen von Methoden.
Wie wir später in diesem Abschnitt noch sehen werden, kann die Verwendung einer
Baumzerlegung hierin eine Ausnahme bilden. Denn Bäume sind eine Graphenklasse,
bei denen Berechnungen zur Zusammenhangswahrscheinlichkeit einfach werden kön-
nen, da es für sie polynomiale Algorithmen gibt.
Ein kurzes Beispiel: Gegeben sei ein Baum G = (V,E). Ist beispielsweise die K -
terminale Zuverlässigkeit zu ermitteln, so muss auf Grund der Baumstruktur ein Teil-
baum T existieren, der alle K-Knoten beinhaltet und dessen Blätter allesamt K-Knoten
sind (siehe Abbildung 2.1). Sei E(T ) die Kantenmenge von T . So ist der Zusammen-
hang nur gewährleistet, wenn alle diese Kanten intakt sind. Das Zusammenhangspoly-
nom lautet demzufolge: p|E(T )|.
Der Teilbaum entsteht, indem alle Blätter (Knoten mit Knotengrad 1) gesucht und ent-
fernt werden, die keine K-Knoten sind. Dieser Vorgang wird so lange wiederholt, bis
keine Blätter mehr entfernt werden können.
Es ist leicht einzusehen, dass sowohl die Suche nach dem Teilbaum, als auch die Be-
rechnung des Polynoms polynomial in der Größe des Graphen sind.
Abbildung 2.1: Baum mit Teilbaum T (rot) und K-Knoten g,s, t,v
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Für einen allgemeinen Graphen gilt dies jedoch nicht. Eine Baumzerlegung aber basiert
auf den baumartigen Strukturen des Graphen. Sei beispielsweise ein Graph gegeben,
der aus einem vollständigen Graph und zwei daran hängenden Leitergraphen besteht
(siehe Abbildung 2.2).
Abbildung 2.2: Vollständiger Graph (blau) mit zwei Leitergraphen (rot)
So würde der vollständige Graph in der Baumzerlegung einen Knoten darstellen, von
dem aus zwei Äste, die Leitergraphen, abgehen (siehe Abbildung 2.3). Für einen sol-
chen Graphen könnte man nun leicht den Zusammenhang ermitteln, indem die Zuver-
lässigkeit der Äste, des Verbindungsknotens und ihre gegenseitige Abhängigkeit be-
rechnet wird.
Abbildung 2.3: Baumstruktur der Abbildung 2.2
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Um eine solche Baumzerlegung aufzustellen, werden die von Robertson und Seymour
eingeführten Definitionen ([Rob83], [Rob86]) verwendet:
Definition 2.1.1 (Baumzerlegung)
Die Baumzerlegung eines Graphen G = (V,E) ist ein Paar (T,φ) mit einem Baum
T = (W,F) und einer Abbildung φ :W 7→ 2V , die jedem Baumknoten w ∈W von T eine




2. {u,v} ∈ E⇒∃w ∈W : {u,v} ⊆ φ(w)
3. Wenn v ∈W auf dem Weg zwischen u und w in T liegt, gilt: φ(u)∩φ(w)⊆ φ(v)
Wobei φ(w) = Xw zu setzen ist.
Abbildung 2.4: Beispiel für einen Graphen und seine Baumzerlegung
Die erste Bedingung besagt, dass alle Knoten aus V in den Baumknoten vorhanden
sein müssen. Mit der Zweiten wird abgesichert, dass es für jede Kante aus E mindes-
tens einen Baumknoten gibt, der beide Endknoten der Kante enthält. Die Dritte lässt
sich folgendermaßen interpretieren: Alle Baumknoten, die den Graphenknoten v ent-
halten, müssen zusammenhängend sein.
Die Wegzerlegung ist ein Spezialfall der Baumzerlegung; sie liegt vor, wenn T ein Weg
ist. Des Weiteren werden die üblichen Namen der Baumknoten übernommen:
Baumknoten mit Knotengrad 1 heißen Blätter. Verzweigungsknoten nennt man Join-
knoten (kurz: Joins).
Mit der Weite wird eine wichtige Indikatorvariable eingeführt:
Definition 2.1.2 (Weite einer Baumzerlegung (bzw. Wegzerlegung))
Die Weite einer Baumzerlegung (bzw. Wegzerlegung) ist
max{|φ(w)| : w ∈W}−1
Die Baumweite (Wegweite) tw(G) von G ist die kleinste Weite aller Baumzerlegungen
(bzw. Wegzerlegungen) von G.
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In dieser Arbeit wird mit schönen Baumzerlegungen gearbeitet (siehe Abbildung 2.5).
Eine solche liegt vor, wenn sich die Mengen X zweier benachbarter Baumknoten in
maximal einem Element unterscheiden und die Blätter die Mächtigkeit 1 besitzen (für
diese Arbeit sollen die Blätter nur die leere Menge enthalten) ([Bod98]).
Abbildung 2.5: Erweiterung von Abbildung 2.4 zur schönen Baumzerlegung
2.1.1 Anordnung der Baumzerlegung
Um ein besseres Handling zu ermöglichen, muss zu Beginn der Baum als Wurzelbaum
angeordnet werden. Dazu wird ein beliebiges Blatt als Wurzel gewählt und die Ent-
fernung 0 zugewiesen. Anschließend werden die restlichen Knoten ihrem Abstand von
der Wurzel entsprechend angeordnet (optische Umsetzung: siehe Abbildung 2.1.1). Be-
trachtet man sich einen Knoten v im Baum, so heißen alle höherliegenden Knoten auf
dem Weg zur Wurzel Vorgänger oder Vorfahren, die tieferliegenden Knoten mit v als
Wurzel Nachfolger. Einen benachbarten Vorfahren nennt man Vater oder Elternkno-
ten, benachbarte Nachfahren Kind bzw. Kinder (siehe Abbildung 2.6).
Abbildung 2.6: Darstellung von Wurzel, Vater und Kind
Um ein besseres Umfeld für die Auswertung zu erhalten, kann der Baum der Zerlegung
zu einem Binärbaum (einem Wurzelbaum dessen Knoten jeweils maximal zwei Kinder
besitzen) modifiziert werden (siehe Abbildung 2.7):
Angenommen, die Zerlegung besitzt einen Joinknoten v mit Knotengrad deg(v) = x,
x ∈ N, x > 3. Dann dupliziere man v genau x− 3-mal. Die Duplikate werden als Ast
an das Original angehängt. Als nächstes wird für jedes im Ast enthaltene Duplikat ein
Kapitel 2: Baumzerlegung 17
beliebiger Nachbarknoten von v (außer dem Duplikat) ab- und an ein Duplikat ange-
hängt. Damit erhöht sich der Knotengrad jedes Duplikats von zwei auf drei. Außer
bei dem Duplikat, welches das Blatt bildet. Für dieses muss ein zusätzlicher Nach-
bar von v ab- und an das Blatt angehängt werden. Jedes Duplikat, einschließlich des
Astes, besitzt nun Knotengrad drei. v verliert dementsprechend x−3+1 Nachbarn, ge-
winnt jedoch mit dem Ast +1 Nachbarn hinzu. Damit ergibt sich für den Knotengrad
deg(v) = x− (x− 3+ 1)+ 1 = 3. Damit führt die Umverkettung zum gewünschten Er-
gebnis.
Dieses Vorgehen wird nun für alle Joinknoten w ∈W mit deg(w) > 3 durchgeführt. Es
ist leicht einzusehen, dass die Umformung eine lineare Laufzeit in Anspruch nimmt, da
die Anzahl der Baumknoten den Knotengrad und damit die Anzahl der zu erzeugenden
Duplikate beschränkt.
Abbildung 2.7: Entwicklung eines Binärbaumes
2.2 Die Verwendung einer Baumzerlegung
Weiterhin ist zu erläutern, wie die Baumzerlegung bei der Berechnung der Zuverläs-
sigkeit helfen soll. Wie bereits gesagt, bildet eine solche Zerlegung eine andere Art
der Darstellung eines Graphen. Die Knoten sind ebenso vollständig enthalten wie die
Kanten. Um den Zusammenhang zu berechnen, können die Elemente des Graphen
nacheinander untersucht werden.
Gesucht ist ein geeignetes Vorgehen zur Auswertung der Zerlegung. Nachfolgend wer-
den die verschiedenen Methoden beschrieben. Ausgehend vom Standardverfahren für
den all-terminalen Zusammenhang werden die Modifikationen für die K-terminale und
die s, t-terminale Zuverlässigkeit erläutert.
2.2.1 Beschreibung der Arbeitsweise mit Baumzerlegung
Die Arbeitsweise mit einer Baumzerlegung besteht in der günstigen Anwendung von
separierenden Knotenmengen. Diese werden durch die Graphenknotenteilmengen der
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Baumknoten dargestellt:
Definition 2.2.1 (Separierende Knotenmenge)
Seien G1 = (V 1,E1) und G2 = (V 2,E2) Untergraphen von G = (V,E). Erfüllen sie fol-
gende Bedingungen:
V 1∩V 2 =U 6= /0
V 1∪V 2 =V
E1∩E2 = /0
E1∪E2 = E
dann nennt man die Knotenmenge U separierende Knotenmenge von G.
Bemerkung 2.2.1
Durch die Baumzerlegungen erzeugt man mehrere separierende Knotenmengen, die
während des unten beschriebenen Voranschreitens in der Zerlegung mittels Hinzufü-
gen oder Entfernen von Knoten verschoben werden. Eine solche sich verschiebende
separierende Knotenmenge soll als Front bezeichnet sein. Denn die Menge stellt die
Trennlinie zwischen bereits bearbeiteten Knoten und unbearbeiteten Knoten, entspre-
chend zweier Gebiete, dar (siehe Abbildung 2.8).
Abbildung 2.8: Orange: bereits deaktiviert; Rot: aktive Menge (Front); Blau: unbearbeitet
Da die Baumzerlegung eine Ordnung der Knoten über die Entfernung zur Wurzel be-
sitzt, kann man das sogenannte Bottom-Up-Verfahren verwenden ([Bod97]). Wie der
Name bereits sagt, arbeiten wir uns bei diesem Verfahren von unten nach oben durch
die Baumzerlegung und gewinnen dabei Informationen (in diesem Fall über den Zusam-
menhang). Das Durcharbeiten erfolgt, ebenso wie die Informationsweitergabe, Knoten
für Knoten, Ast für Ast bis nach oben zur Wurzel. Begonnen wird bei den Blättern. Möch-
te man aus einem Knoten v der Zerlegung Informationen gewinnen, so werden zuerst
alle Informationen des Teilbaums benötigt, dessen Wurzel v bildet. Die Joinknoten neh-
men dabei eine bedeutende Stellung ein. Da sie zwei Kinder besitzen, vereinen die
Joinknoten die Informationen zweier Teilbäume.
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Bemerkung 2.2.2
Der Weg in einer Baumzerlegung zwischen zwei Joinknoten, zwei Blättern oder einem
Blatt und einem Joinknoten bildet eine Wegzerlegung für den Untergraphen, der aus
den Graphenknoten der betreffenden Baumknoten und allen Kanten zwischen ihnen
besteht.
Ein speichergünstiges Verfahren für Bottom-Up liefert dabei folgendes Vorgehen:
Algorithm 1 Bottom-Up-Algorithmus
bottom-up(Baumzerlegung, Wurzel):
if Wegzerlegung liegt vor then




Rücke vor zum nächsttieferen Join A
Bilde Informationen des linken Teilbaums: bottom-up(linker Teilbaum, Join A)
Bilde Informationen des rechten Teilbaums: bottom-up(rechter Teilbaum, Join A)
Vereinige die Informationen der beiden Teilbäume im Join A
Bearbeite den Weg von Join A zur Wurzel
return Wurzelinformation
end if
Durch diesen Algorithmus entspricht die Anzahl der zu speichernden Informationen der
Tiefe des tiefsten Blattes im Baum +1; denn in allen Joinknoten entlang des Weges vom
Blatt zur Wurzel (und der Wurzel selbst) können schon Informationen genau eines Teil-
baums sein. Das Blatt enthält dann eine weitere weiterzugebende Information.
Es bleibt zu klären, wie die Informationen erzeugt und gespeichert werden.
Wichtig ist hierbei der Vergleich zweier benachbarter Baumknoten („Kind“ und „Vater“).
Genauer gesagt, werden ihre Graphenknotenteilmengen XKind und XVater verglichen.
Dabei können auf Grund der vorausgesetzten schönen Baumzerlegung nur drei mögli-
che Ereignisse eintreten:
XVater enthält einen Graphenknoten mehr/weniger als XKind oder XVater = XKind.
Im letzteren Fall wird die Information lediglich vom Kind auf den Vater übertragen. In
den anderen beiden Fällen aber wird die Front der separierenden Knotenmenge durch
die Erweiterung/Entfernung von Knoten verschoben. Jeder Ast beginnt dabei an einer
anderen Stelle des Graphen und die dabei untersuchten Knoten nebst Kanten bilden
Teilgraphen. In dieser Arbeit ist ein Teilgraph ein Untergraph von G′, der aus den Kno-
ten und Kanten besteht, die während des Durchlaufens der Baumzerlegung betrachtet
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werden. Im Joinknoten überlagern sich zwei derartige Graphen G′1 und G
′
2, so dass die
Fronten verschmelzen und aus zwei Teilgraphen einer wird.
Mit jedem neuen Knoten wird der entsprechende Teilgraph derart erweitert, dass die im
Originalgraphen existierenden Kanten zwischen alter Front und neuem Knoten auch im
Teilgraphen vorhanden sind.
2.2.2 Partitionen als Informationsspeicher
Noch nicht geklärt wurde, wie man das Zuverlässigkeitspolynom erzeugt. Da ein proba-
bilistischer Graph mit der Baumzerlegung dargestellt wird, bedarf es einer Speicherform,
die Aussagen über die verschiedenen Zustände der Kanten, des Zusammenhangs des
Graphen oder der Teilgraphen und der jeweiligen Wahrscheinlichkeit liefert.
Eine solche Form lieferten beispielsweise Lucet, u.a. in [Luc96], [Luc97] mit der Idee,
den bis zur aktuellen Front erzeugten Zusammenhang in Partitionen festzuhalten.
Konkret besagt die Idee Folgendes: Gespeichert werden Aussagen zur Front. Durch
Ausfall oder Intaktheit jeder neuen Kante können alle möglichen Zustände eines Teil-
graphen generiert werden. Hierbei ist nur der Zusammenhang der aktuellen Front von
Interesse. Darum können alle diejenigen Zustände nebst ihren Eintrittswahrscheinlich-
keiten zusammengefasst werden, die zum Zusammenhang derselben Frontknoten füh-
ren. Zur Darstellung dieses Zusammenhangs dienen Partitionen, die aus der Menge
aller Frontknoten gebildet werden.
Bei einem Zustand des Teilgraphen liegen zwei Frontknoten dann und nur dann in einem
Block, wenn sie durch einen Weg aus intakten Kanten verbunden sind. Die Wahrschein-
lichkeiten aller Zustände, die zu ein und derselben Partition führen, werden addiert und
die Zustände somit zusammengefasst. Dabei ist zu beachten, dass ein Teilgraph mehre-
re unterschiedliche Zustände und damit mehrere unterschiedliche Partitionen besitzen
kann. Die maximale Anzahl Bn von Partitionen einer n-elementigen Menge ist die Bell-
zahl (siehe Kapitel 2.5).
2.2.3 Formulierung der vier Grundschritte
Wie oben bereits beschrieben, werden zur Untersuchung der Baumzerlegung vier rele-
vante Grundschritte angewandt:
1. Hinzufügen eines Knotens (Aktivierung)
2. Entfernen eines Knotens (Deaktivierung)
3. Untersuchung einer Kante (Kantenuntersuchung)
4. Zusammenführung der Informationen zweier Äste (Fusion)
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Zur Beschreibung der vier Grundschritte wollen wir die in [Pön01] verwendeten Formeln
und Begriffe nutzen:
Für eine Teilmenge X ⊆ V sei P(X) die Menge aller Partitionen von X . Sei Xi ⊆ die
Front in Schritt i. Jeder neue Schritt in der Baumzerlegung erzeugt eine Menge von
Zuständen. In diesem Kontext ist ein Zustand ein Paar (pi,Ppi), wobei pi ∈ P(Xi) und
Ppi = P(Gi,pi). Hierbei beschreibt Gi den bis zum Schritt i erzeugten Teilgraphen. Sei Zi
die Menge aller Zustände in Schritt i. ({ /0},1) mit leerer Partition und Polynom 1 wird
als Startzustand in allen Blättern (außer der Wurzel) initialisiert.
Sei pi eine Partition von X . Man schreibt Y ∈ pi , wenn Y ein Block von pi ist. Sei M(pi,v)
die Menge aller Partitionen, die aus pi hervorgehen, wenn das Element v in die ver-
schiedenen Blöcke der Partition integriert wird. Die Partition pi|{v} entsteht, indem v als
Einzelblock in pi aufgenommen wird. Eine Kante e= {u,v} kann als Partition angesehen
werden, die u und v in einem Block enthält und Einzelblöcke entsprechen allen anderen
Knoten. Dann entsteht das Supremum pi ∨ e als Partition aus pi , indem die Blöcke, in
denen die Endknoten von e liegen, vereinigt werden.
Die 4 möglichen Grundschritte im Schritt i erzeugen eine Transformation χ : 2Zi→ 2Zi+1
der Zustandsmenge. Sei dazu Abbildung 2.9 mit zwei Beispielzuständen gegeben:
Abbildung 2.9: Ausgangsbeispiel für nachfolgende Grundschritte mit Beispielpolynom
Aktivierung des Knotens v
Es gelte für die Graphenknotenteilmengen zweier benachbarter Baumknoten
| Xi−Xi−1 |= 1. Wird nun Xi zur Front, so entsteht ein Teilgraph Gi aus Gi−1 durch
Aufnahme (Aktivierung) von v in den Teilgraphen Gi−1. Bis zum Zeitpunkt der Aktivie-
rung kann es somit keine v als Endknoten enthaltenden Kanten geben. Demzufolge
bildet v als einzelner Knoten eine Komponente. In den Partitionen ist er als Einzelblock
einzufügen. Kanten werden dabei nicht betrachtet, also hat die Aktivierung von v keinen
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Einfluss auf die Wahrscheinlichkeitspolynome der Zustände.
{(pi,Ppi)} 7→ {(pi|{v},Ppi)}
Abbildung 2.10 stellt hierbei den Schritt dar, der auf Abbildung 2.9 folgt.
Abbildung 2.10: Aktivierung eines Knotens
Deaktivierung des Knotens v
Es gelte für die Graphenknotenteilmengen zweier benachbarter Baumknoten
| Xi−1−Xi |= 1
Wird Xi zur Front, so entsteht sie aus der alten Front von Xi−1 durch Entfernung (Deakti-
vierung) des Knotens v. Die Abbildungen 2.11 und 2.12 stellen hierbei den Schritt nach
Abbildung 2.10 und der Kantenuntersuchung (siehe Abbildungen 2.13 und 2.14) dar.
Abbildung 2.11: Umsetzung der Deaktivierung im Graph
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Dabei können in den Partitionen der Zustände drei verschiedene Situationen eintre-
ten:
1. Wenn {v} ein Einzelblock von pi ist und |pi|> 1, dann gilt:
(pi,Ppi) 7→ /0
Der Block mit v als Einzelknoten wird aus der aktiven Menge entfernt und diese
ist danach nicht leer. Dies bedeutet, dass v und alle vorher in diesem Block be-
findlichen (und daher mit v verbundenen) Knoten nun eine Komponente bilden.
Da |pi| > 1, gibt es weitere Frontknoten, die nicht mit den Knoten des v-Blocks
verbunden sind. Durch die Deaktivierung ist der Block nicht mehr untersuchbar.
Damit kann im weiteren Verlauf der Untersuchung weder v noch einer der an-
deren Blockknoten in der unten erklärten Kantenuntersuchung mehr auftreten.
Folglich gibt es keine Möglichkeit, dass eine Kante eingefügt und die Blockkno-
ten mit anderen Knoten verbunden werden. Eine Komponente ist entstanden und
der Zusammenhang somit nicht mehr erreichbar. Demzufolge sind alle derartigen
Zustände zu entfernen.
2. Wenn pi = {v}, dann führt die Entfernung dieses letzten Knotens zur leeren Par-
tition
({v},P{v}) 7→ ( /0,P{v})
Da von einem Graphen ohne mehreren Komponenten ausgegangen wird, kann
es auf Grund der dritten Bedingung der Definition einer Baumzerlegung keine lee-
ren Baumknoten außer den Blättern geben. In dieser Situation erreicht man also
eines der Blätter. Durch die Anordnung der Baumzerlegung gibt es jedoch kein
Blatt neben der Wurzel, das ein Vater ist. Da es aber einen zu deaktivierenden
Knoten v gibt und die leere aktive Menge auf ein Blatt schließen lässt, muss es
sich dabei um die Wurzel handeln.
Damit wurde der gesamt Graph untersucht. Da wegen Punkt 1 alle Zustände mit
Komponentenbildung entfernt werden, mussten im letzten entfernten Block alle
Graphenknoten verbunden und dadurch enthalten sein. Auf Grund der Tatsache,
dass im vorherigen Schritt nur noch v als Einzelblock vorhanden war und dass
Zustände mit identischen Partitionen wie unten beschrieben zusammengefasst
werden, enthält die Zustandsmenge in diesem letzten Schritt nur einen Zustand.
Damit ist das Wahrscheinlichkeitspolynom P{v} dieses Zustands das Zuverlässig-
keitspolynom des Graphen G.
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Durch die Punkte 1 und 2 gibt es nur noch Zustände mit Partitionen pi zu be-
trachten, bei denen v zusammen mit anderen Knoten in einem Block liegt. Obige
Formel besagt, dass alle Zustände mit Partitionen pi , bei denen die Entfernung
von v zur selben identischen Partition σ führen würde, als Zustand mit Partition
σ zusammengefasst werden, indem man ihre Wahrscheinlichkeitspolynome ad-
diert. Partitionen, die in M(σ ,v), aber nicht in den Zuständen von Zi enthalten
sind, existieren nicht. Ihre Wahrscheinlichkeitspolynome wären mit 0 anzusetzen,
wodurch sie sich in der Summe nicht auswirken. Da bei der Deaktivierung keine
Kanten untersucht werden, ändern sich die restlichen Wahrscheinlichkeitspolyno-
me nicht. Damit ist ersichtlich, dass jeder Zustand für mehrere Teilgraphen steht,
bei denen die Verbindung++++ der Frontknoten zur selben Partition führt. Damit
sind alle entstandenen Zustände mit identischen Partitionen zusammengefasst.
Abbildung 2.12: Umsetzung der Deaktivierung in den Zuständen
Bemerkung 2.2.3
Die Deaktivierung wird auf Grund der Anordnung und der dritten Bedingung der Defini-
tion einer Baumzerlegung für jeden Knoten nur einmal durchgeführt.
Beweis(indirekt):
Angenommen v wird zweimal deaktiviert.
Dann gibt es zwei Baumknoten a und a′. Deren Kinder enthalten v bis in eine bestimm-
te Tiefe. Auf Grund der Anordnung der Zerlegung müssen sich die Eltern von a und a′
irgendwann treffen. Die v enthaltenden Kinder von a und a′ können sich hingegen nie
treffen. Wäre es so, entstünde entweder ein Kreis, oder a wäre o.B.d.A. ein v enthalten-
des Kind von a′ und v würde im Schritt nach a nicht deaktiviert.
Es entstehen also zwei v enthaltende Teilbäume. Damit befindet sich auf dem Weg zwi-
schen den Teilbäumen mindestens ein v nicht enthaltender Baumknoten. Mit Bedingung
3 der Definition einer Baumzerlegung folgt der Widerspruch.
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Untersuchung der Kante e= {u,v}
Abbildung 2.13: Umsetzung der Untersuchung im Graph für die Kante {2,3}
Die Kantenuntersuchung erfolgt direkt nach der Aktivierung des Knotens v. Untersucht
werden dabei diejenigen von v ausgehenden Kanten, deren zweiter Endknoten in der
Front liegt. Zusätzlich wird gefordert, dass jede Kante nur einmal während der gesamten
Bearbeitung der Baumzerlegung untersucht wird. Angenommen, wir untersuchten eine
Kante zweimal, so könnte sie einmal intakt und einmal ausgefallen sein. Dies führt zu
einem Widerspruch. Außerdem ginge unter Umständen ihre Wahrscheinlichkeit mehr-
fach ein.
Für die Untersuchung werden die zwei möglichen Zustände von e generiert: intakt und
ausgefallen. Dadurch werden aus jedem Teilgraphen zwei Teilgraphen. Der erste enthält
dabei die ausgefallene und der zweite die intakte Kante. Angewandt auf die Zustände
bedeutet dies, dass jeder Zustand dupliziert wird und man ihn einmal auf den Ausfall
und einmal auf die Intaktheit hin untersucht (siehe dazu in Abbildung 2.14 den Schritt
von der linken Tabelle in die mittlere):
Ausfall der Kante Das Polynom des Zustands wird mit der Wahrscheinlichkeit für
den Ausfall (1− p) multipliziert. Da mit dem Ausfall kein Teilgraph verändert wird, muss
auch an der Partition keine Veränderung vorgenommen werden. Wir erhalten somit den
Zustand
(pi,(1− p)Ppi)
(Vergleiche dazu in Abbildung 2.14 die mittlere und rechte Tabelle, Zeile 2 und 4)
Intaktheit der Kante Das Polynom des Zustands wird mit der Wahrscheinlichkeit für
die Intaktheit p multipliziert. Durch die Intaktheit sind u und v verbunden. Dieser Fakt ist
in der Partition erfasst, indem das Supremum pi ∨ e gebildet wird. Man vergleiche dazu
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in Abbildung 2.14 den Übergang von der mittleren zur rechten Tabelle, Zeilen 3 und 5.
Es ergibt sich folgende Formel:
{(pi,Ppi)} 7→ {(pi,(1− p)Ppi) ,(pi ∨ e, pPpi)}
Danach werden, wie bei der Deaktivierung, Zustände mit identischen Partitionen zu-
sammengefasst, indem man ihre Wahrscheinlichkeitspolynome addiert.
Während der Untersuchung kann in einem Zustand einer der folgenden Fälle auftre-
ten:
1. u und v liegen in verschiedenen Blöcken:
Dann unterscheiden sich die Partitionen der duplizierten Zustände und die Formel
kann angewandt werden.
2. u und v liegen im selben Block:
Dann unterscheiden sich die Partitionen der duplizierten Zustände nicht, denn
pi ∨ e= pi . In diesem Fall würden die duplizierten Zustände am Ende zusammen-
gefasst. Es ergibt sich
(pi, pPpi +(1− p)Ppi) = (pi,Ppi)
Abbildung 2.14: Umsetzung der Untersuchung der Kante {2,3} in den Zuständen
Bemerkung 2.2.4
Ein Zustand von Fall 2 ändert sich nicht. Folglich kann man bei der Kantenuntersuchung
von e alle Zustände ignorieren, die dieser Variante angehören und bearbeitet nur die
Zustände des ersten Falles. Damit wird Rechenzeit gespart.
Fusion der Teilbäume t1 und t2 im Joinknoten v
Eine Fusion tritt immer auf, wenn zwei Teilbäume t1, t2 in einem Joinknoten v zusam-
mentreffen (siehe Abbildung 2.15, roter und grüner Teilbaum). Dann werden die Infor-
mationen der Teilbäume im Joinknoten zusammengefasst.
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Theoretisch geschieht dies, indem je ein Teilgraph G1 = (V 1,E1) aus t1 und ein Teil-
graph G2 = (V 2,E2) aus t2 zu einem Teilgraphen G3 = (V 3,E3) mit V 3 = V 1∪V 2 und
E3 = E1 ∪E2 kombiniert werden. Auf Grund der Einmaligkeit der Untersuchung einer
Kante gilt dabei: E1∩E2 = /0. Außerdem ist V 1∩V 2 = Xv.
Wir haben Zustände eingeführt, um Teilgraphen zusammenzufassen, die zum selben
Zusammenhang der Frontknoten führen. Die praktische Umsetzung des obigen Absat-
zes lautet damit wie folgt:
Angenommen, man vertauscht den Teilgraphen G1 mit G4 = (V 4,E4), der aus dem-
selben Zustand stammt. Dann hängen in G4 dieselben Frontknoten zusammen wie in
G1. Lediglich die Wege zwischen den Knoten könnten andere sein. Es genügt also, al-
le Zustände von t1 mit allen Zuständen von t2 zu kombinieren. Dabei wird aus je zwei
kombinierten Zuständen ein neuer Zustand gebildet.
Die Kombination der Zustände erfolgt in drei Schritten (siehe Tabelle in Abbildung 2.15):
1. Bilde die Partition des neuen Zustands:→ Supremum der Partitionen zweier kom-
binierter Zustände
2. Bilde das Wahrscheinlichkeitspolynom des neuen Zustands:→ Produkt der Wahr-
scheinlichkeitspolynome zweier kombinierter Zustände
3. Fasse Zustände mit identischen Partitionen zusammen, indem ihre Wahrschein-
lichkeitspolynome addiert werden
Für einen Zustand a aus der Zustandsmenge von t1 und einen Zustand b aus der Zu-
standsmenge von t2 gilt:
(pia,Ppia) fusioniert mit (pib,Ppib) 7→ (pia∨pib,PpiaPpib) (2.1)
Abbildung 2.15: Umsetzung der Fusion des roten und des grünen Teilbaums
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Komplexität der Berechnung des all-terminalen Zusammenhangspolynoms
Satz 2.2.1 (Nach Galtier, Laugier, Pons)
Die Komplexität zur Berechnung der Zusammenhangswahrscheinlichkeit für den vorge-
stellten Algorithmus liegt in
O
(








und w als Weite der Baumzerlegung.
Zum Beweis dieses Satzes sei auf Kapitel 2.5 verwiesen. Einzig die Anzahl der Ele-
mente einer Partition liegt nicht bei maxi∈I|Xi ∪ {s, t}| ≤ w+ 3 Elementen, sondern
maxi∈I|Xi| ≤ w+1 Elementen für den worst case, da noch keine ausgezeichneten Kno-
ten s und t betrachtet werden.
2.3 Erweiterung zur Berechnung des K-terminalen
Zuammenhangspolynoms
Für die Methode zur Berechnung des Zusammenhangspolynoms eines probabilisti-
schen Graphen G unter Verwendung der Baumzerlegung soll in diesem Abschnitt eine
von [Luc96] vorgestellte Modifikation erläutert werden. Mit dieser ist es möglich, das
K-terminale Zusammenhangspolynom RK(G, p) zu berechnen. Dabei sei K ⊆ V . Die
Bedingung an den Zusammenhang der Knoten ist damit derart gelockert, dass nun
auch Untergraphen mit mehreren Komponenten als zulässig gelten. Allerdings nur sol-
che, bei denen alle K-Knoten in derselben Komponente liegen.
Um wesentliche (K-Knoten enthaltende) von unwesentlichen (K-Knoten nicht enthal-
tende) Komponenten in den Partitionen zu unterscheiden, sollten nach [Luc96] alle
K-Knoten enthaltenden Blöcke markiert werden. Dafür existieren in der Literatur ver-
schiedene Varianten. Für diesen Abschnitt wird vereinfachend angenommen, dass eine
Markierung in Form einer Unterstreichung der entsprechenden Blöcke vorgenommen
worden ist. Die Auswirkungen äußern sich in den vier Grundschritten wie folgt: (es wer-
den dabei lediglich die Änderungen im Vergleich zu den oben beschriebenen Grund-
schritten aufgeführt)
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1. Aktivierung des Knotens v:
Ist v ∈ K, so markiere den Einzelblock {v}.
2. Deaktivierung des Knotens v:
(a) {v} ist ein unmarkierter Einzelblock
Damit bildet sich eine Komponente ohne K-Knoten; ihr Zusammenhang ist
damit noch möglich. Der Zustand wird nicht entfernt.
(b) {v} ist ein markierter Einzelblock
Damit bildet sich eineK-Knoten enthaltende Komponente. Wenn alleK-Knoten
darin enthalten sind, ist der K-terminale Zusammenhang gegeben. Im ande-
ren Fall werden die Knoten dieser Komponente nicht mehr untersucht, womit
der gesuchte Zusammenhang nicht mehr erzeugt werden kann.
3. Untersuchung der Kante e= {u,v}:
Wird das Supremum zweier Blöcke gebildet, von denen mindestens einer markiert
ist, so ist das Supremum zu markieren.
4. Fusion der Teilbäume t1 und t2 im Joinknoten v:
Ist mindestens einer der Blöcke einer Supremumsbildung markiert, so markiere
das Supremum.
Vorzeitige Entfernung von Zuständen
Mit der Zulassung von Komponentenbildung ist es möglich, dass ein Zustand T =
(piT ,PpiT ) schon vor Prozessende den K-terminalen Zusammenhang erreicht. Ein sol-
cher Zustand kann vorzeitig entfernt werden. Sein Wahrscheinlichkeitspolynom wird am
Ende des Prozesses zum Zuverlässigkeitspolynom addiert. Folgende zwei Bedingun-
gen werden an einen derartigen Zustand gestellt:
(a) Alle K-Knoten befinden sich in einem Block.
Dazu müssen sie keine Frontknoten sein. Es ist notwendig und hinreichend, wenn
sich unter den noch zu aktivierenden Knoten keine K-Knoten mehr befinden und piT
genau einen markierten Block enthält. Damit ist der Zusammenhang der K-Knoten
gewährleistet.
(b) Punkt a ist erfüllt und es sind keine weiteren Fusionen auszuführen.
Nach der Erfüllung von Punkt a kann sich der Zusammenhang der K-Knoten nicht
mehr ändern, wohl aber die K-terminale Zusammenhangswahrscheinlichkeit. Diese
ändert sich nach der letzten Fusion nicht mehr, wodurch weitere Berechnungen mit
diesem Zustand unnötig werden.
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Beweis:
Schritt 1:
Angenommen, es ist keine Fusion mehr auszuführen. Dann wirken sich die verblei-
benden ausführbaren Grundschritte auf PpiT derart aus, dass das Polynom mit p
und 1− p multipliziert und/oder im Zuge der Deaktivierung zu anderen Polynomen
addiert wird.
Lassen wir PpiT bei der Addition mit anderen Polynomen (auf Grund der Zusam-
menfassung bei Deaktivierung) als einzelnen Summanden bestehen, z.B.: PpiT +
Ppiandere Zustände , so können die Multiplikationen mit p und 1− p während der weiteren
Kantenuntersuchungen auf PpiT und den Restsummanden aufgeteilt werden, z.B.:
pPpiT + pPpiandere Zustände .
Am Ende des Prozesses werden alle übriggebliebenen Polynome addiert. Es ist
folglich möglich, die Summe folgendermaßen darzustellen:
RK(G, p) =∑(PpiT enthaltende Polynome)+∑(PpiT nicht enthaltende Polynome)
(2.2)
Da Punkt a erfüllt ist, wird kein PpiT -enthaltender Zustand gelöscht. Nach oben be-
schriebener Auswirkung der Kantenuntersuchung lässt sich damit
∑(PpiT enthaltende Polynome) durch geschicktes Ausklammern umschreiben:
∑(PpiT enthaltende Polynome) = (p+1− p)(p+1− p)...(p+1− p)PpiT = PpiT
(2.3)
Setzt man nun (2.3) in (2.2) ein, so erhält man:
RK(G, p) = PpiT +∑(PpiT nicht enthaltende Polynome)
was der Beschreibung bei vorzeitigem Entfernen von T entspricht.
Schritt 2:
Angenommen, es ist noch genau eine Fusion auszuführen. O.B.d.A. sei angenom-










Da T3 mit piT1 ∨piT2 Punkt a erfüllt und die letzte Fusion gerade abgeschlossen wur-
de, gilt:
RK(G, p) = PpiT1PpiT2 (2.4)
Sei T1 vor der Fusion vorzeitig entfernt worden. Dann ist der Grundschritt nicht aus-
zuführen. T2 wird damit bis zum Ende des Prozesses an Stelle von T3 bearbeitet.
Der Einfachheit wegen soll T2 auch Punkt a erfüllen. Für die Zuverlässigkeit ergibt
sich:
RK(G, p) = PpiT1 +PpiT2 (2.5)
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Es ist also (2.4) 6=(2.5).
Da T1, bzw. PpiT1 bei Fusion mit anderen Polynomen multipliziert wird, ist prinzipiell
nicht davon auszugehen, dass eine Summendarstellung wie bei (2.2) erreichbar ist.
Für die Fusion mehrerer Zustände ist bei Anwendung der vorzeitigen Entfernung
von Zuständen also ein ähnlicher Fehler anzunehmen, wenn Entfernungen vor der
letzten Fusion erfolgen.
2.3.1 Komplexität
Im worst case erfolgt die letzte Kantenuntersuchung vor den letzten beiden Deaktivie-
rungen. Der Unterschied zur Komplexität der all-terminalen Zuverlässigkeit ist damit
konstant in der Anzahl der Deaktivierungen. Die Komplexität ändert sich somit nur ge-
ringfügig.
Es lassen sich verschiedene Kriterien zur Wahl der Wurzel treffen. Sie kann beispiels-
weise so gewählt werden, dass die letzte Fusion und die letzte Kantenuntersuchung
möglichst früh eintreten, um viele Zustände entfernen zu können.
2.4 Erweiterung zur Berechnung des
s, t-Zusammenhangs
Als Spezialfall der Berechnung des K-terminalen Zusammenhangspolynoms ist auch
hier für die s und/oder t enthaltenden Blöcke eine Markierung zu verwenden. Sie erfolgt
durch die Knoten s und t selbst. Blöcke sind genau dann markiert, wenn sie s und/oder
t enthalten.
Die Idee dahinter ist, dass s und t auch nach ihrer Deaktivierung in den Blöcken und
der aktiven Menge als imaginäre Knoten erhalten bleiben. Dafür sind die Knoten mit
s′ und t ′ zu kennzeichnen. Sie werden also bei der Bildung eines Supremums wie die
anderen Knoten behandelt. Eine Ausnahme bildet dabei die Deaktivierung: Ein Block gilt
genau dann als leer, wenn er leer ist oder s′, t ′ oder s′ und t ′ und keine weiteren Knoten
enthält. Entsprechend der Markierung werden bei der Deaktivierung unterschiedliche
Vorgehensweisen gewählt.
2.5 Komplexität zur Berechnung des
s, t-Zuammenhangspolynoms
Im Vergleich zur Berechnung des K-terminalen Zusammenhangspolynoms ergeben
sich nach Aussage des obigen Abschnittes keine Unterschiede. Die Komplexitäten des
R(G, p), des RK(G, p) und des Rs,t(G, p) sind also identisch. Um die Komplexität eines
solchen Algorithmus anzugeben, beziehen wir uns auf die Version von [Gal05]. Diese
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Variante der Berechnung unterscheidet sich von der hier vorgestellten im vorzeitigen
Entfernen von Zuständen und der Markierung der s, t-Blöcke:
Satz 2.5.1 (Galtier, Laugier, Pons)
Die Komplexität zur Berechnung der s, t-Zusammenhangswahrscheinlichkeit für den vor-
gestellten Algorithmus liegt in
O
(








und w als Weite der Baumzerlegung.
Beweis:
Die Komplexität des Algorithmus kann mittels der Verwendung der vier Grundschritte
abgeschätzt werden. Sei I die Indexmenge der Baumknoten. Wir haben vorausgesetzt,
dass sich zwei adjazente Baumknoten Xi,X j mit i 6= j maximal um je einen Graphen-
knoten unterscheiden. Damit gibt es maximal 2|V | Elemente im Baum T und deshalb
|V | Knoten mit zwei oder mehr Kindern.
Außerdem enthält jede Partition maximal maxi∈I|Xi∪{s, t}| ≤ w+3 Elemente.
Eine Fusion von k Kindern kann in (k− 1)B2(w+ 3)O(wlog∗ (w)) Operationsschritten
erreicht werden. Dabei stellt O(wlog∗ (w)) die Komplexität zur Erzeugung eines Su-
premums zweier Partitionen dar und die Bellzahl B(w+ 3) die Anzahl der erstellba-
ren Partitionen einer w+ 3-elementigen Menge. Dies führt bei einer Komplexität von
O
(|V |B2 (w+3)wlog∗ (w)) zur Durchführung aller Fusionen.
Die Komplexität der Untersuchung einer Kante liegt in O(B(w+3)).
Während des Durchlaufes durch den Baum wird jeder Knoten nur einmal entfernt. Dies
benötigt eine Zeit von O(B(w+3)) (analog zur Aktivierung).
Darum liegt die Anzahl der benötigten Schritte des Algorithmus in
O
(|V |B2 (w+3)wlog∗ (w)+ |E|B(w+3))
Verwendet man die obige Formel, erhalten wir O
(
|V | f (w)2+ |E| f (w)
)








= ln (n)− ln ln (n)−1+o(1)
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3 Berechnung der weglängenbeschränkten
Zuverlässigkeit
Nachdem in den vorangegangenen Kapiteln alle Vorbetrachtungen abgeschlossen wur-
den, können wir uns in diesem Kapitel dem zentralen Thema dieser Arbeit widmen:
Der Berechnung des s, t-Zusammenhangspolynoms eines Graphen G mit Weglängen-
beschränkung mittels Verwendung einer Baumzerlegung.
In Kapitel 2 wurde eine Methode eingeführt, um das s, t-Zusammenhangspolynom eines
Graphen G mittels einer Baumzerlegung zu berechnen. Da hierbei die Komplexität für
eine feste Weite w der Zerlegung polynomial in der Anzahl der Graphenknoten ist, soll
die Weglängenbeschränkung D in die Methode integriert werden, um nach Möglichkeit
die Güte der Komplexität beizubehalten.
Dazu werden im ersten Abschnitt Reduktionen des Graphen vorgestellt. Danach folgt
eine erste Idee für ein Berechnungsverfahren unter Nutzung der in Kapitel 2 verwen-
deten Methode. Auf Grundlage der daraus entstehenden Probleme werden zusätzliche
Strukturen in die Idee eingefügt. Zuletzt wird die Komplexität dieser Lösung bestimmt.
3.1 Reduktionen
Für die Anwendung der Baumzerlegung wurde unter anderem vorausgesetzt, dass der
untersuchte Graph G schlicht sein soll. Durch den Einsatz von Reduktionen können
auch Graphen zugelassen werden, die Schlingen und parallele Kanten besitzen.
Die Reduktion eines Graphen G = (V,E,Pr(E)) unter Weglängenbeschränkung D, al-
so das Entfernen von speziellen Kanten und/oder Knoten im Graphen, ist ein wirksa-
mes Werkzeug, denn ein vereinfachter Graph vermindert den Berechnungsaufwand
des DC2RP. Deswegen werden sie meist zu Beginn der Zuverlässigkeitsberechnung
verwendet. Auch während der Berechnung ist ihre Anwendung denkbar. Wie und in
welchem Umfang sie eingesetzt werden, liegt im Ermessen des Anwenders. Es sei an-
gemerkt, dass die Reduktionen in Eigenleistung erstellt wurden. So wurde die Inzidenz-
Reduktion aus [Can10] entnommen.
Bemerkung 3.1.1
• Die Entfernung von Kanten zieht keinerlei Veränderungen der Baumzerlegung
mit sich. Die zweite Bedingung der Baumzerlegung ist die einzige, die sich auf die
Kanten bezieht. Sie wird durch das Entfernen einer Kante nicht verletzt, da alle
anderen Kanten bei unveränderter Baumzerlegung die zweite Bedingung weiter-
hin erfüllen.
• Sollten bei der Entfernung der Kanten isolierte Knoten entstehen, so sind letzte-
re für D-Wege nicht mehr interessant und können entfernt werden. Es sei denn,
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durch die Isolation dieses Knotens ist der s, t-Zusammenhang nicht mehr gewähr-
leistet, dann war die Kantenentfernung fehlerhaft. Die Entfernung eines einzelnen
Knotens v aus einer Baumzerlegung erfolgt durch Elimination des Knotens aus
jedem Baumknoten (siehe Abbildung 3.1).
Die erste Bedingung der Baumzerlegung bleibt damit erfüllt. Die zweite Bedingung
ebenso, da auch alle zu v inzidenten Kanten gelöscht werden. Für die dritte Be-
dingung nutzt man wieder die Teilbauminterpretation. Der v enthaltende Teilbaum
wird entfernt. Es ergeben sich keine Auswirkungen auf die restlichen Teilbäume,
da diese aus anderen Knoten bestehen. Die dritte Bedingung ist also weiterhin
erfüllt.
Abbildung 3.1: Entfernung des Knotens 2 aus der Baumzerlegung
Definition 3.1.1 (Kantenkontraktion)
Sei e = {u,v} die Kante eines Graphen G = (V,E), so bezeichnet G/e die Kon-
traktion der Kante e, also den durch Kontraktion von e aus G entstehenden Gra-
phen. Dazu verschmelzen wir u und v zu einem neuen Knoten w, der zu allen
Knoten benachbart ist, zu denen zuvor u oder v benachbart waren. u und v sollen
keine parallelen Kanten zueinander besitzen.
Abbildung 3.2: Umsetzung der Kantenkontraktion
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• Die Kantenkontraktion wird in der Baumzerlegung realisiert, indem wir u und v
durch w ersetzen (siehe Abbildung 3.3).
Wie man leicht sieht, ist damit die erste Bedingung der Baumzerlegung weiterhin
erfüllt. Ebenso die zweite Bedingung: alle Kanten mit Endknoten u oder v haben
nun Endknoten w. Da vorher die zweite Bedingung erfüllt war, ist sie nun durch
Umbenennung von u,v zu w weiterhin erfüllt. Die dritte Bedingung lässt sich an
Hand ihrer Interpretation nachweisen: Der Teilbaum aller u enthaltenden Baum-
knoten wird durch die Umbenennung zum Teilbaum der w enthaltenden Baum-
knoten. Das gilt analog für v. Da die Kante e = {u,v} kontrahiert wurde, existiert
nach der zweiten Bedingung ein Baumknoten, der u und v enthält. Damit überla-
gern sich beide Teilbäume. Folglich entstehen bei der Umbenennung keine zwei
getrennten Teilbäume, sondern ein größerer, zusammenhängender. Damit ist die
dritte Bedingung erfüllt.
Durch die Kontraktion können identische Baumknoten entstehen. Sind zwei iden-
tische Baumknoten benachbart und wenigstens einer ist kein Join oder Blatt, so
können wir diese Baumknoten kontrahieren.
Abbildung 3.3: Umsetzung der Kontraktion in der Baumzerlegung
3.1.1 Schlingen-Reduktion
Der Untergraph G′ geht aus G durch Entfernung aller Schlingen hervor. Schlingen kön-
nen ihrer Definition wegen kein Teil eines D-Weges sein. Darum wirkt sich ihre (Nicht-)
Existenz nicht auf den Zusammenhang aus.
Für Schlingen ist die zweite Bedingung der Baumzerlegung auf Grund ihrer Definition
bereits mit der ersten Bedingung erfüllt. Damit sind keine Änderungen an der Baumzer-
legung vorzunehmen.
36 Kapitel 3: Berechnung der weglängenbeschränkten Zuverlässigkeit
Abbildung 3.4: Schlingen-Reduktion
3.1.2 Brücken-Reduktion
Beinhaltet der Graph eine Brücke e (oder mehrere), die Element aller D-Wege ist, so
muss sie intakt sein, um den s, t-Zusammenhang zu gewährleisten. Damit kann die




Angenommen es existieren zwischen zwei Knoten u,v mehrere parallele Kanten. Dann
ist die Wahrscheinlichkeit, dass die Knoten verbunden sind, gleich der Wahrscheinlich-
keit, dass mindestens eine Kante intakt ist. Mit der Unabhängigkeit der Kantenausfälle
folgt, dass wir alle Kanten löschen und eine neue Kante e mit der Wahrscheinlichkeit
pe = 1− ∏
f∈Pu,v(1)
q f (3.1)
einfügen können. Eine Änderung der Baumzerlegung ergibt sich nicht. Ist die zweite
Bedingung für eine der parallelen Kanten von u,v erfüllt, so auch für alle anderen.
Abbildung 3.6: Parallel-Reduktion
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3.1.4 Weg-Reduktion
Gesetzt den Fall, dass s, t nur über zueinander disjunkte D-Wege P1, ...,Pk verbunden
sind, kann eine allgemeinere Form der Parallel-Reduktion verwendet werden. In (3.1)
wird die Ausfallwahrscheinlichkeit einer Einzelkante durch die Wahrscheinlichkeit des
Gegenereignisses ersetzt, dass alle Kanten eines Weges intakt sind (fiele eine der Kan-










Angenommen, alle Wege besitzen die gleiche Länge h. Anfangs- und Endknoten seien
aber zwei Artikulationen des Graphen. Und zwar derart, dass das Ersetzen der Wege
durch eine Einzelkante zu einer Brücke führt, die Teil eines D-Weges ist. Dann kann die












Rs,t (G−{e ∈ Pi, i ∈ {1, ...,k}} ,D−h)
Abbildung 3.7: Weg-Reduktion
Dieser Vorgang lässt sich durch eine Mehrfachausführung von Kantenkontraktion und
Parallel-Reduktion realisieren. Entsprechend wird die Weg-Reduktion in der Baumzer-
legung umgesetzt.
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3.1.5 Artikulations-Reduktion
Gibt es Artikulationen im Graphen, so lassen sich diese in zwei Arten kategorisieren:
1. Sie unterteilen den Graphen in zwei Untergraphen, von denen der eine s und
der andere t enthält. Jeder s, t-Weg muss dementsprechend durch diesen Knoten
laufen und jeweils eine zu ihm inzidente Kante im einen und im anderen Unter-
graphen besitzen.
2. Sie unterteilen den Graphen in zwei Untergraphen, von denen einer s und t enthält
und der andere nicht. Ein s, t-Weg liegt somit nur in einem der beiden Untergra-
phen.
Der Verlauf eines kürzesten s, t-Weges lässt sich damit als Indikator verwenden.
Untergraphen an Artikulationen zweiter Art die s und t nicht enthalten, können auf Grund
der Eigenschaft eines D-Weges (Vermeidung mehrfachen Durchlaufens von Knoten)
komplett entfernt werden.
Oben benannte zu entfernende Untergraphen können also knotenweise aus der Baum-
zerlegung entfernt werden. Identische adjazente Baumknoten kann man wieder kontra-
hieren. Leere Baumknoten, die keine Blätter sind, können dabei nicht zurückbleiben.
Ansonsten müsste dies als Zerlegung des Graphen in Komponenten interpretiert wer-
den und das geschieht bei dieser Reduktion nicht.
Abbildung 3.8: Artikulations-Reduktion
3.1.6 Inzidenz-Reduktion
Diese Reduktion setzt voraus, dass alle zum Knoten t inzidenten Kanten intakt sind
(Ausfallwahrscheinlichkeit 0). Erreicht ein D-Weg einen Nachbarknoten von t, so er-
reicht dieser Weg mit Wahrscheinlichkeit 1 den Knoten t. Alle Wege der Länge kleiner
gleich D−1, die diese Nachbarknoten nicht erreichen, würden auch als Wege mit Län-
ge kleiner gleich D den Knoten t nicht erreichen. Es brauchen somit nur die Wege der
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Länge kleiner gleich D− 1 untersucht zu werden. Um alle Algorithmen weiterhin ord-
nungsgemäß anwenden zu können, kann t und seine Nachbarschaft zu einem Knoten
kontrahiert und alle Schleifen gelöscht werden; der entstandene Graph sei G′.
Rs,t(G,D) = Rs,t(G′,D−1)
Die Inzidenz-Reduktion lässt sich auch für s und Artikulationen der ersten Art anwenden.
Die Umsetzung in der Baumzerlegung erfolgt durch mehrfache Kantenkontraktion.
Abbildung 3.9: Inzidenz-Reduktion
3.1.7 Reduktion irrelevanter Kanten
Breitensuche
Alle Kanten, die keinem D-Weg angehören, sind irrelevant, da ihre Intaktheit nicht von
Belang ist. Sie können aus dem Graphen entfernt werden. Zu diesem Zweck wird stan-
dardmäßig eine Breitensuche (kurz: BFS, engl.: breadth-first-search) durchgeführt, um
die Längen kürzester Wege in einem zusammenhängenden, ungerichteten, ungewich-
teten Graphen G= (V,E) zu berechnen. Dies geschieht folgendermaßen:
1. Wähle einen Startknoten s, dieser erhält die Kennung 0.
2. Bilde die Knotenmenge U = N(v). Alle darin enthaltenen Knoten erhalten die
Kennung 1. Bilde K als Menge aller Knoten mit Kennung.
3. Bilde die Knotenmenge U = N(U) \K. Alle Knoten ohne Kennung erhalten die
Kennung 2. Aktualisiere K.
4. Wiederhole Schritt 3, bis alle Knoten eine Kennung erhalten haben. Für die n-te
Wiederholung von Schritt 3 wird die Kennung n+2 verwendet.
Die Kennung eines Knotens v entspricht d(s,v) (vergleiche dazu [Internet03]). Die Lauf-
zeit liegt in O(|V |+ |E|).
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Methode
Eine selbstentworfene Methode zur Reduktion irrelevanter Kanten arbeitet in drei Stu-
fen:
1. Ermittle über eine Breitensuche den minimalen Abstand jedes Knotens von s und
schreibe diesen in die Knoteninformation ds.
2. Ermittle über eine Breitensuche den minimalen Abstand jedes Knotens von t und
schreibe diesen in die Knoteninformation dt .
3. Entferne jede Kante {u,v}, u,v ∈V mit ds(u)+dt(v)+1>D (der Weg von s zum
Knoten u über die Kante und vom Knoten v nach t ist zu lang, kann also nicht zu
einem D-Weg gehören).
Bemerkung 3.1.2
Der Schwerpunkt dieses Algorithmus liegt nicht auf den Knoten. Beispielsweise wird
beim Diamantgraph und Beschränkung D= 2 kein Knoten entfernt. Die Kante der adja-
zenten Knoten u und v mit deg(u)= deg(v)= 3 gehört zu keinem D-Weg und ist deshalb
reduzierbar (siehe Abbildung 3.10).
Abbildung 3.10: Reduktion der irrelevanten Kante im Diamantgraph
Algorithmus zur Reduktion irrelevanter Kanten
Parameter:
G... ... Graph G= (V,E)
s, t... ... Knoten deren Zusammenhang ermittelt werden soll
N... ... Knotenmenge
U(N)... ... Menge der unmarkierten Nachbarknoten der Knotenmenge N
(mit Ausnahme t)
ds(k)... ... Abstand des Knotens k von s
dt(k)... ... Abstand des Knotens k von t
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Algorithm 2 Algorithmus zur Reduktion irrelevanter Kanten
reduktion(G,s, t):
Eingabe: zu reduzierender Graph G
Ausgabe: reduzierter Graph G′
ds(V ) = ∞ {initialisiere alle Knoten}
dt(V ) = ∞
N := s {initialisiere Knotenmenge}
ds(s) = 0
for i= 1 to i< D+1 do
ds(U(N)) := i {weise jedem unmarkierten Nachbarknoten der markierten Kno-
tenmenge den Wert (und damit Abstand von s) i zu}
N :=U(N)+N {die jetzt neu markierten Knoten werden in Menge der markierten
Knoten aufgenommen}
end for
{nachfolgend gibt es keinen D-Weg}




entferne alle Knoten mit Markierung ∞ und die zu ihnen inzidenten Kanten
N := t {initialisiere Knotenmenge}
dt(t) = 0
for i= 1 to i< D+1 do
dt(U(N)) := i {weise jedem unmarkierten Nachbarknoten der markierten Kno-
tenmenge den Wert (und damit Abstand von t) i zu}
N :=U(N)+N {die jetzt neu markierten Knoten werden in Menge der markierten
Knoten aufgenommen}
end for
{neue Kantenmenge E ′}
for all {u,v} mit u,v ∈V do




{neue Knotenmenge V ′}
for all isolierte Knoten v in V do
Lösche v
end for
return G′(V ′,E ′)
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Komplexität des Algorithmus
1. Schritt: Breitensuche von t aus: O(m)
2. Schritt: Wiederholung des ersten Schrittes: O(m)
3. Schritt: Betrachtung jeder Kante: O(m)
zum 3. Schritt: Überprüfung jedes Knotens: O(n)
Gesamt: O(m+n)
Mit diesem Algorithmus kann nicht ausgeschlossen werden, dass ein kürzester Weg
von s nach u und von v nach t Knoten doppelt benutzt (u,v,s, t ∈ V , (u,v ∈ E)). Schritt
3 schließt durch min(ds(u)+ dt(v)+ 1,ds(v)+ dt(u)+ 1) > D zumindest aus, dass bei
solchen kürzesten Wegen die Kante {u,v} doppelt abgelaufen wird.
Wenn ds(u) = ds(v) und/oder dt(u) = dt(v), folgt, dass sich u und v von s und/oder t
auf zwei verschiedenen kürzesten Wegen erreichen lassen. Damit wird bei Schritt 3 ein
Weg ausgeschlossen, der {u,v} doppelt verwendet.
Wenn ds(u) = ds(v)+1 und dt(v) = dt(u)+1 (oder umgekehrt), dann wird durch Schritt
3 die Variante gewählt, die {u,v} nicht benutzt.
Wenn ds(v) = ds(u)+1 und dt(v) = dt(u)+1, dann ergeben sich folgende zwei Fälle:
1. Es gibt D-Wege, die die Knoten s,u,v, t in dieser Reihenfolge ablaufen, ohne u
oder v wiederholt zu benutzen. Diese Wege müssen nicht notwendigerweise kür-
zeste Wege sein. In diesem Fall gibt es keine Probleme.
2. Es existiert kein D-Weg, der die Kante {u,v} benutzt, ohne sie zweimal verwen-
den zu müssen (siehe Abbildung 3.11). Knoten u muss also vor v benutzt werden
und von v aus existiert kein Weg nach t, ohne {u,v} abzulaufen oder die Weg-
längenbeschränkung D einzuhalten. Damit ist u entweder eine Artikulation zweiter
Art und {u,v} wird durch die Artikulations-Reduktion entfernt oder (und damit wird
auf den zweiten Teil des vorherigen Satzes Bezug genommen) es gibt eindeutige
irrelevante Kanten, die eine Charakterisierung von u als Artikulation verhindern.
Diese sind nach Abschluss des Algorithmus zu entfernen, u lässt sich als Artiku-
lation identifizieren und {u,v} wird ebenfalls entfernt.
Diese Überlegungen gelten auch speziell für kürzeste Wege. Eine einmalige Ver-
wendung dieser Reduktion entfernt nicht alle irrelevanten Kanten, aber bei mehr-
facher Ausführung und in Kombination mit anderen Reduktionen führt sie zum
gewünschten Ergebnis.
Abbildung 3.11: Beispiel für eine doppelt abgelaufene Kante (rot)
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3.1.8 Serien-Reduktion
Angenommen, im Graphen existieren nach obigen Reduktionen drei Knoten u,v,w ∈V
mit N(v) = {u,w}. So existiert ein Weg von u nach w über v nur dann, wenn die Kanten
{u,v} und {v,w} intakt sind. Durch Kontraktion lässt sich dann eine Kante {u,w} mit
folgender Wahrscheinlichkeit erzeugen:
pu,w = pu,vpv,w
Diese Kante steht hier für einen Weg der Länge 2. Im Gegensatz zu obigen Reduktio-
nen wie der Brücken- oder der Weg-Reduktion, lässt sich diese topologische Verkürzung
nicht auf die Weglängenbeschränkung D verlagern, da die dafür notwendigen Voraus-
setzungen nicht erfüllt sind.
Lösung: Der Graph G wird gewichtet, indem die Kante {u,w} folgendes Kantengewicht
erhält:
weight({u,w}) = weight({u,v})+weight({v,w})
Das Kantengewicht entspricht der Anzahl an Kanten, die durch {u,w} dargestellt wer-
den. Damit ist eine Reduktion von nicht verzweigenden Wegen möglich, die nicht den
Bedingungen der Weg-Reduktionen entsprechen.
Durch den Einsatz von Reduktionen entstehen gewichtete Kanten. Der Umgang mit
ihnen wird in Kapitel 3.22 beschrieben.
Abbildung 3.12: Serien-Reduktion
Probleme der Serien-Reduktion:
Sind, ähnlich wie bei der Weg-Reduktion, zwei Knoten u,v durch mehrere Wege ver-
bunden, so werden die Wege zu parallelen Kanten reduziert. Diese könnten mittels
Parallel-Reduktion zu einer einzigen zusammengefasst werden. Die Kantengewichte
stellen dabei ein Problem dar. Besitzen alle reduzierten Kanten dasselbe Gewicht, so
ist die Weglänge bei Wahl einer der Kanten in jedem Fall dieselbe. Sie können also
mittels einer Parallel-Reduktion zusammengefasst werden. Die neue Kante erhält das
gemeinsame Gewicht der reduzierten Kanten.
Unterscheiden sich die Kantengewichte aber, so lässt sich nach einer Parallel-Reduktion
keine eindeutige Weglänge und damit kein eindeutiges Gewicht festlegen. Man darf die
Kanten dann nicht reduzieren. Als Folge dessen würden parallele Kanten existieren. In
der DC2RP-Berechnung könnte dies nicht erfasst werden.
Um derartige Fälle zu vermeiden, muss eine weitere Bedingung an die Serien-Reduktion
gestellt werden: Wenn durch eine Serien-Reduktion zwei parallele Kanten mit unter-
schiedlichen Gewichten existieren, so ist die Reduktion nicht durchzuführen.
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3.1.9 Hinweis zur Anwendung
In Kapitel 2 besitzen alle Kanten des bearbeiteten Graphen G die Wahrscheinlichkeit p.
Durch Reduktionen werden Kanten e mit Wahrscheinlichkeit pe 6= p erzeugt. Demzufol-
ge ist während der Zuverlässigkeitsberechnung bei besagten Kanten pe und 1− pe zu
verwenden.
Durch einige Reduktionen entstehen gewichtete Kanten. Wir untersuchen somit nicht
nur ungewichtete, sondern auch mit gewichtete Graphen. Wie später zu sehen sein
wird, arbeiten wir ohnehin mit Weglängen und nichts anderem entsprechen die Gewich-
te. Damit ergeben sich keine Unterschiede zum ungewichteten Fall, bis auf die Kanten-
untersuchung.
Weitere Reduktionen sind denkbar, auch wenn nicht alle von ihnen auf Grund der nöti-
gen Identifizierbarkeit von Weglängen anwendbar sind.
3.2 Einführende Idee
Wir werden nun versuchen, das in Kapitel 2 vorgestellte und in Kapitel 2.4 modifizier-
te Verfahren zur Berechnung des s, t-Zusammenhangspolynoms um die Weglängenbe-
schränkung zu erweitern. Daraus ergeben sich zusätzlich benötigte und zu speichernde
Informationen. Notwendigerweise sind dadurch die Zustände zu ändern. Ihre Korrekt-
heit wird anhand der Funktionalität der vier Grundschritte überprüft und die Zustände
bei auftretenden Problemen entsprechend angepasst.
3.2.1 Ausgangsüberlegungen
Der Ausgangspunkt der Überlegungen ist die Definition des DC2RP, welches eine Sum-
me von Polynomen ist. Jedes Polynom für sich gibt die Eintrittswahrscheinlichkeit eines
zulässigen Untergraphen von G an. Ein Untergraph von G ist genau dann zulässig,
wenn er einen D-Weg besitzt.
Während der Berechnung werden Teilgraphen konstruiert. Es ist damit nicht möglich,
während eines beliebigen Schrittes der Berechnung in polynomialer Zeit zu sagen, wel-
che Untergraphen sich aus dem bisher untersuchten Graphen ergeben. Könnte man
dies, so brauchte man lediglich alle Untergraphen zu konstruieren und die unzulässigen
zu entfernen. Dieses Vorgehen wächst jedoch exponentiell in der Kantenzahl von G.
Allerdings ist es möglich, eine andere Aussage über einen Teilgraphen zu treffen:
Entwickeln sich aus dem Teilgraphen keine zulässigen Untergraphen, so ist der Teil-
graph in der weiteren Berechnung nicht mehr zu beachten.
Dies ist genau dann der Fall, wenn es keinen D-Weg gibt. Dazu müsste d(s, t) über
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eine Breitensuche bestimmt werden. Wir können nicht alle Kanten für jeden Teilgraphen
speichern. Dies würde zur Konstruktion aller Untergraphen führen. Der Speicherauf-
wand ist also zu reduzieren. Bisher wurde dazu der Zusammenhang der Frontknoten
als Partitionen gespeichert. Wir konnten damit mehrere Teilgraphen zusammenfassen.
3.2.2 Die Idee
Man betrachte einen Schritt i der Berechnung. O.B.d.A. gehen wir davon aus, dass s
bereits aktiviert wurde und t noch nicht. Allen Teilgraphen ist derselbe nicht untersuch-
te Teil des Graphen G gemein. Sie unterscheiden sich erst ab den Frontknoten. Um
den Speicheraufwand zu reduzieren, müssen die Informationen der Teilgraphen dahin-
gehend eingeschränkt werden, dass man Knoten und Kanten der Teilgraphen entfernt.
Zugleich muss die Ermittlung von d(s, t) weiterhin gewährleistet sein.
Dazu kann man die gewohnte Einteilung der Teilgraphen in Zustände (pi,Ppi) von Par-
tition und Eintrittswahrscheinlichkeit verwenden. Die Zustände sind zu erweitern. Da
zusätzlich der Abstand der Frontknoten zu s benötigt wird, muss man diesen für jeden
Frontknoten mitspeichern; alle Abstände der Frontknoten eines Teilgraphen werden in
noch unbestimmten Strukturen A gespeichert. In einer Partition sind allerdings mehre-
re Teilgraphen zusammengefasst. Damit sind in jedem Knoten einer Partition so viele
Strukturen A gespeichert, wie es Teilgraphen mit unterschiedlichen Frontknotenabstän-
den gibt. Das Polynom eines Zustands wird auf diese gespeicherten Strukturen A ver-
teilt. Die Partitionen dienen lediglich der Zusammenfassung aller Strukturen A, deren
Frontknoten denselben Zusammenhang besitzen.
Ist dies realisiert, so kann jederzeit eine Breitensuche von t aus gestartet werden. Dieser
bestimmt den Abstand der Frontknoten von t. Da alle Zustände dieselben Frontknoten
und denselben nicht untersuchten Graphenteil von G besitzen, ist dieser Vorgang nur
einmal durchzuführen. Danach werden die Zustände bzw. die gespeicherten Abstände
der Partitionen auf d(s, t)≤D hin untersucht. Dabei wird in jedem A nach einem Knoten
v gesucht, bei dem d(s,v)+d(v, t)≤D gilt. Da der erste Abstand ein gespeicherter Wert
und der zweite einmalig linear in der Anzahl der nicht untersuchten Knoten ist, lässt sich
eine solche Überprüfung schnell realisieren. Alle Strukturen A, die keinen geeigneten
Knoten besitzen, können mitsamt ihres Polynoms entfernt werden.
3.2.3 Vorteile
Die Idee der Abstandsspeicherung lässt sich scheinbar gut in den vier Grundschritten
integrieren. Die Abstände der Strukturen A sind dabei wie Partitionen zu behandeln:
Aktivierung:
Ein neuer Knoten wird in allen Partitionen (und ihren Strukturen A) als Einzelblock mit
Abstand unendlich aufgenommen.
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Kantenuntersuchung:
Bei Einfügen einer neuen Kante werden die Abstände der beiden verbundenen Knoten
verglichen. Der größere Abstand wird durch den des kleineren ersetzt und eins addiert.
So erhalten auch Knoten mit Abstand unendlich einen endlichen Wert. Zur Verbindung
zweier Blöcke siehe Nachteile (Blöcke mit Einträgen unendlich).
Deaktivierung:
Die Deaktivierung erfolgt wie üblich. Jedoch werden die Strukturen A einer Partition
zusammengefasst, wenn ihre Abstände identisch sind.
Fusion:
Dieser Schritt erfolgt wie sonst auch durch Kombination aller Strukturen A beider Teil-
bäume. Besitzt ein Knoten nach Supremumsbildung unterschiedliche Abstände, so wird
der kleinere übernommen.
3.2.4 Nachteile
Leider ist die in den Vorteilen beschriebene Einfügung der Abstandsspeicherung man-
gelhaft. Zudem wirft die Abstandsberechnung selbst einige Fehler auf:
• Blöcke mit eingetragenen Werten unendlich:
Die einzigen Knoten, die einen endlichen Abstand zugewiesen bekommen, sind
die Knoten des s-Blocks. Wird ein Block mit dem s-Block, z.B.: durch Kantenunter-
suchung, vereinigt, so erhält nur der Endknoten der Kante einen endlichen Wert
zugewiesen. Die restlichen Knoten behalten ihre unendlichen Werte. Analog bei
der Fusion. Es fehlen also Informationen über den Zusammenhang bzw. den Ab-
stand dieser restlichen Knoten zu s.
Eine Alternative dazu wäre die Speicherung der kompletten Teilgraphen, die durch
einen unmarkierten Block dargestellt werden. Beim Verbinden mit dem markierten
Block können damit die Abstandsinformationen gewonnen und die Nicht - Front-
knoten gelöscht werden. Wie man sich leicht überlegen kann, ist diese Variante
speicherintensiv und damit unpraktikabel.
• Ungenügende Breitensuche:
Angenommen, es läge der Teilgraph der Abbildung 3.13 mit einem kürzesten s, t-
Weg (schwarz) vor:
Dabei bezeichnet der blaue Anteil den nicht untersuchten Teil des Graphen und
der rote/orange einen Teilgraphen. Betrüge die Weglängenbeschränkung D = 8,
so würde die Abstandsberechnung per Breitensuche über nicht untersuchte Kan-
ten zu einem Ausschluss dieses Teilgraphen (bzw. seiner Struktur A) führen. Da-
bei existiert ein zulässiger s, t-Weg, der nicht erfasst wird, weil er bereits unter-
suchte Kanten und deaktivierte Knoten nutzt und durch zwei Blöcke verläuft. Eine
geeignete Abstandsberechnung wird benötigt.
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Abbildung 3.13: Weg (schwarz) über zwei Blöcke (rot, orange für deaktivierte Knoten)
• Neue Abstände durch kürzeste Wege:
Angenommen, es liegt der Teilgraph der Abbildung 3.14 vor:
Abbildung 3.14: Problem fehlerhafter kürzester Wege
Durch die Aktivierung des Knotens v und Einfügens der Kanten zu den restlichen
Frontknoten entsteht ein neuer kürzester Weg von s nach b. Da der orange Knoten
schon deaktiviert wurde, werden er bei der Abstandsberechnung nicht mit einbe-
zogen. Damit kann nur die Viererkette zwischen v und b für die kürzeste-Weg-
Berechnung herangezogen werden. Dadurch wird b ein falscher Wert d(s,b) zu-
gewiesen. Es sind also weitere Informationen über den Zusammenhang zwischen
den Frontknoten nötig.
Neben den vorgestellten Nachteilen sind sicherlich noch weitere zu finden. Die Obigen
dienen bei der Idee zur Charakterisierung der zu realisierenden Schwerpunkte in der
Abstandsspeicherung:
• Feststellung der Entfernung in den unmarkierten Blöcken
• Erstellung einer schnellen Abstandsberechnung, welche auch Wege durch meh-
rere Blöcke zulässt
• Realisierung neuer Abstände auf Grund neuer kürzester Wege durch zusätzliche
Informationen über den Zusammenhang
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3.3 Einführung der Abstandsmatrizen
Betrachtet man die Nachteile der ersten Idee einmal genauer, so ist festzustellen, dass
ihr gemeinsamer Fehler in den mangelnden Informationen über den Zusammenhang
der Frontknoten besteht. Wüssten wir, wie groß die Abstände zwischen den Knoten der
unmarkierten Blöcke sind, so wäre es ein Leichtes, ihren Abstand zu s bei Verbund mit
einem markierten Block zu ermitteln. Auch ein Weg über mehrere Blöcke wäre damit
möglich. Ebenso besäßen wir mehr verwertbare Informationen bei Entstehung neuer
kürzester Wege.
Dem Vorschlag des Zweitprüfers und Betreuers M. Dod folgend, erweitern wir die oben
eingeführte Idee: Neben den Abständen zu s werden zusätzlich die Abstände zwischen
den Frontknoten gespeichert.
Wie man sich leicht überlegen kann, stellen Matrizen dabei ein günstiges Speicherme-
dium dar:
Definition 3.3.1 (Abstandsmatrix)
Gegeben sei ein Graph G=(V,E). Sei X ⊆V , mit |X |= x. Dann ist die Abstandsmatrix
A der Knotenmenge X folgendermaßen definiert:
A= (ai, j)x,x mit ai, j = d(i, j), ∀i, j ∈ X
mit d(i, j) = ∞ falls i, j in verschiedenen Komponenten liegen.
Man betrachte sich einen Schritt i der Zuverlässigkeitsberechnung:
Dann entspricht X der Menge der Frontknoten Xi inklusive s′ und/oder t ′ (insofern s und
/oder t schon deaktiviert worden sind). Der Graph G der Definition stellt dabei einen
Teilgraphen Gi der DC2RP-Berechnung dar, für den die Abstände der Frontknoten in
die Matrix A eingetragen werden (siehe Abbildung 3.15).
Abbildung 3.15: Beispiel einer Abstandsmatrix; G besteht aus den roten Knoten
Folgerung 3.1
Es soll ausgenutzt werden, dass Einträge ai, j genau dann einen festen Wert besitzen,
wenn die Knoten i und j in derselben Komponente liegen. Dadurch ist es stets mög-
lich, A in eine Blockdiagonalmatrix umzuformen. Man schreibe die Spaltenindizes dazu
derart um, dass sich zwischen je zwei Knoten derselben Komponente kein Knoten ei-
ner anderen Komponente befindet. Die Reihenfolge der Zeilenindizes soll gleich der
Reihenfolge der Spaltenindizes sein (siehe Abbildung 3.15).
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Folgerung 3.2
A liege als Blockdiagonalmatrix vor. Alle Knoten eines Blockes aus A sind zusammen-
hängend in Gi. Vergleicht man diese Blöcke mit den Blöcken der Partition pi von Gi,
so ist auf Grund des Zusammenhangs der Blockknoten leicht einzusehen, dass A in pi
überführt werden kann (siehe Abbildung 3.16).
Abbildung 3.16: Schwarz: Komponente/Block 1; Grün: Komponente/Block 2; Partition: suv|r
Bemerkung 3.3.1
Mit den zusätzlichen Informationen über die Abstände der Frontknoten kann man an
Stelle der Partition eines Teilgraphen Gi seine Abstandsmatrix A verwenden.
Folgerung 3.3
Partitionen fassen in Zuständen mehrere Teilgraphen zusammen, deren Frontknoten
denselben Zusammenhang besitzen. Auf Grund der vorherigen Folgerung können also
anstatt Partitionen Abstandsmatrizen in den Zuständen verwendet werden. Allerdings
mit folgender Einschränkung:
Zwei Teilgraphen können nur dann in einer Abstandsmatrix zusammengefasst werden,
wenn ihre Frontknoten denselben Zusammenhang besitzen und ihre Abstände über-
einstimmen.
Die zusätzlich zu speichernden Informationen können bei einer Partition zu mehreren
Abstandsmatrizen führen und erhöhen dadurch die Anzahl an Zuständen. Um den Be-
zug zu Kapitel 2 zu erhalten und eine bessere Vorstellung zu ermöglichen, sollen in
einem Zustand sowohl Partition als auch Abstandsmatrix geführt werden.
Folgerung 3.4
Die Berechnung der weglängenbeschränkten s, t-Zusammenhangswahrscheinlichkeit
benötigt die Markierung von s und/oder t enthaltenden Blöcken. Eine solche wurde be-
reits in Kapitel 2.4 eingeführt. Erschien sie zu jenem Zeitpunkt noch als aufwendiger als
die bloße Markierung durch Unterstreichung, so erweist sie sich nun als günstig. Durch
die Existenz von s und/oder t in einem Block wird dieser nicht nur markiert, sondern
zugleich die Abstände der Blockknoten zu s und/oder t in A für weitere Berechnungen
gespeichert und aktualisiert, auch wenn s und t deaktiviert wurden (siehe Abbildung
3.17).
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Abbildung 3.17: Deaktivierung des Knotens s
Folgerung 3.5
Die Zustände als Informationsspeicher bleiben erhalten, ebenso wie das Umfeld in dem
sie definiert sind. Lediglich die Abstandsmatrizen sind darin zu integrieren:
Für eine Teilmenge X ⊆ V sei P(X) die Menge aller Abstandsmatrizen von X . Sei
Xi die aktive Menge der Front in Schritt i inklusive s′ und/oder t ′ (insofern s und/oder
t deaktiviert wurden). Jeder neue Schritt in der Baumzerlegung erzeugt eine Menge
von Zuständen. In diesem Kontext ist ein Zustand ein Tripel (piA,A,PA), wobei A ∈
P(Xi), piA zu A gehörige Partition und PA = P(Gi,A). Hierbei beschreibt Gi den bis zum
Schritt i erzeugten Teilgraphen. Sei Zi die Menge aller Zustände in Schritt i. ({ /0}, /0,1)
mit leerer Partition, leerer Matrix und Polynom 1 wird als Startzustand in allen Blättern
(außer der Wurzel) initialisiert.
3.4 Anwendung der Abstandsmatrizen in der
Zuverlässigkeitsberechnung
In diesem Abschnitt wollen wir die Abstandsmatrizen in die vier Grundschritte für den
Schritt i integrieren. Das in Kapitel 2 benutzte Bottom-Up-Verfahren bleibt erhalten,
ebenso wie die Bedingungen für die Verwendung jedes Grundschrittes und die in Kapitel
2.4 eingeführte Erweiterung für Markierungen.
3.4.1 Aktivierung eines Knotens v
Dieser Schritt ist der einfachste der vier Grundschritte. v wird wie gewohnt als Einzel-
block in die Zustände aufgenommen. Für A heißt dies, dass eine neuen Spalte v und
eine neuen Zeile v in der Abstandsmatrix Ax,x angelegt werden, so dass der Eintrag
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av,v = 0 und die restlichen Einträge unendlich sind. Man erhält die Abstandsmatrix A′:
(piA,A,PA) 7→ (piA|{v},A′,PA) mit A′ = (a′i, j)x+1,x+1 und a′i, j =

ai, j ∈ A i 6= v∧ j 6= v
0 i= v∧ j = v
∞ sonst.
Damit A′ weiterhin eine Blockdiagonalmatrix ist, soll v die letzte Zeile/Spalte von A′
bilden. Ist v= s oder v= t, so gilt der Einzelblock v als markiert.
3.4.2 Deaktivierung eines Knotens v
Prinzipiell wird hierbei aus der Abstandsmatrix jedes Zustands die v-Zeile/Spalte ent-
fernt. Bei v = s oder t hingegen wandelt man s bzw. t in s′ bzw. t ′ um (siehe Abbildung
3.17). Es ist jedoch zu beachten, dass diese Deaktivierung wie beim gewöhnlichen all-
terminalen Zusammenhang in verschiedene Fälle unterteilt werden muss. Durch die
Markierung ergeben sich zudem weitere Unterfälle:
1. {v} ist ein Einzelblock in piA und es existieren weitere Blöcke.
Dabei gelten auf Grund der Markierungen folgende Varianten als Einzelblock:
(A) {v}
(B) {v,s′}
(C) {v, t ′}
(D) {v,s′, t ′}
(a) v 6= s, t
Bei (A) bildet sich eine Komponente, die s, t nicht enthält, der s, t- Zusammen-
hang ist damit weiterhin möglich. Der Zustand wird nicht entfernt.
Bei (B) und (C) bildet sich eine Komponente, die s oder t enthält. Der s, t-
Zusammenhang ist damit nicht mehr erreichbar. Der Zustand wird gelöscht.
Bei (D) bildet sich eine Komponente, die s und t enthält. Ist as′,t ′ >D, so kann
kein D-Weg mehr erzeugt werden. Der Zustand ist zu löschen. Andernfalls
existiert bei as′,t ′ ≤ D ein D-Weg, womit s′ und t ′ über einen D-Weg verbun-
den sind. Ist zusätzlich die letzte Fusion bereits ausgeführt worden, so sind
die Voraussetzungen für eine vorzeitige Entfernung erfüllt (siehe Kapitel 2.3).
Diese kann somit ausgeführt werden. Ist eine der Voraussetzungen (D-Weg
und letzte Fusion) unerfüllt, so wird der Zustand nicht entfernt.
(b) v= s oder v= t
Bei (A) siehe Punkt 1 (a)(B) bzw. Punkt 1 (a)(C).
Bei (B) und (C) siehe Punkt 1 (a)(D).
Ein Fall (D) lässt sich nicht konstruieren, da s, t nach der dritten Bedingung
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der Baumzerlegung nur einmal deaktiviert werden können und es im Fall (D)
bereits sind.
2. Der Einzelblock {v} ist der einzige Block in piA.
Dabei gelten auf Grund der Markierungen folgende Varianten als Einzelblock:
(A) {v,s′}
(B) {v, t ′}
(C) {v,s′, t ′}
Mit der Deaktivierung von v entstünde ein leerer Block. Dies tritt nach Definition
der Baumzerlegung erst ein, wenn wir die Wurzel erreicht haben und somit am
Ende der Berechnung sind. Eine Variante {v} kann folglich nicht auftreten, da laut
Definition am Berechnungsende s und t in der Partition enthalten sein müssen.
(a) v 6= s, t
(A) und (B) können nach oben stehender Begründung nicht auftreten. Bei
(C) bildet sich eine Komponente, die s und t enthält. Weitere Grundschritte
werden nicht mehr folgen. Ist as′,t ′ > D, so existiert kein D-Weg. Der Zustand
wird gelöscht. Andernfalls existiert bei as′,t ′ ≤D ein D-Weg. Der Zustand wird
entfernt und sein Wahrscheinlichkeitspolynom zum DC2RP addiert.
(b) v= s oder v= t
Bei (A) und (B) siehe Punkt 2 (a)(C).
(C) kann nicht eintreten, da s, t bereits deaktiviert sind.
3. Ansonsten gilt für die restlichen Zustände:
(a) v 6= s, t
(piA,A,PA) 7→ (piA− v,A′,PA)
mit A′ = (a′i, j)x−1,x−1 mit a′i, j =
(
ai, j ∈ A | i 6= v∧ j 6= v
)
(b) v= s oder v= t
Der Index s bzw. t in A wird zu s′ bzw. t ′. Analog in der Partition.
Zusammenfassung:
Nach den Punkten 1, 2 und 3 können Zustände mit identischen Abstandsmatrizen ent-
standen sein (die Partitionen stimmen dadurch automatisch überein). Diese sind in ei-
nem Zustand zusammenzufassen, indem die Partition und die Abstandsmatrix über-
nommen werden und als Wahrscheinlichkeitspolynom die Summe der Wahrscheinlich-
keitspolynome der Zustände mit identischer Partition piA und Matrix A eingesetzt wird.
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3.4.3 Untersuchung einer Kante e= {u,v}
Dieser Schritt ist eine der Schlüsselstellen, um die in Kapitel 3.2 aufgeworfenen Proble-
me zu lösen. Er ist daher ausführlicher dargelegt als die beiden obigen Schritte.
Wie in Kapitel 2 wird e auf Ausfall und Intaktheit hin untersucht. Dazu duplizieren wir wie
gewohnt alle Zustände. Auf das erste Duplikat wendet man den Kantenausfall an und
auf das zweite Duplikat die Intaktheit.
Ausfall der Kante e
Das Polynom des Zustands wird mit der Wahrscheinlichkeit für den Ausfall (1− p) mul-
tipliziert. Da mit dem Ausfall kein Teilgraph verändert wird, ist auch an der Partition und
der Abstandsmatrix keine Veränderung vorzunehmen. Man erhält somit den Zustand
(piA,A,(1− p)PA)
Intaktheit der Kante e
Das Polynom des Zustands wird mit der Wahrscheinlichkeit für die Intaktheit p multipli-
ziert. Mit der Intaktheit von e sind u und v verbunden und besitzen den Abstand 1:
au,v = av,u = 1
Wie in Kapitel 3.2.4 beschrieben, können neue kürzeste Wege entstanden sein. Im
Gegensatz zur Idee in Kapitel 3.2 ist es nun aber möglich, diese Wege zu erfassen. Um
unnötigen Aufwand zu vermeiden, unterscheiden wir die Lage von u und v in folgenden
zwei Fällen:
(a) u und v befinden sich in verschiedenen Blöcken:
Interpretation für die durch den Zustand dargestellten Teilgraphen: Zwei Komponen-
ten eines Teilgraphen wurden mit einer Kante verbunden. Die Kanten der Kompo-
nenten selbst bleiben dadurch unverändert erhalten. Folglich ändern sich die Ab-
stände innerhalb der Komponenten und damit innerhalb der Blöcke nicht (siehe
Abbildung 3.18).
Sei U als Menge aller Knoten definiert, die sich im selben Block wie u befinden
(einschließlich u). Analog definiere man V für den Knoten v. Damit sind nur die Ab-
stände zwischen den Knoten aus U und V zu ermitteln. Die Abstände aller Knoten
in U (speziell zu u) und in V (speziell zu v) sind bereits bekannt. Durch e kennen
wir den Abstand von u zu v. Die gesuchten Abstände lassen sich somit wie folgt
bestimmen:
∀i ∈U∀ j ∈V : ai, j = a j,i = ai,u+au,v+av, j mit au,v = 1 (3.2)
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Befinden sich s und/oder t bzw. s′, t ′ in den Blöcken, wird durch (3.2) automatisch
der Abstand der neu hinzugefügten Knoten zu den Terminalknoten erzeugt.
Abbildung 3.18: Umsetzung für u,v in verschiedenen Blöcken
(b) u und v befinden sich im selben Block:
Es müssen keine Blöcke vereinigt werden. Wir haben lediglich eine Aktualisierung
der Abstände im Block vorzunehmen (siehe Abbildung 3.19). Dafür dient folgende
Überlegung als Grundlage:
Entsteht durch das Einfügen von e ein neuer kürzester Weg zwischen zwei Block-
knoten x und y, so muss dieser über e führen. Täte er dies nicht, so wäre sein
Verlauf und seine Länge bereits erfasst und er wäre kein neuer kürzester Weg.
Damit ist es möglich, durch d(x,u)+d(u,v)+d(v,y) die Länge eines Weges von x
nach y über e zu bestimmen und durch den Vergleich mit d(x,y) zu entscheiden, ob
ein neuer kürzester Weg gefunden wurde. Wenn ja, so ist der neue Wert einzutra-
gen, andernfalls ist keine Änderung vorzunehmen.
Es ist zu beachten, dass im Allgemeinen
l1 = d(x,u)+d(u,v)+d(v,y) 6= d(x,v)+d(u,v)+d(u,y) = l2
gilt. Man muss also beide Werte berechnen und den kleineren mit d(x,y) verglei-
chen. Natürlich können dabei auch d(x,u),d(x,v),d(y,u),d(y,v) neue Werte an-
nehmen.
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Abbildung 3.19: Umsetzung für u,v im selben Block
Behauptung:
Für alle Blockknoten x,y kann der obige Vergleich angewandt werden, ohne zuerst
die neuen Werte d(x,u),d(x,v),d(y,u),d(y,v) ermitteln zu müssen.
Beweis:
Wird der bisherige Matrixeintrag d(x,u) durch Einfügen von e zu einem falschen
Wert, folgt, dass der bisherige Eintrag d(x,v) weiterhin korrekt ist. Denn aus der
Falschheit des alten Wertes d(x,u) (dessen zugehöriger kürzester Weg nicht über
e führt) folgt, dass der neue kürzeste Weg von x nach u nun über e führt und dabei
zuerst v erreicht. Ansonsten wäre der bisherige Wert d(x,u) weiterhin korrekt gewe-
sen. Dadurch führt der kürzeste Weg von x nach v nicht über e, womit sich d(x,v)
nicht ändert und damit wahr bleibt. Analog gilt: d(x,v) falsch→ d(x,u) richtig. Selbi-
ge Überlegungen sind bei d(y,u) und d(y,v) anzuwenden. Folglich können maximal
zwei Abstände zur gleichen Zeit falsch sein.
y
a) Erzeugen sowohl l1 als auch l2 einen falschen Abstandswert, so muss in jeder
der beiden Summen der richtige der beiden Abstände unabhängig von e sein
und der kürzeste Weg des falschen Abstandes muss über e verlaufen.
Abbildung 3.20: d(x,u) und d(y,u) falsch, damit sind l1, l2 falsch
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Wie aus Abbildung 3.20 zu entnehmen ist, führt der kürzeste Weg von x nach y
nicht über e. Es ist also kein neuer kürzester Weg entstanden und der Vergleich
von l1, l2 mit dem alten Wert d(x,y) liefert das richtige Ergebnis d(x,y).
b) In allen anderen Fällen ist wenigstens eine der beiden Summen l1, l2 richtig,
so dass der Vergleich mit d(x,y) einen korrekten Abstandswert erzeugt.
Bezeichne W die Menge aller Knoten, die im selben Block wie u,v liegen (ein-
schließlich u und v). So ergibt sich folgende Formel für den Vergleich:
∀x,y ∈W : aneux,y = min(ax,y,d(x,u)+d(u,v)+d(v,y),d(x,v)+d(u,v)+d(u,y))
(3.3)
Bemerkung 3.4.1
Befinden sich s und/oder t bzw. s′, t ′ im Block, wird durch (3.3) automatisch der Ab-
stand der Knoten zu den Terminalknoten aktualisiert.
Im Gegensatz zur Baumzerlegung mit Partitionen können hier unterschiedliche Zu-
stände entstehen, wenn sich u und v im selben Block befinden. Die Kantenuntersu-
chung ist also bei allen Zuständen auszuführen.
Bemerkung 3.4.2
Es ist zu beachten, dass im Falle eines gewichteten Graphen die Matrixeintragung für
eine gewichtete Kante {u,v} nicht 1 ist sondern dem Kantengewicht entspricht. Existiert
bei intakter Kante bereits ein kleinerer Eintrag, so ist das Kantengewicht demzufolge
nicht zu übernehmen. Andernfalls kann die Kantenuntersuchung unter Beachtung des
Kantengewichts analog zum ungewichteten Fall durchgeführt werden.
Bemerkung 3.4.3
Die Zusammenfassung der Zustände erfolgt analog zur Deaktivierung.
3.4.4 Fusion zweier Teilbäume t1, t2
Die Fusion wurde bereits in Kapitel 2 ausführlich erläutert, so dass lediglich die Verwen-
dung der Abstandsmatrix in das Verfahren integriert werden muss.
Dazu stellt man erneut jeden Zustand der Zustandsmenge von t1 jedem Zustand der
Zustandsmenge von t2 gegenüber. Aus jedem Zustandspaar erhält man einen neuen
Zustand, indem ihre Wahrscheinlichkeitspolynome multipliziert, und die Partitionen und
Abstandsmatrizen fusioniert werden. Die Fusion der Partitionen erfolgt auf bekannte Art
und Weise.
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Fusion der Abstandsmatrizen
Für die Fusion wähle man die Matrix A aus t1 und integriere die Matrix B aus t2 in
ihr. Dabei kann auf Inhalte der vorherigen drei Grundschritte zurückgegriffen werden.
Eine Manipulation der Wahrscheinlichkeiten findet jedoch nicht mehr statt; dies erfolgte
bereits durch die Multiplikation der Polynome. Die Fusion zweier Zustände lässt sich
als Vereinigung ihrer Teilgraphen interpretieren (siehe Abbildung 3.21). Damit erhalten
die durch A dargestellten Teilgraphen neue Kanten und neue kürzeste Wege. Um bei
der Verarbeitung ein geordnetes Vorgehen zu ermöglichen, betrachte man neue Kanten
und neue kürzeste Wege getrennt.
Abbildung 3.21: Interpretation der Fusion als Vereinigung zweier Teilgraphen
Die Integration erfolgt in drei Stufen:
Stufe 1: Übernahme fremder Knoten
A und B enthalten prinzipiell dieselben Knoten, da sie durch den Join dieselbe aktive
Menge Xi besitzen. Mittels Markierung durch s, t bzw. s′, t ′ ist es möglich, dass A bzw. B
s′ und/oder t ′ enthält (aber nicht s und t getrennt, sonst wären sie in der aktiven Menge
und damit in beiden Matrizen enthalten). Befindet sich s′ und/oder t ′ in B, so fügt man
den/die Knoten in A mittels Knotenaktivierung ein.
Stufe 2: Übernahme von Kanten
Alle Kanten aus B werden nacheinander mittels Kantenuntersuchung intakter Kanten
schrittweise übernommen.
Zwei Blöcke werden vereinigt, wenn sie je einen Endknoten einer Kante enthalten. Der
Arbeitsaufwand für solche Kanten entspricht der Größe der beiden Blöcke. Der Arbeits-
aufwand für Kanten mit Endknoten desselben Blocks entspricht der Blockgröße.
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Daher ist es günstig, Kanten der ersten Art so spät wie möglich zu übernehmen. Da-
durch ist der zu bearbeitende Block für Kanten der zweiten Art wesentlich kleiner und
der Aufwand wird reduziert.
Stufe 3: Übernahme kürzester Wege
Ein Eintrag bu,v aus B ist zu übernehmen, wenn er kleiner als der Eintrag au,v in A ist
(sonst würde man damit den Wert eines längeren Weges übernehmen). bu,v steht für
die Länge eines kürzesten Weges f von u nach v. Angenommen wir ersetzen die Be-
griffe „die Kante e = {u,v}“ durch „der kürzeste Weg f von u nach v“ in Kapitel 3.4.3
und durchdenken die dadurch entstandenen Überlegungen, so ist leicht einzusehen,
dass die Aussagen der Kantenuntersuchung auch für Längen bu,v kürzester Wege gel-
ten. Damit erfolgt die Übernahme von bu,v analog zur Übernahme von Kanten.
Zusammenfassung:
Nach der Fusion können Zustände mit identischen Abstandsmatrizen entstanden sein.
Ihre Zusammenfassung erfolgt analog zur Deaktivierung.
3.4.5 Behandlung der Knoten s und t
Die hier verwendete Art der Markierung erzeugt verschiedene Arten des Auftretens von
s und t. Es soll an dieser Stelle ein abschließender Blick auf ihre Kompatibilität mit den
Grundschritten geworfen werden:
• Weder s noch t wurde aktiviert.
Dadurch entfallen einige Spezialfälle in den Grundschritten. Die Blockknoten er-
halten dennoch ihre Abstände untereinander.
• Ein Terminalknoten ist aktiv, der andere wurde noch nicht aktiviert.
Die Aktivierung des ersten Terminalknotens erfolgt wie die Aktivierung der übri-
gen Knoten. Unter Beachtung der Spezialfälle der Deaktivierung erfolgt die An-
wendung auf diesen aktiven Knoten analog zu den übrigen Knoten.
• Ein Terminalknoten ist deaktiviert, der andere wurde noch nicht aktiviert.
Die Deaktivierung erfolgt unter Anwendung der beschriebenen Spezialfälle. Da-
nach wird der deaktivierte Knoten wie ein aktiver Knoten weitergeführt. Durch
die Weiterführung als aktiver Knoten wird der Terminalknoten in den restlichen
Grundschritten wie die übrigen aktiven Knoten behandelt.
• s und t sind aktiv.
Beide Terminalknoten werden als aktiv geführt. Die Grundschritte arbeiten damit
regulär. Sobald sich s und t im selben Block befinden, kann jederzeit eine vorzeiti-
ge Entfernung vorgenommen werden, vorausgesetzt, die Bedingungen dafür sind
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erfüllt (siehe unten). Die Vereinigung des s- und t-Blocks während der Kantenun-
tersuchung erzeugt keine Probleme, da s und t aktiv sind.
• Ein Terminalknoten ist aktiv, der andere deaktiviert.
Die Deaktivierung erfolgt durch Anwendung der Spezialfälle. Der deaktivierte Kno-
ten wird für die Kantenuntersuchung, Aktivierung und Fusion als aktiv angesehen.
Damit arbeiten die Schritte weiterhin korrekt.
• s und t sind deaktiviert.
Die Spezialfälle der Deaktivierung müssen für den entsprechenden Block beach-
tet werden. Für die restlichen drei Schritte sind die Knoten aktiv, daher arbeiten
sie korrekt.
3.4.6 Vorzeitiges Entfernen von Zuständen
Die in Kapitel 2.3 beschriebene vorzeitige Entfernung von Zuständen kann auch in die-
sem Fall angewandt werden. Zusätzlich zu den Bedingungen, dass die letzte Fusion
durchgeführt worden ist und s, t bzw. s′, t ′ im selben Block zu liegen haben, muss not-
wendigerweise gelten: as,t ≤ D (entsprechend auch für Kombinationen mit s′ und t ′).
3.4.7 Vorzeitige Eliminierung von Zuständen durch
Abstandsanalyse
Das vorzeitige Entfernen von Zuständen erlaubt es uns, Zustände aus der Polynom-
berechnung herauszunehmen. Diese haben einen gewissen Punkt erreicht, an dem sie,
unabhängig von der Entwicklung der weiteren Ereignisse, stets zum s, t-Zusammenhang
führen.
Im Gegensatz dazu ist die vorzeitige Eliminierung von Zuständen denjenigen Zustän-
den angedacht, die auf Grund ihrer Struktur auch bei Intaktheit aller verbleibenden, nicht
untersuchten Kanten nicht mehr in der Lage sind, einen D-Weg zu generieren. Einige
dieser Zustände werden bereits durch die Deaktivierung entfernt, nämlich genau dann,
wenn eine Komponente mit nur einem Terminalknoten oder beiden Terminalknoten und
as′,t ′ > D entsteht.
Sei beispielsweise s bereits aktiviert worden und t noch nicht. Ein Abstand d(s, t) ist zu
diesem Zeitpunkt noch nicht in A erzeugt. Dennoch kann man sich leicht einen Graphen
und dazu einen Teilgraphen überlegen, bei denen ein kürzester s, t-Weg über unter-
suchte und nicht untersuchte Kanten verläuft, so dass seine Länge größer als D ist.
Wenn man ein geeignetes Berechnungsverfahren verwendet, dass den Abstand d(s, t)
im Teilgraphen und Restgraphen in günstiger Zeit liefert, so können solche Zustände
frühzeitig eliminiert werden.
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Ansatz
Für die Entfernungsberechnung ist eine einfache Breitensuche nicht ausreichend. Das
Problem besteht einerseits darin, dass durch den Einsatz von Reduktionen gewichtete
Kanten entstanden sein können. Andererseits ist zwar die Gestalt des nicht untersuch-
ten Teils von G bekannt, aber nicht die der Teilgraphen. Um nicht jeden Teilgraphen
speichern zu müssen, wurden die Abstandsmatrizen eingeführt.
Es ist leicht einzusehen, dass ein Weg über untersuchte und nicht untersuchte Kanten
die untersuchten Kanten auf zweierlei Arten nutzt:
1. Zwischen zwei nicht untersuchten Kanten des Weges befindet sich eine gewisse
Anzahl an untersuchten Kanten.
Etwas lax formuliert lässt sich dieser Sachverhalt so interpretieren: Der Weg geht
in einen Block hinein und kommt aus ihm wieder heraus (aus einem anderen Block
kann er auf Grund der fehlenden Verbindung nicht herauskommen). Da wir alle
nicht untersuchten Kanten kennen, ist damit bekannt, bei welchem Blockknoten u
der Weg hinein und bei welchem v er wieder herauskommt. Da die Länge eines
kürzesten Weges als au,v gespeichert wurde, müssen wir die intakten untersuch-
ten Kanten nicht kennen. Ein solches Wegstück kann durch eine Einzelkante mit
dem Wert au,v ersetzt werden.
2. Vor oder nach einer nicht untersuchten Kante befinden sich nur noch untersuchte
Kanten.
Wiederum etwas lax interpretiert, bedeutet der Sachverhalt folgendes: Der Weg
geht in einen Block hinein und kommt nicht wieder heraus. Damit endet der Weg
im Block. Und zwar an einem Terminalknoten. Wir kennen wieder den Eintrittskno-
ten u und den Endknoten (o.B.d.A.) s. Durch die Matrix ist d(u,s) = au,s bekannt.
Ein solches Wegstück kann durch eine Einzelkante mit dem Wert au,s ersetzt wer-
den.
Der Graph der Abstandsanalyse
Ist eine Abstandsanalyse für einen Zustand durchzuführen, muss zuerst der Graph defi-
niert werden, auf den die Analyse angewandt wird. Wie oben zu sehen ist, sind alle nicht
untersuchten Kanten bekannt (Menge E ′ ⊆ E), ebenso wie die Abstände zwischen den
Knoten der aktiven Menge Xi. Um die kürzesten Wege zwischen den aktiven Knoten
darzustellen, füge man zwischen allen aktiven Knoten u,v eine Kante {u,v}mit Kanten-
gewicht au,v ein, wenn au,v /∈ {∞,0}. Dann bilden alle Knoten eines Blocks eine Clique.
Damit erhält man als Analysegraphen (wie in Abbildung 3.22 zu sehen) einen schlich-
ten, gewichteten Graphen G′′ = (V ′′,E ′′) mit ausgezeichneten Knoten s und t und
V ′′ =V ′∪Xi, E ′′ = E ′∪{{u,v} |(au,v /∈ {∞,0}) ∈ A}
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Abbildung 3.22: Graph der Abstandsanalyse
Bemerkung 3.4.4
In der Zuverlässigkeitsberechnung wird dieser Graph nicht erzeugt. Er dient jedoch als
Modell, um zu erklären, wie die entstehenden Informationen in der Analyse verarbeitet
werden.
Die Abstandsanalyse
Zur Berechnung von d(s, t) in unserem Analysegraphen G′′ verwenden wir den Dijkstra-
Algorithmus [Dij59].
Einen kompakten Überblick mit den Beweisen zur Korrektheit und dem Nachweis der
Laufzeit bietet [Internet01]. Die vorliegende Funktionsweise wurde aus [Internet02] ent-
nommen:
Die Grundidee des Algorithmus ist, ab einem Startknoten die kürzest möglichen We-
ge weiter zu verfolgen und längere Wege beim Updaten auszuschließen. Er besteht im
wesentlichen aus diesen Schritten:
1. Initialisiere alle Knoten mit der Distanz unendlich; die des Startknotens mit 0.
2. Markiere die Distanz des Startknotens als permanent, alle anderen Distanzen als
temporär.
3. Setze Startknoten als aktiv.
4. Berechne die temporären Distanzen aller Nachbarknoten des aktiven Knotens
durch Addition von dessen Distanz mit den Kantengewichten.
5. Wenn eine solche berechnete Distanz für einen Knoten kleiner ist als die aktuelle,
aktualisiere die Distanz und setze den aktuellen Knoten als Vorgänger. Dieser
Schritt wird auch als Update bezeichnet und bildet die zentrale Idee des Dijkstra-
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Algorithmus.
6. Wähle einen Knoten mit minimaler temporärer Distanz als aktiv. Markiere seine
Distanz als permanent.
7. Wiederhole die Schritte 4-7, bis es keinen Knoten mit permanenter Distanz gibt,
dessen Nachbarn noch temporäre Distanzen haben.
Dieses Vorgehen gewährleistet, dass bei Erreichen eines Knotens kein kürzerer Pfad zu
ihm existieren kann. Der Dijkstra-Algorithmus ist den Greedy-Algorithmen zuzuordnen,
die in jedem Schritt die momentan aussichtsreichste Teillösung bevorzugen. Er liefert
stets die optimale Lösung. Angenommen, der gefundene Weg ist nicht der kürzeste, so
hätte man auch dessen kürzere Teilstrecke früher untersuchen müssen. Dann hätte man
aber über die kürzere Teilstrecke den Zielknoten früher gefunden als auf dem längeren
Weg. Mittels der Datenstruktur Heap erhält man eine Laufzeit von O(nlogn+m).
Lage von s und t
Die Abstandsanalyse des Graphen G′′ ist unabhängig von der Lage von s und t. Ob
nun beide Terminalknoten noch nicht aktiviert wurden oder nur einer oder beide schon
aktiviert sind, ist unerheblich. Im ersten Fall ist es möglich, dass ein kürzester Weg auch
über untersuchte Kanten verläuft, im zweiten Fall ganz sicher und im dritten Fall ist es
möglich, dass er auch über nicht untersuchte Kanten verläuft. Für jede mögliche Lage
von s und t lässt sich ein Analysegraph G′′ erzeugen. Damit ist die Abstandsanalyse
stets anwendbar und liefert ein korrektes Ergebnis.
Anwendung
Prinzipiell liegt es im Ermessen des Benutzers, wann die Abstandsanalyse angewandt
wird. Es ist allerdings zu beachten, dass damit für einen einzelnen Zustand ein Auf-
wand von O(nlogn+m) entsteht. Von einer allzu häufigen Anwendung ist demzufolge
abzuraten. Es können jedoch Richtlinien aufgestellt werden, um den Aufwand der Ana-
lyseanwendung zu verringern:
• In den frühen Phasen der Polynomberechnung sollte die Analyse seltener an-
gewandt werden. Es sind noch viele Kanten nicht untersucht worden. Da diese
während der Analyse als intakt angesehen werden, ist nicht mit zu eliminierenden
Graphen zu rechnen. Im späteren Verlauf ist der Analysegraph kleiner und es ist
zu erwarten, dass viele Kanten ausgefallen sind.
• Bei Aktivierungen werden keine Kanten verändert. Nach diesem Schritt ist eine
Analyse unnötig.
• Nach einer Kantenuntersuchung entstehen meist viele Zustände, eine Analyse
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bietet sich damit an. Jedoch zieht eine Aktivierung meist mehrere Kantenuntersu-
chungen mit sich. Dabei wird nur je eine Kante untersucht. Die Analyse sollte erst
nach der letzten Untersuchung durchgeführt werden.
• Nach einer Fusion entstehen meist viele Zustände. Eine Analyse bietet sich da-
mit an. Allerdings erst nach dem Zusammenfassen, um zusätzlichen Aufwand zu
vermeiden.
• Folgt nach einer Fusion oder Kantenuntersuchung eine oder mehrere Deaktivie-
rungen, so sollte die Analyse erst danach durchgeführt werden. Eine Deaktivie-
rung ist im Vergleich zu den anderen Grundschritten schnell und danach sind
Blockknoten entfernt. Damit hat man kleinere Cliquen im Analysegraph. Der Re-
chenaufwand der Analyse ist damit nach den Deaktivierungen geringer, als davor.
• Ist D sehr groß und d(s, t) nach einer Analyse durchschnittlich klein, so ist eine
erneute Analyse später anzuwenden als bei großem d(s, t) und/oder kleinem D.
3.5 Komplexität der beschränkten
Zuverlässigkeitsberechnung
Die Komplexität des Algorithmus kann mittels der Verwendung der vier Grundschritte
abgeschätzt werden. Sei I die Indexmenge der Baumknoten. Es ist bekannt, dass sich
zwei adjazente Baumknoten Xi,X j mit i 6= j maximal um je einen Graphenknoten unter-
scheiden. Damit gibt es maximal 2|V | Elemente im Baum T und deshalb |V | Knoten mit
zwei oder mehr Kindern.
3.5.1 Speicheraufwand in Schritt i
In der zu Grunde liegenden Berechnung der s, t-Zuverlässigkeit ohne Weglängenbe-
schränkung beinhalten die Zustände Partitionen der aktiven Menge als Speicher der
erzeugten Teilgraphen. Mit der Weite w der Baumzerlegung wird die Mächtigkeit der
aktiven Menge nach oben beschränkt. Damit existiert ebenfalls eine obere Schranke für
die Zahl der Zustände in einem Schritt i: Die Bellzahl B(w) als Anzahl an Partitionen,
die aus einer Menge der Mächtigkeit w gebildet werden kann (vergleiche dazu Kapitel
2.5).
Um eine Berechnung mit Weglängenbeschränkung zu gewährleisten, benötigt man zu-
sätzliche Informationen. Dazu wurde die Abstandsmatrix A eingeführt. Sie enthält die
Abstände der Knoten der aktiven Menge und zu s′, t ′, falls die Terminalknoten schon
deaktiviert wurden. Da A quadratisch ist, sind in ihr maximal
(maxi∈I|Xi∪{s, t}|)2 ≤ (w+3)2
Elemente enthalten.
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Die Anzahl der Zustände entspricht der Anzahl der verschiedenen erstellbaren Ab-
standsmatrizen. Die Anzahl der Matrizen ist gleich der Anzahl der verschiedenen Ein-
träge. Damit wird die Anzahl der Möglichkeiten für einen einzelnen Eintrag durch die
Länge l ≤ n−1, n= |V | eines längsten Weges in G nach oben beschränkt. Zusätzlich
gibt es die zwei Einträge 0 und unendlich.
Stellt man A als Blockdiagonalmatrix dar, so sind die Einträge der Hauptdiagonalen 0
(da d(v,v) = 0). Zudem gilt d(u,v) = d(v,u) ∀u,v ∈ Xi, wodurch wir nicht (w+3)2, son-
dern nur f (w) =
(w+2)(w+3)
2
veränderliche Elemente (Anzahl der unteren Elemente
einer unteren Dreiecksmatrix, nach Gauß) zählen. Die maximale Anzahl an Abstands-
matrizen (und damit an Zuständen) pro Iterationsschritt beträgt folglich
(n+1)
(w+2)(w+3)
2 = (n+1) f (w) (3.4)
3.5.2 Komplexität der vier Grundschritte
Aktivierung
Jede Matrix wird um dieselbe Zeile und Spalte erweitert (siehe dazu Kapitel 3.4.1).
Sie erhält damit maximal 2(w+ 2) + 1 = 2w+ 5 zusätzliche Einträge (w+ 2, da das
w+3-te Element erst jetzt eingefügt werden kann). Mit (3.4) ergeben sich damit für eine
Aktivierung (2w+5)(n+1) f (w) Operationsschritte. Da |V | viele Aktivierungen erfolgen,
ergeben sich im Laufe der Berechnung insgesamt






Nach Kapitel 3.4.2 wird jede Matrix um dieselbe Zeile und Spalte vermindert, wenn kei-
ne Spezialfälle vorliegen (deren Verarbeitung wäre maximal mit einer konstanten Anzahl
c ∈ N Operationsschritten anzusetzen). Es ergeben sich 2(w+ 3)− 1 Eliminierungen
und c Schritte für die Spezialfälle. Da alle Knoten wieder deaktiviert werden müssen,
erhält man analog zu Aktivierung
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Kantenuntersuchung
Bei einer Kantenuntersuchung werden zwar die Zustände dupliziert, aber die Hälfte da-
von wird nicht bearbeitet, da der Kantenausfall nicht zur Aktualisierung der Matrix führt.
Für die Komplexität werden die beiden Fälle für die Lage der Endknoten u,v der Kante
e aus Kapitel 3.4.3 betrachtet:
• u,v liegen in verschiedenen Blöcken X ,Y :




Knoten. Da für jeden Knoten aus X eine Berechnung für jeden Knoten
aus Y in Form von zwei Additionen und der Eintragung in die Matrix (linearer












Operationsschritte für einen Zustand.
• u,v liegen im selben Block X :
Jeder der w+ 3 Knoten muss mit den w+ 2 restlichen Knoten bezüglich eines
neuen Abstandes verglichen werden. Dazu sind 4 Additionen, ein Vergleich, zwei
Eintragungen nötig. Diese werden mit c ∈N abgeschätzt. Auf Grund der Symme-






Da für jede Matrix einer der beiden Fälle eintreten kann und nur |E| Kanten zu untersu-







Wie in Kapitel 3.4.4 beschrieben, ist die Fusion lediglich eine Erweiterung der Kantenun-
tersuchung, die dasselbe Verfahren anwendet. Die Fusion zweier Zustände, bzw. ihrer
Matrizen A und B, entspricht einer Mehrfachanwendung der Kantenuntersuchung. Im
worst case wird für jeden Eintrag in B eine Kantenuntersuchung in A durchgeführt. Die
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Da die Fusion durch die Kombination(
(n+1) f (w)
)2
Zustände erzeugt und sich maximal |V | Joinknoten im Baum befinden, bei denen diese








) ∈ O(w4n f (w)2+1)
Operationsschritte.
Gesamtkomplexität
Mit Durchführung aller Operationsschritte erhält man damit für die Berechnung des























Nur für f (w) = 1 ist der dritte Summand größer, dann besteht der Graph aus einem
Knoten und Rs,t(G, p,D) = 1. Für alle anderen Graphen ist der vierte Summand größer.
Das Verfahren ist damit für Graphen beschränkter Baumweite polynomial in der Anzahl
der Knoten. Besonders stark wirkt sich dabei die Weite der verwendeten Baumzerle-
gung auf die Laufzeit aus. Bereits bei einer allgemein als klein angesehenen Weite von
w= 3 liegt die Laufzeit in O(n101). Zum Vergleich: Angenommen, man könne pro Milli-
sekunde so viele Rechenschritte ausführen wie es Sandkörner an allen Stränden dieser
Welt gibt, dann bräuchte man zur Berechnung von 2100 per 2 ∗ 2 ∗ 2 ∗ 2 ∗ ... mehr Zeit,
als seit dem Urknall vergangen ist. Die Berechnung des DC2RP nach dem hier vorge-
stellten Verfahren ist damit nicht effizient.
Allerdings ist zu beachten, dass sich die Komplexität aus der größten der obigen vier
Summanden ergibt. Dieser steht für die Fusionen, von denen üblicherweise weniger
ausgeführt werden müssen, als z.B.: Kantenuntersuchungen, die bei w = 3 mit O(n12)
für Graphen mit kleiner Knotenzahl immerhin effizient sind.
Zudem ist zu beachten, dass die Weglängenbeschränkung nur in der Abstandsanalyse
auftritt, welche in den Grundschritten und damit in der Ermittlung der Komplexität nicht
auftritt. Für den worst case ist zwar anzunehmen, dass durch die Analyse kein Zustand
entfernt wird, aber in der Praxis ist das vor allem bei kleinen Weglängenbeschränkun-
gen (klein im Sinne von D≈ d(s, t) in G) nicht der Fall, sodass das Verfahren bei kleiner
Weite und kleiner Weglängenbeschränkung dennoch eine effiziente Laufzeit besitzen
kann.
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4 Auswertung und offene Probleme
In dieser Arbeit konnte die Weglängenbeschränkung in das Berechnungsverfahren des
s, t-Zusammenhangspolynoms unter Verwendung einer Baumzerlegung integriert wer-
den. Dafür wurde das Konzept der Zustandsspeicherung in Partitionen um Abstandsma-
trizen erweitert. Man kann nun zusätzlich Informationen über kürzeste Wege zwischen
den Knoten speichern. In Folge dessen wurde die Formulierung der vier Grundschritte
auf die Verwendung der Abstandsmatrizen angepasst. Es wurde ersichtlich, dass die
Weglängenbeschränkung keinen Einsatz in der Anwendung der Grundschritte findet.
Zwischen den Schritten kann man die Beschränkung für die Elimination unzulässiger
Zustände verwenden. Dafür wurde ein Modell etabliert, auf das der Dijkstra-Algorithmus
anwendbar ist.
Zudem konnte gezeigt werden, dass die Laufzeit des Verfahrens für Graphen beschränk-
ter Baumweite polynomial in der Anzahl der Graphenknoten ist, trotz erhöhter Informa-
tionsdichte. Auf Grund der ermittelten Komplexität ist das Verfahren jedoch als nicht
effizient einzustufen. Mit den Abstandsmatrizen konnte die Struktur des alten Verfah-
rens größtenteils übernommen werden. Es ist weiterhin zu klären, ob nicht effizientere
Berechnungsverfahren zu finden sind.
Damit ergeben sich mehrere Ansatzpunkte für die weitere Forschung:
1. Erstellung eines besseren Speicherkonzepts als die Abstandsmatrix.
2. Untersuchung einer effizienteren Einbindung der Weglängenbeschränkung in das
Verfahren.
3. Entwicklung eines komplett neuen, auf einer Baumzerlegung basierenden Verfah-
rens zur Zuverlässigkeitsberechnung.
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