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The functional equations of undiscounted, stationary, infinite horizon Markov 
renewal programming are shown to possess a solution, by an elementary 
application of the Leray-Schauder fixed point theorem. 
1. INTRODUCTION 
The functional equations of undiscounted, stationary, infinite horizon 
Markov renewal programming are [4] 
where N = finite number of states, K(i) = finite non-empty set of actions in 
state i, and qf, TF, P; are, respectively, the expected one-step reward, mean 
holding time and transition probability to statej if action k is selected when 
entering state i: 
The unknowns are VT = relative value of state i and the maximal gain rate 
(g*) (maximal expected reward per unit time), taken to be independent of 
the initial state. 
Using a theorem of Romanovsky’s [6], which is based on more advanced 
methods, it may be shown that (1) is solvable if and only if the maximal gain 
rate is indeed independent of the initial state. See also [S]. Other existence 
proofs (policy iteration algorithm, fixed point mapping theorems, Lyapunov 
functions, etc.) are summarized in [3]. The goal of this paper is to give an 
elementary existence proof based upon the 
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LERAY-SCHAUDER THEOREM [5, Theorem 6.3.31. Let C be an open 
bounded set in RN containing the origin and F: C c RN + RN be a continuous 
mapping. If Fx # Ix whenever 1 > 1 and x E the boundary of C, then F has 
a fixed point in the closure c of C. 
We will apply this theorem with F defined by 
and (g*) and C defined below. 
2. NOTATION 
Let K = XyZ, K(i) denote the (finite) set of all non-randomized stationary 
policies. Associate with each policy f = (f(l), f(2),..., f(N)) E K, where 
f(i) E K(i) is the action employed in state i, the N-vectors and N x N 
matrices 
q(f )i s dci)9 I<i<N (reward vector), 
T(f ). _= T?’ I I) I<i<N (holding time vector), 
P(f ).. s pJ!i) 
IJ V ’ 1 < i, j < N (transition probability matrix), 
L?(f )ij = /Ii% f \‘- P(f ); = T qvyf )i7cm(f )/, 
,I, 
1 < i, j < N. 
m- I 
where 12, pp. 175-1831 n(f) is the number of subchains (closed, irreducible 
sets of states) of P(f ), 7?(f) > 0 is the (normalized) equilibrium distribution 
on the mth subchain, and qY’(f)i is the probability of absorption in the mth 
subchain conditioned upon starting in state i: 
nw 
\’ @“(f )i = l, 1<i<N. 
m=, 
Also define the gain rate of state i (expected reward per unit time starting 
from state i) for policy f by 
g(f)i- F #“(f)ig”(f), l<i<N, 
m-l 
where gm(f) is the gain rate of the mth subchain: 
g”(f) ~ @“(f )T 4(f )> 
W(f )Y T(f )> . 
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The maximal gain rate vector g* = [ gj”]y=, is defined by 
(4) 
If (1) has a solution, multiplication of II* > q(f) - (g*) T(f) + P(f)v* 
by P(f) > 0, and use of z”‘(f) P(f) = n”(f), shows that (g*) > g”‘(f) for 
all f E K, and all m E ( l,..., n(f)}, hence (g*) > goi for all i and f E K, 
with equality for the policy achieving all N maxima in (1). Thus solvability 
of (1) implies 
.Fi” = (g”), I<i<N, (5) 
or all components of the maximal gain rate vector are equal. The following 
theorem shows that this condition is also sufficient for the solvability of (1). 
3. EXISTENCE RESULT 
THEOREM 1. Equation (1) has a solution {v*, (g*)} if and only if all 
components of 1 gF]y=, are equal, with (g*) being set to their common value. 
Proof: The above showed that solvability of (1) implies (5). Conversely. 
if all components of [g~]~=, are equal, define (g*) by (5) and F by (3). 
Apply the Leray-Schauder Theorem with C defined by 
C E (x E EZ’ ) each /xi1 ( M} 
and M $ 1 to be suitably chosen below. This establishes a vector v* E E,’ 
which solves (1). 
To verify the conditions of the Leray-Schauder Theorem, it suffices to 
show that Fx = Ax with 2 > 1 and Ix/, < M implies x is in the interior, not 
boundary, of c Since x is bounded, either A= co and x = 0 is in the interior 
of c, or else 1 < co, and we can set ,I = l//3, where 0 < ,8 < 1. Rewrite 
Fx = 1x as x = PFx which is a discounted Markovian decision problem 11 ) 
with solution [ 1, Theorem 3 and Corollary] 
xi=T=y 1PI~-P(f>l-'Is(f>- (g*> Ellis l<i<N. (6) 
Insert [ 1, proof of Theorem 4a] 
[r-pP(f)]p=* + II-PIP(f)-Wf)I I-’ 
409,Yh,‘l 2 
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with the last term continuous in j? and finite for all /3, 0 </I < 1 111. This 
gives 
where 
Yi’TEaKXn(f)[q(f)-(g*)T(f)li. l<i<N, 
and 
lul,~ F>; Iplr-p1P(f)-n(f)ll-‘Is(f)-(s*>r(f>II, 
OS4S’ 
G IQ + Kg*>1 ~maxl N yey III-P[p(f)-17(f)ll.‘l-A < a. 
OSDS’ 
1 si,jS,V 
We will show every yi = 0, hence lxil <A, so that x will be in the interior 
of c provided M > A. First rewrite yi as 
Since (5) holds, (g*) >, g”(f), so yi < 0. Then put (n”(f), r(f)) < T,,, to 
obtain 
nw 
Yi 2 ‘mm yEy - ” #“(f>iI g”(f)- (g*)l m-l 
Compare with yi < 0 to see yi = 0, completing the proof. 1 
Remarks. (i) The theorem establishes existence but not uniqueness of 
the fixed point u*. For a full characterization of the degrees of freedom in 
u*, see 171. 
(ii) Notice that we need not assume existence of a policy 
simultaneously achieving all N maxima in (4). We only require the ability to 
represent the solution to the discounted Markov decision problem x = /@A-. 
0 < p < 1, via (6). 
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(iii) Several easily applied sufficient conditions are available for 
verifying (5). These include: 
(a) there exists a state reachable from every other state within a 
finite number of steps, irrespective of what sequence of policies is chosen 
191; 
(b) every policy has a single-chained transition probability matrix 
17, 81; 
Cc) each pair of states in the set R = (i 1 i is recurrent for some 
policy in K} of recurrent states can communicate under some policy [7, 8 1. 
(iv) The existence criterion (5) holds irrespective of whether g* is 
defined as a maximum over non-randomized policies, as done here, or as a 
maximum over randomized policies, as in [S]. If (5) holds for either 
definition of g*, the solvability of the functional equations is assured 18 1, 
and this implies that the two definitions of g* are equivalent, i.e., the 
maximal gain rate is achievable by a non-randomized policy. 
4. EXTENSION TO COMPACT ACTION SETS 
The simple existence proof given above for finite action sets K(i) carries 
over to the case of compact actions sets, with the following modifications: 
(a) All maxima are replaced by suprema. In particular, the definition (4) 
becomes 
(7) 
and it is not necessary to assume that this supremum is actually attained. 
This is fortunate because attainment of the supremum is not easily 
demonstrated, since g(j)i is discontinuous in f when the chain structure 
changes. (Supremum attainment is most easily demonstrated as a byproduct 
of solvability of the functional equations.) 
(b) All qf, Tf, Pk are assumed to be continuous in k E K(i), to assure 
that F is continuous. As a consequence, the sup in (1) and (3) reduce to 
max, because the supremum of a continuous function on a compact set is 
achieved. In particular, for 0 < p < 1, there exists a maximizing policy for 
the fixed point equation x = PFx, and (6) remains valid. 
(c) The conditions Iqfl < Q, 0 < Tmin < Tf ,< T,,, in (2) now play an 
essential role in preventing g(f)i and g* from diverging. 
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(d) The technical assumption 
sup sup max 1 [I - PIP(f) - II(f)] 1; ’ I < co (8) 
O<b<l feK I<i,j<N 
is needed to ensure that 1 ZJ Ia: < A < 00. 
The example 
w-I= [; 1y, ]> [z-p(f)+n(f)lr’= [ 1 yli, $.] 
&=p(fh, > 0 
shows that, when /? = 1, [I -PIP(f) -n(f)]] -I can diverge as the smallest 
positive transition probability in P(f), so that (8) may impose a lower bound 
on the strictly positive transition probabilities. The following theorem shows 
that (8) is indeed met if all positive transition probabilities are bounded 
away from zero. 
THEOREM 2. Assume 
(9) 
ThenforanyfEK,O<P<l,and l<i,j<N, 
(10) 
where 
Proof: Fix f and p. Let R(f) and S(f) denote, respectively, the set of 
recurrent states and transient states (if any) of P(f ). Recall 
R(f) = U$!?, Cm(f) where C”‘(f) is the mth subchain of P(f). Put 
H= [I--[P(f)-n(f)]]-‘. Th e verification of (10) looks separately at 
live cases: 
Case 1: iE C”(f),je Cm(f), H,=O; (lla> 
Case 2: iECY(f),jECmdf),O<p<+, IHijJ<XB; (1 lb) 
N 
Case 3: iE Cm(f),jE Cm(f), i <P< 1, IH,( < 1 + N <B; (11~) 
Case 4: i E Wf ), j E S(f ), (1 Id) 
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Case 5: i E S(f), j E R(f), IffijI <B* (lie> 
Case 1: Put [I] 
H=Z+ < /3”[P(f)“-n(f)] if O,<p<l. (12) 
n=l 
H=lj;:l+ f d”[P(f)“-n(f)] if /I= 1. (13) 
n=1 
Since the i, j component of I, P(f)“, and n(f) all vanish, the same holds for 
H. 
Case 2: Since 0 < p(f):, Z7(f)ii < 1, (12) implies 
Case 3: From the definition of H, 
II- PW)]H = I- PWY. (14) 
If i E Cm(f), then Z7(f)i,i = 7~“‘(f)~ and P(f)ii both vanish unless j E Cm(f). 
The (i,j) component of (14) reads 
xi-p y Jv)i,-5 = ai 3 i E Cm(f), (15) 
recmtn 
where the index j E Cm(f) has been fixed and suppressed, 
xi = Hii and ai = 6, -P[n”(f) H]j, i E C*(f). 
Since n”(f) = n”(f) P(f) = rm(f) II(f), we find n”(J) = n*(f)H from 
(12t( 13) and we may rewrite ai = 6, - /?~“(f)~, i E Cm(f), so 
-1 <ai< 1, i E Cm(f). (16) 
Rewrite the jth component of ?rm(f) = n”(f)H as 
This implies max,,,,W x, > 0 and min,E(.my) x, < 1. Pick r, s E Cm(f) such 
that 
x,f max x, > 0, 
recmy) 
x,r min x,6 1. 
tECmC.f) 
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Since all states in Cm(f) communicate, there exists an integer L, 1 <L < N, 
such that [P(f)L]rS > 0. Iteration of (15) obtains, as rth component, 
L-L 
xr= \’ \.’ 
L 
n=o IEZ;;IV) 
[P”w-1” ],,a, + y [P”w->” Id-,. 
recmy) 
Inserting a, < 1, j3 < 1, and x, < x,, and using x, > 0, SO that @xl < x,., 
x, < L + P” 1 IJ-Yf)L lr, x, + (1 - w-)Llrs)xrJ 
< L + P” Pu-)L MXS - 4 + xr * 
This implies 
Inserting /3 > f, [P(f)L]rs > uL, and L < N, 
This implies 
and 
x,2x,.-N ($)*a- [l +N (;)“I, 
which together say 
-[l++] 
,A 
<xx,<Hij<x,< 1 +N for i, j E C”‘(f), 
confirming (1 lc). 
Case 4: Since n(f)ij = 0 if j E S(f), (12~(13) imply 
(17) 
MARKOV RENEWAL PROGRAMMING 21 
Since every transient state can reach a recurrent state within N transitions, 
and, by induction, 
y [P(f)‘“+‘], < (1 - a,V)‘, I> 1, t>o. 
ieSY) 
Equation (17) becomes 
0 < x 
je.SUl 
H, < N + N 2 (1 - a”)’ = -$ 
/=I 
so 0 < H, < N/a”, confirming (1 Id). 
Case 5: Let s E S(f), r E R(f) satisfy 
Since transient states ultimately feed recurrent ones, there exists an integer L, 
1 <L <N, such that CIERV) [P(#js, > 0, consequently 
C [P(f)N]sl > aN > 0. (18) 
IERCJ-I 
N-fold iteration of H = I + PIP(f) - ZZ(f)]H, using D(f) P(f) = 
P(J) n(f) = n(f)’ = Nf>, shows 
A- I 
H = I + x P” [P(f)” - L?(f) 1 + p” [K/-)N - W)lH. (19) 
n-l 
Since o <p(f);, D(f)ij ,< 1, D = I + CT:: P”[J’(f)” - Xf>l satisfies 
-(N- l)<Dij<N, or 
ID,1 <N, 1 < i, j < N. (20) 
Also 
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where the last used (1 la, b, c). The s, r component of (19) then implies, 
using (20), 
N- 
Insert 
where (1 la, b, c) were used in the last step to bound IHJ. After using 
p” < 1, (21) becomes 
or 
where the last step used (18). This confirms (1 le). 1 
Remark. Condition (8) is imposed only on non-randomized policies, and 
all suprema such as (7) were deliberately chosen to be over non-randomized 
policy. (8) will fail to hold for randomized policies, namely, when one mixes 
both positive and zero transition probabilities. 
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