Abstract-Current military communication network is a generation old and is no longer effective in meeting the emerging requirements imposed by the future embedded military applications. Therefore, a new interconnection system is needed to overcome these limitations. Two new communication networks based upon Full Duplex Switched Ethernet are presented herein in this aim. The first one uses a distributed communication scheme where equipments can emit their data simultaneously, which clearly improves system's throughput and flexibility. However, migrating all existing applications into a compliant form could be an expensive step. To avoid this process, the second proposal consists in keeping the current centralized communication scheme. Our objective is to assess and compare the real time guarantees that each proposal can offer. The paper includes the functional description of each proposed communication network and a military avionic application to highlight proposals ability to support the required time constrained communications.
I. INTRODUCTION
Current military communication network uses various interconnection systems, like MIL STD 1553B, STANG 3910 and SCI links [1] . Some of these data buses were designed since the 1980's and are still used in many military applications like aircraft, ships and satellites. However, with the increasing number and complexity of subsystems, these interconnection systems are a generation old and may be no longer effective in meeting emerging requirements. Using these solutions makes the global interconnection system heterogeneous and complex, and real-time constraints guarantees difficult to prove. Clearly, a new interconnection system is needed to fulfill these requirements. Currently, there is a new trend to use commercial off the shelf (COTS) technology rather than designing a dedicated solution. The use of a widely implemented and mature technology will greatly reduce the development cost and facilitate the maintenance process. However, the problem with COTS is reconciling the different requirements of commercial and critical applications.
Among several high speed COTS networks, Switched Ethernet is incontestably the most cost effective solution thanks to its ubiquity, simplicity and maturity. Therefore, this protocol is put forward in this paper as an attractive candidate to be the new communication network for the next generation embedded military applications. However, the key argument against using Switched Ethernet in this context lies in its non deterministic behavior that makes it inadequate to deliver hard real time communications due to congestion occurrence in switches. Therefore, achieving a real time behavior with low latency over Switched Ethernet still needs the use of specific real time mechanisms. Various real time communication solutions have been recently offered for Switched Ethernet. An overview of these solutions can be found in [2] and [3] .
In this paper, two communication networks based upon Full Duplex Switched Ethernet are proposed to replace the current military network. This aims at overcoming existent limitations and fulfilling the increasing needs of new military applications. The first one uses a distributed communication scheme where equipments can emit their data simultaneously. This solution, based on the Traffic Shaping approach, improves global throughput and system's flexibility. However, the existing subsystems are implemented to work with a centralized communication scheme, due to the widely used command/response data bus MIL STD 1553B [1] . Therefore, migrating all existing applications into a distributed communication compliant form could be an expensive step. To avoid this process, the second proposal consists in keeping the current centralized communication scheme thanks to an optimized MasterlMulti-slave transmission control initiated within the Flexible Time Triggered (FTT) paradigm [4] .
Our objective in this paper is to assess and compare the hard real time guarantees that each proposal can offer. First, the functional description of each proposed communication network is provided. Then, performance analysis is conducted, using the Network Calculus, in the case of a realistic military application. Obtained results are compared to show each proposal's ability to satisfy the required real time constraints. In the next section, a brief examination of data communication requirements for embedded military applications and an overview of the Traffic Shaping technique and the FTT paradigm are presented, while in section 3 we review the most The master addresses several slaves with a single Trigger Message (TM) at the beginning of each Elementary Cycle (EC). This latter is a fixed time slot used to allocate traffic on the bus; and within each EC two windows are considered synchronous and asynchronous, dedicated to periodic and aperiodic traffic, respectively (figure 1). The Trigger Message synchronizes the network and allows the identification of the periodic messages that must be transmitted by the remaining nodes within the respective EC. Nodes decode the TM and transmit immediately the identified messages. The periodic traffic scheduling activity is done centrally in the master, thanks to operational information stored in its System Requirements Database. This fact makes easy the scheduling policy choice and the communication requirements alteration.
III. RELATED WORKS

A. Traffic Shaping approach
Traffic Shaping approach has been initiated by Kweon and Shin [5] and their idea is that a smooth traffic, in which messages arrive at a constant rate, suffers less from collisions than a bursty traffic. Specifically, a traffic smoother is installed in every station between the Ethernet MAC layer and the UDP or TCP/IP layer: first it gives real-time (RT) packets priority over non real-time (NRT) packets, second it smooths the NRTstream to reduce collision with RT-packets from the other nodes. Real-time traffic is not smoothed and is sent as soon as it arrives. This approach provides statistical guarantees which is not sufficient for hard real-time systems like the military applications.
Unlike this approach where only the non real-time traffic is smoothed, the Traffic Shaping approach developed by Loeser and Haertig [6] is based on the fact that all the incoming traffic has to be controlled in order to guarantee some deterministic performances of the network. They show in experiments, in the special case of Fast and Gigabit Switched Ethernet, that transmission without packet loss could be guaranteed when using the Traffic Shaping. However, this guarantee does not fulfill the military applications requirements and specially the deadline constraints.
This last approach presents a similarity with the one suggested in this paper, which consists in the use of traffic shapers at data sources to control traffic and to guarantee the integrity of the military applications. However, we will add a priority handling method in data sources and in the switch to assure a good isolation level for urgent messages with hard deadline constraints. Then, an adequate choice of service policy in the switch is needed to guarantee low bounded delays. Finally, to deal with the prediction of the worst case performance of such proposal, delay bounds analysis is conducted using the Network Calculus [7] .
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B. Traffic Shaping
Our proposal with a distributed communication scheme is based on the Traffic Shaping approach. This technique has been initiated by Kweon and Shin [5] to achieve real-time communication over Ethernet.
The traffic shaping idea is that reliable transmission with bounded delays is possible when there is a traffic control at data sources. Each subsystem has to control its streams in accordance with their periodicity and their packet's maximal length. The traffic shaper regulates a packet stream using a leaky bucket concept characterized by a maximal size and a rate carefully chosen for each stream. As opposed to the current centralized transmission control, Switched Ethernet with Traffic Shaping approach is based on the fact that equipments can emit their data simultaneously when the traffic is well controlled, which improves global throughput and system's flexibility.
C. FIT paradigm
Our proposal with centralized communication scheme is based on the Master/Multi-slave mechanism. This latter has been initiated by Almeida, within the Flexible Time Triggered (FTT) paradigm and its implementation on CAN (FTT CAN [4] ), to allow an efficient use of network bandwidth and save overhead compared to standard Master/Slave protocols since the same master message is used to poll several nodes in a given Time Cycle.
II. BACKGROUND
A. Military applications requirements
For embedded military applications, it is essential that the networking system fulfills a set of requirements, e.g. the timeliness and the accuracy of data which are critical for safety concerns. Therefore, the determinism of the data bus and temporal deadlines guarantees are very important. Moreover, these applications need several classes of traffic and priority control with guaranteed qualities of service for each traffic class. Several kind of traffic can be identified regarding their temporal characteristics.
• Periodic traffic: corresponds to e.g a control process and it is in general known a priori. 
B. Master/ Slave approach
Despite some limitations like the existence of a single point of failure (master) and imposed overheads, the Master/Slave mechanism is still an attractive solution thanks to its centralized control that reduces traffic management on slaves. We review in this section the most relevant solutions using the Master/ Slave approach.
Ethernet Powerlink (EPL) is supported by the Ethernet Powerlink Standardisation Group [8] . It is based on the principle of using a Master/Slave mechanism on shared Ethernet segment. A key concept in this protocol is the EPL cycle which is a fixed time slot used to transfer traffic on the bus. The following time periods exist within one cycle: (1) Start period where the master sends a special frame to slaves to signal the beginning of the cycle; (2) Isochronous period to send and receive isochronous traffic; (3) Asynchronous period to transfer only one asynchronous message; (4) idle period used to assure the temporal isolation between isochronous and asynchronous data. "This protocol offers hard guarantees for the preplanned traffic and soft guarantees for the on demand traffic" [3] . However, this protocol is not compatible with regular 802.3 protocol and it is not implemented yet on Switched Ethernet.
EtherCAT is supported by the EtherCAT Technology Group [9] . The medium access control uses a Master/Slave principle where slaves are arranged in an open ring bus and the master is connected to one of the open ends. Frames can be processed "on the fly" where the master sends frames to the slave nodes to extract data from and insert data into these frames. This configuration offers good performance with very short cycle times (30JLs) [2] . However, this protocol is based on non standard hardware which conflicts with the main interests of using Ethernet in real time applications e.g costs, availability and compatibility.
The FTT paradigm has been extended to Ethernet by Pedreiras (FTT Ethernet [10] ) and recently to Switched Ethernet by Marau (FTT-SE [11] ). This protocol presents significant interests compared to EtherCAT and EPL thanks to its optimized transmission control (MasterlMulti-slaves), its flexibility and its compatibility with 802.3 protocol. However, we identify some limitations of the current FTT-SE version [11] (version in progress) to be used in a hard real time context. First, there is not a clear mechanism to handle aperiodic traffic and to avoid unconstrained aperiodic communication occurrence yet. This fact may generate bursts leading to queue overflow in switches and packet losses and consequently real time constraints violation, which is not allowed for embedded applications. Then, to our best knowledge, the schedulability analysis and the temporal accuracy of the system are not proved yet.
This last protocol presents a similarity with the one suggested in this paper which consists in the use of a Master/ Multi-slave technique to save overhead compared to a standard Master/Slave technique. Taking advantage of these FTT paradigm characteristics, we propose a new Master/ Multislave Switched Ethernet that differs from the FTT-SE [11] 203 in many aspects. In fact, one of the major characteristics of FTT-SE is its Flexibility which consists in using an online admission control and a dynamic QoS management. However, for embedded military applications, the circulating traffic is known a priori and using a scheduling mechanism computed off-line and implemented statically in the master is more suitable for predictability reasons. The originality of this choice lies in the introduced schedulability analysis based on the Network Calculus theory [7] to provide deterministic schedulability gurantees. Moreover, our proposal implements different enhancements to overcome the cited FTT-SE's limitations.
IV. PROFILED NETWORK WITH DISTRIBUTED COMMUNICATION SCHEME
A. Overview To achieve the required QoS level offered by Switched Ethernet, the key of this proposal is the use of traffic shapers at data sources to control traffic and an adequate switch service policy to guarantee the real time constraints of these critical applications. Note that today's switches like the recent Cisco ones offer interesting features like advanced QoS. These switches implement Priority handling (IEEE 802.1p) to classify packets and can support processing up to four queues per output port. In addition, Cisco switches support the widely used scheduling policies like First Come First Served (FCFS) and Static Priority (SP) .
B. Functional description
The functional diagram of this profiled network is shown in figure 2 . Each subsystem is connected to the network via a specific terminal that provides communication functions required to use the network. Different terminals are connected to a central switch using a static forwarding table to transmit data from one terminal to another. End to end communications are based upon three parts: Application interface (API), UDP/IP protocols and enhanced Ethernet layer. The API provides a set of services to send and receive messages, using the corespondent communication port number and a pointer to the queue holding the message to transmit or waiting to be read. This API is very similar to the socket API. The Transport and Network protocols UDP/IP are selected for their simplicity to provide end to end services between application processes. To perform the system configuration, an UDP port number is associated with each used communication port in the API, and each transmitted or received message type has a corespondent UDP port. Hence, the avionic subsystem identifies exchanged data thanks to communication ports numbers.
The Ethernet layer is enhanced thanks to the traffic shaping and the scheduling policies implementation:
• Traffic Shaping implementation Traffic Shaping is implemented in the upper half of the Data Link Layer, using the leaky bucket concept. A leaky bucket is characterized by a maximal size b and a rate r and a corespondent traffic shaping interval T can be defined: once the bucket gets empty, the next amount of data is generated not earlier than T. So, the bucket must hold at least the amount of data r * T that can arrive during T time units. To guarantee the integrity of the traffic characteristics, we consider for each stream a leaky bucket characterized by its maximal size Land its rate LIT in order to have one packet of size L per period T.
• Scheduling implementation
After traffic regulation, flows are multiplexed in the terminal output according to the processing policy and only FCFS and SP are considered in our case. A priority mechanism is defined in this aim to take into account the different temporal constraints of each traffic category. As a result, we define four priorities: HRT aperiodic traffic will be tagged with the highest priority, then periodic traffic the medium priority, and the lowest priorities for the SRT aperiodic and NRT traffic. The terminal processing policy and the switch scheduling policy have to be the same.
decoded to determine its destination port and the rest is forwarded without any error checking mechanism. With the latter, the switch waits until the complete reception of the packet and forwards it to the destination port if it is successfully verified. For military applications, it is more convenient to implement the second switching technique for safety reasons since no corrupted packet will be forwarded. Then comes the scheduling policy which will be used to forward packets at the switch output port. Two basic scheduling policies are widely used FCFS and SP.
• FCFS is the simplest policy. Packets are served in their arrival order without taking into account their temporal characteristics and mainly their deadlines, which can cause real-time constraints violations. • Using SP, packets are queued and forwarded according to their priorities. So, a queue is selected for transmission if all traffic classes queues with higher priority are empty at the time of selection; and for a given queue, the scheduling order is FCFS with a non-preemptive manner. The 802.1p priority model [12] which defines a 3 bits priority field in the extended Ethernet frame (8 priority levels), is used to manipulate priority classes. Starvation for the lowest priority queues represents the main SP policy drawback.
v. PROFILED NETWORK WITH CENTRALIZED COMMUNICATION SCHEME Current applications are used to working with the command/response mechanism and can have some adaptation problems with the new asynchronous communication scheme imposed by the profiled network presented earlier and a rewriting process could be necessary in this case. To overcome this limitation, Switched Ethernet with a centralized communication scheme is proposed herein to keep the current communication scheme. This fact guarantees an easy transition for existing applications and reduces development costs. Our proposal implements an optimized Master/Multislave transmission control technique to allow an efficient use of network bandwidth, combined with an original method to handle aperiodic requests and deterministic scheduling analysis to satisfy the required real time constraints.
Switch
C. Switch specification
An Ethernet switch is an active device that identifies the destination port of an incoming packet and relays it to the specific port [12] . If multiple packets have the same destination port, buffers are used to resolve the problem of collision. However, frames are lost when buffers overflow. Ethernet switches can be identified by their switching technique and their scheduling policy.
First, two types of switching techniques are currently implemented in Ethernet switches: Cut Through and Store and Forward. With the first, only the header of each packet is
A. Handling periodic transmissions
Concerning periodic traffic, the arbitration mechanism is guaranteed by the master given the information stored in its Database and our introduced scheduling mechanism. The master builds the periodic traffic schedule in a static manner according to the provided scheduling mechanism. Then, it polls several slaves by means of the Trigger Message (TM) which conveys the identification of the messages to transmit within each synchronous window. In the following paragraphs, we detail the used database and the scheduling mechanisms used inside the master.
1) System Requirements Database:
The communication system management is guaranteed thanks to a data structure stored in the master node, called System Requirements Database (SRDB). This latter contains information concerning periodic traffic, aperiodic traffic and system configuration. In our case, the used cooperation model is the publisher/subscriber scheme. Thus, the identification of each message needs the associated physical addresses (source and destination). The description of periodic and aperiodic messages conveyed by the communication system is given in Periodic Requirements Table (PRT) and Aperiodic Requirements Table  ( ART), respectively. • Ds: message deadline. it is the period for a periodic message and the maximal response time for an aperiodic message;
• Ts: for a periodic message, it is the period. For an aperiodic message, it is low bounded as its minimal interarrival time. Aperiodic messages are then modeled as sporadic messages to assess the worst-case performances. This information is used to select periodic messages to transmit in each Elementary Cycle (EC) and to implement arbitration mechanism for aperiodic messages and specially traffic shapers integration; • Si: identifies the sender node;
• R i : identifies destination address. It could be the address of one node or the group address of the receivers set. This information is used to build the Ethernet header; • Pi: the priority level of an aperiodic message, that is determined by the real-time requirements of each aperiodic traffic category. This parameter is used for the aperiodic arbitration mechanism explained in V-B. Therefore, Pi is a natural in {a, 1, 2}.
The last component of the SRDB is the System Configuration Table ( SCT), which contains information concerning the system status used to profile the network.
2) Building EC-Schedules: We define specific schedulability analysis carried out statically in the master that allows: (1) EC schedules building so that periodic (aperiodic) transmission fits within the synchronous (asynchronous) window; (2) schedulability bounds guarantee for each traffic class; (3) enforcing the temporal isolation between synchronous and asynchronous windows.
The originality of our introduced schedulability analysis consists in using the Network Calculus theory and optimization concepts. First, we identify the different temporal and 205 system constraints and we express them using the Network Calculus theory. The system constraints consist in the fact that both periodic and aperiodic messages should be confined within their respective windows to guarantee a traffic temporal accuracy and the system stability. Second, we extend this formalism by defining the guaranteed end to end delay bounds in a Master/ Multi-slave Switched Ethernet network. Third, we define a feasibility condition of a given schedule based on an optimization problem which takes into account the identified temporal and system constraints and has as decision variables Elementary Cycle and the synchronous window durations. The objective function of this optimization problem is the minimization of end to end delay bounds over all streams on the network. Our main idea is:
if the optimization problem associated to this scheduling problem admits a solution, then the schedule is feasible. If there is no admissible solution for the associated optimization problem, the network capacity is increased until finding an admissible solution.
This allows: (1) the definition of a feasibility condition for each considered schedule; (2) a worst case dimensioning of the network. Hence, the master becomes able to build feasible ECschedules given the information stored in its Database and the knowledge of the optimal Elementary Cycle and synchronous window durations. The analytic details of this method are outside the scope of this paper and can be found in [13] . Unlike periodic traffic, the aperiodic traffic arbitration is not resolved by the master and the only information concerning this traffic conveyed by the TM is the asynchronous window duration. In order to avoid real time constraints violation, we introduce a suitable arbitration mechanism within the asynchronous window. Our main idea consists in constraining the amount of traffic generated within an asynchronous window thanks to the use of traffic shapers and a priority handling method combined with the service policy Static Priority (SP) to assure a good isolation level for urgent messages with hard deadline constraints. As a result, we define three priorities within aperiodic traffic: HRT aperiodic traffic will be tagged with the highest priority, then SRT aperiodic traffic the medium priority, and the lowest priority for the NRT traffic. Then, only the messages that fit within the asynchronous window and respect the system constraints are transmitted. The rest of the messages is kept until the following EC. Hence, the aperiodic traffic arbitration is resolved in an autonomous way inside each node. Figure 3 illustrates this mechanism.
B. Handling aperiodic transmission
C. Functional description
Fig. 4. Functional Diagram of Switched Ethernet with centralized communication scheme
The network architecture is depicted in figure 4 and it consists of one master and one or more slaves, connected to a central switch thanks to full duplex links. The switch is similar to the one specified for the profiled network using the distributed communication scheme (IV-C). Thus, it uses a static forwarding table and a store and forward switching technique and it implements FCFS and SP policies.
The access to the communication network is performed thanks to two parallel stacks, one for the Real Time traffic and the other for the Non Real Time one. The Non Real Time stack allows the coexistence of our protocol with other communication protocols thanks to an encapsulation process of foreign protocol frames within compliant frames. In this case, the UDP/ IP protocols are used with a Non Real Time Application Interface (NRT API) to provide end to end communications. System configuration is performed in the same manner than the distributed network: each message type has a corresponding UDP port associated with a given API port.
The Real Time stack consists of three parts: Real Time Application Interface (RT API), a control layer and Ethernet MAC layer. The most important part is the control layer, integrated to the Data Link layer, to control both Real Time and Non Real Time communication.
• Trigger Message: this control layer decodes the TM, determines the master identifier and the synchronous and asynchronous windows durations. In addition, it identifies periodic messages to transmit by the associated terminal during the synchronous window.
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• Periodic Traffic: on transmission, this control layer transmits messages identified by the TM message. On reception of a periodic message, it checks if it is correct and locally consumed. If it is the case, the associated buffer is updated with the received data. • Aperiodic Traffic: on transmission, this control layer identifies the temporal limits of the asynchronous window and transmits the selected aperiodic messages according to the arbitration mechanism described in V-B. In addition, it prevents the start of any message transmission that does not fit within the asynchronous window to enforce temporal isolation between synchronous and asynchronous windows. On reception of an aperiodic message, it checks if it is correct and locally consumed. If it is the case, the message is transmitted to the corresponding communication stack (real time or non real time) and the associated buffer is updated with the received data. It is worth to note that the arbitration mechanism used for aperiodic traffic is implemented in the upper half of the Data Link Layer, using traffic shaping based on Leaky Bucket concept and priority handling.
VI. PERFORMANCE EVALUATION
A. Metric: end to end delay
To investigate the validity of our proposals and their efficiency to support military applications requirements, the main metric that has been chosen is the end to end delay. To evaluate the offered QoS level, the maximal end to end delay bounds will be compared to the temporal deadlines of each traffic class. To achieve this aim, we have chosen to conduct an analytic study instead of simulations, which are commonly used to validate networks. In fact, simulations cannot cover the entire applicability domain and specially rare events that represent worst-case functioning. Moreover, these latter are always conducted with a given confidence level always less than 100 percent. So, clearly, simulations cannot prove the deterministic guarantees required by these critical applications, where a failure might have a disastrous consequence. Our analytic study is based on the use of Network Calculus theory [7] , because it is well adapted to controlled traffic sources and provides deterministic end-to-end delay bounds.
In our previous works [13] , [14] and [15] , for each proposed network, general network models were designed to describe circulating traffic, the terminal and switch processing. Then, delay bounds analysis was conducted using the Network Calculus formalism based upon these models. These analytic studies details are outside the scope of this paper. In this part, these general analytic studies are applied in the case of a realistic military application to show and compare our proposals ability to provide deterministic guarantees.
B. Case study
Our case study is a representative circulating traffic on an avionic network in a modern French military aircraft. Hence, we estimate that it is representative of military applications behavior and requirements. The Network consists of six MIL The traffic is circulating between about twenty subsystems on each used MIL STD 1553B. Real-time traffic is described in tables I and II. So, one can see that for periodic messages, the largest period is about 160 ms and the most frequent value is 20 ms; and for aperiodic messages, there are different response time bounds and the most urgent one is about 3 ms. The transaction table of the MIL-STD 1553B bus is statically defined in such a way that time constraints are enforced and terminals are polled in a determined sequence. As a result, the major table's cycle has a duration of 160 ms and minor table's cycles 20 ms, in order to meet the requirements of the higher update rate messages. For each message, we define a deadline: for periodic messages, the deadline is the period that ranges between 20 ms and 160 ms; and for aperiodic messages their maximal response time. We suppose that a subsystem can generate at most one aperiodic message of each type once every minor frame (20 ms). Therefore, the hardest real-time constraint to respect is the maximal response time for the Hard Real Time aperiodic messages (3 ms). In order to integrate the above traffic in a simple manner 207 when replacing the current avionics network with the selected profiled Full Duplex Switched Ethernet (distributed or centralized communication scheme), a MAC address is attributed to each subsystem and the different subsystems currently connected to a MIL STD 1553B will be connected to one switch. When using the centralized scheme, the current Bus Controller on MIL STD 1553B is considered as the master. Then, communications between the different subnetworks are assured thanks to a central switch with full duplex links which replaces the current SCI links. Every 1553B message generated by a 1553B terminal is encapsulated in an Ethernet frame that respects the minimal frame size (64 bytes) and contains the source and destination addresses. Figure 6 depicts our general case study for the two communication schemes: distributed and centralized.
C. Obtained results and Comparative analysis
In our case study, given the important number of streams and the existence of multicast and broadcast transmission modes, it was more convenient to represent maximal end-toend delay bounds related to each destination terminal than to each individual stream. Hence, the end to end delay bounds associated to each destination terminal can be calculated as the maximal end to end delay bounds among those associated to its received streams set. First, the end to end delay bounds for each traffic category received by each terminal are computed in the case of one switch. The selected switch is the busiest one among those aboard the aircraft.
In the case of Switched Ethernet with distributed communication scheme, with the FCFS policy and a capacity of lOOMbps, the end-to-end delay bounds for each stream set, characterized by a destination subsystem, are computed and the obtained results are presented in Figure 7 . Clearly, one can see that for terminals SXJJ and RS end-to-end delay bounds are larger than 3 ms which means that the deadline constraint for the Hard Real Time aperiodic messages is violated. Thus, real-time constraints required by this military application would be violated, despite the relative ratio between Switched Ethernet (100Mbps) and MIL-STD 1553B (1Mbps) and the low bus utilization (6%). Hence, as opposed to some received ideas, increasing the offered bandwidth is not sufficient to have a real-time behavior with Switched Ethernet.
In order to achieve the QoS level offered by this profiled network, several service classes are required to assure a good isolation for urgent messages with hard deadline constraints. Hence, SP policy is selected here to guarantee the priority handling in data sources and in the switch. The obtained results • & are shown in figures 8. Clearly, the end to end delay bounds are inherently reduced for the HRT aperiodic traffic and satisfy the associated deadline constraint. Obviously, all delay bounds cannot improve and as a result NRT traffic delay bounds grow compared to the FCFS bounds. These results show that in the case of one switch, the QoS level required by military applications is achieved.
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In the case of Switched Ethernet with a centralized communication scheme, with a 100Mbps as a capacity, optimization problem associated to FCFS policy has no admissible solution that respect all the system and temporal constraints. Whereas, the optimization problem associated to SP policy admits a feasible solution with an Elementary Cycle and a synchronous window durations about 8ms and 2ms, respectively. The optimization problem solving details are outside the scope of this paper. Maximal end to end delay bounds for each traffic 208 category obtained in this case for the master and the busiest slave reception port are presented in figure 9 . Clearly, the delay bound for HRT aperiodic traffic satisfies the associated deadline constraint (3ms). Moreover, the periodic traffic and SRT aperiodic traffic have end to end delay bounds less than 20ms which respect the hardest deadline constraint required by these two classes. It is worth to note that delay bounds for SRT aperiodic traffic are better than periodic traffic ones, which confirms the temporal isolation between the synchronous and asynchronous windows.
Having the same capacity (lOOMbps) in the case of one switch with distributed and centralized communication schemes, it is interesting to compare the obtained results. Table III shows the maximal end to end delay bounds (in milliseconds) obtained in a global manner for each traffic category (periodic, HRT aperiodic, SRT aperiodic, NRT). Clearly, one can see that the end to end delay bounds are Hence, SP policy is selected to guarantee the pnonty handling and obtained results are shown in figure 11 . Clearly, the end to end delay bounds are inherently reduced for HRT Aperiodic traffic and satisfy the associated deadline constraint. Moreover, for each destination subsystem, the Periodic and SRT Aperiodic traffic have end to end delay bounds less than 20 ms which respect the hardest deadline constraint required by these two classes. This amelioration is accompanied by a noticeable degradation of NRT traffic delay bounds compared to the FCFS bounds. These results show that the priority handling method combined with the traffic shaping approach may be a good mean to improve the Switched Ethernet reliability and to achieve the QoS level required by this military application.
This value represents the smallest period for periodic flows and the response time of some aperiodic flows. Hence, the deadline constraints associated to these flows are not respected. Thus, real-time constraints required by this military application would be violated. These results show that in the case of one switch, the QoS level required by this military application is achieved. Therefore, it is interesting to generalize these results for the global avionic network. In our case study, given that the inter subnetworks communications are exclusively between Bus Controllers, it was more convenient to represent maximal end to end delay bounds related to each traffic category received by these terminals. In fact, these transmitted flows cross three switches and their related end to end delays can increase in an important manner. Hence, if these obtained delay bounds respect the associated deadline constraint, it will be the case for all transmitted flows on the network.
For the profiled Switched Ethernet with distributed communication scheme, with a 100Mbps capacity and FCFS policy, the end-to-end delay bounds for each stream set, characterized by a destination subsystem, are computed and the obtained results are presented in figure 10 . Obtained end-to-end delay bounds are larger than 3 ms which means that the deadline constraint for the HRT aperiodic messages is violated. Moreover, traffic streams sent to terminals SXJJ, HSCF and CQFD have an end to end delay bound larger than 20 ms.
inherently increased for all traffic classes with the centralized communication scheme compared to the distributed one. This degradation results from the overheads imposed by the master/slave mechanism. In addition, it is worth to note that for periodic and HRT aperiodic traffic, end to end delay bounds are close to the respective deadline constraints. Thus, additional capacity could be required to guarantee a good security margin. Giving obtained results for the global network with the two different communication schemes, we note that the profiled network with centralized communication scheme is more constrained than the one with distributed scheme. In fact, a larger capacity is required to satisfy the real time constraints of this military application. However, as it was said before, this communication scheme makes the migrating process to an Ethernet-compliant form easier and allows development costs reduction.
For the profiled Switched Ethernet with centralized communication scheme, the network performances are investigated with a 100Mbps capacity. In this case, optimization problems related to FCFS and SP policies have no admissible solutions. As a result, the communication capacity is increased to 1Gbps. A feasible solution is obtained with SP policy for an Elementary Cycle and a synchronous window durations about 5ms and 1ms, respectively. The obtained results are addressed in figure 12 and we note that temporal deadlines associated to different traffic categories are respected. These results show that the proposed deterministic MasterIMulti-slave Switched Ethernet satisfies the requirements of this military application. VII. CONCLUSION We have shown, through this paper, that Full Duplex Switched Ethernet is an attractive candidate to replace the current military network in next generation applications. Our first proposal uses a distributed communication scheme where equipments can emit their data simultaneously. To guarantee an acceptable real-time behavior of this profiled network, traffic shapers were integrated in data sources to assure the traffic control. Then, a priority handling method is added to have a good isolation level for urgent messages with hard deadlines. This was achieved by using SP policy in data sources and switches. Using the Network Calculus theory, an analytic study was conducted to calculate deterministic guarantees offered by our proposal in the case of a realistic military aircraft network. Obtained results show the efficiency of this proposal to provide deterministic transmission with respected deadline constraints, as required by military applications. However, migrating all existing applications in a compliant form could be an expensive step.
To overcome this limitation, the second proposal consists in keeping the current centralized communication scheme. This proposal allows: (1) an efficient aperiodic traffic handling; (2) bounded response time and real time constraints guarantees. However, this latter is more constrained than the profiled network with distributed communication scheme and needs more capacity due to the master/slave overheads.
Hence, the analytic performance evaluation a priori of these proposals allowed us to have an idea about their respective offered deterministic guarantees. Giving these obtained results, the next step will be to evaluate the practical implementation issues concerning each proposal to select the accurate network that will guarantee the real time constraints for the least amount of money. 
