In [Opt. Express 15, 10061 (2007)] we proposed a new regime of multichannel all-optical regeneration that required anomalous average dispersion. This regime is superior to the previously studied normal-dispersion regime when signal distortions are deterministic in their temporal shape. However, there was a concern that the regenerator with anomalous average dispersion may be prone to noise amplification via modulational instability. Here, we show that this, in general, is not the case. Moreover, in the range of input powers that is of interest for multichannel regeneration, the device with anomalous average dispersion may even provide less noise amplification than the one with normal dispersion. References and links 1. P. V. Mamyshev, "All-optical regeneration based on self-phase modulation effect," in
Introduction
All-optical regeneration has the recognized potential to increase the reach of fiber-optical transmission systems without expensive optical-to-electrical signal conversion. In this paper, we will focus on a particular regeneration scheme proposed by P. Mamyshev in [1] , which has 2R (reamplification and reshaping) capabilities for the on-off-keying signal format. The Mamyshev regenerator operates by broadening the spectrum of an amplified pulse in a highly nonlinear fiber (HNLF), which is then followed by off-central filtering of a part of the signals spectrum. This device has been demonstrated [1] to improve the quality of both logical ONEs and ZEROs, and has been extensively studied (see, e.g., [2] and references therein) due to its simplicity and robustness. However, in order to become a practical alternative to optical-to-electrical signal converters, an all-optical regenerator must be capable of simultaneous processing of multiple wavelength-division multiplexing (WDM) channels. In [3] , we proposed such a multichannel version of the Mamyshev regenerator. The key ingredient of our scheme was the dispersion map where the dispersion of each HNLF section was compensated by a periodic (in wavelength) group-delay device (PGDD), so as to reduce detrimental inter-channel nonlinear interaction. As most other implementations of the Mamyshev regenerator, our scheme used a normal (average) dispersion. However, in a later study [4] , we pointed out that the filtering amplitude characteristic of a commercially available PGDD dictated the necessity of a different regime where the average dispersion must be anomalous. This regeneration regime with anomalous average dispersion exhibited greater eye opening improvement and more robust performance than the original, normal-dispersion, regime found in [3] . We experimentally demonstrated that a dispersion-managed implementation of the Mamyshev regenerator can improve the signal degraded by a deterministic distortion (e.g., the linear or nonlinear cross-talk) for a single channel [5, 6] and for eight WDM channels [6, 7] . A four-channel operation of a different dispersionmanaged version of the Mamyshev regenerator with anomalous average dispersion was also recently reported in [8] .
Despite this demonstrated ability of the regenerator with anomalous average dispersion to reduce deterministic distortions, there was a concern that the amplified spontaneous emission (ASE), which was not considered in [4] and [6] - [8] , could be strongly amplified in the anomalous-dispersion regime by modulational instability. An answer to that question is obscured by the fact that our regenerator uses a dispersion map rather than a uniform anomalousdispersion fiber, and dispersion management may suppress modulational instability [9] . On the other hand, the results of [9] are obtained for a weakly nonlinear regime, while in a regenerator, the propagation is strongly nonlinear. The above question and observations motivate us to perform a numerical study to compare the noise amplification in the dispersion-managed Mamyshev regenerator with normal and anomalous average dispersions.
Let us now explain the approach that we used for this comparison. We distinguish between two "kinds" of noise: (i) the rare large-amplitude bursts that may cause errors if the receiver is placed immediately after the regenerator, and (ii) small-amplitude noise realizations that occur frequently but may cause errors only after accumulation over several regenerated sections of the transmission line. Different "metrics" are needed to assess amplification (or absence of such) of these two "kinds" of noise by a regenerator. Since the bursts (case (i)) are so large that they may cause detection errors, an adequate metric for them is the bit-error rate (BER) of the regenerated signal. Recently, we proved analytically [10] that any 2R regenerator with parameters considered for practical use would cause BER degradation if the receiver is placed immediately after the regenerator (for prior numerical evidence, see [11, 12] ). Thus, to compare the amplification of noise bursts, we will numerically estimate which regenerator, that with normal or with anomalous dispersion, degrades the BER stronger.
For case (ii), i.e. for small-amplitude noise realizations that occur most frequently and whose amplitude is within one or two standard deviations, the adequate assessment metric is the Qfactor, defined, as usual, as
where V (0,1) and σ (0,1) are the averages and standard deviations of the received powers of ZEROs and ONEs, respectively. That is, computing the Q-factors of the same signals processed by the regenerators with the two types of average dispersion will show which regenerator can better suppress small signal distortions. We note that, of course, this Q-factor is not straightforwardly related to the BER of the regenerated signal since the latter's statistics is far from being Gaussian.
The numerical technique that we employ is a slightly improved version of the modification of the Multicanonical Monte Carlo method (MMC), which (the modification) was proposed in [12] . The original MMC [13, 14, 15 ] allows one to numerically compute the BER as low as 10 −10 (and lower) with only ∼ 10 5 simulations, without making any assumptions about the statistics of the signal. A hallmark feature of the MMC is that, in stark contrast to the standard Monte Carlo method, it produces noise realizations of any amplitude with approximately the same probability. This is ideally suited for our purpose of considering regeneration of both large-and small-amplitude noise. In [12] , we proposed a modification of the MMC that paral-lelizes this algorithm and hence allows one to simulate the required ∼ 10 5 noise realizations in a few hours rather than in a few days, as the original MMC would.
In this paper, we apply the method of [12] to theoretically study the effect of ASE on the performance of a dispersion-managed Mamyshev regenerator. More specifically, here we consider only the basic component of this complex problem, namely, the interaction of noise with a single pulse in a single channel. Even though such a reduced model cannot accurately predict the BER or the Q-factor of the regenerated signal that would come from a transmission system, it can still be used to answer the main question of this work: Is the ASE amplified stronger in the anomalous-dispersion regeneration regime than in the normal-dispersion one? We also note that the simplifications made in the above reduced model are not expected to qualitatively change an answer to this question when inter-channel and adjacent-pulse interactions are "turned back on". Indeed, in [3] and [4] , we already found regenerator parameters that minimize the adjacent-pulse interactions in a 128-bit-long pseudo-random sequence. In the present paper, we use similar parameters, for which these interactions will also be weak. As far as the interaction of the signal with the noise from other channels, it will be negligible due to severe phase-mismatch provided by the PGDD-enabled dispersion map of the regenerator.
The main part of this paper is organized as follows. In Section 2, we will briefly review the idea of the parallelized MMC, proposed in [12] , and also discuss the interpretaion of the results that will be obtained with it. In particular, we will explain that while a single regenerator placed immediately before the receiver is likely to degrade the BER, a chain of such regenerators distributed along the transmission line can still improve it. In Section 3, we will present the main results of this paper. Namely, we will show and discuss plots of the BER and Q-factor after the regenerator for different values of its parameters. In Section 4, we will summarize the results, and in the Appendix, will describe a slightly improved version of the parallelized MMC of [12] , which we employed in this paper.
Calculation of the BER of the regenerated signal
We will first review the idea behind the numerical approach which was used to compute both the BER and the Q-factor of the regenerated signal. While the latter could be obtained with ∼ 10 3 standard Monte Carlo simulations, the former requires much more simulations. The original MMC algorithm, mentioned in the Introduction, allows one to compute very low BER values with only ∼ 10 5 simulations [14, 15] . However, that algorithm is intrinsically sequential, and it would take a few days to perform the required ∼ 10 5 simulations one after the other [16] .
The key idea proposed in [12] was to split the procedure into two stages. In the first stage, one runs the MMC without the regenerator. Instead, here the noise-degraded signals are processed by the receiver, consisting of an optical bandpass filter (OBPF), photodetector, and electrical filter. Two separate MMC simulations are required, one for ONEs and one for ZEROs. Since one numerical run through the receiver is about two orders of magnitude faster than a run through the regenerator, this stage takes only a few hours (see Appendix). The outcome of this stage contains two pieces of information: (i) probability density functions (PDFs) of non-regenerated ONEs and ZEROs, from which the input BER can be computed, and (ii) a large set of distinct samples of noisy signal whose received powers uniformly fill up the range [P min , P max ] where the corresponding PDF is computed. We emphasize that by the nature of the MMC algorithm [13] , a significant number of such samples can be collected even in those regions where the PDF is very small. In the Appendix, we describe a modification to the sample collection procedure that improves the one we originally proposed in [12] . Next, in the second stage of our parallelized version of the MMC, the collected noisy samples are processed by the regenerator and then detected by the receiver. The resulting distribution of power values is recorded and used, along with the PDFs of the non-regenerated signal computed in the first stage, to find the PDFs and hence the BER of the regenerated signal. We will refer to it as the output BER. The Q-factor can be computed using these same data and Eq. (1). Since each signal sample can be run through the regenerator independently from all other samples, the second stage of our procedure can be performed by several computers simultaneously. This results in the overall reduction of computing time from several days to just several hours.
In [12] , we used the above numerical technique to demonstrate that the Mamyshev regenerator with a particular set of parameters degrades the BER if the receiver is placed immediately afer it. Later, we showed analytically [10] that such BER degradation is a generic phenomenon. To avoid possible confusion, let us note that while a single regenerator degrades the BER, a chain of regenerators distributed along the transmission line can still improve it. Quantitatively, a related result was shown, e.g., in [17] , where a single regenerator was placed at some distance before the receiver. To explain this in qualitative terms, let us also consider only one regenerator and, as an additional simplification, suppose that it is placed in the middle of the transmission line where the signal degradation occurs only from the accumulated ASE. First, consider the case with no regenerator present. Given the Gaussian statistics of the noise in this non-regenerated system, it can be straightforwardly shown that the noise bursts that cause errors at the receiver are most likely to occur as a superposition of two smaller burst of approximately the same amplitude, where one of these "partial bursts" accumulates before, and the other after, the location of the regenerator. Now consider the same system with the regenerator. The regenerator redistributes the noise in such a way that small deviations of the signal from the undistorted ZERO or ONE become even smaller (thus, the eye opening improves). In terms of the PDF, this means that small deviations become less likely. Then, since the area under the PDF must always remain unchanged, large signal deviations must become more likely. A boundary between these "small" and "large" deviations occurs near the decision threshold; see, e.g., Fig. 3 in [17] . Therefore, the aforementioned "partial bursts" of noise qualify as "small" deviations. Then, the first "partial burst" is reduced by the regenerator, and the sum of this reduced "partial burst" and the second, unchanged, "partial burst" is smaller than such a sum in the absence of the regenerator. Consequently, the probability of a detection error is reduced, and the BER is improved.
Thus, in our comparison of regenerators with anomalous and normal average dispersions, we will look at which of the regenerators degrades the BER less and which one improves the Q-factor more. The "winners" in these two categories will then be declared as providing less amplification to the large-and small-amplitude "kinds" of noise, respectively.
Results
We considered four regenerators whose output-vs-input power transfer curves are shown in Fig. 1 . The parameters of these regenerators are similar to those reported in [4] . Specifically, the regenerators' dispersion maps contain sections of HNLF (commercial dispersion-compensating fiber) with D = −120 ps/nm/km and γ = 5 (W · km) −1 followed by PGDDs. Two of the regenerators contain 16 map periods with 0.5-km HNLF sections, while the other two have 5 map periods with 1.25-km sections. The corresponding average dispersions are −5, −2, +12, and +30 ps/nm/km. We selected these parameters in such a way that the transfer curve of a regenerator with anomalous average dispersion would be similar (at least partially) to the transfer curve of another regenerator with normal average dispersion. Thus, the pairs of similar curves occur for D av = −5 and +12 ps/nm/km and for D av = −2 and +30 ps/nm/km. As we will show below, the similarity of transfer curves does not guarantee a similarity of the small-amplitude noise suppression by the regenerators. Yet, the deterministic amplitude jitter (arising, e.g., from a linear or nonlinear cross-talk) will be suppressed similarly by the regenerators with similar transfer curves. Therefore, it is reasonable to compare how such regenerators suppress other kinds of signal distortions.
Continuing with the description of the regenerator parameters, the PGDDs are modeled to have constant (i.e., non-filtering) amplitude characteristics, because a filtering amplitude characteristic would destroy regenerative properties of the devices with normal average dispersion [4] . Immediately in front of the regenerator, we place an OBPF with a 3rd-order super-Gaussian profile whose role is to limit the amount of ASE into the regenerator. (The effect of such a filter's bandwidth on the Q-factor and BER was previously investigated in [18, 12] .) We will refer to this filter as the front-end OBPF, to avoid confusion with the OBPF that carves out the signal's spectrum at the output of the regenerator. The latter filter is offset by 30 GHz from the channel's center and is 13.3-GHz-wide Gaussian, so as to reproduce the width (33 ps, or 33% of the bit slot) of the input pulse measured before the front-end OBPF. The input power referenced in Fig. 1 and later on is the peak power measured after the front-end OBPF. The receiver placed after the regenerator consists of a photodetector followed by a 8-GHz wide 4th-order Bessel electrical filter. In that part of our simulations where the regenerator is not used (see Section 2), the aforementioned front-end OBPF is placed in front of the receiver. In accordance with our approach whereby we study the noise interaction only with a single pulse, the simulated bit sequence is 01000000, with infinite extinction ratio between ZEROs and ONE. The pulse propagation through the regenerator is modeled by the nonlinear Schrödinger equation without any higher-order effects and for a single polarization of the signal, as in [3] and [4] . Unlike those papers, however, here we model the ASE, with the optical signal-to-noise ratio (OSNR) in one polarization being 17 dB per 0.1 nm. The losses of HNLF and PGDDs were neglected in our simulations, since accounting for such losses does not qualitatively change the dynamics of the signal in the regenerator [4] .
In Fig. 2(a) , we plot the BERs at the output of all four regenerators versus the FWHM of the front-end OBPF. The input peak power to the regenerator is 350 mW for all data points in this figure. In Fig. 2(b) , we plot corresponding data versus the input peak power, while the front-end OBPF is fixed to be 23-GHz wide. As can be seen, the curves in both panels of Fig. 2 coincide within the statistical error (see Appendix to this paper and Appendix B to [12] ). Thus, we conclude that large-amplitude noise bursts are not amplified any stronger in the regenerators with anomalous average dispersion than they are in such devices with normal average dispersion having similar power transfer functions. A partial explanation for this will be presented at the end of this Section. In Fig. 3 , we plot the Q-factor for the same four regenerators versus the FWHM of the front-end OBPF (panels (a), (b)) and versus the input peak power (panels (c), (d)). Similarly to Fig. 2 , the input power is fixed to 350 mW for Figs. 3(a,b) and the OBPF's bandwidth is fixed to 23 GHz for Figs. 3(c,d) . These Q-factors are obtained from Eq. (1) and the PDFs of the regenerated signal. Note that we distinguish between the PDFs computed with the MMC and those inferred from the static transfer curves (for an example of both types of PDFs, see, e.g., Fig. 5 in Appendix). This occurs because the statistical error of the MMC is much greater at the tails of the PDF (which are used to compute the BER) than at the central part of the PDF (which is used to compute the Q-factor) [20] .
Although there is much less obvious structure to the data shown in Fig. 3 than to the data shown in Fig. 2 , we can still make a few conclusions. First, addressing our main concern about possible amplification of small-amplitude noise, we can see that there is no evidence that such amplification is consistently stronger in a regenerator with anomalous average dispersion than it is in a similar device with normal average dispersion. In fact, the Q-factor of regenerators with D av = +12 and +30 ps/nm/km for smaller input powers, which would be preferred in multichannel operation to minimize inter-channel impairments, is higher than the corresponding values for the regenerators with D av = −2 and −5 ps/nm/km. Second, we note that while there is some correlation between the curves obtained with computed and inferred PDFs and plotted versus input power, there appears to be no such correlation for the corresponding two sets of curves plotted versus the OBPF's bandwidth. Moreover, except for the device with D av = +30 ps/nm/km, which has very low inferred Q-factor (probably because its transfer curve is the least flat), the inferred Q-factor values are considerably higher than the actual ones. Finally, the maximum improvement of the computed Q-factor -seen to be about 2 dB from Figs. 3(a,c) As we noted above, for smaller input powers located near the "knee" of the static transfer curve, the Q-factor is higher for regenerators with anomalous than with normal average dispersion, given that the two devices have similar transfer curves. Since it is this range of powers that is optimal for multichannel operation [4] , we can conclude that the regime with anomalous dispersion that we found in [4] is not prone to noise enhancement via modulational instability. Furthermore, to gain some intuition as to why the Q-factor is higher in regenerators with anomalous dispersion, we inspected the transfer "bands" of the regenerators with D av = −5 ps/nm/km and +12 ps/nm/km (see Fig. 4 ). Such transfer bands are obtained in the second stage of our modified MMC method described in Section 2. Namely, recall that in the first stage, for each small interval [P in , P in + ΔP] in the considered range of input powers, we have collected distinct noisy samples whose powers (in the absence of the regenerator) fall into that interval. In the second stage, we propagate these samples through the regenerator. Since the ASE causes the shapes of individual signal samples to be (slightly) different, then, for each interval [P in , P in + ΔP], one obtains a range of output powers, shown in Fig. 4 with red (for ONEs) and green (for ZEROs) contours. Comparison of the transfer bands for ONEs near the input power of 300 mW in panels (a) and (b) immediately reveals a reason behind the lower values of the Q-factor for the regenerator with D av = −5 ps/nm/km: The "bulge" seen in panel (a) implies that the variance σ (1) of regenerated ONEs is considerably greater for this regenerator. We verified that a similar bulge also exists in the regenerator with D av = −2 ps/nm/km, while it is absent in the one with D av = +30 ps/nm/km. An understanding as to why such a bulge occurs in regenerators with normal, but not with anomalous, average dispersion requires further study.
Parenthetically, let us note that a glance at the transfer band in Fig. 4 (a) also reveals that the Q-factor of the corresponding regenerator should be maximum when the input peak power of a noiseless ONE is about 450-500 mW. Indeed, there, the transfer band is the narrowest. Figure  3 (c) confirms this prediction about the Q-factor. (We verified that beyond the input power of 500 mW, the Q-factor for this regenerator decreases). Note that for a regenerator with normal average dispersion, the Q-factor is maximum for input powers that are higher than the values corresponding to the flattest part of the plateau of the static transfer curve (i.e., near 350 mW in Fig. 4(a) ). This fact was observed and discussed earlier in [18, 22] .
Concluding with the interpretation of Fig. 4 , we note that it also explains why the BERs were almost the same for all four regenerators considered (see Fig. 2 ). First, the input BER was the same for all regenerators. In [10] , it was shown that the BER degradation immediately after the regenerator is determined by the width of the transfer band near the decision threshold, i.e. at the steeply rising part of the band. These widths appear to be very similar in the left and right panels of Fig. 4 , whence the BER values must also be similar.
In addition to comparing the four regenerators described above, where the PGDD was assumed to have no amplitude filtering, we also computed the BER and Q-factor of a regenerator Fig. 1 ), respectively. Other relevant parameters are described in the text, and the values of the average dispersion (in ps/nm/km), distinguishing the regenerators, are briefly stated in the legends. In (a), the dotted line shows the Q-factor of the signal when the regenerator is absent. In (b), this input Q-factor curve is not shown since it is the same as in (a). Moreover, since for the fixed OSNR, the Q-factor does not change with the input power, the corresponding horizontal line at 9.2 dB is not shown in panels (c,d).
whose PGDD did have a filtering characteristic with parameters similar to those that were found to be optimal for multichannel operation in [4] . Namely, this regenerator had D av = +15 ps/nm/km and a PGDD with a 90-GHz 3rd-order Gaussian amplitude characteristic shifted from the channel center by 20 GHz. The OBPF at the output of the regenerator was shifted by 25 GHz (to the same side as the PGDD's characteristic), with all the other parameters being the same as listed at the beginning of this section. The results that we found are very similar to those for the regenerator with D av = +12 ps/nm/km described above. Thus, while the filtering input peak power, mW by the PGDD is sufficiently strong to destroy regenerative properties of a device with normal average dispersion [4] , it is not strong enough to affect the evolution of a noisy signal in the regenerator.
Conclusions
The main conclusion of this paper is that the regeneration regime with anomalous average dispersion proposed in [4] does not exhibit any stronger noise amplification (e.g., via modulational instability) than the regime with normal average dispersion. Specifically, by numerically simulating the BER in both regimes, we inferred that the evolution of large-amplitude noise bursts in these regimes is similar; see Fig. 2 . To compare the evolutions of small-amplitude noise, we computed the corresponding Q-factors. Here the results depend on both the bandwidth of the front-end OBPF and the input power of the undistorted ONE; see Fig. 3(a,c) . However, for the multichannel regeneration, smaller values of the input power are preferrable, so as to minimize inter-channel nonlinear interaction [4] . For the regenerators that we compared in this study with such smaller input powers, the noise on the background of a ONE is amplified more in regenerators with normal than with anomalous average dispersion; see Figs. 3(c) and 4. Thus, we conclude that the particular regeneration regime found in [4] shows better multichannel performance than the regime found earlier in [3] not only for deterministic, but also for random, signal distortions.
In Appendix, we present an improved version of the parallelized modification of the MMC proposed in [12] . In that modification, one first collects noisy samples by the standard MMC and then propagates them through the regenerator to obtain the PDFs. The time taken by the sample collection stage was highly sensitive to the initial guess of the PDF in the standard MMC. In the improved version presented in this work, we employ biased multicanonical sampling to accelerate the sample collection stage and to greatly reduce its sensitivity to the choice of the initial PDF.
Appendix: Improved collection of noisy samples via biased multicanonical sampling
Here we describe an improved procedure of collecting distinct noisy samples in the first stage of the modified MMC method proposed in [12] . As mentioned in that paper, the speed of such collection was quite sensitive to the initial PDF, which one assumes at the first iteration of the MMC. While our improved algorithm presented herein addresses two different issues, its main thrust is to make the collection speed essentially independent of the choice of the initial PDF.
For the reader's convenience and future reference, we begin by briefly summarizing the steps of the first stage of the modified MMC method described in Section 2. These steps are very similar to those of the original MMC [13, 14, 15] . Letẑ = (ẑ 1 , ··· ,ẑ L ) be the discrete Fourier spectrum of the numerically generated noise. Theẑ i 's are independent random quantities having identical Gaussian PDFs. The noise electric field z(t) is added to the field s(t) of the data and the resulting signal s + z is sent through the receiver described in Section 3. The signal power at the output of the receiver is denoted as P(z). Let us subdivide the considered range of powers,
At the beginning of each iteration, reset all entries H(k) of the histogram to zero. Then H n (k) at the end of the nth iteration will indicate how many times the received power P(z) has been accepted (see below) into bin k during this iteration. For the first sample in each iteration, generate a random noise realization z and compute P(z). If that value falls into bin k, accept it into that bin and hence let H n (k) = 1. Denote the Fourier spectrum of this noise realization byẑ a . To obtain each subsequent realization of noise within the (n + 1)th iteration, do the following.
1) Generate a random vectorẑ
where each component of Δẑ is a symmetrically distributed random variable independent of all the other components.
2) For the z new constructed above, compute the received power P(z new ). Suppose that it falls into bin m, and recall that P(z old ) belongs to bin k. Accept this random realization with the probability min( pdf n (k)/pdf n (m), 1) ,
where pdf n (k) is the approximation to the sought PDF in the kth bin computed at the nth iteration (see Eqs. (4), (5) 3) In addition, if P(z new ) is accepted, save the signal realization s + z new so as to use it in the second stage of our procedure (see Section 2).
4)
Repeat the previous steps a number of times specified for each iteration. At the end of the (n + 1)th iteration, use the accumulated histogram H n+1 to update the PDF according to the formula [13] :
for k = 1,...,K − 1,, and then use
The notations g n+1,0 and g n+1 will be explained later.
5)
Terminate the iterations when the number of collected distinct random realizations of the signal in all bins reaches a specified number, N collected .
As we noted in the first paragraph of this Appendix, here we present two modifications to the above steps. The first modification concerns which noisy samples we consider "distinct" and subsequently record (see step 3), so as to propagate them through the regenerator later on. Recall that any z new (see (2) ) that was accepted by the MMC algorithm was also recorded, as it is distinct from z old . However, a concern here is that the increment Δẑ of the noise could happen to be "too small" to makeẑ new "sufficiently different" fromẑ old . To prevent this from happening, we recorded a new noise realization provided that it satisfied either of the two conditions:
(ii) a new realization has been accepted, but not recorded (since it failed to satisfy (i)) a number of B times. Here L is the number of simulated Fourier components of the noise andκ is the amplitude characteristic of the front-end OBPF (which limits the amount of noise entering the regenerator). In the simulations reported in this work, we chose A = 0.3 and B = 3. While imposition of these criteria ensured that the noise realizations recorded are "more distinct" than in our original procedure [12] , it also made the process of collection of such "more distinct" realizations slower and even more sensitive to a "good" choice of the initial PDF pdf 0 at the first iteration of the MMC.
To overcome these sensitivity and slowness, we made a second, and a key, modification to the procedure of [12] . Our idea was to use biased multicanonical sampling [23, 24] . Recall that a transition from the "old" to a "new" noise realization is accepted with probability given by (3) . That is, the MMC biases noise realizations towards those regions where pdf n (P) is small, and it is this bias that makes the algorithm visit each bin [P (k) , P (k+1) ] with equal probability (as n → ∞) [13] . However, as we explained above, not each such visit results in an acceptance of the noise realization, and, given the modification described in the previous paragraph, even more rarely does it result in recording that realization. Therefore, we need to use additional bias to make the algorithm more frequently visit those bins where the number of recorded samples is small. This can be easily done by employing in (3) a product pdf n (k)F n (k) instead of pdf n (k), where F n (k) can be taken simply proportional to the number of samples recorded in bin k from the first to the nth iterations of the MMC. However, then formula (4) for updating the PDF needs to be modified, and below we derive its modified form. Our derivation follows the lines of the original derivation by Berg [13] and of [25] .
Let us redenote x k ≡ P (k) . From now on, subscripts k and (k + 1) will pertain to the bin number, and subscripts n and (n + 1) will pertain to the iteration number. We also denote Δ ≡ x k+1 − x k and assume that Δ 1. Since we are looking for PDFs that decay at an exponential rate, we introduce a function S n (x) such that pdf n (x) = exp[−S n (x)]. One key idea of Berg's derivation is that the PDF is assumed to be a smooth function of x. Then we can write
where b n (x) = dS n (x)/dx. Our goal is to find b n+1 (x). Then, taking an arbitrary value for pdf n+1 (x 1 ), we can compute pdf n+1 (x k ) for all k from (6) and then normalize the PDF as in (5) . As we will see, a nontrivial part of this problem will be to determine correct relative statistical weights of b n and b n+1 , so as to account for the statistical information obtained not just at the (n + 1)th iteration, but also at all the preceding iterations.
g 0 = 0. Note that the value of χ in (9) is unimportant, so for the sake of convenience one can set χ = Δ 2 . Now, substituting (12) into (10), one has:
b n+1,0 + g n g n + g n+1,0 b n .
Finally, we use (8) to eliminate b n+1,0 in (15). Substituting the result into (6), one obtains a recursion relation for pdf n+1 that generalizes (4):
As a biasing function, we used a slightly more complex expression than just the vector containing numbers of recorded noisy samples per bin. Namely, once this number in the least populated bin has reached 25% of the targeted number, N collected , of samples to be recorded, we implemented the following Matlab commands: In the second line, the second argument of the max selects the smaller of F_aux and its smoothened replica, while the first argument ensures that F always remains positive. In Fig. 5 we show the BER values computed with and without this biasing for the regenerator with D av = −5 ps/nm/km described in the main text. The FWHM of the front-OBPF and the input peak of the undistorted ONE were taken as 23 GHz and 350 mW, respectively. There are ten data points for each case (i.e., with and without biasing), which differ only by the seed of the random number generator. Figure 5 shows that a difference between the BERs computed with and without this biasing is within the statistical error of the computed BERs. Without the biasing, collection times of noisy samples for ONEs varied between 2.5 to 6.5 hours, while with the biasing these times were reduced by factors between 2 and 4. Typically, a greater speedup was achieved for a longer collection time. For ZEROs, collection times were considerably shorter (about 40 minutes), and little gain in collection speed was achieved by the biasing. Thus, the biasing procedure presented above removes the main drawback of the modified MMC proposed in [12] . Namely, with this biasing, the time of collecting a specified number of noisy samples becomes fairly insensitive to the choice of the initial PDF that needs to be assumed in the first stage of that modified MMC.
