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Abstract— In this paper, a novel control method is pro-
posed to ensure compatibility of safe, stabilizing control
laws, i.e. simultaneous satisfaction of asymptotic stability
and constraint satisfaction for nonlinear affine systems.
A region of attraction is defined for which the proposed
control safely stabilizes the system. The results presented
here are dependent on the existence of an asymptoti-
cally stabilizing control law and a zeroing control barrier
function (ZCBF). Our approach does not require the exis-
tence of a control Lyapunov function (CLF). Instead, the
proposed method allows for the use of LaSalle’s invari-
ance principle in the stability design for applicability to
more general systems. The results are then extended to
design a compatible CLF-ZCBF type control law, ensure
robustness of the proposed control, and show how the
proposed method facilitates the computation of the region
of attraction for a special class of nonlinear systems (which
includes Euler-Lagrange systems). Numerical examples are
used to demonstrate the proposed technique.
I. INTRODUCTION
Zeroing control barrier functions (ZCBFs) have gained
attention recently as a means of constraint satisfaction for
nonlinear systems [1]. ZCBFs are robust to perturbations [1],
[2], which is critical for real-world applications. They are well-
defined outside the constraint set, as opposed to approaching
infinity at the boundary, which allows for satisfying input
constraints [3], [4] and is desirable for implementation. Fur-
thermore, ZCBF conditions are less restrictive than those of
Lyapunov functions as the derivative of the ZCBFs need not be
positive semi-definite [1]. This is a notable difference amongst
earlier, more conservative barrier methods that require semi-
definiteness of the barrier function derivative [5].
Other constraint satisfying methods for nonlinear systems
include Nonlinear Model Predictive Control (NMPC) and
reference governors (RG). ZCBFs are typically implemented
in a one-step lookahead fashion that significantly reduces
the computational effort compared to NMPC where large
prediction horizons may be required to ensure feasibility [6].
RGs can be conservative as they require the Lyapunov function
level sets to be completely contained in the constraint set,
and until recently have been restricted to convex sets [7], [8].
ZCBFs on the other hand generally do not require convexity
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of the constraint set and allow the system to “touch” the
constraint boundary for less conservative behaviour [1].
Despite the advantages of existing ZCBF methods, there is
a lack of guarantees therein regarding simultaneous stability
and constraint satisfaction (i.e safety). We refer to simulta-
neous stability and safety as “compatibility”. Earlier work
considered “safety-critical” controllers based on ZCBFs [9],
where constraint satisfaction was prioritized over stability.
There have been extensions addressing event-triggering [10],
sampled-data systems [11], [12], high-relative degree [13], and
input constraints [3], [4] with a focus on constraint satisfaction.
Although safety is a priority, it is desirable to simultaneously
ensure both constraint satisfaction and stabilization to safely
accomplish a desired task.
Most recently, [14] provides stability guarantees by combin-
ing reciprocal control barrier functions (RCBFs) with control
Lyapunov functions (CLFs) into an CLF-RCBF controller.
Although reciprocal control barrier functions do not exhibit the
same beneficial properties of ZCBFs, the results for the CLF-
RCBF controller should be extendable to ZCBFs as stated in
[14]. Regardless, local asymptotic stability is ensured in [14]
under the condition that the barrier constraints are inactive
in a region around the origin. One immediate question that
arises is: can the region of attraction be extended to the case
when barrier constraints are active? Stated differently, what
region of attraction ensures compatibility between a CLF and
control barrier function? Indeed recent work is dependent on
the assumption of compatibility between a CLF and ZCBF for
which a system level guarantee is not yet available [15]. This
further motivates the question of compatibility.
In similar fashion, other methods combine ZCBFs with
CLFs for stability in a CLF-ZCBF, minimum-norm control law
[1]. However no stability guarantees have been explicitly de-
veloped and it may be impossible to state such guarantees for
the CLF-ZCBF controller [14]. Furthermore, all the previously
stated methods (i.e the CLF-RCBF and CLF-ZCBF) depend
on a previously designed CLF, which for nonlinear systems
is non-trivial, and potentially more difficult to find than the
ZCBFs themselves. The problem addressed here is to design a
control law with an associated region of attraction that ensures
compatibility between a nominal stabilizing control law that
may or may not depend on a CLF and an existing ZCBF.
In this paper, we address compatibility of safe, stabilizing
control laws to simultaneously ensure asymptotic stability
and constraint satisfaction for nonlinear affine systems. The
contribution is two-fold. First, we construct a region of attrac-
tion to explicitly identify regions of compatibility between an
existing ZCBF and asymptotically stabilizing controller. We
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design a novel control law that ensures asymptotic stability
and safety over the region of attraction. The control law is
not dependent on an a priori CLF, as required in previous
work, and allows Lyapunov functions that rely on LaSalle’s
invariance principle to ensure asymptotic stability. Second, we
extend our results to define a modified CLF-ZCBF control
law for which simultaneous safety and stability are guaranteed
inside the region of attraction. We ensure the proposed control
is robust to perturbations (in the sense of both stability and
safety), and demonstrate how the proposed control facilitates
the design of a special class of nonlinear systems, which
includes Euler-Lagrange systems, for which safety and sta-
bilization are critical. The approach is applicable to convex
and concave constraint sets, and allows the system to “touch”
the constraint boundary. Numerical simulations are used to
validate the proposed method.
Notation: The Lie derivatives of a function h(x) for the
system x˙ = f(x) + g(x)u are denoted by Lfh and Lgh,
respectively. The term ∇h(x) ∈ Rn for a differentiable func-
tion h : Rn → R is the gradient of h. Note that ∇h(x)Tf(x)
and Lfh(x) are used interchangeably. The interior, boundary,
and closure of a set A are denoted Int(A), ∂A, and clos(A)
respectively. The ball of radius δ about a point y is defined by
Bδ(y) := {x ∈ Rn : ||x − y||≤ δ}. A ball of radius δ about
the origin y = 0 is denoted Bδ . The norm ||y||2A for a matrix
A is yTAy.
II. BACKGROUND
A. Control Lyapunov and Control Barrier Functions
Here we introduce existing work regarding control Lya-
punov and control barrier functions for nonlinear affine sys-
tems:
x˙ = f(x) + g(x)u (1)
where f : Rn → Rn and g : Rn → Rn×m, are locally
Lipschitz functions, x(t,x0) ∈ Rn is the state, u(x(t)) ∈ U ⊆
Rm is the control input. Note that as with other approaches [9],
[14], here we consider U = Rm. Without loss of generality,
we consider the origin x = 0 as the desired equilibrium point
of the system (1).
Let us first define the extended class-K function:
Definition 1. [9]: A continuous function, α : (−b, a) →
(−∞,∞) for a, b ∈ R>0 is an extended class-K function if it
is strictly increasing and α(0) = 0.
Let h(x) : Rn → R be a continuously differentiable
function, and let the associated constraint set be defined by:
C = {x ∈ Rn : h(x) ≥ 0}, (2)
Constraint satisfaction is ensured by showing that the system
states are always directed into the constraint set (Theorem 3.1
of [16]). This condition is written as: h˙(x) ≥ −α(h(x)) for an
extended class-K function α. Here h is considered the ZCBF,
which is defined as:
Definition 2. [9]: Given the set C defined by (2) for a
continuously differentiable function h : E → R, the function h
is called a ZCBF defined on an open set E with C ⊂ E ⊂ Rn
if there exists a locally Lipschitz, extended class-K function α
such that the following holds:
sup
u∈U
[Lfh(x) + Lgh(x)u + α(h(x))] ≥ 0,∀x ∈ E
If h is a ZCBF, then the condition h˙(x) = Lfh(x) +
Lgh(x)u ≥ −α(h(x)) can be enforced, which is linear with
respect to u. Many methods implement this condition in a
quadratic program to define the constraint satisfying control
u [1]. One example of such a controller is combined with
a control Lyapunov function (CLF) to promote stability and
safety [9]. Before presenting the said control law, we define a
CLF as follows:
Definition 3. A continuously differentiable, positive definite
function V : D → R≥0 (D ⊂ Rn) is a control Lyapunov
function (CLF) for the system (1) for which f(0) = 0, if there
exists a class-K function γ such that
inf
u∈U
[LfV (x) + LgV (x)u + γ(‖x‖)] ≤ 0, ∀x ∈ D
Under the assumption that a CLF V (x) exists, related
work combine the CLF and ZCBF in the following quadratic
program-based control law:
uCLF (x) = argmin
u∈Rm,δ∈R
||u||22+δ2
s.t. LfV (x) + LgV (x)u ≤ −γ(‖x‖) + δ
Lfh(x) + Lgh(x)u ≥ −α(h(x))
(3)
where δ ∈ R is a slack variable. Note that to-date there is no
guarantee that (3) will stabilize the system about the origin.
B. Problem Formulation
The objective of this paper is to develop a control law
that ensures compatibility between a previously designed,
asymptotically stable control law (via a Lyapunov function)
and an existing ZCBF. We use the following definition when
referring to an asymptotically stable system:
Definition 4. Given a locally Lipschitz control law k : D →
Rm, D ⊂ Rn and a continuously differentiable, positive
definite function V : D → R the system (1) in closed-loop
with u = k(x) is asymptotically stable with respect to the
origin if f(0) + g(0)k(0) = 0, and either of the following
conditions hold:
1) There exists a continuous, positive definite function W :
D → R such that V˙ ≤ −W (x) in D; or
2) There exists a continuous, positive semi-definite function
W : D → R such that V˙ ≤ −W (x) in D, and the only
solution that can stay identically in {x ∈ D : W (x) = 0}
is the trivial solution x(t) ≡ 0.
The problem addressed here is formally stated as follows:
Problem 1. Consider a continuously differentiable ZCBF h :
E → R where C ⊂ E ⊂ Rn, C defined by (2), 0 ∈ C, and
E is an open set. Given a locally Lipschitz control law k :
D → Rm, D ⊂ Rn and a continuously differentiable, positive-
definite function V : D → R, suppose (1) under u = k(x)
is asymptotically stable with respect to the origin. Design a
control law u and define a region of attraction Γ ⊂ Rn, Γ ∩
C 6= ∅, such that for all x(0) ∈ Γ ∩ C, x(t) ∈ C for all t ≥ 0
and the system (1) in closed-loop with u is asymptotically
stable with respect to the origin.
We also seek to design a modified CLF-ZCBF control law
as stated in the following problem:
Problem 2. Consider a continuously differentiable ZCBF h :
E → R where C ⊂ E ⊂ Rn, C defined by (2), 0 ∈ C, and E
is an open set. Given a continuously differentiable, positive-
definite function V : D → R, suppose V is a CLF for the
system (1). Define a region of attraction Γ ⊂ Rn, Γ ∩ C 6= ∅
and control law u∗CLF , such that for all x(0) ∈ Γ∩C, x(t) ∈ C
for all t ≥ 0 and the system (1) in closed-loop with u∗CLF is
asymptotically stable with respect to the origin.
III. PROPOSED SOLUTION
The proposed approach is organized as follows. First, we
define a CBF-stabilizable level set to define the region of
attraction given a ZCBF and a control law that asymptotically
stabilizes (1) with respect to the origin. We will refer to the
given stabilizing control law as the “nominal” stabilizing con-
troller. We then define the proposed control u∗ for combining
the nominal stabilizing controller with a ZCBF for a stable,
safe control law. The proposed control is shown to be robust to
bounded perturbations. Then we proceed to design a modified
CLF-ZCBF control law to ensure stability and safety of (1)
by exploiting the proposed controller. Finally, we address a
special class of nonlinear systems for which the proposed
method facilitates the design of the region of attraction.
A. Safe, Stabilizing Control Design
Here we define the region of attraction over which com-
patibility of safety and stability hold. We coin this region of
attraction a CBF-stabilizable set, which is defined as follows:
Definition 5. For the system (1), consider a continuously
differentiable ZCBF h : E → R where C ⊂ E ⊂ Rn, C
defined by (2), 0 ∈ C, and E is an open set within which
Lgh(x), Lfh(x) are locally Lipschitz functions of x. Given
a locally Lipschitz control law1 k : D → Rm, D ⊂ Rn and a
continuously differentiable, positive-definite function V : D →
R, suppose (1) under u = k(x) is asymptotically stable with
respect to the origin. Let Γc = {x ∈ D : V (x) ≤ c} for
c ∈ R>0, and let the set A be defined by:
A := {x ∈ Γc ∩ E : ∇V T (x)g(x)G−1(x)g(x)T∇h(x) > 0}
(4)
for any locally Lipschitz continuous, positive-definite matrix
G(x) ∈ Rm×m. The set Γc is CBF-stabilizable if either of
the following conditions hold:
1) A = ∅; or
1The control law k is allowed to be locally Lipschitz continuous on D\{0}
and only continuous at the origin if additionally k(0) = 0.
2) A 6= ∅ and there exists a δ ∈ R>0 such that A ⊂ Bδ and
‖f(x) + g(x)k(x)‖≤ α(h(x))||∇h(x)|| , ∀x ∈ A (5)
The intuition behind A is that in this set, the control
barrier function condition (h˙ ≥ −α(h)) may act to de-
stabilize the system. For stability, V˙ must be negative definite
(or negative semi-definite) such that ∇V (x)T x˙ ≤ 0. For
constraint satisfaction, h˙ must satisfy ∇h(x)T x˙ ≥ −α(h(x)).
Thus if ∇V (x) and ∇h(x) are pointing in the same direction
with respect to the mapping g(x) (i.e x ∈ A), one of these
two conditions may be violated. The condition defined in (5)
ensures the set A does not cause conflict between stability and
constraint satisfaction by explicitly defining a region about the
origin for which the nominal control k(x) will still satisfy
the barrier function condition. When A = ∅, the set Γc is
considered “globally” CBF-stabilizable in that any Γc ⊂ D
is acceptable. This is desirable as the design of Γc is trivial and
requires no additional information aside from the functions V ,
h, and k.
It is important to emphasize the influence of G(x) in A. The
term G(x) is a design parameter for the proposed control law
(to be defined) and can be used to design A for compatibility.
We also note that the conditions in (5) are defined exclusively
with knowledge of the a priori designed V , k, and h functions.
No additional properties of the safe, stabilizing control law (to
be defined later) are required.
Remark 1. We must emphasize that the set A is indeed a
subset of Γc ∩ E over which (5) must hold. We do not require
that Γc ⊂ C, which is indeed a trivial case where k(x) will
ensure Γc is invariant and thus x(t) ∈ C for all t ≥ 0
holds trivially. On the contrary, the condition in (5) allows a
designer to enlarge Γc so long as the subset, A, is contained
close to the equilibrium point. This allows for larger regions of
attraction and lets the system “touch” the constraint boundary.
In related work, local asymptotic stability (assuming a CLF
is known) is guaranteed in a neighborhood of the equilibrium
point [14]. In the following Lemma, we show that for any
nominally asymptotically stable control k(x) and ZCBF h,
there exists a CBF-stabilizable set to ensure compatibility:
Lemma 1. For the system (1), consider a continuously dif-
ferentiable ZCBF h : E → R where C ⊂ E ⊂ Rn, C
defined by (2), 0 ∈ Int(C), and E is an open set within which
Lgh(x), Lfh(x) are locally Lipschitz functions of x. Given
a locally Lipschitz control law k : D → Rm, D ⊂ Rn and a
continuously differentiable, positive-definite function V : D →
R, suppose (1) under u = k(x) is asymptotically stable with
respect to the origin. Let Γc = {x ∈ D : V (x) ≤ c} for
c ∈ R>0. Let Γc = {x ∈ D : V (x) ≤ c}, c ∈ R>0.
For any locally Lipschitz continuous, positive-definite matrix
G(x) ∈ Rm×m, there exists a c¯ ∈ R>0 such that Γc¯ is CBF-
stabilizable.
Proof. Let G be a compact neighborhood of the origin for
which 0 ∈ Int(G). Due to the fact that 0 ∈ Int(C), where C
is given in (2), we restrict G ⊂ C such that h(x) > 0 for all
x ∈ G. Let y(x) = f(x)+g(x)k(x). By Lipschitz continuity
of y(x) and the fact that the origin is an equilibrium point, it
follows that ||y(x)−0||≤ L||x−0||≤ L‖x‖, where L ∈ R>0
is the Lipschitz constant of y(x) for all x ∈ G.
Due to continuity of h and ∇h and the fact that h(x) > 0
in G, it follows that there exists a ε ∈ R>0 such that
α(h(x))
L||∇h(x)|| ≥ ε for all x ∈ G. Let δ ∈ (0, ε] be sufficiently
small such that Bδ ⊆ G ⊂ C. Then it follows that ||x||≤
δ ≤ α(h(x))L||∇h(x)|| for all x ∈ Bδ ⊂ C. Thus by construction
‖f(x)+g(x)k(x)‖≤ Lδ ≤ α(h(x))||∇h(x)|| for all x ∈ Bδ . Now we
choose c¯ sufficiently small such that Γc¯ ⊂ Bδ . Note that we can
always find a sufficiently c¯ because Bδ is non-empty and V (x)
is a continuous, positive definite function with V (0) = 0.
It follows that A ⊂ Γc¯ ⊂ Bδ , for A = {x ∈ Γc¯ ∩ E :
∇V (x)Tg(x)G−1(x)g(x)T∇h(x) > 0}. Consequently Γc¯
satisfies (5) and thus is CBF-stabilizable.
Remark 2. One advantage of Definition 5 is that there is no
requirement of convexity from either the level sets of V nor the
constraint set C. This helps broaden the application of control
barrier function-based control laws to general constraint sets.
Next we introduce the proposed control law to ensure com-
patibility of stabilizing and constraint satisfying controllers for
nonlinear affine systems:
u(x)∗ = argmin
u∈Rm
1
2
‖u− k(x)‖2G(x) (6a)
s.t. Lfh(x) + Lgh(x)u ≥ −α(h(x)) (6b)
where G(x) ∈ Rm×m is the locally Lipschitz continuous,
positive-definite matrix from Definition 5. The motivation
behind (6) is for u to be “minimally close” to k(x) to
retain stability properties, while always respecting the ZCBF
condition (6b) to enforce forward invariance of C. We note
that the proposed control law resembles existing controllers
to combine stability and constraint satisfaction, apart from the
use of ‖·‖2G(x). The term G(x) is a design parameter that
facilitates computation of the set A from (4). The use of G(x)
in the design of A will be presented in a later section.
In the following theorem, we ensure the proposed control
(6) is well-defined:
Theorem 1. For the system (1), consider a continuously
differentiable ZCBF h : E → R where C ⊂ E ⊂ Rn, C
defined by (2), 0 ∈ C, and E is an open set within which
Lgh(x), Lfh(x) are locally Lipschitz functions of x. Given
a locally Lipschitz control law k : D → Rm, D ⊂ Rn and a
continuously differentiable, positive-definite function V : D →
R, suppose (1) under u = k(x) is asymptotically stable with
respect to the origin. Let Γc = {x ∈ D : V (x) ≤ c} for
c ∈ R>0. Given any locally Lipschitz continuous, positive-
definite matrix G(x) ∈ Rm×m and c for which Γc is a CBF-
stabilizable set, then ∀x ∈ D ∩ E , the proposed control (6)
exists, is unique, and can be written in closed-form as:
u∗(x) =
{
u¯(x), if z(x) < 0
k(x), if z(x) ≥ 0 (7)
where
u¯(x) := k(x)− z(x)||Lgh(x)||2G−1
G−1(x)Lgh(x)T , (8)
and z(x) := Lfh(x)+Lgh(x)k(x)+α(h(x)). Furthermore,
if (∀x ∈ Γc ∩ E , ‖Lgh(x)‖2G−1= 0 only if x ∈ Int(C) ∩ Γc),
then u∗(x) is locally Lipschitz continuous for all x ∈ Γc ∩E .
Proof. Positive-definiteness of G(x) ensures that (6) is a well-
posed quadratic program in that the cost function is positive
definite and (6b) is linear w.r.t the decision variable u. This,
along with Definition 2, ensures there always exists a unique
solution u∗ for all x ∈ E [17].
To derive the closed-form expression of u∗, we explicitly
define the control action when the constraint in (6b) is active
(i.e holds with equality) by using the Schur-complement
method from [17] over points where ‖Lgh(x)‖2G−1 6= 0. We
denote this action as u¯ defined in (8), with associated Lagrange
multiplier λ¯(x) := − z(x)||Lgh(x)||2
G−1
. Thus u∗ = u¯ if (6b) holds
with equality, otherwise u∗ = k(x), since k(x) is the optimal
solution for the unconstrained version of (6). We similarly
state that λ∗(x) = λ¯(x) if (6b) holds with equality, otherwise
λ∗(x) = 0, where λ∗(x) denotes the Lagrange multiplier of
(6).
To derive (7), we claim that u∗ = k(x) only if z(x) ≥
0. First, consider when z(x) > 0 such that Lfh(x) +
Lgh(x)k(x) > −α(h(x)). Then the minimizing solution of
(6a) is u∗ = k(x) as (6b) holds with strict inequality. Now
consider the case when z(x) = 0 such that (6b) holds with
equality. Substitution of z(x) = 0 into u∗(x) = u¯(x) yields
u∗(x) = k(x). Finally, consider when z(x) < 0 which
yields: Lfh(x) + Lgh(x)k(x) < −α(h(x)). Clearly (6b)
is not satisfied with u∗ = k(x) and so u∗ 6= k(x). Thus
u∗ = k(x) only if z(x) ≥ 0. This implies that u∗ 6= k(x)
if z(x) < 0, and the only other solution for u∗ is u∗ = u¯,
which yields (7). Note that by Definition 2 when Lgh(x) = 0
the ZCBF condition (6b) must hold independently of u (i.e.
any choice of u will suffice). Thus when Lgh(x) = 0, since
any u satisfies (6b), the quadratic program (6) will output the
solution that minimizes the cost (6a), namely u∗ = k(x). As
stated, u∗ = k(x) only when z(x) ≥ 0 and so the control
law (7) is well-defined when z(x) = 0 and Lgh(x) = 0.
To ensure local Lipschitz continuity we show that (6)
satisfies the conditions of Theorem 3.1 of [18]. The premise of
this proof is to check that the control law is “well-behaved” (i.e
u∗ = k(x)) in a neighborhood around Lgh(x) = 0, which by
assumption is restricted to Int(C)∩Γc (for x ∈ Γc∩E). To do
so, we must first show that for every point x¯ ∈ Γc∩E for which
Lgh(x¯) = 0, there exists a ball B∆(x¯) such that u∗ = k(x)
for all x ∈ B∆(x¯). As mentioned in the previous paragraph,
if Lgh(x¯) = 0 then u∗ = k(x¯). We choose a ∆′ ∈ R>0 such
that B∆′(x¯) ⊂ Int(C). By continuity of h, α, f , g, and k, and
(2), there exists a ε1, ε2 ∈ R>0 such that for all x ∈ B∆′(x¯),
α(h(x)) ≥ ε1 and ||y(x)||≤ ε2 for y(x) = f(x)+g(x)k(x).
Now we design ∆ ≤ ∆′, where by continuity of ∇h, there
exists a µ ∈ R>0 such that ‖∇h(x)‖≤ µ for all x ∈
B∆(x¯). Let ∆ be sufficiently small such that µ < ε1ε2 for
all x ∈ B∆(x¯). Substitution of µ < ε1ε2 with the previous
bounds yields: ||∇hTy(x)||≤ ||∇h||||y(x)||≤ ||∇h||ε2 < ε1.
It follows that ||Lfh(x) + Lgh(x)k(x)||< ε1 ≤ α(h(x)) for
all x ∈ B∆(x¯) and so the choice of u∗ = k(x) satisfies (6b)
for x ∈ B∆(x¯). Since u∗ = k(x) is the optimal solution
and renders the constraint inactive, then u∗ = k(x) in a
neighborhood of x¯ for which Lgh(x¯) = 0. Note that when
x ∈ B∆(x¯), λ∗(x) = 0 follows since (6b) is inactive.
We next show that u∗ is locally Lipschitz continuous by
addressing the conditions of Theorem 3.1 of [18]. For a given
x, we construct a convex, compact set H ⊂ Γc ∩ E such that
x ∈ H. Note that although Γc ∩ E may not be convex, there
always exists a convex, compact neighborhood of x for any
x ∈ Γc ∩ E . We construct H as follows. If x ∈ Γc ∩ E is
such that Lgh(x) = 0, we define H = B∆(x) for which
u∗(x) = k(x) in H. For any x such that Lgh(x) 6= 0, we
let H be any compact, convex subset of Γc ∩ E for which
Lgh(x) 6= 0 inH. As discussed previously, there always exists
a solution to (6) for all x ∈ (Γc ∩E) ⊃ H such that condition
A.1 of Theorem 3.1 [18] is satisfied.
By assumption, G(x) is a positive-definite matrix and a
continuous function of x such that G is bounded in H. Let
M = Lgh(x). Continuity of ∇h ensures it is bounded in
H. Thus there exist γ1, γ2 ∈ R>0, γ1, γ2 < ∞ such that
||G||≤ γ1, ||M ||≤ γ2 for all x ∈ H, which satisfies A.2 of
[18].
Positive-definiteness and continuity of G for x ∈ H ensures
there exists a ν ∈ R>0 such that uTGu ≥ ν||u||2 for
all x ∈ H. Next, we show there exists a β ∈ R>0 such
that ||(Lgh(x))Tλ∗||= ||MTλ∗||≥ β||λ∗|| for all λ∗, for all
x ∈ H. We note that when λ∗ = 0, the condition follows
trivially. Now consider the case when H = B∆(x). By
construction, it follows that for all x ∈ B∆(x), λ∗ = 0, and
the condition follows trivially. For any H where Lgh(x) 6= 0,
since Lgh(x) is continuous on the compact set H, then there
exists a β such that ‖Lgh(x)T ‖≥ β. Furthermore since λ∗ is a
scalar it follows that ||MTλ∗||= |λ∗|||MT ||≥ β|λ∗|. Thus the
condition ||MTλ∗||≥ β|λ∗| holds for all λ∗, and for all x ∈ H
and condition A.3 of [18] is satisfied. Thus from Theorem 3.1
of [18], u∗ is Lipschitz continuous on every H, and so is
locally Lipschitz continuous on Γc ∩ E .
The following theorem states the main result of this paper
and ensures that the control law u∗ along with a CBF-
stabilizable level set ensures simultaneous constraint satisfac-
tion and asymptotic stability of (1):
Theorem 2. For the system (1), consider a continuously
differentiable ZCBF h : E → R where C ⊂ E ⊂ Rn, C
defined by (2), 0 ∈ C, and E is an open set within which
Lgh(x), Lfh(x) are locally Lipschitz functions of x. Given
a locally Lipschitz control law k : D → Rm, D ⊂ Rn and a
continuously differentiable, positive-definite function V : D →
R, suppose (1) under u = k(x) is asymptotically stable with
respect to the origin. Let Γc = {x ∈ D : V (x) ≤ c} for
c ∈ R>0. Given any locally Lipschitz continuous, positive-
definite matrix G(x) ∈ Rm×m and c for which Γc is a CBF-
stabilizable set, if (∀x ∈ Γc ∩ E , ‖Lgh(x)‖2G−1= 0 only if
x ∈ Int(C) ∩ Γc) and if x(0) ∈ Γc ∩ C, then the system (1)
under the proposed control (6) satisfies:
1) x(t) ∈ Γc ∩ C for all t ≥ 0.
2) There exists a class-KL function β such that:
‖x(t)‖≤ β(‖x(0)‖, t), ∀t ≥ 0.
Proof. We first note that Theorem 1 ensures u∗ exists, is
unique, and is locally Lipschitz continuous on Γc ∩ E . Fur-
thermore u∗ can be written in closed form as defined in (7),
(8), which we will exploit in this proof.
1) We show forward invariance of Γc∩C by first proving that
the origin is an equilibrium point of the closed-loop system
under (6) and Γc ∩ C 6= ∅. Since 0 is an equilibrium point of
the system under the control law, k(x), it follows that f(0)+
g(0)k(0) = 0. To show that 0 is an equilibrium point of the
system (1) under the control (6), we must prove that u∗(0) =
k(0). It follows trivially that Lfh(0) + Lgh(0)k(0) = 0 ≥
−α(h(0)). Thus for 0 ∈ Int(C), u∗(0) = k(0). When 0 ∈
∂C, it follows that α(h(0)) = 0 and so u∗(0) = u¯(0) =
k(0). Thus the origin is an equilibrium point of the closed-
loop system. Furthermore, since 0 ∈ C and V (0) = 0, then
clearly Γc ∩ C 6= ∅.
Next, we prove that the Lyapunov function, V , for the
nominal system ((1) with k(x)) is a valid Lyapunov function
for the closed-loop system ((1) with (6)) on Γc ∩ E . From
Definition 4, it follows trivially that when u∗ = k(x), then
V˙ ≤ −W (x) for the positive definite or possibly positive
semi-definite function W : D → R from Definition 4. Thus
we need to check V˙ for when u∗ = u¯:
V˙ =∇V (x)T (f(x) + g(x)u¯)
=∇V (x)T
(
y(x)
− z(x)||Lgh(x)||2G−1
g(x)G(x)−1g(x)T∇h(x)
)
where recall that z(x) = ∇h(x)Ty(x)+α(h(x)) and y(x) =
f(x) + g(x)k(x).
Substitution ∇V (x)Ty(x) ≤ −W (x) (from Definition 4)
into the above expression yields:
V˙ ≤−W (x)
− z(x)||Lgh(x)||2G−1
∇V (x)Tg(x)G(x)−1g(x)T∇h(x)
(9)
To proceed, we need to investigate when the right-hand-
side of (9) may be positive. Again, if u∗ = k(x), then V˙ ≤
−W (x) follows trivially, and so we need to investigate the
case when z(x) < 0 (i.e. u∗ 6= k(x)).
Next, we consider all cases for which Γc is CBF-
stabilizable according to Definition 5. First, for A = ∅, then
∇V T (x)g(x)G(x)−1g(x)T∇h(x) ≤ 0, which along with
z(x) < 0, ensures V˙ ≤ −W (x).
If A 6= ∅, then by assumption there exists a δ such that
A ⊂ Bδ , and (5) is satisfied such that ||y(x)||≤ α(h(x))‖∇h(x)‖ for
all x ∈ A. To show u∗ = k(x), we consider the worst-case
y(x) for which z(x) may be negative such that u∗ 6= k(x).
First, recall that z(x) = ∇h(x)Ty(x) + α(h(x)). Clearly,
the worst case for when z(x) < 0 may occur is when y(x)
is in the opposite direction2 of ∇h such that ∇hTy < 0
and of sufficient magnitude to overcome the α(h(x)) term.
We can precisely write this worst-case y¯(x) as: y¯(x) =
− ∇h(x)||∇h(x)||‖f(x)+g(x)k(x)‖. Now we simply need to check
if this worst-case y¯(x) results in z(x) < 0. Computation
of ∇h(x)T y¯(x) yields: ∇h(x)T y¯(x) = −‖∇h(x)‖‖f(x) +
g(x)k(x)‖. Now since ‖f(x) + g(x)k(x)‖≤ α(h(x))||∇h(x)|| from
(5), it follows that ∇h(x)T y¯(x) ≥ −α(h(x)) and so z(x)
must be non-negative such that u∗ = k(x) for all x ∈ A, and
V˙ ≤ −W (x) follows.
The previous analysis shows that for x(t) ∈ Γc ∩ E ,
V˙ ≤ −W (x) ≤ 0 under the control (6). Furthermore, since
h is a ZCBF and h˙(x) ≥ −α(h(x)), the Comparison Lemma
(see Lemma 1 of [19]) ensures that x(t) ∈ C for all t ∈ [0, T ],
where [0, T ] is the maximal interval of existence for which
x(t) is absolutely continuous for some T ∈ R>0. Next we
prove that T = +∞ using ideas from [20] by defining a
hypothetical, hysteresis-based control law:
u˜(x) = (1− ks)u∗(x) + ksk(x)
ks =

0, if x ∈ Γc ∩ C
ls, if x ∈ Int(Hs)
1, if x ∈ Γc \ E
, ls =
{
0, if k−s (t) = 0,
1, if k−s (t) = 1,
where ks, ls ∈ {0, 1}, and k−s (t) := lims↗t ks(s). The idea
here is to use the results of [20] to construct a hypothetical
controller that would enforce invariance of Γc and thus provide
a maximal interval of existence of T = +∞. We note that
the proposed control u∗ is not well-defined outside of E , and
so we seek to combine our control law u∗ with the original
control law k(x) which we know can render Γc invariant. In
[20], a “global” and “local” controller are combined to render
the origin asymptotically stable. One method of combining
these two controllers is via a hysteresis controller similar to
u˜. In our case, we treat the “gap” between C and E as the
hysteresis set, which is formally defined byHs := Γc∩clos(E\
C). Clearly u˜ is well-defined for all x ∈ Γc and u˜ is trivially
defined with u˜ = u∗ if Γc ⊂ E . Furthermore, the control
does not exhibit Zeno behaviour as the switching time τk ∈
R>0, k ∈ N>0, is always lower bounded (see Theorem 6.3
[20]). Noting that here we treat k(x) as the “global” controller
(u∗ is the “local” controller) for which asymptotic stability
holds on Γc, the proof from Theorem 4.1 of [20] ensures Γc
is an invariant set. Furthermore, x(t) is absolutely continuous
between switching times (see Theorem 6.5 of [20]).
Next we show that x(t) ∈ Γc ∩ C for all t ≥ 0 under u∗
alone (i.e. no switch occurs such that u˜(x) = u∗(x)). Since
x(0) ∈ Γc ∩ C, it follows that x(t) is absolutely continuous
for t ∈ [0, T ] until x(t) ∈ Γ \ E at some t > T for
which the first switch would occur. Thus h(x(t)) is absolutely
continuous for all x(t) ∈ Γc ∩ C and by the previously stated
Comparison Lemma we know that x(t) ∈ C for all t ∈ [0, T ]
for which x(t) is absolutely continuous. Furthermore, since
Γc is invariant, x(t) ∈ Γc ∩ C for all t ∈ [0, T ]. Now we
2This worst case need not consider when ∇h(x) = 0, since at these points
z(x) ≥ 0.
claim that T = +∞. Suppose instead that T < +∞ such
that at some t1 > T , x(t1) is no longer maximally defined.
Since Γc is invariant, x(t) must enter Γc ∩ (E \ C) for some
t ∈ (T, t1]. However, x(t) is still absolutely continuous over
Γc ∩ E for which h˙(x(t)) ≥ −α(h(x(t)) still holds. This is
a contradiction and in fact x(t) is still maximally defined on
[0, t1]. Thus T = +∞ and x(t) ∈ Γc∩C for all t ≥ 0. Finally,
since x(t) ∈ Γc ∩ C for all t ≥ 0, no switch occurs such that
u˜ = u∗ for all t ≥ 0. Thus x(t) ∈ Γc ∩ C for all t ≥ 0 holds
for (1) with the proposed control u∗. It naturally follows then
that x(t) ∈ C for all t ≥ 0. Note that since u∗(x) is locally
Lipschitz on Γc ∩ C and x(t) remains in Γc ∩ C for all t ≥ 0,
it follows that x(t) is in fact unique for all t ≥ 0 via Theorem
3.3 of [21].
2) Negative definiteness of −W (x), and thus V˙ , for all
t ≥ 0 ensures asymptotic stability of the closed loop system
under (6) via Theorem 4.1 of [21]. For asymptotic stabil-
ity of a negative semi-definite −W (x), we must show that
the only solution that can stay identically in {x ∈ Rn :
V˙ (x) = 0} is x(t) ≡ 0 to apply LaSalle’s invariance
principle (see Corollary 4.1 of [21]). We do this by showing
that V˙ = 0 only occurs when W (x) = 0. Clearly when
u∗ = k(x) this follows trivially. Thus we need to check when
u∗ 6= k(x) which occurs when z(x) < 0. First, consider
when ∇V (x)Tg(x)G(x)−1g(x)T∇h(x) = 0 where clearly
the second term on the right-hand side of (9) disappears.
Second, when ∇V (x)Tg(x)G(x)−1g(x)T∇h(x) < 0, then
V˙ is in fact negative definite and V˙ 6= 0. Finally, when
∇V (x)Tg(x)G(x)−1g(x)T∇h(x) > 0 (i.e. x ∈ A), then
since A ⊂ Bδ (see Definition 5) it follows that u∗ = k(x).
Thus V˙ = 0 only when W (x) = 0. From Definition 4, for a
positive semi-definite W (x), the only solution that can stay
identically in {x ∈ D : W (x) = 0} is x(t) ≡ 0 and so
Corollary 4.1 of [21] ensures asymptotic stability of the closed
loop system under (6), which completes the proof.
Remark 3. In previous work, Lgh(x) 6= 0 was required
throughout the entire set C [9], and furthermore regularity
of h (i.e. ∇h 6= 0) was required on the boundary of C [1].
However, the conditions of Theorems 1 and 2 are more relaxed
in that Lgh(x) = 0 is allowed to occur when x ∈ Γc ∩ E ,
and even more so Lgh(x) may be zero (e.g. ∇h may be non-
regular) on sections of ∂C. The reason for this is that the
proposed method leverages the existing stabilizing control law
to avoid areas on the boundary of C where Lgh(x) = 0. In
other words, since u∗(x) keeps Γc invariant, the states for
which Lgh(x) = 0 on ∂C will never be reached. Additionally,
existing work typically ensures safety only for some maximal
interval of existence [1]. Here the existence of a Lyapunov
function is exploited to ensure forward completeness of the
solution so that safety holds for all t ≥ 0.
One result of the analysis of Theorem 2 is that the CBF-
stabilizable set does not require the condition that the barrier
constraints (i.e. (6b)) are inactive inside Γc. In fact, as shown
in (9), the proposed controller takes advantage of the barrier
condition to further decrease V˙ and ensure asymptotic stability
of the origin. Another way to view this is that the ZCBFs in
fact are used to improve the stability of the original nominal
control law in terms of a more decrescent Lyapunov function.
One important characteristic of feedback control is ro-
bustness to disturbances. Here we ensure that in addition
to simultaneous stability and safety, the proposed control is
robust. We consider the following perturbed system:
x˙ = f(x) + g(x)u + d(t,x) (10)
where d : [0,∞)×D → Rn is piecewise continuous in t and
locally Lipschitz continuous in x on [0,∞)×D.
From the analysis of Theorem 2, it is clear that u∗ is
asymptotically stable with respect to the origin for any x(0) ∈
Γc ∩ E . We note that this analysis takes E into consideration
to incorporate the robustness properties of ZCBFs [2]. Before
stating the following result, we introduce the notation of a
superlevel set of C as:
Cδ := {x ∈ Rn : h(x) ≥ −δ}
for δ ∈ R. By this notation, if δ > 0 then C ⊂ Cδ .
In the following corollary, we ensure the proposed control
preserves robustness properties of the stabilizing control k(x)
and ZCBF:
Corollary 1. Suppose the conditions of Theorem 2 hold.
Consider the system (10) for ‖d‖≤ θ, θ ∈ R. There exist
class-K functions γ1, γ2, γ3, ν and constants ρ ∈ R>0,
 ∈ (0, 1) such that for a r ∈ R>0 where Br ⊂ Γc ∩ E , if
θ <
1
ρ
γ3(γ
−1
2 ◦ γ1(r)) and Cν(θ) ⊂ E , then for x(0) ∈ {x ∈
Γc∩Cν(θ) : ‖x‖≤ γ−12 ◦γ1(r)}, the following conditions hold
concurrently:
1) There exists a class-KL function β and time T ∈ R>0
such that:
‖x(t)‖ ≤ β(‖x(0)‖, t), ∀ 0 ≤ t ≤ T (11)
‖x(t)‖ ≤ γ−11 ◦ γ2 ◦ γ−13 (
ρθ

), ∀ t ≥ T (12)
2) x(t) ∈ Cν(θ) for all t ≥ 0.
Proof. From Theorem 2, it follows that (1) is asymptotically
stable with respect to the origin for x(0) ∈ Γc ∩ E ⊂ D.
Theorem 1 ensures the system dynamics are locally Lipschitz
continuous on Γc ∩ E . If W (x) associated with k(x) from
Definition 4 is positive-definite then we choose V˜ = V
and W˜ = W . If W (x) is positive semi-definite, then from
Theorem 4.17 of [21], it follows that there exists a smooth
positive-definite V ′(x) and continuous positive definite func-
tion W ′(x) such that V˙ ′ ≤ −W ′(x) for all x ∈ Γc ∩ E ,
and so we choose V˜ = V ′ and W˜ = W ′ from Theorem
4.17. Since V˜ and W˜ are positive definite, there exists class-
K functions γ1, γ2, γ3 such that γ1(‖x‖) ≤ V˜ (x) ≤ γ2(‖x‖)
and W˜ (x) ≥ γ3(‖x‖). Computation of ˙˜V for (10) with (6)
yields:
˙˜V = ∇V˜ T (f(x) + g(x)u∗ + d)
≤ −W˜ (x) +∇V˜ Td
= −(1− )W˜ (x)− W˜ (x) +∇V˜ Td
≤ −(1− )W˜ (x)− W˜ (x) + ρθ
≤ −(1− )W˜ (x)− γ3(‖x‖) + ρθ
where ρ ≥ ‖∇V˜ (x)‖ for x in the compact set Γc∩clos(E). It
follows from the upper bound on θ that ˙˜V ≤ −(1− )W˜ (x)
for all ‖x‖≥ µ := γ−13 (
ρθ

). The proof of part 1) follows
from Theorem 4.18 of [21].
For the proof of part 2), we first note the boundedness result
of part 1) ensures that Ω1 := {x ∈ Br : V˜ (x) ≤ γ1(r)} ⊂
Γc∩E is invariant (see proof of Theorem 4.18 of [21]). By the
initial condition, it follows that x(t) ∈ Ω1 for all t ≥ 0. Since
x(t) is contained in a compact set for all t ≥ 0, it follows that
x(t) is forward complete.
Next, since x(t) is forward complete we refer to Proposition
53 of [2] such that Cν(θ) is asymptotically stable. By definition
of asymptotic stability to a set (see [2]) and since x(0) ∈ Cν(θ),
it follows that x(t) ∈ Cν(θ) for all t ≥ 0.
B. Modified CLF-ZCBF Control Law
In related work, (3) is popular as a minimum-norm control
law for promoting stability and safety [1]. However, to-date
there exist no results ensuring compatibility between a CLF
and ZCBF to ensure simultaneous stability and safety of the
system, and in fact it may not be possible to provide such
stability guarantees [14]. Here, we use the proposed control
law, (6) along with a CBF-stabilizable set to define a modified
CLF-ZCBF control law that guarantees simultaneous safety
and stability. Before stating the result, we introduce the small
control property that is commonly associated with CLF-based
control laws in the literature [14], [22]:
Definition 6 (Small Control Property). Consider a continu-
ously differentiable, positive-definite function V : D → R,
D ⊂ Rn, which is a CLF for the system (1) (for which
f(0) = 0) with the class-K function γ from Definition 3.
The CLF V is said to have the small control property if in a
neighborhood of the origin there exists a continuous control
law uc(x) such that uc(0) = 0 and the following condition
holds:
LfV (x) + LgV (x)uc − γ(‖x‖) ≤ 0 (13)
The approach taken here is to construct a CLF-based nomi-
nal control law kCLF as in [22] and implement this controller
in (6). To do so we define the following function:
φ(a, b) =
{
0, if a < 0, b = 0
a+
√
a2+b2
b , otherwise
Now we define the kCLF as follows:
kCLF (x) =

−φ (LfV (x), ‖LgV (x)‖22)LgV (x)T ,
if x 6= 0,
0, if x = 0
(14)
In the following lemma, we ensure that there always exists
a CBF-stabilizable set for kCLF :
3The result of [2] requires C to be compact to ensure x(t) is forward
complete. As we have already shown forward completeness of x(t), we do
not require compactness of C
Lemma 2. Consider the system (1) for which f and g are
smooth vector fields and f(0) = 0. Consider a continuously
differentiable ZCBF h : E → R where C ⊂ E ⊂ Rn, C
defined by (2), 0 ∈ Int(C), and E is an open set within
which Lgh(x), Lfh(x) are locally Lipschitz functions of x.
Given a continuously differentiable, positive-definite function
V : D → R, D ⊂ Rn, suppose V is a CLF for the system (1),
V satisfies the small control property, and k(x) = kCLF (x)
for kCLF (x) defined by (14). Let Γc = {x ∈ D : V (x) ≤ c}
for c ∈ R>0. Then for any locally Lipschitz continuous,
positive definite matrix G(x) ∈ Rm×m, there exits a c¯ such
that Γc¯ is a CBF-stabilizable set.
Proof. First, we note that since 0 ∈ Int(C), where C is defined
by (2), there always exists a δ′ ∈ R>0 such that Bδ′ ⊂ C.
We thus choose δ′ such that Bδ′ ⊂ C. By Definition 6 and
smoothness of the dynamics, it follows that kCLF is smooth
on Rn \ {0} and continuous at the origin [22]. Furthermore,
by construction kCLF (0) = 0 and by assumption f(0) = 0.
Thus by smoothness of f and g and continuity of kCLF it
follows that: ‖f(x) + g(x)kCLF (x)‖≤ L‖x‖+ρ(x) for all
x ∈ Bδ′ , where L ∈ R>0 is the Lipschitz constant of f and
ρ(x) = ‖g(x)kCLF (x)‖. Since ρ(x) is a continuous function
of x and ρ(0) = 0, ρ(x)→ 0 as ‖x‖→ 0.
Due to the fact that Bδ′ ⊂ C and that h and ∇h are
continuous functions of x, there exists a ε ∈ R>0 such that
ε ≤ α(h(x))‖∇h(x)‖ for all x ∈ Bδ′ . Let µ(x) = L‖x‖+ρ(x)
such that µ(x) is continuous and µ(0) = 0. Thus there exists
a δ ∈ R>0, δ ≤ δ′ such that µ(x) ≤ ε for all x ∈ Bδ .
For this choice of δ, it follows that ‖f(x) + g(x)k(x)‖≤
L‖x‖+ρ(x) ≤ ε ≤ α(h(x))‖∇h(x)‖ for all x ∈ Bδ ⊆ Bδ′ ⊂ C. The
proof now follows from that of Lemma 1 for G = Bδ′ .
Now we combine the kCLF controller with the proposed
control (6) to define the modified CLF-ZCBF control law:
uCLF (x)
∗ = argmin
u∈Rm
1
2
‖u− kCLF (x)‖2G(x) (15a)
s.t. Lfh(x) + Lgh(x)u ≥ −α(h(x))
(15b)
We are ready to state the following result that ensures
compatibility between a CLF and ZCBF via the control law
(15):
Theorem 3. Consider the system (1) for which f and g are
smooth vector fields and f(0) = 0. Consider a continuously
differentiable ZCBF h : E → R where C ⊂ E ⊂ Rn, C defined
by (2), 0 ∈ C, and E is an open set within which Lgh(x),
Lfh(x) are locally Lipschitz functions of x. Given a smooth,
positive-definite function V : D → R, D ⊂ Rn, suppose V is a
CLF for the system (1) and satisfies the small control property.
Let Γc = {x ∈ D : V (x) ≤ c} for c ∈ R>0. Given any locally
Lipschitz continuous, positive-definite matrix G(x) ∈ Rm×m
and c for which Γc is a CBF-stabilizable set, if (∀x ∈ Γc∩E ,
‖Lgh(x)‖2G−1= 0 only if x ∈ Int(C)∩Γc) and x(0) ∈ Γc∩C,
then the system (1) under the control (15) satisfies:
1) x(t) ∈ Γc ∩ C for all t ≥ 0.
2) There exists a class-KL function β such that:
‖x(t)‖≤ β(‖x(0)‖, t), ∀t ≥ 0.
Proof. From Theorem 1 of [22], kCLF from (14) is a smooth
function everywhere except possibly at the origin for which
it is continuous. Furthermore, the system (1) under u =
kCLF (x) is asymptotically stable with respect to the origin
with W (x) = γ(‖x‖) as per Definition 3.
Now we address the control law u∗CLF from (15). Since Γc
is a CBF-stabilizable set, then from Theorem 1, it follows
that u∗CLF is locally Lipschitz continuous except possibly at
the origin, at which point it is at least continuous. We note
that continuity at the origin is guaranteed because from the
explicit definition of u∗CLF via substitution of k = kCLF
in (7), it is ensured that u∗CLF (0) = kCLF (0), for which
kCLF is continuous at the origin. Theorem 2 ensures that V˙ ≤
−γ(‖x‖) on Γc ∩ E and asymptotic stability4 of the origin
follows under u∗CLF . Furthermore, x(t) ∈ C for all t ≥ 0.
Theorem 3 shows that the modified CLF-ZCBF control (15)
for which Γc is a CBF-stabilizable set ensures compatibility
between the CLF V and ZCBF h. In other words, if Γc
is a CBF-stabilizable set and the conditions of Theorem
3 hold, then there always exists a control input such that
h˙ ≥ −α(h(x)) and V˙ ≤ −γ(‖x‖) hold concurrently on
Γc ∩ E .
We note that the control law kCLF from (14) may lose local
Lipschitz continuity at the origin. It may be more beneficial
from an implementation perspective to smoothen kCLF , while
also ensuring input-to-state stability of the closed-loop system.
From [22], we can substitute the following controller for
kCLF in Theorem 3 to promote smoothness and input-to-state
properties of the closed-loop system under u∗CLF :
k¯CLF (x) =

kCLF (x)−
√
LfV (x)2+‖LgV (x)‖42
2m LgV (x)
T ,
if x 6= 0,
0, if x = 0
(16)
We note that to use (16), the following assumption should
hold: lim
x→∞LfV (x)
2 + ‖LgV (x)‖42=∞ [22].
C. A Special Class of Nonlinear Systems
The proposed methodology is dependent on computing and
checking the set A from Definition 5. However, in many
cases computation of A may be cumbersome as it depends
on checking g(x) over all Γc ∩ E . Here we show how to
incorporate the design parameter G(x) to facilitate the design
process. We consider a class of nonlinear systems satisfying
the following assumption:
Assumption 1. The system (1) can be written with g(x) =
Eg¯(x), where E = [0T(n−m)×m, Im×m]
T , m ∈ {1, ..., n}, and
g¯ ∈ Rm×m is invertible in a neighborhood of the origin.
4We refer to [22] for a discussion on continuity of the closed-loop dynamics
at the origin with respect to asymptotic stability.
Assumption 1 admits high-relative degree systems and
applies to Euler-Lagrange systems (e.g robots), for which
constraint satisfaction and stability are highly desirable. Fur-
thermore, we note a common method to ensure stability of
Euler-Lagrange systems is via LaSalle’s invariance principle
which fits into the proposed design methodology.
For systems satisfying Assumption 1, we propose the choice
of G(x) = g(x)Tg(x) = g¯(x)T g¯(x). Substitution into (4)
yields the following A set:
A ={x ∈ Γc ∩ E : ∇V T (x)g(x)G−1(x)g(x)T∇h(x) > 0}
={x ∈ Γc ∩ E : ∇V T (x)EET∇h(x) > 0}
The derivation of A for this choice of G(x) shows that the
proposed control facilitates the design of CBF-stabilizable
sets for systems satisfying Assumption 1 by completely re-
moving the dynamic terms in A. Thus the set A is now
defined geometrically and can be checked without requiring
the computation of g(x) for all x ∈ Γc ∩ E .
To provide some intuition into the control design (6) we
consider Euler-Lagrange dynamics for which Assumption 1
holds and g¯(x) is in fact the inverse of the inertia matrix. In
this sense the control (6) for G(x) = g¯(x)T g¯(x) seeks to min-
imize the inertia-weighted norm of u and the nominal control
law k(x). In other words, the proposed control would attempt
to minimize the energy required to track the nominal control
law. This is similar to the notion of “dynamic consistency”
seen in the robotics literature [23]. Further investigation into
the impact of the proposed control on these types of systems is
merited to better understand the connection between the safe,
stabilizing controllers and existing methods in the robotics
community.
The design of Γc can be taken a step further such that,
for certain forms of Lyapunov functions and ZCBFs, we can
ensure A = ∅, such that the CBF-stabilizable condition holds
“globally” i.e. any Γc ⊂ D is a CBF-stabilizable set:
Lemma 3. Consider the functions V (x) = 12x
TP1x and
h(x) = b − 12xTP2x, for which PT1 EETP2 is positive
semi-definite for P1, P2 ∈ Rn×n and b ∈ R>0. For any
E = [0T(n−m)×m, Im×m]
T , m ∈ {1, ...n}, the set A = {x ∈
Rn : ∇V T (x)EET∇h(x) > 0} = ∅.
Proof. Differentiation of V and h yields: ∇V (x) = P1x and
∇h(x) = −P2x. The matrix Q = P1EETP2 is positive semi-
definite such that ∇V (x)TEET∇h(x) = −xTQx ≤ 0 for
all x ∈ Rn, and A = ∅.
If in addition to satisfying Assumption 1, there exists a
CLF V and ZCBF h for the system (1) satisfying Lemma 3,
then the resulting control law u∗CLF from (15) with G(x) =
g¯(x)T g¯(x) ensures the CLF V and ZCBF h are compatible
for any Γc ∈ D subject to the conditions of Theorem 3. This
means that no additional control design is required apart from
deriving the CLF V and ZCBF h. In other words, the designer
need not check the properties of V and h point-wise for all
x ∈ Γc.
IV. NUMERICAL EXAMPLES
We have designed a control law that ensures constraint
satisfaction and asymptotic stability for nonlinear systems and
defined a region of attraction for said control law. We have also
shown that the existence of a CBF-stabilizable set along with
the proposed control ensures compatibility between a CLF and
ZCBF. Here we demonstrate how the CBF-stabilizable sets can
be designed. The proposed approach is applied to convex and
non-convex constraint sets and systems that exploit LaSalle’s
invariance principle to ensure stability.
Consider the example system:
x˙1 = x2
x˙2 = −x31 + u
Let the nominal control be k = −x2, with the origin as the
desired equilibrium point for x = (x1, x2). Using Lyapunov
analysis, let V = 14x
4
1+
1
2x
2
2, and note that the nominal system
satisfies: V˙ = −W = −x22 ≤ 0. We see that the only solution
that can stay identically in {x ∈ R2 : V˙ = 0} is x(t) ≡
0, and so LaSalle’s invariance principle ensures asymptotic
stability of the nominal system. We address the condition
in (5) by computing an approximate Lipschitz constant as
done in the proof of Lemma 1. This Lipschitz computation
is performed by finding the maximum of ||∂
¯
f(x)
∂x ||, f¯(x) =
f(x)+g(x)k(x), on Bδ , such that L ≤ 3δ2 +1. We note that
the example system satisfies Assumption 1 with E = [0, 1]T
and g¯ = 1.
We consider a non-convex constraint set defined by C1 =
{x ∈ R2 : h1(x) = x2 − cos(x1 + pi) + 1 ≥ 0}. Let α(h) =
γ tan−1(h), γ ∈ R>0. For u ∈ R, the choice of u = x31 −
x2sin(x1 + pi) always exists and renders Lfh1 +Lgh1u = 0,
such that h1 is a ZCBF. We choose the parameter γ = 200.
Now that the stabilizing and constraint satisfying compo-
nents for the example system have been designed, we check for
a CBF-stabilizable level set to apply the proposed controller
(6). We note that ∇h1(x) 6= 0. We compute A = {x ∈
Γc ∩ E : ∇V TEET∇h1 = x2 > 0} 6= ∅ and for illustration
purposes we introduce A¯ = {x ∈ R2 : x2 > 0}. Our
next task is to find Γc, Bδ such that (5) is satisfied and
A ∈ Bδ . Figure 1a shows the ball Bδ=3.1 and Γc=4.1. The
blue region depicts the subset of A¯ satisfying (5). Since the
only component of A¯ in Γc ∩ E (i.e. A) satisfies (5), and
A ⊂ Bδ , then Γc is CBF-stabilizable. Figure 1a also shows
two trajectories for the proposed control, u∗(x), and nominal
control, k(x). The nominal control violates the constraint,
whereas the proposed control ensures forward invariance of C,
while converging to the equilibrium point. This depicts how
the proposed control can be applied to nonlinear systems with
non-convex constraints, and depicts CBF-stabilizable sets to
ensure asymptotic stability.
We next consider a convex set defined by C2 = {x ∈
R2 : h2(x) = 7 − 12 [x1, x2 − 1]diag(1, 5)[x1, x2 − 1]T ≥ 0}.
For u ∈ R, the choice of u = 5x31(x2−1)−x1x25(x2−1) for x2 6= 1
ensures Lfh2 + Lgh2u = 0. At x2 = 1, Lgh2 = 0 however
Lfh2(x1, 1) = −x1 and for h2(x1, 1) = 7 − 12x21, γ =
200 (i.e sufficiently large) and α(h) = γ tan−1(h) ensures
Lfh2(x1, 1) ≥ −α(h2(x1, 1)). Thus h2 is a ZCBF. We also
note that Lgh2 = 0 when x2 = 1, however for Γc=10 and
Bδ=2.7, it follows that for any x ∈ Γc ∩ E2 (here E2 is any
superlevel set of C2), Lgh2 = 0 only occurs for x ∈ Γc∩Int(C)
such that the condition of Theorems 1 and 2 are satisfied. The
CBF-stabilizable set is depicted in Figure 1b along with the
two trajectories associated with the proposed control, u∗(x),
and nominal control, k(x).
(a) Non-convex C1
(b) Convex C2
Fig. 1: System response and associated sets: trajectory for
proposed control u∗ (black dash), trajectory for nominal
control k(x) (red dash-dot), subset of A¯ satisfying (5) (blue
region)
Figure 2 shows the resulting control inputs for the various
implementations of u∗ and k. We note that the difference
between the red dash-dot curve for k and green solid curve
for k is that the red dash-dotted curve is the control input of
the closed loop system with u(x) = k(x). The green solid
curve is the resulting k(x) that would be implemented along
the trajectory of the closed loop system for u(x) = u(x)∗.
The resulting figures show that in both cases, u∗ exhibits a
larger magnitude as it deviates from k as a result of the active
control barrier functions. It is important to note that as the
system trajectory reaches the constraint boundary, the control
u∗ does not explode to infinity as is typical with earlier forms
(a) Non-convex C1
(b) Convex C2
Fig. 2: Control input: trajectory for proposed control u∗ (black
dash), trajectory for nominal control k(x) (red dash-dot),
trajectory of the nominal control k(x) for x(t) resulting from
the closed loop system with u = u∗ (green solid).
of barrier functions. When the control barrier conditions are
inactive, the trajectory of u∗ matches that of k depicted by the
green solid curve. This is expected as from the explicit form
of u∗ from (7). Clearly this shows that the proposed region of
attraction accounts for cases where the control barrier function
constraint (15b) is indeed active and helps stabilize the system.
However, the proposed control requires significantly more
control authority to accomplish this, especially compared to
the implementation of the nominal control depicted by the red
dash-dotted curve. Future work will need to investigate this
effect to prevent violation of input constraints.
V. CONCLUSION
We propose a methodology to ensure simultaneous sta-
bility and constraint satisfaction of nonlinear systems. The
proposed approach defines a region of attraction, coined a
CBF-stabilizable set, for which compatibility of an existing
nominally stabilizing control law and ZCBF is ensured. A
control law is proposed to ensure stability and safety in the
CBF-stabilizable set. The proposed control is used define
a novel CLF-ZCBF controller to ensure compatibility on a
CBF-stabilizable set. The method is applicable to convex/non-
convex sets and allows the system to “touch” the constraint
boundary. Furthermore, the proposed control is shown to
preserve robustness properties of the stabilizing controllers
and ZCBF. Although promising, it is not yet clear how to
incorporate input constraints in the proposed approach, nor
how to automatically generate CBF-stabilizable sets. This will
be a focus of future work.
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