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Abstract
We prove an estimate on the modulus of continuity at a boundary point
of a cylindrical domain for local weak solutions to degenerate parabolic
equations of p-laplacian type. The estimate is given in terms of a Wiener-
type integral, defined by a proper elliptic p-capacity.
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1 Introduction
Let E be an open set in RN and for T > 0 let ET denote the cylindrical domain
E × (0, T ]. Moreover let
ST = ∂E × (0, T ], ∂pET = ST ∪ (E¯ × {0})
denote the lateral, and the parabolic boundary respectively.
We shall consider quasi-linear, parabolic partial differential equations of the
form
ut − divA(x, t, u,Du) = 0 weakly in ET , (1.1)
∗Corresponding author
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where the function A : ET × R
N+1 → RN is only assumed to be measurable
and subject to the structure conditions{
A(x, t, u, ξ) · ξ ≥ Co|ξ|
p
|A(x, t, u, ξ)| ≤ C1|ξ|
p−1 a.e. (x, t) ∈ ET , ∀u ∈ R, ∀ξ ∈ R
N , (1.2)
where Co and C1 are given positive constants, and p > 2.
We refer to the parameters {p,N,Co, C1} as our structural data, and we
write γ = γ(p,N,Co, C1) if γ can be quantitatively determined a priori only in
terms of the above quantities. A function
u ∈ C
(
0, T ;L2loc(E)
)
∩ Lploc
(
0, T ;W 1,ploc (E)
)
(1.3)
is a local, weak sub(super)-solution to (1.1)–(1.2) if for every compact setK ⊂ E
and every sub-interval [t1, t2] ⊂ (0, T ]∫
K
uϕdx
∣∣∣∣
t2
t1
+
∫ t2
t1
∫
K
[
− uϕt +A(x, t, u,Du) ·Dϕ
]
dxdt ≤ (≥)0 (1.4)
for all non-negative test functions
ϕ ∈W 1,2loc
(
0, T ;L2(K)
)
∩ Lploc
(
0, T ;W 1,po (K)
)
.
This guarantees that all the integrals in (1.4) are convergent.
For any k ∈ R, let
(v − k)− = max{−(v − k), 0}, (v − k)+ = max{v − k, 0}.
We require (1.1)–(1.2) to be parabolic, namely that whenever u is a weak so-
lution, for all k ∈ R, the functions (u − k)± are weak sub-solutions, with
A(x, t, u,Du) replaced by ±A(x, t, k ± (u − k)±,±D(u − k)±). As discussed
in condition (A6) of [3, Chapter II] or Lemma 1.1 of [4, Chapter 3], such a
condition is satisfied, if for all (x, t, u) ∈ ET × R we have
A(x, t, u, η) · η ≥ 0 ∀ η ∈ RN ,
which is guaranteed by (1.2).
For y ∈ RN and ρ > 0, Kρ(y) denotes the cube of edge 2ρ, centered at y
with faces parallel to the coordinate planes. When y is the origin of RN , we
simply write Kρ.
We are interested in the boundary behaviour of solutions to the Cauchy-
Dirichlet problem

ut − divA(x, t, u,Du) = 0 weakly in ET
u(·, t)
∣∣∣
∂E
= g(·, t) a.e. t ∈ (0, T ]
u(·, 0) = g(x, 0),
(1.5)
where
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• (H1): A satisfies (1.2) for p > 2, as already mentioned before;
• (H2): g ∈ Lp(0, T ;W 1,p(E)), and g is continuous on ET with modulus of
continuity ωg(·).
We do not impose any a priori requirements on the boundary of the domain
E ⊂ RN .
A weak sub(super)-solution to the Cauchy-Dirichlet problem (1.5) is a mea-
surable function u ∈ C
(
0, T ;L2(E)
)
∩ Lp
(
0, T ;W 1,p(E)
)
satisfying∫
E
uϕ(x, t)dx+
∫∫
ET
[
− uϕt +A(x, t, u,Du) ·Dϕ
]
dxdt
≤ (≥)
∫
E
gϕ(x, 0)dx
(1.6)
for all non–negative test functions
ϕ ∈W 1,2
(
0, T ;L2(E)
)
∩ Lp
(
0, T ;W 1,po (E)
)
.
In addition, we take the boundary condition u ≤ g (u ≥ g) to mean that
(u − g)+(·, t) ∈ W
1,p
o (E) ((u − g)−(·, t) ∈ W
1,p
o (E)) for a.e. t ∈ (0, T ]. A
function u which is both a weak sub-solution and a weak super-solution, is a
solution. Notice that the range we are assuming for p, and the continuity of g
on the closure of ET ensure that a weak solution u to (1.5) is bounded (see, for
example, [3, Chapter V, Theorem 3.3]).
Let (xo, to) ∈ ST ; the relative capacity of E
c at xo is defined as
δ(ρ)
def
=
capp(Kρ(xo)\E,K 32 ρ(xo))
capp(Kρ(xo),K 32ρ(xo))
. (1.7)
We refer to Section 2 for more details on the notion of capacity. In the sequel,
we always assume xo is a Wiener point of the domain E, i.e.,∫ 1
0
[δ(s)]
1
p−1
ds
s
=∞. (1.8)
Let γ∗ > 1 be the constant claimed in Lemma 3.3; fix Ro > 0 and 0 < ǫ < 1,
such that
(to − 3γ∗[δ(Ro)]
2−p
p−1Rp−ǫo , to] ⊂ (0, T ], (1.9)
and set
QRo = K2Ro(xo)× (to − 3γ∗[δ(Ro)]
2−p
p−1Rp−ǫo , to].
Condition (1.9) can always be realized, since otherwise we would have for all
s ∈ (0, 1) that
3γ∗[δ(s)]
2−p
p−1 sp−ǫ ≥ to,
and consequently∫ 1
0
[δ(s)]
1
p−1
ds
s
≤
(
3γ∗
to
) 1
p−2
∫ 1
0
s
2−ǫ
p−2 ds =
(
3γ∗
to
) 1
p−2 p− 2
p− ǫ
<∞.
We can now state the main result of this work.
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Theorem 1.1. Let u be a weak solution to (1.5), assume that (H1)–(H2)
and (1.8) are satisfied, choose Ro and ǫ such that (1.9) holds true. Then there
exist positive constants γ ∈ (0, 1), and γ¯ > 0 that depend only on the data
{p,N,Co, C1}, such that for any ρ ∈ (0, Ro)
osc
Qρ(ωo)∩ET
u ≤ ωo exp
{
−γ
∫ Ro
ρ
[δ(s)]
1
p−1
ds
s
}
+ osc
QRo∩ST
g + γ¯R
ǫ
p−2
o , (1.10)
where δ(s) is defined in (1.7), and
ωo
def
= osc
QRo
u, Qρ(ωo) = K2ρ(xo)× [to − ω
2−p
o ρ
p, to].
By the same argument of proving (1.9), one easily obtains that there is a
sequence of positive numbers {Rn} converging to zero, such that
3γ∗[δ(Rn)]
2−p
p−1Rp−ǫn → 0 as n→∞.
Therefore, from Theorem 1.1 we can conclude the following corollary in a stan-
dard way.
Corollary 1.1. Let u be a weak solution to (1.5), assume that (H1)–(H2) hold
true, that (xo, to) ∈ ST , and that xo is a Wiener point of the domain E. Then
lim
(x,t)→(xo,to)
(x,t)∈ET
u(x, t) = g(xo, to).
As already remarked in [7], Theorem 1.1 also implies Ho¨lder regularity up to
the boundary under a fairly weak assumption on the domain. More specifically,
a set A ⊂ RN is uniformly p-fat, if for some γo, ρo > 0 one has
capp(Kρ(xo) ∩A,K 32ρ(xo))
capp(Kρ(xo),K 32ρ(xo))
≥ γo
for all 0 < ρ < ρo and all xo ∈ A. See [12] for more on this notion. We have the
following corollary.
Corollary 1.2. Let u be a weak solution to (1.5), assume that (H1)–(H2) hold
true, the complement of the domain E is uniformly p-fat, and let g be Ho¨lder
continuous. Then the solution u is Ho¨lder continuous up to the boundary.
Remark 1.1. When p > N , then for any s ∈ (0, 1) we always have δ(s) ≥ γo
for some γo ∈ (0, 1) depending only on N and p, as explained in Section 2.
In such a case, if g is assumed to be Ho¨lder continuous, then Corollary 1.2 is
automatically satisfied, and
osc
Qρ(ωo)∩ET
u ≤ ωo
(
ρ
Ro
)α
, (1.11)
where α ∈ (0, 1) depends only on the data {p,N,Co, C1}.
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1.1 Novelty and Significance
The continuity at the boundary of rough sets for solutions to elliptic partial
differential equations of p-laplacian type is by now basically a settled matter
(see, for example, [13]). In the parabolic setting the theory is more fragmented,
and still to be fully developed.
Continuity at the boundary for quite general operators with a growth of
order p = 2 has been considered in [16, 17]. When dealing with a general p > 1,
the fact that a Wiener point is a continuity point has already been observed in
[2] (see also [10]). However, only the prototype parabolic p-laplacian is dealt
with, and no explicit decay estimate as in (1.10) is provided.
The so-called super-critical singular range, that is when 2N
N+1 < p < 2, has
been considered in [15] based on the comparison principle, and then, more re-
cently in [7], with different techniques, which are closely related to the method
we use here. Coming to the degenerate range p > 2, a result similar to ours
is stated in [14]. In such a paper, the comparison principle once more plays a
fundamental role; this is not the case here, where no use whatsoever of the com-
parison principle is made, and purely structural estimates are proved. Moreover,
we give an explicit modulus of continuity, and therefore, Theorem 1.1 represents
a step forward.
Here we also point out a difference between the singular case and the degen-
erate case, when proving the reduction of oscillation along a family of nested,
intrinsically scaled cylinders. In the singular case, we do not require a priori
that the Wiener integral (1.8) diverges. However, in the degenerate case, we
need to use the divergence of the Wiener integral in order to fit the cylinders in
one another, due to the role played by δ(ρ) in the time scaling (see Lemma 4.1).
As already remarked in [7] for an analogous result, Corollary 1.2 can be seen
as an extension of Theorem 1.2 of [3, Chapter III], where the Ho¨lder continuity
up to the boundary of weak solutions to the Cauchy-Dirichlet problem (1.5)
with Ho¨lder continuous boundary data is proved, assuming that the domain E
satisfies a positive geometric density condition. It is a matter of straightforward
computations to see that if a domain E has positive geometric density, then the
complement of E is uniformly p-fat, but the opposite implication obviously does
not hold.
As pointed out in Remark 1.1, when p > N , and the boundary datum
is Ho¨lder continuous, the solution is also Ho¨lder continuous, regardless of the
geometry of the domain E. This is obvious for the elliptic p-laplacian due to
the Sobolev embedding, but the parabolic case seems new.
Finally, all the estimates are stable as p→ 2+, and therefore, the continuity
result of Corollary 1.1 recovers the analogous one given in [16].
As for the structure of the paper, the proof of Theorem 1.1 is given in
Section 4, whereas the previous sections are devoted to introductory material,
namely some preliminary results (Section 2), and a couple of auxiliary lemmas
(Section 3).
Acknowledgement. Part of this paper was written, when Ugo Gianazza vis-
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2 Preliminaries
The first basic fact is taken from [11, Lemma 2.2] (see also [4, Lemma 10.1 on
page 116]).
Lemma 2.1. Let u be a non-negative, local, weak super-solution to the degen-
erate equation (1.1)–(1.2) in the cylinder
K × (t1, t2)
where K is a cube in RN . Then for all ε ∈ (−1, 0),
p
Co(1 + ε)|ε|
sup
t1<t<t2
∫
K
u1+εϕp(x, t) dx +
∫ t2
t1
∫
K
|Du|puε−1ϕp dxdt
≤
(
C1p
Co|ε|
)p ∫ t2
t1
∫
K
uε+p−1|Dϕ|p dxdt
+
p
Co(1 + ε)|ε|
∫ t2
t1
∫
K
u1+ε
(
∂ϕp
∂t
)
+
dxdt
+
p
Co(1 + ε)|ε|
∫
K
u1+εϕp(x, t2) dx
(2.1)
for every non-negative test function
ϕ ∈W 1,2(t1, t2;L
2(K)) ∩ Lp(t1, t2;W
1,p
o (K)).
Proof. Take the test function (u + ν)εϕp in the weak formulation (1.3) where
ν is a positive constant. Then a routine calculation followed by letting ν → 0
yields the conclusion.
With the above lemma at disposal, we are able to show the following reverse
Ho¨lder’s inequality. This is done by carefully tracing the dependence in the
proof of [11, Lemma 5.3] or [4, Lemma 11.1].
Lemma 2.2. Let v be a non-negative, local, weak super-solution to the degen-
erate equation (1.1)–(1.2) in the cylinder
K2ρ(xo)× (to − θρ
p, to),
with θ > 0 to be determined later. For any σ ∈ (0, 1), and for any η ∈ (0, 1),
there exists a constant Cη > 1 depending only on the data {p,N,Co, C1}, σ, and
6
η, such that∫ to
to−θρp
∫
Kρ(xo)
vp−2+σ(1+
p
N
) dxdt
≤Cη
[
sup
to−θρp<t<to
∫
K2ρ(xo)
v(x, t) dx
]p−2+σ(1+ p
N
)
+ η
(
1
θ
)1+ σ
p−2 (1+
p
N )
.
Proof. By a change of variables, we may consider this problem in the cylinder
Q = K1 × (−θ, 0].
Furthermore, for i = 1, 2 let us set
Qri = Kri × (−θ, 0] with
1
2
< r1 < r2 < 1;
pick a non-negative, piecewise smooth, cutoff function on Kr2 , such that
0 ≤ ϕ ≤ 1, ϕ = 1 in Kr1 , |Dϕ| ≤
1
r2 − r1
.
An application of the parabolic Sobolev embedding (see, for example, [3, Chap-
ter I, Proposition 3.1]) gives us that∫∫
Qr1
vp−2+σ(1+
p
N
) dxdt
≤ γ
∫∫
Qr2
|D(v
p−2+σ
p ϕ)|p dxdt
(
sup
−θ<t<0
∫
K1
vσ(x, t) dx
) p
N
.
For simplicity, let
Mσ
def
= sup
−θ<t<0
∫
K1
vσ(x, t) dx.
By Lemma 2.1 with ε = −1 + σ we have∫∫
Qr2
|D(v
p−2+σ
p ϕ)|p dxdt
≤ γ
(
Mσ +
∫∫
Qr2
vp−2+σ|Dϕ|p dxdt
)
.
By Young’s inequality∫∫
Qr2
vp−2+σ|Dϕ|pM
p
N
σ dxdt ≤
1
9γ
∫∫
Qr2
vp−2+σ(1+
p
N
) dxdt
+ γM
p−2+σ(1+
p
N
)
σ
σ
∫∫
Qr2
|Dϕ|p+
N(p−2+σ)
σ dxdt.
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Combine the above estimates to obtain that∫∫
Qr1
vp−2+σ(1+
p
N
) dxdt ≤
1
9
∫∫
Qr2
vp−2+σ(1+
p
N
) dxdt
+ γM
1+ p
N
σ + γθM
p−2
σ
+1+ p
N
σ
(
1
r2 − r1
)p+N(p−2+σ)
σ
.
By an interpolation argument (see, for example, [3, Chapter I, Lemma 4.3]) one
arrives at ∫ 0
−θ
∫
K 1
2
vp−2+σ(1+
p
N
) dxdt ≤ γM
1+ p
N
σ + γθM
p−2
σ
+1+ p
N
σ ,
∫ 0
−θ
∫
K 1
2
vp−2+σ(1+
p
N
) dxdt ≤ γ
M
1+ p
N
σ
θ
+ γM
p−2
σ
+1+ p
N
σ .
Note that
γM
p−2
σ
+1+ p
N
σ = γ
(
sup
−θ<t<0
∫
K1
vσ(x, t) dx
) p−2
σ
+1+ p
N
≤ γ
(
sup
−θ<t<0
∫
K1
v(x, t) dx
)p−2+σ(1+ pN )
,
and
γ
θ
M
1+ p
N
σ =
γ
θ
(
sup
−θ<t<0
∫
K1
vσ(x, t) dx
)1+ p
N
≤
γ
θ
(
sup
−θ<t<0
∫
K1
v(x, t) dx
)σ(1+ pN )
≤ Cη
(
sup
−θ<t<0
∫
K1
v(x, t) dx
)p−2+σ(1+ pN )
+ η
(
1
θ
)1+ σ
p−2 (1+
p
N )
;
therefore, we conclude that
∫ 0
−θ
∫
K 1
2
vp−2+σ(1+
p
N
) dxdt ≤Cη
(
sup
−θ<t<0
∫
K1
v(x, t) dx
)p−2+σ(1+ p
N
)
+ η
(
1
θ
)1+ σ
p−2 (1+
p
N )
.
Returning to the original variables yields the desired result.
Remark 2.1. If one chooses
θ =
[∫
K2ρ(xo)
v(x, to) dx
]2−p
,
8
then∫ to
to−θρp
∫
Kρ(xo)
vp−2+σ(1+
p
N
) dxdt ≤ γ
[
sup
to−θρp<t<to
∫
K2ρ(xo)
v dxdt
]p−2+σ(1+ p
N
)
.
We will need the following weak Harnack inequality, proved in [11].
Theorem 2.1. Let u be a non-negative, local, weak super-solution to (1.1)–
(1.2). There exist positive constants c and γo, depending only on the data
{p,N,Co, C1}, such that for a.e. s ∈ (0, T )
−
∫
Kρ(y)
u(x, s)dx ≤ c
( ρp
T − s
) 1
p−2
+ γo inf
K4ρ(y)
u(·, t) (2.2)
for all times
s+ 12θρ
p ≤ t ≤ s+ θρp
where
θ = min
{
c2−p
T − s
ρp
,
(
−
∫
Kρ(y)
u(x, s)dx
)2−p}
. (2.3)
Remark 2.2. If s and ρ are chosen such that
s+
2cp−2[
−
∫
Kρ(y)
u(x, s) dx
]p−2 ρp < T,
then
c
(
ρp
T − s
) 1
p−2
<
1
2
1
p−2
−
∫
Kρ(y)
u(x, s) dx
θ =
[
−
∫
Kρ(y)
u(x, s) dx
]2−p
,
and therefore,
−
∫
Kρ(y)
u(x, s)dx ≤ γ¯ inf
K4ρ(y)
u(·, t) (2.4)
for all times
s+ 12θρ
p ≤ t ≤ s+ θρp.
Moreover, γ¯ = γo
1−( 12 )
1
p−2
, and therefore the constant is stable as p→ 2.
Another result we will rely on is the following (see [8, Corollary 3.1]).
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Lemma 2.3. Let u be a non-negative, local, weak super-solution to (1.1)–(1.2)
in the cylinder K2ρ(y)× [t¯, t¯+ T ]. Suppose that
inf
K2ρ(y)
u(x, t¯) ≥ k for some k > 0.
Then for all t ∈ (t¯, t¯+ T ] we have
inf
Kρ(y)
u(x, t) ≥
k
2
(
1 +
t− t¯
νk2−p(2ρ)p
) 1
2−p
, (2.5)
where ν ∈ (0, 1) is a constant that depends only on the data {p,N,Co, C1}.
Finally, we recall the notion of capacity introduced in [7, § 4].
Let Ω ⊂ RN be an open set, and Q
def
= Ω × (t1, t2): Q is an open cylinder
in RN+1. In the following we will refer to such sets as open parabolic cylinders.
For any compact set K ⊂ Q, we define the parabolic capacity of K with respect
to Q as
γp(K,Q) = inf
{∫∫
Q
|Dϕ|p dxdt :
ϕ ∈ C∞o (Q), ϕ ≥ 1 on a neighborhood of K
}
,
(2.6)
where Dϕ denotes the gradient of ϕ with respect to the space variables only.
The notion of the elliptic capacity is quite standard. Indeed, for every com-
pact set F ⊂ Ω we define
capp(F,Ω) = inf
{∫
Ω
|Dψ|p dx : ψ ∈ C∞o (Ω), ψ ≥ 1 on F
}
.
For p ≥ N one always assume that Ω ⊂⊂ RN , since capp(F,R
N ) = 0 for p ≥ N .
It should be remarked that an explicit calculation (see, for example, [9, page
35]) gives us that
capp(Kρ(xo),K2ρ(xo)) = c1(N, p)ρ
N−p, ∀p > 1,
capp({xo},Kρ(xo)) = c2(N, p)ρ
N−p, ∀p > N,
where c1 and c2 are positive constants with indicated dependence. Hence, when
p > N , the relative capacity defined in (1.7) is always bounded below, i.e.,
δ(ρ) ≥ γo(N, p) for some γo ∈ (0, 1).
As a result, condition (1.8) always holds when p > N . For further details
and properties about the elliptic capacity, see for example [5, Chapter 4], [9,
Chapter 2], [13, Chapter 2], or [6].
Now we point out the connection between the two notions of capacity. Let
Q = Ω× (t1, t2), and for any set E ⊂ R
N+1 define Eτ = E ∩ {t = τ}. Then, we
have the following result (see [1, Proposition A.2]).
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Proposition 2.1. Let K ⊂ Q be compact. Then,
γp(K,Q) =
∫ t2
t1
capp(Kτ ,Ω) dτ. (2.7)
3 Auxiliary Lemmas
Fix (xo, to) ∈ ST , and consider the cylinder
Q = K16ρ(xo)× [s, t], (3.1)
where s, t are such that 0 < s < to < t < T , and let Σ
def
= ST ∩Q. Our estimates
are based on the following lemma, stated and proved in [7, Lemma 2.1].
Lemma 3.1. Take any number k such that
k ≥ sup
Σ
g. (3.2)
Let u be a weak solution to (1.5) in the cylinder Q, and define
uk =
{
(u − k)+, in Q ∩ ET ,
0, in Q \ ET .
Then uk is a (local) weak sub-solution to (1.5) in the cylinder Q. The same
conclusion holds for the zero extension of uh = (h − u)+ for truncation levels
h ≤ infΣ g.
Let k be any number which satisfies (3.2), and

define uk = (u− k)+,
choose µ > 0 such that µ ≥ sup
Q
uk,
define v : Q→ R+, v = µ− uk.
(3.3)
It is not hard to verify that v is a weak super-solution to (1.5) in the whole Q.
Finally, let
δ(ρ)
def
=
capp(Kρ(xo)\E,K 32 ρ(xo))
capp(Kρ(xo),K 32ρ(xo))
,
and
θ¯
def
=
(
µ[δ(ρ)]
1
p−1
)2−p
. (3.4)
We have the following.
Lemma 3.2. Let (xo, to), Q, uk, µ, v as in (3.1)–(3.3), take θ¯ as in (3.4), and
assume that to − θ¯ρ
p ≥ s. Then there exists a constant γ1 > 1, that depends
only on the data {p,N,Co, C1}, such that
µ[δ(ρ)]
1
p−1 ≤ γ1 sup
to−θ¯ρp<t<to
∫
K2ρ(xo)
v(x, t) dx. (3.5)
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Proof. Without loss of generality, we may assume that (xo, to) = (0, 0). Con-
struct three cylinders:
Q1 = Kρ × (−
3
4
θ¯ρp,−
1
4
θ¯ρp);
Q2 = K 3
2ρ
× (−
7
8
θ¯ρp,−
1
8
θ¯ρp);
Q3 = K2ρ × (−θ¯ρ
p, 0).
Introduce the standard cut-off functions ζ and ϕ such that
ζ(x, t) =


1 (x, t) ∈ Q1
0 (x, t) /∈ Q2
and ϕ(x, t) =


1 (x, t) ∈ Q2
0 (x, t) /∈ Q3.
We use the test function ukζ
p in the weak formulation, modulus a standard
Steklov average; a straightforward calculation similar to the one in [7, Lemma
5.1] gives us that∫∫
Q2
|D(vζ)p| dxdt ≤ γµ
∫∫
Q2
|Dv|p−1|Dζ| dxdt + γ
∫∫
Q2
vp|Dζ|p dxdt
+ γµ
∫∫
Q2
v|ζt| dxdt.
The last term on the right-hand side is estimated by
µ
∫∫
Q2
v|ζt| dxdt ≤
|Q2|µ
θ¯ρp
∫∫
Q2
v dxdt
≤ γµθ¯ρN
[
sup
−θ¯ρp<t<0
∫
K2ρ
v(x, t) dx
]
1
θ¯
= γµ
1
p−1 θ¯
1
p−1 ρ
N
p−1
[
sup
−θ¯ρp<t<0
∫
K2ρ
v(x, t) dx
]
µ
p−2
p−1 θ¯
p−2
p−1 ρ
N(p−2)
p−1
1
θ¯
≤ Cη1µθρ
N
[
sup
−θ¯ρp<t<0
∫
K2ρ
v(x, t) dx
]p−1
+ η1µθ¯ρ
N 1
θ¯
p−1
p−2
,
where η1 ∈ (0, 1) will be determined later. The second term is estimated by
Lemma 2.2 choosing σ such that
p− 2 + σ
(
1 +
p
N
)
= p− 1.
We have∫∫
Q2
vp|Dζ|p dxdt ≤
µ
ρp
∫∫
Q2
vp−1 dxdt
≤ γ
µ|Q2|
ρp
∫∫
Q2
vp−1 dxdt
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≤ γµθ¯ρN
[
Cη2
(
sup
−θ¯ρp<t<0
∫
K2ρ
v(x, t) dx
)p−1
+
η2
γ
1
θ¯
p−1
p−2
]
= γCη2µθ¯ρ
N
(
sup
−θ¯ρp<t<0
∫
K2ρ
v(x, t) dx
)p−1
+ η2µθ¯ρ
N 1
θ¯
p−1
p−2
,
where once more η2 ∈ (0, 1) will be determined later. Next, the first term is
estimated by Ho¨lder’s inequality∫∫
Q2
|Dv|p−1 dxdt
≤
(∫∫
Q2
|Dv|pv−1−ǫ dxdt
)1− 1
p
(∫∫
Q2
v(1+ǫ)(p−1) dxdt
) 1
p
,
and the term with the gradient is estimated by Lemma 2.1, namely∫∫
Q2
|Dv|pv−1−ǫ dxdt
≤ γ(ǫ)
[∫∫
Q3
vp−ǫ−1|Dϕ|p dxdt+
∫∫
Q3
v1−ǫ|ϕt| dxdt
]
,
where ǫ is a positive number such that
0 < ǫ < p− 2.
Combining the above two inequalities yields
µ
ρ
∫∫
Q2
|Dv|p−1 dxdt
≤
γµ
ρ
(∫∫
Q3
vp−ǫ−1|Dϕ|p dxdt
)1− 1
p
(∫∫
Q2
v(1+ǫ)(p−1) dxdt
) 1
p
+
γµ
ρ
(∫∫
Q3
v1−ǫ|ϕt| dxdt
)1− 1
p
(∫∫
Q2
v(1+ǫ)(p−1) dxdt
) 1
p
.
Let us focus on the first term on the right-hand side. Choosing ǫ smaller if
necessary, and σ such that first p − ǫ − 1 = p − 2 + σ
(
1 + p
N
)
and then (1 +
ǫ)(p − 1) = p − 2 + σ
(
1 + p
N
)
, by Lemma 2.2 and repeated applications of
Young’s inequality we have
γµ
ρ
[
|Q3|
ρp
∫∫
Q3
vp−ǫ−1 dxdt
]1− 1
p
[
|Q2|
∫∫
Q2
v(1+ǫ)(p−1) dxdt
] 1
p
≤
γµ
ρ
[
|Q3|
ρp
] p−1
p
[
Cη3
(
sup
−θ¯ρp<t<0
∫
K2ρ
v(x, t) dx
)p−ǫ−1
+ η
p
p−1
3
(
1
θ¯
) p−ǫ−1
p−2
] p−1
p
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× |Q2|
1
p
[
Cη4
(
sup
−θ¯ρp<t<0
∫
K2ρ
v(x, t) dx
)(1+ǫ)(p−1)
+ ηp4
(
1
θ¯
) (1+ǫ)(p−1)
p−2
] 1
p
≤ γµθ¯ρN
[
Cη3
(
sup
−θ¯ρp<t<0
∫
K2ρ
v(x, t) dx
)p−ǫ−1
+ η
p
p−1
3
(
1
θ¯
) p−ǫ−1
p−2
] p−1
p
×
[
Cη4
(
sup
−θ¯ρp<t<0
∫
K2ρ
v(x, t) dx
)(1+ǫ)(p−1)
+ ηp4
(
1
θ¯
) (1+ǫ)(p−1)
p−2
] 1
p
≤ γµθ¯ρN
[
C
p−1
p
η3
(
sup
−θ¯ρp<t<0
∫
K2ρ
v(x, t) dx
) (p−ǫ−1)(p−1)
p
+ η3
(
1
θ¯
) (p−ǫ−1)(p−1)
p(p−2)
]
×
[
C
1
p
η4
(
sup
−θ¯ρp<t<0
∫
K2ρ
v(x, t) dx
) (1+ǫ)(p−1)
p
+ η4
(
1
θ¯
) (1+ǫ)(p−1)
p(p−2)
]
≤ γµθ¯ρN
[
Cη5
(
sup
−θ¯ρp<t<0
∫
K2ρ
v(x, t) dx
)p−1
+
η5
γ
(
1
θ¯
) p−1
p−2
]
= γCη5µθ¯ρ
N
(
sup
−θ¯ρp<t<0
∫
K2ρ
v(x, t) dx
)p−1
+ η5µθ¯ρ
N 1
θ¯
p−1
p−2
,
where once more η5 ∈ (0, 1) will be chosen later. The second term on the
right-hand side is estimated by
γµ
ρ
(∫∫
Q3
v1−ǫ|ϕt| dxdt
)1− 1
p
(
|Q2|
∫∫
Q2
v(1+ǫ)(p−1) dxdt
) 1
p
≤
γµ
ρ
([
|Q3|
∫∫
Q3
v dxdt
]1−ǫ
|Q3|
ǫ
θ¯ρp
)1− 1
p
× |Q3|
1
p
[
Cη6
(
sup
−θ¯ρp<t<0
∫
K2ρ
v(x, t) dx
)(1+ǫ)(p−1)
+ ηp6
(
1
θ¯
) (1+ǫ)(p−1)
p−2
] 1
p
≤ γµθ¯ρN
[(
sup
−θ¯ρp<t<0
∫
K2ρ
v(x, t) dx
)1−ǫ
1
θ¯
] p−1
p
×
[
Cη6
(
sup
−θ¯ρp<t<0
∫
K2ρ
v(x, t) dx
)(1+ǫ)(p−1)
+ ηp6
(
1
θ¯
) (1+ǫ)(p−1)
p−2
] 1
p
≤ γµθ¯ρN
[
Cη7
(
sup
−θ¯ρp<t<0
∫
K2ρ
v(x, t) dx
)p−ǫ−1
+ η
p
p−1
7
(
1
θ¯
) p−ǫ−1
p−2
] p−1
p
×
[
Cη6
(
sup
−θ¯ρp<t<0
∫
K2ρ
v(x, t) dx
)(1+ǫ)(p−1)
+ ηp6
(
1
θ¯
) (1+ǫ)(p−1)
p−2
] 1
p
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≤ γµθ¯ρN
[
Cη8
(
sup
−θ¯ρp<t<0
∫
K2ρ
v(x, t) dx
)p−1
+
η8
γ
(
1
θ¯
) p−1
p−2
]
= γCη8µθ¯ρ
N
(
sup
−θ¯ρp<t<0
∫
K2ρ
v(x, t) dx
)p−1
+ η8µθ¯ρ
N 1
θ¯
p−1
p−2
,
where as before η8 ∈ (0, 1) is still to be chosen. Therefore, combining all the
above estimates we arrive at∫∫
Q2
|D(vζ)|p dxdt ≤ C¯µθ¯ρN
[
sup
−θ¯ρp<t<0
∫
K2ρ
v(x, t) dx
]p−1
+ (η1 + η2 + η5 + η8)µθ¯ρ
N 1
θ¯
p−1
p−2
,
where C¯ takes into account all the γCηi-terms. On the other hand, the left-hand
side is bounded from below as∫∫
Q2
|D(vζ)|p dxdt ≥ µpγp(Q1 \ ET , Q2)
= µp
∫ 0
−θ¯ρp
capp(Kρ \ E,K 32ρ)
χ
(− 34 θ¯ρ
p,− 14 θ¯ρ
p)(t) dt
=
1
2
µpθ¯ρpcapp(Kρ \ E,K 32ρ).
Thus, recalling the definition of δ(ρ), we obtain
µp−1
capp(Kρ \ E,K 32 ρ)
capp(Kρ,K 32ρ)
≤γ
[
sup
−θ¯ρp<t<0
∫
K2ρ
v(x, t) dx
]p−1
+ γ(η1 + η2 + η5 + η8)µ
p−1
capp(Kρ \ E,K 32ρ)
capp(Kρ,K 3
2 ρ
)
.
Choosing η1, η2, η5, η8 such that γ(η1 + η2 + η5 + η8) ≤
1
2 , the above estimate
yields
µ[δ(ρ)]
1
p−1 ≤ γ sup
−θ¯ρp<t<0
∫
K2ρ
v(x, t) dx.
We conclude this section, with a second lemma, which will be crucial in the
proof of our main result.
Lemma 3.3. Let (xo, to), Q, uk, µ, v as in (3.1)–(3.3), take θ¯ as in (3.4), and
assume that s ≤ to − 3γ∗θ¯ρ
p < to ≤ t for some γ∗ > 1 to be determined only
in terms of the data {p,N,Co, C1}. Then there exists a constant γ2 > 1, that
depends only on the data {p,N,Co, C1}, such that
µ[δ(ρ)]
1
p−1 ≤ γ2 inf
K2ρ(xo)
v(·, t), (3.6)
for all t ∈ [to − γ∗θ¯ρ
p, to].
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Proof. We may assume that (xo, to) = (0, 0). By our notion (1.3) of solutions,
it is not hard to verify that
[−γ∗θ¯ρ
p, 0] ∋ t→
∫
K2ρ
v(x, t) dx is a continuous function.
Let t1 ∈ [−θ¯ρ
p, 0] be the point where the supremum in (3.5) is achieved, namely
µ[δ(ρ)]
1
p−1 ≤ γ1
∫
K2ρ
v(x, t1) dx. (3.7)
On the other hand, by the weak Harnack inequality (2.4), we have
−
∫
K2ρ
v(x, t1)dx ≤ γ¯ inf
K8ρ
v(·, t) (3.8)
for any t ∈ [t1 +
1
2
θ˜ρp, t1 + θ˜ρ
p], where
θ˜ =
[
−
∫
K2ρ
v(x, t1)dx
]2−p
ρp.
Combining (3.7) and (3.8) yields
1
γ¯γ1
µ[δ(ρ)]
1
p−1 ≤ inf
K8ρ
v(·, t) (3.9)
for any t ∈ [t1 +
γ∗
2
θ¯ρp, t1 + γ∗θ¯ρ
p] with γ∗ = γ
p−2
1 . At this stage, the time
interval where the infimum is taken is somewhat undefined, since a precise value
of t1 is not known. The next argument is meant to provide a precise localization
in time of a lower bound for v.
By its definition, t1 + γ∗θ¯ρ
p ≥ 0. On the other hand,
t1 + γ∗θ¯ρ
p = t1 + γ∗([δ(ρ)]
1
p−1µ)2−pρp ≤ γ∗([δ(ρ)]
1
p−1µ)2−pρp.
Therefore, if we apply Lemma 2.3 with t¯ = t1 + γ∗θ¯ρ
p, and take
t ∈ [γ∗([δ(ρ)]
1
p−1µ)2−pρp, 2γ∗([δ(ρ)]
1
p−1µ)2−pρp],
we have t − t¯ ≤ 2γ∗([δ(ρ)]
1
p−1µ)2−pρp, and substituting in (2.5), we conclude,
where γ2 depends on ν, γ¯, γ1, and p.
4 Proof of Theorem 1.1
Let (xo, to) ∈ ST , and for Ro > 0 set
QRo = K2Ro(xo)× (to − 3γ∗[δ(Ro)]
2−p
p−1Rp−ǫo , to],
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where 0 < ǫ < 1 and δ(Ro) has been defined in (1.7). As discussed in § 1, we
may take Ro so small that
(to − 3γ∗[δ(Ro)]
2−p
p−1Rp−ǫo , to] ⊂ (0, T ].
Next, if we choose the level
k = sup
QRo∩ST
g,
then Lemma 3.1 can be applied. From now on, we deal with such a level, and
with the corresponding truncated function uk
def
= (u−k)+. Moreover, we assume
that uk has been extended to zero in QRo\ET .
4.1 The First Step
Consider uk, and choose µo > 0 such that
µo = sup
QRo
uk. (4.1)
Without loss of generality, we may assume that
µ2−po R
p
o ≤ R
p−ǫ
o . (4.2)
Indeed, if (4.2) is not satisfied, then µo has a power-like decay with respect to
Ro, and there is nothing to prove. If we let
v
def
= µo − uk,
and
θ¯o
def
=
(
µo[δ(Ro)]
1
p−1
)2−p
,
by (4.2), the assumptions of Lemma 3.3 are satisfied, and we conclude that
µo[δ(Ro)]
1
p−1 ≤ γ2 inf
K2Ro (xo)
v(·, t)
for all t ∈
[
to − γ∗
(
µo[δ(Ro)]
1
p−1
)2−p
Rpo, to
]
, that is
sup
Q1
uk ≤ µo
(
1−
1
γ2
[δ(Ro)]
1
p−1
)
, (4.3)
where
Q1 = K2Ro(xo)×
[
to − γ∗
(
µo[δ(Ro)]
1
p−1
)2−p
Rpo, to
]
= K2Ro(xo)× [to − γ∗θ¯oR
p
o, to].
(4.4)
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4.2 The Induction
We now proceed by induction. In order to do that, we first need the following
result which is based on the fact that we assume a priori the Wiener integral
(1.8) is divergent. The idea of selecting a specific subsequence is taken from
[14]. For ease of notation, we set A(s) = [δ(s)]
1
p−1 .
Lemma 4.1. Assume that ∫ 1
0
A(s)
ds
s
=∞.
Then there exist c¯ ∈ (0, 1) depending only the data, and a subsequence {ρij} of
the sequence {ρi = c¯
iRo}, such that
3
[
µij+1A(ρij+1 )
]2−p
ρpij+1 ≤
[
µijA(ρij )
]2−p
ρpij , (4.5)
where
µij+1 = µij
[
1−
1
γ2
A(ρij )
]
.
Moreover,
ik+1−1∑
i=0
A(ρi) ≤ 2
k∑
j=0
A(ρij ) for any k = 0, 1, 2, · · · . (4.6)
Proof. First, we observe that the divergence of the Wiener integral implies the
divergence of the series
∞∑
i=0
A(ρi),
which does not require any quantitative information about c¯. Next, for any
non-negative integer i, there exists j ∈ N such that
A(ρi+j)
A(ρi)
>
(
1
2
)j
;
otherwise, it would lead to the convergence of the series
∞∑
i=0
A(ρi).
Let io = 0 and choose i1 > io to be the smallest positive integer satisfying
A(ρi1)
A(ρio)
>
(
1
2
)i1−io
;
by induction, we obtain a subsequence {ij} such that ij+1 > ij is the smallest
positive integer satisfying
A(ρij+1 )
A(ρij )
>
(
1
2
)ij+1−ij
. (4.7)
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Next, we observe that
3
[
µij+1A(ρij+1 )
]2−p
ρpij+1 ≤ 3
[(
1−
1
γ2
)
µijA(ρij+1 )
]2−p
ρpij+1 .
Hence, in order to show (4.5), we need only to show
3
[(
1−
1
γ2
)
A(ρij+1 )µij
]2−p
ρpij+1 ≤
[
µijA(ρij )
]2−p
ρpij .
This is equivalent to
A(ρij+1 )
A(ρij )
≥ 3
1
p−2
(
1−
1
γ2
)−1
c¯
p
p−2 (ij+1−ij).
Comparing this with (4.7), one easily obtains (4.5) by choosing c¯ = 2−λ with
some large λ satisfying
2
λp
p−2−1 ≥ 3
1
p−2
(
1−
1
γ2
)−1
.
Finally, according to the way of choosing ij+1, we must have
A(ρi)
A(ρij )
≤
(
1
2
)i−ij
for any ij ≤ i ≤ ij+1 − 1.
This implies
ij+1−1∑
i=ij
A(ρi) ≤ A(ρij )
∞∑
i=ij
(
1
2
)i−ij
≤ 2A(ρij ).
Summing the above inequality over j from 0 to k yields
ik+1−1∑
i=0
A(ρi) =
k∑
j=0
ij+1−1∑
i=ij
A(ρi) ≤ 2
k∑
j=0
A(ρij ) for any k = 0, 1, 2, · · · .
This concludes the proof.
Now, assume that up to step l we have shown
sup
Qij
uk ≤ µij j = 1, . . . , l,
where
Qij = K2ρij−1 (xo)× (to − γ∗θ¯ij−1ρ
p
ij−1
, to]
and
θ¯ij−1 =
[
µij−1A(ρij−1 )
]2−p
, µij = µij−1
[
1−
1
γ2
A(ρij−1 )
]
.
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Then by (4.5) and Lemma 3.3 we have
sup
Qil+1
uk ≤ µil+1 ,
where
Qil+1 = K2ρil (xo)× (to − γ∗θ¯ilρ
p
il
, to]
and
θ¯il = [µilA(ρil)]
2−p
, µil+1 = µil
[
1−
1
γ2
A(ρil)
]
.
Employing (4.6), we can now conclude as in [7, Section 6.4]: there exists a
constant γ3 > 1 that depends only on the data {p,N,Co, C1}, such that
sup
Qil+1
uk ≤ µil
[
1−
1
γ2
A(ρil )
]
≤ µo exp

− 1γ2
l∑
j=0
A(ρij )


≤ µo exp
{
−
1
2γ2
il+1−1∑
i=0
A(ρi)
}
≤ µo exp
{
−
1
γ3
∫ Ro
ρil+1
A(s)
ds
s
}
;
taking into consideration the reverse case of (4.2) actually yields that
sup
Qil+1
(u− k)+ ≤ µo exp
{
−
1
γ3
∫ Ro
ρil+1
A(s)
ds
s
}
+ γ3R
ǫ
p−2
o . (4.8)
Now fix ρ ∈ (0, Ro); there is an integer l ≥ 0 such that
ρil+1 ≤ ρ < ρil .
As a result, it is easy to check that
Qρ(µo) = K2ρ(xo)× [to − µ
2−p
o ρ
p, to] ⊂ Qil+1 .
Hence, we may conclude from (4.8) that
sup
Qρ(µo)
(u− k)+ ≤ µo exp
{
−
1
γ3
∫ Ro
ρ
A(s)
ds
s
}
+ γ3R
ǫ
p−2
o . (4.9)
Similarly, if we set
h = inf
QRo
g,
20
and work with uh = (h− u)+, an analogous argument as above gives that
sup
Qρ(µ˜o)
(h− u)+ ≤ µ˜o exp
{
−
1
γ3
∫ Ro
ρ
A(s)
ds
s
}
+ γ3R
ǫ
p−2
o , (4.10)
where
µ˜o = sup
QRo
uh.
Note that
max{µo, µ˜o} ≤ µo + µ˜o ≤ ωo − osc
QRo
g ≤ ωo.
Combining (4.9) and (4.10) yields
osc
Qρ(ωo)∩ET
u ≤ ωo exp
{
−
1
γ3
∫ Ro
ρ
A(s)
ds
s
}
+ osc
QRo∩ST
g + 2γ3R
ǫ
p−2
o .
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