We study the differential structure of the ring of modular forms for the unit group of the quaternion algebra over Q of discriminant 6. Using these results we give an explicit formula for Taylor expansions of the modular forms at the elliptic points. Using appropriate normalizations we show that the Taylor coefficients at the elliptic points of the generators of the ring of modular forms are all rational and 6-integral. This gives a rational structure on the ring of modular forms. We give a recursive formula for computing the Taylor coefficients of modular forms at elliptic points and, as an application, give an algorithm for computing modular polynomials.
1. Introduction
Background
The differential structure of the ring of modular forms for SL 2 (Z) has been studied extensively, with many applications, see, for example, [6, pp. 1-103] . The ring of holomorphic modular forms can be extended in different ways to get differential rings: one is the ring of quasimodular forms, which is closed under differentiation, another is the ring of nearly holomorphic modular forms, which is closed under the so called Maass derivative. These two differential rings are isomorphic and it turns out that an elegant theory of Taylor expansions becomes available in the second differential ring. By choosing appropriate normalizations of modular forms at CM points, one gets Taylor expansions of modular forms with algebraic coefficients.
In the context of Shimura curves, the absence of cusps means that there are no Fourier expansions of modular forms and so computing Taylor expansions is one of our goals. In this article, we will consider analogues of the Ramanujan differential equations, the Maass derivative, and Taylor expansions on the ring of modular forms for V 6 , the Shimura curve of discriminant 6.
The question of expansions of quaternionic modular forms has been of interest in recent years. In [5] , the authors compute the Schwarzian differential equation for the Shimura curve of discriminant 6, and use it to deduce some results about the hauptmodul j. In [4] , these results are extended to give some terms of the Taylor expansions of the j-function at the elliptic points. In [3] , modular forms were computed by restricting Hilbert modular forms to a particular Hirzebruch-Zagier cycle. During the preparation of this manuscript, two articles appeared which also address the issue of expansions of quaternionic modular forms, but with notably different methods. In [10] the author outlines a project to compute Taylor expansions at CM points of Shimura curves by various methods, including using Shimizu's explicit version of the Jacquet-Langlands correspondence. In [13] , the action of Hecke operators using the Taylor expansions is computed by looking at modular forms as hypergeometric series in j.
In this article we use the differential structure of the ring of modular forms on V 6 and properties of triangle maps to get a recursion relation for computing Taylor expansions of modular forms at elliptic points and give some applications.
Outline
Let H be the complex upper half plane, with coordinate z, and let D = d/dz. The particular ring of modular forms that we will be studying has three generators P, Q, R of weights 4, 6, 12 respectively, with the relation P 6 + 3Q 4 + R 2 = 0. We let j = 16Q 4 /(9P 6 ), a weight 0 modular form (see Section 2 for details).
In Section 3 we compute the differential relations for the ring of modular forms. In order to compute the second order differential equations, we use the Schwarzian derivative of j. We note that the differential equations of P, Q, R have integral coefficients. In Section 4 we show that at any CM point, the Chowla-Selberg periods appear as transcendental factors in the values of P, Q, R. We compute the values of these modular forms at the elliptic points explicitly using triangle maps.
In Section 5 we outline the Taylor expansion principle for modular forms, following the strategy described by Zagier in [6] . We then give a recursive formula for the Taylor coefficients and compute the expansions of P, Q, R and j at the elliptic points. We show that these coefficients are 6-integral. We then describe how to compute modular polynomials using the expansion of j.
Preliminaries
We outline key facts from [2, 3] and [9] that will be used in this article.
The fundamental domain
Consider the quaternion algebra A over Q generated by µ and ν, where µ 2 = −1, ν 2 = 3 and µν + νµ = 0. Let nr(x) be the reduced norm of an element x ∈ A. The quaternion algebra A has discriminant 6, that is, A is ramified at the places 2 and 3. A maximal order in A is given by Λ = Z[µ, ν, (1 + µ + ν + µν)/2].
Consider the groups Γ = {x ∈ Λ | nr(x) = 1}/{±1}, and
We let the groups Γ and Γ * act discretely on H by Möbius transformations via the real representation
Let V 6 denote the quotient H/Γ; V 6 is a genus 0 algebraic curve over Q isomorphic to the conic x 2 + 3y 2 + z 2 = 0. The quotient group Γ * /Γ is isomorphic to the Klein 4 group and contains the non-trivial Atkin-Lehner involutions w 2 , w 3 and w 6 . Let E 6 denote the curve H/Γ * . Then E 6 is isomorphic to P 1 (Q). In [3] , the arithmetic of the curves V 6 and E 6 is related to the rings of modular forms for the groups Γ and Γ * . Consider the points z 4 
These points are elliptic points for the group Γ * , and the hyperbolic triangle with vertices z 4 , z 3 and z 3 is the closure of a fundamental domain for Γ * . The fundamental domain for the group Γ is illustrated in Figure 1 (see [2] ). Consider the uniformizing function vertices z 4 , z 24 and z 3 bijectively to the upper half plane. This triangle has angles π/4 at z 4 , π/2 at z 24 and π/6 at z 3 . In [3] the map j was constructed as a quotient of modular forms.
Modular forms, the j-invariant and CM points on V 6
We identify Γ with a subgroup of PSL 2 (R) using the splitting (1) of A over R. Let k be an even positive integer. A holomorphic modular form of weight k for Γ is a holomorphic function
A meromorphic function f with the same invariance property is called a meromorphic modular form of weight k.
Let M k (Γ) denote the vector space of holomorphic modular forms of weight k. The ring of modular forms
is generated by P ∈ M 4 (Γ), Q ∈ M 6 (Γ) and R ∈ M 12 (Γ). These generators satisfy the single relation
This was demonstrated in [3] . The action of the Atkin-Lehner group Γ * /Γ on the ring of modular forms is given by
We conclude that P (z 3 ) = 0, Q(z 4 ) = 0, R(z 24 ) = 0.
It was shown in [3] that the function j(z) described in Section 2.1 satisfies the relation j(z) = 16Q(z) 4 /(9P (z) 6 ) and that j defines an isomorphism over Q between E 6 and P 1 . This isomorphism was used to construct an integral model for V 6 . The functions √ j and √ −16 − 27j lift to meromorphic functions on H and we choose the lifts by j = 4 3
suborder of Λ with discriminant ∆. We will drop the absolute value to make the notation more convenient. If z ∆ ∈ H is a CM point, then j(z ∆ ) ∈Q (see [3, 11] ).
Triangle maps and the Schwarzian derivative
Consider a triangle T in the plane with sides that are linear segments or circular arcs and with angles απ, βπ, γπ, where α + β + γ < 1. Let w be a coordinate on the complex plane.
Restricted to the upper half plane H there is a unique conformal map f = f (w) which maps H to the interior of T , and which maps 0, ∞ and 1 to the vertices of the triangle. This map can be determined using the Schwarzian derivative [9, p. 199] which, for a function f (w), is defined to be
where denotes differentiation with respect to w. The Schwarzian derivative of the triangle map f is computed to be [9, (61)]
A particular solution s of (5) can be computed as a quotient of solutions of a hypergeometric differential equation. Let
maps the upper half plane to the interior of the triangle with vertices
angles απ, βπ and γπ respectively, and with the sides intersecting at s(0) being linear segments and the third side a circular arc [9, p. 308] . Mapping this image triangle conformally to the triangle T (using a Möbius transformation) yields the originally sought triangle map f (w). We can derive a differential equation for the function j(z) using the Schwarzian derivative. The function w(z) = −27j(z)/16 maps the hyperbolic triangle in H with the vertices z 4 , z 3 , z 24 , which have the angles π/4, π/6, π/2, conformally to H and the vertices are mapped to 0, ∞ and 1 respectively. Hence w(z) is the inverse of a triangle map z = f (w) in the sense above. Combining (5) with the chain rule S j (z) = (dw/dj) 2 S w (z) and the inversion formula
3. The differential ring of modular forms
The differential equations
The derivative DF = dF/dz of a non-zero modular form F ∈ M k (Γ) transforms as
which transforms by ϕ(γz)
In particular, ifF = 0 is another modular form of weightk > 0, then DF kF − DF kF is a meromorphic modular form of weight 2. Proposition 1. There exists a unique normalization of P , Q and R such that P (i) ∈ iR + , R(i) ∈ R + , and such that the following linear differential equations hold:
Furthermore, with this normalization we have that iP (z), Q(z), R(z) ∈ R for all z ∈ iR + .
Proof. We recall that P and Q do not have any common zeros. The function DQ/(6Q) − DP/(4P ) is a meromorphic modular form of weight 2 with poles at exactly the zeros of Q and P . Thus QP (DQ/(6Q) − DP/(4P )) is a holomorphic modular form of weight 12, so there are constants a, b, c so that
From (3) it is clear that DQ/(6Q) − DP/(4P ) is invariant under the action of the Atkin-Lehner group, which by (3) again implies that a = b = 0. Hence, the first equation of (11) holds up to some constant factor on the right hand side. Similarly, we see that the other two equations hold up to constant factors. Adding all three equations, we see that the constants have to coincide, because of the unique relation P 6 + 3Q 4 + R 2 = 0. By normalizing P, Q, R appropriately, we can arrange that constant to be 1. The remaining degree of freedom is that one can change the sign of precisely two of them. We know that at the point z = i the modular forms P and R are non-zero. We now claim that P (i) ∈ iR and R(i) ∈ R, from which we conclude that the conditions P (i) ∈ iR + and R(i) ∈ R + will determine P , Q and R uniquely. By using (11) and (4), we get Dj = 24jR/(P Q) and the representations
Along the imaginary axis, we know that j takes real values, hence Dj is purely imaginary there. Since furthermore we have −16/27 j 0, it follows from (12) that P is purely imaginary and that Q and R are real on the imaginary axis. 2
Let φ = DP/(4P ), which is a meromorphic function. We claim that Dφ − φ 2 is meromorphic modular of weight 4. We have
Take any γ = a b c d ∈ Γ. Differentiation of the relation P (γ(z)) = (cz + d) 4 P (z), yields
Hence we see that
which proves the claim.
Proposition 2. The function φ and the modular forms P , Q and R satisfy the differential equations
Proof. The last three equations follow immediately from Proposition 1, so it remains to prove the first equation. Using (12) a straightforward computation yields the identity
Combining this with the differential equation (8) we get
Invariance of differential equations
Let γ = a b c d be any matrix in GL 2 (C). Define the operator | k γ acting on modular forms
We extend the definition of the slash operator to also act on functions ϕ of the form (10) by
It is straightforward to verify the following.
Proposition 3. The differential equations of Proposition 2 are invariant under slashing with any γ ∈ GL 2 (C), that is, Proposition 2 holds if we replace φ, P, Q, R by φ | 2 γ, P | 4 γ, Q | 6 γ, R | 12 γ respectively.
We also write F | k α for any non-zero α ∈ Λ, using implicitly the representation (1). If nr(α) > 0, then F | k α is defined in the upper half plane H and is modular with respect to the subgroup Γ ∩ αΓα −1 of finite index in Γ.
The Maass derivative
Define a differential operator ∂ k on M k (Γ) by (see [8] and [6, p. 51]):
.
One verifies that (∂ k f ) | k+2 γ = ∂ k f for every γ ∈ Γ, hence it makes sense to iteratively apply the Maass derivative. The ring generated by the holomorphic modular forms and the iterations of Maass derivatives is called the ring of nearly holomorphic modular forms. When no confusion can arise, we will write ∂ instead of ∂ k , and let ∂ n be the composition ∂ k+2n−2 • · · · • ∂ k . It follows from [6, p. 51] that for any differentiable function f : H → C and
Let φ * = ∂P/4P , η * = ∂Q/6Q and ρ * = ∂R/12R. It follows from (13) that φ * , η * and ρ * transform as modular forms of weight 2 for the group Γ * and that φ * vanishes at the elliptic points z 4 and z 24 . Similarly, η * vanishes at z 3 and z 24 , ρ * vanishes at z 3 and z 4 . Now we have
Analogous to the SL 2 (Z) case (cf. [6] ), we have the following. Proof. The differential relations of Proposition 2 can be reformulated using the differential operator ∂ as follows:
From these relations, it is clear that the two differential rings are isomorphic. 2
We note that relations analogous to (14) hold for η * and ρ * too, in particular: 
Values of modular forms
In this section we will compute values of modular forms at elliptic points. We first show that at any CM point z ∆ with ∆ a fundamental discriminant, the value of the modular forms P , Q and R are algebraic multiples of a Chowla Selberg period. At the three elliptic points z 4 , z 3 and z 24 , we can compute the value exactly using triangle maps. This will be used to compute Taylor expansions in Section 5.
Chowla-Selberg periods and algebraicity
The Chowla-Selberg formula gives the transcendental part of the value of algebraic modular forms for SL 2 (Z) at a CM point (see for example [6, § 6.3] ). If ∆ is the discriminant of an imaginary quadratic field, define Ω ∆ as (12) and the fact that j(z ∆ ) is algebraic, we see that the values of P , Q and R at z ∆ are algebraic multiples of powers of D(j)(z ∆ ). Thus, we conclude that the four numbers are algebraic. 
Gamma function identities
In the next section we will encounter certain products of values of the Gamma function, and we will find the following identities useful. 
Γ(2/3) 3 Γ(1/6)Γ(7/24)Γ(19/24) 
which proves (17). The proofs of (18) and (19) are similar. 2
Values of modular forms at elliptic fixed points
In this section, we compute the exact values of the modular forms P, Q, R at the three elliptic points. We will use the triangle map (6) associated to the fundamental triangle described in Section 2.1 and the differential equations of Proposition 2.
Theorem 7. The values of P , Q and R at the elliptic points z ∆ are given in the following table.
To prove this, we first need some preliminary results.
Lemma 8. (DP )(i) = 2iP (i).
Proof. The Atkin-Lehner action of w 2 on P given by (3) can be explicitly written as (P | 4 γ)(z) = −P (z), where
Now applying D to this equation and evaluating at z = i yields the result. 2
Lemma 9. There are positive numbers ω −4 , ω −3 and ω −24 , such that
Proof. The proof of (20) follows from Proposition 1.
To prove (21), let ρ = e 3πi/4 , and consider the change of variables
Define functions p(u) = −(P | 4 γ)(u), q(u) = i(Q | 6 γ)(u), r(u) = i(R | 12 γ)(u) and ϕ(u) = p (u)/4p(u), for |u| < 1. Here, denotes the derivative with respect to u. By Propositions 2 and 3, we conclude that these functions satisfy the differential equations:
We have
By Lemma 8 we get p (0) = 8ρ((DP )(i) − 2iP (i)) = 0. We conclude that Tracing the definitions, we get arg(R(z 3 )) = π, arg(Q(z 3 )) = π/4, and, using (2), (21) follows. The proof of (22) is analogous. 2
Proof of Theorem 7. Consider the case ∆ = −4. Let T −4 be the hyperbolic triangle in H with vertices z 4 , z 3 and z 24 . We will define three maps v, τ , and s, which will be related by a commutative diagram. 
The image of H is the triangle 0, s(∞), s(1), where by (7) s ( Using (16) and (17), we get that s(1) can be expressed as
. It is clear that there exists a constant k such that the following diagram commutes.
Since v(z 24 ) = ks(1) we get
. Let S denote the inverse of s, which is defined on the interior of the orthogonal circle of the image triangle s(H) (see for example [9, Section 5, Chapter VI]). By (24) we have
By (25) we have
Also, (Dv)(z 4 ) = i/2 and, by Proposition 1, (DQ)(z 4 ) = 6R(z 4 )/P (z 4 ). Applying the operator D 4 to equation (27) and evaluating the result at the point z = z 4 , we get (using (26)) −3(DQ) 4 (z 4 )
16 , which yields
72 3 . The proofs of the remaining cases are analogous, using (18) and (19). 2
Taylor expansions
In [6] Zagier describes the following construction of Taylor expansions of modular forms. Let z 0 be a point on H and let w = (z − z 0 )/(z −z 0 ). Proposition 17 of [6] gives the Taylor expansion of a modular form at z 0 as follows.
Proposition 10. Any modular form f of weight k has an expression of the form
Assume that z ∆ is a ∆ CM point. We renormalize the Taylor expansions of Proposition 10 at the point z ∆ in the following way. Let
for n = 0, 1, 2, . . . . We get from Proposition 10 that for any modular form f of weight k we have
Taylor expansion at elliptic points
We now compute the expansions of P, Q, R and j at the three elliptic points using the values of φ * , P, Q, R given in Theorem 7. Some related work on Taylor expansions of uniformizing functions has been done in [5] . Proof. By (29) we have P (z) = (2iΩ −4 /(z + i)) 4 ∞ n=0 a n u n n! , where a n = i n (∂ n P )(i)/Ω forms f ∈ C[P, P −1 , Q, R] such that f | k γ = f for all γ ∈ Γ. Define differential operators ϑ = ϑ k :M k →M k+2 , by ϑ k f = Df − kφf.
We get ϑP = 0, ϑQ = 6R P , ϑR = −36 Q 3 P .
Furthermore, define ϑ [n] :M k →M k+2n for n = 0, 1, 2, . . . , by the recursion
Now, since ϕ * (i) = 0 we get by [6, (68) ], that
for all n. Writing ϑ [n] P = F n (P, Q) + G n (P, Q)R, we get by (28) that
