The Chinese restaurant process (CRP) and the stick-breaking process are the two most commonly used representations of the Dirichlet process. However, the usual proof of the connection between them is indirect, relying on abstract properties of the Dirichlet process that are difficult for nonexperts to verify. This short note provides a direct proof that the stick-breaking process leads to the CRP, without using any measure theory. We also discuss how the stick-breaking representation arises naturally from the CRP.
1 Introduction Sethuraman (1994) showed that the Dirichlet process has the following stick-breaking representation: if v 1 , v 2 , . . .
(1 − v i ) for k = 1, 2, . . ., and θ 1 , θ 2 , . . .
iid ∼ H, then the random discrete measure
is distributed according to the Dirichlet process DP(α, H) with concentration parameter α and base distribution H. This representation has been instrumental in the development of many nonparametric models (MacEachern, 1999 (MacEachern, , 2000 Hjort, 2000; Ishwaran and Zarepour, 2000; Ishwaran and James, 2001; Griffin and Steel, 2006; Dunson and Park, 2008; Chung and Dunson, 2009; Rodriguez and Dunson, 2011; Broderick et al., 2012) , has facilitated the understanding of these models (Favaro et al., 2012; Teh et al., 2007; Thibaux and Jordan, 2007; , and is central to various inference algorithms (Ishwaran and James, 2001; Blei and Jordan, 2006; Papaspiliopoulos and Roberts, 2008; Walker et al., 2007; Kalli et al., 2011) . It is well-known that, as shown by Antoniak (1974) , the Dirichlet process induces a distribution on partitions as follows: if P ∼ DP(α, H) where H is nonatomic (i.e., H({θ}) = 0 for any θ), x 1 , . . . , x n |P iid ∼ P , and C is the partition of {1, . . . , n} induced by x 1 , . . . , x n , then
The sequential sampling process corresponding to this partition distribution is known as the Chinese restaurant process (CRP), or Blackwell-MacQueen urn process.
The following key fact is a direct consequence of these two results (Sethuraman's and Antoniak's): if π = (π 1 , π 2 , . . .) is defined as above, z 1 , . . . , z n |π iid ∼ π, and C is the partition induced by z 1 , . . . , z n , then the distribution of C is given by Equation 2. This can be seen by noting that when H is nonatomic, the distribution of C is the same as when it is induced by x 1 , . . . , x n |P .
While this key fact follows directly from the results of Sethuraman and Antoniak, the proofs of their results are rather abstract and are not easy to verify, especially for those without expertise in measure theory. The purpose of this note is to provide a proof of this connection between the CRP and the stick-breaking representation using only elementary, non-measure-theoretic arguments. Our proof is completely self-contained and does not rely on any properties of the Dirichlet process or other theoretical results. Conversely, we also provide a sketch of how the CRP naturally leads to the stick-breaking representation.
In previous work, Broderick et al. (2013) used De Finetti's theorem to provide an elegant derivation of the stick-breaking weights from the CRP. Also, Paisley (2010) showed by elementary calculations that if the base distribution H is a discrete distribution on {1, . . . , K}, and P is defined by the stick-breaking process as in Equation 1, then (P (1), . . . , P (K)) ∼ Dirichlet(αH(1), . . . , αH(K)); thus, despite the similar sounding title of the article by Paisley (2010) , the result shown there is altogether different from what we show here.
Main result
We use [n] to denote the set {1, . . . , n}, and N to denote {1, 2, 3, . . .}. As is standard, we represent a partition of [n] as a set C = {c 1 , . . . , c t } of nonempty disjoint sets c 1 , . . . , c t such that
. Thus, t = |C| is the number of parts in the partition, and |c| is the number of elements in a given part c ∈ C. We say that C is the partition of [n] induced by z 1 , . . . , z n if it has the property that for any i, j ∈ [n], i and j belong to the same part c ∈ C if and only if z i = z j . We use bold font to denote random variables.
and C is the partition of [n] induced by z 1 , . . . , z n . Then
Our proof of the theorem relies on the following lemmas. Let us abbreviate z = (z 1 , . . . , z n ). Given z ∈ N n , let C z denote the partition [n] induced by z.
Lemma 2.2. For any z ∈ N n ,
where m = max{z 1 , . . . , z n } and g k = #{i : z i ≥ k}.
The proofs of the lemmas will be given in Section 3. We use 1(·) to denote the indicator function, that is, 1(E) = 1 if E is true, and 1(E) = 0 otherwise.
where m(z) = max{z 1 , . . . , z n } and g k (z) = #{i : z i ≥ k}.
Proof of Theorem 2.1.
where (a) is by Lemma 2.2, (b) is by Lemma 2.3, and (c) is since Γ(|c| + 1) = |c|Γ(|c|).
Proofs of lemmas
Proof of Lemma 2.2. Letting e k = #{i : z i = k}, we have
and thus
where step (a) holds since
step (b) since f k = g k+1 and g k = e k + f k , and step (c) since Γ(x + 1) = xΓ(x).
Let S t denote the set of t! permutations of [t] .
Lemma 3.1. For any n 1 , . . . , n t ∈ N,
Proof. Consider an urn containing t balls of various sizes-specifically, suppose the balls are labeled 1, . . . , t and have sizes n 1 , . . . , n t . Consider the process of sampling without replacement t times from the urn, supposing that the probability of drawing any given ball is proportional to its size. This defines a distribution on permutations σ ∈ S t such that,
and so on. Therefore, since n σ 1 · · · n σt = n 1 · · · n t ,
Since p(σ) is a distribution on S t by construction, we have σ∈St p(σ) = 1; applying this to Equation 3 and dividing both sides by n 1 · · · n t gives the result.
Proof of Lemma 2.3. Let t = |C|, and suppose c 1 , . . . , c t are the parts of C.
, with k 0 = 0, and σ is the permutation of [t] such that c σ i = {j : z j = k i }. Note that the definition of d = (d 1 , . . . , d t ) and σ sets up a one-to-one correspondence (that is, a bijection) between {z ∈ N n : C z = C} and
where step (a) follows from the geometric series,
1), and step (b) is by Lemma 3.1.
Deriving the stick-breaking process from the CRP
We have provided an elementary derivation of the CRP from the stick-breaking process. What about going the other direction? Starting from the CRP, how might one arrive at the stick-breaking representation? Here, we sketch out how the stick-breaking process arises naturally from the CRP. This section should be viewed as a concise exposition of existing results; see Pitman (2006) for reference. In this section only, we appeal to Kingman's paintbox representation of exchangeable partitions, but otherwise our treatment is self-contained.
The CRP is a sequential allocation of customers i = 1, 2, . . . to tables k = 1, 2, . . . in which customer 1 sits at table 1, and each successive customer sits at a currently occupied table with probability proportional to the number of customers at that table, or sits at the next unoccupied table with probability proportional to α. The resulting random partition of customers by table is distributed according to Equation 2.
First, consider table 1. Let y i = 1 if customer i sits at table 1, and y i = 0 otherwise. Then y 1 = 1, and y 2 , y 3 , . . . is a two-color Pólya urn process in which y i | y 1 , . . . ,
where s n = n i=1 y i . Therefore, the same distribution on y 1 , y 2 , . . . can be generated by drawing v ∼ Beta(1, α), then setting y 1 = 1 and drawing y 2 , y 3 , . . . |v iid ∼ Bernoulli(v). Letting v 1 = lim n→∞ 1 n n i=1 y i (the limit exists with probability 1), it follows that v 1 ∼ Beta(1, α). Note that v 1 is the asymptotic proportion of customers at table 1. Now, consider table k. Given the indices of the subsequence of customers that do not sit at tables 1, . . . , k − 1, the customers in this subsequence sit at table k according to the same urn process as y 1 , y 2 , . . . above, independently of the corresponding urn processes for 1, . . . , k − 1. Thus, of the customers not at tables 1, . . . , k − 1, the proportion at table k converges to a Beta(1, α) random variable, say v k , independent of v 1 , . . . , v k−1 . Therefore, out of all customers, the proportion at table k converges to π k := v k k−1 j=1 (1 − v j ) with probability 1. (The preceding urn-based derivation is adapted from Broderick et al., 2013.) Although we have arrived at the stick-breaking process, our derivation is not yet complete because the partition distribution given π as defined above is different than the partition distribution induced by assignments z 1 , . . . , z n |π iid ∼ π. To establish that they are equivalent, marginally, we use Kingman's paintbox representation for exchangeable partitions.
By Kingman (1978) , there exists a random sequence q = (q 1 , q 2 , . . .) with q 1 ≥ q 2 ≥ · · · ≥ 0 and ∞ j=1 q j = 1 (with probability 1) such that the random partition induced by z 1 , . . . , z n |q iid ∼ q is marginally distributed according to Equation 2; for a concise proof, see Aldous (1985) , Prop. 11.9. (Note that in general, ∞ j=1 q j < 1 is possible, but not in this case because in the CRP, singleton clusters have probability 0, asymptotically.) Let z 1 , z 2 , . . . |q iid ∼ q andq nj = 1 n n i=1 1(z i = j). With probability 1, for all j ∈ N,q nj → q j as n → ∞, by the law of large numbers. Let σ = (σ 1 , σ 2 , . . .) be the permutation of N such that σ k is the kth distinct value to appear in z 1 , z 2 , . . .; for reference, σ is called a size-biased permutation. In the CRP terminology, customer i is at table k when z i = σ k , so the asymptotic proportion of customers at table k is q σ k . Therefore, by the urn derivation above, (q σ 1 , q σ 2 , . . .) is equal in distribution to (π 1 , π 2 , . . .) where π k = v k k−1 j=1 (1 − v j ) and v 1 , v 2 , . . . iid ∼ Beta(1, α) . Finally, note that permuting the entries of q (even via a random permutation that depends on q) does not affect the marginal distribution of the partition induced by z 1 , . . . , z n |q iid ∼ q. This shows that the partition induced by z 1 , . . . , z n |π iid ∼ π is marginally distributed according to Equation 2.
