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Atmospheric CO2 concentrations are being closely monitored by remote sensing experiments which
rely on knowing line intensities with an uncertainty of 0.5% or better. Most available laboratory
measurements have uncertainties much larger than this. We report a joint experimental and theo-
retical study providing rotation-vibration line intensities with the required accuracy. The ab initio
calculations are extendible to all atmospherically important bands of CO2 and to its isotologues.
As such they will form the basis for detailed CO2 spectroscopic line lists for future studies.
PACS numbers: 33.20.Ea, 33.20.Vq, 92.60.hg, 92.60.Vb
The quantity of carbon dioxide (CO2) in the earth’s
atmosphere and its role in climate change has become a
hotly debated topic both in scientific and non-scientific
circles. Several agencies are flying (for example GOSAT
[1], ACE [2], MIPAS [3], OCO-2 [4]) or preparing to
launch (such as CarbonSat [5] and ASCENDS [6]) exper-
iments or even whole missions to explicitly monitor the
atmospheric CO2 content or to do this as part of wider
scientific programmes. Similarly, international ground-
based networks such as the total carbon column observa-
tion network (TCCON) [7] and the Network for the De-
tection of Atmospheric Composition Change (NDACC)
[8] are also dedicated to monitoring atmospheric CO2. A
major aim of this activity is to establish CO2 concentra-
tions at the parts per million (ppm) level or, preferably,
better. These projects aim not only to look at global
CO2 levels and their variations, but also at sources and
sinks of CO2. This activity is clearly vital to monitoring
and hopefully controlling the anthropic greenhouse effect
due to CO2 and hence climate change.
All CO2 remote sensing activities, from both the
ground and space, rely on monitoring CO2 vibration-
rotation spectra. They are therefore heavily dependent
on laboratory spectroscopy for reliable parameters which
are essential for interpreting the atmospheric spectro-
scopic data. These parameters are of three types: line
centres, line profiles and line intensities. Line centres or
positions are established to high accuracy in many lab-
oratory high resolution spectroscopy studies and in gen-
eral do not require significant improvement for studies of
the earth’s atmosphere. Line profiles are more difficult
to determine, but significant progress on these has been
made in recent years with, for example, the inclusion of
line mixing in both the HITRAN database [9] and many
retrieval models. Here we specifically focus on the is-
sue of determining accurate line intensities. We present
first results from a newly-developed experiment designed
to measure line intensities with an uncertainty of 0.3 %,
and a new ab initio model also designed to achieve this
level of accuracy.
Accurate line intensities are crucial for a successful re-
trieval since they relate directly to the CO2 column being
retrieved. Without high accuracy values for line intensi-
ties, reliable retrievals are simply not possible. If current
missions are to fulfil their goals intensities accurate to
0.3 – 0.5 % are really required [10]. The laboratory pro-
cedures used up to now simply do not give this level of
accuracy and current retrievals values are limited by the
available laboratory data [11–13]. Data are required not
only for the main isotopologue, 12C16O2, but also for
isotopically substituted species such as 14C16O2, which
can be used to monitor recently added fossil-fuel-derived
carbon emissions [14].
It is much harder to accurately measure line intensi-
ties than line positions in the laboratory. Typical un-
certainties for experimental line intensity data used in
atmospheric models and retrievals are 3 to 10 % [15–17]
and even high quality measurements (eg Boudjaadar et
al [18]) usually only provide accuracies in the 1 to 3 %
range, still significantly worse than required for precision
remote sensing. There are three published studies aimed
at measuring CO2 line intensities with an accuracy bet-
ter than 1 % [12, 19, 20]. However these studies only
considered a small set of lines, in the case of Wuebbler
et al [12] only a single line, and do not agree with each
other within their given uncertainties. On the theory
side Huang et al have recently performed a comprehen-
sive treatment of the CO2 vibration-rotation spectrum
[21–23] using theoretical procedures similar to those em-
ployed here. These studies produced an excellent spec-
2troscopically determined potential energy surface (PES),
which we use below, but had a more limited goal for the
accuracy of their intensities of between 3 and 5 %.
The aim of this work is to provide an accurate theoret-
ical solution to the problem of CO2 line intensities based
on the application of high-accuracy, ab initio quantum
mechanical calculations tested against laboratory mea-
surements of unprecedented low uncertainty. An advan-
tage of our calculations is that they can be applied not
only to all bands of importance but also to all isotopically
substituted variants of the molecule with essentially uni-
form precision. The disadvantage of ab initio methods
has been traditionally that they are hard to perform to
high accuracy and it is difficult to estimate their uncer-
tainty. Here we present a joint experimental and theoret-
ical study demonstrating an ab initio theoretical model
capable of reproducing line intensities of 12C16O2 with a
combined uncertainty of about 0.3%.
Theoretically, the intensity of a given spectral line is di-
rectly proportional to the square of the transition dipole,
µif =
∫
ΨiµΨfdτ , where Ψi and Ψf are the initial and
final wavefunction. For a vibration-rotation transition,
µ is the dipole moment surface (DMS) and the integra-
tion runs over all coordinates of the nuclei. The accu-
rate calculation of molecular line intensities requires an
accurate DMS and an accurate potential energy surface
(PES) to provide wavefunctions. The rotation-vibration
Schro¨dinger equation is solved numerically to compute
wavefunctions; we use the DVR3D program suite [24] for
that purpose. Experience shows that best results are ob-
tained by combining a spectroscopically determined PES
with a fully ab initio DMS [25].
Here we use the highly accurate, empirical, CO2 PES
of Huang et al [21]. What we require is an extra-high-
accuracy CO2 DMS. Systematic studies of the DMS of
water [25, 26] have shown that sub-1 % accuracy requires
consideration of many effects neglected in standard ab
initio treatments and that there is a strong correlation
between the accuracy of the DMS and the underlying
PES associated with it [25]. A number of studies [21, 27]
have also demonstrated the importance of generating the
DMS using a dense grid of points. As shown for water
[28, 29], the key ingredients for a high-accuracy ab initio
treatment involve the use of multireference configuration
interaction (MRCI) calculations with large basis sets (5
or 6-zeta quality) and of large active spaces. It is fur-
thermore necessary to add various corrections due to rel-
ativity (and even quantum electrodynamics) and failure
of the Born-Oppenheimer (BO) approximation.
Water is a 10 electron system which lends itself to large
systematic calculations. These calculations scale combi-
natorially and therefore are not currently computation-
ally feasible for the 22-electron CO2 molecule. For this
reason it was necessary to design a new model: prelim-
inary test calculations with this model, detailed in the
supplementary material, were performed for CO.
Our calculations used the MOLPRO [30] quantum
chemistry package to calculate the PES and DMS of CO2
at about 2000 randomly-selected points with energies up
to about 15 000 cm−1 above the minimum. The calcu-
lations used all-electron MRCI and the aug-cc-pwCVQZ
basis set. Relativistic corrections were determined from
the one-electron mass-velocity-Darwin (MVD1) term and
fitted separately. The DMS was determined using finite-
field effects rather than as an expectation value. As CO2
is heavier and more rigid than water, it transpired that
non-BO corrections are of lesser importance, as has been
shown before [21], and were not included. Full details of
the calculation, including analytic representations of our
final ab initio DMS, which were obtained as polynomial
expansions in symmetry coordinates, and the associated
PES are given in the supplementary material.
DVR3D calculations for the three fundamental bands
of 12C16O2 using our ab initio PES show that the dis-
crepancy between calculated and observed energy levels
is about 1 cm−1, almost an order of magnitude smaller
than the best previous ab initio calculations [21]. This
level of accuracy for the energy levels should be a pointer
towards the accuracy of the corresponding DMS and sug-
gests that the intensity of strong and medium lines should
be predicted to within 0.5 %.
We made the most accurate measurements ever re-
ported for CO2 line intensities using the frequency-
stabilized cavity ring-down spectroscopy (FS-CRDS)
[31–33] technique. FS-CRDS is a high-accuracy method
that yields absorption spectra in terms of known integer
multiples of the longitudinal mode spacing of a resonant
optical cavity (x-axis) and observed cavity decay times
(y-axis). In contrast to other absorption spectroscopy
methods, this approach is immune to intensity and fre-
quency fluctuations in the probe laser, consists of a rel-
atively compact sample volume and does not require ex-
plicit determination of the absorption path length. Our
gas samples consisted of a known molar fraction of CO2
in air with values that were referenced to gravimetrically
prepared primary standard mixtures. Further, to miti-
gate exchange of CO2 with internal surfaces of the spec-
trometer, the sample gas was continuously introduced
into the absorption spectrometer. Using this approach we
measured the spectroscopic areas of 27 vibration-rotation
transitions of CO2 in the wave number region 6200 - 6258
cm−1. These spectroscopic features correspond to P - and
R-branch transitions of the 12C16O2 (30013)-(00001) vi-
brational band.
The individual transitions were probed using the
frequency-agile, rapid scanning spectroscopy (FARS)
method [34] to rapidly and precisely tune the laser in
a stepwise fashion through successive cavity resonances.
To this end, we used a high-finesse (∼1.6×105), 75-cm-
long cavity ring-down spectrometer whose length was ac-
tively stabilized with respect to a frequency-stabilized
HeNe laser having a drift (on the time scale of spectrum
3acquisition) of less than 0.5 MHz. Two continuous-wave,
distributed-feedback diode (DFB) lasers (1 MHz nominal
line width) provided the wavelength coverage required to
interrogate all the CO2 transitions reported.
Relative standard deviations in the absorption coeffi-
cient, αtot, at a given frequency, ν, were 0.08 %, and
over the entire 10 GHz spectral window spectra were ac-
quired in ∼45 s giving spectrum signal-to-noise (SNR)
ratios of ∼5000:1. Between 20 and 100 spectra were ac-
quired at pressures corresponding to 6.7 kPa, 13.3 kPa
and 20 kPa. Typically, we fit each observed line with the
sum of a linear baseline and multiple quadratic speed-
dependent Nelkin-Ghatak profiles (qSDNGPs) [35] (one
for each observed line) to the etalon-subtracted spectrum
(αtot(ν)). This analysis gave the fitted area A(p, T ) at
each pressure, p, and temperature, T . Here we report
the average, measured, pressure-independent line inten-
sity S.
Gas pressure and cell temperature were actively sta-
bilized to minimize drift during the acquisition of each
spectrum, and the measurements of p and T were trace-
able to NIST primary standards. Nominal relative stan-
dard uncertainties (RSUs) considered include: spectrum
tuning step size (0.001 %), statistical uncertainty in fit-
ted area (0.01 %), pressure (0.015 %), systematic residual
area uncertainty (0.02 %), uncertainty in isotopic compo-
sition (0.02 %), gas temperature (0.05 %), variations in
baseline etalons (0.05-0.9 %) and sample molar fraction
(0.07 %). Adding these components in quadrature gives
RSU values ranging from 0.1 % - 1%, with the strongest
lines being relatively insensitive to baseline uncertainties
and having RSUs between 0.1 % and 0.2 %. We at-
tribute these exceptionally low combined uncertainties to
the high fidelity and sensitivity of the FS-CRDS method
and to the accurately known CO2 concentration in the
sample gas.
Figure 1 compares literature values for the (30013)
– (00001) band of 12C16O2 with the present ab initio
calculations and our measurements. These results are
summarized as the relative intensity difference versus ro-
tational quantum number m. The literature results in-
clude two independent sets of measurements reported by
Boudjaadar et al. [18] (LPPM and GSMA) and other
intensities given in HITRAN 2012 [9]. These three data
sets are based on Fourier transform spectroscopy mea-
surements of pure carbon dioxide samples. We also in-
clude intensities archived in the carbon dioxide spectral
databank (CDSD) [36], which are based on fits to sev-
eral spectroscopic measurements. When taken together,
the relative intensity differences have a standard devia-
tion and mean of 0.9 %, and 0.03 %, respectively. We
find the smallest root-mean-square deviation (0.23 %)
and minimum absolute relative difference (0.33 %) when
comparing the present calculations to our measurements.
These results confirm that the relative uncertainties of
the present ab initio intensity calculations and measure-
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FIG. 1: Ab initio intensities (this work) and literature values
relative to the present measurements versus rotational quan-
tum number m. Error bars represent ± 1 standard deviation.
The average, weighted (based on the inverse of the RSU2)
relative difference between the calculations and the present
measured values equals -0.33 % (indicated by the horizontal
line) and has a standard error of 0.05 %. This comparison
gives a root-mean-square deviation of 0.23 % consistent with
the measurement RSU. Data sources are CDSD [36], HITRAN
[9], LPPM [18] and GSMA [18].
ments are in good agreement and well below the percent
level, which constitutes a substantial improvement over
previous intensity measurements.
Intensities of the (20012) – (00001) band of 12C16O2
has also been the subject of precision studies. As shown
in Fig. 2, only one of the intensities measured by Casa et
al [19, 20] is within 0.3 % of our calculations, while the
average relative difference is greater than 1 %. However,
for one of these problematic lines, R(12), the intensity has
been remeasured independently by Wuebbeler et al [12].
This remeasured value is within 0.2 % of our calculated
value. It would appear that the intensities of Casa et al
are measured less accurately than claimed.
Table 1 compares our calculated intensities with those
given in HITRAN for different R(10) transitions: these
results are typical of comparisons with other transitions.
Good agreement, within the rather large HITRAN un-
certainties, is found in all cases. In particular, we note
that very good agreement, to about 0.4 % and 0.2 % re-
spectively, is obtained for transitions within the two fun-
damental bands, (01101) – (00001) and (00011) – (00001)
(fuller results are given in the supplementary material).
We suggest that this is not a coincidence. These HI-
TRAN intensities are the result of calculations using a
fitted, effective DMS [37]. As the constants of the effec-
tive DMS responsible for these strong fundamental bands
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FIG. 2: Ab initio line intensities (this work) for the (20012)
– (00001) band of the 12C16O2 molecule at 296 K compared
to the measurements of Casa et al in 2007 [19] (blue trian-
gles) and 2009 [20] (orange diamonds), and the single 2011
measurement of Wuebbeler et al [12] (red circle).
are determined by fits to both these and over 100 other
bands, the large amount of data available from a wide
variety of experiments leads to an overall accuracy of
the line intensities which should significantly improve on
the average 2-5 % uncertainty in the experimental data
used in the fit. The excellent agreement demonstrates
both the extreme accuracy of our calculations and the
effectiveness of the Hamiltonian fit in this case. Further-
more, for all bands, the relative differences between the
HITRAN and calculated intensities are generally much
smaller in magnitude than the rather large HITRAN un-
certainties given in Table 1. We suggest that our new in-
tensities generally represent a considerable improvement
in accuracy and that the HITRAN uncertainties may be
reduced substantially by taking into account the present
calculations.
We present new high accuracy measurements and ab
initio calculations of transition intensities for the key
12C16O2 molecule. Agreement between calculations and
experiments is at the 0.3 % level, which represents a sig-
nificant improvement over previous theoretical and mea-
sured values. Our theoretical procedure is capable of
producing comprehensive line lists not only for 12C16O2
but also for the various isotopically substituted versions.
These line lists, for which experimental line frequencies
can be used, will give a significant and important im-
provement in CO2 line intensities available for atmo-
spheric remote sensing and other studies. These line lists
will be presented elsewhere.
TABLE I: Line intensities, in cm/molecule, of the R(10) tran-
sitions of the main bands of 12C16O2 at 296 K. Our calcula-
tions (C) versus HITRAN (H) [9]; “Unc” gives the stated HI-
TRAN uncertainty for each line. (Powers of 10 are in paren-
theses)
Band ν˜/cm−1 I(H) I(C) (H-C)/H (%) Unc.(%)
(01101) 676.01 1.524(−19) 1.519(−19) 0.35 5
(11102) 1941.12 7.262(−25) 5.975(−25) 17.73 20
(11101) 2085.46 2.576(−23) 2.571(−23) 0.19 10
(00011) 2357.32 3.116(−18) 3.117(−18) -0.04 5
(21103) 3190.15 1.302(−25) 1.284(−25) 1.42 20
(21102) 3347.91 1.694(−24) 1.721(−24) -1.61 20
(21101) 3509.27 1.071(−24) 1.108(−24) -3.47 20
(10012) 3621.06 3.351(−20) 3.395(−20) -1.31 5
(02211) 3667.64 1.765(−25) 1.787(−25) -1.23 20
(10011) 3722.94 5.162(−20) 5.228(−20) -1.27 5
(31104) 4424.87 3.062(−27) 3.356(−27) -9.61 20
(31103) 4599.65 3.865(−26) 3.986(−26) -3.14 20
(31102) 4761.96 5.544(−26) 5.687(−26) -2.58 20
(20013) 4861.93 2.370(−22) 2.370(−22) 0.00 5
(12212) 4896.40 4.070(−27) 3.972(−27) 2.40 20
(31101) 4946.98 3.061(−27) 2.362(−27) 22.85 20
(20012) 4985.93 1.127(−21) 1.156(−21) -2.60 5
(12211) 5070.13 4.949(−27) 4.889(−27) 1.21 20
(30013) 6236.03 1.515(−23) 1.551(−23) -2.38 10
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