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Abstract Our aim is to understand the eﬀect of high-speed stream events on the high-latitude
ionosphere and more speciﬁcally the decrease of the foF2 frequency during the entire day following the
impact. First, we have selected one summertime event, for which a large data set was available: Super
Dual Auroral Radar Network (SuperDARN) and European Incoherent SCATter (EISCAT) radars, Tromsø and
Sodankylä ionosondes, and the CHAllenging Minisatellite Payload (CHAMP) satellite. We modeled with
the IPIM model (IRAP Plasmasphere Ionosphere Model) the dynamics of the ionosphere at Tromsø and
Sodankylä using inputs derived from the data. The simulations nicely match the measurements made by the
EISCAT radar and the ionosondes, and we showed that the decrease of foF2 is associated with a transition
from F2 to F1 layer resulting from a decrease of neutral atomic oxygen concentration. Modeling showed that
electrodynamics can explain short-term behavior on the scale of a few hours, but long-term behavior on the
scale of a few days results from the perturbation induced in the atmosphere. Enhancement of convection is
responsible for a sharp increase of the ion temperature by Joule heating, leading through chemistry to an
immediate reduction of the F2 layer. Then, ion drag on neutrals is responsible for a rapid heating and
expansion of the thermosphere. This expansion aﬀects atomic oxygen through nonthermal upward
ﬂow, which results in a decrease of its concentration and ampliﬁes the decrease of [O]/[N2] ratio. This
thermospheric change explains long-term extinction of the F2 layer.
1. Introduction
Solar wind high-speed streams (HSSs) are the most important source of geomagnetic disturbances during
the declining phase of the solar cycle (Tsurutani et al., 2006). Despite several studies carried out during recent
years, the global ionospheric response to HSSs is neither fully documented nor understood yet.
The HSSs are created by the fast ﬂow of solar wind plasma along open solar magnetic ﬁeld lines, which origi-
nate from the coronal holes. During thedecliningphase of the solar cycle, coronal holes from thepolar regions
tend to migrate to lower heliographical latitudes, and the resulting HSSs of solar wind may reach the ecliptic
plane. When the fast solar wind (velocity > 500 km/s) catches up to the slower wind, this creates a compres-
sion region characterized by strong interplanetary magnetic ﬁeld (IMF) magnitude, high solar wind density,
and high pressure, called corotating interaction regions (CIR ; Gosling, 1996). Such structures often show a
27-day recurrence, corresponding to the solar rotation period near the equator, which implies that a same
coronal hole may persist for several solar rotations. It has been estimated that the CIRs and following HSSs
are more geoeﬀective than coronal mass ejections, (CMEs) even though the energy input into the planetary
environments by HSS events is generally smaller than for CMEs (Turner et al., 2009).
The HSS eﬀects on the global ionosphere-thermosphere system have been studied in several papers. In par-
ticular, there is evidence of heating of the thermosphere in response to CIRs andHSSs. Increased geomagnetic
activity results in a global increase in the neutral density at a ﬁxed altitude of 340 km, as was observed by
Thayer et al. (2008) using themeasurements of the CHAllengingMinisatellite Payload (CHAMP) satellite. Using
columndensity ratioΣO/N2 measuredwith theGlobalUltraViolet Imager (GUVI) instrumentonboard theTher-
mosphere IonosphereMesosphere Energetics andDynamics (TIMED) satellite (Strickland et al., 1995). Crowley
et al. (2008) also showed neutral composition changes in response to successive HSSs. These composition
variations were observed all over the world, with moderate increase in the ΣO/N2 ratio at midlatitudes and
strong depletion at high latitudes, reaching 15% deviation.
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Sojka et al. (2009) studied the eﬀect of CIRs on the high latitude and polar ionospheres by using two incoher-
ent scatter radar facilities during the International Polar Year. The auroral zone Poker Flat Incoherent Scatter
Radar (PFISR) showed an increase in the median value of the ion temperature (Ti) from roughly 850 to 950 K
during 1 day and a slow decay over 4 days. The polar cap station European Incoherent SCATter (EISCAT) Sval-
bard Radar showed a similar general behavior. In addition to slow variations, the data had many short-lived
peaks plausibly associated with localized substorm activity. The variations in themagnetic local time (MLT) or
seasonal variations were not considered.
During solar minimum, Heelis and Sojka (2011) also found that HSS may induce polar cap potential increase
from 20 to 60 kV, causing a neutral temperature increase in the auroral zones and the polar cap over a few
hours. This neutral heating was attributed to increase in the frictional heating, and the ionosphere response
was found to be asymmetric, with mainly an ion temperature increase from 100 to 150 K in the morningside
and an O+ concentration increase in the afternoonside. Using qualitative simulations from the Utah State
University (USU) global thermosphere model, Gardner et al. (2012) conﬁrmed the thermospheric heating up
to 100–150 K, caused by the HSS passage. It starts with the cross polar cap potential increase and continues
throughout the period of high potential. Cooling occurs when the cross polar cap potential starts to decrease
and takes several days to return to background neutral temperature, in agreement with Sojka et al. (2009).
In Grandin et al. (2015), a phase-locked superposed epoch analysis was carried out to study the eﬀects of HSSs
on thehigh-latitude ionosphere, usingdata from theSodankylä ionosonde (L = 5.25) during3 years of the late
declining phase of cycle 23. Zero epoch represented the time when the solar wind speed started to increase,
and the maximum velocity was reached during days D1 –D2. It was found that the F layer critical frequency
foF2 decreased in the afternoon sector in winter, in thewhole noon-to-midnight sector during equinoxes, and
at most MLTs in summer. This eﬀect was strongest on day D2 in summer but lasted several days from day D2
to at least day D4 in equinox and winter. The strongest depletions occurred during equinoxes. This eﬀect was
also observed on the midlatitude ionosphere by Denton et al. (2009), whose main conclusion was that on
average HSSs cause a sharp decrease in the foF2, which begins at the onset of magnetospheric convection. A
period of more than 4 days was required for the ionosphere to return to pre-event levels. The decrease was
found to be consistent with the onset of the F region ionospheric storm at midlatitudes.
It was suggested by Grandin et al. (2015) that increased ionospheric electric ﬁelds could be behind the obser-
vation. Those produce ion-neutral frictional heating in the auroral and subauroral regions. The frictional
heating can increase the loss rate of O+ ions due to two reasons. The ﬁrst one is neutral heating producing
thermal expansion of the atmosphere and enhancing N2 and O2 at the F region peak. The second one is ion
heating, leading to enhancement of the reaction coeﬃcients. In addition to the pronounced F region peak
electron density decrease, an increase in foF2 was observed in two diﬀerent MLT sectors. First, a short-lived
increase was visible near noon on the ﬁrst day after the arrival of the HSS during all seasons, possibly trig-
gered by the CIR solar wind pressure pulse, whichmay produce particle precipitation from the dayside central
plasma sheet. Second, foF2 was enhanced for several days in the postmidnight and morning sectors during
equinoxes and in winter, while in summer this eﬀect was not visible, perhaps due to larger background F
region electron densities. It was suggested that this was caused by low-energy particle precipitation. Also, E
region densities were increased within the same sector, during all seasons, indicating coexisting auroral- and
low-energy precipitation.
The study byGrandin et al. (2015) was extended in Grandin et al. (2017) to investigate the energetic (> 30 keV)
particle precipitation at auroral and subauroral latitudes (L = 3.8–5.7) by using cosmic noise absorption (CNA)
data measured by the Finnish riometer chain during the HSS events. CNA was observed to last at least for
3 days after the CIR arrival at the bow shock. CNAwas divided into three categories, depending on whether it
was associated with local substorm activity, with ultralow frequency (ULF) wave activity, or neither of these.
Substorm-type CNA dominated in the 21–06 MLT sector, while ULF-type CNA dominated from morning to
afternoon.
Based on the statistical results and discussion in Grandin et al. (2015), we are speciﬁcally interested in inves-
tigating the following features: (1) The decrease of F region peak density during high values of solar wind
speed; (2) possible enhancement in electric ﬁeld values on the ﬂux tubes, where F peak decrease exists and
associated enhanced ion and/or neutral temperature; and (3) possible eﬀects of vertical transport of O+ ions
away from the peak density altitude. In this paper, we have chosen to study in detail one HSS event, through
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Figure 1. Dynamics of the magnetosphere-ionosphere-thermosphere system during the period encompassing the HSS
event for 11–13 July 2008. Panel (a) represents the temporal evolution of the IMF magnitude (blue) and of the Bz
component (red) in Geocentric Solar Magnetospheric (GSM) coordinates. Panel (b) shows the solar wind velocity −Vx
component, along the Sun-Earth axis. Panel (c) shows the cross polar cap potential derived from SuperDARN convection
maps (blue) and the solar wind-magnetosphere energy coupling function Akasofu epsilon (red). Panel (d) represents the
temporal evolution of the mass density derived from CHAMP accelerometer measurements at all latitudes (blue) and
above 60∘ MLAT only (red). Panel (e) gathers the foF2 frequency at Tromsø location measured by EISCAT UHF radar and
by the dynasonde. Panel (f ) shows the foF2 frequency as measured by the ionosonde at Sodankylä. The black dashed
vertical line around 02:00 UT (on day 12) indicates the southward IMF turning and the enhancement of the
magnetosphere-ionosphere coupling.
ionospheric modeling and comparison with observations. After presenting the context of the event and the
diﬀerent data sets used in section (2), wewill shortly describe the IRAP Plasmasphere IonosphereModel (IPIM)
and the way inputs of the model have been optimized in section (3) followed by a description of the results
in section (4), discussion in section (5) and conclusion in section 6.
2. Context and Observations
The aimof this paper is to usemodeling to study the impact of oneHSS event on thehigh-latitude ionosphere.
In order to check the modeling validity, we need data sets used as a reference. For this purpose, we searched
for several daylong ionospheric high-latitude observations by the EISCAT radars, including an electric ﬁeld
measurement. This kind of experimentwas not easy to ﬁnd, because the conditions for searchwere as follows:
(i) measurements at least 1 day before the CIR interface hits the bow shock and several days afterward and (ii)
electric ﬁeld estimates at Tromsø which requires either operation of all the three EISCAT receivers at Tromsø,
Kiruna, and Sodankylä (tri-static observation) or alternatively the antenna scan pattern of the Tromsø radar
(CP-2 mode).
The chosen event occurred during the beginning of the peculiar minimum of Solar Cycle 24 close to sum-
mer solstice in the Northern Hemisphere (NH) from 11–13 July 2008. This event has been chosen because
the F2 region depletion is clearly observed in the ionosphere during only 1 day as is typical for summer con-
ditions and because of the large number of available data sets which are used either for comparison with the
modeled results or as inputs for the IPIM model. By chance, this event has also been studied by Heelis and
Sojka (2011) and Gardner et al. (2012) and comparison between their results and ours will help strengthen
our interpretation. Below are listed the diﬀerent facilities whose data have been extensively used.
The Tromsø EISCAT radar was in operation from 00:00 UT 10 July to 15:00 UT 13 July, in a meridional scan-
ningmodewith a full scan of 12 directions obtained in about 24min (2min per position). Through incoherent
scatter of radio waves by the ionospheric plasma, the radar is able to retrieve altitude proﬁles of important
ionospheric parameters such as the electron density, the electron and ion temperatures, and the line-of-sight
velocity. Moreover, tristatic measurements between Tromsø (𝜆CGM = 66.73∘, MLT = UT+2.5), Sodankylä
(𝜆CGM = 64.14∘, MLT ≈ UT+2.5), and Kiruna (𝜆CGM = 64.89∘) allow retrieval of the convection electric ﬁeld in
their common scattering volume for each pointing beamdirection. For this event, we concentrate on altitude
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proﬁles of plasma parameters and convection electric ﬁeld obtained from the vertical and ﬁeld-aligned
directions only. Detailed data analysis was also performed to retrieve the exospheric temperature.
Elevenof theNorthernHemisphere SuperDual Auroral RadarNetwork (SuperDARN) coherent high-frequency
(HF) radarswere in operation during this period,with scanningmodes allowing retrieval of line-of-sight veloc-
ity of the ionospheric plasmaalong16beams (∼ 53∘ azimuth) in 1- to2-min resolution (Greenwaldet al., 1995).
Combining the data of all the radars allowed obtaining global convection maps (Ruohoniemi & Baker, 1998)
and extracting the Polar Cap Potential (PCP) as the potential diﬀerence between the two opposite convection
cells on each side of the noon-midnight meridian.
Ionosondes at Sodankylä and at Tromsø were also available throughout the period of interest, giving access
to E layer and F2 layer critical frequencies (foE and foF2) with 30-min resolution.
Finally, the CHAMP satellite was also used to retrieve total mass densities inferred from the accelerometer
instrument, at the satellite altitude near 340 km.
Solar wind conditions as seen at the Earth’s bow shock with Operating Missions as a Node on the Inter-
net (OMNI) display all the signatures of a HSS event and are characterized in particular by a smooth and
long-lasting increase of the solar wind speed from less than 350 km/s at 00:00 UT (day 11) up to almost
700 km/s at 23:00 UT (day 13; see Figure 1b). Using the method described in Grandin et al. (2017), the zero
epoch (start) of this event would be at 12:00 UT on day 11, but the velocity maximum is reached at 12:00 UT
onday 12. Strong increases of the IMFmagnitude (see Figure 1a) and of the total pressure (not shown) are also
observed halfway through the speed ramp, starting around 23:00 UT (day 11), lasting until 12:00 UT (day 12)
and reaching more than 10 nT and 100 pPa. Concomitant with the IMF magnitude increase, a strong south-
ward IMF turning (see black dashed vertical line in Figure 1a) is also observed from 02:00 UT to 10:00 UT (day
12) causing an intensiﬁcation of the solar wind-magnetosphere coupling.
This brief and strong coupling reinforcement is evident on several data sets usually used to evaluate this cou-
pling: solar wind coupling functions, magnetic indices, and polar cap potential. The Dst index (not shown)
(Sugiura, 1964) exhibits the signature of a moderate magnetic storm reaching its minimum value of about
−40 nT around 08:00 UT on day 12. It remains lower (∼ −20 nT) than its zero-level until the end of day 13. The
solar wind-magnetosphere energy coupling function Akasofu epsilon (Akasofu, 1979) shows weak increases
during day 11, especially around 11–14 UT when the beginning of the HSS is identiﬁed and then clearly dis-
plays a strong increase when the IMF turns southward and stays elevated until the IMF magnitude decreases
and the IMFBz starts oscillating around 0 (see red line in Figure 1c). When the IMF turns southward, the Super-
DARN PCP also shows a strong and brief peak reaching almost 100 kV, followed by a moderate value around
50 kV up to 21:00 UT (day 12), conﬁrming a persistent activity in the magnetosphere-ionosphere system dur-
ing the HSS event (see blue line in Figure 1c). Before and after this period, the PCP is globally lower and shows
more variability.
The thermosphere also shows strongmodiﬁcation after the southward IMF turning, since thermospheric den-
sity plotted along the CHAMP satellite’s orbit displays a rapid increase at all latitudes (blue curve in Figure 1d),
and even more at Northern Hemisphere high latitudes (superimposed red curves in Figure 1d). As for the Dst
index, the density remains higher after than before the event until the end of day 13.
Looking at the Sodankylä ionosonde data (Figure 1e) and at the Tromsø EISCAT radar and dynasonde data
(Figure 1f ), the natural diurnal variation of foF2 is observed during the 3 days of interest (day 11 to day 13),
with increase during daytime and decrease during nighttime. However during day 12, the foF2 frequency is
lower than during the previous (day 11) and following (day 13) days. As already stated before, this depleted
F2 region is the eﬀect which we seek to model in this paper.
3. Modeling of the Event
3.1. IPIM Model
The IPIM model (Marchaudon & Blelly, 2015) is a legacy of TRANSCAR ionospheric family models (Blelly
et al., 1996, 2005). This model has been developed mainly for interhemispheric studies. As such, it describes
the transport equations of ionospheric plasma species along magnetic closed ﬁeld lines. For this study, we
have adapted IPIM to high latitudes open ﬁeld lines using TRANSCAR approach. Thus, the model solves the
transport equations of six ions (H+, O+, N+, N+2 , NO
+, and O+2 ) and thermal electrons along open ﬁeld lines,
in an eccentric dipole-tilted conﬁguration, with a 13-moment approach. The corresponding equations are
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Figure 2. Input parameters. Panel (a) represents equivalent Keqp parameter (red dots) built from OVATION-Prime maps
along with historical Kp index (blue). Panel (b) shows the temporal evolution of the eastward (EE ) and northward (EN)
component of the electric ﬁeld at Tromsø location from SuperDARN (SD) and from EISCAT (UHF). Panel (c) shows the
CHAMP accelerometer mass density measurements at 340 km above 60∘ MLAT (blue) along with the mass density
estimated from NRLMSISE-00 model (red). Panel (d) presents the corrected exospheric temperatures used in
NRLMSISE-00 along CHAMP path (red) and for Tromsø IPIM simulations (green). The temperature inferred from EISCAT is
also plotted (blue dots). Panel (e) shows the [O]∕[N2] ratio correction applied to NRLMSISE-00 along CHAMP path (red)
and the ones used in IPIM (green) and IPIM-ﬁx (blue) simulations. The black dashed vertical line is the same as in
Figure 1.
described in Blelly and Schunk (1993). The ﬂuidmodule is coupled to a kineticmodule which solves the Boltz-
mann transport equation of suprathermal electrons along the ﬁeld lines: the ﬂuid part provides the thermal
electron density and temperature to the kinetic part which in return provides the ion production and thermal
electron heating rates.
3.2. Inputs
3.2.1. Solar Flux
Weuse the Flare Irradiance SpectralModel (FISM, Chamberlin et al., 2007) tomodel the solar ﬂux. Thismodel is
basedon theTIMEDandUpperAtmosphereResearchSatellite (UARS) satellitesmeasurements and is provided
between 0.1 and 190 nm with a resolution of 1 nm for every day. Comparison has been made with TIMED
measurements for the 3 days, and the model was shown to be representative of the true solar ﬂux all over
the period.
3.2.2. Precipitation
A run of the empirical OVATION-Prime model (Newell et al., 2009; Sotirelis & Newell, 2000) was requested at
the Community Coordinated Modeling Center (CCMC). Unfortunately, despite a good temporal resolution,
the OVATION-Prime model only gives access to maps of total integrated energy ﬂux of electrons, while IPIM
requires integral energy and number ﬂux of precipitating electrons. Nevertheless, the OVATION-Prime maps
showvery consistent spatial patternwith the historical electron precipitationmodel developedbyHardy et al.
(1987). This last model is parametrized by the 3-hr Kp index (Bartels, 1949) and thus suﬀers from a very poor
temporal resolution as well as a succinct resolution with magnetic activity with only seven diﬀerent levels
available. To overcome this problem, a modiﬁed version of the Hardy’s model has been used as input for IPIM
where an equivalent Keqp parameter was built from OVATION-Primemaps and fed into Hardy’s model (see red
dots in Figure 2a). Themethodology to retrieve this equivalent Keqp parameter is described inAppendix A.With
this equivalent Keqp , Hardy’s model is able to follow rapid activity variations while smoothing the global pre-
cipitation pattern. Though not perfect, this approach gives a proper description of the precipitation dynamics
compared to the standard Kp index (see blue line in Figure 2a). In particular, the perturbation at 02:00 UT on
day 12 (black dashed vertical line) is smeared out by Kp index while it is clearly modeled by K
eq
p .
3.2.3. Convection
SuperDARN global convection maps are used as input to IPIM for convecting plasma tubes. Data from all
SuperDARN Northern Hemisphere radars are ﬁrst gathered on a common grid and are then ﬁtted over a sta-
tistical convection model driven by the IMF conditions to give global maps. For this particular use, maps are
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averaged over 5min in order to smooth out rapid variations. Thesemaps show strong convection intensiﬁca-
tion around 02:00 UT (day 12) in association with the southward IMF turning. This intensiﬁcation lasts only a
few hours, and convection data become sparse around 04:00–05:00 UT. Comparing global convection maps
with local convective electric ﬁeld measured by the EISCAT, Tromsø radar shows despite diﬀerent measure-
ment techniques very satisfactory results apart during the strong convection event centered on 03:00 UT (see
Figure 2b). The 5-min smoothing of the SuperDARN global convection maps could partly explain this dis-
crepancy. To overcome it, a convection spot has been artiﬁcially added to the SuperDARN global convection
maps centered on 75∘ MLAT and 4.5 MLT with a rapid increase phase just before the maximum of convec-
tion at 03:00 UT, followed by a slower decrease phase with a complete fading around 07:00 UT. With this
supplementary spot, SuperDARN convection almost perfectly matches EISCAT-Tromsø convection as is evi-
dent in Figure 2b where SuperDARN and EISCAT-Tromsø northward and eastward convection electric ﬁeld
components are plotted.
3.2.4. Atmosphere
IPIM uses Naval Research LaboratoryMass Spectrometer Incoherent Scatter radar (NRLMSISE-00; Picone et al.,
2002) as atmosphere model. However, this empirical model is a climatological model which requires some
calibration for any given date and though the dependency on the ap index (equivalent to Kp index in true
units) gives a basic line for perturbation of magnetospheric origin, some supplementary speciﬁc corrections
may be necessary. As a result, the NRLMSISE-00 model has been adapted so that the temperature proﬁle
can be parameterized by an exospheric temperature T∞ provided externally and the diﬀerent neutral species
concentration proﬁles can be adjusted by some correction coeﬃcients (one for atomic oxygen O and one for
molecular species N2 and O2; Blelly et al., 1996).
Figure 2c presents the temporal evolution of mass density at the altitude of CHAMP satellite (around 340 km)
above 60∘ MLAT (blue lines). Then, we used NRLMSISE-00 to derive the equivalent mass density along the
track of the satellite (red lines). The results were such that on day 11, the model density was higher than
the measured one by a factor of about 2. So we modeled EISCAT measurements on the whole day 11 using
IPIM and adjusted consistently NRLMSISE-00 parameters to derive the following correction coeﬃcients on
composition: 0.6 for atomic oxygen and 1.2 for molecular neutrals. Using TIMED/GUVI measurements, Meier
et al. (2015) have shown that the NRLMSISE-00 model generally overestimates O and N2. In particular, close
to the solar minimum of 2008, they found that NRLMSISE-00 model should be corrected by a factor of about
0.65 around 340 km, which is in agreement with our estimate.
Then, we used these coeﬃcients in NRLMSISE-00 for deriving the neutral temperature from CHAMP data.
For that, we assumed that the density variation was mainly driven by a change in the neutral temperature
proﬁle, as a result of heatingby the electrodynamics. The temperaturederived fromCHAMPorbital data above
60∘ MLAT is shown as red curves in Figure 2d, and the green curve represents the corresponding exospheric
temperature that is used to correct NRLMSISE-00 densities. We have added with blue dots the exospheric
temperature that we derived from the EISCAT data using the technique presented in Blelly et al. (2010). The
estimation of the latter suﬀers from noisy data, but nevertheless, there is a good comparison between both
approaches. In particular, the perturbation is well reproduced, even if the EISCAT analysis gives a much larger
variation of the exospheric temperature during the maximum of the perturbation.
For the simulation, two sets of composition coeﬃcients have been used. One set of ﬁxed coeﬃcients cor-
responds to the adjustment on day 11 (hereafter referenced as IPIM-ﬁx). However, these parameters do not
allow a proper modeling of the perturbation and we used another set of coeﬃcients (hereafter referenced
as IPIM) which are the same as the ﬁrst set outside the perturbation but vary during the perturbation: oxy-
gen coeﬃcient is decreased from 0.6 to 0.35 and molecular coeﬃcient is decreased from 1.2 to 1. After the
perturbation, the molecular coeﬃcient is kept constant at 1 while oxygen is increased up to 0.6. Figure 2e
represents the result on [O]∕[N2] ratio at 340 km along CHAMP (red) and at Tromsø location for IPIM (green)
and IPIM-ﬁx (blue) simulations. The diﬀerence between the last two curves is mainly due to the change in the
concentration of atomic oxygen which is reduced by almost a factor of 2 during the event.
As far as the neutral wind is concerned, we used the HWM14 wind model which is the updated version of
the Horizontal Wind Model 2007 version (HWM07, Drob et al., 2008; Emmert et al., 2008). This model pro-
vides a quiet thermospheric wind onwhich a disturbed component is superimposed. Themodel provides the
horizontal wind (meridional and zonal components) but has no vertical component. Thus, the ﬁeld-aligned
component of the wind results only from the projection of the wind along the magnetic ﬁeld. We are aware
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Figure 3. Temporal evolution of ﬁeld-aligned proﬁles of from top to bottom: electron density, electron temperature, ion
temperature, and ion velocity from Tromsø EISCAT-UHF radar data (left panel) and from IPIM simulation at Tromsø
location (right panel). EISCAT parameters are issued from standard GUISDAP analysis and corrected using Blelly et al.
(2010) analysis. The calibration constant for density has been changed according to Tromsø ionosonde measurements.
IPIM simulation uses the optimized inputs for the HSS event including the variable atmospheric parameter set. The black
vertical line corresponds to the dashed one in Figure 1.
that any heating of the atmosphere will ﬁrst result in an expansion of the atmosphere with a strong transient
vertical windwhichmay exceed 100m/s (Innis et al., 1999). This transient regime cannot be parameterized by
the atmospheric model as we do not account for any dynamics nor for any change in the wind structure. So,
in order to account for this eﬀect, we have added a perturbation on the ﬁeld-aligned component of the wind
which follows the temperature evolution.
4. Results
We ran the model with the inputs described in section 3.2 with the two sets of correction coeﬃcients for
NRLMSISE-00, and we present in this section the results obtained from simulations at Tromsø and Sodankylä
locations. Tromsø can be considered as the reference test, since we can compare to the full proﬁles measured
by EISCAT-UHF radar, andwe consider Sodankylä as the blind test. The runs last from 00:00 UT on 11 July 2008
to 15:00 UT on 13 July 2008 to match the EISCAT observations which also stop at 15:00 UT (day 13). In the
following, all the ﬁgures displaying temporal evolution will show this time interval.
Figure 3 presents a global view of the measurements obtained with the EISCAT-UHF radar (left panel) and
the simulation made with IPIM model (right panel). This is a classical representation where we plot proﬁles
of, from top to bottom, electron density, electron temperature, ion temperature, and ion velocity in a 2-D
color coded fashion, with the time running horizontally and the altitude vertically. To ease the comparison,
we have used the same color scales for themeasurements and the simulation, which are given in the color bar
on the right of the ﬁgure. Concerning the measurements, as EISCAT was running in a scan mode, we only
kept the vertical and ﬁeld-aligned measurements in order to be compatible with the simulation, as the code
solves the ﬁeld-aligned transport of the ionospheric plasma.
First of all, we clearly see on the measurement density panel the diurnal evolution for the three consecutive
days encompassing the perturbation. As the event took place in July, the ionosphere is always illuminated
with a solar zenith angle varying between 47∘ and 88∘, and we can follow the evolution of the F1 region,
which is almost the same from one day to the other. The simulation on the right panel presents the same
structure with a bottom line moving from about 200 km around midnight to approximately 130 km around
noon. Concerning the F2 region, we can see that there is a diﬀerent behavior from day to day. On day 11, the
measurements show a well-developed F2 region which is maintained throughout the day, between 200 and
300 km. This layer disappears on day 12 and starts recovering on day 13. Some structures appear in the day
sector (around 10:00 UT, ∼12:30 MLT) above 300 km on both days 12 and 13, which are not visible on day 11.
With the input parameters adjusted for Tromsø, the simulation reproduces quitewell this day to day evolution
with the same amplitude, but we are not able to reproduce these high-altitude structures on days 12 and 13.
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Figure 4. Comparison between EISCAT and IPIM vertical proﬁles of temperature (left column) and density (right column)
between 100 and 500 km altitude, for the diﬀerent ionospheric species. The proﬁles are plotted at 06:00 UT on 11 July
2008, the day before the perturbation (top row); on 12 July 2008, a few hours after the perturbation impact (middle
row); and on 13 July 2008, the recovery day after the main impact (bottom row). Left column shows electron (green) and
ion (red) temperatures from EISCAT data (stars with corresponding errors bars) and from IPIM simulation with variable
atmospheric parameter set (solid lines). NRLMSISE-00 neutral temperature (blue), as used in the simulation and resulting
from the analysis of CHAMP data, is also plotted (T∞ value is indicated in each panel). Right column shows electron
(green), atomic O+ ion (red), and molecular (M+) ion (magenta) density obtained from IPIM simulation with variable
atmospheric parameter set (solid lines). The electron density from EISCAT (green stars with error bars) and the ion
composition structure derived from the EISCAT data analysis from Blelly et al., 2010 (dashed lines and same color code
as IPIM) are also plotted. The electron density obtained through the IPIM simulation with ﬁxed atmospheric parameter
set has been added for comparison (black solid line).
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If we look at the E region, which is very sensitive to the precipitation, we see that the model is not so good to
reproduce the auroral structures, though the time of occurrence is correctly modeled.
A ﬁrst perturbation caused by the strong increase of the IMF magnitude (see Figure 1a) and of the total solar
windpressure (not shown) at 23:00UTonday 11 is clearly visible on all EISCATpanels, but is not reproducedby
the simulation. The next perturbation, starting at 02:00 UT on day 12 and associated with the southward IMF
turning (black dashed vertical line), can be seen as the onset of the response of the atmosphere-ionosphere
system to the perturbation, since the ionosphere is deeply altered afterward. This perturbation is character-
ized by a strong enhancement of all parameters and is followed by a signiﬁcant modiﬁcation of the density
structure. In parallel to this change, a strong upward ion velocity period starts (red velocities) and is main-
tained for at least 6 hr with velocities as high as 100 m/s in the lower ionosphere. The main features of this
event are well reproduced by the simulation.
Beside the aforementioned global behavior, we have also looked at the vertical structure of the ionosphere.
With regard to this, we focused on three proﬁles corresponding to the same time on the three consecutive
days. We have chosen 06:00 UT because it is a period just after the perturbation on day 12 and before the two
structures observed in F2 region on days 12 and 13.
Figure 4 presents, from top to bottom, proﬁles between 100 and 500 km of temperatures (left column) and
densities (right column) at 06:00 UT on days 11, 12, and 13. Data are plotted with stars, with their error bars,
while the simulations with varying coeﬃcients are plottedwith solid lines. For information, we have also plot-
ted in blue the neutral temperature as used in the simulation, which resulted from the analysis of CHAMP
data (Figure 2d). On the temperature panel, electrons are in green and ions in red. On the density panel, the
electrons are still in green, the atomic ions are plotted in red, while themolecular ions are plotted inmagenta
(solid lines). We have also added the structure derived from the analysis with themethod developed by Blelly
et al. (2010) with dashed lines. Moreover, we have added the electron density proﬁle obtained through the
simulation with ﬁxed coeﬃcients in black solid line.
Day 11 (top row) has been used to calibrate NRLMSISE-00 atmosphere model, and not surprisingly, we nicely
reproduce the vertical structure of the ionosphere. Besides this, the estimation of the neutral temperature
from CHAMP data, which leads to a decrease of 70 K of NRLMSISE-00 exospheric temperature, is correct as
the ion temperature proﬁle is well reproduced. Some diﬀerences can be seen on the electron temperature
proﬁle in F1 region which are discussed in section 5.2. These diﬀerences do not aﬀect the electron density
proﬁle, which is well reproduced by the two simulations (both simulations are using the same coeﬃcients at
this time).
Onday12 (middle row), theproﬁles are just after theperturbationwhichoccurred at 02:00UT.On temperature
panel, the ion and electron temperatures perfectlymatch themeasurementwith a neutral temperaturewhich
is rather well estimated. Concerning the density panel, we remarkably reproduce the F1 region, whatever
the correction coeﬃcient we used on the molecular neutrals. The analysis of EISCAT data (Blelly et al., 2010)
gives an estimate of the altitude of transition betweenmolecular ions and atomic ions of about 220 km, while
IPIM simulation gives 245 km and IPIM-ﬁx simulation gives 230 km, but IPIM simulation gives better results
concerning the electron density proﬁle than IPIM-ﬁx, especially in the F2 region.
Onday 13 (bottom row), correction coeﬃcients are almost identical in both simulations. Once again, the simu-
lation perfectly matches the data; in particular, the temperature proﬁles give evidence of the correct estimate
of the neutral temperature from CHAMP data. The transition altitude is estimated to be around 195 km, close
to the simulationwhich gives 205 km. Besides this, F1 and F2 regions are verywell reproducedwith very similar
peak density, resulting in a broadened F region.
Finally, we also compared the temporal structure from the simulationswith the onederived from the ionoson-
des. Thus, we extracted the maximum density in E and F regions from the simulations which were then
converted in critical frequencies and compared to foE and foF2 obtained at Tromsø and Sodankylä. This oper-
ation was also done with EISCAT-UHF data, and in order to compare the F2 altitude peak, we also extracted
from both simulations and radar data the altitude of the peak which is referenced hmF2.
The comparison between foE retrieved at both positions as seen in Figures 5c and 5e is satisfactory for IPIM-ﬁx
simulation (black lines) and IPIM simulation (red lines). These good comparisons conﬁrm the validity of opti-
mization of the correction coeﬃcients on the atmosphere, since E region properties are essentially governed
by the underlying atmosphere. As mentioned before, the only clear diﬀerences appear when the auroral pre-
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Figure 5. Temporal evolution of hmF2 (a), foF2 (b), and foE (c) at Tromsø and foF2 (d) and foE (e) at Sodankylä locations.
On panels (a) to (c), data are obtained from EISCAT (blue line), from Tromsø dynasonde for foF2 only (green) and on
panels (d) and (e) from Sodankylä ionosonde (blue line). Simulation results are plotted in red (IPIM) and in black
(IPIM-ﬁx). Dynasonde measurements have been used to correct the density from EISCAT by changing the magic factor in
GUISDAP analysis. The black dashed vertical line is the same as in Figure 1.
cipitation is the more intense. This precipitation is observed in the same time period for the observations
and the simulations, but the patterns diﬀer in the details. These diﬀerences can be explained by the rela-
tively poor description of precipitation obtained from the adapted Hardy’s model (presented in section 3.2
and Appendix A), since the latter is not parametrized by real data. This can explain possible discrepancies in
position, average energy, or particles ﬂux of precipitation between model and observation.
The foF2 comparison is also very satisfactory between observation and both types of simulation on days 11
and 13, although again badly constrained precipitation pattern induces discrepancies especially during the
night between days 11 and 12 at Tromsø. On the contrary, IPIM-ﬁx simulation (black lines) and IPIM simulation
(red lines) largely diﬀer on day 12 as seen in Figure 5b for Tromsø and Figure 5d for Sodankylä. Indeed, the
atmospheric composition perturbation is absolutely essential to follow the F region depletion seen on day
12 just after 02:00 UT at both locations. Finally, despite a very good agreement between observation and
simulation with atmospheric composition perturbation, the already mentioned structures observed before
noon on days 12 and 13 at EISCAT are clearly visible on foF2 only on day 13 at Tromsø and Sodankylä and are
not reproduced by the simulation. This will be discussed in section 5.
Finally, comparing hmF2 retrieved from the EISCAT Tromsø radar and the simulations (see Figure 5a), it is clear
that foF2 is not only reducedbut also switched to foF1 duringday 12, sincehmF2 decreases from250 kmaltitude
at the end of day 11 to less than 180 kmduring day 12. This feature is again evident in the Tromsø observation
and in the simulation with varying coeﬃcients, while in the simulation with ﬁxed coeﬃcients, hmF2 does not
vary much in altitude throughout the event from days 11 to 13. It is important to note that hmF2 retrieved
from observation and simulation do not match as fairly as foF2 especially during days 11 and 13. This can be
explainedby the fact that if thepeakdensity of the F2 region is broadened, thedeterminationof themaximum
altitude becomes more uncertain (see top and bottom electron density proﬁles, left column in Figure 4).
5. Discussion
5.1. Mechanisms for F2 Layer Depletion
From the results, we can aﬃrm that the event is not driven by precipitation, as already mentioned by Heelis
and Sojka (2011), apart from some localized structures that are discussed in section 5.2. Thus, we do not
discuss this aspect in the present section and we focus on the other inputs controlling the simulation. The
simulation conﬁrms the key role of the electrodynamics in a two-step mechanism. First, the response of
the magnetosphere to the HSS is a sharp increase of the convection when the IMF Bz turns southward and
the solar wind-magnetosphere energy coupling function Akasofu epsilon starts to increase. This results in a
well-documented eﬀect on the ionospheric structure: the convection makes the ion temperature increase
through Joule heating which then leads to an increase in the chemical reaction rate between O+ and N2 and
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enhances the production of NO+ while reducing the concentration of O+ (see, e.g., Grandin et al., 2015, and
references therein). This is a very eﬃcient process which reduces quite immediately the density in F2 region
and lasts until the electric ﬁeld comes back to the background value, typically below 30 mV/m. This is the
sharp evolution of the ionospheric structure which is visible on electron density panels in Figure 3 at 02:00 UT
on day 12 (black vertical lines on both measurement and simulation). Since there is some particle precipita-
tion causing electron density increase both in the E and lower F regions after 02:00 UT, the change in the F
region characteristics is better seen in hmF2 in Figure 5a than in foF2 in Figure 5b. The altitude changes from
250 km to about 180 km just after the electric ﬁeld increased, as the result of O+ ion removal in F2 region. This
decrease of foF2 is associated with a transition from F2 layer to F1 layer. Such a perturbation alone would be
followed by a recovery phase of a few hours in the case of summer solstice conditions. Indeed, IPIM-ﬁx sim-
ulation (black line on 5a) shows that this altitude comes back to 250 km in about 3 hr after the electric ﬁeld
returns to background value. In such a simulation, we see that the recovery of the F2 layer leads to density
which is much larger than the one measured by the sounders (ionosonde and incoherent scatter) and thus
it cannot explain the decrease observed throughout day 12. Another cause must then be invoked for that,
which has been discussed by Heelis and Sojka (2011) and studied by Gardner et al. (2012).
Indeed, in the condition of solar minimum, even a small increase of the PCP is able to induce a signiﬁcant
heating of the neutral atmosphere. Gardner et al. (2012) have modeled the eﬀect of this HSS on the thermo-
sphere,which is embedded in aperiodof recurrentHSSs. Speciﬁcally for 12 July, they showed that the increase
of 40 kV, which is what occurs at 02:00 UT, is responsible for an increase of 150–200 K of the thermospheric
temperature. One important feature from their simulation is that the perturbation propagates rapidly toward
low-latitude regions (in a fewhours), and it takes a fewdays to recover to the initial state after the perturbation
stops. The analysis of CHAMP data shows that the atmosphere response is instantaneous after the perturba-
tion triggered at 02:00 UT, and the temperature starts increasing to reach a maximum at 07:00 UT, which is
160 K higher than at the beginning of the period (day 11).
In our simulation, the heating of the atmosphere, and the correlated expansion, is modeled by an increase
of the temperature in the thermosphere. Basically, this leads to a change in [O]∕[N2] ratio in favor of N2, as
the blue line shows in Figure 2e. As wementioned before, we did not model the dynamics of the atmosphere
expansion related to this heating. Though it canbe consideredas fairly good forN2 andO2, our choice formod-
eling this expansion by static mechanism (hydrostatic equilibrium with varying neutral temperature proﬁle)
does not allow for the true vertical variation of atomic oxygen, which is mainly due to a nonthermal process
discussed below.
Proelss (1987) has shown that thermal expansion observed at low latitudes cannot totally explain composi-
tion change in the atmosphere. In particular, [O]∕[N2] ratio evolves in a way that requires some nonthermal
mechanism. Burns et al. (1989) have studied the expansion of the thermosphere with a numerical model and
showed that the vertical advection was responsible for the evolution of this ratio in favor of N2 by depleting
atomic oxygen.Mikhailov et al. (1997) have estimated that nonthermal eﬀect on atomic oxygenmay be of the
order of about 30% of the total change. Most especially, they showed that the equivalent hydrostatic equilib-
rium for this species leads to a higher scale height which would correspond to a temperature much larger (a
few hundreds of Kelvin in their study) than the one derived from N2 proﬁle. Förster et al. (1999) have studied
this composition change with numerical simulations and showed that if the hydrostatic equilibrium holds at
high altitude, the discrepancy can be important at low altitude (up to 30% below 120 km in their study).
Considering the reservoirs at lower altitude for the diﬀerent species, we can draw a two-step sketch of thermal
expansion. First, as a result of atmosphere heating, the neutral species move upward with strong upward
velocities (Innis et al., 1999). This transient upward motion allows evolving the hydrostatic equilibrium for
the major species N2 and O2, as the temperature increases, without signiﬁcantly altering the barometric law
which can be considered valid for these species with the varying temperature, because they have an inﬁnite
reservoir below. Considering the conservation of mass for these species, the strong upwelling velocity will be
reduced inversely to the density with decreasing altitude. So the upward velocity at 100 km would be of the
order of 1/10th the one at 115 km and about 1/50th the one at 130 km, because of a low scale height. Then,
the thermospheric expansion would lead to a velocity of a few meters per second in the lower part of the
thermosphere (100 km), not strong enough to aﬀect the density in this region.
However, theminor species like atomic oxygen aremore sensitively aﬀected by this transient regime because
of a ﬁnite reservoir and their higher scale height which in fact corresponds to a depletion in the lower part of
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the atmosphere. Vlasov and Kelley (2010) have studied the eﬀect of eddy diﬀusion on the atomic oxygen con-
centration proﬁle in the thermosphere. In particular, the diﬀusion velocity they used in this region to model
the maximum oxygen concentration is a few centimeters per second. This very low velocity is explained by
the weakness of O2 photodissociation process which produces atomic oxygen. Indeed, using Kockarts (1994)
approach, we found that the characteristic time of production of atomic oxygen at 80 km is about 4 hr during
daytime and 200 hr during nighttime, while at 90 km it is about 1 day during daytime. Due to the collisions
in this region, a vertical expansion velocity of about a fewmeters per second at 100 kmwill be imposed to all
minor species and will signiﬁcantly imbalance their continuity equation. As far as the atomic oxygen is con-
cerned, this expansion will result in a rapid decrease of the concentration in the lower thermosphere because
of a low production rate and a straightening at upper altitude as a consequence of the vertical advection.
That is the reason why we have added a variation of the density correction coeﬃcients which follows the
perturbation in order to simulate this depletion that would occur in the lower thermosphere. Using these
varying coeﬃcients, we were able to reproduce quantitatively the structures observed in the F2 region of the
ionosphere (curves labeled IPIM) on the day after the perturbation.
The strong transient vertical wind appears in the auroral region where the heating occurs. Then, a horizontal
gradient appears which produces a strong horizontal wind blowing from the region of the source toward
lower latitude.With respect to Tromsø and Sodankylä, thiswindwould be observed as coming from the north,
as the heating occurs at higher latitude. When projected along themagnetic ﬁeld, this horizontal component
would be seen as an upward wind (about one ﬁfth of the horizontal component due to the dip angle). So
whatever, the component of thewind, the eﬀect of the atmosphere on the ionosphere should be observed as
an enhancement of the ﬁeld-aligned ion velocity in the lower part of the ionosphere. After the perturbation
starts at 02:00 UT on day 12, we observe such an increase of the ﬁeld-aligned velocity, which reaches high
values below 300 km (about 100 m/s, Figure 3).
5.2. Limits of the Simulation
There are two main reasons for the diﬀerence observed on electron temperature proﬁles (see Figure 4, top
panel). First, in the topside ionosphere, the electron temperature proﬁle is driven by the electron heat ﬂow,
which is a major unknown and is roughly estimated for our simulation. Then, in the F1 region, electron tem-
perature results from the balance between heating by suprathermal electrons and cooling by ions (Coulomb
collisions) and neutrals (elastic collisions and inelastic processes like vibrational or rotational excitation,… ).
Presently for most of these terms, we use the classical expressions, which are based on rather old estimations
(Schunk & Nagy, 1978). Some of these terms have been updated (e.g., Smithtro & Solomon, 2008, for heating
rate and Pavlov, 1998a, 1998b; Pavlov & Berrington, 1999, for inelastic cooling), but we have not yet included
all of them in the model; this could explain at least some of the diﬀerences.
As already discussed before, a few speciﬁc density features cannot be reproduced in the simulation. Looking
at EISCAT density panel in Figure 3, two structures are observed around 23:00 UT (on day 11) and around
02:00 UT (on day 12) corresponding to very localized and higher densities spanning all altitudes from 100 to
300 km. Another density feature is also observed around 10–11 UT (on day 12) above 250 km altitude. Finally,
a last density feature is observed on the form of a very broad F region up to 400 km altitude, again around
10–12 UT (on day 13), which is also observed by the Sodankylä ionosonde.
The ﬁrst two structures are occurring when the Akasofu epsilon function increases, for one close to 23:00 UT
(on day 11) and for the other close to the convection enhancement following the IMF Bz southward turning
(blackdashedvertical line in Figure 1). Thus, they are clearly associatedwithwide energy spectra precipitation;
the ﬁrst one is not reproduced by IPIM, while the second one is only poorly reproduced since the structure
is more conﬁned in altitude in the simulation. This conﬁrms that the adapted Hardy’s model, while generally
identifying the correct periods when precipitation occurs, does not model correctly the particle spectra and
potential spatial inhomogeneity.
The two features with density broadening above 250 km altitude before noon on days 12 and 13 are more
puzzling, and two possible explanations can be suggested: either soft precipitation or ionosphere upwelling
which can be either due to northward convection or southward neutral wind.
In their ionosonde statistical study, Grandin et al. (2015) showed that a short-lived increase of electron den-
sity peak occurred around noon during the day following the HSS arrival and was possibly explained by a
solar wind pressure pulse triggered by the CIR. The density feature observed at EISCAT around 10–11 UT
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(day 12) is occurring at the same time than the oneobservedbyGrandin et al. (2015) and is concomitantwith a
steepeningof the solarwind speedgradient.Moreover, this feature is also accompaniedbyhigher-energypre-
cipitation causing quasi-simultaneous local E region enhancement and weak ionosphere heating as seen on
ion temperature. All these observations show that this explanation is plausible. However, the adapted Hardy’s
model is again lacking in reproducing correctly such precipitation. This explanation is more unlikely for the
broadened F region around 10–11 UT on day 13 with no E region precipitation and no ionosphere heating.
Expansion of the convection cell with northward convection to lower latitudes would allow extraction of
ionosphere material from denser midlatitude region and transport toward higher latitudes through antisun-
ward convection in the noon sector. This material would rise due to magnetic ﬁeld line geometry. This seems
unlikely, since looking at EISCAT and SuperDARN electric ﬁeld data, convection has already largely reduced
during these two noon periods on days 12 and 13. Similarly, southward neutral wind would transport plasma
upward along magnetic ﬁeld lines through a mechanism that we already mentioned in the previous section.
We lack experimental observation of neutral wind, and so we cannot conﬁrm nor reject the southward neu-
tral wind hypothesis andwe cannot even rely onHWM14model as it suﬀers from the same limitation than the
NRLMSISE-00 model; this is a climatological model not designed to follow dynamical situations even when
using the perturbed version of themodel. However, a southward neutral wind near noon is relatively inconsis-
tent with usual pattern observed at high latitudes even during perturbed periods (Förster et al., 2008). Finally,
such upwelling would contribute to an expansion of the F region causing a local ionosphere cooling which
is not observed on EISCAT ion temperature for neither of the two features. It is then diﬃcult to conclude that
such an upwelling eﬀect is causing these broadened F regions before noon.
6. Conclusion and Perspective
This study was carried out to understand the eﬀect of a HSS event on the high-latitude ionosphere andmore
speciﬁcally the observed decrease of the foF2 frequency during the entire day following the impact (Grandin
et al., 2015). For that, we have selected one HSS starting 11 July 2008, in summertime, as a large data set was
available: SuperDARN for global plasma convection, EISCAT IS radars and Tromsø and Sodankylä ionosondes
for ionosphere, and CHAMP for atmosphere. This eventwas characterized by a typical foF2 frequency behavior
(reduction at all local times on the day following the arrival of the HSS), andwemodeled, with the IPIMmodel
(Marchaudon & Blelly, 2015), the dynamics of the ionosphere at Tromsø and Sodankylä using inputs derived
from the data. Tromsø was considered as the reference test, since full proﬁles measured by the EISCAT-UHF
radar were available and Sodankylä as the blind test.
An initial adjustment of the atmosphere was required for this period which corresponds to an unusually low
solar activity (F10.7 < 70). For that, we used EISCAT-UHF and CHAMP data to calibrate the IPIM model and
provide correction coeﬃcients to the NRLMSISE-00 atmosphere model.
We obtained results from the simulations which nicely match the measurements made by IS radar and
ionosondes at both locations, and we mainly showed that the decrease of foF2 is associated with a transition
from F2 layer to F1 layer resulting from a decrease of neutral atomic oxygen concentration.
SuperDARN and CHAMP provided a good estimation of the temporal evolution of, respectively, the convec-
tion and the atmosphere during the event and allowed discriminating the diﬀerent steps of the ionospheric
response to this HSS. In particular, it was shown that electrodynamics can explain the short-term behavior of
the ionosphere on the scale of a few hours, but the long-term behavior on the scale of a few days results from
the perturbation induced on the atmosphere. Both are associated with the enhancement in plasma convec-
tion in the polar ionosphere during the solar wind HSS event. It is ﬁrst responsible for a sharp increase of the
ion temperature by Joule heating, which favors the chemistry between O+ and N2 producing NO
+ and leads
to an immediate reduction of the F2 layer. Then, the ion drag on the neutral atmosphere is responsible for
heating and expansion of the polar thermosphere which propagates on a very short period of time from high
to low latitudes. This expansion aﬀects the atomic oxygen through a nonthermal upward ﬂow which results
in a decrease of its concentration and ampliﬁes the well-known decrease of [O]/[N2] ratio due to the thermal
expansion. This thermosphere alteration lasts at least 1 day and explains the long-term extinction of F2 layer.
In the future, this study should be extended to better characterize the response of the ionosphere to HSS and
we foresee two aspects that should be covered.
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First, the model has been calibrated using EISCAT-UHF and CHAMP data and the simulations at Tromsø and
Sodankylä locations correspond to a perturbation occurring in the morning MLT sector. It could be interest-
ing to extend the simulation with this parametrization to the evening sector, and we intend to model PFISR
observations made during the World Day campaign which covers this event. Then, this event occurs in sum-
mertime and we know that the response is diﬀerent during other seasons. So we plan to study HSS events
observed in spring or fall and winter time. However, we need to get a data set as complete as the one we
used in this study, which may prove diﬃcult, so we will start by modeling the impact of this HSS in southern
hemisphere, at Tromsø conjugate location.
Finally, the diﬀerences between observed andmodeled electron temperatures question the thermal balance
we solve in the model. However, the fact that we are in an unusual low solar activity period may also play a
role in this diﬀerence. Thus, a speciﬁc study of the balance during this event should be undertaken.
Appendix A: Deﬁnition of Keqp
As described on the CCMC web site, Ovation Prime is a statistical model binned by MLT and latitude, each
cell being parametrized by solar wind inputs (density, velocity, and magnetic ﬁeld) independently from the
others. Thus, the model provides a noisy energy ﬂux map of the auroral electron precipitation which is not
directly useable. So we derived a process to take advantage of Ovation statistics in Hardy’s model which gives
the particle ﬂux and energy ﬂux which are the parameters required by IPIM. The ﬁrst operation consists in
smoothing the precipitation patterns by spherical harmonics ﬁltering. Then, from every smoothed analytical
pattern, we extract the latitude 𝜆max and amplitude 𝜙maxE of the maximum of the energy ﬂux. A posteriori,
we checked that 𝜙maxE can be considered as a proxy of the total precipitation energy and we used it in our
parametrization.
Epstein functions in Hardy’s model are such that we can easily extract the latitude of the maximum of energy
ﬂux for every Kp-dependent map. Doing that, we were able to build a reference function Kp (𝜆max)which pro-
vides the Kp to use in Hardy’s model for a given 𝜆
max. This function was then used for adjusting Ovation prime
to Hardy’s model using 𝜆max. Left panel of Figure A1 shows the derived Keqp for Hardy’s model as a function of
𝜙maxE extracted from Ovation Prime. There is a nice dependency between both parameters (blue dots) which
could be ﬁtted by a double hyperbolic tangent function (red line).
Finally, the IPIM model was modiﬁed to get as an input, the temporal evolution of 𝜙maxE obtained from the
analysis of Ovation Prime data, which was used to parameterized Hardy’s model. Figure 2a shows the com-
parison between Kp and K
eq
p . Due to the 3-hr resolution, Kp is not able to follow the perturbation, while K
eq
p
Figure A1. Left panel: Keqp used as entry to Hardy’s model as a function of the maximum of energy ﬂux 𝜙
max
E derived
from Ovation Prime. Right panel: polar view of electron precipitation energy ﬂux patterns from Ovation Prime (color plot)
and corresponding Hardy’s model (white contours) at the maximum of the perturbation at 05:20 UT on 12 July 2008.
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is clearly controlled by the solar wind (see, e.g., Akasofu function in Figure 1c) and phased with the pertur-
bation on the electrodynamics at Tromsø (Figure 2b). Moreover, we see that the maximum reached by Keqp is
consistent with maximum value of Kp. Right panel of Figure A1 gives the comparison between Ovation Prime
and Hardy’s model at the maximum of the perturbation which occurred on 12 July at 05:20 UT. The color pat-
terns are the data from Ovation Prime, while the white contours are the ones we get from Hardy’s model. We
can see how noisy Ovation Prime data are, and even though there is not a perfect matching between both
models, we get the general pattern.
Acronyms
CCMC Community Coordinated Modeling Center
CHAMP CHAllenging Minisatellite Payload
CIR Corotating Interaction Region
CME Coronal Mass Ejection
EISCAT European Incoherent SCATter Scientiﬁc Association
EISCAT-UHF EISCAT tristatic UHF radar
ESR EISCAT Svalbard Radar
FISM Flare Irradiance Spectral Model
GUISDAP Grand Uniﬁed Incoherent Scatter Design and Analysis Program
GUVI Global UltraViolet Imager
HSS High-Speed Stream
HWM07 Horizontal Wind Model (2007 version)
HWM14 Horizontal Wind Model (2014 version)
IMF Interplanetary Magnetic Field
IPIM IRAP Plasmasphere Ionosphere Model
IS Incoherent Scatter
MLT Magnetic Local Time
NH Northern Hemisphere
NRLMSISE-00Naval Research Laboratory Mass Spectrometer Incoherent Scatter radar
OMNI Operating Missions as a Node on the Internet
PCP Polar Cap Potential
PFISR Poker Flat Incoherent Scatter Radar
SuperDARN Super Dual Auroral Radar Network
TIMED Thermosphere Ionosphere Mesosphere Energetics and Dynamics mission
TRANSCAR TRANSport au CARré
UARS Upper Atmosphere Research Satellite
UT Universal Time
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