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a b s t r a c t
An automatic quadrature scheme is developed for the approximate evaluation of the
product-type indefinite integral
Q ( f , x, y, c) =
∫ y
x
ρ(t)K(t, c)f (t) dt, −1 ≤ x, y ≤ 1, −1 < c < 1,
where ρ(t) = 1/√1− t2, K(t, c) = 1/(t−c) and f (t) is assumed to be a smooth function.
In constructing an automatic quadrature scheme,we consider two cases: (1)−1 < x < y <
1, and (2) x = −1, y = 1. In both cases the density function f (t) is replaced by the truncated
Chebyshev polynomial pN (t) of the first kind of degree N . The approximation pN (t) yields
an integration rule QN ( f , x, y, c) to the integral Q ( f , x, y, c). Interpolation conditions are
imposed to determine the unknown coefficients of the Chebyshev polynomials pN (t).
Convergence problem of the approximate method is discussed in the classes of function
CN+1,α[−1, 1] and Lwp [−1, 1]. Numerically, it is found that when the singular point c either
lies in or outside the interval (x, y) or comes closer to the end points of the interval [−1, 1],
the proposed scheme gives a very good agreement with the exact solution. These results in
the line of theoretical findings.
Crown Copyright© 2010 Published by Elsevier B.V. All rights reserved.
1. Introduction
Many methods have been developed for the numerical evaluation of a singular integral along the finite interval of the
form
Q ( f , c) =
∫ a
b
ρ(t)K(t, c)f (t) dt, a < c < b, (1)
where ρ(t) is a weight function, f (t) is a smooth function on the given interval [a, b] and K(t, c) is some singular or badly
behaved kernel such as ln |t − c|, |t − c|α, α > −1, Cauchy kernel 1t−c , Hilbert kernel cot
 t−c
2

or oscillatory kernel
eiωt , |ω| ≫ 1.
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There exists a rich literature [1–14] on the numerical evaluation of the definite integral (1) for the different forms of the
kernel K(t, c)mentioned above. Unfortunately, for the numerical evaluation of the indefinite integrals of the form
Q ( f , x, y, c) =
∫ y
x
ρ(t)K(t, c)f (t) dt, −1 ≤ x, y ≤ 1, − 1 < c < 1, (2)
a small literature is available [15–17].
Particularly, Rabinowitz [14] used the Jacobi polynomials PN(t) of degree N to approximate the singular integral (SI)
(1) when ρ(t) = ρ(α,β)(t) = (1 + t)α(1 − t)β , α, β > −1, kernel K(t, c) = 1t−c and [a, b] = [−1, 1]. They
investigated the convergence of sequences of integration rules Qn( f , c) to Q ( f , c) for all c ∈ (−1, 1). Gauss–Jacobi
rules and the interpolatory integration rules are used to construct the quadrature formulas (QFs) based on the zeros of
(1 − t2)Pα,βn−2m(t),m = 0, 1 for certain values of α and β . The results are then applied to the study of the convergence
of Hunter’s method for Cauchy principal value integrals. In 1990, Rabinowitz [13] consider product integral of the form
(1) on the interval J = [−1, 1] with two types of kernels ρ(t)K(t, c) = k(t), k(t) ∈ L1(J) and K(t, c) = 1t−c . In both
kernels convergence results are proved for product integration rules based on approximating splines. Pointwise and uniform
convergence results are proved for sequences of Cauchy principal values of these approximating splines.
Diethelm [4] proposed a new QF Q G3n+1[ f ; c], which is named the Gaussian quadrature formula of the third kind, defined
by
Q [ f , c] =
∫ 1
−1
f (t)
t − c dt
∼= Q G3n+1[ f ; c] =
∫ 1
−1
πn−1[ f ](t)− πn−1[ f ](c)
t − c dt + f (c) ln
1− c
1+ c , (3)
whereπn−1[ f ] is the interpolating polynomial of degree n−1 for the function f at the zeroes of the nth Legendre polynomial
with Pn(ti) = 0. In this QF he showed that this quadrature formula does not have the disadvantages of the other two well-
known quadrature formulae based on the same set of nodes. In particular,he proved that sequence Q G3n+1[ f ; c] converges to
the true value of the integral Q [ f ; c] uniformly for all c ∈ (−1, 1). In 1997, Diethelm [5] considers the Cauchy principal
value integrals (1) with weight function ρ(t) = wα,β(t)ψ(t), where wα,β(t) = (1 + t)α(1 − t)β , α, β ≥ −1/2 is a Jacobi
weight and 0 < ψ ∈ DT , where
DT :=

ϕ ∈ C[−1, 1] :
∫ 1
0
ω(ϕ, x)
x
dx <∞

is the class of Dini-type functions, andω(ϕ, x) denotes the usual modulus of continuity of ϕ. A quadrature formula, so-called
modified quadrature formula (MQF) is obtained by subtracting out the singularity and then apply a classical quadrature
formula.He gave new bounds involving the total variation Var f (s) and Lp norms ‖f (s)‖p of some derivative of the integrand
function and proved the uniform convergence of MQFs for all possible positions of the singular point.
In 2009, Eshkuvatov et al. [6] constructed QFs for SI (1) with weight function ρ(t) = 1√
1−t2
and kernel K(t, c) = 1t−c
on the interval [−1, 1], by combining the modified of discrete vortices method (MDV) and linear spline interpolation. They
proved the uniform convergence of the QFs for all c ∈ (−1, 1) and improved the rate of convergence of MDV in the classes
of functions Hα[−1, 1] and C1[−1, 1]. In the same year Eshkuvatov et al. [7] have constructed QFs for SI (1) with ρ(t) = 1
and K(t, c) = 1t−c based on modified MDV, called MMDV, when the singular point c lies in the middle of the subinterval[tj, tj+1] or coincides with the knot points c = tj for fixed j. In this work they improved the rate of convergence of MDV in
the classes of functions Hα[−1, 1] and C1[−1, 1].
Hasegawa and Torii [15] presented an automatic quadrature scheme (AQS) for the evaluation of indefinite integral of
oscillatory function of the form
 x
0 f (t)e
iωt dt, 0 ≤ x ≤ 1, for a given function f (t), which is assumed to be smooth. They
combined an automatic quadrature scheme with Sidi’s extrapolation method to make an effective quadrature scheme for
oscillatory infinite integral
∞
0 f (x) cosωx dx. In 1991, Hasegawa and Torii [9] proposed AQS for the product-type indefinite
integral (2) with ρ(t) = 1 and K(t, c) are some singular or badly behaved functions such as K(t, c) = |t − c|α, α > −1 or
K(t, c) = ln |t − c|,−1 ≤ c ≤ 1 or K(t, c) = eict , |c| ≫ 1. In the derivation of AQS the function f (t) is approximated by a
truncated Chebyshev series pN(t) of degree N , whose coefficients are efficiently computed using the fast Fourier transform
(FFT). The approximation QN( f , x, y, c) to the integral Q ( f , x, y, c) is given by Q (pN , x, y, c). To enhance the efficiency of
AQS, the degree N is increased more slowly than doubling. The evaluations of QN( f , x, y, c) = Q (pN , x, y, c) for a set of
(x, y, c) can be efficiently made by using recurrence relations for the singular kernels K(t, c) above.
In 2007, Hasegawa and Suguira [17] proposedAQS for approximating the indefinite integral having algebraic–logarithmic
singularities
Q ( f , x, y, c) =
∫ y
x
f (t)|t − c|α log |t − c| dt, −1 ≤ x, y, c ≤ 1, α > −1, (4)
within a finite range [−1, 1] for some smooth function f (t). They expand the given indefinite integral in terms of
Chebyshev polynomials by using auxiliary algebraic–logarithmic functions. The scheme approximates the indefinite integral
Q ( f , x, y, c) uniformly, independently of the value c aswell x and y. This fact enables them to evaluate the integral transform
Q ( f , x, y, c) with varied values of x, y and c efficiently. In the same paper they proposed an open problem for the uniform
convergence of AQS for SI (5).
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In this work we consider the product indefinite integral
Q ( f , x, y, c) =
∫ y
x
f (t)√
1− t2(t − c) dt, −1 ≤ x, y ≤ 1, c ∈ (−1, 1) (5)
and construct an automatic quadrature scheme for approximating the Cauchy singular integral (5) by using Chebyshev
truncated series of the first kind. In Section 2, some properties of Chebyshev polynomials of the first and second kind
and interpolation problems are described. The details of the construction of an automatic quadrature scheme are given
in Section 3. In Section 4, we investigate the convergence of the proposed method for the classes of functions Lwp [−1, 1] and
CN+1,α(−1, 1). In Section 5, some numerical examples are presented to show the validity and efficiency of the method.
2. Description of the method
In the Clenshaw and Curtis’s method [18] (henceforth abbreviated as CC’s method), the function f (t) is approximated by
a truncated sum of the Chebyshev polynomials Tk(t) of the first kind
f (t) ∼=
N−
k=0
′′akTk(t), −1 ≤ t ≤ 1,
where the double primes denotes the summation, where the first and last terms are halved, and apply it to the integral (1)
for ρ(t) = 1, K(t, c) = 1 and [a, b] = [−1, 1] i.e.∫ 1
−1
f (t) dt =
N−
k=1
wkf (xk)+ R( f ).
In order to determine the weightswk, the orthogonality condition
N−
k=0
′′ cos
π im
n
cos
π jm
n
=

0, if i ≠ j
n, if i = j or n
n
2
, if i = j ≠ 0 or n
(6)
is used and the collocation points are chosen as the roots of the extreme point of Tk(t) including−1 and 1 i.e.
t = tj = cos π jN , j = 0, . . . ,N.
The present scheme is an extension of the CC’s method to the integral (4). In this case f (t) is replaced by the Chebyshev
polynomial of the first kind
pN(t) =
N−
k=0
′′akTk(t), −1 ≤ t ≤ 1, (7)
and the coefficients ak are determined by the interpolation conditions that pN(t) interpolates f (t) at the nodes tj, j =
0, . . . ,N , where the nodes are chosen as the zeros of the polynomial ωN+1(t) defined by
ωN+1(t) = TN+1(t)− TN−1(t) = 2(t2 − 1)UN−1(t), (8)
where Uk(t) is the Chebyshev polynomial of the second kind
Uk(t) = sin(k+ 1)θsin θ , t = cos θ, k = 0, . . . ,N − 1.
The interpolation condition
f

cos
π j
N

= pN

cos
π j
N

, 0 ≤ j ≤ N, (9)
and the orthogonality condition (6) determine the coefficients ak of (7) which are
ak = 2N
N−
k=0
′′f

cos
π j
N

cos
πkj
N
0 ≤ k ≤ N. (10)
It is known that if f (t) is a smooth function, the sum of the Chebyshev polynomials (7) converges to f (t) very rapidly as N
goes towards infinity [19, p. 508].
Some properties of the Chebyshev polynomial of the first and second kinds are
tTk(t) = 12 (Tk+1(t)+ Tk−1(t)) , k = 1, . . . ,N − 1 (11)
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Tk+1(t) = tTk(t)− (1− t2)Uk−1(t), k = 1, . . . ,N − 1 (12)
(1− t2)Uk−1(t)
′ = −k(1− t2)− 12 Tk(t), k = 1, . . . ,N (13)∫ 1
−1
Tk(t)√
1− t2(t − c)dt = πUk−1(c), k = 1, . . . ,N. (14)
(11)–(14) are proved in [20].
3. Construction of an automatic quadrature scheme
In this section, we construct two types of quadrature schemes for the SI (4).
3.1. First case
Let−1 < x ≤ y < 1 and c ∈ (x, y) then by replacing f in the singular integral (5) with pN(t) defined by (7), we obtain
QN( f , x, y, c) =
∫ y
x
pN(t)√
1− t2(t − c) dt = J1(c)+ J2(c), (15)
where
J1(c) =
∫ y
x
pN(t)− pN(c)√
1− t2(t − c) dt,
and
J2(c) = pN(c)
∫ y
x
1√
1− t2(t − c) dt.
It is shown in [11] that the integral in J2(c) has the primitive∫
dt√
1− t2(t − c) =
1√
1− c2 ln
 t
√
1− c2 − c√1− t2√
1− c2 +√1− t2
+ const. (16)
Due to (16), we obtain
J2(c) =

1
2
a0 +
N−1−
k=1
akTk(c)+ 12aNTN(c)

1√
1− c2 ln
 t
√
1− c2 − c√1− t2√
1− c2 +√1− t2

y
x
. (17)
For the evaluation of J1(c), we first assume that
pN(t)− pN(c)
t − c =
N−1−
k=0
′bkTk(t), (18)
where the single prime means that the first term is halved and let
In =
∫ y
x
tn√
1− t2 dt. (19)
Then due to (18) and (19), the quantity J1(c) can be written as
J1(c) = b02 I0 +
N−1−
k=1
bk
∫ y
x
Tk(t)√
1− t2 dt. (20)
The relationship between Chebyshev polynomials of the first and second kinds are∫
Tk(t)√
1− t2 dt = −

1− t2Uk−1(t)
k
+ const, k = 1, . . . ,N (21)

1− t2Uk−1(t) = 1√
1− t2

Tk−1(t)− Tk+1(t)
2

, k = 1, . . . ,N − 1. (22)
With the help of (21) and (22), Eq. (20) becomes
J1(c) = b02 I0 −

1√
1− t2

b1
2
T0(t)+ b24 T1(t)+
1
2
N−
k=2

bk+1
k+ 1 −
bk−1
k− 1Tk(t)
y
x
, (23)
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where bN = bN−1 = 0. From (17) and (23), we obtain the following automatic quadrature scheme:
QN( f , x, y, c) =
∫ y
x
pN(t)√
1− t2(t − c) dt
=

b0
2
I0 − 1√
1− t2

b1
2
T0(t)+ b24 T1(t)+
1
2
N−
k=2

bk+1
k+ 1 −
bk−1
k− 1Tk(t)
y
x
+

1
2
a0 +
N−1−
k=1
akTk(c)+ 12aNTN(c)

1√
1− c2 ln
 t
√
1− c2 − c√1− t2√
1− c2 +√1− t2

y
x
. (24)
In order to derive the recurrence relation between the coefficients ak and bk, Eq. (18) is written in the form
pN(t)− pN(c) = 12
N−
k=0
′(bk+1 − 2cbk + bk−1)Tk(t), (25)
where b−1 = b1 and bN = bN+1 are imposed. The relation (25) is valid for any t ∈ (x, y). Particularly for t = c , (25) gives
1
2
N−
k=0
′(bk+1 − 2cbk + bk−1)Tk(c) = 0. (26)
Subtracting the zero term as given by (26) on the right side of (25) and using (7) we have
N−
k=1
′ak {Tk(t)− Tk(c)} = 12
N−
k=1
[bk+1 − 2cbk + bk−1] (Tk(t)− Tk(c)) .
Thus, the coefficients {bk} satisfy the recurrence relation
bk+1 − 2cbk + bk−1 = 2ak, 1 ≤ k ≤ N − 1
and are stably computed in the backward direction with the starting values bN = 0 and bN−1 = aN .
3.2. Second case
In the case of x = −1 and y = 1, we have
Q ( f , c) =
∫ 1
−1
f (t)√
1− t2(t − c) dt
∼=
∫ 1
−1
pN(t)√
1− t2(t − c) dt
= a0
2
∫ 1
−1
1√
1− t2(t − c) dt +
N−1−
k=1
ak
∫ 1
−1
Tk(t)√
1− t2(t − c) dt +
aN
2
∫ 1
−1
TN(t)√
1− t2(t − c) dt.
In view of (14), we obtain an automatic quadrature scheme:
QN( f , c) =
∫ 1
−1
pN(t)√
1− t2(t − c) dt
=
N−1−
k=1
ak
∫ 1
−1
Tk(t)√
1− t2(t − c) dt +
aN
2
∫ 1
−1
TN(t)√
1− t2(t − c) dt
= π

N−1−
k=1
akUk−1(c)+ aN2 UN−1(c)

. (27)
4. Error bound for an automatic quadrature scheme (AQS)
Consider the following functions:
eN(t) = f (t)− pN(t), (28)
‖eN‖C = max
t∈[x,y]
|f (t)− pN(t)|, (29)
ω˜N+1(t) = 12N−1 (t
2 − 1)UN−1(t) = 12N ωN+1(t), (30)
R( f , c) = |Q ( f , x, y, c)− QN( f , x, y, c)|. (31)
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Let Lwp [−1, 1] be the space of integrable functions with the power of p and weight ρ(t) on the interval (x, y) that is
Lwp =

f (t) :
∫ y
x
ρ(t)|f (t)|p dt <∞

,
and Cm,α[−1, 1] be the space of continuous function such that themth derivative belongs to the Holder class that is
Cm,α[−1, 1] = f (t) : f (m)(t) ∈ Hα ([−1, 1], Am)
where Am is a Holder constant of themth derivative of the function.
It is known that the zeros of ωN+1(t) in (8) are
tk = cos kπN , k = 0, . . . ,N. (32)
Theorem 1. Suppose t0, t1, . . . , tn are distinct numbers in the interval [a, b] and f ∈ CN+1[a, b], then for each t ∈ [a, b], there
exist a number ξt ∈ (a, b) such that
f (t) = P˜N(t)+ f
(N+1)(ξt)
(N + 1)! wN(t), wN(t) =
N∏
k=0
(t − tk), (33)
where P˜N(t) is the Lagrange interpolating polynomial given by
P˜N(t) =
N−
k=0
f (tk)
N∏
i=0
i≠k
t − ti
tk − ti . (34)
The proof of the theorem is given in [19]. As a consequence of Theorem 1 we can assert.
Lemma 1. Let pN(t) be the interpolating polynomial defined by (7) of degree at most N with the nodes at the roots of ωN+1(t)
given by (8). Then,
(a) eN(t) = f
N+1(ξt)
2N−1(N + 1)! (t
2 − 1)UN−1(t), ξt ∈ (−1, 1),
(b) ‖eN‖C ≤ M2N−1(N + 1)! , M = maxξt∈(x,y) |f
N+1(ξt)|,
for each f ∈ CN+1[a, b] and UN−1(t) is a Chebyshev polynomial of the second kind.
Lemma 2 ([11]). For all c ∈ (−1, 1) the inequalities
(a)

1− c2
∫ c−δN−1 dt√1− t2(t − c)
 ≤ ln 2δN ,
(b)

1− c2
∫ 1
c+δN
dt√
1− t2(t − c)
 ≤ ln 2δN ,
(c)

1− c2
∫ c+δN
c−δN
dt√
1− t2|t − c|1−α
 ≤ ln 3α δαN ,
holds for 0 < α ≤ 1 and c + δN ≤ 1, c − δN ≥ −1 for small values of δN > 0.
Theorem 2. Let f ∈ C[a, b] and pN(t) be an interpolating polynomial at the zeros of ωN+1(t) defined by (8). Then, the quadrature
rule QN( f , x, y, c) defined by (24) converges in the sense of Lq norm
‖R( f , c)‖q = ‖Q ( f , x, y, c)− QN( f , x, y, c)‖q −−−→
N→∞ 0,
where 1 < q < pp0 and p > p0 > 1.
Proof. It is well known that the generalized Holder inequality [21, p. 13] is∫ b
a
u(x)v(x)h(x)ρ(x) dx
 ≤ ∫ b
a
|u(x)|λ1ρ(x) dx
 1
λ1
∫ b
a
|v(x)|λ2ρ(x) dx
 1
λ2
∫ b
a
|h(x)|λ3ρ(x) dx
 1
λ3
, (35)
where ρ(x) is a weight function and 1
λ1
+ 1
λ2
+ 1
λ3
, λi > 1, i = 1, 2, 3. 
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Let ρ(t) = 1/√1− t2 and λ1 = q, λ2 = 1/

1
p − 1q

, λ3 = p′ = p/(p− 1). Then due to (35), the error bound of R( f , c) is
estimated as follows:
|R( f , c)| =
∫ y
x
eN(t)ρ(t)
t − c dt
 =

∫ y
x

epN(t)
(t − c)α
 1
q
(eN(t))
1− pq

1
t − c
1− αq
ρ(t) dt

≤
∫ 1
−1
 |eN(t)|p
|t − c|α ρ(t) dt
 1
q
·
∫ 1
−1
|eN(t)|

1− pq

1
1
p− 1q ρ(t) dt
 1
p− 1q
·
∫ 1
−1

1
|t − c|
p′1− αq 
ρ(t) dt
 1p′
= I1(c)I2(c)I3(c), (36)
where
I1(c) =
∫ 1
−1
 |eN(t)|p
|t − c|α ρ(t) dt
 1
q
,
I2(c) =
∫ 1
−1
|eN(t)|

1− pq

1
1
p− 1q ρ(t) dt
 1
p− 1q
,
I3(c) =
∫ 1
−1

1
|t − c|
p′1− αq 
ρ(t) dt
 1p′ .
Since α < 1 and eN(t) is a smooth function, then I1(c) exists as an improper integral, whereas I2(c) can be computed as
I2(c) =
∫ 1
−1
|eN(t)|pρ(t) dt
 1
p

1− pq

= ‖eN‖1−
p
q
p ,
where
‖eN‖p =
∫ 1
−1
|eN(t)p|ρ(t) dt
 1
p
.
For I3(c), we assume that 1p0 < α < 1. Then since
1
p0
>
q
p we have
α
q
>
1
p
or 1− α
q
< 1− 1
p
= 1
p′
, (37)
which yields p′

1− αq

< 1. Thus the integral I3(c) exists and bounded for all c ∈ (−1, 1), i.e.
I3(c) =
∫ 1
−1
ρ(t)
|t − c|p′

1− αq
 dt
 1p′ = g(p, q, c) ≤ Mpq <∞,
whereMpq = max−1≤c≤1 |g(p, q, c)|.
Substituting I1(c), I2(c) and I3(c) into (36), we obtain
|R( f , c)| ≤
∫ 1
−1
|eN(t)|pρ(t)
|t − c|α dt
 1
q
‖eN‖

1− pq

p Mpq. (38)
Raising both sides of (38) to the qth power and integrating with respect to c yield
‖R‖qq =
∫ 1
−1
|R( f , c)|qρ(c) dc
≤ Mqpq‖eN‖q−pp
∫ 1
−1
∫ 1
−1
|eN(t)|pρ(t)
|t − c|α dt

ρ(c) dc
= Mqpq‖eN‖q−pp
∫ 1
−1
|eN(t)|pρ(t) dt
∫ 1
−1
ρ(c)
|t − c|α dc
= MqpqB(α)‖eN‖qp, (39)
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where B(α) = max−1≤t≤1
 1−1 ρ(c)|t−c|α dc for a chosen α.
Raising to the power 1/q of (39), we obtain
‖R‖q ≤ Mpq q

B(α)‖eN‖p. (40)
Since f (t) ∈ C[a, b]we have ‖eN‖p −−−→
N→∞ 0 [19] which yields
‖R‖q −−−→
N→∞ 0.
Theorem 3. Let f (t) ∈ CN+1,α[−1, 1] and tk, k = 0, . . . ,N, be the roots of ωN+1(t). Then, the error bound of an automatic
quadrature scheme (24) is of the form
R( f , c) ≤ 8A
∗
2N−1N!
[
1+ 3.529
α ln(N + 1)
]
ln(N + 1)
N + 1 , (41)
with
A∗ = max {A,M}
where A is a Holder constant of (N + 1)th derivative and M is a maximum value of (N + 1)th derivative of the given function f .
Proof. First we consider the case−1 < x < c < y < 1. From (31), it follows that
R( f , c) =
∫ y
x
eN(t)√
1− t2(t − c) dt
 ≤ ∫ y
x
eN(t)− eN(c)√
1− t2(t − c) dt
+ |eN(c)| ∫ y
x
dt√
1− t2(t − c)

= R1( f , c)+ R2( f , c), (42)
where
R1( f , c) =
∫ y
x
eN(t)− eN(c)√
1− t2(t − c) dt
 ,
and
R2( f , c) = |eN(c)|
∫ y
x
dt√
1− t2(t − c)
 . 
Using Lemmas 1 and 2, we obtain
R2( f , c) ≤ |f
(N+1)(ξc)|
2N−1(N + 1)!
1− c2UN−1(c) 1− c2 ∫ y
x
dt√
1− t2(t − c)

≤ M
√
1− c2
2N−1(N + 1)!
∫ c−δN
−1
dt√
1− t2(c − t) +
∫ 1
c+δN
dt√
1− t2(t − c) +
∫ c+δN
c−δN
dt√
1− t2(t − c)

≤ M
2N−1(N + 1)!

2 ln
2
δN
+

1− c2
∫ c+δN
c−δN
dt√
1− t2(t − c)
 . (43)
Applying (16) to the integral of (43) yields
1− c2
∫ c+δN
c−δN
dt√
1− t2(t − c)
 = ln
 t
√
1− c2 − c√1− t2√
1− c2 +√1− t2

c+δN
c−δN
= ln
1+

1− (c − δN)2 −

1− (c + δN)2√
1− c2 +1− (c + δN)2

+ ln
1+
2δN
√
1− c2 + c ·

1− (c − δN)2 −

1− (c + δN)2

(c − δN)
√
1− c2 − c1− (c − δN)2

≤ ln(4). (44)
From (43) and (44) it follows that
R2( f , c) ≤ 2M2N−1N!

1+ ln 4
2 ln(N + 1)

ln(N + 1)
N + 1 . (45)
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R1 can be written as
R1( f , c) =
∫ y
x
eN(t)− eN(c)√
1− t2(t − c) dt
 ≤ ∫ c−δN
x
+
∫ c+δN
c−δN
+
∫ y
c+δN

eN(t)− eN(c)√
1− t2(t − c) dt

≤ 2‖eN‖
∫ c−δN−1 dt√1− t2(t − c)
+ 2‖eN‖ ∫ 1
c+δN
dt√
1− t2(t − c)
+ ∫ c+δN
c−δN
eN(t)− eN(c)√
1− t2(t − c) dt

= I1(c)+ I2(c)+ I3(c). (46)
Applying Lemmas 1(b) and 2(a), we have
I1(c) = 2‖eN‖
∫ c−δN−1 dt√1− t2(t − c)
 ≤ 2M2N−1(N + 1)! ln 2δN .
Choosing δN = 2N+1 yields
I1(c) ≤ 2M2N−1N!
ln(N + 1)
N + 1 . (47)
The same error bound is valid for
I2(c) ≤ 2M2N−1N!
ln(N + 1)
N + 1 . (48)
In order to obtain the error bound for R1( f , c), we first consider the difference of the term
|eN(t)− eN(c)|, t ∈ [c − δN , c + δN ] ,
with δN = 2N+1 . Applying Lemma 1(a) yields
|eN(t)− eN(c)| = |f (t)− pN(t)− ( f (c)− pN(c)) |
= 1
2N−1(N + 1)!
f (N+1)(ξt)− f (N+1)(ξc) (1− t2)UN−1(t)− f (N+1)(ξc )2 [ωN+1(t)− ωN+1(c)]

≤ 1
2N−1(N + 1)!

A

1− t2 |ξt − ξc |α + M2 |ω
′
N+1(ηc)| |t − c|

≤ A
∗|t − c|α
2N−1(N + 1)!
√
2

1− c2 + | sin θc |
 cos θc sin(Nθc)sin θc + N cosNθc
 δ1−α
≤
√
2A∗
√
1− c2
2N−1(N + 1)!

1+ 2Nδ1−α |t − c|α
= 2
2−α√2A∗√1− c2(N + 1)α
2N−1(N + 1)!

1
22−α(N + 1)α +
N
N + 1

|t − c|α
≤ 6
√
2A∗(N + 1)α
2α2N−1(N + 1)!

1− c2|t − c|α, (49)
where A∗ = max {A,M}.
Due to (49) and Lemma 2(c), the error bound for I3(c) is
I3(c) =
∫ c+δN
c−δN
eN(t)− eN(c)√
1− t2(t − c) dt

≤ 6
√
2A∗(N + 1)α
2α2N−1(N + 1)!

1− c2
∫ c+δN
c−δN
dt√
1− t2|t − c|1−α
≤ 6
√
2A∗(N + 1)α
2α2N−1(N + 1)!
3
α
δαN
≤ 18
√
2A∗
α2N−1(N + 1)! . (50)
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From (47), (48), (50) and (46) it follows that
R1( f , c) ≤ 4M2N−1(N + 1)! ln(N + 1)+
18
√
2A∗
α2N−1(N + 1)!
≤ 4A
∗
2N−1N!
[
1+ 6.364
α ln(N + 1)
]
ln(N + 1)
N + 1 . (51)
Substituting (45) and (51) into (42), we obtain the desired estimation that is
R( f , c) ≤ 4A
∗
2N−1N!
[
1+ 6.364
α ln(N + 1)
]
ln(N + 1)
N + 1 +
2M
2N−1N!

1+ ln 4
2 ln(N + 1)

ln(N + 1)
N + 1
≤ 4A
∗
2N−1N!
[
2+ 6.364
α ln(N + 1) +
2 ln 4
4 ln(N + 1)
]
ln(N + 1)
N + 1
≤ 8A
∗
2N−1N!
[
1+ 3.529
α ln(N + 1)
]
ln(N + 1)
N + 1 . (52)
5. Numerical experiments
Example 1. Let f (t) = t3 − 3t + 10 and x = −0.89, y = 0.89. Then, the exact solution is
Q ( f , x, y, c) =
∫ 0.89
−0.89
t3 − 3t + 10√
1− t2(t − c) dt =
[
− sin(2 cos
−1 t)
4
− cos
−1 t
2
− c

1− t2 + (c2 − 3) sin−1 t
+ c
3 − 3c + 10√
1− c2

ln
 t
√
1− c2 − c√1− t2√
1− c2 +√1− t2

0.89
−0.89
. (53)
An automatic quadrature scheme (AQS) QN( f , x, y, c) is defined by (24).
Table 1
N = 7, x = −0.89, y = 0.89, c ∈ (x, y).
c Exact (53) Error (24)
−0.888 1.31853e+002 0.00000e+000
0.815 3.29040e+001 2.13163e−014
−0.755 1.98130e+001 2.48690e−014
−0.555 4.62540e+000 5.32907e−015
0.001 −5.90277e+000 0.00000e+000
0.555 −1.24998e+001 5.32907e−015
0.755 −2.15140e+001 7.10543e−015
0.815 −2.98309e+001 1.06581e−014
0.888 −9.55248e+001 5.68434e−014
Table 2
N = 7, x = −0.89, y = 0.89, c ∉ (x, y).
c Exact (54) Error (24)
−0.999 4.33107e+001 1.42109e−014
−0.955 5.29597e+001 7.10543e−015
−0.900 9.39961e+001 0.00000e+000
0.900 −6.99182e+001 2.84217e−014
0.955 −4.18386e+001 7.10543e−015
0.999 −3.50442e+001 7.10543e−015
Example 2. Let f (t) = t3 − 3t + 10 and x = −1, y = 1. Then, the exact solution is
Q ( f , c) =
∫ 1
−1
t3 − 3t + 10√
1− t2(t − c) dt =
π
2
+ π(c2 − 3). (54)
An automatic quadrature scheme QN( f , c) is defined by (27).
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Table 3
N = 7, x = −1, y = 1, c ∈ (−1, 1).
c Exact (54) Error (27)
−0.999 −4.71867e+000 8.52651e−014
−0.955 −4.98877e+000 6.48370e−014
−0.755 −6.06320e+000 3.19744e−014
−0.555 −6.88629e+000 1.50990e−014
0.001 −7.85398e+000 1.77636e−015
0.555 −6.88629e+000 3.55271e−015
0.755 −6.06320e+000 1.33227e−014
0.955 −4.98877e+000 4.97380e−014
0.999 −4.71867e+000 5.86198e−014
Tables 1–3 show that the constructed AQSs (24) and (27) are exact for the density function f (t) = t3 − 3t + 10 for all
values of c in the interval c ∈ (x, y) and outside the interval c ∉ (x, y) not exceeding the interval [−1, 1].
Example 3. Let f (t) = 8t
1+t2 and x = −0.89, y = 0.89. Then the exact solution is
Q ( f , x, y, c) =
∫ 0.89
−0.89
8t
(1+ t2)√1− t2(t − c) dt
=

4c√
2(1+ c2)

ln

√
2+√1− t2√
2−√1− t2


+ 8√
2

c2
1+ c2 − 1

arctan

t
√
2
√
1− t2
t2 − 1

+ 8c
(1+ c2)
1√
1− c2

ln
 t
√
1− c2 − c√1− t2√
1− c2 +√1− t2

y
x
. (55)
An automatic quadrature scheme QN( f , x, y, c) is defined by (24).
Table 4
x = −0.89, y = 0.89, c ∈ (x, y).
c Exact (55) Error (24) Error (24)
N = 7 N = 40
−0.888 −3.74188e+001 2.63736e−002 1.42109e−014
−0.815 −3.97314e+000 8.08249e−003 1.06581e−014
−0.755 8.65339e−001 1.44725e−002 5.32907e−015
−0.555 7.67384e+000 2.85681e−002 1.77636e−015
0.001 1.38394e+001 1.68749e−003 1.06581e−014
0.555 7.67384e+000 2.85681e−002 9.76996e−015
0.755 8.65339e−001 1.44725e−002 3.28626e−014
0.815 −3.97314e+000 8.08249e−003 2.66454e−015
0.888 −3.74188e+001 2.63736e−002 4.26326e−014
Table 5
x = −0.89, y = 0.89, c ∉ (x, y).
c Exact (55) Error (24) Error (24)
N = 7 N = 40
−0.999 −8.74434e+000 5.99523e−003 1.77636e−015
−0.955 −1.17015e+001 8.53159e−003 5.32907e−015
−0.900 −2.49557e+001 1.79759e−002 1.42109e−014
0.900 −2.49557e+001 1.79759e−002 2.48690e−014
0.955 −1.17015e+001 8.53159e−003 3.55271e−015
0.999 −8.74434e+000 5.99523e−003 1.77636e−015
Tables 4 and 5 show the numerical computations for a rational function of the form f (t) = 8t
1+t2 . In Table 4 is for c ∈ (x, y)
whereas Table 5 is for c ∉ (x, y). From these tables, for all cases, it is observed that as N increases the numerical results for
the AQS (24) converge to the exact solutions rapidly.
Example 4. Let f (t) = 8t
1+t2 and x = −1, y = 1. Then the exact solution is
Q (K , f ) =
∫ 1
−1
8t
(1+ t2)√1− t2(t − c) dt =
8π√
2
[
1− c
2
1+ c2
]
. (56)
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An automatic quadrature scheme QN(K , f ) is defined by (27).
Table 6
x = −1, y = 1, c ∈ (x, y).
c Exact (56) Error (27) Error (27)
N = 7 N = 40
−0.998 8.90356e+000 3.36709e−002 4.88498e−013
−0.789 1.09530e+001 2.83237e−003 1.77636e−014
−0.598 1.30904e+001 3.20394e−002 3.55271e−015
−0.398 1.53414e+001 6.83357e−003 1.59872e−014
−0.198 1.71011e+001 1.37998e−002 1.77636e−014
−0.005 1.77272e+001 1.11701e−003 0.00000e+000
0.005 1.77272e+001 1.11701e−003 7.10543e−015
0.198 1.71011e+001 1.37998e−002 4.26326e−014
0.398 1.53414e+001 6.83357e−003 7.10543e−015
0.598 1.30904e+001 3.20394e−002 3.01981e−014
0.789 1.09530e+001 2.83237e−003 8.88178e−015
0.998 8.90356e+000 3.36709e−002 2.23821e−013
Table 6 shows the numerical results for N = 7 and N = 40 for AQS (27) with a rational function f (t) = 8t
1+t2 . From this
table, similar observation as above can be seen that as N increases, the convergence is rapid.
6. Conclusion
In this work, we have developed the CC’s method for the Cauchy-type singular integral for smooth function f (t), and
proved that there exist, a uniform convergence of AQS defined by (24) and (27) for any singular point c ∈ (−1, 1). Error
bound of an automatic quadrature scheme tends to zero very fast by increasing N . The numerical results confirm the
theoretical findings.
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