Abstract-This paper introduces a novel control scheme for mitigating the cascading effects of a failure in the power transmission grid. Modern power systems include controller entities, which exchange information (measurement/control signals) with the grid through information communication technology (ICT). Nevertheless, networking problems can generate observability/reachability issues, which prevent the controller from correctly estimating the grid's state and applying in a timely manner the necessary actions. Thus, we present a control approach that explicitly takes into account the potential degradation of the ICT performance during power failure events. To this end, the power-induced ICT deficiencies are modeled as additive communication latency, to quantify their impact on the controller's effectiveness. Moreover, in order to overcome excessive/varying delays, a model predictive control architecture is proposed, which produces directives for both the safeguard cut of power lines and the load/generation regulation, in a manner that minimizes the impact of the initial power failure on the overall grid.
I. INTRODUCTION
T HE efficiency and resilience of the modern power transmission grids rely on the exploitation of field information, in order for the optimum preventive/mitigating actions to be identified and applied in a timely manner. To this end, real-time measurements of the grid's state are collected and processed, and the computed decisions are provided as control feedback. The communication between the grid and the controller(s) is carried out through an information communication technology (ICT) system that allows for the data exchange [1] , [2] . Due to the grave importance of power availability in combination with the inherent ICT vulnerabilities and the complications of the power-ICT integration [3] , the study of networked energy grids has attracted significant research effort [4] .
Despite its obvious merits, the introduction of networking into energy grids can give rise to rather undesirable phenomena, since 1) the delivery of the power information is subject to the ICT imperfections and 2) the ICT operation itself is dependent on power provision. Therefore, any power failures are expected to be intensified under conditions of degraded ICT performance, which may be caused by either internal (e.g., congestion and equipment failure) or external (e.g., natural disasters and cyber attacks) factors. The coincidence of perturbations affecting both the power and cyber systems is a scenario of particular interest, since some of the most common and disastrous causes of power failures, i.e., intense natural phenomena and orchestrated malicious actions, have a high spatial consistency, affecting colocated power and ICT infrastructure. Under such circumstances, the ICT deficiency inhibits the timely perception of the power anomalies by the controller and the transfer of the response commands back to the grid [5] . Consequently, the power failure keeps spreading due to the cascading overloads, while, at the same time, the initial ICT malfunction is further deteriorated due to the power shortage/damages, causing a continuously accelerating domino effect along both the power and ICT axes. Hence, it is of primary importance to quantitatively analyze the bidirectional correlation between the power and ICT systems. Furthermore, it is highly beneficial that this modeling facilitates the development of an advanced transmission grid control scheme, capable of effectively incorporating the power-ICT interdependency features into the decision process.
With regard to the interoperability of energy and cyber systems, in addition to the general notions applicable to networked critical infrastructures [6] , the emphasis has been primarily laid on the direction of the ICT-to-power impact. In [7] , a mechanism is proposed for dealing with network delays and errors in the communication among distributed controllers, and in [8] , a scheme is introduced for compensating packet dropouts in both directions of the controller grid communication. Furthermore, special attention has been paid to analyzing and modeling the behavior of the power grid against cyber attacks [9] , [10] . The authors in [11] mapped the effect of cyber attacks upon the power grid by means of graph theory, while for the same purpose, the use of simulations on the basis of Bayesian networks is proposed in [12] . Moreover, experimental results on the impact of cyber attacks on the supervisory control and data acquisition functionalities are provided in [13] .
On the contrary, the effect of the energy system malfunctions on the ICT operation has either been qualitatively covered [14] or a simplified quantification is usually followed, according to which an ICT node is considered OFF when the collocated electrical node fails [15] . Nevertheless, in addition to neglecting the possible existence of backup power (e.g., uninterruptible power supply (UPS) [16] ), such a binary coupling between the power and ICT elements disregards the underlying complexity 0278-0046 © 2014 IEEE. Translations and content mining are permitted for academic research only. Personal use is also permitted, but republication/ redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
of the network that actually realizes the data connectivity. Thus, considering that delay is the primary impact of ICT operation on reliable monitoring/control applications, we hereby propose a delay-based nondiscrete modeling of the effects of power malfunctions on ICT information transmission. This way, delay is introduced as the common ground for a realistic analysis framework of networked transmission grids, including bidirectional correlations. Furthermore, it is essential to develop an advanced power control scheme that is aware of the power-ICT interdependencies. To this end, our approach is extended in the direction of electrical grid resilience optimization methods [17] . In view of our delay-based representation of interdependency, we particularly focus on delay compensation schemes, many of which have been proposed in the framework of power systems [18] , [19] . One of the most prominent techniques to deal with such problems is model predictive control (MPC), which has been extensively applied so far to electrical management problems [20] - [22] . More specifically, some recent contributions have included distributed/decentralized architectures [23] , [24] and networked control applications [25] , while computational considerations have been also taken into account [26] - [28] .
The basic notion is to exploit the delay-compensation features of MPC in order to play against the same variable we use to model interdependency, i.e., the communication delay, and to provide grid reconfiguration in a timely manner. Our controller reacts to both the nonidealities that can affect the information transmission (including interdependency-induced delays) and the structure of the observed network topology, which dynamically varies depending on the ICT performance. From this point of view, the receding horizon feature of MPC helps to keep track of the changes affecting the system progressively, following the critical event. In our formulation, the central controller can both induce the preventive tripping off of some lines and modulate generation and load of the accessible grid nodes in order to counteract possible cascading effects affecting the transmission lines.
The rest of this paper is organized as follows. In Section II, we introduce our representation of the power and ICT subsystems. Section III provides the modeling of the impact of power failures upon the operation of any collocated ICT infrastructure, and in Section IV, the delay-aware control architecture is described. Finally, Section V presents numerical experiments, and in Section VI, the conclusions are drawn. For ease of reference, a nonexhaustive list of the used symbols is provided in Table I .
II. SMART TRANSMISSION GRID DESCRIPTION AND FORMULATION
Modern electrical transmission systems consist of three interoperable subsystems, i.e., the power grid, the controller, and the ICT network providing connectivity between the two. Here, we describe the main attributes of the power transmission grid and the ICT.
A. Energy Subsystem
The electrical subsystem is represented as a directed graph, consisting of a constant set of nodes interconnected through 
Time τ = 0 corresponds to the nominal operating state of the electrical grid, when no infrastructural or operational alterations have occurred yet. The power grid at its nominal state (S(0)) is a connected graph, i.e., a single power island.
Given the broad penetration of distributed energy resources, each electrical node at transmission level is in general the aggregation of both generation and load. Hence, for the set of nodes (N ), the instantaneous generation G(τ ) and load
Assuming that a total generation and load shedding is possible per node, G min = L min = 0. Although N is static, G(τ ) and L(τ ) are functions of time. These variations of G(τ ) and L(τ ) do not result from alterations in the generation capabilities or the load demands, since such changes are negligible in the short time scale of a grid failure event. On the contrary, they are caused by the regulation of generation and load, which are, in turn, carried out in order to cope with power unbalances and line overloads after infrastructural failures. Therefore, unless power line failures occur, G(τ ) = G(0) and L(τ ) = L(0), i.e., both power production and load remain equal to their nominal values. The power balance condition for S(0) is expressed as
It should be noted that, in spite of the continuous decentralization of power generation, the points of major power generation and consumption are in general not colocated. Thus, the energy grid nodes (n ∈ N ) are usually characterized either by G n (0)/L n (0) 1 (regions of major energy consumption, e.g., residence and industrial areas) or by G n (0)/L n (0) 1 (regions of major energy production, e.g., power plants, connection points of power importing lines).
The set E(τ ) ⊆ E(0) represents the transmission lines of the grid still operating at time τ . Every edge ends at two different nodes, and any pair of nodes is only connected with a single edge. Moreover, each edge is oriented, to define the power flow direction. The initial set of edges (E(0)) is the overall set of available transmission lines. Any alterations to this set are the result of lines' failures. No establishment of new transmission lines or recovery of previously failing ones is considered. Thus, E(τ 2 ) ⊆ E(τ 1 ), ∀τ 2 > τ 1 ∈ N 0 . The topology of the electrical grid (S(τ )) at each time instance is fully described by a directional arc-node incidence matrix M (τ ) of size |N | × |E(0)|. Furthermore, the reactance matrix W is defined, which is a |E(0)| × |E(0)| diagonal matrix, whose elements of the main diagonal are equal to the reactance of the respective transmission line. Then, according to the dc power model [29] , the vector of the power flows (F (τ )), ∀τ ∈ N 0 as long as a single island topology exists, is [30] 
where
is the vector of the nodes' algebraic power, and· indicates that one and the same arbitrary row is removed from all matrices, for the system of equations to have a single solution under condition (1). Although S(0) is a single-island electrical grid, any line failure (due to either preventive tripping off or damage by accident/overload) may result in its splitting into multiple islands, whose number, composition, and connectivity vary in time. Hence, any island j composed at time τ is associated to the graph (1) and (2) are, in general, applied per island, i.e.,
Remark 1: A power equilibrium is feasible for island j, if
Every transmission line e ∈ E(0) is characterized by a maximum sustainable power (capacity) C e > 0 determined by the specifications of its elements, i.e., the ending transformers and the cabling. Any increase in the flowing power above this limitation is bound to cause the failure of the line, due to damage or local preventive tripping off, which can be the root cause of the cascading phenomena.
Nevertheless, because of the overall inertia of the electrical system, any changes in the nodes' state (generation/load levels) or connectivity (line failures) are not imminently experienced by the remaining infrastructure. Additionally, the lag in a line's failure when its capacity is exceeded is primarily the result of the necessary time for the tripping-off mechanisms to be triggered or the structural materials (cables, transformers) to collapse due to the consequent noxious drift in thermal equilibrium. Therefore, according to [31] , in order to model the inertia of the transmission grid infrastructure against changes in the operating conditions, we introduce the effective power flow (x(τ )) for all the still operating lines (E(τ )). We will describe the evolution of this quantity from the initial condition x(0) = F (0) according to the following discrete-time model:
where α ∈ [0, 1] is a fixed constant mainly dependent upon the size of the discretization step. In this respect, let ψ e (τ ) be the binary event that line e fails at time τ , where e ∈ E(τ − 1), i.e., the line e is one of the lines still operating at time τ − 1. Then,
However, in addition to the failure due to damage or local tripping off, a line can be also cut following a central control directive. The key difference between the automated switching off of a line at local level and its disconnection due to a control command is that the former case regards an instinctive response of the local protection switch that has the unique goal of preventing the line's destruction without taking into consideration the possible impact on the rest of the grid. Therefore, a transfer of the failure to neighboring lines because of cascading overloads is likely. On the contrary, in the latter case, the line cutting action is the result of a consolidated control decision aimed at the overall grid's stability and efficient operation. Thus, in addition to ψ e (τ ), the binary quantity φ e (τ ) is introduced, which will be equal to 1 if a control signal enforcing the disconnection of line e is received at time τ , at any of the two ending nodes of line e.
Eventually, the set of electrical edges at any time τ is defined on the basis of the following rule:
B. ICT Subsystem
The ICT subsystem is represented as an undirected connected graph S I = {N I , E I } constant in time. Each ICT node, which corresponds to networking equipment (e.g., a formation of routers), is considered to be directly matched to an electrical node (assuming collocation), so that each element n ∈ N is coupled with n ∈ N I . Moreover, the controller is considered as an additional networking element (node) with index equal to 0 by convention. Thus, |N I | = |N | + 1. On the contrary, no coupling is assumed between E I and E. The one-to-one matching between the electrical and ICT nodes is fully justified in the case of the transmission grid, due to the high aggregation applied to our transmission-level representation and analysis. Each node corresponds to a broad geographical area, grouping together all the area's respective elements (power or ICT).
The overall architecture of the combined energy-ICTcontroller scheme is depicted in Fig. 1 . The monitoring data consist of the power flow (F (τ )) and the "failing due to overload" attribute (ψ(τ )) for the set of power transmission lines (E(τ )), while the controller directives cover the generation and load (G(τ ), L(τ )) for the set of power nodes (N ) and the "cut by the controller" signal (φ(τ )) for (E(τ )). The linerelated information is sent from/to both the attached nodes. Moreover, a regular time-stamping process is applied to follow the sequence of the monitoring and control information. To this end, the monitoring and control elements (the energy grid agents and the central controller) are normally equipped with an input buffer, which provides the necessary functionality for storing the received data and selecting the most updated information available.
III. MODELING OF POWER-TO-ICT IMPACT
This section provides a quantitative approximation of the possible impact of power failures upon the cyber subsystem of the transmission grid. Before proceeding with the mere analysis of the power-to-ICT correlation, it is essential to underline that the ultimate goal of this study is to enhance the efficiency of the response to anomalies in the power delivery process, by appropriately consolidating the control decisions to overcome cyber imperfections. Therefore, the devised model does not need to scrutinize the alterations in the ICT state as a function of the dynamic power behavior, but it only needs to macroscopically identify at which extent this additional ICT perturbation affects back the power system itself, in particular, concerning the power failure cascading.
In general, the efficiency of a communication system that supports monitoring and control operations is evaluated in terms of its ability to provide the error-free delivery of the transmitted data within the time boundaries that are imposed by the serviced application. In order to provide the error-free data exchange, the transport layer of these ICT systems is implemented on the basis of reliable protocols, such as the predominant Transmission Control Protocol [8] , which effectively retransmit the data packets until their correct reception. Hence, the error-free data exchange can be eventually taken for granted, regardless of the exact architectural (e.g., Internet or proprietary links) and technological characteristics of the traversed networks (e.g., physical medium, modulation, and error detection/correction) and their dynamically varying performance (e.g., channel losses, congestion, and equipment failures).
On the contrary, due to the reliable nature of the transport layer, the network performance eventually has a grave impact on the communication delay, since the unsuccessful data deliveries are continuously reattempted. Thus, any ICT infrastructural/operational malfunctions causing data packet errors or dropouts ultimately increase the connections' latency. However, this time distortion of the exchanged data can result in the suboptimal or even failing operation of the energy grid, since the control decisions and the applied actions will be based on obsolete, out-of-synchronization (data with regard to the state of different power nodes at the same time instance arrive at different times), or missing information. Therefore, regardless of the exact root cause and the internal consequences of the ICT problems, their perceivable effect on the dependent power system can be assessed in terms of delay levels (infinite delay stands for complete lack of communication because of nonexisting network path).
The ICT infrastructure of a smart transmission grid can be classified into two categories: 1) the last-mile segment, which is colocated with the energy grid elements that perform the measurements and apply the control actions, and 2) the backbone, which is responsible for the long-distance transfer of data. In general, the ICT equipment is prioritized as critical load, and thus, it is usually protected in case of load shedding (selective blackouts). Moreover, the last-mile equipment and the backbone nodes of higher hierarchy are supported by backup power resources, such as UPSs or generators. Therefore, the uninterruptible operation of the major ICT nodes of the smart grid for a medium-term time horizon is achieved.
Nevertheless, the unconditional resilience of the backbone against power disruptions, particularly for the nodes of lower hierarchy, cannot be taken for granted either if a dedicated network or a public Internet Service Provider is used. Furthermore, unless direct UPS support exists, the ICT shall still fail in the short term, since there is an idle time for the backup solutions (generators, emergency power lines) to come into duty, plus the necessary time for the network devices to boot and reestablish connections after the disruption. This lag in ICT restoration exactly after the power failure is critical for the mitigation of the cascading effects. Additionally, apart from the power-to-ICT impact due to lack of power supply, ICT perturbation can be also caused by the damage of the ICT equipment, either from the same event (e.g., accident and physical phenomena) that triggered the initial power failure or from its consequences, since power overloads are often followed by physical destruction (e.g., fire) of the corresponding facilities (e.g., high-voltage transformers and substations).
Consequently, it becomes apparent that 1) the data delivery performance can be highly affected by anomalies in the electrical grid and 2) a strict quantification of this correlation for the general case is not feasible, since a vast range of spatiotemporally dynamic or even unpredictable factors is involved. In this respect and based on the delay effect of the ICT imperfections, the impact of power failures upon the ICT performance is most suitable to be indicated by means of an additive delay imposed by the respective ICT nodes. Hence, considering the decrease in the amount of serviced load as the measure of the power perturbation, the additive delay δ n (τ ) experienced by any data traversing the ICT node n ∈ N I \ {0} at time τ is formulated by the following relationship:
where L n (τ ) is the serviced load at the matching electric node (see Section II-B), and L th n is the load threshold above which no impact on the ICT operation is considered. Furthermore, δ add n is a parameter predefined for each ICT node, to quantify the level of ICT perturbation due to power problems.
In this representation, δ add n quantifies the power-to-ICT effect, whereas L th n describes the sensitivity in the coupling of the corresponding power and ICT nodes. This definition of δ n (τ ) in (7) facilitates the nonbinary (no ON-to-ON or OFFto-OFF dependency) mapping of power imperfections to ICT behavior in such a way that the resulting ICT perturbation is derived in terms of the quality of service (QoS) perceived by the power system itself. Thus, the study of the cascading impact of a power failure on each subsystem separately and on the overall transmission grid is enabled. Furthermore, this modeling approach particularly fits the low-resolution representation of the transmission grid, where each electrical (ICT) node corresponds to an aggregation of multiple interconnected electrical (ICT) elements, and thus, the detailed topologies and attributes of the two systems at the points of their interdependencies are hidden. Moreover, the presence of additive delay at the ICT nodes also caters for the need to analyze the systems' interdependency under conditions of ICT perturbation due to external reasons, e.g., cyber attacks.
Finally, by summing up the additive delay per ICT node with the delay of the traversed ICT links throughout the communication path, the total delay imposed on the data exchange procedure can be calculated. The aggregate delay for the data received by the controller from node n (grid-to-controller delay) at time τ is δ gc n (τ ), and the aggregate delay for the data received by node n from the controller (controller-togrid delay) at time τ is δ cg n (τ ). In general, δ 
IV. INTERDEPENDENCY-AWARE CONTROL DESIGN
This section proposes a control architecture based on MPC. This control technique exploits the prediction of the system's response to control inputs in order to optimize a finite-time performance index subject to constraints [32] , [33] . According to the receding horizon principle, new samples of the process under control becoming available from time to time are exploited by performing the optimization cyclically. Each time, the controller will produce a stream of control signals referred to a rolling time horizon. Only the initial portion of these controls will be applied, until more updated control signals become available. This predictive feature is often exploited in situations like the one considered in this paper, i.e., time gaps due to communication delays have to be taken into account.
In addition, in our setup, the ICT may induce important differences in the delays affecting the information flow from each source to its destination. Our approach consists in identifying an excessive delay in the information reception as an indicator of malfunction. In this respect, we will draw a delaybased distinction between the viable and unviable parts of the electrical grid. The control formulation will be defined for the viable portion of it, taking into account estimated power flows involving the unviable parts of the grid, as well.
A. Viable Graph
The objective of the electrical grid topology estimation is to define the controller's inner estimate of the ICT-accessible portion of the electrical grid. In the presence of limited assumptions on the ICT network performance, this can be done by means of a delay-based criterion, consisting in the definition of the viable node set N V (τ ) = {n ∈ N : δ gc n (τ ) ≤ δ gc th }, where δ gc th ∈ N is a fixed threshold. According to this definition, if no recent enough information has been received from a given electrical node, this is considered inaccessible also as a receiver of control signals. Similarly, we can also define the set of viable electrical lines E V (τ ) = {e ∈ E(0) : δ gc e (τ ) ≤ δ gc th }. Consequently, bottlenecks due to different ICT nodes along the communication path defined by the adopted transmission protocol also contribute to the viability discrimination, qualified by graph
B. State Prediction
Predicting the electrical grid's time evolution is complicated by the nonuniform delay affecting the information arriving at the controller from the different nodes. This discrepancy will be covered by defining b τ = τ − min{δ gc e (τ ), ∀e ∈ E V (τ )} and constructing the state estimatex e (b τ ) based on the state information available about each edge, i.e., x e (τ − δ gc e (τ )), ∀e ∈ E V (τ ). Instant b τ will be considered as a baseline time for prediction and control. Denote byx e (k|τ ) the state prediction for edge e computed at time τ and referred to time k and by h τ the prediction horizon defined at time τ , which we will choose so that h τ > τ − b τ so that the prediction is not obsolete by default when produced. Now, consider a graphŜ(τ ) = {N (τ ),Ê(τ )}, whose construction will be specified later and such thatN
. Based on (6), for each control island j inŜ(τ ), we introduce the following state predictor, ∀k ∈ [b τ , b τ + h τ − 1]:
wherê
(11)
Equation (9) is the predictor initialization; at the start, it will correspond to the nominal operation values of the electrical grid. The power flow (4) is replicated in the controller's viability-based framework by (10); the terms on the right side therein are specified in (11) and (12). In (11),M (τ ) is the arc-node incidence matrix associated toŜ(τ ), whereas W is assumed to be known to the controller. Notably, the predicted power load/generation balanceP [j] (k|τ ) inside the jth control island results from predicted generationĜ [j] (k|τ ) and load L [j] (k|τ ) to be assigned by our controller, in combination with the estimated border power flowB [j] (k|τ ). This quantity, by convention, will be considered as positive if entering the node, and it will be taken into account in the control synthesis procedure. Different estimation methods can be applied for it, e.g., taking a constant value or considering the (delayed) expected effect of previous control decisions on the plant's performances.
Formulas (8)- (12) rely on the assumption that the topology of the jth control island stays unmodified along the considered prediction horizon. For consistency, this implies that the predicted states should not exceed the capacity values leading to failures, e.g., |x [j] 
To meet this requirement, we will defineŜ(τ ) by introducing specific constraints in our MPC formulation and performing a feasibility check taking S V (τ ) as a starting point, which possibly leads to edge removals. As forx [j] (b τ ), the fulfillment of the capacity constraint is ensured by the fact thatÊ(τ ) ⊆ E V (τ ).
C. MPC Controller
In the control design, we consider as control variables the generation and load levels of the nodes qualified as viable, as well as the possible controlled cutting of some lines among those connected to them. The idea consists of two key elements: 1) associating the possible line cutting to the solution of a feasibility test attached to the proposed predictive control formulation, leading to the definition ofŜ(τ ) at each instant τ , and 2) predicting optimal generation and load sequences to be sent to the grid nodes. At the electrical grid level, the most feasible predictions will be actuated taking into account the delay affecting the transit of the control signals via the ICT. Now, assume thatŜ(τ ) has been specified, and letĜ
denote generation and load values inside each control islandŜ [j] (τ ). According to the receding horizon control principle, our MPC controller will solve, at each instant τ ≥ 0 and for each control island, the following constrained finite-time optimal control problem:
where, fixing a weighting coefficient β ≥ 0,
and μ 1 , μ 2 are suitable convex functions. Formula (19) is meant to put together two priorities typically found in electrical transmission grid management problems: supporting the load request and limiting the grid risks due to line overloads. The constraint set also obeys the same principles: (14) is the previously introduced state predictor, and (15) prescribes the fulfillment of the capacity constraints specific to each line; (16) and (17) are bounds to the generation and load for each node within control island j; (18) represents the power balance condition, comprehensive of the estimated border power flows.
As the MPC problem is solved at each instant, the controller will track the system's changes progressively according to the most updated data coming from the plant. At each instant, the computation of the optimal solution to the problem discussed above will be preceded by a constraint feasibility check leading to the specification ofŜ(τ ). DefineB
. Then, the following theorem is related to the feasibility of the MPC problem formulated above.
Theorem 1: Assume
Assume also that, for allG n ∈ {G
Then, problem (13)- (18) formulated at time τ is feasible for the jth control island. Proof: First, observe that conditions (20) and (21) imply the feasibility of (18) , in view of (16) and (17) and the definition ofB
V (τ ); thus, it only contains edges e ∈ E(τ − δ gc e (τ )), which fulfill |x e (τ − δ gc e (τ ))| ≤ C e . As a consequence, since by (9) we have |x e (b τ |τ )| ≤ C e , if |F e (b τ |τ )| ≤ C e in view of (8) , it will follow that also |x e (b τ + 1|τ )| ≤ C e , ∀e ∈Ê(τ ). Extending the same condition to the entire prediction horizon, condition |F e (k|τ )| ≤ C e , ∀e ∈Ê [j] (τ ), and ∀k ∈ [b τ , b τ + h τ − 1], ensures the feasibility of constraint (15) . Finally, according to (10)- (12), we can rewrite the latter condition for the jth control island as
, andB [j] (τ ), the feasibility of (15) is translated into a boundary check represented by condition (22) . A special point of interest about the latter result is that it provides a tool for defining line cuts preventing critical situations, as far as both service provision and infrastructure preservation are concerned. An option in this sense is to initializeŜ(τ ) as S V (τ ) at each step. Then, assigning line cutting costs to both internal and border lines of each island j found in it, we will calculate the minimal-cost line removal that ensures feasibility, leading to an updated definition ofŜ(τ ). Now, we defineφ V (τ ) as the selected line cut referred to the viable set E V (τ ) leading to feasibility; this may also include no cuts. These controllerinduced line cuts that are defined and computed at time τ will produce effects on the variable φ e through the mediation of the ICT network. The following corollary, whose proof is trivial, is a simple consequence of Theorem 1.
Corollary 1: 
D. Control Signals Transmission and Distortion Compensation
As we have already discussed, the effectiveness of the control action can critically depend on the viability properties and, consequently, on the accessibility of the electrical nodes. ICT delays, data packet disorder, and modifications to the communication paths significantly affect the quality of the transmission process. This also implies that the reconfiguration control signals from the controller to the plant can be partially received and with variable delays according to the situation, resulting in a distortion over the original controller's messages. Moreover, the operational conditions of the grid itself may have changed at the same time.
A first consequence of these considerations is that the controlled cuts φ(τ ) applied at time τ may not match the complete set of selected line cuts defined by the controller. Furthermore, in general, a compensation is required inside the electrical nodes in order to cope with the balancing requirement (3). To this end, conditions (5) are assumed to be fulfilled in the hereafter analysis. The discrepancy compensation is generally supposed to involve all nodes in a given island j existing in the grid at time τ , irrespective of their instantaneous accessibility by the controller. Let G (j),a (τ ) and L (j),a (τ ) denote the values of generation and load assigned to each node in the considered island. In order to overcome the ICT delays, G (j),a (τ ) and L (j),a (τ ) are chosen by first considering the most updated arrays of control predictions received by each electrical node from the plant and, second, by selecting among the array's prediction values the most suitable one based on a minimal time discrepancy principle. Now, the objective is to assign the actual balanced values for G (j) (τ ) and L (j) (τ ), for each electrical island j existing at time τ . This is done trivially if
i.e., the island is power balanced. Otherwise, a matching of the offered generation with the requested load is performed, on the basis of the local power balance compensation mechanisms that inherently exist in large traditional power generation facilities (e.g., increasing the angle velocity of generators and shedding local loads). Specifically, if in island j the generation assigned by the controller exceeds the connected load
, the generation at all the island's nodes is proportionally decreased un-
, the load at all the island's nodes is proportionally increased (if possible, as, for example, where water dams or other energy storage mechanisms exist), while keeping
On the contrary, the reverse procedure is followed when
power is balanced by increasing generation up to the aggregate requested load;
, and a proportional load shedding is applied.
V. NUMERICAL EXPERIMENTS
Here, we consider an application of the proposed control architecture to an electrical grid composed of 14 nodes and 20 lines. The topology is taken from the IEEE 14-bus test system, represented in Fig. 2 , and the reactance values are chosen according to the prototype. We assume that each bus contains both load and generation. In particular, bus 1 provides over 30% of the total power generation in the grid, while its load amounts to about 0.02%. The considered scenario consists in the failure of line 1, leading to a reduced connectivity between node 1 and the rest of the grid. Moreover, the ICT topology matches the one of the electrical grid, with the controller connected to ICT nodes 4, 5, 6, and 11. We study the effects of the value of the interdependency delay constant δ add n entering (7) (the same for all nodes, i.e., δ add n = δ add , ∀ n ∈ N I \ {0}). It must be highlighted that the exact choice of the ICT topology is not critical for the particular purposes of our analysis, since the efficiency of the MPC algorithm is primarily affected by the encountered delays between the controller and the distributed controlled nodes. Hence, in order to acquire a generic evaluation of the system's operation, it is important to consider a wide range of ICT QoS levels regardless of the specific interconnection of the ICT nodes. To this end, different values of delay are taken into account (δ add ), for the performance of the proposed control scheme to be widely tested.
In formula (19), we fix, ∀ τ and where q e is chosen to penalize the predicted states when they get close to or exceed the line capacity, ∀ e ∈Ê [j] (τ ). As an output of our simulations, in Fig. 3 , we report the number of lines tripped off by the controller along with the total number of lines off eventually being nonoperational, both expressed as functions of the interdependency delay constant. It can be observed that the controller contributes to the preservation of the lines from damages due to cascading overload by means of preventing line tripping off. Furthermore, in Fig. 4 , we represent the reduction to the supported load with respect to the grid's nominal conditions, which consistently increments against the increase interdependency-related delay.
VI. CONCLUSION
This paper has presented an interdependency-aware approach for modeling and controlling an ICT-enabled power transmission grid. The basic principle was to model the effect of power shortage on the performances of the ICT network in terms of delay. In the same framework, we formulated an MPC-based control algorithm to tackle the problem of cascading effects induced by the failure of some electrical lines. One of the novelties of our approach was that we explicitly considered the role of the interdependency-induced delay and grid accessibility in order to provide a timely action on the grid, which was based on a combination of controlled line cutting and load/generation rebalancing actions. Further research on the topic will deal with distributed control architectures and with an evaluation of the impact of specific network features (e.g., controller centrality and network clustering) on the effectiveness of the proposed solutions. In addition, further studies will be devoted to analytic interdependency modeling approaches and to the effects of specific classes of threats primarily affecting the information infrastructure, e.g., ineffective communication protocols and cyber attacks.
