Using very large speech corpora, we can study rare but systematic pronunciation patterns in spontaneous speech. Previous studies have established that word-final alveolar consonants in English (/t/, /d/, /n/, /s/ and /z/) vary their place of articulation to match a following wordinitial consonant, e.g. "ran quickly" → "ra [ŋ] quickly". Assimilation of bilabial or velar nasals, e.g. "alar[ŋ] clock" for "alarm clock", is unexpected according to linguistic frameworks such as underspecification theory. The existence of systematic counterexamples would challenge that theory, but these might have been previously overlooked because they are infrequent. From the c. 8-million word Audio BNC (http://www.phon.ox.ac.uk/AudioBNC) we extracted c. 12,000 tokens of relevant word pairs, to determine whether non-alveolar assimilations occur and with what distribution. Word and segment boundaries were obtained by forced alignment, and F1-F3 formant frequencies were estimated using Praat. Formant frequencies in assimilation environments were compared to non-assimilating controls (e.g. them down vs. them back/then down). We also examined patterns of variability in different contexts. We will present evidence that velar and bilabial nasals sometimes do assimilate, though less frequently than alveolars.
INTRODUCTION
The increasing number and size of speech corpora and advances in speech technology now provide unprecedented opportunities to study large quantities of real-life speech, and to answer linguistic questions which it has not been possible to address until now. More specifically, large corpora allow the investigation of phenomena which are systematic, and may therefore be relevant for modeling phonological processes, but which are also rare, and thus have previously lacked adequate empirical investigation. One such phenomenon, the object of this study, is the assimilation of word-final consonants to the place of articulation of following word-initial consonants.
According to many handbooks and textbooks on English phonology (e.g. Kriedler 1989 , Harris 1994 , Roca and Johnson 1999 , McMahon 2002 , Shockey 2003 , Cruttenden 2008 , word-final alveolar consonants (i.e. /t/, /d/, /n/, /s/ and /z/) -and only alveolar consonants -vary their place of articulation to match the consonant with which the next word begins, e. Expressed as a rule, assimilation of labial or velar consonants should not happen; pronunciations such as "ki [m] pin" for "kingpin" or "alar [ƾ] clock" for "alarm clock" would be counterexamples. Indeed, such non-canonical pronunciations have not previously been reported, as far as we are aware. Some phonological theorists have tried to explain the readiness of alveolar consonants to assimilate (vs. the resistance of velar and labial articulations to assimilation) by proposing that alveolar consonants have underspecified (i.e. they lack) place of articulation features (Avery and Rice 1989) . Assimilation of word-final alveolars to following consonants has been studied in an American English corpus by Dilley and Pitt (2007) , but that paper did not look for instances of bilabial or velar assimilation. In this paper we show that assimilation of word-final labial and velar consonants does in fact occur, albeit not very commonly, so that it has been largely overlooked in the literature. However, these are anecdotal observations, with no context, no audio available for detailed study, and no statistics on their frequency of occurrence. In our current project, therefore, we systematically search for and assess the occurrence of such non-alveolar assimilations in a large corpus of natural speech, focusing on the contexts in which they occur most readily, and their acoustic characteristics.
THE AUDIO BRITISH NATIONAL CORPUS
The Audio BNC uniquely provides the necessary resources for studies such as this, in two ways: its relative spontaneity informality and its size. Non-canonical assimilations may be far less likely to occur in careful, laboratory speech. Large size is needed because of the rarity of non-canonical assimilation, and also because of the extremely unbalanced distributions of linguistic units (phonemes, syntactic constructions, words) in natural language -by Zipf's Law, some sounds, words, pairs of words, etc. are vastly more frequent than others. Containing over 1200 hours of recorded speech, the Audio BNC is the largest snapshot of transcribed "language in the wild" ever collected. Roughly half the corpus consists of unstructured, informal speech collected by volunteers, while the other half is largely unscripted speech collected in more formal settings, such as interviews and religious services. Collected in 1991-1992, the 10-million word corpus was designed to include speech from across the United Kingdom, and its annotations include speaker-specific metadata about age, sex, occupation, location, and other details of sociolinguistic relevance. Originally, only linguistically-annotated transcriptions of this spoken material were published (Crowdy 1995) , as part (10%) of the British National Corpus (BNC Consortium 2007). In 2009-10, the British Library Sound Archive digitized most of the original audio recordings, which we automatically aligned with their transcriptions. We have recently published the anonymized audio and time-aligned transcriptions on-line in their entirety (Coleman et al. 2012) .
METHODS AND PROCEDURES
This section describes the methods used in preparation of the general corpus, and in the selection and analysis of word pairs in this study.
Preparing the Audio BNC
The Audio BNC was originally recorded by volunteers on 1,213 90-minute cassette tapes, which were then transcribed into English orthography by professional audio typists and later digitized to stereo PCM audio (.wav files) at 96 kHz with 24-bit resolution by the British Library Sound Archive. We downsampled these to 16-bit, 16 kHz monophonic files, and automatically aligned the orthographic transcriptions with the audio files, using the HTK speech recognition toolkit (Young et al. 2009) , with an HMM topology to match the Penn Phonetics Laboratory Forced Aligner (P2FA: Yuan and Liberman 2008) , with a combination of P2FA American English plus our own UK English acoustic models. In accordance with the recording agreements and publication principles of the BNC transcriptions, personal names and some other speaker-specific information in the recordings were silenced to respect speaker anonymity.
From the Praat text grids generated by forced alignment, we compiled an index of word pair locations (filename, and word pair start and end times) for the entire Audio BNC. Once word pairs of interest had been located within the Audio BNC index (as described below), each token was listened to in order to exclude from further analysis all word pairs that had been grossly misaligned. To date, approximately 30,000 tokens have been hand-checked. Across all word pairs, the alignment of transcription and audio matches in 67% of cases: in one-third of tokens, the complete word pair was not audible in the corresponding audio clip. From these verified word pairs, the analysis was further restricted to tokens for which metadata about the speaker, specifically sex, was available. Word pairs selected for analysis were extracted from the original audio files and re-aligned automatically with a modified dictionary and skips between states of each acoustic model; this was to improve phone boundary locations by allowing for shorter phoneme duration and different phoneme identification. 
Materials: Word Pair Selection
To identify environments for potential non-canonical assimilation, we searched the word pair index for word pairs in which the first word ends in a nasal consonant, and the second begins in an oral consonant. We restricted the study to nasals in order to measure formant frequencies during their closure portion, which is not possible with oral stops. We searched for bilabial nasal /m/ before a velar stop (e.g. I'm getting), and before alveolars (e.g. I'm trying), as well as in control contexts in which assimilation is not expected (before another bilabial, e.g. I'm putting). Likewise, we searched for velar nasal /ƾ/ before alveolar stops (e.g. trying to, long time) or bilabials (e.g. coming back), and in a velar-velar control context (e.g. dressing gown). We also collected pairs in which the first word ends in an alveolar /n/, before labial or velar stops; these nasals are expected to assimilate. A selection of such examples is given in Table 1 .
Formant Frequency Analysis
We analyzed formant frequencies in the word-final nasal of interest and the vowel immediately preceding it in order to infer the nasals' place of articulation. Using Praat acoustic analysis software (Boersma and Weenink 2012), we automatically measured F1, F2, F3 frequencies in the aligned word pairs. To measure formant frequencies, Praat computes a Burg spectrum with a time step of 0.0125 s, an effective analysis window of 0.025 seconds, and a preemphasis of 50 Hz (these are Praat's standard settings). Males' and females' data were measured and analyzed separately, with the following settings. For male speakers, five formants were measured with a maximum range of 4500 Hz, while for female speakers, four formants were measured with a maximum range of 5500 Hz. In order to normalize over vowels and nasal consonants of different durations, the formant frequencies were measured at 10% fractions of each segment in a word pair (0% -90%). However, as the automatically-placed segment boundaries were found to be quite accurate, and as the formant frequencies are quite stable during the vowels and nasals examined in this paper, we averaged across all deciles to obtain a single mean value of each parameter for each segment.
RESULTS

Accuracy of Word and Segment Boundaries Found by Forced Alignment
The recordings in this corpus are very challenging for forced alignment and formant frequency tracking. Due to the informal recording methods (Sony Walkman cassette recorders with built-in condenser microphones, used by volunteer members of the public in a wide variety of recording environments), the signal-to-noise ratio in many of the recordings is so poor that in visual examination of their spectrograms, it can be extremely difficult even for an expert to discern formants or cues to segment boundaries. Therefore, we evaluated the accuracy of word and segment boundaries assigned by the forced aligner against two reference sets of hand-corrected boundaries. For the word boundary evaluation, the absolute differences between automatic and manually-corrected times at three data points (the start and end of word 1, and end of word 2) were calculated in 549 of the highest-frequency word-pairs. 60% of the automatically-assigned boundaries were within 50 ms of the corresponding manual boundaries, and 80% within 100 ms; the RMS difference was 70 ms. For the segment boundary evaluation, the start and end time of the word-final nasals in 374 tokens of come back, 126 tokens of coming back and 99 tokens of coming down were examined. 50% of the automatically-assigned boundaries were within 50 ms of the corresponding manual boundaries, 65% within 70 ms and 80% within 100 ms; the RMS difference was 80 ms. Crucially, these differences had no material effect on the statistical analysis presented in section 4.2.1 below, giving us confidence in the validity of using automatically aligned data. Consequently, the measurements and statistics reported below are based on the automatic alignments.
A Selection of Planned Comparisons
The Audio BNC's most frequent word pairs (e.g. on the, with 4632 tokens available for analysis) are also the most likely to be spoken more quickly, reduced in casual speech, and are hardest for the aligner to segment accurately. Less-frequent word pairs (e.g. young girl, 13 tokens) have too few tokens for accurate measurement, and their average formant frequency measures are highly variable. We focus here on a small selection of word-pairs that are frequent enough for statistically useful results, but not so frequent as to be prone to extreme phonetic shortening. As the project progresses, a larger selection of word pairs will be incorporated into the analysis. We examine the nasals at the end of the first word in selected pairs, as well as the vowels immediately preceding them. From prior work (e.g. Olive et al. 1993) on acoustic cues to place of articulation, we expected that F1 would not be very different between [m], [n] and [ƾ] . We expected that [m] would have the lowest F2 and F3, especially at the transition from the preceding vowel; that [ƾ] would have a higher F2, possibly rising in the direction of a falling F3, especially after front vowels (the "velar/palatal pinch"); and that F2 and F3 for [n] would be highest of all, modulo the variation due to assimilation that has been well-documented for [n].
Coming Back vs. Coming Down
In this comparison we examined whether the final /ƾ/ of coming varies according to (and in the direction of) a following bilabilal (/b/) or alveolar (/d/) stop. We took the nasal in come back as a control, as it is a context in which only bilabial variants are expected. The final nasal in coming may also have an [n] variant, comin', which couldlike other alveolars -assimilate to following stops. To try to control for this, we also examined [ƾ] variation in other words, such as thing, in which "g-dropping" is not expected. To that end, we compared thing that vs. than that. In this case, however, the differences in the nasals are confounded with the quite large differences in the preceding vowels, so we can evaluate that comparison no further here. (185) 428 (140) 1216 (183) 2298 (176) female (189) 594 (181) 1579 (277) 2819 (238) coming back
male (65) 426 (106) 1371 (246) 2290 (183) female (60) 484 (122) 1730 (235) 2737 (228) coming down
male (47) 396 (89) 1414 (293) 2375 (220) female (52) 545 (155) 1858 (245) 2842 (208) Differences in these means for come back vs. coming back, come back vs. coming down, and coming back vs. coming down were compared using t-tests. No significant differences were observed in F1 frequency. One-tailed significant differences in F2 and F3 are summarized in Table 3 . [n] in been doing, due to their labial vs. alveolar articulations. This comparison found no significant differences in their formant frequencies. This is unexpected. While not conclusive -we must be cautious about drawing inferences from an absence of difference -it suggests that [m] in seem to assimilates to a high degree to the alveolar place of the following [t] . We also examined the obvious comparison -seem to vs. seen to -but unfortunately there are not enough tokens of seen to in the corpus to support good measurements. 
Seem To vs. Been Doing
CONCLUSION
For word-final nasals, phonological theory offers an unambiguous prediction: according to "coronal underspecification" (Avery and Rice 1989) , word-final labials and velars are not expected to assimilate their place of articulation to that of following consonants. We tested this prediction against fairly large numbers of relevant wordpairs from a corpus of natural English speech and found strong evidence that word-final velar and bilabial nasals sometimes assimilate to some degree to following consonants, though there is variation in the completeness of assimilation. These counterexamples mean that phonological theory needs to be revised; we think that a probabilistic approach to phonology (e.g. Jun 2004 ) could model such assimilation patterns more adequately. In such a model, alveolars, velars and bilabials can all assimilate, but with different ranges of variation and with different incidences (i.e. assimilation is more likely in more common word-pairs).
