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Summary
In last ten years, we have witnessed the success of P2P (Peer-to-Peer) network. It
facilitates the information sharing to an unprecedented scale. Some popular applica-
tions, such as Skype and Emule, are deployed to serve millions of users. Although
well recognised for its scalability, current P2P network lacks of state-of-art data
management system, especially for enterprise applications. To address this problem,
database community attempts to integrate database technologies into P2P networks
and various PDMSs (Peer-based Data Management Systems) are proposed. In this
thesis, we design an efficient processing framework for the PDMS. The framework
consists of a query optimizer and three processing approaches tailored for different
types of queries.
• For simple OLTP queries, the optimizer applies the distributed index to pro-
cess it. To reduce the maintenance cost of indexes, we propose a just-in-time
indexing approach. Instead of indexing the whole dataset, we selectively pub-
lish the data based on the query patterns.
• For multi-way join queries, the optimizer adopts an adaptive join strategy. It
first generates an initial query plan based on the distributed histograms. Since
the histograms only provide a coarse estimation, the optimizer will periodi-
cally adjust the plan by exploiting the real-time query results.
i
• When a small amount of inaccuracy can be tolerated, the optimizer switches
to an approximate OLAP query processing algorithm. The algorithm contin-
uously retrieves random samples from PDMS. And approximate results are
generated and refined based on the samples.
The query optimizer select the corresponding processing scheme and exploits
the distributed histograms to optimize the query plan. The proposed approaches in
this thesis are evaluated on a real distributed platform, PlanetLab. We used TPC-H
queries and dataset in our benchmark.
Keywords: P2P, PDMS, BATON, Just-in-time, Indexing, Adaptive Query Process-
ing, Approximate Query Processing, Sampling, Online Aggregation.
ii
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Peer-to-Peer (P2P) computing is a new computation paradigm, which eliminates the
need of centralized servers. In a P2P network, the data are self-maintained and selec-
tively shared by participants. Compared to the Client/Server model, P2P computing
is more flexible and scalable. The first successfully deployed P2P file sharing sys-
tem, Napster [10], has millions of registered users. Such scalability has never been
observed before.
Based on the P2P model, various applications have been implemented, such as
File Sharing Systems [6, 7], Internet Phone Systems [13] and VideoStream Systems[12,
3]. However, most P2P-based systems are designed as an autonomous system with
few or no administration. And they lack of efficient query processing and schema
support for data intensive applications. Therefore, those systems cannot be used to
support enterprise applications, which are widely deployed on conventional database
systems.
Recently, database community attempts to exploit the database technology to
1
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provide a high-scalable data management systems for P2P networks [44]. However,
the PDMS (Peer-based Data Management System) is significantly different from
conventional database systems in several ways.
1. There is no master server in PDMSs.
2. Data are maintained by each node individually and queries are processed in a
full distributed manner.
3. Compared to distributed database system, which typically has dozens of nodes,
PDMS is designed to support hundreds or even thousands of concurrent nodes.
4. The design and principles of conventional database systems cannot be directly
applied to P2P systems. Several challenges, such as schema mapping and data
consistency, must be addressed.
In this thesis, we focus on one particular problem, efficient query processing, in
the PDMS. In the PDMS, data are partitioned among the nodes 1. The processing
engine must optimize and process the query in a distributed manner. Hence, we
design and implement different processing schemes for various types of queries.
The effectiveness and efficiency of our schemes are evaluated on a real distributed
platform, PlanetLab[11].
1.1 PDMS (Peer-based Data Management System)
PDMS distinguishes itself from other P2P systems by its design and features. PDMS
combines the advantages of both database systems and P2P model. It enhances its us-
ability by integrating database features, such as schema support, query optimization
1without explicitly specified, the term “node” and “peer” are used interchangeablely.
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and high-level query language. It achieves the scalability and reliability by inherit-
ing the structure of P2P network. The data are partitioned among the participating
nodes. And the queries can be processed by the nodes in parallel.
In PDMS, each node represents a company or department. After joining the
system, it maps its local schema to a global defined schema [54] or the schemas of its
neighbors [100, 90, 82]. The node maintains its local database and selectively shares
a portion of its data with others. Compared to the other P2P systems, nodes in PDMS
are assumed to be more stable. They join the system for information sharing and
collaboration. Node churning and free-riding, which are common in other systems
[45], are expected to be less common, since the owners join the network for the intent
of sharing and cost saving.
In the PDMS, the node is connected to others via unstructured P2P network [6,
105] or structured P2P overlays [95, 87, 57]. Unstructured P2P network has less
maintenance cost and can be easily extended to support complicated queries. But it
cannot guarantee the efficiency and quality of the query processing. In this thesis,
we focus on implementing a PDMS for supporting enterprise applications, which are
originally deployed on conventional database systems. The PDMS must provide a
similar query performance to the conventional database. Therefore, structured P2P
network is adopted as our underlying overlay.
Building PDMS on structured P2P network is more manageable. The nodes are
maintained in a distributed structure. The routing protocol guarantees the perfor-
mance of lookup operation. And different types of distributed index can be con-
structed. However, current PDMSs still do not have a full-fledged query processing
engine. Most existing P2P systems only support simple keyword search without
the guarantee of recall and efficiency. But in the PDMS, SQL-like queries must be
3
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supported to enable the database clients to use the system without further training.
From the view of users, PDMS should provide a similar interface as the distributed
database systems.
1.2 Query Processing in PDMS
To efficiently process queries in PDMS, we can adopt the techniques in conventional
databases. But compared to other P2P systems and conventional database systems,
query processing in PDMS is extremely difficult as:
• To process a query, we must translate it into a physical plan and send the plan
to corresponding nodes, which will collaborate with each other to process the
query. The physical plan must define the access methods and the ways in
which the data are transferred among the nodes.
• In conventional database systems, index can be used to improve the perfor-
mance of high-selective queries. The same strategy can be applied to PDMS
to avoid redundant messages and computation. However, building indexes for
relational data in PDMS has not been properly addressed. The index must be
maintained in a distributed manner, as central servers can potentially become
the bottleneck. But compared to the conventional indexes, distributed indexes
incur higher maintenance cost.
• Query plans affect the performance significantly, especially for multi-join queries.
But in the PDMS, we are deprived of global information, which is required to
generate an optimized query plan. Due to node autonomy, we need to collect
the statistics of data and query distribution on the fly.
4
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• In P2P systems, network cost dominates the total processing cost, while in
conventional database systems, local disk I/O is the main concern. Therefore,
a new cost model is required to estimate the processing cost for the PDMS.
In this thesis, new processing algorithms and index tailored for PDMS are proposed
to address the above problems. Specifically, we focus on three types of queries,
namely, OLTP queries, multi-way joins and aggregate queries. These queries repre-
sent the major workload in a PDMS.
To evaluate the performance of our proposals, a database performance bench-
mark, TPC-H [14], is used in this thesis. The schema of the TPC-H will be shown in
Chapter 4.
1.2.1 OLTP Queries
In the PDMS, OLTP queries are issued to retrieve information of some specific ob-
jects. For example, the following query in the TPC-H schema is issued to list the
retail prices of ECONOMY ANODIZED STEEL with size less than 20.
Q1: SELECT retailprice
FROM part
WHERE type=”ECONOMY ANODIZED STEEL” and size≤ 20
Most OLTP queries are simple but highly selective. Suppose, each node (company)
in a PDMS provides products of limited types, and only a few nodes will get in-
volved in Q1. Instead of forwarding the query to all nodes, we can locate the nodes
that provide the products of ”ECONOMY ANODIZED STEEL”. In this way, we
potentially improve the performance of the system by reducing the query messages.
5
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To facilitate such queries, indexes are built in PDMS. Specifically, for Q1, in-
dexes on attribute type or size can be constructed. In PDMS, a centralized index
server is not suitable, as it will become the bottleneck and introduce single point
of failures. It is therefore desirable to build a distributed index, which is main-
tained by all the nodes in the PDMS and more scalable and robust. Previous work
[54, 93] applies P2P routing protocols to construct and disseminate indexes in the
network. A full indexing strategy is typically adopted. That is, all tuples in databases
are indexed. The full indexing strategy can efficiently support exact-search query;
but it also incurs high maintenance cost, especially in a data-intensive application.
Therefore, in this thesis, we propose a light-weight and self-tuning indexing scheme
for PDMS. Our indexing scheme follows the philosophy of Just-in-Time processing
such that the index is built only when it is necessary.
1.2.2 Multi-way Join
In data warehouse systems, star schema is the most popular data model, where a fact
table is connected with multiple dimensional tables by (primary key-foreign key)
relationships. To retrieve information about specific products or collect statistics
for decision making, multi-way join queries are submitted to the system. As an
example, the following query retrieves the information of nation, retail price and
extended price of specific products in TPC-H schema.
Q2: SELECT n.name, p.retailprice, l.extendedprice
FROM lineitem l, partsupp ps, part p, supplier s, nation n
WHERE type=”ECONOMY ANODIZED STEEL” and size≤ 20 and
l.partkey=ps.partkey and l.suppkey=ps.suppkey and
6
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ps.partkey=p.partkey and ps.suppkey=s.suppkey and
s.nationkey=n.nationkey
The order of join operators greatly affects the query performance. In Q2, a good
plan is to join part with partsupp firstly, as part has selection predicates. Instead, if
we perform lineitem ⊲⊳ partsupp in the first step, the query processing may last for
hours even for a small (e.g. 10G) dataset. In conventional database systems, there
are extensive work [98, 81, 102] on query optimization, focusing on generating an
optimal join sequence. When processing multi-way join queries in PDMS, we can
reuse their techniques.
Compared to conventional database systems, optimizing multi-way join in PDMS
is even more challenging. In PDMS, each node maintains a local database. If one
node tries to get a global view of the system, it needs to issue queries, which join
data from multiple nodes. To perform a join, data are shuﬄed between nodes and ob-
viously, the network communication cost dominates the processing cost. In this the-
sis, we address the multi-way join problem by proposing a new optimization model.
Based on some approximate histograms, an initial query plan is constructed to reduce
the total processing cost. Due to lack of global information in PDMS, the optimizer
dynamically adjusts the query plan in run-time, if it finds a better plan than current
one.
1.2.3 Aggregate Query
Aggregation query plays an important role in decision making systems. In PDMS,
if a company wants to know the statistics of its partners, it can issue an aggregate
query to the whole network. In TPC-H, Q3 is submitted to the system to compute
7
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the average prices of orders within specific date.
Q3: SELECT average(o.totalprice), l.linestatus
FROM lineitem l, orders o
WHERE l.orderkey = o.orderkey and l.shipdate>’1995-01-01’ and
l.shipdate≤’1995-12-31’ and o.orderpriority=’urgent’
Group By l.linestatus
Aggregation query is commonly the most expensive query. It needs to scan a large
portion of data and performs necessary join and group by. Scanning local data incurs
tremendous I/O costs and as we mentioned before, join operation may introduce high
network overheads. For example, suppose node n0 maintains a partition of table
orders and node set S n = {n1, ..., nk} are owners of table lineitem. To process Q3,
n0 needs to send the tuples of table orders to all nodes in S n, which is very costly.
Therefore, we need an efficient approach to handle aggregate query in PDMS.
Hellerstein et al.[52] suggests that for most applications, precise aggregate result
is not always necessary and an approximate result with satisfied quality is enough.
For example, suppose the average daily sale of a retailer is $23,056. An approximate
result $23,000±100 with confidence 95% can actually provide a good estimation.
Therefore, in [52], a special technique, online aggregation, is applied to retrieve ran-
dom samples continuously from the database and generate approximate results based
on the samples. The results are refined gradually as more samples are obtained. To
estimate the quality of the results, error bound and confidence are computed based on
the statistics model. This strategy can provide a fast approximation and is extremely
useful, when precise results are not required.
8
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In this thesis, we extend the above strategy to PDMS. When users do not insist on
the precise results, online aggregation technique is applied to provide an approximate
result. In PDMS, as data are distributed over the network, two new problems need to
be addressed, 1) how to retrieve random samples from the corresponding nodes and
2) how to compute approximate results, given the sample streams.
1.3 Outline of The Thesis
The rest of the thesis is organized as follows:
• Chapter 2 introduces the concept of P2P network, PDMS systems, Optimiza-
tion for Multi-way Join and Approximate Query processing, and reviews re-
lated work.
• Chapter 3 presents the architecture of PDMS and the functionality of each
module.
• Chapter 4 proposes a new indexing scheme for PDMS, PISCES. PISCES
builds the index based on the query patterns. It is designed to efficiently pro-
cess OLTP queries in PDMS.
• Chapter 5 presents the design and implementation of our optimizer for multi-
way join queries in PDMS. The optimizer generates an initial query plan based
on the histogram information. And, it adaptively adjusts the plan when run-
time statistics is collected.
• Chapter 6 discusses how to efficiently process aggregate queries in PDMS.
Specifically, an online aggregation approach is applied to generate approxi-
9
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mate results with estimated error bound and confidence. The results are further
refined, when more samples are retrieved from the database.




In last ten years, P2P computing has attracted a great deal of attentions and has
been well studied by different communities. Many overlay structures were conse-
quently proposed by the network researchers to speed up the message routing, while
database researchers provide efficient data management service on top of the under-
lying overlay. In this chapter, we review previous efforts on building scalable P2P
systems from both communities. Moreover, as our work inherits some query pro-
cessing techniques in conventional database systems, a short introduction is given
for the related work. Specifically, in Section 2.1, we discuss the designs of popular
P2P overlay structures. We classify them into unstructured overlays and structured
overlays. In section 2.2, we review the existing work on PDMS. We mainly focus on
the query processing issues. And finally, in Section 2.3 and 2.4, we introduce the re-





P2P network differs from the client-server network in that every node acts as both a
client and a server in a P2P network. The node can directly communicate with others
without the intervention of the server. Hence, the workload is balanced among the
participating nodes. A single node’s failure does not affect the functionality of the
network. P2P is a new computation model, which changes the architecture of many
systems, and which relies on an underlying overlay network. In the last decade,
many overlay structures have been proposed [10, 6, 7, 95, 87, 57]. Generally, based
on how the message is routed, they can be classified into two types, the unstructured
P2P overlays and the structured P2P overlays.
2.1.1 Unstructured Overlays
Napster [10] is the first widely deployed P2P network. Napster adopts a hybrid
model by combining P2P and client-server network. It has a central server, main-
taining the index for processing queries. The central server collects information from
the other nodes and builds indexes for them. Nodes can directly download data from
others, but their queries must be forwarded to the server for processing. Therefore,
the central server risks of being the bottleneck.
Different from Napster, Gnutella [6] is a fully decentralized P2P system. There
is no central server in Gnutella and each node maintains connections to a fixed num-
ber of neighbors. The new node can join the network by connecting to any existing
node, which acts as the bootstrap. The bootstrap selects neighbors for the newly
joined node and notifies the neighbors of the new node. To process a query, the











Figure 2.1: Unstructured Network
will recursively broadcast the queries to their own neighbors. This flooding process
continues, until the number of hops reaches the predefined threshold. Figure 2.1
shows an unstructured network. Suppose node A tries to locate a file in node F. It
will broadcast the query to its neighbors, node B, C and E, which will forward the
query to their neighbors (e.g. node D, F, H). After receiving the query, node F
will directly send back the file to node A. In the later version of Gnutella protocol,
nodes in the network are classified as super peers and common peers (some popular
P2P systems, such as KaZaA [7], also adopt the super-peer structure to improve the
search efficiency). Super peers act as servers, managing the data and processing the
queries for the clients. A common peer is attached to one of the super peers and
publishes their indexes to the super peer. Super peers are connected as an unstruc-
tured network, and flooding is used to route queries between the super peers. Based
on the protocols of Gnutella, many open-source P2P systems are developed, such as
Limewire [8] and Shareaza [4].
To reduce the routing cost in unstructured overlays, different routing schemes
have been proposed to replace the naive flooding strategy. Lv et al. [73] applied a
random walk based routing algorithm to improve the search efficiency. Instead of
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forwarding the message to all neighbors, the node will randomly (or based on some
probability function) select one neighbor as the next hop. Random walk strategy
significantly reduces the processing cost, but it also leads to high latency. Hasslinger
et al. [51] analyzed and evaluated the family of random walk algorithms in unstruc-
tured overlays. It turns out that optimized random walk performs much better than
the flooding strategy. In [36], a special routing index is built for efficiently routing
between neighbors. A node ni maintains an index for the data in its neighborhood,
based on which, the query can be routed in fewer hops. As in most applications,
users always share common interests. By organizing their nodes together, we can
reduce the routing cost. Therefore, [33, 82] proposed new neighbor selection al-
gorithms by considering the similarity between the nodes. And [77] proposed to
build unstructured overlays that follow the properties of “small-world” graph. As a
matter of fact, the “small-world” theorem is widely used in the design of structured
overlays.
2.1.2 Structured Overlays
The structured P2P overlays are proposed to support efficient routing, as the unstruc-
tured P2P overlays cannot guarantee that all results are returned within a limited
number of hops. Among all existing structured overlays, the most popular one is the
Distributed Hash Table (DHT) networks, such as Chord [95], CAN [87], Pastry [92]
and Tapestry [106]. In DHT networks, each node is given a unique ID, generated by
the consistent hash function. The key space (0-2k) is partitioned among the nodes
and each node is responsible for a range of key space, where all data and queries in











Figure 2.2: Structured Network (Chord)
maintains a few other nodes in its routing table. Typically, the routing neighbors
have a distance of 2x (0 ≤ x < k) to the node. When routing a message, the node
checks its routing table for the closest neighbor to the message’s destination. And,
it will forward the message to that node. Figure 2.2 shows a Chord ring with k = 3.
Node B, C and E are node A’s routing neighbors. To forward a query to node F,
node A searches its routing table, which maintains the information about node B, C
and E. It selects node E, which is closest to the receiver of the query. Then, after re-
ceiving the message, node E will search its own routing table and forward the query
to its neighbor, F, which is also the destination of the query. The beauty of DHT
network is that any message is guaranteed to reach its destination within O(log N)
hops, where N is the total number of nodes in the network.
By adopting a consistent hash function, DHT can balance the data and queries
among all the nodes. But as hash function breaks the locality of data, supporting
complex queries, such as range queries and similarity queries, are very expensive
15
2.1. P2P OVERLAYS
in DHT network. Therefore, non-DHT overlays have been proposed to address this
problem. In Mercury [28], nodes join multiple ring structures to support relational
data. Instead of applying the consistent hashing, a datum is directly mapped to the
rings using its value. A ring structure is responsible for a specific attribute. By trav-
eling among the rings, Mercury supports multi-attribute range queries. SkipNet [50]
and SkipGraph [21] connect nodes through several skip lists. Following the links of
skip lists, we can retrieve the data within a specific range. P-Grid [15] generates a
distributed prefix tree for the nodes. Similar data can be retrieved by searching the
sub-trees with the same prefix. Note that P-Grid only supports approximate range
search. BATON [57] uses a balanced tree structure to organize nodes, which can
be considered as a distributed B+-tree. The adjacent links of BATON enable the
retrieval of data in a range. VBI-tree [58] is an extension of BATON, designed to
support multi-dimensional range queries. In the VBI-tree, each node plays as two
roles, a data node and a routing node. Key space is partitioned among the routing
nodes in a k-d tree way. BATON-Star [56] further optimizes BATON by tuning the
fanout of BATON node to achieve better routing performance.
There are many other proposals on the overlays, and each is designed to either
reduce search latency or maintenance cost. An overlay with lower search latency
tends to incur higher maintenance cost due to larger routing table or more frequent
messaging. Therefore, a balance between the two metrics must be stricken to achieve
the design objectives. Fortunately, most structured P2P networks, whether DHT
based or non-DHT based, have been shown to have a theoretical basis on the Cayley




Table 2.1: Comparison of Overlay Network
Features Unstructured Overlays Structured Overlays
routing table directly connected neighbors with 2x
neighbors distances
query processing flooding or its forwarding queries based
variants on the routing table
result quality no guarantee the result is
on recall complete
query support supporting all difficult to support
types of queries complex queries
node churn less overheads high overheads due
to updates of the routing table
scalability high limited for node churn
2.1.3 Comparison of Overlay Networks
Both unstructured and structured P2P overlays are widely deployed in real systems.
Table 2.1 lists the comparison of different overlays.
Unstructured overlays are more scalable, as they are less affected by node churn.
When node joins or leaves the network, only a few messages are triggered to notify
the neighbors. Some systems adopt the lazy-update model, which further reduces
the costs. When a node leaves the network, it does not notify its neighbors. Instead,
the neighbors will detect its absence via the heartbeat messages. On the contrary,
structured overlays cannot efficiently handle the node churn. When node joins or
leaves the network, they need to update the routing tables of all involved neighbors
and shuﬄe data between nodes.
Structured overlays outperform the unstructured ones for query processing. The
structured overlays guarantee the search performance and the result completeness,
while the unstructured ones can only provide a best-effort service. However, it is
easy to support complex queries in unstructured overlays. Each node just invokes
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its local processing logic, when receiving new queries; while in structured overlays,
sophisticated processing schemes are required for different queries. In this thesis, we
adopt the structured overlays, as 1) in enterprise applications, nodes are more stable
and thus node churn does not affect the performance; 2) users expect high query
performance and complete results; and 3) administration is required to monitor the
network status.
2.2 PDMS
Existing distributed systems can hardly scale up to hundreds of nodes, which lim-
its their usability in developing large-scale enterprise applications. On the contrary,
P2P systems show their scalability in file sharing, IP phones, video streaming and
other applications. But most P2P systems only provide basic data management ser-
vice. For example, in most P2P file sharing systems, only simple keyword search
is supported. To enhance the functionality of P2P systems, the database community
has proposed a series of PDMSs (Peer-based Data Management System), such as Pi-
azza [100], Hyperion [90] and PeerDB [82] on unstructured overlays and PIER [54]
and Mercury [28] on structured overlays.
2.2.1 Schema Mapping
In PDMS, each node maintains a local database and it can selectively share a portion
of its data. As each node can define a customized schema for its data, to share data
between different nodes, schema mapping is required.
Two mechanisms have been adopted for schema mediation in data integration
systems, namely, GAV (Global As View) [46] and LAV (Local As View) [67]. In
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the GAV strategy, remote schemas are represented as a set of integration formulas.
Before the node forwards its query to the neighbors, it applies the integration for-
mulas to transform the query to follow the remote schemas. In the LAV strategy,
local schema is denoted as a set of views for the remote schemas. When receiving
a query, the node will perform the query based on the views. Piazza [100] adopts a
hybrid scheme by building both GAV and LAV mappings between nodes. When a
node initializes a query, the query will be reformulated step by step according to the
mapping relations. In Hyperion [90], a mapping table is established between adja-
cent nodes. The table provides different semantic mapping functions. When a query
is forwarded from one node to anther, it will be transformed based on the mapping
table. Alternatively, PeerDB [82] adopts the information retrieval technique to auto-
matically discover the matched tables and columns. No predefined matching rule is
required.
Schema mapping by itself is a complicated problem, which is beyond the scope
of this thesis. Therefore, in this thesis, we assume the mapping relations have been
set up by some commonly used schemes. In particular, we simplify the problem in
the following way. A master server is set up to handle schema mapping. All local
schemas are transformed into a global one. When a new node joins the system, it
connects the master server to build the mapping relations. All queries are issued
based on the global schema.
2.2.2 Indexing
Indexing schemes are implemented differently for unstructured overlays and struc-
tured overlays. In unstructured overlays, the node maintains an index for the data in
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its neighborhood [37], whereas in structured overlays, the node publishes its index
based on the routing protocols [54]. In either case, the nodes need to share local
storage to maintain the indexes for the remote data. Compared to the unstructured
overlays, the index in the structured overlays is more efficient, because the index
search cost is bounded by the routing cost. To index the relational data, a names-
pace is generated for each tuple. Based on its namespace and values, the tuple is
routed and indexed at a remote node. As the size of index is appropriate to the
size of data, building index for every tuple incurs high overhead and is not scalable.
Therefore, PIER [54, 69] proposed a kind of partial indexing strategy. Specifically,
only rare items are indexed and searched via the routing protocols, while the popular
ones are searched via flooding. In [71], a similar scheme was proposed to speed up
data dissemination in structured MANETs and support approximate similarity search
for images. The above indexing schemes only provide approximate results for the
queries, which cannot satisfy the requirement of many enterprise applications.
2.2.3 Query Processing
In unstructured overlays, complex queries can be easily supported. When receiving
a SQL query, the node invokes the query engine of its local database to process the
query. Then, it transforms the query based on the mapping relations and forwards the
query to its neighbors. Piazza [100] and Hyperion [90] apply this strategy. Although
simple, it can effectively support most types of queries. The trade-off is the quality
of the results, as:
• Due to the routing protocols of unstructured overlays, not all results are guar-




• The flooding strategy is costly and its performance depends on the slowest
node involved in the search.
• The query processor assumes no correlation between data of different nodes,
which may not be true. Suppose node A is a CPU manufacturer, node B is a
main-board supplier and node C is a PC vendor. Node C needs to join the data
of node A and B to get valid machine configurations.
Different from the unstructured overlays, structured overlays can exploit the data
index to improve the query performance. However, how to process complex queries,
such as multi-way join and aggregate queries, is still an open issue. Harren et al.
[49] summarized the challenges of processing complex queries in DHT network.
Rosch et al. [91] proposed a best effort query processing algorithm. Ganesan et
al. [41] studied how to process multi-dimensional queries in DHT network. And a
query processing framework for DHT network is introduced in [101]. More com-
plex and specific queries are also studied in structured overlays. Wang et al. [104]
proposed a framework for processing skyline queries in structured overlays. Michel
et al. [78] presented a distributed Top-K algorithm. Recently, [18] discusses how
to support transactions semantics on PDMS by exploiting the replication strategy of
Chord [95]. To our knowledge, none of the current work focuses on a full-fledged
query processing engine in PDMS. Most of them try to optimize some specific types
of queries, while ignoring others.
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Figure 2.3: Adaptive Query Processing
2.3 Adaptive Query Processing
In the traditional database systems, statistics of data distribution are collected via
histograms and the query processor applies the statistics to generate optimized query
plan. The same process can be employed in PDMS to improve the query perfor-
mance. However, in PDMS, we cannot get accurate estimation of the data distri-
bution, because each node maintains a local database and data are inserted/deleted
without notification to the other nodes. In that case, we can only get a rough estima-
tion. Due to the updates made to each node, the statistics collected during the query
initialization may not be accurate after the query is being processed. Therefore, to
process a costly query, such as multi-way join, we cannot stick to the initial query
plan. Instead, we adopt the adaptive query processing strategy in this thesis. For ex-
ample, in Figure 2.3, the initial query plan is ((R1 ⊲⊳ R2) ⊲⊳ R3) ⊲⊳ R4. However, after
being processed for a while, the query processor discovers that R3 ⊲⊳ R4 generates
few results and therefore, it dynamically changes the plan to ((R3 ⊲⊳ R4) ⊲⊳ R2) ⊲⊳ R1.
Adaptive query processing has been proposed to refine query plans that are sub-
optimal at runtime. Adaptive query processing strategy optimizes the initial query
plan continuously based on the statistics obtained from actual results at runtime. For
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example, [63] proposes a scheme to address the problem of uncertainty in the sizes
of sub-query results. In the midst of query processing, if the result sizes of sub-
queries are significantly different from the estimated values, the rest of the query
will be reoptimized based on the new statistics. [76] adds checkpoints to the query
plan. Once the checkpoints are reached, the query optimizer will compare the es-
timated statistics and the run-time statistics and change the query plan if necessary.
Eddies [22] treats query processing as a process of routing tuples to different oper-
ators. By assigning and updating the weights of each operator, Eddies changes the
query plan continuously and at a much smaller granularity, the tuple level. Readers
are referred to [40] for a survey of adaptive query processing techniques.
FREddies [55] is the only system that adopts adaptive processing in PDMS. The
system extends the centralized Eddies operator to allow adaptive query processing
in PIER [54]. There are two major differences between FREddies and the scheme
in this thesis. First, while FREddies constructs the initial query plan for queries
arbitrarily, we construct the initial query plan based on data statistics maintained in
distributed histograms. Second, FREddies only aims to optimize queries that are
processed by symmetric hash join, and hence the system only considers a simple
query optimization strategy based on the length of work queue. On the contrary, our
scheme considers the general multi-way join problem.
2.4 Approximate Query Processing
In real systems, such as decision support systems (DSS), exact answers to queries
incur long response time, and is not always required. To provide early feedback
and reduce processing cost, approximate query processing is proposed to process
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Figure 2.4: Demonstration of Online Aggregation
aggregate queries. Compared to the centralized systems, PDMS incurs higher com-
putation costs, as we need to transfer data between nodes. In that case, approximate
query processing technique can significantly reduce the query latency, if the users do
not insist on the precise results.
There are two types of approximate query processing: online aggregation [48, 53,
99] and precomputed synopsis [17, 80, 16]. Online aggregation retrieves samples at
query time and provides a gradually refined answer under the user’s control. Once
satisfied, the user can stop the processing immediately. On the contrary, the precom-
puted synopsis scheme constructs and stores the synopsis prior to query time. And
the stored synopsis can be applied to process incoming queries. In this thesis, we
extend the online aggregation technique to PDMS to facilitate the query processing.
Some precomputed synopsis is also maintained to further reduce the costs.
Online aggregation was first proposed in [53]. Figure 2.4 illustrates the main
idea of online aggregation. In Figure 2.4, the average results are computed for each
group. The query engine retrieves random samples from the database and applies
the samples to compute approximate results for each group. The error bounds and
confidences are provided to estimate the quality of the results. Several modifications
to the database engine were proposed to support online aggregation. These include
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techniques to randomly access data, to evaluate operations (such as join and sort)
without blocking, to incorporate statistical analysis [47], etc. An implementation on
PostgreSQL showed that online aggregation is promising and can reduce the initial
response time. Moreover, the confidence intervals converge within a reasonable time.
However, the work only focused on single non-nested queries.
In [48], Haas and Hellerstein proposed a new family of join algorithms, called
ripple joins, which are effective when an aggregate is to be performed online. The
ripple joins proposed include nested-loops ripple join, nested-block ripple join, nested-
index ripple join and hash-index ripple join, which are similar to their traditional
non-ripple counterparts. Experimental studies on PostgreSQL showed their effec-
tiveness for online aggregation. Ripple joins assume most queries can get good
enough results before the memory is used up. However, highly selective query may
violate this assumption due to fewer available samples. [70] enhances the original
ripple join algorithms by combining parallelism with sampling to speed query con-
vergence. It maintains a good performance even when the memory overflows.
Online aggregation is based on the assumption of random samples. In [34], a
new sampling technique, outlier-indexing, is proposed to retrieve random samples
for dataset with skewed distribution. By combining weighted samples from uni-
form sampling and outlier-indexing, [34] can provide an aggregate result with sig-
nificantly reduced approximation error. Most work assumes the samples are small
in size, whereas in [62], an online algorithm is used to maintain large-scale on-disk
samples. The algorithm is suitable for both biased and unequal probability sampling.
In [16, 26], precomputed samples are maintained to support approximate query pro-
cessing. Samples are selected in the preprocessing phase.
Sampling is extremely useful in P2P networks, where global statistics, such as the
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