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Algebraic schemes of computation of bilinear forms over various rings of sca- 
lars are examined. The problem of minimal complexity of these schemes is consid- 
ered for computation of polynomial multiplication and multiplication in commuta- 
tive algebras, and finite extensions of fields. While for infinite fields minimal 
complexities are known (Winograd, Fiduccia, Strassen), for finite fields precise 
minimal complexities are not yet determined. We prove lower and upper bounds 
on minimal complexities. Both are linear in the number of inputs. These results 
are obtained using the relationship with linear coding theory and the theory of 
algebraic curves over finite fields. 0 1988 Academic Press, I X .  
Algebraic complexities were introduced to describe the number of oper- 
ations: multiplications (multiplicative complexity) and additions (additive 
complexity) in algebraic structures like rings of matrices and rings of 
polynomials. The algebraic complexity problem which is the richest in its 
underlying structure is the problem of fast polynomial multiplication. 
Among problems reducible to this one can mention: fast multiplications of 
multiple-precision numbers, gcd’s in polynomial rings, Hankel matrix 
multiplication, computation of Pad6 approximations, computation of fi- 
nite Fourier transformations, . . . etc. Significant progress in this prob- 
lem, due to Winograd [ll, Fiduccia [2], Strassen [3], and others [4] was 
mainly concentrated on minimal multiplicative complexities of polyno- 
mial multiplication over fields. According to [ 1,2] for an infinite field k the 
multiplicative complexity ,-&k (m, n) of multiplication of polynomials of 
degrees m - 1 and n - 1 over k (for precise definitions of the minimal 
multiplicative complexity -m.m.c. see below) is m + n - 1. The m.m.c. 
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/-Q(P) of multiplication of polynomials mod p(t) for p(t) E k[t] is equal to 
2n - k, where k is a number of distinct irreducible factors of p(t) in k[t]. 
Moreover, there is a complete description of algorithms having this 
m.m.c. [l, 51. All these algorithms are based on the Toom-Cook method 
of reconstruction of polynomial products via the Lagrange interpolation 
formula. A significant drawback of these algorithms, say, over Q is the 
appearance of scalar multiplications with large sizes of scalars (of the 
order (m + n)m+n as m + n + 0~) and the necessity to invert large numbers 
of primes in Z to achieve m.m.c. in the ring of scalars. From the point of 
view of practical applications it is preferable to have divisions by powers 
of 2 at most, i.e., one should consider m.m.c. schemes over A = H or A = 
Z[+]. Schonhage, Strassen, Winograd, Nussbaumer, and others con- 
structed fast multiplication algorithms with divisions by 2 only by consid- 
ering polynomial multiplications modulo cyclotomic divisors of x2” - 1. 
This general scheme combined with fast Fourier transform modulo Fer- 
mat numbers was used in [6] to construct asymptotically fast algorithms 
that multiply two n-bit integers in time O(n log n log log n). The fast 
convolution algorithms of [7] can multiply two polynomials modulo xN - 
1 over Z[&J in (N log,N) nonscalar multiplications. The best upper bound 
on m.m.c. of multiplications of polynomials with degrees bounded by n 
over rings A = Z, iz[i] (and, in particular, over any finite field) that one 
can achieve using variations of the FFT method is O(n log n). The corre- 
sponding scheme for A = Z is far from explicit; the best explicit scheme is 
that of “3 versus 4” multiplications [4] of multiplicative complexity n“‘gZ3. 
To study optimal Z-algorithms one has to study their reductions mod p, 
and, in general, m.m.c. algorithms of polynomial multiplication over finite 
fields, particularly over [F2. Over finite fields the m.m.c. algorithms of 
polynomial multiplication are not, in general, given by the Toom-Cook 
scheme. For example, pk(m, n) 2 m + n - 1 for an arbitrary field k of 
scalars, but the inequality becomes equality only when the field k has at 
least m + IZ - 2 elements [5]. Better lower bounds on m.m.c. can be 
deduced using the theory of error correcting linear codes. The first result 
in this direction belongs to Brockett and Dobkin [8]. Later Brown and 
Dobkin [9] had proved that p&z, n) 2 3.52 * n for large IZ (e.g., &z, n) 2 
3.52n) using upper bounds [lo]. In this paper we explore various connec- 
tions between m.m.c. algorithms for polynomial multiplication and multi- 
plication in finite extensions of fields and optimal linear codes. 
First of all we improve on the lower bounds on m.m.c. over finite fields. 
Among bilinear form algorithms that we study are m.m.c. algorithms for 
multiplication in commutative k-algebras without zero divisors. General- 
izations of Plotkin’s and other upper bounds give new nontrivial bounds 
on m.m.c. for finite fields k. [One of our results show that m.m.c. exceeds 
the total number of inputs.] We establish the relationship between the 
generator and parity check matrices of linear codes and the bilinear 
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schemes Z = C(AX @ By) of computation of multiplication in finite exten- 
sions of k. This allows us to use the existing optimal linear codes to 
construct new low multiplicative complexity algorithms. Right now some 
of the best (and effectively constructable) classes of error correcting lin- 
ear codes are Goppa codes [I 1, 121 that are associated with nonsingular 
curves r over k = F, of genus g > 0 having many k-rational points. These 
curves, and linear codes associated with the divisors on them, are used to 
develop new multiplication algorithms. We present all the relevant infor- 
mation from the theory of algebraic curves over finite fields. Our new 
algorithms can be interpreted as interpolation methods on algebraic 
curves. As a corollary of our results, we prove that pk(m, n) = 0 (m + n) 
for an arbitrary finite field k. Moreover for the multiplicative complexity 
&K) of mult’ 1 tp ication in a finite extension K over k we get a bound 
pk(K) I 2(1 + cljk11’2) * [K: k] comparing favorably with our lower 
bounds. Constants in the upper and lower bounds fork = iF2 and k = [F, are 
also presented. Our results generalize to new lower and upper bounds on 
m.m.c. of multiplication in other algebraic structures over finite fields 
including group algebras. Our methods also give new algorithms for poly- 
nomial multiplication over Z, through the nonlinear lower bound in this 
case is not yet proved. 
1. LINEAR CODES ASSOCIATED WITH PARTITIONS 
OF TRILINEAR FORMS 
The problem of determination of minimal complexity of computations 
of systems of bilinear forms can be formulated in a variety of terms. As it 
turned out [13, 14, 3, 41, more or less all various algebraic methods of 
computations can be reduced to the so-called “normal” forms of compu- 
tations, which are our prime focus. (Other direct line programs of compu- 
tation of bilinear forms, particularly commutative ones [3], can be consid- 
ered in a similar way.) 
We start with a commutative ring A and two sets of indeterminates X = 
(Xl,. - * , x,)andy=(yl,. . . , y,). We consider a system s of bilinear 
forms with coefficients from A: 
zk = 2 2 ti,j,kXiYj, k= 1,. . . ,s. i=l j=l (1.1) 
Straight line programs for computation of bilinear forms (1.1) (non- 
commutative ones) are represented by a chain of instructions5 t ui 0 b;, 
where 0 is either +, or -, or x and the instruction is either (i) an addition 
or subtraction or (ii) a scalar multiplication, i.e., either ai or hi E A, or (iii) 
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a multiplication of a linear form in X by a linear form in u over A (nonsca- 
lar multiplication). The multiplicative complexity over A of computation 
of bilinear forms (1. I), PA, is the minimal number of nonscalar multiplica- 
tions needed to evaluate (1.1) over A. According to the definition above, 
p = PA is the smallest number such that, in the notations of (1. l), 
where ak[ E A, and f&C) = (bi, xf), l/(y) = (CI, y’) are linear forms in x and 
y, respectively, for br E Am, c1 E A”. The representation (1.2) can be 
written as 
z;=j. (2 ur,bk,j . Y’, I, . . . , s. (1.2’) 
We can compare (1.2’) with the representation (1. l), which we rewrite 
as 
zk = 2 ’ Tk * y’, k= 1,. . . ,s, (1.1’) 
where Tk is an m X IZ matrix with elements (fi,j,k)zj= 1 of A. From (1.1’) and 
(1.2’) we obtain 
Tk = 2 a/c&f . CI, k=l,. . . ,s. 
I=1 
The matrices bf . cI are rank one matrices sometimes called dyads. The 
representation (1.3) means that the multiplicative complexity or. is the 
minimal number of dyads over A, whose linear span over A includes all 
matrices Tk, k = 1, . . . , s [l-5, 13-141. The representation (1.3) corre- 
sponds to the representation of the m X n X s tensor T = (fi,j,k) over A as a 
list of s X m X n matrices Tk, k = 1, . . . , s (or to the selection of the 
third component of T). Similarly, one could select the representation of T 
as a list of matrices with respect to the second or third component. Appar- 
ently, the number p for all of these representations is the same, and these 
representations are equivalent, dual in the terminology of Hopcroft and 
Musinski [15]. This can be seen from the representation of (1.1) as a - - 
trilinear form (called the defining function) in x , y and Z = (zl, . . . , zJ: 
h(Z, X, y) = $, ZkTk = i 2 i fi,j.kXiYjZk* 
k=, i=f jzl (1.4) 
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- - . 
Thus p( = Pi,) is the smallest number such that /I(:, .v. .v) IS represented as 
h(T, S. j) = i (a,, x’)(b,, x’) 
I I 
(I 2) 
for al E A”, bl E A”, cl E A”, 1 = 1, . . . , s. 
The representation (1 S) of the trilinear form brings in Strassen’s notion 
of the rank of the 3-tensor. One calls a nonzero tensor (t& of rank one, if 
there are three vectors on A, ((II, . . . , u,), (b,, . . . , h,,), (cl, . . . , c,?) 
such that 
for all i, j, k. 
Then the rank of a tensor (ti,j,h) over A is the minima1 number, PA, such 
that (ti,j,h) is expressible as a sum of pea of rank one tensors over A. If p = 
pa, is a rank of a tensor (t;,,,J in the scheme (1. l), then 
(1.6) 
for al E A”, b, E A’“, cl E A’*, which is clearly equivalent to the representa- 
tion (1 S) of the trilinear form h(Z, X, y). Associated with the defining 
function we have a characteristic function T(Z) = xi=, zLTL, and two 
equivalent characteristic functions 7’(X), T( 7) defined as 
he, x, 7) = (X, TWY’) = (7, T(.W) = (2, T(.K ,jy. 
The realization (1 S) (or (1.6)) of the (noncommutative) scheme of the 
computation of bilinear forms (1.1) can be represented in the following 
algebraic form, 
z = A . (BY @ C\T), (1.7) 
where A = ((l,,,) E M,,,(A), B = (IT,,) E M,.,(A). C‘ = (c.,,) E M,.,(A). 
There are obvious inequalities connecting the minimal multiplicative 
complexities pm with ranks of matrices A, B, C in the realization of this 
minimal complexity algorithm (see [S]). For example, we have 
LEMMA 1.1. Let T(z) be a nondegenerate, i.e., there is no nontrivial 
A-linear relations C ahti.j,A = 0 (for all i, j). Then max(m, n, s) 5 pA 5 
min(mn, ms, ns) and max(rank TL) 5 pA 5 min(C;=, rank TL). 
This lemma and substitution argument are often exploited to determine 
lower bounds of multiplicative complexities of many classical algebraic 
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problems (the so-called linear independence arguments). In particular, 
using these arguments Fiduccia and Zalcstein [2] proved that the multipli- 
cative complexity over a field k of a multiplication rule in an arbitrary k- 
algebra of dimension II without zero divisors is bounded by 2n - 1. This 
result applies, e.g., for the finite extensions K of k of degree n-the result 
which is the best possible for an infinite field k (Winograd [l]). 
Similar arguments give a lower bound 2n? - 1 for a multiplicative 
complexity of n X n by n X n matrix multiplication (Brockett and Dobkin 
[8] and generalization in Adler and Strassen [3]). These bounds, in view of 
the method employed, are always of the size of total inputs (X and v 
parameters). It was noticed, however, that over finite fields and over z 
(and similar rings) known algorithms have higher multiplicative complexi- 
ties than those over infinite fields. Brockett and Dobkin [8] were the first 
to generalize the linear independence argument in the finite field (in fact, 
F,) case, and used lower bounds from the theory of Hamming’s linear 
codes to improve upon bounds for multiplicative complexities in the prob- 
lem of multiplication of polynomials. Their results and approach were 
sharpened by Brown and Dobkin [9] and generalized by Laskowski [16]. 
We present the relationship between the tensor rank and Hamming 
weights of linear codes in a more general setting. 
Our first result deals with the usual codes over F,: 
PROPOSITION 1.2. Let T = (t ,,,, a) (i = I, . . . , m, j = 1, . . . , n, k = 
1 3 . . . 3 S) be u 3-tensor Tk = (t~.,j,~)~~I,J=~, k = I, . . , S. Let, for 
arbitrury al, . . , a,, from F, , not all zero, the rank of the mutrix zi=, 
akTx over IF, be at least r. lf’p = pi, is u multiplicative complexity o.f T 
over F,, then there exists a linear code C in I$ of dimension at least s, 
with the Hamming weight at lrust r. 
Proof. Let us consider a realization (1.3) of the minimal multiplicative 
complexity p = pLIFq algorithm of the computation of a system of bilinear 
forms (1.1) corresponding to T: 
Tk = 2 ak,bf . c/ k= 1,. . . ,s. 
I= I 
(1.8) 
Let us denote dyads bf * q by 9, (rank one matrices over E,). In the 
vector space ET the code C is generated by s vectors ax = (ax,, 1 = 
1 . . 1 
frlom C, 
p) E F;, k = 1, . . . 1 s. Let U be an arbitrary nonzero element 
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with zk E [F,, k = 1, . . . , S, and not all zk’s zero. From (1.8) we get 
(1.9) 
and 6, = CJ,,, .&(ak)[ = c;;=, Z/&k/, 1 = 1, . . . , S. The rank Of xi=, zkT/, is 
at least r (by our assumptions). Thus at least r of coordinates 6, of V # 0 
are nonzero (otherwise the matrix in (1.9) would be a sum of <Y dyads). 
This implies that C has dimension s over [F, and that the Hamming weight 
of every nonzero element of C is at least Y. 
This proposition in combination with known upper bounds in linear 
coding theory (most notably Plotkin’s, Eliase’s, and MRRW bounds) are 
sufficient for establishment of nontrivial linear lower bounds on multipli- 
cative complexities of multiplication in finite extensions of [F, (equiva- 
lently, of convolutions of [F, vectors or multiplication of a Hankel matrix 
by a vector in LF,). 
2. ON BEZOUTIANS AND MULTIPLICATION IN 
FINITE EXTENSIONS OF FIELDS 
In this section we describe in detail the structure of the 3-tensor deter- 
mining the rules of multiplication of elements in finite extensions of fields. 
If k is a field, its finite extension, K, can be represented as K = k[t]l(p(r)), 
wherep(t) is an irreducible polynomial from k[t]. Thus (up to the choice of 
the basis of K over k), the multiplication of elements of K over the field of 
scalars k is determined by the multiplication of polynomials from k[t] 
modulo p(r). We are lead to the traditional in the field of algebraic com- 
plexities problem of multiplication of two (undetermined) polynomials 
x(t) . y(t) mod p(t), where x(t), y(t), and p(t) are polynomials, and p(t) is 
not necessarily an irreducible polynomial [l-4]. This problem is of inter- 
est to us for an arbitrary ring of scalars A, i.e., p(t) E A[[], and if A = k is a 
field, it is a prime (finite) one. For infinite fields k, on the other hand, the 
minimal multiplicative complexity had been completely determined [l-3, 
51. The most famous example of this problem is p(t) = t” - 1, when the 
problem of multiplication x(t) * y(t) mod p(t) is equivalent to the cyclic 
convolution of arrays of coefficients of x(t) and y(t) (see [ 1, 4, 7]), and the 
next famous case is that of nega-convolution [4,7], when p(t) = t” + 1. To 
describe components of the 3-tensor associated with multiplication in the 
A-algebra A[t]l(p(t)) (and this tensor does not depend on A, but only on 
p(t)), we need determinantal representations of the resultant of two poly- 
nomials, known as the Bezoutian (see Muir’s history [17]). 
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We assume p(t) E A[t] to be manic, with the leading coefficient one, 
and of the form 
p(t) = tn - pn-lt”-’ - * * . - p1t - po. (2.1) 
Then the companion matrix P to p(t) is defined as 
P= 1 
0 1 0 ... 0 0 1 *.. 
: : : 
0 0 (j . . . 
PO PI P? .-I 
The companion matrix P provides us with an easy rule to determine tk 
mod p(t) for k z- 0. Indeed, from (2.1) we get t” = PO + pit + . . . + 
p,l-lt’z-’ mod p(t), and iterating P we obtain 
ti*i mod p(t) = 2 (Pj)i.XtA, 
I=0 
(2.2) 
where (Pj)i,k is the (i, k)th element of the matrix Pj-with the numeration 
of rows and columns from 0 to n - 1. The rule (2.2) allows us to represent 
the multiplication (division) mod p(t) in the matrix form: if w = (wO, 
WI,. . . , wn-J, then 
n-1 
w * kzo VkPk = 0 if and only if 
v(t) * w(t) = 0 mod p(t), 
(2.3) 
where v(t) = v. + vlt + . . . + v,-ltn-l and w(t) = w. + wit + . . . + 
w,-~ P-l. As a consequence (see [ 1, 4]), the matrix xir,’ @Pk is singular if 
and only if the polynomial q(t) = q. + qlt + . . . + qnmltnwl has a common 
nonconstant factor with p(t). We can represent the quantity 
R(P, q) Ef det (2 4Kp”) 
as a resultant R(p, q) of p(t) and q(t) = qn-ltn-’ + . . . + qo. Indeed, by 
reducing P to its diagonal form we recover one of the equivalent represen- 
tations of the resultant: R(p, q) = ny=, q(ai)l where p(t) = (t - c-u,) . . . 
(t - a,) in the splitting field of p(t). 
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On the other hand, the multiplication rules (2.2) show that the matrices 
Pk, k = 0,. . . , 12 - 1, are exactly the components (with respect to the 
second index) of the 3-tensor T = (ti,j,k) determining the polynomial multi- 
plication mod p(t) for p(t) in (2.1). Indeed, if x(t) = c:Ld xiTi, y(t) = 
IXyIJ yit’, then 
n-l 
x(t) * y(t) mod P(t) = z. Zktk, (2.4a) 
where 
n-l n-l 
zk = c c ti, j.k xiyj 7 i=O j=O (2.4b) 
and 
fi.j.h = (Pj )i,h 7 i, j, k = 0, . . . , n - 1. (2.4~) 
Consequently, IZ matrices, I, P, P*, . . . , P-l, are layers (with respect 
to the second index) of T = (ti,cj),k)y,;Io, j = 0, . . . , n -- I. 
Specializing the general definition of the rank of a tensor from Section 1 
(but now with respect to the second index), we see that the multiplicative 
complexity of the scheme (2.4a)-(2.4c) over the ring A of scalars is equal 
to the minimal number, /AA(P), of rank one matrices 9j, j = 1, . . . , 
P&I>, over A such that n matrices Pk, k = 0, . . . , n - 1, lie in a linear 
span over A generated by 9jbj, j = 1, . . . , W&I), 
Pk = 22 ak,jsj, k=O,. . . ,n- 1, 
j=l 
V.5) 
forEl.=CLn(P)andak,jEA(k=O,. . . ,n- l,j=l,. . . ,p).The 
representation (2.5) allows us to connect p = pa(p) with the number of 
factors of p(t) in A[tl. We have 
(2.6) 
for p = PA(~). Using properties of the resultant, we express the rank of a 
matrix c& qkPk in terms of the number of common zeroes of polynomi- 
als p(t) and q(t) = z;r; qktk: 
LEMMA 2.1. For arbitrary qo, . . . , qn-I the rank of the matrix xii,!, 
qkPk is equal to n - z, where z is the number of common roots of p(t) and 
q(t) = xi:,!, qktk. 
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Proof. Let us use one of the representations of R(p, 4) given above 
for given q = q(t) and p(t) = t” - pll-,t”~’ - . . . - ,Q = r&I, (t - a;), 
where aI, . . , ay, lie in the algebraic closure of A: 
09 4) = fJ 4b;). (2.7) 
The rank of n x n matrix M is equal to n - no where no is a number of 
zero eigenvalues of M, i.e., in the characteristic polynomial AM(X) = 
deg(h . Z, + M) = A” + . . . + m,zC,(A)h’7(). We put M = x;I: qkPL, so that 
A * 1,) + M = x;li qiP”, where qi = qa + 6~~) . A (k = 0, . . . , n - I). Then 
for q’(t) = q(t) + A, S(p, q’) = det(h . Z,, + M) or by (2.7) 
det(A . I,, + ‘2 q~P”j = 11’1 {q(aJ + A}. 
L-0 /=I 
(2.8) 
From (2.8) it follows that the rank of M is n - no, where no is the 
number of zeroes ai of p(t) such that q(a;) = 0. Lemma 2.1 is proved. 
COROLLARY 2.2. Ifu manic polynomial p(t) E A[t] is irreducible over 
(thejeld offractions of) A, then for qo, . . . , qneI not all zero from (the 
field offractions of) /I!, the mutrix c;Z,l qkP” has rank n. 
Results of Lemma 2.1 and Corollary 2.2 are used to bound from below 
the Hamming distance of the linear codes over IF, generated by arbitrary 
realizations over [F, of multiplication rules in finite extensions F,[t]l(p(t)) 
of 1F,. 
3. LINEAR CODES OVER F, 
In this section we remind the reader of some well-known facts of linear 
codes [ 18,191. In the theory of linear codes one considers vector spaces A” 
of dimension n over a finite field [F,, where “an alphabet” A consists of 
elements of the field [F,. A linear subspace of A” is called a linear code. A 
linear code is the null space of the parity check matrix of the code, and the 
basis of the code form the rows of the matrix, called the generator matrix. 
In addition to n two more parameters k and d are associated with a code 
(called an [n, k, d]-code). First, we denote by k the dimension of the code 
over iF,. Second, by the weight of the code, denoted d, we understand the 
minimal number of nonzero coordinates of all nonzero vectors from the 
code with respect to a fixed basis of the space A”. Hamming’s problem 
consists of the construction of codes having the largest possible weights d 
for given n and k. In the context of this problem we define N(k, d) as the 
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least integer II, such that there exists a code with given n and k, of 
weight d. 
For a long time the best upper bounds on N(k, d) followed from the 
Gilbert-Varshamov bound that establishes (but does not provide for ef- 
fective construction) the existence of good codes (i.e., d is large for given 
n and k). In this and similar bounds one puts H,,(x) = --x log+ - (I - X) 
log, (I - x). Then the Gilbert-Varshamov bound [IS, 191 proves the 
existence of [n, k, d]-linear codes over [F,, such that for R ‘ii“ k/n, 6 E.dln 
one has R 2 1 - 6 log, (4 - 1) - H,(6). Only after Goppa work [I I] the 
codes meeting Gilbert-Varshamov bound were constructed effectively, 
and in some parts of (R, 6) plane, Goppa codes improve upon the Gilbert- 
Varshamov bound. We use essentially the same codes in Section 7 to 
construct low multiplicative complexity polynomial multiplication algo- 
rithms over finite fields. 
Lower bounds on N(k, d) are used to bound from below the multiplica- 
tive complexity of polynomial multiplication. One of the best such bounds 
is (MRRW) proved in [IO] for q = 2. According to this bound, if n -+ ~0 and 
we have a sequence of [n, k, d&codes with d/n + 6, then 
R = kln 5 H?(i - m). (3.1) 
The bound (3.1) was used in [g, 91 to bound from below the muhiplica- 
tive complexity p~,(n, m) of multiplication over IF, of a polynomial of 
degree n - 1 by a polynomial of degree m - 1 for q = 2: 
From (3.1) and (3.2) it follows according to [9] that &,n, n) L 3.52 . n 
and p&z, n) 2 3.52 * n for sufficiently large IZ. 
Our results of Sections I and 2 show that similar lower bounds hold for 
multiplicative complexity of multiplication in finite extensions of [F,. In- 
deed, let X = lF,[tll(p(t)), for an irreducible polynomial p(f) of degree n in 
[F,[t], so YC = iF,; and let ~LIFJX) denote the minimal multiplicative com- 
plexity in the field “3% over 5,. Then Corollary 2.2 and Proposition I.2 
imply that there exists a [pry(X), n, HI-linear code over [F,. Combining this 
with the bound (3.1) we deduce the lower bound 
p@C) 1 3.52n (3.3) 
for sufficiently large II = [X : [F2]. The same bound holds when one re- 
places X by an arbitrary El-algebra A without zero divisors. 
These and other bounds for q > 2 (based on the Plotkin bound) are 
presented below in Section 4. 
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In Section 7 we prove that the upper bounds on ~~,(n, n) and ~IFy(ZJ are 
also linear in n. There is still a gap between constants in the upper and 
lower bounds, which is determined by the best available estimates in 
linear coding theory. We present only one upper bound for 9 = 2 that 
follows from Section 7, 
for n = [X: F,] -+ x. 
4. PLOTKIN-TYPE BOUNDS IN CODINGTHEORY 
We need some generalizations of upper bounds on sizes of linear codes, 
when small subspaces of a code can have weights smaller than the weights 
of the most vectors of the code. We start with the Plotkin bound [18, 191 
for arbitrary (nonlinear) codes. We repeat the proof of this bound, be- 
cause we do not need the bound itself, but rather an inequality implying it. 
Let C be an arbitrary subset of A” (as usual, A = E,). We make a list of 
all words of C into M x n matrix C,, Card(C) = M. We want to estimate 
from above 
dist(C, C) = c c dist(u, u) 
r,EC UEC 
(4.1) 
(where dist(., .) is the Hamming distance). Let us fix thejth column of C,. 
For an arbitrary a E A, let m,,,,j be the number of occurrences of a in the 
jth column of C,. Then the contribution of the jth column of C, in the right 
hand side of (4.1) is CuEA m,,j(M - mr,,j), and x’aEA m,,, = M. Thus, 
dist(C, C) = i 2 w,,,(M - mrr.i) 
i=l aEA 
= 2 {M’ - ,z m:.j}. 
By the Cauchy-Schwarz inequality we get from (4.2) 
(4.2) 
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Note that equality in (4.3) holds if and only if m,,j = M/q for all a E A 
andj=l,. . . , II. (This remark is very important in proving equivalence 
of codes meeting the Plotkin bound.) Upper bound (4.3) implies the 
Plotkin upper bound, 
M 5 dl(d - en), e = 1 - l/q, (4.4) 
whenever d > On. Indeed, to prove (4.4) one has only to estimate from 
below the left side in (4.1). Since there are M . (M - 1) ordered pairs of 
distinct code words in C lying on a (Hamming) distance at least d, we get 
dist(C, C) 2 d . M . (M - I). (4.5) 
From (4.3) and (4.5) one gets (4.4) whenever d > On. (Again, an equality 
holds in (4.5) if all code words from C lie at the same distance d from each 
other.) 
In applications to linear codes C the bound (4.4) is far from optimal. In 
order to obtain sharper bounds linear codes are shortened. (A shortening 
of the code C consists of taking all code words from C having the same 
last symbol [coordinate]. This way for some choice of a symbol one gets a 
[nonlinear] code of at least Card (C)/q symbols in A”-’ of the same 
weight.) For example, shortening the [n, k, d] linear code n - [(d - I)/01 
times one obtains from (4.4) the following asymptotic bound 
kln 5 I - -!-- 
d 
q-1.; 
as n -+ 0~. We need improvements over the Plotkin bound in the case 
when the initial linear code C has subspaces of positive codimension of 
words with weights <d. 
LEMMA 4.1. Let C be a linear code in iFG of dimension k. Let us denote 
by C(d) the number of code words in C of weight d. Then 
$, C(d) 5 n(q - I)@‘. 
Proof. Follows from (4.1) and (4.3) because dist(u, u) = w(u - u) for 
u, u E C and u - u E C. 
In particular, we get the following version of the Plotkin bound: 
COROLLARY 4.2. Let C be a linear code in Fi of dimension k and 
weight at least d. Then for any i = 0, 1, . . . , k we have the upper bound 
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q - I q/‘-f 
d I (n - i) . -. ~ 
9 q”-’ _ 1. 
Proof. Let I,(X) = 0, . . . , I,,-k(X) = 0 be n - k linearly independent 
linear forms over F, in X = (x,, . . . , x,) defining C(/,, . . , 1,-h are 
rows of the parity check matrix of C). Then among linear forms xl, . . . , 
x, there are k, xi,, . . . , xJk, that are linearly independent of I,, . . . , 1,-l;. 
Thenforanyi=O,. . . , k we denote by C; a linear code in iFz defined by 
n - k + i linear equations I,(X) = 0, . . . , /,-a(.?) = 0, xi, = 0, . . . , xj; = 
0. Then Ci has a dimension k - i and weight ?d. Moreover, one can view 
Cj as a code in Fi-’ because alljr , . . . ,jith coordinates of all vectors of C; 
are zero. Then we can apply Lemma 4.1 to C = Ci and obtain 
Let us apply this result and Corollary 2.2 of Section 2 to the lower 
bound of the minimal (multiplicative) complexity of polynomial multipli- 
cation mod p(t), where p(t) is an irreducible polynomial from ff,[t]. 
If p(t) is an irreducible polynomial from F,[t], then K = F,[t]l(p(t)) is a 
field of degree n over F,. The multiplicative complexity over k = F, of 
polynomial multiplication mod p(t) is the same as the multiplicative com- 
plexity over k of multiplication in K. This multiplicative complexity is 
independent of the choice of generators (basis) of K over k (because the 
change from one basis to another can increase the number of scalar multi- 
plications and additions only). All finite extensions of k = F, of the same 
degree are isomorphic. Thus the multiplicative complexity over k of mul- 
tiplication in K depends only on the degree n = [K : k], and is denoted by 
&K) = p#,,), where K = F,n. 
PROPOSITION 4.3. Let K be a jnite extension of k = F, of degree n. 
Thenforanyi= 0,. . . , n the multiplicative complexity &K) of (bi- 
linear) multiplication in K over k is bounded,from below as-follows 
II . ((y’ -  1)  q-  “t”‘/(y ~ I) + i 5 /+(KK. 
In particular, for Jixed q and n -+ x we have the limit bound 
~(2 + I/k/ - I)) 5 p<,(K). 
Proof. Let us look at components of a 3-tensor T defining polynomial 
multiplication mod P(t), where K = k[t]l(P(t)), deg P(t) = n. This n x n x 
II tensor is defined in (2.4a)-(2.4~) with its (,jth) components A; = P’: i = 
0 . . 3 n - 1, where P is the companion matrix to p(t). Then, according 
to (lorollary 2.2., for all q = (qO, . . . , qn-I) from k, not all zero, the 
matrix A(q) “zfc:Z,; q&l has rank n. Let us now associate a linear code 
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with every bilinear algorithm computing multiplication in K/k. If we have 
a representation of T as a sum of p = p&K) triads, 
then for the components A; of T we have 
Aj = 5 (b,)j ’ af . C/ 
/=I 
for al E k”, cI E k” (I = 1, . . . , p). From (4.8) we get 
(4.7) 
(4.8) 
(4.9) 
where Uj = (b/,j)y=r E kp”,j = 0, . . . , n - 1. The linear code C in kp is 
generated by Uj (j = 0, . . . , n - 1) over k. This linear code has dimen- 
sion k because any nontrivial linear combination 27:; q,A, with coeffi- 
cients from k is a nonzero (nonsingular) matrix. Every nonzero code word 
u = xy&r 4jUj in C gives rise to a nonsingular A(qo, . . . , q,-1). Thus the 
sum on the right hand side of (4.9) contains at least n dyads, and so at least 
y1 components of u are nonzero. Consequently C is an [p, 0, n] linear 
code. We apply the upper bound of Corollary 4.2 and obtain Proposi- 
tion 4.3. 
Proposition 4.3 is a sharp contrast with classical Winograd-Fiduccia 
[l-3] equalities pk(K) = 2 . [K: k] - 1 for multiplicative complexities of 
multiplication over k of finite extensions K of infinite fields k. In fact, 
bounds of Proposition 4.3 can be significantly improved whenever 
Plotkin’s bound can be improved. The Elias bound [ 19, 181 and the 
MRRW [lo] bound (for 4 = 2) already improve on Proposition 4.3. These 
bounds are important, because they imply identical lower bounds on pz. 
For example, for q = 2 we obtain 
COROLLARY 4.4. Let p(t) be an irreducible polynomial in iFZ[t] of de- 
gree n. Then the minimal multiplicative complexities pF2(p(t)) and 
pz(p(t)) ofpolynomial multiplication modp(t) over IF;! and Z, respectively, 
satisfy the following lower bounds 
t-dp(t)) 2 Icc&(t>) 2 3.52 . n 
as n+ m. 
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Proof. According to the proof of Proposition 4.3 there exists a 
[E.L, n, n] linear code in ffr for ,X = FE,(&)). The lower bound on p 
follows from the MRRW bound (3.1). It is also obvious that p&(t)) 2 
P&m. 
We can bound from below the multiplicative complexity p&(t)) for 
factorizable (say square free) polynomials p(t) in [F,[t]. The most interest- 
ing case is that of p(t) = Y - 1, (n, q) = 1. In this case the multiplication 
mod p(t) is equivalent to the cyclic convolution of arrays of coefficients of 
multiplied polynomials-problem closely related to the so-called fast 
number-theoretic transforms [7, 21-231. While the multiplicative com- 
plexity of polynomial multiplication mod (t” - 1) over Q (cyclic convolu- 
tion of length n) is known due to Winograd [ 1, 201, pc(t” - 1) = 2n - d(n), 
where d(n) is the number of divisors of n, the complexity &fn - I) is 
unknown, if k is a finite field. The only known instance is pIFq(tn - 1) = n, 
when n[(q - 1). This is the case, when the field [F, contains a primitive nth 
root of unity, and cyclic convolution of length n is achieved by means of 
three number-theoretic FFTs of length n in [F, [7, 21-231. Moreover, 
according to [21], the cyclic convolution of length n can be computed by 
means of FFT in [F, (i.e., in n nonscalar multiplications in [F,, ~1.rJt~ - 1) 
= n), iff IZ divides q - 1. We shall see that this condition is, in a sense, 
necessary and sufficient for pr,(t” - 1) = n. If n + 03, then the lower 
bound on prq(fn - 1) is close to that of Proposition 4.3-Corollary 4.4 
even though t” - 1 is never irreducible over [F,. To factor t” - 1 over [F, 
we need standard notations of cyclotomic cosets. First of all, the splitting 
field [Fqrn of tn - 1 is characterized by the condition: m is the smallest 
integer such that nJ(q” - 1). Let cv be the primitive nth root of unity (over 
IF,). The cyclotomic coset C, mod n over lF, is C, = {s, sq, . . . , sqmsel} 
where m, is smallest number such that sqms = s mod n. All integers mod n 
are partitioned into cyclotomic cosets mod n: Z/nZ = USC,. With any s we 
associate a minimal polynomial of c?: M(“)(t) = &c, (X - a’) E lF,[tl. Also 
tn - 1 = n,M(S)(t), where s runs through a set of coset representatives 
mod II. 
We present an example of lower bounds on ,u&) for a reducible poly- 
nomial p(t) of degree n in k[t] having the decomposition p(t) = nc, pi(t) 
into the product of m’ irreducible (distinct) polynomials pi(t), . . . , p,(t) 
of degree m in k[t], n = m * m’. This class of reducible polynomials 
includes cyclotomic polynomials (X n - 1)/(x - I): n - 1 = m * m’, where 
m is the order of q in the multiplicative group mod rz for a prime n and k = 
IF, (see decomposition rules for cyclotomic polynomials above). 
Let T be a 3-tensor from (2.4a)-(2.4c) determining multiplication mod 
p(t). For p = &p(t)), ever decomposition of T into a sum of p triads over 
k is equivalent to the representation of components Pj, j = 1, . . . , n - 
1, as a linear combination of p dyads over k, 
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2 qjpj = i (2 qjaj) . bf . C/ 
I= I .j-0 
(4.10) 
andajEKIL,b,,CIEk”(j=O,. . . ,n- 1;1= 1,. . . ,p).Thelinear 
code C in kp associated with (4.10) is a k-span of a;, j = 0, . . . , n - 1. 
According to Lemma 2.1 for arbitrary qo, . . . , qnpl, the matrix &cd 
qjPj has rank n - z, where z is the number of common roots of p(t) and 
q(t) = 2;:; qjtj. From (4.10) it follows that the vector XT:: qjnj in k” has 
at least II - z nonzero components. With every irreducible divisor pi(t) of 
p(t) we associate a subcode Vi of C of all codewords U = x,y$r qjaj of C 
such that the polynomial p;(t) divides q(t) = cjn=; q, t.i. The dimension of 
Vi is n - deg(p;(t)). 
We now use the bound of Lemma 4. I. We obtain the following bound 
(fork = F,): p(y - l)y’lm’ 2 II [Card(C) - c:?, Card(V,)] + (11 - m) c:“, 
[Card(V,) - x,+; Card(V; n V,) + (II - 2m) c, , [Card(V, f’ V,) - &,., 
Card(V; n Vj n VI)] + . . . . This implies ~(y - I)q”- ’ 2 c& 
(,1 - ,,n)(;“‘){4”-“‘/ - 411-1/+ II111 . (m’ - I)}. Summation over I = 0, . . . m’ 
gives us the bound 
We remark that under the assumption on the decomposition of p(t) 
above, m’lqm = O(1) as n -+ x. 
Indeed, n 5 m . I,,, where I,,, is the number of irreducible polynomials 
ofdegreeminlF,[t],I,,=ql”/m*(l +q(l))asm-,x.Thusm-+xasn+ 
m and m’lqm = nlmq”’ 5 I,,lq’” = O(1) as n -+ x. This implies 
p P I? . yl(y - I) 5 (I + O(l)), (4. I I) 
like in the Plotkin bounds of Corollary 4.2 (for i = 0). The proof of 
Corollary 4.2 shows 
COROLLARY 4.5. Let, as above, p(t) = n:, p;(t) be the decomposition 
ofp(t) E F&t], deg(p(t)) = n into the product of irreducible polynomiuls of 
degree m (e.g., p(t) = (t”+l - l)l(t - 1)for a prime n + 1). Then 
/.h,,(pW) 2 (2 + I/(4 - I )) . 11 . (1 + o(I)) 
Similarly, for 4 = 2 one can obtain bounds on p&p(t)) similar to those 
in Corollary 4.4. 
302 CHUDNOVSKYANDCHUDNOVSKY 
5. COORDINATE-FREE REPRESENTATION OF BILINEAR ALGORITHMS 
OF MULTIPLICATION IN FINITE-DIMENSIONAL ALGEBRAS 
Sometimes it is useful to represent bilinear algorithms for computation 
of multiplication in finite dimensional k-algebras A in the coordinate-free 
form [3, 151. Let us first start with a k-algebra A of dimension n over k (an 
arbitrary field) with the basis el, . . . , P,. If we have a multiplication 
table eiej = xfi,=, Ciy e,,, for C’$ E k (i,j = 1, . . . , n), then the multiplica- 
tion in A can be written in the bilinear form. For two elements of A : cl’, 
x,c; and cl’= 1 y,~, we have (Eye , .\-i(J,) . (cl’- 1 ?‘,(I;) = c::,+ 1 L,,J,,, with z,)! = 
Xi,, S;JJ, Cry. In the coordinate-free form we associate with the multiplica- 
tioninAoverk:x:AxAAAa3-tensort*,EA”OA*OA.Therankof 
this tensor is the minimal number p (the multiplicative complexity p = 
p&I)) such that t A is represented as a sum of p rank one tensors 
I* 
tA = 2 I(/ @ u/ @ W’/ (5.1) 
I= I 
for l/I @ uI @ +I’/ in A” @ A* @ A. One can define layers oft = ta as t., = 
CL, rr,(x)u, @ M’I and t V = cr=, u,(J>)H, @ II*/ for x E A, y E A; t, and t\‘ are 
linear mappings A + A. According to the definition of the multiplication 
tensor t, 
rr = L, t? = R?, (5.2) 
where L, and R, are left and right multiplications by x and y, respectively, 
in A. We refer to [IS] for the relationship between the layers of t with 
respect to the third index and the left multiplication in A. 
COROLLARY 5.1. {f‘ A is (1 iF,,-ctlgehru of’ dimc)nsion n ouer F, crnd 
withoL/t zero diuisors, then every recrlizrrtion of mnltipliwtion in it over F, 
NS (I bilinear algorithm with p = pILoq(A) nonsccrlrrr ml4ltipliccltions ouer IF,, 
gives rise to u [p, n, n]-lineur code over F,, 
Proof, Let us consider a bilinear algorithm (5.1) over k = F,. We define 
as a linear code C the set of all vectors U(X) = (U,(X), 1= 1, . . . , p) in kfi. 
The layer t, of A with respect to a nonzero x E A is L, = xE1 uI(x)vI @ wI. 
Because x is not a zero divisor, L, E G,(A). In particular, it means that 
there are at least n nonzero u&c) for 1 = 1, . . . , p for every nonzero x E 
A. This is equivalent to the statement that C is a [F, IZ, n&code. 
Corollary 5. I includes, in particular, all finite extensions of prime fields 
(the subject of Section 4). 
Proof of Corollary 5.1 also provides us with important clues as to matri- 
ces A, B, and C in the algebraic form (1.7) of the algorithm of multiplica- 
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tion in k-algebra A. Considering right multiplication in A and the isomor- 
phisms induced by the left and right multiplications [5] in A, we arrive at 
an important conclusion: 
If the scheme (1.7) describes a multiplication in division k-algebra A of 
dimension n (n = m = S) over k = [F,, then all three matrices A’, B, and C 
are generator matrices of [p, n, n]-linear codes over F,,. 
6. EXAMPLES 
Lower bounds on multiplicative complexities of multiplication in alge- 
bras over finite fields (particularly, over IF,) can be used to identify the 
bilinear algorithms realizing the minimal multiplicative complexities. For 
example, Ja-Ja [24] determined the minimal multiplicative complexity of a 
multiplication of a polynomial of degree IZ - 1 by a linear one over 5,. 
Leskowski [16], using coding theory considerations, had shown that qua- 
ternion multiplication over IF* (and consequently, over any prime fields) 
needs at least eight nonscalar multiplications-and constructed algo- 
rithms with this bound. (It is worth noting that the minimal multiplicative 
complexity of quaternion multiplication over Z had not yet been deter- 
mined.) 
We present examples when lower bounds on tensor ranks over ff, that 
are deduced from linear coding theory can be strengthened using careful 
analysis of optimal codes and their generator matrices in bilinear form 
algorithms. 
Let us start with 4 = 2, where there are extensive tables of optimal 
codes. The most interesting case for us is that of [n, k, d&codes with a 
given k = d and minimal n. The importance of this case is signified by 
Corollary 5.1. 
In the notations of Section 3, Corollary 5.1 implies that Al. 2 N(n, n). 
One would like to improve this bound or to show that the inequality can 
be substituted by equality. The key property here is the remark in Section 
5 that matrices A’, B, and C in the representation Z = A * (BF @ Cy) of 
multiplication in the division k-algebra A are all generator matrices for 
[p, II, HI-codes. 
In a few cases all [N(n, n), IZ, n]-codes can be explicitly described up to 
equivalence. We reiterate that two linear codes Ci and Cz are said to be 
equivalent, if C2 is obtained by applying a fixed permutation of the sym- 
bols to all the code words of Ci. Any linear code in A” of dimensions k is 
equivalent to the code in the “standard” form, for which the generator 
matrix is G = (I#), where Z, is the k x k unit matrix. 
The study of [N(n, n), n, n] codes with n s 3 is not interesting, since 
no new results follow. The case II = 4 is more interesting. In this case 
N(4, 4) = 8, and the corresponding [S, 4,4] code is the well-known Reed- 
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Muller code (1.3) [19, Chap. 13, Sect. 31. Moreover, all [8,4,4] codes are 
equivalent to the Reed-Muller one, the generator matrix of which has the 
following standard form: 
10001110 
G= i 01001101 0 0 10 10 (6.1) 
00010111 
This allows us to classify up to equivalence all 3-tensors T = (t;,j ,k) that 
arise from the bilinear scheme (1.7), where A’, B, and C are generator 
matrices of some [8, 4, 4]-codes. We reiterate that two m x n x s tensors 
(ti,j ,J and (t:,j ,J are equivalent if there are nonsingular matrices Ml, M2, 
and Mj (of sizes m x m, IZ X ~1, and s x S, respectively) such that t/,j,k = 
E:,“I x:= I xF= I Ml,, * M2,jq . M3,krtpqr. The problem of classifying all 4 x 
4 x 4 tensors T corresponding to (1.7) up to equivalence becomes a 
relatively large, but accessible, one. A simple PC program easily con- 
vinces one that no 4 X 4 X 4 tensor corresponding to the bilinear scheme 
(6.1) with A[, B, and C being generator matrices of some [8, 4, 41 linear 
code arises from the multiplication in IF*-algebra A without zero divisors. 
Thus we arrive at 
EXAMPLE 6.1. If A is a 4-dimensional algebra over F2 without a zero 
divisor, then the multiplicative complexity in A over IF2 is at least 9. 
In particular, whenever p(t) is an irreducible polynomial in 52[t] of 
degree 4, the minimal number of nonscalar multiplications over IF2 neces- 
sary to multiply two polynomials mod p(t) is exactly 9. The same, natu- 
rally, holds over Z (if p(t) is irreducible over 5,[t]). If F2 is substituted by 
IF, with q 2 7, then the minimal complexity is 7 [l-3]. However, if q = 4,5 
the minimal complexity is 8. 
EXAMPLE 6.2. The minimal multiplicative complexity of multiplica- 
tion in the field extension of degree 6 over IF2 is 15: ~rZ(F26) = 15. 
Indeed, iV(6, 6) 2 15. On ,the other hand, /..Q2([F26) 5 15 because 
p~~([F~2) I 3 and pF22(ff26) 5 5. Here we are using the trivial but important 
“multiplication rule”: 
7. INTERPOLATION ONALGEBRAICCURVES 
In this section we review briefly the theory of algebraic function fields 
of one variable over an arbitrary field of constants, following basically 
[25]. The Riemann-Roth theorem is applied to the basic interpolation 
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problem on algebraic curves. For curves over finite fields our interpola- 
tion methods are used to construct new fast polynomial multiplication 
algorithms. Curves used in these algorithms are the same as in optimal 
algebraic Goppa codes. 
We start with a brief review of algebraic structures associated with 
function fields K (of one variable) from [25]. By a place of a field K we 
understand an isomorphism cp: K-+ Z: U {x}. where E is a field and cp(a) = 
x, p(b) # 0, x for some a, h E K. There is an obvious correspondence 
between places and valuations (which we will use). All places on an 
algebraic function field are extensions of places from corresponding ra- 
tional function fields. All places of a rational function field K = k(x) over a 
field k correspond to either (i) irreducible polynomials p(x) in k[x], or (ii) 
x-r in k(x). In case (i) the place cp and valuation u corresponding to an 
irreducible polynomial p(x) are defined (up to equivalence) as follows. An 
arbitrary element v(x) in K can be represented as r(x) = p(x)’ . g(x)lh(x), 
where i is an integer, and g(x) and h(x) are relatively prime polynomials 
that are relatively prime with p(x). Then the valuation u of Y(X) is u@(x)) = 
i, and the place p corresponding to p(x) acts on T(X) as &(x)) = g(t)/@) 
in 2 = k(e), where 5 is (any) root ofp(x), if i = 0. If i > 0, then cp(v(x)) = 0. 
If i < 0 then cp(r(x)) d&f x. In the case (ii) the infinite place and the corre- 
sponding valuation for x-’ are defined on K as u(Y(x)) = -deg(v(x)) = m - 
n, where T(X) = a0 + . . . + u,x”IbO + . . . + h,,x’“, (I, # 0, b, # 0. The 
place P.~-I has the value a,Jb,, if m = n, cp,-I(u(x)) = 0 if m > n, and 
p,r-~(r(x)) = x if m < n. 
We deal only with algebraic function fields in one variable. Any such 
field K over the field of constants k can be represented in the form K = 
k(x, y), where x is (any) transcendental element of K over k, and I, , . . , 
yd-’ is the basis of K over k(x), [K : k(x)] = d. For an arbitrary place 9 of K 
let ka be a field such that 8 is a isomorphism onto kp U {x}. We denote by 
UT the normed valuation with values in Z, corresponding to 9. The degree 
fip of kp over k is called the degree of 9. 
These notions of places and corresponding valuations are necessary, 
whenever k is not algebraically closed. In the algebraically closed case all 
places have degree 1. Moreover, if k = C places of algebraic function 
fields are identified with point of the Riemann surface of an algebraic 
curve, whose equation defines an algebraic function field. 
A divisor of K is an element of a free Abelian group generated by the set 
of places of K. The places themselves are called prime divisors. We write 
divisors additively: (t’ = &p Q(W) . 9, where Q(U) are integers among 
which only finitely many are nonzero. A divisor (t’ is called an integral one, 
if us(U) 2 0 for every 9. A divisor (t’ divides %?, if !8 - u is integral. The 
degree d(@ of a divisor o is an integer 
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where ~JP is the degree of a place 9. With every element X E K one 
associates a principal division (X) as follows: (X) = zx - n,, where zx is 
the zero divisor of X, zx = 2 
x, Rx = &P,“cJ(x)<o - 
~,UP~xj>O u&r) . 9’; and n, is the pole divisor of 
ZJ~(X) * 9. The quotient group of divisors modulo 
principal ones is called the group of divisor classes of K. We remark that 
d(z,) = d(n,) = [K: k(X)], so that the degree of the principal divisor is 
zero. 
For an arbitrary divisor w of K we denote by L(a) the set of all elements 
X of K whose divisor (X) divides W. This is a vector space over k. One can 
also define an equivalence relation mod Won K saying that X = Y mod B, if 
(X) - (Y) is divisible by W. 
For an arbitrary equivalence class C of divisors of K one calls the 
maximal number of linearly independent integral divisors in this class a 
dimension N(C) of the class C. 
COROLLARY 7.1 [25]. For an arbitrary equivalence class C of divisors 
and any afrom C, the dimension N(C) is dimkLi-W). 
The genus g is defined as g = 1 - infU dimkL(Q + d(a) over all divisors ti 
of K. 
To formulate the Riemann-Roth theorem, we need a definition of a 
differential on K. For this one calls by an adele on K a mapping 99-, & of 
the set of prime divisors ir> of K into K such that u~,@J 2 0 for all but 
finitely many 9. The set of all adeles is turned into an algebra 3Z over k with 
pointwise operations, and with K naturally imbedded into X. The valua- 
tions are also extended from K to 25 uy(Q = u9(&J for .$ = (&&. For a 
divisor a of K we denote by A(@ the vector space over k of all adeles .$ 
such that 5 are divisible by W, i.e., ~(5) 2 &a) for every 9. A differential w 
is defined as a k-linear map of Z into k which vanishes on some vector 
subspace of the form A(E) + K. One says then that the differential o is 
divisible by 4.. The differential is of the first kind if it is divisible by a 
zero divisor 0. One can associate with a differential w # 0 a unique divisor 
(0) such that o is divisible by a, iff (0) is divisible by W. The divisors of all 
differentials from a class (since the space of all differentials is one dimen- 
sional over K), and this class is called the canonical class W. In terms of 
W one can formulate the Riemann-Roth theorem: 
THEOREM 7.2 [25]. For any class C of divisors, one has 
N(C) = d(C) - g + 1 + N(WC-‘). 
This implies N(W) = g (the genus g is the maximal number of linearly 
independent differentials of thefirst kind), and d(W) = 2g - 2. In particu- 
lar, N(C) = 0 zfd(C) < 0, or zfd(C) = 0 and C f 0. Thus 
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N(C) = d(C) - g + 1 
ifd(C)>2g-2orifd(C)=2g-2andCf W. 
In our applications, k is often a finite field of characteristic p > 0 with 
q = p” elements. If cPis any prime divisor of K-an algebraic function field 
with the field of constants k-then the number of elements in the residue 
field ksp is called the norm of !Pand is denoted as N(9) = qd”fl. This definition 
is extended to all divisors: N(U) = qd(“). 
For finite fields k, one has a finite number h of classes of degree 0 in K. 
The number of prime divisors of bounded degree is finite and there always 
exists a class with degree 1 [25]. With an algebraic function field K/k, one 
can associate a c-function, 
(7.1) 
where W runs over all integral divisors of K/k. There is a variety of equiva- 
lent representations of <(K; s) that we are using. Let k have q elements 
(i.e., k = IF,). Then we have the Euler product 
LJK; s) = fl (1 - MY”))‘, (7.2) 
where 9 runs over all prime divisors of K/k. If, for every n, Cf’, . . . , 
Cy’ denotes h classes of divisors of degree n, then {(K; S) can be repre- 
sented as a rational function in the variable M = qp”: 
h II _-.- 
y-l 1-u 
+ (I+)‘- + I = Z(M) 
(i.e., Z(u) = {(K; - log u/log q)). 
The Weil theorem (the Riemann hypothesis over finite fields) allows 
one to express Z(u) in terms of eigenvalues of the Frobenius operator on 
K/k. Namely, there exists a polynomial PzJu) with rational integer coeffi- 
cients, PQ(u) = nf!, (1 - Uwi), such that 
Z(u) = P&)/(1 - U)(l - qu). (7.3) 
Fori= 1,. . . , 2g, lw;l = <q and q/wi is also one of the wj’s [26]. 
Comparison between (7.1)-(7.3) shows that h = Pzy (I)--“the number of 
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points in the Jacobian of K/k,” and allows one to obtain expressions for 
the number of prime divisions on K/k of given degree. 
For an arbitrary algebraic function field K/k and an arbitrary integral 
divisor a on K one defines a k-algebra Klw from the equivalence relation 
mod a. The dimension of K/Ct as a vector space over k is the degree d(a) of 
(an integral) divisor a. If a = 9 is a prime divisor, then K/9 is the residue 
field bof degree d(9) over k. We want to construct explicitly some basis of 
K/a over k from the vector space L(-B) for a divisor !-B with d(B) 2 d(B) 
- 1. First of all, let us look at the rational function field K = k(x). If a = 
x:i”=, 9, where 3 are distinct prime divisors of K, then one can identify K/a 
with @$I kg. The prime divisor 9i of degree d(Pi) corresponds to an irre- 
ducible polynomial pi(X) in k[X] of degree d(4). (Here X-i is counted as a 
degree 1 polynomial.) The field kcpi = k[X]l(pi(X)) is an algebraic extension 
of k of degree d(Pi), and the isomorphism 
corresponds to the Chinese remainder theorem mod n!=, pi(X). Let ‘B = 
zT=i qj be an arbitrary integral divisor on K of degree d(B) = xj=, d(q), 
whose support (i.e., {q,, . . . , qk}) is disjoint with that of ct. The space 
,5( - 8) consists of all rational functions r(X) in K such that the denomina- 
tor of r(X) divides the polynomial b(X) = $1 qj(X), where qj(X) corre- 
sponds to the prime divisor qj. Here dim&(-B) = d(B) + 1. Looking at 
the embedding L( - B) + K, one gets the linear mappingj : L( -93) + Klw. 
What is this mapping onto? The dimensions of k-vector spaces L(-93) 
and Kla are, correspondingly, d(B) + 1 and d(W). If the mappingj is not 
onto, its kernel has dimension at least d(S.3) - d(a) + 2. Thus, there are at 
least d(E3) - d(U) + 2 linearly independent elements in L(-58) that are 
divisible by a. Let us assume that supports of divisors S?l and B are distinct 
(i.e., pi and s are all distinct). Then the dimension of L(a - ‘B) is max(0, 
d(8) - d(a) + 1). Thus whenever d(B) + 1 2 d(a)), the mappingj : U-B) 
+ K/E is surjective. Consequently, one can always choose a basis of K/B 
over k from elements of L( - B), whenever (3. and ‘3 are integral divisors of 
degrees d@) 2 d(a) - 1 in the genus g = 0 case. A similar result is correct 
for g > 0 as well. 
Let us now consider an algebraic function field K/k of genus g > 0. For 
an integral divisor 0 of K and for an integral divisor % with @xi) 2 d(U) - 
1 we consider natural embeddings L(-B) + K -+ K/Cf. Assuming that 
supports of @ and B are disjoint, i.e., the sets of prime components of u 
and 8, respectively, are disjoint, we claim that the resulting imbedding 
j: L(-$93) + K/Ct is onto, whenever d(‘B) - d((f) is sufficiently large (with 
respect to g). Indeed, let the linear mapping j: L( -‘%) --$ K/U not be 
surjective. The dimension of L(-$93) is equal to N(C), where C is an 
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equivalence class of divisors containing !8, and the dimension of K/a is 
d(a), where dimensions here and below are counted over k. Then for a 
nonsujectivej the kernel V ofj has dimension at least N(C) - d(a) + 1. 
By the definition ofj this means that there are at least N(C) - d(a) + 1 
linearly independent elements in L( -93) that are divisible by a. Hence- 
forth all these elements of K belong to L(Q - !8) and dim&R - ‘@ L N(C) 
- d(a) + 1. By the Riemann-Roth Theorem 7.2 we have dim&CZ - 93) = 
d(B) - d(a) - g + 1 + N(W + Ci - C), where Ci is a class containing @, 
while N(C) = d(!Z3) - g + 1 + N(W - C). Consequently, if j is not 
suijective, d(!@ - d(W) - g + 1 + N(W + Cl - C) 2 d(B) - g + 1 + N(W 
- C) - d(@) + 1 or N(W + C, - C) L N(W - C) + 1. This means, in 
particular, that N(W + Ci - C) 1 1. Since d(W) = 2g - 2, whenever d(C1 
- C) = d(93) - d(a) L 2g - 2, N(W + Ci - C) = 0. In particular, 
whenever d(93) - d(W) 2 2g - 2,j is subjective. We arrive at 
COROLLARY 7.3. Whenever d(‘8) - d(W) 2 2g - 2 for two integral 
divisors (I’ and !I? (with disjoint supports), the mapping j: L(-%) + KM is 
surjective. 
Assumptions of Corollary 7.3 are considerably relaxed below. 
The last question we have to settle is the uniqueness of the interpolation 
problem on K. Again the best possible results are not necessary and we 
have to determine only what number of prime divisors (say, of the first 
degree) are necessary to reconstruct the function from L(-58). Let us 
consider two functions Xi and X2 from L( - 9) for an integral divisor 58 on 
K such that the “values” of Xi and X2 at all places !$ are the same, where 
$4 are distinct (prime) divisors and ‘$?l = Et. When does Xi = Xl? Clearly, 
Xi - XZ belongs to L(-5?3), and (Xi - X2) is also divisible by U. Thus Xi - 
X2 belongs to the kernel of the map j : L(--58) + K/Cr above, if the supports 
of Q and B are disjoint. Consequently, X = X1 - Xl belongs to L(ti - 93). 
Since dim&a - ‘8) 5 max(O, d(8) - d(8) + 1) for d(B) + 1 5 d(cf), X 4 
K* and Xi = X,. 
Thus we arrive at new representations of finite algebraic extensions of k 
and multiplication rules in them in terms of interpolation in algebraic 
function fields K/k. For this we start with a prime divisor rYon K of degree 
n. This means that the reside field kc,, of IY is of degree n over k : k>,, = K/9, 
[k+: kl = n. For any integral divisor B:‘, whose support does not contain !P, 
and such that d(B) 2 n + 2g - 2, we can choose a basis Xi, . . . , X,, of kip 
over k from elements of L( -‘%3), under a natural mapping j : L( -58) + K + 
K/P. Let us look on the multiplication law in b from the point of view of 
coordinate representation {Xi, . . . , X,,}: the product of two elements 
lying in the linear span of {Xi, . . . , Xn} lies in the linear span of ,5(-m) * 
U--B). However, L(-58) . L(-58) is contained in L(-293). In order to 
recover the coefficients of a product of two linear forms in X1, . . . , X, 
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mod 9, it is sufficient to reconstruct the coefficients of its representation 
as an element of L(-2!8). Let us take a set 55 of all prime divisors of 
degree 1 on K. (The cardinality of 5E is “the number of points on a curve 
K over k.“) According to the discussion above, one can always recon- 
struct an element of L(-258) by its “values” at all places of b (i.e., by 
applying valuations from 9 to elements of L(-2’@), whenever supports 
of % and 93 are nonintersecting and Card(%) 2 2d(!@ + 1. 
We arrive at the following algorithm of multiplication of elements of 
finite extensions of k in terms of the “interpolation” on function fields 
over k: 
PROPOSITION 7.4. Let k be a$eld of constants (of an arbitrary charac- 
teristic), and let K be a function field over k of genus g with a prime 
divisor Wof degree n on K. Let E3 be an integral divisor on K such that the 
natural mapping j : L( - ?8) 4 KM = k,, is surjective. If 5 is a set ofprime 
divisors of thejrst degree on K and Card(D) > 2d(%), then there exists a 
bilinear algorithm for multiplication in theJield k,, = KlU of degree n over 
k with the field of scalars k, whose multiplicutive complexity is 
sdimkL(-2’%) 5 Card(T). 
Proof. Since j: L(-‘3) * k,, is surjective, we can always choose a 
basisfi, . . . ,J;, of K/($ from elements of L(-%). The bilinear algorithm 
of multiplication in k,, can be represented as a bilinear algorithm comput- 
ing (x:=1 xiJ:>(Ey= i yjh) mod ti in the linear span of L( -!8) * L( -58) c 
L(-2%) over k. By the choice offi, . . . , J;I we have (Cl’= 1 xiJ)(xy= 1 rib) 
=Y= f m I z, ,,, mod (I, where zm are bilinear forms in X = (x1, . . . , x,,), 7 = 
(Yl, . f . 3 y,) with coefficients from k. To reconstruct z,,, uniquely we 
look at 56 as elements of L(-2!%!3). If gl, . . . , g, is a basis of L(-2%3) 
over k, t = dimkL(-2!J3) then we havefi6 = xF=, Bijg, for scalars B;j E k. 
Since the mapping j : L(-8) + K -+ ku is smjective we have g, = ck=, 
Cyfm mod ‘21 for (scalars) C,” E k. If we have a bilinear algorithm over k 
with multiplicative complexity p representing the system of t bilinear 
formsZ,=~~j=IB~jXiYj,r= 1,. . . , t, then we have a bilinear algorithm 
over k of the same multiplicative complexity, CL, representing G, because 
z,=C:=,CFZ,(m= 1,. . . , n). To determine Z, we look at values of g, 
at !Pfrom 9. By definition, for every X E K, X(Y) E k,,> U {m}, where X(p) 
= 00 if u,(X) < 0 (i.e., X has a pole at 9) and X(p) E k$if UP(X) = 0. We 
form a Card(B) x t-matrix A = (q,(9)) for 9 E 55) and r = 1, . . . , t of 
values of the basis of L(-28) at prime divisors from D. We claim that the 
rank of this matrix over k is exactly t. Indeed, if this matrix has rank < t, 
then there are X1, . . . , A, from k, not all zero, such that xF=i h,g,@) = 0 
for all to E isI. This means that the function X = c:=, X,g, E K * from 
L( -2!8) has zeroes at all 9 E 59. Since the degree of the divisor (X) is zero 
for X E K*, and X E L(-28), we have Card(%) 5 2d@), which is 
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impossible. Thus the matrix A has rank t. (Strictly speaking, this argu- 
ment is valid only when the supports of ?‘I and \B are disjoint; simple 
analysis show that this assumption can be removed by consideration of 
the intersection of 9 and %.) 
Let us consider a t x t submatrix A0 of A, which is nonsingular; let its 
columns correspond to divisors Y,, . . . , ‘I’~ of 9. Then there exist a t x t 
matrix Bo with elements from k such that A& = I, in M,(k). We are now 
ready to present a bilinear algorithm over k of multiplicative complexity t 
(i.e., not more than Card@)) which computes the bilinear form Z,, r = 1, 
. . . ) t. First we make t linear forms in variables X and in the variable y 
separately, 
where s = 1, . . . , t. Then we form linear combinations of pairwise 
products of X,Y and Y,, 
Wr = 2 B:J> Y, r=l,. . . ,t, 
., = I 
where (Bf,,v): ,s= I = Bo. We claim that the bilinear forms W,, r = 1, . . . , t, 
so defined coincide with the linear forms Z,, r = 1, . . . , t. Indeed, by the 
definition of Z, we have 
i.e., 
c Z,g,(9~,) = x, Y,, s = 1) . . . ) 1. 
r=I 
Consequently, for any (Y = 1, . . . , t, 
or 
i Zr i B:s g,C’?,:) = 2 B:,X,Y,. 
i-=1 \=I 
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However, AO = (g,(r?,))i.,,=I and BOA0 = It, i.e., cl=, B&g,@:) = a,,. Thus 
fora=l,. . . ,t 
z, = i zg,X, y,( = W,). ,=I 
Consequently, we can determine Z,., Y = 1, . . . , t, in t essential 
multiplications over k and, as a consequence, zm, m = 1, . . . , II, can be 
determined over k in t essential multiplications too. 
In the following corollary to Proposition 7.4, we improve upon condi- 
tions of Corollary 7.3 that guarantee the surjectivity of the mappingj. 
COROLLARY 7.5. Let K be a function field over k of genus g 2 0 and 
let (I’ be a prime divisor of degree n 2 I on K. Let ?I!& be a nonspecial 
integral divisor on K, i.e., dimkL(-go) = d(%o) - g + 1, such that ?I? = 
‘Bo + t? is a nonspecial divisor too. Let there be D prime divisors ofJirst 
degree on K for D > 2d(%). Then there exists a bilinear algorithm over k 
that computes the multiplication in thejeld extension k,, of k of degree n 
of multiplicative complexity at most 2d(‘%) - g + 1 = 2n + 2d(g0) - 
g + 1. 
Proof. According to Proposition 7.4 we have to prove that there exists 
an integral divisor $8, of degree d(3) such that the mappingjc+: L(-‘B,) -+ 
k,, is surjective. Sincej,l+, is determined by the place mapping K -+ k,, of (t’, 
forjc\, to map L(-%,) into k,, one has to assume that supports of %, and u 
are disjoint, i.e., that u does not divide $8,. If $8 is not divisible by U, we 
can choose ‘B, = $8. Otherwise we have to “move ‘B away from CI,” i.e., 
to choose %, as an integral divisor equivalent to 9 not dividing “1. 
Let Co be a class containing Bo, and C be a class containing % = B. + tl, 
i.e., Co = C - U. If all integral divisors of the class C are divisible by U, 
then N(C) = N(C - U) = N(Co). However, by the assumption of the 
nonspeciality of ‘B. and ‘8, N(C) = d(‘%) - g + 1 = d(‘Bo) + n - g + I and 
N(Co) = d(!-&) - g + 1. Consequently, N(C) = N(Co) is impossible for n 2 
1, and there is always an integral divisor 8, in the class C, not divisible by 
cf. We now show that the mapping jtj,: L(-?I?,) + k,, is sutjective. For this 
we have to show that the kernal ofj\s, has dimension over k : dimkL(-\2:,) 
- d(u) = N(C) - n. This kernel is, on the other hand, L(U - ‘23,) whose 
dimension over k is, by the assumption of the nonspeciality of BO (or CO), 
dimkL(o - %,) = N(C - U) = N(Co) = d(%o) - g + 1. The nonspecialty of 
!8 (or C) implies, on the other hand, that N(C) - n = d(93~) - n - g + I = 
(n + d(,B,)) - n - g + 1 = d(tBo) - g + 1. As a consequence, j,, is 
suijective. 
Let u be an arbitrary prime divisor on K of degree n, and k,, be its 
residue class field which is an extension of k of degree n. Let us denote by 
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#K(k) the number of first degree divisors on K over k. It follows from 
Corollary 7.5 that whenever there exists a nonspecial divisor !&, on K of 
degree m such that m + n L 2g - 1 and #K(k) 2 2m + 2n, the multiplica- 
tive complexity, pk(k& of computation of multiplication in ka over k, does 
notexceed2m + 2n -g + 1. 
As of the ‘optimal choice of these parameters (g, #K(k), and m) for a 
fixed finite field k and degree n > 1, we are faced with the problem of 
finding algebraic curves over a finite field k = [F, with the maximal number 
of points (i.e., prime divisors of the first degree) for a given genus 
g (as g + m). Interest in this problem was stimulated by Goppa codes, and 
we refer to [12, 27-291 for results and the review of literature on this 
subject. For our purposes only a (relatively) simple result of Ihara [27] is 
sufficient. 
PROPOSITION 7.6 [27,30]. There are at least (g - l)(q - 1) ff,z-rational 
points on the modular curve r over IF, of level m, (m, q) = 1, of genus g. 
The same kind of asymptotic bound lim,(r+ #I(lFqz)/g(I‘) = q - 1 for 
the number #lY(F,z) of IF+points on the curve I of genus g(I) holds for a 
variety of modular curves according to [27, 29-301. This bound is, appar- 
ently, the best possible because lim supr #T([F,)/g(I) I <q - 1 according 
to [27-301. All curves and appropriate sets of divisors in Proposition 7.6 
can be effectively constructed in a polynomial time (see [29]). 
We can combine Proposition 7.6 and Corollary 7.5 and construct low 
multiplicative complexity algorithms over iF, for multiplication in finite 
extensions of (F,. To do this we have to ensure the existence of certain 
divisors from Corollary 7.5. First of all, we need the existence of prime 
divisors of degree n on the function field K over k = lF, for sufficiently 
large n. Second, we need the existence of nonspecial divisors !&, of degree 
g + o(g) on K/k. (A nonspecial divisor of degree g is “a generic” point in 
the Jacobian of K/k; however, we were unable to find in the literature 
explicit proof of its existence for arbitrary finite field k and a function field 
K/k of genus g > 1.) To prove the existence of such divisors, we use the 
properties of the <-function Z(n) from (7.1)-(7.3). Let us denote by 
Nprime, the number of prime divisors on K/k of degree n. It follows from 
(7.2) that dldu log Z(u) = ~~=i u”-‘{&,, Nprimed . d}. Comparing this 
expansion with the representation (7.3) for PzK(u) = #!i (1 - UOi), we 
obtain 
q” + 1 - 2 oy = c Nprimed . d 
i=l 4 
(7.4) 
for any n 2 1. The representation (7.4) allows us to obtain good asymp- 
totic bounds on Nprime,. To obtain sharp bounds we can use the Mobius 
inversion formula and get 
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Since joi( = -\r for all i = 1, . . . , 2g, we deduce the following 
(asymptotically correct) lower bound on Nprime,: 
II * Nprime, 2 q” - 2 0: - C {q”‘” + 2gq”lZd} 
i= I din 
d>? 
(because &,, p(d) = 0 for n > I). Since C~ll,r,~lZ2 y;’ i c’,?,, y’, < y’,‘“+‘, we 
deduce the lower bound: 
n . Nprime, 2 q!l - 2gqRl2 - qn/2+l - 2gqni4+li2. (7.5) 
In applications of (7.9, q (the number of elements of the ground field k) 
is always fixed and IZ = O(g). Under these assumptions, Nprime, is asymp- 
totically Iln{q” + O(q”‘2)}; e.g., it follows from (7.5) that 
Nprime, > i . q” - t q”‘Y4g + 4) (7.6) 
if n 2 2. In particular, there are prime divisors of degree y1 on K/k, 
whenever PZ 2 cl log g/log q (for an absolute constant c,). In particular, if q 
is fixed, there always exists a prime divisor of degree n on K/k for n 2 g + 
o(g). Let us now show using the bound (7.6) the existence of nonspecial 
divisors on K/k of degrees g + o(g). According to the Riemann-Roth 
Theorem 7.2, an integral divisor \%& is special iff N( W - C) > 0 for a class 
C containing !&, i.e., iff there exists (nonzero) differential of the first kind 
divisible by !& (having “zeroes” at ‘Q). The space over k of all differen- 
tials of the first kind on K/k has dimension N(W) = g. Let us assume that 
m is such an integer ?g such that Nprime,, 2 2qg. We claim that in this 
case there exists at least one nonspecial prime divisor of degree m on K/k. 
If it is not the case, then for any prime divisor a0 of degree m on K/k there 
exists a differential w. such that the divisor (wo) - ‘B. is integral. There are 
at most qfi - 1 nonzero differentials of the first kind at K/k. Because 
N. pr,me, Z- 2qg, for two distinct prime divisors ‘%o and ‘%3, of degree m on 
K/k there corresponds a single differential wg such that (oo) - B. and (wo) 
- !8i are integral. The degree of the divisor of any differential (of the first 
kind) is 2g - 2 by the Riemann-Roth theorem. Thus d((wo)) = 2g - 2 and 
(wo) cannot be divisible by B. + ‘8, (930 f $3, by their choice), because 
d(Bo + BJ = 2m 2 2g. 
We have shown that whatever m 2 g and Nprime, 2 2qg, there are 
nonspecial prime divisors of degree m on K/k. From (7.6), it follows that 
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for m = g + C and C L c2 log g/log q + c3 with absolute constants ~2, c3 
Nprime, 2 2qg. Thus, for m = g + @log g/log q) there always exists a 
nonspecial divisor of degree m on K/k. Combining these results with 
Proposition 7.6 and Corollary 7.5 we arrive at 
THEOREM 7.7. Let q be a square ~25. Then the multiplicative com- 
plexity pF4([Fqn) of multiplication in theJield lF,n over F, can be bounded as 
as n + ~0. Moreover, the bilinear algorithms realizing this upper bound 
can be effectively constructed in polynomial time. 
Proof. We choose as a function field K over k = F, a function field of a 
congruence curve r from Proposition 7.6 with g + ~0. Then there are D = 
g(<q - 1) + o(g) prime divisors of the first degree on K/k. We choose a 
nonspecial divisor !& of degree m = g + o(g) 2 g on K/k and a prime 
divisor a of degree n 2 g on K/k. Then we can identify lFqn with the 
residue class field k,+ The divisor Q + !& is nonspecial too because of the 
Riemann-Roth theorem (its degree ‘2g). According to Corollary 7.5 we 
have a bilinear algorithm over k that computes multiplications in ka in 2(m 
+ n) - g + 1 nonscalar multiplications over k, whenever D > 2(m + n), or 
<q - 1 2 4 (as g + m). We finally choose g for a given n as g = n * 2/(<q 
- 3) + o(n); n 2 g. This gives the bound for EI.F&[F& as EI.F&[F&) 5 n * 2(1 
+ l/(<q - 3)) + o(n). 
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