There have been many studies on the simultaneous approximation capability of feedforward neural networks (FNNs). Most of these, however, are only concerned with the density or feasibility of performing simultaneous approximations. This paper considers the simultaneous approximation of algebraic polynomials, employing Taylor expansion and an algebraic constructive approach, to construct a class of FNNs which realize the simultaneous approximation of any smooth multivariate function and all of its derivatives. We also present an upper bound on the approximation accuracy of the FNNs, expressed in terms of the modulus of continuity of the functions to be approximated.
Introduction
To aid our description, we introduce some notation. Let This modulus is usually used as a tool for measuring approximation error. It is also used to measure the smoothness of the function f in approximation theory and Fourier analysis (see [1] [2] [3] ). If there exists a constant
then we write as f ∈ Lip(M, α). Let ϕ be a real function defined on R, and suppose that n ∈ N. Feed-forward neural networks (FNNs) with one hidden layer, the only type that we are concerned with in this paper, are mathematically expressed as
where for 0 ≤ j ≤ n, the b j ∈ R are the thresholds, the W j = (w j1 , w j2 , . . . , w jd ) ∈ R d are the connection weights, the c j ∈ R are the coefficients, ⟨W j · X ⟩ = w j1 x 1 + w j2 x 2 + · · · + w jd x d is the inner product of W j and X , and ϕ is the activation function of the network. We write the collection of the neural networks as N ϕ,n .
In many fundamental network models, the activation function must satisfy
This is called the sigmoidal function. It is well-known that FNNs are universal approximators. Theoretically, any continuous function defined on a compact set can be approximated by an FNN to any desired degree of accuracy by increasing the number of hidden neurons. It was proved by Cybenko [4] and Funahashi [5] that any continuous function can be approximated on a compact set with uniform topology by a network of the form given in Eq. (1), using any continuous, sigmoidal activation function. Hornik et al. in [6] have shown that any measurable function can be approached with such a network. Furthermore, various density results on FNN approximations of multivariate functions were later established by many authors using various methods, for more or less general situations: in [7] by Leshno et al., [8] by Mhaskar and Micchelli, [9] by Chui and Li, [10] by Chen and Chen etc.
Yet a related and important problem is that of complexity: determining the number of neurons required to guarantee that all functions (belonging to a certain class) can be approximated to the prescribed degree of accuracy ϵ. For example, a classical result of Barron [11] shows that if the function is assumed to satisfy certain conditions expressed in terms of its Fourier transform, and if each of the neurons evaluates a sigmoidal activation function, then at most O(ϵ −2 ) neurons are needed to achieve the order of approximation ϵ. Previously, many authors have published similar results on the complexity of FNN approximations: Mhaskar and Micchelli [12] , Suzuki [13] , Maiorov and Meir [14] , Makovoz [15] , Ferrari and Stengel [16] , Xu and Cao [17] , Cao et al. [18] , etc.
Simultaneous approximations of functions and their partial derivatives have also been studied in [19] [20] [21] [22] [23] , etc.
Hornik et al. [19] , by assuming that ϕ ∈ C m (R) satisfies ϕ (ν) (t) (ν = 0, 1, . . . , m) are Lebesgue integrable on R and ϕ ̸ = 0, proved that
, and for any multi-integral index α and β, it holds that
The proofs given in [19] are non-constructive, in the sense that their arguments are based on Arzela-Ascoli-type theorems, the Fourier transform, and some other theoretical results. The results of Hornik et al. were applied by Gallant and White [21] to train a network with one hidden layer to learn an unknown function and its derivatives by the least squares methods. Cardaliaguet and Euvrard [20] also studied simultaneous approximations, but their results are restricted to the first-order derivatives of one-dimensional or two-dimensional functions. For the networks constructed in [20] , Anastassiou [24, 25] gave estimates of the simultaneous approximation rate. In [22] , Li derived density results for the simultaneous approximation of multivariate functions and their partial derivatives by FNNs (1), just by assuming that ϕ ∈ C n (R) is not polynomial. Similar results for radial basis function networks were given in [26] by Li.
The result given by Hornik et al. [19] shows that under certain conditions any smooth function and its derivatives can be simultaneously approximated by FNNs. So it is natural to raise the question of how much the error of the simultaneous approximation is. For the question, Attali and Gilles [27] 
Here and hereafter O(1) is independent of n.
We found that there is space to improve the estimate (2). In our recent paper [28] , the authors of this paper have proved a profound result for the univariate case by using a new constructive approach: for f ∈ C p [a, b], and any ε > 0, there exists an FNN N ϕ,n (x) form such as (1) such that 
).
The paper is organized as follows. In the next section, we will consider how to construct FNNs in the form of (1) to approximate simultaneously an algebraic polynomial and its derivatives. Section 3 answers the above question and gives the estimates of the error of the simultaneous approximation of a function and its derivatives by FNNs.
Simultaneous approximation of a polynomial by FNNs
be an algebraic polynomial in d variables with the total degree at most n. We denote by Π  dimension (see [29] ). Now we establish a theorem on the simultaneous approximation of a multivariate polynomial by FNNs.
where
Proof. Since
, and the coefficients e n,j are independent of X . Take a real number η > 0 such that when
where |a| is the absolute value of a. The function ϕ(t) can be expanded at t = 0 by using Taylor's formula as follows:
The assumption that ϕ (n) (0) ̸ = 0 implies that
It is easy to find by computation that when |α| ≤ n, there exists a constant M j independent of η such that for all
where ω(ϕ (n) , η) is the modulus of continuity for the function ϕ (n) (t) on the interval [−1, 1]. It is obvious that ω(ϕ (n) , η) → 0 as η → 0. So when η n > 0,
.
Now collecting (4)- (6) gives
where P n−1 (X) = P * n−1 (X) − e nj R nj (η n , X ).
And from (7) we see that
Similarly, there exists η n−1 > 0 such that P n−1 (X) = (0) ϕ(η n−1 ⟨B n−1,j · X ⟩) + P n−2 (X) + R n−1 (η n−1 , X ),
where P n−2 (X) ∈ Π n−2 d
and when |α| ≤ n,
We go on with n of the same steps, and define Then collecting (8) and (10) 
