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Abstract: Since its invention in 1979, the Feichtinger algebra has become
a very useful Banach space of functions with applications in time-frequency
analysis, the theory of pseudo-differential operators and several other top-
ics. It is easily defined on locally compact abelian groups and, in compar-
ison with the Schwartz(-Bruhat) space, the Feichtinger algebra allows for
more general results with easier proofs. This review paper gives a linear
and comprehensive deduction of the theory of the Feichtinger algebra and
its favourable properties. The material gives an entry point into the sub-
ject, but it will also give new insight to the expert. A main goal of this
paper is to show the equivalence of the many different characterizations of
the Feichtinger algebra known in the literature. This task naturally guides
the paper through basic properties of functions that belong to the space,
over operators on it and to aspects of its dual space. Further results in-
clude a seemingly forgotten theorem by Reiter on operators which yield
Banach space isomorphisms of the Feichtinger algebra; a new identification
of the Feichtinger algebra as the unique Banach space in L1 with certain
properties; and the kernel theorem for the Feichtinger algebra. A historical
description of the development of the theory, its applications and related
function space constructions is included.
1 Introduction
In 1979 at the “International Workshop on Topological Groups and Group Algebras”
at the University of Vienna, H. G. Feichtinger presented the function space S0 as “a
new Segal algebra with applications in harmonic analysis” [Fei79a]. Further results on S0
followed in subsequent papers by Feichtinger [Fei80], Losert [Los80], and Poguntke [Pog80].
Together with the significant “On a new Segal algebra” paper by Feichtinger [Fei81c] these
publications showed many important properties of S0, and gave it a firm footing in the
zoo of function spaces.
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In order to define the space, let G be a locally compact (Hausdorff) abelian group
(e.g., the Euclidean space, a discrete abelian group, the torus, the field of p-adic numbers
or the adele ring of the rational field Q) and let Ĝ be its dual group. Furthermore, let Eω
denote multiplication by an element ω ∈ Ĝ, i.e., Eωf(x) = ω(x)f(x) for f ∈ L
1(G). The
space S0(G) consists exactly of all integrable functions f ∈ L
1(G) that satisfy∫
Ĝ
‖Eωf ∗ f‖1 dω <∞. (1.1)
Fix any non-zero function g ∈ S0(G), then ‖f‖S0 =
∫
Ĝ
‖Eωf ∗ g‖1 dω is a norm on
S0(G). This defines a Banach space of continuous functions, which nowadays is called the
Feichtinger algebra.1
As it turns out, the Feichtinger algebra is a useful replacement for the Schwartz space
of smooth functions on the Euclidean space Rn with rapid decay of all derivatives [Sch66,
Hör90], and, especially, for its cumbersome generalization to locally compact abelian
groups, the Schwartz-Bruhat space S(G) [Bru61,Osb75]. Indeed, the Feichtinger algebra
is, just as the Schwartz-Bruhat space, invariant under automorphisms, invariant under
the Fourier transform, the Poisson formula is valid, the space has the tensor factorization
property (cf. Theorem 7.4) and it has a kernel theorem (cf. Lemma 9.1 and Theorem 9.3).
Hence the Feichtinger algebra exhibits many properties which make the Schwartz-Bruhat
space convenient to work with. In fact, one can show that the Feichtinger algebra contains
the Schwartz-Bruhat space. These properties of S0, together with the fact that it is a
Banach space2, makes it possible, in comparison with the Schwartz-Bruhat space, to prove
more general results with less involved proofs.
The original paper [Fei81c] as well as [FeZi98] and the relevant book chapters in
[Grö01] and [Rei89] comprise the core results of the established theory of S0 on Rn and
on general locally compact abelian groups. Other literature on S0, sometimes focusing on
specific aspects, include [Fei79a,Fei80,Fei89a,Fei03,FeGr92,FeKo98,dGo11,Los80,Pog80]
and [Hör89,May87,Que89].
The main intention of this paper is to give a comprehensive and linear deduction with
proofs of many of the key properties and characterizations of S0 shown over the time. In
this way, the paper aims at popularizing the Feichtinger algebra and to make the space
S0 and its theory accessible to a large group of readers. Without a doubt, the Feichtinger
algebra is mostly used for analysis on Rn, in particular in time-frequency analysis. How-
ever, beyond the Euclidean space there are other locally compact abelian groups of interest
where the Feichtinger algebra hopefully will turn our to be useful. In particular, for anal-
ysis on the p-adic fields or the adele ring the Feichtinger algebra proposes an, without a
doubt, more tractable function space in comparison to the Schwartz-Bruhat space.
Next to the well-known properties of the Feichtinger algebra that will be presented
in this paper, new results include the characterization of S0 given in Theorem 4.1, the
inequalities in Corollary 4.2(vi)-(x), the results on operators on S0 in Theorem 5.1 and its
1With the definition of S0(G) given here, there are already some immediate questions: Why are
functions f ∈ L1(G) that satisfy (1.1) continuous? Why is the set of functions satisfying (1.1) a subspace
of L1(G)? Why is the integral in the norm well-defined?
2If G is an elementary locally compact abelian group, i.e., G ∼= Rl×Zm×Tn×F for some finite abelian
group F and with l,m, n ∈ N0, then the Schwartz-Bruhat space S(G) is a Fréchet space. Otherwise, the
Schwartz-Bruhat space is a locally convex inductive limit of Fréchet spaces, i.e., a so-called LF-space.
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application in Examples 5.2, the results on the short-time Fourier transform as an operator
on S0(G) in Theorem 5.3, characterizations of operators defined on S0 or L
2 that can be
extended to the dual space S′0 in Lemma 6.5 and Lemma 6.14, a new characterization of
S0 among Banach spaces in L
1 in Theorem 7.5 and the kernel theorem for the Feichtinger
algebra in Lemma 9.1 and Theorem 9.3, which has not been proven in this generality
before.
A further objective of this paper is to show that the sets A to U , below, in Defini-
tion 1.1, coincide and all characterize S0(G). We will show that the sets G to U induce
norms on S0(G) in a natural way, which in fact are all equivalent. Almost all the character-
izations in Definition 1.1 are well known, see, e.g., [Fei81c,FeZi98,Grö01]. Other character-
izations of S0 (which will not be considered here) can be found in [CoGr03,Jan05,Jan06].
An aspect of the theory which is not part of the story told in this paper is that of
the weighted Feichtinger algebra, which is commonly studied as a special case of the
weighted modulation spaces. For results on this aspect of the theory we refer to, e.g.,
[Fei79b,Fei03,Grö01,Grö07c].
Next to just mentioned modulation spaces, the Feichtinger algebra is related to a
variety of other function spaces. In Section 2 we give an overview of the history of S0(G),
its relation to other function space constructions and their applications. The remainder
of the paper is structured as follows:
In Section 3 we recall some basic theory on locally compact abelian groups and set
the notation and definitions for the rest of the paper.
In Section 4 we show properties of functions that belong to S0(G) and we show that
S0(G) is a Banach algebra with respect to multiplication and convolution. Furthermore,
this section establishes that the sets A −I from Definition 1.1 coincide.
Section 5 contains results on operators on S0. In particular, results on the Fourier
transform, automorphisms on G, metaplectic operators, the short-time Fourier transform,
and the restriction and periodization operators with respect to a closed subgroup are
considered here. We also prove that the Poisson formula hold for all functions in S0.
In Section 6 we consider the dual space of S0. We show how the operators on S0(G)
considered in Section 5 extend to S′0(G) and prove that S0(G) is weak
∗-dense in S′0. We
also show that S0(G) can be characterized by the sets J and K .
The results from the previous sections allow us to prove key properties of the Fe-
ichtinger algebra in Section 7. In particular, this sections contains the characterization
of S0 by series representations given by the set L and a proof of the minimality of the
Feichtinger algebra. Furthermore, this section is concerned with the tensor factorization
property of S0, it contains a new characterization of the Feichtinger algebra among all
Banach spaces on locally compact abelian groups. which are subspaces of L1. Lastly, we
also prove a characterization of S0 by use of open subgroups, which is particularly useful
for all locally compact abelian groups but the Euclidean space.
Section 8 is concerned with the characterization of S0(G) by the series representation
given in the sets M to R from Definition 1.1. We also establish the characterization of
S0(G) by bounded uniform partition of unities (BUPUs) given by the sets T and U .
Finally, in Section 9 we show the kernel theorem for the Feichtinger algebra.
It is recommended to read Sections 4-7 in order. Sections 8 and 9 can be read inde-
pendently of one another.
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For later reference we now state the collection of different sets which we will show are
all equal and define the Feichtinger algebra.
Definition 1.1. For a locally compact abelian group G we define the following sets:
A = {f ∈ L1(G) : ∃ g ∈ L1(G)\{0} s.t.
∫
Ĝ
‖Eωf ∗ g‖1 dω <∞},
B = {f ∈ L2(G) : ∃ g ∈ L2(G)\{0} s.t.
∫
G
∫
Ĝ
|Vgf(x, ω)| dω dx <∞},
C = {f ∈ A(G) : ∃ g ∈ A(G)\{0} s.t.
∫
G ‖Txf · g‖A(G) dx <∞},
D = {f ∈ L1(G) :
∫
Ĝ
‖Eωf ∗ f‖1 dω <∞},
E = {f ∈ L2(G) :
∫
G
∫
Ĝ
|Vff(x, ω)| dω dx <∞},
F = {f ∈ A(G) :
∫
G ‖Txf · f‖A(G) <∞}.
In the next six items, we fix a g ∈ S0(G)\{0} and define
G = {f ∈ L1(G) :
∫
Ĝ
‖Eωf ∗ g‖1 dω <∞},
H = {f ∈ L2(G) :
∫
G
∫
Ĝ
|Vgf(x, ω)| dω dx <∞},
I = {f ∈ A(G) :
∫
G ‖Txf · g‖A(G) <∞},
J = {σ ∈ S′0(G) : V˜gσ ∈ S0(G× Ĝ)},
K = {σ ∈ S′0(G) : V˜gσ ∈ L
1(G× Ĝ)},
L = {f ∈ L1(G) : f =
∑
n∈N cnEωnTxng with (cn)n∈N ∈ ℓ
1(N), (xn, ωn)n∈N ⊆ G× Ĝ}.
We fix a compact set K in G with non-void interior and define the set
M = {f ∈ L1(G) : f =
∑
n∈N
Txngn, (gn)n∈N ⊆ A(G), supp gn ⊆ K for all n ∈ N
with (xn)n∈N ⊆ G and
∑
n∈N
‖gn‖A(G) <∞}.
We fix a compact set K˜ in Ĝ with non-void interior and define the set
N = {f ∈ A(G) : f =
∑
n∈N
Eωngn, (gn)n∈N ⊆ L
1(G), supp gˆn ⊆ K˜ for all n ∈ N
with (ωn)n∈N ⊆ Ĝ and
∑
n∈N
‖gn‖1 <∞}.
In the next four items, we fix a function g ∈ S0(G)\{0} and define
O = {f ∈ L1(G) : f =
∑
n∈N
fn ∗ Eωng, (fn)n∈N ⊆ L
1(G), (ωn)n∈N ⊆ Ĝ,
∑
n∈N
‖fn‖1 <∞},
P = {f ∈ A(G) : f =
∑
n∈N
fn · Txng, (fn)n∈N ⊆ A(G), (xn)n∈N ⊆ G,
∑
n∈N
‖fn‖A(G) <∞},
Q = {f ∈ L1(G) : f =
( ∑
n∈N
TωnVgˆfˆn
)∣∣∣∣
{0}×G
, (fn)n∈N ⊆ S0(G), (ωn)n∈N ⊆ Ĝ
with
∑
n∈N
‖fn‖S0,g <∞},
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R = {f ∈ L1(G) : f =
∑
n∈N
fn∗gn, (fn)n∈N, (gn)n∈N ⊆ S0(G) with
∑
n∈N
‖fn‖S0,g ‖gn‖S0,g <
∞}.
We say a family of functions (ψi)i∈I ⊆ A(G) is a bounded uniform partition of unity of G
if there exists a compact set W ⊆ G and a discrete subset (xi) ⊆ G such that
(a.i)
∑
i∈I ψi(x) = 1 for all x ∈ G,
(a.ii) supi∈I ‖ψi‖A(G) <∞,
(a.iii) suppψi ⊆ xi +W for all i ∈ I,
(a.iv) supx∈G#{i ∈ I : (x+K) ∩ (xi +W ) 6= ∅} <∞ for any compact set K ⊆ G.
If (ψi)i∈I ⊂ A(G) is a bounded uniform partition of unity of G then we define the set
T = {f ∈ A(G) :
∑
i∈I ‖fψi‖A(G) <∞}.
Similarly, a family of functions (ϕi)i∈I ⊆ L
1(G) is a bounded uniform partition of unity of
Ĝ if there exists a compact set V ⊆ Ĝ and a discrete subset (ωi) ⊆ Ĝ such that
(b.i)
∑
i∈I ϕˆi(ω) = 1 for all ω ∈ Ĝ,
(b.ii) supi∈I ‖ϕi‖1 <∞,
(b.iii) supp ψˆi ⊆ ωi + V for all i ∈ I,
(b.iv) sup
ω∈Ĝ
#{i ∈ I : (ω +K) ∩ (ωi + V ) 6= ∅} <∞ for any compact set K ⊆ Ĝ.
If (ϕi)i∈I ⊂ L
1(G) is a bounded uniform partition of unity of Ĝ we define the set
U = {f ∈ L1(G) :
∑
i∈I ‖f ∗ ϕi‖1 <∞}.
2 Applications and history of the Feichtinger algebra
This section is concerned with the history of the Feichtinger algebra and its relation to
other Banach space constructions. Furthermore, we mention some applications of S0.
Let us begin with a central property of S0(G) that was recognized early on by Fe-
ichtinger [Fei79a,Fei81c]. The space S0(G) is the smallest, so-called, Segal algebra S(G)
on a locally compact abelian groups G (see Definition 4.18) which is invariant under the
multiplication of characters such that ‖Eωf‖S = ‖f‖S for all f ∈ S(G) and ω ∈ Ĝ. This is
the reason for the symbol S0; the S stands for Segal algebra and the index “0” indicates its
minimality. The minimality of the Feichtinger algebra among a family of function spaces
was extended significantly in [Fei87b, Fei89b] and can also be found in [FeZi98,Grö01].
The result can be formulated as follows: Let B be a Banach space with the properties
that
(a) there exists a non-zero function g ∈ S0(G) which also belongs to B such that all
time-frequency shifts of g, {EωTxg : (x, ω) ∈ G × Ĝ} belong to B as well (for
example g could be a Schwartz-Bruhat function or a compactly supported function
with integrable Fourier transform),
5 of 70
Jakobsen On a (no longer) new Segal algebra
(b) for g as in (a) there exists a constant c > 0 for which ‖EωTxg‖B ≤ c ‖g‖B for all
(x, ω) ∈ G× Ĝ,
then not only all time-frequency shifts of g but all of S0(G) is a subset of B. That is,
S0(G) is the smallest among all Banach spaces which satisfy (a) and (b). In this paper
this result can be found in Theorem 7.3. Well-known examples of Banach spaces which
satisfy assumptions (a) and (b) are the Lp-spaces, C0(G) and the Fourier algebra.
The idea of a minimal algebra of functions in the sense of S0 as above, has been
extended to locally compact (non-abelian) groups by Spronk [Spr07] and also to homoge-
neous spaces by Parthasarathy and Shravan Kumar [PaSh15]. In fact, the construction of
S0(G) has been extended and applied to generalized stochastic processes on hypergroups,
for more on this see the book contribution by Heyer [Hey14]. The use of S0 as a setting for
generalized stochastic processes was first investigated by Hörmann in his thesis [Hör89]. In
particular S0(G) is used as a replacement for the (non-Fourier invariant) space of smooth
functions with compact support as it is used by Gelfand, Vilenkin [GeVi64] and Itô [Ito54].
This idea has been continued in cooperation with Feichtinger [FeHö90,FeHö14] and is also
the subject of the thesis by Keville [Kev03] and of work by Wahlberg [Wah05].
The Feichtinger algebra finds its most prominent use in the theory of pseudo-differential
operators3 and in time-frequency analysis, especially in the theory of Gabor frames4. For
an introduction to the general theory of frames and Gabor analysis see the books by Chris-
tensen [Chr16], Gröchenig [Grö01] and Heil [Hei11]. As mentioned in the introduction,
the Feichtinger algebra and the Schwartz-Bruhat space have very similar properties. This
aspect of S0 is used by Reiter [Rei89] to extend results of Weil [Wei64] on metaplectic
operators on the Schwartz-Bruhat space to S0(G). Similarly, Luef [Lue07] extends results
by Rieffel [Rie81,Rie88] on non-commutative tori from the Schwarz-Bruhat space to the
Feichtinger algebra. Furthermore, Feichtinger and Gröchenig [FeGr97] extend results from
Janssen [Jan95] in Gabor frame theory with generators in S(R) to generators in S0(R).
These publications show that S0(G), compared with the Schwartz-Bruhat space, allows
for more general statements with easier proofs.
Furthermore, the Feichtinger algebra is the setting in the work of Kailath, Pfander,
and Walnut [PfWa06, Pfa13,WaPf+15] and in the thesis of Civan [Civ15] on operator
identification. Kaiblinger shows that S0 is a suitable domain for results on interpola-
tion operators [Kai05,FeKa07]. Further, the Feichtinger algebra is used in the thesis by
Querenberger [Que89] on spectral synthesis. For more on spectral synthesis see the book
by Benedetto [Ben75]. Feichtinger and Weisz [FeWe06a, FeWe06b] have shown that all
classical summability kernels belong to the Feichtinger algebra S0(R). Also, the so-called
Wilson bases form an unconditional bases for S0(Rn) [FeGr+92].
Finally, S0(G) plays an integral part in the rigged Hilbert space, also known as a
Gelfand triple, formed by the spaces S0, L
2 and S′0. This triple has been strongly advo-
cated by Feichtinger and others over the past years, see e.g., [FeKo98,DöFe+06,FeLu+07,
CoFe+08,Fei09]. The theory of rigged Hilbert spaces plays a decisive role in the mathe-
matical formulation of quantum mechanics [Ant98].
3see, for example, [Tac94,GrHe99,Cza03,Grö06b,Grö06a,CoNi10,Tof10,BéGr+05,BéOk04,CoGr03,
FeHe+06,dGo11,Fei02,GrHe03,GrSt07,ToWo+07,Bog04,Grö01,CoTa+13,CoNi10,La01,Tof04b,Tof04a]
4see, for example, [Fei89b,FeGr+92,FeGr97,FeZi98,FeKa04,FeKo98,FeLu06,Grö07a,Grö07b,Grö01,
GrLe04,Grö14,GrOr+15,Hei07,Lue09]
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In the following we mention some of the function space constructions which yield S0
as a special case.
• S0(G) can be realized as the space ℓ
1(A) by Bertrandias et al. in [BeDa+78,Ber82,
Ber84]. In fact, this construction predates Feichtinger’s discovery of S0(G). How-
ever, the properties of this space were first recognized by Feichtinger.
• Inspired by the characterization of S0 by bounded uniform partitions of unity
in [Fei81c] (see the sets T and U in Definition 1.1), Feichtinger introduced the
Wiener amalgam spaces in [Fei81b,Fei83b]. The general setup of Wiener amalgam
spaces allows for the construction of a wide variety of Banach spaces and includes,
e.g., the Wiener algebra and the usual Lp-spaces. The Feichtinger algebra is the
Wiener amalgam space with local component in the Fourier algebra A(G) and global
component in L1(G), denoted byW (A(G), L1). For more on Wiener amalgam space
see, e.g., [Fei92] and the paper by Heil [Hei03].
• One of the characterizations of S0(G) in [Fei81c] inspired Feichtinger to define the
modulation spaces [Fei83c], see Definition 6.12. However, the original manuscript
remained unpublished until 2003, where an essentially unchanged version was pub-
lished [Fei03]. Modulation spaces have been described in, e.g., [Fei83a, Fei89b,
FeGr92] and in the book by Gröchenig [Grö01] and de Gosson [dGo11]. The Fe-
ichtinger algebra coincides with the modulation space M1. The reader is referred
to [Fei06] for more information on the history of S0(G), its role in the construction
of the modulation spaces and its relation to them. As indicated by the references
in the footnotes on page 6, the modulation spaces provide an incredible fruitful en-
vironment for results in the theory of pseudo-differential operators and the theory
of Gabor frames.
• In the mid 80s it became clear that S0(G) was connected to the Schrödinger rep-
resentation of the Heisenberg group. This, together with the advent of wavelet
theory inspired Feichtinger and Gröchenig to establish the coorbit space theory
[FeGr88,FeGr89a,FeGr89b]. The theory associates to each integrable representation
of a locally compact group a family of Banach spaces, the so-called coorbit spaces,
in which one can achieve suitable series representations. In this way the theory
connects to the field of frame theory. In particular the coorbit theory yields S0 and
the aforementioned modulation spaces if one uses the Schrödinger representation of
the Heisenberg group. See also the papers [Grö91,FeGr92,Chr96].
• The space S0(G) can be obtained from the very general setting of decomposition
spaces, introduced in [FeGr85] and [Fei87a].
• S0(G) coincides with the minimal homogeneous Banach space (A(G))min introduced
in [Fei81a], and it is an example of a minimal Banach space as described in [Fei87b].
• As mentioned earlier, the space S0(G) is also a Segal algebra, i.e., a translation
invariant dense subalgebra of L1(G) under convolution, which is continuously em-
bedded into L1(G). For more on Segal algebras see, e.g., [Rei71] and [ReSt00].
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Recent literature on coorbit space theory, decomposition spaces and modulation spaces
include [ChMa+12,DaFo+08,DaSt+04,Füh15,FüVo15,UlRa11] and [Voi15].
3 Setup and notation
This section contains definitions, notation and results that will be used throughout this
paper. The material presented here can be found in text books on functional analysis (e.g.,
[BoKa14, Rud91]) and in books concerning Fourier analysis on locally compact abelian
groups (e.g., [HaNi98,HeRo63,HeRo70,Fol95,Rud62,ReSt00]).
Throughout this paper we let G denote a locally compact Hausdorff abelian group.
Examples of such are the real line R, the integers Z, the torus T ∼= [0, 1[, finite abelian
groups, for some prime number p the discrete Prüfer p-group Z(p∞) = {z ∈ C : zn =
1, n = pk, k ∈ N}, the (non-compact group of) p-adic numbers, the (compact group of)
p-adic integers and finite products thereof. A rather long list of locally compact abelian
groups can be found on pages 161-163 in [HaNi98]. To G we associate its dual group Ĝ
which consists of all characters of G, i.e., all continuous group homomorphisms from G
into the torus T = {z ∈ C : |z| = 1}. The dual group Ĝ is a locally compact abelian
group under pointwise multiplication and the compact-open topology for continuous func-
tions between topological spaces. Throughout the paper we denote the group operation as
addition +, hence −x denotes the inverse element of x ∈ G. By the Pontryagin-van Kam-
pen duality theorem of locally compact abelian groups, the dual group of Ĝ is isomorphic
to G as a topological group, i.e., Ĝ ∼= G.
Every locally compact abelian group G carries a translation invariant measure, the so-
called Haar measure µG. This measure is unique up to a positive constant. We define the
Lp-spaces over the complex field with the measure µG in the usual way. We will usually
shorten notation and write
∫
G dx instead of
∫
G dµG(x). The space L
2(G) is equipped with
the usual inner product 〈f, g〉 =
∫
G f(x)g(x) dx, which is linear in the first entry. We let
C0(G) and Cb(G) denote the space of continuous functions that vanish at infinity and the
space of bounded continuous functions on G, respectively.
We define the Fourier transform of functions f ∈ L1(G) by
Ff(ω) = fˆ(ω) =
∫
G
f(x)ω(x) dµG(x), ω ∈ Ĝ.
By the Riemann-Lebesgue Lemma the Fourier transform maps L1(G) into C0(Ĝ) and
‖fˆ‖∞ ≤ ‖f‖1 for all f ∈ L
1(G). If the Haar measure µG on G is given, then the measure
µ
Ĝ
on the dual group Ĝ can be normalized uniquely such that, for all f ∈ L1(G) with
fˆ ∈ L1(Ĝ), the function f can be recovered from fˆ by the inverse Fourier transform
f(x) = F−1fˆ(x) =
∫
Ĝ
fˆ(ω)ω(x) dµ
Ĝ
(ω), a.e. x ∈ G.
If, in addition, f is continuous, then the inversion of the Fourier transform holds pointwise.
If the Fourier inversion formula holds, then we refer to µG and µĜ as dual measures.
We always assume that the measures on G and Ĝ are related by duality. Under this
convention, the Fourier transform F extends from L1(G) ∩ L2(G) to a unitary operator
from L2(G) onto L2(Ĝ).
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With the help of the Fourier transform we define the Fourier algebra
A(G) = {f ∈ C0(G) : ∃h ∈ L
1(Ĝ) s.t. F
Ĝ
h = f}. (3.1)
Here F
Ĝ
denotes the Fourier transform from L1(Ĝ) into C0(G). The Fourier algebra
becomes a Banach space under the norm ‖f‖A(G) = ‖h‖1, with h as in (3.1). For two
functions f, g ∈ L1(G) we define their convolution product by
(f ∗ g)(x) =
∫
G
f(s)g(x− s) ds for a.e. x ∈ G.
More general, the convolution of two measurable functions is well-defined as a bilinear
mapping between suitable Lp-spaces. Indeed, Young’s inequality states that, for p, q, r ∈
[1,∞] such that 1
p
+ 1
q
= 1
r
+ 1, one has the norm estimate
‖f ∗ g‖r ≤ ‖f‖p‖g‖q. (3.2)
For a complex valued function f : G→ C we define its involution f † and reflection f r by
f †(x) = f(−x), f r(x) = f(−x).
One shows easily that F(f †) = Ff, F(f r) = (Ff)r = F−1f, F(f) = F−1f = (Ff)†.
We recall the convolution theorem for the Fourier transform: if f, g ∈ L1(G), then
F(f ∗ g) = Ff · Fg and if f, g ∈ L2, then F(f · g) = Ff ∗ Fg.
Similar to the Fourier transform, the partial Fourier transform
F1F (ω, t) =
∫
G1
F (x, t)ω(x) dx for all F ∈ L1(G1 ×G2), ω ∈ Ĝ1 and a.e. t ∈ G2,
can be extended to a unitary operator from L2(G1 × G2) onto L
2(Ĝ1 × G2). The index
indicates that the Fourier transform is taken with respect to the first argument. In a
similar way one defines F2.
Let X be a Banach space which is equipped with a multiplication ⊙ : X × X → X
such that for all x, y, z ∈ X, α ∈ C it holds that (x+ y)⊙ z = (x⊙ z) + (y ⊙ z),
(x⊙ y)⊙ z = x⊙ (y ⊙ z) and α · (x⊙ y) = (α · x)⊙ y = x⊙ (α · y).
The Banach space X is a Banach algebra if ‖x ⊙ y‖ ≤ ‖x‖ ‖y‖ for all x, y ∈ X. The
Banach spaces L1(G) and A(G) form Banach algebras under convolution and pointwise
multiplication, respectively.
Let X, Y be two normed vector spaces. If X ⊆ Y , then we say that X is continuously
embedded into Y if there is a constant c > 0 such that ‖x‖Y ≤ c ‖x‖x for all x ∈ X.
For x ∈ G and ω ∈ Ĝ we define the translation operator Tx and the modulation
operator Eω by
Txf(s) = f(s− x), Eωf(s) = ω(s)f(s).
It is straightforward to verify that the translation and modulation operator are isometries
on the Fourier algebra A(G) and any of the Lp-spaces for p ∈ [1,∞]. On L2(G) the
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operators Tx and Eω are unitary. Furthermore, for f in L
p(G) (or A(G)) the mappings
x 7→ Txf and ω 7→ Eωf are continuous from G into L
p(G) (or A(G)) and from Ĝ into
Lp(G) (or A(G)), respectively. It is useful to note that
EωTx = ω(x)TxEω, FTx = E−xF , FEω = TωF ,
and furthermore, that Eω(f ∗ g) = (Eωf) ∗ (Eωg) and Tx(f ∗ g) = (Txf) ∗ g = f ∗ (Txg),
whenever the convolution of f and g is well-defined. We will often use the time-frequency
shift operator EωTx. For convenience we therefore define
π(χ) = π(x, ω) = EωTx for χ = (x, ω) ∈ G× Ĝ.
For any p ∈ [1,∞] we define the asymmetric coordinate transform
τa : L
p(G×G)→ Lp(G×G), τaf(x, t) = f(t, t− x). (3.3)
It is easy to check that τa is an isometry and that its inverse is τ
−1
a f(x, t) = f(x − t, x).
For p = 2 the operator τa is unitary. For two locally compact abelian groups G1 and G2
and p ∈ [1,∞] we define the tensor product of functions
⊗ : Lp(G1)× L
p(G2)→ L
p(G1 ×G2), (f1 ⊗ f2)(x1, x2) = f1(x1) · f2(x2).
By use of the partial Fourier transform F2, the asymmetric coordinate transform τa
and the tensor product ⊗, we define the short-time Fourier transform with respect to a
function g ∈ L2(G):
Vg : L
2(G)→ L2(G× Ĝ), Vgf(x, ω) = F2τa(f ⊗ g)(x, ω) = 〈f, EωTxg〉.
Since F2 and τa are unitary operators on L
2 it is straightforward to show the bi-orthogonality
relations for the short-time Fourier transform: for all f1, f2, g1, g2 ∈ L
2(G)
〈Vg1f1,Vg2f2〉 = 〈F2τa(f1⊗ g1),F2τa(f2⊗ g2)〉 = 〈f1⊗ g1, f2⊗ g2〉 = 〈g2, g1〉〈f1, f2〉. (3.4)
From this follows that V∗hVgf = 〈h, g〉 f for all f, g, h ∈ L
2(G).
4 Basic properties of S0
We begin our excursion into the Feichtinger algebra with the set A from Definition 1.1
and define
S0(G) = A = {f ∈ L1(G) : ∃ g ∈ L1(G)\{0} s.t.
∫
Ĝ
‖Eωf ∗ g‖1 dω <∞}.
The aim of this section is to show various properties of the functions that belong
to S0(G). An important ingredient of these results are Theorem 4.1 and Theorem 4.7
in which we show that S0(G) is equal to the sets B–I from Definition 1.1. These
characterizations allow us to give sufficient conditions for functions to belong to S0(G)
and they allow us to show that S0(G) forms a Banach algebra with respect to pointwise
multiplication and convolution. We will also prove that S0(G) ⊆ L
1(G)∩A(G) ⊆ C0(G),
and that S0(G) is a Segal algebra.
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4.1 Preliminary observations
In our first result, Theorem 4.1, we show that S0(G) coincides with the sets B and C
from Definition 1.1.
B = {f ∈ L2(G) : ∃ g ∈ L2(G)\{0} s.t.
∫
G×Ĝ
|Vgf(χ)| dχ <∞},
C = {f ∈ A(G) : ∃ g ∈ A(G)\{0} s.t.
∫
G ‖Txf · g‖A(G) dx <∞}.
The proof of Theorem 4.1 is lengthy, however it consists of simple manipulations. As a pay-
off we are rewarded with a variety of useful statements, which we collect in Corollary 4.2
below. The characterization of S0(G) via the set B appears in [Grö01]. The sets A and
C have not been used in the literature to describe S0(G), yet they bear resemblance to
characterizations of S0(G) that appear in [Fei81c].
Theorem 4.1. For any locally compact abelian group G it holds that S0(G) = A = B =
C .
Proof. By definition S0(G) = A . We now show that (i) A ⊆ B ∩ C , (ii) B ⊆ A ∩ C
and (iii) C ⊆ A ∩B.
(i). Let f, g ∈ L1(G) and assume that
∫
Ĝ
‖Eωf ∗ g‖1 dω <∞. By the Riemann-Lebesgue
Lemma fˆ , gˆ ∈ C0(Ĝ), and we can thus evaluate fˆ and gˆ pointwise. For all ω, ξ ∈ Ĝ we
can make the following estimate:
|fˆ(ξ) gˆ(ω)| ≤ max
s∈Ĝ
|fˆ(s− ω + ξ) gˆ(s)| = max
s∈Ĝ
|
(
Tω−ξfˆ
)
(s) gˆ(s)|
= max
s∈Ĝ
|(FEω−ξf)(s) · (Fg)(s)| = ‖F(Eω−ξf ∗ g)‖∞ ≤ ‖Eω−ξf ∗ g‖1. (4.1)
Integrating over ω ∈ Ĝ yields that
|fˆ(ξ)|
∫
Ĝ
|gˆ(ω)| dω ≤
∫
Ĝ
‖Eω−ξf ∗ g‖1 dω.
By use of the translation invariance of the Haar measure we find that for all ξ ∈ Ĝ
|fˆ(ξ)|‖gˆ‖1 ≤
∫
Ĝ
‖Eωf ∗ g‖1 dω <∞.
The right side of this inequality does not depend on ξ, therefore, taking the maximum
over ξ ∈ Ĝ, we arrive at the estimate
‖fˆ‖∞‖gˆ‖1 ≤
∫
Ĝ
‖Eωf ∗ g‖1 dω <∞.
This shows that gˆ ∈ L1(Ĝ), i.e., g ∈ A(G). Integrating (4.1) over ξ ∈ Ĝ and taking the
maximum over ω ∈ Ĝ yields the inequality
‖gˆ‖∞‖fˆ‖1 ≤
∫
Ĝ
‖Eωf ∗ g‖1 dω <∞.
Hence also fˆ ∈ L1(G) and thus f ∈ A(G). In particular this implies that fˆ , gˆ ∈ L1(Ĝ) ∩
L∞(Ĝ) ⊆ L2(Ĝ). Since the Fourier transform is a unitary operator from L2(G) onto
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L2(Ĝ) we conclude that f, g ∈ L2(G). For functions f, g ∈ L1(G) ∩ L2(G) ∩ A(G) it is
straightforward (essentially a matter of notation and Fubini’s theorem) to show that∫
Ĝ
‖Eωf ∗ g‖1 dω =
∫
G×Ĝ
|Vg†f(χ)| dχ =
∫
G
‖Txf · g
r‖A(G) dx. (4.2)
The equalities in (4.2) together with the assumption f ∈ A implies that f belongs to B
and C , that is, we have shown that A ⊆ B ∩ C .
(ii). Assume now that f, g ∈ L2(G) satisfy∫
G
∫
Ĝ
|Vgf(χ)| dω dx =
∫
G
‖F(f · Txg)‖1 dx <∞.
This implies that the mapping x 7→ ‖F(f ·Txg)‖1 belongs to L
1(G) and thus ‖F(f ·Txg)‖1
is finite for almost every x ∈ G. Therefore, for almost every x ∈ G the function ω 7→
F(f · Txg)(ω) belongs to L
1(Ĝ). By the Fourier inversion formula we have the equality
f · Txg = F
−1F(f · Txg)
for almost every x ∈ G. In particular, for almost every x ∈ G we have that (f · Txg) ∈
C0(G). Now, for almost every x, ξ ∈ G, we conclude that
|f(x)g(ξ)| = |f(x)g(x− x+ ξ)| ≤ sup
s∈G
|f(s)g(s− x+ ξ)|
= ‖f · Tx−ξg‖∞ = ‖F
−1F(f · Tx−ξg)‖∞ ≤ ‖F(f · Tx−ξg)‖1. (4.3)
By integrating the previous inequality over x ∈ G and using translation invariance of the
Haar measure, we find that∫
G
|f(x)| dx |g(ξ)| ≤
∫
G
‖F(f · Tx−ξg)‖1 dx =
∫
G
‖F(f · Txg)‖1 dx =
∫
G×Ĝ
|Vgf(χ)| dχ
for all ξ ∈ G. By taking the supremum over ξ ∈ G we find that
‖f‖1‖g‖∞ ≤
∫
G×Ĝ
|Vgf(χ)| dχ <∞.
An integration of (4.3) with respect to ξ ∈ G and taking the supremum over x ∈ G yields
the inequality
‖f‖∞‖g‖1 ≤
∫
G×Ĝ
|Vgf(χ)| dχ <∞.
This implies that f, g ∈ L1(G). Since the Fourier transform is a unitary operator from
L2(G) onto L2(Ĝ) it is a straightforward calculation to show that
∫
G×Ĝ
|Vgf(χ)| dχ =∫
Ĝ×G
|Vgˆfˆ(χ˜)| dχ˜. Repeating the above argument on the Fourier side, yields
‖fˆ‖1‖gˆ‖∞ ≤
∫
G×Ĝ
|〈f, π(χ)g〉| dχ <∞ and ‖gˆ‖1‖fˆ‖∞ ≤
∫
G×Ĝ
|〈f, π(χ)g〉| dχ <∞.
(4.4)
We conclude that f, g ∈ B ⊆ L1(G) ∩ A(G). Replacing g by g† in (4.2) yields∫
Ĝ
‖Eωf ∗ g
†‖1 dω =
∫
G×Ĝ
|Vgf(χ)| dχ =
∫
G
‖Txf · g‖A(G) dx. (4.5)
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for f, g ∈ L1(G) ∩ L2(G) ∩A(G). Arguing as in (i) we prove that B ⊆ A ∩ C .
(iii). As in (i) and (ii) one can show that for f, g ∈ A(G) and all x, ξ ∈ G that
|f(x)g(ξ)| ≤ ‖Tx−ξf · g‖∞.
For f, g ∈ A(G) there exists hf , hg ∈ L
1(Ĝ) such that Fhf = f,Fhg = g and so
F(Ex−ξhf ∗ hg) = Tx−ξf · g and ‖Tx−ξf · g‖A(G) = ‖Ex−ξhf ∗ hg‖1. We can thus establish
the estimate
|f(x)g(ξ)| ≤ ‖F(Ex−ξhf ∗ hg)‖∞ ≤ ‖Ex−ξhf ∗ hg‖1 = ‖Tx−ξf · g‖A(G).
An integration over x ∈ G and the translation invariance of the Haar measure yields that
for all f ∈ A(G) and ξ ∈ G∫
G
|f(x)| dx |g(ξ)| ≤
∫
G
‖Txf · g‖A(G) dx.
The right hand side does not depend on ξ ∈ G, hence taking the supremum over ξ ∈ G
gives the inequality
‖f‖1 ‖g‖∞ ≤
∫
G
‖Txf · g‖A(G) dx <∞ for all f ∈ C .
Interchanging the roles of f and g we also establish the inequality ‖f‖∞‖g‖1 ≤
∫
G ‖Txf ·
g‖A(G) < ∞. Hence f, g ∈ L
1(G) ∩ L∞(G) and, in particular, f, g ∈ L2(G). Replacing g
by gr in (4.2) yields that∫
Ĝ
‖Eωf ∗ g
r‖1 dω =
∫
G×Ĝ
|Vgf(χ)| dχ =
∫
G
‖Txf · g‖A(G) dx (4.6)
for f, g ∈ L1(G)∩L2(G)∩A(G). The assumption that f ∈ C together with (4.6) implies
that f ∈ A ∩B. This shows that C ⊆ A ∩B.
From the proof of Theorem 4.1 we draw several conclusions which we summarize in
Corollary 4.2 below. The result in Corollary 4.2(i)-(iv) are well-known and can be found
in [Fei81c]. Statement (v) appears in [Grö01]. The results in Corollary 4.2(vi)-(x) are
new. The inequalities in Corollary 4.2(vii) are related to results by Lieb [Lie90].
Corollary 4.2. Suppose f ∈ S0(G), i.e., f belongs to L
2(G) and
∫
G×Ĝ
|Vgf(χ)| dχ <∞,
for some non-zero g ∈ L2(G). Then the following holds:
(i) fˆ ∈ S0(Ĝ), in particular ‖Vgf‖1 = ‖Vgˆfˆ‖1,
(ii) EωTxf ∈ S0(G) for all (x, ω) ∈ G× Ĝ,
(iii) f ∈ L1(G) ∩A(G) ⊆ C0(G),
(iv) f r, f , f † ∈ S0(G),
(v) If f 6= 0, then g ∈ S0(G),
(vi.a) ‖f‖p ≤ ‖g‖
−1+1/p
1 ‖g‖
−1/p
∞ ‖Vgf‖1 for all p ∈ [1,∞],
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(vi.b) ‖fˆ‖p ≤ ‖gˆ‖
−1+1/p
1 ‖gˆ‖
−1/p
∞ ‖Vgf‖1 for all p ∈ [1,∞],
(vii.a) ‖f‖p ‖g‖q ≤ ‖Vgf‖1 for all p, q ∈ [1,∞] with 1/p+ 1/q = 1,
(vii.b) ‖fˆ‖p ‖gˆ‖q ≤ ‖Vgf‖1 for all p, q ∈ [1,∞] with 1/p+ 1/q = 1,
(viii) ‖f‖p ‖gˆ‖p ≤ ‖Vgf‖1 for all p ∈ [2,∞].
(ix) |〈f, g〉| ≤ ‖Vgf‖1,
(x) ‖Vgf‖p ≤ ‖Vgf‖1 for all p ∈ [1,∞].
Proof. (i). Because F is a unitary operator from L2(G) onto L2(Ĝ) and ExTωF =
ω(x)FEωT−x for all (x, ω) ∈ G×Ĝ, it is an easy exercise to show the equality
∫
Ĝ×G
|Vgˆfˆ(χ˜)| dχ˜ =∫
G×Ĝ
|Vgf(χ)| dχ < ∞. This equality together with Theorem 4.1 implies that fˆ belongs
to S0(Ĝ).
(ii). For all ν ∈ G× Ĝ we find that∫
G×Ĝ
|Vgπ(ν)f(χ)| dχ =
∫
G×Ĝ
|〈f, π(χ− ν)g〉| dχ =
∫
G×Ĝ
|Vgf(χ)| dχ <∞.
By Theorem 4.1 the function π(ν)f belongs to S0(G).
(iii). The definition of A and C together with Theorem 4.1 imply the inclusion.
(iv). The result follows from Theorem 4.1 together with the equalities
∫
G×Ĝ
|〈f, π(χ)g〉| dχ =
∫
G×Ĝ
|〈f r, π(χ)gr〉| dχ
=
∫
G×Ĝ
|〈f, π(χ)g〉| dχ =
∫
G×Ĝ
|〈f †, π(χ)g†〉| dχ.
(v). This follows from the equality
∫
G×Ĝ
|〈f, π(χ)g〉| dχ =
∫
G×Ĝ
|〈g, π(χ)f〉| dχ.
(vi). For the next result we note that the proof of Theorem 4.1 establishes the inequalities
‖fˆ‖1‖gˆ‖∞ ≤ ‖Vgf‖1 and ‖gˆ‖1‖fˆ‖∞ ≤ ‖Vgf‖1, (4.7)
and the inequalities
‖f‖1‖g‖∞ ≤ ‖Vgf‖1 and ‖g‖1‖f‖∞ ≤ ‖Vgf‖1. (4.8)
Furthermore, recall the following implication of Hölder’s inequality
‖f‖p ≤ ‖f‖
1/p
1 ‖f‖
1−1/p
∞ for all f ∈ L
1(G) ∩ L∞(G) and p ∈ [1,∞]. (4.9)
Combining (4.7),(4.8) and (4.9) implies that for all f ∈ S0(G)
‖f‖p ≤ ‖f‖
1/p
1 ‖f‖
1−1/p
∞ ≤ ‖g‖
−1/p
∞ ‖Vgf‖
1/p
1 ‖g‖
−1+1/p
1 ‖Vgf‖
1−1/p
1 ,
‖fˆ‖p ≤ ‖fˆ‖
1/p
1 ‖fˆ‖
1−1/p
∞ ≤ ‖gˆ‖
−1/p
∞ ‖Vgf‖
1/p
1 ‖gˆ‖
−1+1/p
1 ‖Vgf‖
1−1/p
1 .
(vii). Note that ‖g‖q ≤ ‖g‖
1−1/p
1 ‖g‖
1/p
∞ . This together with (vi) implies the result.
(viii) This follows from (vii) together with the Hausdorff-Young inequality ‖gˆ‖p ≤ ‖g‖q
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for p ∈ [2,∞], 1/p+ 1/q = 1.
(ix). Using the inequality in (vii) we find that
|〈f, g〉| ≤ ‖f‖1 ‖g‖∞ ≤ ‖Vgf‖1.
(x). The inequality in (ix) yields that ‖Vgf‖∞ ≤ ‖f‖1 ‖g‖∞ ≤ ‖Vgf‖1. Hölder’s inequality
implies that, for all p ∈ [1,∞],
‖Vgf‖p ≤ ‖Vgf‖
1/p
1 ‖Vgf‖
1−1/p
∞ ≤ ‖Vgf‖1.
Corollary 4.2 states several convenient properties for functions in S0(G). However,
from the description of S0(G) so far, it is not yet clear that any non-trivial function
belongs to the Feichtinger algebra. Lemma 4.3 settles this question positively, and it
gives sufficient conditions for functions to belong to S0(G). Furthermore, Lemma 4.3
shows that S0(G) contains approximate identities for L
1(G) with respect to convolution
and approximate identities for A(G) with respect to pointwise multiplication.
Lemma 4.3.
(i) If f ∈ Cc(G) and fˆ ∈ L
1(Ĝ), then f ∈ S0(G).
(ii) If f ∈ L1(G) and fˆ ∈ Cc(Ĝ), then f ∈ S0(G).
(iii) If g, h ∈ L2(G) have compact support, then g ∗ h ∈ S0(G).
(iv) For any compact set K in G there exists a function f ∈ S0(G) such that f ∈ Cc(G)
and f |K = 1.
(v) There exists a function f ∈ S0(G) such that ‖f‖1 = ‖f‖∞ = ‖fˆ‖1 = ‖fˆ‖∞ = 1 and
f, fˆ ≥ 0.
(vi) For any neighbourhood U of the identity there exists a function f ∈ S0(G) such that
supp f ⊆ U , ‖f‖1 = 1 and f, fˆ ≥ 0.
(vii) For any ǫ > 0 and any f ∈ L1(G), there exists a function g ∈ S0(G) such that
‖g ∗ f − f‖1 < ǫ. Moreover, g can be taken to be compactly supported, non-negative
and such that ‖g‖1 = 1.
(viii) For any ǫ > 0 and any f ∈ A(G) there exists a function g ∈ S0(G) such that
‖g · f − f‖A(G) < ǫ. Moreover, g can be taken such that gˆ is compactly supported,
non-negative and ‖g‖A(G) = 1.
Proof. (i). By assumption f ∈ A(G). Since f has compact support, there is a compact
set K ⊂ G such that s 7→ f(s− x)f(s) is equal to zero for x ∈ G\K. We therefore have
that ∫
G
‖Txf · f‖A(G) dx =
∫
K
‖Txf · f‖A(G) dx
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≤
∫
K
‖Txf‖A(G) · ‖f‖A(G) dx = ‖f‖
2
A(G)
∫
K
dx <∞.
Hence f ∈ C where g = f . By Theorem 4.1 f is a function in S0(G).
(ii). The combination of (i) and Corollary 4.2(i) yields the result.
(iii). Note that g ∗h ∈ Cc(G) [Rud62]. Since g, h ∈ L
2(G) and since the Fourier transform
is a unitary operator on L2(G), we have that gˆ, hˆ ∈ L2(G). Thus F(g ∗h) = gˆ · hˆ ∈ L1(G).
The result now follows from (i).
(iv). Take g to be in L∞(G) and have compact support such that
∫
G g(x) dx = 1. Fur-
thermore, let h be the indicator function on the set K − supp g and define f = g ∗ h.
Note that f ∈ Cc(G) and by (iii) also f ∈ S0(G). Furthermore, for x ∈ K we have that
f(x) =
∫
G
g(s)h(x− s) ds =
∫
supp g
g(s)h(x− s) ds =
∫
supp g
g(s) ds = 1.
(v). Let K be a compact set such that µG(K) = 1. Let h = 1K and define f = h ∗ h
†.
It follows by (iii) that f ∈ S0(G). Note that f(x) =
∫
G 1K(s)1K(s− x) ds. It is therefore
clear that ‖f‖∞ = f(0) = 1. Furthermore,∫
G
|f(x)| dx =
∫
G
∫
G
1K(s)1K(s− x) ds dx =
∫
G
1K(s)
∫
G
1K(s− x) dx ds = 1.
The interchange of the order of the integrals is allowed since the integrand is positive.
Concerning the Fourier transform fˆ we find that
fˆ(ω) = F(h ∗ h†)(ω) = |hˆ(ω)|2 ≥ 0 for all ω ∈ Ĝ.
Because the Fourier transform is a unitary operator from L2(G) onto L2(Ĝ) and h ∈
L2(G), we easily find that∫
Ĝ
|fˆ(ω)| dω =
∫
Ĝ
|hˆ(ω)|2 dω = ‖hˆ‖22 = ‖h‖
2
2 =
∫
G
|1K(x)|
2 dx = 1.
This shows that ‖fˆ‖1 = 1. Concerning ‖fˆ‖∞ observe that due to the fact that f ≥ 0 we
have the inequality
|fˆ(ω)| ≤
∫
G
|f(x)ω(x)| dx =
∫
G
f(x) dx = fˆ(0) = 1 for all ω ∈ Ĝ.
This shows that ‖fˆ‖∞ = 1.
(vi). Take V to be a neighbourhood around the identity in G such that V + (−V ) ⊆ U .
Then let h = 1V and define f = c
−1 · h ∗ h†, where c = ‖h ∗ h†‖1. Note that supp f ⊆
V + (−V ) ⊆ U . It is clear that f(x) ≥ 0 for all x ∈ G and ‖f‖1 =
∫
G f(x) dx = 1.
Furthermore, fˆ(ω) = c−1 |hˆ(ω)|2 ≥ 0 for all ω ∈ Ĝ. Finally, by (iii) we have that
f ∈ S0(G).
(vii). Given ǫ > 0 there exists a neighbourhood Uǫ of the identity in G such that ‖Tsf −
f‖1 ≤ ǫ for all s ∈ Uǫ [ReSt00]. Take now g ∈ S0(G) as in (vi), i.e., supp g ⊆ Uǫ and
g ≥ 0 with
∫
G g(x) dx = 1. We then find that
‖g ∗ f − f‖1 =
∫
G
|(g ∗ f)(x)− f(x)| dx =
∫
G
∣∣∣∣ ∫
G
g(s)f(x− s) ds−
∫
G
g(s) ds f(x)
∣∣∣∣dx
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≤
∫
G
g(s)
∫
G
|f(x− s)− f(x)| dx ds =
∫
Uǫ
g(s) ‖Tsf − f‖1 ds ≤ ǫ.
(viii). Let f ∈ A(G). There exists a function hf ∈ L
1(Ĝ) such that Fhf = f . Further-
more, by (vii) there exists a function hg ∈ S0(Ĝ) such that ‖hg ∗ hf − hf‖1 ≤ ǫ. Define
g = Fhg. By Corollary 4.2 the function g belongs to S0(G) and, indeed, we find the
desired estimate,
‖g · f − f‖A(G) = ‖F(hg ∗ hf − hf )‖A(G)
(def)
= ‖hg ∗ hf − hf‖1 ≤ ǫ.
Next to the sufficient conditions given in Lemma 4.3, we mention that Pogunkte
[Pog80] has shown that the Schwartz functions are contained in S0(Rn). In [Fei81c] it
was shown that for any locally compact abelian group G the Schwartz-Bruhat space is
contained in S0(G). A proof of this can also be found in the book by Reiter [Rei89].
Furthermore, Gröchenig [Grö96] has shown that enforcing decay conditions on a function
in L2(Rn) and its Fourier transform also yields sufficient conditions to belong to S0(R
n).
See also the papers by Okoudjou [Oko04] and Hogan and Lakey [HoLa01].
4.2 S0 as a normed vector space
In this subsection, among other results, we continue with further characterizations of
S0(G). In Theorem 4.7 below we show that the Feichtinger algebra coincides with the
sets D , E ,F ,G ,H and I from Definition 1.1. These characterizations allow us to define
a norm on S0(G). Furthermore, in Theorem 4.12 and Corollary 4.14, we show that S0(G)
is a Banach space with respect to this norm and in fact a Banach algebra under pointwise
multiplication and convolution.
Before we can continue, we need the following lemma concerning the short-time Fourier
transform. This lemma is essential and appears in a similar form in, e.g., [FeGr92,Grö01,
dGo11]
Lemma 4.4. For f1, f2, g1, g2 ∈ L
2(G) and ν ∈ G× Ĝ
|〈g1, g2〉| · |Vf2f1(ν)| ≤
∫
G×Ĝ
∣∣∣Vg1f1(χ) · Vg2f2(χ− ν)∣∣∣ dχ.
Proof. The orthogonality relation of the short-time Fourier transform (3.4) easily yields
the inequality
|〈g1, g2〉〈f1, π(ν)f2〉| ≤
∫
G×Ĝ
∣∣∣(Vg1f1)(χ) · (Vg2π(ν)f2)(χ)∣∣∣ dχ.
The observation that |(Vg2π(ν)f2)(χ)| = |Vg2f2(χ− ν)| finishes the proof.
The characterization of S0(G) by the set B together with Corollary 4.2(v), implies that
for any given f ∈ S0(G) there exists some non-zero g ∈ S0(G) such that Vgf ∈ L
1(G×Ĝ).
The inequality in Lemma 4.4 allows us to prove the following.
Proposition 4.5. If f, gS0(G), then Vgf ∈ L
1(G× Ĝ).
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Proof. Let us first show that if f ∈ S0(G), then ‖Vff‖1 < ∞. If f ∈ S0(G), then by
Theorem 4.1 there exists a function h ∈ L2(G)\{0} such that ‖Vhf‖1 < ∞. By use of
Lemma 4.4 we find that
‖h‖22 |Vff(ν)| ≤
∫
G×Ĝ
|Vhf(χ)| |Vhf(χ− ν)| dχ for all ν ∈ G× Ĝ.
Integrating over ν ∈ G×Ĝ and using Fubini yields the inequality ‖Vff‖1 ≤ ‖h‖
−2
2 ‖Vhf‖
2
1.
Hence f ∈ S0(G) implies that Vff ∈ L
1(G × Ĝ). Assume now that f, g ∈ S0(G). By a
similar calculation as above, we then find that
|〈f, g〉| ‖Vgf‖1 ≤ ‖Vff‖1 ‖Vgg‖1 <∞.
Hence if 〈f, g〉 6= 0 then ‖Vgf‖1 < ∞. If 〈f, g〉 = 0 then for any h ∈ S0(G) such that
〈h, f〉 6= 0 and 〈h, g〉 6= 0 one has that
‖Vgf‖1 ≤
(
‖h‖22 |〈h, f〉〈h, g〉|
)−1
‖Vhh‖
2
1 ‖Vff‖1 ‖Vgg‖1 <∞.
The result of Proposition 4.5 together with Corollary 4.2(x) allows us to show an
uncertainty result concerning the time-frequency concentration of the short-time Fourier
transform Vgf of functions f, g ∈ S0(G). In particular, Proposition 4.6 shows that there
is a lower bound to the area in the time-frequency plane which the short-time Fourier
transform can occupy. For Rd a sharper lower bound is possible, see [Lie90,Grö98,Grö03].
For further results on uncertainty principles see, e.g., the book by Hogan and Lakey
[HoLa05].
Proposition 4.6. Let f, g ∈ S0(G)\{0}. If a subset U ⊆ G× Ĝ is given such that
(1− ǫ) ‖Vgf‖1 ≤
∫
U |Vgf(χ)| dµG×Ĝ(χ),
for some ǫ > 0, then µ
G×Ĝ
(U) ≥ (1− ǫ).
Proof. By assumption and the Hölder inequality, we can estimate that
(1− ǫ) ‖Vgf‖1 ≤
∫
U
|Vgf(χ)| dµG×Ĝ(χ) ≤ µG×Ĝ(U) ‖Vgf‖∞
Cor.4.2(x)
≤ µ
G×Ĝ
(U) ‖Vgf‖1.
A combination of Theorem 4.1 and Proposition 4.5 allows us to show that S0(G)
coincides with the sets D , E ,F ,G ,H and I from Definition 1.1. In particular, either of
the characterization of S0(G) via the set G , H or I implies that the Feichtinger algebra
is a linear vector space. The set H is often taken as the definition of S0(G). However,
this requires prior knowledge of a function g ∈ S0(G). If G = Rn this initial function g is
usually taken to be the Gaussian g(x) = e−πx·x.
Theorem 4.7. For any locally compact abelian group G it holds that S0(G) = D = E =
F = G = H = I .
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Proof. If f belongs to any of the sets D , E ,F ,G ,H or I , then the characterizations of
S0(G) in Theorem 4.1 imply that f ∈ S0(G). Conversely, if f, g ∈ S0(G), then Corol-
lary 4.2 implies that f, f †, g, g† ∈ S0(G). Now Proposition 4.5 implies that the function
Vf†f belongs to L
1(G× Ĝ). Recall that we in Theorem 4.1 showed that∫
Ĝ
‖Eωf ∗ g‖1 dω =
∫
G×Ĝ
|Vg†f(χ)| dχ =
∫
G
‖Txf · g
r‖A(G) dx (4.10)
for all f, g ∈ L1(G) ∩ L2(G) ∩ A(G), thus in particular for f, g ∈ S0(G). By equation
(4.10) the function Vf†f belongs to L
1(G× Ĝ) if and only if
∫
Ĝ
‖Eωf ∗ f‖1 dω <∞, hence
S0(G) ⊆ D . We have thus shown that S0(G) = D . In a similar way, Proposition 4.5
implies that Vff , Vff , Vg†f , Vgf and Vgf belong to L
1(G× Ĝ). This together with the
relations in (4.10) implies that S0(G) is contained in E ,F ,G ,H and I , respectively.
Hence S0(G) coincides with all the sets D-I .
Remark 4.8. In the definition of the sets G ,H and I it is important that g ∈ S0(G).
In fact, if g /∈ S0(G), then the sets G ,H and I only contain the zero function on G.
We are now in the position to define a norm on S0(G).
Definition 4.9. For a fixed function g ∈ S0(G)\{0} we define the S0-norm with respect
to g by
‖ · ‖S0(G),g : S0(G)→ R
+
0 , ‖f‖S0(G),g = ‖Vgf‖1.
By Proposition 4.5 the mapping ‖ · ‖S0(G),g : S0(G) → R
+
0 is well-defined. We leave
it to the reader to verify that ‖ · ‖S0(G),g satisfies the norm axioms. To ease notation we
may write ‖ · ‖S0,g or ‖ · ‖S0 instead of ‖ · ‖S0(G),g. From the definition of the norm ‖ · ‖S0,g
one can easily verify the following relations:
‖f‖S0,g = ‖g‖S0,f = ‖f‖S0,g = ‖f
†‖S0,g† = ‖fˆ‖S0(Ĝ),gˆ for all f ∈ S0(G). (4.11)
Moreover, time-frequency shifts leave the norm invariant, i.e,
‖π(ν1)f‖S0,π(ν2)g = ‖f‖S0,g for all ν1, ν2 ∈ G× Ĝ and f ∈ S0(G). (4.12)
Also, for all f ∈ S0(G) one can show that
‖f‖S0,g =
∫
Ĝ
‖f ∗ Eωg
†‖1 dω =
∫
Ĝ
‖Eωf ∗ g
†‖1 dω =
∫
Ĝ
‖Eωf
† ∗ g‖1 dω
=
∫
G ‖f · Txg‖A(G) dx =
∫
G ‖Txf · g‖A(G) =
∫
G ‖Txf · g‖A(G). (4.13)
Even though the norm ‖ · ‖S0,g depends on the function g ∈ S0(G)\{0}, it turns out
that all norms constructed as in Definition 4.9 are equivalent.
Proposition 4.10. Let g1, g2 ∈ S0(G)\{0}. The norms ‖ · ‖S0,g1 and ‖ · ‖S0,g2 on S0(G)
are equivalent. To be precise, for all f ∈ S0(G) one has the inequalities
c ‖f‖S0,g2 ≤ ‖f‖S0,g1 ≤ C ‖f‖S0,g2,
with c = ‖g1‖
2
2 ‖g2‖
−1
S0,g1
and C = ‖g2‖
−2
2 ‖g1‖S0,g2.
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Proof. By use of Lemma 4.4 we find that
‖g2‖
2
2 |Vg1f(ν)| ≤
∫
G×Ĝ
∣∣∣Vg2f(χ) · Vg2g1(χ− ν)∣∣∣ dχ.
An integration over ν ∈ G × Ĝ yields the inequality ‖g2‖
2
2 ‖f‖S0,g1 ≤ ‖g1‖S0,g2 ‖f‖S0,g2.
Interchanging the role of g1 and g2 yields the relation ‖g1‖
2
2 ‖f‖S0,g2 ≤ ‖g2‖S0,g1 ‖f‖S0,g1.
A combination of these two inequalities gives the desired result.
By Corollary 4.2(iii) we have the inclusion S0(G) ⊆ L
1(G) ∩A(G). If G is discrete or
compact, then it is easy to show that equality holds.
Lemma 4.11.
(i) Let G be a discrete abelian group equipped with the counting measure. If g = δ0,
then ‖f‖S0,g = ‖f‖1. Hence S0(G) = ℓ
1(G) (= ℓ1(G) ∩A(G)).
(ii) Let G be a compact abelian group equipped with its normalized Haar measure. If
g = 1G, then ‖f‖S0,g = ‖f‖A(G). Hence S0(G) = A(G) (= L
1(G) ∩A(G)).
Let us now show that S0(G) is a Banach space. The proof of Theorem 4.12 is an
adaptation of a proof for the same result for Wiener amalgam spaces given by Heil in
[Hei03].
Theorem 4.12. For any g ∈ S0(G)\{0} the vector space S0(G) is complete with respect
to the norm ‖ · ‖S0,g.
Proof. It suffices to show that every absolute convergent series in S0(G) has a limit in
S0(G). Let therefore {fn}n∈N be a sequence in S0(G) such that
∑
n∈N ‖fn‖S0,g < ∞. We
now wish to show that there exists a function Φ ∈ S0(G) such that∥∥∥Φ−∑Nn=1 fn ∥∥∥
S0,g
→ 0 as N →∞. (4.14)
By Corollary 4.2(vi.b) for p = 1 it follows that
∑
n∈N ‖fn‖A(G) ≤ c
∑
n∈N ‖fn‖S0,g < ∞,
with c = ‖gˆ‖−1∞ . Hence {fn}n∈N is absolutely convergent in the Banach space A(G)
and therefore
∑
n∈N fn is convergent in A(G). We now want to show that Φ =
∑
n∈N fn
belongs to S0(G). By Theorem 4.7 the function Φ ∈ A(G) belongs to S0(G) if, and only
if
∫
G ‖Φ · Txg‖A(G) dx <∞. We have that∫
G
‖Φ · Txg‖A(G) dx ≤
∑
n∈N
∫
G
‖fn · Txg‖A(G) dx =
∑
n∈N
‖fn‖S0,g <∞.
This shows that Φ ∈ S0(G). It is now straightforward to show that (4.14) holds.
A similar proof of Theorem 4.12 is possible with the use of the equality ‖Φ‖S0,g =∫
Ĝ
‖Φ ∗ Eωg
†‖1 dω. See also [Grö01] for a proof of Theorem 4.12 based on properties of
the short-time Fourier transform. In the original paper [Fei81c], the characterization of
S0(G) via the set M is used to show that the Feichtinger algebra is a Banach space.
The equalities in (4.13) concerning the S0-norm give us an easy way to show that
S0(G) is an ideal of L
1(G) and A(G) under convolution and pointwise multiplication,
respectively.
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Proposition 4.13. Suppose g ∈ S0(G)\{0}. Then the following holds:
(i) ‖h ∗ f‖S0,g ≤ ‖h‖1‖f‖S0,g for all h ∈ L
1(G) and f ∈ S0(G).
(ii) ‖h · f‖S0,g ≤ ‖h‖A(G)‖f‖S0,g for all h ∈ A(G) and f ∈ S0(G).
Proof. Recall that ‖h ∗ f‖1 ≤ ‖h‖1 ‖f‖1 for all f, h ∈ L
1(G). Hence
‖h ∗ f‖S0,g
(4.13)
=
∫
Ĝ
‖h ∗ f ∗ Eωg
†‖1 dω ≤ ‖h‖1‖f‖S0,g.
This shows (i). For (ii) we use that ‖h · f‖A(G) ≤ ‖h‖A(G) ‖f‖A(G) for all f, h ∈ A(G) and
establish the inequality
‖h · f‖S0,g
(4.13)
=
∫
G ‖h · f · Txg‖A(G) dx ≤ ‖h‖A(G) ‖f‖S0,g.
The inequalities established in Proposition 4.13 show that S0(G) is a L
1(G)-Banach
module with respect to convolution and an A(G)-Banach module with respect to pointwise
multiplication. In particular, since S0(G) ⊆ L
1(G)∩A(G) it follows that S0(G) is a Banach
algebra under pointwise multiplication and convolution. This accounts for the name of
S0(G) as the Feichtinger algebra.
Corollary 4.14. If f1, f2 ∈ S0(G), then f1·f2, f1∗f2 ∈ S0(G). In fact, for g ∈ S0(G)\{0},
‖f1 ∗ f2‖S0,g ≤ c ‖f1‖S0,g ‖f2‖S0,g with c = ‖g‖
−1
∞ ,
‖f1 · f2‖S0,g ≤ c ‖f1‖S0,g ‖f2‖S0,g with c = ‖gˆ‖
−1
∞ .
If g is chosen with the normalization as in Lemma 4.3(v), then in both cases c = 1.
Proof. Apply Corollary 4.2(vi) with p = 1 to the inequalities in Proposition 4.13.
As is the case for, e.g., L1(G), the following lemma shows that the translation and
modulation operators are continuous mappings from G and Ĝ, respectively, into S0(G).
Lemma 4.15. For any f ∈ S0(G) and ǫ > 0 the following holds:
(i) There exists a neighbourhood Uǫ ⊆ G of the identity such that
‖Txf − f‖S0(G),g < ǫ for all x ∈ Uǫ.
(ii) There exists a neighbourhood Vǫ ⊆ Ĝ of the identity such that
‖Eωf − f‖S0(G),g < ǫ for all ω ∈ Vǫ.
Proof. We follow the proof in [FeZi98]. Note that VgTx = E(0,−x)T(x,0)Vg. This implies
that ‖Txf − f‖S0(G),g = ‖E(0,−x)T(x,0)Vgf −Vgf‖1. However, for h ∈ L
1(G) the mappings
x 7→ Txh and ω 7→ Eωh are continuous. Therefore there exists a neighbourhood Uǫ ⊆ G
around the identity such that (i) holds. Statement (ii) follows in the same fashion by use
of the identity VgEω = T(0,ω)Vg.
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The continuity of the translation operator in Lemma 4.15 allows us to prove that the
space of functions
Cc(G) ∩ A(G) = {f ∈ S0(G) : f ∈ Cc(G)}
is dense in S0(G) and that it contains approximate identities for S0(G) with respect to
both convolution and pointwise multiplication.
Proposition 4.16.
(i) For any f ∈ S0(G) and ǫ > 0 there exists a function h ∈ Cc(G) ∩ A(G) ⊆ S0(G)
such that
‖h ∗ f − f‖S0,g < ǫ.
(ii) For any f ∈ S0(G) and ǫ > 0 there exists a function h ∈ Cc(G) ∩ A(G) ⊆ S0(G)
such that
‖h · f − f‖S0,g < ǫ.
(iii) Cc(G) ∩ A(G) is dense in S0(G).
The same statements hold for functions h ∈ L1(G) with hˆ ∈ Cc(G).
Proof. As shown in Lemma 4.15 there exists a neighbourhood Uǫ of 0 such that ‖Txf −
f‖S0,g < ǫ for all x ∈ Uǫ. Take now u ∈ Cc(G) ∩ A(G) ⊆ S0(G) as in Lemma 4.3(vi),
i.e., u is a positive, continuous function with support in Uǫ and with ‖u‖1 = 1. Then
(u ∗ f − f)(t) =
∫
G u(s)(f(t− s)− f(t)) ds. This allows us to conclude that
‖u ∗ f − f‖S0,g ≤
∫
G
u(s) ‖Tsf − f‖S0,g ds < ǫ. (4.15)
Indeed, with the equality ‖f‖S0,g =
∫
Ĝ
‖f ∗Eωg
†‖1 dω it is straightforward to argue for the
reordering of integrals in (4.15). This shows (i). Now, by [ReSt00, Proposition 5.4.1] the
set of functions in L1(G) with compactly supported Fourier transform are dense in L1(G),
therefore there exists a function v ∈ L1(G) with vˆ ∈ Cc(Ĝ) such that ‖u−v‖1 < ǫ ‖f‖
−1
S0,g
.
These considerations yield the following estimates:
‖v ∗ f − f‖S0,g ≤ ‖v ∗ f − u ∗ f‖S0,g + ‖u ∗ f − f‖S0,g
≤ ‖v − u‖1‖f‖S0,g + ‖u ∗ f − f‖S0,g ≤ 2ǫ.
This proves statement (i) for functions in L1(G) with compactly supported Fourier trans-
form. Using the invariance of S0 and its norm under the Fourier transform (4.11) yields
statement (ii) for functions in Cc(G) ∩ A(G) and for functions in L
1(G) with compactly
supported Fourier transform. Statement (iii) follows from (ii) together with the observa-
tion that h · f ∈ Cc(G) ∩ A(G).
From the inclusion S0(G) ⊆ L
1(G)∩A(G) ⊆ C0(G) it is clear that S0(G) ⊆ L
p(G) for
all p ∈ [1,∞]. In fact, we have the following result.
Lemma 4.17. The Banach space S0(G) is continuously embedded into and dense in
C0(G), the Fourier algebra A(G) and L
p(G) for p ∈ [1,∞[. Specifically, for g ∈ S0(G)\{0},
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(i) ‖f‖p ≤ c ‖f‖S0,g for all f ∈ S0(G), p ∈ [1,∞], with c = ‖g‖
−1+1/p
1 ‖g‖
−1/p
∞ ,
(ii) ‖f‖A(G) ≤ c ‖f‖S0,g for all f ∈ S0(G), with c = ‖gˆ‖
−1
∞ .
If g is chosen with the normalization as in Lemma 4.3(v), then in both cases c = 1.
Proof. The inequalities follow from Corollary 4.2(vi). The results in Corollary 4.14 to-
gether with Lemma 4.3(vii) and (viii) imply that S0(G) is dense in L
1(G) and A(G).
Since L1(G)∩Lp(G) is dense in Lp(G) for all p ∈ [1,∞[, it follows that S0(G) is dense in
those Lp-spaces. That S0(G) is dense in C0(G) follows from the fact that A(G) is dense
in C0(G) (see [ReSt00, Proposition 5.4.4]).
While the statement of Lemma 4.17 is well-known, the specific constants for the con-
tinuous embedding are new.
We end this section by showing that S0(G) is a Segal algebra.
Definition 4.18. Let G be a locally compact abelian group. A linear and normed sub-
space (S(G), ‖ · ‖S) of L
1(G) is a Segal algebra if it satisfies the following conditions:
(i) S(G) is dense in and continuously embedded into L1(G).
(ii) (S(G), ‖ · ‖S) is a Banach space.
(iii) If f ∈ S(G), then Txf ∈ S(G) for all x ∈ G.
(iv) ‖f‖S = ‖Txf‖S for all f ∈ S(G) and x ∈ G.
(v) The translation operator is continuous from G into S(G), i.e., for all f ∈ S(G) and
all ǫ > 0 there exists a neighbourhood Uǫ ⊆ G of the identity such that
‖Txf − f‖S < ǫ for all x ∈ Uǫ.
Indeed, one can show that the definition implies that a Segal algebra is a Banach
algebra and an ideal of L1(G) under convolution. For more on Segal algebras see the
books by Reiter [Rei71,Rei89] and Reiter and Stegeman [ReSt00].
Theorem 4.19. The Feichtinger algebra S0(G) is a Segal algebra.
Proof. In Theorem 4.12 and Lemma 4.17 we established that S0(G) is a Banach space
which is continuously embedded and dense in L1(G). Corollary 4.2(ii) shows that f ∈
S0(G) implies that also Txf ∈ S0(G) for all x ∈ G. The relations in (4.12) show that the
norm of a function f ∈ S0(G) is invariant under translation. Finally, Lemma 4.15 shows
that the mapping x 7→ Txf is continuous.
One may ask if there exists a smallest among all Segal algebras. The answer to
this question is negative. The intersection of all Segal algebras on a locally compact
abelian group is exactly the space of functions in L1(G) with compactly supported Fourier
transform, which is not a Segal algebra (unless G is discrete, but then ℓ1(G) is the only
Segal algebra; compare with Lemma 4.11). Feichtinger discovered that there is a smallest
among all Segal algebras if one adds a condition related to the modulation operator.
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Proposition 4.20. Among all Segal algebras S(G) on a locally compact abelian group G
with the additional property that
‖Eωf‖S = ‖f‖S for all f ∈ S(G), ω ∈ Ĝ,
the Feichtinger algebra S0(G) is the smallest. That is, S0(G) is continuously embedded
into any other Segal algebra with this additional property.
Proof. This result follows from the more general result in Theorem 7.3. We therefore omit
the proof.
As is the case for S0(G), the space of functions in L
1(G) with compactly supported
Fourier transform is dense in any Segal algebra. Improving on this result, Reiter showed
in [Rei93] that all Segal algebras on a locally compact abelian group contain the space
of Schwartz-Bruhat functions with compactly supported Fourier transform as a dense
subspace.5 As shown by Poguntke [Pog80] and Feichtinger [Fei81c], S0(G) contains the
entire Schwartz-Bruhat space.
5 Operators on S0(G)
In this section we consider operators acting on the Feichtinger algebra. In particular,
in Theorem 5.1 we investigate Banach space isomorphisms on S0. In Theorem 5.3 we
consider the short-time Fourier transform Vh with h ∈ S0(G) and its Hilbert space adjoint
in relation to the Feichtinger algebra. Lastly, in Section 5.3 we take a closer at the
restriction, periodization and the zero-extension operator, as well as the Poisson formula.
5.1 Isomorphisms of the Feichtinger algebra
We begin with a remark on the Fourier transform: the relationship of the S0-norm with the
Fourier transform stated in (4.11), which followed from the identity in Corollary 4.2(i),
implies that the Fourier transform is a linear and bounded operator from S0(G) into
S0(Ĝ). The same holds for the inverse Fourier transform. Hence the Fourier transform
is a Banach space isomorphism from S0(G) onto S0(Ĝ). The crucial properties of the
Fourier transform for (4.11) to hold are that it commutes with time-frequency shifts in a
“nice” way, i.e., ExTωF = ω(x)FEωT−x for all (x, ω) ∈ G × Ĝ and that it is a unitary
operator from L2(G) onto L2(Ĝ).
We generalize this observation in Theorem 5.1 below. We then apply this theorem in
Example 5.2 to verify rather easily that a variety of operators on L2, such as the partial
Fourier transform and automorphisms of G, give rise to Banach space isomorphisms of the
Feichtinger algebra. Theorem 5.1 is the (seemingly unnoticed) automorphism theorem of
S0(G) by Reiter [Rei89, §4.5], which is a generalization of a similar result by Weil [Wei64]
on the Schwartz-Bruhat space S(G).
In order to state the result we need the following fact, which easily follows from the
uniqueness of the Haar measure up to a positive multiplicative constant. Let G1 and
G2 be two locally compact abelian groups with fixed Haar measure. For any topological
group isomorphism α : G1 → G2, there exists a unique positive constant, denoted by |α|,
5In the same publication Reiter calls S0 the canonical Segal algebra.
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such that ∫
G2
f(x2) dx2 = |α|
∫
G1
f(α(x1)) dx1, for all f ∈ L
1(G2). (5.1)
The constant |α| is the modulus of the isomorphism α. One can show that |α−1| = |α|−1.
Theorem 5.1. Let G1 and G2 be locally compact abelian groups, and let T be a linear
and bounded bijection from L2(G1) onto L
2(G2). If T satisfies
π(χ2)T = c(χ2)Tπ(α(χ2)) for all χ2 ∈ G2 × Ĝ2, (5.2)
for some topological group isomorphism α from G2 × Ĝ2 onto G1 × Ĝ1 and a mapping
c : G2 × Ĝ2 → T, then the operator T and its L2-Hilbert space adjoint operator T ∗ are
Banach space isomorphisms between S0(G1) and S0(G2). In fact, for all f1, g1 ∈ S0(G1)
and f2, g2 ∈ S0(G2), we have the equalities
‖Tf1‖S0(G2),(T ∗)−1g1 = |α|
−1 ‖f1‖S0(G1),g1 , ‖T
−1f2‖S0(G1),T ∗g2 = |α| ‖f2‖S0(G2),g2,
‖T ∗f2‖S0(G1),T−1g2 = |α| ‖f2‖S0(G2),g2 , ‖(T
∗)−1f1‖S0(G2),T g1 = |α|
−1 ‖f1‖S0(G1),g1 .
If, furthermore, T is a unitary operator, then
‖Tf1‖S0(G2),T g1 = |α|
−1‖f1‖S0(G1),g1 and ‖T
∗f2‖S0(G1),T ∗g2 = |α|‖f2‖S0(G2),g2.
Proof. It is straightforward to recast (5.2) as an equivalent statement for the (Hilbert
space) adjoint operator T ∗
T ∗π(χ2) = c˜(χ2)π(α(χ2))T
∗ for all χ2 ∈ G2 × Ĝ2, (5.3)
where |c˜(χ2)| = 1 for all χ2 ∈ G2× Ĝ2 and α is as in (5.2). From the relation in (5.3), we
deduce the equalities∫
G2×Ĝ2
|〈Tf1, π(χ2)(T
∗)−1g1〉| dχ2 =
∫
G2×Ĝ2
|〈f1, T
∗π(χ2)(T
∗)−1g1〉| dχ2
=
∫
G2×Ĝ2
|〈f1, c˜(χ2)π(α(χ2))g1〉| dχ2 = |α|
−1
∫
G1×Ĝ1
|〈f1, π(χ1))g1〉| dχ1 <∞.
This shows that ‖Tf1‖S0(G2),(T ∗)−1g1 = |α|
−1 ‖f1‖S0(G1),g1. Via the characterization S0(G) =
B from Theorem 4.1, we conclude that T maps S0(G1) into S0(G2). Similar calculations
for the operators T−1, T ∗ and (T ∗)−1 yield the desired equalities and T and T ∗ are thus
Banach space isomorphisms. The furthermore part follows easily.
Note that Theorem 5.1 states sufficient conditions for an operator to be a Banach space
isomorphism of S0. One example of a Banach space isomorphism from S0(G) onto itself
which does not satisfy (5.2) is the so-called Gabor frame operator, see Example 5.2(ix)
below.
Example 5.2. (i). Consider the unitary time-frequency shift operator
π(x, ω) : L2(G)→ L2(G), π(x, ω)f(s) = ω(s)f(s− x), s ∈ G, (x, ω) ∈ G× Ĝ.
It satisfies (5.2) with α being the identity on G × Ĝ and |α| = 1. Hence π(x, ω) for any
(x, ω) ∈ G× Ĝ is a Banach space isomorphism on S0(G).
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(ii). ([Los80, Fei81c]) Let γ be a topological group isomorphism from G2 onto G1 and
define the operator
Uγ : L
2(G1)→ L
2(G2), Uγf(x2) = |γ|
1/2f(γ(x2)), x2 ∈ G2.
One easily shows that Uγ is a unitary operator with (Uγ)
−1 = Uγ−1 . Moreover, Uγ satisfies
(5.2) with α : G2 × Ĝ2 → G1 × Ĝ1, (x, ω) 7→ (γ(x), ω ◦ γ
−1) and |α| = 1. This shows
that any isomorphism from G2 onto G1 induces a Banach space isomorphism from S0(G1)
onto S0(G2) via Uγ . In particular, S0(G) is invariant under group automorphisms. As
two special examples of such operators we mention (a) the asymmetric coordinate trans-
form and (b) the dilation operator. Concerning (a), the asymmetric coordinate transform
τaf(x, s) = f(s, s−x), s, x ∈ G, is induced by the automorphism γ : (x, s) 7→ (s, s−x) on
G×G. It therefore is a Banach space isomorphism from S0(G×G) onto itself. We used
τa in Section 3 to define the short-time Fourier transform. We will use this knowledge in
Theorem 5.3 to show that the short-time Fourier transform is a mapping from S0(G) into
S0(G× Ĝ).
(b). For G = Rd the unitary dilation operator
DC : L
2(Rd)→ L2(Rd), DCf(x) =
√
| det C| f(Cx), C ∈ GLR(d), x ∈ R
d
is induced by the automorphism γ : x 7→ Cx. The dilation operator satisfies (5.2) with
α : Rd × R̂d → Rd × R̂d, α(x, ω) = (Cx, (C⊤)−1ω) and |α| = 1. Therefore the dilation
operator DC is a Banach space isomorphism from S0(R
d) onto itself.
(iii). ([Fei81c]) The Fourier transform F is a unitary operator from L2(G) onto L2(Ĝ)
and satisfies (5.2) with α : Ĝ × G → G × Ĝ, α(ω, x) = (−x, ω). One can check that
|α| = 1. Therefore F is a Banach space isomorphism from S0(G) onto S0(Ĝ).
(iv). ([Fei81c]) The partial Fourier transform F2 is a unitary operator from L
2(G1 ×G2)
onto L2(G1 × Ĝ2). On functions in L
1(G×G), it is given by
F2f(x, ω) =
∫
G f(x, t)ω(t) dt, (x, ω) ∈ G× Ĝ.
The partial Fourier transform satisfies (5.2) with
α : G1 × Ĝ2 × Ĝ1 ×G2 → G1 ×G2 × Ĝ1 × Ĝ2, (λ, γ, ξ, t) 7→ (λ,−t, ξ, γ)
and |α| = 1. Therefore, the partial Fourier transform F2 is a Banach space isomorphism
from S0(G1 × G2) onto S0(G1 × Ĝ2). A similar statement holds for the partial Fourier
transform F1.
(v). ([FeKo98]) For functions in L1(G× Ĝ) we define the symplectic Fourier transform as
Fsf(x, ω) =
∫
G
∫
Ĝ
f(t, ξ)ω(t)ξ(x) dξ dt, (x, ω) ∈ G× Ĝ.
As with the ordinary Fourier transform, also the symplectic Fourier transform can be
extended by continuity from the intersection of L1 and L2 to a unitary operator on L2(G×
Ĝ). The symplectic Fourier transform satisfies (5.2) with
α : G× Ĝ× Ĝ×G→ G× Ĝ× Ĝ×G, (λ, γ, ξ, t) 7→ (−t, ξ, γ,−λ)
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and |α| = 1. Thus Fs is a Banach space isomorphism from S0(G× Ĝ) onto S0(G× Ĝ).
(vi). ([Fei81c]) Let ψ be a second degree character on G, i.e., a continuous function
ψ : G→ T such that
ψ(x+ y) = ψ(x) · ψ(y) · B(x, y) for all x, y ∈ G,
where B(x, y) = (ρ(y))(x) for some topological group homomorphism ρ : G → Ĝ. B is
a so-called bicharacter on G [Rei78]. We then define multiplication by a second degree
character
Uψ : L
2(G)→ L2(G), Uψf(x) = ψ(x)f(x).
With the above definitions one can show that
π(x, ω)Uψ = ψ(−x)Uψπ(x, ω − ρ(x)) for all (x, ω) ∈ G× Ĝ.
This shows that the operator Uψ satisfies (5.2) with α : G × Ĝ → G × Ĝ given by
α(x, ω) = (x, ω − ρ(x)), and one finds that |α| = 1. We conclude that multiplication
by a second degree character is a Banach space isomorphisms from S0(G) onto itself. In
particular, for G = Rd this shows that S0(Rd) is invariant under chirp-multiplication
UM : L
2(Rd)→ L2(Rd), (UMf)(x) = e
πi〈x,Mx〉f(x),
where M is a real-valued d× d-matrix.
(vii). The examples in (ii), (iii) and (vi) show that the dilation operator, the Fourier trans-
form and the chirp-multiplication operator are Banach space isomorphisms on S0(Rd).
Since any metaplectic operator on L2(Rd) is a finite composition of these operators any
metaplectic operator is a Banach space isomorphism from S0(Rd) onto itself. In partic-
ular the fractional Fourier transform is a Banach space isomorphisms on S0(R). Sym-
plectic matrices and metaplectic operators are important in time-frequency analysis and
physics. For more on this we refer to [Fol89, dGo11]. Concerning the theory of meta-
plectic operators on locally compact abelian groups, we refer the interested reader to
[Wei64,Car64,Rei78,Rei89].
(viii). As a toy example the reader may verify that also the complex conjugation, reflec-
tion, and involution satisfy (5.2). Of course, since those operators are self-inverse and
(4.11) shows that they are linear and bounded on S0(G), it already follows that they are
isomorphisms of the Feichtinger algebra.
(ix). In this final example we consider the Gabor frame operator. Given a function
g ∈ S0(G) and a closed subgroup ∆ ⊆ G × Ĝ we say that the Gabor system G(g,∆) =
{π(ν)g}ν∈∆ is a Gabor frame for L
2(G) if there exists constant A,B > 0 such that
A ‖f‖22 ≤
∫
∆
|〈f, π(ν)g〉|2 dµ∆(ν) ≤ B ‖f‖
2
2 for all f ∈ L
2(G).
If G(g,∆) is a Gabor frame for L2(G), then the Gabor frame operator Sg,∆, given weakly
by
〈Sg,∆f1, f2〉 =
∫
∆
〈f1, π(ν)g〉〈π(ν)g, f2〉 dµ∆(ν) for all f1, f2 ∈ L
2(G),
is a linear, bounded, self-adjoint, and invertible operator on L2(G). The Gabor frame
operator Sg,∆ does not satisfy (5.2). However, it does satisfy the following, similar, rela-
tionships with time-frequency shifts:
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(a) π(χ)Sg,∆ = Sπ(χ)g,∆π(χ) for all χ ∈ G× Ĝ,
(b) π(χ)Sg,∆ = Sg,∆π(χ) for all χ ∈ ∆.
One can show that Sg,∆ maps S0(G) into S0(G). Surprisingly, it is in fact true (and
much more difficult to prove) that Sg,∆ also maps onto S0(G). This is a remarkable and
celebrated result by Gröchenig and Leinert [GrLe04]. For more on this result we refer the
interested reader to [FeGr97, Bal06, BaCa+06a, BaCa+06b,Grö07a] and Follands review
paper [Fol06]. For more on frame theory and aspects of Gabor analysis we refer to the
books [Chr16,Grö01,Hei11].
5.2 The short-time Fourier transform on S0
As mentioned in Section 3, for h ∈ L2(G) the short-time Fourier transform
Vh : f 7→ F2τ(f ⊗ h), F2τa(f ⊗ h)(x, ω) = 〈f, EωTxh〉, (x, ω) ∈ G× Ĝ,
is a linear and bounded operator from L2(G) into L2(G × Ĝ). By the characterization
of S0(G) via the set H it follows that, if h ∈ S0(G), then Vh is a linear and bounded
operator from S0(G) into L
1(G× Ĝ). In this section we show that Vh, h ∈ S0(G), is, in
fact, a linear and bounded operator from S0(G) into S0(G× Ĝ).
Theorem 5.3. Let G,G1 and G2 be locally compact abelian groups.
(i) The tensor product
⊗ : S0(G1)× S0(G2)→ S0(G1 ×G2), (f1 ⊗ f2)(x1, x2) = f1(x1) · f2(x2)
is a bilinear and bounded operator. Specifically, for all fi ∈ S0(Gi) and for gi ∈
S0(Gi)\{0}, i = 1, 2,
‖f1 ⊗ f2‖S0(G1×G2),g1⊗g2 = ‖f1‖S0(G1),g1 ‖f2‖S0(G2),g2 . (5.4)
(ii) For any h ∈ S0(G) the short-time Fourier transform
Vh : S0(G)→ S0(G× Ĝ), Vhf(x, ω) = F2τa(f ⊗ h)(x, ω) = 〈f, EωTxh〉
is a linear and bounded operator. Specifically, for all f, h ∈ S0(G) and g1, g2 ∈
S0(G)\{0},
‖Vhf‖S0(G×Ĝ),Vg2g1
= ‖f‖S0(G),g1 ‖h‖S0(G),g2 .
(iii) For any non-zero h ∈ S0(G) the L
2-Hilbert space adjoint operator of Vh, V
∗
h : L
2(G×
Ĝ)→ L2(G) extends from L1(G× Ĝ)∩L2(G× Ĝ) to a linear and bounded operator
from L1(G× Ĝ) onto S0(G). In particular,
‖V∗hF‖S0(G),g ≤ ‖h‖S0(G),g ‖F‖1 for all F ∈ L
1(G× Ĝ).
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Proof. (i). Note that 〈f1⊗ f2, E(ω1,ω2)T(x1,x2)(g1⊗ g2)〉 = 〈f1, Eω1Tx1g1〉 〈f2, Eω2Tx2g2〉. By
use of this equality we easily show that
‖f1 ⊗ f2‖S0(G1×G2),g1⊗g2
=
∫
G1×G2×Ĝ1×Ĝ2
|〈f1 ⊗ f2, E(ω1,ω2)T(x1,x2)(g1 ⊗ g2)〉| d(x1, x2, ω1, ω2)
=
(∫
G1×Ĝ1
|〈f1, Eω1Tx1g1〉| d(x1, ω1)
)( ∫
G2×Ĝ2
|〈f2, Eω2Tx2g2〉| d(x2, ω2)
)
= ‖f1‖S0(G1),g1 ‖f2‖S0(G2),g2.
(ii). In Example 5.2 we showed that the partial Fourier transform F2 and the asymmetric
coordinate transform τa are Banach space isomorphisms of the Feichtinger algebra. We
just proved that the tensor product operator maps S0(G) into S0(G × G). Therefore
Vh : f 7→ F2τa(f ⊗ h) maps S0(G) into S0(G × Ĝ). By virtue of Theorem 5.1 and
Example 5.2 we establish the equalities
‖Vhf‖S0(G×Ĝ),Vg2g1
= ‖F2τa(f ⊗ h)‖S0(G×Ĝ),F2τag1⊗g2 = ‖τa(f ⊗ h)‖S0(G×G),τag1⊗g2
= ‖f ⊗ h‖S0(G×G),g1⊗g2 = ‖f‖S0(G),g1 ‖h‖S0(G),g2 = ‖f‖S0(G),g1 ‖h‖S0(G),g2 .
(iii). Let F be a function in L1(G × Ĝ) ∩ L2(G × Ĝ) and fix some non-zero function
g ∈ S0(G). Using the definition of the L
2-Hilbert space adjoint operator V∗h we establish∫
G×Ĝ
|〈V∗hF, π(χ)g〉| dχ =
∫
G×Ĝ
|〈F,Vhπ(χ)g〉| dχ
=
∫
G×Ĝ
∣∣∣∣ ∫
G×Ĝ
F (χ˜) 〈π(χ˜)h, π(χ)g〉 dχ˜
∣∣∣∣ dχ ≤ ∫
G×Ĝ
|F (χ˜)|
∫
G×Ĝ
|〈π(χ˜)h, π(χ)g〉| dχ dχ˜
=
∫
G×Ĝ
|F (χ˜)| ‖π(χ˜)h‖S0,g dχ˜ = ‖F‖1 ‖h‖S0,g <∞.
This shows that V∗hF ∈ S0(G) and that ‖V
∗
hF‖S0,g ≤ ‖h‖S0,g ‖F‖1. Since L
1(G × Ĝ) ∩
L2(G×Ĝ) is dense in L1(G×Ĝ) the operator V∗h extends to a linear and bounded operator
from all of L1(G×Ĝ) into S0(G). That the operator is onto can be shown in the following
way. Let f be any function in S0(G) and take g ∈ S0(G) such that 〈h, g〉 = 1. It follows
from (3.4) that V∗hVgf = f .
Remark 5.4. We will show later, in Lemma 6.9, that V∗hF , F ∈ L
1(G× Ĝ), h ∈ S0(G),
is the unique element in S0(G) such that
(V∗hF, σ)S0,S′0 =
∫
G×Ĝ
F (χ) (π(χ)h, σ)S0,S′0 dχ for all σ ∈ S
′
0(G).
In that sense, we write V∗hF =
∫
G×Ĝ
F (χ) π(χ)h dχ.
The norm-equality in Theorem 5.3(ii) immediately yields the following result.
Corollary 5.5. Let g ∈ S0(G)\{0} be given. Then
(i) the mapping f 7→ ‖Vgf‖S0(G×Ĝ),Vgg defines a norm on S0(G) which is equivalent to
‖ · ‖S0(G),g,
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(ii) f ∈ L2(G) belongs to S0(G) if and only if Vgf ∈ S0(G× Ĝ),
(iii) f ∈ L2(G) belongs to S0(G) if and only if Vff ∈ S0(G× Ĝ).
Remark 5.6. Let f, g ∈ L2(G). The characterization of S0(G) via the set B and H
together with Corollary 5.5 implies that Vgf ∈ L
1(G× Ĝ) if and only if Vgf ∈ S0(G× Ĝ).
5.3 The restriction, periodization and extension operator on S0
In order to formulate and prove the results of this section we need to recall some theory
which can be found in, e.g., [Fol95,ReSt00]. If H is a closed subgroup of a locally compact
abelian group G, then H with the subspace topology, as well as the quotient group G/H
with the quotient topology are also locally compact abelian groups. Given some Haar
measure µG on G and µH on H , then there is a unique Haar measure µG/H on G/H such
that ∫
G
f(x) dµG(x) =
∫
G/H
∫
H
f(x+ h) dµH(h) dµG/H(x˙) (5.5)
for all f ∈ L1(G) and where x˙ = x+H ∈ G/H , x ∈ G. The relation in (5.5) is calledWeil’s
formula and if (5.5) holds, we say that the measures µG, µH and µG/H are canonically
related. We shall always assume that the measures on G,H and G/H are related in this
way. For a closed subgroup H in G we define its annihilator by
H⊥ = {γ ∈ Ĝ : γ(h) = 1 for all h ∈ H}.
The annihilator H⊥ is itself a closed subgroup of Ĝ. Moreover, we have the isomorphisms
H⊥ ∼= Ĝ/H and Ĥ ∼= Ĝ/H⊥. If the measures µG, µH and µG/H are canonically related
and we require the Fourier inversion between functions on G and Ĝ, H and Ĝ/H⊥, and
between functions on G/H and H⊥ to hold, then the Haar measures µ
Ĝ
, µH⊥ and µĜ/H⊥
are uniquely determined and they are also canonically related. The in this way determined
measure µH⊥ is called the orthogonal measure of µH .
For a closed subgroup H in G, it is well-known that the periodization operator
PHf(x˙) =
∫
H
f(x+ h) dµH(h), x˙ = x+H, x ∈ G,
is a well-defined, linear and bounded operator from L1(G) onto L1(G/H). Moreover, PH
has the following properties: for all f, g ∈ L1(G)
‖PHf‖L1(G/H) ≤ ‖f‖L1(G), (PH(f))
† = PH(f
†), PHf ∗
G/H PHg = PH(f ∗
G g), (5.6)
where ∗G and ∗G/H denote convolution over G and G/H , respectively, and f †(x) = f(−x).
We are now ready to show that the periodization and restriction of a function in
the Feichtinger algebra with respect to a closed subgroup H is again a function in
S0(G/H) and S0(H), respectively. These results were already mentioned in the early
papers [Fei79a], [Fei80] and then proven in [Fei81c].
Theorem 5.7. Let H be closed subgroup of G.
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(i) The periodization operator
PH : S0(G)→ S0(G/H), PHf(x˙) =
∫
H
f(x+ h) dµH(h), x˙ = x+H, x ∈ G,
is a linear and bounded operator from S0(G) onto S0(G/H).
(ii) The restriction operator
RH : S0(G)→ S0(H), RHf(x) = f(x), x ∈ H,
is a linear and bounded operator from S0(G) onto S0(H).
(iii) For all functions f ∈ S0(G) the Poisson formula holds, i.e.,∫
H
f(h) dµH(h) =
∫
H⊥
fˆ(γ) dµH⊥(γ).
Proof. (i). So far we have not emphasized any specific choice of function g with respect to
which we define the S0-norm. However, for this proof it is important to choose a compactly
supported function in S0(G), the reason for this will become clear in a moment. Let now
f be any function in S0(G). Since S0(G) ⊆ L
1(G), we have that PHf, PHg ∈ L
1(G/H).
If we can show that
‖PHf‖S0(G/H),PHg =
∫
Ĝ/H
‖EγPHf ∗
G/H (PHg)
†‖L1(G/H) dµĜ/H(γ) <∞,
then Theorem 4.1 implies that PHf, PHg ∈ S0(G/H). Note that EγPH = PHEγ for all
γ ∈ H⊥ ∼= Ĝ/H. Using this, together with (5.6), yields the inequality∫
Ĝ/H
‖EγPHf ∗
G/H (PHg)
†‖L1(G/H) dµĜ/H(γ)
≤
∫
H⊥
‖Eγf ∗
G g†‖L1(G) dµH⊥(γ)
=
∫
G
∫
H⊥
|(Eγf ∗
G g†)(x)| dµH⊥(γ) dµG(x). (5.7)
Consider now the function ϕx,f(s) = (g · T−xf)(s), s, x ∈ G. The reader may verify that
Fϕx,f(ω) = ω(x)(Eωf ∗G g†)(x). Note that the support of ϕx,f is always a subset of the
compact set supp g. Take now a function h ∈ Cc(G) such that h(s) = 1 for all s ∈ supp g.
Since h is equal to 1 on the support of g we easily get the identities ϕx,f = ϕx,f · h and
Fϕx,f = Fϕx,f ∗Ĝ Fh. We can thus make the following calculation:∫
H⊥
|(Eγf ∗
G g†)(x)| dµH⊥(γ) =
∫
H⊥
|Fϕx,f(γ)| dµH⊥(γ)
=
∫
H⊥
|Fϕx,f ∗
Ĝ Fh(γ)| dµH⊥(γ) ≤
∫
Ĝ
|Fϕx,f(ω)|
∫
H⊥
|Fh(γ − ω)| dµH⊥ dµĜ(ω). (5.8)
By virtue of [ReSt00, Lemma 5.5.5], we can bound
∫
H⊥ |Fh(γ − ω)| dµH⊥ by a constant
C, which is independent of ω. Indeed, as detailed in the reference: take h1 and h2 to be
functions in Cc(G) such that h1 ∗ h2 is equal to 1 on the compact set supp g, then one
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can take C = ‖PH(|h1|)‖2 ‖PH(|h2|)‖2. Continuing the calculation from above yields the
desired estimate:
‖PHf‖S0(G/H),PHg
(5.7)
≤
∫
G
∫
H⊥
|(Eγf ∗
G g†)(x)| dµH⊥(γ) dµG(x)
(5.8)
≤ C
∫
G
∫
Ĝ
|(Eωf ∗
G g†)(x)| dµ
Ĝ
(ω) dµG(x)
= C ‖f‖S0(G),g.
This shows that PH is a bounded operator from S0(G) into S0(G/H). The proof that the
periodization operator is surjective will have to wait until Section 7.1.
(ii). It is a straightforward calculation to verify that, for all f ∈ L1(G) with fˆ ∈ L1(Ĝ),
RHf = F
−1
H PH⊥FGf. (5.9)
In particular this is true for all f ∈ S0(G). Here, FG and FH are the Fourier transform
on L1(G) and L1(H), respectively. It follows from the result in (i) that the periodization
with respect to the closed subgroup H⊥ is a linear and bounded operator from S0(Ĝ) onto
S0(Ĝ/H
⊥). By Example 5.2 we know that the Fourier transform is a unitary Banach space
isomorphism on S0. We conclude that the restriction operator RH = F
−1
H PH⊥FG is linear
and bounded from S0(G) onto S0(H).
(iii). Since the Fourier transform is a Banach space isomorphism on S0 and RH and PH⊥
are operators on S0, it follows from (5.9) that FHRHf = PH⊥FGf for all f ∈ S0(G).
From this equality we find that, for all f ∈ S0(G),
FHRHf(0) = PH⊥FGf(0), i.e.,
∫
H
f(h) dµH(h) =
∫
H⊥
fˆ(γ) dµH⊥(γ),
which is the the Poisson formula.
Remark 5.8. Let G1 and G2 be two locally compact abelian groups. Theorem 5.7(i)
applied to S0(G1 ×G2) with H = {0} ×G2 shows that
T : S0(G1 ×G2)→ S0(G1), T f(x1) =
∫
G2
f(x1, x2) dx2, x1 ∈ G1,
is a linear and bounded operator from S0(G1 ×G2) onto S0(G1).
Remark 5.9. If H is a discrete subgroup of G, then, by Lemma 4.11, S0(H) = ℓ
1(H).
Hence, in this case,
RH : S0(G)→ ℓ
1(H), RHf(x) = f(x), x ∈ H,
is a linear and bounded operator from S0(G) onto ℓ
1(H). As a concrete example, this
shows that the restriction of any function in S0(Rn) to MZn for some n× n-matix M is
a sequence in ℓ1(MZn).
Remark 5.10. Assume that H is a closed subgroup in G such that the quotient group
G/H is compact (equivalently the closed subgroup H⊥ is discrete). Then we define the
size of H by s(H) = µG/H(G/H). In this case the orthogonal measure on µH⊥ satisfies∫
H⊥
fˆ(γ) dµH⊥(γ) =
1
s(H)
∑
γ∈H⊥
fˆ(γ)
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and the Poisson formula takes the form∫
H
f(h) dµH(h) =
1
s(H)
∑
γ∈H⊥
fˆ(γ) for all f ∈ S0(G).
If G/H is compact, H is discrete and H is equipped with the counting measure, then we
arrive at the familiar Poisson summation formula
∑
h∈H
f(h) =
1
s(H)
∑
γ∈H⊥
fˆ(γ) for all f ∈ S0(G).
For example, let G = Rn be equipped with the usual Lebesgue measure and let H = MZn
with M ∈ GLR(n) be equipped with the counting measure. Furthermore, let the Fourier
transform on S0(R
n) be the one given by
fˆ(ω) =
∫
Rn
f(x) e2πix·ω dx, ω ∈ Rn.
Then s(H) = |detM | and the Poisson formula takes the form
∑
k∈MZn
f(k) =
1
|detM |
∑
k∈(M−1)⊤Zn
fˆ(k),
which is valid for all f ∈ S0(Rn).
That a function f belongs to the Feichtinger algebra is merely a sufficient condition for
the Poisson formula to hold. Indeed, Poisson’s formula holds for functions outside of S0(G)
(see for example [ReSt00]), however, in general, one has to be very careful with the validity
of the formula. The failure of the Poisson formula is demonstrated in [Kat04, Chap. VI,
Sec. 1, Exercise 15]. There, a continuous function f ∈ L1(R) is constructed so that
fˆ ∈ L1(R) and both sides of the Poisson formula are finite, yet the equality fails. Further
references to the Poisson formula are [KaLe94, BeZi97, HoLa05]. See also the paper by
Gröchenig [Grö96] in which the relationship between S0(Rn), functions in L2(Rn) with
decay conditions in time and frequency, and the Poisson formula is investigated. For
remarks on the importance and usefulness of the Poisson formula see, e.g., [HaNi98, Chap.
2, §9.9, §9.10] and the two appendices in that section.
The results in this section have so far been concerned with closed subgroups in G.
We will now add the assumption that H should also be an open subgroup (indeed, if a
subgroup of a topological group is open, then it is also closed). If H is an open subgroup,
then G/H is discrete. Without loss of generality we will assume that the Haar measure
on G/H is the usual counting measure. Hence, given a Haar measure µG on G and
the counting measure on the discrete group G/H , there is a unique measure on the
open subgroup H such that the measures µG, µH and µG/H are canonically related. In
particular, for all f ∈ L1(G), Weil’s formula takes the form∫
G
f(x) dµG(x) =
∑
x˙∈G/H
∫
H
f(x+ h) dµH(h), x˙ = x+H, x ∈ G.
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We note that for the Euclidean space the only open subgroup is the space itself. A far
less mundane situation occurs for the group of the p-adic numbers, here all subgroups are
open.
The following result is from [Fei81c] and is also proven in [Rei89].
Proposition 5.11. Let H be an open subgroup of a locally compact abelian group G.
Then the zero-extension operator
QH : S0(H)→ S0(G), QHf(x) =
f(x) x ∈ H,0 x /∈ H, x ∈ G,
is well-defined, linear and bounded. In particular, for any non-zero g ∈ S0(H),
‖QHf‖S0(G),QHg = ‖f‖S0(H),g for all f ∈ S0(H).
Proof. In order to show that the operator is well-defined, i.e., QHf ∈ S0(G), we let
f, g ∈ S0(H), g 6= 0 and we will show that∫
Ĝ
‖EωQHf ∗
G (QHg)
†‖L1(G) dµĜ(ω) <∞.
We do this in three parts. First, let us consider the function EωQHf ∗
G (QHg)
†. Using
Weil’s formula with respect to the open subgroup H (as detailed above), we find, for all
x ∈ G,
EωQHf ∗
G (QHg)
†(x) =
∫
G
ω(s)QHf(s)(QHg)
†(x− s) dµG(s)
=
∑
s˙∈G/H
∫
H
ω(s+ h)QHf(s+ h)(QHg)
†(x− s− h) dµH(h)
=
∫
H
ω(h)f(h)(QHg)
†(x− h) dµH(h),
where the last equality is due to the fact that QHf(s+ h) = 0 for s 6= 0. Now, using the
just shown equality and the same arguments once more we establish that
‖EωQHf ∗
G (QHg)
†‖L1(G) =
∫
G
|QHf ∗
G (QHg)
†(x)| dµG(x)
=
∫
G
∣∣∣ ∫
H
ω(h)f(h)(QHg)
†(x− h) dµH(h)
∣∣∣ dµG(x)
=
∑
x˙∈G/H
∫
H
∣∣∣ ∫
H
ω(h)f(h)(QHg)
†(x+ h′ − h) dµH(h)
∣∣∣ dµH(h′)
=
∫
H
∣∣∣ ∫
H
ω(h)f(h)g†(h′ − h) dµH(h)
∣∣∣ dµH(h′)
Recall that the quotient group G/H is discrete and equipped with the counting measure.
Therefore its dual group Ĝ/H ∼= H⊥ is compact and has a normalized Haar measure.
Using this together with the fact that Ĝ/H⊥ ∼= Ĥ we establish the desired estimate.∫
Ĝ
‖EωQHf ∗
G (QHg)
†‖L1(G) dµĜ(ω)
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=
∫
Ĝ
∫
H
∣∣∣ ∫
H
ω(h)f(h)g†(h′ − h) dµH(h)
∣∣∣ dµH(h′) dµĜ(ω)
=
∫
Ĝ/H⊥
∫
H⊥
∫
H
∣∣∣ ∫
H
ω(h)γ(h)f(h)g†(h′ − h) dµH(h)
∣∣∣ dµH(h′) dµH⊥(γ) dµĜ/H⊥(ω˙))
=
∫
Ĝ/H⊥
∫
H⊥
∫
H
∣∣∣ ∫
H
ω(h)f(h)g†(h′ − h) dµH(h)
∣∣∣ dµH(h′) dµH⊥(γ) dµĜ/H⊥(ω˙))
=
∫
Ĝ/H⊥
∫
H
∣∣∣ ∫
H
ω(h)f(h)g†(h′ − h) dµH(h)
∣∣∣ dµH(h′) dµĜ/H⊥(ω˙)) ∫
H⊥
dµH⊥(γ)
=
∫
Ĥ
∫
H
∣∣∣ ∫
H
ω(h)f(h)g†(h′ − h) dµH(h)
∣∣∣ dµH(h′) dµĤ(ω)
=
∫
Ĥ
‖Eωf ∗
H g†‖L1(H) dµĤ(ω) = ‖f‖S0(H),g <∞.
By the characterization of S0(G) by the set A it follows that QHf ∈ S0(G). Hence QH
is well-defined. The linearity of QH is clear. Finally, the above calculation together with
(4.13) implies the desired norm equality.
6 The space of translation bounded quasimeasures – S′0(G)
In this section we consider S′0(G) – the dual space of S0(G). In [Fei81c] elements in
S′0(G) are called translation bounded quasimeasures. Since then they have, as we will do
here, also been called distributions. The dual of S0(G) is discussed in, e.g., [Fei80,May87,
Fei89a,Hör89,Grö01,dGo11]. Naturally, S′0(G) forms a Banach space with respect to the
operator norm
‖σ‖S′
0
,g = sup
f∈S0(G)
‖f‖S0,g=1
|σ(f)|, σ ∈ S′0(G),
for some fixed g ∈ S0(G)\{0}. The norm satisfies the inequality |σ(f)| ≤ ‖σ‖S′
0
,g ‖f‖S0,g
for all f ∈ S0(G). Since all g ∈ S0(G)\{0} induce equivalent norms on S0(G) (Proposition
4.10) it is straight forward to show that they also induce equivalent norms on S′0(G).
Besides the norm topology on S′0(G), the weak
∗ topology also plays a crucial role. Recall
that a net6 (σλ) in S
′
0(G) converges to σ ∈ S
′
0(G) in the weak
∗-sense if
lim
λ
σλ(f) = σ(f) for all f ∈ S0(G).
We introduce the common notation for the action of functionals
(f, σ)S0,S′0(G) = σ(f) for all f ∈ S0(G), σ ∈ S
′
0(G).
For convenience we shall sometimes write (f, σ)S0,S′0 or (f, σ) instead of (f, σ)S0,S′0(G). Note
that ( · , · ) is bilinear. For f, g ∈ S0(G) and σ ∈ S
′
0(G) we define the following operations:
(f, g · σ) = (f · g, σ), (6.1)
6The weak∗ topology of the dual of a Banach space is metrizable only if the Banach space is finite
dimensional. If S0(G) is separable (e.g., if G is σ-compact and metrizable) then the relative weak∗
topology on bounded sets in S′0(G) is metrizable and one can work with sequences. Otherwise nets have
to be considered. For more on this, we refer to the book by Megginson [Meg98].
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(f, g ∗ σ) = (f ∗ gr, σ), gr(x) = g(−x), (6.2)
(f, σ) = (f, σ). (6.3)
All functions h ∈ S0(G) induce a distribution ι(h) given by
(f, ι(h)) =
∫
G
f(x) h(x) dx, f ∈ S0(G). (6.4)
Note that (f, ι(h)) = (h, ι(f)). If a distribution σ is induced by a function h via (6.4),
then we may simply write (f, h)S0,S′0 rather than (f, ι(h))S0,S′0 . In fact, all functions h for
which the above integral makes sense induce an element in S′0(G) in this way.
Lemma 6.1. All functions in S0(G), L
p(G) for p ∈ [1,∞], C0(G) and A(G) define
elements in S′0(G) via (6.4). In particular, for g ∈ S0(G)\{0} the following holds:
(i) ‖ι(h)‖S′
0
,g ≤ c ‖h‖S0,g for all h ∈ S0(G) with c = ‖g‖
−1
∞ ‖g‖
−1
1 .
(ii) ‖ι(h)‖S′
0
,g ≤ c ‖h‖p for all h ∈ L
p(G), p ∈ [1,∞] with c = ‖g‖
−1/p
1 ‖g‖
−1+1/p
∞ .
(iii) ‖ι(h)‖S′
0
,g ≤ c ‖h‖A(G) for all h ∈ A(G) with c = ‖g‖
−1
∞ .
If g is chosen with the normalization as in Lemma 4.3(v), then c = 1 in all cases.
Proof. Proof of (iii). Let h ∈ A(G) be given. Then there is a function h˜ ∈ L1(Ĝ) such that
h = F h˜, where F is the Fourier transform from Ĝ to G. Thus, by applying Lemma 4.17
we find that
|(f, ι(h))| ≤
∫
G |f(x)| |F h˜(x)| dx ≤ ‖f‖1‖F h˜‖∞
≤ ‖g‖−1∞ ‖h˜‖1‖f‖S0,g = ‖g‖
−1
∞ ‖h‖A(G)‖f‖S0,g.
This implies (iii). Statements (i) and (ii) follow by similar calculations and applications
of the estimates from Lemma 4.17.
The following lemma is a general result for Banach spaces adapted to S0.
Lemma 6.2. Let B be a Banach space which contains S0(G). The following statements
are equivalent.
(i) S0(G) is continuously embedded into and dense in B.
(ii) B′ is weak∗-continuously embedded into and weak∗-dense in S′0(G).
Proof. From the corollary of [Rud91, Theorem 4.12] it follows that there is a linear,
bounded and injective operator from S0(G) into B with dense range, if, and only if, there
is a linear, bounded and injective operator from B′ into S′0(G) with weak
∗-dense range,
which, furthermore, is continuous with respect to the weak∗ topologies on both spaces.
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Together with Lemma 4.17 the statement of Lemma 6.2 implies that the bounded
measure Mb(G) = C
′
0(G), the pseudo-measures PM(G) = A
′(G), and the Lp-spaces for
p ∈ (1,∞] are weak∗-dense in and continuously embedded into S′0(G) (concerning the
identification of (L1)′ with L∞ see the footnote on page 42). In case of the Lp-spaces, this
embedding is of course via the mapping ι as in (6.4).
The following lemma shows that S′0(G) contains pointwise evaluations, i.e., the Dirac-
delta distribution, δx(f) = f(x), x ∈ G belongs to S
′
0(G).
Lemma 6.3. For any x ∈ G the functional δx belongs to S
′
0(G). In particular, for
g ∈ S0(G)\{0} it holds that ‖δx‖S′
0
,g ≤ ‖g‖
−1
1 .
Proof. Since all functions in S0(G) are continuous, the pointwise evaluation (f, δx)S0,S′0(G) =
f(x) is well-defined for all x ∈ G and clearly linear. By use of Lemma 4.17, we establish
the inequalities
|(f, δx)| = |f(x)| ≤ ‖f‖∞ ≤ ‖g‖
−1
1 ‖f‖S0,g
for all f ∈ S0(G), x ∈ G and g ∈ S0(G)\{0}.
We now show that any σ ∈ S′0(G) can be approximated arbitrarily well in the weak
∗-
sense by the distributions induced by functions in S0(G) or by elements in the linear span
of {δx}x∈G.
Lemma 6.4. The following holds:
(i) ι(S0(G)) is weak
∗-dense in S′0(G).
(ii) span{δx}x∈G is weak
∗-dense in S′0(G).
Proof. Let N = ι(S0(G)) and consider
⊥N = {f ∈ S0(G) : (f, σ)S0,S′0 = 0 for all σ ∈
N}. Then ⊥N = {0}. It follows from [Rud91, Theorem. 4.7] that the weak∗-closure of
ι(S0(G)) is S
′
0(G). If N = span{δx}x∈G, then again
⊥N = {0} and (ii) follows.
In [FeZi98] a different proof of Lemma 6.4(ii) is sketched: By using the fact that
(S′0(G) ∗ S0(G)) · S0(G) ⊆ S0(G) one can construct a sequence (or a net) of functions
in S0(G) that converges towards any given σ ∈ S
′
0(G). This approach is the same one
used for the test functions C∞c (R
n) and their dual space in, e.g., [Fri98]. We prove that
(S′0(G) ∗ S0(G)) · S0(G) ⊆ S0(G) and (S
′
0(G) · S0(G)) ∗ S0(G) ⊆ S0(G) in Lemma 6.13.
6.1 Operators on S′0
In this section we will show how and when one can extend operators on L2 to operators
on S′0. We will tackle the same question for operators on S0 in Lemma 6.14. In order
to formulate the results we need the notion of the Banach space adjoint operator. The
following can be found in, e.g., [BoKa14,Meg98]. Let T be a linear and bounded operator
from a Banach space X to a Banach space Y . Then its Banach space adjoint
T× : Y ′ → X ′, (x, T×y′)X,X′ = (Tx, y
′)Y,Y ′, x ∈ X, y
′ ∈ Y ′,
is a well-defined linear and bounded operator with ‖T×‖op = ‖T‖op. The adjoint operator
T× maps norm convergent sequences in Y ′ into norm convergent sequences in X ′. We say
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that T× is norm-norm continuous from Y ′ into X ′. Furthermore, the adjoint operator
T× maps weak∗-convergent nets in Y ′ into weak∗-convergent nets in X ′. We say that T×
is weak∗-weak∗ continuous from Y ′ into X ′. In fact, every weak∗-weak∗ continuous linear
operator from Y ′ into X ′ is also norm-norm continuous. In general the converse is not
true, see [Meg98, Section 3.1]. Furthermore, if S : Y ′ → X ′ is a linear and weak∗-weak∗
(thus also norm-norm) continuous operator, then
S× : X → Y, (S×x, y′)Y,Y ′ = (x, Sy
′)X,X′ , x ∈ X, y
′ ∈ Y ′
defines a linear and bouned operator which satisfies (S×)× = S. Also, with T as above,
(T×)× = T .
In the previous section we established that L2(G) is embedded into S′0(G) by the
mapping ι from (6.4). Thus, if T : L2(G1) → L
2(G2) is a linear and bounded operator,
then ι ◦ T : L2(G1)→ S
′
0(G2) is also linear and bounded. Since L
2(G1) is weak
∗ dense in
S′0(G1) we may ask if one can extend ι ◦ T to a weak
∗-weak∗ continuous operator T˜ from
S′0(G1) into S
′
0(G2) such that, in the sense of S
′
0(G2),
T˜ ι(f1) = ι(Tf1) for all f1 ∈ L
2(G1). (6.5)
The following result characterizes when this is possible.
Lemma 6.5. Let T be a linear and bounded operator from L2(G1) into L
2(G2). There
is an extension of the operator ι ◦ T : L2(G1) → S
′
0(G2) to a weak
∗-weak∗ continuous
operator T˜ from S′0(G1) into S
′
0(G2), if, and only if, the Hilbert space adjoint operator
T ∗ : L2(G2)→ L
2(G1) is a linear and bounded operator from S0(G2) into S0(G1). In this
case, the extension is unique, and it is defined by the relation
(f2, T˜ σ1)S0,S′0(G2) = (T
∗f2, σ1)S0,S′0(G1) for all f2 ∈ S0(G2), σ1 ∈ S
′
0(G1), (6.6)
or, equivalently,
(f2, T˜ σ1)S0,S′0(G2) = (T
∗f2, σ1)S0,S′0(G1) for all f2 ∈ S0(G2), σ1 ∈ S
′
0(G1). (6.7)
Proof. Assume that T ∗ is a linear and bounded operator from S0(G2) into S0(G1). Then
we define T˜ by (6.6) as the Banach space adjoint of the operator f2 7→ T ∗f2. By this
definition T˜ is weak∗-weak∗ continuous. With (6.4) it is straight forward to establish that,
for all f1 ∈ L
2(G1) and f2 ∈ S0(G2),
(f2, T˜ ι(f1))S0,S′0(G2) = (T
∗f2, ι(f1))S0,S′0(G1) = 〈f1, T
∗f2〉L2(G1)
= 〈Tf1, f2〉L2(G2) = (f2, ι(Tf1))S0,S′0(G2).
This proves (6.5) and so T˜ is an extension of ι ◦ T .
Conversely, assume now that T˜ is a weak∗-weak∗ continuous extension of ι ◦ T . Then
(T˜ )× : S0(G2)→ S0(G1), ((T˜ )
×f2, σ1)S0,S′0(G1) = (f2, T˜ σ1)S0,S′0(G2),
with f2 ∈ S0(G2) and σ1 ∈ S
′
0(G1), defines a linear and bounded operator. Furthermore,
for all f1 ∈ S0(G1) and f2 ∈ S0(G2) we find that
〈(T˜ )×f2, f1〉L2(G1) = ((T˜ )
×f2, ι(f1))S0,S′0(G1)
(6.3)
= ((T˜ )×f2, ι(f1))S0,S′0(G1)
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= (f2, T˜ ι(f1))S0,S′0(G1)
(6.5)
= (f2, ι(Tf1))S0,S′0(G1)
= 〈Tf1, f2〉L2(G2) = 〈T
∗f2, f1〉L2(G1)
We conclude that T ∗f2 = (T˜ )×f2. Since (T˜ )
× and complex conjugation are bounded
operators on S0, we conclude that also T
∗ is a linear and bounded operator from S0(G2)
into S0(G1). The equality T
∗f2 = (T˜ )×f2 implies the relation in (6.6). If (6.6) holds, then
(f2, T˜ σ1)S0,S′0(G2)
(6.3)
= (f2, T˜ σ1)S0,S′0(G2)
(6.6)
= (T ∗f2, σ1)S0,S′0(G1)
(6.3)
= (T ∗f2, σ1)S0,S′0(G1),
which is (6.7). The converse implication is proven in a similar way. It is left to show
that the extension T˜ is unique. Assume therefore that S : S′0(G1) → S
′
0(G2) is another
weak∗-weak∗ continuous operator which is an extension of ι◦T . Then S must, necessarily,
coincide with T˜ on all distributions induced by functions on L2(G). This is a weak∗-dense
subspace of S′0(G2). Due to the weak
∗-weak∗ continuity we conclude that the operators
S and T˜ coincide.
Corollary 6.6. Let T be a unitary operator from L2(G1) onto L
2(G2). The operator
T is a Banach space isomorphism from S0(G1) onto S0(G2), if, and only if, there is an
extension of the operator ι ◦ T : L2(G1) → S
′
0(G2) to weak
∗-weak∗ continuous Banach
space isomorphism T˜ from S′0(G1) onto S
′
0(G2). In this case, (T˜ )
−1 = (T−1)∼, and the
operators T˜ and (T˜ )−1 are defined by the relations
(T−1f2, σ1)S0,S′0(G1) = (f2, T˜ σ1)S0,S′0(G2), (Tf1, σ2)S0,S′0(G2) = (f1, (T˜ )
−1σ2)S0,S′0(G1), (6.8)
for all fi ∈ S0(Gi) and σi ∈ S
′
0(Gi), i = 1, 2.
Proof. The assumptions imply that we are in the position to apply Lemma 6.5 to T and
T−1. Let us show that (T−1)∼ = (T˜ )−1. Indeed, for all f1 ∈ S0(G1) and σ1 ∈ S
′
0(G1),
(f1, (T
−1)∼ T˜ σ1)S0,S′0(G1)
(6.6)
= (Tf1, T˜ σ1)S0,S′0(G2)
(6.6)
= (T−1Tf1, σ1)S0,S′0(G1)
= (f1, σ1)S0,S′0(G1).
Hence (T−1)∼ T˜ = IdS′
0
(G1). Similarly we show that T˜ (T
−1)∼ = IdS′
0
(G2). We conclude
that (T−1)∼ = (T˜ )−1. It follows from Lemma 6.5 and (6.7) that T˜ and (T˜ )−1 are defined
by the equalities in (6.8).
Of course, the equalities in Corollary 6.6 are the generalization of the well-known
relations for unitary operators on L2, i.e., if T : L2(G1) → L
2(G2) is a unitary operator,
then
〈Tf, h〉L2(G2) = 〈f, T
−1h〉L2(G1) for all f ∈ L
2(G1), h ∈ L
2(G2).
Lemma 6.5 and Corollary 6.6 can be applied to the operators considered in Example
5.2. Let us demonstrate the results on the Fourier transform.
Example 6.7. The Fourier transform F is a unitary operator from L2(G) onto L2(Ĝ)
and, as shown in Example 5.2, it is also a Banach space isomorphism from S0(G) onto
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S0(Ĝ). By Lemma 6.5 and Corollary 6.6 its unique weak
∗-weak∗ continuous extension F˜
to an operator from S′0(G) onto S
′
0(Ĝ) is
F˜ : S′0(G)→ S
′
0(Ĝ), (h, F˜σ)S0,S′0(Ĝ)
= (F−1h, σ)S0,S′0(G) = (FĜh, σ)S0,S′0(G),
where F
Ĝ
is the Fourier transform from S0(Ĝ) onto S0(G), h ∈ S0(Ĝ) and σ ∈ S
′
0(G).
Equivalently, the extended Fourier transform F˜ is defined by the relation
(F−1h, σ)S0,S′0(G) = (h, F˜σ)S0,S′0(Ĝ)
for all h ∈ S0(Ĝ), σ ∈ S
′
0(G).
Using the definition of multiplication and convolution of functions with distributions (6.1),
(6.2) it is straight forward to show that, for all f ∈ S0(G) and σ ∈ S
′
0(G),
F˜(f · σ) = Ff ∗ F˜σ and F˜(f ∗ σ) = Ff · F˜σ.
For a given ω ∈ Ĝ let eω denote the distribution in S
′
0(G) induced by the function
x 7→ ω(x) and let δω ∈ S
′
0(Ĝ) be the Dirac delta distribution at the point ω ∈ Ĝ. Then,
for all f ∈ S0(G),
(f, eω)S0,S′0(G) =
∫
G
f(x)ω(x) dx = Ff(−ω).
Let us find the distributional Fourier transform of eω. For any h ∈ S0(Ĝ),
(h, F˜eω)S0,S′0(Ĝ)
= (F−1h, eω)S0,S′0(G) = F(F
−1h)(−ω) = h(ω) = (h, δω)S0,S′0(Ĝ)
.
This shows that F˜eω = δω. If we let δx ∈ S
′
0(G) be the Dirac delta distribution at the
point x ∈ G and ex be the distribution in S
′
0(Ĝ) induced by the function ω 7→ ω(x). Then,
for any h ∈ S0(Ĝ),
(h, F˜δx)S0,S′0(Ĝ)
= (F−1h, δx)S0,S′0(G) = F
−1h(x) =
∫
Ĝ
h(ω)ω(x)dω = (h, e−x)S0,S′0(Ĝ)
,
hence F˜δx = e−x.
Let H be a closed subgroup of G and let H⊥ be its annihilator (see Section 5.3).
Furthermore, we let µH be some Haar measure on H and µH⊥ be the orthogonal Haar
measure on H⊥. We can think of µH and µH⊥ as elements in S
′
0(G) and S
′
0(Ĝ) in the
following way: for all f ∈ S0(G),
(f, µH)S0,S′0(G) =
∫
H
f(h) dµH(h), (fˆ , µH⊥)S0,S′0(Ĝ)
=
∫
H⊥
fˆ(γ)µH⊥(γ).
Using the Poisson formula and the Fourier transform F˜ from S′0(G) onto S
′
0(Ĝ) as con-
sidered in Example 6.7, we can establish that F˜µH = µH⊥. For example, if we define the
Fourier transform on S0(R) as in Remark 5.10, then, in the sense of S
′
0(R),
F˜
( ∑
k∈aZ
δk
)
= |a|−1
∑
k∈a−1Z
δk for all a ∈ R\{0}.
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In Lemma 6.5 we characterized when operators defined on L2 can be extended to
operators on S′0. In the following example we extend two operators to S
′
0, which, a priori,
are only defined on S0.
Example 6.8. Let H be an open (and therefore also closed) subgroup of G. Let
RH : S0(G)→ S0(H) and QH : S0(H)→ S0(G)
be the restriction and zero-extension operator as in Theorem 5.7 and Proposition 5.11.
The unique weak∗-weak∗ continuous extension Q˜H of ι ◦ QH : S0(H) → S
′
0(G) to an
operator from S′0(H) into S
′
0(G) is the Banach space adjoint of the restriction operator.
That is,
Q˜H : S
′
0(H)→ S
′
0(G), (f, Q˜HσH)S0,S′0(G) = (RHf, σH)S0,S′0(H), f ∈ S0(G), σH ∈ S
′
0(H).
Indeed, for all functions ϕ ∈ S0(H) and f ∈ S0(G),
(f, ι(QHϕ))S0,S′0(G) =
∫
G
f(x)QHϕ(x) dµG(x)
=
∑
x˙∈G/H
∫
H
f(x+ t)QHϕ(x+ t) dµH(t)
=
∫
H
f(t)ϕ(t) dµH(t) = (RHf, ι(ϕ))S0,S′0(H)
= (f, Q˜Hι(ϕ))S0,S′0(G).
Hence Q˜Hι(ϕ) = ι(QHϕ) for all ϕ ∈ S0(H) and thus Q˜H is an extension of ι ◦QH .
In a similar way one can show that the Banach space adjoint of the zero-extension
operator, Q×H , is the weak
∗-weak∗ continuous extension of the operator ι ◦RH : S0(G)→
S′0(H). And we therefore define
R˜H : S
′
0(G)→ S
′
0(H), (f, R˜Hσ)S0,S′0(H) = (QHf, σ)S0,S′0(G), f ∈ S0(H), σ ∈ S
′
0(G).
The results in this section are related to the fact that (S0, L
2,S′0) forms a so-called
rigged Hilbert space, also called a Gelfand triple. The idea of rigged Hilbert spaces was
introduced by Gelfand in [GeVi64]. Notably, rigged Hilbert spaces find applications in the
mathematical formulation of quantum mechanics [Ant98,dlM05]. The triplet (S0, L
2,S′0)
and especially its applications to time-frequency analysis is further explored in [FeKo98,
DöFe+06,FeLu+07,CoFe+08,Fei09].
6.2 The Short-time Fourier transform on S′0(G)
In this section we extend the short-time Fourier transform from an operator on S0 and
L2 to an operator on S′0. There are two immediate possibilities to do this:
(I) By definition of the short-time Fourier transform
Vhf(χ) = 〈f, π(χ)h〉 = (π(χ)h, ι(f))S0,S′0(G), f, h ∈ S0(G).
We are therefore inclined to define the short-time Fourier transform of a distribution
σ ∈ S′0(G) with respect to a function h ∈ S0(G) to be the function χ 7→ (π(χ)h, σ)S0,S′0(G).
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(II) In Theorem 5.3 we proved that Vh with h ∈ S0(G) is a linear and bounded operator
from S0(G) into S0(G × Ĝ). Furthermore, we showed that the L
2-Hilbert space adjoint
V∗h of the short-time Fourier transform Vh defines a linear and bounded operator from
L1(G × Ĝ) onto S0(G) (or, in fact, as an operator from S0(G × Ĝ) onto S0(G)). With
these results and with the methods from the previous section we can extend the short-time
Fourier transform and its adjoint to operators on S′0.
Below, in Lemma 6.9, we detail the process of extending the operator Vh and V
∗
h as
mentioned in (II) and show that this coincides with the idea in (I). In order to state the
result we let j be the isometric isomorphism from L∞(G× Ĝ) onto (L1(G× Ĝ))′,
j(H) = F 7→
∫
G×Ĝ
F (χ)H(χ) dχ, H ∈ L∞(G× Ĝ), F ∈ L1(G× Ĝ).7
Lemma 6.9. Let h be a non-zero function in S0(G).
(i) The operator
V˜h : S
′
0(G)→ (L
1(G× Ĝ))′, (F, V˜hσ)L1,(L1)′ = (V
∗
hF , σ)S0,S′0(G), F ∈ L
1(G× Ĝ)
is the unique weak∗-weak∗ continuous extension of the operator j ◦ Vh : S0(G) →
(L1(G × Ĝ))′ to an operator from S′0(G) into (L
1(G × Ĝ))′. In particular, in the
sense of (L1(G× Ĝ))′,
V˜hι(f) = j(Vhf) for all f ∈ S0(G).
Moreover, for all F ∈ L1(G× Ĝ) and all σ ∈ S′0(G),
(F, V˜hσ)L1,(L1)′ =
∫
G×Ĝ
F (χ) (π(χ)h, σ)S0,S′0 dχ.
That is, the L1(G × Ĝ)-functional V˜hσ is induced by the uniform continuous and
bounded function
G× Ĝ→ C, χ 7→ (π(χ)h, σ)S0,S′0(G), h ∈ S0(G), σ ∈ S
′
0(G).
(ii) Let V∗h be the linear and bounded operator from L
1(G × Ĝ) onto S0(G) defined in
Theorem 5.3. Then V∗hF , F ∈ L
1(G× Ĝ) is the unique element in S0(G) such that
(V∗hF, σ)S0,S′0(G) =
∫
G×Ĝ
F (χ) (π(χ)h, σ)S0,S′0 dχ for all σ ∈ S
′
0(G).
7If G is σ-compact and metrizable then the Haar measure on G×Ĝ is σ-finite. Hence (L1(G×Ĝ))′ can
be identified with L∞(G×Ĝ) in the usual way. If G is a general locally compact abelian Hausdorff group,
then the Haar measure on G × Ĝ may not be σ-finite. In order to still have the identification of (L1)′
with L∞ one redefines L∞ to be the set of all mesureable functions that are locally almost everywhere
bounded. I.e., every function in L∞ is bounded except on a set N , where for all compact sets K the
intersection N ∩K has measure zero. See [Fol89, §2.3] and [HeRo63, §12].
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(iii) The operator
V˜∗h : S
′
0(G× Ĝ)→ S
′
0(G), (f, V˜
∗
hψ)S0,S′0(G) = (Vhf, ψ)S0,S′0(G×Ĝ)
, f ∈ S0(G)
is the unique weak∗-weak∗ continuous extension of the operator ι◦V∗h : L
1(G×Ĝ)→
S′0(G) to an operator from S
′
0(G × Ĝ) onto S
′
0(G). In particular, in the sense of
S′0(G),
V˜∗hι(F ) = ι(V
∗
hF ) for all F ∈ L
1(G× Ĝ).
(iv) If g, h ∈ S0(G) and σ ∈ S
′
0(G), then V˜
∗
hV˜gσ = 〈h, g〉 σ. Furthermore, for all f ∈
S0(G),
〈h, g〉(f, σ)S0,S′0(G) = (Vgf, V˜hσ)L1,(L1)′ =
∫
G×Ĝ
〈f, π(χ)g〉 (π(χ)h, σ)S0,S′0 dχ.
Proof. (i). Note that V˜h is the Banach space adjoint operator of F 7→ V∗hF , F ∈ L
1(G×Ĝ),
which is a linear and bounded operator from L1(G × Ĝ) onto S0(G). Hence V˜h is well-
defined, linear, bounded and weak∗-weak∗ continuous from S′0(G) into (L
1(G× Ĝ))′. Let
now f and F be functions in S0(G) and S0(G× Ĝ), respectively. Then
(F, V˜hι(f))L1,(L1)′ = (V
∗
hF , ι(f))S0,S′0(G) = 〈f,V
∗
hF 〉
= 〈Vhf, F 〉 =
∫
G×Ĝ
F (χ) 〈f, π(χ)h〉 dχ = (F, j(Vhf))L1,(L1)′ .
Since F was an arbitrary function in S0(G× Ĝ) and S0(G× Ĝ) is dense in L
1(G× Ĝ) it
follows that V˜hι(f) and j(Vhf) are the same elements in (L
1(G × Ĝ))′. Hence V˜h is an
extension of j ◦ Vh : S0(G) → (L
1(G × Ĝ))′. The uniqueness of this extension follows as
in the proof of Lemma 6.5 and the fact that S0(G) is weak
∗ dense in S′0(G) (Lemma 6.4).
Let us now prove the moreover part. To this end we define the operator
Th : L
1(G× Ĝ)→ S′′0(G), Th(F ) = σ 7→
∫
G×Ĝ
F (χ) (π(χ)h, σ)S0,S′0 dχ.
It is straight forward to show that this is a well-defined, linear and bounded operator. In
particular, for some g ∈ S0(G)\{0},
|Th(F )(σ)| ≤ ‖F‖1 ‖h‖S0,g ‖σ‖S′0,g
and ‖Th‖op,L1→S′′
0
≤ ‖h‖S0,g. Let us now show that for all F ∈ L
1(G× Ĝ) the functional
ThF : S
′
0(G) → C is in fact weak
∗ continuous. I.e., ThF maps weak
∗ convergent nets in
S′0(G) into weak
∗ convergent (and since C is finite dimensional also norm convergent) nets
in C. Since we consider weak∗-weak∗ continuity for a functional, it follows by [Meg98,
Theorem 2.7.8] that it is necessary and sufficient to confirm the weak∗ continuity for every
bounded weak∗ convergent net (σλ). Hence, if (σλ) is a bounded weak
∗ convergent net in
S′0(G) with limit σ ∈ S
′
0(G) we wish to show that
lim
λ
Th(F )(σλ) = Th(F )(σ).
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For the moment let us restrict ourselves to functions F which are the indicator function
on a compact set K ⊆ G× Ĝ. We can then make the estimate
lim
λ
|Th(F )(σλ)− Th(F )(σ)| = lim
λ
∣∣∣∣ ∫
K
(π(χ)h, σλ)S0,S′0 − (π(χ)h, σ)S0,S′0
∣∣∣∣
≤ µ
G×Ĝ
(K) lim
λ
sup
χ∈K
|(π(χ)h, σλ − σ)S0,S′0 |.
Thus, if we can verify uniform convergence of (π(χ)h, σλ)S0,S′0 on the compact set K, then
we are done. Let c = supλ ‖σλ‖S′0,g < ∞ and let Uǫ be a neighbourhood around the
identity of G × Ĝ such that ‖π(χ)h− h‖S0,g < ǫ/c for all χ ∈ Uǫ (this is possible due to
Lemma 4.15). Then, for all χ0 ∈ G× Ĝ and for all λ, we establish that
|(π(χ0 + χ)h, σλ)− (π(χ0)h, σλ)| ≤ ‖π(χ)h− h‖S0,g ‖σλ‖S′0,g < ǫ for all χ ∈ Uǫ.
Hence the functions {(π(χ)h, σλ)S0,S′0}λ are equicontinuous. Since this estimate also does
not depend on χ0, the functions are, in fact, uniformly equicontinuous. Because of this, the
a-priori pointwise convergence limλ(π(χ)h, σλ) = (π(χ)h, σ) guaranteed by the assumed
weak∗ convergence for all χ ∈ G× Ĝ implies uniform convergence over compact sets. I.e.,
lim
λ
sup
χ∈K
|(π(χ)h, σλ − σ)S0,S′0 | = 0.
We have thus shown that for the indicator function on any compact set F the functional
Th(F ) : S
′
0(G) → C is weak
∗ continuous. Due to linearity of Th the weak
∗ continuity
of Th(F ) extends from constant functions on compact sets to all simple functions F ,
i.e., piecewise constant functions on compact sets with finitely many distinct function
values. This space is dense in L1(G × Ĝ). By a standard ǫ/3 proof we can pass the
weak∗ continuity of ThF from simple functions to all functions in L
1(G × Ĝ). We have
thus shown that Th maps every integrable function into a weak
∗ continuous functional on
S′0(G). As for every Banach space, the space of all weak
∗ continuous functionals on S′0(G)
is isometrically isomorphic to S0(G) itself. We can therefore think of Th as a linear and
bounded operator from L1(G× Ĝ) into S0(G) and we write
Th : L
1(G× Ĝ)→ S0(G), ThF =
∫
G×Ĝ
F (χ) π(χ)hdχ.
The integral is to be understood exactly as in the definition of Th from before, i.e., ThF ,
F ∈ L1(G× Ĝ) is the unique element in S0(G) such that
(ThF, σ)S0,S′0(G) =
∫
G×Ĝ
F (χ) (π(χ)h, σ)S0,S′0(G) for all σ ∈ S
′
0(G).
It is straight forward to show that ThF = V∗hF for all F ∈ S0(G × Ĝ). Indeed, for all
f ∈ L2(G),
〈V∗hF , f〉 = 〈F ,Vhf〉 =
∫
G×Ĝ
F (χ) 〈f, π(χ)h〉 dχ =
∫
G×Ĝ
F (χ) (π(χ)h, ι(f)) dχ
= (ThF, ι(f)) = 〈ThF, f〉.
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Hence ThF = V∗hF . From this equality and the definition of V˜h, we conclude that
(F, V˜hσ)L1,(L1)′ =
∫
G×Ĝ
F (χ) (π(χ)h, σ)S0,S′0 dχ
and so the functional V˜hσ ∈ (L
1(G × Ĝ))′ is induced by the uniform continuous and
bounded function χ 7→ (π(χ)h, σ).
(ii). By the just established equality ThF = V∗hF we can easily show that, for all F ∈
L1(G× Ĝ), h ∈ S0(G) and σ ∈ S
′
0(G),
(V∗hF, σ) = (ThF , σ) = (ThF , σ) =
∫
G×Ĝ
F (χ) (π(χ)h, σ) dχ
=
∫
G×Ĝ
F (χ) (π(χ)h, σ) dχ.
(iii). If f ∈ S0(G) and F ∈ L
1(G× Ĝ), then
(f, V˜∗hι(F )) = (Vhf, ι(F ))S0,S′0(G×Ĝ)
=
∫
G×Ĝ
F (χ) 〈π(χ)h, f〉 dχ
=
∫
G×Ĝ
F (χ) (π(χ)h, ι(f))S0,S′0(G) dχ (6.9)
On the other hand, using the statement in (ii) and the equality (f, ι(h))S0,S′0(G) = (h, ι(f))S0,S′0(G)
for all f, h ∈ S0(G), we establish that
(f, ι(V∗hF ))S0,S′0(G) = (V
∗
hF, ι(f))S0,S′0(G) =
∫
G×Ĝ
F (χ) (π(χ)h, ι(f))S0,S′0(G) dχ. (6.10)
Combining (6.9) and (6.10) we conclude that V˜∗hι(F ) and ι(V
∗
hF ) define the same elements
in S′0(G). The remainder of the statement follows as in (i), where we need to know that
the short-time Fourier transform Vh, h ∈ S0(G) is a linear and bounded operator from
S0(G) into S0(G× Ĝ) (Theorem 5.3). Finally we prove (iv). By definition of V˜
∗
h, V˜g and
(3.4),
(f, V˜∗hV˜gσ)S0,S′0 = (V
∗
gVhf, σ)S0,S′0 = (〈g, h〉f, σ)S0,S′0 = 〈h, g〉(f, σ)S0,S′0.
Hence V˜∗hV˜gσ = 〈h, g〉 σ. Using this identity with the roles g and h interchanged, we
immediately have the equalities
〈g, h〉 (f, σ)S0,S′0 = (Vgf, V˜hσ)L1,(L1)′ =
∫
G×Ĝ
〈π(χ)g, f〉 (π(χ)h, σ)S0,S′0 dχ.
Applying a complex conjugation yields the equality
〈h, g〉(f, σ)S0,S′0(G) = (Vgf, V˜hσ)L1,(L1)′ =
∫
G×Ĝ
〈f, π(χ)g〉 (π(χ)h, σ)S0,S′0 dχ.
Finally, replacing σ by σ and using that σ = σ yields the desired equality.
The following result is an important statement concerning S′0(G), which will be essen-
tial for the proof of Theorem 7.2.
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Proposition 6.10. Fix any g ∈ S0(G)\{0}, then
‖ · ‖M∞,g : S
′
0(G)→ R
+
0 , ‖σ‖M∞,g = sup
χ∈G×Ĝ
|(π(χ)g, σ)S0,S′0(G)|
defines a norm on S′0(G) which is equivalent to ‖ · ‖S′0,g. In particular, for all σ ∈ S
′
0(G),
‖g‖−1
S0,g
‖σ‖M∞,g ≤ ‖σ‖S′
0
,g ≤ ‖g‖
−2
2 ‖σ‖M∞,g.
Proof. By Lemma 6.9(iv) we have that for all f ∈ S0(G) and σ ∈ S
′
0(G),
(f, σ) = ‖g‖−22
∫
G×Ĝ
〈f, π(χ)g〉 (π(χ)g, σ) dχ
With these relations the upper inequality follows easily:
‖σ‖S′
0
,g = sup
f∈S0(G)
‖f‖S0,g=1
|(f, σ)| = ‖g‖−22 sup
f∈S0(G)
‖f‖S0,g=1
∣∣∣∣ ∫
G×Ĝ
〈f, π(χ)g〉 (π(χ)g, σ) dχ
∣∣∣∣
≤ ‖g‖−22 sup
f∈S0(G)
‖f‖S0,g=1
‖f‖S0,g sup
χ∈G×Ĝ
|(π(χ)g, σ)| = ‖g‖−22 ‖σ‖M∞,g.
The lower equality follows from the straight forward estimate
‖σ‖M∞,g = sup
χ∈G×Ĝ
|(π(χ)g, σ)| ≤ ‖g‖S0,g ‖σ‖S′0,g.
We omit the details concerning the norm-axioms.
The “M∞, g” in the index of the norm in Proposition 6.10 is related to the modulation
space of order ∞ and will be explained shortly.
6.3 Characterization of S0(G) as elements of S
′
0(G)
The results on the short-time Fourier transform in the previous section allow us to show
further characterizations of S0(G) and they allow us to introduce the modulation spaces.
It is useful to let V˜gσ, g ∈ S0(G), σ ∈ S
′
0(G), not denote a functional in (L
1(G× Ĝ))′
as defined in Lemma 6.9(i) but rather the uniform continuous and bounded function that
induces this functional, i.e.,
V˜gσ(χ) = (π(χ)g, σ)S0,S′0(G), σ ∈ S
′
0(G), χ ∈ G× Ĝ.
For a fixed function g ∈ S0(G)\{0} we consider the following two sets from Definition
1.1:
J = {σ ∈ S′0(G) : V˜gσ ∈ S0(G× Ĝ)},
K = {σ ∈ S′0(G) : V˜gσ ∈ L
1(G× Ĝ)}.
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Theorem 6.11. Let g be a function in S0(G)\{0}. For any locally compact abelian group
G it holds that ι(S0(G)) = J = K . That is, a distribution σ ∈ S
′
0(G) is induced by a
function f ∈ S0(G) such that σ = ι(f), if and only if V˜gσ is a function in S0(G× Ĝ), or,
equivalently, V˜gσ is a function in L
1(G× Ĝ). Furthermore, the vector space K ⊆ S′0(G)
with the norm
‖ · ‖K ,g : K → R
+
0 , ‖σ‖K ,g = ‖V˜gσ‖1 =
∫
G×Ĝ
|(π(χ)g, σ)S0,S′0(G)| dχ
is isometric isomorphic to (S0(G), ‖ · ‖S0(G),g).
Proof. If f ∈ S0(G), then, for the distribution ι(f) induced by f ,
V˜gι(f)(χ) = (π(χ)g, ι(f))S0,S′0 = 〈f, π(χ)g〉 = Vgf(χ). (6.11)
By Lemma 4.17 and Theorem 5.3(ii) we know that Vgf ∈ S0(G× Ĝ) ⊆ L
1(G× Ĝ). This
proves that ι(S0(G)) ⊆ J ⊆ K .
Let now σ be an element in K . That is, V˜gσ ∈ L1(G × Ĝ). Then, since V∗g maps
L1(G × Ĝ) onto S0(G), we can define a function h ∈ S0(G) by h = ‖g‖
−2
2 V
∗
g V˜gσ. As it
turns out σ = ι(h). Indeed, for all f ∈ S0(G),
(f, ι(h))S0,S′0 = (h, ι(f))S0,S′0 = ‖g‖
−2
2 (V
∗
g V˜gσ, ι(f))S0,S′0
{Lemma 6.9(ii)} = ‖g‖−22
∫
G×Ĝ
(π(χ)g, σ) 〈π(χ)g, f〉 dχ
= ‖g‖−22
∫
G×Ĝ
(π(χ)g, σ) 〈f, π(χ)g〉 dχ
{Lemma 6.9(iv)} = (f, σ) = (f, σ). (6.12)
We conclude that J ⊆ ι(S0(G)). It remains to show the furthermore part. To this end
define two operators,
d : S0(G)→ K , d(f) = ι(f),
e : K → S0(G), e(σ) = ‖g‖
−2
2 V
∗
g V˜gσ.
It is clear that these are well-defined and linear. It remains to show that they are bounded
and that d ◦ e(σ) = σ and e ◦ d(f) = f for all f ∈ S0(G) and σ ∈ K . By use of (6.11) we
easily establish that, for all f ∈ S0(G),∫
G×Ĝ
|(π(χ)g, ι(f))S0,S′0(G)| dχ =
∫
G×Ĝ
|Vgf(χ)| dχ = ‖f‖S0,g.
Hence ‖d(f)‖K ,g = ‖f‖S0,g. By (6.12) we have the equality ‖g‖
−2
2 (V
∗
g V˜gσ, ι(f)) = (f, σ).
Therefore, with f = π(χ)g, we can conclude that∫
G×Ĝ
|〈e(σ), π(χ)g〉| dχ =
∫
G×Ĝ
|‖g‖−22 (V
∗
g V˜gσ, ι(π(χ)g)| dχ
=
∫
G×Ĝ
|(π(χ)g, σ)| dχ = ‖σ‖K ,g.
Thus ‖e(σ)‖S0,g = ‖σ‖K ,g. We have thus shown that both d and e are isometries. Using
the calculation in (6.12) one can show that d ◦ e(σ) = σ for all σ ∈ K . By use of
Lemma 6.9(ii)+(iv) one can verify that e ◦ d(f) = f for all f ∈ S0(G). This completes
the proof.
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Following the characterization of S0(G) via the set K and Proposition 6.10, it is at
this point natural to define the modulation spaces.
Definition 6.12. Fix a function g ∈ S0(G)\{0} and let p, q ∈ [1,∞]. The modulation
space of order (p, q), Mp,q(G), is the set of distributions σ ∈ S′0(G) for which∫
Ĝ
( ∫
G
|(EωTxg, σ)S0,S′0(G)|
p dx
)q/p
dω <∞,
with the obvious modification for the situation where either or both p an q equal ∞.
By use of Lemma 6.9(iv) one can, as with S0(G) in Proposition 4.10, show that
the definition of Mp,q does not depend on the function g. In particular, different g ∈
S0(G)\{0} induce equivalent norms on M
p,q(G) via
‖σ‖Mp,q,g =
(∫
Ĝ
( ∫
G
|(EωTxg, σ)S0,S′0|
p dx
)q/p
dω
)1/q
.
Note that (EωTxg, σ) = V˜gσ(x,−ω). Since S0(G) is invariant under complex conjugation
and the mixed norm spaces Lp,q(G× Ĝ) are invariant under automorphisms in the second
variable it follows that σ ∈ S′0(G) belongs to M
p,q(G) if and only if for any (and thus all)
g ∈ S0(G)\{0} the short-time Fourier transform V˜gσ belongs to the mixed norm space
Lp,q(G×Ĝ). If p = q, we writeMp(G) instead ofMp,p(G). Note thatM1(G) ∼= S0(G) and
M∞(G) = S′0(G) by Theorem 6.11 and Proposition 6.10, respectively. Furthermore, it is
possible to show that if p1 ≤ p2 and q1 ≤ q2, then M
p1,q1(G) ⊆ Mp2,q2(G). Note that the
inequalities in Corollary 4.2(x) imply that, for a fixed g ∈ S0(G)\{0}, ‖ι(f)‖Mp,g ≤ ‖f‖S0,g
for all f ∈ S0(G), p ∈ [1,∞]. Moreover, one can show thatM
∞,1 ·S0 ⊆ S0 andM
1,∞∗S0 ⊆
S0. For more on the modulation spaces see [FeGr92,Fei03,Fei06] and the relavant chapters
in the books [Grö01] and [dGo11]. The modulation spaces are a incredibly fruitful setting
for time-frequency analysis and for the theory of pseudo-differential operators, cf. the
references provided in Section 2.
Incidentally, the name modulation space originates from the original definition, which,
similar to the characterization of S0(G) via the sets A ,D and G , makes use of the
convolution and the modulation operator,
Mp,q(G) = {σ ∈ S′0(G) :
∫
Ĝ
‖Eωg ∗ σ‖
q
p dω <∞}.
Lastly, we mention that the modulation spaces can equally be described as the Fourier
transform of the Wiener amalgam spaces W (FLp, Lq) [Fei83c,Fei03].
As an application of the characterization of S0(G) in Theorem 6.11, we prove Lemma 6.13
below.
Lemma 6.13. If σ ∈ S′0(G) and f, h ∈ S0(G), then (σ∗f)·h and (σ·h)∗f are distributions
that are induced by functions in S0(G). I.e., (σ ∗ f) · h, (σ · h) ∗ f ∈ K .
Proof. By the definitions in (6.1) and (6.2) it is clear that (σ ∗ f) ·h and (σ · f) ∗h belong
to S′0(G). According to Theorem 6.11 we need to check that their short-time Fourier
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transform with respect to a non-zero function g ∈ S0(G) is integrable. Straightforward
calculations show that this is the case.∫
G×Ĝ
|V˜g
(
(σ ∗ f) · h
)
(χ)| dχ =
∫
G×Ĝ
|(π(χ)g, (σ ∗ f) · h)| dχ
=
∫
G×Ĝ
|((π(χ)g · h) ∗ f r, σ)| dχ ≤ ‖σ‖S′
0
,g
∫
G×Ĝ
‖(π(χ)g · h) ∗ f r‖S0,g dχ
= ‖σ‖S′
0
,g
∫
G×Ĝ
∫
G×Ĝ
|〈(π(χ)g · h) ∗ f r, π(χ˜)g〉| dχ˜ dχ
= ‖σ‖S′
0
,g
∫
G×Ĝ
∫
G×Ĝ
∣∣∣ ∫
G
∫
G
h(s)f(s− t)π(χ˜)g(t)π(χ)g(s)dt ds
∣∣∣ dχ˜ dχ
= ‖σ‖S′
0
(G),g ‖τa(h⊗ f)‖S0(G×G),g⊗g <∞.
A similar calculation yields that∫
G×Ĝ
|V˜g
(
(σ · h) ∗ f
)
(χ)| dχ ≤ ‖σ‖S′
0
(G),g ‖τa(h⊗ f
r)‖S0(G×G),g⊗g <∞.
As remarked in [FeZi98], one can use Lemma 4.3(vii)+(viii) and Lemma 6.13 to con-
struct nets of functions in S0(G) that, under the embedding ι of S0 in S
′
0, converge to any
given σ ∈ S′0(G) in the weak
∗ sense.
In Section 6.1 we considered linear and bounded operators T from L2(G1) into L
2(G2)
and characterized when ι ◦ T can be extended to an operator from S′0(G1) into S
′
0(G2).
Let us answer the same question for operators that are only defined on S0.
Lemma 6.14. Let T be a linear and bounded operator from S0(G1) into S0(G2). The
operator T× defines a linear and bounded operator from M1(G2) into M
1(G1), if, and only
if, the operator ι ◦ T : S0(G1) → S
′
0(G2) has a unique weak
∗-weak∗ continuous extension
T˜ : S′0(G1) → S
′
0(G2). In that case, for any σ1 ∈ S
′
0(G1) and f2 ∈ S0(G2), T˜ is defined
by the equality
(f2, T˜ σ1)S0,S′0(G2) = ‖g‖
−2
2
∫
G1×Ĝ1
(T π(χ)g, ι(f2))S0,S′0(G2) (π(χ)g, σ1)S0,S′0(G1) dχ, (6.13)
where g is any non-zero function g ∈ S0(G1).
Proof. Assume that the operator T× defines a linear and bounded operator from M1(G2)
into M1(G1). By Theorem 6.11 and Definition 6.12 we have that that M
1(G) = K ∼=
S0(G). It follows from the operators d and e in the proof of Theorem 6.11 that, for any
g ∈ S0(G1)\{0}, the operator S = ‖g‖
−2
2 V
∗
g ◦V˜g◦T
×◦ι is well-defined, linear and bounded
from S0(G2) into S0(G1) (here ι is the embedding of S0(G2) into M
1(G2) ⊆ S
′
0(G2)). Let
us show that the weak∗-weak∗ continuous operator S× : S′0(G1)→ S
′
0(G2) is an extension
of ι ◦ T . To that end, let fi ∈ S0(Gi), i = 1, 2. By use of Lemma 6.9 we establish that
(f2, S
×ι(f1))S0,S′0(G2)
= ‖g‖−22 (V
∗
g V˜gT
×ι(f2), ι(f1))S0,S′0(G1)
= ‖g‖−22
∫
G1×Ĝ1
(π(χ)g, T×ι(f2))S0,S′0(G1) (π(χ)g, ι(f1))S0,S′0(G1) dχ
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= ‖g‖−22
∫
G1×Ĝ1
(π(χ)g, T×ι(f2))S0,S′0(G1) (π(χ)g, ι(f1))S0,S′0(G1) dχ
= ‖g‖−22
∫
G1×Ĝ1
〈f1, π(χ)g〉 (π(χ)g, T×ι(f2))S0,S′0(G1) dχ
= (f1, T×ι(f2))S0,S′0(G1) = (f1, T
×ι(f2))S0,S′0(G1) = (Tf1, ι(f2))S0,S′0(G2)
= (f2, ι(Tf1))S0,S′0(G2).
Hence S×ι(f1) = ι(Tf1) and we therefore conclude that S
× is a weak∗-weak∗ continuous
extension of the operator ι ◦ T : S0(G1)→ S
′
0(G2) to an operator from S
′
0(G1) to S
′
0(G2).
Since S0 is weak
∗ dense in S′0 it follows that this extension of ι◦T is unique. We therefore
define T˜ = S×. The first two steps in the calculation above applied to (f2, T˜ σ1)S0,S′0(G2),
f2 ∈ S0(G2), σ1 ∈ S
′
0(G1) yield (6.13).
Conversely, assume now that ι ◦ T has a weak∗-weak∗ continuous extension T˜ from
S′0(G1) into S
′
0(G2). Then (T˜ )
× is a linear and bounded operator from S0(G2) into S0(G1).
For any g ∈ S0(G2)\{0} the operator S = ‖g‖
−2
2 ι◦(T˜ )
×V∗g V˜g defines a linear and bounded
operator from M1(G2) into M
1(G2). Let now f1 ∈ S0(G1) and σ2 ∈ M
1(G2). Then, by
similar steps as above, we establish that
(f1, Sσ2)S0,S′0(G1)
= ‖g‖−22
∫
G2×Ĝ2
(π(χ)g, σ2)S0,S′0(G2) (π(χ)g, ι(Tf1))S0,S′0(G2) dχ
= (f1, T
×σ2)S0,S′0(G1).
This shows that T×|M1(G2) = S and we conclude that T
× is a linear and bounded operator
from M1(G2) into M
1(G1).
7 The minimality of the Feichtinger algebra
In this section we prove two major results concerning the Feichtinger algebra. Namely,
the characterization of S0 by the set L : given a function g ∈ S0(G)\{0} then S0(G)
coincides with the set
L = {f ∈ L1(G) : f =
∑
n∈N cnEωnTxng with (cn)n∈N ∈ ℓ
1(N) and (xn, ωn) ⊆ G× Ĝ}.
Then, using this characterization of S0 we show that the Feichtinger algebra is the smallest
time-frequency shift invariant Banach space. We apply the minimality of the Feichtinger
algebra in Section 7.1 to establish the tensor factorization property of S0, Theorem 7.4,
a new characterization of S0 among all Banach spaces in L
1, Theorem 7.5, and a charac-
terization of S0 by open subgroups, Theorem 7.6.
We need the following result by Bonsall [Bon86,Bon91].
Lemma 7.1. Let E be a subset of a Banach space B. The following statements are
equivalent:
(i) For some c, C > 0 one has that c ‖x′‖B′ ≤ sup
x∈E
|x′(x)| ≤ C ‖x′‖B′ for all x
′ ∈ B′.
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(ii) For all x ∈ B there is a sequence (cn) ∈ ℓ
1(N) and a sequence (xn)n∈N ⊆ E such
that x =
∑
n∈N cnxn. Furthermore,
‖x‖
B˜
= inf
{
‖(cn)‖1 : x =
∑
n∈N
cnxn, (cn) ∈ ℓ
1(N), (xn)n∈N ⊆ E
}
defines an equivalent norm on B. In particular, for all x ∈ B, C−1 ‖x‖B ≤ ‖x‖B˜ ≤
c−1 ‖x‖B.
With Lemma 7.1 in hand we can show the above mentioned characterization of S0(G)
via the set L .
Theorem 7.2. For any locally compact abelian group G it holds that S0(G) = L . More-
over
‖f‖L ,g = inf
{
‖(cn)‖1 : f =
∑
n∈N cnEωnTxng with (cn) ∈ ℓ
1(N) and (xn, ωn) ⊆ G× Ĝ
}
defines an equivalent norm on S0(G). Specifically,
‖g‖22 ‖f‖L ,g ≤ ‖f‖S0,g ≤ ‖g‖S0,g ‖f‖L ,g for all f ∈ S0(G). (7.1)
Proof. Use Lemma 7.1 with B = S0(G) and E = {π(χ)g}χ∈G×Ĝ. Proposition 6.10 states
the inequalities in Lemma 7.1(i). Hence Lemma 7.1(ii) holds, which is the theorem.
The result of Theorem 7.2 first appeared in [Fei87b]. A generalization for modulation
spaces is available in [Fei89b, FeGr92]. The proof based on the result by Bonsall first
appeared in [Grö01].
With the characterization of S0(G) by the set L it is rather easy to show the mini-
mality of S0(G).
Theorem 7.3. Let B be a Banach space and assume that there is a non-zero function
g ∈ S0(G) such that {π(χ)g : χ ∈ G × Ĝ} ⊆ B. If there is a constant c > 0 such that
‖π(χ)g‖B ≤ c ‖g‖B for all χ ∈ G× Ĝ, then S0(G) ⊆ B and
‖f‖B ≤ c ‖g‖B ‖g‖
−2
2 ‖f‖S0,g for all f ∈ S0(G).
Proof. By Theorem 7.2 any f ∈ S0(G) can be written as f =
∑
n∈N cnπ(χn)g for some
suitable (cn)n∈N ∈ ℓ
1(N) and (χn)n∈N ⊆ G × Ĝ. This implies that any f ∈ S0(G) is the
limit of a Cauchy sequence in B and thus S0(G) ⊆ B. Moreover, for all f ∈ S0(G),
‖f‖B ≤
∑
n∈N
|cn| ‖π(χn)g‖B ≤ c ‖g‖B ‖(cn)‖ℓ1(N).
If we take the infimum over all admissible representations f =
∑
n∈N cnπ(χn)g, then we
establish the inequality
‖f‖B ≤ c ‖g‖B‖f‖L ,g.
The norm equivalence stated in Theorem 7.2 yields the desired inequality.
The minimality of S0(G) expressed in Theorem 7.3 is an extension of the early result
concerning the Feichtinger algebra which established that S0(G) is the smallest among all
time-frequency shift invariant Segal algebras [Fei81c], cf. Proposition 4.20. An alternative
proof of Theorem 7.3 can be found in [FeZi98].
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7.1 Applying the minimality of the Feichtinger algebra
As a first application of the minimality of the Feichtinger algebra, let us finish the proof
of Theorem 5.7 and show that the periodization and restriction operator with respect to
a closed subgroup H of G map onto S0(G/H) and S0(H), respectively.
Proof of Theorem 5.7, part 2. We have already shown that the periodization operator
PH : S0(G)→ S0(G/H), PHf(x˙) =
∫
H
f(x+ h) dµH(h), x˙ = x+H, x ∈ G,
is a linear and bounded operator. In order to show that PH is surjective we argue as fol-
lows. Consider PH(S0(G)) with the quotient norm. That is, for a function ϕ ∈ PH(S0(G)),
with ϕ = PHf for some f ∈ S0(G), we measure its norm by
‖ϕ‖PH(S0(G)) = inff0∈kerPH
‖f + f0‖S0 .
One can verify that the norm turns PH(S0(G)) into a Banach space and that the norm
is invariant under time-frequency shifts EγTλ with γ ∈ H
⊥ and λ ∈ G/H . Furthermore
we already showed that PH(S0(G)) ⊆ S0(G/H). Theorem 7.3 now implies that the time-
frequency shift invariant Banach space PH(S0(G)) contains S0(G/H). It follows that
PH(S0(G)) = S0(G/H) and PH must be surjective. That the restriction operator is
surjective follows as remarked in the (first part of the) proof of Theorem 5.7.
We will now show the tensor factorization property of the Feichtinger algebra. In
Theorem 5.3 we established that the tensor product ⊗ maps S0(G1)×S0(G2) into S0(G1×
G2). The tensor product can be used to construct the projective tensor product of the
spaces S0(G1) and S0(G2). For fixed gi ∈ S0(Gi), i = 1, 2, we define
S0(G1)⊗ˆS0(G2)
= {F ∈ S0(G1 ×G2) : F =
∑
j∈N f1,j ⊗ f2,j with (fi,j)j∈N ⊆ S0(Gi), i = 1, 2
for which
∑
j∈N ‖f1,j‖S0(G1),g1‖f2,j‖S0(G2),g2 <∞}.
The projective tensor product S0(G1)⊗ˆS0(G2) becomes a Banach space under the norm
given by
‖F‖S0(G1)⊗ˆS0(G2),g1⊗g2 = inf
∑
j∈N
‖f1,j‖S0(G1),g1‖f2,j‖S0(G2),g2 ,
where the infimum is taken over all representations F =
∑
j∈N f1,j ⊗ f2,j. For more on
tensor products of Banach spaces, see, e.g., [Rya02].
From the definition of the projective tensor product it is clear that
S0(G1)⊗ˆS0(G2) ⊆ S0(G1 ×G2).
We will now show that these two sets coincide. The result goes back to [Fei81c].
Theorem 7.4. Let G1 and G2 be two locally compact abelian groups. Then
S0(G1 ×G2) = S0(G1)⊗ˆS0(G2).
Furthermore, with gi ∈ S0(Gi)\{0}, i = 1, 2, and for all F ∈ S0(G1 ×G2)
c ‖F‖S0(G1)⊗ˆS0(G2),g1⊗g2 ≤ ‖F‖S0(G1×G2),g1⊗g2 ≤ ‖F‖S0(G1)⊗̂S0(G2),g1⊗g2 , (7.2)
with c = ‖g1‖
−1
S0,g1
‖g2‖
−1
S0,g2
‖g1‖
2
2‖g2‖
2
2.
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Proof. Consider a function F ∈ S0(G1)⊗ˆS0(G2). Then
‖F‖S0(G1×G2),g1⊗g2 ≤
∑
j∈N
‖f1,j ⊗ f2,j‖S0(G1×G2),g1⊗g2 =
∑
j∈N
‖f1,j‖S0(G1),g1‖f2,j‖S0(G2),g2.
Taking the infimum over all representations of F ∈ S0(G1)⊗ˆS0(G2) yields the upper
inequality in (7.2) and shows that S0(G1)⊗ˆS0(G2) ⊆ S0(G1×G2). For the other inclusion
we note that S0(G1)⊗ˆS0(G2) is invariant under time-frequency shifts. Indeed, for all
F ∈ S0(G1)⊗ˆS0(G2), we have that
‖π(χ)F‖S0(G1)⊗ˆS0(G2),g1⊗g2 = ‖F‖S0(G1)⊗ˆS0(G2),g1⊗g2 for all χ ∈ G1 ×G2 × Ĝ1 × Ĝ2.
The minimality of S0 expressed in Theorem 7.3 implies that S0(G1×G2) ⊆ S0(G1)⊗ˆS0(G2)
as well as the lower inequality.
Next to the tensor factorization property in Theorem 7.4, we have shown that the
Fourier transform, topological group automorphisms and the translation operator are
linear and bounded operators on S0. Furthermore, S0(G) is continuously embedded into
L1(G). As it turns out, these properties characterize the Feichtinger algebra among all
Banach spaces contained in L1(G).
Theorem 7.5. Let {B(G)} be a family of non-trivial Banach spaces defined for all locally
compact abelian groups G such that B(G) ⊆ L1(G). Consider the following properties for
{B(G)}.
(i) There is a constant c > 0 such that ‖f‖L1(G) ≤ c ‖f‖B(G) for all f ∈ B(G).
(ii) For all x ∈ G the translation operator Tx : B(G) → B(G), Txf(t) = f(t − x) is a
linear and bounded operator with uniformly bounded operator norm over all x ∈ G.
(iii) For all topological group automorphisms α of G the operator f 7→ f ◦α is linear and
bounded on B(G).
(iv) B(G1)⊗̂B(G2) = B(G1 ×G2) for all locally compact abelian groups G1 and G2.
(v) The Fourier transform is a linear and bounded operator from B(G) into B(Ĝ).
If (i)-(v) hold, then B(G) = S0(G) for all G and the norms on B(G) and S0(G) are
equivalent.
Proof. Let f, g ∈ B(G). By property (iii) also gr ∈ B(G). By property (iv) it follows that
the function f ⊗ gr belongs to B(G×G). Since the asymmetric coordinate transform τa
is an automorphism of G×G statement (iii) implies that τa(f ⊗ g
r) ∈ B(G×G). By the
tensor factorization property (iv), we have that
τa(f ⊗ g
r) =
∑
j∈N
h1,j ⊗ h2,j,
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for some sequences {hi,j}j∈N ⊆ B(G), i = 1, 2. Hence, if we apply the partial Fourier
transform in the second coordinate, F2, we can establish that
F2τa(f ⊗ g
r) =
∑
j∈N
h1,j ⊗Fh2,j.
Since F is assumed to be a linear and bounded operator from B(G) into B(Ĝ), it is clear
that F2τa(f ⊗ g) ∈ B(G × Ĝ). Lastly, the property in (i) implies that F2τa(f ⊗ g
r) is a
function in L1(G× Ĝ), i.e.,∫
G×Ĝ
∣∣∣ ∫
G
ω(t)f(t)g(x− t) dt
∣∣∣ d(x, ω) = ∫
Ĝ
‖Eωf ∗ g‖1 dω <∞.
The characterization of S0(G) by the set A implies that f ∈ S0(G). Thus B(G) ⊆ S0(G).
Since all the used operators are linear and bounded there is some constant c > 0 such
that
‖f‖S0,g ≤ c ‖f‖B for all f ∈ B(G).
In order to show the converse inclusion, we note that Eω = F
−1TωF . Since F
−1h(t) =
F
Ĝ
h(−t) for all h ∈ L1(Ĝ) and t 7→ −t is an automorphism of G it follows from (ii), (iii)
and (v) that Eω is a linear and bounded operator from B(G) into itself with uniformly
bounded operator norm over all ω ∈ Ĝ. Hence B(G) is a Banach space that satisfies the
assumptions of Theorem 7.3. Therefore S0(G) is continuously embedded into B(G).
Theorem 7.5 is an improvement of the characterization of S0(G) among all Segal
algebras given by Losert in [Los80]. Note that Segal algebras automatically satisfy as-
sumptions (i) and (ii) in Theorem 7.5. Losert also assumes (iii), a weaker version of (iv)
and a stronger version of (v). Additionally, what is not done here, in [Los80] certain
assumptions on the restriction operator are also made.
Note that L1(G) itself satisfies assumption (i)-(iv) in Theorem 7.5. It is thus the fifth
assertion of Theorem 7.5 which, clearly, distinguishes S0(G) from L
1(G).
If one weakens assumption (v) so that it only requires the Fourier transform to be
a linear and bounded operator from B(G) into L1(Ĝ), but adds an assumption for the
modulation operator as in (ii) for the translation operator, then the statement of Theorem
7.5 still holds.
As a final application of the minimality of the Feichtinger algebra we show the following
characterization of S0(G) from [Rei89, §2.9].
Theorem 7.6. Let G be a locally compact abelian group and let H be an open subgroup
of G. Let Γ be a set of coset representatives of the discrete quotient group G/H. For a
function f ∈ L1(G) let fγ, γ ∈ Γ be the function fγ(x) = f(γ + x), x ∈ H. A function
f ∈ L1(G) belongs to S0(G) if, and only if, the functions {fγ}γ∈Γ belong to S0(H) and∑
γ∈Γ ‖fγ‖S0(H) <∞. Moreover, ‖f‖S0,H =
∑
γ∈Γ ‖fγ‖S0(H) defines an equivalent norm on
S0(G).
Proof. Let QH be the zero-extension operator as in Proposition 5.11. Let f ∈ L
1(G) be
such that {fγ}γ∈Γ ⊆ S0(H) and
∑
γ∈Γ ‖fγ‖S0(H) < ∞. Note that f =
∑
γ TγQHfγ . It
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follows from Proposition 5.11 that f ∈ S0(G) and that ‖f‖S0,g ≤ c
∑
γ∈Γ ‖fγ‖S0(H) for
some c > 0. For the converse inclusion we observe that
{f ∈ L1(G) : {fγ}γ∈Γ ⊆ S0(H),
∑
γ∈Γ
‖fγ‖S0(H) <∞}
with the proposed norm is a time-frequency shift invariant Banach space. The minimality
of S0(G), Theorem 7.3, now implies that these two spaces coincide and have equivalent
norms.
Remark 7.7. By the structure theory for locally compact abelian groups all locally compact
abelian groups, except the Euclidean space, contain a compact open subgroup H. Hence,
for those groups, we have that f ∈ L1(G) belongs to S0(G) if, and only if, fγ ∈ A(H)
for all γ ∈ Γ and
∑
γ∈Γ ‖fγ‖A(H) < ∞. I.e., S0(G) consists of all functions that, when
restricted to each coset of the compact open subgroup H, are functions with absolutely
convergent Fourier series and the Fourier coefficients of all the restrictions over all cosets
are absolutely summable. This characterization of S0(G) is related to the characterization
of S0(G) as the Wiener amalgam space with local component in the Fourier algebra and
global component in L1, i.e., the characterization by the set T in Proposition 8.3.
8 Series expansions of functions in S0(G) and BUPUs
In this section we add more characterizations of S0(G) by series representations and we
characterize S0(G) by use of bounded uniform partitions of unity.
For the following result we ask the reader to recall the sets M to R from Definition 1.1.
The set M is the original definition of S0(G) used by Feichtinger in [Fei81c], whereas
the set N is closely related to the definition of S0(G) used in [Rei89], [ReSt00]. It is
no restriction to assume that the sequences of function (gn)n∈N and (fn)n∈N in the sets
M ,N ,O ,P,Q and R belong to Cc(G)∩A(G) or that they are functions in L1(G) with
compactly supported Fourier transform. Most of these series repesentations can be found
in [Fei81c]. In the following K and K˜ are compact sets with non-void interior in G and
Ĝ, respectively.
Proposition 8.1. For any locally compact abelian group G it holds that S0(G) = M =
N = O = P = Q = R. Let g be a fixed, non-zero function in S0(G). Then the following
S0-norms are all equivalent to ‖ · ‖S0(G),g.
‖f‖M ,K = inf
{∑
n∈N
‖gn‖A(G) : f =
∑
n∈N
Txngn, (gn)n∈N ⊆ A(G), supp gn ⊆ K ∀n ∈ N
with (xn)n∈N ⊆ G and
∑
n∈N
‖gn‖A(G) <∞
}
;
‖f‖N ,K˜ = inf
{ ∑
n∈N
‖gn‖1 : f =
∑
n∈N
Eωngn, (gn)n∈N ⊆ L
1(G), supp gˆn ⊆ K˜ ∀n ∈ N
with (ωn)n∈N ⊆ Ĝ and
∑
n∈N
‖gn‖1 <∞
}
;
‖f‖O,g = inf
{ ∑
n∈N
‖fn‖1 : f =
∑
n∈N
fn ∗ Eωng, (fn)n∈N ⊆ L
1(G)
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with (ωn)n∈N ⊆ Ĝ,
∑
n∈N
‖fn‖1 <∞
}
;
‖f‖P,g = inf
{∑
n∈N
‖fn‖A(G) : f =
∑
n∈N
fn · Txng, (fn)n∈N ⊆ A(G)
with (xn)n∈N ⊆ G,
∑
n∈N
‖fn‖A(G) <∞
}
;
‖f‖Q,g = inf
{∑
n∈N
‖fn‖S0,g : f = R{0}×G
( ∑
n∈N
T(ωn,0)Vgˆfˆn
)
, (fn)n∈N ⊆ S0(G)
with (ωn)n∈N ⊆ Ĝ,
∑
n∈N
‖fn‖S0,g <∞
}
;
‖f‖R,g = inf
{∑
n∈N
‖fn‖S0,g ‖gn‖S0,g : f =
∑
n∈N
fn ∗ gn, (fn)n∈N, (gn)n∈N ⊆ S0(G)
with
∑
n∈N
‖fn‖S0,g ‖gn‖S0,g <∞
}
.
Proof. Let f ∈ S0(G), let the set K be given and take a function g ∈ Cc(G) ∩A(G) with
supp g ⊆ K. By Lemma 4.3 we have that g ∈ S0(G). Theorem 7.2 implies that f can be
written in the form
f =
∑
n∈N
cnEωnTxng (8.1)
for some sequence (cn)n∈N ∈ ℓ
1(N) and (xn, ωn)n∈N ⊆ G × Ĝ. Hence f can be written
as f =
∑
n∈N Txngn with gn = ωn(xn) cnEωng. This shows that f ∈ M . Since f was
arbitrary this implies that S0(G) ⊆ M . Furthermore, we find that
‖f‖M ,K = inf
{∑
n
‖gn‖A(G) : f =
∑
n
. . .
}
≤
∑
n
‖ωn(xn) cnEωng‖A(G) = ‖g‖A(G)
∑
n
|cn|.
This inequality holds for any representation (8.1). Hence
‖f‖M ,K ≤ ‖g‖A(G) ‖f‖L ,g.
We now show the converse inclusion M ⊆ S0(G). Let therefore g be any function in
S0(G)\{0} and take a function h ∈ S0(G) such that h = 1 on K, e.g., as in Lemma 4.3.
We then find that for any f ∈ M
‖f‖S0,g ≤
∑
n∈N
‖Txngn‖S0,g =
∑
n∈N
‖gn‖S0,g =
∑
n∈N
‖gn · h‖S0,g ≤
∑
n∈N
‖gn‖A(G) ‖h‖S0,g <∞.
This shows that M ⊆ S0(G). Moreover, the above estimate holds for any representation
of f ∈ M . Hence ‖f‖S0,g ≤ ‖h‖S0,g‖f‖M ,K. The proof for the set N is similar and thus
omitted.
Let f ∈ S0(G), fix h ∈ L
1(G)\{0} and g ∈ S0(G)\{0}. By Proposition 4.13 h ∗ g ∈
S0(G). Furthermore, Theorem 7.2 states that f can be written in the form
f =
∑
n∈N
cnEωnTxn(h ∗ g) =
∑
n∈N
(cnEωnTxnh) ∗ (Eωng)
for some sequence (cn)n∈N ∈ ℓ
1(N) and (xn, ωn)n∈N ⊆ G × Ĝ. Hence f can be written in
the form f =
∑
n∈N fn ∗ Eωng with fn = cnEωnTxnh. This shows that f ∈ O and thus
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S0(G) ⊆ O . Furthermore, we find that for all f ∈ S0(G)
‖f‖O,g = inf
{∑
n∈N
‖fn‖1 : f =
∑
n
. . .
}
≤
∑
n∈N
‖cnEωnTxnh‖1 = ‖h‖1
∑
n∈N
|cn|.
Theorem 7.2 implies that
‖f‖O,g ≤ ‖h‖1‖f‖L ,h∗g.
On the other hand, for any f ∈ O we have that
‖f‖S0,g ≤
∑
n∈N
‖fn ∗ Eωng‖S0,g ≤
∑
n∈N
‖fn‖1 ‖g‖S0,g.
This shows that O ⊆ S0(G). Combining these results with Proposition 4.10 yields the
desired conclusion. The result for P is shown in a similar way.
Let now g, h ∈ S0(G)\{0} be given. Then h ∗ g
† ∈ S0(G) and Theorem 7.2 implies
that any f ∈ S0(G), in particular, the reflection of f , f
r(t) = f(−t), can be written in
the form
f r(t) =
∑
n∈N
cnE−ωnTxn(h ∗ g
†)(t) =
∑
n∈N
T(ωn,0)Vgˆfˆn(0,−t), (8.2)
where (cn)n ∈ ℓ
1(N), (xn, ωn)n ⊆ G × Ĝ and fn = cnE−ωnTxnh. This implies that every
function f ∈ S0(G) can be written as f = R{0}×G(
∑
n∈N T(ωn,0)Vgˆfˆn), where fn is as above.
Furthermore, the following inequality holds:
‖f‖Q,g = inf
{∑
n
‖fn‖S0,g : f =
∑
n
. . .
}
≤
∑
n
‖cnE−ωnTxnh‖S0,g =
∑
n
|cn| ‖h‖S0,g.
This estimate is independent of the representation in (8.2), thus
‖f‖Q,g ≤ ‖f‖L ,h∗g† ‖h‖S0,g.
On the other hand, for all f ∈ Q have that
‖f‖S0,g = ‖R{0}×G
∑
n
TωnVgˆfˆn‖S0,g ≤ C
∑
n
‖Vgˆfˆn‖S0(Ĝ×G),Vgˆ gˆ
= C
∑
n
‖gˆ‖
S0(Ĝ),gˆ
‖fˆn‖S0(Ĝ),gˆ = C‖g‖S0,g
∑
n
‖fn‖S0,g,
where C is the operator norm of the restriction operator R{0}×G from S0(G× Ĝ) with the
norm ‖ · ‖S0,Vgˆgˆ onto S0(G) with the norm ‖ · ‖S0,g. Since the above inequality holds for
any representation of f ∈ Q we conclude that
‖f‖S0,g ≤ C‖g‖S0,g ‖f‖Q,g.
The equality S0(G) = R and the equivalence of their norms is shown in a similar fashion
as the previous results.
Corollary 8.2. For all functions f ∈ S0(G) the following inequalities hold.
(i) c ‖f‖S0,g ≤ ‖f‖M ,K ≤ C ‖f‖L ,g , with c = ‖h‖
−1
S0,g
, C = ‖g‖A(G) and where h is a
function in S0(G) such that h = 1 on the set K ⊆ G.
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(ii) c ‖f‖S0,g ≤ ‖f‖N ,K˜ ≤ C ‖f‖L ,g , with c = ‖h‖
−1
S0,g
, C = ‖g‖1 and where h is a
function in S0(G) such that hˆ = 1 on the set K˜ ⊆ Ĝ.
(iii) c ‖f‖S0,g ≤ ‖f‖O,g ≤ C ‖f‖L ,h∗g , with c = ‖g‖
−1
S0,g
, C = ‖h‖1 and where h is any
function in L1(G)\{0}.
(iv) c ‖f‖S0,g ≤ ‖f‖P,g ≤ C ‖f‖L ,h·g , with c = ‖g‖
−1
S0,g
, C = ‖h‖A(G) and where h is
any function in A(G)\{0}.
(v) c ‖f‖S0,g ≤ ‖f‖Q,g ≤ C ‖f‖L ,h∗g† , where c = ‖R{0}×G‖
−1
op,S0,Vgˆgˆ→S0,g
‖g‖−1
S0,g
, C =
‖h‖S0,g and h is any function in S0(G)\{0}.
(vi) c ‖f‖S0,g ≤ ‖f‖R,g ≤ C ‖f‖L ,h1∗h2 , where c = ‖g‖
1
∞, C = ‖h1‖S0,g ‖h2‖S0,g and
h1, h2 ∈ S0(G)\{0}.
Let us turn to the characterization of the Feichtinger algebra given by the set T .
Recall that a family of functions (ψi)i∈I ⊆ A(G) is a bounded uniform partition of unity
of G if there exists a compact set W ⊆ G and a discrete subset (xi) ⊆ G such that
(a.i)
∑
i∈I ψi(x) = 1 for all x ∈ G,
(a.ii) supi∈I ‖ψi‖A(G) <∞,
(a.iii) suppψi ⊆ xi +W for all i ∈ I,
(a.iv) supx∈G#{i ∈ I : (x+K) ∩ (xi +W ) 6= ∅} <∞ for any compact set K ⊆ G.
BUPUs are easily constructed for G = R by use of triangular functions and in a similar
way for in Rn. For general locally compact abelian groups constructions of such BUPUs
are also possible, see [Ste79, Fei81a]. BUPUs are an essential part in the theory of the
Wiener amalgam spaces [Fei81b,Fei83b].
If (ψi)i∈I ⊂ A(G) is a bounded uniform partition of unity of G, then, as in Definition
1.1, we define
T = {f ∈ A(G) :
∑
i∈I ‖fψi‖A(G) <∞}.
The space T isW (A(G), L1), the Wiener amalgam space with local component in the
Fourier algebra and global component in L1.
Proposition 8.3. Let (ψi)i∈I ⊆ A(G) be a bounded uniform partition of unity of G as
described in (a.i)-(a.iv) above. For any locally compact abelian group G it holds that
S0(G) = T . Moreover, the norm given by
‖f‖T ,ψi =
∑
i∈I
‖fψi‖A(G)
is an equivalent norm on S0(G). Specifically,
‖f‖M ,W ≤ ‖f‖T ,ψi ≤ c1 c2‖f‖M ,K
where
c1 = sup
x∈G
#{i ∈ I : (x+K) ∩ (xi +W ) 6= ∅} and c2 = sup
i∈I
‖ψi‖A(G).
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Proof. Let f ∈ T . Then f =
∑
i∈I fψi =
∑
i∈I Txi(T−xif ·T−xiψi). Note that supp T−xiψi =
suppψi − xi ⊆ W . Hence the support of the functions gi = T−xif · T−xiψi is a subset of
W for all i ∈ I. Moreover, we have that∑
i∈I
‖gi‖A(G) =
∑
i∈I
‖fψi‖A(G) <∞. (8.3)
By the characterization of S0(G) via the set M , we conclude that f ∈ S0(G). Hence,
T ⊆ S0(G). Moreover, the calculation in (8.3) implies that ‖f‖M ,W ≤ ‖f‖T ,ψi.
Conversely assume now that f ∈ S0(G). By the characterization of S0(G) by the set
M , we know that f =
∑
n∈N Txngn with (xn)n∈N ⊆ G, (gn)n∈N ⊆ A(G), supp gn in a
compact set K and
∑
n∈N ‖gn‖A(G) <∞. We can now make the following estimates:∑
i∈I
‖fψi‖A(G) ≤
∑
n∈N
∑
i∈I
‖(Txngn)ψi‖A(G)
=
∑
n∈N
∑
i∈I
(xn+K)∩(xi+W )6=∅
‖(Txngn)ψi‖A(G) ≤
∑
n∈N
∑
i∈I
(xn+K)∩(xi+W )6=∅
‖gn‖A(G) ‖ψi‖A(G).
With the help of the constant c1 and c2 we find that∑
i∈I
‖fψi‖A(G) ≤ c1c2
∑
n∈N
‖gn‖A(G) <∞.
It follows that
‖f‖T ,ψi ≤ c1 c2‖f‖M ,K for all f ∈ S0(G).
Since f ∈ S0(G) was arbitrary, we have shown that the norm ‖f‖T ,ψi is equivalent to
‖ · ‖M ,K.
Similarly, let (ϕi)i∈I ⊆ L
1(G) be a bounded uniform partition of unity of Ĝ as described
in Definition 1.1, and consider the set
U = {f ∈ L1(G) :
∑
i∈I ‖f ∗ ϕi‖1 <∞}.
Proposition 8.4. For any locally compact abelian group G it holds that S0(G) = U .
Moreover, the norm given by
‖f‖U ,ϕi =
∑
i∈I
‖f ∗ ϕi‖1
is an equivalent norm on S0(G). Specifically,
‖f‖N ,V ≤ ‖f‖U ,ϕi ≤ c1 c2‖f‖N ,K˜
with
c1 = sup
ω∈Ĝ
#{i ∈ I : (ω + K˜) ∩ (ωi + V ) 6= ∅} and c2 = sup
i∈I
‖ϕi‖1.
Proof. The proof is very similar to the one for Proposition 8.3 and is therefore omitted.
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9 The Kernel Theorem for the Feichtinger algebra
In this section we show that the Banach space S0 allows for the formulation analogue to the
classical kernel theorem due to Schwartz for the space of test functions C∞c (R
n) [Sch52].
In fact, the already established tensor factorization property of S0,
S0(G1)⊗̂S0(G2) = S0(G1 ×G2)
for all locally compact abelian groups G1 and G2 (Theorem 7.4) together with results on
tensor products of Banach spaces [Rya02] imply the kernel theorem, which is what we
describe below.
The kernel theorem is a central result in functional analysis and in the theory of
generalized functions with applications in the theory of pseudo-differential operators.
We begin by establishing a one-to-one correspondence between all bilinear and bounded
operators from S0(G1)×S0(G2) into a normed vector space V , and all linear and bounded
operators from S0(G1 ×G2) into V .
Lemma 9.1. Let G1 and G2 be two locally compact abelian groups and V a normed vector
space. For every bilinear and bounded operator A : S0(G1) × S0(G2) → V there exists a
unique linear and bounded operator T : S0(G1 ×G2)→ V satisfying
A(f1, f2) = T (f1 ⊗ f2) for all fi ∈ S0(Gi), i = 1, 2.
The correspondence A←→ T is an isomorphism between the normed vector spaces Bil(S0(G1)×
S0(G2), V ) and Lin(S0(G1 ×G2), V ).
Proof. Consider the operators
e : Lin(S0(G1 ×G2), V )→ Bil(S0(G1)× S0(G2), V ), e(T ) = (f1, f2) 7→ T (f1 ⊗ f2),
e−1 : Bil(S0(G1)× S0(G2), V )→ Lin(S0(G1 ×G2), V ), e
−1(A) =
(
F 7→
∑
j∈N
A(f1,j , f2,j)
)
,
where F =
∑
j∈N f1,j⊗f2,j for some {fi,j}j∈N ⊂ S0(Gi), i = 1, 2. It is a straight forward to
show that e and e−1 are linear and bounded operators. Note that the value of e−1(A)(F ),
A ∈ Bil(S0(G1) × S0(G2), V ), F ∈ S0(G1 × G2) may depend on the used representation
of F . However, one can easily verify that e and e−1 are inverses of one another. Since the
inverse is unique the operator e−1(A) is a unique and consequently e−1(A)(F ) does not
depend on the particular representation of the function F by its tensor-factorization.
In Lemma 9.1, if the Banach space S0(G1×G2) is equipped with the projective tensor
norm ‖ · ‖S0(G1)⊗ˆS0(G2) instead of the usual norm ‖ · ‖S0(G1×G2), then the mapping e in
the proof of Lemma 9.1 establishes an isometric isomorphism between the normed vector
spaces Bil(S0(G1)× S0(G2), V ) and Lin(S0(G1 ×G2), V ).
Lemma 9.1 can be generalized to show that for two Banach spaces X and Y and a
normed vector space V , the normed vector spaces Bil(X×Y, V ) and Lin(X⊗ˆY, V ) are iso-
metrically isomorphic. In fact, tensor products are defined by this property; multi-linear
operators on products of spaces are in one-to-one correspondence with linear operators
on the projective tensor product of the spaces. For more on this see, e.g., [Rya02].
Let us state an immediate consequence of Lemma 9.1.
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Corollary 9.2. Let σ1 ∈ S
′
0(G1) and σ2 ∈ S
′
0(G2) be given. There exists a unique element
σ1 ⊗ σ2 ∈ S
′
0(G1 ×G2), which we call the tensor product of σ1 and σ2, such that
(f1 ⊗ f2, σ1 ⊗ σ2)S0,S′0(G1×G2) = (f1, σ1)S0,S′0(G1) (f2, σ2)S0,S′0(G2) (9.1)
for all f1 ∈ S0(G1) and f2 ∈ S0(G2). Moreover, for any gi ∈ S0(Gi)\{0}, i = 1, 2,
‖σ1 ⊗ σ2‖M∞,g1⊗g2 = ‖σ1‖M∞(G1),g1 ‖σ2‖M∞(G2),g2.
Proof. Define
A : S0(G1)× S0(G2)→ C, A(f1, f2) = (f1, σ1)S0,S′0(G1) (f2, σ2)S0,S′0(G2).
It is straightforward to show that A ∈ Bil(S0(G1) × S0(G2),C). By Lemma 9.1 there
exists a unique element in S′0(G1×G2), which we denote by σ1⊗σ2, such that (9.1) holds.
Concerning the moreover part, we observe that,
‖σ1 ⊗ σ2‖M∞,g1⊗g2 = sup
χ1∈G1×Ĝ1
χ2∈G2×Ĝ2
|(π(χ1)g1 ⊗ π(χ2)g2, σ1 ⊗ σ2)S0,S′0(G1×G2)|
= sup
χ1∈G1×Ĝ1
χ2∈G2×Ĝ2
|(π(χ1)g1, σ1)S0,S′0(G1) (π(χ2)g2, σ2)S0,S′0(G2)|
= ‖σ1‖M∞(G1),g1 ‖σ2‖M∞(G2),g2.
We now turn to the kernel theorem of S0. Theorem 9.3 was stated already in [Fei80]
and later in [Hör89], albeit without a proof. It appears in [Kev03] (with G1 = G2) where
the reasoning is the same as here: as soon as one has established that S0(G1 × G2) =
S0(G1)⊗ˆS0(G2), then Theorem 9.3 follows by the theory of projective tensor products,
i.e., Lemma 9.1.
Theorem 9.3. The linear and bounded (i.e., norm-norm continuous) operators T from
S0(G1) into S
′
0(G2) are exactly those which satisfy
(f2, T f1)S0,S′0(G2) = (f1 ⊗ f2, σ)S0,S′0(G1×G2) for all f1 ∈ S0(G1), f2 ∈ S0(G2), (9.2)
for some σ ∈ S′0(G1 ×G2). The correspondence σ ←→ T is an isomorphism between the
Banach spaces S′0(G1 ×G2) and Lin(S0(G1),S
′
0(G2)).
Proof. Define the operators
d : Lin(S0(G1),S
′
0(G2))→ Bil(S0(G1)× S0(G2),C), d(T ) = (f1, f2) 7→ (f2, T f1)S0,S′0(G2),
d−1 : Bil(S0(G1)× S0(G2),C)→ Lin(S0(G1),S
′
0(G2)), d
−1(A) = f1 7→
(
f2 7→ A(f1, f2)
)
.
It is a matter of routine to show that these operators are well-defined, linear, bounded and
inverses of one another. This shows that Bil(S0(G1)× S0(G2),C) ∼= Lin(S0(G1),S
′
0(G2)).
By Lemma 9.1 we know that Bil(S0(G1) × S0(G2),C) ∼= S
′
0(G1 × G2). The result now
follows.
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An alternative proof strategy of Theorem 9.3, not relying on Lemma 9.1, is to show
directly that S′0(G1×G2) and Lin(S0(G1),S
′
0(G2)) can be identified with one another. In
order to do this, one has to consider the operators
d : S′0(G1 ×G2)→ Lin(S0(G1),S
′
0(G2)), d(σ) =
(
f1 7→
(
f2 7→ (f1 ⊗ f2, σ)S0,S′0(G1×G2)
))
and
d−1 : Lin(S0(G1),S
′
0(G2))→ S
′
0(G1 ×G2), d
−1(T ) =
(
F 7→
∑
j∈N
(f2,j , T f1,j)S0,S′0(G2)
)
,
where F =
∑
j∈N f1,j ⊗ f2,j for some (fi,j)j∈N ⊆ S0(Gi), i = 1, 2. One then needs to
show that d and d−1 are well-defined, linear and bounded operators and indeed are in-
verses of one another (which, as in Lemma 9.1, implies that the value of d−1(T )(F ),
T ∈ Lin(S0(G1),S
′
0(G2)), F ∈ S0(G1 × G2), is not dependent on the particular tensor
factorization of F ).
Note that in Theorem 9.3 it is possible to interchange the role of G1 and G2 so that
Bil(S0(G1)× S0(G2),C) ∼= S
′
0(G1 ×G2)
∼= Lin(S0(G1),S
′
0(G2))
∼= Lin(S0(G2),S
′
0(G1)).
In case one has a basis for S0(G) there are proofs available where one does not need
to refer to Lemma 9.1, see [FeKo98] (for elementary locally compact abelian groups)
and [Grö01] (for G = Rd). Yet a different way of proof can be found in [Fei89a,FeGr92]
(for G = Rd), where a sequence of elements in S0 is constructed such that it converges in
the weak∗-topology towards the correct σ ∈ S′0 such that (9.2) holds (see the paragraph
after Lemma 6.13).
Theorem 9.3 is the exact analogue to the famous Schwartz-kernel Theorem for the
space of test functions C∞c (R
n) by Schwartz [Sch52, Thrm. II]. Later, more elementary
proofs of this result appeared in [Ehr56] and [Gas60]. See also the book by Hörmander
[Hör90] for more on the Schwartz space and its kernel theorem. It is remarkable that S0
allows for a kernel theorem, as such a result is usually associated to, so-called (and hence
their name), nuclear spaces, see [Gro55,GeVi64,Trè67].
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