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Abstract 
This dissertation contains three core chapters which share a common theme of natural 
resource management in Australia and a common analytical technique of Ricardian 
hedonic price theory applied to agricultural land values. 
Chapter 1: This chapter presents a Ricardian analysis of the impact of projected climate 
change on Australian broadacre agricultural land values.  Using several years of farm-
level sales data, we estimate the value of agricultural land as a function of climate 
attributes.  We leverage satellite imagery-based land use data to separate our analysis by 
cropping and grazing land.  Making this distinction is particularly important due to choice 
based sampling (as a consequence of land sale frequency) that would otherwise severely 
bias our land value estimates.  We base our damage estimates on CSIRO climate 
projections for the 21st century, as used by the Intergovernmental Panel on Climate 
Change.  We find that projected climate change would erode agricultural land values by 
around 10 per cent by 2050, and nearly 40 per cent by the end of the century; and 
negatively impact at least 95 per cent of the existing agricultural resource base.  This 
damage is unlikely to occur suddenly.  Rather, it would be equivalent to taxing 
agricultural productivity by about 0.6 per cent per year for the next 85 years. 
Chapter 2: Australia’s northern area has vast but largely undeveloped land that would be 
arable if irrigated.  We analyse the net economic benefits of allocating northern 
Australia’s divertible surface water to irrigation, a scheme that would require significant 
investment in infrastructure for dam and canal construction.  We estimate the benefits to 
northern Australia, using a Ricardian hedonic approach to forecast the economic value of 
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constructing major new irrigation schemes that would be capitalised into agricultural land 
values.  We use publicly available information from existing and potential Australian 
irrigation schemes to define the cost of constructing large water storages and distribution 
infrastructure, as well as on-farm irrigation infrastructure.  We find that the costs of 
turning northern Australia into an irrigated food bowl are likely to exceed even the most 
optimistic benefits that would be capitalised into land prices by a multiple of between 1.1 
and 3.2. 
Chapter 3:  This chapter explores the damage wrought on broadacre agricultural property 
values by dryland salinity in the south-west agricultural region of Western Australia – 
one of Australia’s most productive wheat growing areas.  We use a Ricardian hedonic 
approach based on 20 years of farm sales data to estimate salinity damages.  We find that 
the damage caused by salinity in the south-west varies from approximately 20 per cent 
for land that is slightly affected by salinity to as much as 87 per cent for land that is 
extremely saline.  Using these estimates, we project that the upside from eliminating 
existing salinity on 5.3 million hectares of currently impacted land would be worth 
approximately $2.6 billion.  Conversely, if left unchecked, we find that an additional 
3.75 million hectares of land worth approximately $5.85 billion is likely to become saline 
at some point in the future. 
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Ricardian hedonic price theory 
This dissertation contains three core chapters each of which apply a common analytical 
technique known as the Ricardian approach.  The Ricardian approach is an application of 
hedonic price theory to agricultural land (Mendelsohn, Nordhaus and Shaw (1992, 
1994)1.  The following overview chapter lays out the Ricardian approach in some depth 
including a discussion of standard hedonic price theory.  Note, however, that the three 
core chapters that make up this thesis stand alone and are entirely self-contained.  Hence, 
when read as a single thesis, there is necessarily some repetition of the foundational 
material that follows. 
Overview of hedonic price theory 
Hedonic analysis is based on the hypothesis that the value of a differentiated good is a 
function of its utility bearing or profit maximising characteristics (Rosen, 1974; 
Lancaster, 1966).  The most popular application of hedonic price theory is in real estate 
markets, for the purpose of decomposing housing prices (Malpezzi 2003).  However, the 
theory has been applied to cars, farmland and vegetables.  It can broadly be applied to 
any differentiated product that, despite having a large range of obvious differences, is 
sold in a single market (Palmquist 2005).   
                                                
1 This is by no means the first application of hedonic price theory to agricultural land.  See for example 
Miranowski & Hammes (1984) who examine the implicit price of soil characteristics for Iowa farmland 
and Palmquist (1989) for an analytical model of the derived demand for agricultural land as a differentiated 
factor of production. 
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In a competitive market, the price of a differentiated good — say a plot of land — is 
determined on the one hand by the market demand for the productive characteristics that 
the plot embodies, and on the other by the market supply of those particular 
characteristics.  Hence there is no single price, per se, for a ‘plot of land’.  While no 
single market participant can affect the competitive equilibrium price of land, they can 
determine how much they pay or receive by picking or producing a plot of land with a 
certain quantity or quality of characteristics.  The equilibrium price represents the 
intersection of many bids and offers for plots of land with various characteristics by profit 
maximising individuals (or utility maximising individuals in the case of a consumer 
good) based on various output and other input prices and idiosyncratic production 
preferences.   
Hedonic price theory provides a methodology for modelling this process of price 
discovery.  A composite product is completely specified by an n-dimensional continuous 
function of its characteristics.  The hedonic price schedule maps those characteristics to a 
price.  The price schedule is revealed via market transactions for the differentiated 
products in well-defined markets and represents a competitive equilibrium of bids and 
offers for the good.  From this schedule we can extract the implicit or marginal price of 
the characteristics that define the economic value of the differentiated good.  By 
leveraging the bid and offer functions that implicitly define relevant preferences we can 
infer compensated welfare measures and undertake welfare analysis based on discrete 
changes to the quantity and quality of the characteristics (Bartik, 1988).   
In symbols: The hedonic price schedule p = p(z) where z is a vector of characteristics.  
The utility maximising problem is u = U(z, x) subject to a budget constraint m = x + p(z) 
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where x is all other goods consumed.  The first order condition implies that !!!!! ! !!!! which 
states that, at the optimum level of consumption holding other things constant, the 
willingness to pay for each characteristic, zi, is equal to the marginal cost of the 
characteristic as per the hedonic price schedule (note that Ux = 1 by assumption).  The 
latter term is the implicit price of each characteristic and, in a competitive equilibrium, 
utility maximisation is achieved by moving along each implicit price schedule to the 
point where the implicit price equals the marginal utility or the willingness to pay for that 
characteristic.   
We can define a value or bid function θ(z; û, m) for û = U(m-θ, z) which is the maximum 
amount a consumer is willing to pay for a composite good with characteristics z, given 
income m and holding utility fixed at û.  Implicitly differentiating u with respect to zi 
gives the marginal bid function !!!!!!!!!!! .  This is the reserve price for additional units of zi 
holding utility constant (notice that income m falls out of the differentiated bid function), 
or an inverse compensated demand curve.  This enables the measurement of discrete 
changes in zi for the purposes of welfare analysis.   
A similar derivation holds for profit maximising producers with the end point being an 
offer function (Rosen, 1974).  The point at which the bid and offer functions are tangent 
traces out the hedonic price function. 
There are four key assumptions that that must be met to consistently estimate the hedonic 
price schedule (Rosen, 1974; Palmquist, 2005; Miranowski & Hammes, 1984): 
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1. The value of a composite good is fully explained by its characteristics and 
perception of these characteristics is identical in the market. 
2. The market is well defined and clearly delineated such that at least some 
consumers consider alternative goods as substitutes. 
3. The market is in competitive equilibrium such that prices just clear the market.  
Market participants are effectively maximising their profits in the case of firms, or 
utility in the case of consumers, such that no participant in the market has any 
incentive to change their economic decision at current prices.  Formally this 
requires that all participants have full information about available alternatives, 
that transactions costs are zero and that prices react instantaneously to changes in 
supply and demand.2 
4. The number of properties available in the market is thick enough for participants 
to actually choose their preferred bundle of characteristics.  Technically, there 
exists a continuum of characteristics available on the market such that participants 
are able to maximise their utility or profits by equating their willingness to pay 
with the equilibrium of implicit prices. 
As stated above, if these assumptions hold it is possible to estimate the hedonic price 
schedule, which is the basis for subsequent welfare analysis.  In the next two sections we 
apply the standard hedonic assumptions to agricultural land, and then discuss the 
additional assumptions that define the Ricardian approach.   
                                                
2 Strictly speaking these conditions are never met, but in practice, as long as the market is not in or 
expected to be in a major state of flux, the hedonic schedule is robust and minor deviations from 
equilibrium will only introduce random errors into the model (Freeman 1993).   
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The Ricardian approach: An application of Hedonic price theory to 
agricultural land 
Welfare analysis of environmental goods is complicated by their inherent non-rivalry and 
non-exclusivity, which makes their value difficult to capture and hence trade.  
Environmental goods are often classified as non-market goods and eliciting their value 
can involve highly complex (and potentially controversial) stated preference techniques 
(Hanemann, 1994).  The hedonic model is particularly useful for counterfactual welfare 
analysis for hypothesised or actual changes in the supply of environmental goods.  For 
example, ex ante what happens if…we build that freeway, airport or supermarket or 
impose that ban on pesticide use.  Or ex post, what happened when…we closed that jail 
or cleaned up that super fund site.   
One market where environmental goods are explicitly traded is the market for real estate.  
Examples of environmental goods analysed using hedonic models include air quality 
(Chay & Greenstone, 2005; Won Kim, Phipps & Anselin, 2003), open space (Irwin, 
2002), hazardous waste (Greenstone & Gallagher, 2008), aircraft noise (Nelson, 2004) 
and climate (Mendelsohn et al, 1992, 1994; Schlenker, Hanemann & Fisher, 2005, 2006).  
In the papers that make up this thesis, we follow Mendelsohn et al (1992) in decomposing 
the value of agricultural land with particular interest in the implicit value of climate, 
dryland salinity and irrigation. 
With respect to the fundamental hedonic assumptions outlined above: 
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• First, agricultural land is easily characterised as a differentiated product.  Soil quality, 
climate, topographical features, distance to markets and access to infrastructure are all 
characteristics that imbue land with economic value as a productive piece of 
agricultural capital. 
• Second, the market is defined at its broadest as encompassing all agricultural land as 
defined by Australian broadacre agricultural land use, or some subset of this (for 
example, the south-west agricultural region of Western Australia).  At its greatest 
extent this includes all states and territories on the Australian mainland.  This 
assumption is reasonable on the following grounds: we confine our study to broadacre 
agriculture which predominantly supplies and sells commodity crops like wheat and 
meat (cattle) onto a world market; and we consider only relatively large plots of land 
that are more likely to be engaged in industrial agricultural production.  In pursuit of 
risk management and profit maximisation, amongst other things, a reasonable number 
of owners of these types of operations would consider plots of land to be substitutable 
despite being potentially highly spatially disaggregated.  (For example, wheat 
production is scattered in a crescent spanning the entire southern and south-eastern 
boundary of the Australian mainland – a distance spanning many thousands of 
kilometres.).   
• Third, with respect to a competitive equilibrium, we assume that the market has 
adapted to the prevailing environmental conditions (i.e., climate and the level of 
salinity), and that existing information is available such that no market participants 
have proprietary information that invests them with market power.  This seems 
reasonable given that information about the environment is both readily available and 
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often freely available (for example, climate data from the national meteorological 
bureau and soil conditions from the geographical survey organisation).  More 
broadly, information about natural resources is provided typically free of charge at 
often quite detailed levels and publicly funded and/or for profit agricultural extension 
officers are common in all states and territories in Australia (House of 
Representatives Standing Committee on Agriculture, Fisheries and Forestry 2007).   
• Fourth, the market is relatively thick.  Turnover or churn rates for agricultural land are 
not well documented.  In our dataset, approximately two to three per cent of the total 
stock of agricultural land is sold in any given year, which equates to a holding period 
of about 40 years.  But due to the restrictions we placed on selection into our dataset 
(detailed in each of the three chapters), this is likely to significantly underestimate the 
actual churn rate.  A recent study by Pritchard, Neave, Hickey and Troy (2012) puts 
the churn rate at between 4 and 5 per cent which is only slightly lower than the six per 
cent for the total urban housing stock in Australia (Bloxham et al 2010). 
If these assumptions hold, the price of agricultural land will reflect the present value of 
the expected future stream of rents accruing to the land;3 and productivity differentials 
accruing to environmental characteristics, such as climate, will drive variation in rents 
and hence land prices (Freeman, 1993).  It is this source of exogenous variation that we 
use as a source of identification in the empirical work that follows. 
                                                
3 Implicit here is that the interest rate, the rate of capital gain, and the capital per unit of farmland is 
identical (Mendelsohn et al, 1992,1994).  This is reasonable assuming that the other assumptions hold, in 
particular, that the analysis is confined to a single market and that the description of the property is 
complete (i.e., including to the researcher). 
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Estimating welfare changes using the Ricardian model 
In addition to the general assumptions outlined above, there are two more important 
assumptions underlying the welfare analysis that characterises the Ricardian approach.  
The first relates to the nature of preferences in the market and is closely related to the 
equilibrium assumption.  Welfare analysis using the hedonic model is complicated by the 
nature of the price schedule.  In the derivation of the hedonic model above, it was noted 
that the hedonic price schedule is the intersection of bid and offer functions by 
participants within a single market.  A regression of land values on a set of characteristics 
– what Rosen called the ‘first step regression analysis’ – under the assumptions outlined 
above will recover implicit prices reflecting the market equilibrium.  But the information 
is typically not sufficient to recover an inverse demand curve under heterogeneous 
preferences because the price schedule only reveals a single point from any individual 
preference set.   
However, as Rosen (1974: 50-51) points out, where preferences are identical on one side 
of the market, the first stage regression does recover either a compensated supply (case 1 
– “cost conditions are identical across firms”) or demand function (case 2 – “buyers are 
identical”).4  This represents a sufficient condition for discrete (i.e., non-marginal) 
welfare analysis and is the basis of the Ricardian approach.  Specifically, the Ricardian 
approach assumes that farmers are homogeneous with identical preferences in 
technology.  Under this assumption, the hedonic price function is a compensated demand 
                                                
4 The other two cases are “homogeneous buyers and sellers” (Case 3) and “heterogeneous buyers and 
sellers” (Case 4). 
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curve.  That is, a single bid function represents the preferences of all farmers and 
variation is entirely on the supply side, which means that a single cross sectional 
regression will recover a compensated demand curve.   
The second assumption relates to price changes.  Specifically, the Ricardian approach 
assumes that exogenous changes in the environment will leave prices unchanged 
(Mendelsohn et al, 1992).  In other words, the hedonic price schedule is assumed constant 
as the environmental variable shifts.  This means that Ricardian welfare estimates 
represent a partial equilibrium estimate of the value of an environmental change.  This is 
reasonable if the expected changes affect only a small part of the market, in which case 
the hedonic price schedule would not shift anyway (i.e., the partial equilibrium welfare 
estimates accurately represent the total welfare change); or, in the face of non-marginal 
environmental changes, the environmental impact is generally offsetting.   
Under these two additional assumptions, the net benefits of an environmental change will 
accrue entirely to the owner of the land in line with the implied ex-post rent differential.  
This process is exactly analogous to a renter in an urban housing market shifting 
properties in the face of an environmental change that alters the makeup of his or her 
existing housing bundle.  The actual magnitude of the welfare change is dependent on the 
cost of moving.  Specifically, where the costs of moving are zero and the rate of change 
of the environmental impact is relatively slow and predictable, the costs of moving are 
reasonably built into the bid functions of farmers, and landowners will not incur 
significant capital costs associated with, for example, stranded capital (Quiggin & 
Horowitz, 2003).  Farmers simply relocate in line with their preferences, noting that they 
cannot possibly be better off after the change given the assumption that that choice of 
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environmental variable was available to them prior to the change (Palmquist, 1989).  
Where moving costs are non-zero and environmental change is sudden, then under the 
assumptions outlined above, the welfare estimates will represent an upper bound to the 
net willingness to pay for or accept the environmental change. 
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Chapter 1 
Estimating damages to Australian agriculture from 
climate change 
 
 
Abstract: This paper presents a Ricardian analysis of the impact of projected climate 
change on Australian broadacre agricultural land values.  Using several years of farm-
level sales data, we estimate the value of agricultural land as a function of climate 
attributes.  We leverage satellite imagery-based land use data to separate our analysis by 
cropping and grazing land.  Making this distinction is particularly important due to choice 
based sampling (as a consequence of land sale frequency) that would otherwise severely 
bias our land value estimates.  We base our damage estimates on CSIRO climate 
projections for the 21st century, as used by the Intergovernmental Panel on Climate 
Change.  We find that projected climate change would erode agricultural land values by 
around 10 per cent by 2050, and nearly 40 per cent by the end of the century; and 
negatively impact at least 95 per cent of the existing agricultural resource base.  This 
damage is unlikely to occur suddenly.  Rather, it would be equivalent to taxing 
agricultural productivity by about 0.6 per cent per year for the next 85 years. 
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Introduction 
Since Ricardo (1821/1963), economists have examined the capitalisation of land 
attributes into land value.  Several recent articles draw on this Ricardian tradition to make 
projections of the impact of potential climate changes on the agricultural sectors of 
various national economies.  This study adds to that body of work by assessing the 
impacts of projected climate change on Australia’s vast dryland agricultural sector – 
which is second only to China in terms of land under production (World Bank, 2013a).  
The key methodological points of difference between this analysis and some influential 
Ricardian analyses for the case of the United States (US) (Mendelsohn, Nordhaus & 
Shaw, 1992, 1994; Schlenker, Hanemann & Fisher, 2005, 2006) are driven by the use of 
farm level data and comprehensive land use data covering all agricultural land in the 
country.  Farm level data allows us to more accurately extract the underlying value of the 
land, as opposed to the value of buildings and other farm related capital which typically 
infects census data such as that underpinning US studies.  But it introduces a different set 
of issues related to the non-random selection of land sales from the population of farm 
plots.  In particular, cropping land is sold with much higher frequency than grazing land. 
Because of the non-random nature of our sample, the use of comprehensive land use 
information is essential for correcting the selection problem.  If we had ignored the 
sample selection issue and simply pooled our data, we would incorrectly predict the 
average value of land.  Instead, by modelling land use under the assumption that farmers 
choose land use according to the principle of profit maximisation – such that selectivity is 
not a problem – we consistently and efficiently predict the value of agricultural land. 
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We employ a three-part estimation strategy based on a Generalised Linear Model to 
model the value of cropping and grazing land across the winter and summer growing 
seasons based on more than 14,000 historical land sales events; and a probit to model 
land use.  We utilise Pan’s (2001) quasi-likelihood information criteria (QIC) for model 
selection.  We find that separately estimating cropping and grazing land values is of 
practical significance, although the statistical importance differs by season.  We use our 
model estimates to project land values for Australia and find that the average value of 
broadacre agricultural land is approximately $6301 per hectare. 
To predict damages from climate change, we use climate predictions for the 21st century 
from the Australian Commonwealth Scientific and Industrial Research Organisation 
(CSIRO) mk3.5 atmospheric and oceanic global climate model.  We find that, by mid-
century, average land values will fall by up to 10 per cent and, by the end of the century, 
they will fall by as much as 38 per cent.  These damages are driven predominantly by 
reductions in winter rainfall.  While rising summer temperatures also contribute to losses 
in land values, equivalent rising winter temperatures largely offset these.  Summer 
rainfall is relatively unimportant as a driver of agricultural land values.   
This paper proceeds as follows.  First, we provide some background about agriculture in 
Australia and its role in the economy, as well as a brief overview of the Ricardian 
approach and its alternatives.  We then describe our economic model and discuss the 
data, before setting out our econometric specification and empirical strategy.  The next 
section presents the empirical results, including testing for differences in the land use 
                                                
1 All $ figures refer to 2013 Australian dollars unless otherwise noted.   
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specification and a discussion about consistency with agronomic priors.  We then 
describe the climate projection data and use our empirical results to estimate the implied 
damages.  Finally, we summarise our findings. 
Background 
Large scale or broadacre agriculture has been a mainstay of the Australian economy since 
European settlement in 1788.  Australia ‘rode on the sheep’s back’ for large parts of the 
19th and 20th centuries when agricultural production accounted for up to a third of 
Australia’s total economic output, as much as 80 per cent of its exports, and provided 
employment for around a quarter of Australia’s workers (Productivity Commission, 
2005; Connolly and Lewis, 2010).  
Today, more than half of Australia’s landmass (about 400 million hectares – six times the 
landmass of the state of Texas) is used primarily for agricultural pursuits (Australian 
Bureau of Statistics (ABS), 2011).  The vast majority of this land is devoted to dryland or 
non-irrigated agricultural activities, including grazing cattle and sheep or raising food 
crops such as wheat and barley. 
Crop production in Australia occurs predominantly in the cooler months (April to 
October – the winter growing season) with annual winter crop production averaging 
approximately 33 million tonnes on 22.4 million hectares since 1998.  This compares to 4 
million tonnes annually on 1.3 million hectares for the warmer season summer crops, 
much of which is irrigated cotton (ABS, 1992-2008; Australian Bureau of Agricultural 
and Resource Economics and Sciences (ABARES), 2011).  With reference to Figure 1, 
crop production occurs in all Australian states.  However, winter cropping occurs 
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predominantly in Western Australia, South Australia, Victoria and New South Wales; 
summer cropping is largely confined to New South Wales and Queensland (ABARES, 
2011). 
Figure 1 - Broadacre Agricultural regions of Australia.  
Brown – grazing on unimproved land; Red – improved pastures; Green – cropping land; White – non-agricultural land 
Between 2004-05 and 2009-10, more than 100,000 dryland cropping and grazing farms 
sold produce worth as much as $18 billion per year2 (Department of Agriculture, 
Fisheries & Forestry (DAFF), 2011).  Wheat is the key dryland crop, with production in 
                                                
2 These figures were calculated as the value of broadacre crops minus the value of predominantly irrigated 
crops, including cotton, rice and sugar production.  
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2009-10 yielding 22 million tonnes and gross revenues of $5.3 billion (DAFF, 2011).  
The key livestock output from dryland grazing is beef cattle, which was worth $7 billion 
in 2009-10 (DAFF, 2011).  While agriculture accounts for less than 3 per cent of 
Australia’s current economic output, and employs a similarly small share of the labour 
force, the sector remains a key export earner and an important international trader.  
Australian wheat exports accounted for approximately 12.5 per cent by volume traded on 
world markets since 2000; Australian beef and veal exports accounted for approximately 
19 per cent (United States Department of Agriculture Foreign Agricultural Service, 
2013). 
The Ricardian approach 
Two broad approaches have been used to model the impact of climate change on 
agriculture: (i) agronomic models;3 and (ii) spatial analogue models such as the Ricardian 
approach.  Agronomic approaches are based on fully specified crop yield models.  An 
example is the Australian APSIM (Agricultural Production Systems Simulator) model 
that incorporates modules for plant, soil and management, and is driven by actual or 
projected daily weather data (Keating et al, 2003).  By parameterising all inputs based on 
carefully controlled field trials, these types of agronomic yield models are purged of bias: 
there are no omitted variables to confound estimates of variation in crop yield.  The 
downside is that they are extremely data intensive.  All combinations of inputs and 
management behaviour need to be parameterised, including for modelling adverse events 
                                                
3 See for example Nelson, Kokic, Crimp, Meinke and Howden (2010) for a survey of Australian studies, 
and Adams, Hurd & Reilly (1999) and Reilly (2002) for surveys of US studies. 
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like climate change.  Given the impossibility of modelling every possible response, 
damage estimates based on these models will tend towards overestimates by constraining 
the substitution possibilities of profit maximising economic agents.   
By contrast, the Ricardian approach – a type of spatial analogue – takes the opposite 
approach and, to a large extent, explicitly ignores variable farm inputs and crop yields.  
Pioneered by Mendelsohn et al (1992, 1994), the strength of the Ricardian approach 
compared to the agronomic approach is the ability to incorporate a very large number of 
adaptive responses to climate change, limited only by the behaviour implicitly observed 
in the dataset.  Specifically, the Ricardian approach exploits cross sectional variation in 
land attributes, including climate and other inherent productive characteristics, to explain 
differences in productivity and thus profits.  Under the assumption that farmers are 
maximising profits (for example, by planting at the optimal time, choosing the optimal 
crop, or changing their land use from cropping to grazing), the almost infinite range of 
management decisions of individual farmers is implicitly incorporated in econometric 
estimates.   
Economic Model 
Our model is in three parts.  We have two forms of land use: cropping land (c) and 
grazing land (g).  The value in each use is respectively Vc = Xßc - εc and Vg = Xßg - εg 
where V is the market price of farmland identically equivalent to the discounted present 
value of all future profits capitalised by the land, X is a matrix consisting of climate 
variables and a set of control variables, and ε is a mean zero error term representing 
unobserved attributes of the land that are likely spatially correlated, but orthogonal to X. 
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Profit maximising farmers will choose a land use such that: 
 V = max(Vc , Vg ) and ! = 1!!"!!! > !!0, otherwise. .   
It follows that the farmer will choose cropping if Xßc - εc > Xßg - εg or Xß  > ε where 
Xß = X(ßc - ßg) and ε = εc - εg. 
If F(.) is the cumulative distribution function of ε, then the probability, P, of land being 
under crop is P(c = 1|Xß) = F(X;ß).  To predict the existing value of cropping land, we 
would evaluate E(V|X, c = 1).  To predict the value of any given piece of land, without 
knowing its current use, we evaluate the following: 
E(V|X) = E(V|X, c =1)P(c =1|Xß) + E(V|X, c =0)(1 - P(c =1|Xß))   (1) 
To evaluate the value of land under climate change, we simply replace the climate 
variables in X above with estimates of their value in the future, holding all other variables 
fixed.   
Equation (1) shows the consistency between the traditional Ricardian approach (the left 
hand term) and the disaggregated approach, based on standard probabilistic 
manipulations (the right hand terms) taken in this analysis.  Breaking the analysis down 
allows us (i) to increase the flexibility of the parametric specification in a natural way by 
acknowledging that agronomic responses may be different across cropping and grazing 
land, and (ii) to correct for unequal sampling probabilities by land use, which we discuss 
in more detail below.  
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Under random sampling, the expected value should be equivalent regardless of 
information about land use.  This is an important point in the context of previous 
Ricardian studies that rely on census data for their land value estimates (and hence don’t 
need information about land use to produce consistent estimates), and our analysis, which 
relies on a sample from the population of farm plots in the form of land sales data.   
Cropping land is sold much more frequently than grazing land and, consequently, is 
heavily over-represented in our sample.  Therefore, if we simply pooled our sample and 
ignored land use, we would incorrectly predict the average value of land.  To overcome 
this problem, one could use the approach outlined above; or use a weighted model, where 
the observations in a pooled regression use some kind of proportionate representation 
weighting scheme.4  Because we have comprehensive land use data for the entire country 
and know explicitly the exact land use split at any given geographical point, the former is 
the most efficient model. 
One key point to note in our model, as illustrated in equation (1), is that we derive the 
expected value of land conditional on selection into the most profitable agricultural use.  
Therefore, we do not have a Heckman type selection problem.  We assume farm plots are 
currently in a given land use because that use (or that ‘treatment’) maximises profit.  We 
assume that this maximising behaviour will also occur in the future and this is what we 
implicitly condition our land value projections on.  In no way do we seek to impose an 
                                                
4 One could argue a finer split than just cropping and grazing is necessary.  If the issue is heterogeneity in 
the frequency by which land is sold, there would be a problem if the frequency was correlated with value 
per hectare.  But, if this is the case, there is very little that can be done, including resorting to a population 
or census approach, because typically census data relies on self-reported land values and this information is 
simply imputed by farmers from the sales they observe around them. 
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alternative data generating process (for example, by imposing a single land use across the 
whole country), and hence estimation conditional on selection into most profitable land 
use is not a problem.  Rather it is a feature, given our purposes.   
We note in passing that the only other Ricardian analysis that we are aware of that utilises 
land use data, presented in a paper by Seo and Mendelsohn (2008) investigating the 
impact of climate change on livestock income in Africa, incorrectly utilises a Heckman 
type selectivity correction.  There are two problems with their analysis.  First, as outlined 
above, the correction is not required because the analysis assumes that farmers “choose 
the profit maximising…species” and the analysis subsequently imposes no alternative 
treatment on the projected outcomes.  Second, assuming selection was a problem, Seo 
and Mendelsohn do not have a valid exclusion restriction for an instrument identifying 
the selectivity (or at least do not refer to one) but instead appear to rely on functional 
form assumptions for model identification.5  This technique is likely to lead to unreliable 
parameter estimates (Vella 1998, StataCorp 2013) since the validity depends deeply on 
what are essentially convenience assumptions about non-linearity in the unknown true 
error process.  In fact, the paper Seo and Mendelsohn cite for their methodology 
(Bourguignon, Fournier and Gurgand, 2007) states explicitly that “in the absence of 
excluded instruments in the selection equations…estimation would not be robust”. 
                                                
5 It is also worth noting that if a valid instrument was available, their estimation technique is not designed 
to incorporate it.  That is, it assumes implicitly that the data generating process does not change. 
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Assumptions 
Ricardian analysis is a type of comparative statics analysis and hence is conditional on 
relative prices being held constant.  Large changes in climate have the potential to 
significantly alter the dynamics of supply and demand by causing growing regions to 
systematically shrink or expand.  This would likely alter relative prices which would 
change the interpretation of an hedonic analysis.  However, there is evidence that 
supports the supposition that long run climate change will tend to shift growing regions as 
opposed to systematically shrink or expand them.  If the world becomes generally 
warmer and currently temperate land becomes less productive while cooler parts of the 
world less suited to agriculture become more productive, this will tend to militate against 
net productivity losses and rising world prices (Darwin, Tsigas, Lewandrowski & 
Raneses, 1995; Rosenzweig & Hillel, 1998).  If this assumption does not hold, welfare 
estimates will reflect a lower bound in the case of falling global productivity and rising 
prices, and an upper bound in the reverse case.  More generally, to the extent that future 
changes (such as preference effects related to worldwide demographic trends or 
atmospheric CO2 concentration, which have the potential to shift the demand and supply 
functions for crops and livestock) are not reflected in our expectations about land values 
(given such changes are unpredictable), our estimates will tend to overestimate the 
damage caused.   
We assume that all broadacre farm land in Australia is broadly substitutable such that the 
area is a single, large market within which farmers are free to move in line with their 
preferences.  We assume that markets are competitive and in particular that no single 
farmer has proprietary knowledge about any given plot of land. 
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Data  
The dataset employed in this study has two key additions when compared to previous 
Ricardian applications: the direct use of farm sales data and the integration of land use 
data.  All our sales events have boundary geocoding, and each of the data sources 
discussed below was obtained in the form of continuous mappings, grids or individual 
points in space.  This allows for a high level of precision when it comes to attributing 
geophysical and economic characteristics by overlaying the property boundary from each 
sales event and taking the mean of the variable across the intersected space.  
Land sales data 
We use the price of agricultural land from individual sales events as the dependent 
variable in the regressions that follow.  This is in contrast to previous Ricardian analyses 
that rely on the aggregated imputed value of land and buildings or farm revenue as 
reported by national census data (e.g., Mendelsohn et al (1992; 1994), Schlenker et al 
(2006) and Reinsborough (2003)).  Although the use of individual sales events is 
typically the norm in certain hedonic studies (such as studies of amenity values in high-
density urban areas), as far as we are aware, this level of precision is novel in the context 
of analysing climate change damage estimates on agricultural land.   
Analysing farm level data enables us to more accurately extract the underlying value of 
the land, as opposed to the value of buildings and other farm related capital.  Where 
information is available, we can automatically mask out operations where significant 
value is derived from fixed or natural capital, or achieve a greater level of accuracy by 
manually ground truthing the data against satellite imagery.  Taking these steps is 
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important because the value of structures (such as the milking apparatus on a dairy farm 
or the fruit trees within an orchard) can significantly outweigh the value of the 
unimproved agricultural land.  In such cases, welfare estimates will heavily overestimate 
the value of the land in proportion to the included value of structures that would 
otherwise need to be built and paid for.6 
We obtained useable land value data from all mainland State and Territory governments 
(except Victoria) covering approximately 82 per cent of all agricultural land in Australia 
and 74 per cent of all commercial dryland broadacre farm operations (ABS, 2011).  This 
includes more than 14,300 distinct sales events for the period from 1986 to 2008.  
Because we are primarily interested in the value of land in commercial dryland 
agriculture, we remove certain types of farmland for which the value is likely 
substantially affected by factors not strictly related to agricultural productivity.  For 
example, to control for urban development pressures we remove all properties within 
50 kilometres of major cities with a population greater than 100,000.  To control for 
unusual amenity effects we remove properties located within five kilometres of the coast 
and properties whose sale included a house or other significant non-agricultural structure 
(where these were documented).  We remove sales with an area less than 100 hectares to 
control for the influence of hobby farms and large residential estates.  We also purge the 
dataset of any agricultural operation whose sale price is likely to include significant, 
long-lived built and natural capital including perennial cropping (e.g., sugarcane 
                                                
6 As an aside, we find that the difference in the average value of land in cropping and grazing is 
approximately $700 where the probability of being in cropping = 0.5.  This is an estimate of the (not 
insignificant) opportunity cost of transforming land from grazing to cropping and vice versa. 
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plantations); intensive agricultural operations, including horticulture and vine plantations; 
concentrated livestock (pigs, chickens, dairy farms etc.); and forestry.  Finally, we 
remove properties that are co-located with mining operations (for example, Figure 2). 
Land use data 
Almost all previous Ricardian analyses aggregate agricultural land into a single class.  In 
this paper, we make what is effectively a quality distinction between substantially 
improved land – land used for cropping or sown pasture grasses (‘cropping’ land) – and 
primarily unimproved or low input native agricultural land used predominantly for 
grazing (‘grazing’ land), as classified by the Australian Land Use and Management 
Classification (ALUM) (Bureau of Rural Sciences, 2006). 
Figure 2 - Why ground truthing matters. 
The green arrow indicates the centre of a property in our dataset identified by an outlier analysis.  The letters 
stencilled in the ground on the left hand side of the image – ‘BHP’, short hand for BHP-Billiton, Australia’s largest 
listed resources company and second biggest listed company by share market capitalisation (Australian Financial 
Review, 2014) – almost certainly indicates why the per hectare value of this property was more than 10 standard 
deviations from the mean. 
Source: Google Maps EngineLITE 
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We construct a composite land use grid based on a resolution of 0.01 degrees of latitude 
and longitude.  We obtained geocoded digital land use data in the form of continuous 
mapping across Australia from the Australian Collaborative Land Use Mapping 
Programme covering six full years of land use across the period 1992-2002. 
Where grid points switch land use categories at any point in our time series, we classify 
that land according to the highest form of improvement.  For example, if at any time a 
grid point is identified as cropping or improved pastures, its final classification will be 
cropping on the land use grid.  If at any time a grid point is classified for non-dryland 
agricultural purposes (for example, irrigated agriculture or any intensive use according to 
the ALUM) it will be classified as non-agricultural land for the purposes of this study.  
For the conditional land value regressions, we assign land into a ‘cropping’ category if it 
contains at least 95 per cent improved land and a ‘grazing’ category if it contains at least 
90 per cent unimproved land. 
Climate data 
We constructed a climate grid for Australia based on daily temperature and rainfall data 
from more than 950 independent temperature stations and over 6,000 rainfall stations for 
the 30-year period from 1977 to 2006 (Bureau of Meteorology, 2007).  We used a thin 
plate smoothing spline to construct our climate grid with horizontal resolution of 
0.01 degrees of latitude and longitude, which equates to approximately 7 million grid 
points within the Australian continental landmass. 
The first Ricardian analysis by Mendelsohn et al (1992; 1994) implemented a functional 
form based on climate means for January, April, July and October, under the assumption 
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that these months were key determinants of agricultural productivity.  This is a relatively 
coarse climate measure compared to that implemented by Schlenker et al (2006), which 
implemented a degree-day or thermal time metric based on the northern hemisphere 
winter growing season and which more accurately models crop development.  In this 
paper we follow Schlenker et al (2006), with some modifications and additions.   
We define climate variables for both the Australian winter (April to October) and 
summer (November to March) growing seasons.  The key climate variables in our 
empirical application are: daily average temperature and the daily average temperature 
squared; and the average annual growing season rainfall and the average annual growing 
season rainfall squared.  That is, we specify land values as a quadratic function of rainfall 
and temperature.  This is a simple and intuitive specification.  Plant growth, and hence 
productivity, is driven by prevailing ambient temperatures: as temperature increases, so 
does the rate of growth, other things equal, up to a threshold beyond which growth slows 
and eventually ceases altogether (Reece et al, 2011; Abrol & Ingram, 1996).  It follows 
that a plant (e.g., wheat) growing at the threshold or optimum temperature will be 
relatively more productive; and the land that experiences that climate will, other things 
equal, be relatively more valuable.  A similar response can be expected for rainfall.  That 
is, more rainfall increases crop yields, other things equal, but too much rainfall is yield 
limiting (e.g., as the risk of flooding increases).  We discuss the consistency of our 
specification with agronomic priors in more detail in the results section below.   
With respect to our choice of temperature variables, while thermal time is the key 
determinant of plant development, temperature means are effective proxies for thermal 
time – particularly given that the range of temperature data we observe is well within the 
 27 
temperature range of common Australian winter and summer crops and pasture grasses.  
In addition, as Schlenker et al (2006) note, given the large variation in temperature 
requirements between crops and pasture grasses7 this specification imposes less structure 
on the model while retaining the key agronomic element. 
Alternative climate specifications 
Before settling on a final, parsimonious model we tested a large number of alternative 
specifications, with particular emphasis on trying to pin down a stable temperature 
response.  The alternative specifications included plant thermal time based on agronomic 
simulation models (for example, the Wheat-module from the Agricultural Production 
Systems Simulator) and degree-days as implemented by Schlenker et al (2006).  We also 
tested specifications using basis splines (e.g., 3 knots based on the Schlenker et al (2006) 
specification: one at 8ºC, 32ºC and 34ºC respectively), as well as a highly flexible 
specification based on 5ºC intervals across the observed data using both count (e.g., the 
day count where the mean temperature was between 0-5ºC) and cumulative degree days 
(e.g., the sum of the mean temperature across a defined time period where the 
temperature was between 0-5ºC).  To investigate the impact of variability of temperature 
and rainfall we also tested specifications that included the climate mean and variance.  
We also specified a variety of minimum and maximum temperatures to investigate the 
impact of extreme climates and to try to define a custom thermal time specification.  In 
addition, before settling on a summer (November to March) and winter (April to October) 
                                                
7 There is also intra-varietal variation including the thermal requirements for vernalisation which are 
distinctly different to those required during the basic vegetative phase of the plant (Setter & Carlton, 2000). 
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growing season specification we tested a simple annual specification as well as a variety 
of permutations including monthly means, key months (similar to that implemented by 
Mendelsohn et al, 1992) and various combinations of seasonal breaks with various start 
and end points.  We also tested for interaction affects across rainfall and temperature. 
Other data 
We include a full set of soil variables based on the digital Atlas of Australian soils 
(Northcote, 1979; Mckenzie and Hook, 1992), including categorical indicators for 
nutrient status, permeability (a measure of how fast water moves through soil), and 
texture.  The soil variables are treated as ordinal data and constructed as step variables to 
maximise the flexibility of the model selection process.  For example, for the four 
categories of soil permeability that we construct (i.e., p1 through p4), the interpretation of 
the coefficient on p3 is the incremental effect compared to p2.  Thus, in a model with all 
three categories (minus the base), the total value of p4 is the sum of all included soil 
permeability coefficients.  We include an indicator variable for soil salinity for the south-
west region of Western Australia.  The indicator is a measure of whether or not land is 
affected by medium, high or extreme levels of salinity, as measured by the extent to 
which the top 30 cm of the soil profile is salt affected (measured by the electrical 
conductivity of a saturated soil extract in millisiemens per metre) (Van Gool et al, 2005, 
2008). 
We also employ a comprehensive set of control variables similar to those included in 
previous Ricardian analyses (e.g., Mendelsohn et al, 1994, Schlenker, Hanemann & 
Fisher, 2006) including a full set of year indicators (defined as step variables as above), 
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and a set of biophysical and built indicators of farm value – including distance to roads, 
rivers, and the coast, as well as population density and terrain variability. 
Table 1 - Descriptive statistics for broadacre agricultural land in Australia 
 
Econometric specification 
As outlined in the model section above, we need to estimate three things: (i) the value of 
land conditional on being cropping land; (ii) the value of land conditional on being 
grazing land; and (iii) the probability that land will be in either of those land uses.  We 
use a Generalised Linear Model (GLM) to estimate the two conditional equations, and we 
use a standard probit to estimate land use.   
Variable Mean Min Max σ Soil Variables Proportion of farms
Price per hectare ($) 1419 3 12,925.3 1268.8 Texture
Winter temperature (°C) 14.2 9.1 22.1 1.4 Uniform Coarse 7%
Winter rainfall (mm) 345.9 193.7 871.2 102.2 Medium 3%
Summer temperature (°C) 22.1 16.8 28.3 1.6 Fine 0%
Summer rainfall (mm) 125.0 53.6 1,516.3 88.7 Cracking 3%
Distance to coast (km) 131.8 5.0 507.4 84.1 Calcareous 3%
Variation in height (m) 3.5 0.0 53.7 3.3 Gradational 15%
Distance to primary roads(km) 10.5 0.0 132.4 12.2 Duplex 69%
Distance to large cities (km) 258.9 51.0 757.8 128.2 Permeability
Population density ('000s/km2) 0.7 0.01 6.4 0.5 Very Slow 35%
Slow 36%
Observations 11,439 Moderate 16%
Fast 7%
Nutrient Status
Low 6%
Medium 80%
high 14%
Variable Mean Min Max σ Soil Variables Proportion of farms
Price per hectare ($) 579 1 4,663.1 709.8 Texture
Winter temperature (°C) 18.6 9.8 26.4 2.9 Uniform Coarse 7%
Winter rainfall (mm) 213.7 47.2 815.1 101.1 Medium 13%
Summer temperature (°C) 26.6 17.4 31.2 2.5 Fine 1%
Summer rainfall (mm) 362.0 60.2 1,521.3 183.5 Cracking 27%
Distance to coast (km) 277.9 6.4 766.9 188.2 Calcareous 2%
Variation in height (m) 4.1 0.1 37.4 5.1 Gradational 17%
Distance to primary roads (km) 17.9 0.0 223.4 29.6 Duplex 33%
Distance to large cities (km) 427.8 61.3 1,837.7 247.6 Permeability
Population density ('000s/km2) 0.4 0.002 3.9 0.6 Very Slow 21%
Slow 36%
Observations 1,274 Moderate 17%
Fast 25%
Nutrient Status
Low 16%
Medium 62%
high 21%
Cropping land
Grazing land
 30 
A GLM has two basic components: (i) a parametric link function for the expectation of 
the dependent variable (!): ! = f(Xß), and (ii) the variance, !!, specified as a function of ! – for example !! proportional to !! (Hastie & Tibshirani, 1990 and see McCullagh & 
Nelder (1989) for a detailed exposition of GLMs).  Correct specification of the link 
function produces consistent estimates.  Correct specification of the variance produces 
efficient estimates.  As with standard regression, sandwich-type standard errors can, 
under similar assumptions, produce confidence intervals which are robust to 
misspecification of variance or non-independent observations. 
Previous Ricardian analyses typically employ a linear or log-linear specification (i.e., f(V) 
= V or ln(V) respectively where f is a transformation of the dependent variable). The log-
linear specification is highly suitable for modelling data generating processes 
characterised by non-negative outcomes (e.g., land values) and heteroscedasticity, and it 
implicitly allows for non-linear interactions amongst the regressors.  The primary 
advantage of GLM in our context is that it directly estimates the conditional expectation 
of land value, V, which is the measure of primary economic interest.  In contrast, a 
log-linear specification models the expectation of the logged variable of interest, that is 
E[ln(V)].  To back out predictions of V after using a log-linear specification then requires 
a correction to the raw fitted values, typically ! !! ! . 
As outlined above, modelling the data generating process with a GLM requires 
specification of a monotonic and differentiable link function that transforms ! to the 
linear predictor Xß.  Econometric testing indicated that the best specification was a log 
link function with variance proportional to !!.  This is very tightly related to the more 
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traditional approach of regression after logarithmic transformation.  For example, 
implicitly, the model behind a log-linear regression is ! = !!"!, where ! = (1+ !) is a 
multiplicative error term with mean = 1.  Under homoscedasticity, the variance of this 
function is directly proportional to the mean of V-squared and is entirely consistent with a 
log-linear specification in V with an additive error – exactly the assumptions motivating 
our GLM estimator.  However, because our data is characterised by spatial correlation, it 
is not reasonable to assume that the error term, !, is i.i.d.  Therefore we estimate our 
model using the method of quasi-likelihoods (Wedderburn, 1974) and generalised 
estimating equations (Liang & Zeger, 1986), which implies GLM with clustered standard 
errors. 
Estimation strategy 
This analysis is based on projecting land values now and into the future.  Therefore, good 
predictive performance is an essential objective for the purposes of this study.  To this 
end, it is important that our model parsimoniously represents the underlying specification 
without unnecessarily overfitting the peculiarities of the dataset or underfitting 
characteristics that are otherwise common to the population – situations that lead to 
generally poor predictive performance under, for example, a mean-squared error 
criterion.   
We use model selection, as opposed to ad-hoc techniques such as stepwise procedures 
based on hypothesis testing or goodness-of-fit tests, to help pin down a specification as 
Granger, Maxwell & White (1995) recommend.  They argue that “…testing favors the 
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null hypothesis, typically uses an arbitrary choice of significance level, and researchers 
using the same data can end up with different final models”. 
A powerful technique for model selection that performs well against the requirements 
outlined above is the Akaike (1973) Information Criteria (AIC).  The AIC is an 
information-theoretic approach to model selection based on ranking competing models 
according to their expected, relative Kullback—Leibler distance (see Burnham & 
Anderson (2002) for a comprehensive treatment of the information-theoretic approach to 
model selection).   
Other common model selection techniques include (i) cross-validation using partitioned 
samples (i.e., a model testing sample and a validation sample) which Xu & Huang (2012) 
show, at least in some contexts, asymptotically minimizes mean squared prediction error 
and (ii) the Bayesian Information Criterion (BIC)(Schwartz, 1978).  Compared to cross-
validation and BIC, an information-theoretic based criterion such as the AIC is less 
computationally demanding (Burnham & Anderson, 2002) and, as Stone (1977) showed, 
cross-validation and AIC are asymptotically equivalent.  Compared to BIC, which 
converges asymptotically to the true model with probability = 1 for a fixed model, AIC is 
consistent as the complexity of the model increases with the number of observations 
(George, 2000).8  In other words, AIC is relatively conservative compared to BIC in that 
it will tend to under penalise complex models. 
                                                
8 For a discussion about the asymptotic properties of AIC and BIC, see Stone (1979), who argues that 
keeping the true model fixed as n becomes large is unrealistic and, in practice, the model would be refined 
(i.e., by incorporating more complexity) as the sample size increases.  
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Because the AIC is a likelihood-based approach that presumes independence of the 
observations and, as stated above, we believe our errors are likely correlated, the AIC is 
unsuitable.  Instead, we use a quasi-likelihood estimation method and employ a modified 
AIC for use with general estimating equations and correlated data known as the quasi-
likelihood information criteria (QIC) (Pan, 2001) for model selection.9   
Due to the large size of the search space, we combine the QIC selection criteria with a 
greedy search algorithm across the full model specification.  We use this approach to pin 
down a final model specification for both the GLM land value regressions and the probit. 
The approach described in this section is a type of general-to-specific model selection 
framework designed to maximise model predictive performance.  Hoover and Perez 
(1999, and see Campos et al (2005) for a detailed overview) and others have shown that a 
general-to-specific approach guided by both theory and model performance as well as 
model congruence (for example, constraints like no quadratic terms without the 
accompanying level term) performs very well in Monte Carlo simulations.10   
                                                
9 Relative to the AIC, the QIC penalty function is twice the trace of the inverse of the covariance estimator 
based on a working model of independent observations multiplied by the sandwich covariance estimator 
such as a cluster correction.  When the models are independent, this reduces to 2p, which is the AIC. 
10 We tested the stability of the heuristic described above (i.e., QIC with a greedy search algorithm) on a 
simple pooled model by a Monte Carlo procedure with a known true model that was designed to mimic the 
key features of our dataset, including spatial correlation.  Using the artificial data, the heuristic repeatedly 
chose the same or very similar specifications with consistent sign patterns. 
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Empirical Results 
The regression results are presented in Table 1.  Columns A, B and C show the results of 
the GLM regressions of farm land value.  Columns D and E show the probit regressions 
of land use where the left hand variable = 1 for cropping land.   
Table 1 - Regression results explaining farm land value and land use 
 
Note: Table lists coefficient estimates and t-values in parentheses (* indicates statistical significance at 5%).  For 
expositional purposes the year indicators are omitted from the table. 
With respect to the land use regressions, Column A shows the results from pooling all 
land sales and ignoring land use.  Apart from the winter temperature result, the shapes of 
the climate functions are consistent with agronomic priors, which we discuss in more 
detail below.  In summary, warmer temperatures and more rainfall are correlated with 
higher land values – by supporting higher productivity – but this effect is diminishing, 
and then negative, once optimal growing conditions are exceeded.  With respect to the 
winter temperature function, the inflection point lies at the bottom of the range of our 
Variable
Winter temperature !0.30957* (2.070) 0.09695* (3.670) 0.15078* (2.480) !0.32377* (2.310) !0.29607* (1.980)
Winter temperature squared 0.01151* (2.290) 0.01493* (3.500) 0.01464* (3.420)
Winter rainfall 0.01100* (6.850) 0.00988* (8.730) 0.01448* (4.260) 0.01820* (9.500) 0.01833* (9.870)
Winter rainfall squared !0.00001* (5.600) !0.00001* (7.010) !0.00001* (1.960) !0.00001* (5.920) !0.00002* (6.090)
Summer temperature 0.79393* (2.890) !0.06731 (1.760) 1.57489* (3.710) 0.57236* (2.530) 0.53579* (2.230)
Summer temperature squared !0.01806* (3.010) !0.03074* (3.490) !0.01558* (3.290) !0.01511* (3.080)
Summer rainfall 0.00079 (1.510) 0.00046 (1.470) 0.00586* (6.210) !0.00119 (1.750) !0.00155* (3.890)
Summer rainfall squared !1.19E!06* (3.020) !0.00001* (8.820) !2.89E!07 (0.520)
ProbitGLM
Grazing>(C)>>Cropping>(B)Pooled>(A) Full>model>(D) selected>(E)
Distance to coast !0.00089 (1.470) !0.00019 (0.370)
Surface roughness !0.00533 (1.380) !0.03064* (9.140) !0.02959* (8.320)
Distance to primary roads !0.00746* (5.100) !0.00690* (4.300) !0.00247* (2.650) !0.00267* (2.950)
Distance to large cities !0.00029 (1.370) !0.00056* (2.200) !0.00089* (3.120) !0.00048* (2.110) !0.00053* (2.580)
Farmer density 316.66527* (5.710) 322.39917* (4.810) !23.10816 (0.370)
Soil
texture (medium) !0.62765* (4.830) !0.60984* (3.980) 0.67691* (2.290) !0.18353 (1.320) !0.18489 (1.310)
texture (fine) 1.09140* (3.640) 0.82064* (6.090) 1.00609* (5.030) 1.00491* (5.280)
texture (cracking) 0.02405 (0.070) !0.46581* (2.140) !0.47900* (2.450)
texture (calcareous) !1.03120* (6.510) !0.69309* (5.040) !0.32864 (1.670) !0.32964 (1.850)
texture (gradational) 0.43756* (2.300) 0.30604* (2.330) !0.46662 (1.610) 0.16461 (0.830) 0.17182 (1.110)
texture (duplex) 0.22632 (1.710) 0.19508* (4.280) 0.47810* (2.060) !4.37E!06 (0.000)
permeability (slow) 0.01671 (0.280) 0.40349* (2.680) 0.16213 (1.410) 0.16090 (1.550)
permeability (moderate) 0.04947 (0.360) !0.36331 (1.730) !0.32425* (2.670) !0.32587* (3.530)
permeability (fast) !0.05521 (0.680) !0.12032* (2.040) 0.15295 (1.760) 0.15062 (1.710)
nutrient (medium) 0.00488 (0.060) !0.13759 (1.770) 0.62781* (2.320) !0.13924 (1.220) !0.13623 (1.550)
nutrient (high) !0.14938 (1.340) 0.66875* (2.830) 0.66308* (2.900)
Constant !2.01088 (0.810) 4.92430* (6.330) !23.17420* (4.700) !6.28894* (3.330) !6.01968* (2.990)
Number of observations 438,889 438,8891,21511,43714,349
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data, indicating that warmer winter temperatures are approximately linear and positively 
correlated with land values.  The signs on all the socio-demographic controls are as 
expected.  Properties situated further from large cities and primary roads are less 
valuable, as are those in less densely populated areas.  Properties located far from the 
coast and on relatively uneven land are less valuable, although neither of these variables 
is statistically significant.  Of the statistically significant soil variables, fine textured and 
gradational soils are relatively more valuable. 
Columns B and C report the results of the QIC selected models for cropping and grazing 
land, respectively.  The results are broadly consistent with those observed in the pooled 
regression and we discuss them in more detail below.   
The results from the probit regressions (Columns D and E) imply that, as winter 
temperatures rise, land is more likely to be cropped.  This effect becomes more 
pronounced the larger the increase.  For summer temperatures, the outcome is reversed.  
For winter rainfall, the results are consistent with the cropping land regressions, with an 
optimum around 600mm favouring cropping land.  By contrast, higher summer rainfall 
unambiguously increases the probability that land will be put to use for grazing purposes.   
Are the results consistent with agronomic priors? 
We confine our discussion in this section to the QIC selected models.  With respect to 
cropping land (Column B), our estimates suggest that a 10 per cent increase in average 
winter temperatures would lead to an increase in average cropping land values of about 
15 per cent, holding other factors fixed.  This result is plausible when you consider that 
the average temperature on cropping land in our sample is around 14ºC – well below the 
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optimum growing temperature for wheat (the key winter crop), which lies in the mid 
20ºC range (Agricultural Production Systems Simulator, n.d.).  The fact that the 
maximum temperature in our sample is only 22ºC (i.e., still below the mid 20ºC 
optimum) lends theoretical support to a linear specification in winter temperature across 
the range of our data.   
Conversely, our estimates suggest a 10 per cent increase in mean summer temperatures 
would equate to a loss in cropping land values of about 14 per cent.  This result is not 
statistically significant.  However, there are some plausible explanations for why above 
average summer temperatures might impose a negative effect on land values across the 
observed temperature range.  This could be due to the positive correlation between 
warmer temperatures and weed growth; and/or possible impacts on winter cropping – 
such as the negative correlation between warmer summer temperatures and water 
availability for the subsequent winter crop, and the deleterious effects of warmer 
temperatures on an existing ripening winter crop (Ferris, Ellis, Wheeler and Hadley, 
1998; Grains Research & Development Corporation, 2011; Rawson & Macpherson, 
2000). 
Our results suggest that a 10 per cent increase in mean winter rainfall on cropping land 
will improve land values by about 40 per cent.  This is plausible because winter is the 
growing season for key crops such as wheat, which rely almost entirely on winter rainfall 
for their growing requirements (Tennant, 2000).  However, our results show that any 
marginal increase above 560mm will decrease land values.  This winter rainfall 
maximum is broadly consistent with the upper end of the crop water requirements for 
wheat, oats and barley (Brouwer & Heibloem, 1986).  Beyond this level of rainfall, 
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waterlogged soils and plant diseases, which tend to flourish in wet and humid conditions, 
begin to limit yields (Setter & Carlton, 2000; Loughman, Wright, MacLeod, Bhathal & 
Thackray, 2000).   
During the summer, our results suggest that a 10 per cent increase in mean rainfall leads 
to less than a 1 per cent increase in cropping land values.  This result is not statistically 
significant.  However, similar to summer temperature, this result could potentially be 
driven by impacts on winter crops.11  While it seems plausible to expect that higher 
summer rainfall would have a positive average marginal effect on land values (given the 
positive effect on stored soil moisture for the subsequent winter crop), there are a number 
of reasons why summer rainfall might be largely inconsequential or could in fact be 
negatively correlated with cropping land values.  For example, small amounts of rainfall 
on late stage winter crops (which in Australia are typically harvested in late October, 
November and December) can delay harvest, cause sprouting, and leave plants vulnerable 
to adverse weather effects, including fungal attack, resulting in potentially significant 
yield and quality reduction (Curtis, Rajaram and Macpherson, 2002).  Summer rainfall 
also supports weed growth and has the potential to leach fallow soils of nutrients, which 
subsequently affects the proceeding winter crop. 
On grazing land (Column C), our results suggest a 10 per cent increase in average winter 
temperatures would lead to an increase in land values in excess of 30 per cent, everything 
else held constant.  This response is similar to that observed for cropping land and, as 
                                                
11 Recall (see ‘Background‘) that the area devoted to winter cropping completely dominates the area 
devoted to summer cropping by a factor of almost 20:1 and that much of the land that is summer cropped is 
irrigated.  Hence an explanation for the impact of summer climate is much more likely to de driven by the 
effect on winter crops. 
 38 
with cropping land, given that the mean in our sample is relatively low (18.6ºC) a large 
positive effect is not implausible given that the growing conditions for cool season native 
grasses are not dissimilar to other C3 grasses like wheat (Hattersley, 1983).   
However, in summer, an equivalent 10 per cent increase in mean temperatures would 
result in almost as large a fall in land values.  This is because the implied summer 
optimum in our model is around 26ºC, which is about 1ºC below the mean in our sample.  
Although the magnitude of this negative summer result is large, the response is not 
inconsistent with the temperature response of warmer season grasses that have optimal 
growing ranges in the mid to high twenties in degrees Celsius (Sage and Kubien, 2007).   
It may also be that the temperature response on grazing land is driven by land that is 
better situated to take advantage of marginal seasonal effects.  For example, warm season 
grasses typically require relatively high temperatures for optimum growth and will 
become much less productive or even dormant when temperatures drop below some 
threshold (Moore, Sanford & Wiley, 2006).  Therefore, higher winter temperatures that 
are likely to prolong the summer growing season for these plants may drive the winter 
results (i.e., warmer winter temperatures are better).  Similarly, for winter grasses, high 
summer temperatures will cause the grasses to enter a summer dormancy, hence cooler 
summer temperatures are advantageous to prolong the growing season (i.e., cooler 
summer temperatures are better) (Volaire and Norton, 2006). 
We find that, for grazing land, both the winter and summer rainfall coefficients are 
statistically significant, which is consistent with distinct summer and winter growing 
seasons (Mallett and Orchard, 2002).  For winter rainfall, a 10 per cent increase around 
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the mean would increase land values by about 24 per cent, with an optimum around 
710mm (in the top 99.99th percentile of the data).  For summer rainfall, a 10 per cent 
increase implies a much smaller, but not insignificant, increase in land values of around 5 
per cent, with an optimum at 485mm.   
Is there a difference between cropping and grazing climate 
response functions? 
As described above, we observe differential responses to climate according to land use 
and these responses appear to be of practical significance.  But are they statistically 
significant?  We test whether the specifications are statistically different in climate by 
testing for equality in each pair of climate coefficients from pooled regressions (i.e., the 
specification in Column A in Table 1) on cropping land and grazing land respectively.  
That is, we test that !!"#$$%&'! =!!"#$%&!!  for each of the k climate variables.  We also test 
for equality in each pair of climate coefficients using the QIC criterion selected 
specifications (Columns B and C in Table 1) and assuming that the ‘missing’ regressors 
(e.g., summer temperature squared does not occur in the cropping specification) imply 
equality with 0.  We implement these procedures using the Stata suest command which 
combines parameter estimates and associated covariance matrices to provide valid test 
statistics for cross equation restrictions (StataCorp, 2013). 
In both the pooled and QIC selected specifications we find very strong statistical 
evidence (p-values < 1 per cent under the null hypothesis of equality for each pair of 
climate coefficients) to support a separate cropping and grazing land specification for 
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summer climate.  However, we find only weak statistical evidence to support separate 
land use specifications in winter climate. 
Land value projections 
To sum up the discussion above, and to provide context for the climate change damage 
analysis that follows, we project land values for Australian broadacre agriculture using 
the QIC selected models.  The results are illustrated in Figure 3. 
Figure 3 - Current land value projections ($AU2013) 
The largest agricultural land use is low value grazing land worth less than $100 per hectare.
Note: log scale. 
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We find an average value of broadacre agricultural land of approximately $630 per 
hectare in 2013 dollars.  Consistent with Figure 1, the highest value land is located on the 
improved pasture and cropping lands, while the relatively arid interior is dominated by 
very low value per hectare grazing land. 
Climate change impacts  
In the damage estimates below, we analyse the impact of climate projections produced by 
the CSIRO mk3.5 atmospheric and oceanic global climate model (World Climate 
Research Programme Coupled Model Intercomparison Project Phase Three (WCRP 
CMIP3) data archive12).  The CSIRO mk3.5 model projections supersede those reported 
in the Fourth IPCC Assessment Report (Gordon et al, 2010). 
We use three sets of climate projections based on three different emissions scenarios 
within the Special Report on Emission Scenarios: scenario B1 (low emissions); A1B 
(medium emissions); and A2 (high emissions) (Nakicenovic & Swart, 2000).  The 
climate projections are reported at a relatively coarse scale corresponding to a resolution 
of 1.875°latitude by 1.875°longitude (Gordon et al, 2010).  We fit these projections to the 
climate grid described in the ‘Climate data’ section above using a thin-plate smoothing 
spline.  We construct identical variables to those in the regressions, using the projected 
daily maximum and minimum temperatures and monthly rainfall from the CSIRO model 
output. 
                                                
12 https://esg.llnl.gov:8443/index.jsp 
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We calculate the mean climate for the periods 2021-2050 (mid-century) and 2071-2100 
(end-century).  For the purposes of estimating economic damages: for temperature we 
normalise (to control for calibration issues) the mid- and end-century climate projections 
by demeaning them using the projected climate for the period 2000-2010, and then we 
add the normalised means to the actual climate for the period 1976-2006; and, for 
rainfall, we normalise the mid- and end-century climate projections by taking the 
proportionate difference compared to the projected climate for the period 2000-2010 and 
then multiplying the actual climate for the period 1976-2006.13 
Statistical properties of the climate projections 
We find clear statistical differences in the trends driving the temperature simulations in 
each of the three emissions models, which we report separately in the analysis below.  
However, with reference to Figure 4, when we compare the mean, the variance and the 
trend for each of the rainfall simulations in the three emissions models we find no 
statistical difference between the three models.  In addition, we conduct a Kolmogorov-
Smirnov test for equality of distribution functions.  We define a bootstrapped test statistic 
for each pairwise correlation under the null of identical distributions.  We cannot reject 
the null in any case, and we find that the smallest pairwise difference returns a p-value of 
0.35.  Given these results, in the analysis below we pool the rainfall simulations and treat 
them as three random draws from an identical distribution.  
  
                                                
13 We take the absolute difference (as opposed to the proportionate difference) in temperature because 
temperature can be measured on a Kelvin, Celsius and Fahrenheit scale and take on positive and negative 
values. 
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Figure 4 - Mean projected rainfall for Australia, 2001-2100 (CSIRO mk3.5 model) 
The three CSIRO rainfall projections for the 21st century are statistically indistinguishable. 
Source: WCRP CMIP3 data archive. 
Table 2 shows the climate means for each of the temperature and rainfall scenarios 
reflecting the discussion above (i.e., distinct temperature scenarios but pooled rainfall) for 
winter and summer and a comparison to the historical mean.  For reference we also 
present the standard deviation of the absolute difference.  This comparison shows that the 
climate will become hotter and dryer on average by the end of the century.  But this 
change is not uniform across the seasons, with winter likely to become proportionately 
much warmer and much dryer than the summer (in fact at mid-century, the average 
summer might actually be a little wetter).  Specifically, by the end of the century, mean 
winter temperatures will increase by almost 4ºC – or more than 20 per cent in the high 
emissions scenario – which is as much as 8 percentage points higher than the equivalent 
projected change in mean summer temperatures.  This difference is even starker for 
rainfall, although the precision of these statistics is relatively less precise than the 
temperature projections.  The proportionate decrease in mean winter rainfall compared to 
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the historical mean by the end of the century could be as much as one third compared to a 
less than 5 per cent decrease during the summer. 
Table 2 – Comparison of climate means: Historic vs CSIRO mk3.5 model.  
Note: per cent change from the historical mean in parentheses.   
Damage estimates 
Land value and land use projections under the changes in climate predicted by the CSIRO 
mk3.5 model are summarised in Table 3.  Panel a. of Table 3 presents the predicted mean 
land values with bootstrapped 95 per cent confidence intervals, and the per cent change 
compared to the projected mean (and the confidence intervals) derived using the 
empirical estimates.  Panel b. presents land use projections for cropping land and the per 
cent change compared to the projected current land use. 
  
Historical 
18.43
mean
difference 1.2 (6.4) 1.3 (7.0) 1.3 (6.9) 2.5 (13.6) 3.5 (19.2) 3.9 (21.3)
σ (diff)
Historical 
27.17
difference 1.1 (4.2) 1.3 (4.7) 0.9 (3.4) 2.6 (9.6) 3.6 (13.4) 3.4 (12.5)
σ (diff)
Historical 
156.61
difference -16.5 (-10.5) -51.0 (-32.6)
σ (diff)
Historical 
298.04
difference 8.9 (3.0) -15.2 (-5.1)
σ (diff) 26.1 23.1
282.9306.9
0.29 0.21 0.24 0.49 0.46 0.47
140.1 105.6
Summer Rainfall (mm)
Mid-century End-century
13.2 27.4
29.8 30.8 30.6
Summer Temperature (ºC)
Mid-century End-century
Winter Rainfall (mm)
0.23 0.30 0.28 0.42 0.51 0.41
Mid-century
Winter Temperature (ºC)
Mid-century End-century
low medium high low medium high
28.3 28.5 28.1
19.719.6
low medium high
19.7 20.9 22.0 22.4
highmedium low
End-century
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Table 3 - Impacts of predicted climate change on Australian dryland agriculture (CSIRO mk3.5 model) 
 
1 Compared to the current mean land value. 2 The confidence intervals are bootstrapped based on resampling 500 times 
at the cluster level. 
Compared to the current average, land values are predicted to fall by around 10 per cent 
by the middle of the 21st century (although with a very wide confidence interval); and, in 
a worst-case scenario, by as much as 38 per cent on average by the end of the century.  
The amount of cropping land is projected to decrease by at least 41 per cent by the end of 
the century. 
Interestingly, with respect to land values, the worst case does not materialise under the 
high emissions scenario (it rather occurs under the low emissions scenario).  Exactly 
which climate effect drives this outcome is illustrated in Figure 5, which shows the 
results from simulating the impact on agricultural land values of varying temperature (ºC) 
and rainfall by up to 20 per cent in either direction, and will be discussed further below. 
There are two key points to take from Figure 5: (i) land values are largely invariant to 
changes in summer rainfall, and (ii) seasonal temperature impacts on land values are 
broadly offsetting for equivalent proportionate increases in temperature.  However, as 
temperature increases exceed approximately 10 per cent, the positive impact from rising 
winter temperatures more than offsets the negative impact from rising summer 
Panel&a.
Climate&scenario
Mean Mean
Current $630 ($554, $751)
low $571 ($493, $717) =9% (=22%, 14%) $389 ($327, $499) =38% (=48%, =21%)
medium $568 ($490, $711) =10% (=22%, 13%) $394 ($323, $516) =37% (=49%, =18%)
high $590 ($508, $735) =6% (=19%, 17%) $422 ($347, $551) =33% (=45%, =13%)
Panel&b.
Current 74.6
low 62.2 =17% 40.8 =45%
medium 62.8 =16% 40.5 =46%
high 64.8 =13% 43.7 =41%
per&cent&change per&cent&changeCrop&land&(millions&ha) Crop&land&(millions&ha)
MID=CENTURY
per&cent&change1
END=CENTURY
per&cent&change1land&value land&value
95%&Conf.&int.295%&Conf.&int.2
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temperatures, resulting in a net increase in average land values.  This effect is made 
obvious in Figure 6, where we have reversed the right hand vertical axis. 
Figure 5 - Impact on land values (vertical axes) from simulated change in climate (horizontal axis) 
Temperature effects are largely offsetting, while winter rainfall completely dominates summer rainfall. 
 
Figure 6 – Impact on land values (vertical axis) from simulated change in temperature (horizontal axis) 
Note that the right hand axis is reversed. 
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From these two points we can deduce that the critical driver of lower agricultural land 
values under the CSIRO projections is decreased winter rainfall.  But we can go further.  
With reference to Table 2, we know that, on average, the proportionate increase in winter 
temperature exceeds the proportionate increase in summer temperature in every climate 
scenario – implying that on net, holding rainfall constant, rising temperatures increase 
land values.  Therefore, on average, the damage caused by climate change is entirely 
driven by reductions in winter rainfall. 
The outcome of this analysis is illustrated in Figure 7, which shows the distribution of 
absolute damages under the low emissions scenario.  More than 95 per cent of 
agricultural land sustains some damage, and almost 8 per cent of land sustains damage of 
more than $1,000 per hectare.  The areas that appear to be least impacted, and could 
potentially see a minor benefit, are predominantly confined to the south-west of Western 
Australia.14  Here, according to the CSIRO climate model, the reduction in mean winter 
rainfall by the end of the century is less than 6 per cent, compared to more than 30 per 
cent across the rest of the country (see Table 5 in Appendix A: State level analysis). 
 
                                                
14 Isolated parts of Victoria are also projected to see rising land values.  Note, however, that the Victorian 
Government was unwilling to supply any land sales data at reasonable cost for research purposes and hence 
we have less confidence in the projections in this area.   
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Figure 7 - Projected absolute clim
ate change dam
ages by the end of the century 
The vast m
ajority of agricultural land incurs large negative im
pacts, w
ith positive im
pacts predom
inantly confined to south-w
est Australia.  
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Are the relative damage estimates plausible? 
As discussed above, the damage estimates observed in Table 3 suggest that increases in 
temperature are good for agricultural land, holding rainfall constant.  If we expect rainfall 
effects to be broadly similar across each of the emissions scenarios (a phenomena we 
observe in the CSIRO projections), this seems to imply that higher emissions might 
minimise the damage caused by climate change.   
To investigate the robustness of this implication we need to ascertain whether the damage 
estimates are statistically distinct across the emissions scenarios.  To do this we define 
confidence intervals around the difference in the damage projections.  We bootstrap our 
model coefficients and refit the climate scenarios.  We resample with replacement 500 
times at the cluster level to preserve the spatial dependence found in the original dataset.  
We compare the difference in the fitted damage estimates between the high emissions 
scenario and the low and medium emissions scenarios.  When compared to the high 
scenario, we find that the 95 per cent confidence interval for the difference is between −2 per cent and −14 per cent for the low scenario, and between −4 per cent and −10 per cent for the medium scenario. 
The result from this analysis similarly suggests that, when we control for the econometric 
uncertainty alone, higher emissions (and hence warmer temperatures) are more conducive 
to higher value agricultural land, other things being equal.  We note, however, that given 
the closeness of the bootstrapped confidence intervals to 0, if we could similarly 
bootstrap the climate projections (for which we only have a single draw from each of the 
climate simulations), it is highly likely that the confidence intervals would imply no 
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statistical difference, and hence any inference that higher emissions would minimise 
climate damages is unwarranted.19 
Conclusion  
In a novel application for Australia, we use Ricardian analysis to model the value of 
Australian broadacre agricultural land using property scale data and controlling for land 
use.  This allows us to more accurately extract the underlying value of the land, when 
compared to census data based analysis.  We split our sample into cropping land and 
grazing land.  We find that controlling for land use is significant in practical terms, 
particularly in the summer growing season.  Without controlling for land use, cross 
sectional data would almost certainly be plagued by sample selection issues and lead to 
inconsistent econometric estimates.  We use a probit to estimate the marginal effect of 
climate on current land use and run separate GLM regressions to define the value of 
climate on cropping land and grazing land.  We combine our estimates with CSIRO 
climate projections and use them to infer the damage caused to agricultural land out to 
the year 2100. 
We find that, by the year 2050, projected climate change will cause average agricultural 
land values to fall by as much as 10 per cent; and, by the end of the century, by between 
33 and 38 per cent.  We project that more than 95 per cent of agricultural land will be 
                                                
19 This ‘higher emissions/lower damages’ outcome is not completely implausible if, for example, there is a 
sufficient supply of water to offset the increased demand for water for transpiration at higher temperatures.  
One obvious example of highly valuable agricultural land in relatively extreme temperatures is irrigated 
land in northern Australia, where average temperatures are 5ºC or 6ºC warmer on average than cropping 
land in southern Australia (see ‘Does developing a food bowl in northern Australia make economic sense?’ 
within this thesis for further detail). 
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negatively affected by climate change, with the largest damages occurring in areas 
currently devoted to cropping.  We find that the reduction in winter rainfall is the critical 
driver of damages caused by projected climate change.  While rising summer 
temperatures also drive damages to some extent, this is typically more than offset by the 
positive impacts of rising winter temperatures.  We find that the reduction in summer 
rainfall has a largely insignificant impact on agricultural land values. 
To put these damage estimates in context, we note (following Schlenker et al (2006)) that 
in the period covered by our dataset, real farm prices rose by about 50 per cent.  This 
overall rise masks three distinct, and much larger, movements in farm prices: (i) from 
1987-1992 real prices fell by a little less than 50 per cent; (ii) between 1993 and 1998 
they appreciated by about 70 per cent; and (iii) following a brief correction that depressed 
prices by about 10 per cent, in just seven years between 2001 and 2008, real land prices 
almost doubled.  In other words, a 38 per cent loss in agricultural land values, in line with 
the worst-case scenario presented above, would not be unprecedented.  Rather, it is 
within the range of fluctuations observed in the agricultural business cycle.  However, 
while business cycles come and go – with their effects potentially reversed within a 
number of years – climate change is likely irreversible.  Our analysis suggests climate 
change will act as a significant (~0.6 per cent per year) and permanent drag on 
agricultural productivity. 
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Appendix A: State level analysis 
Table 4 - Predicted changes in temperature for CSIRO mk3.5 model – by State and Territory 
 
 
Table 5 - Predicted changes in rainfall for CSIRO mk3.5 model – by State and Territory 
  
  
CLIMATE(CHANGE
State Historical, Mid/century End,century Historical, Mid/century End,century
NSW 13.7 14.9 16.9 23.9 25.2 27.4
VIC 11.1 12.1 13.6 19.0 20.2 22.0
QLD 20.0 21.3 23.3 28.3 29.5 31.6
SA 15.5 16.6 18.6 25.4 26.5 28.5
WA 18.8 20.0 22.3 27.5 28.5 30.6
South/West,agricultural,zone 14.1 15.1 17.0 22.5 23.5 25.3
NT 21.8 23.1 25.2 29.5 30.6 32.6
Australia 18.4 19.7 21.8 27.2 28.3 30.4
Per,cent,change
State Historical, Mid/century End,century Historical, Mid/century End,century
NSW C 8.9 23.6 C 5.5 14.6
VIC C 8.4 22.6 C 6.3 15.9
QLD C 6.4 16.4 C 4.0 11.5
SA C 7.3 20.0 C 4.4 12.2
WA C 6.7 18.7 C 3.8 11.4
South/West,agricultural,zone C 7.2 20.7 C 4.6 12.6
NT C 5.9 15.7 C 3.6 10.6
Australia C 6.7 18.0 C 4.1 11.8
Winter Summer
Winter Summer
State Historical, Mid/century End,century Historical, Mid/century End,century
NSW 261 236 184 215 216 209
VIC 402 360 291 170 160 147
QLD 147 133 93 381 390 370
SA 136 121 89 91 93 81
WA 150 138 114 237 256 216
South/West,agricultural,zone 303 295 285 94 88 78
NT 80 62 39 472 477 447
Australia 157 140 106 298 307 283
Per,cent,change
State Historical, Mid/century End,century Historical, Mid/century End,century
NSW = =9.4 =29.6 = 0.7 =2.8
VIC = =10.4 =27.7 = =6.3 =13.8
QLD = =9.9 =37.2 = 2.4 =2.8
SA = =10.7 =34.3 = 2.3 =10.5
WA = =8.2 =23.7 = 8.4 =8.9
South/West,agricultural,zone = =2.8 =6.0 = =6.6 =16.9
NT = =22.6 =52.1 = 1.0 =5.3
Australia = =10.5 =32.6 = 3.0 =5.1
Winter Summer
Winter Summer
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Land value projections 
Table 6 - Projected land values by State and Territory under predicted climate change 
 
Table 7 - Per cent change by State in projected land values under predicted climate change  
 
Table 8 - Per cent change in improved land by State under predicted climate change 
 
 
State Current low medium high low medium high
New'South'Wales 1,350 1,221.9 1,194.4 1,251.9 764.8 770.8 845.5
Victoria 5,828 5,331.9 5,279.6 5,565.7 4,150.1 4,185.1 4,454.9
Queensland 526 463.4 465.2 500.1 227.4 238.5 274.2
South'Australia 485 450.6 443.2 457.3 306.6 307.8 322.3
Western'Australia 364 341.3 349.6 326.4 333.9 334.6 326.2
Northern'Territory 35 23.2 22.3 29.8 12.7 9.8 15.7
Australia 630 570.9 567.9 589.8 389.5 394.5 422.1
MidEcentury EndEcentury
State low medium high low medium high
New,South,Wales %9.5 %11.5 %7.3 %43.3 %42.9 %37.4
Victoria %8.5 %9.4 %4.5 %28.8 %28.2 %23.6
Queensland %11.9 %11.5 %4.9 %56.8 %54.6 %47.9
South,Australia %7.0 %8.5 %5.6 %36.7 %36.5 %33.5
Western,Australia %6.3 %4.0 %10.4 %8.3 %8.1 %10.4
Northern,Territory %34.1 %36.7 %15.2 %64.0 %72.1 %55.5
Australia %9.4 %9.9 %6.4 %38.2 %37.4 %33.0
Mid%century End%century
State Current low medium high low medium high
New0South0Wales 46% (21.3 (21.3 (17.2 (56.2 (59.2 (54.1
Victoria 89% (6.2 (6.3 (4.9 (21.7 (23.6 (20.9
Queensland 15% (23.7 (23.0 (12.7 (71.8 (67.1 (55.9
South0Australia 18% (9.5 (9.8 (8.5 (32.4 (34.1 (32.5
Western0Australia 16% (9.5 (6.8 (14.2 (16.3 (17.7 (21.6
Northern0Territory 1% (58.8 (41.8 (11.6 (76.4 (62.6 5.5
Australia 19% (16.6 (15.8 (13.1 (45.3 (45.7 (41.4
Mid(century End(century
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Chapter 2 
Does developing a food bowl in northern Australia 
make economic sense? 
  
 
Abstract: Australia’s northern area has vast but largely undeveloped land that would be 
arable if irrigated. The prospect of a northern ‘food bowl’ has drawn political support for 
irrigation schemes from both major parties in the most recent federal election. In this 
study we consider the net economic benefits of allocating northern Australia’s divertible 
surface water to irrigation, a scheme that would require significant infrastructure costs in 
dam and canal construction. We estimate the benefits to northern Australia, using a 
Ricardian hedonic approach to forecast the economic value of constructing major new 
irrigation schemes that would be capitalised into agricultural land values.  We use 
publicly available information from existing and potential Australian irrigation schemes 
to define the cost of constructing large water storages and distribution infrastructure, as 
well as on-farm irrigation infrastructure.  We find that the costs of turning northern 
Australia into an irrigated food bowl are likely to exceed any benefits that would be 
capitalised into land prices by a multiple of between 1.1 and 3.2.  
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Introduction 
Over the past five years, Australian state and federal governments have spent in excess of 
$5001 million of public funding to support the expansion of the existing Ord River 
irrigation area in north-western Australia.  Hatched in the 1940s, the Ord River irrigation 
scheme has a history of repeated and consistent failure, despite massive public subsidies 
that, in current dollar terms, total well over $1 billion.  This is not atypical of irrigation 
ventures in the north (see, for example, the ill-fated Cambellin irrigation scheme (Yuhun, 
1989)).  Nevertheless, during the 2013 Australian federal election campaign, both major 
parties recommitted to ‘opening up’ northern Australia to intensive agricultural 
development.  In response to this, this study considers the following question: If we 
continue in the future to make additional large public investments in broad scale 
irrigation infrastructure in northern Australia, are the economic benefits likely to 
outweigh the costs? 
To address this question, we use the most up to date publicly available information to 
define the cost of building vast new surface water storage dams and the hundreds of 
kilometres of distribution infrastructure required to move water through the landscape.  
On the benefits side, we undertake a Ricardian analysis, an application of hedonic price 
theory, to estimate the value of existing irrigated land under the assumption that past 
expenditure on irrigation infrastructure is fully capitalised into agricultural land values.  
Assuming that pricing practices do not change radically in the future such that they 
actually cover the full opportunity cost of public investment in irrigation infrastructure, 
                                                
1 All $ figures refer to 2013 Australian dollars unless otherwise noted.   
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this measure provides an indicative value of the future benefits that will be capitalised 
into land values if construction of major new water storage and distribution infrastructure 
goes ahead.   
We model the value of irrigated agriculture using a quasi-likelihood generalised 
estimating equation method.  To maximize predictive performance of our econometric 
model we use a general-to-specific model selection framework based on Pan’s (2001) 
quasi-likelihood information criteria.  We subsequently use our model estimates to 
produce a heat map of the potential market value of irrigated land for all of northern 
Australia.  We find that, even in the most optimistic scenario, the costs of constructing 
surface water irrigation schemes in northern Australia will exceed any benefits 
capitalised into land values.  We project that the average value of irrigated land in 
northern Australia will be approximately $6,200 per hectare while the costs of developing 
that land will be upwards of $26,500 per hectare.   
Issues that are not considered in this analysis, but which would need to be considered in a 
full cost benefit analysis, include: environmental regulations, of which there are many; 
native title issues; the impact on down stream industries, such as fisheries and tourism; 
and the practicalities and timing of converting a potentially large swathe of northern 
Australia over to irrigated farmland. 
This paper proceeds as follows.  First, we provide some background and economic 
context about the recent push to develop agriculture in northern Australia, including a 
discussion of the practicalities, the physical environment, and the outcomes from 
previous attempts to water the north.  We then move on to discuss recent studies looking 
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at the availability of land and water in northern Australia, and provide a summary of the 
likely costs involved in large scale development of irrigated land, including the cost of 
building water storages.  Next we turn to the potential benefits, and describe our data, 
economic model and econometric estimation strategy.  We then present our empirical 
results, including projected land values for irrigated agricultural land in northern 
Australia.  We conclude with a discussion about the value of potential dam sites in 
northern Australia. 
Background 
A policy to develop the north of Australia is not new.  It has been touted repeatedly by 
Australian politicians going back at least 100 years to Australia’s second Prime Minister, 
Alfred Deakin.2  So it was no surprise that, during the 2013 Federal election campaign, 
the Coalition of the Liberal and National parties committed to exploring ways to develop 
the economy of northern Australia.  One proposal was to develop an agricultural 
‘food bowl’ that would double Australia’s agricultural output by 2030 (Mitchell, 2013).  
A similar commitment, albeit restricted to the Northern Territory,3 was also made by the 
then Labor Government during the same election campaign (Coorey, 2013; Wright, 
2013).  At least at first glance, it is clear why such proposals have been attractive. 
  
                                                
2 In his victory speech in 1906, Deakin spoke of his ambition to “people the unpeopled shores…connecting 
them with the south and ourselves with…trunk lines which will bind us together as one great whole” 
(Deakin, 1906). 
3 The Northern Territory is a self-governed Territory of the Commonwealth of Australia.  The term 
‘northern Australia’ is a geographical area that encompasses approximately 120 million hectares that spans 
parts of the Northern Territory and the states of Western Australia and Queensland.  
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Figure 1 - Northern Australia (Panel A) - Geographic context (Panel B) 
Source: Google Maps EngineLITE 
With reference to Figure 1, northern Australia is strategically located in the Asia-Pacific.  
If the north of Australia were developed into an agricultural food bowl, it would be 
strategically placed to access markets within the huge and growing economies of 
Southeast Asia as well as the world’s second and third largest economies, China and 
Japan respectively (World Bank, 2014).  The Asia-Pacific is home to a rapidly growing 
middle class (Barton, Chen & Jin, 2013) and in the midst of food safety concerns in the 
region, China in particular (Lubman, 2011; McDonald, 2012), demand for Australia’s 
high quality produce is likely to drive export earnings into the future (Port Jackson 
Partners, 2012; Austrade, 2012).  Darwin, Australia’s northern most capital city, lies just 
four hours flight time from the Indonesian capital, Jakarta; a little less than six hours 
flight time from Hong Kong; and is home to a natural deep water port.   
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In addition to its strategic location, northern Australia hosts a large natural resource base.  
Of its total 120 million hectares between six and 17 million hectares is arable land4 – 
which World Bank (2013b) figures indicate constitutes between 11 and 38 per cent of 
Australia’s current total arable land resource.  Northern Australia also has vast water 
resources.  Every year approximately one million Gigalitres (GL) of rain falls over 
northern Australia, generating approximately 200,000GL of surface water runoff 
(Cresswell et al, 2009).  This represents approximately one third of Australia’s total 
average rainfall and more than half of Australia’s total average runoff (Bureau of 
Meteorology (BoM), 2013; Kollmorgen et al, 2007; Brouwer et al, 1985).   
In 2011-12, Australia irrigated 2.14 million hectares of land with 8,170GL of water.  This 
implies an average application rate of approximately 3.8 Megalitres (ML) or 0.0038GL 
per hectare (Australian Bureau of Statistics (ABS), 2013b).  At this application rate, 
northern Australia would need between 22,800GL and 64,600GL of water per annum – 
which represents between approximately 11 and 32 per cent of its total annual runoff – to 
irrigate its entire stock of arable land.  The potential value of this irrigated land is 
significant.  Meyer (2005) suggests irrigated agriculture produces somewhere between 30 
and 50 per cent of total agricultural profits in Australia on less than one per cent of total 
agricultural land.   
Put simply, these profit estimates imply that irrigated agriculture is up to 100 times more 
valuable, per unit of land, than non-irrigated agriculture, implying that irrigated 
agriculture in the north has the potential to be highly profitable - particularly off-season 
                                                
4 Defined as land suitable for cropping or improved pastures. 
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cultivation of temperate annual crops including sorghum, rice, maize, soybean and 
cotton.  These types of crops tend to support higher yields in the relatively cool dry 
months in northern Australia; and water logging, insect and plant diseases - which can 
devastate crops in the wetter months - are much more manageable in the dry season 
(Chapman, Sturtz, Cogle, Mollah & Bateman, 1996). 
Where’s the catch?  
These high level statistics paint a positive picture of northern Australia’s agricultural 
prospects and the possibility of giving life to the food bowl proposal.  In fact, the north 
already has some well-established extensive agricultural industries, such as livestock 
production.  But the success of extensive agriculture is based on extremely large farms 
earning relatively low profits per hectare.  For example, the average cattle farm in the 
Northern Territory is 280,000 hectares – more than 20 times bigger than the Australian 
average – and can be as large as one million hectares.  But average profit per hectare for 
cattle farms is a fraction of that earned on Australian cropping land (Australian Bureau of 
Agricultural and Resource Economics and Sciences, 2013a; Cook, 2009).  Could northern 
agriculture move from farming primarily grazing land to radically more profitable 
cropping land? 
This depends on whether key methods for cultivating cropping land - intensive dryland 
agriculture or irrigated agriculture - could be successfully implemented in the north.  And 
this is where northern Australia’s seemingly bright agricultural prospects begin to dim.  
Harsh environmental conditions in the north (compared to southern Australia) 
fundamentally constrain the development of intensive dryland agriculture 
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(Chapman et al, 1996).  The soils of northern Australia are ancient and infertile with low 
levels of nitrogen and phosphorous.  Soil erosion rates are high even on relatively gentle 
slopes and the soil resource itself is often characterised by shallow depth and high acidity 
(Wilson et al, 2009).  Soils have a tendency to form strong surface seals during both 
wetting and drying cycles and a low capacity to hold water (Chapman et al, 1996). 
On average, northern Australia is wetter and hotter than the south.  Mean rainfall in the 
north is higher on average than the south, but is offset by far higher seasonal variability 
and intensity in the north (Chapman et al, 1996).  For example, the northern water 
resource is driven almost entirely by wet season rainfall, with 94 per cent of the rain 
falling in the six months to April (Australian Commonwealth Scientific and Industrial 
Research Organisation (CSIRO), 2009).  The wet season is characterised by extensive 
and prolonged flooding events in low-lying coastal areas that can penetrate many 
kilometres inland (CSIRO, 2009; Wilson et al, 2009).  The subsequent six month long 
dry season is aptly named, with a majority of rivers in the north completely empty for 
two-thirds of the year (Cresswell et al, 2009).   
Mean annual temperatures are typically above 24ºC – as much as 10ºC higher than in 
southern agricultural zones (BoM, 2013). Average maximum daytime temperatures are 
between 30ºC and 33ºC.  This is much hotter than the south, and well above the yield 
maximising temperature even for tropical crops (Webster et al, 2009).  So while the north 
does not suffer the yield limiting frosts of the south, for as much as ten months of the 
year, potential evapotranspiration exceeds precipitation - meaning the environment is 
severely water limited (Cresswell et al, 2009).  This contrasts sharply with southern 
agricultural zones, where rainfall is much more evenly distributed.   
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Taken together, these environmental characteristics – infertile soils, extreme heat, and 
highly variable and intense rainfall - suggest the north is not well suited to farming at all, 
let alone the temperate dryland cash crops like wheat and barley, which are grown 
predominantly during the southern winter and spring.   
On its face, the vast water resources of northern Australia might imply positive prospects 
for irrigated agriculture.  As already noted, the north receives more than one third of 
Australia’s total average rainfall and more than half of Australia’s total average runoff.   
But the same environmental conditions that hinder intensive dryland farming also make 
water storage - a necessary condition for irrigated agriculture - relatively difficult.  The 
generally hot climate and high evaporation rates (as much as 50 per cent higher than 
southern Australia (BoM, 2013)) mean large, deep dams are required.  But the relatively 
flat topography of northern Australia means such water storage options are limited – both 
in number and capacity.   
In total, northern Australia has 11,170GL of water storage, 90 per cent of which is 
provided by a single reservoir, Lake Argyle, at 980 square kilometres (Webster et al, 
2009; Australian National Committee On Large Dams Incorporated, 2012).  This 
situation in the north contrasts with Australia’s single biggest existing irrigation region, 
the Murray-Darling basin (MDB) in south-eastern Australia.  According to the ABS 
(2013a; 2013b), the MDB produces approximately 40 per cent by value of total annual 
Australian agricultural output on 16 million hectares of arable land.  In 2011-12, 
approximately 5.88GL of water was applied to 1.41 million hectares of irrigated land in 
the MDB and the value of irrigated output was $6.7 billion and accounted for 49 per cent 
of total Australian gross value of irrigated agricultural production.   
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The MDB receives approximately 530,000GL of annual rainfall which produces just 
23,609GL of surface water runoff – not much more than 10 per cent of the northern total 
(ABS, 2008; ABS, 2012a).  Unlike in the north, however, the MDB has very well 
developed water storages and a sophisticated water trading system based on 25,000GL of 
public water storage capacity (Murray Darling Basin Authority, 2013) and another 
5,000GL—10,000GL in private storage (Productivity Commission, 2010).  In addition, 
much of the rainfall in the MDB occurs in the highland headwaters of the major river 
systems before running inland for thousands of kilometres, providing numerous 
opportunities for capture and storage, before reaching the sea.  By contrast, in northern 
Australia much of the rain falls on the coast, well away from the headwaters of the 
region’s rivers.  This means runoff has relatively short distances to run to the sea, and, 
combined with the flat topography, leaves few opportunities for capture and storage 
(Cresswell et al, 2009). 
Previous efforts to irrigate the north: a cautionary tale 
As with political interest in developing the north, efforts to irrigate the north are not new.  
Born out of a Royal Commission in 1940 (Fyfe, 1940), irrigation in the north began with 
the construction of a $6 million ($83 million in 2013 dollars) diversion dam on the Ord 
River in Western Australia in 1963 and the creation of the Ord River Irrigation Scheme 
(Davidson & Graham-Taylor, 1982).  The results were disappointing.  Farmers failed to 
profitably produce any crops, despite a range of explicit subsidies and price supports.  
Nevertheless, in 1969 construction of the main dam and associated works proceeded, 
funded by an Australian Government grant of $48 million ($700 million in 2013 dollars).  
Given its capacity, the main dam potentially opened up more than 70,000 hectares of land 
 64 
to irrigation.  But, again, by the early 1980s farmers had failed to profitably produce 
anything they planted and remained entirely dependent on subsidies (Davidson & 
Graham-Taylor, 1982).  The cotton industry collapsed amid “pretty much total disaster” 
in 1974, unable to deal with insect pests (Lewis, 2004a); and, more generally, all crops 
produced in the Ord River were both more expensive to produce, due to cost of freighting 
in fertilisers and expensive labour, and less profitable than those produced by their 
southern counterparts (Chapman et al, 1996; Davidson & Graham Taylor, 1982).   
The experience with sugar has been no different.  In 1996, CSR constructed a sugar mill 
at Kunnunura, but sold it after six years to South Korea’s biggest food producer, Cheil 
Jedang (Lewis, 2004b).  The sugar mill, and the industry, subsequently folded in 2007 
after plans to expand the irrigation region to support increased throughput in the mill 
stalled (Thompson, 2012).  Despite this apparent tale of woe, since 2007, the Western 
Australian Government has invested $311 million as part of the Ord Irrigation Expansion 
Project (the second stage of the original Ord River scheme) and the Australian 
Government has spent $195 million on social infrastructure including housing, schools, a 
hospital and on expanding port facilities.  The project has delivered 31 kilometres of new 
irrigation supply channel, as well as 40 kilometres of roads, to support the future 
development of 14,680 hectares of irrigated farming land (Barnett, 2012; Department of 
Regional Development and Land (DRDL), 2009).  In late 2012, a ‘lease and develop’ 
agreement was signed by the Chinese owned company Kimberley Agricultural 
Investment (KAI) under an agreement with the Western Australian Government to 
develop 13,400 hectares of land for irrigation.  KAI has reportedly committed to spend 
$700 million developing the land with a goal of restarting sugar production to feed a new 
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$450 million sugar mill (McConnon, 2013a).  But with 13,400 hectares of land expected 
to yield just 500,000 tonnes of sugar cane - well short of the required 2 million tonnes 
required to make investment in sugar production profitable – the commitment appears to 
be conditional on getting access to significantly more land.  The owner of KAI has 
publicly stated “We need more land and a bigger supply of sugar cane; we don’t have 
enough yet” (Neales, 2012).  So despite actual or committed expenditure since 2009 of 
well in excess of $1 billion, no crops have been planted, the construction of the sugar mill 
remains dependent on the opening up of more land (and presumably more publicly 
funded infrastructure) and the success or otherwise of this latest investment in the Ord 
River remains to be seen (McConnon, 2013b). 
What are the possibil it ies? 
But what if we could guarantee more land and, more importantly, the water to irrigate it?  
The most recent review of irrigation opportunities in northern Australia was the Northern 
Australia Land and Water Science Review (NALWSR).  The NALWSR found that due to 
the lack of availability of surface water, no more than 120,000 hectares, or less than 1 per 
cent of the 17 million hectares of potentially arable land, could be exploited for irrigation 
and that this would be sourced entirely from groundwater.5  The NALWSR largely 
dismisses the idea of additional surface water exploitation, let alone surface water 
storages, claiming “All water is fully in use…The water balance is closed” (Cresswell et 
                                                
5 Due to the low recharge rate in northern Australian aquifers, groundwater offers a very small irrigation 
multiplier.  Specifically, Webster et al (2009) assume that the size of the groundwater recharge zone should 
be at least 3 orders of magnitude larger than the irrigated land it’s required to support.  The area of 
Northern Australia is 120 million hectares, hence a relatively paltry 120,000 hectare of land is available for 
groundwater fed irrigation. 
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al, 2009).  They cite the biophysical difficulties - high evaporative losses, lack of suitable 
sites – as well as the difficulty of navigating a host of environmental regulations 
(including RAMSAR wetlands and ‘wild rivers’ designations) and broader, somewhat 
nebulous, claims about society’s unwillingness or inability to fund such an endeavour 
(Ross, 2009; Webster et al, 2009).  While the former are certainly potentially difficult 
obstacles to overcome, on the purely practical question of the availability of water for 
irrigation, evidence suggests that significant sustainable sources of surface water have 
been investigated and do exist.  The most recent assessment of divertible water resources 
was undertaken by the Australia Water Resources Council (AWRC) in 1985.  The 
AWRC (1988: 14) defined a ‘divertible water resource’ as… 
The average annual volume of water which, using current technology, could be removed from 
developed or potential surface water or groundwater sources on a sustained basis, without 
causing adverse effects or long term depletion of storages. 
And with specific reference to major divertible surface water resources: 
The volume of water which can be diverted on a sustained basis into conventional water supply 
systems or to substantial private users, utilising existing storages and potential dam sites 
[emphasis mine] identified by investigation or indicated by preliminary reconnaissance. 
Using this definition, the AWRC found that northern Australia had around 35,200GL of 
divertible surface water resources of which just over 33,000 was not already being 
utilised.  More recently, in 2009 the Northern Australia Sustainable Yields (NASY) study 
modelled streamflow estimates that they characterised as “the most comprehensive 
hydrological modelling ever attempted for the region” (Petheram, Rustomii & 
Vleeshouwer, 2009: iii).  Although the NASY did not consider the potential for new 
surface water storages (i.e. dams), nor independently assess divertible yield, the study did 
provide a basis to update the 1985 figures (Petheram et al, 2009: 50).  Specifically, taking 
the ratio of the AWRC divertible resource to the total AWRC assessed resource and 
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multiplying by the NASY streamflow volume, gives an updated estimate of the divertible 
yield.  The implied NASY divertible surface water estimates return a range of between 
approximately 32,000GL and 56,000GL for mainland northern Australia.  As noted 
above, even at the low end, this quantum of stored water is at least as much as is available 
in the entire MDB. 
How much land is available? 
The NALWSR (Wilson et al, 2009) included a land suitability report of northern 
Australia’s soil resources designed to assess the region’s ability to support a variety of 
crop types.  The crop types assessed were: (i) annual crops (e.g. wheat, peanuts and 
cotton); (ii) perennial crops (shrub, vine and tree crops); (iii) rice; (iv) forestry; and, (v) 
improved pastures.  The suitability report found that between 30 and 41 per cent (or 
36 million and 50 million hectares respectively) of northern Australia was moderately 
suitable for annual and perennial cropping, and as much as 60 per cent, or 72 million 
hectares, for improved pastures.  At least 14 per cent (and as much as 19 per cent), or 17 
million hectares, of the land was deemed to be high quality arable land.  That is, it 
presented no, or only minor, limitations for a combination of annual or perennial 
cropping and improved pastures.  As the NALWSR (Wilson et al 2009: 5) acknowledges, 
this quantum of arable land “represents a potential significant addition to the national 
agricultural resource base.”   
How much land can we irrigate?  
As illustrated in Table 1, the average application rate per hectare for irrigated land in 
Australia in 2011/12 was 3.8ML per hectare.  If we fully allocated 56,000GL (the upper 
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range of the divertible surface water estimates for northern Australia derived above) of 
water at this rate, we could irrigate approximately 14.7 million hectares, or 87 per cent, of 
the total 17 million hectares of potentially arable land in northern Australia.  But there are 
two additional water use constraints that need to be considered.   
Table 1 - Irrigation application rates in Megalitres per hectare (2002-2012) 
Source: ABS (2005-2013). 
First, the average application rate ignores distribution losses involved in conveying water 
from the reservoir to the crop.  In open channel irrigation systems that typify much of the 
Australian irrigation network, these losses can run as high as 30 per cent (Irrigation 
Review Steering Committee, 2005).  In fact, over the last decade, approximately 
25 per cent of total water delivered by irrigation water suppliers across Australia was lost 
prior to reaching the crop (ABS, 2004-2013).   
Second, as described in the Background section of this paper and illustrated in Figure 2, 
northern Australia is considerably hotter and drier than the south of Australia.  For 
example, regions within northern Australia experience evaporation rates exceeding 
Year Australia NSW QLD VIC SA WA NT TAS Kimberley
2002;03 4.4 4.6 4.3 4.2 4.9 6.5 4.7 2.4 14.5
2003;04 4.3 4.4 4.3 4.1 5.2 5.7 3.8 2.6 11.3
2004;05 4.2 4.1 4.8 3.7 4.8 4.8 4.0 2.7 12.1
2005;06 4.2 4.6 4.3 3.8 4.1 5.1 3.1 2.5 10.6
2006;07 4.0 3.8 4.0 3.8 4.8 5.5 3.2 3.0 9.4
2007;08 3.4 3.2 3.6 3.1 3.9 4.5 3.2 2.8 9.1
2008;09 3.7 3.8 3.8 3.2 4.2 4.7 3.6 3.0 6.3
2009;10 3.6 3.6 4.0 3.4 3.8 5.0 3.7 2.7 8
2010;11 3.4 4.1 3.6 2.3 3.4 4.6 3.7 2.1 7.2
2011;12 3.8 4.5 3.8 2.9 4.0 4.9 3.9 2.3 8.1
Average 3.9 4.1 4.1 3.5 4.3 5.1 3.7 2.6 9.7
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3,200mm or 3.2m per year meaning that on average, crops grown in the north have 
relatively high transpiration rates and hence higher water requirements.6   
Figure 2 - Average annual evaporation (mm) – 1975-2005 
Evaporation rates in northern Australia can be two or three times as high as southern Australia. 
Source: Bureau of Meteorology (2013). 
Although the Northern Territory achieved an application rate of just 3.7ML per hectare 
on average over the last decade - consistently below the national average – the Kimberley 
statistical division, which encompasses the Ord River irrigation region, requires much 
                                                
6 Plants require water as a cooling mechanism, a transport medium for nutrients and as an input to 
photosynthesis.  The mechanism by which water is obtained and cycled through the plant is known as 
transpiration.  Transpiration is driven by the evaporation of water into the surrounding atmosphere via 
openings in the leaf called stomata.  Loss of water causes a decrease in hydrostatic water pressure within 
the leaf and this pressure imbalance forces water (and nutrients contained in the soil) to be drawn up from 
the soil through the roots via osmosis.  When the stomata are open CO2 enters. Hence the importance of an 
adequate source of water: if water is unavailable, transpiration must proceed at a relatively slower rate 
which in turn will limit the rate of photosynthesis, the rate of nutrient uptake and the ability of the plant to 
remain cool (Reece et al, 2011).  All these factors in turn will conspire to limit crop yield (Tennant, 2000). 
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more water to produce any given crop.  Over the past decade, irrigation application rates 
in the Kimberley have averaged approximately 10ML per hectare with a range from 
6.3ML per hectare to 14.5ML per hectare - anywhere from 1.5 – 3.5 times higher than the 
national average over the same period (ABS 2005-2013).7 
When we take these two constraints into consideration (i.e., we assume distribution losses 
of 25 per cent and an average application rate of 10ML per hectare), rather than being 
able to irrigate 14.7 million hectares, fully allocating between 32,000GL and 56,000GL 
of water would only irrigate between 2.4 million and 4.2 million hectares, or almost ¼ of 
the total arable land in northern Australia.  This is still an extremely large amount of 
irrigated land: at its maximum extent, approximately 2.5 million hectares of land was 
irrigated in a single year in Australia (ABS, 2012b).  Therefore, under the assumptions 
outlined above, in full production, northern Australia’s irrigated land resource would 
almost double Australia’s total irrigated land. 
What would it  cost? 
At a minimum, irrigation requires three things: a water source; a distribution system; and 
improved farm land.8  All three of these improvements are capitalised into the market 
value of land.  For the purposes of analysing the net economic benefits accruing to the 
                                                
7 Sugar cane, KAI’s preferred crop, is particularly water intensive.  The Ord River achieved water 
application ‘efficiencies’ of 20ML per hectare in the early 2000s.  By contrast, in Queensland the vast 
majority of the Australian sugar crop is produced with application rates of 5ML per hectare (ABS, 2005). 
8 We ignore for brevity the issue of roads and power supply infrastructure.  The construction and 
maintenance of local roads are nominally borne by local government, which raises funds via the levying of 
annual rates.  However, perusal of annual accounting reports shows that road construction and maintenance 
are often heavily subsidised by State and Federal government grants (See for example, Shire of Wyndham 
East Kimberley, 2006-2013). 
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northern Australia scheme, we need to know how these elements are incorporated into the 
current market price of land.  For example, if irrigators pay a fee for access to bulk 
infrastructure, such as dams and distribution canals, and that fee covers the full 
opportunity cost of the investment, it will be capitalised into current market prices.  That 
is, the current sale price of the land incorporates the net present value of the fee, or in 
other words, the cost of building infrastructure in northern Australia, assuming cost 
equivalence, is built into the market price.  On the other hand, if irrigators pay something 
less than the full opportunity cost of the infrastructure – which the evidence suggests they 
do (Parker & Speed, 2010) - then they are effectively being subsidised, and the value of 
the subsidy - in this case some proportion of the cost of constructing the infrastructure in 
northern Australia - needs to be netted off the current market value of land.   
In 2008 (the most recent observation in our dataset) fees for access to irrigation 
infrastructure did not cover the opportunity cost of bulk irrigation supply infrastructure.  
In fact fees were levied in line with a ‘lower bound’ cost designed to cover asset 
depreciation, but specifically did not “make provision for the cost of asset consumption 
and cost of capital” (Department of the Environment, Water, Heritage and the Arts, 
2010).  Prior to that time, costs levied on irrigators did not even cover this lower bound 
(Queensland Competition Authority, 2010).  In effect, under this type of a pricing regime, 
the asset is provided free to irrigators - meaning that the full construction cost needs to be 
netted off the market value of irrigated land derived below.  
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 Cost of a water source 
Assuming that bulk quantities of water for irrigation cannot be extracted with any 
reliability from existing river systems, new water storages will need to be constructed.  
To estimate the cost of building these storages we can look at the cost of recent irrigation 
dams built in Australia and current replacement costs of existing infrastructure.  In the 
last 20 years, three large dams with capacity in excess of 50GL have been built for the 
purpose of supplying water for irrigation.  These are listed in the first 3 rows of Table 2.  
In addition, estimates are available for the cost of replacing water storages in a number of 
Queensland irrigation schemes and these are listed in rows 4-6 of Table 2.  The average 
cost per ML of water stored in these dams is approximately $670 in 2013 dollars.  
Table 2 - The cost of storing water for irrigation in Australia. 
Source: The Australian National Committee on Large Dams Incorporated 2012; Network Economics Consulting Group 
2001; Queensland Competition Authority 2010, 2011; Water Corporation 2001. 
But water stored is not water applied to the crop.  We need to know how much water a 
dam can reliably supply for irrigation per year and how much water is required for each 
crop.  For example, if a dam yields 50 per cent of its storage capacity per year – broadly 
in line with a number of existing irrigation dams in Queensland - and that water is 
delivered to the farm gate with 25 per cent losses, then for one ML delivered to the farm, 
Dam$(year$completed)
2013$dollars
Cost$6$2013$($millions) Capacity$(GL)
Stored$water
Cost$per$ML$(Stored)
Applied$water
Area$currently$Supplied$(ha) Cost$per$Ha
Teemburra$Dam$(1996)
New$Harvey$Dam$(2002)
Burnett$River$Dam$(2005)
Burdekin$Falls$Dam$(1987)
Tinaroo$falls$dam$(1958)
Borumba$Dam$(1964)
Average
65.5 147.5
76.4 59
246.9 300
820.4 1860
244.2 439
21.1 46
6 6
$444
$1,295
$823
$441
$556
$458
$670
not.available not.available
not.available not.available
40,000 $6,172
45,000 $18,232
17,000 $14,364
3,500 $6,019
$11,196
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2.67ML needs to be stored.9  We know that the average farm uses 3.8ML per hectare per 
year, implying that the average farm requires about 10ML of storage capacity.  At $670 
per ML this equates to $6,700 per hectare which is broadly comparable with the lower 
end of the costs presented in column 6 in Table 2.  As outlined above, water requirements 
in the driest parts of northern Australia are likely to be more like 10ML per hectare on 
average or higher;10 and growing sugar in northern Australia is likely to require as much 
as 20ML per hectare, which equates to between $18,000 and $36,000 per hectare using 
the same assumptions as outlined above. 
Unless a relatively inexpensive (per ML) water storage can be found, the cost of 
delivering large amounts of water to a farm can be extremely expensive.  These storages 
do exist, and the Ord River dam is one such example, with the inflation-adjusted cost of 
the dam of $305 million equating to a cost per ML of storage of just $53.  However, 
given the relatively low annual yield of water for irrigation from Lake Kununurra, at 
around 13-19 per cent of total storage,11 due to high environmental water requirements 
and evaporation, these cost savings become an economic imperative.  That is, at 13 per 
cent yield and 25 per cent distribution losses, 10.25ML is required for each ML delivered 
to the farm; and as outlined above, with the average water use by a farm in the Kimberley 
region of around 10ML per hectare, this amounts to more than 100ML of water in storage 
                                                
9 For example, a dam with 2.67ML total storage supplies 1.33ML or 50 per cent of its capacity annually.  
During distribution to the farm, 25 per cent (.33ML) of water is lost, and 1ML is delivered to the farm.  
10 The land release information released by the Western Australian Government in 2011 (Landcorp, 2011) 
for the Ord irrigation area expansion project notes that “combined crop needs are not expected to exceed 
12ML per hectare” on average. 
11 This figure is based on the original dam capacity of 5,800GL prior to the dam wall being raised primarily 
to support the production of hyrdroelectricity.  The current Ord River water management plan allows for 
750GL of water for irrigation and alludes to a maximum around 1,100GL being available (Department of 
Water 2006, 2013). 
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per farm.  At $53 per ML of water stored, this equates to a cost of approximately $5,433 
per farm.  
With respect to bringing substantial new irrigation regions into production, including the 
construction of heavy infrastructure, the ongoing expansion of the Ord River irrigation 
area that began in the late 2000s provides a potential upper bound estimate of the likely 
costs involved.  The WA Government spent $311 million constructing 31 kilometres of 
bulk distribution channels12 to supply approximately 15,000 hectares of land, as well as 
constructing 40 kilometres of sealed public roads (DRDL, 2009).  This equates to 
approximately $21,000 per hectare, although there is no cost split that separates the cost 
of the roads from the distribution infrastructure.  Table 3 provides a summary of the 
replacement costs for shared distribution infrastructure in a number of Queensland 
irrigation schemes.  The average cost per hectare of land currently supplied in those 
schemes, for the construction of pump stations and main irrigation channels, is about 
$5,000. 
Table 3: Distribution costs for irrigation schemes in Queensland. 
Source: Queensland Competition Authority, 2010. 
                                                
12 The original cost for the expansion project was $220 million.  The cost over run was blamed on a 
‘strategic decision’ to expand the capacity of the irrigation channel to anticipate future demand from the 
Northern Territory to supply an additional 14,000Ha of irrigated land (Spooner, 2012).  The original project 
documentation, however, clearly anticipates this demand and specifically makes allowance for it in the 
additional water allocation for the expansion project (DRDL, 2009). 
Distribution*system
Burdekin*Haughtin
Mareeba*Dimbullah
Bundaberg
Lower*Mary
Average
Cost*:*2013*($millions)
165.9
131.0
91.6
19.7
:
Area*currently*Supplied*(ha) Cost*per*Ha
45,000 $3,687
17,000 $7,709
40,000 $2,289
3,500 $5,621
$4,826
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At the farm level, assuming that existing land is effectively in its native state, it will need 
to be cleared and access points and fencing constructed.  In addition, land for irrigation 
would need to be laser levelled, and a system to deliver water to the plants would need to 
be installed.  Of the total money publicly committed by KAI to its Ord river project, 
around $200 million has been earmarked to develop 13,400 hectares of land into irrigated 
farms (McConnen, 2013a).  This equates to a per hectare cost of approximately $15,000.  
Alternatively, adjusting for inflation, the Irrigation of Sugar Cane Manual (Holden & 
McGuire, 2010) suggests that preparation of land and installation of furrow irrigation 
would cost approximately $2,350 per hectare, while a drip irrigation system would cost 
around $5,000 per hectare.  A centre pivot system is likely to cost around $3,500 per 
hectare (Qureshi, Wegener, Harrison & Bristow, 2001).  
In summary, the per hectare cost of constructing from scratch a new irrigation district in 
northern Australia can be broken down by the cost of building a water storage, the 
distribution infrastructure, and on-farm capital.  The cost of a dam is highly dependent on 
the yield from storage.  Assuming average dam costs of $670 per ML stored and a 10ML 
per hectare crop requirement, the cost per hectare will range from a high of $68,720 per 
hectare down to $17,900 per hectare for a yield of 13 per cent and 50 per cent, 
respectively, after accounting for distribution losses of 25 per cent.  The cost per hectare 
of distribution infrastructure is likely to be around $5,000 per hectare, while on-farm 
infrastructure will cost $3,600 per hectare on average.  In total, the per hectare cost of 
developing irrigated farmland will be between $26,500 and $77,320.  
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What are the benefits? 
The primary purpose of constructing water storage and distribution infrastructure is to 
open up land to irrigated farming.  Therefore, one would expect the benefits to accrue 
primarily to farmers, via their ownership of land serviced by the irrigation 
infrastructure.13  But how much are farmers willing to pay for this new opportunity?  Like 
any other productive asset, the value of farmland – its market price – is equal to the 
discounted stream of expected future profits that it can produce.  This in turn is a function 
of the willingness to pay of people (in Australia and, in the case of food exports, the 
world) for the output from those farms.  Assuming broadly competitive markets, a good 
indicator of the willingness to pay for additional irrigated land is, ceteris paribus, the 
price that farmers currently pay for irrigated land elsewhere in Australia.   
In the following section we describe a framework for modelling farmland value using 
Ricardian price theory.  The aim is to produce a robust specification with which we can 
predict the value of irrigated land in northern Australia.  
A Ricardian model of farm land value 
Farmland is a composite good consisting of a bundle of productive attributes such as 
rainfall, soil nutrients, topography, as well as spatial characteristics such as distance to 
population centres.  The value of land in agricultural production is a function of these 
various intrinsic productive characteristics, combined with inputs and management 
                                                
13 If a significant labor force existed in the north, they might also accrue benefits through increased wages. 
However, population densities are very low, and the general equilibrium effects on wages from labor 
migration to northern Australia would presumably be low, given that the low labor intensity of the irrigated 
agriculture sector would imply a very small difference in overall demand for labor in Australia. 
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decisions from the farmer.  Given the assumption that farmers maximize profits, it is not 
necessary to explicitly model farmer input and management choices.  Instead, Ricardian 
price theory provides a framework for modelling the value of property in terms of 
intrinsic productive attributes of the property (Mendelsohn, Nordhaus & Shaw, 1992, 
1994). 
We assume that all farmland in northern Australia (bounded by all farmland north of the 
Tropic of Capricorn – see below) is broadly substitutable such that the area is a single, 
large market within which farmers are free to move in line with their preferences.  We 
assume markets are competitive and, in particular, that no single farmer has proprietary 
knowledge about any given plot of land.  In addition, as per all partial equilibrium 
approaches, we assume that prices remain constant.   
A model of farm profit  
The profit of the ith farm in the jth landuse (irrigation or dryland) is 
  π!,! = π! p!!,p!!, z! − C!,!      (1) 
Where p!! is the price associated with the output from landuse j, p!! is the input price for 
farm i, z! is a set of exogenous environmental inputs (e.g., soil, and average temperature 
and rainfall) and C!,! is the cost minimising fixed cost of production which varies by farm 
and landuse.  The market price of the ith farm is the discounted sum of future profits such 
that !!,! = ωπ!,! where ω is a common market discount factor.   
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For irrigated farmland, water, an exogenous factor that appears in z as average rainfall for 
dryland farms, also appears in the cost function, Ci,j (for dryland farms, water falling on 
the farm is free).  This reduces the connection between climate and profit on irrigated 
farmland and implies that dryland and irrigated profit functions should be estimated 
separately to produce consistent estimates (Schlenker, Hanemann & Fisher, 2005).  We 
describe our econometric specification and estimation strategy below, after describing the 
dataset. 
Data 
The dependent variable in the preceding Ricardian model is per hectare farm price from 
the period 1990-2008.  We concentrate our analysis on those properties with similar 
climatic conditions to northern Australia by confining our sales data to those located 
north of the Tropic of Capricorn (Latitude 23.5ºS).  All our sales events have boundary 
geocoding and each of the data sources discussed below was obtained in the form of 
continuous mappings, grids or individual points in space.  This allows for a high level of 
precision when it comes to attributing geo-physical and economic characteristics by 
simply overlaying the property boundary from each sales event and taking the mean of 
the variable across the intersected space.   
Where previous Ricardian analyses are based on lumping all agricultural land into a 
single class, regardless of its primary use (e.g., cropping or grazing land), our model 
requires that we separately estimate a dryland and irrigated model of farm profit.  We 
obtained geocoded digital landuse data in the form of continuous mapping across 
Australia from the Australian Collaborative Land Use Mapping Programme covering 
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landuse across the period 1992-2002.  We proportionally assign each sales event into 
irrigated and non-irrigated land using a simple geographical overlay. 
Soil data is based on the digital Atlas of Australian soils (Northcote, 1979; McKenzie and 
Hook, 1992) and includes categorical indicators for nutrient status, permeability (a 
measure of how fast water moves through soil) and texture.  The soil variables are treated 
as ordinal data and constructed as step variables to maximise the flexibility of the model 
selection process.  For example, we have categories p1 through p4 for soil permeability, 
the interpretation of the coefficient on p3, is the incremental effect compared to p2.  Thus 
the total value of p4 is the sum of the coefficients on the preceding two classifications (p1 
is the base case and hence is not explicitly estimated).   
We specify land value as a quadratic function of climate, which captures the basic 
agronomic relationship between land value and plant productivity (e.g., warmer 
temperatures support higher plant productivity up to a point, beyond which increasing 
temperatures become yield limiting, holding other factors fixed (Agricultural Production 
Systems Simulator, n.d; Reece et al, 2011)).  Climate variables include the daily average 
temperature and the average of daily temperature squared and the average annual 
growing season rainfall and the average annual growing season rainfall squared.  We 
define climate variables for both the winter (April to October) and summer growing 
seasons (November to March).  The climate data was fitted to the properties using a 
climate grid for Australia based on more than 950 independent temperature stations and 
over 6,000 rainfall stations for the 30-year period from 1977 to 2006 (Bureau of 
Meteorology, 2007).   
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We also employ a comprehensive set of control variables similar to those included in 
previous Ricardian analyses (e.g., Mendelsohn et al, 1994, Schlenker, Hanemann & 
Fisher, 2006) including a full set of year indicators (defined as step variables) and a time 
trend; a set of biophysical and built indicators of farm value, including distance to roads, 
rivers, the coast and irrigation infrastructure; as well as population density and terrain 
variability.  The latter is a measure of the variation in height across a property based on a 
digital elevation map for Australia (Hutchinson et al, 2008). 
To provide a further level of rigour, we ground truth a significant proportion of the data 
by overlaying our fitted maps on satellite imagery.  Where land was clearly misclassified, 
for example due to the coarseness of the landuse data, we reclassified it as necessary.  In 
some cases we purged data entirely where it was deemed that the land value was skewed 
by the presence of significant commercial structures such as processing plants or mines.  
Table 4. Descriptive statistics for farms north of the Tropic of Capricorn (Latitude 23.5ºS). 
  
Variable Mean Min Max Std. Dev. Soil Variables Proportion of farms
Price per hectare ($) 1,904 0.06 21,582 3,175 Texture
Irrigated land 7,884 569 19,918 5,037 Uniform Coarse 8%
Non-irrigated land 985 0 13,832 1,689 Medium 6%
Winter rainfall (mm) 254.4 47.2 920.5 182.0 Fine 1%
Winter temperature (ºC) 21.5 18.8 26.5 1.7 Cracking 31%
Summer rainfall (mm) 618.1 104.7 1663.5 340.4 Calcareous 0%
Summer temperature (ºC) 27.8 24.7 31.5 1.5 Gradational 21%
Distance to primary roads(km) 16 0 405 34 Duplex 33%
Distance to coast (km) 134 0 583 140 Permeability
Distance perrenial river (km) 93 0 455 104 Very Slow 21%
Variation in height (m) 5.0 0.1 52.0 6.4 Slow 36%
Population density (per square km) 1.1 0.01 7.4 1.7 Moderate 16%
Fast 27%
Nutrient Status
Low 9%
Medium 64%
high 27%
 81 
Econometric specification 
Previous Ricardian analyses typically employ a linear or log-linear specification (i.e., f(V) 
= V or ln(V) respectively, where f is a transformation of the dependent variable).  The 
latter is well suited to modelling data generating processes characterised by non-negative 
outcomes (e.g., land values) and heteroscedasticity, and it implicitly allows for non-linear 
interactions amongst the independent variables.  An inconvenience associated with a log-
linear specification is that it models the expectation of the logged variable of interest, V, 
when what we are actually interested in is the expectation of V.  To back out predictions 
of V using the log-linear specification requires a correction to the predicted values 
(typically ! !! ! ). 
An alternative approach that does not require transformation of V, but provides the same 
favourable properties as the log-linear specification is to use a Generalised Linear Model 
(GLM) with a log link function and variance proportional to the mean squared (see 
McCullagh & Nelder (1989) for a detailed exposition of GLMs).14  This specification 
follows naturally from a log-linear model.  That is, if the model is taken to be ! = !!"! 
where ! is a homoscedastic error term, with some simple algebraic manipulation it 
follows directly that the variance is proportional to the mean squared (Manning & 
Mullahy, 2001).  However, because our data is characterised by spatial correlation, it is 
not reasonable to assume that the error term, !, is i.i.d.  Therefore we estimate our model 
                                                
14 More formally we specify V to be gamma distributed with variance proportional to the mean-squared and 
a log link that transforms the expectation of V to the linear predictor, Xß.  In symbols: the mean, µ = eXβ and 
the variance σ2 =θµ2 for some factor of proportionality, θ. 
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using the method of quasi-likelihoods (Wedderburn, 1974) and generalised estimating 
equations (Liang & Zeger, 1986), which implies GLM with clustered standard errors. 
Estimation strategy 
We are primarily interested in predicting the value of agricultural land in northern 
Australia.  As such, for parsimony and to avoid over-parameterising the model (which 
leads to poor predictions, particularly outside the range of observed data), we employ a 
general to specific model selection framework based on a quasi-likelihood information 
criteria (QIC)(Pan, 2001) for model selection.15  We applied a search algorithm using the 
QIC to produce a dryland and irrigation specification.16 
This type of model selection procedure is designed to maximize predictive performance, 
and this is our primary objective.  Hoover and Perez (1999 and see Campos et al (2005) 
for a detailed overview) and others have shown that a general to specific approach guided 
by both theory and model performance, as well as model congruence (for example, 
constraints like no quadratic terms without the accompanying level term), performs very 
well in Monte Carlo simulations.  Of course judgement, guided by theory, remains 
important.  One should avoid blindly taking output based on information criteria without 
checking that it is broadly consistent with the underlying economic theory; and the final 
specification should be relatively robust to small, random changes in the included 
variables. 
                                                
15 Because we use regression with clustering to control for the spatially correlated nature of the data, it is 
not appropriate to use a standard Akaike Information Criteria (AIC) as a model selection criteria because 
AIC is a likelihood-based approach that presumes independence of the observations. 
16 Please refer to ‘Estimation strategy‘ in Chapter 1 of this thesis for a more in-depth treatment of the model 
selection framework employed here. 
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Results 
Table 5 presents the results of two GLM regressions.  Column 1 presents the results of a 
pooled land use regression using the full set of available regressors, with an indicator 
variable for the proportion of land in a given farm that is irrigated.  The most striking 
result from this regression is that none of the eight climate coefficients are statistically 
different to zero. 
Table 5 – GLM regression results explaining farmland value per hectare. 
Note: The table lists coefficient estimates and t-values in parentheses (* indicates statistical significance at 1%). For 
expositional purposes the year indicators are omitted from the table. 
  
Irrigation indicator 2.00866* (9.249)
Winter temperature 0.02624 (0.071)
Winter temperature squared 0.00232 (0.174)
Winter rainfall 0.00286 (1.200)
Winter rainfall squared -7.41E-07 (0.637)
Summer temperature 0.13816 (0.666)
Summer temperature squared -0.00343 (0.676)
Summer rainfall 0.00179 (0.683)
Summer rainfall squared -4.45E-07 (0.390)
Distance perrenial river (metres) -8.57E-07 (0.382)
Within 1km of irrigation -0.00966 (0.101)
Distance to coast -0.00400 (1.787)
Distance to primary roads -0.01318* (6.394)
Farmer density 240.78971* (5.070)
Surface roughness -0.02078* (2.295)
Soil
nutrient (medium) 0.89951* (3.123)
nutrient (high) -0.05743 (0.475)
permeability (slow) -0.75541* (3.959)
permeability (moderate) 0.59339 (1.686)
permeability (fast) 0.45339* (2.135)
texture (medium) 1.17597* (3.488)
texture (fine) -1.24570 (1.841)
texture (cracking) 2.25779* (3.984)
texture (calcareous) -6.97817* (3.117)
texture (gradational) 5.77941* (2.511)
texture (duplex) -0.17195 (0.813)
latitude -0.17547 (1.671)
Constant -48.14510* (4.341)
Number of observations
Variable
1466
Pooled GLM
6.59531* (13.430)
0.01006* (11.165)
0.00600* (9.261)
-3.54E-06* (16.862)
-0.01015* (5.320)
238.35393* (4.942)
-0.05777* (5.761) -0.02823* (2.671)
0.81816* (8.269) 1.10895* (2.967)
0.62854* (3.014) 0.43459* (2.781)
0.97031* (4.271) 1.17653* (2.784)
-0.38248* (3.201)
2.27354* (2.433) 2.27354* (2.433)
DrylandIrrigated
GLM - by landuse
142 1118
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As discussed in the model of farm profit section, one should allow climate impacts to 
vary by irrigated and dryland agriculture.  Accordingly, columns 2 and 3 present the 
results from GLM regression where the model for each landuse is selected using the QIC 
selection criteria and the slope coefficients are allowed to vary according to land use.  
Compared to the pooled results, the best performing specification as selected by the QIC 
criterion includes only 11 of 27 available regressors (excluding the year indicators and 
the constant) and of those, just five are common to both land uses.  This indicates that the 
pooled model is likely significantly overfitted - an important finding given that the 
primary aim of this analysis is to accurately predict the value of irrigated land in northern 
Australia. 
Interestingly, the QIC-selected model included no climate variables for irrigated land.  
Only soil variables and the surface roughness indicator were selected.  This is not 
unreasonable given a small sample size and that the value of irrigation is its ability to 
provide a buffer mitigating the impacts of undesirable climatic conditions, such as low 
rainfall or high temperatures.  A model with various climate parameters performed only 
modestly worse than the preferred model on model selection criteria.  However, given 
irrigation properties tend to be clustered and the relative dearth of data for irrigated 
properties, there is limited independent variability in the climatic variables compared to 
the dryland properties.  On predictive grounds, one would anticipate that very different 
climates would lead to poor predictive performance.  Indeed, this proved to be the case, 
with the alternative model predicting land values well outside the plausible range defined 
in Table 4. 
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For dryland, the climate specification was stable and repeatedly converged on the same 
subset of regressors.  The signs on the variables are intuitive: more rainfall is 
unambiguously good in the typically dry northern winter and summer rainfall has 
diminishing marginal value, perhaps due to the increased likelihood of flooding.  
Compared to the pooled GLM, the climate variables are highly statistically significant 
and although the signs are identical, the coefficients and the implied marginal impacts are 
quite different.  The winter rainfall coefficient from the dryland GLM is approximately 
3½ times larger than in the pooled GLM, and, whereas the marginal benefit from 
increased summer rainfall begins to decrease beyond about 850mm, under the pooled 
GLM increasing summer rainfall is beneficial across the entire range of the data and 
beyond the observed maximum of 1,645mm. 
With respect to the variables in common across both dryland and irrigated land, only the 
surface roughness indicator is statistically distinct with less even terrain penalised more 
heavily by a factor of 2:1 on irrigated land compared to dryland.  Of the remaining 
common coefficients, the interpretation is intuitive: medium and high nutrient soils are 
worth relatively more than low nutrient soils; and, similarly, more permeable soils are 
more valuable. 
Selectivity 
Selectivity is an endemic issue in applied economic work where the value of the variable 
of interest depends on some dichotomous choice.  In this example, the choice is whether 
to irrigate land or not.  Assuming that the option to irrigate is available (i.e., a ground or 
surface water supply can be tapped), the choice to irrigate will be based on the costs and 
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benefits of doing so.  Specifically, with respect to equation (1) above, a farmer will 
choose irrigation if πI > πD or, in an econometric context, where X(ßI – ßD) > (εI - εD).  
The correlation that may be induced within a selected sample (as implied by this 
inequality) is the classic selectivity problem which can lead to inconsistent estimates.  
We use a Heckman (1976) two-step procedure to test for selectivity.  We use the average 
area irrigated in each river basin as an instrument on the grounds that it is both relevant, 
and satisfies an exclusion restriction without which, identification would rely on 
functional form alone (Bushway, Johnson & Slocum, 2007).  That is, the instrument 
clearly predicts the likelihood of a given piece of land in the basin being irrigated 
(relevance), but conditional on that outcome (i.e., a piece of land being irrigated), the 
instrument is unlikely to be correlated with the value of that piece of land (satisfies 
exclusion restriction), which itself is a function of the overall demand for agricultural 
products.  We estimate the selection model using all of the variables in the dryland and 
irrigated GLM models in Table 5.  We subsequently include the inverse mills ratio in the 
landuse GLM regressions presented in Table 5.  We cannot reject the null that the inverse 
mills ratio is 0 for irrigated land (p-value = 0.27) and dryland (p-value = 0.33), indicating 
that our estimates are unlikely to be affected by selectivity.   
How much is irrigated land worth? 
Figure 3 shows the projected value of irrigated land in northern Australia using the 
irrigated GLM estimates and eliminating areas that are currently protected (e.g., within 
national parks).  The average value of irrigated land in northern Australia is projected to 
be approximately $6,230 per hectare.  By contrast, according to the dryland GLM 
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estimates, the average value of dryland agriculture in northern Australia is about $120 per 
hectare, meaning the land has a relatively low opportunity cost.   
Above (see ‘How much land can we irrigate?‘) we estimated that if we fully allocated 
56,000GL of water we could irrigate up to 4.2 million hectares, or about 3 per cent of the 
total land in northern Australia.  If we allocate the water by simply cherry picking the 
most valuable land regardless of its location or potential isolation, the most valuable land 
would be worth between $12,870 and $24,220 per hectare and approximately $18,800 per 
hectare on average.  The most valuable 2.4 million hectares of land is worth 
approximately $21,520 per hectare on average.  These areas are represented by the darker 
shades in Figure 3. 
To control for the possibility that the land we have picked is for some reason unlikely to 
ever be irrigated (e.g., because it lies on the top of a hill or the edge of a cliff) we use the 
land suitability mapping undertaken as part of the NALWSR (Wilson et al, 2009) project 
to limit the possible choices.  Specifically, we take all land classified as at least 
moderately suitable for irrigated perennial agriculture and overlay that on our land value 
predictions.17  Using this restriction we find that the average value of irrigated agriculture 
is $15,750 over 4.2 million hectares, and $17,800 per hectare on the most valuable 
2.4 million hectares, with a slightly reduced maximum of $24,190. 
 
                                                
17 We confine our analysis to irrigated annuals, but the NALWSR also produced suitability maps for 
irrigated perennials, rice, forestry and improved pastures. Although we have not for this analysis, we could 
create a composite of all available suitability maps, which could potentially support higher values than 
those reported above.   
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Figure 3 – The projected value of irrigated land in northern A
ustralia. 
N
ote: W
hite areas are protected park land, blue squares are potential dam
 sites. 
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What are the prospects for irrigated agriculture in the north? 
We estimate that developing irrigated agriculture in northern Australia is likely to cost 
anywhere from $26,500 to $77,320 per hectare.  But in the most optimistic circumstances 
this will only support land values up to a maximum of $24,220 per hectare.  This implies 
a cost to benefit ratio of between 1.1 and 3.2, assuming that dams are built and brought 
on line immediately (which they will not be), and that the most valuable land is 
accessible such that average costs prevail. 
To provide a sanity check on these cost to benefit ratios, we can look at publicly available 
costs of some potential dam sites mentioned in the Coalition Government’s policy paper 
on northern Australia (Mitchell, 2013).  Two sites in Queensland, on the Flinders River 
near Richmond and on the Gilbert River near Georgetown, provide for short case studies 
enabling a rudimentary cost and benefit analysis.  The dam sites are labelled in Figure 3. 
The Gilbert River dam 
The potential dam site on the Gilbert River will likely cost upwards of $300 million to 
construct a 300GL storage designed to provide 100,000ML annually to irrigate up to 
13,800 hectares (Queensland Department of Environment and Resource Management 
(QDERM), 2012; Gulf Savannah Development, 2009).  This equates to a per hectare cost 
for storage of about $22,000.  Allowing for distribution works and on-farm development 
of around $8,600 per hectare (see Appendix A: Key assumptions), the cost of this 
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proposal is likely to be in excess of $30,000 per hectare.37  On the benefits side, land 
within 10 kilometres of the proposed dam site is projected to be worth less than $4,000 
per hectare on average.  Casting the net further afield, within 20 kilometres of the dam 
site, but outside the Gilbert River catchment (and therefore requiring potentially large 
pumping and related distribution costs) there is about 5,000 hectares of land projected to 
be worth up to $20,000 per hectare.  But even this implied return will not cover the cost 
of constructing the infrastructure.  The implied cost to benefit ratio in this case is around 
7.5:1 using average land values and 1.5:1 in a best-case scenario.   
The Flinders River water storage 
On the Flinders River near Richmond, our projections suggest that more than 1 million 
hectares within 60 kilometres of the proposed dam site is worth almost $12,000 
per hectare on average.  The cost of building water storage infrastructure at this site is 
estimated at approximately $225 million to construct two storages on O’Connell Creek 
and at Mount Beckford with a combined capacity of 302GL and a yield of 121,500ML 
(Richmond Shire Council, 2009; Cummings, 2008).  Approximately 10,500 hectares of 
irrigated farmland could be supplied using this water storage, implying an average cost 
per hectare of $21,400.  According to the Queensland Department of Environment and 
Resource Management (QDERM, 2012), it would cost in excess of $15,000 per hectare 
to construct channels for water delivery, access roads to the irrigation farms and drainage 
of excess water for this scheme (QDERM, 2012).  This takes the total cost of 
                                                
37 We note that the estimated cost in 2009 of upgrading the road infrastructure in this area to facilitate 
moving agricultural produce to markets was $50 million or $3,600 per hectare (Gulf Savannah 
Development, 2009). 
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development to almost $40,000 per hectare after factoring in on-farm infrastructure, 
implying a cost to benefit ratio of approximately 3.3:1. 
Conclusion 
Using a Ricardian analysis of the value of irrigated farmland and publicly available 
information about the cost of irrigation infrastructure, this analysis has shown that large-
scale investment in new irrigation schemes in northern Australia is a poor investment that 
will not provide an economic return.  In the most optimistic circumstances, assuming that 
you could easily cherry pick the most valuable land, it would be worth a maximum of 
$24,220 per hectare.  But even then the implication is that for every $1 of economic 
benefit created, between $1.10 and $3.20 would need to be spent constructing irrigation 
infrastructure.  We also show, using project specific estimates, that the costs of 
developing two potential dam sites in Queensland for irrigated agriculture would far 
outweigh the projected benefits. 
It is worth noting that we do not factor in the loss of amenity value associated with 
damming rivers, nor do we factor in the potential effect on downstream industries such as 
fisheries or tourism that may well increase the costs of these proposals.  
Irrigation requires hugely expensive infrastructure, including water storage and 
distribution works and these are almost exclusively publicly funded and their use is 
typically priced well below the full opportunity cost (Parker & Speed, 2010).  When these 
costs are sunk, irrigation can be highly profitable.  But clearly, the implication of this 
analysis is that Australians on average would receive no net benefit from the construction 
of major new water storages in northern Australia; and the construction of such dams and 
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distribution systems, if built, will by definition represent a significant transfer of wealth 
from taxpayers to private irrigators with the Ord River irrigation scheme a clear case in 
point.   
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Appendix A: Key assumptions 
Per hectare cost of constructing irrigation scheme = Dam cost + Distr. Infrastructure 
cost + On-farm infrastructure cost = $26,500 to $77,320: 
• Dam cost = $17,900 (50 per cent yield) to $68,720 per hectare (13 per cent yield) 
o Water storage costs = $670 per ML stored 
o Distribution losses = 25 per cent.   
o Per hectare crop requirement = 10ML 
Dam cost = (Per/ha crop requirement)*[Water storage cost/(1-Distribution losses)]/yield 
• Distribution infrastructure cost = $5,000 per hectare 
• On-farm infrastructure = $3,600 per hectare 
Refer to Tables 1, 2 and 3 for details.   
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Chapter 3 
Modell ing dryland salinity damages in south-west 
Western Australia 
 
 
Abstract: Dryland salinity is an important source of land degradation in Australia.  It is 
associated with the liberation of otherwise stationary sub-surface salt by localized rises in 
the water table due to removal of native vegetation.  Estimates suggest salinity could 
impact almost 17 million hectares of agricultural land by the middle of this century, 
which represents 25 per cent of Australia’s total cropping land.  The south-west 
agricultural region of Western Australia, one of Australia’s most productive agricultural 
areas, is a dryland salinity hotspot.  In this paper we use a Ricardian hedonic approach, 
based on 20 years of farm sales data, to estimate the damage caused by secondary dryland 
salinity on broadacre agricultural property values in the south-west agricultural region.  
Using these estimates, we project that the upside from eliminating existing salinity on 
5.3 million hectares of currently impacted land would be worth approximately $2.6 
billion.  Conversely, if left unchecked, we find that an additional 3.75 million hectares of 
land worth approximately $5.85 billion is likely to become saline at some point in the 
future. 
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Introduction 
A report commissioned by the National Farmers Federation and the Australian 
Conservation Foundation in 2000 (Virtual Consulting Group & Griffin NRM, 2000) 
estimated that the level of public investment required to arrest land degradation over the 
next ten years was $331 billion (approximately $44 billion in 2013 dollars).  Of this, $23 
billion – nearly 70 per cent of total expenditure – would be required to arrest the spread 
of salinity alone.  Despite considerable focus by various government agencies since the 
publication of that report, salinisation remains a very real and expanding threat to 
agricultural productivity today.  Cost figures of this scale demand careful estimates of the 
associated benefits from avoided salinity damages.  
The majority of salt affected land in Australia is located within the wheat belt in the 
south-west of the Australian state of Western Australia.  Estimates suggest that 
approximately 1.1 million hectares, or 6 per cent, of the south-west is currently affected 
by moderate or greater levels of salinity (Van Gool, Vernon and Runge, 2008).  In 
addition, as much as 8.8 million hectares of land in Western Australia is at high risk of 
developing salinity by 2050 if water tables continue to rise (National Land and Water 
Resources Audit (NLWRA), 2001).  But while the geophysical nature of soil salinisation 
is relatively well understood, the numerous economic estimates of the damage done by 
salinisation to agricultural land in the south-west rely on heavily parameterised 
                                                
1 All $ figures refer to 2013 Australian dollars unless otherwise noted.   
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simulations or linear programming, or use simple depreciation assumptions.  In this paper 
we use Ricardian analysis to estimate the opportunity cost associated with the loss of 
productive farmland to dryland salinity in the south-west.  We model the value of dryland 
agriculture in the south-west as a function of its attributes, such as climate, soil 
characteristics, and salinity using a quasi-likelihood generalised estimation method.  Our 
estimates imply that the damage caused by salinity varies from approximately 20 per cent 
for land that is slightly affected by salinity to as much as 87 per cent for land that is 
extremely saline.   
We use our estimates to produce a heat map of the projected market value of dryland 
agriculture for the south-west, and find that the average value of agricultural land is 
$1,700 per hectare.  The projected upside from eliminating existing salinity on 
5.3 million hectares of currently impacted land would be worth approximately $2.6 
billion.  Approximately half of this benefit would result from repairing the 1.1 million 
hectares of currently moderate, high or extremely salt affected land.  On average, after 
removing all salinity, agricultural land would be worth 8 per cent more – approximately 
$1,850 per hectare. 
This paper proceeds as follows.  First, we provide a brief history of the most recent 
attempts to tackle dryland salinity in Australia.  We then look at the biophysical nature of 
dryland salinity and its impact on plant productivity, as well as the nature of the salinity 
problem in Western Australia.  We review the Australian literature looking at the impact 
of dryland salinity in the south-west agricultural region before presenting a Ricardian 
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model of farm value, and describing our data and our econometric strategy.  We then 
present our results and discuss their application to the south-west agricultural region. 
Background 
In Australia in 2001, the National Land and Water Resources Audit (NLWRA) estimated 
that approximately 5.7 million hectares2 of agricultural land had a high potential to 
develop dryland salinity due to the shallow depth of the water table.  The report stated 
that, by the year 2050, if the current positive trend in rising water tables persisted, 17 
million hectares of agricultural land – equivalent to approximately 25 per cent of 
Australia’s total cropping land resource (World Bank, 2013b) – would have a high 
potential for developing dryland salinity. 
In response to the challenge posed by dryland salinity, state and territory governments 
joined with the Australian Government to attempt to tackle dryland salinity as part of the 
jointly funded seven-year $1.4 billion National Action Plan for Salinity and Water 
Quality (NAPSWQ) launched in 2000.  Amongst a list of ambitious targets, the 
NAPSWQ was designed to prevent, stabilise and reverse trends in dryland salinity 
(McPhee, 2008).  However, the NAPSWQ has been widely condemned as a failure.  The 
Australian Auditor-General (McPhee, 2008) suggested the plan would not achieve 
anticipated national outcomes and was unlikely to arrest or reverse declines in catchment 
condition.  Pannell and Roberts (2010) suggest that investment was poorly targeted and 
                                                
2 1 hectare = 2.47 acres. 
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that “the net benefits of the majority of investments under the program were negative, 
and in some cases, the gross benefits were negative.”  Hence, despite the ambitions of the 
NAPSWQ, salinisation remains a real and expanding threat to agricultural productivity. 
Causes and impacts of dryland salinity 
Dryland salinity is human induced salinity on non-irrigated land – it is distinct from 
wetland salinity, which is caused by excess application of water for irrigation.  As 
summarised above, it is a major form of land degradation in Australia and is problematic 
throughout the world, including in the United States (in Montana, North Dakota and 
South Dakota), Canada, Thailand, South Africa, Turkey, India and Argentina (Pannell 
and Ewing, 2006).   
Dryland salinity is typically caused by clearing deep-rooted perennial vegetation (such as 
trees) and replacing it with annual cropping regimes which, in net, either have lower 
absolute water demands or, combined with long periods of fallow or failed crops, lead to 
increased infiltration of rainfall.3  Ultimately, this change to the landscape increases the 
recharge rate to the water table, which sets in train the process of salinisation.4  As the 
recharge rate increases above the long-term hydrologic equilibrium, such that the inflow 
is greater than the outflow from the system, the water table must rise.  As the water table 
                                                
3 Additional causes include poor surface drainage, gravelly or sandy soils, drainage ways or constructed 
ponds, and roads built across natural drainage canals (Brown, Halvorson, Siddoway, Mayland, & Miller, 
1982). 
4 Salinity refers to the salt content of a body of water or a piece of land; salinisation is the process that 
increases salinity. 
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rises, it will potentially liberate salt stores within the soil or in the water table itself, 
which subsequently come in contact with the root zone of overlying plants in discharge 
areas (Department of Environment and Resource Management (DERM), 2011).  
The distance from recharge to discharge areas can be anywhere from a few hundred 
metres to thousands of kilometres in the case of the Great Artesian Basin in eastern 
Australia.  The extent of spread of salt to surrounding land from the point of recharge is 
largely a function of the characteristics of groundwater flow systems within a given 
catchment (DERM, 2011) – i.e., whether the recharge occurs within a local (small) or 
regional (large) flow system, and the rate of lateral movement (transmissivity) within that 
system.  In Western Australia, Pannell, McFarlane and Ferdowsian (2001) show that 
around 50 per cent of groundwater flow systems are local and that, even in regional 
systems, transmissivity is extremely low (e.g., in some regional systems it can take more 
than 3,000 years for water to move from the top to the bottom of the catchment).  This 
implies that some farms, other things equal, may be able to effectively control their own 
salinity problem.  This is discussed further below in the context of the potential 
endogeneity of salinity. 
Excess salt in the root zone of plants interrupts plant growth in a number of complex and 
deleterious ways, but primarily by corrupting the process of osmosis.  Osmosis, the 
process by which plants acquire water, describes the movement of water across a semi-
permeable membrane (impermeable to the solute, but the solvent – water – can pass 
either way) from a solution of low solute concentration to one with high solute 
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concentration.  If the concentration of salt in the soil exceeds that within the plant, 
osmosis becomes a life threatening liability (for an overview of salinity effects on plants 
see Parida & Das, 2005).  With reference to Table 1, as salinity in the root zone of plants 
increases, vegetation becomes less productive, with complete loss of productivity at 
extreme levels. 
Table 1- Effect of salt in the root zone of crops 
Source: Adapted from Van Gool, Tille and Moore, 2005: 52. 
The south-west agricultural region 
Figure 1 shows a map of the predominantly dryland agricultural region of south-west 
Western Australia.  The dryland cropping zone takes in approximately 18 million 
hectares and is one of Australia’s most important cropping areas, with the 2010-11 
agricultural census measuring more than 9 million hectares under cultivation (30 per cent 
of total cropped land in Australia in 2010-11)(Australian Bureau of Statistics (ABS), 
2012).  One of the most important dryland crops in the south-west is wheat, Australia’s 
single largest agricultural export earner, worth $5.5 billion in 2010-11 (Australian Bureau 
of Agricultural and Resource Economics and Sciences, 2013b).  The south-west has 
produced more than a third of Australia’s total wheat crop on average over the past 20 
years (ABS, 1992-2008, 2012).  
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Figure 1- Dryland agriculture in south-west Western Australia.  
Source: Western Australian Land Information Authority. 
But this region is also one of the most salt affected areas in the country.  Although 
estimates vary, between 1 million and 1.8 million hectares of agricultural land in the 
south-west are currently suffering from reduced productivity as a result of particularly 
elevated soil salinity (Pannell and Ewing, 2006; Short and McConnell, 2001).  According 
to the NLWRA (2001), approximately 8.8 million hectares of land in Western Australia 
could be at high risk of developing salinity by 2050 if water tables continue to rise. 
Previous estimates of economic damages from dryland salinity 
While the fundamental mechanics of dryland salinity are well understood, the economic 
effects – particularly in the agricultural sector – are difficult to assess given the extensive 
biophysical and economic data requirements, and the potentially long time periods over 
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which the problem reveals itself and can subsequently be ameliorated.  Successful 
mitigation and adaptation requires significant technical information, and the associated 
costs are unusually high compared to other land degradation issues (Pannell, McFarlane 
and Ferdowsian, 2001; Pannell and Roberts, 2010).   
Existing estimates of the cost of salinity borne by the agricultural sector are based on a 
variety of methodologies, including simulations and case studies (e.g., Kingwell et al, 
2003), linear programming (Salerian, Malcolm & Pol, 1987), and dynamic optimisation 
(Gomboso, Ghassemi & Appleyard, 1997).  But, as far as we are aware, existing studies 
that attempt to estimate the opportunity cost attributable to lost production rely on 
underlying assumptions about the proportional impact of dryland salinity on land values 
relative to unaffected land.5  For example, a study by Sparks et al (2006: 62) suggests that 
the current cost attributable to dryland salinity on agricultural land is approximately $35 
million per year, rising to as much as $260 million annually under predicted expansion, 
based on an “arbitrary” depreciation of 50 per cent for the cost of salinity (also see Short 
and McConell (2001) who put the opportunity cost of lost operating profit at between $80 
and $260 million, using a similar arbitrary approach – i.e., high risk land is twice as 
impacted as medium risk land).  Salerian et al (1987: 32), Read (1988) and Herbert 
(2009) assume that salt affected land is completely unproductive (i.e., 100 per cent 
depreciation), while Gomboso et al (1997) assume that soil productivity begins to decline 
                                                
5 Other studies such as George, Kingwell, Hill-Tonkin & Nulsen (2005) assess the estimated gross benefits 
available to agriculture from changing production techniques compared to the status quo. 
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when groundwater levels get to within 2 metres of the surface, declining linearly to zero 
productivity once the groundwater level is 1 metre from the surface. 
In this paper, we attempt to directly estimate the depreciation in land values attributable 
to salinisation of land using a Ricardian model of farmland value.  In contrast to existing 
damage estimates, we use actual land sales data to tell us directly how high a discount the 
market applies to agricultural land affected by various levels of salinity.  These estimates 
can then be usefully employed to replace the assumed salinity damages in studies similar 
to those described above. 
A Ricardian model of farmland value 
Farmland is a composite good consisting of a bundle of productive attributes such as 
rainfall, soil characteristics, topography, as well as spatial characteristics such as distance 
to roads and cities.  The value of land in agricultural production is a function of these 
various intrinsic productive characteristics, combined with inputs and management 
decisions from the farmer.  Ricardian price theory provides a framework for modelling 
the value of property in terms of the intrinsic productive attributes of the property.  Given 
the assumption that farmers maximize profits, it is unnecessary to explicitly model farmer 
input and management choices.  This is the core strength of the Ricardian approach and 
the key point of difference when compared to the methodologies described above.  In 
particular, the Ricardian approach is relatively less resource intensive when compared to 
simulation approaches; but more efficiently incorporates adaptive farmer behaviour that 
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would be almost impossible to replicate in all its variety in a controlled setting 
(Mendelsohn, Nordhaus and Shaw, 1994).   
We assume that all farmland in the dryland cropping area of the south-west agricultural 
region is broadly substitutable such that the area is a single, large market within which 
farmers are free to move in line with their preferences.  We assume markets are 
competitive and, in particular, that the market is thick in farmers able to efficiently 
produce on any given plot of land, so that farm rents are fully revealed by the market 
price.  In addition, as per all partial equilibrium approaches, we assume that prices remain 
constant.   
A model of farm profit  
The current market price of the ith piece of farmland is the discounted present value of 
expected future profits capitalised by the land such that V!,! = !!!!! π!,!(… !!)ω! where 
t is time, π is annual profit (defined below), s is salinity and ω is the prevailing common 
market discount factor.  To the extent that salinity is changing through time, the 
interpretation of V is the value of land conditional on current salinity and expectations 
about future changes in salinity.  The expected annual profit accruing to the ith dryland 
farm in any given year is:  
  π! = π p! ,p!!, z! − C!      (1) 
Here, p!  is the price associated with the output from dryland farming, p!! is the input 
price for farm i, z! is a set of effectively exogenous environmental inputs such as soil 
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salinity, topography and climate variables that reflect long run market expectations for 
that piece of land (i.e., climate, not annual weather realisations), and C! is the minimum 
fixed cost of production that maximises profits on the ith farm.  
This simple model treats salinity as effectively an exogenous attribute from the 
perspective of the owner of any given farm.  However, if salinity was localised such that 
the recharge and discharge zone both occur on a single property, then a well-informed 
farmer could fully capitalise any benefits from amelioration on their property where the 
benefits of investing in salinity control outweigh the cost.6  In such cases, salinity levels 
would be partially endogenous which could confuse the causal interpretation of an 
estimated profit function.  We address this issue further in the robustness section of the 
empirical analysis (see ‘Endogeneity of salinity‘). 
Data 
The dependent variable in our analysis is the per hectare sale price of non-irrigated 
agricultural land.7  All of our land sales are boundary geocoded and characteristics are 
mapped by fitting an area weighted average using the property boundary as a cookie 
cutter.  Our database includes almost 8,000 individual sales events for the period 1988-
2008 (illustrated in Figure 1 in bright green).  We ensure that the sample is purged of land 
                                                
6 Possible salinity control measures include planting high water use crops, planting trees (or avoiding 
clearing them in the first place) in strategic locations, or investing in engineering solutions such as deep 
open drains (Pannell & Ewing, 2006). 
7 We use sales data from properties whose primary land use classification under the Australian Land Use 
Management Classification (Bureau of Rural Sciences, 2002) was production from dryland agriculture and 
plantations and whose principal economic activity was ‘cropping’ (Beeston, Hopkins & Shepard, 2001). 
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acquired for non-agricultural purposes, such as hobby farming, by restricting the sample 
to include property that is at least 100 hectares in size.8  In addition, we excise any 
properties that were sold within 50km of large cities (in this case, Perth, the state capital) 
or 1 kilometre of the coast; or, where documentation exists, that host major structures 
(e.g., houses or buildings typical of intensive agricultural production).  We also remove 
intensive agricultural land, including irrigated land, which occurs predominantly in a 
corridor of land south of latitude 31.5ºS and west of longitude 116ºE.  To provide a 
further level of rigour, we ground truth a significant proportion of the data by overlaying 
our fitted maps on satellite imagery.  In some cases we purged data entirely where the 
land value was potentially skewed by the presence of significant commercial structures, 
such as processing plants or mines. 
Salinity data 
Our measure of salinity is based on the extent to which the top 30 cm of the soil profile is 
salt affected, as measured by the electrical conductivity of a saturated soil extract in 
millisiemens per metre (ECe mS/m).  The underlying data does not report the exact 
measurement, but rather a range.  These ranges are defined in Table 1 (reproduced below 
for convenience).  In the regressions, we specify current salinity as a single geometric 
index with a factor of proportionality = 2 which is consistent with the implied ranking in 
                                                
8 This size restriction is relatively conservative given that rural small holdings – the designation for land 
used for recreation or lifestyle purposes in Western Australia - typically vary in size from 0.5 – 40 hectares 
(Van Gool, Angell & Stephens, 2000). 
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Table 1.  That is, extreme salinity has twice the value of high salinity, which is twice as 
big as medium salinity, which is twice as big again as slight salinity. 
Table 1- Effect of salt in the root zone of crops 
Source: Adapted from Van Gool, Tille and Moore, 2005: 52. 
We also have a salinity risk indicator based on the likelihood of land becoming saline due 
to proximity in the landscape to currently saline areas, and the depth and movement of 
the underlying water table (Van Gool et al, 2005, 2008).  However, there is no temporal 
aspect to this indicator, which makes its interpretation as a forward-looking measure of 
risk problematic.  For this reason, we do not include the salinity risk indicator in the 
regressions.9  We instead use it as an indicator of which land might become saline at 
some point in the future in our counterfactual experiments (see below: ‘What are the 
implications from the damage estimates?‘). 
Both sets of salinity data are derived from the Australian Soil Resource Information 
System (ASRIS) which provides polygon coverage for the entire south-west agricultural 
region and reflects the best information available in the Western Australian Department 
                                                
9 The salinity risk measure is based on depth to the water table and proximity to land with existing salinity.  
In this sense, it is likely to be highly correlated with our measure of existing salinity; and, conversely, could 
only loosely be described as a useful measure of novel risk.  That is, common sense and intuition indicates 
that on a property affected by existing salinity, or within close proximity to existing salinity, the problem 
might worsen or spread.  Hence including it in the regression simply waters down the statistical power of 
the salinity index without adding any new information.  In a nutshell, a farmer with knowledge of current 
salinity does not need this highly imperfect risk indicator to tell him he could be at risk. 
Nil Slight Moderate High Extreme
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of Agriculture’s (WADA) map unit database in 2007 (Van Gool et al, 2005).  The 
WADA database combines the best published and unpublished survey information 
currently available, including descriptive information about map unit variability from 
land resource reports and laboratory information associated with soil samples collated in 
WADA’s soil profile database over a long period of time (Van Gool et al, 2005: 1).  For 
example, the oldest soil survey in the system for which we have matching farms was 
recorded in 1961 (Van Gool et al, 2008).  In this sense, the salinity data (and the soil data 
described below) act as proxy variables.  To avoid introducing excessive attenuation bias, 
we only include observations where the sales event occurs within 10 years of a soil 
survey date (we analyse the impact of this assumption on the econometric estimates in the 
robustness section below, see ‘Proximity to survey date‘). 
Other data 
We include a number of indicators of soil characteristics obtained from the ASRIS 
database and subject to the same limitations just mentioned.  We include the following 
ordinal indicators: the proportion of clay in the top layer of soil; soil acidity (pH) 
measured on a log scale, with relative acid soils being less then 7 and alkaline soils 
greater than 7; the proportion of surface layer organic carbon; the proportion of soil 
coarse fragments greater than 2mm in diameter in the surface layer of the soil; and the 
minimum hydraulic conductivity measured in mm/hour, which is an indicator of soil 
permeability or the capacity of the soil to transmit water. 
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We also employ a comprehensive set of additional control variables similar to those 
included in previous Ricardian analyses (e.g., Mendelsohn et al, 1994, Schlenker, 
Hanemann & Fisher, 2006) including a full set of climate means and quadratics for both 
the winter (April to October) and summer (November to March) growing seasons, based 
on a climate grid for Western Australia for the 30-year period from 1977 to 2006 (Bureau 
of Meteorology, 2007).  We also include a time trend and a set of biophysical and built 
indicators of farm value – including distance to primary roads, distance to the coast, 
population density, average height, and the difference between the maximum and 
minimum height of the farm. 
Table 2 - Descriptive statistics for farms within the south-west agricultural region of Western Australia 
 
Econometric specification 
One model that lets us model V as a nonlinear function of Xß is a Generalised Linear 
Model (GLM) of the form ! = ! !" + ! where V is as described above (see ‘A model 
Variable Mean Min Max σ Salinity Mean Min Max σ
Price per hectare ($) 1,250 2 11,925 1,064 Land affected per property
Winter rainfall (mm) 316.7 176.3 1,120.8 96.8 extreme 1% 0% 72% 3%
Winter temperature (Degrees C) 14.0 12.0 17.6 1.3 high 2% 0% 43% 4%
Summer rainfall (mm) 93.1 27.5 194.8 23.1 medium 3% 0% 79% 7%
Summer temperature (Degrees C) 22 18 26 2 slight 22% 0% 100% 22%
Distance to primary roads(km) 11.1 0.0 107.7 12.2 none 72% 0% 100% 25%
Population density (per square km) 0.0 0.0 0.0 0.0
Difference in height (m) 36.7 0.5 189.4 22.8 Land at risk per property
Average height (m above sea level) 269.4 10.0 482.8 81.7 high risk 5% 0% 100% 11%
Distance to coast (km) 122 1 321 74 medium risk 1% 0% 66% 4%
slight risk 17% 0% 100% 21%
Soil Variables no risk 78% 0% 100% 25%
Coarse fragments 8.1 0.0 38.7 6.3
Organic carbon 1.9 0.2 8.5 1.1
Soil acidity 6.0 3.4 8.4 0.4
Clay 9.2 1.0 37.0 3.9
Hydraulic conductivity 23.5 0.2 203.9 25.5
Subcatchments 834
Catchments 73
Observations 7,904
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of farm profit‘), X is a matrix consisting of salinity variables and a set of control 
variables, and ε is a mean zero error term representing unobserved attributes of the land 
that are likely spatially correlated, but orthogonal to X.  A GLM is a good alternative for 
dealing with the non-negative and somewhat skewed nature of land sales data.  
Alternatively, one could transform the data with some other non-negative transformation, 
such as a square root or any even integer power.  Hedonic analyses tend to use log 
transformations typically of the left hand variable, V.  However, because our policy-
relevant implications depend on the expectation of (untransformed) land value, E(V), as 
opposed to the E[g(V)], we would prefer not to transform V. 
Modelling the data generating process with a GLM requires specification of a monotonic 
and differentiable link function that transforms the expectation of V to the linear 
predictor, Xß.  A favourable property of the GLM is that, once the correct link function is 
defined, even if the variance function is misspecified, we lose efficiency but maintain 
consistency (Hastie & Tibshirani, 1990 and see McCullagh & Nelder (1989) for a 
detailed exposition of GLMs).  We select the link function using Pan’s (2001) quasi-
likelihood information criteria (QIC) as a model selection test.10   
A flexible variance function for the GLM can be written as:  
                                                
10 We specify clustered standard errors to control for the spatially correlated nature of the data and hence it 
is not appropriate to use standard Akaike Information Criteria or Bayesian Information Criteria because 
these are likelihood based approaches which presume independence of the observations.  Instead we 
estimate our model using the method of quasi-likelihoods (Wedderburn, 1974) and generalised estimating 
equations (Liang & Zeger, 1986), which implies GLM with clustered standard errors. 
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!"# !|! = ! ! !|! !! 
As Manning & Mullahy show (2001, based on Park, 1966), the factor of proportionality, 
τ, can be estimated by specifying the variance function as a power function of the mean.  
Specifically !" ! − ! = ! + !"# !  where ! = !"#.  In this way, empirical estimates of 
the coefficient τ provide information about the most efficient distribution for the variance 
under a GLM specification.  
A power link = 0.149 minimises the value of the QIC criterion and hence this is our 
preferred link.  Using this preferred link, we find a value for τ = 1.87, which suggests 
that the square of the mean is proportional to the variance.  This suggests that a gamma 
distribution specification for the GLM (for which τ = 2) will be a reasonable 
specification.  The gamma family specification is a natural fit for strictly positive data 
with a positive skew, which we observe.  
Results 
We present the results of the GLM regressions for the log and power link using a gamma 
distribution in Table 3.  For completeness, and to emphasis the robustness of the salinity 
signal, we also present the results of a log-linear and a linear regression estimated using 
OLS.  With respect to the salinity indicators, we see that the results are highly statistically 
significant across all four specifications.  The coefficients from the GLM power 
specification are not directly comparable to the other specifications in their raw form, so 
we illustrate the marginal effects in Figure 2.  
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Table 3 - Regression results explaining farmland value per hectare. 
Note: Table lists coefficient estimates and t-values in parentheses (* indicates statistical significance at 5% or less). 
Figure 2 - Marginal impacts of salinity impacts by class. 
The salinity damage estimates are broadly consistent across all four model specifications.  
Note: The linear specification is truncated to 100 per cent for extreme salinity. 
 
Variable
Salinity index -0.093* (7.05) -0.268* (7.89) -0.329* (8.31) -201.046* (5.60)
Winter temperature 0.059 (0.84) 0.209 (1.26) 0.443 (2.53) 218.645 (0.97)
Winter temperature squared -0.007* (3.62) -0.020* (4.23) -0.027* (5.20) -13.340* (2.23)
Winter rainfall 0.004* (10.41) 0.010* (10.90) 0.010* (10.00) 12.088* (8.53)
Winter rainfall squared -2.6E-6* (6.12) -6.0E-6* (6.69) -6.8E-6* (6.31) -0.007* (4.24)
Summer temperature -0.065 (1.02) -0.147 (0.97) -0.059 (0.35) 12.874 (0.09)
Summer temperature squared 0.002 (1.48) 0.005 (1.51) 0.003 (0.91) 1.193 (0.39)
Summer rainfall -0.011* (5.32) -0.026* (5.14) -0.026* (4.76) -10.379 (1.70)
Summer rainfall squared 2.2E-5* (3.05) 5.5E-5* (2.98) 5.8E-5* (2.85) 0.009 (0.38)
Coarse fragments -0.001 (0.74) -0.002 (0.81) -0.002 (0.74) 1.042 (0.36)
Organic carbon -0.015 (1.70) -0.046* (2.19) -0.060* (2.55) -25.141 (0.69)
Soil acidity 0.033 (1.89) 0.087* (2.02) 0.124* (2.63) 41.858 (0.67)
Clay 0.001 (0.29) 0.003 (0.59) 0.005 (0.82) 14.100 (1.91)
Hydraulic conductivity -0.002* (4.91) -0.005* (5.12) -0.006* (5.61) -5.353* (4.55)
Distance to primary roads -0.001* (3.22) -0.004* (3.56) -0.004* (3.41) -1.735 (1.59)
Farmer density 74.675* (3.65) 137.045* (3.13) 173.685* (3.66) 339151.1* (3.99)
Average height -0.0005* (3.13) -0.001* (3.07) -0.001* (1.80) -0.428 (0.90)
Difference in height -0.002* (8.45) -0.004* (8.27) -0.005* (8.35) -3.781* (6.02)
Distance to coast -0.001* (3.42) -0.002* (4.77) -0.002* (4.22) -0.105 (0.18)
Time trend 0.016* (19.90) 0.041* (20.27) 0.044* (20.39) 46.926* (16.14)
Constant 3.514* (3.07) 8.315* (3.18) 4.848* (1.69) -2543.9 (0.79)
Linear
GLM OLS
Log-linearLogPower
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The results are broadly consistent across all four specifications, with the preferred power 
estimates suggesting that, compared to salt free land, the market discount ranges from a 
low of 20 per cent for slightly saline land, to a high of 87 per cent for extremely saline 
land. 
We confine the rest of the discussion to the preferred power model.  With respect to the 
control variables, winter rainfall is highly statistically significant.  The sign pattern 
indicates that higher winter rainfall up to approximately 780mm enhances land values, 
which is well above the average rainfall for the growing season in the south-west, and 
coincides with the upper end of the rainfall limit for cropping in the high yielding, high 
rainfall zone.  Higher winter temperatures, on the other hand, are unambiguously 
negative across the observed range, which is broadly consistent with the south-west 
environment in which water is a limiting factor (Howden & Jones, 2001).  Summer 
rainfall is also statistically significant, but surprisingly the linear effect dominates – 
meaning that, over the range observed in our dataset, the effect of additional rainfall on 
land values is negative.  The reverse holds for summer temperature, although the 
coefficients are not statistically significant.  The fact that the south-west is dominated by 
winter cropping may go some way to explaining the somewhat unintuitive summer 
climate pattern.  For example, small amounts of rainfall on late stage winter crops can 
delay harvest and leave plants vulnerable to adverse weather effects, such as fungal 
attack, which can impact negatively on subsequent wheat yield and quality (Curtis, 
Rajaram & Macpherson, 2002).  In addition, heavy summer rainfall encourages weed 
growth; whereas, conversely, dry, hot summers can be vital for disrupting crop pathogen 
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lifecycles, which require a living host to develop (Loughman, Wright, MacLeod, Bhathal 
& Thackray, 2000; Stephens and Lyons, 1998). 
Of the soil variables that are significant, relatively alkaline soils and soils with lower 
permeability tend to be associated with more valuable land.  The remaining control 
variables all have intuitive signs.  For example, properties that are both higher and with 
steeper gradients and hence less easy to crop are less valuable, as are properties that lie 
further from primary roads. 
Robustness 
Endogeneity of salinity 
We previously flagged as a concern the potential endogeneity in the salinity variables 
caused by the unobserved actions of landholders.  Specifically, that farmers treat certain 
land differently depending on its fundamental potential value.  For example, they let 
salinity get worse on fundamentally low value land while cleaning it up on potentially 
high value land.11  This would tend to bias our econometric estimates to the extent that 
the indicator of fundamental land quality is unobserved in our model (note that the 
problem is not that salinity is not damaging per se, it’s that we may be overstating the 
damages).  However, survey evidence and econometric testing suggests that endogeneity 
as described above does not substantially compromise our econometric estimates.   
                                                
11 A more general concern raised by Deschenes & Greenstone (2007) is that the Ricardian methodology is 
plagued by undefined omitted variable bias that makes identification of the variable of interest (i.e., 
salinity) difficult. 
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First, in an interview based study conducted between 2005 and 2007 (exploring 
landholder constraints to the management of dryland salinity in a representative 
catchment in south-west Western Australia), Robertson, Kingwell, Measham, O’Connor 
and Batchelor (2009) claim that farmers “did not know what to do where, and did not 
know what to do that was economically viable”.12  This lack of information compounds 
the substantial difficulties involved in trying to coordinate action amongst multiple agents 
to combat an economic externality (i.e., salinity crossing farm boundaries).  But even if 
salinity is sufficiently localised such that the recharge and discharge zones occur on a 
single property (see above: ‘Causes and impacts of dryland salinity‘), given landholders’ 
lack of understanding regarding dryland salinity generally, it seems highly unlikely that 
they understand, and could subsequently exploit, the mechanics of the underlying 
groundwater systems. 
Second, one way to test for endogeneity – despite having no property level data on 
ameliorating behaviour in the case of unobserved action - is to instrument the variables in 
the regressions and test for endogeneity in the salinity variables using the “difference-in-
Sargan" or C statistic (Baum, Schaffer & Stillman, 2003).  Less formally, we can simply 
see whether it significantly changes the coefficients on salinity.  Our instruments in this 
case are the demeaned variables in the regressions above.  That is, we use the variation 
around the mean at the catchment and sub-catchment level under the assumption that by 
                                                
12 We provide one example of the poor prospects for economically viable individual action in the 
‘Discussion‘ section below. 
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removing most of the relatively slow moving spatial variation in the regressors when 
compared to salinity (see Figure 3 for an illustration of this effect), we will be left with a 
relatively clean signal. 
We use the log-linear specification for these tests given its similarity to the GLM 
specification, and the relative ease with which the test statistics can be produced.13  We 
use a two-stage Generalised Method of Moments estimator with robust, clustered 
standard errors.  We find that the coefficient on the salinity variables is virtually 
unchanged at either the catchment (0.299) or sub-catchment level (0.290) suggesting that 
our estimates are consistent.  We test for endogeneity in the salinity index and the C test 
p-statistic is 0.92 and 0.12, respectively.  Given the virtually identical coefficients and the 
p-statistics, we conclude that we cannot reject exogeneity of the salinity variables. 
We motivate an additional set of checks for endogeneity by investigating the potential 
impact on our econometric estimates from increased information and awareness about 
salinity that accompanied (i) the NAPSWQ policy initiative in 2000 (see ‘Background‘), 
and, (ii) the release of soil surveys (see the ‘Salinity data‘ section).  To the extent that 
farmers are selectively mitigating on relatively valuable land, this would intensify as 
better information about salinity impacts and mitigation options becomes available as it 
did in 2000.  
                                                
13 Implicitly, the model behind a log-linear regression is V = exp(Xβ)u, where u = (1+ε) is a multiplicative 
error term with mean = 1.  Under homoskedasticity, the variance of this function is directly proportional to 
the mean of V-squared, and is entirely consistent with a log-linear specification in V with an additive error - 
exactly the assumptions motivating our GLM estimator.  Because our data is characterised by spatial 
correlation (i.e., ε is not i.i.d), we use clustered standard errors. 
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Figure 3 – Top panel shows current salinity levels in the south-west (dark is extreme salinity) and the 
bottom panel shows winter rainfall (dark is less rainfall). 
Salinity varies at a relatively high frequency compared to climate, for example winter rainfall. 
  
Source: Australian Soil Resource Information System.
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One might therefore anticipate a change in the salinity coefficient post-2000 as 
endogenous mitigation options increase.  And we can test for this effect by exploiting the 
timing discrepancy between each of these information events and when a land sale 
occurs.  Specifically, we can test for different damage coefficients depending on whether 
the sale occurred before or after a soil survey, or before or after 2000 (i.e., when the 
NAPSWQ was implemented).   
We test for heterogeneous salinity damages based on the GLM power specification as 
presented in Table 3.  With respect to timing of a soil survey, we include an indicator 
variable for whether a sale occurred after the soil survey was collected, interacted with 
salinity.  We find that the interacted variable is not significantly different to zero at the 5 
per cent level (p-value = 0.07) although it is significant at the 10 per cent level.  
However, this modest significance is fragile to specification, for example, when we run 
the equivalent test using the log-linear specification, all significance disappears (p-value 
= 0.26).  With respect to the effect of the implementation of the NAPSWQ, we run two 
regressions based on sales that occur before and after 2000 respectively and implement 
the following tests using the Stata suest command.14  We find that the respective salinity 
indicators are not significantly different (p-value = 0.90).  In addition, we also compare 
salinity indicators (i) between sales based on soil surveys that occurred before and after 
2000; (ii) between sales that occurred before 2000 based on soil surveys that occurred 
                                                
14 The suest command combines parameter estimates and associated covariance matrices to provide valid 
test statistics for cross equation restrictions (StataCorp, 2013). 
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before 2000 and sales that occurred after 2000 based on soil surveys that occurred after 
2000.  Again, we find no statistically significant difference in the salinity indicators (p-
value = 0.91 and 0.66 respectively) providing further evidence that we cannot reject 
exogeneity of the salinity variables. 
Proximity to survey date 
As described in the data section, the salinity data we use is a proxy for actual salinity 
levels given that the information is based on soil surveys that may have been conducted 
many years from the point of sale that we observe.  Hence in addition to the endogeneity 
issues explored in the previous section, we are also concerned about measurement error 
and the potential for introducing attenuation bias.  To minimise this effect we restricted 
our dataset to only include properties sold within 10 years of a soil survey.  We tested 
whether this period of time should be shorter by comparing the salinity coefficients from 
the power specification in Table 3 (within 10 years), to a regression where we restricted 
land sales to be within five years of a soil survey.  Using the Stata suest command we 
could find no statistically significant difference between the respective salinity indicators 
(p-value = 0.72). 
What are the implications from the damage estimates? 
Figure 4 shows the projected land values in 2013 prices for approximately 18 million 
hectares in the south-west region, which includes the entire dryland wheat cropping zone.  
The blank areas on the map are due to limiting the value projection to those areas 
  
120 
represented by the farming properties in our dataset (refer to Figure 1); and omitting 
national parks and other protected areas.  The resolution of this map is approximately 
1 square kilometre or just over 100 hectares per grid point.  Note that the salinity at each 
grid point is fitted in the same way as it was to the farm, meaning that salinity refers to 
some proportion of the land area.  In this way, the land value assigned to a point on the 
map represents the average conditions expected to affect the land in that area.  Areas 
affected by salinity are clearly evident as relatively dark ‘fingers’ throughout the map. 
Figure 4 - Projected land values in the south-west agricultural zone of Western Australia ($2013) 
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Generally, land values increase in line with the rainfall gradient from a low of 
approximately $50 per hectare in the eastern part of the central wheat belt to as much as 
$14,000 per hectare in isolated parts of the high rainfall zone in the south-west corner.  
We find an average land value of approximately $1,700 per hectare and a median of 
$1,400 per hectare. 
The projected total market value of land in the south-west is approximately $30.8 billion.  
Of this, approximately $7.3 billion is situated on 5.3 million hectares of land classified as 
at least slightly salt affected, and approximately $1.6 billion is located on just over 1 
million hectares of land with medium or higher levels of salinity.  We estimate that, if salt 
were eradicated from the south-west region, the total value of land would be about 
$33.4 billion.  This represents an increase of $2.6 billion compared to the current value. 
The land likely to produce proportionately the biggest ‘bang for the remediation buck’ 
appears to be land located in close proximity to extremely salt affected land, with values 
projected to more than double in those areas.  In an absolute sense, however, potentially 
the most valuable target for remediation is land that is co-located with medium levels of 
salinity – this could be worth in excess of $2,000 per hectare when repaired. 
Conversely, if salinity worsens, for example, if the 330,000 hectares of land currently 
classified as high salinity becomes extremely saline, total land values are likely to fall by 
about $350 million, or just over $1,000 – or 60 per cent – per hectare, on affected land.  
Further, if the 600,000 hectares of land with medium salinity subsequently becomes high 
salinity, land values will fall by an additional $400 million – this is equivalent to 
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depreciating current land values on land with medium levels of salinity or higher by 
about 50 per cent.   
In addition to land that currently has at least medium levels of salinity, an additional 
3.75 million hectares of land worth approximately $5.85 billion is likely to become saline 
at some point in the future before the water table reaches a new equilibrium.  
Unfortunately, we do not have reliable data on when this is likely to happen.  However, 
we estimate that more than 660,000 hectares of land classified as high hazard due to 
being immediately adjacent to already saline land (Van Gool et al, 2005) is worth in 
excess of $1 billion. 
Discussion 
In the robustness section of this paper we presented multiple pieces of evidence that 
suggested that, despite the options available to landholders to remediate dryland salinity 
on their properties (summarised in depth by Pannell and Ewing, 2006), they don’t appear 
to be undertaking them.  For a variety of reasons, including ignorance, complexity (both 
biophysical and economic with respect to the potential public good aspect of the 
problem) and high cost, solutions are unlikely to be profitable or even possible for 
individual farmers. 
This suggests that a central solution – for example, coordinated and subsidised by 
government – is potentially the most likely to succeed.  If this is the case, there is a very 
clear need for information about where to target that investment such that the pay off, if 
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any, can be maximised; and the types of poor investments that characterised the 
NAPSWQ can be avoided in the future.  This is exactly the type of information we have 
provided in this paper.   
For example, one option that could slow the spread of salinity is extensive revegetation of 
agricultural land designed to tip the hydraulic equilibrium back towards its former level.  
This option is an interesting one in the context of recent analysis looking at revegetation 
in exchange for potential carbon sequestration payments (Polglase et al, 2013).  In the 
south-west, it has been suggested that for land revegetation to even significantly slow (let 
alone reverse) salinisation of the land, upwards of 30 per cent of a representative farm 
would need to be strategically planted with trees (George, 2007).  This could reduce the 
recharge rate by up to 50 per cent and delay the onset of salinity for 40 — 100 years.  But 
Polglase et al (2013) suggest that the cost of such tree planting could be as much as 
$3,000 per hectare while their modelling suggests that the return in a best case scenario 
might be no more than $115 per hectare per annum.   
Using this information and the average projected value of land in the south-west 
($1,700 per hectare) we can construct a hypothetical scenario.  If an average farmer on an 
average farm worth $1,700 per hectare with land currently unaffected by salinity was to 
invest in carbon farming, they would need to sacrifice almost 1/3rd of their farm to tree 
planting, and roughly speaking, invest the equivalent of the total value of the remainder 
of their productive land to pay for the trees.  Assuming that the return to carbon farming 
could cover the cost of the debt incurred to plant the trees (which is highly unlikely with 
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$115 per annum being the equivalent of just 3.8 per cent of the capital cost), farmers 
would lose approximately 1/3rd of their profits.  Alternatively, this farmer could simply 
take a chance on the assumption that, even if salinity does erode their land values, it 
could take between 40 and 100 years to impact and hence is unlikely to imply an 
immediate loss of 1/3rd of their total profits.  When we factor in discounting, a farmer is 
almost certainly better off avoiding the large costs involved in tree planting and 
effectively ‘mining’ the land in this particular scenario. 
Conclusion 
Existing damage estimates for dryland salinity invariably rely on simple assumptions 
about the impact of salinity on agricultural land.  Alternatively in this paper, we directly 
estimate the depreciation in land values attributable to salinisation of land using a 
Ricardian model of farmland value for the south-west agricultural region of Western 
Australia – an important wheat growing region and home to the majority of salt affected 
land in Australia.  In contrast to existing damage estimates, we use more than 20 years of 
actual land sales data to tell us directly how high a discount the market applies to 
agricultural land affected by various levels of salinity.  We show that this discount is 
between 20 per cent on slightly saline land to as much as 87 per cent on extremely saline 
land.  Our results are robust to endogeneity and to a variety of model specifications, both 
linear and non-linear. 
We project land values for the south-west agricultural region and conclude that, if 
salinised land could be repaired, the total agricultural resource could yield benefits worth 
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approximately $2.6 billion that would be capitalised into land values.  Conversely, we 
show that if salinity is left unchecked, approximately 660,000 hectares of land with 
projected worth of $1 billion is immediately vulnerable and, in the longer term, as much 
as $5.75 billion worth of land is at risk.   
This type of information could usefully be employed to guide publicly funded 
investments to remediate dryland salinity in the future by helping to clearly illustrate the 
potential benefits from such action.  We provide one example, exploring the costs and 
benefits of tree planting for carbon sequestration and salinity mitigation and find that the 
benefits of such action are unlikely to exceed the costs. 
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Appendix A: Data Sources 
Geocoded property sales data was obtained from Landgate, the statutory authority 
responsible for maintaining Western Australia’s official register of land ownership and 
survey information, and for valuing the State’s land and property for government interest.  
Location-specific climate averages for Western Australia were derived using the 
ANUSPLIN surface-fitting statistical package (Hutchinson, 2008).  Fitted temperature 
data is calculated based on data from 1,345 weather stations for the period 1977-2006.  
Rainfall data is calculated based on data from 10,903 stations for the same period. 
Geoscience Australia provides access to a number of broad topographical datasets.  We 
have used the 1:10Million GEODATA TOPO 2002 dataset to extract road and coastline 
data.  
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