Abstract-In this correspondence, a generalized output pruning algorithm for matrix-vector multiplication is proposed. It is shown that for a given decomposition of the matrix of the transform kernel and the pruning pattern, the unnecessary operations for computing an output pruning discrete cosine transform (DCT) can be eliminated thoroughly by using the proposed algorithm
I. INTRODUCTION
Recently, a lot of one-dimensional (1-D) and two-dimensional (2-D) fast pruning DCT algorithms for computing only the lower frequency components have been proposed in [1] - [3] . However, to the best of our knowledge, no known generalized pruning method can be directly applied to any orthogonal discrete transform (ODT), such as the DCT, the discrete Fourier transform (DFT), the discrete Hartley transform (DHT), etc. In this correspondence, a generalized output pruning algorithm for computing matrix-vector multiplication of any order is presented. It is shown that for a given decomposition of the matrix, the unnecessary operations can be eliminated thoroughly. An efficient pruning DCT algorithm can then be derived based on the prescribed pruning algorithm. Of course, the applicability of the proposed output pruning algorithm is not limited to the DCT; actually, it can be applied to all well-known discrete orthogonal transforms, such as the DFT, the DHT, and the discrete sine transform (DST). However, in this work, the pruning DCT algorithm is our only focus. In this section, a more efficient algorithm for computing outputpruning matrix-vector multiplication is presented. In this algorithm, only dlog(k + 1)e 2 N bits are required to record whether the partial results B 
A. Encoding Processes
Let T be a control or threshold parameter and its value is set to be zero initially. are equal to zero except the diagonal components. In this case, the values of each entry of M and T will be unchanged. 3) C i N 2N is a general diagonal matrix, that is, all the diagonal components of it are not equal to zero, and no constraint is set to the nondiagonal components. In this case, the value of T will be increased by one. The value of T (which is denoted as Tt ) is used as a threshold for indicating the fact that in the matrix-vector multiplication stage, say, C 4) C i N 2N can be decomposed into a product of a general diagonal matrix and a permutation matrix, or vice versa. In this case, the array M will be processed by using the merged methodologies presented in 1) and 3). 5) The other matrix forms that do not belong to those of the above four types are categorized as type 5). Notice that those matrices discussed in 1)-3) are special subsets of 4). Hence, by definition, those matrices of type 5) cannot be decomposed into a product of a general diagonal matrix and a permutation matrix. Moreover, according to the following corollary, we will deduce that each matrix of type 5) is a linearly dependent matrix.
Corollary 1:
If a matrix of size N 2 N cannot be decomposed into a product of a general diagonal matrix and a permutation matrix of the same size, then its determinant is equal to 0. By corollary 1, we know that for any well-defined discrete transform matrix A N 2N , which is linearly independent, it will never be categorized as a type 5) matrix. For the sake of convenience, those sets composed of the matrices discussed in 1)-4) are, respectively, denoted by P, D, GD, and PGD.
As into a product of a general diagonal matrix D g and a permutation matrix P p (or vice versa). Then, the entries of M will be permuted according to the Pp first, and the j th output B k0i;j N has to be computed only when M [j] < T ; otherwise, it can be left out for pruning. Of course, the value of T will also be decreased by one in this case. The above statements described the detailed procedures of the proposed pruning algorithm. Because the final value of T , i.e., T f , will not be greater than k. Only dlog(k + 1)e 2 N bits are required to record the evolution process of M: Since DCT is an orthogonal discrete transform, its transform kernel matrix must be a linearly independent matrix. That is, the pruning algorithm presented in Section II can be directly applied to derive efficient pruning DCT algorithms. Moreover, all well-known DCT algorithms (such as [4] - [6] ) and pruning DCT algorithms (such as [1] - [3] ) can be modeled as a matrix-vector multiplication with known decompositions of the DCT transform kernel matrix.
Since the optimism of the proposed pruning algorithm is decomposition dependent, we cannot only derive effective pruning DCT algorithms but also compare the effectiveness of matrix decomposition cor-responding to each existing fast algorithm by checking the complexities of the so-obtained pruning algorithms.
The following data are obtained by applying the proposed output pruning algorithm to derive efficient pruning DCT algorithms, based on the matrix decompositions presented in [1] , [5] , and [6] . For the 1-D DCT of length 64, Table I lists the numbers of required multiplications and additions for the corresponding pruning DCT algorithms with respect to different pruning patterns.
The most well-known pruning DCT algorithm presented in [1] gives the same complexities as listed in the first column of Table I . This fact verifies the correctness and effectiveness of the proposed pruning algorithm. As for the other two algorithms (or matrix decompositions), the gain obtained from pruning is less significant. The number of pruned multiplications is larger in Winograd's approach, whereas the number of pruned additions is larger in Lee's approach. In fact, these characteristics can be observed and explained from their corresponding algorithm structures. In Winograd's DCT algorithm, the required multiplications are post-processing oriented, whereas in Lee's DCT algorithm, the most post-processing oriented operations are additions. That is, if the complexity of multiplication is the major concern, then the pruning gain will be more significant when the required multiplications of the algorithm are nearly post-processing oriented.
IV. CONCLUSIONS
In this correspondence, an index-registration technique is presented to establish an effective framework for developing efficient pruning algorithms for various ODT's. Moreover, with the aid of the proposed technique, an automatic optimal output pruning ODT program generator can be developed. This is currently under investigation.
