Constant dimension codes (CDCs), as special subspace codes, have received a lot of attention due to their application in random network coding. This paper introduces a family of new codes, called rank metric codes with given ranks (GRMCs), to generalize the parallel construction in [Xu and Chen, IEEE Trans. Inf. Theory, 64 (2018), 6315-6319] and the classic multilevel construction. A Singleton-like upper bound and a lower bound for GRMCs derived from Gabidulin codes are given. Via GRMCs, two effective constructions for CDCs are presented by combining the parallel construction and the multilevel construction. Many CDCs with larger size than the previously best known codes are given. The ratio between the new lower bound and the known upper bound for (4δ, 2δ, 2δ) q -CDCs is calculated. It is greater than 0.99926 for any prime power q and any δ ≥ 3. A,B∈D,A =B {d R (A, B)}. Clearly δ = min A∈D,A =0 {rank(A)}.
Introduction
Subspace codes, constant dimension codes in particular, have drawn significant attention due to the work by Kötter and Kschischang [20] , where they presented an application of such codes for error correction in random network coding.
Let F q be the finite field of order q, and F n q be the set of all vectors of length n over F q . F n q is an n-dimensional vector space over F q . Given a nonnegative integer k ≤ n, the set of all k-dimensional subspaces of F n q is called the Grassmannian G q (n, k). The cardinality of G q (n, k) is given by the q-ary Gaussian coefficient
For any two subspaces U , V ∈ G q (n, k), their subspace distance is defined by
A subset C of the Grassmannian G q (n, k) is called an (n, d, k) q constant-dimension code (CDC), if d S (U , V) ≥ d for all U , V ∈ C and U = V. Elements in C are called codewords. An (n, d, k) q -CDC with M codewords is written as an (n, M, d, k) q -CDC. Given n, d, k and q, denote by A q (n, d, k) the maximum number of codewords among all (n, d, k) q -CDCs. An (n, d, k) q -CDC with A q (n, d, k) codewords is said to be optimal.
Without loss of generality, assume that n ≥ 2k. This assumption can be made as a consequence of the fact A q (n, d, k) = A q (n, d, n − k), which can be obtained by taking orthogonal complements of subspaces (cf. [30] ). Furthermore, by (1.1), when 2k < d, any nonempty (n, d, k) q -CDC consists of exactly one codeword. Therefore, we always assume that n ≥ 2k ≥ d.
A k-dimensional subspace U of F n q can be represented by a k × n generator matrix U whose rows form a basis of U . Let F k×n q denote the set of all k × n matrices over F q . For U , V ∈ G q (n, k), the subspace distance on G q (n, k) is also given by
where U , V ∈ F k×n q are matrices such that U = rowspace(U ) and V = rowspace(V ). The two matrices are usually not unique.
By (1.2) , in a CDC, the minimum subspace distance d is even. If d = 0 or 2, then all k-dimensional subspaces of F n q constitute an optimal (n, d, k) q -CDC. It follows that d = 4 is the minimum nontrivial value.
Lifted maximum rank distance codes
To obtain optimal CDCs, Silva, Kschischang and Kötter [25] pointed out that lifted maximum rank distance (MRD) codes can result in asymptotically optimal CDCs, and can be decoded efficiently in the context of random linear network coding.
For a matrix A ∈ F m×n q , the rank of A is denoted by rank(A). The set F m×n q is an F q -vector space. The rank distance on F m×n q is defined by An [m × n, k, δ] q rank-metric code D is a k-dimensional F q -linear subspace of F m×n q with minimum rank distance δ = min
We outline the proof of Proposition 1.1 for later use. It suffices to check the subspace distance of C. For any U , V ∈ C and U = V, where U = rowspace(I k | A) and V = rowspace(I k | B), we have
Given n, δ, k and q, denote byĀ q (n, 2δ, k) the maximum number of codewords among all (n, 2δ, k) q -CDC containing a lifted MRD code (n, q (n−k)(k−δ+1) , 2δ, k) q -CDC as a subset. Many constructions for CDCs with large number of codewords known in the literature (cf. [6, 11, 22, [24] [25] [26] 28] ) produce codes containing a lifted MRD code. This motivates the study, initialized by Etzion and Silberstein [7] , on determining the lower and upper bounds onĀ q (n, d, k).
Etzion and Silberstein [6] presented a simple but effective construction, named the multilevel construction, which generalizes the lifted MRD codes. Trautmann and Rosenthal in [28] improved the multilevel construction by pending dots. Using the idea of pending dots and graph matchings, Etzion, Silberstein in [7] and Silberstein, Trautmann in [24] constructed large subspace codes in G q (n, k) of minimum subspace distance d = 4 or 2k − 2. Xu and Chen [31] presented a new construction which can be also seen as a generalization of the lifted MRD codes. Heinlein [14] summarized the upper bounds of CDCs which contain lifted MRD codes as follows.
Theorem 1.2 [14, Theorem 1] For n ≥ 2k, let C be an (n, 2δ, k) q -CDC which contains a lifted MRD code.
(1) If k < 2δ and n ≥ 3δ, thenĀ q (n, 2δ, k) ≤ q (n−k)(k−δ+1) + A q (n − k, 2(2δ − k), δ).
If additionally k = δ, n ≡ r (mod k), 0 ≤ r < k, and r 1 q < k, or (n, 2δ, k) ∈ {(6 + 3l, 4 + 2l, 3 + l), (6l, 4l, 3l) | l ≥ 1}, then the bound can be achieved.
(2) If k < 2δ and n < 3δ, thenĀ q (n, 2δ, k) = q (n−k)(k−δ+1) + 1.
For more information on constructions and bounds for subspace codes, the interested reader is refered to [1, 3, 7-9, 12, 13, 16, 19, 20, 23, 27, 29, 30 ].
Our contribution
This paper is devoted to constructing large constant dimension codes which contain a lifted MRD code as a subset. Section 2 generalizes a construction for CDCs in [31] by introducing a family of new codes, called rank metric codes with given ranks (GRMCs). This generalized construction is called a parallel construction (see Construction 2.5). We shall establish a Singleton-like upper bound (see Proposition 2.3) and a lower bound (see Proposition 2.4) for GRMCs by using Gabidulin codes. Very recently, Heinlein [15] also introduced a similar concept to GRMCs. He presented several lower bounds for GRMCs, but most focus on special parameters. Here our construction is for general parameters. Applying Construction 2.5 together with Proposition 2.4, we give a lower bound onĀ q (n, 2δ, k) for any n ≥ 2k > 2δ > 0. Section 3 presents two effective constructions for CDCs (see Constructions 3.10 and 3.17) by combining the parallel construction and the classic multilevel construction. Constructions 3.10 shows that if a multilevel construction satisfies the weight of the first n−k positions of every identifying vector is no less than δ, then the multilevel construction can be combined with a parallel construction. Constructions 3.17 shows that if identifying vectors in a multilevel construction dissatisfy the condition in Constructions 3.10, the multilevel construction is still possible to be combined with a parallel construction. In both construction, GRMCs play an important role.
In principle, people can always pick up suitable identifying vectors and then use the classic multilevel construction to construct optimal CDC. However, how to choose identifying vectors effectively is still an open and different problem. The combination of the parallel construction and the multilevel construction helps to weaken the requirement for identifying vectors and provides good constant dimension codes with large size. Applying Constructions 3.10 and 3.17, we establish new lower bounds for CDCs (see Theorems 3.12, 3.14, 3.16 and Corollary 3.18). Many CDCs with larger size than the previously best known codes in [16] are given (see Appendix B). We also calculate the ratio between our lower bound and the known upper bound for (4δ, 2δ, 2δ) q -CDCs. It is greater than 0.99926 for any prime power q and any δ ≥ 3 (see Remark 3.20).
Parallel construction
In [31] , Xu and Chen presented an interesting construction to establish new lower bounds for A q (2k, 2δ, k), where k ≥ 2δ. 
Theorem 2.1 relies on the use of the rank distribution of an MRD code. Theorem 2.2 (Rank distribution [4, 10] ) Let m ≥ n. Let D be an MRD[m × n, δ] q code, and A i = |{M ∈ D : rank(M ) = i}| for 0 ≤ i ≤ n. Its rank distribution is given by A 0 = 1, A i = 0 for 1 ≤ i ≤ δ − 1, and
In this section, we shall generalize Theorem 2.1 by introducing the concept of rank metric codes with given ranks (GRMCs), which can be seen as a generalization of constant-rank codes. Constant-rank codes have been discussed systematically in [11] .
We remark that very recently, based on Theorem 2.1, Chen et.al [3] and Heinlein [15] generalized linkage constructions to establish some lower bounds of CDCs independently.
Rank metric codes with given ranks
Let K ⊆ {0, 1, . . . , n} and δ be a positive integer. We say D ⊆ F m×n q is an (m × n, δ, K) q rank metric code with given ranks (GRMC) if it satisfies (1) rank(D) ∈ K for any D ∈ D;
If |D| = M , then it is often written as an (m×n, M, δ, K) q -GRMC. Given m, n, K and δ, denote by A R q (m × n, δ, K) the maximum number of codewords among all (m × n, δ, K) q -GRMCs.
When K = {0, 1, . . . , n}, a GRMC is just a usual rank-metric code (not necessarily linear). When K = {t} for 0 ≤ t ≤ n, a GRMC is often called a constant-rank code (cf. [11] ). Consequently, when m ≥ n,
Usually, K is selected as a set of consecutive integers. Let [t 1 , t 2 ] denote the set of integers k such that t 1 ≤ k ≤ t 2 .
where l = max{i, j} and t = min{m − i, n − j, t 2 }.
Proof Let D be any (m × n, M, δ, [t 1 , t 2 ]) q -GRMC. For any 0 ≤ i, j ≤ min{δ − 1, t 1 }, the D ij is obtained by removing the same i rows and j columns from every codeword in
When t 1 = t 2 , Proposition 2.3 provides an upper bound for constant-rank codes (see also [11, Proposition 7] ).
We remark that very recently, Heinlein [15] also introduced the concept of GRMCs for the case K = [0, t 2 ]. He established a similar upper bound for GRMCs to that in Proposition 2.3. He also presented several lower bounds for GRMCs, but most focus on special parameters. Here we shall give a general construction on GRMCs.
To construct GRMCs, we need a special class of MRD codes, named Gabidulin codes. Let β = (β 0 , β 1 , . . . , β m−1 ) be an ordered basis of F q m over F q . There is a natural bijective map Ψ m from F n q m to F m×n q as follows:
Ψ m : F n q m −→ F m×n q a = (a 0 , a 1 , . . . , a n−1 ) −→ A,
. The map Ψ m will be used to facilitate switching between a vector in F q m and its matrix representation over F q . In the sequel, we use both representations, depending on what is more convenient in the context. For any positive integer i and any a ∈ F q m , set a [i] a q i . Let m ≥ n and δ be a positive integer. A Gabidulin code G[m×n, δ] q is an MRD[m×n, δ] q code whose generator matrix G in vector representation is
where g 0 , g 1 , . . . , g n−1 ∈ F q m are linearly independent over F q (see [10] ). Then G[m×n, δ] q can be written as {uG :
Proposition 2.4 (Lower bound) Let m ≥ n and 1 ≤ δ ≤ n. Let t 1 be a nonnegative integer and t 2 be a positive integer such that t 1 ≤ t 2 ≤ n. Then
where A i (x) denotes the number of codewords with rank i in an MRD[m × n, x] q code.
Proof
When
where g 0 , g 1 , . . . , g n−1 ∈ F q m are linearly independent over F q . Let D 2 be a G[m × n, n − δ + a + 1] q code whose generator matrix G 2 in vector representation is
are also linearly independent over F q . Then
is a G[m × n, a] q code whose generator matrix is
where O m×n is the m × n zero matrix, set
which contains a lifted MRD code (n, q (n−k)(k−δ+1) , 2δ, k) q -CDC as a subset.
Given i ∈ {1, 2}, for any U , V ∈ C i and U = V, we have d S (U , V) ≥ 2δ by the proof of Proposition 1.1. ✷ Construction 2.5 comes from two parallel versions of lifted MRD codes, so it is named as a parallel construction. As a straightforward corollary of Construction 2.5, we have the following result.
Proof Apply Proposition 2.4 with t 1 = 0 and t 2 = k − δ. Then apply Theorem 2.6. ✷
We remark that if k ≥ 2δ, then Theorem 2.1 is a corollary of Theorem 2.7 by taking n = 2k.
Parallel multilevel construction
This section is devoted to presenting two effective constructions for constant dimension codes (Constructions 3.10 and 3.17) by combining the parallel construction shown in Section 2 and the multilevel construction introduced in [6] . First we give a revisit of the multilevel construction in [6] .
Preliminaries
Etzion and Silberstein [6] presented the multilevel construction for constant dimension codes by establishing relations between subspace distances and Hamming distances or rank distances (see Lemmas 3.7 and 3.8, respectively, below). The multilevel construction is a generalization of Proposition 1.1 by introducing Ferrers diagram rank-metric codes.
Ferrers diagram rank-metric codes
Given positive integers m and n, an m × n Ferrers diagram F is an m × n array of dots and empty cells such that all dots are shifted to the right of the diagram, the number of dots in each row is less than or equal to the number of dots in the previous row, and the first row has n dots and the rightmost column has m dots.
We always denote by γ i , 0 ≤ i ≤ n − 1, the number of dots in the i-th column of F. Given positive integers m and n, and 1 ≤ γ 0 ≤ γ 1 ≤ · · · ≤ γ n−1 = m, there exists a unique Ferrers diagram F of size m × n such that the i-th column of F has cardinality γ i for any 0 ≤ i ≤ n − 1. In this case we write F = [γ 0 , γ 1 , . . . , γ n−1 ].
For a given m × n Ferrers diagram F, an [F, k, δ] q Ferrers diagram rank-metric code (FDRMC), briefly an [F, k, δ] q code, is an [m × n, k, δ] q rank-metric codes in which for each m × n matrix, all entries not in F are zero. If F is a full m × n diagram with mn dots, then its corresponding FDRM code is just a classical rank-metric code. For a Ferrers diagram F of size m × n, one can transpose it to obtain a Ferrers diagram F t of size n × m. If there exists an [F, k, δ] q code, then so does an [F t , k, δ] q code. Etzion and Silberstein [6] established a Singleton-like upper bound on FDRMCs. 
An FDRMC attaining the upper bound in Lemma 3.2 is called optimal. Constructions for optimal FDRMCs can be found in [2, 5, 6, 13, 17, 18, 24, 32] . We here only quote several known constructions for late use. 
The following theorem is a variation of Theorem 10 in [5] .
satisfying that for any codeword D ∈ D,
Proof Let D 12 be the given [F 12 , k, δ] q code. Set
where D| F 1 denotes the restriction of D in F 1 and D| F t 2 denotes the restriction of D in F t 2 . Then D is an [F, k, δ] q code. One can easily verify the linearity and the dimension of D. For any nonzero D ∈ D 12 , we have rank
which proves the minimum rank distance of D. ✷
Multilevel construction
A matrix is said to be in row echelon form if each nonzero row has more leading zeros than the previous row. A matrix is in reduced row echelon form if (1) the leading coefficient of a row is always to the right of the leading coefficient of the previous row; (2) all leading coefficients are ones; (3) every leading coefficient is the only nonzero entry in its column. A k-dimensional subspace U of F n q can be represented by a k × n generator matrix whose rows form a basis of U . We usually represent a codeword of a constant dimension code by such a matrix. There is exactly one such matrix in reduced row echelon form and it will be denoted by E(U ) [6] .
The identifying vector v(U ) of a subspace U ∈ G q (n, k) is the binary vector of length n and weight k such that the 1 ′ s of v(U ) are in the positions (columns) where E(U ) has its leading ones (of the rows). The echelon Ferrers form of a vector of length n and weight k, EF (v), is the matrix in reduced row echelon form with leading entries (of rows) in the columns indexed by the nonzero entries of v and • (called a dot) in all entries which do not have terminals zeros or ones. Its identifying vector v(U ) is 1011000. For the identifying vector v(U ) = 1011000, its echelon Ferrers form EF (v(U )) is the following 3 × 7 matrix:
To present the multilevel construction, the following two lemmas are crucial. 
where C U and C V denote the submatrices of U and V , respectively, without the columns of their pivots. Construction 3.9 (Multilevel construction [6] ) Let C be a binary Hamming code of length n, weight k and minimum Hamming distance 2δ. For each codeword C ∈ C, its echelon Ferrers form is EF (C). All dots in EF (C) produce a Ferrers diagram F C . If there exists an [F C , k C , δ] q code D C for each C ∈ C, then by Lemmas 3.7 and 3.8, the row spaces of the matrices in C∈C D C form a (n, 2δ, k) q -CDC.
Combination of parallel construction and multilevel construction
Although the multilevel construction is effective to construct CDCs, it is not known so far how to pick up identifying vectors such that the resulting CDCs are optimal. Also, only a few infinite families on optimal FDRMCs are known in the literature. The following constructions help to reduce the choice of identifying vectors.
The first construction
Construction 3.10 Let n ≥ 2k. Suppose that there exists an (n, M 1 , 2δ, k) q -CDC which is constructed via the multilevel construction satisfying that for any of its identifying vectors v = (v (1) (1) ) is the weight of v (1) . If there exists a (k × (n − k), M 2 , δ, [0, s − δ]) q -GRMC, then there exists an (n, M 1 + M 2 , 2δ, k) q -CDC.
Proof Let C 1 be the given (n, M 1 , 2δ, k) q -CDC and D be a (k ×(n−k),
It suffices to examine the subspace distance of C. For any
the reduced row echelon form of U . We have rank(A) ≥ s by the fact that any identifying vector v satisfies wt(v (1) ) ≥ s. For any V ∈ C 2 ,
For any U , V ∈ C 2 and U = V, we know d S (U , V) ≥ 2δ by Lemma 3.8. ✷ Construction 3.10 shows a criteria to combine the parallel construction and the multilevel construction to produce CDCs with large size. When n ≥ 2k + δ and k ≥ 2δ, applying Construction 3.10, in what follows we shall present better lower bounds on A q (n, 2δ, k) than that in Theorem 2.6. Lemma 3.11 Let n ≥ 2k + δ and k ≥ 2δ. Let q be any prime power and
Then there exists an (n, M 1 , 2δ, k) q -CDC constructed via the multilevel construction satisfying that for any of its identifying vectors v = (v (1)
and this CDC contains a lifted MRD code (n, q (n−k)(k−δ+1) , 2δ, k) q -CDC as a subset.
Proof We construct the set of identifying vectors of length n as follows:
The size of B is ⌊ k δ ⌋, and each vector in B has size k and weight k − δ (note that the δ zeros are always shifted to the left by δ positions). It is readily checked that for any
For any identifying vector v i = (v
be a k × (n − k) Ferrers diagram, and
Here we need to examine the existence of C H i . Consider the transpose of H i :
For the (n − k) × k Ferrers diagram H t i , every column of H t i contains at least n − k − δ dots. Since n − k − δ ≥ k, by Theorem 3.3, there exists an optimal [H t i , δ] q code. Now it remains to analyse its dimension. If k − iδ ≥ δ, i.e, i ≤ ⌊ k δ ⌋ − 1, then by Theorem 3.3, the optimal dimension is equal to the number of dots in H t i which are not contained in the rightmost δ − 1 columns: 
Theorem 3.12 together with the use of Proposition 2.4 provides many new constant dimension codes with larger size than the previously best known codes in [16] . We list some of them in Table 1 in Appendix B.
When δ = 2, Theorem 3.12 can be improved by using the following CDCs constructed in [24] . 
Then there exists an (n, M 1 , 4, k) q -CDC constructed via the multilevel construction satisfying that for any of its identifying vectors v = (v (1)
and this CDC contains a lifted MRD code (n, q (n−k)(k−δ+1) , 4, k) q -CDC as a subset.
Proof (sketch only) We here employ the same set of identifying vectors as those in Construction B of [24] (note that the identifying vectors are exhibited in [24] recursively, and here we list all of them explicitly):
, if k is even;
The size of B is ⌊ k 2 ⌋, and each vector in B has size k and weight k − 2 (note that the two zeros are always shifted to the left by two positions). The size of D i+1 is ⌊ n−(i+1)k 2 ⌋, and each vector in D i+1 has size n − (i + 1)k and weight 2 (note that the two ones are always shifted to the left by two positions).
Since i ≤ ⌊ n−2 k ⌋ − 2, we have n − k ≥ (i + 1)k. Then for any identifying vector v = (v (1) n−k | v (2) k ) shown above, one can check that wt(v (1) ) ≥ k − 2. By Construction B
and Corollary 27 in [24] , these identifying vectors generate an (n, M 1 , 4, k) q -CDC. This CDC contains a lifted MRD code (n, q (n−k)(k−δ+1) , 4, k) q -CDC as a subset which comes from the identifying vector (1 . . . 
Proof Applying Lemma 3.13 and Construction 3.10 with s = k − 2. ✷ With the aid of a computer, we compared the values ofĀ q (n, 4, k) from Theorems 3.12 and 3.14. It seems that when k > 4 and n is large enough, Theorem 3.14 always produces better lower bound onĀ q (n, 4, k) than that in Theorem 3.12 (see Table 2 in Appendix B for example).
More specially, for δ = 4 and k = 5, Silberstein and Trautmann in [24] presented an (n, M 1 , 4, 5) q -CDC with larger size than that in Lemma 3.13 by choosing identifying vectors more carefully. 
Let
Then there exists an (n, M 1 , 4, 5) q -CDC constructed via the multilevel construction satisfying that for any of its identifying vectors v = (v (1)
), it holds that wt(v (1) ) ≥ 3, and this CDC contains a lifted MRD code (n, q 4(n−5) , 4, 5) q -CDC as a subset.
Proof (sketch only) We here employ the same set of identifying vectors as those in Construction C-5 of [24] (note that the identifying vectors are exhibited in [24] recursively, and here we list all of them explicitly):
where each vector in P j,l has size n − 5j − 5 and weight 2; if n − 5j − 5 is even, then the positions of ones in vectors from P j,2 , . . . , P j,n−5j−5 correspond to a one-factorization of the complete graph K n−5j−5 ; if n − 5j − 5 is odd, then the positions of ones in vectors from P j,1 , P j,2 , . . . , P j,n−5j−5 correspond to a near one-factorization of the complete graph K n−5j−5 (see [24, for more details).
Since j ≤ ⌊ n−12 5 ⌋, we have 5j + 5 < n − 5. Then for any identifying vector v = (v (1) n−5
| v (2) 5 ) shown above, one can check that wt(v (1) ) ≥ 3. By Construction C-5 and Theorem 35 in [24] , these identifying vectors generate an (n, M 1 , 4, 5) q -CDC. This CDC contains a lifted MRD code (n, q 4(n−5) , 4, 5) q -CDC as a subset which comes from the identifying vector (11111 | 0 . . . 0 n−5 Theorem 3.16 provides many new (n, 4, 5) q -CDCs with larger size than the previously best known codes in [16] . We list some of them in Table 2 in Appendix B. Compared with Theorem 3.16, Theorems 3.12 and 3.14 produce worse lower bounds ofĀ q (n, 4, 5) for those n in Table 2 .
The second construction
In Construction 3.10, we start from a multilevel construction, and then choose an appropriate parallel construction based on the identifying vectors in the multilevel construction. Actually, we can also start from a parallel construction, and then choose appropriate identifying vectors to use the multilevel construction. 
and
This CDC contains a lifted MRD code (n, q (n−k)(k−δ+1) , 2δ, k) q -CDC as a subset.
Since n ≥ 2k, |C 1 | = q (n−k)(k−δ+1) . Note that the identifying vector of each codeword in
). Now we take two new identifying vectors n 1 and n 2 .
Step 1. Take
Note that d H (n, n 1 ) = 2δ. Then
be a k × (n − k) Ferrers diagram and
where D F is a Ferrers diagram rank-metric code in F with minimum rank distance δ, which will be constructed as follows in two different ways.
(1) We claim that there exists an [F, (k −δ)δ +n−k −δ, δ] q code D ′ F when n ≥ k +3δ, and there exists an [F, δ(n − 4δ + 2), δ] q code D ′ F when 2k ≤ n < k + 3δ. To examine the existence of such FDRMC codes, take an (n − k − δ) × 2δ Ferrers diagram
Note that
By Theorem 3.3, when n − k − δ ≥ 2δ, i.e., n ≥ k + 3δ, there exists an optimal [F 12 , (k − δ)δ + n − k − δ, δ] q code, and when n < k + 3δ, since k − δ ≥ δ, there exists an optimal [F t 12 , δ(n − 4δ + 2), δ] q code, which yields an [F 12 , δ(n − 4δ + 2), δ] q code. Now applying Theorem 3.5, we obtain an [F, (k − δ)δ + n − k − δ, δ] q code D ′ F when n ≥ k + 3δ, and an
(2) We claim that there exists an
code D ′′ F . Its existence comes from Theorem 3.4 by using an optimal [F 1 , (δ − j + 1)(k − δ), j] q code, i.e., an MRD[(k −δ)×δ, j] q code, and an optimal [
Let l 1 and l 2 be as in the assumption. If l 1 ≥ l 2 , then take D F = D ′ F . Otherwise, take D F = D ′′ F . Thus |C 3 | = |D F | = q max{l 1 ,l 2 } . Note that D 3 = O 4 in both cases. Note that d H (n, n 2 ) = d H (n 1 , n 2 ) = 2δ. Then
It suffices to examine the subspace distance of C. Let U i ∈ C i for 1 ≤ i ≤ 4. Since d H (n, n 1 ) = d H (n, n 2 ) = d H (n 1 , n 2 ) = 2δ, by Lemma 3.7, d S (U 1 , U 3 ), d S (U 1 , U 4 ) and d S (U 3 , U 4 ) are all no less than 2δ. Applying Construction 3.10 with s = k, we have 17 is easier to be used since its statement does not rely on the choice of identifying vectors. Construction 3.17 together with the use of Proposition 2.4 provides many new constant dimension codes with larger size than the previously best known codes in [16] . We list some of them in Table 3 in Appendix B. Especially, when n = 2k = 4δ, we obtain new lower bound onĀ q (n, 2δ, k).
Proof 
Remark 3. 20 We can calculate the ratio between the lower bound and the upper bound of the CDCs in Corollary 3.19:
the lower bound of C the upper bound of C =
Furthermore, for δ ≥ 3, the lower bound of C the upper bound of C ≥ 16865174 16877657 > 0.99926.
To ensure smooth reading of the paper, we move the proof to Appendix A.
There is no systematic approach so far to give a (4δ, 2δ, 2δ) q -CDC attaining the lower bound in Corollary 3.19 for general δ. In principle, people can always pick up suitable identifying vectors and then use the multilevel construction to construct an optimal (4δ, 2δ, 2δ) q -CDC. However, how to choose identifying vectors effectively is still an open and different problem. The combination of the parallel construction and the multilevel construction helps to weaken the requirement for identifying vectors and provides good constant dimension codes with large size.
Concluding remarks
Constructions 3.10 and 3.17 for CDCs are established in this paper by combining the parallel construction and the multilevel construction. How to choose identifying vectors compatible with a given parallel construction as many as possible is still an open problem. This paper initials the study.
GRMCs play a fundamental role in our constructions. It is meaningful to investigate various constructions for GRMCs as an independent research topic.
We claim that given any prime power q, f (δ) is a non-increasing function on δ for any δ ≥ 2. We have
It suffices to verify g(δ) ≥ 0 for any δ ≥ 2.
Since q δ+j − 1 ≥ (q j − 1)q δ , when δ ≥ 3, we have Then g(δ) ≥ g 1 (δ) + g 2 (δ). Clearly
It remains to examine g 2 (δ) ≥ 0. Since 2δ + 2 δ + 1 q = (q 2δ+2 −1)(q 2δ+1 −1) (q δ+1 −1) 2 2δ δ q and q δ (q δ+1 − 1) ≤ q 2δ+1 − 1 ≤ (q δ + 1)(q δ+1 − 1), we have q δ (q δ+1 + 1)
Thus
So given any prime power q, f (δ) is a non-increasing function on δ for any δ ≥ 2. Since 
