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Chapter 1: Introduction
The present research work is motivated by the problem of rotorcraft brownout.
Although the brownout problem is operational in nature, the complex multiphase
fluid dynamics involved must first be fully understood to better understand the un-
derlying physics of this problem and to determine strategies for brownout mitigation.
The underlying mechanisms are manifold and the problem is a true multidisci-
plinary research problem, involving the research fields of sedimentology, flow physics,
fluid/particle dynamics and multiphase flows, turbulence and boundary layers.
1.1 Motivation: Rotorcraft Brownout
The rotorcraft brownout problem is a well recognized but poorly understood
problem that occurs when rotorcraft are operating near ground surfaces covered
with loose sediment, especially in desert areas. The occurrence of brownout is
characterized by the rapid evolution of a large dust cloud around the rotorcraft
that is generated by the rotor wake, especially during takeoff, approach, or landings.
A typical dust cloud generated by a helicopter encountering brownout conditions
during landing is shown in Fig. 1.1. The severity of the dust cloud can greatly reduce
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the pilot’s ability to distinguish visual cues on the ground that would normally be
used as a reference for landing purposes, thereby compromising the safety of flight.
Furthermore, if the rotorcraft is completely engulfed in the dust cloud, the suspended
sediment particles can cause motion cue anomalies or vection illusions, i.e., the pilot
perceives a relative motion of the vehicle that is not real. This perception may lead
the pilot to applying improper control inputs, in some cases leading to a crash.
Brownout is not as much of a problem during takeoff because in this case the
pilot often has the opportunity to quickly climb the rotorcraft out of the evolving
dust cloud. However, the risk during landing is much higher, because to land the
rotorcraft safely it must be slowly decelerated and the pilot must see the ground.
The loss of situational awareness under brownout conditions is a substantial cause
of human-factor-related rotorcraft mishaps during military operations. According
to Mapes et al. [4], brownout occurrences are one of the most frequent reasons for
human-factor-related helicopter airframe losses and loss of life during U.S. military
operations. Although not limited to military operations, because of the nature of
their missions, brownout-related mishaps with military rotorcraft by far outnumber
those experienced by civilian rotorcraft [5].
Another aspect of rotorcraft brownout is that mechanical parts and material
are subjected to abrasion by the airborne particles, which leads to serious damage
over time, especially for rotating parts, rotor blades in particular, and to the engines.
In fact, rapid engine wear and heavily eroded rotor blades contribute significantly
to operational costs. For instance, in the worst desert conditions helicopter rotor
blades last as little as 20 flying hours before damage from airborne particles becomes
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Figure 1.1: Photographs showing the time-history of an evolving dust cloud for a




erosion process, they often oxidize, giving off a visible spark 
and causing a corona effect in sandy environments.  
 
Prolonged rotorcraft service in sandy environments, as seen 
in Operation Iraqi Freedom and Operation Enduring Free-
dom, has accelerated the sand erosion damage that rotor 
blades experience.  The increased sand erosion is occurring 
for two reasons.  In southwest Asia, the fine sand particles 
are easily entrained in the downwash and are light enough to 
remain suspended in air for a considerable time.  Rotorcraft 
blades moving through such an environment are continually 
bombarded by the entrained sand particles, causing uniform 
erosion damage.  Additionally, rotorcraft landing in unim-
proved areas tend to kick up larger pebbles, which then 
strike the rotor blades, causing more severe damage in local-
ized areas.   
 
Figure 1 shows erosion damage on the outboard section of a 
rotor blade.  In this image, it can be seen that the damage is 
not confined to the metallic abrasion strip, as the paint on the 
composite body has been eroded to the green primer.   
 
If not caught in a timely manner, the sand may erode into the 
fiberglass blade skin, degrading its structural integrity.  Ad-
ditionally, since expanded copper mesh is often embedded 
on the surface of the composite skin for lightning strike pro-
tection, the erosion damage may locally remove the copper 
mesh and jeopardize the lightning strike protection for the 
blade.  Since lightning strikes tend to be concentrated at the 
outboard section of the blade, erosion damage may degrade 
lightning strike protection in an area where it is most neces-
sary.   
 
Figure 2 shows the erosion damage incurred on a nickel cap 
at the outboard tip of the blade.  For aerodynamic perform-
ance, the nickel cap is thickest at the leading edge and the 
thickness tapers down chordwise to blend with the abrasion 
strip.  In this image, the nickel cap is eroded uniformly, but 
the erosion damage is most noticeable at the back edge of 
the nickel cap, where it is thinnest.  In this area, it can be 
seen that the sand impacts have eroded away the nickel.  
Additional damage is seen around the tip light and the 
weight pocket bolts.   
 
 To alleviate the maintenance costs, a number of research 
efforts have investigated alternative abrasion strip materials 
to identify new structures or coatings that are more resistant 
to erosion damage.  Any system to be considered for appli-
cation to a rotor blade must not only provide enhanced sand 
and rain erosion protection, but must also be compatible 
with the large strains that rotor blades experience.  Addition-
ally, they must be compatible with ice protection and light-
ning strike protection systems. An obvious protection 
mechanism for rotor blades is to coat the surface with a ma-
terial that is harder than the impacting sand particles, which 
are primarily composed of silica.  Ceramic hard coatings 
offer the hardness needed for erosion protection, but their 
inability to accommodate the strains seen in rotor blades has 
prohibited their use to date. 
 
Considerable recent effort has focused on the development 
of polyurethane-based elastomeric spray coatings for erosion 
protection.  Upon impact, sand particles bounce off the 
polymeric material with little damage to the material. As a 
general rule, elastomeric materials do not perform as well in 
rain erosion.  This is particularly true for adhesively bonded 
tapes, which tend to fail at the bond interface.  Unfilled 
polymers have very low thermal and electrical conductivi-
ties, limiting the performance of underlying ice protection 
and lightning strike protection systems.   
 
As damage is accumulated from raindrop, sand particle, and 
pebble impacts, repair of the erosion protection system is 
desirable. The development of a thermally conductive poly-
meric spray coating that is rain erosion resistant and repair-
able is a highly attractive solution, as the coating may be 
 
 
Erosion on Composite Blade Structure
Fig. 1.  Erosion damage on a V-22 blade. 
Erosion of Nickel Cap
Fig. 2.  Erosion damage on a V-22 blade nickel cap. 
Figure 1.2: Erosion damage on a rotor blade from encounters with brownout (Ref. 3).
crystalline structure of certain minerals become deformed and sheared by impacts with
the rotating blades.
An improved understanding of the factors that influence the occurrence of brownout,
and an informed exploration of strategies to mitigate it, are of great practical importance
for safe and cost-effective rotorcraft operations. However, a permanent solution to the
mitigation of brownout poses many challenges. Technical efforts are underway to develop
sensor technology to help the pilot to “see-through” the dust clouds (e.g., Refs. 4–6). Most
of these efforts focus on projecting either flight parameter values or sensory displays on ei-
ther a Head-Up display (HUD), Head-Down Display (HDD) or Helmet-Mounted Display
(HMD). The most recent work on the development of tactical displays (Ref. 4) focuses on
providing pilots with visual references of the landing zone, as well as the crucial “feeling”
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Figure 1.2: Photograph showing the erosion on a rotor blade caused by sediment
particles.
so severe that they have to be removed and repaired or exchanged; see Fig. 1.2.
This problem also reduces mission readiness rates because of the grounding of the
rotorcraft for maintenance, repair and overhaul. In the field, this downtime can often
be more important (and costly) than the actual expenses involved in the replacement
of parts.
New sensors and avionics technologies have been developed to assist the pilot
in safely maneuv ring the r orcraft during periods when brownout conditions are
encountered. These enhancements help the pilot to compensate for the loss of
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situational awareness if immersed in a brownout cloud [6–8]. While such systems
can reduce the risks during takeoffs and landings, they do not solve the brownout
problem nor do they eliminate the abrasion and/or wear problems. There are also
piloting strategies to operationally mitigate brownout. Such strategies involve a
faster landing approach thereby outpacing the formation of the dust cloud, steep
flare maneuvers, rapid descent rates, etc. [9]. However, such techniques are only
partially effective and sometimes risky or even prohibitive, e.g., because of the nature
of the terrain or other obstacles around the landing site.
1.2 Rotor Flow in Ground Effect
The underlying physics of brownout involve three-dimensional unsteady, turbu-
lent, two-phase fluid dynamics. The schematic in Fig. 1.3 shows the various fluid
dynamic mechanisms that may contribute to the development of a particle cloud. A
prerequisite to understanding brownout is to understand the fluid dynamics of the
rotor wake as it approaches the ground, as well as the interaction of the rotor wake
with the ground plane. Most prior research has examined rotor performance or the
aerodynamics at the rotor itself rather than at the ground level [10–22]. More recent
studies utilizing novel measurement techniques and simulations have furthered the
knowledge about the aerodynamics of rotors and, in some instances, also about the
fluid dynamics near the ground [23–28]. However, the complex flows near the ground





































Figure 1.3: Schematic showing different modes of particle uplift and particle motions
generated by a helicopter encountering brownout conditions.
Examinations of photographs and videography of brownout occurrences per-
formed by Milluzzo and Leishman [37] have suggested that rotorcraft can produce
very different dust clouds in terms of their spatial extent, concentration, and rapidity
of their development, for reasons that are not yet well understood. During landing,
some helicopters appear to produce radially expanding, toroidal-shaped dust clouds
that can allow the pilot to maintain the necessary visibility and situational awareness;
see Fig. 1.4(a). Some other helicopters produce large, more dome-shaped dust clouds
where particles can recirculate through the rotor disk, bombard the sediment bed
on the ground, and so eject many more sediment particles from the bed, which can
cause the rotorcraft to be completely engulfed in the dust cloud; see Figs. 1.1 and
1.4(b).
There are many factors influencing the fluid dynamics and, therefore, poten-




Figure 1.4: Photographs showing the evolution of a dust cloud for two different types
of helicopters in a landing approach over dry, dusty terrain.
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these factors include forward airspeed, rotor disk loading, blade loading, blade twist,
number of blades, number and placement of rotors, and blade tip shape. The fuselage
shape has also been shown to affect the aerodynamics at the ground and, therefore, it
will be expected to influence the brownout signature; see Sydney and Leishman [38].
For a rotor operating in ground effect, the flow fields at the ground, in the near wake
below the rotor, and at the rotor blades themselves all affect each other. Therefore,
the detailed fluid dynamics in all of these regions have to be understood to be able
to better understand the problem of brownout. Only then might a way be found to-
ward the successful mitigation of brownout, at least from a fluid dynamics perspective.
1.3 Flow Physics Related to Brownout
Lee et al. [39] examined the effects of the ground on the overall flow field for
several rotor heights off the ground, although they investigated only the single-phase
flow (i.e., without sediment particles). Further experimental work on the brownout
problem has been performed by Nathan and Green [40] who examined the effect of
forward flight on the uplift of sediment particles in a wind tunnel. However, only
dual-phase flow visualization was performed in this case, and quantitative results are
not available. Johnson et al. [41] examined the two-phase flow (sediment and carrier
phase) below the rotor using particle image velocimetry (PIV). These two-phase flow
experiments, along with the recent laboratory experiments by Sydney et al. [2, 38],
have given further insight into the flow physics related to brownout. However, there
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is still a lack of knowledge about how the flow structures and their interactions with
each other (and with the particles on the ground) affect the processes of sediment
uplift and the development of a brownout cloud, and how turbulence in the flow
affects these processes.
It has been suggested that if the flow physics of brownout and the underlying
fluid dynamics that lead to particle mobilization and uplift can be better understood,
then a predictive capability for brownout could be developed [42,43]. To this end,
the mean fluid motion, as well as coherent flow structures and turbulence events,
must be fully understood as they relate to the processes of particle mobilization and
pickup. Such improved understanding will be required to develop capabilities to
reduce the severity of brownout conditions [44–46].
Recent experimental studies have better exposed the intricate fluid dynamic
details of the flow conditions produced near the ground below a hovering ro-
tor [39,43,44,47]. Such flow fields contain the tip vortices and vortex sheets that are
created at the rotor blades [48], as well as the associated eddies and smaller-scale
turbulence, thereby creating a highly complex flow environment with intermittent
characteristics; see Fig. 1.5. The pickup and suspension of particles from the sedi-
ment bed is at least partly caused by high surface shear stresses; see Bagnold [49],
Shao and Lu [50]. However, the actual process is also affected by fluctuations in
flow velocity and the turbulent Reynolds stresses, discrete turbulence events, local
pressure gradients, and the unsteady upward (or wall-normal) flow velocities induced
by the vortices [43, 51, 52].
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(b) Schematic of the flow
Figure 1.5: Flow features in the rotor wake developing in ground effect shown by:
(a) flow visualization, (b) corresponding schematic of the basic flow characteristics.
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1.4 Particle Dynamics
Fundamentally, the uplift of sediment is caused by the fluid-dynamic interactions
of the rotor wake with the particle bed; see Fig. 1.3. The forces acting on a particle
on the mobile sediment bed include shear forces in the boundary layer, gravitational
forces, unsteady pressure effects induced by the vortices, and inter-particle forces
[49,50]; see Fig. 1.6. For a particle to become mobilized, the gravitational and the
inter-particle forces must be overcome by the aerodynamic forces. Once uplifted and
entrained, the dominant forces on the particle constitute the aerodynamic lift, drag,
and other inertial forces; see Fig. 1.7.
The mobilized particles are convected by the energetic turbulent flow produced
by the rotor. The smaller and lighter particles trapped in the stronger vortical
flow regions of the rotor wake may also be recirculated back onto the sediment bed,
ejecting many more particles by means of bombardment mechanisms, and so rapidly
increasing the overall quantity of particles in the flow [2,53,54]; see Fig. 1.3.
During hover or slow forward flight at relatively low heights, the ground effect
is strong and the uplifted sediment can also become reingested through the rotor disk
into the main rotor downwash. These reingested particles are then bombarded back
onto the ground, in the process ejecting many smaller particles from the sediment bed
if the impact (and so the momentum transfer) is intense enough to overcome the forces
responsible for keeping particles on the bed; see Fig. 1.6. These mobilized particles
then, in turn, can be uplifted to greater heights or even suspended in the flow if the
local fluid velocity components upward and away from the ground are sufficiently high
11
Methodology
Modeling of the Rotor Flow in Ground Effect
The aerodynamic flow field below the rotor was modeled us-
ing a time-accurate Free-Vortex Method (FVM) configured
for maneuvering flight conditions. Details of the FVM have
been published elsewhere (Refs. 24–29). An image system
(Fig. 2) was used to model the flow tangency condition at the
ground plane (Ref. 30). In the FVM, the blades are repre-
sented using a Weissinger-L type model with a full span near
wake. The near wake from each blade was coupled by means
of a circulation preserving boundary condition to a far wake
consisting of a rolled-up tip vortex. The far wake consisted
of vortex trailers, usually up to 10 or 12 rotor revolutions in
length, which were discretized into continuous straight-line
elements connected by discrete wake markers.
Fig. 2: Free-vortex wake solution and matching interface
for the sediment mobility calculations.
The convection of the wake markers is governed by the
three-dimensional, incompressible Navier–Stokes equations,
which under the assumptions of irrotational and incompress-
ible flow can be written in the form of a vorticity transport
equation (Ref. 31). The governing equation for the wake
displacements is further reduced to an advection equation,
which is then discretized in space and time with the veloc-
ity source terms (i.e., free-stream, induced, maneuvering, in-
fluence of the ground, etc.) appearing on the right-hand
side. The solution algorithm for the wake displacements is
based on five-point central differencing in space and two-point
backward differencing in time (Refs. 26, 29). These numeri-
cal approximations are second-order accurate, and are con-
sistent with the accuracy obtained for velocity field recon-
struction using straight-line vortex filament segmentation with
the Biot–Savart law (Ref. 27). The vortex model incorpo-
rated into the FVM is Reynolds number dependent and ac-
counts for diffusion of vorticity (Ref. 28) and filament stretch-
ing (Refs. 32, 33).
From the wake solutions, the resulting distributions of the
airloads on each blade are computed by resolving the three-
component velocity field at each blade element using the con-
ventional approach. Linear and nonlinear aerodynamic char-
acteristics are represented using the Beddoes (Ref. 34) model.
The rotor thrust etc. are then obtained by integrating the air-
loads over the blade span and around the rotor azimuth. Be-
cause the blade response determines the wake/blade attach-
ment boundary condition, this process necessitates a tight cou-
pling of blade motion to the rotor wake solution and blade
loads. During the solution process, the rotor is continuously
trimmed using collective and cyclic blade pitch inputs at the
specified flight conditions with the needed rotor thrust. While
the aerodynamic analysis has the capability of representing
the airframe and the tail rotor, the present results consider the
effects only of the main rotor.
Computation of Sediment Mobility
Stationary particles on the ground (sediment bed) below the
rotor can experience several forces such as shear, pressure,
inter-particle, and gravitational; see Fig. 3. Shear stresses are
created on the sediment bed by the turbulent boundary layer,
which forms an unsteady jet-like flow. Unsteady pressures
are produced in the vorticity-laden flow field below the rotor.
In particular, the low pressures produced by the convecting
vortices can affect both the onset of sediment particle motion
and the subsequent trajectories of the particles (Ref. 20). The
particles will then mobilize when shear and pressure forces
overcome the gravitational and inter-particle forces (e.g., co-
hesion).
The flow field close to the ground is a more viscous-
dominated boundary layer region. Therefore, in the present
work an inviscid-viscous matching method has been used for
predicting particle mobility from a combination of a rotor flow
field model (an inviscid potential flow) and the flow environ-
ment at the ground; see Fig. 2. The rotor wake solution pro-
vides the induced velocity and unsteady pressure fields at a
computational interface a small distance above the ground.
The induced velocity field at the edge of the interface comes
from the application of the Biot–Savart law (Ref. 27), and
Fig. 3: The forces acting on sediment particles on a mobile
bed under the action of an external flow.Figure 1.6: Schematic showing the forces and moments acting on a particle on a
mobile sediment bed under the action of an external vortical flow.
12
Particle Convection
Once the particles are entrained into the flow field near the
ground, the resulting forces acting upon the particles gov-
ern their convective motion. It is assumed hereafter that the
resulting two-phase flow is lightly loaded by the particles
in that the particle motion is driven by the air but not vice-
versa (i.e., one-way coupling), which is reasonably well jus-
tified based on the results in Fig. 6(b). This means that the
particles are considered as a discrete phase and the path-
way of each individual particle is tracked in time. From the
statistics of the particle trajectories, this approach is also
able to calculate particle density concentrations and other
useful data (such as optical metrics).
The forces on the particles are shown in Fig. 11 and
include a drag force Fd , a lift force FL, gravity force Fg,
buoyant force Fb, apparent mass forces Fm, Basset forces
FBasset , etc. The Basset-Boussinesq-Oseen (BBO) equation
governs the resulting dynamic behavior of the particles. The
Bassett force, which depends on the time-history of the par-
ticle motion, manifests as an apparent drag force but it can
be neglected because it is important only in flows with light
particles and steep velocity gradients. Furthermore, apart
from drag and gravitational forces, all other forces vary pro-
portionally to the ratio of the gas to particle density, which
is of the order of 10−3 in air (Ref. 35). Therefore, perhaps
with some exceptions, the other forces can be justifiably ne-
glected for brownout problems.
Fig. 11: Forces acting on an airborne particle.
The equations of motion describing the particles (i.e.,





= Fd +Fg +FL +Fm +Fb +FBasset +FI (6)
￿ Fd +Fg (7)
= −1
2
ρ CdA |Vp −U|(Vp −U)+mg (8)
where Vp and U are the particle and flow velocities, respec-
tively, at any instant in time.
In the present model, monodisperse spherical particles
with an equivalent diameter of dp were assumed, so A =
πd2p/4. The drag coefficient, Cd is a function of particle













For the size of particles prominent in brownout clouds then
Rep << 1, i.e., the particles behave as in Stokes’ flow. For















2 ρCd (Rep)A |Vp −U|
(13)





Notice that the particle response time is a function the den-
sity of the particle and its size.
Equation 12 describes the three-dimensional equation of
motion of dust particles moving in the flow field. Assuming
dilute flows (i.e., assuming no inter-particle interactions and
coupling to the carrier flow), the equations of motion can be
decoupled in the three spatial dimensions and written as
dVpx
dt
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Figure 1.7: Schematic showing the forces acting on a particle in suspension.
to exceed the gravitational forces, e.g., if induced by a vortex convecting downstream.
A schematic of this so-called “bombardment ejection mechanism” is shown in Fig. 1.8.
Sydney et al. [2] showed that bombardment ejections were an important mechanism
in the entrainment of sediment particles into the main flow, and so this mechanism
should also be included in the modeling of brownout, as implemented by Syal and
Leishman [54].
The lighter particles often reach substantial heights and are suspended in the
air for relatively long time scales; see Fig. 1.3. Heavier particles (sometimes referred
to as bedload particles) tend to creep along the sediment bed or they are moved
into saltation, which is another characteristic transport mechanism of these bedload




Figure 1.8: Schematic showing the bombardment mechanism as a contributor to the
mobilization of previously stationary particles in the sediment bed.
Particle ejections are not only caused by the reingested particles but also by particles
that saltate on the sediment bed and that impact other (often smaller) previously
stationary particles, ejecting these from the bed by the momentum transfer during
their collision. This latter mechanism is called saltation bombardment [2].
1.5 Tip Vortices as a Primary Contributor to Brownout
Each rotor blade trails one single, concentrated tip vortex, as shown in Fig. 1.10.
Its characteristics, including the strength of the vortex, can vary with the shape of the
rotor blade and also the blade tip it is trailing from. The vortex parameters, such as
its swirl velocity and core size, are further dependent on the operational parameters
of the rotor and the wake age of the tip vortex. Moreover, potential interactions
with other flow structures (such as another vortex) can distort or diffuse the tip
vortices [47], and if the rotor operates in ground effect, the tip vortex filaments can
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Figure 1.9: Schematic showing the characteristic particle transport mechanisms for
a rotor-generated vortical flow. (From Ref. 2)
also be stretched and reintensified by their interactions with the ground plane [25].
Sydney et al. [2] and Johnson et al. [41] showed that when the blade tip vortices
approach the ground they induce transient increases in the wall parallel velocity
component that, in turn, can produce considerably larger values of shear stress on the
sediment bed. By this mechanism, more sediment particles can reach their threshold
friction velocities for mobility, causing them to creep, proceed into saltation, or
become airborne and become entrained into the main flow. The tip vortices also
create regions of significant instantaneous uplift velocity, i.e., a positive vertical
velocity component, which is referred to as “upwash.” These upwash velocities can
not only uplift particles, but they also can cause smaller particles to be suspended





Figure 1.10: Schematic showing the roll-up of the tip vortices as well as a close-up
view of a typical tip vortex with its three distinct regions: 1. the laminar core, 2.
the laminar-turbulent transition region, 3. the turbulent outer region. (From Ref. 3)
contributor to the generation of brownout clouds, which was shown in previous
dual-phase measurements by Sydney et al. [2] and by Rauleder and Leishman [43].
Because the rotor blade tip vortices have been identified as being a main
contributor to the development of a dust cloud, the change in characteristics of these
discrete vortices and their effects on the flow field in the near-blade region as well as
near the ground have been examined [25, 44]. It is well known that the blade tip
shape affects the characteristics of the trailed tip vortex [55–57]. Therefore, one of
the key ideas in the attempts to mitigate brownout is in the use of appropriate blade
tip shape, with the goal of changing the characteristics of the tip vortices and the
overall flow field in a desirable way so as to reduce the vortex-induced velocities near
the ground [44].
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It was shown that one way to lower these induced velocities is by more rapidly
diffusing the tip vortex, as achieved by a slotted blade tip design of Han and
Leishman [58]. The results from the numerical simulations by Syal et al. [45] later
suggested that this approach of more rapidly diffusing the tip vortices resulted in
a lower quantity of uplifted particles and it also produced less severe brownout
conditions when observed from a pilot’s point of view. However, such results have
not yet been proven by flight tests or laboratory experiments.
The discrete tip vortices are several rotor revolutions old when they reach the
ground, and while they convect downstream in the flow they encounter a complex
unsteady flow field containing other tip vortices (trailed from a different blade), the
turbulent wake sheets, and high levels of turbulence; see Fig. 1.5. It was previously
shown that these flow structures may interact with each other, inducing extra ve-
locities or causing “vortex bundling” or “vortex merging” [2]. As a consequence
of these interactions, smaller-scale eddies and turbulence are generated, which can
alter the turbulent flow environment near the ground [43]. This behavior affects
the Reynolds stresses and velocity fluctuations near the ground and so the total
shear stresses on the sediment bed; see Rauleder and Leishman [43]. The tip vortices
themselves may also be influenced by their interactions with the sediment particles.
Such a coupling of the fluid phase to the dispersed particle phase has not been stud-
ied yet for a vortically-dominated flow, and understanding the effects of suspended
sediment particles on the vortex structures was, therefore, part of the present research.
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1.6 The Effects of Turbulence in the Dual-Phase Flow
The stochastic nature of turbulent boundary layer flows has been well inves-
tigated and documented in the literature [59–61]. However, there has been little
previous experimental research into the turbulent boundary layer flow in the flow
environment produced at the ground below a rotor system, not even for single-phase
flows (without sediment). Therefore, one objective of the present research was to
better understand the flow characteristics that cause the incipient motion of particles
on the sediment bed, and as to how these particles become uplifted and entrained
into the rotor flow. To this end, this complex, rotor-generated flow environment near
the wall was dissected into its fundamental flow components, namely the mean flow
(a wall jet-like flow), the unsteady nominally periodic part (mainly induced by the
blade tip vortices), and the stochastic part.
Research has been conducted into the effects of discrete turbulence events on
the Reynolds stresses by Wallace et al. [59]. However, there is little understanding as
to how turbulence affects the mobilization, transport, and entrainment of sediment
particles in vortically-dominated flows. Moreover, some results given in the literature
are conflicting [51, 52, 62, 63]. It has been previously recognized that turbulence can
play an important role in particle mobilization by the wind [49, 52, 64], and that
turbulence events (or organized turbulence) can be responsible for the initiation of
sediment motion below the mean threshold velocity conditions [51,65]. For a number
of different flows, it has already been shown that turbulence can significantly influence
both the particle mobilization from a sediment bed and the subsequent particle
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motion [66–68], although for rotor problems the effects are not yet understood.
The fluid dynamic mechanisms that could lead to brownout conditions have
been previously studied in measurements of the dual-phase heterogeneous flow
environment near a sediment bed below a rotor [2,40,41]. However, such studies have
not yet investigated the detailed turbulence characteristics of such a flow. These
characteristics could be very important because any change in the turbulence field
may subsequently affect the processes of sediment mobilization and uplift of particles
from the underlying bed, i.e., the physics of the problem are likely to include a degree
of coupling between the carrier flow and the dust field. The relative significance
of these couplings, however, is not yet well understood, and so obtaining a better
understanding of such flow phase couplings is another objective of the present work.
Furthermore, turbulence effects on particle mobilization have not yet been
modeled to an acceptable degree [68]. For example, sediment transport and particle
uplift models, such as the well-known models of Bagnold [49] and Shao and Lu [50],
do not explicitly account for the effects of turbulence and unsteadiness in the flow,
although these semi-empirical models have been derived from certain wind tunnel
tests with turbulent boundary layers. These models also do not account for the
possibility that the mobilized particles may alter the carrier phase or any of the
coherent flow structures it may contain, or even the resulting turbulence. Such flow
modifications to the carrier phase can lead to modified aspects of the mechanisms of
particle mobilization and uplift [68].
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1.7 Modeling Rotor-Induced Dual-Phase Flows
Most models that have been used to predict the behavior of two-phase flows are
based on semi-empirical descriptions of the mean flow [62], in most cases developed
for channel or pipe flows. However, because of the dearth of experimental data
and a fairly poor understanding of turbulent dual-phase flows, in general, such
semi-empirical models are both difficult to formulate and challenging to validate [69].
These difficulties are particularly true for real-world problems such as brownout,
which is vortically dominated, three-dimensional and highly unsteady. For example,
in the absence of sufficient experimental data, turbulence models used in CFD
simulations of two-phase flows often employ simple extensions of the standard single-
phase k− ￿ model, which may or may not be correct; see e.g., Montante et al. [70,71].
In fact, it has already been suggested that such models should include interphase
turbulence transfer terms for turbulence modulation [72].
Most existing numerical models of two-phase fluid flows do not include two-way
coupling (i.e., the particles affect the carrier-phase flow and vice versa). However,
even when ignoring the coupling between the phases, the modeling of the brownout
problem is still extremely challenging. Modeling issues arise because the problem
involves the development of highly swirling two-phase flows at relatively high Reynolds
numbers, and so the anisotropy of turbulence may also have a significant effect on
the mean flow. Furthermore, the rotor flow contains concentrated vorticity in the tip
vortices that must be numerically preserved when they convect downstream from the
blades toward the ground, which by itself is a significant computational challenge.
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Nevertheless, ambitious simulations have been attempted [35, 53, 73–79] and they
have given much insight into several aspects of the rotorcraft brownout problem,
although numerous levels of assumptions and simplifications are necessary to make
the modeling computationally efficient or even just feasible.
Besides the complexity of the rotor flow itself, simplified assumptions and
approximations must also be used to model particle mobilization and transport from
an underlying sediment bed. Such so-called “pickup” models are semi-empirical
integral descriptions based on the assumptions of steady, uniform, turbulent boundary
layer flows [80, 81]. However, in light of a growing body of experimental evidence,
the validity of such models become increasingly questionable for the nonequilibrium
types of flows found below a rotor. In steady, uniform boundary layers, the effects on
particle mobility can be characterized by the shear stresses on the bed because the
statistical distributions of the turbulent fluctuations scale with the friction velocity
[62]. However, recent measurements [62, 82–84] have shown that nonuniformities in
the flow can produce substantial changes in the near-bed turbulence field, which can
then play an important role in the mobilization and entrainment of the sediment
particles.
Vortex-induced effects have been raised to be a possible explanation for particle
mobility below the normal (i.e., boundary-layer driven) threshold conditions [65, 85].
Xuan [68], Williams et al. [66], and Xuan and Robins [67] have investigated the effects
of turbulence on sediment transport and how turbulence will affect the thresholds for
sediment transport and particle flux. From wind tunnel tests, they concluded that
turbulence significantly influenced the dust mobilization and particle mass flux in
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the more canonical, aeolian flows they investigated. Xuan [68] derived parameters to
amend the threshold friction velocity and the particle mass flux in existing models.
However, little quantitative data yet exist to validate such models or to aid in
developing better ones. Furthermore, while various hypotheses with regard to the
effects of turbulence on sediment transport have been put forward, there is still an
insufficient understanding of how coherent vortex structures affect the processes of
particle mobilization from a mobile sediment bed.
1.8 Flow Phase Coupling and Turbulence Modifications
Turbulence studies in heterogeneous dual-phase flows with a solid particle (or
dispersed) phase have been performed for a number of different flows, such as channel
and pipe flows; see Poelma and Ooms [86] for a review. Even though there is some
consensus regarding the effects of couplings between the flow phases (and turbulence
modifications that appear as a consequence), there are still several conflicting results
and a lack of general conclusions in the published literature [86, 87]. However, it
is generally accepted that if the particle concentration in the flow is high enough,
thereby changing the particle volume fraction and mass load (and possibly other flow
properties as well), then the flow structures themselves and the turbulence properties
can be modified [63,82,88,89]. These findings suggest that the problem of brownout,
for example, is most likely two-way coupled (i.e., the particles affect the carrier-phase
flow and vice versa), or even four-way coupled (particle–particle interactions also
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become important) whenever sufficiently high particle concentrations are produced;
see Elghobashi [90].
The particle volume fraction is the fraction of the total volume occupied by the
average quantity of particles measured in the region of interest (ROI) with respect
to the volume of the fluid in this ROI. The average volume fraction of particles in
the rotor wake was measured to be in the order of 10−5. This volume fraction (often
referred to as volume loading) is in the “two-way coupling regime” as defined by
Elghobashi [90] and the flow is too dilute (by two orders of magnitude in the volume
loading) for particle–particle interactions to have a significant effect on the fluid.
Elghobashi [90] classified three coupling regimes between the flow phases on
the basis of the particle volume fraction in the fluid. For a volume fraction less than
10−6, the presence of the particles has a negligible effect on turbulence in the flow
and the interaction between the particles and turbulence is “one-way coupled.” For
a volume fraction between 10−6 and 10−3, the momentum transfer from the particles
is large enough to alter the mean flow and turbulence structure, and turbulence
modifications may occur, also depending on other flow parameters. This interaction is
termed “two-way coupled.” For a volume fraction greater than 10−3, particle–particle
collisions become important, which can alter the trajectories and the spin of both of
the interacting particles. As a consequence, the turbulence of the carrier phase can
also be affected by such collisions, which is termed “four-way coupled.”
The mass loading is the fraction of the total mass of the average quantity of
particles measured in the ROI with respect to the mass of the fluid in this ROI. The
bulk mass loading in the ROI was measured to be about 0.03. However, locally the
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volume and mass loadings can be significantly greater than the bulk loading. The
volume and mass loading heavily depends on the section (or control volume) that is
used for calculating it because the particles are inhomogeneously distributed in this
kind of flow; most particles are near the sediment bed with much fewer in the main
flow above.
Experimental investigations into turbulence modifications have been conducted
and are documented for a wide range of volume and mass fractions; see Poelma and
Ooms [86] for a review. However, such studies were for channel flows and pipe flows
that are much different from the rotor-in-ground-effect flows investigated in this
study. Nevertheless, for horizontal channel flows, recent studies revealed that even
for very low volume and mass fractions (that belong to the one-way coupling regime
in some instances), the presence of the particles still resulted in significant turbulence
modifications [63, 87, 89, 91]. It is well known that one of the main mechanisms
for how turbulence can be attenuated is through particle–eddy interactions. Thus,
for the (tip) vortex-dominated (i.e., eddy-dominated) rotor flow, an even stronger
effect of the particles on the fluid flow is expected than in aforementioned studies of
horizontal channel flows, even at very low volume or mass loadings.
Depending on the particle size, as well as the mass and volume fraction of the
particles in the flow, the dispersed phase may produce [69] or suppress [88,92–94] the
turbulence of the carrier phase. Results and conclusions from different particle-laden
flows, however, are not easy to generalize because they will depend not only on the
fluid properties and particle parameters, but also on the type of flow and the flow
regime [92]. There are also further challenges in the development of appropriate
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predictive models that can be applied to such flows, mainly because of the complexity
of the widely varying turbulence modifications that can occur in the different flow
regimes, even in the absence of suspended particles.
Most numerical models are unable to accurately predict the turbulence modifi-
cations caused by a dispersed particle phase in the flow [93–95], i.e., such models
are unable to correctly predict the physics in a turbulent dual-phase flow, even for
relatively simple flow problems. Therefore, existing models that attempt to simulate
the problem of brownout will also fall into this same category because they generally
rely on assumptions that have been developed for simpler and often one-dimensional,
quasi-steady flow problems. For example, in the presence of an organized motion such
as a vortex, the assumption of isotropy in the turbulence model may be insufficient;
see Thiesset et al. [96].
Introducing a dispersed phase that may alter the carrier-phase flow proper-
ties is certainly computationally challenging to model. However, for rotor flows,
experimental evidence is yet to show whether the presence of uplifted sediment
particles modifies the turbulence characteristics, or whether it changes the mean fluid
flow, or both. Only if such evidence can be shown can the effort in modeling these
flow modifications be justified, including the increased complexity of the numerical
models and the increased computational expense of the resulting two-phase flow
simulations (e.g., brownout simulations). Therefore, one goal of the present research
was to experimentally examine any two-way couplings between the fluid flow and
the dispersed particle phase in the flow below a rotor.
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1.9 Objectives of the Present Work
The present research contributes to the understanding of the fluid dynamics
responsible for the development of rotorcraft brownout conditions. It is the dynamic
interplay of the flow features in the rotor wake and their interaction with the ground
that makes it difficult to discern the fundamental mechanisms that contribute to the
mobilization and pickup of mobile particles and to the formation of rotor-induced
brownout conditions. Therefore, flow field measurements near the ground below
laboratory-scale rotors were performed to understand the details of the rotor wake-
induced flow, the flow-induced particle motion, and any particle-induced modifications
to the vortical fluid flow.
The objectives of the present research were to quantify the particle mobilization
and uplift from a mobile sediment bed below a rotor, and to better understand
the fluid mechanic details of the processes involved. The role of both concentrated
vorticity and stochastic turbulence in the rotor flow was investigated as it influences
the motion of particles on the bed, the subsequent pickup of these particles from
the bed and their suspension in the flow. Another objective was to establish useful
approximations and boundary conditions for the development of better sediment
entrainment models that are based on justifiable physical assumptions and that can
be applicable to the modeling of rotor-induced brownout conditions.
The present work also furthers the understanding of the flow phase couplings
and turbulence modifications in the dual-phase flow environment generated by a
rotor when it is operating over a mobile sediment bed. The high spatio-temporal
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resolution of the present measurements allowed for individual flow structures and
turbulence to be resolved. With the simultaneous resolution of both of the flow
phases, any changes in the temporal development of the vortical flow structures
could be correlated to the action of the dispersed particle phase and to the degree of
two-way coupling that was present in such a complex flow.
1.10 Overview of Dissertation
Chapter 1 has given the motivation and the objectives for the current research.
The problem of brownout has been introduced, and various aspects of the problem
have been discussed with a focus on the underlying dual-phase fluid dynamics that
are involved in the generation of a brownout dust cloud. Because the problem of
brownout truly is a multidisciplinary research problem, prior work has been reviewed
in Chapter 1 as it pertains to the present research, including studies in sedimentology,
flow physics, fluid/particle dynamics and multiphase flows, turbulence and boundary
layer research. However, the outcomes from the reviewed studies are only partially
applicable to the problem at hand because vortically-dominated flows have not been
studied with respect to sediment mobilization and uplift, and also not with respect
to the flow phase couplings in such flows. Therefore, flow field measurements near
the ground below laboratory-scale rotors have been performed to understand the
details of the rotor wake-induced flow, the flow-induced particle motion, and any
particle-induced modifications to the vortical flow.
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In Chapter 2, detailed descriptions are given of the experiments that have been
performed, along with the methodology used to obtain the measurements. Three
different experiments were conducted: 1. Single-phase flow measurements below
a rotor of 0.816 m diameter operating over a ground plane, 2. Single-phase and
dual-phase time-resolved flow field measurements below a smaller rotor of 0.17 m
diameter, and 3. Time-resolved measurements of the flow produced by a nominally
two-dimensional wall jet that developed over a ground plane as generated by the
exit flow from a nozzle. The experimental setups are shown and explained, and
the specific test conditions and operating parameters for each of the experiments
are reported. The particle image velocimetry and particle tracking velocimetry
measurement techniques are also introduced, as these techniques were used to
measure the single-phase and the dual-phase flow fields. Furthermore, the image
acquisition and data processing procedures are described in this chapter.
Chapter 3 shows and discusses the results from the analyses of the single-
phase and the dual-phase flow fields. These measurements give much insight into
the rotor-generated wall-bounded flows with and without sediment particles in
the flow, including an analysis of the boundary layers developing over the ground
plane and the sediment bed below the rotors, and also a comparison of these
flows to more canonical types of flows. The vortical structures and the turbulence
characteristics of the rotor-generated flows are documented, and they could be
correlated to sediment mobilization and particle uplift from the underlying sediment
bed. Furthermore, the detailed vortex flow–particle interactions are examined,
including detailed investigations into the two-way coupling of the carrier flow to the
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dispersed particle flow, and vice versa.
Chapter 4 provides a summary of the contributions of the present research to
the state of the art in brownout research and in multiphase fluid dynamics. The
specific conclusions that have been drawn from the performed measurements are
given in this chapter, as well as recommendations for future work that could follow
based on the results and conclusions drawn from the present research.
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Chapter 2: Methodology and Description of the Experiments
This chapter contains a detailed description of the experiments that were
performed. Technical descriptions are given of the hardware used to measure the
characteristics of the single-phase and dual-phase flows. This chapter also describes
the experimental techniques and methods that were used. The operating conditions
and data acquisition parameters specific to each of the experiments are reported,
and relevant data processing procedures are discussed.
2.1 Overview of Experiments Performed
Three different experiments were conducted and the results were analyzed
in detail: 1. Single-phase flow measurements below a rotor of 0.816 m diameter
operating over a ground plane, 2. Single-phase and dual-phase time-resolved flow
field measurements below a smaller rotor of 0.17 m diameter, and 3. Time-resolved
measurements of the flow produced by a nominally two-dimensional wall jet that
developed over a ground plane as generated by the exit flow from a nozzle.
The 0.816 m-diameter rotor setup provided larger length scales and allowed for
the resolution of the near-wall region with greater detail. However, with a rotor of
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this size, dual-phase measurements were not practical because of the need to confine
the dust or sediment particles inside the relatively large test section. Therefore,
another set of experiments was performed using a smaller rotor system in a dust
chamber to perform both single-phase and dual-phase flow measurements. All of the
flow measurements were performed using two-dimensional, two-component particle
image velocimetry (PIV) for the single-phase flows and for the carrier-phase in the
dual-phase experiments, while particle tracking velocimetry (PTV) was used to
measure the velocities of the sediment particles in the dispersed phase.
The objective of the wall jet experiment was to mimic the time-averaged flow
over the ground plane that was produced by the rotors, mainly in an attempt to
separate the unsteady effects of concentrated vorticity in the rotor wake flow near
the wall from the other characteristics of the developing wall flow. In other words,
the idea behind the nozzle-generated wall jet experiment was to learn more about
the characteristics of the mean flow over the ground plane generated by the rotor.
In the rotor case, a wall jet-like flow was formed over the ground plane, however, it
contained the effects of concentrated vorticity and turbulence, mainly from the tip
vortices and vortex sheets trailed by the rotor blades. The effects of these discrete
rotor flow features cannot be isolated from the mean (wall jet-like) flow produced by
the rotor.
However, when comparing the rotor-generated wall jet flow and the nozzle-
generated wall jet flow to each other, the primary differences induced by individual
flow structures should become apparent. For the purposes of this comparison, the
measurements from the wall jet experiment were compared to the near-wall flow
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measurements produced by the larger (0.816 m-diameter) rotor. The larger rotor
was used because the larger length scales provided by this setup, along with the
instrumentation used in this case, allowed for a finer spatial resolution of the near-wall
region.
2.2 Experimental Techniques and Methods
Three different types of experimental techniques were used to make the mea-
surements: (1) Flow visualization (FV); (2) Particle image velocimetry (PIV); (3)
Particle tracking velocimetry (PTV). The working principles of each of these methods
are introduced in this section also briefly explaining why the respective techniques
were chosen to interrogate the flow. All three techniques were used with different laser
and camera systems, depending on the specific purpose of each experiment. Reported
in the following sections are details of the hardware used for each experiment, the
data acquisition procedures, as well as processing techniques used when applying
the measurement techniques to the respective experiments.
2.2.1 Flow Visualization (FV)
As an experimental technique, flow visualization (FV) provides a quick solution
toward the understanding of the flow field being investigated. FV provides qualitative
information about the flow and larger-scale flow structures it contains, and a rapid
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assessment of the entire flow field is possible. Specific portions of the flow field that
exposed interesting fluid dynamical features can then be explored further by means
of quantitative PIV and PTV measurements.
In the current investigation, FV was used to obtain a global understanding
of the flow fields. In particular, the regions were located that showed strong rotor
wake–ground interactions and interesting flow phenomena so that these could be
studied further. In the dual-phase flows being investigated, the regions of incipient
motion of the sediment particles on the bed were also identified by means of FV,
and so were the locations where the sediment particles became uplifted under the
influence of the rotor flow. With this (qualitative) knowledge about the respective
flows, detailed (quantitative) PIV and PTV measurements could then be conducted
in these specific regions of interest (ROI). This latter approach was advantageous
because it allowed the PIV and PTV techniques to be applied to smaller ROIs,
therefore permitting higher spatial resolution measurements within these particular
ROIs.
To visualize the flow, seed (or tracer) particles that are small enough to follow
the flow were introduced into the carrier phase. For all of the experiments, min-
eral oil seed particles with a diameter of 0.2 µm were used. These seed particles
were illuminated by a laser light source in a thin imaging plane to scatter light
that was then recorded by a camera. Seeding the flow with tracer particles is an
important part of FV and PIV experiments and is, therefore, explained later in
more detail in Section 2.2.5. In contrast to PIV, the seed particles for FV do not
need to be uniformly distributed in the flow. In fact, it is advantageous if a dense
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concentration of seed is introduced into the flow relatively closely upstream of the
flow features to be investigated, making them more clearly visible. For example,
in the vortically-dominated flow produced by the rotor, seed particles were intro-
duced near the blade tip upstream of the rotor to visualize the tip vortex; see Fig. 1.5.
2.2.2 Particle Image Velocimetry (PIV)
For the present studies, the PIV method was used to measure both the single-
phase and the dual-phase flows. In the latter case, the PIV method was only used
for calculating the fluid velocity vectors, while the velocities of the dispersed-phase
particles were calculated by means of the PTV technique, which will be explained
in Section 2.2.3. PIV is a non-intrusive measurement technique (other than for
the seeding of the flow), i.e., this measurement technique does not change the
characteristics of the flow as long as the seed particles are small enough to follow
the flow faithfully.
The PIV method was used because it enables measurements of the flow field in
an entire plane (rather than doing discrete point measurements) and in relatively
short time intervals, i.e., the PIV method allows for the flow to be spatially and
also temporally resolved. This capability of spatially and temporally resolving the
dual-phase flows was needed to relate any sediment particle motion to the action of
individual flow structures and discrete flow events. A high spatio-temporal resolution
of the flow was also needed to correlate any possible changes in the characteristics of
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the rotor-generated flow structures to the action of the dispersed particles.
To characterize highly swirling or rotating flows, one important measure of the













The vorticity is obtained from finite-difference estimates of the velocities obtained at
neighboring measurement points.
For PIV, the flow is seeded with tracer particles, as also discussed later in
Section 2.2.5. However, with PIV, the flow field needs to be seeded uniformly to
obtain good measurements. The flow is illuminated twice consecutively within a
relatively short time interval, the laser pulse separation time, ∆t, which is of the
order of microseconds. The light scattered by the illuminated tracer particles is
imaged by a camera, yielding an image pair.
For the analysis, the resulting PIV image pair is divided into a grid of much
smaller interrogation windows whose optimum size is to be determined by the average
tracer particle displacement. The interrogation window size is typically of the order
of 32 x 32 pixels. However, the optimum dimensions of the windows are governed by
the flow regimes that are to be examined. For example, the window size requirements
will be different for a near-wall flow compared to a highly swirling (e.g., vortex) flow.
Small groups of tracer particles (in the order of 10 particles) are tracked
between the interrogation windows of the image pair. Sometimes the individual
images of such an image pair are referred to as the first and second frame of a
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double-frame recording. The tracer particles within the two associated interrogation
windows are then cross-correlated. If all of the correlated particles have the exact
same displacement, then the correlation function between the two windows will
have a single maximum at one particular displacement. This measured displacement
is then the displacement of the whole interrogation window (∆x, ∆z in x and z
directions, respectively). The according velocity vector for this interrogation window





where M is the optical magnification and ∆t is the time that has elapsed between
the two correlated images of a PIV image pair.
If not all of the particles within two cross-correlated interrogation windows
are displaced by the exact same distance, then there will be several peaks in the
correlation function, hence effectively increasing the signal-to-noise ratio. Without
using advanced algorithms, the displacement found by the correlation in this case
is approximately an average over the individual particle displacements. A Fast
Fourier Transform (FFT) algorithm was used to perform the cross-correlations
in the frequency domain before converting back to the spatial domain, which is
computationally much more efficient [97].
Only one single velocity vector is obtained from each interrogation window.
This process is repeated for all of the interrogation windows in the ROI, giving the
instantaneous velocity vectors in the entire ROI that is being investigated, and so
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giving the flow field at one point in time. For a more extensive description of the
PIV measurement technique, see Adrian and Westerweel [97].
In general, various preprocessing, processing, and postprocessing measures are
included in the PIV interrogation of the flow field. Such processing steps and some
of the underlying algorithms are specific to the experiment to be performed and they
are, therefore, discussed in the sections that are pertinent to the different experiments.
2.2.3 Particle Tracking Velocimetry (PTV)
In the PTV method, the displacements of individual particles are measured
rather than the displacement of small groups of particles (as done in PIV). PTV uses
a mean concentration of particles so low that the probability is small that images
from two different particles will overlap. Therefore, the field of view recorded by the
camera consists basically only of images of individual (dispersed-phase) particles.
Based on size and brightness information, the individual particle images can be
identified and located, which is discussed in more detail in Section 2.4.5.
Particle tracking proceeds by segmenting the image plane into a set of isolated
(particle) images corresponding to the bright spots assumed to be particles. If a
segmented image looks like a legitimate particle image, i.e., approximately round
in shape and of the predicted diameter, its centroid is calculated using the pixel
graylevel data. If there is an overlap of two or more particle images, either these can
be discarded or an effort is made to separate these particle images and find their
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individual centroids.
To make the velocity measurements, a pair of particle images is identified that
corresponds to the same physical particle, and the centroids of these two images are
used to calculate the displacement between the particle images. With these particle
displacements in the image plane, ∆x and ∆z, the velocities are then calculated
using Eq. 2.2.
PTV methods work best when the particle concentration is low, and so vector
fields obtained by means of PTV tend to be rather sparse. The PTV method was
well suited to measure the dispersed phase in the dual-phase flows investigated in
this study because the concentration of sediment particles in the flow was dilute.
For a more comprehensive description of the PTV technique see Adrian and Wester-
weel [97]. Further details of the used PTV methods that are more specific to the
experiments being performed are given in Section 2.4.5.
2.2.4 Simultaneous Dual-Phase PIV/PTV Measurements
In the dual-phase experiments, the flow fields of both of the flow phases had to
be acquired simultaneously to be able to correlate any changes in the carrier phase to
the action of the dispersed-phase particles in the flow. Furthermore, measurements of
a contiguous time-history of the dual-phase flow were also a prerequisite to relate any
possible changes in the properties or characteristics of the coherent flow structures
to the action of the dispersed phase, i.e., to investigate the degree and nature of
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any two-way coupling between the flow phases. Another goal of this work, which
necessitated a time-history of the flow, was to find out which characteristics of the
fluid flow (e.g., discrete flow structures and turbulence events) were responsible for
sediment mobilization, uplift and entrainment from a sediment bed below the rotor.
Because of the need to obtain both flow phases simultaneously, the particles
used to seed the continuous phase were much smaller than the sediment particles
in the dispersed phase. The size of the seed particles (0.2 µm) and the sediment
particles (mean diameter of ≈ 54 µm) was different by two orders of magnitude.
Furthermore, the dispersed phase was dilute and consisted of well-defined objects
(soda-lime glass microspheres) that had a round shape of known diameter, so enabling
effective phase separation criteria to be set. Therefore, it was possible to record
both of the flow phases simultaneously with a single camera, and then use image
processing methods to separate the flow phases. The phase separation procedure is
explained in Section 2.4.5.
2.2.5 Tracer Particles
For PIV measurements, the carrier phase (i.e., the air in this case) needs to be
seeded with tracer particles that are small enough to follow the flow, i.e., the particles
need to have an adequate dynamic response to the fluid acceleration. However, the
particles also need to be large enough to scatter the (light) energy from the laser
light source sufficiently to form bright images that are recorded by the camera. The
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specific size and the properties of the seed particles that are used should (ideally) be
determined by the experiment to be performed, e.g., by the carrier-phase medium
and the type of flow.
In the present experiments, mineral oil based tracer particles with a relatively
small diameter of 0.2 µm were used as seed. The seed comprised a dense white
mineral fog. Mineral oil was vaporized by adding nitrogen under high pressure and
heating it. Thereafter, the hot vapor exited the heat exchanger through a nozzle,
where it rapidly cooled when mixed with the ambient air, the cooling resulting in a
condensation process. 95% of the seed particles were 0.2 µm in diameter, which was
found by a calibration from the manufacturer. These particles were small enough
to minimize particle tracking errors for the velocity gradients measured in these
experiments, as discussed by Leishman [98]. The size, quantity, and distribution of
seeding particles in the flow are important criteria for obtaining good data when
performing PIV. Only if the flow is properly (i.e., uniformly) seeded, can good
cross-correlations be obtained by the PIV algorithm; see Section 2.2.2.
2.3 Single-Phase Near-Wall Flow Measurements (0.816 m-Diameter
Rotor)
To examine the boundary layer and the near-wall flow at the ground below a
rotor operating in ground effect conditions, experiments with a 0.816 m-diameter
rotor were performed. This rotor setup along with the instrumentation allowed
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the near-wall region to be resolved with greater spatial detail (i.e., a finer spatial
resolution) than was possible with the smaller rotor used in the second experiment
(described later). Although this (larger) rotor experiment did not allow for dual-phase
measurements to be performed, it gave valuable insight into the mean flow and
turbulence characteristics over a ground plane below a rotor.
2.3.1 Setup and Test Conditions
The first experiment used a single-bladed rotor system with a rotor radius, R,
of 0.408 m (1.339 ft) and a rectangular blade shape (NACA 2415 airfoil) with a chord,
c, of 44.5 mm (1.75 in). The rotor was operated with the rotor disk plane at a height
of one rotor radius above a circular ground plane to simulate hover-in-ground-effect
conditions. The rotor blade was set to a blade pitch angle of 4.5◦.
Flow measurements were made with the rotor operating at a rotational fre-
quency of 31 Hz (1,860 rpm) and an angular velocity, Ω, of 195 rad s−1, yielding a
rotor tip speed, Vtip, of 78.85 m s−1 (258.69 ft s−1). This rotor tip speed (or blade




= 250, 000 (2.3)
where ν = 1.5395 x 10−5 m2s−1 is the kinematic viscosity of air at an ambient
temperature of 23◦C and ambient static pressure of 101,300 Pa, i.e., the environmental
conditions in the laboratory when the experiments were performed.
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The rotor thrust, T , was measured using a force balance between the motor
and its stand; see Fig. 2.1. The thrust produced by the rotor was then normalized to
obtain the non-dimensional thrust coefficient, CT , and the blade loading coefficient,
CT/σ.





where A is the rotor disk area, ρf = 1.191 kg m−3 was the density of the air when
the measurements were done, Ω is the angular velocity of the rotor, and R is the





where Nb is the number of blades of the rotor, the blade loading coefficient of the
rotor was calculated to be CT/σ = 0.08 in ground effect operation. The blade loading
coefficient is an important parameter in the measurements of rotor flows because
these flows generally contain blade tip vortices, and the blade loading coefficient
is proportional to the strength of the tip vortices trailing from the rotor blades.








with k = 2 based on the ideal blade loading in hover, and k = 2.3 as found
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Figure 2.1: Photograph showing the test stand used for the 0.816 m-diameter rotor.
empirically [3].
One way to evaluate the vortex strength is by calculating the circulation from





￿v · d￿s (2.7)
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In this case, C is the path completely enclosing the tip vortex in the plane in which
the velocity field is measured, while also excluding any extraneous vorticity (e.g,
induced by other vortices). The measured velocity field from the PIV results is ￿v,
and d￿s is the directed line segment. The current blade loading coefficient produced
a tip vortex with an estimated circulation (i.e., vortex strength) of Γv = 0.5 m2s−1
(5.38 ft2s−1), giving a vortex Reynolds number, Rev, of 32,000. The vortex Reynolds





With the measured rotor thrust, the mean value of the hover induced velocity






giving an average induced velocity, vh, of 2.37 m s−1 (7.77 ft s−1).
Because the mean flow over the ground plane at some distance away from the
rotor shaft axis mimics a wall jet-like flow, the boundary layer Reynolds number
in this case was defined as it is typical for a canonical wall jet, i.e., based on the
maximum velocity of the wall jet, umax, and the wall-normal distance from the
ground plane where this velocity maximum occurred, zmax; see Fig. 2.2. Using these
definitions, umax and zmax were measured and the estimated boundary layer Reynolds
44
Figure 2.2: Representative mean flow profile in the near-wall region below a hovering
rotor.




= 3, 000 (2.10)
There are several reasons why a single-bladed rotor was used, and various
authors have already pointed out the advantages of such a single-bladed rotor system
for studying the characteristics of the tip vortex [57, 99, 100]. For the purpose of
investigating single tip vortices and their behavior as they approach the ground, it is
advantageous to avoid vortex–vortex interactions, at least in the first instance. This
is best done using a single-bladed rotor system in such that there is no interference of
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one vortex with another vortex generated by the other blade. Furthermore, a single
helicoidal vortex is spatially as well as temporally much more stable than several
interacting vortices. Because the vortices are more stable, they can persist in the
flow to older wake ages, which is advantageous for the present studies where the
behavior of the rotor wake near the ground at older wake ages was a primary focus.
The rotor was powered by a three-phase electric motor. Figure 2.1 shows
the setup with the stand the motor was mounted on, and the rotor blade with its
counter-weight being situated on the motor shaft. The counter-weight on the other
side of the rotor hub was necessary to balance the mass of the single blade. Parts
that could produce reflections were painted black to minimize these reflections.
2.3.2 Test Cell and Ground Plane
The test cell shown in Fig. 2.3 had a volume of approximately 250 m3 (8,820 ft3)
and was large enough to avoid flow recirculation during the duration of the tests, as
was confirmed by means of flow visualization. To further minimize flow recirculation
in the test cell, flow diverters were mounted around the edge of the circular ground
plane so as to control the radial flow when it exited off the surface. Honeycomb-
structured flow conditioning screens were located upstream of the rotor to reduce
incoming turbulence levels. The seeding (see Section 2.2.5) was delivered through a
tubing system to the location where it was required, and it was introduced into the
main rotor flow through small holes in a pipe to uniformly disperse the seed particles
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Figure 2.3: Photograph showing the test cell for the 0.816 m-diameter rotor system.
in the flow.
The ground plane was made of plywood and painted with a flat black paint
to minimize surface reflections. To alleviate these laser light reflections from the
ground plane, tangential illumination was used, i.e., the light sheet was aligned such
that the centerline of the sheet was parallel to the ground plane. Reflections can be
an issue when high-energy laser light is directed at surfaces, producing flare and so
making it difficult or even impossible to obtain high-quality flow measurements at or
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near these surfaces. A photograph of the setup showing how the motor on the stand,
the rotor, and the ground plane were arranged with respect to each other is given in
Fig. 2.1.
The ground plane was oriented vertically and mounted on a gantry in this case.
A vertical orientation has the advantage that the ground plane can be moved easily
towards and away from the rotor plane, so as to decrease or increase the rotor height
off the ground. In the present experiments, however, the distance between the rotor
plane and the ground plane was held constant at one rotor radius.
2.3.3 Instrumentation
The light sheet from a double-pulse Nd:YAG laser with a wave length of 532 nm
and an energy of 150 mJ per pulse was aligned with its plane parallel to the rotor
shaft axis so as to illuminate the regions of interest (ROI). A schematic of the
setup showing the most important hardware components is given in Fig. 2.4, also
illustrating how the laser light sheet, camera, rotor, and ground plane are arranged
with respect to each other.
The lasers were fired at a high-intensity-rated mirror, deflecting it by 90◦ into
a cylindrical and a spherical lens connected in series; see Fig. 2.4. The cylindrical
lens expanded the laser beam in one direction (i.e., into a plane) before the spherical
lens reduced this laser sheet to the desired thickness. The ROIs all lie in the plane






























Figure 2.4: Schematic of the experimental setup showing the single-bladed rotor and
the circular ground plane.
measurement domain (i.e., the investigated ROIs). A relatively thin laser light sheet
is important for having a sufficiently concentrated light intensity, allowing the tracer
particles to scatter enough light for successful cross-correlations in the PIV images.
The flow was seeded using mineral oil particles with a mean diameter of 0.2 µm;
also see Section 2.2.5. The 4 Megapixel charge-coupled device (CCD) camera had
the capability of capturing 15 frames per second (fps) at its maximum resolution of
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2,048 x 2,048 pixels. The viewing axis of the camera was oriented to be orthogonal
to the plane of the light sheet, which is also the imaging plane the camera was
focused on. This 4 Megapixel CCD camera gave good spatial resolution well into
the boundary layer regions at the ground, so that small-scale flow structures such as
turbulent eddies in the near-wall flow could be resolved. In ROI 5, measurements
could be obtained as close as 0.002 z/R off the ground when using a 105 mm lens
with an f# of 2.8. For ROI 6, a 210 mm lens set to an f# of 5.6 was used, allowing
for measurements as close as 0.001 z/R off the ground.
The spatial locations of the ROIs with respect to the rotor and the ground





















Figure 2.5: Schematic showing the regions of interest (ROIs) used to measure the
single-phase flow produced by the 0.816 m-diameter rotor system.
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rotor wake down to the ground plane so as to retain the necessary spatial resolution
in the measurements. The regions analyzed in the present work were in ROI 5 and 6
(see Fig. 2.5) because these regions best exposed the rotor wake–ground interactions
and the developing near-wall flow over the ground plane.
For ROI 5, the spatial resolution, Lm, was 73.53 µm per pixel, corresponding
to a 0.882 mm vector spacing. A smaller 0.294 mm vector spacing was obtained
in the wall-normal direction in the boundary layer region because of the smaller,
rectangular-shaped interrogation windows used there. The spatial resolution for
ROI 6 was 38.46 µm per pixel corresponding to a 0.308 mm vector spacing (0.154 mm
in wall-normal direction in the boundary layer region). For accurate vortex measure-
ments, the requirement of Lm/rc < 0.2 was established [23]. This ratio was evaluated
to be Lm/rc = 0.14 for the measurements above the boundary-layer region at the
ground plane below the rotor, and Lm/rc = 0.07 inside the boundary-layer region.
The root-mean-square (rms) error of the particle displacement was estimated to be
0.05 pixels in ROI 5 and 0.12 pixels in ROI 6.
2.3.4 Timing and Synchronization
Because the rotor operated at a rotational frequency of 31 Hz and the maximum
imaging rate of the system was only 15 Hz, it was necessary to properly synchronize
the rotor and imaging system. An infrared (IR) sensor was used as a tachometer
to measure the rotational frequency of the rotor. Using an electronic circuit, the
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one-per-rev signal produced by the rotor with the IR sensor was converted into a
TTL pulse that was used by a digital synchronizer to synchronize the camera, laser,
and rotor to each other. This instrumentation also allowed a phase delay to be
introduced so that the rotor wake could be imaged at any desired azimuthal position
of the rotor blade, ψb; see Fig. 2.6. In the present work, the blade azimuth angle is
defined to be ψb = 0◦ when the quarter-chord line of the blade axis passes through
the plane of the laser light sheet; see Fig. 2.4.
The setup permitted the rotor wake and its blade tip vortices to be studied as
a function of wake age, ζ. The wake age is a measure of time, and it is often referred















Figure 2.6: Schematic showing how the blade azimuth angle, ψb, is defined.
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determined in degrees of blade rotation elapsed since the wake was generated by this
rotor blade. For example, the wake age of a flow feature (e.g., a tip vortex) is the
time (in degrees of rotor rotation) that has passed between the current realization
and the point in time this flow feature was formed at the blade. The relation between
ζ and ψb can be expressed by





i , i = 0, 1, 2, 3, ... (2.11)
with the index i indicating a segment of the tip vortex. In this case of the one-bladed
rotor, as shown in Fig. 2.5, if the current blade azimuth angle (at which the image
was taken) is ψb = 30◦, then the segment of the tip vortex located closest to the
blade in this instantaneous realization has a wake age of ζ = 30◦ (for i = 0), and the
next segment of the older part of the vortex (further downstream in the flow) has a
wake age of ζ = 390◦ (for i = 1).
In the present experiment, phase-locked measurements were performed and the
blade phase angle (or azimuth angle) was locked at eight azimuthal positions of the
rotor blade (every 45◦) with 100 PIV image pairs being recorded per azimuth, giving
800 image pairs for use in the time-averaging of the flow quantities.
2.3.5 PIV Image Acquisition and Processing
PIV was performed in the regions of interest (ROIs) indicated in Fig. 2.5. The
dual laser system was fired such that the laser pulses were separated in time by
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∆t = 10µs in ROIs 1, 2, 3 and 6, and by ∆t = 20µs in ROIs 4 and 5. The reason
for increasing the pulse separation time was that the flow velocities decreased when
approaching the ground, and as a consequence, the tracer particles traveled a shorter
distance between two consecutive PIV images that are correlated. Therefore, the
value of ∆t was increased, allowing for larger tracer particle displacements, and so
giving an optimal displacement between the two consecutive images.
For a given interrogation window size, the chosen pulse separation time (re-
ported previously) resulted in the desired maximum particle displacements (about
one-quarter of the interrogation window size, following the well-established “one-
quarter rule”). In general, the tracer particle displacement should be enough for
the particles to move a small but distinguishable distance (i.e., > 1 pixel) in the
flow. However, the average displacement should not be too large (i.e., smaller than
one-quarter of the dimensions of the interrogation window), otherwise tracer particles
moving out of the interrogation window can cause a significant loss of correlation
in the PIV image pair. Furthermore, if the laser pulse separation time is set too
large, flow curvature effects can introduce significant errors in the calculation of the
velocities for a vortically-dominated flow. This outcome is because the local velocity
vector is calculated based on the (shortest possible) distance a tracer particle traveled
between the first and second image.
There were two reasons why multiple ROIs were needed to obtain the measure-
ments in the rotor wake (see Fig. 2.5). First, with the 4 Megapixel CCD camera,
the field of view had to be reduced to obtain fine enough spatial resolution. Second,
the laser was not powerful enough to produce a light sheet with sufficiently high
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intensity if covering the whole rotor wake at one time. Therefore, the measurements
had to be performed in smaller areas of the flow.
The position of the ROIs (i.e., the fields of view of the camera) were measured
with respect to the rotor coordinates, and so the images were spatially calibrated.
Measurements were taken in all six ROIs, but only ROIs 5 and 6 were analyzed in
detail because in these regions the most intense rotor wake–ground interactions were
observed; the near-wall flow and its turbulence characteristics were a major focus of
the present study. As mentioned in Section 2.3.3, the better spatial resolution of
the flow obtained in ROI 6 was made possible by using a 210 mm lens instead of
the 105 mm lens used for ROI 5, yielding about twice the magnification for ROI 6
(compared to ROI 5). The 105 mm lens (ROI 5) was set to an f# of 2.8, while the
210 mm lens used with ROI 6 was set to an f# of 5.6.
The final interrogation window size was chosen to be 24 x 24 pixels for ROI 5,
yielding a spatial resolution with enough measurement points within the tip vortex
core to spatially resolve the steep velocity gradients. An image deformation method
[101] with a 50% window overlap was used. Each image pair was processed so
that the whole image, i.e., the whole region of interest, was split into interrogation
windows of the size of 48 x 48 pixels, with a final window size of 24 x 24 pixels. A
standard multigrid, multipass, cross-correlation PIV algorithm was used with two
passes on each of the mentioned interrogation grid sizes.
In processing the data, the Rohaly-Hart method [102] was implemented and
a local vector validation, using 3 x 3 neighboring vectors with a universal median
test was applied. Thereafter, the data were processed through intermediate vector
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conditioning, using 3 x 3 neighboring vectors as well, but with a local mean in this
case. Spurious vectors were determined using a Gaussian peak with a signal-to-
noise ratio of 1.5. To avoid distorting the results, images containing more than 5%
of spurious or interpolated vectors were removed from further analysis. However,
rejected images were found to be less than 2% of the total images that had been
acquired.
To adequately resolve the higher velocity gradients in the wall-normal direction,
the length of the wall-normal edge of the interrogation windows near the wall (or
ground plane) was adjusted to 8 pixels. This process allowed for a higher spatial
resolution in the wall-normal direction, i.e., where it is needed to fully resolve the
velocity gradients in the boundary layer over the ground plane. Furthermore, the
refined spatial resolution permitted the small spatial variations in the flow quantities
to be resolved within the boundary layer. The wall-parallel particle displacements
were much higher than those in the wall-normal direction, which is the result of
the near-wall flow being largely aligned in wall-parallel direction. The relatively
large wall-parallel particle displacements (of about 6 pixels) made it necessary to
use a wall-parallel length of 24 pixels for the interrogation windows, resulting in
rectangular-shaped interrogation windows of 8 x 24 pixels.
In ROI 6, the PIV images were processed with the same settings as previously
described for ROI 5, except that the grid for the near-wall zone was reduced to a
size of 8 x 16 pixels for each interrogation window, and the vortical region of the
flow (i.e., the outer flow) used a 16 x 16 pixel window size. The reason for decreas-
ing the window sizes was to better resolve the flow with its small-scale turbulent
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flow structures in this smaller ROI, also using twice the optical magnification and
so yielding about twice the spatial resolution compared to ROI 5. As reported
previously, the spatial resolution in ROI 5 was 73.53 µm per pixel compared to
38.46 µm per pixel in ROI 6. The pulse separation time, ∆t, was reduced to 10 µs
in ROI 6 (compared to 20 µs used in ROI 5) to achieve optimal particle displacements.
2.4 Dual-Phase Rotor Flow Measurements (0.17 m-Diameter Rotor)
The previously described experimental setup with the 0.816 m-diameter rotor
system gave good insight into the near-wall flow. However, experimental size con-
straints with this setup did not permit dual-phase flow measurements. Therefore,
another set of experiments was performed using a smaller rotor system to perform
comparative single-phase and dual-phase measurements. A rotor of relatively small
dimensions was chosen because of the need to confine the particle flow within a test
cell while avoiding recirculation of the flow (i.e., wall effects); see Section 2.4.2. With
this 0.17 m-diameter rotor system, flow measurements were performed using PIV
for the single-phase flow and for the carrier phase in the dual-phase experiments.
PTV methods were used to measure the displacements and velocities of the sediment
particles in the dispersed phase, as described in Sections 2.2.3 and 2.4.4.
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2.4.1 Setup and Test Conditions
A two-bladed rotor system with a rotor radius, R, of 0.085 m (0.279 ft) was
used for these experiments. The rotor blades used thin airfoils (with camber and a
sharpened leading edge) of rectangular planform with a chord, c, of 0.018 m (0.059 ft).
The rotational plane of the rotor was located at a height of 1R above a ground plane.
The ground plane was covered with a mobile sediment bed for the dual-phase tests;
see Fig. 2.7.
Comparative single-phase (i.e., carrier flow without sediment particles) and
dual-phase (i.e., flow with particles) experiments were performed with the rotor














Figure 2.7: Schematic of the experimental setup used with the 0.17 m-diameter rotor
system to conduct both single-phase and dual-phase flow measurements.
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to generate a rotor wake with high enough flow velocities to mobilize and uplift
particles of sufficient size to allow for good discrimination of the flow phases in the
resulting dual-phase flow. However, the flow velocities produced by the rotor still had
to be small enough to avoid significant depletion of the sediment bed, although some
erosion of the bed surface is inevitable. However, because of the small amplitude and
long wavelength of the bed deformations, together with the relatively short testing
(or recording) period (i.e., 1.38 s), these bed deformations were small.
The rotor was operated at a rotational frequency of 60 Hz (3,600 rpm), which
corresponded to a blade tip speed of 32.04 m s−1 (105.12 ft s−1) and a chord Reynolds
number, Rec, at the blade tip of approximately 35,000 using Eq. 2.3. The collective
blade pitch of the rotor was set to 12◦ to produce a representative rotor wake and
a rotor thrust that allowed for good dual-phase measurements (e.g., mobilizing
sediment particles while avoiding rapid bed depletion by operating at too high a
thrust). A microbalance was used to measure the rotor thrust, T . The blade loading
coefficient, CT/σ, was determined to be 0.156 using Eqs. 2.4 and 2.5.
With the measured rotor thrust, the hover induced velocity from rotor theory [3]
was also calculated using Eq. 2.9, giving a velocity, vh, of 3.3 m s−1 (10.8 ft s−1).
The circulation of the tip vortices (used to characterize the vortex strength) was
determined to be Γv = 0.0172 m2s−1 using Eq. 2.7. With this circulation, the vortex
Reynolds number could then be calculated from Eq. 2.8, giving Rev = 1,100 for the
tip vortex generated by the 0.17 m-diameter rotor system.
Because the mean flow over the ground plane generated by the rotor is essentially
a wall jet-like flow (as will be discussed), the boundary layer Reynolds number in this
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case was defined as for a canonical wall jet; see previously in Fig. 2.2. The estimated





= 7, 000 (2.12)
The motor powering the rotor was a precision brushless direct current (DC)
motor. A Hall-effect sensor was mounted on the support structure and a magnet
attached to the rotor shaft. When the Hall-effect sensor passed through the magnetic
field, it generated a one-per-rev signal. This signal was used to control the rotational
speed of the rotor (i.e., serving as a tachometer) by adjusting the input voltage to
the motor. Furthermore, the signal from the Hall-effect sensor was also used to
synchronize the rotor, camera, and laser to each other, so as to allow the rotor wake
to be studied in terms of wake age. The wake age was previously explained in Section
2.3.4 and it is also depicted in Fig. 2.7. The motor was placed inside a flat-black
cowling to protect it from the heat produced by the laser light and also to minimize
laser reflections.
To simulate ground-effect conditions, a flat circular ground plane made of
hardened thermoplastic resin was mounted on a support; see Fig. 2.8. The ground
plane was painted flat black to reduce reflections form the incident laser light, which
can hinder PIV measurements near solid surfaces. This experimental challenge is
discussed in more detail in Section 2.4.5. The height of the rotor was held constant
at one rotor radius above the ground plane; see Fig. 2.7.
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2.4.2 Dust Chamber
The experiments with this (smaller) rotor setup were performed inside a test
cell or “dust chamber,” as shown in Fig. 2.8. This chamber provided a controlled
environment for conducting both the single-phase and the dual-phase flow experi-
ments, and it also fully contained any suspended dust particles during the dual-phase
tests. All sensitive optical instrumentation (i.e., laser, camera, etc.) was operated
outside of the dust chamber so that it would not be contaminated or damaged by
the sediment particles; see Fig. 2.9.
The dust chamber used slotted aluminum beams for the frame, and optically
clear plexiglas walls for the windows; see Fig. 2.8. The dimensions of the dust
chamber were 2 m x 2 m x 2 m. Clear plexiglas walls on all sides provided good
optical access to the test section, giving minimal laser light attenuation and an
unobstructed view of the test section. Some sections inside the dust chamber were
covered with thick, non-reflective black cloth to minimize background laser light
reflections.
The dust chamber was equipped with a ventilation system so as to control
the concentration of seed particles within the chamber, and to evacuate suspended
dust particles between experiments; see Figs. 2.8 and 2.9. The seeding input vent
was installed at the center of the ceiling. When entering the chamber, the tracer









Figure 2.8: The dust chamber inside which both the single-phase and dual-phase




Figure 2.9: Schematic of the dust chamber and the instrumentation that was used
with the 0.17 m-diameter rotor setup.
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flow. For ventilation and evacuation of the seed particles from the test cell, four
exhaust fans/vents were installed on the ceiling of the dust chamber.
The ratio of the length of one edge of the dust chamber (i.e., 2 m) to the rotor
radius was approximately 24. That is, the rotor was located at a distance of about
12R from each of the walls. The relatively small size of the rotor (and so a relatively
small wake flow field) relative to the 8 m3 volume of the test cell was sufficient to
minimize flow recirculation for the duration of each test, and so wall interference
effects could be neglected.
2.4.3 Dispersed-Phase (Sediment) Particles
For the dual-phase flow experiments, sediment particles consisting of well-
characterized soda-lime glass microspheres (ρp = 2, 238 kgm−3) were loosely de-
posited on the ground plane in a bed below the rotor. This sediment bed had a
thickness of about 10 mm and the surface was made smooth with a scraper. The
glass microspheres had diameters in the range of dp = 45–63 µm because these sizes
are representative of the sizes of uplifted particles typically found in the dust cloud
produced by a helicopter encountering brownout conditions [103]. These particles
were also previously found [2] to have good mobility such that they could be uplifted
by the laboratory-scale rotor flow and produce a dusty flow environment that was
qualitatively similar to the brownout dust clouds seen in the field [103].
Spherical particles were used for the experiments, so that numerical simulations
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could be validated by the experimental results; most numerical brownout simulations
use spherical particles in their assumptions. The particle size distribution of the
sediment particles was further characterized using laser light scattering measurements
that gave a mean diameter of 54.61 µm [104]; see also Fig. 2.10.





where τf is the characteristic fluid time scale. In this case, τf was based on the
peak-to-peak velocity across the vortex and the diameter of the vortex core, dc,
before the vortex significantly interacted with the ground plane (dc ≈ 6 mm). τp
is the Stokes time scale or particle relaxation time, i.e., the time a particle at rest





with the mean particle diameter, dp, which was measured to be 54.61 µm. The
carrier-phase medium was air with ν = 1.5395 x 10−5 m2s−1 and ρf = 1.191 kg m−3
at an ambient temperature of 23◦C and ambient static pressure of 101,300 Pa. The
Stokes number was estimated to be 60, and the particle Reynolds number was less
than 30. A particle Reynolds number in this order of magnitude is too low for vortex
shedding to occur behind the particles, which was previously reported to produce
additional turbulence in the flow [105].
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Figure 2.10: Particle size distribution of the sediment particles being used.
2.4.4 Optical Measurement Equipment and Image Acquisition
A Nd:YLF double-pulsed laser system was used as the light source to illuminate
the flow in the desired ROI; see Fig. 2.7. The laser beam was directed through a
series of cylindrical and spherical lenses to diverge into a thin laser light sheet with
a thickness of about 1 mm. This light sheet was aligned with the ground plane so as
to minimize reflections from the ground plane and the sediment bed. In all cases,
tangential illumination proved to be most beneficial, i.e., the light sheet was aligned
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such that the centerline of the sheet was parallel to the ground plane. The viewing
axis of the camera was then aligned to be orthogonal to the plane of the laser light
sheet and it was focused on the desired ROIs in this plane; see Figs. 2.7 and 2.11.
All of the optical measurement equipment was located outside of the dust chamber
to avoid contamination by the particles; see Section 2.4.2.
The high-repetition rate Nd:YLF laser (20 mJ per pulse) was operated at a
repetition rate of 1,000 Hz together with a 1 Megapixel complementary metal-oxide
semiconductor (CMOS) camera, which allowed for a contiguous time-history of the
flow to be recorded. The CMOS chip of the camera had a size of 1,024 x 1,024 pixels.
Both of the flow phases were recorded by the same camera before the raw images
containing the two phases were processed separately; see Section 2.4.5.
















Figure 2.11: Schematic showing the ROIs used to measure both the single-phase and
the dual-phase flows produced by the 0.17 m-diameter rotor system.
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nature of the vortical flow present in the wake of a rotor operating in ground effect.
The chosen temporal resolution for interrogating the flow was ultimately a balance
between the temporal resolution needed to track the individual vortical structures
and sediment particles, and the image intensity that was needed to enable successful
cross-correlations with the PIV measurements. In this case, 500 contiguous image
pairs were obtained for the single-phase flow (without the sediment) and for the
dual-phase flow under the otherwise identical external flow conditions; this recording
time corresponded to 30 revolutions of the rotor.
A 105 mm lens (set to an f# of 2.8) was used to obtain a field of view that was
large enough to track the vortices from their formation at the blade tips, through
their interactions with the sediment bed, and to their further evolution as they
convected away from the rotor near the ground plane. To capture the incipient
particle motion, transport, uplift and suspension, the significant ROI was ROI 1; see
Fig. 2.11. For more detailed investigations, the camera was focused on a subregion
of ROI 2 that produced good evidence of the vortex flow–particle bed interactions.
In this case, a 200 mm lens with an f# of 4 was used.
The spatial resolution of the measurements obtained with the (larger) 0.816 m-
diameter rotor setup (described previously) had to be traded (to some extent) for
good temporal resolution while still obtaining a large enough field of view to capture
the incipient motion, transport, uplift and suspension of the particles. The spatial
resolution was 78.13 µm per pixel (0.938 mm vector spacing) for the region of interest
on which the 1 Megapixel CMOS camera was focused (ROI 2); see Fig. 2.11.
With the current instrumentation, the rms error of the particle displacements
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was estimated to be 0.04 pixels, which is in the same order as the measurement
accuracy reported in comparable time-resolved dual-phase PIV measurements [106].
The measurement accuracy of the single-phase and dual-phase PIV measurements
were the same because the same setup, instrumentation, test conditions, and analysis
algorithms were used. Because of a relatively dilute distribution of dispersed-phase
particles the overall noise levels did not increase significantly. Furthermore, any
blockage effects in the interrogation windows by the dispersed particles and the
subsequent loss of correlation in the PIV measurements could be considered negligible.
The laser pulse separation time was set to 70 µs for ROI 1 and 50 µs for
ROI 2, which, in this case, was a good compromise for measuring accurately both
the particle displacements in the dispersed phase and the carrier-phase (tracer
particle) displacements, while also minimizing the out-of-plane loss of correlation.
The acquisition time scale was more than six times smaller than the fluid time scale
for the measurements made in ROI 2, and more than four times smaller for the
measurements made in ROI 1.
A second set of single-phase and dual-phase flow measurements were obtained
using the test facility (dust chamber) and 0.17 m-diameter rotor system that were
described previously in Section 2.4.1, also running at identical rotor operational
parameters. The same Nd:YLF laser was used (20 mJ per pulse), but in this case
with a 4 Megapixel CMOS camera. This CMOS camera allowed for a greater spatial
resolution to be obtained in the measurements while maintaining the relatively large
size of the ROIs to measure the flow fields (as shown previously in Fig. 2.11). The 4
Megapixel CMOS camera had the capability to record PIV image pairs of 2,560 x
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1,600 pixels at a rate of 725 frames per second. A 105 mm lens (set to an f# of 2.8)
was used to obtain the measurements in ROI 1, and a 200 mm lens (set to an f# of
4) was used with ROI 2; see Fig. 2.11.
In this case, 1,000 contiguous image pairs were obtained for both the single-
phase and the dual-phase measurements, which gave a time-history of the flows
corresponding to 83 rotor revolutions. Again, the single-phase and the dual-phase
flow measurements were performed under identical external flow conditions and
identical rotor operational parameters (see Section 2.4.1) to have a valid comparison
of the two flows (i.e., with and without sediment particles in the flow). Such identical
experimental conditions are a prerequisite for a proper assessment of the detailed
flow phase couplings, and possible mean flow and turbulence modifications to the
fluid flow by the dispersed particles.
Because the rotor was operating in ground effect, the vortices formed at the tips
of the rotor blades persisted in the rotor wake by virtue of vortex stretching [25] until
they were relatively old, i.e., wake ages of 4–6 rotor revolutions and until they were
at downstream distances over the bed of 2–3R. Therefore, the use of a rectangular
2,560 x 1,600 pixel chip size (10µm pixel pitch) of the 4 Megapixel CMOS camera
proved to be very beneficial, i.e., an optimum spatial resolution could be achieved
for the regions of current interest. This camera and the size of the interrogated fields
of view yielded a spatial resolution of 99.108 µm per pixel (0.793 mm vector spacing)
in ROI 1, and a finer spatial resolution of 45.788 µm per pixel (0.366 mm vector
spacing) in the smaller ROI 2; see Fig. 2.11.
For a rotor flow such as the one investigated in the present study, the rotor-
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generated blade tip vortices are the dominant flow features and they are also the
largest eddies in this flow, containing much more kinetic energy than any smaller
vortical structures. Therefore, the diameter of the tip vortex core, dc, is the char-
acteristic length scale of the energy-containing eddies (or turbulence length scale),
le. The ratio of the acquisition length scale to the characteristic length scale of the
energy-containing eddies, Lm/le, was evaluated to be Lm/le = 0.06 for the measure-
ments made in ROI 2, and Lm/le = 0.13 for the coarser ROI 1. Ratios of this order
were previously found to be sufficient to resolve similar dual-phase flows [71, 107].
Using the 4 Megapixel CMOS camera, the rms error in the particle displace-
ments was estimated to be 0.04 pixels, with a corresponding uncertainty of 0.057 m s−1
in the velocity measurements in ROI 1, and 0.06 pixels (0.055 m s−1) in ROI 2, re-
spectively. These values are of the same order as the measurement accuracy reported
in Ref. 106.
2.4.5 Dual-Phase PIV Image Processing
After the raw images containing both phases of the flow had been acquired, they
were first pre-processed to minimize the effects of reflections from the ground plane
or the sediment bed by masking out the static parts that were outside of the flow
domain. Because the boundaries can contribute to the correlations obtained, the grey
levels of the pixels that contained substantial wall flare were zeroed out. A sliding
minimum intensity over each three contiguous raw images for the individual pixels
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was determined, and then subtracted from these images to remove the background
noise. Because the sensor noise floor was found to be at approximately 20 intensity
counts, a minimum intensity threshold of 25 counts was used to filter out the sensor
noise and so to further increase the signal-to-noise ratio. A two-dimensional 3 x
3 median filter was then applied to the images to obtain the carrier-phase-only
images [108].
Because the sizes of the sediment particles (45–63 µm diameter) and the tracer
particles (0.2 µm diameter) were different by two orders of magnitude, the sediment
particles (the dispersed phase) also had much higher intensity counts and could
be distinguished from the carrier-phase tracer particles by a thresholding method
based on size and brightness; see Fig. 2.12. The dispersed phase was identified by
first constructing an object identification mask. A binary template was produced
by following the method developed by Khalitov and Longmire [109], which employs
two-dimensional intensity gradients in addition to saturation threshold criteria to
identify the location of the particle images.
The object detection algorithm is relatively sensitive to high-frequency noise
because it uses second-order spatial derivatives, which can amplify noise and po-
tentially identify erroneous particles. To avoid such issues, a low-pass spatial filter
was applied to each image prior to the computation of the derivatives. The mask
was constructed by applying a Gaussian smoothing function with a radius of 1.25
pixels to the median-filtered image to smooth the edges of the large and bright
dispersed-phase particle images [110]. After the potential objects in the original












































































































cluster) was used as discrimination criteria to identify the actual sediment particles.
A dispersed-phase-only image was then generated, and the intensity values from the
original image were copied onto the identified locations; see Fig. 2.12.
Sample images with carrier-phase-only and dispersed-phase-only information
were used to identify reliable separation criteria for the respective imaging conditions
so as to maximize the number of correctly identified dispersed-phase particles. The
same phase separation procedure was also tested on synthetic images. Using a size
criteria with a minimum area of 20 pixels (per sediment particle) in ROI 1 and 40
pixels in ROI 2 (greater optical magnification), and an average brightness criteria of
I > 400 intensity counts, was found to give the best results, identifying about 90%
of the particles in a single flow realization. The undetected particles were mostly
located on or near to the sediment bed (i.e., they were moving along the sediment
bed in wall-parallel direction but not yet high enough from the bed surface to be
identifiable) or in regions where a higher concentration of particles made it difficult
to distinguish individual particles.
After the phase separation, the carrier phase containing the submicron seed
particles was analyzed by applying standard PIV techniques using cross-correlation
multigrid, multipass algorithms with interrogation window shifting, 50% overlap, and
window deformation. Initial interrogation window sizes of 32 x 32 pixels and final
window sizes of 16 x 16 pixels were used, with two passes on each of the interrogation
window sizes. The interrogation area size was chosen to get an optimum spatial
resolution while retaining a sufficiently high percentage of correctly measured vectors
(> 95% in each vector field).
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The applied interrogation window shifting prevented the in-plane loss of corre-
lation and hence bias towards smaller pixel displacements. Relatively small interro-
gation windows and window deformation techniques minimized gradient bias errors.
Also, relatively small values of ∆t, the time elapsed between the two consecutive
images of a correlated PIV image pair, were used to yield small pixel displacements
of no more than one-quarter of the interrogation window size, thus minimizing the
out-of-plane loss of correlation. Parallax errors were minimized by using a large
object distance (i.e., the distance between the camera lens and the plane of the
laser light sheet in which the ROIs are located). Furthermore, by examining the
tracer particle displacements, there were no signs of peak-locking effects, i.e., no bias
towards integer pixel displacements. Measures taken to prevent peak-locking included
using high image densities, i.e., multiple tracer particles inside the correlation window
that contributed to the correlation peak.
A local median filter was employed on each pass to remove erroneous velocity
vectors and to iteratively replace these vectors by the median of the surrounding 3 x
3 vector grid. The resulting vector fields were post-processed using two passes of the
universal outlier detection algorithm of Westerweel and Scarano [111], which was
applied in a 3 x 3 filter region to further reduce the number of possible erroneous
vectors. Finally, the carrier-phase velocity vector fields from the PIV measurements
and the dispersed particle images were recombined to produce a holistic measurement
of the dual-phase flow environment; see Fig. 2.12.
In the dual-phase measurements, the carrier-phase images contained some
masked holes, which are an inevitable consequence of the subtraction of the dispersed
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phase. Furthermore, the flow under investigation was vortically dominated, so using
vector validation based on the global mean flow is not that useful because it does
not take the local coherent motion of the flow into account. For these reasons, a
local median test was performed in each of the passes by the PIV algorithm, not
only to assess the validity of the fluid velocity vectors but also to resupply some
masked holes with the median vector based on a local 3 x 3 grid, if found to be
necessary. However, in the present experiments the particle flow was dilute, the
particle sizes relatively small, and the PIV interrogation window sizes large enough
to contain enough carrier-phase tracer particles. For these reasons, the respective
fluid velocity vectors were mostly obtained based on the first correlation peak. Even
in regions with higher sediment particle concentrations, the loss of information in
the carrier-phase cross-correlations was negligible and no interpolation was needed.
It was only if no valid first, second, or third displacement peaks could be found
(validated by the local median test), that a median interpolation based on the eight
neighboring vectors was used at the particle position. Also note that in some cases,
lower seeding densities from small but finite centrifugal forces in the core region of
the younger vortices could lead to some loss of correlation. However, low seeding
densities that required vector interpolation were only detected in a region relatively
far upstream and closer to the rotor, which was not a primary focus of the present
investigation. These challenges in performing rotor tip vortex measurements with
PIV has drawn significant attention and is adequately discussed in the literature [23].
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2.5 Two-Dimensional Wall Jet
The mean flow over the ground plane produced by a rotor is reportedly a wall
jet-like flow [39]. A nozzle-generated wall jet experiment was conducted to resemble
the mean flow over the ground plane produced by the rotor, although this flow did
not contain the concentrated vorticity conveyed by the tip vortices and the vortex
sheets. Therefore, the wall jet experiment was used with the purpose to separate
the unsteady effects of concentrated vorticity (mainly from the tip vortices) from
other characteristics of the developing wall flow produced by the rotor. By means
of a comparison of the nozzle-generated wall jet and the rotor-generated flow over
the ground plane, the goal was to further the understanding of the similarities and
differences between these two flows, and so to investigate the effects of the rotor flow
structures on the mean flow.
Besides the complexity of the rotor flow itself, simplified assumptions and
approximations must be used to model particle mobilization and transport from
an underlying sediment bed. Such so-called threshold or “pickup” models [49, 50]
are, in general, semi-empirical integral descriptions based on the assumptions of
steady, uniform, turbulent boundary layer flows [80, 81]. However, the validity
of such models is certainly more questionable for the nonequilibrium flows found
below a rotor. If the underlying carrier flow is modeled inaccurately, then the
predicted particle motion will also be affected. Therefore, detailed comparisons of
the rotor flow measurements to those of more canonical wall jet flows were performed.
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2.5.1 Setup and Test Conditions
A dual-exit nozzle was placed adjacent to a ground plane to produce a nominally
two-dimensional wall jet along the surface; see Fig. 2.13. The nozzle design (see
Fig. 2.14) had the capability of producing both a lower and upper jet, although for
the present work the upper nozzle was closed. The jet of the lower nozzle with an
aspect ratio of 44:1 had an exit height of h = 14 mm (0.551 in) and a measured exit




= 3, 000 (2.15)
The bottom edge of the nozzle was placed flush with a ground plane; see












Figure 2.13: Schematic showing nozzle, ground plane, and ROIs for the wall jet
experiment.
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a wall jet over the ground plane that had similar velocities as the rotor-generated
wall jet-like flow (see Section 2.3), and so enabling a valid comparison between these
flows.
Figure 2.14: Drawing showing the nozzle producing a two-dimensional wall jet. (All
dimensions are in inches.)
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2.5.2 Measurement Equipment, Image Acquisition and Processing
PIV measurements were performed along the downstream flow direction at the
centerline of the jet using the Nd:YLF laser and the 1 Megapixel CMOS camera, as
previously described in Section 2.4.4. The flow was seeded with submicron mineral oil
particles with a mean diameter of 0.2 µm; see Section 2.2.5. To obtain a contiguous
time-history of the flow, PIV image pairs were obtained at a frame rate of 1,000 fps
in this case. A schematic of the setup with the hardware components used is shown
in Fig. 2.15.
The thin, diverging laser light sheet was oriented vertically, bisecting the
midline of the nozzle; see Fig. 2.15. Tangential illumination of the ground plane was
used to minimize laser reflections. This ground plane also was painted a flat black to
further minimize surface reflections of the laser light. The camera axis was aligned
to be orthogonal to the light sheet so that its focused field of view was in the plane
of the laser light sheet; see Fig. 2.13.
The ROIs that used to study this wall jet flow are shown in Fig. 2.13. ROI 1
was used to gain a global understanding of the flow as it developed over the ground
plane. For this purpose, a 105 mm lens (set to an f# of 2.8) was used to obtain
the PIV images in this relatively large ROI. A 200 mm lens (set to an f# of 4) was
focused on the smaller ROI 2, allowing for a greater magnification of the flow field
and so yielding a finer spatial resolution in this ROI. Therefore, the measurements
in ROI 2 were used to resolve the details of the boundary-layer flow.
The laser pulse separation time was set to 70 µs for ROI 1 and 50 µs for ROI 2.
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Figure 2.15: Schematic showing the experimental setup for the wall jet experiments.
The spatial resolution for these measurements was 147.06 µm per pixel (1.176 mm
vector spacing) in ROI 1, and a finer resolution of 67.57 µm per pixel (0.54 mm
vector spacing) was obtained in ROI 2. The estimated measurement accuracy for
the displacement in ROI 1 and 2 was 0.03 pixels and 0.04 pixels, respectively. 1,000
contiguous PIV image pairs were obtained and used for the calculation of the mean
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flow quantities, and the PIV image processing procedure was the same as used for
the investigation of the rotor flow, as previously described in Section 2.3.5.
2.6 Summary
In the present chapter, detailed descriptions were given of the three experiments
that have been performed, along with the methodology used to obtain the measure-
ments. The experimental setups were shown and explained, and the specific test
conditions and operating parameters for each of the experiments were reported. The
PIV and PTV measurement techniques were also introduced, as these techniques were
used to measure the single-phase and the dual-phase flow fields. Image acquisition
and data processing procedures were also described. The results from the analyses
of the single-phase and the dual-phase flow field measurements are discussed in the
following chapter.
82
Chapter 3: Results and Discussion
The dual-phase flow measurements were analyzed to examine how the mean
flow properties, turbulence fields, and coherent vortex structures (e.g., the rotor
blade tip vortices) affected the onset of particle motion and the subsequent transport
of particles along and away from the sediment bed. Furthermore, the near-wall
flows including the boundary layers were examined to gain new insight into the
flow and turbulence structure of rotor-generated near-wall flows, including the
Reynolds stress distributions. The single-phase flow results obtained using the larger
(0.816 m-diameter) rotor were also compared to the measurements made for the
nozzle-generated wall jet flow to better understand the similarities and differences
between these two flows. Coherent vortices and smaller-scale turbulence structures
could be detected, and in conjunction with the measured sediment fluxes could be
correlated to the movement and pickup of particles from the sediment bed. The
quadrant analysis method developed by Wallace et al. [59] was also employed to help
better understand the nature of the turbulent, dual-phase flow environment near the
bed.
The results from separate single-phase (i.e., without particles) and dual-phase
(i.e., with particles) experiments were also analyzed comparatively to understand
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how the addition of the particle (dispersed) phase affected the fluid (carrier) flow,
i.e., to investigate the extent and nature of potential two-way coupling of the flow
phases. The relatively high spatio-temporal resolution of the present measurements
made it possible to resolve accurately the flows induced by the helicoidal tip vortices
that were trailed from the blades as well as their associated smaller-scale turbulent
structures, and to track the individual flow structures as they convected through
the flow toward the ground plane. The contiguous time-history of the measurements
enabled detailed assessments as to how the coherent vortex structures were influenced
by the presence of sediment particles, and also how these particles may have modified
the mean flow and turbulence characteristics of the carrier flow.
3.1 Single-Phase Near-Wall Flow Measurements
Understanding the detailed fluid dynamic characteristics of the complex rotor
flow at the ground, even at the absence of sediment particles, is a prerequisite to
establish and validate mathematical models for bedload transport and particle uplift
models that may be applicable to such rotor flows. For these purposes, measurements
of the instantaneous characteristics of the flow and the velocity excursions at the
ground are key [2,44,45]. Nevertheless, the mean fluid motion also gives much insight
into the flow and exposes certain flow characteristics that could be useful as inputs to
numerical flow simulations, such as the prescription of characteristic boundary-layer
profiles at the ground and/or sediment bed [53].
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The coherent vortical structures at the ground below the rotor have their
initial source in the tip vortices and vortex sheets trailed from the rotor blades.
However, after ensemble-averaging to find the mean flow quantities, many distinct
aspects of the rotor flow become otherwise ameliorated. The spatial resolution of
the boundary-layers over the ground plane and sediment bed that were obtained
in the present measurements allowed for the viscous sublayer to be resolved; in
this near-wall layer the velocity gradient is constant. With this measured velocity
gradient at the wall, the wall shear stress, τw, and the friction velocity, uτ , were then
estimated. These values were used to normalize the velocity u and the wall-normal
distance z to obtain results in so-called wall coordinates, u+ and z+, i.e., the inner
scaling, which is a useful form for comparisons with other types of boundary-layer
measurements.
3.1.1 Mean Flow Velocity Distributions
Representative profiles of the time-averaged and phased-averaged (periodic)
wall-parallel velocity for three downstream distances from the rotor centerline are
shown in Fig. 3.1. The phase-averaged results were ensemble-averaged over consecu-
tive PIV flow field realizations with the rotor blade in the same azimuthal position,
i.e., the blade position was phase-locked. The mean velocity profiles obtained for
the rotor near-wall flow, which are shown in Fig. 3.1, appeared to be qualitatively
very similar to those of a developing turbulent wall jet [112]. Canonical flows, such
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as channel or pipe flows, contain organized turbulence structures in the near-wall
region [60]. However, the initial source of turbulence in such flows is not the more
concentrated vorticity as is produced in this case with the rotor flow. Therefore, at
least some differences in the near-wall turbulence structures are to be expected for
these foregoing reasons alone.
A comparison of the mean velocity fields generated by the rotor versus the wall
jet is shown in Fig. 3.2. When time-averaging of the rotor flow was performed, the
resulting mean characteristics of the flow indeed showed many of the features seen
with the wall jet. In Fig. 3.2, the background contours are the mean wall-parallel
velocity components, u. Note that the length scales for the rotor were normalized
by the rotor radius, R, while for the nozzle they were normalized by the nozzle exit
height, h, which is by convention. The corresponding velocities were normalized by
rotor tip speed, Vtip, and nozzle exit velocity, ujet, respectively. The time-averaged
velocity distribution far downstream from the rotor (i.e., the region shown) and
the velocity distribution produced by the nozzle are seen to be similar. Both flows
also show a well-defined slipstream boundary directly above the wall jet. Viscous
shearing and diffusion in the flow also occurs further downstream in both cases.
To examine further the mean flow produced by the wall jet, the average wall-
parallel velocity profiles were extracted at several downstream distances from the
nozzle exit; see Fig. 3.3. Notice that the flow decelerates with increasing distance
along the wall because of a thickening of the boundary layer. Comparing the time-
averaged wall-parallel velocity profile generated by the rotor to that of the wall jet






































Figure 3.1: Time-averaged and phase-averaged wall-parallel velocity at the ground
plane below the 0.816 m-diameter rotor operating at 1,860 rpm and CT/σ = 0.08















































(a) Rotor-induced flow at the ground below the smaller (0.17 m-diameter) rotor system







(b) Wall-jet flow produced by the nozzle for a jet exit velocity of ujet = 3.3 m s−1.
Figure 3.2: Comparison of the time-averaged single-phase flow as produced by: (a)











Figure 3.3: Measured velocity profiles at five downstream locations from the exit of
the nozzle used to generate the wall jet.
the ground actually are; see Figs. 3.1 (c) and 3.3. An inflection point in the velocity
profiles occurs as the flow transitions more into a fully developed turbulent wall
jet. A pronounced velocity peak close to the surface is also apparent in both flows.
However, for the rotor-induced flow there are clearly differences in the regions further
upstream.
This latter behavior becomes apparent when the boundary-layer profiles are
plotted in the inner scaling, u+ for the normalized streamwise velocity and z+ for
the normalized distance from the wall; see Fig. 3.4 for the rotor and Fig. 3.5 for the
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Figure 3.4: Semi-logarithmic boundary-layer profiles at the ground produced by the
rotor flow in terms of wall units. The viscous sublayer region and the logarithmic
region were approximated using curve-fits to the measured data.
wall jet measurements. While the two locations further downstream from the rotor
showed a velocity profile typical of a fully developed turbulent boundary layer or
the inner layer of a turbulent wall jet, which are qualitatively the same [113], the
profiles measured further upstream did not show this behavior (e.g., for r/R = 1.28
in this case). The Reynolds number of the boundary layer over the ground plane as
generated by the rotor flow was Re = 3, 000 using Eq. 2.15.
The approximately constant velocity gradient measured close to the wall









Figure 3.5: Semi-logarithmic boundary-layer profiles for five downstream distances
from the nozzle exit. The logarithmic region was approximated by a curve-fit to the
measured data.
This result can also be seen in Fig. 3.4, which suggests that the four measurement
points closest to the wall were within the viscous sublayer. The values of u+ were not
equal to z+ in this region, which may be because the velocity gradient was measured
too far away from the wall where it is not strictly constant. Obviously, the calculated
value of the friction velocity, uτ , is extremely sensitive to the measured velocity
gradient at the wall. As z+ approached about 20 wall units, the flow transitioned to
a more logarithmic velocity profile.
These findings are important because they have implications on the modeling
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of the rotor flow at the ground as well as for verifying the validity of particle mobility
and uplift models, e.g. [49,50], where a velocity profile at the wall may be prescribed.
The measurements further downstream have revealed the approximate wall-normal
expansion of the viscous sublayer, and they confirm that the use of a logarithmic
velocity profile [53] is a good assumption between the viscous portion of the flow and
the fully turbulent outer flow. The same conclusion, however, cannot be as easily
drawn for the near-wall locations that are further upstream and closer to the rotor.
This latter finding is attributed to the relatively complex flow regime closer to the
rotor, where the vertical velocity components were significant and the flow was still
in the process of turning from a mostly axial direction to a flow that was expanding
radially outward over the ground plane; see Fig. 1.5. The turbulent boundary layer
on the ground was also not yet fully developed so close to the rotor.
For the wall jet experiment, measurements could not be obtained as deeply into
the boundary-layer regions because of the lower spatial resolution of the 1 Megapixel
CMOS camera used in this case, and the need to capture a relatively large field
of view. The linear region in the semi-logarithmic graph (Fig. 3.5) indicated the
logarithmic region of the boundary layer, with the measurement point closest to the
ground being at least in the buffer layer or just touching the edge of the viscous
sublayer. The Reynolds number based on the measured nozzle exit velocity and
the nozzle height was Rejet = ujeth/ν = 3, 000. For flows with such low Reynolds
numbers, the log law does not extend very far from the wall [114, 115], as confirmed
by the measurements shown in Fig. 3.5. Depending on the distance downstream
from the nozzle exit, the log law region in this case only extended to z+ ≈ 35.
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3.1.2 Turbulent Flow Environment Near the Ground Plane: Viscous
and Turbulent Shear Stresses
The vortically-dominated flow below a rotor contains distinct unsteady flow
features such as the discrete blade tip vortices and the turbulent vortex sheets; see
Fig. 1.5. Shown in Fig. 3.6 is an instantaneous flow realization of the region at
the ground below the rotor, which illustrates the influence of the discrete blade tip
vortices on the boundary-layer region. These results show the locally higher induced
flow velocities at the ground that are induced by the passing vortices. There is also a
local thickening of the boundary layer, which is a consequence of the adverse pressure
gradient produced by this vortex flow. In fact, the results in this case suggested
that the boundary layer immediately below the vortex was in a state of incipient
separation. In fact, it can be expected that the boundary layer on the ground plane
may thicken or even separate in proximity to vortices of sufficient strength. In this
regard, such outcomes can also affect the process of sediment uplift and entrainment,
as shown for channel and riverine flows by Nelson et al. [62] and for a rotor flow by
Johnson et al. [41].
Notice the good detail in the measurements shown in Fig. 3.6. Measurements
in this case were made to as close as 0.001R above the ground plane. Below that
height, issues associated with surface reflections of the incident laser light sheet

















Figure 3.6: Examples of the instantaneous flow near the wall produced by the
0.816 m-diameter rotor. Instantaneous flow vectors are plotted on background
contours of wall-parallel velocity. Area of detailed image shown by the dashed line.
image congestion in Fig. 3.6(b) only every fifth vector is shown in the horizontal
direction, although every vector is shown in the wall-normal direction up to z/R =
0.01.
The time-averaged velocity fluctuations, u￿ and v￿, are by definition zero. The
time-averages of the squares and mixed products, however, are non-zero, and are
the source of the Reynolds stresses. Although Reynolds-averaging techniques do
not explicitly account for coherent motions in the turbulence, some instantaneous
organization is apparent even in the averaged terms. Otherwise, −ρu￿v￿ (the most
important closure term for the incompressible RANS equations) would be zero if the
turbulent motions were purely random without preferred correlations between the
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velocity components. The Reynolds stresses are also a measure for the turbulence
intensity and the effect turbulent structures have on the mean flow. The motion
of sediment particles arises, at least in part, from the shear stresses produced on
the sediment bed by the external flow [49]. When a threshold condition is reached,
sediment is initially transported downstream and can then be entrained and uplifted
into the outer flow by turbulent eddies and/or vortices [65].
The fluctuating parts of the flow velocities were extracted from the present
measurements, which were then used for the computation of the normal and shear
Reynolds stress components. By performing a classic Reynolds decomposition, the
fluctuation (or perturbation) velocities are
u￿i,j = ui,j − ui,j (3.1)
v￿i,j = vi,j − vi,j (3.2)
In this case, u￿i,j is the perturbation velocity at a single interrogation point, ui,j is the
instantaneous velocity at this point, and ui,j is the average u velocity. The average







where N is the number of contiguous PIV realizations. A similar equation holds for
the v component.
The Reynolds stress tensor in some instances is divided by the fluid density,
95
ρ, giving u￿v￿ for the shear component and u￿2 and v￿2 for the streamwise and wall-
normal turbulent stress components, respectively. The corresponding instantaneous
values of the Reynolds stresses are u￿v￿, u￿2, and v￿2, respectively.
The measured Reynolds shear stress components for the rotor shown in Fig. 3.7
revealed significant differences to both a turbulent wall jet [112] and also to a fully
developed turbulent boundary layer [113]. In this case, all of the data were normalized
by the same local length and velocity scales. At the same normalized distance from
the wall, the wall-nearest measurement points (below 0.4 zmax) at the two locations
further downstream from the rotor were in the viscous sublayer (indicated by the
decreasing Reynolds stresses; also see Fig. 3.4), while they were well above the viscous
sublayer in the turbulent wall jet measurements [112]. Similarly, the point where the
Reynolds shear stresses changed sign was located further away from the wall for the
measurements below the rotor compared to the wall jet. These comparative results
suggest that different length scales and turbulence intensities are indeed involved
with the rotor flow.
It is also shown in Figs. 3.7–3.9 that there were significant fluctuations in the
Reynolds stresses near the ground that are not present in the simpler wall jet flows.
These different effects result from the more complex flow environment at the ground
induced by the rotor, which contains not only regions of concentrated vorticity (such
as from the tip vortices) but also the vortex sheets trailed from the inner parts of
the rotor blades.
Besides the differences in the general nature of rotor flows and wall jet or









Figure 3.7: Comparison of the boundary-layer flow in terms of Reynolds shear stress,
u￿v￿, measured at the ground below the 0.816 m-diameter rotor to two more canonical
flows.
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conducted at the same Reynolds numbers. The boundary-layer Reynolds number
over the ground plane for the rotor flow measurements was Re = umaxzmax/ν = 3, 000,
while it was 74,000 for Klebanoff’s experiment [113] and 24,000 for Irwin’s wall jet
experiment [112]. It is acknowledged that Reynolds number effects may change the
structure of the turbulence, length, and time scales to some extent [114–116], which
will affect the Reynolds stress distributions. Therefore, the different length scales
obtained, which are apparent from Fig. 3.7, could still be influenced by the different
Reynolds numbers of the experiments, and this issue is worthy of future study.
The total shear stresses were decomposed into their viscous and turbulent parts
to examine how the contribution of turbulence structures to the total shear changes
with wall-normal distance, and to determine whether they may be neglected very
close to the surface, i.e., deep in the boundary layer. The shear stress decomposition
uses






where τv = µ(∂u/∂z) is the viscous shear stress and τt = −ρu￿v￿ is the turbulent
shear stress (or Reynolds shear stress), both in two dimensions in this case.
Because the flow at the ground is highly turbulent, the Reynolds stresses τt are
the dominant source of shear stresses in the boundary-layer region and also in the
outer flow, which can be concluded from the results shown in Fig. 3.8. Notice that the
maximum of Reynolds shear stress coincides with the slipstream boundary between
the accelerated flow inside the rotor wake and the more quiescent outer flow. In the






















Figure 3.8: Contribution of the viscous and turbulent shear stresses to the total
shear stress in the outer flow (left) and the boundary layer (right) for single-phase
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Figure 3.9: Contribution of viscous and turbulent shear to the total shear stress in
the outer flow for the wall jet at x/h = 6.
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boundary, generating additional turbulent stresses in the process; see Fig. 1.5. The
turbulent shear stresses, −ρu￿v￿, become positive near the wall, this observation
having also been made with wall jet flows [117], and can be explained with the aid of
Prandtl’s mixing length theory [118]. Although the viscous contributions increased
for wall-normal distances of z/R < 0.004 when moving toward the ground plane, the
turbulent stresses there were still significant.
While Fig. 3.8 shows the contribution of the viscous and the turbulent shear
to the total shear stress for the rotor at a radial location of r/R = 1.44 (i.e., well
downstream from the rotor), Fig. 3.9 shows the same decomposition for measurements
obtained with the wall jet at a streamwise location of x/h = 6 from the nozzle exit.
This downstream distance was chosen because the wall jet profile was developed
but had not yet begun to expand significantly; see the complete flow field shown
in Fig. 3.2(b). For the wall jet experiment, the lower spatial resolution available in
the measurements did not permit the stresses in the boundary-layer region to be
resolved to the same level of detail.
Overall, the general trends in the ensemble-averaged Reynolds shear stress
profiles measured with the wall jet were noted to be similar to those found for the
rotor-induced flow. The change in sign of the turbulent shear stresses near the
wall was observed, as well as the secondary (positive) peak in the near-wall region;
see Fig. 3.9. However, there were also distinct differences between the two flows.
For example, the rotor flow showed significant small-scale and large-scale spatial
variations in the stresses, both with wall-normal distance (Fig. 3.8) and also with
downstream distance (Fig. 3.7). The wall-normal spatial variations in the shear
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stress profile were not found in the wall jet flow; see Fig. 3.9. For both flows, the
global maxima of the total shear stresses were located in the shear layer between the
accelerated flow closer to the wall and the more quiescent flow further away from
the wall. The distinctly shaped peak at z/R = 0.17, as shown in the rotor flow,
is an artifact of the blade tip vortices that convect downstream, which contribute
additional turbulent stresses there.
3.2 Dual-Phase Flow Measurements: Particle Mobilization and Sedi-
ment Pickup from the Particle Bed
The single-phase measurements give considerable insight into the fluid dynamics
at the ground below the rotor. However, to understand the mobilization and uplift of
sediment, a detailed analysis of the dual-phase measurements was conducted. Such
measurements provide essential results that expose the key relationships between
the effects of flow features contained in the carrier phase and the resulting particle
motions. Single-phase measurements (without sediment) have also been conducted
under the same conditions to examine what conclusions might be drawn about the
potential behavior of the dispersed phase from single-phase flow measurements. The
single-phase measurements can also help to understand the differences in the flow
properties that may arise from the addition of a dispersed phase, i.e., the extent of
two-way coupling between the flow phases.
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3.2.1 Dual-Phase Flow Environment Below the Rotor
Figure 3.10 shows an instantaneous flow realization of the dual-phase flow
environment generated by the smaller (0.17 m-diameter) rotor. Also shown here
are the coherent tip vortices. The tip vortex seen further downstream at r/R = 2.0
reveals the distinct quadrupole structure that is associated with coherent vortices
when shearing stresses (or strain rates) are analyzed in a Cartesian coordinate
system [119,120]. Beside the concentrated vorticity, smaller-scale u￿v￿ correlations
that indicate small vortex structures, eddies, and other secondary flow structures,
were seen to be contained in the flow at the ground.
The secondary flow structures near the ground plane were induced by the
Figure 3.10: Dual-phase flow realization above the sediment bed showing instanta-
neous velocity vectors of the carrier and dispersed phases on a background contour of
instantaneous Reynolds shear stress. White arrows denote location of vortex cores.
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interaction of the coherent primary vortex structures with the ground, or by interac-
tions between the vortices themselves. The occurrence of such small-scale vortical
structures was observed to be relatively frequent in the dual-phase flow near the
sediment bed, but also at greater wall-normal distances. Furthermore, the tip vortices
were seen to expose a less pronounced quadrupole structure in the dual-phase flow
environment as compared to the single-phase flow. Such observed differences in the
flows raise the question as to whether the particles altered the flow properties of the
carrier phase. This potential coupling of the flow phases is discussed in detail later
in Section 3.3.
The time-histories of the flow fields near the ground plane were obtained from
the time-resolved single-phase and dual-phase measurements. While Fig. 3.10 is
only one representative example, it shows that despite an intense upwash region
(i.e., positive wall-normal velocity) at r/R = 1.7 in this instance, sediment is not
picked up from the bed there and is instead uplifted further downstream. In fact,
the dual-phase measurements revealed that most particles constituting the sediment
bed below the rotor were picked up and suspended relatively far downstream from
the rotor, i.e., at r/R = 2.0 and further; see Fig. 3.10 for one instantaneous flow
realization. This finding was not initially expected because the vortex structures are
more coherent upstream of this location before they are diffused through the action
of viscous shearing and turbulence as they interact with the ground plane further
downstream.
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3.2.2 Time-Averaged Particle Flux
Because of the interesting qualitative observation of sediment pickup occurring
mostly at greater downstream distances from the rotor (see the exemplary instanta-
neous dual-phase flow field shown in Fig. 3.10), the particle motion was quantified by
measuring particle fluxes in the radial and wall-normal directions. The particle fluxes
were calculated by dividing the ROI up into grid cells. At each time-step (i.e., each
instantaneous flow realization) the location of a given particle at the next time-step is
projected by the measured particle velocity from the PTV algorithm. If the particle
has crossed the border of a cell in the wall-normal or in the wall-parallel direction
(i.e., it has entered an adjacent grid cell), the count is advanced appropriately.
From the instantaneous particle flux measurements, the time-averaged values
were obtained by performing an ensemble-average over the total quantity of instan-
taneous flow realizations. The results in the radial (streamwise) direction are shown
in Fig. 3.11, with the corresponding vertical (wall-normal) fluxes being shown in
Fig. 3.12. The grid size for the particle flux measurements was dictated by the
concentration of particles in the flow; too fine a grid will result in too few particles
per grid cell to be statistically meaningful.
From Fig. 3.11, it is apparent that the streamwise particle flux just above
the sediment bed has increased sharply downstream of r/R ≈ 1.8 and reached a
maximum between 1.9R and 2.0R. After this point, the flux decreased slightly but
was still relatively high. Particles need to be mobilized before they can be detected
by the PTV algorithm. Therefore, the root cause for initial mobilization of particles
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Figure 3.11: Time-averaged wall-parallel particle flux as produced by the 0.17 m-
diameter rotor in the ROI shown in Fig. 3.10.
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Figure 3.12: Time-averaged wall-normal particle flux as produced by the 0.17 m-
diameter rotor in the ROI shown in Fig. 3.10.
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(and so the reason for particle flux along the bed) lies upstream of the region where
the streamwise sediment flux is measured to be most intense, i.e., upstream of 1.9R.
For r/R > 1.9 the particle fluxes could not be measured close to the sediment
bed because of image saturation, i.e., the PTV algorithm could not detect the
individual particles in the dispersed phase. This latter problem also makes it difficult
to extract carrier-phase information because the PIV interrogation windows will
be saturated with sediment particles, making it impossible to cross-correlate the
carrier-phase tracer particles. Therefore, carrier-phase data could not be obtained
further downstream near the wall, i.e., for r/R > 2.2.
Figure 3.12 shows the time-averaged particle flux in wall-normal direction. If
such a vertical particle flux is measured at or just above a sediment bed, it is often
referred to as dust or particle emission rate, i.e., it is a measure of the number
of particles that are picked up from the sediment bed and entrained into the flow.
Because of image saturation, the particle flux in wall-normal direction just above the
sediment bed could not be measured for downstream distances greater than 1.9R.
Although Fig. 3.10 only shows an instantaneous flow realization, it illustrates
one mechanism as to how particles can be entrained above the sediment bed at
greater downstream distances, which is by the effects produced by a coherent vortex
structure. It can be seen from Fig. 3.12 that the wall-normal particle flux is almost
negligible at locations relatively far upstream, i.e., closer to the rotor. However, the
wall-normal particle flux builds up with increasing distance from the rotor, and has
its most intense region between r/R = 2.1–2.3 with a global maximum in this ROI
at r/R = 2.28.
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3.2.3 Reynolds Stress Distributions near the Ground
Figures 3.13 and 3.14 show the radial distributions of all components of the
ensemble-averaged Reynolds stress tensor as well as the turbulent kinetic energy,
k, for the single-phase flow, and for the carrier phase in the dual-phase experiment
when using the smaller (0.17 m-diameter) rotor system. The turbulence intensities
were all normalized by the hover induced velocity, vh, and they are plotted as a
function of downstream distance from the rotor centerline for several heights above
the ground, z/R. For the carrier phase, measurements could not be made to as close
to the ground as for the single-phase flow. Again, for r/R > 2.2, image saturation in
the dual-phase flow environment made it impossible to extract good results for the
points nearest to the wall.
The two trends shown in the single-phase and the dual-phase flow were: 1. The
turbulence intensities in the fluid flow increased with wall-normal distance, and
2. That the turbulence intensities also decreased with radial distance after they
reached their maximum values, which was upstream of r/R = 1.9 in both cases.
However, all ensemble-averaged turbulence quantities of the carrier phase (Fig. 3.14)
revealed remarkable differences to their corresponding values in the single-phase flow
results (Fig. 3.13). The carrier phase showed significantly greater spatial excursions
in the turbulence properties near the sediment bed.
The streamwise Reynolds stresses, u￿2, were found to be the predominant
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(d) Turbulent kinetic energy
Figure 3.13: Components of the Reynolds stress tensor and turbulent kinetic energy
normalized by the theoretical hover induced velocity, vh, for several heights above




























(d) Turbulent kinetic energy
Figure 3.14: Components of the Reynolds stress tensor and turbulent kinetic energy
normalized by the theoretical hover induced velocity, vh, for several heights above
the sediment bed, z/R, for the carrier in the dual-phase flow.
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turbulent stresses in the near-wall region above the ground plane or near the sediment
bed. Therefore, they were also the primary source of turbulent kinetic energy, i.e., k =
0.5(u￿2+v￿2) in this case. This outcome is readily seen when comparing the results for
the turbulent kinetic energy to the corresponding u￿2 distribution that was measured
in both the single-phase and the dual-phase flow environments; the general trends
shown in these two turbulence quantities were the same. In light of the very small
wall-normal Reynolds stresses, especially for the single-phase flow measurements, this
outcome was expected. Notice (in both cases) that the magnitudes of the shearing
components of the Reynolds stresses were significantly smaller than the streamwise
and wall-normal Reynolds stresses, being about one order of magnitude smaller than
the prevailing normal Reynolds stresses in the streamwise direction, i.e., u￿2.
Compared to the other components of the Reynolds stress tensor, the streamwise
turbulent perturbations and the associated streamwise Reynolds stresses correlated
best with the observed particle mobilization and sediment transport along the bed.
This result is consistent with the findings of Nelson et al. [62] and Sterk et al. [52],
who investigated channel and aeolian flows, respectively. Such a conclusion can be
drawn from a comparison of the time-averaged streamwise particle flux (Fig. 3.11)
to the time-averaged (or ensemble-averaged) streamwise Reynolds stress in both the
single-phase and dual-phase flow; see Figs. 3.13 and 3.14, respectively.
In both cases, the streamwise Reynolds stresses were noted to be greatest
upstream of r/R ≈ 2.0 and decreased downstream. Recall that the distribution of
streamwise particle flux (Fig. 3.11) showed a sharp increase downstream of r/R = 1.8,
the location of the maximum particle flux being at r/R = 1.9–2.0. As stated earlier,
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the root cause for the initial mobilization of particles (and so the reason for particle
flux along the bed) must lie upstream of the region where the streamwise sediment
flux is measured to be the most intense, i.e., upstream of 1.9R. Therefore, the
streamwise Reynolds stresses were found to correlate well with sediment mobilization
on the bed. Although the Reynolds stresses are, in part, induced by the concentrated
vorticity in the tip vortices, the onset of sediment motion was found to be associated
with the higher levels of streamwise turbulent stresses and not with the local action
of the coherent vortex structures themselves.
The average stress component −ρu￿v￿ gives the two-dimensional turbulent shear
stress and has often been directly correlated to the sediment transport dynamics [121].
Therefore, sediment uplift models usually consider only this component of the
Reynolds stress tensor while neglecting the other components. However, in more
recent studies it has been shown that such assumptions are questionable for riverine
flows [52,121] because of the predominant component of streamwise turbulent stress,
u￿2.
It was also shown by the present measurements that the normal Reynolds stress
in the streamwise direction is the most significant component of the Reynolds stress
tensor for the region at the ground below the rotor, and in both the single-phase
and dual-phase flow environment; see Figs. 3.13 and 3.14, respectively. Therefore,
the streamwise Reynolds stress cannot be neglected in the development of sedi-
ment mobilization and entrainment models that will be applicable to rotor flows.
Furthermore, in existing sediment transport and uplift models [75,80,81] only the
ensemble-averaged Reynolds stresses have been considered, but the particles will also
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experience the consequences of the fluctuating velocities and instantaneous stress
components.
The Reynolds stresses are unlikely to be responsible for the pickup of particles
further downstream because all components of the Reynolds stress tensor decrease
downstream of r/R = 2.0, while the vertical particle flux increases; see Fig. 3.12.
This is the case for both the single-phase flow and the carrier in the dual-phase
experiment; see Figs. 3.13 and 3.14, respectively.
3.2.4 Time-History of Turbulence Events Related to Particle Uplift
Because the shown ensemble-averaged turbulence quantities cannot help explain
the occurrence of sediment pickup, the instantaneous turbulence quantities, namely
the instantaneous fluctuation velocities and the corresponding instantaneous Reynolds
stresses, were examined. Of particular interest was the region further downstream
(r/R > 2.2) because this region had the greatest particle flux in the wall-normal
direction; see Fig. 3.12.
The time-history of the instantaneous Reynolds stress components for a mea-
surement point located at r/R = 2.28 just above the sediment bed was examined,
as shown in Fig. 3.15. In fact, at this radial distance from the rotor centerline the
global maximum of the time-averaged wall-normal sediment flux was measured. Also
shown is the instantaneous wall-normal particle flux at the same spatial location.
This component of the particle flux is used to correlate any particle uplift with
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Figure 3.15: Instantaneous wall-normal particle flux, and components of the instan-
taneous Reynolds stress tensor for the carrier phase in the dual-phase rotor flow
experiment, all measured at r/R = 2.28 just above the sediment bed and normalized
by the theoretical hover induced velocity, vh.
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the instantaneous turbulent stresses, i.e., with the discrete turbulence events that
occurred mostly in phase with the periodic passage of the tip vortices over the
particle bed.
Peak values of wall-normal particle flux (or particle uplift) were seen to correlate
well with discrete turbulence events in the carrier flow. Such turbulence events are
represented by pronounced peaks in the time-histories of the instantaneous Reynolds
stresses, as shown in Fig. 3.15. The particle bursts that could be correlated to
carrier-phase turbulence events are marked by lines A–I. All components of the
two-dimensional instantaneous Reynolds stress tensor contributed to such a particle
burst, i.e., the two normal stress components as well as the shear stress. In most
instances, more than one of the Reynolds stress components was noted to contribute
to the pickup of particles from the sediment bed. A delay in the particle response to
the turbulence events was also noticed, which in some instances was very pronounced.
Recall that the measurement sampling rate in this experiment was 1,000 Hz, and so
what may appear as a relatively large shift of a peak in the time-histories is actually
only few milliseconds of time.
3.2.5 Quadrant Analysis and Joint Frequency Distributions of Tur-
bulence Events
Further insight into the structure of the turbulence at the ground may be gained
by using the quadrant analysis method. This technique can further characterize
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the turbulence based on organized turbulence structures that are present in wall-
bounded turbulent flows. The quadrant analysis shows the correlative structure of
the perturbation velocities u￿ and v￿, which have been described previously. Wallace
et al. [59] showed that there were four kinds of turbulence events, namely sweeps,
ejections, outward and inward interactions, and these four distinct turbulence events
each had a more or less pronounced contribution to the Reynolds stresses. The four
types of motion are classified by the signs of the perturbation velocities, u￿ and v￿.
The measurements are then plotted on a quadrant map, as shown in Fig. 3.16. A
quadrant map essentially shows the main directions of the turbulent momentum
transfer relative to the bulk movement of the fluid.
For the near-wall region of channel flows [83, 89, 122] and other canonical
Figure 3.16: A quadrant map showing the four types of motion (turbulence events)
belonging to the quadrants and their contribution to the Reynolds shear stresses,
u￿v￿.
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flows such as the turbulent boundary-layer flow over a flat plate [59,60], a certain
organized structure of the fluid turbulence events into the quadrants has been
reported. These organized turbulent motions have also been seen in atmospheric
boundary layers [52, 64, 67] and riverine flows [121], with particle transport being
correlated to discrete turbulence events in some instances. The interactions between
sediment motions and the turbulence structure of the carrier phase and how they
correlated to the four types of turbulence events, has been studied by Nelson et al. [62]
for riverine flows. There are significant differences in the time scales, turbulence
levels, Reynolds numbers, and spatial dimensions between channel flows or riverine
flows and the rotor flow (i.e., the brownout problem). However, the quadrant analysis
is still useful for examining the turbulence characteristics of the carrier phase as it
pertains to the sediment uplift, entrainment, and suspension mechanisms that may
contribute to the development of a brownout dust cloud.
An example of a quadrant plot is shown in Fig. 3.17. Each data point represents
a turbulence event for one spatial location and for one point in time. In this case, the
measurement point was located at r/R = 1.70 just above the sediment bed, and the
data obtained from this location were extracted from the carrier phase over time and
then plotted on the quadrant map. The advantage of this form of presentation is in
that every single measurement point is represented. However, it may still be difficult
to distinguish a pattern or any organization of flow events. Because information
about a preferred statistical organization of turbulence events is of more interest,
the probability density for the turbulence events is shown; see Figs. 3.18 and 3.19.
Such probability density distributions (or joint frequency distributions) show the
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Figure 3.17: Scatter quadrant plot showing combinations of the carrier-phase velocity
fluctuations obtained from contiguous PIV realizations at r/R = 1.70, z/R = 0.03.
frequency or likeliness with which turbulence events occur.
It has been pointed out [52] that the sampling frequency of the data recorded
may have a significant effect on the distribution of turbulence events into the
quadrants, i.e., on the likeliness that a turbulence event will fall into one quadrant
or another. The reason is that the organized turbulence motions have certain time
scales and recur at a certain frequency, depending on the nature of the flow being
investigated. Therefore, the nature of turbulence in the flow cannot be resolved
accurately with inadequate sampling rates. For example, aliasing may occur if too
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low a sampling frequency is used. Ultimately, the specific nature of the flow in
question will always dictate the optimum sampling rate for the measurements to be
performed.
While the quadrant analysis method has been mostly applied to data measured
at much lower sampling rates than 1, 000 Hz, the flows that have been previously
investigated were mostly open channel flows, riverine flows, and atmospheric boundary
layers (which can have a thickness of the order of 10 m or more). These latter flows
have considerably larger time and length scales, and so the measurements must be
acquired at a much lower rate and for a longer period. Because the present work gives
much insight into the actual structure of the turbulence phenomena occurring in this
case, including information about the time and length scales associated with the rotor
flow in the laboratory environment, the outcomes may enable future measurements
at judicious sampling rates more suitable for the specific flows under investigation.
A preferred organization of turbulence events is not apparent from Figs. 3.18
and 3.19. However, an elongated or stretched distribution in the streamwise direction
was observed in the joint frequencies of the turbulence events for some downstream
distances where most of the particles on the bed were mobilized, i.e., between 1.9R
and 2.0R; see Fig. 3.11. Downstream of this region, the turbulence appears more
isotropic, which is because of the more homogeneous organization of turbulence
events in the four quadrants. Upstream of the position of maximum wall-parallel
sediment motion (r/R ≤ 1.7) the turbulence was more isotropic in the single-phase
flow. However, for the carrier phase in the dual-phase flow, the streamwise fluctuation

















(c) r/R = 2.20
Figure 3.18: Joint frequency distributions of turbulence events for the single-phase

















(c) r/R = 2.20
Figure 3.19: Joint frequency distributions of turbulence events for the carrier in the
dual-phase flow at z/R = 0.03.
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entire ROI. This outcome was also seen in the ensemble-averaged Reynolds stress
distributions for the wall-nearest measurement points, as shown in Fig. 3.14.
3.3 Flow Phase Couplings and Turbulence Modifications
Single-phase and dual-phase flow experiments were conducted under the other-
wise same external flow conditions. The results were then analyzed comparatively
to understand how the addition of the dispersed particle phase affected the fluid
(carrier) flow, i.e., to investigate the extent and nature of potential two-way coupling
of the flow phases. A contiguous time-history of the rotor-induced flow could be
obtained from the blades through the interaction of the flow with the ground or
sediment bed, and to the eventual distortion of the vortices and diffusion of the wake
further downstream.
The relatively high spatio-temporal resolution of these measurements allowed
not only an investigation of the modulation of the carrier mean turbulence quantities
by the dispersed particles, but it also enabled an assessment as to the cause of
the turbulence modifications, i.e., the mechanisms by which the individual flow
structures were influenced by the action of the particles were investigated. All of the
present results are planar (two-dimensional) realizations of the flow in the plane of
the laser light sheet, which was aligned to be perpendicular to the ground plane and
intersecting the rotor shaft axis; see Fig. 2.7.
121
3.3.1 Carrier Mean Velocities in the Single- and Dual-Phase Flows
Figure 2.11 shows how the initially downward flow (toward the wall) induced
by the rotor is sharply turned radially outward when it approaches the ground
plane (or sediment bed), as it is typical for the mean rotor flow in ground effect
operation [3, 39, 44]. The flow then develops into a type of turbulent wall jet as
it develops along the ground plane, although such a flow still contains significant
discrete vorticity that was carried there by the blade tip vortices and vortex sheets.
Figure 3.20 shows the mean streamwise (wall-parallel) single-phase (identified
by SP) and dual-phase (identified by DP) flow velocity profiles for the carrier phase
(i.e., the air flow) normalized by the standard (theoretical) hover induced velocity,
vh, as given by Eq. 2.9. In this case, the results are shown for two radial locations
away from the rotational axis of the rotor. These measurements were taken in ROI 2
because this region could be interrogated in more detail with higher spatial resolution.
Closer to the rotor (r/R = 1.2 in this case), the flow was still in the process of
turning from a mostly vertical (wall-normal) to a radial flow along the wall (more
parallel to the ground plane); see Fig. 2.11. For locations further downstream (r/R
= 2.2 in this case), the flow along the ground plane appeared to develop in a manner
similar to that of a classical wall jet [112, 116]. The mean values of the wall-parallel
velocity, u, represent ensemble time-averages that used 1,000 contiguous vector fields
that were calculated from the 1,000 corresponding PIV image pairs recorded every
30◦ of blade rotation.
Upstream and closer to the rotor, the enhanced mixing caused by the mobilized
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Figure 3.20: Mean wall-parallel velocity profiles for the single-phase (SP) and the
carrier of the dual-phase (DP) flow at two radial distances from the rotor.
particles in the flow leads to a quicker momentum transfer between the higher-velocity
outer layers of the wall jet and the lower velocity of the inner layers, these being also
decelerated by the presence of particles near the wall. The enhanced mixing yielded a
somewhat quicker development of the boundary layer, so that the maximum velocities
were located closer to the bed compared to what was found in the single-phase flow
measurements without the sediment. Additionally, the accumulation of mobilized
particles near the sediment bed further downstream (see Fig. 3.21) may also influence
the flow upstream (r/R = 1.2 in this case), in that significant particle concentrations
downstream may introduce a blockage effect that alters the flow further upstream.
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Note that the boundary layers thickness, δ, was defined as for a canonical wall jet,
i.e., the wall-normal distance of the position where the maximum (wall-parallel)
velocity occurred; see Fig. 3.20.
Further radially downstream from the rotor, the streamwise velocities of the
carrier phase in the dual-phase measurements were found to be much lower than
those measured in the single-phase flow. Also, the wall-normal extension of the
region containing decelerated fluid was greater, i.e., the boundary layer at the ground
in the dual-phase flow was significantly thicker after it had developed. In some cases
this boundary layer was up to 50% thicker, depending on the downstream location.
The measured particle concentrations in the flow indicated that the prepon-
derance of particles that were suspended in the main flow were in regions relatively
far downstream from the rotor; see Fig. 3.21. Therefore, the lower streamwise
components of the mean velocities produced in the dual-phase flow for regions further
downstream can most likely be attributed to the momentum exchange between the
carrier and dispersed phases of the flow.
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Figure 3.21: Time-averaged particle concentration in ROI 1.
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3.3.2 Vortical Structure of the Flow
A contiguous time-history of the developing rotor wake in the single-phase and
dual-phase flow is shown in Figs. 3.22 and 3.23, respectively. Instantaneous fluid
velocity vectors for every other vector field realization, i.e., for every other time-step,
are shown on background contours of the out-of-plane vorticity, ωy, as defined in
Eq. 2.1. Any high vorticity regions very close to the rotor plane (at z/R ≈ 0.9
for r/R < 0.9) are an artifact of laser light reflections from the rotor blades. In
the actual experiments a greater field of view was obtained than it is shown here;
see previously in Fig. 2.11. Notice also that the particle sizes in these and in any
following images are exaggerated for clarity.
The tip vortices contain high levels of positive vorticity (shown in dark red).
The high spatial resolution of these instantaneous realizations of the flow also
allowed for the vortex sheets to be resolved as they trailed from the rotor blades.
These vortex sheets (or turbulent wake sheets) contained a type of Taylor–Görtler
vortices [119], their counter-rotating characteristics being indicated by the alternating
positive/negative (red/blue) vorticity contours. The eddies contained in the vortex
sheet also increased the turbulence in the near-wake behind the blade, a behavior
that will be discussed later in Section 3.3.3.
Notice that the turbulent vortex sheets convected faster downstream than the
associated tip vortices, although the actual behavior of the sheet will be a function
of the blade geometry and its operational state [3, 119]. In this case, the vortex














(c) Blade azimuth angle ψb ≈ 150◦
Figure 3.22: Contiguous time-history of the single-phase flow measured below the














(c) Blade azimuth angle ψb ≈ 150◦
Figure 3.23: Contiguous time-history of the dual-phase flow measured below the
rotor, showing every second velocity vector field. Particle sizes exaggerated for
clarity.
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with (i.e., the tip vortex that was produced at the same blade azimuth angle), and
partially into a tip vortex that had been produced by the preceding rotor blade; see
Figs. 3.22 and 3.23. The turbulent eddies in these sheets appeared to have little
effect on the younger tip vortices that were only one or two rotor revolutions old,
but in some cases it was seen that the eddies were stretched and relaminarized when
they were entrained into the vortex cores [44, 119,123].
As the vortex sheet was convected further downstream, its predominantly
negative vorticity was entrained into the near-wall flow; see Figs. 3.22 and 3.23. In
some instances, the negative vorticity from the ground was picked up by the tip
vortex that contained positive vorticity; see Figs. 3.23 and 3.24. This behavior was
observed to affect the older vortices closer to the ground, leading to their quicker
diffusion (e.g., Fig. 3.24), which will be discussed in more detail in Sections 3.3.3
and 3.3.4.
The increased local flow velocities that were induced by the tip vortices as
they approached the ground induced higher velocity gradients and shear on the
sediment bed, which generally correlates to more mobilized particles. The production
of secondary (negative) vorticity directly below the tip vortices was observed in
both the single-phase and the dual-phase flows; see Figs. 3.22 and 3.23, respectively.
This negative vorticity, together with the entrained negative vorticity from the
turbulent wake sheet as previously described, was a source of initial uplift of the
particles, often resulting in sudden discrete bursts of particle ejections upward away
from the bed; see Figs. 3.23 and 3.24. It has been observed previously that any
negative vorticity produced near a sediment bed can contribute to the processes of
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particle mobilization and pickup [110], however, this effect has not been previously
documented for rotor-induced flows.
The instantaneous realizations of the flow in Fig. 3.23 indicated that the initial
pickup of particles from the bed occurred mostly between r/R = 1.2–1.5, which
can also be compared to the measured particle concentrations shown in Fig. 3.21.
Although the initial pickup was observed at r/R = 1.2–1.5, it was not until greater
downstream distances that the particles were actually convected to significant heights
above the bed and into the main rotor flow. The region r/R = 1.2–1.5 on the bed
also appeared to be where the negative vorticity contained in the carrier phase was





Figure 3.24: Instantaneous dual-phase flow realization in ROI 2, contouring the
out-of-plane vorticity and illustrating the distortion of the coherent tip vortex near
the ground. The younger vortex has a wake age of ζ = 540◦.
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To further understand this behavior, the corresponding region was analyzed
more closely in a smaller field of view (ROI 2), thereby giving a much finer spatial
resolution in the measurements; see Fig. 3.24. These results show how the particles
were entrained into the vortex flow and how the negative vorticity from the ground
(when entrained into the vortices) acted to distort the viscous cores; in this case this
distortion was initiated adjacent to the bed at a downstream distance of r/R ≈ 1.4.
This location also coincided with the approximate downstream location where the
tip vortices were closest to the bed, thereby causing the initial pickup of particles
near this location; see Figs. 3.21, 3.23(a) and (b).
Downstream of r/R ≈ 1.4 in the dual-phase flow, it was observed that the
vortices diffused, eventually breaking up into smaller vortical structures; see Figs. 3.23
and 3.24. This behavior was followed by the relatively quick diffusion of most of
the remaining vorticity, a process that was accelerated by the presence of suspended
particles downstream of r/R ≈ 1.8; see Fig. 3.23. However, without the sediment
particles in the flow, the vortices stayed coherent to older wake ages (i.e., to greater
downstream distances from the rotor); see the corresponding single-phase flow real-
ization in Fig. 3.25 compared to the dual-phase realization at the same wake age, as






Figure 3.25: Instantaneous single-phase flow realization in ROI 2, contouring the
out-of-plane vorticity. The younger vortex has a wake age of ζ = 540◦.
3.3.3 Turbulence Intensities in the Flow Field below the Rotor
The turbulence intensity is one measure of the effect of turbulent structures,
such as eddies and larger coherent vortical structures. Although Reynolds-averaging
techniques do not explicitly account for coherent motions in the flow, some instan-
taneous organization is apparent in the averaged terms. It is known that sediment
motion arises, at least in part, from the effects of turbulence intensities and turbulent
(Reynolds) stresses [49].
To calculate the turbulence quantities, the fluctuating parts of the fluid velocities
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were extracted from the PIV measurements by means of a Reynolds decomposition
using Eqs. 3.1 and 3.2. In this case, 1,000 contiguous instantaneous fluid velocity
vector maps were used to obtain the local time-averaged fluid velocities for the
Reynolds decomposition using Eq. 3.3. The turbulence intensities in the streamwise
and wall-normal directions, Tu and Tv, and the turbulent kinetic energy, k, were











k = 0.5(u￿2 + v￿2) (3.7)
respectively.
The results for the turbulence intensities in ROI 1 are shown in Figs. 3.26, 3.27,
and 3.28. The dark regions just below z/R = 1.0 in these and the following plots
are masked regions that are an artifact of laser light reflections from the rotor blades
and should be ignored. The high-intensity regions just below the masked region
near the root of the blade that are seen only in the dual-phase flow results are also
erroneous and are caused by reflections.
As previously discussed, the flow at the ground below the rotor was dominated
by the concentrated vorticity contained in the blade tip vortices, which produced
significant local velocity fluctuations and induced secondary vorticity at the ground.
Increased turbulence intensities in the near-wall region were mainly a result of













(b) Carrier of the dual-phase flow
Figure 3.26: Streamwise turbulence intensity, Tu =
￿
u￿2/vh, for the single-phase













(b) Carrier of the dual-phase flow
Figure 3.27: Wall-normal turbulence intensity, Tv =
￿
v￿2/vh, for the single-phase













(b) Carrier of the dual-phase flow
Figure 3.28: Turbulent kinetic energy, k = 0.5(u￿2 + v￿2), normalized by theoretical
hover induced velocity, vh, in ROI 1.
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the slipstream boundary of the rotor wake, which is from the effects of the strong
shearing between the accelerated flow inside the rotor wake and the more quiescent
flow outside the wake. The convecting tip vortices also follow this shear layer (at
the slipstream boundary), introducing additional turbulent stresses there. These
general observations did not change when the dispersed phase was added, however
the turbulence characteristics were found to be notably modified.
Figure 3.23 showed that the particles distorted and diffused the tip vortices and
smaller vortical structures, which resulted in the break-up of the vortices downstream
of r/R ≈ 1.8 where most of the particles were suspended; see Fig. 3.21. This behavior
was also reflected in the values of the global turbulence quantities. For r/R > 1.8,
the carrier-phase turbulence intensities, Tu and Tv, showed significantly lower levels
in the dual-phase flow compared to what was measured in the single-phase flow; see
Figs. 3.26 and 3.27.
Turbulent flows comprise eddies covering a wide spectrum of sizes and energy.
In a natural turbulent flow, there is a cascading process of energy transfer from the
larger eddies to the smaller ones, and energy is finally dissipated at the so-called
Kolmogorov scale by the action of viscosity. Therefore, large-scale vortex structures
carry the preponderance of turbulent kinetic energy, much more so than the more
frequent smaller vortical structures or eddies [118]. As a consequence of the particle-
enhanced vortex break-up and diffusion process, the turbulent kinetic energy also
decreased significantly downstream of r/R = 1.8; see Fig. 3.28.
The diffusion of any remaining concentrated vorticity occurred mostly down-
stream of r/R = 2.0 in the dual-phase measurements where remaining (lower) levels
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of vorticity were not associated with the coherent vortices; see Fig. 3.23. In the single-
phase flow, however, the vortex structures remained coherent to greater downstream
distances; see Fig. 3.22. Therefore, the turbulence intensities in the streamwise and
wall-normal directions (Figs. 3.26 and 3.27, respectively), as well as the turbulent
kinetic energy (Fig. 3.28), decayed more slowly downstream of r/R = 1.8 in this
case.
Comparing the detailed vorticity distributions shown in Figs. 3.24 and 3.25 to
the turbulence intensities Tu in the same region (Figs. 3.29 and 3.30) further confirmed
that the addition of the dispersed phase suppressed the turbulence by means of two
mechanisms. First, the particles themselves decreased the local turbulence in the
carrier phase; see the stream of particles near the bed in the region r/R = 1.2–1.6.
In prior work this behavior has been attributed to the particle inertia in the resulting
fluid flow [87]. Second, the particles acted to diffuse the concentrated vorticity in
the flow, which was initiated downstream of r/R ≈ 1.4, as discussed previously in
Section 3.3.2.
Further insight into how the diffusion of the vortices reduced the overall
turbulence in the flow is shown in Fig. 3.30, where the instantaneous flow vectors are
plotted on a background contour of the mean turbulence intensity, Tu. The wake age,
ζ, of a tip vortex is the time (in degrees of rotor rotation) that has passed between
the current realization and the point in time the vortex was formed at the blade;
also see Section 2.3.4. In this realization, the younger tip vortex at radial position A
was 540◦ old, while the older vortex further downstream at position B was 720◦ old.







Figure 3.29: Mean streamwise turbulence intensity, Tu, for the single-phase flow
within ROI 2.
age (position B, ζ = 720◦) indicated the loss of coherence in the vortex structure,
which also coincided with a steep decrease in the streamwise turbulence intensity.
The same instantaneous flow realization was shown previously in Fig. 3.24, but with
the vorticity being shown in this case. This realization depicted the process of vortex
diffusion by indicating a more complex, smaller-scale vorticity distribution around
the older vortex core (ζ = 720◦, at r/R = 1.62), while the younger, more coherent
vortex (ζ = 540◦, further upstream at r/R = 1.24 in this instance) showed more







Figure 3.30: Instantaneous flow realization on a background contour of the carrier
mean streamwise turbulence intensity, Tu, for the dual-phase flow within ROI 2.
3.3.4 Turbulence Production
The turbulent kinetic energy equation for a two-dimensional turbulent flow
























From Eq. 3.8, the term describing turbulence production is −u￿v￿ (∂u/∂z) [118]. The
corresponding measured values are shown in Figs. 3.31(a) and (b) for the single-phase
and dual-phase flows, respectively. The large region of intense turbulence production
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that is shown corresponds to the location of the shear layer between the accelerated
flow near the wall and the more quiescent flow outside the rotor wake boundary.
Also, as previously described, the tip vortices convected downstream along this shear






















(b) Carrier of the dual-phase flow
Figure 3.31: Turbulence production measured in the single-phase and dual-phase
flows in ROI 1.
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Turbulence production by the action of the tip vortices was found to extend to
greater radial distances from the rotor in the single-phase flow. For the dual-phase
flow, the turbulence production decreased quickly in the slipstream boundary between
2.2R and 2.3R. Downstream of this region, the turbulence production was seen to
decrease even further, to the point where its values within the rotor wake were of
the same order as those seen in the quiescent flow above the wake boundary, i.e.,
downstream of r/R = 2.7. These results suggested that the more rapid diffusion of
the tip vortices in the dual-phase flow (discussed in Section 3.3.2; see e.g., Figs. 3.22
and 3.23) limited their ability to produce turbulence and, consequently, the overall
levels of turbulence in the flow were decreased. This is an important finding because
current models describing the rotor-generated vortex flow do not account for this
effect and hence they might need to be revisited.
Figure 3.31(b) shows that negative values of turbulence were produced between
1.3R and 1.7R. However, it became apparent that the negative production (or
suppression) of turbulence in this region was not caused by the action of the particles,
but by the negative vorticity that was induced at the ground, which was soon entrained
into the tip vortices. This behavior can be seen from more detailed comparisons of
the turbulence production (Fig. 3.32) to the mean vorticity distribution (Fig. 3.33)
in ROI 2. In both cases, the carrier-phase flow quantities are shown together with a
representative instantaneous particle distribution in this region. The mean vorticity
in this case was calculated by using a time-average over 1,000 contiguous vector
fields.












Figure 3.32: Turbulence production overlaid with an instantaneous particle distribu-





Figure 3.33: Mean vorticity distribution overlaid with an instantaneous particle
distribution for a detailed dual-phase flow region at the ground in ROI 2.
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particle concentration (shown previously in Fig. 3.21) indicated that the region of
negative production was located mostly above the region of preferred particle flow.
However, the negative mean vorticity contours shown in Fig. 3.33 more closely
followed the intense regions of turbulence production; see Fig. 3.32. These results
suggested that it was not the particles themselves that were the source of negative
turbulence production in the carrier-phase flow.
Negative vorticity was also produced in the single-phase flow in regions near
the ground. However, in the single-phase flow, this negative vorticity was mostly not
convected away from the ground and, therefore, this vorticity was not entrained in
the main flow; see Fig. 3.22. Hence, there is no negative turbulence production in
the region between 1.3R and 1.7R in Fig. 3.31(a), while it is seen in Fig. 3.31(b).
The change in the sign of the turbulence production between 1.2R and 1.4R
resulted from the variation in the turbulent Reynolds shear stresses, u￿v￿, from
negative Reynolds shear stress closer to the bed to positive values further away
from the bed, while the viscous shear, (∂u/∂z), remained positive. The turbulence
production term in Eq. 3.8 is −u￿v￿ (∂u/∂z), and the mean vorticity (the out-of-plane
vorticity component in this two-dimensional case) is (∂v/∂x)− (∂u/∂z).
For positive Reynolds shear stress, u￿v￿, the values of the turbulence production
will be negative for regions in which the measured mean vorticity is negative. This
outcome (as shown in Figs. 3.32 and 3.33) is because the mean vorticity and the
turbulence production are linked by the viscous shear stress, or synonymously, by
the mean velocity gradient in wall-normal direction, (∂u/∂z), which is the dominant
gradient that determines the vorticity near the wall and which remained positive. For
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these reasons, it can be deduced that the negative vorticity (which became entrained
into the tip vortices) is the source of negative turbulence production, acting to further
diffuse the coherent vortex structures, thereby contributing to an overall reduction
of the turbulence levels further downstream in the flow. As a consequence of the
diffused vortex structures and the reduced turbulence levels, the flow may not be
able to mobilize and uplift the same quantity of particles, as discussed previously in
Section 3.2.
3.3.5 Anisotropy of Turbulence
Many flow simulations rely on a Reynolds-averaged approach to turbulence
modeling, and the present observations have led to some interesting questions about
the assumptions used in such flow models. A common method of modeling turbulence
employs the Boussinesq hypothesis [118]. The so-called eddy-viscosity models are
computationally inexpensive and, therefore, most widely used. Exemplars in this
class of turbulence models are the k− ￿ models and the k−ω models [118]. However,
the major disadvantage of the underlying Boussinesq hypothesis is the assumption
that the computed eddy viscosity is an isotropic scalar quantity, which is not strictly
true [95,96,118]. In fact, highly swirling flows (e.g., vortex flows), near-wall flows,
and stress-driven flows are all known to have relatively high levels of anisotropy when
turbulence is produced.






v￿2|/vh, were calculated from the measured velocity fields for the single-
phase and dual-phase flows; see Figs. 3.34(a) and (b), respectively. Figure 3.34(b)
shows that the anisotropy of turbulence increased between r/R = 1.1–1.5 by the
negative vorticity that was picked up from the ground; see Fig. 3.33. This vorticity
was induced by the tip vortices and also partially originated from the eddies contained
in the turbulent vortex sheet, as previously discussed in Section 3.3.2.
The region of maximum anisotropy seen in the turbulence field was located
along the rotor slipstream boundary; see Fig. 3.34. As discussed in Section 3.3.3, the
powerful tip vortices convected along this shear layer thereby producing additional
turbulence in the flow; see Fig. 3.31. It is also known that vortices and shearing
flows, in general, can cause the anisotropic production of turbulence [118]. From the
results shown in Figs. 3.31 and 3.34, it can be concluded that indeed the tip vortices
were a significant source of anisotropic turbulence in the flow below the rotor.
In the single-phase flow, the tip vortices persisted to relatively old wake ages
corresponding to radial distances of r/R ≈ 2.0 and more, mainly by virtue of vortex
stretching [25,44]. The anisotropy in the shear layer decreased abruptly near this
radial location (r/R ≈ 2.0) because the tip vortices were also the primary source of
turbulence anisotropy in both flows. In the dual-phase flow, however, the vortices
were less coherent further upstream. Consequently, the quicker diffusion of the
vortices further upstream also resulted in a reduction of the anisotropy of turbulence
further upstream, i.e., for r/R ≈ 1.7. However, after the turbulence produced by the
tip vortices had sufficiently decayed, the anisotropy was found to increase downstream
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of r/R = 1.9. This particular effect was caused by the particles themselves because











(b) Carrier of the dual-phase flow







3.3.6 Comparison to Previous Work
The modifications of the turbulence characteristics and the anisotropy of
turbulence that were found for the rotor flow have also been observed in recent
measurements performed with grid turbulence and channel flows [69, 95]. Poelma
et al. [69] found that a high particle volume fraction leads to significant coupling
of the flow phases, also increasing the levels of anisotropy in the turbulence field.
However, this behavior was found only for regions far downstream of the grid,
where the larger-scale grid-generated turbulence had decayed sufficiently. Similarly,
Gualtieri [95] found that in a channel flow there was an overall suppression of
turbulence by the action of the particles on the larger-scale flow structures, while
turbulence augmentation, including an increase in its anisotropy, was observed only
in the smaller-scale range after the coherent vortices had become sufficiently diffused.
The present measurements are for a problem that is substantially different to
other dual-phase flow experiments that have been previously conducted and reported
in the literature. However, the rotor-generated flow investigated here showed that
there were some interesting similarities to other published results. For example,
turbulence was found to be attenuated by the action of the dispersed phase on the
larger-scale turbulent flow structures, in this case as a consequence of distortions
to coherent tip vortices by the particle field. Furthermore, an augmentation in the
anisotropy of turbulence by the particles was found only in regions downstream
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where the vortex-generated turbulence had largely decayed and the concentration of
suspended particles was sufficiently high.
3.4 Secondary Flow Structures in the Dual-Phase Flow
The results presented thus far have shown that it was the rotor-generated
vortices that were mostly responsible for sediment uplift from the underlying sediment
bed; see Section 3.2. It was observed that particle pickup and suspension occurred
mostly in phase with the periodic passage of the tip vortices over the bed, but the
role of organized near-wall turbulent motions was less clear. Therefore, a closer
examination of the instantaneous dual-phase flow field at the ground below the
rotor was necessary, in particular with respect to organized turbulent motions (or
turbulence events) and secondary vortical structures at the ground. To this end, the
time-resolved (725 frames per second) dual-phase flow measurements of the vortex
flow–particle interactions (as shown in Section 3.3) were further analyzed to better
understand the fluid dynamic mechanisms involved in such rotor-induced particle
flows, particularly the physical flow mechanisms that were behind particle uplift and
suspension.
Although the younger tip vortices at radial positions of r/R ≈ 1.2–1.3 from the
rotor shaft axis (e.g., Fig. 3.24) were convected at the same height above the sediment
bed and they were of the same strength or stronger than the older vortices (because
of vortex distortion and diffusion becoming more intense further downstream), they
148
were mostly unable to lift up particles from the bed at these upstream locations; see
Figs. 3.21 and 3.35. Therefore, attention was also given to secondary flow structures
and organized turbulent motions as they may contribute to the complex flow environ-
ment near the bed and to the processes of sediment mobilization and uplift. For this
analysis, the dual-phase measurements done in ROI 2 (Fig. 2.11) were used because
of the finer spatial resolution that could be obtained in this region; see Section 2.4.4.
3.4.1 Reynolds-Decomposed Velocity Field
Because secondary flow structures such as secondary (induced) vortices or
eddies between two passes of the tip vortex are (relatively) not as strong, and
because they convect essentially with the mean flow, these structures do not appear
in instantaneous velocity vector maps or vorticity realizations of the flow. Also,
coherent turbulent motions (or organized turbulence structures) tend to convect with
the mean flow. Therefore, to visualize these turbulent motions, it is necessary to
observe the flow in a moving reference frame [124]. Because the present experimental
setup did not allow for the camera to move with the flow, the mean convection
velocity at each spatial point was subtracted a posteriori from the instantaneous
fluid velocity components measured by the PIV. This process leaves the turbulent
fluctuations about the mean at each location in the flow (i.e., a Reynolds type of
decomposition). 1,000 contiguous instantaneous fluid velocity vector maps were used
to obtain the local time-averaged fluid velocities for the Reynolds decomposition.
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A comparison between an instantaneous flow vector map and the Reynolds-
decomposed equivalent for the same instance in time is shown in Fig. 3.35. The
particle locations for this instance are superimposed on the vector maps. Note that
only every other flow vector is shown and the particle sizes are exaggerated for
clarity. The tip vortices are still coherent at this stage and they constitute by far the
strongest vortical structure in this flow, their local induced velocities being much
greater than the local mean flow velocities. Therefore, the tip vortices are apparent
in both vector maps, i.e., both when the flow vectors are shown on basis of the
instantaneous velocity components (Fig. 3.35(a)) and when shown on basis of the
Reynolds-decomposed velocity fluctuations, u￿ and v￿; see Fig. 3.35(b). However, for
the reasons described previously, most of the other vortical structures and organized
turbulent motions in the flow are omitted in the former representation of the flow,
as shown in Fig. 3.35(a). The Reynolds-decomposed fluctuation (or perturbation)
velocity gives further insight into the turbulent flow near the ground, and a secondary
vortical structure becomes visible that is counter-rotating with respect to the tip
vortices (vortical center at r/R = 1.4 and z/R = 0.12 in this case).
Notice that the vortex that is located further away from the rotor (viscous core
at r/R = 1.6 in this case) lifts up a relatively large quantity of particles, whereas
the younger tip vortex further upstream does not. In general, the younger vortices
carried more concentrated vorticity than the vortices further downstream because
they were more coherent and less diffused than the vortices that had aged more in
the flow and that have undergone significant interactions with the sediment particles,











(b) Instantaneous fluctuation velocity vectors (Reynolds decomposed)
Figure 3.35: Velocity vector maps superimposed by particle locations for the same
instance in ROI 2. Particle sizes exaggerated for clarity.
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vortex alone was not always responsible for uplifting particles from the sediment
bed, but that there were other physical mechanisms that can also contribute to the
process of particle uplift.
From Fig. 3.35(b), notice the turbulent motion just downstream of the older
vortex (r/R = 1.6–1.8) in the region where most particles are uplifted by the vortex
flow. This decelerated flow region (in the streamwise direction) appears to convect
particles onto the powerful tip vortex that is then able to pick up the particles and
elevate them to greater heights above the bed and even into the main flow nearer to
the rotor. Another interesting observation is that there was no significant difference
in the (u, v) vector fields around the two vortices contained in Fig. 3.35(a), although
sediment uplift occurred at the downstream location (r/R = 1.6–1.8) and not further
upstream around the younger vortex (with its vortical center at r/R = 1.27 in
this instance). However, local differences were observed when examining the (u￿, v￿)
vector field of the turbulent fluctuations of the carrier phase for the same instance,
as shown in Fig. 3.35(b).
Although the previous observations are certainly interesting and very useful,
it should be pointed out that the sediment particles see the instantaneous velocity
components and not only the turbulent perturbations, i.e., the mean flow components
cannot be neglected in this non-uniform flow. In addition, unsteady pressure forces
induced by the tip vortices may contribute to sediment uplift [65, 85]. Therefore,
a Reynolds decomposition (Fig. 3.35) gives another way of looking at this flow
problem, and may help to understand a possible contributor to sediment uplift and
entrainment mechanisms in this flow. However, by itself, the velocity fluctuations
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cannot give a holistic picture and so they cannot fully explain the particle motion.
Figures 3.36(a)–(d) show consecutive instantaneous, Reynolds-decomposed flow
realizations near the ground (within ROI 2) for every 30◦ of wake age. Again, the
wake age, ζ, of the tip vortex is the time (in degrees of rotor rotation) that has
passed since the respective vortex was formed at the blade. The coherent blade
tip vortices exposed a distinct quadrupole structure when the u￿v￿ correlation was
plotted; see Fig. 3.36. Most tip vortices trailed a decelerated flow region (so-called
“inward interaction” motion after Wallace et al. [59]), r/R = 1.6–1.8 in this case, that
seemed to convect particles back towards the succeeding vortex, where they were
subsequently picked up and elevated to greater heights off the bed. This interesting
observation rises the question if this turbulent fluid motion was a precursor to particle
uplift, and if it was a necessary but insufficient condition.
In a detailed case study on particle resuspension and saltation in a water
channel flow, van Hout [106] observed that particle suspension occurred in case
of the combined action of a strong, coherent fast-moving (u￿ > 0) flow structure
upstream of the particle pickup, and a downstream ejection (i.e., a turbulent motion
with u￿ < 0 and v￿ > 0). They also showed that uplifted particles were immersed in
positive wall-normal velocity fluctuations, v￿ > 0. In the present work, Figs. 3.35(b)
and 3.36 suggested that positive values of v￿ (i.e., excess velocities in the upward
direction away from the bed) prevailed in the regions where most of the sediment
particles were picked up and suspended by the tip vortices; statistical distributions
of these fluctuation velocities are shown later. This latter observation suggested that











(b) ζ ≈ 690◦
Figure 3.36: Consecutive carrier-phase velocity vector fields (Reynolds decomposed)
superimposed by the particle distribution on a background contour showing the












(d) ζ ≈ 750◦
Figure 3.36: Consecutive carrier-phase velocity vector fields (Reynolds decomposed)
superimposed by the particle distribution on a background contour showing the
instantaneous u￿v￿ correlation in ROI 2. Only every other measured velocity vector
is shown.
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sediment bed when compared to the channel flow investigated by van Hout [106].
The downstream ejection motion contributing to particle uplift was mostly caused
by a clockwise-rotating secondary vortical structure that was downstream of the tip
vortex; see Fig. 3.37.
Another example showing the particle pickup process from the ground in
ROI 2 is seen in the contiguous time-history given in Fig. 3.37. The instantaneous
Reynolds-decomposed (fluctuation) velocities are shown on background contours
of the out-of-plane vorticity for a sequence of flow realizations recorded every 30◦
of wake age. The younger tip vortex at r/R ≈ 1.4 just entering the ROI has a
coherent structure with a clearly defined vortical center containing high levels of
concentrated positive vorticity; see Figs. 3.37(a) and 3.37(b). The two older vortical
structures further downstream in the same realizations of the flow (at r/R ≈ 1.7
and r/R ≈ 2.0) exposed a much less organized structure, which was attributed to
the gradual diffusion of the tip vortices as they aged in the flow and convected
downstream; also see the larger field of view that was given previously in Fig. 3.23.
The detailed time-history in Fig. 3.37 also provides evidence of how the younger tip
vortex (wake age ζ = 600◦ when entering this region in Fig. 3.37(a)) became less
coherent and more diffused as it aged by ∆ζ = 150◦ over the flow realizations shown
in Figs. 3.37(a)–(f).
It is also seen how negative vorticity from the ground was picked up by the tip
vortex (between r/R = 1.35–1.7 in this sequence). Negative vorticity was previously
shown to contribute to particle uplift from the sediment bed; see Section 3.3.2.
















(c) Wake age of younger tip vortex ζ ≈ 660◦
Figure 3.37: Consecutive carrier-phase velocity vector fields (Reynolds decomposed)
superimposed by the particle distribution on a background contour showing the
















(f) Wake age of younger tip vortex ζ ≈ 750◦
Figure 3.37: Consecutive carrier-phase velocity vector fields (Reynolds decomposed)
superimposed by the particle distribution on a background contour showing the
instantaneous out-of-plane vorticity in ROI 2.
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at this point) coherent tip vortices, this process accelerated the diffusion of the tip
vortices that contained the positive vorticity in this case, as discussed in more detail
in Section 3.3.4. While the flow was clearly vortically dominated by the blade tip
vortices trailing from the rotor blades, secondary vortical flows were also observed in
between the passages of the tip vortices; see Fig. 3.37. With radial velocities of less
than 20% of those of the tip vortices, these secondary vortices were obviously much
weaker than their source.
The sequence in Figs. 3.37(b)–(e) shows a time-history of one wave of sediment
pickup (or a particle burst) by the interplay of the tip vortex and the secondary
vortical structure observed in between the two tip vortices in this ROI. This clockwise-
rotating secondary vortical structure can, by nature of its rotational orientation, be
attributed to the tip vortices, i.e., it was produced by the combined action of two
successive counterclockwise-rotating tip vortices. The decelerated flow region of the
secondary vortical structure (between r/R = 1.6–1.7 at a height of z/R ≈ 0.07 in this
case) appears to move the particles towards the succeeding tip vortex. This relatively
strong vortex is then able to pick up these decelerated particles by accelerating the
fluid in downstream (u￿ > 0) and upward direction (away from the bed; v￿ > 0), i.e.,
in the opposite direction to the previous decelerated turbulent motion downstream
of the tip vortex.
It is somewhat intuitive that the dominant, counterclockwise-rotating tip
vortices are more likely to pick up particles when a preceding flow structure has
decelerated the particles before, just downstream of the tip vortex. A similar obser-
vation has been made [106], although for a more canonical water channel flow with
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much different flow conditions than those in the vortically-dominated flow below a
rotor in the present work. Whereas the previously shown results were instantaneous
flow realizations, the statistical distribution of the turbulent motions are also of
interest, i.e., the recurrence of turbulence events.
3.4.2 Quadrant Analysis
As previously discussed, the quadrant analysis method can be useful to examine
the recurrence of turbulent flow phenomena and turbulence structures as they may
contribute to sediment uplift, entrainment, and suspension mechanisms, eventually
also contributing to the development of a brownout dust cloud. The quadrant
analysis (after Wallace et al. [59]) was introduced and explained in Section 3.2.5.
However, only one measurement height above the ground was investigated, and the
focus of the previously shown investigation was more on the two-way coupling and
how the u￿v￿ correlations were modified by the presence of the particles. In the
present section, a more detailed examination of the statistical distribution of the
turbulence events in the dual-phase flow is shown. A range of measurement heights
above the ground was investigated for several downstream distances from the rotor
axis, and the results were then correlated to the processes of sediment mobilization
and uplift.
Wallace et al. [59] identified four kinds of turbulence events, namely sweeps,
ejections, outward interactions and inward interactions. Recall that the four types
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of motion are classified by the signs of the fluctuation velocities, u￿ and v￿. The
measurements are then plotted on a quadrant map, as shown in Fig. 3.16, which
essentially shows the main directions of the turbulent momentum transfer relative to
the bulk movement of the fluid. Scatter quadrant plots for the fluid turbulence are
shown in Fig. 3.38 for several spatial measurement locations in the flow. Each data
point represents a turbulence event for one location and for one point in time. The
data that were obtained from a single location were then extracted from the carrier
phase over time and plotted on a quadrant map.
Figures 3.38(a) and 3.38(b) show that the streamwise turbulent fluctuations
prevailed very near the sediment bed, which is associated with the wall-condition
that the sediment bed constitutes, thereby suppressing the wall-normal fluctuation
component, v￿. This outcome yielded a slightly stretched or elongated distribution of
turbulence events in the quadrant map, which also means higher levels of anisotropic
turbulence. Moving away from the wall (the edge of the sediment bed), the organiza-
tion of the turbulence events into the quadrants shows that the vortices produced
significant amounts of turbulence and also a relatively high level of anisotropy in the
turbulence.
The foregoing behavior was pronounced for greater elevations above the ground,
especially closer to the height where the tip vortex passed (z/R ≈ 0.15); see
Fig. 3.38(c). However, this tip-vortex-related anisotropy in the flow was of dif-
ferent nature than the one observed near the wall in that the wall-normal (vertical)
component of the velocity fluctuation dominated over the streamwise fluctuations in
the tip vortex path, while it was of relatively low magnitude closer to the wall. In
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(a) r/R = 1.2, z/R = 0.03 (b) r/R = 1.5, z/R = 0.03
(c) r/R = 1.5, z/R = 0.15
Figure 3.38: Quadrant plots of fluid turbulence events for several spatial measurement
locations in the flow.
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general, the tip vortices were a primary source of anisotropy in the production of
turbulence. As a consequence, the turbulence anisotropy in the slipstream boundary
decreased abruptly as the tip vortices began to diffuse further downstream, an
observation previously documented in Section 3.3.5.
For heights from the bed that were closer to the slipstream boundary (which
also constitutes the approximate tip vortex path), the negative excess velocities
discussed previously with Fig. 3.36 were apparent; see Fig. 3.38(c). Notice the much
greater magnitude of the decelerated (in the streamwise direction) turbulence events
(u￿ < 0; ejections and inward interactions) compared to the events with positive u￿
components. Also notice the greater range of the axes in Fig. 3.38(c), which was
necessary to cover the whole spectrum of turbulence events at this measurement
location. The radial location from which the turbulence data were extracted in
this case coincided with the region where much sediment uplift from the bed was
detected; see Fig. 3.21. This latter observation is interesting because it was found by
van Hout [106] for a channel flow that such decelerated turbulent motion played a
key role in the process of uplifting particles, particularly the ejection motion. This
turbulent motion is sometimes called “Q2” motion because this turbulence event
falls in the second quadrant of a quadrant map.
In the present results, the dominant streamwise turbulent fluctuations near the
sediment bed were seen to correlate well with particle mobilization and sediment
transport along the bed, an observation also made for aeolian and channel flows [52,62].
This latter conclusion can be drawn from a comparison of the quadrant plots near the
sediment bed with the observed particle motion upstream of r/R = 1.4, i.e., where
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barely any particles were uplifted and were merely convected radially outward along
the bed in a saltation-like manner; see Figs. 3.21 and 3.35. Comparing the quadrant
plot for the upstream location (r/R = 1.2) to the one further downstream (r/R = 1.5)
for the same wall-normal distance (z/R = 0.03) shows that both components of the
near-wall fluctuations were greater upstream. Of particular interest, is the fact that
the upstream location shows much greater streamwise fluctuations, u￿, compared to
the downstream location, which further confirms the previous outcome that it was
the streamwise Reynolds stresses (and hence the streamwise turbulent fluctuations)
that were mostly responsible for sediment mobilization on the bed; see Section 3.2.3.
Because information about a preferred statistical organization of turbulence
events is of particular interest, the probability density for the turbulence events can
be shown for measurement locations at several radial distances from the rotor, and for
several heights above the sediment bed. The probability density distributions (or joint
frequency distributions) show the frequency or likeliness with which turbulence events
occur. Exemplars of such joint frequency distributions are shown in Figs. 3.39(a)
and 3.39(b), which are the equivalent representations of the scatter quadrant plots
shown previously in Figs. 3.38(a) and 3.38(b), respectively.
For the joint frequency distributions, the fluctuation velocities, u￿ and v￿, were
normalized by the theoretical hover-induced velocity, vh. The stretched probability
density distribution (in the streamwise direction) seen in Fig. 3.39(a) shows that the
streamwise components of the turbulent fluctuations prevailed in magnitude and in
recurrence. Comparing Fig. 3.39(a) to Fig. 3.39(b) shows that the upstream location
at r/R = 1.2 has greater streamwise (i.e., u￿) fluctuations, while all locations further
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(a) r/R = 1.2, z/R = 0.03
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(b) r/R = 1.5, z/R = 0.03
Figure 3.39: Joint frequency distributions of turbulence events for the carrier phase
at z/R = 0.03 above the sediment bed.
downstream show a much more isotropic turbulence distribution; see Fig. 3.39(b).
The mobilization of most of the sediment particles on the bed was also observed
at these upstream locations around r/R = 1.2. This observation confirmed that
it was primarily the streamwise velocity fluctuations and their related streamwise
Reynolds stresses that were responsible for sediment mobilization on the bed; see
also the discussion in Section 3.2.3. Both measurement locations showed relatively
low wall-normal velocity fluctuations, v￿, and particles were not suspended at these
upstream locations closer to the rotor (for r/R < 1.5; see Fig. 3.21). This outcome
suggested that greater magnitude positive wall-normal velocity fluctuations (v￿ > 0;
upward and away from the ground) were important for picking up and suspending
the sediment particles.
The joint frequency distributions at a height of z/R = 0.05 above the sediment
bed and for several downstream distances from the rotor are shown in Fig. 3.40.
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(d) r/R = 1.6
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(e) r/R = 1.65
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(f) r/R = 1.7
Figure 3.40: Joint frequency distributions of turbulence events for the carrier phase
at z/R = 0.05 above the sediment bed.
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For this relatively close distance to the sediment bed, prevailing decelerated fluid
was found for measurement locations of r/R < 1.5. Such negative excess velocities
were previously associated with initial particle uplift by van Hout [106], albeit for a
different research problem, namely dispersed polystyrene beads in a water channel
flow.
Such ejections and inward interactions contributed to the initial particle uplift
from the sediment bed, which occurred mostly at r/R ≈ 1.3–1.5 (Figs. 3.23 and
3.24), although most of the particles were not suspended in the main flow until
greater downstream distances from the rotor. Positive excess velocities in upward and
downstream direction (u￿ > 0; v￿ > 0) were also needed to suspend these particles.
These positive velocity fluctuations were introduced by the tip vortices when they
convected at greater heights above the sediment bed; see e.g., Fig. 3.36, where the
flow vectors were plotted on the basis of the velocities u￿ and v￿.
A similar outcome was observed for a height of z/R = 0.07 above the sediment
bed, as shown in Fig. 3.41, although the fluctuation velocities were generally greater
than for positions closer to the ground (Fig. 3.40). The vortices became more
diffused as they aged and convected downstream in the flow; see Fig. 3.23. Therefore,
they were not able to produce similarly high levels of turbulent fluctuations near
the ground further downstream (r/R ≥ 1.6) compared to locations upstream; see
Figs. 3.40 and 3.41. Furthermore, the tip vortices were also measured a primary
source of anisotropy in the turbulence (Section 3.3.5). Consequently, the turbulence
distribution also became more isotropic further downstream, which is shown by the
more homogeneous distribution of the turbulent fluctuations in the quadrants of the
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(f) r/R = 1.7
Figure 3.41: Joint frequency distributions of turbulence events for the carrier phase
at z/R = 0.07 above the sediment bed.
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joint frequency distributions for r/R ≥ 1.6.
Relatively high wall-normal velocity fluctuations, v￿, were observed throughout
all downstream measurement locations at a height of z/R = 0.1 above the sediment
bed; see Fig. 3.42. These wall-normal velocity fluctuations were largely produced by
the blade tip vortices, and they can be suppressed closer to the ground by the presence
of a boundary, i.e., the sediment bed in this case; see Figs. 3.39(a) and 3.39(b).
Following the development of the flow in downstream direction for this constant
height above the bed shows a shift from the prevailing streamwise decelerated fluid
(r/R < 1.4) to ejection motions (r/R = 1.5–1.65), and to more and more turbulence
events with greater positive wall-normal fluctuations (v￿ > 0; upward, away from the
ground) at r/R = 1.65–1.8. These positive (upward) excess velocities are important
for particle uplift and suspension [106] and they were measured to be more prominent
further downstream from the rotor (r/R = 1.65–1.8), which correlated well with the
region where more sediment was uplifted to sufficient heights above the ground to
be entrained into the main vortex flow; see Fig. 3.21.
Turbulence events with both positive u and v, i.e., accelerated fluid away from
the wall, were previously shown to be most effective in picking up and suspending
particles from the sediment bed, also transporting them to greater heights [62]. In
the present measurements, these outward interaction events gained increasingly more
weight in the turbulence distributions (i.e., their occurrence was more probable)
downstream of r/R = 1.6; see Fig. 3.42. The instantaneous flow vectors based
on the (Reynolds-decomposed) velocity fluctuations shown in Figs. 3.36(c),(d) and
Figs. 3.37(d)–(f) further confirmed that these turbulence events were induced by the
169














0 0.005 0.01 0.015 0.02 0.025 0.03
Probability!






   u’/vh  




(a) r/R = 1.4






   u’/vh  




(b) r/R = 1.5






   u’/vh  




(c) r/R = 1.6






   u’/vh  




(d) r/R = 1.65






   u’/vh  




(e) r/R = 1.7






   u’/vh  




(f) r/R = 1.8
Figure 3.42: Joint frequency distributions of turbulence events for the carrier phase
at z/R = 0.1 above the sediment bed.
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blade tip vortices when they passed by and lifted up particles from the sediment bed
in this region (i.e., r/R ≈ 1.6–1.8).
Figure 3.42(d) shows the statistically prevailing ejections and inward inter-
actions around r/R ≈ 1.65 that were shown to facilitate initial particle uplift; see
e.g., Figs. 3.35 and 3.36. These decelerated (u￿ < 0) turbulence events needed to
be followed by a tip vortex convecting downstream. In most cases, only with this
interplay between the decelerated turbulent motion downstream of the vortex and
the positive excess velocities induced by this tip vortex itself, may the particles then
be uplifted and entrained into the main rotor flow above the sediment bed, as also
previously discussed in Figs. 3.36 and 3.37.
The local probability density distributions for the turbulence fluctuation ve-
locities (as shown in Figs. 3.39–3.42) will be useful for modeling and simulation, in
that existing numerical models can be validated. Furthermore, future computational
models for the flow near the ground below rotors may be developed by including
the statistical distributions of the turbulent fluctuations given by this work. For
example, in computational models that are unable to predict turbulent fluctuations
(i.e., models that are merely descriptions of the mean flow), these perturbations
could be prescribed by statistical probability distributions to better simulate the
flow near the sediment bed, which then will have effects on particle mobilization and
uplift. It was shown in this present work that the turbulent fluctuations significantly
affected sediment uplift and entrainment. Therefore, it may be important that the
source of these fluctuations be also explicitly included in particle pickup and sediment
entrainment models.
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In an earlier study of particle resuspension and saltation in a water channel
flow, it was observed [106] that particle suspension occurred from the combined
action of a strong, coherent fast-moving (u￿ > 0) flow structure upstream of the
particle pickup, and a downstream ejection motion (i.e., a turbulent motion with
u￿ < 0 and v￿ > 0). This work also showed that uplifted particles were immersed
in positive wall-normal velocity fluctuations, v￿ > 0. Similarly, in the present work
the results in Figs. 3.35(b) and 3.36 showed that positive values of v￿ (i.e., excess
velocities in the upward direction away from the bed) prevailed in the regions where
most of the sediment particles were picked up and suspended by the tip vortices.
This finding was also statistically confirmed by the results from a quadrant analysis.
In the present study, the downstream ejection motion previously observed [106]
to contribute to sediment uplift was mostly caused by a clockwise-rotating secondary
vortical structure downstream of the tip vortex; see Fig. 3.37. Despite these inter-
esting parallels between the outcomes of these two studies, the flow characteristics
and vortical structures in the rotor-generated flow were fundamentally different from
the more canonical flow that was investigated in Ref. 106. Most notably were the
sources of the relatively strong turbulent motions in the rotor-generated blade tip
vortices and not in any naturally occurring flow structures near the wall.
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3.5 Summary
In the present chapter, the results from the flow measurements for the single-
phase and the dual-phase flows below rotors have been shown and thoroughly
discussed. These measurements have given much insight into these rotor-generated
wall-bounded flows, with and without sediment particles in the fluid flow, including an
analysis of the boundary layers developing over the ground plane and the sediment
bed below the rotors. Vortical structures and the turbulence characteristics of
these rotor-generated flows were documented, and they were correlated to sediment
mobilization and particle uplift from the underlying sediment bed. Furthermore,
the detailed vortex flow–particle interactions were examined, including detailed
investigations into the two-way coupling of the carrier flow to the dispersed particle
flow, and vice versa.
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Chapter 4: Conclusions
The present research has contributed to the understanding of the fluid dynamics
responsible for the development of rotorcraft brownout conditions. The occurrence
of brownout is characterized by the rapid evolution of a large dust cloud generated
by a rotorcraft during takeoff, approach, or landing over terrain covered with loose
sediment material such as desert sand. The severity of the dust cloud can greatly
reduce the pilot’s ability to distinguish visual cues on the ground that would normally
be used for landing purposes.
It is the dynamic interplay of the flow features in the rotor wake and the
interactions of the wake features with the ground that makes it difficult to discern
the fundamental mechanisms that contribute to the mobilization and pickup of mobile
particles and so to the formation of rotor-induced brownout conditions. Therefore,
in the present work, flow field measurements near the ground below laboratory-scale
rotors have been performed to understand the details of the rotor wake-induced
flow, the flow-induced particle motion, and any particle-induced modifications to the
vortical flow.
The primary objectives of the present research were to measure the particle
mobilization and uplift from a mobile sediment bed below a rotor and to better
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understand the fluid mechanics of the processes involved. The role of both concen-
trated vorticity and stochastic turbulence in the rotor flow was investigated as it
influenced the motion of particles on the sediment bed and the subsequent pickup of
these particles from the bed. Another objective of the work was to establish useful
approximations and boundary conditions for the development of better sediment
entrainment models that are based on justifiable physical assumptions and that
can be deemed applicable to the modeling of rotor-induced brownout conditions.
Furthermore, both of the flow phases were resolved simultaneously so as to be able
to make detailed assessments regarding the degree of two-way coupling between the
phases of this rotor-induced flow. That is, the goal was to relate possible changes in
the coherent vortex structures, the mean flow, and the turbulence characteristics of
the carrier flow phase directly to the action of the dispersed particle phase.
This final chapter provides a summary of the contributions of this work to the
state of the art in brownout research and in multiphase fluid dynamics. The specific
conclusions that were drawn from the performed measurements are given here, as
well as recommendations for future work that could follow based on the results and
conclusions made in the present research.
4.1 Summary of Contributions
The problem of rotorcraft brownout is governed by the complex two-phase
fluid dynamical processes involved when a rotorcraft operates near surfaces covered
with mobile sediment particles such as sand. The underlying fluid dynamics have to
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be understood to be able to validate existing computational models or to develop
new ones. Before any mitigation of the problem of brownout can even be attempted,
the root cause of developing brownout conditions, i.e., the cause of the generation of
a dust cloud around the rotorcraft, must be understood.
Because the problem of brownout is a truly multidisciplinary research problem,
prior work has been reviewed in Chapter 1 as it pertains to the present work, including
studies in sedimentology, flow physics, fluid/particle dynamics and multiphase flows,
turbulence and boundary layer research. However, the results and conclusions from
the reviewed studies are only partially applicable to the problem at hand because
vortically-dominated flows have not yet been studied with respect to sediment
mobilization and uplift, and also not with respect to the flow phase couplings in such
flows.
Sediment entrainment models included in brownout simulations have been
formulated based on more uniform, steady boundary-layer flows. These modeling
approaches have been questioned by the experimental evidence that was given in
the present work, revealing significant unsteady stresses on the ground that were
generated by the rotor wake, and discrete unsteady flow features that were shown to
contribute to sediment mobilization and uplift in the two-phase vortex flows generated
by rotors. One impediment in the development and validation of appropriate models
is that sediment entrainment in unsteady, rotor-generated vortical flows has not been
quantified before, nor could particle entrainment be correlated to flow quantities
other than the mean fluid velocity or the mean friction velocity at the sediment bed.
Therefore, time-resolved particle image and particle tracking velocimetry mea-
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surements were made in the turbulent particle-laden flow environment below a
hovering rotor near a ground plane that was covered with mobile sediment particles
of 45–63 µm diameter, as discussed in detail in Chapter 2. These results were also
compared to the near-wall flow produced by a nominally equivalent two-dimensional
wall jet. The measurements permitted the resolution of the viscous sublayer, buffer
layer, and log law region of the boundary layer as it developed over the ground
below the rotor. The mean flow in the boundary layer at the ground below the
rotor was found to be similar to a wall jet. However, the instantaneous flow field
and turbulence characteristics between the two flows were found to be significantly
different.
Measurements of the heterogeneous dual-phase flow field also exposed the
complex interplay between the carrier and the dispersed particle phase of the flow.
Further insight into the turbulent motions in the near-wall region was obtained using
the quadrant analysis method, which revealed a preferential distribution of turbulence
events near the sediment bed. To quantify both the particle mobilization on the
sediment bed and the uplift of these particles from the bed, the particle fluxes in
streamwise and wall-normal directions were measured, respectively. These measured
particle fluxes were then correlated to discrete fluid structures and turbulence
quantities of the carrier phase. With the simultaneous resolution of both of the
flow phases and with the spatio-temporal resolution of the present measurements,
changes in the temporal development of the vortical flow structures and the modified
turbulence characteristics could be correlated to the action of the dispersed particle
phase and to the degree of two-way coupling in such a complex flow.
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4.2 Specific Conclusions
The key observations and conclusions drawn from the present work are listed in
this section. These conclusions are divided into three subsections pertaining to 1. The
single-phase near-wall flow at the ground below the rotor, 2. Particle mobilization,
uplift and entrainment from the sediment bed, and 3. The flow phase coupling and
turbulence modifications in the rotor-induced dual-phase flow environment.
4.2.1 Single-Phase Near-Wall Flow at the Ground
1. The time-averaged velocity fields at the ground below the rotor showed similar
characteristics to those measured for a wall jet type of flow. However, significant
spatial variations in the Reynolds shear stresses were found for the rotor flow,
while the wall jet flow showed a much smoother wall-normal distribution. This
outcome was shown to be because of the effects of the discrete tip vortices and
associated turbulent vortex sheets trailed by the rotor, which are convected
toward the ground and merge into the developing flow in the near-wall region.
2. The normal Reynolds stresses in streamwise direction were found to be the
dominant component of the Reynolds stress tensor in the flow near the ground
plane below a hovering rotor that was operating in ground effect. The stream-
wise Reynolds stresses were measured to be one order of magnitude greater
than the shear stresses. This finding suggests that the streamwise turbulent
stresses should be also included in modeling approaches of the investigated rotor-
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generated flow, in most of which only the turbulent shear stress components
are included.
3. Negative vorticity was produced by the interaction of the tip vortices with the
ground. In some instances, this negative vorticity from the ground became
entrained into the (still at this point) coherent vortices. It was found that
when negative vorticity was entrained into the tip vortices, it acted to distort
and destabilize the vortex and led to an enhanced diffusion of the vortices
downstream of the location where the vorticity entrainment was detected.
4. Higher levels of turbulence were produced in the shear layer (or slipstream
boundary) between the accelerated flow in the rotor wake and the more quiescent
flow outside the wake. Moreover, the turbulence produced in this shear layer
was found to be highly anisotropic, which raises the stakes for modeling this
kind of flow because most computational models are based on the assumption
of isotropic turbulence.
5. The tip vortices and the secondary (negative) vorticity induced at the ground
were a primary source of anisotropy in the production of turbulence in the
flow below the rotor. The loss of coherence in the tip vortices and their
diffusion resulted in significantly less turbulence production and a more isotropic
distribution of turbulence in the near-wall flow.
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4.2.2 Particle Mobilization, Uplift and Entrainment
1. The streamwise Reynolds stress was found to be the dominant component of
the Reynolds stress tensor in the dual-phase flow (as well as in the single-phase
flow), and it was one order of magnitude greater than the Reynolds shear
stress. The mobilization of particles on the sediment bed was also quantified
by measuring the wall-parallel (streamwise) particle flux, which correlated well
with the distribution of the streamwise Reynolds stress. It was predominantly
the streamwise Reynolds stresses that were responsible for the initiation of
bedload transport.
2. After the prior mobilization of upstream particles on the bed, coherent vortex
structures were able to uplift these particles. Discrete turbulence events, their
origin being mostly from the periodic passage of the blade tip vortices, were
shown to be responsible for most of the particle pickup from the sediment bed.
Statistically prevailing turbulence events with positive wall-normal velocity
fluctuations (namely ejection and outward interaction events) were also seen
to correlate well with the subsequent suspension of particles in the flow.
3. It was found that most tip vortices trailed a region of decelerated fluid. These
negative streamwise velocity fluctuations (namely ejection and inward interac-
tion motions) facilitated the initial particle uplift, in that they decelerated the
particles that could subsequently be picked up by a succeeding (younger) part
of the tip vortex.
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4. Negative vorticity near the ground surface was produced by the interaction of
the tip vortices with the ground. This negative vorticity was found to increase
the mobilization and uplift of particles from the underlying sediment bed.
5. The present results confirm that the problem of rotorcraft brownout is driven by
the intensity and proximity of the blade tip vortices to the sediment bed rather
than by the average rotor-induced downwash flow. Although the concentrated
vorticity contained in the tip vortices is a dominant feature of the flow below
the rotor, secondary flow structures and turbulent motions were also found to
contribute significantly to the process of particle uplift and entrainment.
4.2.3 Flow Phase Coupling and Turbulence Modifications
1. The turbulence characteristics of the carrier fluid in the dual-phase flow en-
vironment were found to be altered by the presence of suspended sediment
particles in the flow. This two-way coupling of the phases produced signifi-
cantly different distributions of Reynolds stresses compared to the flow results
obtained without suspended sediment particles.
2. The dispersion of uplifted sediment particles in the dual-phase flow served to
attenuate the turbulence field because of the distortion and enhanced diffusion
of the concentrated vorticity. The source of this vorticity was initially in
the blade tip vortices and also in any residual vorticity that was otherwise
associated with the presence of the tip vortices or the vortex sheets that were
trailed from the inner parts of the rotor blades.
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3. In regions where the particle concentrations were high enough, i.e., at greater
downstream distances from the rotor and near the ground plane, the presence
of particles in the flow caused the deceleration of the mean fluid velocities.
4. The tip vortices and the secondary (negative) vorticity induced at the ground
were the primary sources of anisotropy in the production of turbulence. However,
it was found that after the concentrated vorticity contained in the blade
tip vortices had diffused sufficiently (i.e., the primary sources of anisotropy
had decayed), then the suspended particles were also found to augment the
anisotropy in the turbulence field. This increased anisotropic turbulence was
observed only in regions relatively far downstream from the rotor, where both
the particle concentrations were relatively high and the tip vortices were mostly
diffused.
4.3 Recommendations for Future Work
Some questions about the modeling of dual-phase vortical flows have been posed
during the course of the present research. In the future, numerical models that are
being used to simulate rotor-induced dust clouds and brownout conditions may have
to better account for the two-way couplings between individual fluid structures and
the particles, and the resulting turbulence modifications that were presented in this
dissertation. Any flow models should at least account for the momentum exchange
between the dispersed phase and the fluid phase, i.e., the fluid to be decelerated by
the particles. In a further step, the models could also better account for particles
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interacting with vortical structures and eddies, such as to allow the dispersed phase
to diffuse vortical carrier-phase structures. Although the added complexity of the
models and the increased computational expense will constitute a challenge of these
higher-fidelity models, the results are expected to much better represent the actual
flow physics that were identified and discussed in this dissertation.
Sediment mobilization and uplift processes were correlated to mean turbulence
quantities (primarily the streamwise Reynolds stresses) and discrete turbulence
events in the carrier-phase flow, respectively. The acquired experimental dataset and
this previously unavailable knowledge about the causes for sediment mobilization
and uplift may help to develop future entrainment models applicable to vortically-
dominated, rotor-induced particle flows that lead to brownout conditions. From
the experimental evidence that was shown in this research, such entrainment (or
pickup) models will need to account for the effects of turbulence and discrete vortical
structures and cannot solely rely on the mean (steady-flow boundary layer) fluid
velocities as mobilization criteria.
With the previously unavailable turbulence characteristics for the rotor-induced
flow near the ground, rotor-in-ground-effect models and simulations can now be
better validated, for both single-phase and dual-phase flows. Certain regions of
the flow field below the rotor revealed significantly high levels of anisotropy in the
turbulence. Therefore, the use of turbulence models that are based on the assumption
of isotropic turbulence should be applied with caution, at least in certain flow regimes.
It should be examined whether using different turbulence models for this type of
flow has a significant effect on the flow simulations.
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Although the present work focused on the two-phase flow generated by a rotor,
the outcomes of this work also have implications on other particle-laden flows that
are vortically dominated. The findings of this dissertation may be applied to other
research problems and they may be helpful for the studies and analyses of more
industrial problems such as a turbulent pipe flow with suspended material, such as
dirt, sedimentary deposition, fouling, etc.
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