Abstract. For a metric space X we study metrics on the two copies of X. We define composition of such metrics and show that the equivalence classes of metrics are a semigroup M (X) Our main result is that M (X) is an inverse semigroup, therefore, one can define the C * -algebra of this inverse semigroup. We characterize the metrics that are idempotents, find a minimal projection in M (X) and give examples of metric spaces, for which the semigroup M (X) is commutative. We show that if the Gromov-Hausdorff distance between two metric spaces, X and Y , is finite then M (X) and M (Y ) are strongly Morita equivalent. We also describe the class of metrics determined by subsets of X in terms of the closures of the subsets in the Higson corona of X.
Doubles of metric spaces
Given a metric on a subset, it is a hard problem to extend it to a metric on the bigger set, and to describe various such extensions. The aim of this paper is to organize metrics on the two copies of a given metric space into a reasonable algebraic structure.
Let X = (X, d X ) be a metric space. Definition 1.1. A double of X is a metric space X × {0, 1} with a metric d such that
• the restriction of d on each copy of X in X × {0, 1} equals d X ;
• the distance between the two copies of X is non-zero.
Let M(X) denote the set of all such metrics.
We identify X with X × {0}, and write X ′ for X × {1}. Similarly, we write x for (x, 0) and x ′ for (x, 1), x ∈ X. Note that metrics on a double of X may differ only when two points lie in different copies of X.
Recall that two metrics, d 1 , d 2 , on the double of X are quasi-isometric if there exist α > 0, β ≥ 1 such that
for any x, y ∈ X. We call two metrics, d 1 and d 2 , on the double of X equivalent if they are quasi-isometric. In this case we write
We are going to define composition of metrics on the double of X and to show that the equivalence classes of metrics are a semigroup M(X). Our main result is that M(X) is an inverse semigroup, therefore, one can define the C * -algebra of this inverse semigroup. We characterize the metrics that are idempotents in M(X), find a minimal projection in M(X) and give examples of metric spaces, for which the semigroup M(X) is commutative. We show that if the Gromov-Hausdorff distance between two metric spaces, X and Y , is finite then M(X) and M(Y ) are strongly Morita equivalent. We also describe the class of metrics determined by subsets of X in terms of the closures of the subsets in the Higson corona of X.
The author acknowledges partial support by the RFBR grant. Proof. Due to symmetry, it suffices to check the triangle inequality for the triangle (x 1 , x 2 , z), x 1 , x 2 ∈ X, z ∈ Z. Fix ε > 0 and let y 1 , y 2 ∈ Y satisfy
Taking ε arbitrarily small, we obtain the triangle inequality.
We shall denote the metric b by ρ • d, or ρd.
Corollary 2.2. Let ρ, d be metrics on the double of X. Then the formula
defines the composition of d and ρ on the double of X.
Lemma 2.3. The composition of metrics is associative.
Proof. Obvious.
Proof. Suppose that there exist α > 0,
Thus, multiplication is well defined on equivalence classes of metrics on the double of X.
Denote the set of all equivalence classes of metrics on the double of X by M(X) = M(X)/ ∼. Then M(X) is a semigroup.
Example 2.5. If X is compact then all metrics on the double of X are equivalent, so M(X) consists of a single element. Proof. Let x, y ∈ X. On the one hand, taking t = y, s = x, we get
On the other hand, passing to infimum in the triangle inequality, we get
Recall that a semigroup S is regular if for any d ∈ S there is b ∈ S such that d = dbd and b = bdb. Then it is easy to see that d
Idempotents
Denote by d(x, X ′ ) the distance from x ∈ X in the first copy of X to the second copy X ′ of X in the double of X.
On the other hand,
Second, suppose that there exist α > 0, β ≥ 1 such that d(x, x ′ ) ≤ α + βd(x, X ′ ) for any x ∈ X. We need to estimate d 2 (x, z ′ ) both from below and from above. The estimate from above is given by
Here we took y = x and used that d(x, X ′ ) ≤ d(x, z ′ ) for any z ∈ X. To obtain an estimate from below, note that
We also have
2)
It follows from (3.1) and (3.2) that
(3.3) On the other hand, the triangle inequality shows that
Then (3.3) and (3.4) give
The next result shows that selfadjoint idempotents can be characterized only by the
Proof. One direction is trivial, so let us prove the non-trivial one.
for any x, z ∈ X. If the functions x → ρ(x, x ′ ) and x → d(x, x ′ ) are equivalent then there exist γ, δ > 0 such that
Using (3.5) and the triangle inequality, we have
Using the triangle inequality again, together with (3.6) and (3.7), we have
i.e. d dominates ρ. Symmetrically, ρ dominates d, hence they are equivalent.
It would be interesting to find a characterization of functions on X which can be obtained from metrics on doubles. The next statement shows that selfadjoint idempotents in M(X) commute. Proposition 3.3. Let d, ρ be two idempotent metrics on the double of X, ρ
Proof. By definition, for any ε > 0 there exists y 0 ∈ X such that
The triangle inequality applied to the right hand side of (3.8) gives
by s. Then (3.9) and (3.10) can be written as
To finish the argument, we need the following statement.
Lemma 3.4. There exists λ > 1 such that r + s ≤ λ max(
Proof. First, note that max(
or, simply,
Taking λ = β(2 + β), we can provide that (3.13) holds for any t ∈ [0, ∞).
Lemma 3.4 implies that ρd(x, z ′ ) ≤ λdρ(x, z ′ ) + 2α. Symmetry implies that ρd and dρ are equivalent.
Metrics from subsets
Example 4.1. Let A ⊂ X be a subset. Define a metric d A on the double of X by
A special case of the above metrics d A , A ⊂ X, is the case A = {x 0 } for a fixed point x 0 ∈ X. It is clear that the equivalence class of the metric e 0 = d {x 0 } does not depend on the choice of the point x 0 .
Let A, B ⊂ X be closed subsets. In this section we establish when
under the assumption that X is locally compact, and that the metric d X is proper.
Recall that the Higson compactification νX of a locally compact metric space X is the Gelfand dual of the C * -algebra C ν (X) of bounded continuous functions f on X such that lim x→∞ Var r (f )(x) = 0 for any r > 0, where
The Gelfand dual of the quotient 
Proof. Suppose first that [d
′ ) = 2d B (x, B) < C for any x ∈ A, in other words, A lies in the C-neighborhood of B. Similarly, B lies in the C-neighborhood of A (maybe with another C). Let f ∈ J A . Define a function g ∈ C ν (X) by setting
∈ B \ A. We claim that f − g ∈ C 0 (X). Assume the contrary. Then there exists δ > 0 and a sequence x n , n ∈ N, such that x n → ∞ and |f (x n ) − g(x n )| > δ for any n ∈ N. It is clear from the definition of g that x n ∈ B for any n ∈ N. Since d X (x n , A) < C for any n ∈ N, we can find y n ∈ A such that d X (x n , y n ) < C. Then, for any ε > 0 there exists N > 0 such that Var C (f )(x n ) < ε for n > N. But
for any n ∈ N. This gives a contradiction when ε < δ.
By definition, g| B = 0, hence g ∈ J B + C 0 (X), i.e. J A ⊂ J B + C 0 (X). Symmetrically,
Now, suppose that J A + C 0 (X) = J B + C 0 (X). If A does not lie in a C-neighborhood of B for any C then there exists a sequence x n ∈ A, n ∈ N, such that lim n→∞ d X (x n , B) = ∞. Note that, necessarily, lim n→∞ x n = ∞. Take x 0 ∈ B. There exists a continuous function ϕ on [0, ∞) with ϕ(∞) = ∞ such that d X (x n , B) = ϕ(d X (x 0 , x n )), and without loss of generality we may assume that ϕ is monotonely increasing and smooth. Set
, x ∈ X, and f (x) =
.
We have
The first summand here vanishes at infinity when α/β is bounded, and the second summand vanishes at infinity as ϕ is monotonely increasing to infinity. Therefore, f ∈ C ν (X).Moreover, since f (x) = 0 for x ∈ B, we have f ∈ J B . By assumption, we should have f ∈ J A + C 0 (X). But, by the definition of the function ϕ, we have f (x n ) = λ(x n ) = 1, which gives a contradiction to f ∈ J A + C 0 (X) (recall that all x n , n ∈ N, lie in A, and lim n→∞ x n = ∞).
It remains to show that (2) implies (1). This is easy: if
X (x, B) + 1 are equivalent. By Proposition 3.2 we are done.
Order structure
Let ρ and d be metrics on the double of X. We say that [ρ] [
This gives a partial order on M(X). 
Combining the last two inequalities, we get β 
This implies that [d] [ρd]
. On the other hand,
6. C * -algebra of M(X) Proposition 6.1. Let a ∈ M(X) be an idempotent. Then it is selfadjoint.
Proof. Note that a * also must be an idempotent. Then use commutativity of selfadjoint idempotents to show that
Corollary 6.2. Any two idempotents in M(X) commute.
Recall that a semigroup S is an inverse semigroup if for any a ∈ S there exists a unique b ∈ S such that a = aba and b = bab [2] . Theorem 6.3. M(X) is an inverse semigroup.
Proof. In a regular semigroup, commutativity of idempotents is equivalent to being an inverse semigroup [2] By Theorem 6.3, we can define a semigroup C * -algebra C * (M(X) of the inverse semigroup M(X) [3] .
Recall that if a ∈ M(X), V a = {b ∈ M(X) : bb * a * a}, then the map b → ab is injective on V a .
Let l 2 (M(X)) denote the Hilbert space of square-summable functions on M(X) (as a discrete space) with the orthonormal basis (often uncountable) of delta-functions
Then λ a is a partial isometry for any a ∈ M(X), and the C * -algebra generated by all λ a , a ∈ M(X), is the regular C * -algebra of M(X). There is a special projection [e 0 ] in C * (M(X)), given by the metric d {x 0 } for some . We claim that [b] must be selfadjoint. Suppose the contrary: for any n ∈ N there exist x n , y n ∈ X such that
for some α ′ . Combining (6.1) and (6.2), we get
Then the triangle inequality gives
Then (6.3), (6.4) and (6.1) give
where α(n) < 0 for sufficiently great n. Finally, (6.3), (6.4) and (6.5) give
where α(n) < 0 for sufficiently great n. The inequality (6.6) means that b(x n , y
Corollary 6.5. λ [e 0 ] is a rank one projection in C * (M(X)).
Corollary 6.6. There is a direct sum decomposition of
Examples
We say that a metric space X is linearly ordered with a minimal element if there exists x 0 ∈ X such that for any two points x, y ∈ X one has either
Note that [0, ∞) and N with the standard metrics satisfy this property, while R doesn't.
Proposition 7.1. Let X be linearly ordered with a minimal element. Then any a ∈ M(X) is a selfadjoint idempotent, hence M(X) is commutative.
Proof. First, let us show that any element of M(X) is selfadjoint. Suppose the contrary. Then there exists a metric d on the double of X such that d * is not equivalent to d, and for any n ∈ N we can find points y n , z n ∈ X such that y n ) for infinitely many numbers n ∈ N, so let us assume that the first opportunuty holds true (the second one can be treated in the same way).
By the triangle inequality, we have
so, (7.1) and (7.2) imply that
Another application of the triangle inequality gives
). Combining this with (7.3), we get
holds for infinitely many n's, which gives a contradiction. Second, we have to show that any selfadjoint metric d on the double of X is an idempotent. suppose the contrary: for any n ∈ N there exist points y n , z n ∈ X such that
Once again, we have two possibilities:
n ) for infinitely many numbers n's, and let us assume that the first opportunuty holds true. Then, by the triangle inequality, we have
, which, together with (7.5), implies that
Another triangle inequality combined with (7.5) and (7.6) gives
, which holds for infinitely many n's. The latter may be true only if d(y n , y Example 7.2. Let X = {(n, n, 0) : n ∈ N} ∪ {(n, −n, 0) : n ∈ N} ⊂ R 3 with the standard metric, and let X ′ = {(x, −y, 1) : (x, y, 0) ∈ X}. For a n = (n, n, 0) ∈ X we have a ′ n = (n, −n, 1) ⊂ X ′ , and for b n = (n, −n, 0) ∈ X we have b ′ n = (n, n, 1) ∈ X ′ . Let the metric d on the double of X be inherited from the standard metric of R 3 . Then d(a n , a
Example 7.3. Let X = R with the standard metric, and let A = [0, ∞), B = (−∞, 0].
In other cases one may take z = 0, and
Examples from extended metrics
When X is non-compact, the inverse semigroup M(X) is too big. Here we consider the case, when metrics are replaced by the so-called extended metrics, which are the same as usual metrics, except that they are allowed to take infinite values. This gives a lot of examples with finite M(X).
Note that setting d(x, y ′ ) = ∞ for any x, y ∈ X gives the zero element 0 ∈ M(X), as d0 = 0d = 0 for any metric d on the double of X.
Example 8.1. Let X be a one-point space, X = {a}. Any two finite metrics on the double of X are equivalent, but an infinite metric with d(a, a ′ ) = ∞ is not equivalent to a finite metric, so M(X) = {I, 0}. We have V I = {I, 0} and V 0 = {0}. Then the C * -algebra of X is a subalgebra in the algebra M 2 (C) of 2-by-2 matrices, generated by the identity matrix and by a rank one projection, hence is isomorphic to C ⊕ C.
Example 8.2. Let X be the space consisting of two points, a and b, with d X (a, b) = ∞. Up to equivalence, there are 7 possible metrics in M(X):
Note that p, q are idempotents, u and u * are partial isometries, u * u = p, uu * = q, and s is a symmetry.
, so λ u , λ u * and λ s restricted to the invariant subspace L 1 ⊕ L 2 generate the algebra isomorphic to M 2 (C). Taking into account the invariant subspaces L 0 and L 3 , where M(X) acts by scalars, we get C
Strong Morita equivalence
Strong Morita equivalence for inverse semigroups was defined in [5] . 
