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HANKEL AND TOEPLITZ–SCHUR MULTIPLIERS
A.B. ALEKSANDROV AND V.V. PELLER
Abstract. We study the problem of characterizing Hankel–Schur multipliers
and Toeplitz–Schur multipliers of Schatten–von Neumann class Sp for
0 < p < 1. We obtain various sharp necessary conditions and sufficient con-
ditions for a Hankel matrix to be a Schur multiplier of Sp. We also give a
characterization of the Hankel–Schur multipliers of Sp whose symbols have la-
cunary power series. Then the results on Hankel–Schur multipliers are used to
obtain a characterization of the Toeplitz–Schur multipliers of Sp. Finally, we
return to Hankel–Schur multipliers and obtain new results in the case when the
symbol of the Hankel matrix is a complex measure on the unit circle.
1. Introduction
The Schur product of matrices A = {ajk}j,k≥0 and B = {bjk}j,k≥0 is defined as
the matrix A ⋆ B whose entries are the products of the entries of A and B:
A ⋆ B = {ajkbjk}j,k≥0.
If we identify in a natural way the bounded linear operators on ℓ2 with their matrix
representation with respect to the standard orthonormal basis of ℓ2, we can study
Schur multipliers of various classes of linear operators on ℓ2. Namely, if X is a class
of bounded linear operators on ℓ2, we say that a matrix A is a Schur multiplier of
X if and only if
B ∈ X =⇒ A ⋆ B ∈ X .
We are interested in this paper in Schur multipliers of Schatten–von Neumann
classes Sp (see [GK], [BS1] for information on the classes Sp). For 0 < p <∞ we
denote by Mp the space of Schur multipliers of Sp and we put
‖A‖Mp = sup{‖A ⋆ B‖Sp : ‖B‖Sp ≤ 1}.
It is easy to see that for p ≥ 1 the functional ‖ · ‖Mp is a norm on Mp. Using the
triangle inequality
‖T1 + T2‖pSp ≤ ‖T1‖pSp + ‖T2‖pSp, 0 < p ≤ 1, (1.1)
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(see [Pie], [BS1]), one can easily see that
‖A1 + A2‖pMp ≤ ‖A1‖pMp + ‖A2‖pMp , 0 < p ≤ 1. (1.2)
We denote by M the class of Schur multipliers of the space B of bounded linear
operators on ℓ2.
In this paper we are going to study the Hankel–Schur multipliers of Sp, i.e.,
matrices of class Mp of the form {γj+k}j,k≥0 and the Toeplitz–Schur multipliers of
Sp, i.e., matrices of class Mp of the form {tj−k}j,k≥0.
Let us summarize briefly some well-known properties of classes Mp. The class
M2 is the space of matrices with bounded entries. If 1 < p <∞, then Mp = Mp′,
where 1/p+1/p′ = 1. The space M coincides with M1. This follows from the facts
that the dual space to Sp can be identified in a natural way with Sp′ and the dual
to S1 can be identified with B.
Next, interpolating between the classes Sp, one can easily see that
Mp1 ⊂Mp2 if 0 < p1 ≤ p2 ≤ 2.
To describe the space M, we consider the projective tensor product ℓ∞⊗ˆℓ∞ that
consists of matrices C = {cjk}j,k≥0 for which there exist sequences
X(n) =
{
x
(n)
j
}
j≥0
∈ ℓ∞ and Y (n) =
{
y
(n)
j
}
j≥0
∈ ℓ∞, n ≥ 0, such that
cjk =
∑
n≥0
x
(n)
j y
(n)
k (1.3)
and ∑
n≥0
∥∥X(n)∥∥
ℓ∞
∥∥Y (n)∥∥
ℓ∞
<∞. (1.4)
The norm ‖C‖ℓ∞⊗ˆℓ∞ is by definition the infimum in (1.4) over all sequences X(n)
and Y (n) satisfying (1.3).
For any positive integer m we consider the matrix Q(m) = {q(m)jk }j,k≥0 defined by
q
(m)
jk =
{
1, j ≤ m, k ≤ m,
0, otherwise .
(1.5)
It is well known that a matrix A belongs to M = M1 if and only if
sup
m
‖Q(m) ⋆ A‖ℓ∞⊗ˆℓ∞ <∞
(see [Be]).
One can generalize the notion of a Schur multiplier of Sp to the case of linear
operators on L2(X, µ), where µ is a Borel measure on a metric space X . For
p ≤ 2 the space Mp(µ) of Schur multipliers of Sp is defined as the class of mea-
surable functions ϕ on X × X such that for any integral operator T ∈ Sp with
kernel function k, the integral operator with kernel function ϕk is also in Sp. For
2
2 < p < ∞ we put Mp(µ) def= Mp′(µ) and the space M(µ) of Schur multipliers of
the space of bounded linear operators on L2(µ) is by definition M1(µ).
Note that Schur multipliers are a powerful tool to investigate linear operators,
they are applied in perturbation theory, in operator algebras, operator spaces, in
the study of Hankel operators, and many other fields of mathematics, see e.g., [Be],
[BS2], [Pel2], [Pel3], [Pel4], [Pis1], [Pis2].
The Hankel–Schur multipliers and the Toeplitz–Schur multipliers of Sp are well
investigated for p = 1 (see §2 for a brief summary of the results). In this paper we
consider the case p < 1.
In §4 we study Hankel–Schur multipliers of Sp, 0 < p < 1. We find many sharp
necessary conditions and sufficient conditions. We also obtain in §4 a necessary
and sufficient condition for a Hankel matrix with a “lacunary” symbol to be a
Schur multiplier of Sp. In §5 we use the results of §4 to study the Toeplitz–Schur
multipliers of Sp and we obtain their characterization which can be formulated
very easily. Finally, in §6 we return to Hankel–Schur multipliers. Namely, we will
study the case when the symbol of a Hankel matrix is a complex measure on the
unit circle. Note that the results obtained in §6 are based on the results of §5 on
Toeplitz–Schur multipliers. In §2 we collect necessary information and in §3 we
obtain some useful general results on Schur multipliers of Sp.
2. Preliminaries
L
p-norms of certain trigonometric polynomials. Let F be an infinitely
differentiable function on R with compact support and let m be a positive integer.
Consider the trigonometric polynomial
F(m)(z) =
∑
k∈Z
F
(
k
m
)
zk. (2.1)
We need the following fact:
cF m
1−1/p ≤ ‖F(m)‖Lp(T) ≤ CF m1−1/p, 0 < p <∞. (2.2)
for some constants cF and CF . We refer the reader to [A1] for the proof.
Hankel operators of class Sp. Let ϕ =
∑
j≥0 ϕˆ(j)z
j be a function analytic in
the unit disk D. We can associate with ϕ the Hankel matrix Γϕ
def
= {ϕˆj+k}j,k≥0. If
ϕ belongs to the Hardy class H2, we can consider the matrix Γϕ as an operator in
ℓ2 whose domain is the set of finitely supported sequences. We call such operators
Hankel operators. By Nehari’s theorem (see e.g., [N]), Γϕ is a bounded operator on
ℓ2 if and only if there exists a function ψ in L∞ whose Fourier coefficients satisfy
ψˆ(j) = ϕˆ(j), j ∈ Z+.
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The following result describes the Hankel operators of class Sp:
Γϕ ∈ Sp if and only if ϕ ∈ B1/pp , 0 < p <∞, (2.3)
where B
1/p
p is a Besov class which will be defined below. For p > 1 (2.3) was proved
in [Pel1] (the implication ⇐ in the case 0 < p < 1 was also established in [Pel1]),
while for 0 < p < 1 the result was been obtained independently in [Pel3], [Pek],
and [Se].
We can also define a Hankel matrix Γϕ for any distribution ϕ on T:
Γϕ = {ϕˆj+k}j,k≥0. Clearly, Γϕ = ΓP+ϕ, where P+ϕ def=
∑
n≥0 ϕˆ(n)z
n.
The Besov spaces Bspq, 0 < p ≤ ∞, 0 < q ≤ ∞, s ∈ R, of functions (or
distributions) on T can be defined in many different ways (see [Pee]). We give a
definition most suitable for our purposes. Let v be a function in C∞(R) such that
v ≥ 0, supp v = [1/2, 2], and ∑n≥0 v(x/2n) = 1 for x ≥ 1. The trigonometric
polynomials Vn are defined by
Vn =
∑
k≥0
v
(
k
2n
)
zk, n ≥ 1, V0(z) = z¯ + 1 + z, Vn = V−n, n < 0. (2.4)
The Besov class Bspq, 0 < p ≤ ∞, 0 < q ≤ ∞, s ∈ R, consists of distributions ψ on
T such that {
2|n|s‖ψ ∗ Vn‖p
}
n∈Z
def
=
{
2|n|s‖ψ ∗ Vn‖Lp
}
n∈Z
∈ ℓq(Z).
The classes Bspq do not depend on the choice of a particular function v.
We denote by
(
Bspq
)
+
the subspace of Bspq that consists of functions analytic in
D, i.e., a function ψ analytic in D belongs to
(
Bspq
)
+
if and only if
{2ns‖ψ ∗ Vn‖Lp}n≥0 ∈ ℓq.
We use the notation Bsp for B
s
pp.
In particular, the most important Besov class B
1/p
p , 0 < p < ∞, consists of
distributions ψ on T such that∑
n∈Z
2|n|‖ψ ∗ Vn‖pp <∞.
Hankel and Toeplitz–Schur multipliers of S1. The description of Toeplitz–
Schur multipliers is well-known, though we do not know who did it first. Perhaps
this is a mathematical folklore. Anyway, a Toeplitz matrix {tj−k}j,k≥0 is a Schur
multiplier of S1 if and only if there exists a complex Borel measure µ on T such
that tj = µˆ(j), j ∈ Z, (we use the notation µˆ(j) for the jth Fourier coefficients of
µ). This fact can be proved very easily. First, if µ = δτ , the point mass at τ ∈ T,
then
µˆ(j − k) = τ¯ jτk, (2.5)
4
and so ‖{µ(j − k)}j,k≥0‖ℓ∞⊗ˆℓ∞ ≤ 1 which proves that {µ(j − k)}j,k≥0 ∈ M1.
Moreover, it is easy to see from (2.5) that ‖{µ(j − k)}j,k≥0‖M1 = 1. The fact that
{µ(j − k)}j,k≥0 ∈ M1 for an arbitrary µ follows immediately from the fact that
any µ in the unit ball of the space of Borel measures can be approximated in the
weak-* topology by measures of the form∑
j
cjδτj , τj ∈ T,
∑
j
|cj| ≤ 1.
Conversely, if {tj−k}j,k≥0 ∈ M1 = M, then for any bounded Toeplitz matrix
{αj−k}j,k≥0 the Toeplitz matrix {tj−kαj−k}j,k≥0 is also the matrix of a bounded
Toeplitz operator. Since {αj−k}j,k≥0 ∈ B if and only if αj = gˆ(j) for a function g
in L∞ (see e.g., [D]), it follows that {tj−k}j,k≥0 ∈ M if and only if the sequence
{tj}j∈Z is a Fourier multiplier of the space L∞, i.e.,∑
j∈Z
gˆ(j)zj ∈ L∞ =⇒
∑
j∈Z
tj gˆ(j)z
j ∈ L∞. (2.6)
It is well known (see e.g., [K]) that (2.6) is equivalent to the fact that {tj}j∈Z is a
sequence of the Fourier coefficients of a complex Borel measure.
The problem of describing Hankel–Schur multipliers of S1 is more complicated.
It was observed in [Pel2] that if a Hankel matrix {γj+k}j,k≥0 is a Schur multiplier
of S1, then the sequence {γj}j≥0 is a Fourier multiplier of the Hardy class H1, i.e.,∑
j∈Z+
gˆ(j)zj ∈ H1 =⇒
∑
j∈Z+
γj gˆ(j)z
j ∈ H1.
A question was asked in [Pel2] of whether the converse is true. It was shown in
[L] that this is not the case. Later a necessary and sufficient condition has been
found in [Pis1]: {γj+k}j,k≥0 is a Schur multiplier of S1 if and only if {γj}j≥0 is a
Fourier multiplier of the Hardy space H1(S1) of S1-valued functions, i.e.,∑
j∈Z+
Gˆ(j)zj ∈ H1(S1) =⇒
∑
j∈Z+
γjGˆ(j)z
j ∈ H1(S1).
3. Some General Results on Schur Multipliers
In this section we obtain several general results on Schur multipliers of class Sp
for 0 < p < 1. We start with an analogue of a theorem of Schur for multipliers
of class Sp for 0 < p < 1. Recall that by the Schur theorem [Sc] any matrix of a
bounded linear operator on ℓ2 is a Schur multiplier of B. The following theorem is
an analog of the Schur theorem for Schur multipliers of Sp in the case 0 < p < 1.
5
Throughout the rest of this paper we associate with a given number p ∈ (0, 1)
the positive number p# defined by
p# =
p
1− p (3.1)
It is convenient to assume that if p = 1, then p# =∞.
We also associate with p the number
p♭
def
=
2p
2− p. (3.2)
Clearly, p♭ makes sense for any p < 2.
Theorem 3.1. Let 0 < p < 1 and let p# be defined by (3.1). Suppose that A is
a matrix of a linear operator of class Sp#. Then A ∈Mp and
‖A‖Mp ≤ ‖A‖Sp# .
Proof. By (1.1), it suffices to estimate ‖A ⋆ B‖Sp for rank one operators B.
Let B = (·, a)b, where a and b are sequences in ℓ2. Consider the multiplication
operators Da¯ and Db defined by
Da¯{xn}n≥0 = {a¯nxn}n≥0, Db{xn}n≥0 = {bnxn}n≥0, {xn}n≥0 ∈ ℓ2.
It is easy to see that
A ⋆ B = DbADa¯,
and so
‖A ⋆ B‖Sp ≤ ‖Db‖S2‖A‖Sp#‖Da¯‖S2 = ‖a‖ℓ2‖A‖Sp#‖b‖ℓ2 = ‖A‖Sp#‖B‖Sp
which proves the result. 
Note that if we take p = 1, the above reasoning proves that if A is a matrix
of a bounded linear operator on ℓ2, then A is a Schur multiplier of S1 which is
equivalent to the Schur theorem mentioned above.
We are going to study now properties of general block-diagonal and block-
triangular matrices which are Schur multipliers of Sp for 0 < p ≤ 1. Let {mk}k≥0
and {nl}l≥0 be two increasing sequences of positive integers such thatm0 = n0 = 0.
With each matrix Ω = {ωst}s,t≥0 we can associate the block-matrix {Ωkl}k,l≥0 de-
fined by
Ωkl = {ωst}nk≤s<nk+1,ml≤t<ml+1 . (3.3)
Theorem 3.2. Let 0 < p < 1 and let p# be defined by (3.1). Suppose that the
block-matrix {Ωkl}k,l≥0 defined by (3.3) is block-diagonal, i.e., Ωkl = 0 for k 6= l.
Then
‖Ω‖Mp =
(∑
k≥0
‖Ωkk‖p#Mp
)1/p#
.
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Note that the corresponding fact for p = 1 is also valid and well known.
Proof. Let us prove first that ‖Ω‖p#
Mp
≤∑k≥0 ‖Ωkk‖p#Mp. Let {as}s≥0 and {bt}t≥0
be sequences in ℓ2 such that ‖a‖ℓ2 = ‖b‖ℓ2 = 1. Then the matrix
{asbt}s,t≥0
has rank one and its Sp norm is equal to 1. Clearly, we have to show that
‖{ωstasbt}s,t≥0‖p#Sp ≤
∑
k≥0
‖Ωkk‖p#Mp .
We have
‖{ωstasbt}s,t≥0‖pSp =
∑
k≥0
∥∥{ωstasbt}mk≤s<mk+1, nk≤t<nk+1∥∥pSp
≤
∑
k≥0
‖Ωkk‖pMp
(
mk+1−1∑
s=mk
|as|2
)p/2(nk+1−1∑
t=nk
|bt|2
)p/2
≤
(∑
k≥0
‖Ωkk‖p#Mp
)1−p
by Ho¨lder’s inequality with exponents 1/(1− p), 2/p, and 2/p.
Let us prove now that ∑
k≥0
‖Ωkk‖p#Mp ≤ ‖Ω‖
p#
Mp
. (3.4)
We can find sequences {as}s≥0 and {bt}t≥0 such that
mk+1−1∑
s=mk
|as|2 =
nk+1−1∑
t=nk
|bt|2 = 1
for any k ≥ 0 and
‖{ωstasbt}mk≤s<mk+1, nk≤t<nk+1‖Sp = ‖Ωkk‖Mp .
Let {αk}k≥0 be a sequence of nonnegative numbers whose norm in ℓ2 is one. Put
Ω
(α)
k
def
= {ωstα2kasbt}mk≤s<mk+1, nk≤t<nk+1
and consider the block-diagonal matrix Ω(α) with diagonal entries Ω
(α)
k , k ≥ 0.
Clearly,
‖Ω‖p
Mp
≥ ‖Ω(α)‖pSp =
∑
k≥0
α2pk ‖{ωstasbt}s,t≥0‖pSp =
∑
k≥0
α2pk ‖Ωkk‖pMp.
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This inequality holds for an arbitrary sequence {αk}k≥0 of nonnegative numbers
whose ℓ2 norm is one. Hence,∑
k≥0
‖Ωkk‖p#Mp ≤ ‖Ω‖
p#
Mp
. 
Interestingly, inequality (3.4) holds not only for block-diagonal matrices but also
for block-triangular ones. To see this, we need the following fact.
Theorem 3.3. Suppose that Ω = {ωst}s,t≥0 is a matrix which has a block-
triangular structure {Ωkl}k,l≥0, i.e., Ωkl = 0 for l > k. Then∑
‖Ωkk‖pSp ≤ ‖Ω‖pSp.
Proof. By adding if necessary zero rows or zero columns, we may assume
without loss of generality that mk = nk for k ≥ 0. Consider first the case
mk = nk = k, k ≥ 0. This means that the matrix {ωst}s,t≥0 is triangular, i.e.,
ωst = 0 for t > s. We have to show that∑
s≥0
|ωss|p ≤ ‖Ω‖pSp.
Put Ω(n)
def
= {ωst}0≤s≤n, 0≤t≤n. Note that {ωss}0≤s≤n is the sequence of eigenvalues
of the matrix Ω(n). Then (see [GK], Ch. 2, §3.3)
n∑
s=0
|ωss|p ≤ ‖Ω(n)‖pSp.
It remains to make n tend to ∞.
Suppose now that mk is an arbitrary increasing sequence of integers in Z+ such
that m0 = 0 and nk = mk for k ∈ Z+. Let Uk and Vk be unitary matrices of size
(mk+1−mk)× (mk+1−mk) such that the matrix UkΩkkVk is diagonal. Let U and
V be the block diagonal matrices with diagonal entries equal to Uk, k ≥ 0, and Vk,
k ≥ 0, respectively. Since we have already proved the result for scalar triangular
matrices, we obtain∑
k≥0
‖Ωkk‖pSp =
∑
k≥0
‖UkΩkkVk‖pSp ≤ ‖UΩV ‖pSp = ‖Ω‖Sp. 
Corollary 3.4. Under the hypotheses of Theorem 3.3 we have∑
k−l=n
‖Ωkl‖pSp ≤ C(n, p)‖Ω‖pSp,
where C(n, p) is a constant that can depend only on n and p.
Proof. The result follows from theorem 3.3 by induction on n. 
8
Theorem 3.5. Let 0 < p < 1 and let p# be defined by (3.1). Suppose that the
block-matrix {Ωkl}k.l≥0 is block-triangular, i.e., Ωkl = 0 for k < l. Then∑
k≥0
‖Ωkk‖p#Mp ≤ ‖Ω‖
p#
Mp
Proof. Theorem 3.3 allows us to repeat word by word the second part of the
proof of Theorem 3.2. 
Corollary 3.6. Let 0 < p < 1. Then for any positive integer N we have∑
0≤l≤k≤l+N
‖Ωkl‖p#Mp ≤ C(N, p)‖Ω‖
p#
Mp
for some C(N, p) depending only on N and p.
Proof. The result follows easily by induction on N . 
We obtain one more useful result on the Schur multiplier norms of sums of
matrices.
Recall that for p ∈ (0, 1), the number p# is defined by (3.1).
Theorem 3.7. Let 0 < p ≤ 1 and let {nl}l≥0 be an increasing sequence in Z+
with n0 = 0. For a matrix A = {ajk}j,k≥0 consider matrices Al =
{
a
(l)
jk
}
j,k≥0
,
l ≥ 1, defined by
a
(l)
jk =
{
ajk, nl−1 ≤ j < nl,
0, otherwise .
Then
‖A‖Mp ≤
(∑
l≥1
‖Al‖p♭Mp
)1/p♭
.
Proof. Consider sequences x = {xj}j≥0 and y = {yk}k≥0 in ℓ2 of norm one. We
have to estimate ‖{ajkxjyk}j,k≥0‖Sp. Clearly,
‖{ajkxjyk}j,k≥0‖pSp ≤
∑
l≥1
∥∥∥∥{a(l)jkxjyk}
j,k≥0
∥∥∥∥p
Sp
.
Denote by y(l) =
{
y
(l)
k
}
k≥0
, l ≥ 1, the finitely supported sequence in ℓ2 defined
by
y
(l)
k =
{
yk, nl−1 ≤ t < nl,
0, otherwise .
Clearly, ∥∥∥∥{a(l)jkxjyk}
j,k≥0
∥∥∥∥
Sp
≤
∥∥∥∥{a(l)jk}
j,k≥0
∥∥∥∥
Mp
∥∥∥{y(l)}
l≥0
∥∥∥
ℓ2
9
Using Ho¨lder’s inequality with exponents 2/(2− p) and 2/p, we obtain
‖{ajkxjyk}j,k≥0‖pSp ≤
(∑
l≥1
∥∥∥∥{a(l)jk}
j,k≥0
∥∥∥∥p♭
Mp
)1−p/2(∑
l≥1
‖yl‖2ℓ2
)p/2
=
(∑
l≥1
∥∥∥∥{a(l)jk}
j,k≥0
∥∥∥∥p♭
Mp
)1−p/2
which proves the result. 
We complete this section by a description of the closure in Mp of the set of
matrices with finitely many nonzero entries. We consider the following sets:
c00(Z
2
+)
def
=
{{ast}s,t≥0 : ast = 0 except for finitely many pairs (s, t)}
and
c0(Z
2
+)
def
=
{{ast}s,t≥0 : lim
s+t→∞
ast = 0
}
.
We also denote by M0p the closure of c00(Z
2
+) in the space Mp. Clearly,
M
0
p ⊂ Mp ∩ c0(Z2+). It is obvious that M02 = c0(Z2+). With any matrix
A = {ast}s,t≥0 and positive integers m and n we associate the matrices
Am,n = {am,nst }s,t≥0 defined by
am,nst =
{
ast, s ≥ m, t ≥ n,
0, otherwise .
For A ∈ Mp it is easy to see that A ∈ M0p if and only if lim
m+n→+∞
Am,n = 0 (in
the space Mp) (in fact it can easily be shown that if
lim
n→+∞
A0,n = 0, lim
n→+∞
An,0 = 0 and lim
n→+∞
An,n = 0
in the space Mp, then A ∈M0p).
It is clear now that if Γψ ∈M0p for an analytic function ψ, then
lim
n→∞
‖Γ(S∗)nψ‖Mp = 0,
where S∗ is backward shift , (S∗f)(z) = (f − f(0))/z.
Using the fact that the Mp-norm is not equivalent to the ℓ
∞-norm for p 6= 2, we
may construct a sequence of finite matrices {Ak}k≥0 such that ‖Ak‖Mp = 1 for all
k ≥ 0 and lim
k→+∞
‖Ak‖ℓ∞ = 0. (Naturally, for a matrix A = {ast}0≤s,t≤j by ‖A‖ℓ∞
we mean
sup{|ast| : 0 ≤ s, t ≤ j}).
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If we consider now the block-diagonal matrix
Ω =

A0 0 0 · · ·
0 A1 0 · · ·
0 0 A2 · · ·
...
...
...
. . .
 ,
then it is easy to see that Ω /∈ M0p and Ω ∈ Mp ∩ c0(Z2+) if p ≥ 1. Consequently,
M
0
p 6= Mp ∩ c0(Z2+) for p ∈ [1, 2) ∪ (2,+∞).
Surprisingly enough for p < 1 the situation is quite different.
Theorem 3.8. Let 0 < p < 1. Then M0p = Mp ∩ c0(Z2+).
As before, with a matrix Ω = {ωst}s,t≥0 and an increasing sequence {nk}k≥0 we
associate the block-matrix {Ωkl}k,l≥0 defined by (3.3) with mk = nk.
Proof. Let Ω = {ωst}s,t≥0 ∈ c0(Z2+) ∩Mp. Suppose that Ω /∈ M0p. We may
assume that dist(Ω,M0p) > 1. Clearly, Ω−Ωn,n = (Ω−Ωn,0)+(Ωn,0−Ωn,n) ∈M0p.
Hence, ‖Ωn,n‖Mp > 1 for any n ≥ 0. It follows that for each m ∈ Z+ there exists
a positive integer d such that
‖{ωst}m≤s, t<m+d‖Mp ≥ 1.
We can construct now by induction an increasing sequence {nk}k≥0 such that
n0 = 0 and ‖Ωkk‖Mp > 1 for all k ∈ Z+, and
‖Ω0,nk+1 − Ωnk+1,nk+1‖Mp < 2−k, k ≥ 1 (3.5)
and
‖Ωnk+1,0 − Ωnk+1,nk+1‖Mp < 2−k, k ≥ 1. (3.6)
Consider now the matrix Ω˘ = {ω˘st}s,t≥0 so that
ω˘st =
{
ωst, nk ≤ s < nk+1, nk ≤ t < nk+1,
0, otherwise .
It is easy to see that
Ω˘ = Ω−
∑
k≥1
(
Ω0,nk+1 − Ωnk+1,nk+1)−∑
k≥1
(
Ωnk+1,0 − Ωnk+1,nk+1)
and since by (3.5) and (3.6)∑
k≥1
∥∥Ω0,nk+1 − Ωnk+1,nk+1∥∥p
Sp
+
∑
k≥1
∥∥Ωnk+1,0 − Ωnk+1,nk+1∥∥p
Sp
<∞,
it follows that Ω˘ ∈Mp which contradicts Theorem 3.2. 
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4. Hankel–Schur Multipliers
We study in this section Hankel–Schur multipliers of class Sp for 0 < p < 1.
We obtain various sharp necessary conditions and sufficient conditions. Then we
obtain a characterization of the Hankel–Schur multipliers of Sp for Hankel matrices
whose symbols have lacunary power series.
We start with the following lemma that has been proved in [Pel3]. We give the
proof here for completeness.
Lemma 4.1. Let ψ be an analytic polynomial of degree m − 1. Suppose that
0 < p ≤ 1. Then
‖Γψ‖Mp ≤ (2m)1/p−1‖ψ‖p. (4.1)
Note that (4.1) can be rewritten in the following form
‖Γψ‖Mp ≤ (2m)1/p#‖ψ‖p,
where throughout this section p# is always the number defined by (3.1). Naturally,
if p = 1, we assume that p# =∞.
Proof. We have to prove that for any B ∈ Sp,
‖Γψ ⋆ B‖Sp ≤ (2m)1/p#‖ψ‖p‖B‖Sp . (4.2)
In view of (1.1) it suffices to show that (4.2) holds for operators B of rank one.
Indeed, if B is an arbitrary operator, then we can consider its Schmidt expansion
and apply (4.1) to each term.
Let Bx = (x, α)β, x ∈ ℓ2, where α = {αn}n≥0, β = {βn}n≥0. Let ζj = e2πij/(2m),
0 ≤ j ≤ 2m− 1. Define ℓ2 vectors fj and gj , 0 ≤ j ≤ 2m− 1, by
fj(k) =
{
ψ(ζj)αkζ
k
j , 0 ≤ k < m,
0, k ≥ m; gj(n) =
{
βnζ¯
n
j , 0 ≤ n < m,
0, n ≥ m.
We define the rank one operators Bj , 0 ≤ j ≤ 2m− 1, by
Bjx = (x, fj)gj, x ∈ ℓ2.
Let us show that
Γψ ⋆ B =
1
2m
2m−1∑
j=0
Bj . (4.3)
Indeed, if k ≥ m or n ≥ m, then (Bjek, en) = ((Γψ ⋆ B)ek, en) = 0. On the other
hand, if n < m and k < m, then
(Bjek, en) = ψ(ζj)αkβnζ¯
n+k
j
and
((Γψ ⋆ B)ek, en) = αkβnψˆ(n+ k).
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Identity (4.3) follows now from the equality
ψˆ(d) =
1
2m
2m−1∑
j=0
ψ(ζj)ζ¯
d
j , 0 ≤ d ≤ 2m− 1,
which is true for every polynomial ψ of degree at most 2m− 1.
We have
‖Bj‖Sp ≤ ‖α‖ℓ2‖β‖ℓ2|ψ(ζj)| = |ψ(ζj)| · ‖B‖Sp .
It follows now from (1.2) that
‖Γψ ⋆ B‖pSp ≤
1
(2m)p
‖B‖pSp
2m−1∑
j=0
|ψ(ζj)|p. (4.4)
For τ ∈ T we define the polynomial ψτ by ψτ (ζ) = ψ(τζ). Let us show that
‖Γψτ ⋆ B‖Sp = ‖Γψ ⋆ B‖Sp for all τ ∈ T. Indeed, this follows from the obvious
equality
Γψτ ⋆ B = Dτ (Γψ ⋆ B)Dτ ,
where Dt is the unitary operator on ℓ
2 defined by Dτen = τ
nen (here {en}n≥0 is
the standard orthonormal basis of ℓ2).
To complete the proof, we integrate inequality (4.4) in τ :
‖Γψ ⋆ B‖pSp =
∫
T
‖Γψτ ⋆ B‖pSpdm(τ) ≤
1
(2m)p
‖B‖pSp
2m−1∑
j=0
∫
T
|ψτ (ζj)|pdm(τ)
=
2m
(2m)p
‖B‖pSp‖ψ‖pp = (2m)1−p‖B‖pSp‖ψ‖pp
(m stands for normalized Lebesgue measure on T). 
Remark. In the same way it can be proved that if ψ is a trigonometric poly-
nomial of degree m− 1 and 0 < p < 1, then
‖Γψ‖Mp ≤ (4m)1/p−1‖ψ‖p (4.5)
(see [Pel3]). In particular, if F is any C∞ function on R with compact support,
then
‖ΓF(m)‖Mp ≤ C(p, F ). (4.6)
Clearly, (4.6) follows from (4.5) and (2.2).
Theorem 4.2. Let A ∈M0p. Then
lim
m→+∞
A ⋆ ΓF(m) = F (0)A (4.7)
in the space Mp.
Proof. The result follows immediately from Theorem 3.8, inequality (4.6), and
the obvious fact that (4.7) holds matrices A with finitely many nonzero entries. 
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Corollary 4.3. Let A be a Hankel–Schur multiplier of Sp. Suppose that
A ∈ M0p. Then there exists a sequence {Am}m≥1 in c00(Z2+) such that Am is a
Hankel matrix for every m and lim
m→+∞
Am = A in the space Mp.
Proof. We can consider a C∞ function F with compact support and such that
F (0) = 1. Put now Am = A ⋆ ΓF(m). The result follows now from Theorem 4.2. 
The following consequence of Lemma 4.1 has also been obtained in [Pel3]:
‖Γψ‖Sp ≤ 21/p−1m1/p‖ψ‖p (4.8)
for any analytic polynomial ψ of degree m−1. Indeed, to prove (4.8), it is sufficient
to write
‖Γψ‖Sp = ‖Γψ ⋆ Q(m−1)‖Sp ≤ ‖Q(m−1)‖Sp‖Γψ‖Mp = m‖Γψ‖Mp
and apply Lemma 4.1. Recall that Q(m−1) is defined by (1.5).
We need the following consequence of the description of the Hankel operators of
class Sp stated in §2.
Theorem 4.4. Let 0 < p ≤ 1 and let ψ be a polynomial such that
ψˆ(j) = 0 unless 2n−1 < j < 2n+1.
Then
dp2
n/p‖ψ‖p ≤ ‖Γψ‖Sp ≤ Dp2n/p‖ψ‖p (4.9)
for some constants dp and Dp not depending on n.
Proof. The right inequality in (4.9) is an immediate consequence of (4.8). To
prove the left inequality in (4.9), we apply the description of Hankel operators of
class Sp stated in §2. Clearly, under the hypotheses of the lemma, ψ ∗ Vj = 0 for
j < n− 1 and for j > n + 1. It follows that
‖Γψ‖pSp ≥ const 2n
(‖ψ ∗ Vn−1‖pp + ‖ψ ∗ Vn‖pp + ‖ψ ∗ Vn+1‖pp)
≥ const 2n‖ψ ∗ (Vn−1 + Vn + Vn+1) ‖pp
(the second inequality is an immediate consequence of the triangle inequality in
Lp). Now it remains to observe that under the hypotheses of the theorem
ψ ∗ (Vn−1 + Vn + Vn+1) = ψ. 
Remark. It is easy to see that Theorem 4.4 can also be stated as follows. If ψ
is a polynomial such that
ψˆ(j) = 0 unless N ≤ j ≤ 2N.
Then
cpN
1/p‖ψ‖p ≤ ‖Γψ‖Sp ≤ CpN1/p‖ψ‖p
for some constants cp and Cp not depending on N .
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Let us now obtain lower estimates for ‖Γψ‖Mp. Consider an infinitely differen-
tiable function r whose support is contained in [1/2, 2]. We define the polynomials
Rn by
Rn(z) =
∑
k≥0
r
(
k
2n
)
zk. (4.10)
Theorem 4.5. Let 0 < p ≤ 1 and let r be an infinitely differentiable function
such that supp r ⊂ [1/2, 2]. Then
‖Γψ‖Mp ≥ const 2n(1/p−1)‖ψ ∗Rn‖p = const 2n/p#‖ψ ∗Rn‖p.
where the Rn are defined by (4.10).
Note that the constants here and thereafter do not depend on n.
In particular, if we apply Theorem 4.5 to the polynomials Vn defined in §2, we
obtain
‖Γψ‖Mp ≥ const 2n/p#‖ψ ∗ Vn‖p. (4.11)
Proof. We have
‖Γψ‖Mp ≥
‖Γψ ⋆ ΓRn‖Sp
‖ΓRn‖Sp
=
‖Γψ∗Rn‖Sp
‖ΓRn‖Sp
.
By Theorem 4.4,
‖Γψ∗Rn‖Sp
‖ΓRn‖Sp
≥ const ‖ψ ∗Rn‖p‖Rn‖p .
Finally, by (2.2),
‖ψ ∗Rn‖p
‖Rn‖p ≥ const 2
n(1/p−1)‖ψ ∗Rn‖p = const 2n/p#‖ψ ∗Rn‖p
which completes the proof. 
Now we obtain a sharp estimate for the multiplier norm ‖Γψ‖Mp for ψ satisfying
the hypotheses of Theorem 4.4.
Theorem 4.6. Let 0 < p ≤ 1. Suppose that ψ satisfies the hypotheses of Theo-
rem 4.4. Then
const 2n/p#‖ψ‖p ≤ ‖Γψ‖Mp ≤ const 2n/p#‖ψ‖p. (4.12)
Proof. The right inequality in (4.12) follows from Lemma 4.1. The left one
follows easily from Theorem 4.5 but we give here a more elementary argument.
Consider the matrix Q
def
= Q(2
n+1) defined in (1.5). Clearly, rankQ = 1 and
‖Q‖Sp = 2n+1. On the other hand it is obvious that Γψ ⋆ Q = Γψ, and so
‖Γψ‖Mp ≥
‖Γψ‖Sp
‖ΓQ‖Sp
= 2−n−1‖Γψ‖Sp ≥ const 2−n2n/p‖ψ‖p
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by (4.9) which completes the proof. 
Remark. As in the case of Sp norms it is easy to see that Theorem 4.6 can
also be stated as follows. If ψ is a polynomial such that
ψˆ(j) = 0 unless N ≤ j ≤ 2N,
then
cpN
1/p#‖ψ‖p ≤ ‖Γψ‖Mp ≤ CpN1/p#‖ψ‖p
for some constants cp and Cp not depending on N .
Recall that for any analytic function ψ in D we have an expansion
ψ =
∑
n≥0
ψ ∗ Vn. (4.13)
Theorem 4.6 gives a sharp estimate for the norm of Γψ∗Vn in Mp. Roughly speak-
ing, Theorem 4.6 resolves the problem of describing the Hankel–Schur multipliers
“locally”. We can obtain now the following “global” upper and lower estimates.
Theorem 4.7. Let 0 < p ≤ 1 and let ψ be a function analytic in D. Then
const · sup
n
2n(1−p)‖ψ ∗ Vn‖pp ≤ ‖Γψ‖pMp ≤ const
∑
n∈Z+
2n(1−p)‖ψ ∗ Vn‖pp,
(4.14)
and so (
B
1/p#
p
)
+
⊂ {ϕ : Γϕ ∈Mp} ⊂
(
B
1/p#
p∞
)
+
. (4.15)
Proof. The left inequality in (4.14) is an immediate consequence of Theorem
4.5, while the right one follows easily from (4.13), Lemma 4.1, and inequality
(1.2). Finally, (4.15) follows immediately from (4.14) and the definitions of the
Besov spaces given in §2. 
Note however, that the above necessary condition and sufficient condition do
not lead to a description of Hankel–Schur multipliers of Sp whose symbols have
lacunary Taylor series.
It follows from Theorem 4.7 that if {nj}j≥0 is an Hadamard lacunary sequence
of positive integers, i.e.,
nj+1
nj
> ρ > 1 for some ρ and for j ≥ 0, (4.16)
and ψ =
∑
j≥0
λjz
nj , then
const sup
j≥0
n
1/p#
j |λj| ≤ ‖Γψ‖Mp ≤ const
∑
j≥0
n
1/p#
j |λj|. (4.17)
In other words,
ℓp ⊂
{
{n1/p#j |λj|}j≥0 : Γψ ∈Mp
}
⊂ ℓ∞, ψ =
∑
j≥0
λjz
nj .
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We are going to show in this section that{
{n1/p#j |λj|}j≥0 : Γψ ∈Mp
}
= ℓp#, ψ =
∑
j≥0
λkz
nj .
First we obtain other sufficient conditions and necessary conditions. In particu-
lar, we improve the sufficient condition given in Theorem 4.7.
The following sufficient condition will be deduced from Theorem 3.1.
Theorem 4.8. Let 0 < p < 1 and let p# be defined by (3.1). Suppose that
ϕ ∈ B1/p#p# . Then Γϕ ∈Mp.
Proof. This is an immediate consequence of Theorem 3.1 and the description
of the Hankel operators of class Sp# (see §2). 
Note that none of the sufficient conditions given by Theorems 4.7 and 4.8 implies
the other one.
We are going to obtain other sufficient condition later in this section. Meanwhile
we obtain a necessary condition for Γψ to be in Mp for a class of functions ψ whose
Taylor series have certain intervals of zeros.
Theorem 4.9. Suppose that 0 < p < 1 and p# is defined by (3.1). Let {ξk}k≥0
and {ηk}k≥0 be sequences of positive integers such that
ξk < ηk < ξk+1,
ξk+1
ηk
> d, and
ηk
ξk
< D
for some d > 1 and D > 1. Let ψ be a function analytic in D such that ψˆ(j) = 0
for j 6∈
∞⋃
k=0
[ξk, ηk). If Γψ ∈Mp, then ψ ∈ B1/p#p p# and
‖ψ‖
B
1/p#
p p#
≤ C(p, d,D)‖Γψ‖Mp,
where C(p, d,D) can depend only on p, d, and D.
We need the following lemma.
Lemma 4.10. Let m ≥ 1 and N ≥ 0 be integers and let 0 < p < 1. Suppose
that f is a polynomial such that fˆ(j) = 0 whenever j < m or j > m+N . Consider
the matrix A = {fˆ(k + l)}0≤k<m+N, 0≤l<m. Then
‖f‖p ≤ C
(
p,
N
m
)
m−1/p#‖A‖Mp ,
where C
(
p, N
m
)
depends only on p and N
m
.
Proof of Lemma 4.10. Consider the infinite Hankel matrix
Γf = {fˆ(k + l)}k,l∈Z
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and for ι ∈ Z+ we define its submatrix Aι = {fˆ(k+l)}0≤k<m+N, ιm≤l<(ι+1)m. Clearly,
A0 = A. It is easy to see that ‖Aι‖Mp ≤ ‖A‖Mp . Indeed, it is easy to see that Aι
can be obtained from A by deleting upper rows and adding zero rows. By (1.3),
‖Γf‖Mp ≤
(∑
ι≥0
‖Aι‖pMp
)1/p
≤
((
N
m
+ 2
)
‖A‖p
Mp
)1/p
≤
(
N
m
+ 2
)1/p
‖A‖Mp , (4.18)
since at most N
m
+ 2 terms in the above sum can be nonzero. We have
f =
∑
κ≥0
f ∗ Vκ =
∑
{κ: 2κ+1>m}
f ∗ Vκ.
Consider the matrix Q(m+N) defined by (1.5). We obtain
‖Γf‖Mp ≥
‖Γf‖Sp
‖Q(m+N)‖Sp
=
‖Γf‖Sp
m+N + 1
. (4.19)
By the description of the Hankel matrices of class Sp (see §2), we have
‖Γf‖pSp ≥ C(p)
∑
{κ: 2κ+1>m}
2κ‖f ∗ Vκ‖pp
≥ 1
2
C(p)m
∑
{κ: 2κ+1>m}
‖f ∗ Vκ‖pp
≥ 1
2
C(p)m‖f‖pp,
where C(p) is a constant that may depend only on p, and so by (4.19),
‖Γf‖Mp ≥
1
2
C(p)
m1/p
m+N + 1
‖f‖p.
Hence,
‖f‖p ≤ 2(C(p))−1m+N + 1
m1/p
‖Γf‖Mp
= 2(C(p))−1
(
m−1/p# +
N + 1
m
m−1/p#
)
‖Γf‖Mp.
The result follows now from (4.18). 
Proof of Theorem 4.9. Without loss of generality we may assume that(
1− 1
d
)
ξl > 2 and
(d− 1)2
d
ξl > 2 for any l ∈ Z+.
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Put ml = ηl−1 for l ≥ 1, m0 def= 0, m♥l =
[
1
2
(
1 + 1
d
)
ξl
]
, where [x] denote the largest
integer not exceeding x. By the above assumptions, m♥l > ml.
Consider the matrix Ω = {ωst}s,t≥0 defined by
ωst =
{
ψˆ(s+ t), ml ≤ t < m♥l , for some l ≥ 0,
0, otherwise .
Clearly, ‖Ω‖Mp ≤ ‖Γψ‖Mp.
Put nk
def
= ξk −m♥k for k ≥ 1 and n0 = 0. Let us show that nk < nk+1. Indeed,
nk ≤ ξk
2
(
1− 1
d
)
+ 1 <
ξk
2
(
1− 1
d
)
d ≤ ξk+1
2
(
1− 1
d
)
≤ nk+1,
since (d−1)
2
2d
ξk > 1 and by the hypotheses of the theorem, dξk ≤ ξk+1.
We associate with the matrix Ω and the sequences {ml}l≥0 and {nk}k≥0 the
block-matrix {Ωkl}k,l≥0, see (3.3). We are going to show that Ωkl = 0 for k < l.
Indeed, suppose that k < l. Consider an entry ωst of Ωkl. If ωst 6= 0, then the
inequality t < mk+1 implies t < m
♥
k . Then taking into account that nk+1 ≤ nl, we
obtain
ηl−1 = ml ≤ s+ t < m♥l + nl ≤ ξl,
and so λst = ψˆ(s+ t) = 0.
Let us show that we can find a positive integer N such that nl+N +ml > ηl for
all l ∈ Z+. Indeed, since
nl+N ≥ 1
2
(
1− 1
d
)
ξl+N and
ξl+N
ηl
≥ dN ,
it is sufficient to choose N so that
1
2
dN
(
1− 1
d
)
> 1.
By Corollary 3.6,∑
0≤l≤k≤l+N
‖Ωkl‖p#Mp ≤ const ‖Ω‖
p#
Mp
≤ const ‖Γψ‖Mp. (4.20)
Given k, l ∈ Z+, we can associate with the matrix Ωkl the infinite matrix
Ω˘kl = {ω˘st}s,t≥0 so that
ω˘st =
{
ωst, nk ≤ s < nk+1, ml ≤ t < ml+1,
0, otherwise .
Consider the matrices
l+N∑
k=l
Ω˘kl and
Ω♠l
def
=
{
ψˆ(s+ t)
}
ξl−m
♥
l ≤s<ηl−ml,ml≤t<m
♥
l
.
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It is easy to see that
‖Ω♠l ‖Mp ≤
∥∥∥∥∥
l+N∑
k=l
Ω˘kl
∥∥∥∥∥
Mp
,
since nl+N > ηl −ml. Moreover,∥∥∥∥∥
l+N∑
k=l
Ω˘kl
∥∥∥∥∥
p#
Mp
≤ C(p,N)
l+N∑
k=l
∥∥∥Ω˘kl∥∥∥p#
Mp
,
where C(p,N) is a constant that may depend only on p and N .
Put
fl(z) =
ηl−1∑
j=ξl
ψˆ(j)zj .
By Lemma 4.10, we have∑
l≥0
ξl‖fl‖p#p ≤ c(p, d,D)
∑
l≥0
‖Ω♠l ‖p#Mp
≤ c(p, d,D)
∑
l≥0
l+N∑
k=l
‖Ωkl‖p#Mp ≤ c(p, d,D)‖Γψ‖
p#
Mp
by (4.20), where c(p, d,D) can depend only on p, d, and D. Note that the constant
in the conclusion of Lemma 4.10 can be chosen independent of l. Indeed, this
follows from the inequality
ηl −ml
m♥l −ml
≤ const
which in turn follows from the fact that m♥l − ml ≥ 13
(
1− 1
d
)
ξl for sufficiently
large l, and so ηl −ml ≤ ηl ≤ Dξl.
To complete the proof, it is sufficient to use the definition of the Besov space
B
1/p#
p p# given in §2. 
Remark. Note however that for an arbitrary analytic function ψ the condition
Γψ ∈ Mp does not imply that ψ ∈ B1/p#p p# . Indeed, let ψ =
∑
j≥0
zj . Clearly,
Γψ ⋆ A = A for any matrix A, and so Γψ ∈ Mp for any p > 0. On the other
hand ψ ∗ Vn = Vn for any n ≥ 0. By (2.2),
c2−n/p# ≤ ‖Vn‖p ≤ C2−n/p#‖Vn‖p, n ≥ 0
for positive constants c and C. Thus∑
n≥0
2n‖ψ ∗ Vn‖p#p =∞,
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and so ψ 6∈ B1/p#p p# (see the definition of Besov spaces given in §2). In fact among
the Besov classes B
1/p#
pr , 0 < r ≤ ∞, the function ψ belongs only to B1/p#p∞ .
Corollary 4.11. Under the hypotheses of Theorem 4.9 the condition Γψ ∈Mp
implies that Γψ ∈M0p
Proof. In view of Theorem 3.8 it suffices to prove that lim
j→+∞
ψˆ(j) = 0 for any
ψ ∈ B1/p#pp# .
Let us first show that if ψ ∈
(
B
1/p#
p∞
)
+
, then {ψˆ(j)}j∈Z+ ∈ ℓ∞. Suppose that F
is a C∞ function on R such that suppF = [−1/2, 1/2] and F (0) = 1. It follows
easily from the definition of Besov spaces given in §2 that
‖ψ ∗ (znF(n))‖pHp ≤ const ·np−1,
where F(n) is defined by (2.1). Clearly, the nth Fourier coefficient of ψ ∗ (znF(n))
is ψˆ(n). It remains to observe that |fˆ(n)|p ≤ (n + 1)1−p‖f‖pHp for any n ≥ 0, see
[Pr], Ch. II, §11.
To complete the proof, we observe that B
1/p#
pp# ⊂ B1/p#p∞ and the polynomials are
dense in B
1/p#
pp# (see the definition of Besov classes given in §2). 
Note also that to make the conclusion that the condition Γψ ∈Mp implies that
ψ ∈ B1/p#p p# , it is not necessary that ψ has many large intervals on which ψˆ is zero.
Indeed, the following result can easily be deduced from Theorem 4.9.
Corollary 4.12. Let Q > 1 and a < b < aQ. Suppose that a function ψ
satisfies the conditions
ψˆ(j) = 0, if j is even and j ∈
∞⋃
k=0
[
aQk, bQk
]
and
ψˆ(j) = 0, if j is odd and j ∈
∞⋃
k=0
[
bQk, aQk+1
]
.
Then ψ ∈ B1/p#p p# and ‖ψ‖B1/p#p p# ≤ C(p)‖Γψ‖Mp , where C(p) may depend only on p.
Proof. Clearly,
‖Γψ(−z)‖Mp = ‖Γψ‖Mp .
Put f(z) = (ψ(z) + ψ(−z))/2 and g = ψ − f . Obviously, ‖Γf‖Mp ≤ const ‖Γψ‖Mp
and ‖Γg‖Mp ≤ const ‖Γψ‖Mp . It remains to observe that both f and g satisfy the
hypotheses of Theorem 4.9. 
The following result shows that Theorem 4.9 admits a converse under a more
restrictive condition on the sequences {ξk}k≥0 and {ηk}k≥0.
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Theorem 4.13. Let 0 < p < 1. Suppose that {ξk}k≥0 and {ηk}k≥0 are sequences
of positive integers satisfying the condition∑
k≥1
(
ηk − ξk + ηk−1
ηk
)2/p#
<∞. (4.21)
Suppose that ψ is a function analytic in D and such that ψˆ(j) = 0 for
j 6∈
∞⋃
k=0
[ξk, ηk). If ψ ∈ B1/p#p p# , then Γψ ∈Mp.
Note that if we could prove that the conclusion of Theorem 4.13 holds for any
sequences {ξk}k≥0 and {ηk}k≥0 satisfying the hypotheses of Theorem 4.9, it would
follow from the definition of Besov classes given in §2 that the condition ψ ∈ B1/p#p p#
is sufficient for Γψ ∈Mp for and arbitrary ψ.
Proof of Theorem 4.13. It is easy to see that (4.21) implies that 3ηk−1 < ξk
for sufficiently large k. We may assume that this is true for all k ≥ 1. Put
ψk =
ηk−1∑
j=ξk
ψˆ(j)zj .
We define the matrices Ak = {α(k)st }s,t≥0, Bk = {β(k)st }s,t≥0, and Ck = {γ(k)st }s,t≥0
as follows:
α
(k)
st =
{
ψˆ(s+ t), ηk−1 ≤ s, t < ηk,
0, otherwise ,
k ≥ 0,
β
(k)
st =
{
ψˆ(s+ t), 0 ≤ s < ηk−1, ηk−1 ≤ t < ηk,
0, otherwise ,
k ≥ 1,
γ
(k)
st =
{
ψˆ(s+ t), ηk−1 ≤ s < ηk, 0 ≤ t < ηk−1,
0, otherwise ,
k ≥ 1.
Put A =
∑
k≥0
Ak, B =
∑
k≥1
Bk, C =
∑
k≥1
Ck. Clearly, Γψ = A+B + C and
‖Γψ‖pMp ≤ ‖A‖pMp + ‖B‖pMp + ‖C‖pMp.
By Theorem 3.2,
‖A‖p#
Mp
=
∑
k≥0
‖Ak‖p#Mp.
It follows from Lemma 4.1 that ‖Ak‖Mp ≤ const η1/p#k ‖ψk‖p, and so
‖A‖p#
Mp
≤ const
∑
k≥0
ηk‖ψk‖p#p ≤ const ‖ψ‖p#
B
1/p#
p p#
(see the definition of Besov classes given in §2).
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Again, by Lemma 4.1,
‖Bk‖Mp = ‖Ck‖Mp ≤ const(ηk − ξk + ηk−1)1/p#‖ψk‖Lp.
Recall that p♭ is defined by (3.2). Applying Theorem 3.7, we obtain∥∥∥∥∥∑
k≥1
Bk
∥∥∥∥∥
p♭
Mp
=
∥∥∥∥∥∑
k≥1
Ck
∥∥∥∥∥
p♭
Mp
≤
∑
k≥1
‖Bk‖p♭Mp
≤
∑
k≥1
(ηk − ξk + ηk−1)p♭/p#‖ψk‖p♭Lp
≤
(∑
k≥1
(
ηk − ξk + ηk−1
ηk
)2/p#)1−p♭/p# (∑
k≥1
ηk‖ψk‖p#Lp
)p♭/p#
≤ const
(∑
k≥1
(
ηk − ξk + ηk−1
ηk
)2/p#)1−p♭/p#
‖ψ‖p
B
1/p#
p p#
by Ho¨lder’s inequality. 
We obtain now one more sufficient condition which allows us to improve the
sufficient condition in Theorem 4.7 as well as Theorem 4.8 in the case p ≤ 2/3.
Recall that p♭ is defined by (3.2).
Theorem 4.14. Let 0 < p ≤ 1 and p ≤ r ≤ min{1, p♭}. Suppose that
ψ ∈ B1/p#r r♭ . Then Γψ ∈Mp.
Proof. Consider the function v in the definition of the polynomials Vn involved
in the definition of Besov spaces. We can represent v as v = v(1)+v(2)+v(3), where
the functions v(m), m = 1, 2, 3 are nonnegative infinitely differentiable and
supp v(1) ⊂ [1/2, 1], supp v(2) ⊂ [3/4, 3/2], supp v(3) ⊂ [1, 2].
Put
V (m)n (z) =
∑
k≥1
v(m)
(
k
2n
)
zk, n ≥ 1, m = 1, 2, 3.
Then it can be seen from the definition of Besov spaces that the functions
ψ(m) =
∑
k≥1
ψ ∗ V (m)k , m = 1, 2, 3,
belong to B
1/p#
r r♭ and
ψ = ψ ∗ V0 + ψ(1) + ψ(2) + ψ(3).
We prove that Γψ(2) ∈ Mp. The facts that Γψ(1) ∈ Mp and Γψ(3) ∈ Mp can be
proved in the same way.
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Moreover, we split ψ(2) in two functions∑
k≥1
ψ ∗ V (2)2k and
∑
k≥1
ψ ∗ V (2)2k−1.
We consider only the first function and it will be clear that for the second function
the proof is the same.
In view of the said above we may suppose that ψˆ(j) = 0 for j /∈
∞⋃
k=1
(4k, 2 · 4k).
Put nk = 2 · 4k for k ≥ 1 and n0 = 0. Put
ψk =
2·4k∑
j=4k
ψˆ(j)zj .
The condition that ψ ∈ B1/p#r r♭ means that∑
k≥1
4kr♭/p#‖ψk‖r♭r <∞.
We define the matrices Ak = {α(k)st }s,t≥0, Bk = {β(k)st }s,t≥0, and Ck = {γ(k)st }s,t≥0
as follows:
α
(k)
st =
{
ψˆ(s+ t), nk−1 ≤ s, t < nk,
0, otherwise ,
k ≥ 1,
β
(k)
st =
{
ψˆ(s+ t), 0 ≤ s < nk−1, nk−1 ≤ t < nk,
0, otherwise ,
k ≥ 1,
γ
(k)
st =
{
ψˆ(s+ t), nk−1 ≤ s < nk, 0 ≤ t < nk−1,
0, otherwise ,
k ≥ 1.
Put A =
∑
k≥1
Ak, B =
∑
k≥1
Bk, C =
∑
k≥1
Ck. Clearly, Γψ = A+B + C and
‖Γψ‖pMp ≤ ‖A‖pMp + ‖B‖pMp + ‖C‖pMp.
By Theorem 3.2,
‖A‖p#
Mp
=
∑
k≥1
‖Ak‖p#Mp.
It follows from Lemma 4.1 that
‖Ak‖Mp ≤ const n1/p#k ‖ψk‖p ≤ const n1/p#k ‖ψk‖r,
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and so
‖A‖p#
Mp
≤ const
∑
k≥1
nk‖ψk‖p#r
≤ const
(∑
k≥1
n
r♭/p#
k ‖ψk‖r♭r
)p#/r♭
≤ const ‖ψ‖p#
B
1/p#
r r♭
(see the definition of Besov classes given in §2) because r♭
p#
≥ 1.
Clearly. ‖B‖Mp = ‖C‖Mp. To estimate the norm of B, we consider sequences
x = {xs}s≥0 and y = {yt}t≥0 in ℓ2 of norm one.
Let B = {βst}s,t≥0. We have to prove that
‖{βstxsyt}s,t≥0‖Sp ≤ const ‖ψ‖B1/p#r r♭ .
We may assume that xs ≥ 0 for all s ≥ 0. Denote by y(k) = {y(k)t }t≥0, k ≥ 1, the
finitely supported sequence in ℓ2 defined by
y
(k)
t =
{
yt, ηk−1 ≤ t < ηk,
0, otherwise .
Put δ = 2(1
p
− 1
r
). Clearly, 0 ≤ δ ≤ 1. Note that
N−1∑
s=0
x2−2δs ≤
(
N−1∑
s=0
x2s
)1−δ
N δ.
Let us first estimate ‖{bstx1−δs yt}s,t≥0‖Sr . Clearly,
βstx
1−δ
s yt =
∑
k≥1
β
(k)
st x
1−δ
s yt
and
β
(k)
st x
1−δ
s yt = β
(k)
st x
1−δ
s y
(k)
t , k ≥ 1.
We have ∥∥∥{βstx1−δs yt}s,t≥0∥∥∥r
Sr
≤
∑
k≥1
∥∥∥∥{β(k)st x1−δs y(k)t }
s,t≥0
∥∥∥∥r
Sr
.
It follows from Lemma 4.1 that∥∥∥∥{β(k)st x1−δs y(k)t }
s,t≥0
∥∥∥∥
Sr
≤ constnδ/2k
∥∥{βkst}∥∥Mr ∥∥y(k)∥∥ℓ2
≤ constn1/p#k ‖ψk‖r
∥∥y(k)∥∥
ℓ2
.
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Hence, ∥∥∥{βstx1−δs yt}s,t≥0∥∥∥r
Sr
≤ const
∑
k≥1
n
r/p#
k ‖ψk‖rr
∥∥y(k)∥∥r
ℓ2
= const
(∑
k≥1
n
r♭/p#
k ‖ψk‖r♭r
)1−r/2
≤ const ‖ψ‖r
B
1/p#
r r♭
.
It remains to observe that ‖{βstxsyt}s,t≥0‖Sp ≤
∥∥{βstx1−δs yt}s,t≥0∥∥Sr . 
Corollary 4.15. Let 0 < p ≤ 1 and let ψ ∈
(
B
1/p#
p p♭
)
+
. Then Γψ ∈Mp.
Proof. The result immediately follows from Theorem 4.14 if we put r = p. 
Note that Corollary 4.15 improves the sufficient condition in Theorem 4.7.
Corollary 4.16. Let 0 < p ≤ 2/3 and let ψ ∈
(
B
1/p#
p♭
)
+
=
(
B
1/p#
p♭ p♭
)
+
. Then
Γψ ∈Mp.
Proof. Put r = p♭. Since p ≤ 2/3, r ≤ 1. Now the result follows immediately
from Theorem 4.14. 
Note that Corollary 4.16 improves Theorem 4.8 in the case p ≤ 2/3.
We obtain another sufficient condition for Γψ to be a Schur multiplier of Sp. It
follows from results of Bozˇejko [Bo] that if ψ ∈ B02∞, then Γψ ∈M1 (see also [Pis2]
where a proof of Bozˇejko’s result is given). We use the method of [Pis2] to prove
the following result.
Theorem 4.17. Let p ∈ (0, 1] and let ψ ∈ B1/p#2 p# . Then Γψ ∈Mp.
Proof. The case p = 1 is just the theorem of Bozˇejko. Consider the case p < 1.
Then p♭ < 2. Let an
def
= ψˆ(n), n ∈ Z+. We define the matrices {α+jk}j,k∈Z+ and
{α−jk}j,k∈Z+ by
α+jk =
{
aj+k, j ≥ k,
0, otherwise ,
and
α−jk =
{
aj+k, j < k,
0, otherwise .
Let us show that {α+jk}j,k∈Z+ ∈ Mp. Consider sequences x = {xj}j≥0 and
y = {yk}k≥0 in ℓ2 of norm one. We have to estimate
∥∥{a+jkxjyk}j,k≥0∥∥Sp. As
in the proof of Theorem 3.1 it is easy to show that∥∥{a+jkxjyk}j,k≥0∥∥Sp ≤ ∥∥{a+jkxj}j,k≥0∥∥Sp♭ ‖y‖ℓ2 = ∥∥{a+jkxj}j,k≥0∥∥Sp♭ .
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Thus it suffices to estimate
∥∥{a+jkxj}j,k≥0∥∥Sp♭ . We have
∥∥{a+jkxj}j,k≥0∥∥p♭Sp♭ ≤
∞∑
j=0
(
j∑
k=0
|xj|2|aj+k|2
) p♭
2
=
∞∑
j=0
|xj |p♭
(
j∑
k=0
|aj+k|2
) p♭
2
.(4.22)
Let λn
def
=
(
2n+1−2∑
k=2n−1
|ak|2
)1/2
, n ∈ Z+.
Clearly,
j∑
k=0
|aj+k|2 ≤ λ2n + λ2n+1 if 2n − 1 ≤ j < 2n+1 − 1. Thus (4.22) implies
∥∥{a+jkxj}j,k≥0∥∥p♭Sp♭ ≤
∞∑
n=0
(
2n+1−2∑
j=2n−1
|xj |p♭
)
(λp♭n + λ
p♭
n+1)
≤
∞∑
n=1
(
2n−1∑
j=0
|xj |p♭
)
(λp♭n−1 + λ
p♭
n ). (4.23)
Since p < 1, we have by Hardy’s inequality,
∞∑
n=1
(
1
n
n−1∑
j=0
|xj |p♭
)2/p♭
≤ C(p)
∞∑
j=0
|xj |2 = C(p).
Consequently,
∞∑
n=0
(
2−np♭/p#
2n−1∑
j=0
|xj|p♭
)2/p♭
≤ C(p)
∞∑
j=0
|xj |2 = C(p).
It follows now from (4.23) and Ho¨lder’s inequality that
∥∥{a+jkxj}j,k≥0∥∥p♭Sp♭ ≤ C(p)
(
∞∑
n=0
2nλ
p#
n
)1−p♭/2
≤ C(p)‖ψ‖p♭
B
1/p#
2p#
.
Hence, {α+jk}j,k∈Z+ ∈Mp. In the same way one can prove that {α−jk}j,k∈Z+ ∈ Mp.
This completes the proof. 
Note that Theorem 4.17 improves Theorem 4.8 in the case p > 2/3.
We have obtained various sharp necessary conditions and sufficient for Γψ to
be a Schur multiplier of Sp. However, it remains unclear whether the condition
ψ ∈ B1/p#p p# itself is sufficient for Γψ ∈Mp.
Let us obtain now one more condition under which Γψ ∈M0p whenever Γψ ∈Mp.
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Lemma 4.18. Suppose that 0 < p < 1 and ψ is a function analytic in D such
that Γψ ∈Mp. Let m, n be nonnegative integers such that m ≤ n. Then
|ψˆ(n)| ≤
(
1
m+ 1
m∑
j=−m
(
1− |j|
m+ 1
)
|ψˆ(n + j)|2
) 1−p
2−p
‖Γψ‖
p
2−p
Mp
. (4.24)
Proof. It suffices to consider the case m = n since ‖Γ(S∗)n−mψ‖Mp ≤ ‖Γψ‖Mp .
Consider the matrix Q(n), see(1.5). Clearly,
‖Γψ ⋆ Q(n)‖2S2 =
n∑
j=−n
(n+ 1− |j|)|ψˆ(n + j)|2.
It is easy to see that
‖Γψ ⋆ Q(n)‖S1 ≥
∣∣∣∣∣
n∑
j=0
(Γψ ⋆ Q
(n)ej , en−j)
∣∣∣∣∣ = (n + 1)|ψˆ(n)|.
Consequently,
(n+ 1)|ψˆ(n)| ≤ ‖Γψ ⋆ Q(n)‖S1 ≤ ‖Γψ ⋆ Q(n)‖
2−2p
2−p
S2
‖Γψ ⋆ Q(n)‖
p
2−p
Sp
≤
(
n∑
j=−n
(n+ 1− j)|ψˆ(n+ j)|2
) 1−p
2−p (
(n+ 1)‖Γψ‖Mp
) p
2−p
which implies (4.24). 
For a subset Λ of Z+ we denote by ρ(Λ) the density of Λ,
ρ(Λ)
def
= lim sup
n→∞
card([0, n] ∩ Λ)
n+ 1
.
Theorem 4.19. Suppose that 0 < p < 1 and ψ is a function analytic in D such
that Γψ ∈Mp. Let
Λ = {k ∈ Z+ : ψˆ(k) 6= 0}.
Suppose that ρ(Λ) = 0. Then Γψ ∈M0p.
Proof. It suffices to observe that Lemma 4.18 implies that lim
j→∞
ψˆ(j) = 0 and
apply Theorem 3.8. 
Remark. Note that for p ≥ 1 the situation is quite different. Indeed, if
ψ(z) =
∑
k≥0
z2
k
, then Γψ ∈ Mp \ M0p for all p ≥ 1 and ρ(Λ) = 0. Note also
that for ψ(z) =
∑
k≥0
zkN we have Γψ ∈Mp \M0p for all p > 0 and ρ(Λ) = 1/N .
We proceed now to a characterization of the Hankel–Schur multipliers Γψ of Sp,
0 < p < 1, for Hadamard lacunary power series ψ.
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Theorem 4.20. Let 0 < p < 1. Suppose that {nj}j≥0 is an increasing se-
quence of integers whose terms can be represented as a finite union of the terms of
finitely many Hadamard lacunary sequences. Let ψ is a power series of the form
ψ =
∑
j≥0
λkz
nj . Then Γψ ∈Mp if and only if
{n1/p#j |λj|}j≥0 ∈ ℓp#. (4.25)
Recall that we always assume that p# is defined by (3.1).
Proof. Suppose that (4.25) holds. It follows easily from the definition of Besov
spaces given in §2 that ψ ∈ B1/p#p# . It follows now from Theorem 4.8 that Γψ ∈Mp.
The converse follows from Theorem 4.9 and the following lemma.
Lemma 4.21. Under the hypotheses of Theorem 4.20 there exist sequences
{ξk}k≥0 and {ηk}k≥0 satisfying the hypotheses of Theorem 4.9 such that
nj ∈
⋃
k≥0
[ξk, ηk). (4.26)
Let us first complete the proof of Theorem 4.20. By Lemma 4.21 and Theorem
4.9, ψ ∈ B1/p#p p# . It is easy to see from the definition of Besov spaces given in §2
that for ψ as in the hypotheses of Theorem 4.9 this is equivalent to (4.25). 
Proof of Lemma 4.21. Without loss of generality we may assume that n0 > 0.
Suppose that the set {nk}, k ≥ 0, is the union of the terms ofN Hadamard lacunary
sequences each of which satisfies (4.16) with the same number ρ > 1. Note that
for any j ≥ 0 at least one of the numbers
nj+1
nj
,
nj+2
nj+1
, · · · , nj+N+1
nj+N
is greater than ρ1/N . Indeed, assume the contrary. Then there exist ι1 and ι2 such
that
1 ≤ ι1 < ι2 ≤ N + 1
such that nj+ι1 and nj+ι2 are terms of the same sequence satisfying (4.16) which
is impossible since
(
ρ1/N
)N
= ρ.
Denote by N the set of al j ∈ Z+ for which nj+1nj > ρ1/N . Clearly, N is an infinite
set. We can enumerate the elements of N by the increasing sequence {ηk − 1}k≥0.
If nj ∈ N and nj = ηk−1, we define ξk+1 = nj+1. Finally, we put ξ0 = 1. It is easy
to see that
ηk+1 − 1
ηk − 1 > ρ
1/N ,
whence
ηk+1
ηk
>
ρ1/N + 1
2
.
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Clearly, the sequences {ξk}k≥0 and {ηk}k≥0 satisfy the hypotheses of Theorem 4.9
and (4.26) holds. 
We conclude this section with a result on “semi”-Hankel–Schur multipliers of
class Sp, 0 < p ≤ 1, whose symbols have Hadamard lacunary power series.
For a function ψ =
∑
j≥0
ψˆ(m)zm we put Γ−ψ = {αjk}j,k≥0, where
αjk =
{
ψˆ(j + k), j > k,
0, j ≤ k.
We also put
Γ+ψ
def
= Γψ − Γ−ψ .
Theorem 4.22. Let 0 < p ≤ 1. Suppose that ψ = ∑
j≥0
ψˆ(nl)z
nl , where {nl}l≥0
is an increasing sequences of positive integers such that n0 > 0 and nl+1 ≥ 2nl,
l ∈ Z+. Then
‖Γ−ψ‖Mp ≤ ‖Γ−ψ‖ℓp#
where p# = p/(1− p).
Here for a matrix B = {βjk}j,k≥0 by ‖B‖ℓp# we mean
( ∑
j,k≥0
|βjk|p#
)1/p#
for
p# < ∞ and sup
j,k≥0
|βjk| for p# = ∞. Note that ‖Γ−ψ‖ℓp# is equivalent to the norm
of the sequence {n1/p#l ψˆ(nl)}j≥0 in ℓp#.
We need a well-known inequality for Sr norms of matrices. Let A = {ajk}j,k≥0
be a matrix in Sr, 0 < r ≤ 2. Then
‖A‖Sr ≤ ‖A‖ℓr =
(∑
j,k≥0
|ajk|r
)1/r
. (4.27)
Indeed, for 0 < r ≤ 1 inequality (4.27) is an immediate consequence of (1.1), for
r = 2 we have equality, and for 1 < r < 2 the result follows by interpolation.
Proof of Theorem 4.22. Consider a matrix A = {ajbk}j,k≥0 of rank one and
assume that ‖{aj}j≥0‖ℓ2 = ‖{bk}k≥0‖ℓ2 = 1. Consider the matrix X = {xjk}j,k≥0
such that
xjk =
{
ajλl, j + k = nl for some k < j,
0, otherwise ,
where λl
def
= ψˆ(nl).
It is easy to see that the matrix X is well-defined, since there can be at most
one such a number k. Indeed, if j + k1 = nl1 and j + k2 = nl2 and l1 < l2, then
j >
nl2
2
≥ nl1 and we get a contradiction.
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Let Y be the diagonal matrix with diagonal sequence {bk}k≥0. It is easy to see
that
Γ−ψ ⋆ A = XY.
Hence,
‖Γ−ψ‖Mp ≤ ‖XY ‖Sp ≤ ‖X‖Sp♭‖Y ‖S2 = ‖X‖Sp♭
(recall that p♭ is defined by (3.2)).
Let us now estimate ‖X‖Sp♭ . Consider the set Q of positive integers j for which
there exists k < j such that k + j = nl for some l ∈ Z+. For j ∈ Q we define l(j)
so that l(j) < j and l(j) + j = nl. We have by (4.27)
‖X‖p♭Sp♭ ≤
∑
j∈Q
|aj |p♭|λl(j)|p♭
≤
(∑
j≥0
|aj |2
) p
2−p
(∑
l≥0
|λl|p#
[
nl + 1
2
]) 2−2p2−p
= ‖Γ−ψ‖p♭ℓp#
by Ho¨lder’s inequality. Therefore ‖Γ−ψ‖Mp ≤ ‖Γ−ψ‖ℓp# . 
Note that if nl+1 > 2nl, l ≥ 0, then in a similar way one can prove that
‖Γ+ψ‖Mp ≤ ‖Γψ‖ℓp# .
Theorem 4.22 straightforwardly implies a description of the Hankel–Schur mul-
tipliers of S1 whose symbols have Hadamard lacunary Fourier series. This descrip-
tion is well known (see [Bo], [Pis2], and [LP]).
Corollary 4.23. If p = 1 and {nl}l≥0 satisfies the hypotheses of Theorem 4.22,
then ‖Γ−ψ‖M1 = ‖Γ−ψ‖ℓ∞.
Proof. By Theorem 4.22, ‖Γ−ψ‖M1 ≤ ‖Γ−ψ‖ℓ∞ . It remains to observe that
obviously, ‖Γ−ψ‖M1 ≥ ‖Γ−ψ‖ℓ∞ for any function ψ. 
Corollary 4.24. If ψ and {nl}l≥0 is a sequence whose terms are the union of
the terms finitely Hadamard lacunary sequences, then Γψ ∈ M1 if and only if
{ψˆ(nl)}l≥0 ∈ ℓ∞.
Proof. We have to prove that if {ψˆ(nl)}l≥0 ∈ ℓ∞, then Γψ ∈M1. The converse
is obvious. Clearly, we can represents the terms of {nl}l≥0 as the union of the
terms of finitely many sequences each of which satisfies the hypotheses of Theorem
4.22. It is easy to see that it is sufficient to assume that the sequence {nl}l≥0
itself satisfies the hypotheses of Theorem 4.22. By Theorem 4.22, it follows that
Γ−ψ ∈M1. Hence, Γ+ψ ∈M1, and so Γψ ∈M1. 
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5. Toeplitz–Schur multipliers
In this section we use the results of the previous section to obtain a description of
the Toeplitz–Schur multipliers of Sp for 0 < p < 1. SinceMp ⊂M1, it follows from
the description of the Schur Toeplitz multipliers of S1 (see §2) that if a Toeplitz
matrix {tj−k}j,k≥0 is a Schur multiplier of Sp for 0 < p < 1, then there exists a
complex Borel measure µ on T such that tj = µˆ(j), j ∈ Z.
Let us introduce a class of measures. Let 0 < p < 1. The class Mp is by
definition the space of discrete measures µ on T of the form
µ =
∑
j
αjδτj , αj ∈ C, τj ∈ T, the τj are distinct,
‖µ‖Mp def=
(∑
j
|αj|p
)1/p
<∞.
The main result of this section is the following theorem.
Theorem 5.1. Let 0 < p < 1. A Toeplitz matrix {tj−k}j,k≥0 is a Schur multi-
plier of Sp if and only if there exists µ ∈Mp such that tj = µˆ(j), j ∈ Z. Moreover,
in this case
‖{tj−k}j,k≥0‖Mp = ‖µ‖Mp. (5.1)
Proof. The fact that the condition µ ∈ Mp implies that {µˆ(j − k)}j,k≥0 ∈Mp
is very simple. Indeed, consider first the case when µ = δτ for τ ∈ T. We have by
(2.5), µˆ(j − k) = τ¯ jτk, and it is easy to see that ‖{µˆ(j − k)}j,k≥0‖Mp = 1. Now if
µ is an arbitrary measure in Mp of the form µ =
∑
j αjδτj , then it follows from
(1.2) that
‖{µˆ(j − k)}j,k≥0‖pMp ≤
∑
j
|αj|p‖{δˆτj(j − k)}j,k≥0‖pMp =
∑
j
|αj|p <∞.
(5.2)
To prove the converse, we have to work harder. First we consider the class of
Laurent matrices. These are two-sided infinite matrices of the form {tj−k}j,k∈Z.
We can consider two-sided Schur multipliers of class Sp that can be defined in
the same way as one-sided: A = {ajk}j,k∈Z is a Schur multiplier of Sp if
A ⋆ B = {ajkbjk}j,k∈Z
is a matrix of an operator of class Sp on the two-sided sequence space ℓ
2(Z) when-
ever B = {bjk}j,k∈Z ∈ Sp.
Lemma 5.2. Let {tj}j∈Z be a two-sided sequence of complex numbers. Then
{tj−k}j,k≥0 is a Schur multiplier of Sp if and only if {tj−k}j,k∈Z is. Moreover,
‖{tj−k}j,k≥0‖Mp = ‖{tj−k}j,k∈Z‖Mp .
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Proof. Suppose that the Laurent matrix {tj−k}j,k∈Z is a Schur multiplier of Sp.
Consider a matrix B = {bjk}j,k∈Z ∈ Sp such that bjk = 0 whenever j < 0 or k < 0.
It follows that the matrix {tj−kbjk}j,k≥0 belongs to Sp, and so the Toeplitz matrix
{tj−k}j,k≥0 is a Schur multiplier of Sp with ‖{tj−k}j,k≥0‖Mp ≤ ‖{tj−k}j,k∈Z‖Mp.
Conversely, suppose that {tj−k}j,k≥0 is a Schur multiplier of Sp. Consider the
matrices Rn = {r(n)jk }j,k∈Z, n ≥ 0, defined by
r
(n)
jk =
{
tj−k, j ≥ −n, k ≥ −n,
0, otherwise .
It is obvious that ‖Rn‖Mp = ‖{tj−k}j,k≥0‖Mp for any n ∈ Z+. It is also obvious
that
Rn ⋆ B → {tj−k}j,k∈Z ⋆ B for any B ∈ Sp,
and so {tj−k}j,k∈Z ∈Mp and ‖{tj−k}j,k∈Z‖Mp = ‖{tj−k}j,k≥0‖Mp . 
Lemma 5.3. Let {tj−k}j,k≥0 be a Schur multiplier of Sp. Then for any m ∈ Z
the matrix {tj−k−m}j,k≥0 is also a Schur multiplier of Sp and
‖{tj−k−m}j,k≥0‖Mp = ‖{tj−k}j,k≥0‖Mp .
Proof. By Lemma 5.2, the Laurent matrix {tj−k}j,k∈Z is a Schur multiplier of
Sp. This is obvious that this is equivalent to the fact that {tj−k−m}j,k∈Z is a Schur
multiplier of Sp and their Mp quasi-norms are the same. Again by Lemma 5.2,
this is equivalent to the fact that {tj−k−m}j,k≥0 ∈Mp. 
Lemma 5.4. Let {tj−k}j,k≥0 be a Schur multiplier of Sp. Then the Hankel
matrix {tj+k}j,k≥0 is also a Schur multiplier of Sp and
‖{tj+k}j,k≥0‖Mp ≤ ‖{tj−k}j,k≥0‖Mp .
Proof. By Lemma 5.2, {tj−k}j,k∈Z ∈ Mp. Then its submatrix {tj−k}j≥0,k≤0 is
also a Schur multiplier of Sp and
‖{tj−k}j≥0,k≤0‖Mp ≤ ‖{tj−k}j,k≥0‖Mp .
Clearly,
‖{tj+k}j,k≥0‖Mp = ‖{tj−k}j≥0,k≤0‖Mp
which completes the proof. 
Corollary 5.5. Let {tj−k}j,k≥0 be a Schur multiplier of Sp. Then for any m ∈ Z
the Hankel matrix {tj+k−m}j,k≥0 is also a Schur multiplier of Sp and
sup
m
‖{tj+k−m}j,k≥0‖Mp ≤ const .
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Proof. The result follows immediately from Lemmas 5.3 and 5.4. 
Consider now an infinitely differentiable even function ω on R such that
0 ≤ ω(s) ≤ 1, s ∈ R, ω(s) = 1 for s ∈ [−1, 1], and suppω = [−2, 2]. We
define the trigonometric polynomials Ωn by
Ωn(z) =
∑
k∈Z
ω
(
k
2n
)
zk, n ≥ 1. (5.3)
Consider now a sequence {tj}j∈Z such that the Toeplitz matrix {tj−k}j,k≥0 is a
Schur multiplier of Sp for 0 < p ≤ 1. As we have observed above, there exists a
complex Borel measure µ on T such that tj = µˆ(j), j ∈ Z.
Corollary 5.6. Let 0 < p ≤ 1 and let µ be a complex Borel measure on T such
that {µˆj−k}j,k≥0 is a Schur multiplier of Sp. Then
‖µ ∗ Ωn‖p ≤ const 2n(1−1/p), n ≥ 1. (5.4)
Proof. By Theorem 4.5 and Lemma 5.4,
‖µ ∗ z2n+2Ωn‖ ≤ const 2n(1−1/p), n ≥ 1.
Inequality (5.4) follows now from Corollary 5.5. 
We are going to deduce from (5.4) the fact that
‖µ ∗ f‖p ≤ const ‖f‖p for any f ∈ L1. (5.5)
To prove that µ ∈Mp, it remains to use Oberlin’s theorem [O] according to which
(5.5) implies that µ ∈ Mp. Note also that the proof of the fact that (5.4) implies
that µ ∈ Mp is essentially contained in Theorem 2.3 of [A2], however we proceed
in this paper via inequality (5.5) and Oberlin’s theorem [O].
We need two more lemmas. For a function g on R and ε > 0 we put
ϕε(x)
def
=
1
ε
ϕ
(x
ε
)
, x ∈ R.
Lemma 5.7. Let 0 < p < 1 and δ > 0. Suppose that ϕ is a real function in
L1(R)∩Lp(R) and ∫
R
ϕ(x)dx 6= 0. Then for any function f ∈ L1(R)∩Lp(R) there
exist αj ∈ C, εj ∈ (0, δ), and sj ∈ R, j ≥ 1, such that
f(x) =
∑
j≥1
αjϕεj(x− sj), (5.6)
and ∑
j≥1
|αj |pε1−pj ≤ C(p, ϕ)‖f‖pp and
∑
j≥1
|αj | ≤ C(ϕ)‖f‖1. (5.7)
Moreover, one can choose εj of the form εj = 2
−nj , nj ∈ Z+.
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Note that (5.7) implies that the series in (5.6) converges absolutely in L1 and
Lp. Note also that implicitly this lemma is contained in [AK].
Proof. It suffices to prove that there exists σ ∈ (0, 1) such that for any
f ∈ L1(R) ∩ Lp(R) there exist sequences αj ∈ C, 0 < εj < δ, and sj ∈ Rd
such that ∫
R
∣∣∣∣∣f(x)−∑
j≥1
αjϕεj(x− sj)
∣∣∣∣∣
r
dx ≤ (1− σ)‖f‖rr
and ∑
j≥1
|αj|rε1−rj ≤ C(p, ϕ)‖f‖rr, r = 1, p.
Clearly, it is sufficient to consider the case f = χI , where I is an interval in R
(χI denotes the characteristic function of I). Moreover, using translations and
dilations, we see that it is sufficient to prove that there exists a non-degenerate
interval I such that the above inequality holds for f = χI . We may assume that∫
R
ϕ(x)dx = 1. It follows easily from the Lebesgue dominant convergence theorem
that
lim
t→0+
t−1
∫
R
(|1− tϕ(x)|r − 1)dx = −r. (5.8)
Let us show that
‖χI − tϕ‖rr < ‖χI‖rr, r = 1, p, (5.9)
if I is sufficient large and t is sufficient small. We have
‖χI − tϕ‖rr − ‖χI‖rr =
∫
R
|χI(x)− tϕ(x)|rdx− |I|
=
∫
I
(|1− tϕ(x)|r − 1)dx+
∫
R\I
|tϕ(x)|rdx
=
∫
R
(|1− tϕ(x)|r − 1)dx
+
∫
R\I
(|tϕ(x)|r − |1− tϕ(x)|r + 1)dx
where |I| stands for the length of I. It follows now from (5.8) that if t is small
enough, then
∫
R
(|1− tϕ(x)|r − 1)dx < 0. Clearly, choosing I sufficiently large we
can make the modulus of
∫
R\I
(|tϕ(x)|r − |1 − tϕ(x)|r + 1)dx as small as possible
which proves (5.9).
It is clear from the proof that we can choose εj to be of the form εj = 2
−nj ,
nj ∈ Z+. 
In the following lemma we identify periodic functions on [0, 1] with functions on
T via the map ξ(s) = e2πsi, s ∈ [0, 1]. Let now ϕ be the inverse Fourier transform
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of our function ω defined after the proof of Corollary 5.5, i.e.,
ω(y) =
∫
R
ϕ(x)e−2πixydx, y ∈ R.
Clearly, ϕ satisfies the hypotheses of Lemma 5.7. It is easy to see that
Ωn(x) =
∑
j∈Z
ϕ2−n(x+ j), x ∈ [0, 1]. (5.10)
Indeed, if Ωn is the periodic function defined by (5.10), then its Fourier coefficients
are
Ωˆn(k) =
∑
j∈Z
2n
∫ 1
0
ϕ(2nx+ 2nj)e−2πikxdx =
∫
R
ϕ(s)e−2πiks2
−n
ds = ω
(
k
2n
)
,
i.e., the trigonometric polynomials defined by (5.3) coincide with the functions
defined by (5.10).
Lemma 5.8. Let 0 < p < 1 and let ϕ and the Ωn be as above. Then any
function f on R with period 1 satisfying f |[0, 1] ∈ Lp[0, 1] admits a representation
f(x) =
∑
j≥1
αjVnj (x− sj) (5.11)
with some αj ∈ C, nj ∈ Z+, and sj ∈ R such that∑
j≥1
|αj|p2nj(p−1) ≤ C(p, ϕ)‖f‖pp and
∑
j≥1
|αj | ≤ C(ϕ)‖f‖L1.
(5.12)
As in Lemma 5.7 the inequalities in (5.12) imply that the series (5.11) converges
absolutely in L1 and Lp.
Proof. By Lemma 5.7, we can represent the function fχ[0,1] in the form
fχ[0,1] =
∑
j≥1
αjϕ2−nj (x− sj).
Moreover, the series in (5.12) converge. Then
f(x) =
∑
j≥1
αjVnj(x− sj), x ∈ R. 
Now we can complete the proof of Theorem 5.1. Let Tf = µ ∗ f for
f ∈ L1(T). It is clear that T is a translation invariant operator. By Lemma
5.8,
‖Tf‖pp ≤
∑
j≥1
|αj|p‖µ ∗ Ωnj‖pp.
By (5.4),
‖µ ∗ Ωnj‖pp ≤ const 2nj(p−1),
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and so by (5.12),
‖Tf‖pp ≤ const
∑
j≥1
|αj|p2nj(p−1) ≤ const ‖f‖pp, f ∈ L1.
Thus, the operator T : L1(T)→ L1(T) can be extended to a translation-invariant
operator on Lp(T). Consequently, by Oberlin’s theorem [O], µ ∈Mp.
Let us now prove (5.1). First of all, the inequality
‖{µˆj−k}j,k≥0‖Mp ≤ ‖µ‖Mp
has already been proved in (5.2). Let us establish the opposite inequality. By
Lemma 5.2, it is sufficient to show that
‖{µˆj−k}j,k∈Z‖Mp ≥ ‖µ‖Mp (5.13)
for any µ ∈Mp. Since we have already proved that {µˆj−k}j,k≥0 ∈Mp if and only if
µ ∈Mp, it follows that it is sufficient to prove (5.13) for finite linear combinations
of δ-measures.
Suppose that
µ =
N∑
m=1
αmδτm , αm ∈ C, τm ∈ T, τm 6= τl for m 6= l.
Let f be a function in L2 such that ‖f‖L2 = 1 and fτm ⊥ fτl for m 6= l, where
fτ (ζ)
def
= f(τζ). To construct such a function, it is sufficient to take any function
f of norm 1 that is supported on a sufficiently small arc of T. Consider now the
rank one matrix
A = {fˆ(j)fˆ(k)}j,k∈Z.
Clearly, ‖A‖Sp = ‖f‖2L2 = 1. We have
{µˆj−k}j,k∈Z ⋆ A =
N∑
m=1
αmτ¯
j
mfˆ(j)τ
k
mfˆ(k) =
N∑
m=1
αmfˆτm(j)fˆτm(k),
and so
‖{µˆj−k}j,k∈Z ⋆ A‖pSp =
N∑
m=1
|αm|p = ‖µ‖pMp
which completes the proof. 
Note that it is easy to see from the above argument that a for a sequence {tj}j∈Z
the Toeplitz matrix {tj−k}j,k≥0 is a Schur multiplier of Sp, 0 < p < 1, if and only
if for any m ∈ Z+ the Hankel matrix {tj+k−m}j,k≥0 is a Schur multiplier of Sp and
sup
m∈Z
‖{tj+k−m}j,k≥0‖Mp ≤ const .
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However, it can be shown easily that such a relation between Toeplitz and Hankel–
Schur multipliers holds in a more general situation. In particular, this is also true
for Toeplitz and Hankel–Schur multipliers of Sp with any p ∈ (0,∞).
Remark. We can obtain similar results for Toeplitz (Wiener–Hopf) multipliers
of class Sp of operator on L
2(R+). Namely, we can ask the question of when the
function (x, y) 7→ g(x − y), x, y ≥ 0, is a Schur multiplier of Sp. The techniques
described in this paper allows us to prove that this condition is equivalent to the
fact that g is a Fourier transform of a complex discrete measure µ on R such that
µ =
∑
j
αjδxj , the xj are distinct, and
∑
j
|αj|p <∞.
6. More results on Hankel–Schur multipliers
In this section we study Hankel–Schur multipliers of the form Γµ, where µ is a
complex measure on T. Recall that the space Mp has been introduced in §5.
If µ is a complex measure on the unit circle T, we identify P+µ and P−µ with
functions µ+ and µ− defined by
µ+(z)
def
=
∫
T
dµ(ζ)
(1− ζz) , |z| < 1
and
µ−(z)
def
= −
∫
T
dµ(ζ)
(1− ζz) , |z| > 1.
We need the following well known facts about Besov classes (we refer the reader
to [Pee] for more information about Besov spaces). Let f ∈ Hp, 0 < p < ∞, and
let 0 < s < 1. Then
f ∈ Bsp∞ ⇐⇒
∫
T
|f(ζτ)− f(τ)|pdµ(τ) ≤ const |ζ − 1|sp, ζ ∈ T, (6.1)
and
f ∈ Bsp∞ ⇐⇒
∫
T
|f(ζ)− f(rζ)|pdm(ζ) ≤ const(1− r)sp. (6.2)
Theorem 6.1. Let µ be a singular measure on the unit circle T. Suppose that
µ+ ∈ Bsp∞ , where p, s ∈ (0, 1). Then µ− ∈ Bsp∞.
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Proof. By (6.1),∫
T
|µ+(ζτ)− µ+(τ)|pdµ(τ) ≤ const |ζ − 1|sp, ζ ∈ T.
Since µ is singular, the boundary values of µ+ and−µ− coincides almost everywhere
on T, and so. ∫
T
|µ−(ζτ)− µ−(τ)|pdµ(τ) ≤ const |ζ − 1|sp, ζ ∈ T,
which implies by (6.1) that µ− ∈ Bsp∞. 
Corollary 6.2. Let µ be a singular measure on the unit circle T. Suppose that
µ+ ∈ B1/p#p∞ and 1/2 < p < 1. Then µ ∈Mp.
Proof. Denote by u the Poisson integral of the measure µ. Clearly,
u(z) = µ+(z) + µ−(
1
z
), z ∈ D.
Let us estimate the integral
∫
T
|u(rζ)|pdm(ζ). Denote by h the boundary values of
µ+. They coincide almost everywhere with the boundary values of −µ− since µ is
singular. Note that by (6.2),∫
T
|µ+(rζ)− h(rζ)|pdm(ζ) ≤ const(1− r)1−p.
Similarly, ∫
T
|µ−(r−1ζ) + h(r−1ζ)|pdm(ζ) ≤ const(1− r)1−p.
Hence, ∫
T
|u(rζ)|pdm(ζ) ≤
∫
T
|µ+(rζ)− h(rζ)|pdm(ζ)
+
∫
T
|µ−(r−1ζ) + h(r−1ζ)|pdm(ζ)
≤ const(1− r)1−p.
Consequently, by Theorem 4.3 of [A2], we have µ ∈Mp. 
Corollary 6.3. Let µ be a singular measure on T. Suppose that Γµ ∈ Mp for
some p < 1. Then µ is discrete.
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Proof. Clearly, Γµ ∈Mq for all q ≥ p. Consequently, it suffices to consider the
case 1/2 < p < 1. By Theorem 4.7, µ+ ∈ B1/p#p∞ . It remains to apply Corollary
6.2. 
It is clear from the proof of Corollary 6.3 that µ ∈ Mp if 1/2 < p < 1. We will
see that the same is also true for p ≤ 1/2.
Denote by S∗ backward shift, (S∗ϕ)(z)
def
= (ϕ(z) − ϕ(0))/z. It is easy to see
that ‖ΓS∗ψ‖Mp ≤ ‖Γψ‖Mp for any p > 0. Moreover, it is easy to see that if
f(z) =
∑
j≥0
ψˆ(jN + s)zj with N, s ∈ Z+, then
‖Γf‖Mp ≤ ‖Γψ‖Mp, p > 0. (6.3)
Indeed, to prove (6.3), it is suffices to observe that the matrix Γf is a submatrix
of Γψ.
Theorem 6.4. Let ψ and g be functions analytic in the unit disk D and let
0 < p <∞. Suppose that {nj}j≥0 is an increasing sequence of nonnegative integers,
Γψ ∈Mp, and
lim
j→+∞
((S∗)njψ) (z) = g(z), z ∈ D.
Then Γg ∈ Mp and ‖Γg‖Mp ≤ ‖Γψ‖Mp. Moreover, there exists a Schur multiplier
{tk+l}k,l∈Z of Sp such that tk = gˆ(k) for all k ≥ 0 and ‖{tk+l}k,l∈Z‖Mp ≤ ‖Γψ‖Mp .
Proof. First we can put ψˆ(k) = 0 for k < 0. Clearly, lim
j→+∞
ψ̂(k + nj) = gˆ(k)
for any k ≥ 0. Passing to a subsequence (if necessary), we may assume that
sequence {ψ̂(k + nj)}j≥0 converges for any k ∈ Z. Put tk def= lim
j→+∞
ψ̂(k + nj) for
k ∈ Z. We have to prove that {tk+l}k,l∈Z ∈ Mp and ‖{tk+l}k,l∈Z‖Mp ≤ ‖Γψ‖Mp .
Let a = {ak}k∈Z and b = {bl}l∈Z be two sequences in ℓ2(Z) of norm one such that
ak = bl = 0 if |k|, |l| > N for some N ∈ Z+. It is easy to see that∥∥∥∥{ψˆ(k + l + nj)akbl}
k,l∈Z
∥∥∥∥
Sp
=
∥∥∥∥{ψˆ(k + l)ak+[nj/2]bl+nj−[nj/2]}
k,l≥0
∥∥∥∥
Sp
≤ ‖Γψ‖Mp,
if nj > 2N . Making j →∞, we obtain ‖{tk+lakbl}k,l∈Z‖Sp ≤ ‖Γψ‖Mp. 
In the same way we may prove the following result.
Theorem 6.5. Let g and ψj, j ∈ Z+, be functions analytic in the unit disk D
and let 0 < p < ∞. Suppose that M = sup
j≥0
‖Γψj‖Mp < ∞ and for an increasing
sequence {nj}j≥0 of positive integers lim
j→+∞
((S∗)njψj) (z) = g(z) for all z ∈ D.
Then Γg ∈ Mp and ‖Γg‖Mp ≤ M . Moreover, there exists a Schur multiplier
{tk+l}k,l∈Z of Sp such that tk = gˆ(k) for all k ≥ 0 and ‖{tk+l}k,l∈Z‖Mp ≤M .
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Denote by M(T) the space all complex Borel measures on T. As usual, we
identify M(T) with the space (C(T))∗, where C(T) is the space of all continuous
functions on T. Recall that a measure µ ∈ M(T) is called continuous if µ{ζ} = 0
for any ζ ∈ T.
Lemma 6.6. Let µ be a continuous measure and ν a discrete measure inM(T).
Then there exists an increasing sequence {nj}j≥0 in Z+ such that lim
j→∞
µˆ(k+nj) = 0
for any k ∈ Z and lim
j→∞
znj = 1 for |ν|-almost all z ∈ T.
Proof. Assume first that the support of ν is finite. By Wiener’s theorem [W],
µ is a continuous measure if and only if
lim
N→+∞
1
N + 1
N∑
k=0
|µˆ(k)|2 = 0.
Consequently, there exists a sequence {mj}j≥0 in Z+ such that mj > 2j and
lim
j→∞
sup
mj−2j≤k≤mj+2j
|µˆ(k)| = 0
Let us prove now that there exists a required sequence {nj}j≥0 such that
mj − j ≤ nj ≤ mj + j, j ∈ Z+. (6.4)
Indeed, suppose that supp ν = {ζ1, ζ2, ..., ζN}. Let X be the closure of the set
{(ζn1 , ζn2 , ..., ζnN)}n∈Z. Clearly, X is a subgroup of TN . Set
Xn
def
= {(ζk1 , ζk2 , ..., ζkN) : −n ≤ k ≤ n}.
Denote by εn the infimum of the set of positive ε such that the ε-neighborhood of
Xn contains X . Clearly, lim
n→∞
εn = 0. Now it is easy to choose a sequence {nj}j≥0
satisfying (6.4) and such that lim
j→∞
znj = 1 for |ν|-almost all z ∈ T.
If ν =
∑∞
j=0 cjδτj is an arbitrary discrete measure, we can take the finitely
supported measures νm =
∑m
j=0 cjδτj , apply the above reasoning to the νm, use a
diagonal process. 
Theorem 6.7. Let µ ∈ M(T) and 0 < p < 1. Suppose that Γµ+ ∈ Mp. Then∑
ζ∈T
|µ{ζ}|p ≤ ‖Γµ+‖pMp.
Proof. Denote by ν the discrete part of measure µ. By Lemma 6.6, there exists
an increasing sequence {nj}j≥0 in Z+ such that lim
j→∞
µˆ(k + nj) = νˆ(k). Theorem
6.4 implies that {νˆk+l}k,l∈Z ∈ Mp and ‖{νˆk+l}k,l∈Z‖Mp ≤ ‖Γµ‖Mp. It remains to
apply Theorem 5.1. 
Theorem 6.8. Let µ be a singular measure on T. Suppose that Γµ ∈Mp, where
0 < p < 1. Then µ ∈Mp.
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Proof. It suffices to note that by Corollary 6.3 the measure µ is discrete. 
Finally, we consider the problem of whether all Hankel–Schur multipliers of Sp
for 0 < p < 1 are of the form Γµ for µ ∈M(T). We show that this is not the case
for p > 2/3. For p < 2/3 the question remains open.
We denote by M+ the space of Cauchy integrals of measures:
M+ def=
ϕ : ϕ(ζ) =
∫
D
dµ(τ)
1− τ¯ ζ , ζ ∈ D, µ ∈M(T)

and consider the following norm in M+:
‖f‖M+ def= inf ‖µ‖M(T),
the infimum being taken over all measures µ satisfying ϕ(ζ) =
∫
D
(1− τ¯ ζ)−1dµ(τ),
ζ ∈ D. Similarly, we can define the space L1+ of Cauchy integrals of L1 functions,
L1+
def
=
ϕ : ϕ(ζ) =
∫
D
h(τ)
1− τ¯ ζ dm(τ), ζ ∈ D, g ∈ L
1

with an obvious definition of the norm in L1+. Clearly, if ϕ(ζ) =
∫
D
(1− τ¯ ζ)−1dµ(τ),
ζ ∈ D, then Γϕ = Γµ.
Theorem 6.9. Let p > 2/3 < p. Then there exists an analytic function ψ in D
such that Γψ ∈Mp but ψ /∈ M+.
We deduce Theorem 6.9 from imbedding theorems for Besov spaces (see Theorem
6.14 below).
We need some well-known facts about the Dirichlet kernels Dn, n ≥ 1, defined
by
Dn(ζ)
def
=
n∑
k=−n
ζk =
ζn+1 − ζ−n
ζ − 1 , ζ ∈ C, ζ 6= 0.
Obviously, ‖Dn‖2 =
√
2n+ 1 and ‖Dn‖∞ = 2n+1, and so
∫
T
|Dn|pdm ≤ (2n+1)p−1
for any p ≥ 2. Next, it is easy to see that
|Dn(ζ)| ≤ min
{
2n+ 1,
2
|1− ζ |
}
, ζ ∈ T,
which implies ∫
T
|Dn|pdm ≤ C(p)(2n+ 1)p−1, 1 < p <∞.
It is also clear that
|Dn(eit)| ≥ ReDn(eit) ≥ n+ 1
2
, t ∈
(
− π
3n
,
π
3n
)
,
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whence, ∫
T
|Dn|pdm ≥ 1
3
np−1, n ≥ 1, p > 0.
Let Qn
def
= 1
2n+1
D2n.
Lemma 6.10. There exists a constant C such that∑
n≥0
1
2n+1 + 1
∣∣∣Q2n (e in2n ζ)∣∣∣ ≤ C
for any ζ ∈ T.
Proof. Set Un
def
= {ζ ∈ T : 10|ζ − e− in2n | < n
2n
} for n ≥ 1 and U0 def= T. It is easy
to see that
∑
n≥0
χUn ≤ C. Consequently,∑
n≥0
1
2n+1 + 1
χUn(ζ)|Q2n(e
in
2n ζ)| ≤ C, quadζ ∈ T.
It remains to note that 1
2n+1+1
|Q2n(e in2n z)| < 400n2 if z 6∈ Un, and
∑
n≥1
1
n2
< +∞. 
Let N be a positive integer. We define the analytic polynomials Φ
(N)
n by
Φ(N)n (z)
def
=
z4
n
(2n+1 + 1)N
(D2n(z))
N+1, n ≥ N, ζ ∈ C.
Clearly, |Φ(N)n (z)| ≤ |Q2n(z)| for z ∈ T.
Theorem 6.11. Let f(ζ)
def
=
∑
n≥N
anΦ
N
n (e
in
2n ζ) for ζ ∈ D. Then the following
statement are equivalent:
(i)
∑
n≥N
|an| < +∞;
(ii) f ∈ H1;
(iii) f ∈ L1+;
(iv) f ∈M+.
Proof. The implications (ii)⇒(iii) and (iii)⇒(iv) are obvious. To prove that
(i) implies (ii), it suffices to observe that∥∥Φ(N)n ∥∥1 = (2n+1 + 1)−N ∫
T
|D2n|N+1dm ≤ 1.
It remains to prove that (iv) implies (i). Let f ∈M+. Clearly,∣∣∣∣∣∑
k≥0
f̂(k)α¯k
∣∣∣∣∣ ≤ C‖∑
k≥0
αkz
k‖∞
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for any polynomial
∑
k≥0 αkζ
k. Put
a∗n
def
=
{
an
|an|
, an 6= 0,
0, an = 0.
Let
gm
def
=
m∑
n=N
a∗n
2n+1 + 1
ΦNn (e
in
2n z).
By Lemma 6.10, ‖gm‖∞ ≤ C. Consequently,
m∑
n=N
|an|(2n+1 + 1)−1‖ΦNn ‖22 ≤ C, m ≥ N.
It remains to observe that
(2n+1 + 1)−1‖ΦNn ‖22 = (2n+1 + 1)−2N−1
∫
T
|D2n|2N+2dm
≥ 1
3
(2n+1 + 1)−2N−12(2N+1)n ≥ C(N). 
We need the following well-known lemma.
Lemma 6.12. Let f be a polynomial of degree at most n. Then
‖f‖∞ ≤ e(n + 1)1/p‖f‖p
for any p > 0.
Proof. Let n ≥ 1. Put g(z) def= f ((1 + 1
n
)z
)
. Clearly,
‖g‖p ≤
(
1 +
1
n
)n
‖f‖p ≤ e‖f‖p, p > 0.
Using the well-known inequality |g(a)| ≤ ‖g‖p
(1−|a|2)1/p
, we obtain
‖f‖∞ ≤ e‖f‖p(
1− (1 + 1
n
)−2
)1/p ≤ e(n + 1)1/p‖f‖p. 
Corollary 6.13. Let f be a polynomial of degree at most n. Then
‖f‖1 ≤ e1−p(n + 1)1/p#‖f‖p
for any p ∈ (0, 1). 
The following result is possibly known but we were unable to find a reference.
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Theorem 6.14. Let 0 < p ≤ 1 and q > 0. Then the following statement are
equivalent:
(i) q ≤ 1;
(ii) P+(B
1/p#
p q ) ⊂ H1;
(iii) P+(B
1/p#
p q ) ⊂ L1+;
(iv) P+(B
1/p#
p q ) ⊂M+.
Proof. Let us prove that (i) implies (ii). Let f ∈ P+
(
B
1/p#
p q
)
. Then∑
n≥0
2nq/p#‖f ∗ Vn‖qp < +∞,
where the Vn are the polynomials defined in §2. Consequently,∑
n≥0
2n/p#‖f ∗ Vn‖p < +∞,
and by Corollary 6.13,
∑
n≥0
‖f ∗ Vn‖1 < +∞. Thus, f =
∑
n≥0
f ∗ Vn ∈ H1.
The implications (ii)⇒(iii) and (iii)⇒(iv) are trivial. It remains to prove that
(iv) implies (i). Take a positive integer N such that p(N + 1) > 1. Let f be the
function defined in the statement of Theorem 6.11. Clearly, f ∈ B1/p#p q if and only
if ∑
n≥N
2nq/p#|an|q‖Φ(N)n ‖qp < +∞.
Note that ∫
T
|Φ(N)n |pdm = (2n+1 + 1)−Np
∫
T
|D2n|(N+1)pdm
≤ C(p,N)2−Npn2Npn+pn−n = C(p,N)2−np/p#.
Next, ∫
T
|Φ(N)n |pdm = (2n+1 + 1)−Np
∫
T
|D2n|(N+1)pdm ≥ C(p,N)2−np/p#.
Consequently, f ∈ B1/p#p q if and only if ∑
n≥N
|an|q < +∞. By Theorem 6.11, f ∈M+
if and only if
∑
n≥N
|an| < +∞. Now it is obvious that (iv) implies (i). 
Proof of Theorem 6.9. Let p > 2
3
. Clearly, we can assume that p ∈ (2
3
, 1]. We
have p♭ > 1, and by Theorem 6.14, there exists a function ψ ∈ P+
(
B
1/p#
p p♭
)
\M+.
It remains to apply Theorem 4.14. 
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We do not know whether there exists a function analytic in D such that Γψ ∈Mp
for p ≤ 2
3
and ψ 6∈ M+.
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