In this paper, we propose a method to distinguish between mechanisms leading to single molecule subdiffusion in confinement. We show that the method of p-variation, introduced in the recent paper ͓M. Magdziarz et al., Phys. Rev. Lett. 103, 180602 ͑2009͔͒, can be successfully applied also for confined systems. We propose a test which allows distinguishing between heavy-tailed continuous-time random walk and fractional Brownian motion in the presence of binding potentials and reflecting boundaries. We apply our test to the experimental data describing motion of mRNA molecules inside E. coli cells. The results of the test show that it is more likely that fractional Brownian motion is the underlying process.
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I. INTRODUCTION
Recent developments in single molecule spectroscopy enabled a detailed analysis of random motion of an individual particle inside a living cell ͓1-3͔. Sublinear behavior of the mean squared displacement of such motion revealed its anomalous ͑subdiffusive͒ character ͓2,4͔. However, the origins of subdiffusive dynamics in a given system are often unknown ͓2,5͔, and the correct choice of anomalous diffusion model is essential, particularly when considering diffusion-controlled processes. Therefore, determining the origins of subdiffusive transport is a vital and timely problem ͓1,2,5-7͔.
Heavy tailed continuous-time random walk ͑CTRW͒ and fractional Brownian motion ͑FBM͒ are two distinct processes capable of reproducing subdiffusive transport. However, mechanisms inducing slow dynamics for both processes are very different. Sublinear behavior of the mean squared displacement of FBM is the consequence of exceptionally strong correlations between the increments of the process. This property of FBM is known as "long memory" or "Joseph effect" ͓8,9͔. The heavy tailed waiting times of CTRW cause nonstationarity of the increments of the process and give rise to sublinear mean squared displacement. Consequently, the CTRW model exhibits ergodicity breaking and aging effects ͓10-14͔. In a recent paper ͓15͔, the authors introduced a method of p variation, which allowed distinguishing between CTRW and FBM on the basis of one realization of the unknown subdiffusion process. The analysis presented in ͓15͔ was done under assumption of freely moving particle ͑the considered system was infinite and no binding potential was present͒. Although such setup is appropriate for a number of systems, there are some cases for which confinement should be taken under consideration. The analysis of experimental data confirmed that the motion of single particles can be confined by reflecting boundaries or binding potentials. This is typical for the transport inside living cells ͓2͔, where the size of the cell is the natural confinement. Therefore, it is of great interest to develop a method of verifying origins of subdiffusive dynamics also for the case of confined system.
In this paper we present a test, which is capable of distinguishing between two models of subdiffusion ͑heavy tailed CTRW and FBM͒ in confinement. The test is based on the analysis of the behavior of p variation. In what follows, we derive precise formulas for p variation corresponding to CTRW and FBM in the presence of binding potential and reflecting boundaries. Taking advantage of different critical values of p variations, we show how to detect the type of anomaly in empirical data. Finally, we apply our method to the empirical data describing random motion of an individual molecule inside the E. coli cell ͑the details of the experiment can be found in ͓2͔͒. The results of the test suggest that the observed subdiffusion does not stem from a broad distribution of waiting times, even if we assume finite size of the system. It is more likely that FBM is the underlying process.
II. P-VARIATION FOR CONFINED SUBDIFFUSION
Biased subdiffusion in the framework of heavy-tailed CTRW is governed by the fractional Fokker-Planck equation ͓10,16͔.
Here, the operator 0 D t 1−␣ , ␣ ͑0,1͒, is the fractional derivative of the Riemann-Liouville type. The force F͑x͒, which is assumed continuous, is related to the binding potential v͑x͒ through F͑x͒ =−vЈ͑x͒. The constant K denotes the anomalous diffusion coefficient. Equation ͑1͒ describes the evolution in time of the probability density function w͑x , t͒ corresponding to a non-Markovian subdiffusive process Z ␣ ͑t͒. The process Z ␣ ͑t͒ has the following form ͓17,18͔:
where X͑t͒ is the solution of the Itô stochastic differential equation In what follows we derive precise formulas for p variation, p Ͼ 0, corresponding to Z ␣ ͑t͒ and Y H ͑t͒. Recall that for a given stochastic process X͑t͒ observed on time interval ͓0,T͔, the p variation corresponding to X͑t͒ is defined as
where V n ͑p͒ ͑t͒ is the partial sum of increments of the process X͑t͒ given by
with a ∧ b = min͕a , b͖. Note that the above partial sum is very easy to calculate numerically. For large enough n, V n ͑p͒ ͑t͒ is a good approximation of V ͑p͒ ͑t͒. To calculate the p-variation of Z ␣ ͑t͒, we use Eqs. ͑2͒ and ͑3͒ to get that
Next, after some tedious calculations ͑see Appendix͒, we obtain that V ͑p͒ ͑t͒ corresponding to Z ␣ ͑t͒ satisfies
Analogously we prove ͑see Appendix͒ that V ͑p͒ ͑t͒ corresponding to Y H ͑t͒ is given by
Comparing the above expressions with the results for p variations in the force-free case ͓15͔, we see that the external potential does not modify the properties of V ͑p͒ ͑t͒. Moreover, by the same reasoning we get that Eqs. ͑7͒ and ͑8͒ hold also in the presence of reflecting boundaries. We verified the above results numerically. In Fig. 1 ͓panels ͑b͒ and ͑c͔͒ we see the perfect agreement between theoretical and simulation results for p variation in the case of harmonic potential ͑Ornstein-Uhlenbeck process͒.
III. TEST
Comparing formulas Eqs. ͑7͒ and ͑8͒, we observe distinct critical values of the parameter p corresponding to Z ␣ ͑t͒ ͑p =2͒ and Y H ͑t͒ ͑p =1/ H͒. This difference is the basis of our test. Now, suppose that we are given a realization of some subdiffusive process X͑t͒ with the mean squared displacement ͗X 2 ͑t͒͘ ϳ t ␣ , observed on the time interval ͓0,T͔. The parameter ␣ can be estimated using some standard methods ͓14,21͔. Our aim is to determine if the subdiffusive dynamics originates from the process Z ␣ ͑t͒ or Y H ͑t͒. The test we propose is similar to the one introduced for the force-free case ͓15͔. First, we calculate the sums V n ͑2͒ ͑t͒ and V n ͑1/H͒ ͑t͒ for various n and t ͑here H = ␣ / 2 is the self-similarity index of the process͒, and compare the obtained results with the theoretical ones Eqs. ͑7͒ and ͑8͒. If the process X͑t͒ originates FIG. 1. ͑Color online͒ Panels ͑a͒ and ͑b͒ present V n ͑1/H͒ ͑t͒ and V n ͑2͒ ͑t͒, respectively, corresponding to the CTRW process Z ␣ ͑t͒. In panels ͑c͒ and ͑d͒ we see V n ͑1/H͒ ͑t͒ and V n ͑2͒ ͑t͒, respectively, corresponding to the process Y H ͑t͒. The potential here is harmonic In what follows, we check the above testing procedure on simulated data. We have simulated sample trajectories of the processes Z ␣ ͑t͒ and Y H ͑t͒ in the presence of harmonic potential v͑x͒ = x 2 / 2. Next, we calculated the corresponding partial sums V n ͑1/H͒ ͑t͒ and V n ͑2͒ ͑t͒ for various n and t ͓0,10͔. The obtained results are presented in Fig. 1 . In panel ͑a͒ we see V n ͑1/H͒ ͑t͒ corresponding to the simulated sample path of Z ␣ ͑t͒ and calculated for n = 11, 12, 13, 14. We observe that V n ͑1/H͒ ͑t͒ tends to zero while n increases. This confirms the fact that the theoretical 1 / H variation of Z ␣ ͑t͒ is equal to zero. Panel ͑b͒ depicts the value of V n ͑2͒ ͑t͒, n =11 ͑solid blue line͒, calculated for the simulated trajectory of Z ␣ ͑t͒. The dotted red line is the trajectory of the inverse subordinator S ␣ ͑t͒. We observe almost perfect agreement between both lines, which confirms that the quadratic variation of Z ␣ ͑t͒ is equal to S ␣ ͑t͒. For larger n the approximation gets even better. In panel ͑c͒ we see V n ͑1/H͒ ͑t͒, n =11 ͑solid blue line͒, corresponding to the simulated sample path of Y H ͑t͒ and the theoretical 1 / H variation of Y H ͑t͒ ͑dotted red line͒ as in Eq. ͑8͒. We see perfect agreement between the two lines. Panel ͑d͒ shows V n ͑2͒ ͑t͒ corresponding to the simulated trajectory of Y H ͑t͒, calculated for n = 11, 12, 13, 14. We observe increasing values of V n ͑2͒ ͑t͒ for increasing n. This confirms that the two variation of Y H ͑t͒ is infinite for H Ͻ 1 / 2. The obvious differences in the behavior of quadratic and 1 / H-variations corresponding to Y H ͑t͒ and Z ␣ ͑t͒ allow to identify the underlying subdiffusion mechanism.
We have performed the same test for the simulated trajectories of Y H ͑t͒ and Z ␣ ͑t͒ with reflecting boundaries. The results were exactly the same as in Fig. 1 . It should be added that the successful application of the p-variation test requires appropriately long trajectory of the observed process. This is due to the fact that the test is based on the central limit theorem. The speed of convergence of V n ͑p͒ ͑t͒ to V ͑p͒ ͑t͒ depends also on the form of the potential v͑x͒. In Fig. 1 , the number of observed points of the process is equal to 2 14 . This is completely enough for the considered set of parameters. However, for insufficiently long experimental trajectories one can observe deviations from the theoretically expected results. In such cases, it is advised to first check the behavior of V n ͑p͒ ͑t͒ of the simulated data with all the parameters estimated from the experimental trajectory.
Let us now apply the p-variation test to the Golding-Cox experimental data ͓2͔, describing random motion of an individual particle inside the E. coli cell. In our analysis we make an assumption that the considered system is finite ͑bounded by the reflecting walls͒. Indeed, a close look at the experimental data presented in ͓2͔ confirms that the particle meets the boundaries of the cell a numerous number of times during the measurement. In Fig. 2 , panel ͑a͒, we see the longest experimental trajectory. Panels ͑b͒ and ͑c͒ depict the corresponding sums V n ͑1/H͒ ͑t͒ and V n ͑2͒ ͑t͒, respectively, with H = 0.35 ͑as in ͓2͔͒. We observe that V n ͑1/H͒ ͑t͒ oscillates around the theoretical value ͑dotted line͒, whereas V n ͑2͒ ͑t͒ increases with increasing n. These results indicate that the 1 / H variation of the analyzed trajectory is finite, whereas two variation is infinite. Such behavior of p variation is typical also for the other Golding-Cox experimental trajectories ͓22͔. Therefore, the test suggest that the CTRW model Z ␣ ͑t͒ is not appropriate, even if we assume finite size of the system. It is more likely that FBM is the underlying process.
To make sure we have checked the behavior of V n ͑p͒ ͑t͒ for the simulated sample paths of Z ␣ ͑t͒ and Y H ͑t͒ with the same system size and parameters estimated from the previously analyzed experimental trajectory. In Fig. 2 , panels ͑d͒-͑f͒ 
. ͑Color online͒ Panel ͑a͒ shows the experimental trajectory ͑Golding-Cox data͒, panels ͑b͒ and ͑c͒ depict the corresponding sums V n ͑1/H͒ ͑t͒ and V n ͑2͒ ͑t͒, respectively. In panels ͑d͒-͑f͒ we see analogous graphs corresponding to the simulated trajectory of Y H ͑t͒. Panels ͑g͒-͑i͒ depict the results corresponding to the simulated trajectory of Z ␣ ͑t͒. The parameters used in simulations were estimated from the experimental trajectory. Here, H = ␣ / 2 = 0.35 ͑as in ͓2͔͒, upper and lower reflecting boundaries are placed at 0.19 and −0.47, respectively, the standard deviation of the increments of all processes equals 0.03. In all the panels with the sums V n ͑1/H͒ ͑t͒ and V n ͑2͒ ͑t͒ we used the following notation: n =10 ͑blue line͒; n =9 ͑red line͒; n =8 ͑green line͒; n =7 ͑black line͒. The dotted line in panels ͑b͒ and ͑e͒ is the theoretical value of V ͑1/H͒ ͑t͒ corresponding to Y H ͑t͒ ͓see formula ͑8͔͒. See Sec. III for the detailed discussion of the results.
show the results for the simulated process Y H ͑t͒. We observe that p variation corresponding to Y H ͑t͒ behaves analogously to the experimental data: V n ͑1/H͒ ͑t͒ oscillates around the theoretical value ͑dotted line͒, whereas V n ͑2͒ ͑t͒ increases with increasing n. In panels ͑g͒-͑i͒ we have the results for Z ␣ ͑t͒. Its 1 / H variation decreases with increasing n, whereas two variation displays no trend. Comparing the behavior of p-variation for experimental and simulated data, we get the confirmation that FBM is more likely to be the underlying model for the Golding-Cox data, even for the case of finite system with reflecting boundaries.
IV. STATISTICAL HYPOTHESIS TESTING
To verify the agreement between experimental data and theory, let us now introduce the proper statistical test, which allows to classify the experimental data into one scenario or another using quantitative confidence level. Under the null hypothesis that the data comes from FBM, we examine the value of the statistic
Here, V m ͑1/H͒ ͑T͒ and V n ͑1/H͒ ͑T͒ are the partial sums Eq. ͑6͒ calculated for the empirical trajectory. Note that under the null hypothesis the difference D m,n should be small for large enough m and n. Therefore, the null hypothesis is rejected at confidence level ␣ , if
where V m ͑1/H͒ ͑T͒ and V n ͑1/H͒ ͑T͒ are the partial sums corresponding to FBM, i.e., V n ͑1/H͒ ͑T͒ = ͚ j=0
1/H , and similarly V m ͑1/H͒ ͑T͒. The constant D ␣ depends on the parameters m , n , ␣ , H , T and , however, it can be easily found via Monte Carlo method. We applied the above statistical test to all the experimental trajectories longer than 2 9 = 512 points. The obtained p values are shown in Fig. 3͑a͒ . We see that only p value corresponding to the first trajectory is less than the confidence level ␣ = 0.05. For all the other trajectories there is no reason to reject the null hypothesis that the data follows FBM. Moreover, in some cases ͑trajectories 2 and 9͒ p-values are of very significant size ͑close to 0.7͒. The statistic D m,n was calculated here for the parameters m =7, n =10 ͑if the trajectory was longer than 2 10 = 1024 points͒, or m =6, n =9 ͑if the trajectory was longer than 2 9 = 512 points and shorter than 2 10 = 1024 points͒. We have also performed the test for different parameters m and n. The results were very similar.
Under the null hypothesis that the data comes from CTRW, the following statistic should be investigated
Here, V m ͑2͒ ͑T͒ and V n ͑2͒ ͑T͒ are the partial sums corresponding to the empirical trajectory. Now, under the null hypothesis the distance E m,n should be small for large enough m and n. Consequently, the null hypothesis is rejected at confidence level ␣ , if
where the constant E ␣ is derived from
Here, V m ͑2͒ ͑T͒ and V n ͑2͒ ͑T͒ are the partial sums corresponding to the CTRW process, i.e., V n ͑2͒ ͑T͒ = ͚ j=0
2 , and similarly V m ͑2͒ ͑T͒. Since it is not easy to find the distribution of the difference ͉V m ͑2͒ ͑T͒ − V n ͑2͒ ͑T͉͒, the constant E ␣ should be determined via Monte Carlo method.
The above statistical test was applied to the same experimental trajectories as before. All the obtained p-values ͓see Fig. 3͑b͔͒ did not exceed the confidence level ␣ = 0.05. Therefore the null hypothesis, that the data comes from CTRW, should be rejected. The statistic E m,n was calculated here for the parameters m =7, n =10 or m =6, n = 9, depending on the length of the trajectory.
V. CONCLUSIONS
In this paper, we introduced a test, which is capable of verifying origins of subdiffusive dynamics in confined systems. The test is based on the analysis of p variation. The proposed method is very easy to implement ͑no estimation of parameters is necessary, except from the subdiffusion exponent ␣͒, universal ͑it works for finite and infinite systems, with or without external potential͒, it requires only one appropriately long trajectory of the experimental data. We have applied the test to the empirical Golding-Cox data under the assumption of finite system with reflecting boundaries. The test suggests that the experimental data does not stem from the CTRW model, it is more likely that FBM is the underlying process. Additionally, we have quantified our approach by applying the appropriate statistics. We have calculated the FIG. 3 . ͑Color online͒ P values calculated for the Golding-Cox empirical trajectories under the null hypothesis: ͑a͒ that the data comes from FBM; ͑b͒ that the data comes from CTRW. See Sec. IV for the detailed discussion of the results.
corresponding p-values and verified the null hypotheses concerning the origins of the Golding-Cox data. The results of the introduced statistical tests confirmed our previous findings.
Similar conclusions were obtained in ͓15͔, where the case of freely moving particle was considered. However, to reach a more conclusive statement on the FBM origins of the experimental data, an extended statistical analysis is necessary, due to the fact that some of the increments of the GoldingCox trajectories are much heavier than Gaussian ͓23͔.
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Now, since p-variation of K͑t͒ is finite, therefore V n ͑p͒ ͑t͒ converges to V ͑p͒ ͑t͒ Ͻϱ as n → ϱ. Moreover, since K͑t͒ has continuous trajectories, the expression max͉ ...͉ pЈ−p in the last formula converges to zero. Therefore, V n ͑pЈ͒ ͑t͒ converges to zero as n → ϱ.
͑ii͒ Take any pЉ Ͻ p. Assume that V ͑pЉ͒ ͑t͒ is finite. Then, from part ͑i͒ of the lemma, we get that V ͑p͒ ͑t͒ = 0. This leads to contradiction, since V ͑p͒ ͑t͒ is assumed positive. Therefore, V ͑pЉ͒ ͑t͒ must be infinite.
Lemma 2. Let ␤ Ͼ 2. Then, for every r , s Ͼ 0, the following inequality holds
We have f s ͑0͒ = 0. Moreover
which ends the proof.
Proof of the key formula (7)
. From Eq. ͑3͒ we have
as n → ϱ. Thus, the quadratic variation of X is determined only by the sum
as n → ϱ ͓24͔. Now, setting = S t , we get that the two variation of Z ␣ ͑t͒ equals 2KS t . Finally, applying Lemma 1, we obtain formula Eq. ͑7͒. 
Proof of the key formula (8

