Model of neurocontrol of redundant systems  by Frolov, Alexander & Řízek, Stanislav
JOURNAL OF 
COMPUTATIONAL AND 
APPUED MATHEMATICS 
ELSEVIER Journal of Computational nd Applied Mathematics 63 (1995) 465-473 
Model of neurocontrol of redundant systems 1
Alexander Frolov a, Stanislav P, izek b'* 
a Institute of the Higher Nervous Activity and Neurophysiology, Russian Academy of Sciences, Butlerova 5a, 
117865 Moscow, Russia 
b lnstitute of Computer Science, Academy of Sciences of the Czech Republic, Pod voddrenskou vd~" 2, 182 07 Prague 8, 
Czech Republic 
Received 25 November 1994; revised 20 April 1995 
Abstract 
Design of a controller generally requires generation of the inverse transfer function of the plant. In the case of control 
by velocity it involves calculation of pseudoinversion f Jacobian of the plant. This process may be rather complicated in
systems with many parameters. A new method of differential control of redundant systems has been developed. It is based 
on the analogy with the brain function in visual-motor coordination. The proposed scheme simulates both learning and 
operation procedures in living creatures. The method does not require calculation of matrix inverses. The model of 
pseudoinversion f Jacobian is generated as a layered neural network involving a hidden layer with higher-order 
neurons. It is being developed uring the learning process based on the error back-propagation algorithm. Its 
convergence is analyzed for a linear case. The procedure uses differential control, local linearization, and control error 
estimation by a special neural network taught by Hebb's rule. It was tested on a model of a multijoint manipulator. 
Keywords: Differential control; Neurocontrol; Back-propagation learning 
1. Introduction 
Artificial neural networks are now widely used for control of various complex nonlinear systems 
I5, 6, 9]. They promise a good solution for most of the control problems. Learning ability is one of 
their main advantages, and special learning algorithms provide rather good convergence. They do 
not require precise initial mathematical models that can be developed uring the adaptation 
process. Generalization properties ensure solving situations that have not been trained in the 
learning phase. Physical implementations of neural networks offer the advantage of a massive 
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parallelism, that provides a high speed of information processing under the possible low speed 
function of single processing elements in the operation phase. It may also provide a significant fault 
tolerance since the damage of several processing elements may not significantly impair the 
performance of the whole neural network. 
Another general aspect of the belief in a neural network approach is the possibility of 
continuously adding the functional knowledge from neural systems of living creatures to the design 
of artificial neural networks. Recent neurophysiological experiments in visual-motor coordination 
have demonstrated that the activation of some cortical neurons considerably precedes the activa- 
tion of motor neurons. It can be assumed that the plan of movement is generated in special parts of 
the nervous ystem and the reference trajectory is formed in advance [1]. Further, it has been found 
that some neurons of the vision system are sensitive to motion in specific directions that are called 
preference directions. It looks like the three-dimensional coordinate system is transformed by some 
neural network into an n-dimensional system of preference directions [3]. Moreover, the visual 
system is more sensitive to motion velocity than to object location that is especially convenient for 
differential control. Living creatures typically learn to coordinate their motoric systems first by 
generating small motions and analyzing the responses. Then, they learn more complicated move- 
ments by trying to perform them and minimizing the errors [4]. 
Standard control techniques usually require first the development of a mathematical model of 
the plant or its inverse [2]. However, the plant may not be available for complete analysis in some 
cases. Then the neural approach can aid in solving the problem. 
The recent neurophysiological knowledge has been used in the design of a new version of 
a differential neurocontroller [8]. Its basic blocks resemble individual parts of biological nervous 
systems and the proposed scheme simulates both the learning and the operating procedures of 
living creatures. The proposed scheme involves two neural control blocks with higher-order 
neurons that are adapted in the learning process. It has been designed for control of mechanical 
systems by velocity, though it can be generalized for differential control of arbitrary systems. 
2. Scheme of  the neurocontrol ler 
The proposed scheme of the neurocontroller is shown in Fig. 1. It consists of the following 
blocks: F--feedforward control block, B--feedback control block, R- -movement planner, 
I - -  integrator, P - -  plant. 
Here x a, xC(t) and xa(t) are the target, current and desired output vectors of the plant; ~d(t) is the 
desired output vector derivative; c(t)  is the control vector and 6(t) is its derivative; UB(t) and UF(t) are 
the partial control vectors generated by the control blocks B and F; ee is the estimated control 
error; t is the time parameter. 
The variables are processed according to the relations: 
x ~ = P(c ) ,  (1) 
UB = B(c)"  x a,  (2) 
UF = F(c)"  :~a, (3) 
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Fig. 1. Scheme of the differential neurocontroller. 
6 = uB + UF, (4) 
= f6 dt, (5) c 
where x a = x d - x c is the discrepancy between the desired and current output vectors. 
Generally, the plant should be treated as a dynamic system and described by the system of 
differential equations in the case of continuous time, or by the system of difference quations in the 
case of discrete time. However, in many problems the characteristic times of the desired changes of 
the system state are much larger than the time constants of all transition processes in the plant 
itself. Then it is possible to ignore the time delay between the changes of the control signal and the 
corresponding changes of the plant state and to treat the plant as a static system according to (1). 
The movement planner R provides the desired output parameters, i.e., output vector and its 
derivative. In the simplest case, the distance from the target can be determined by the relation 
)~d = ! (xa  __ xd) ,  (6) 
where z is the time constant of the desired changes of the plant state. It is evident hat (6) prescribes 
the exponential decrease of the distance from the target. 
The plant is a nonlinear system. Its state is determined by the control signal c(t) according to (1). 
The control blocks should be also nonlinear structures, but they can be locally linearized. Control 
functions can be supposed to be linear with respect o the output discrepancy x a according to (2) 
and to the derivative of the desired output 2d according to (3). It results in better convergence of
learning process. 
3. Feedback block 
The feedback block B keeps the system stable and ensures that the plant output will reach the 
target x a. It realizes the transfer function (2) and its influence gradually decreases with the 
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improving function of the neurocontroller. The feedback block B can be implemented in a neural 
network and adapted by the Hebbian rule. The chosen control signal c is transformed into the 
plant output x according to (1). Let random and uniformly distributed small disturbances Ac be 
generated around some point c in the control signal space. These disturbances cause the corres- 
ponding small changes of the plant output Ax. The Hebbian learning can proceed according to the 
equations: 
B(c) = ZAB(c), (7) 
AB(c) --~ Ac" Ax ~ . (8) 
The plant output is described by (1) and its differences approximately by 
Ax-  J(c)" Ac, (9) 
where J(c) is the Jacobian of the plant transfer function. Then it can be obtained from (7)-(9): 
B(c) ,.~ ~(Ac" Ac T. JX(c)) (10) 
and due to the uniform distribution of Ac, 
B(c)-  ft. jx  (c), (11) 
where fl is the normalizing constant. Hence, the feedback block B learns the transposed Jacobian 
JX(c) of the plant transfer function in the designated point. If the disturbances of the control signal 
Ac are generated indifferent points of the operational space, then the block B learns the mean value 
of the transposed Jacobian. It can learn the complex nonlinear function given by (11) within the 
whole operational space, if it is implemented in some multilayer neural network, e.g., according to 
Fig. 2 in the next section. 
4. Feedforward block 
The feedforward block F ensures that the plant output will follow the prescribed trajectory with 
the prescribed erivative. It realizes the transfer function (3) and its influence increases with the 
improving function of the neurocontroller. The feedforward block F can be implemented in
a three-layer neural network according to Fig. 2. It contains four subnetworks Fo, Fo, FL, and FN, 
with corresponding matrices of synaptical weights. 
The hidden layer consists of a set of multiplicative units that perform the elementwise 
multiplication. Every multiplicative unit involves a linear input neuron hE, a nonlinear input 
neuron hN, and a multiplicative output neuron hM. The input neurons are activated in the standard 
way 
hL = FL" ~d, (12) 
hN = a(FN'c + ON), (13) 
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Fig. 2. Implementation f the feedforward block F. 
where a is the sigmoidal function and ON is the threshold vector. The output neurons perform the 
elementwise multiplication of input activations 
hM = hL Q hN. (14) 
They can be realized by higher-order neurons. 
The output control signal consists of two functions: 
UF ---- FD" .~d .jr Fo" hM. (15) 
The first part is independent of the control variable c and improves the convergence of learning. 
The second part is dependent on the control variable c, reflects the plant nonlinearity, and ensures 
high accuracy of learning. The feedforward block F can learn according to the error back- 
propagation procedure [10] that minimizes the output error by steepest descent method. However, 
the output control error e~ is not expressed explicitely in the proposed scheme, and it must be 
somehow estimated. It can be shown [7] that the error of the plant output derivative ~ is back 
propagated through the plant according to 
ee = JT (c ) 'e~,  (16) 
where ex = )~d _ ~¢ = .~A. Derivative of (2) gives 
ft. _~ ft. jT(c). ~a (17) 
and, therefore, the output control error can be estimated by 
ee ,-~ tia. (18) 
It is obvious, that learning of the feedforward block F requires the aid of the block B, that must 
have learned in advance, and that estimates the output control errors. The learning process is 
performed on the control structure presented in Fig. 1. Targets must be chosen in the working 
output space of the plant. The control problem is solved through time for sequences of random 
trials. Matrices of synaptical weights of the subnetworks presented in Fig. 2 are adapted according 
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to the error back-propagat ion algorithm. The utility function is chosen as the total square error: 
U = Y, lleel[ z (19) 
and its minimization according to the steepest descent method requires the changes of individual 
synaptical weights w~j generally according to the negative gradient 
g(wij) "~ ;:d" eei. (20) 
In the presented scheme, it leads to the following relations: 
g(FD) "-' fiB" (~d)T, (21) 
g(ro) "~ fiB" (hM) T , (22) 
O(FL) '~ (((Fo) T" fiB) ® hN)" (2~d) T , (23) 
g(FN) "~ (((Vo) T" fiB) (~) ho)" (c) T , (24) 
g(0N) "" ((Fo)T" fiB) ® ho,  (25) 
hD = hL ® hN ® (1 -- hN), (26) 
where hL, hN, hM are given by (12)-(14). The convergence of the learning process may be improved 
by using the learning with momentum [10]. It results generally in the relation 
dzY  dY  
Ty "-d- ~-  + -~- = av'g(Y) ,  (27) 
where Y stands for FD, Fo ,  FL, FN and ON; Ty and ~r are the learning parameters for the 
corresponding subnetwork. The initial states of the matrices FD, Fo, FL, FN and the vector 0 can be 
arbitrary, but the matrices FL and FN must not be zeroes. 
The operation of the whole system can be described according to (1)-(5) by the differential 
equation 
~c + J(e)" B(c)" x c = J(c)" B(c).  x d + J(c) .  F(c).  S: d . (28) 
As B(c) ,~ JT(c) according to (11), the product d(c). B(c) is a positive definite matrix and the control 
is stable. 
The convergence of the learning process can be analyzed for a linear case. Let the linear transfer 
functions of the blocks P, F and B be determined by the matrices P, F and B, respectively. Then 
x = P. c, d = P, B = ft. pT  UF = F" 2~ d and UB = B" x a, where the constant fl specifies the gain of 
the feedback loop. It is evident hat the block F in Fig. 2 is reduced to the linear subnetwork F D and 
its learning is described by (27) for 
gJ according to 
@=P'F - -E ,  
q, = (x  d _ xO) .  
Y = FD. Let us introduce the matrix variables q~ and 
(29) 
(30) 
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where E is the unit matrix. Then (17), (21), (27), (28) and derivative of (30) and (6) give 
d24) d4) pT 
T.-d-~ + --~-[ + ~. fl. P. " [fl" P" PT" ~' + 4)" ~d'(~d)T] = o, (31) 
dq /
- -  + (E/z + f l ' P 'PT) "  T + ~'~d'(.~d)T = 0. (32) 
dt 
The variable ~d is related to the operational process. It varies significantly during every 
movement in every trial with the time constant z. On the other hand, the variable 4) is related to the 
entire learning process. It changes relatively slowly and should not follow steep variations in 
individual movements. All time constants of the variable 4) are supposed to be large in comparison 
with the time constant z of individual movements. Then statistical dependences between variables 
and 4) can be neglected. The variable ~ consists of fast and slow components having, respectively, 
small and large time constants and being related, respectively, with the variables ~ and 4). 
Let us average (31) and (32) for a limited series of movements and denote the mean values of 
4) and ~P by 45 and ~P. As the variables ~ and 4) are supposed to be statistically independent, we can 
put 
4). ~d. (~d)T = 45. :~d. (~d)T. (33) 
AS the learning trials are generated randomly and uniformly, we can write ~d. (~a)T = v2.E, 
where v 2 is the mean square of the desired output vector derivative for any coordinate. Then (31) 
can be averaged to 
d245 d45 
T'--d-iT + --d~ + ~. fl. p. pT. F fl. p.  pT. ~p + v2.45] = 0. (34) 
When averaging (32) for a series of movements, we can ignore the fast component of ku and put 
(E/z + f l 'P 'PT)" ~p + v2.45 = 0. (35) 
The characteristic equations of the system (34) and (35) split into a set of characteristic equations 
for eigenvalues/~ according to the relation 
T./~2 + p + ~.fl.v2.2i/(1 + f l 'z.2i) = 0, (36) 
where Zi is the ith eigenvalue of the matrix product P. pT. It is obvious that the learning process is 
stable, as the real parts of all eigenvalues/~ are negative. However, the validity of (33) requires that 
I#l'r<<l for all eigenvalues. This can be achieved e.g., by increasing the parameter T, what 
improves the learning stability, but generally deteriorates the learning rate. Therefore, the proper 
values of the learning parameters must be chosen as a compromise between the rate of learning and 
its stability. 
Finally, an algorithmic summary is presented to aid in the development of a computer model of 
the neurocontroller. 
(1) The dimensionality ofthe control signal c and of the output state x are given by the plant (1); 
working space size is given by the task to be solved. 
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(2) Teach the feedback block B by the Hebbian rule (7), (8). The learning points should be 
located throughout the working space, small distributions Ac should be generated uniformly in all 
coordinates of the control signal c. Choose the normalizing constant fl - 1. 
(3) Initialize the feedforward block F. Choose the number of the hidden units h. State the 
learning constants T >> 1, e << 1 and define the matrices of synaptical weights as random ones (27). 
Choose the time step At << 1, that reflects the computer digitization of the continuous process. 
(4) Teach the feedforward block F by the error back-propagation learning. Generate randomly 
trajectories inside the working space with the time constant z - 1 (6). For every time step compute 
the output error A2 = 2 d _ 2 c and adapt he matrices of synaptical weights according to (21)-(27). 
Compute the average square root error for several movements. Finish the learning process when 
the total error is small enough. 
5. Numerical experiments 
The differential neurocontroller described above was tested by a computer in two numerical 
experiments. The first one analyzed relations between the rate and stability of the learning process; 
the second one tested the influence of nonlinearity. 
A linear plant with a random transfer matrix with dimensions 3x 6 was used in the first 
experiment. The rate of the learning process was analyzed in dependence on the system parameters 
presented in (36). It was found that I1 05 l[ decreases exponentially with the time of learning if 
t /= I/~lmax" V<< 1. The rate of learning, i.e., the exponent of the decrease of I10511, is approximately 
equal to the minimal eigenvalue I/~lmi, of the system (36). The rate of learning increases propor- 
tionally to increasing I~tlmin. However, increase of I~tlmin generally results in increase of t/, what 
causes discrepancy between I#lmin and the rate of learning. This discrepancy increases until q -~ 1. 
Then the convergence of the learning process fails. 
The second experiment treated with a two-links nonlinear model of the arm with six degrees of 
freedom in three-dimensional space. Eight multiplicative units were used in the hidden layer of the 
block F. It was found that for the small size of the operation space, i.e., when the plant can be 
approximated by a linear system, the convergence of the learning process can be described in the 
same way as in the linear case. When the size of the operation space increases, the nonlinear 
subnetworks must be taken into account and all relations are rather complicated. Nevertheless, 
a high rate and accuracy of learning may be gained if the parameters ofthe neural nets are were well 
tuned. The convergence depends on the form of the transfer function F(c) of the feedforward block 
F. If only the linear function is used (i.e., Fo = 0), then the convergence is good, but the error stays 
relatively high. If only the nonlinear function is used (i.e., FD = 0), then the convergence of the 
learning process may be slower and sometimes even nonmonotonic. The use of both the linear and 
nonlinear functions gives a good convergence and small errors. 
6. Conclusion 
The proposed structure of the differential neurocontroller has several advantages. Control by 
differences causes the architecture to be relatively simple. The plant is locally linearized, which 
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results in a good convergence of the learning process. The developed procedure of the design does 
not require any calculation of a matrix inversion. The transfer function of the plant need not be 
explicitly known and learning can be performed by using the real plant. 
The plant has been treated as a static system that suits to large time constants of desired output 
changes. If extremely fast output changes are required, derivatives of the plant state (or previous 
states) must be taken into account. This problem is to be solved in the next work. 
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