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Deconvolution serves as a computational means of re-
moving the effect of optical aberrations from recorded
images and is employed in many technical and scien-
tific fields of study. In most imaging scenarios the na-
ture of the blurring kernel or point-spread function
(PSF) of the imaging system is unknown and both the
object and PSF can be estimated using different forms
of mathematical optimisation. The Tangential Iterative
Projections (TIP) algorithm is a multi-frame deconvo-
lution framework where multiple images can be com-
bined to obtain a single estimate of the object. It is
shown here that this framework may be also used for
single-frame deconvolution with a few modifications
to the algorithm. This step from multiple to one frame
is non-trivial and greatly improves the applicability of
the TIP framework to most imaging scenarios. © 2018
A single-frame blind deconvolution is a ill-defined inverse
problem that can be solved by the minimisation of the follow-
ing general metric function, here one follows roughly after the
approach by Sroubek & Milanfar [1]:
min
h,o
||i− h ∗ o||2 + λhQ(h) + λoR(o), (1)
where h, o, i ∈ RN×N and represent the point-spread function
(PSF), the object and the image respectively. The functions Q(h)
and R(o) are regularisation functions with their Lagrange mul-
tipliers λh and λo respectively and allow the solution of the
optimisation to be steered to a realistic solution, as there are
infinitely many combinations of h and o that may satisfy this
minimisation for λh = λo ≡ 0. For example, the trivial solution
of the latter problem gives h = δ and i = o; however, since one
knows a priori that this is not the ground truth it is possible to
constrain the optimisation to look for other compatible solutions.
Following Ayers and Dainty [2], it is possible to do alternat-
ing “projections” [3] and solve this problem without explicit
minimisation of the metric in Eq. 1. Instead, a series of pro-
jections are made between allowed sets for the object and the
PSF. These projections constrain the solutions to the alternating
minimisation of o and h to be real, non-negative and for h to
have specified spatial extent, also called limited support.
It was shown in the authors’ previous work Wilding et al. [4]
that it was possible to use an alternating minimisation frame-
work to elucidate both the point-spread functions (PSFs) and
the object in a multi-frame blind deconvolution problem [5],
this framework is called Tangential Iterative Projections (TIP).
The aforementioned choice of constraints has already known to
provide a unique and noise-robust solution in this case [6].
The purpose of TIP was to be able to quickly and robustly
deconvolve fluorescence microscopy images [7] with minimal
noise amplification and using the minimal possible a priori in-
formation to obtain reliable estimates of the ground truth, i.e.
the PSFs and fluorescence distribution that are really present.
Following this logic, the only tuning parameter in TIP was the
support size of the PSFs. The lack of a priori information, how-
ever, meant that the TIP framework was not able to perform
single-frame deconvolution. Evidence of this failure was explic-
itly shown in the Discussion section of Ref. [4] and the purpose
of this article is to propose modifications to the previously pre-
sented TIP framework to make it compatible with single-frame
blind deconvolution problems.
The problem forthwith is addressed as a feasibility problem
after Byrne [8] and the result of optimisation is that the solutions,
hˆ and oˆ, lie then inside their feasible sets. Feasibility does not
imply correctness and it is still possible that a solution whilst
fitting inside the feasible set does not correspond to the ground
truth. These sets are namedH for the PSF and O for the object
and their properties are based on the physical parameters of
incoherent imaging. The mathematical operations involved in
the process may be called projections: P1, . . . ,P4 and are shown
schematically in Fig. 1(b).
It may be seen that a multi-frame (MF) blind deconvolution
problem is in fact actually a single-frame (SF) blind deconvolu-
tion problem with a special set of constraints on the object. If one
imagines that the set of images are taken in a temporal series,
one acquires a three-dimensional dataset where the object is
δ-function in the temporal dimension or constant spectrally, i.e.
(i1, . . . , iN) = (o, 0, . . . , 0) ∗ (h1, . . . , hN) = (o ∗ h1, . . . , o ∗ hN).
This spectral constraint provides a finite-support constraint on
the object and enables the MF problem to be solved with greater
ease than the SF problem.
Likewise, it follows that if a MF problem can be converted
to a SF problem, the same vice versa is possible. To solve the SF
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problem with the TIP algorithm, therefore, it is converted it to a
MF problem. This may be done in the following manner; firstly,
the input image is split into a number of pseudo-patches P× P.
These take the place of the multiple input images, they shall
be labelled ip with corresponding object distribution op. The
isoplanatic case is considered and therefore, all these P2 patches
have the same PSF h. The posed problem of Eq. 1 in the Fourier
domain with x = F{X} becomes:
min
H,Op
∣∣∣∣∣
∣∣∣∣∣ P
2
∑
p=0
Ip − H ·Op
∣∣∣∣∣
∣∣∣∣∣
2
,
s.t. h ∈ H
op ∈ O
(2)
In the original MF problem, the constraints applied to the object
and PSF are the same. There is a non-negativity constraint, a
finite-support (for the object in the temporal dimension) and nor-
malisation. In the current case, one imagines that these patches
are the “temporal” direction, as if one illuminated the object in
sections. In this way, the role of the object and PSF are reversed
in the algorithm compared with Ref. [4]. Since the PSF is now
constant in “time”.
One has now achieved a set of input images with the same
PSF but different objects, this is however, not enough for good
convergence properties. There needs to be a finite-support con-
straint on the object, as with the MF problem. The problem here
is that for the majority of images there is no finite support on
the object present. It has been necessary, therefore, to find a
method to introduce some finite support to the set O. A simple
and effective way to do this is by introducing apodization and
creating a non-binary mask mp.
In Fig. 1(a) it may be seen how for an example image the
SF can be decomposed into a set of images using these masks
mp. The reconstruction process follows the process summarised
diagrammatically in Fig. 1(b), and may be seen to be similar to
the outline given in Ref. [4], with the variables O and H reversed
and a new step introduced to explicitly apply the finite-support
to the object.
The end goal of this process is to identity the PSF h from the
multiple observations, this can then be used to deconvolution
the original single-frame to acquire the full object. In SF prob-
lems noise-amplification at spatial frequencies where the OTF is
small causes significant reconstruction artefacts. Mathematically,
when considering the spectra with additive noise W:
I = H ·O+W,
O =
I −W
H
,
H → 0, O = 0−W
0
→ ∞,
(3)
where the presence of zeros in the OTF are the biggest source of
error in the reconstruction of the object. When there are multiple
OTFs this can be reduced by MF techniques, since the multi-
frame linear deconvolution filter has the following form for N
independently acquired frames In:
O =
∑Nn=1 In · H¯n
∑Nn=1 |Hn|2 + e
, (4)
and in the presence of phase or amplitude diversity the
∑Nn=1 |Hn|2 term in the denominator ensures that there is no
division by small numbers, reducing the noise amplification.
Fig. 1. (a) An illustration of the process of converting the SF
problem to a quasi-MF deconvolution problem. (b) The mathe-
matical operations of the SF-TIP algorithm.
When using multiple objects, however, it is not immediately
obvious why this would help to condition this inverse operation.
One thing that is clear, is that it is not possible from the single-
frame to reintroduce the information lost in the regions where I
and H are close to zero.
Nevertheless, the main idea is that mathematically the prob-
lem of finding the object with multiple PSFs and finding the PSF
based on multiple objects is in functionally equivalent, if the
same constraints can be applied, therefore, by introducing an
illumination constraint, here computationally introduced, the
PSF can be observed multiple times.
The OTF is then given by:
H =
∑P
2
p=1 Ip · O¯p
∑P
2
p=1 |Op|2 + e
, (5)
and the performance of the technique, therefore, depends on the
“diversity” of the regions with the image, so that ∑P
2
p=1 Ip · O¯p →
0 ⇒ ∑P2p=1 |Op|2 > 0. This arises due to the masking, with
Mp = F−1{mp}, it can be seen that Ip = Mp ∗ I and for a
good choice of mask Op ≈ Mp ∗O, this yields the following
expression for the OTF:
H ≈ ∑
P2
p=1(Mp ∗ I) · (Mp ∗ O¯)
∑P
2
p=1 |Mp|2 ∗ |O|2 + e
, (6)
and the convolution on the bottom of this expression allows
the PSF to be recovered without noise amplification. It is worth
noting that acquiring frames with different illumination but a
static aberration would be better suited for this procedure.
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Fig. 2. (a) Inset of (d) the aberrated input image. (b) Decon-
volved object result using the PSF in (e) as retrieved by the
SF-TIP algorithm. (c) Object used to generate the image. (d)
Full input image. (e) Reconstructed PSF. (f) Ground truth PSF.
The object spectra Op are then found by the next projection:
Op =
Ip
H
=
Mp ∗ I
H
, (7)
and by iterating between these two projections, via the necessary
constraints, a set of linear filters with mutual fidelity 1/{Op}
and 1/H may be elucidated, which have minimised the amount
of energy outside of the support constraints.
The algorithm may be demonstrated first through a numeri-
cal simulation, so that it is possible to know with certainty what
the object and the PSF are. The case of isoplanatic imaging it is
assumed the PSFs are generated by using a normally distributed
set of 20 Zernike polynomials [9] to give the simulated PSF.
The USAF-1952 test target is used as an object and convolved
with this PSF yielding an aberrated image, which is constrained
to have a 16-bit image depth with no additive noise. This image
is then run through the SF-TIP framework for 100 iterations and
the estimated object and PSF are output.
In Fig. 2 one sees the results of this test. The top row (a)-(c)
shows the central region-of-interest in the image given in full in
(d), the ground truth object and PSF (c) and (f) are shown and
can be compared with the retrieved (b) and (e).
Fig. 2(a) shows that the image is aberrated and that resolution
has been lost due to the convolution with the PSF in Fig. 2(f).
The deconvolution result is given in Fig. 2(b) and when it is
compared with the ground truth object in Fig. 2(c) one observes
that the two are qualitatively similar. The key points here are: the
resolution of the original object has been restored, the aberration
has been compensated for, and there are no strong numerical
artefacts from the process.
If one now considers the PSF given by the deconvolution
through SF-TIP, shown in Fig. 2(e) and compares with the
ground truth PSF given in Fig. 2(f) one can conclude once again
there is qualitative agreement. The SF-TIP is able to identify the
PSF used in a single-frame.
To get a picture of the quantitative agreement one can look
at the convergence properties of the algorithm. This will be
treated through numerical simulations rather than mathematical
analysis. A diverse set of aberrations, made from the set of
Fig. 3. The mean PSNR of the PSF for 100 different image-PSF
pairs deconvolved using the single-frame TIP framework. The
error bars show the standard deviation.
Zernike modes, giving rise unique PSFs are convolved with an
object source to give a set of images of 16-bit depth.
Each of these images are independently deconvolved using
the process described in Fig 1, and the Peak Signal-to-Noise
Ratio (PSNR) is recorded at each step by comparing the current
PSF estimate with the PSF used to generate the image, no addi-
tive noise is added to the images. The PSNR is defined in the
following manner for an image with N pixels:
PSNR = −10 log10
{
1
N ∑ |h− hˆ
(k)|2
}
(8)
In Fig 3 the results of this for 100 iterations of the algorithm
are shown. From this it can be concluded that for a particular
image there is no certainty the algorithm will converge to the
ground truth. The general trends, however, can be observed by
looking at these results statistically. The algorithm will most of
the time produce an improvement in the PSF PSNR between
5–7 dB with the average being an 6 dB increase. Note here, this
is not strictly speaking convergence in the sense of difference
between successive iterations, i.e. |hˆ(k+1) − hˆ(k)|, but instead a
measure of the algorithms convergence to the ground truth. The
comparison of the PSF with the ground truth PSF is the best
comparison for the algorithm performance, since information
above the bandwidth is lost in the images.
The MF-TIP algorithm was shown to be successful in decon-
volving image data from a variety of sources, here one of these
sources shall be considered: horizontal imaging. A 5 cm ama-
teur telescope is used to acquire images through atmospheric
turbulence on a day where the Fried parameter r0 < 5 cm, i.e.
there are aberrations to correct in the images.
A region-of-interest (ROI) is displayed in (e) to (f) from the top
images (a) to (c) respectively. For comparison with an existing
blind deconvolution method the algorithm from Kotera et al.
[10] has been used because the MF-TIP algorithm was compared
with a MF-variant and the code was available as a MATLAB
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Fig. 4. (a) Experimental frame from a horizontal telescope.
(b) The SF-TIP deconvolved object. (c) The result using the
algorithm from Kotera et al. [10]. (d) A zoomed region of the
experimental frame region-of-interest (ROI) shown in (a). (e)
The same region as (b) from the SF-TIP deconvolved object. (f)
The same region as (c) from the Kotera et al. [10] deconvolved
object.
code online; it shall be called MLE after Maximum Likelihood
Estimation.
In the results, one observes that both are able to perform
the blind deconvolution, but the SF-TIP produces a sharper
result with less filtering artefacts. The results qualitatively look
similar to those made in the MF-TIP article [4] with MF-variant
of Sroubek & Milanfar [1].
Whilst in the experimental case it is impossible to compare
the ground truth, it is possible to note that the image has gotten
sharper and there are details present that where not present
in the original image. There also does not appear to be any
significant artefacts from the deconvolution process, e.g. ringing.
From the numerical simulations, the convergence analysis
and experimental testing, it is possible to conclude that SF-TIP
is able to solve the blind deconvolution problem states in Eq. 1.
The step from using multiple frames to a single frame has not
been trivial step the elucidation of the schema in Fig. 1, deemed
to be the pivotal breakthrough.
Whilst the TIP framework has been shown to work for the
single-frame case, it should be noted there are fundamental limi-
tations to this type of deconvolution. Namely, it is impossible
with one measurement to make an empirical observation of the
ground truth. In the multi-frame case, the TIP framework is
able to extract the information from the diverse observations —
where the best result is obtained when the sum OTF spectrum
has no zeros — i.e. all information has been transmitted. On the
other hand, in the single-frame case this missing information is
inferred via the assumed a priori.
The SF-TIP procedure is not found to require more iterations
to extract the PSF and the object from the image than is seen
with MF-TIP. Since multiple frames are used the computational
load of SF-TIP is similar to the MF-variant.
Moreover, it may be concluded that under certain situations
the advantages of single-frame deconvolution negate the down-
sides of less reliability. Fundamentally, there is an implicit or
explicit cost associated with the acquisition of frames in many
disciplines and reducing this to the absolute minimum is there-
fore, a major positive step. Secondly, multiple frames are only of
any benefit if it is possible to perturb the OTF of the system, or if
there is naturally occurring diversity such as turbulence. Single-
frame deconvolution does not require this added diversity ele-
ment and therefore, it is applicable in all imaging scenarios and
situations.
With that said, the nature of TIP in general is that it does not
perform well on sparse images, such as star fields, this is because
there is not enough information in the spectrum to separate H
from O. Given in SF-TIP that one uses the assumption that the
image spectrum has a particular composition, this enhances the
problem and therefore, SF-TIP should only be used on extended
source images, such as microscopy or horizontal imaging.
To conclude this letter, in the author’s previous work a MF
blind deconvolution algorithm called TIP was presented. It was
shown in this work that it could not deconvolve SF blind de-
convolution problems due to lack of a priori information. In
this letter, a methodology that allows the TIP framework to be
successfully applied to single-frame images has been demon-
strated with numerical and experimental results. This greatly
widens the applicability of the framework developed in Wilding
et al. [4] allowing it be applied in any imaging system for the
compensation of aberrations when imaging extended sources.
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