The approximation ratio has become one of the dominant measures in mechanism design problems. In light of analysis of algorithms, we define the smoothed approximation ratio to compare the performance of the optimal mechanism and a truthful mechanism when the inputs are subject to random perturbations of the worst-case inputs, and define the average-case approximation ratio to compare the performance of these two mechanisms when the inputs follow a distribution. For the one-sided matching problem, Filos-Ratsikas et al. [21] show that, amongst all truthful mechanisms, random priority achieves the tight approximation ratio bound of Θ( √ n). We prove that, despite of this worst-case bound, random priority has a constant smoothed approximation ratio. This is, to our limited knowledge, the first work that asymptotically differentiates the smoothed approximation ratio from the worst-case approximation ratio for mechanism design problems. For the average-case, we show that our approximation ratio can be improved to 1 + e. These results partially explain why random priority has been successfully used in practice, although in the worst case the optimal social welfare is Θ( √ n) times of what random priority achieves. These results also pave the way for further studies of smoothed and average-case analysis for approximate mechanism design problems, beyond the worst-case analysis.
Introduction
Algorithmic mechanism design [35, 36] deals with optimization problems where the input is provided by self-interested agents that participate in the mechanism by reporting their private information. If it best serves their purpose, they might have incentives to report false information. The goal of the designer is to motivate agents to always report truthfully. At the same time, the mechanism designer aims to optimize some objective function over the agents' reports, subject to a polynomialtime implementability constraint. Examples of applications include scheduling problems [17, 28, 29] , facility location problems [22, 39] , kidney exchange problems [6] , assignment problems [19] , onesided matching [21] , resource allocation [24] , and auction design [3, 4, 26, 30, 34] . For a more detailed investigation, we refer the reader to [37] . The canonical measure of evaluating how well a truthful mechanism approximately optimizes the objective is the approximation ratio [39] . Given any instance, the approximation ratio compares the performance of the optimal mechanism (which always outputs an optimal solution but is not necessarily truthful) against the performance of a truthful mechanism. The worst-case ratio is the largest value of this ratio, amongst all possible inputs.
The difference of mechanism design to algorithm design is the additional constraint of motivating agents to act truthfully in the mechanism. In algorithm design problems, in contrast, the inputs are not controlled by rational agents, and the worst-case time complexity is one of the dominant measures to evaluate the performance of algorithms. However, this is a very pessimistic measure. On one hand, if it is possible to obtain a small worst-case complexity, then it is a very strong guarantee on the performance of the algorithm no matter what input is given. On the other hand, there are algorithms that perform well in practice but have a high worst-case complexity bound. To address this disparity, the average-case time complexity of an algorithm is an alternative measure to the worst-case complexity; it measures the time complexity of the algorithm, averaged over all possible inputs when they follow a certain distribution. The main motivation of studying averagecase complexity is that some algorithms may have to run for a high-order polynomial-time or even exponential time in the worst case, but the input for this to happen may rarely or never occur in practice. So instead of only focusing on unrealistic worst-case instances, researchers consider the performance of the algorithm on average. One criticism to average-case complexity, however, is that it requires assumptions about the distribution of inputs, and these are not guaranteed to hold in practice. Even for the same algorithm, when it is applied to different application areas, the real-world distribution may vary. In light of this, smoothed complexity is a hybrid of the worst-case and average-case analysis that inherits advantages of both. Specifically, it measures the expected performance of algorithms under slight random perturbations of the worst-case inputs. If the smoothed complexity of an algorithm is low, then it is unlikely that the algorithm will take a long time to solve practical instances whose data are subject to slight noise and imprecisions. Although average-case and smoothed analysis are usually more complex than the worst-case analysis, they provide different measures from the worst-case complexity.
In this paper, we extend the classical worst-case approximation ratio analysis of mechanisms to the smoothed approximation ratio and average-case approximation ratio analysis. Average-case approximation ratio, on average, measures the performance of a truthful mechanism in approximately maximizing social welfare (or minimizing social cost) against the performance of the optimal mechanism; the smoothed approximation ratio compares the performance of these two mechanisms when the inputs are subject to random perturbations of worst-case inputs. Therefore, the central questions in smoothed analysis and average-case analysis in mechanism design framework are:
Given a mechanism design problem, in case the worst-case approximation ratio is asymptotically large, are there any mechanisms that achieve a constant smoothed approximation ratio and a constant average-case approximation ratio? Given a concrete mechanism for the problem, does it have a constant smoothed approximation ratio and a constant average-case approximation ratio?
As a first step of extending the worst-case analysis to the smoothed and average-case analysis in mechanism design, we study the problem of approximate social welfare maximization (without money) in the one-sided matching settings (also referred to as the house allocation problem). These settings consider the fundamental resource allocation problem of assigning items to agents, such that each agent receives exactly one item. It has numerous applications, such as assigning workers to shifts, students to courses, and patients to doctor appointments. In this problem, agents are asked to provide their preferences over items. In game-theoretic terms, these are the agents' von Neumann-Morgenstern utilities [49, 50] . Social welfare is the sum of all agents' utilities. It is easy to see that agents, as self-interested identities, have an incentive to misreport their preferences if they can benefit from this behavior. The random priority mechanism, apart from being truthful, also satisfies the desirable properties of anonymity and ex-post Pareto efficiency. In term of social welfare maximization, Filos-Ratsikas et al. [21] show that amongst all truthful mechanisms, random priority achieves the worst-case approximation ratio tight bound of Θ( √ n). That is, random priority can guarantee an upper bound of O( √ n) and there is a worst-case instance on which no mechanism can do better than Ω( √ n). Nevertheless, the tight bound instance has a very unique structure such that it is very unlikely to happen in practice. Therefore, we are in great request to understand how well random priority performs on average, when the instances are sampled from a certain distribution. How well it performs under some random perturbations of the worst-case inputs? We address these questions in this paper.
Our contribution
To the best of our knowledge, this is the first work that asymptotically differentiates the smoothed approximation ratio from the worst-case approximation ratio for mechanism design problems. In particular, we show the following results:
• The random priority mechanism has a constant smoothed approximation ratio.
• The average-case approximation ratio of random priority is upper bounded by a constant 1 + e, when agents' valuations are drawn from the uniform distribution U(0, 1).
Our results imply that, although in the worst-case the optimal social welfare is Θ( √ n) times of the social welfare attainable by random priority, under polynomial small perturbation around the worst-case inputs and on average, random priority achieves a constant factor of the optimal social welfare.
In [21] , the tight bound examples for the worst-case approximation ratio have a unique structure where the preferences of all agents over the items have the same ordering, and the values are all close to either 1 or 0. From the average-case perspective, these examples rarely happen if the valuations are independently and identically drawn from a uniform distribution. From the smoothed analysis perspective, this unanimous ordering would break up after any random perturbation. This is the high-level intuition behind why the smoothed and average-case approximation ratios could be asymptotically different from the worst-case approximation ratio.
Related work
Spielman and Teng [43, 44] first propose the methodology of smoothed analysis of algorithms with the attempt to explain why the simplex algorithms usually run in polynomial time in practice. They start with the shadow-vertex pivot rule and show its polynomial smoothed complexity. Since then, smoothed analysis has been studied on a variety of different problems and algorithms, including linear programming [11, 40, 44] , online and approximation algorithms [9, 10, 41] , searching and sorting [7, 23, 31] , game theory [14, 16] , local search [5, 20] , clustering and knapsack problem [32] . A comprehensive survey can be found in [45] .
For average-case analysis of algorithms, different results have been obtained in, for example, quicksort for sorting problem [18] and the simplex algorithm for solving linear programming [13] . We refer the reader to [48] for a comprehensive survey.
In the presence of incentives, the one-sided matching problem was originally defined by Hylland and Zeckhauser [27] , and has been studied extensively ever since [12, 19, 33, 46, 51] . We refer the interested reader to surveys on this problem [2, 42] . The random priority mechanism, also known as random serial dictatorship, has been extensively studied [1, 12, 47] . It has also been widely used in practice, for example, the supplementary round of school student assignment mechanism in New York City, is shown to be equivalent to a random priority mechanism [38] .
In the Bayesian auction design literature [15, 25] , the focus is on how well a truthful mechanism can approximately maximize the expected revenue, when instances are taken from the entire input space. More specifically, the dominant approach in the study of Bayesian auction design is the ratio of expectations. One disadvantage of this approach is that it does not directly compare the performance of the two mechanisms on specific inputs. To address this problem, in what follows, we present a different approach, the expectation of the ratio, and compare them in more detail.
Preliminaries
We study the one-sided matching problem that consists of n agents and n indivisible items. All the agents are endowed with von Neumann -Morgenstern utilities over the items. The VNM utility theorem states that any rational agent whose preference satisfies four axioms, namely completeness, transitivity, continuity, and independence, is endowed with a utility function to represent its preference. These agents report their preferences to a mediator; based on their report, the problem is to allocate items to agents, according to a random permutation such that every agent receives exactly one item.
In this paper, we adopt the unit-range canonical representation of agents' valuation [8, 51] . That is, for the utility a ij of agent i receiving item j, we have max j {a ij } = 1, min j {a ij } = 0, ∀i ∈ [n] 1 . Following this, a valuation profile (or instance) of agents' preferences can be represented by a matrix A = [a ij ] n×n , where row vector a i = (a i1 , . . . , a in ) indicates the valuation of agent i's preference. An allocation is an assignment of items to agents. We denote an allocation by a matrix X = [x ij ] n×n , where x ij indicates the probability of agent i receiving item j. Given any preferences of the agents as input, a mechanism is a mapping from which to an allocation X as output.
We denote the set of all possible instances by A and denote the set of all possible allocation by X . Given a mechanism M and a valuation profile A ∈ A, as well as its allocation X(A) ∈ X , we denote the utility of agent i by u i (X(A)) = j a ij x ij and denote the social welfare by SW M (X(A)) = i u i (X(A)). When the context is clear, we drop the allocation notation and simplely refer them by u i (A) and SW M (A). We note that there is another interpretation of our one-sided matching problem: items are divisible and x ij is the fraction of agent i receiving item j. Since the number of agents is equal to the number of items, and every agent receives exactly one item, the allocation matrix X is a doubly stochastic matrix, i.e., j x ij = 1, ∀i and i x ij = 1, ∀j. According to the Birkhoff -von Neumann theorem, every doubly stochastic matrix can be decomposed into a convex combination of some permutation matrices. Therefore, u i (A) and SW M (A) can be interpreted as expected utilities and expected social welfare in the indivisible items setting, and can be interpreted as exact utilities and exact social welfare in the divisible items setting.
Agents are self-interested and look to maximize their utilities by giving a mendacious preference 1 We note here that our model would be more general and some calculations would be simpler if we drop the constraint maxj {aij } = 1 and minj {aij} = 0, but only require that 0 ≤ aij ≤ 1, ∀i, j ∈ [n]. The only reason to have such a constraint is to follow the unit-range canonical representation of agents' valuation studied in literature.
to the mechanism as part of the input. In approximate mechanism design, we restrict our interest to the class of truthful mechanisms, i.e., the mechanisms in which agents cannot improve their utilities by misreporting. The canonical measure of efficiency of a truthful mechanism M is the worst-case approximation ratio,
where SW OPT (A) = max X∈X n i=1 u i (X) is the optimal social welfare which is equal to the value of the maximum weight matching between agents and items. This ratio compares social welfare of the optimal allocation against social welfare of a truthful mechanism M. Note that the ratio is no less than 1.
Random priority mechanism fixes an ordering of the agents uniformly at random and then lets them pick their most preferred item from the set of available items based on this ordering. It is shown in [21] that random priority achieves the matching approximation ratio bound of Θ( √ n).
This result implies that random priority is asymptotically the best truthful mechanism.
Smoothed and average-case approximation ratios
Analogously to the definition of smoothed complexity of algorithms, we define the smoothed approximation ratio as follows:
where the parameter σ is the size of the perturbation and G = [g ij ] n×n . That is to say, σ||A||G is a matrix of independent Gaussian variables of mean 0 and standard deviation σ||A||. We multiply by ||A|| to relate the magnitude of the perturbation to the magnitude of the input A. We say that a mechanism has a constant smoothed approximation ratio if its smoothed approximation ratio is polynomial only in 1/σ, when the size of the input n approaches infinity 2 . Following the natural of the unit-range representation, we consider the property-preserving perturbation by restricting a natural perturbation model to preserve certain properties of the input. Specifically, the perturbation preserves agents' 0 and 1 valuation and all valuations stay in the interval [0, 1] 3 . Similarly, we define the average-case approximation ratio of mechanisms as follows:
where the elements a ij of input A is chosen from a distribution U. In this paper, we consider the case that agent's values a ij are independent variables and follow the uniform distribution U(0, 1).
For any agent i, since a ij , j = 1, . . . , n, are independent and identically distributed U(0, 1) random variables, the sum n j=1 a ij follows the Irwin-Hall distribution. So,
where ⌊·⌋ is the floor function.
In the following, we contrast this approach to the established literature on Bayesian mechanism design.
Bayesian mechanism design approach
In Bayesian mechanism design, there is also a prior distribution from which the agent types come from, but the objective is to characterize the maximum ratio (for some given distribution of the agent types) of the expected social welfare of a truthful mechanism over the expected social welfare of the optimal mechanism, i.e., the ratio of expectations. That is, the objective is to characterize the ratio r in the following formula,
Thus, the fundamental difference to our approach is that this measurement does not directly compare the performance of the two mechanisms on specific inputs. We discuss this in more detail in the following.
Comparison of the two approaches
We note that the worst-case approximation ratio compares the performance of the two mechanisms on a case-by-case basis. In addition, the smoothed analysis of algorithms is defined as the performance of the algorithm on the worst-case input when it is subject to a slight random perturbation. Therefore, it measures the averaged performance of the algorithm in a small neighbourhood area of an individual input. In essence, both metrics consider a specific input (or some small noise around a specific input). Indeed, our approach is informed by these two metrics.
Average-case approximation ratio and the Bayesian approach each has their strength in measuring how good a truthful mechanism approximates the optimal mechanism. The random priority mechanism for the one-sided matching problem is used for example, in the supplementary round of school student assignment in the New York City once in a while. In this case, we are interested in how likely a truthful mechanism performs well on a particular instance. Therefore, the average-case approximation ratio, which is the expectation of ratio, fits in this need. On the other hand, online auction mechanisms, as the revenue source for Internet businesses, are used one a daily base. In that case, we are interested in how well a truthful mechanism performs comparing to the optimal mechanism when instances are sampled throughout the entire input space. Therefore, the Bayesian approach, which is the ratio of expectations, is more suitable.
We note that our definitions, the expectation of ratio, introduce more technical challenges. As we are interested in characterizing the expectation of a non-linear function (ratio of two variables), we can no longer handle expectations of two different variables separately. Let us take for example when agents' valuations are drawn independently and identically from the uniform distribution U(0, 1). In the Bayesian approach, it is trivial to see that the expected social welfare of the completely random mechanism (by ignoring agents' valuations and allocate items totally random) is n/2, and the expected social welfare of the optimal mechanism is less than n. So the ratio of two expectations is less than 2. However, for the case-by-case comparison in the average-case approximation ratio, it is not directly clear what the ratio would be. In this paper, as a first step, we study the uniform distribution for the average-case ratio and the smoothed ratio. We suspect that different distributions would result in different ratios. In contrast, by the linearity of the ratio in two expectations, in the well-studied Bayesian auction design literature, it is common that positive results hold for a class of distributions, such as monotone hazard distributions [25] .
Smoothed Analysis
In this section we show that random priority has a constant smoothed approximation ratio.
Firstly, let us understand the structure of the profile space A in the unit-range setting. For each agent i with valuations a i = (a i1 , . . . , a in ), it has utility 0 on its least preferred item and has utility 1 on its most preferred item. So there remains n − 2 elements which are random variables following the uniform distribution U(0, 1). Note that there are n(n − 1) possible choices to select n − 2 out of n elements to be random variables, while the other two elements being either 0 or 1. So there are (n(n − 1)) n possible configuration of such random variables. Therefore, we can decompose the sample space A into sets S k , k = 1, . . . , (n(n − 1)) n , where each set S k contains the instances A that the specific two out of n values of a ij , j ∈ [n] are fixed for each agent i.
Given any valuation profile A, its 0 and 1 entries are fixed so it must belong to exactly one of the set S k . Let S(A) ∈ {S k } k∈[(n(n−1)) n ] denote the set where A belongs to. Let H(A) = {(i, j) : a ij = 0 or a ij = 1}, clearly H(A) has 2n elements. Given any set S k and any two instances A 1 and A 2 chosen from S k , it is easy to see that H(A 1 ) = H(A 2 ).
For convenience, denote Γ = (γ ij ) n×n = σ||A||G. The probability density function of Γ is
where K is a constant, |Γ| 2 = n i=1 n j=1 γ 2 ij . Therefore, our problem of characterizing the smoothed approximation ratio of random priority is reduced to computing the upper bound of
where
2σ 2 ||A|| 2 dΓ. As we clarified in the Preliminaries, we consider the propertypreserving perturbation that preserves agents' 0 and 1 valuation and all valuations stay in the interval [0, 1]. Therefore, our integral is taken over the space A + Γ ∈ S(A). We would need the following auxiliary lemma. Lemma 1. For any valuation profile A ∈ A and standard vector norm such as Euclidean norm, p-norm and maximum norm, we have ||A|| ≥ 1.
Proof. In the unit-range setting, we have a ij ≥ 0 and max j {a ij } = 1. Without loss of generality, suppose a st = 1 for some s ∈ [n] and t ∈ [n], then
Our main result of this section is the following. Theorem 1. Random priority has a constant smoothed approximation ratio. That is to say, its smoothed approximation ratio is polynomial in 1/σ, when the input size n approaches infinity.
Obviously, when 1 σ ≥ √ n, since the smoothed approximation ratio is upper bounded by worst-
In the following we focus on the case when
We further divide our analysis into two cases, depending on the size of the perturbation σ and the magnitude of A.
Case 1: σ||A|| ≤ 1. Firstly, the following lemma lower bounds the constant K ′ .
Lemma 2. When σ||A|| ≤ 1, for any instance A and Gaussian perturbation Γ, we have
Proof.
Secondly, given any instance A and its associated set S(A), we further partition the set S(A) into two subsets, according to the value of social welfare of random priority on its elements, namely S c (A) = {B ∈ S(A) : SW RP (B) ≤ n c } and the residual S(A)/S c (A) = {B ∈ S(A) : SW RP (B) > n c }, where 0 < c < 1 is a parameter that will facilitate us to prove our main theorem. Let V(S c (A)) and V(S(A)) be the volume of S c (A) and S(A), respectively. We upper bound the fraction of the elements of the set S(A) for which the social welfare of random priority on its elements is no more than n c . A useful observation here is that, this objective is equivalent to computing the probability that the social welfare of random priority on any instance A is no more than n c , when the agents' values a ij are independently and identically drawn from the uniform distribution U(0, 1).
Lemma 3. Given any n, for every 0 < c < 1, we have
.
Proof. We note that random priority is a truthful mechanism, and it fixes an ordering of agents uniformly at random. Every agent i has a probability of 1/n to be selected first to choose an item, a probability of 2/n to be selected first or second to choose an item, and so on. That is to say, for each agent i, if we sort the items in decreasing order according to agent i's preference, then the allocation vector x i = (x ij ) obtained by random priority would stochastically dominates the vector ( 1 n , . . . , 1 n ). I.e., for every k = 1, . . . , n, it holds that k j=1 x ij ≥ k/n. Therefore, the utility of agent i in any instance A is
Together with the observation noted above, we utilize the Irwin-Hall distribution to prove the lemma.
Combing these two lemmas we can prove our main theorem under this case.
Proof of Case 1 of Theorem 1: Note that when A + Γ ∈ S c (A), we can upper bound
≤ n 1−c , and in all cases
√ n) according to the worst-case approximation ratio result [21] . In addition,
by Lemma 3 we have,
Therefore,
(by Lemma 2)
log n + log(1/σ||A||) log n . According to Lemma 1, we have ||A|| ≥ 1, combining with the assumption 1 σ < √ n, we get that
, which means 0 < 1 − c < 1 2 , as n approaches infinity. Therefore the value of 1 − c is feasible. Then,
So, when σ||A|| ≤ 1 and
Case 2: σ||A|| > 1. We first establish the following lemma to lower bound the constant K ′ in this case.
Lemma 4. For any instance A and Gaussian perturbation Γ, we have
Now we are ready to prove the main theorem under this case. We need to use Lemma 4 and handle the parameter c differently.
Proof of Case 2 of Theorem 1:
(by Lemma 4)
So, when σ||A|| > 1 and
as n approaches infinity.
Combining these two cases we complete our proof of Theorem 1.
Average-case Analysis
In this section we show the average-case approximation ratio of the random priority mechanism can be improved to 1 + e. Firstly, we upper bound the probability of the social welfare of random priority when it is smaller than a value n c , for a certain parameter c.
Lemma 5. Given any n, for every 0 < c < 1, such that
Proof. For any agent i, since a ij , j = 1, . . . , n, are independent and identically distributed U(0, 1) random variables, the sum n j=1 a ij follows the Irwin-Hall distribution. In addition, in the unitrange setting, there exist j 1 and j 2 such that a ij 1 = 1, a ij 2 = 0, so n j=1 a ij ≤ x is equivalent to
where ⌊·⌋ is the floor function. So,
where inequality (1) is due to Stirling's formula. As we have shown in Lemma 3, in random priority mechanism, agent i's utility
where inequality (2) is due to Bernoulli's inequality and the condition that
Hence,
Secondly, we lower bound the probability of the social welfare of random priority when it is lager than 
Next we will use Lemma 5 and Lemma 6 to prove our main result in this section. Essentially, Lemma 5 and Lemma 6 bound the probability of the social welfare of random priority on valuation profile A. By carefully choosing parameter c, we can divide the valuation space into three sets: {SW RP (A) ≤ n c }, {n c < SW RP (A) < n 2 } and {SW RP (A) ≥ n 2 }. We bound the probabilities of instance A falling into each set and the ratios of optimal social welfare against the social welfare of random priority mechanism. Note that in any cases, the worst-case ratio is upper bounded by O( √ n). By adding them up together, we obtain our upper bound of 1 + e. ≤ Pr SW RP (A) ≥ n 2 · n n/2
By our choice of c, we have n 1−c = 2e · n 2 n−2 . So,
= e · n 2 n−2 + 1 + e 2 √ 2π · 1 n 2 · O(n) < 1 + e.
Conclusion and Discussion
In this paper, we extend the worst-case approximation ratio analysis in mechanism design to the smoothed approximation ratio and average-case approximation ratio analysis. For social welfare maximization in one-sided matching problem, we show a clear separation of the approximation ratio bounds from the smoothed analysis and average-case analysis to the worst-case analysis. Our results partially explain why random priority has been successfully used in practice, although in the worst case the optimal social welfare is Θ( √ n) times of what random priority achieves.
There are quite a few emerging open questions in the smoothed and average-case approximation ratio analysis of mechanisms. Firstly, it would be good to improve our upper bounds and to characterize matching lower bound. Secondly, our average-case analysis is based on a uniform distribution; it is open to consider other distributions that resembles real-life applications of the one-sided matching mechanisms. Thirdly, beside unit-range representation, another interesting valuation normalization is unit-sum; it is open to study the smoothed and average-case analysis in that setting. Last but most importantly, our analysis pave the way of characterizing the smoothed and average-case approximation ratio in other mechanism design problems, such as the scheduling problem.
