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Abstract 
The sequential coloring method colors the vertices of a graph in a given order assigning each 
vertex the smallest available color. A sequential coloring is called connected-coloring if at any 
time the colored vertices induce a connected graph. A graph G is said to be hard-to-color if 
every connected-coloring produces a nonoptimal coloring and partially hard-to-color if every 
such coloring starting in a specified vertex u is nonoptimal. We present smallest partially hard- 
to-color graphs. Further a hard-to-color graph with 18 vertices is stated which is believed to be 
the smallest graph with this property. We prove that it is the smallest cubic hard-to-color graph. 
1. Introduction 
The sequential coloring method colors the vertices of a graph in an order (ul, . . . , u,) 
assigning each vertex the smallest available color. Sequential colorings have been 
extensively studied in the literature. For details the reader is referred to the review 
papers [7, 81. In the last years, for example, the so-called perfectly orderable graphs 
have attracted some attention [3]. These graphs are defined by having a vertex order 
such that the sequential coloring method produces an optimal coloring for all induced 
subgraphs. Perfectly orderable graphs are exactly the graphs without an induced 
P4 with edges (u, v), (v, w), (w, x) and u occurring before v and x before w in the 
order. The graphs with the property that for all induced subgraphs an optimal 
coloring results based on any order are known to be the P,-free graphs [8]. 
In this paper we deal with a different special class of sequential colorings. A sequen- 
tial coloring is called connected-coloring if, with respect to the underlying order, every 
vertex vi, i > 2, has at least one neighbor Vj, j < i. In [6] the class of graphs is 
characterized for which any sequential coloring based on a connected order produces 
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an optimal coloring on any connected subgraph. This class consists of all parity 
graphs without a special induced subgraph with six vertices, called fish. 
In [4] the notion of hard-to-color graphs has been introduced for studying those 
graphs for which no sequential coloring of a prespecified type yields an optimal 
coloring. The authors propose the size of the smallest hard-to-color graph as a new 
criterion to measure the performance of approximate graph coloring algorithms. 
Furthermore, they present the smallest hard-to-color graph for the largest-first-degree 
order. 
The main interest of the paper presented here is on small hard-to-color graphs for 
connected-colorings. The existence of such graphs is not obvious (for the general 
sequential coloring method you can always find an order of the vertices producing an 
optimal coloring). Connected-colorings seem to be of great importance since some of 
the most effective approximate coloring algorithms, as for example the DSATUR 
method [a], are of this kind. 
We will proceed as follows. First the smallest graph having a nonoptimal con- 
nected-coloring is presented. Then we construct the smallest graphs for which any 
connected-coloring is nonoptimal if the first vertex of the order is fixed. We distin- 
guish whether the color of this start point is 1 or 2, greater than 2 or arbitrary. Finally, 
we are interested in graphs which are hard-to-color from any start point. We present 
a graph of order 18 which is believed to be the smallest graph with this property. This 
graph is cubic and has a bridge. It will be proved that it is the smallest cubic 
hard-to-color graph. Moreover, we are able to show that no cubic hard-to-color 
graph exists containing no bridge. 
2. Notation and terminology 
We consider finite simple graphs G = (I’, E) with vertex-set V and edge-set E. For 
VE I/ let N(u):= {UE VI (u, u)eE}. A co oring 1 x of G is a mapping from V onto an 
interval (1,2, . . . , t(x)} of natural numbers such that for all u E V we have X(V) $ x(N(u)). 
t(x) is the number of colors used by x. The number Min { t( x) 1 x is a coloring of G} is 
called the chromatic number of G and denoted by y(G). For W c V G(W) is the 
subgraph of G induced by the vertex-subset W. Let (ol, u2, . . . , u,) be a total ordering of 
V and K= {ui,..., Di}, 1 < i < n. Each such ordering uniquely defines a so-called 
sequential coloring with start in u1 by the following rules: 
(i) x(u~) = 1. 
(ii) For 2 < j < n: x(Uj) = Min{kE N ) k$X(N(vj) CT 5)). 
A sequential coloring x is called connected-coloring (c-coloring for short) if it may be 
defined using an ordering (ul, u2, . . . , u,) satisfying 
(iii) For 2 < i < n: N(Q) n (ul, . . ..vi-I} # 8. 
An ordering satisfying (iii) is called a connected ordering. 
Note that c-colorings exist if and only if G is connected. A c-coloring x is called good 
or optimal c-coloring (OCC) if t(X) = y(G); otherwise it is called bud. In the sequel we 
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Fig. 1. 
deal with connected graphs only. A graph G = (V, E) is called slightly hard-to-color 
(she-graph) if there exists a bad c-coloring for G. For DE V let CC(G, v) be the set of 
c-colorings of G with start in v. We say that G is hard-to-color from v (with respect to 
the c-coloring method) if all colorings in CC(G, v) are bad. G is said to be globally 
hard-to-color (ghc-graph) if G is hard-to-color from every vertex VE V. Finally, G is 
called partially hard-to-color (a phc-graph) if there exists at least one VE V such that 
G is hard-to-color from v. Any such v is called a bud start point. G is said to be 
a minimal partially hard-to-color graph (mphc-graph for short) if there is no phc-graph 
G’ with less vertices than G. Analogously, we use the notion of a minimal slightly 
hard-to-color graph (mshc-graph) and a minimal globally hard-to-color graph (mqhc- 
graph). 
3. The minimal slightly hard-to-color graph 
It is easy to see that every c-coloring is good for graphs with chromatic number 2. 
Therefore, no bipartite she-graph (and of course no such phc- and ghc-graph) exists. 
We can assume throughout the paper that y(G) 3 3 for all hard-to-color graphs G. 
Lemma 3.1. The graph in Fig. 1 is the unique mshc-graph. 
Proof. The graph is she since the c-coloring defined by the ordering (vi, . . . , v5) is bad. 
Let G be an she-graph with y(G) = r > 3. A bad c-coloring uses at least r + 1 colors. 
Since any vertex of color k has neighbors of colors 1,2, . . . , k - 1 and G does not 
contain a complete graph with r + 1 vertices, 1 VI B r + 2 holds. 
Let y(G) = 3. We are looking for an she-graph with I VI = 5. In a bad c-coloring 
there is a vertex x of color 4 which is adjacent to vertices u, v, w of colors 1,2 and 3. 
w has neighbors of color 1 and 2, v one of color 1. 
Assume (u, v> E E. w cannot be adjacent both to u and v, otherwise the chromatic 
number would be greater than 3. Consider first the case (u, w) E E, (v, w) $ E. Then 
a vertex y of color 2 exists which is adjacent to w and to u. Clearly, no further edge can 
exist and we get the graph of Fig. 1. In the second case (u, w) q! E and (u, w) E E. There 
must be a vertex y of color 1 adjacent to w. Since v and y must have been colored 
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before w the edge (v, y) exists. Again no further edge is possible and the graph of 
Fig. 1 results. 
If (u, v) $E then a vertex y of color 1 exists with (v, y) E E. w must be adjacent to 
v and to at least one of the vertices U, y. In order to get a c-coloring both edges (u, w) 
and (w, y) are necessary. Since x cannot be adjacent to u and y we have the graph of 
Fig. 1. q 
4. Basic properties of mphc-graphs 
Lemma 4.1. An mphc-graph G has at most nine vertices. 
Proof. The graph (twin kites) in Fig. 2 is a phc-graph (start in vertex v) and has nine 
vertices. 0 
An articulation point of a graph G is a vertex x, the removal of which increases the 
number of components of G. As one may expect, articulation points play a particular 
role in the analysis of c-colorings. 
Lemma 4.2. Let G be an mphc-graph with bad start point v. If XE V, x # v, is not an 
articulation point, then its degree d(x) is at least y(G). 
Proof. G - x is connected. There is a c-coloring of G - x with start in v using 
Y(G - x) < y(G) colors. If d(x) < y(G) then this c-coloring is extendable to a good 
c-coloring of G. Cl 
Lemma 4.2 is a degree condition for vertices of mphc-graphs which is often used 
throughout this paper without always referring to it explicitly. 
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In what follows, we often use the properties of an optimal coloring x of G (using 
y(G) colors) in order to detect properties of some c-colorings with start in some 
specified vertex v. 
A coloring x is called normal (with respect to v) if it satisfies the following: 
(i) x(v) = 1. 
(ii) There is some urn with x(u) = 2. 
(iii) For any color i, 2 < i < t(x), and any vertex u with x(u) = i the inclusion 
x(N(u)) 1 {1,2, . . . . i - l} holds. 
Evidently, any coloring x can be ‘normalized’. By interchanging colors-if neces- 
sary-we can fulfil (i) and (ii). If (iii) is not satisfied for some u we may recolor this 
vertex assigning it the smallest possible color not used in N(u). 
Given x denote the set (UE VIx(u)~{1,2}} by V,,. 
Lemma 4.3. Let x * be a normal coloring of G and let W be some superset of V, 2. If x * Iw 
(the restriction of x* to W) is a c-coloring of G( W) from v then x* is a c-coloring of 
G from v. In particular, if G( VIZ) is connected then x* is a c-coloring from v. 
Proof. Assume (vi = v, v2, . . . . v,) is an ordering of W defining the c-coloring x * 1 w. We 
may continue coloring V - W by first assigning the color 3 to all remaining vertices 
u E V - W with x*(u) = 3. Next we assign the color 4 to all u with x*(u) = 4, and so 
on. In this way x* may be represented as a c-coloring with start in u. 0 
Let x* be a normal optimal coloring of an mphc-graph G with respect to a bad 
start-point v. Let N(x*) be the uniquely defined subgraph of G such that there exists 
a c-coloring x from v of H(x*) with x(v) = x*(y) for every vertex of H(x*). We may 
construct H(x*) by trying to ‘simulate’ x* starting with color 1 in v and assigning the 
same colors as I* by a connected-sequential procedure according to (i)-(iii) of 
Section 2 as long as possible. The vertices not belonging to H(x*) generate another 
subgraph which we will denote by R(x*). The next lemma deals with the possible 
shape of these two subgraphs. 
Lemma 4.4. Let G be an mphc-graph with bad start-point v. Among all normal optimal 
colorings of G choose one, say x*, such that H(x*) has as many vertices as possible. 
H(x*) contains the vertex v and at least one neighbor x of v having color x*(x) = 2. 
R(x*) contains an edge, the vertices of which have colors 1 and 2. No vertex of color 1 or 
2 in R(x*) is adjacent to a vertex in H(x*). 
Proof. Since x* is normal H(x*) contains a neighbor x of v with color 2. If R(X*) does 
not contain a vertex of color 1, then all its vertices of color 2 have to be adjacent to 
vertices of color 1 in H(x*). Therefore, all vertices of color 1 and 2 belong to H(x*), 
a contradiction, because in this case x* would be a c-coloring from v of G (Lemma 4.3). 
Thus, R(x*) contains the color 1. 
Let r be the second smallest color in R(x*). Every vertex of this color is adjacent to 
vertices of all colors 2,3, . . . , r - 1 in H(x *), but not to a vertex of color 1. Therefore, 
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we may exchange the colors 1 and Y within the graph R(x*) without disturbing the 
optimality of x* (afterwards the resulting coloring can be normalized again). In the 
case r > 2, this operation, however, would enlarge H(x*) while we have chosen x* 
such that H(x*) is as large as possible. Hence, r = 2. 
No vertex of color 1 or 2 in R(x*) can be adjacent to a vertex in H(x*). This is 
obvious for vertices of color 1. In the case of color 2 we could exchange the colors 
1 and 2 in R( x*), thus getting a contradiction to the maximality of H(x *). Since x* is 
normal, any vertex of color 2 is adjacent to a vertex of color 1. Therefore, R(x*) must 
contain an edge the vertices of which have colors 1 and 2. 0 
Lemma 4.5. No vertex of an mphc-graph G is an articulation point. 
Proof. Let G be an mphc-graph with bad start point v. Since there is no smaller 
phc-graph than G, v cannot be an articulation point. Therefore, assume XE I/ is 
articulation point, x # a. Let Gr, . . ., G, be the components of G - x and assume 
v E V(G,). First, we shall prove that G1 consists of the single vertex v only. There exists 
a c-coloring from v of G1 + x using at most y(G) colors. Among these c-colorings 
choose x’ with minimal x’(x). There is a j, 2 < j < s, such that any c-coloring of x + Gj 
which starts in x with color x’(x) needs more than y(G) colors. 
Assume x’(x) = i 2 3. Evidently, Gj is connected and not bipartite. There are only 
four graphs with this property having at most four vertices, namely the graphs in 
Fig. 3. 
Case 1. If x is adjacent to all three vertices of the triangle, then y(G) 2 4. Color the 
triangle using 1,2 and Min { jE N ) j > 2 A j # i]. If there is a vertex u not adjacent to 
x then color the triangle using 1 for a vertex adjacent to x, 3 for u and 2 for the 
remaining vertex (see Fig. 4). 
Cl 
X 
Fig. 4(a). 
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Case 2. If all vertices in {u, w, y} are adjacent to x, then y(G) > 4. Color the triangle 
as in case 1. There is one color <4 left for coloring the vertex z. 
Thus, assume that x is not adjacent to u. If one of the vertices y or w is adjacent to x, 
then assign the colors 1 and 2 to y and w, 3 to u and 1 to z. If only z is adjacent to 
x then assign 1 to z, 2 to u and 1 and 3 to y and w. Finally, if u is adjacent to x and 
w not, then assign 1 to u, 2 to z and 2 and 3 to y and w. 
Fig. 4(bj. 
Case 3. If x is adjacent to all vertices in {u, y, w} or to all in {z, y, w} then we 
proceed as in case 2. If x is adjacent to y and/or w color these two nodes by 1 and 2 and 
u and z by 3. If x is adjacent to w and/or z color these vertices by 1 and 2 and the 
remaining ones by 3. In all other cases proceed analogously. 
U 
lzl 
w 
X0 
Y Z 
Fig. 4(c). 
Case 4. If x is adjacent to u, w, y and z then y(G) > 5. Use the colors 
{1,2, 3,4, 5} - (i}. If x is adjacent to the vertices of a triangle, then assign colors as in 
case 2. If x is adjacent to two vertices at most, then color these two by 1 and 2 and the 
remaining vertices by 3 and 4. 
Fig. 4(d). 
In all cases we can extend x’ to a c-coloring of x + G1 + Gj using y(G) colors only. 
This proves that Gj must have 5 vertices at least. By Lemma 4.1, G1 can have 3 vertices 
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at most. If Gi has less than 3 vertices then obviously x’(x) < 2. Thus, Gi is one of the 
two graphs in Fig. 5. In both cases A and B we can obviously find a x’ with 
X’(X)E {1,2}. This proves that i > 3 is impossible. i = 1 is impossible, too, because in 
this case x + Gj would be a smaller phc-graph. Hence, i = 2, and by the minimality of 
G the component G1 consists of the single vertex u, and we must have s = 2. This 
reveals the structure of G, particularly that there cannot be an articulation point 
different from x. Now we prove that x is also a bad start point. 
There is an optimal c-coloring x of G with start point x using y(G) = y(G - a) 
colors. Let Gr2 be the subgraph induced by the vertices of colors 1 and 2 with respect 
to x. If Gi, is connected, interchanging colors 1 and 2 and using Lemma 4.3 we see 
that in this case u is not a bad start point. Therefore, assume Gr2 disconnected and let 
Gr2(zc) be the component which contains x. 
Let (x = ui,..., v,) be the ordering according to which x colors the vertices of G. 
W.1.o.g. we have Gi2(x) = G({ui, . . . . ut}) for some t z 3. Let v, be the first vertex 
which belongs to Gr2 - Gi2(x). We must have r 3 t + 2. Interchange colors 1 and 2 in 
Gi2(x); thus x*(v) = 1 in the resulting coloring x*. Assume that x is chosen in a way to 
make H(x*) as large as possible. The graph H = H(x*) obviously contains the set 
{ui, . . ..v..); hence IHI > 5. 
R contains vertices of colors 1,2 (Lemma 4.4). From x being the only articulation 
point it follows that the degree of these vertices is at least y(G) (Lemma 4.2). Therefore, 
since no vertex in R of color 1 or 2 is adjacent to H (again Lemma 4.4) we arrive at 
IR( = 4 and IH( = 5 (Lemma 4.1). 
Now the graph in Fig. 6 results with some more edges existing. We distinguish 
vertices by their colors and denote vertices of the same color i by i, i’, i” and so on. 
The edges (l”, 3) and (l”, 3’) exist because of the degree condition in 1”. Due to the 
maximality of H 2 cannot be adjacent to 3 or 3’. But now we can interchange the 
colors 2 and 3 in R in order to enlarge H, a contradiction. 
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Thus, Lemma 4.5 is proved. 0 
Lemma 4.6. Let G be an mphc-graph and x* an optimal coloring. Then 
(i) for 2 < t d y(G), S, = (u E V( x*(u) = t} . zs a separating set of vertices, i.e. G - S, 
has more components than G, 
(ii) for 1 < i < y(G), G contains at least two vertices of color i, 
(iii) any mphc-graph G has chromatic number y(G) d 4. 
Proof. Let y = y(G) and V, = {ue 1/l x*(u) = r}. If G - V, is connected then there 
exists a c-coloring from v of G - V, using y - 1 colors which can be extended to an 
optimal c-coloring of G. Interchange t and y, 2 < t < y, in order to complete the proof 
of(i). Each subgraph H(x*) and R(x*) contains a vertex of color 1. For 2 < i d y (ii) 
follows from Lemma 4.5 and (i). (iii) is a consequence of (ii) and Lemma 4.1. n 
Lemma 4.7. There is no mphc-graph G with y(G) = 4. 
Proof. Let x* be a normal optimal coloring of the mphc-graph G such that H(x*) has 
a maximum number of vertices. Put H = H(x*), R = R(x*). 
Due to Lemma 4.4 R contains the colors 1 and 2. Let r be the next smallest color in 
R. If r = 4 then y(G) = 4. Due to Lemmas 4.2 and 4.4 there are at least five vertices in 
R, three of which have color 4. Since 1 G 1 d 9, H and R are uniquely fixed to be the 
subgraphs in Fig. 7. Since {3,3’} is separating (Lemma 4.6) there is no edge from 1 to 
{4,4’, 4”). Thus, after interchanging the colors 1 and 4 in R we get an optimal coloring 
X ** with H(x**) strictly containing H(x*), a contradiction. Hence, r = 3. 
Assume y(G) = 4. If R contains no vertex of color 4 then in H there are two vertices 
of color 4 and hence at least one vertex of color 3. Therefore, R contains at most four 
vertices, one of which is 1’ and one is 2’, and each of them has at most three neighbors. 
This contradicts Lemma 4.2. Thus, R contains the color 4 and R has five vertices at 
least. If a vertex of H has color 4 then H = K4 and we are in the case of Fig. 8 where 
YE {3”, 4”). Assume y = 3”. Since (4,4’} is a separating set, there is no edge from 1 to 
{3’, 3”}. By interchanging the colors 1 and 3 in R one could enlarge H, a contradiction. 
The same situation follows when y = 4”. Hence, H contains no vertex of color 4. 
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Let HI2 be the subgraph of H induced by the vertices of color 1 and 2. There must 
be a vertex 4 in R adjacent to a 1 in HI2 and another vertex 4’ adjacent to a 2 in H12, 
for otherwise we could interchange the colors 1 and 4 or 2 and 4 within R and extend 
H. Hence, if HI2 is connected, the set of vertices of color 3 is not separating. If HI2 is 
not connected, then we are in the case of Fig. 9. In this case {4,4’} is not separating. 
This shows that the assumption y(G) = 4 leads to a contradiction. Therefore, 
y(G) = 3. 0 
Due to the preceding lemmas we may now concentrate on graphs with chromatic 
number 3. As before, in all the following considerations we use the same hypothesis, 
namely that the graph G we are dealing with is an mphc-graph and that x* is a normal 
optimal coloring with maximal H = H(x*). For i, je { 1,2,3} let Gij be the subgraph 
of G induced by the vertices of color i and j. Define Hij and Rij analogously. Due to 
Lemma 4.6 Gi2 and Gi3 are both disconnected. For i E { 1,2,3} let K be the set of 
vertices of color i. Every edge connecting H and R has to end in R at a vertex of color 
3. Hence, due to Lemma 4.5, R must contain at least two vertices of VS. This implies 
that H can have at most five vertices. , 
If H has two vertices only then we are in the situation of Fig. 10, where x and y may 
be lacking. 
It is easy to see that this constellation is impossible. By the maximality of H no 
vertex in {3,3’} can belong to the component Gi3 of Gi3 which contains the vertex 1. 
However, by interchanging the colors 1 and 3 in Gi3 - Gi3 we can enlarge H, 
a contradiction. 
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If H has three vertices then we have to distinguish two cases: 
Case A: H is the path in Fig. 11. In R the vertices x and y may be lacking. However, 
if 1 is not linked to V, then interchange the colors 1 and 3 within R to get a larger H; 
thusw.1.o.g.x = 3”and(1,3”)~Eand(2,3), (2,3’)~E.Ifallofthevertices 1,3and 
3’ are in the same component of Gi3 then G13 is connected. Otherwise proceed like in 
the case of two vertices in H to get a contradiction. 
Case B: H is the path in Fig. 12. Again, in R the vertices x and y may be lacking. 
1” must be adjacent to two vertices in V3, call them 3 and 3’. 2 must be adjacent to at 
least one vertex in V, n 13, 3’). Thus, w.1.o.g. x = 3” and (2, 3”) E E. If y is lacking or if 
y = 1”’ then Gi3 is connected (since 1’ and 1”’ have at least two neighbors in V,). If 
ye (2”, 3”‘> then Gi3 is disconnected only if 3” and { 1, 1”) belong to different 
components. Thus, interchange the color 1 and 3 within the component of 3” to get 
a larger H, a contradiction. This completes the proof that H must have more than 
three vertices, since with three vertices H cannot contain the color 3 (Lemmas 4.2 
and 4.4). 
If H has four vertices then we are in the situation of Fig. 13 and we have to 
distinguish more cases. 
Case A: H contains no vertex of color 3. In this case H is one of the graphs in Fig. 14. 
In the case of the star S3 assume that the vertex 1 is the center of the star and the end 
vertices are 2,2” and 2”‘. At least one vertex in V, must be adjacent to 1 (otherwise 
interchange 1 and 3 within R to enlarge H). Every vertex in (2,2’, 2”} must have two 
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neighbors in V3. Hence if x is lacking or x # 3”, 1 is not adjacent to {3,3’) = V,, 
a contradiction. Hence, w.1.o.g. x = 3” and (1,3”) EE. However, this implies 
(l’, 3”) E E, in which case Gr3 is connected, again a contradiction. Analogously, if the 
center of the star S3 is the vertex 2 then by similar arguments we find that G13 is 
connected. For this reason, H = S3 is impossible. 
In the case of the path P4, if the start point 1 is an inner point, by applying the 
degree condition we find that the end vertices of the path P4 must have a common 
neighbor in V,, a contradiction to the maximality of H. If 1 is an end point of P4, it 
must be adjacent to a vertex of R (or else 2 is articulation point, in contradiction to 
Lemma 4.5). Denote the vertices in P4 1,2, l”, 2”. W.l.o.g., assume (1, 3) EE. This 
implies (2,3’), (2”, 3’), (2”, 3”), (l”, 3), <2’, 3), (l’, 3’), (l’, 3”) E E. In addition 
E contains one of the edges (2’, 3’) and (2’, 3”). Now interchange the colors 1 and 
2 in R to get a coloring x’ of G. Change this coloring once more by interchanging the 
colors 2 and 3. This gives a coloring x” for which H( x”) contains at least five vertices. 
Thus, also H = P4 is impossible. 
In the case of the cycle C4 we are in the situation of Fig. 15 where x may be lacking 
or not and where additional edges must be drawn depending on the state of x. Assume 
that 1 is of degree two. In this case we change G to a graph G’ by replacing the vertices 
2,2” by a single vertex 2 and defining edges (2, x) whenever (2, x) E E or (2”, x) E E. 
In G’ 1 has only one neighbor and 2 becomes an articulation point. Hence G’ is not 
a mphc-graph. However any optimal c-coloring of G’ may be converted into an 
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optimal c-coloring of G by starting with coloring the vertices 1,2,2” and continuing in 
the same order as in G’. Therefore, we may assume w.1.o.g. that (1, 3) E E. As in the 
former cases complete Fig. 15 by drawing edges and nonedges forced by Lemma 4.2 
and the fact that x * is normal. If x is lacking or x = 1”’ then G,, is connected. If 
x = 2”’ or 3” we end up with a situation where like in the former case of H = P4 
interchanging the colors 1 and 2 in R and subsequently interchanging the colors 2 and 
3 in G results in an optimal coloring x’ with 1 H(x’)( 2 5. 
Case B; H contains exactly one vertex of V,. Since this vertex cannot be adjacent to 
R there are only two possibilities for H (Fig. 16) where in case (b) the slotted edge may 
be present or not. 
In case (a) the vertex 2 must be adjacent to some vertex 3’ in R, which in turn is 
adjacent to 1’ in R. Since Gi3 is disconnected the vertices 3 and 3’ must not belong to 
the same component of Gi3. Therefore, we can interchange the colors 1 and 3 within 
the component containing 3’. This will enlarge H, a contradiction. 
In case (b), if (2, 1”) #E, then & = {3,3’, 3”, 3”‘) (degree condition in 1” and 2). 
Draw all edges and nonedges forced by Lemma 4.2 and by the normality of x* to 
convince yourself that Gi3 is connected. Thus, assume (2, 1”) E E. If 2 is not adjacent 
to some vertex in V, then again Gi 3 is connected (Lemma 4.5). Thus, let 3’ be adjacent 
to 2. 3’ and 1 must be in different components such that we may interchange the 
colors 1 and 3 within the component of 3’. Since this would enlarge H we see that 
also case (b) is impossible. 
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Fig. 17. 
Note that because of Lemma 4.2 in the case where I H 1 < 4 the subgraph H cannot 
contain two vertices of V,. 
5. How an mphc-graph must look like 
In the last section we have proved the first part of the following lemma. 
Lemma 5.1. H containsjoe vertices. One vertex has color 3, two have color 2 and two 
have color 1. The start point v (= 1) has degree 1 in H. 
Proof. We have seen above that H must have five vertices. This implies that R is the 
colored graph in Fig. 17. 
Suppose that the lemma is not valid. First assume that H has no vertex in V,. In this 
case H is connected and bipartite and, therefore, may be one of the graphs in Fig. 18. 
In the first case, if 1 is the center of the star Sq, we can interchange the colors 1 and 
3 within R. If the center has color 2 then we can interchange the colors 2 and 3, always 
getting a larger H. This excludes S4 from further considerations. If H = Ps or H = F1 
then there is always a vertex of color 3 in R which is adjacent to vertices of colors 
1 and 2 in H, contrary to the assumption about the shape of H. For the same reason, if 
H = F2, then H may be colored only in two ways shown in Fig. 19. Again draw all 
edges and nonedges forced by the foregoing considerations. In case (a), by interchang- 
ing the colors 1 and 3 within R we can enlarge H. In case (b), w.1.o.g. 
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(a) 
Fig. 19 
(b) 
(1, 3’), (1”) 3’), (l”‘, 3’), (2”, 3) E E. Therefore, Gr3 is connected. This excludes 
H= F2. 
In the case where H = F3 we are left with the two possibilities in Fig. 20. Use Fig. 17 
and draw all forced edges and nonedges to get the shape of G. In case (c) w.1.o.g. 
assume (l”, 3), (1”‘, 3), (2,3’)~E and make the changes 3’4 l’, l’-+ 3, 
3 + l”, 1” + 3’, 1”’ + 3” to end up with an optimal c-coloring. In case (d), w.1.o.g. 
assume (2, 3), (2”, 3), (2”‘, 3) E E. In addition, one of the edges (1, 3’) or (l”, 3’) 
must be present. In each case by an obvious change of colors we can find an optimal 
c-coloring. This proves that H must contain a vertex of color 3. More than one vertex 
of this color is obviously impossible (use Lemmas 4.5 and 4.6). Thus, H contains 
exactly one vertex of V,; label it by 3”. 
If H contains only one vertex of I$ then G i3 is connected. If H contains three 
vertices of this color then either G 13 is connected or we can interchange the colors 
1 and 3 within R to get a larger subgraph H. Thus, H contains exactly two vertices of 
color 2. 
Assume that the start point 1 has degree greater than two in H. To investigate this 
case note that one of the vertices 3,3’ in R must be connected to vertices of color 1 in 
H only, while the other one is connected to vertices of color 2 only. Let the vertices in 
H be denoted 1,2,1”, 2”, 3”. Remember (1,2) E E. Now assume (1,3”) E E. Then 
(l”, 3“) $E, otherwise Gi3 is connected. The degree condition implies (2, 3”), 
(2”, 3”), (l”, 2), (1”) 2”), (1”) 3’) E E. Interchange the colors 2 and 3 in G. This 
yields an optimal c-coloring. Therefore (1, 3”) +! E, which implies (1,2), (1,2”) E E. 
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Fig. 20. 
Fig. 21 
This case is treated in a similar way. Finally we find that 1 cannot be adjacent to more 
than one vertex in H. This proves the lemma. q 
Now we are almost done. It is easy now to prove the first main result of this paper. 
Theorem 5.2. The graph in Fig. 2 is the unique mphc-graph. 
Proof. We know already that R is the colored graph in Fig. 17. However, by Lemmas 
4.2 and 5.1, also His now uniquely reproducible. It is the graph in Fig. 21. W.l.o.g., we 
may assume (1, 3), (2”, 3’) E E. If (2,3’) E E we may find an optimal c-coloring. All 
other pairs of vertices are nonedges. This proves the theorem. 0 
6. Changing the initial color in phc-graphs 
The twin kite graph (Fig. 2) has been shown to be the unique mphc-graph when the 
start point u is assigned color 1 (this would be a ‘natural’ start). The same holds for 
color 2 as can be seen by an analogous argumentation. However, there is a good 
c-coloring if u gets color 3. Here we present the unique mphc-graphs when the initial 
color (that is the color for the start point) is greater than 2 and when it can be chosen 
arbitrarily. 
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Theorem 6.1. Let the initial color for the start point v be from {3,4, . . . , y(G)}. Then the 
graph in Fig. 22 is the unique mphc-graph. 
Proof. Let G be a graph with the desired property and x an optimal coloring with 
X(U)E{3, . . . . y(G)} which is normal on G - (v} (within this proof we use the notion of 
a normal coloring as defined in Section 4 omitting (i) and (ii)). 
There is no articulation point in G. Assume the contrary and let x be such a vertex, 
H,, ff2, ... the connected components of G - {x}, where H, contains v. Due to 
minimality of G there is an OCC 11 of H1 starting in v with color r > 2. If i(x) E { 1,2} 
then w.1.o.g. H2 u {x} is a phc-graph with start point x and initial color 1 or 2. Thus, 
H2 contains at least 8 vertices. If f(x) = k > 2 then H2 u {x} would be phc with initial 
color k in contradiction to minimality of G. 
If d(v) = 1 then the neighbor of v would be an articulation point. v has at least two 
neighbors in V, 2, otherwise interchange suitable colors in G - {v} and normalize the 
coloring. The graph induced by {v} u VI2 is disconnected (compare Lemma 4.3). Let 
Vi2 u {v} be the vertex set of the component with v, V;‘Z that of another component. 
Since no articulation point exists there are vertices x, y$ V,, connecting the compo- 
nents. Let u be a vertex from I’[,. From d(u) 3 y(G) follows the existence of one 
further vertex w and we have 1 VI = 7. Since u cannot have more than 3 neighbors it 
follows y(G) = x(v) = 3. 
Consider first the case w E V,. Then x(u) = 1 and there must be a vertex b of color 
2 in Vi2. This vertex has a neighbor a of color 1. The degree condition shows that 
x, y, w are adjacent to both a and b. The coloring of this graph is however a good 
c-coloring. Therefore, w E V,, . From d(w) 3 3 follows (w, x) E E and (w, y) E E. We 
can assume that (a, x) EE where I’;, = (a, b}. If Vi2 contains no vertex of color 
2 then after interchanging the colors 2 and 3 in G - {v} the graph G( (v} u b2) would 
be connected. Thus, G(Vi,) consists of two vertices of color 1 and 2 which are 
adjacent. If <b, x) E E we had an OCC; thus this edge does not exist but (b, y) does. 
At last (a, y} 4 E, otherwise we had again an OCC. Thus the graph from Fig. 22 
results. 0 
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Fig. 23. 
Theorem 6.2. Let the initial color for the start point v be arbitrarily from 
(1,2, . . . , x(G)}. Then the graph in Fig. 23 (extended twin kites) is the unique mphc- 
graph. 
Proof. The twin kite graph (Fig. 2) is the unique mphc-graph for initial color 1 and 
2 but it has a good c-coloring when starting with 3. Any c-coloring of the extended 
graph starting in u with 1,2 or 3 is bad, thus an mphc-graph G with the desired 
property has ten vertices. 
Consider first the case d(u) = 1. The neighbor u of u is assigned color 1 or 2 in any 
c-coloring from v. G - {v} is phc from u with initial color 1 and 2. Thus the graph of 
Fig. 23 results. 
Let 2 < d(u) < x(G). v is not an articulation point, otherwise G would have more 
than ten vertices. G - (v} is connected and has nine vertices. There is an OCC of 
G - {u> starting in a neighbor u of u with color 1 (the twin kite graph has one bad start 
point only). Due to the degree of u the coloring can be extended to G by assigning 
v a color k < x(G). But then we can also start the c-coloring in u with color k and 
proceed with the OCC from u. 
The case x(G) < d(v) remains. In every optimal coloring of G there are neighbors 
u and w from v having the same color. Merge u and w to one new vertex x. The 
resulting graph G* has nine vertices and x(G*) < x(G) holds. Suppose on OCC exists 
for G* starting in x with 1. Let the color of o be k (1 < k d x(G*)). Then there would 
also be an OCC for G starting in o with k, then coloring u and w with 1 and proceeding 
with the other vertices. Thus, G* is phc with start point x and initial color 1. Since 
d(x) 2 3 the graph G* has more than nine and G more than ten vertices. q 
In the following if we talk about phc-graphs without specifying the initial color of 
the start point then a ‘natural’ start with color 1 is meant. 
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7. Properties of mghc-graphs 
Taking two copies of the graph in Fig. 2 and linking the bad start points u1 and 
u2 we get the graph in Fig. 24 (linked pair of twin kites) which is globally hard-to-color 
as the reader may find out immediately. Note that this graph is cubic and not a perfect 
graph. We conjecture that it is a minimal ghc-graph but we cannot prove it. Neverthe- 
less, some interesting statements can be made. 
Lemma 7.1. If an mghc-graph contains a bridge then it is the graph in Fig. 24. 
Proof. Let (vl, v2) be the bridge in the mghc-graph G and Gi, G2 the components 
containing u1 and u2 after removal of this edge. Due to minimality of G there is an 
OCC for G1 . If the color of v1 is 1 then G2 is partially hard-to-color from uz with initial 
color 2; if the color of vi is greater than 1 then the initial color of v2 is 1. The same is 
true if we exchange the role of G1 and Gz. Since the twin kite graph is the unique 
mphc-graph for initial colors 1 and 2 the assertion follows. 0 
Lemma 7.2. If an mghc-graph contains an articulation point then it has at least 17 
vertices. 
A proof of this lemma which might be useful to prove the above conjecture can be 
found in [l]. 
8. Cubic hard-to-color graphs 
It is a well-known fact (see for example [S, p. 1281) that the complete graph K, is 
the only connected graph with maximal vertex degree 3 and chromatic number 4. 
Thus, all cubic ghc-graphs have chromatic number 3. 
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Let G be a cubic ghc-graph. Starting in an arbitrary but fixed start point we 
simulate a normal optimal coloring x* as far as possible by a connected-sequential 
coloring x (compare the explanations before Lemma 4.4). Let H = H(x*) be the 
subgraph of G induced by the vertices y with x(y) = x*(y), R = R( x*) the subgraph 
induced by all remaining vertices. We choose the coloring x* such that H is maximal 
with respect to set inclusion. The vertices of R with neighbors in H will be called 
connection points. Then the following holds: 
(i) There are at least two connection points, otherwise in contradiction to maxi- 
mality H could be enlarged after a suitable exchange of colors in R. 
(ii) All connection points have color 3. If one had color 1 then it would belong to 
H. If one exists with color 2 and a neighbor of color 1 in H, then again it would belong 
to H. If there were connection points of color 2 with neighbors in H all having color 
3 then we could exchange colors 1 and 2 in R and enlarge H. 
(iii) As an immediate consequence the neighbors of the connection points have 
color 1 or 2. 
(iv) There is at least one connection point with neighbors of color 1 and one with 
neighbors of color 2 in H. Otherwise after exchanging suitable colors in R the 
subgraph H could be enlarged. 
(v) Any connection point has exactly two neighbors in R, one having color 1, the 
other color 2. Otherwise we could again enlarge H after exchanging the colors 1 and 
2 in R and assigning the connection point a color smaller than 3. 
Graphs R of this kind shall be called critical graphs. We can assume R to be connected. 
If R is disconnected then separately consider its components. 
Lemma 8.1. The kite (see Fig. 17) is the only critical graph. 
Proof. Assume R is a critical graph. Let R arise from R when the connection points 
are removed. Suppose i? is disconnected with components R, , R,, . . . Due to connect- 
ivity of R there is a connection point w with one neighbor in R, and one in i?,. One of 
these neighbors has color 1, the other color 2. If we exchange colors 1 and 2 in 8, (or 
R2) then w has only neighbors of color 1 (or 2) in G. Then w can be assigned color 2 (or 
1) and H can be enlarged. Thus, iT is connected. 
Now assume R has exactly two connection points u and u. Due to the above 
remarks u and u have exactly one neighbor in H having color 1, respectively, 2. 
Consider first R without regarding H. Assume there exists a coloring for R using not 
more than three colors and where u and v have different colors. We can permute the 
colors in R such that u and u get the colors 2 and 1. This coloring is consistent with the 
coloring x* of H; thus H can be extended. Therefore, in any coloring of R using at 
most three colors u and v have the same color. The graph arising from R by adding 
a new edge (u, v) is cubic, connected and has chromatic number 4; thus it is the Kq. 
This shows R = K4 - (e} = D. 
Now let R have connection points ul, . . . , u, with neighbors of color 1 and connec- 
tion points vl, . . . , v, with neighbors of color 2 in H and let r > 1 (the case r = 1, s > 1 
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proceeds analogously). We show that R can be colored with three colors such that 
Ul, . ..> u,_i are assigned color 1, ur, . . . . u, a color greater 1 and 0,. color 1 or 3. From 
the existence of such a coloring follows that H is not maximal; thus there is no critical 
graph with more than two connection points. 
We start assigning ur, . . . . u,_ 1 color 1 and ui, . . . . u, color 2. Then the vertices of 
R are colored sequentially (not necessarily connected) as described below. Last we 
color u,. In each step l? denotes the subgraph of R u {Us} induced by the vertices not 
yet colored. Initially R’ = R u (u,> and due to the first part of the proof R” is connected. 
If l? remains connected at any step then the currently colored vertex x in this step 
(except the last vertex u,) has degree at least one in R”. Thus, at most two neighbors of 
x in R are already colored which implies that x can get one of the colors 1,2 or 3. To 
guarantee the connectivity build a spanning tree for the initial l? with root 0, and 
choose as the next vertex to be colored a leaf of the tree. Finally u, can be colored with 
one of the three colors since 21, has only two colored neighbors in R. If u, gets color 
2 then exchange colors 2 and 3 in R. 0 
So far we have seen that the kite is the one and only critical graph. Next we state 
a somewhat surprising fact concerning cubic graphs without bridges. 
Lemma 8.2. Let G be a cubic graph without a bridge. If G contains the kite D as an 
induced subgraph then G has an OCC. 
Proof. Let u and v be the connection points of D, x and y their neighbors in G - D. 
Since G contains no bridge we have x # y and the subgraph H := G - D is connected. 
We show that there is an OCC for H which starts in x with color 1 and ends in y with 
any color. From this follows immediately the existence of an OCC for G (start in 
a vertex of D which is not a connection point, color D in a way such that the 
connection points get color 2 or 3 depending on the color of y, then proceed with the 
OCC of H). In each step of a c-coloring of H starting in x and ending in y denote 2 the 
subgraph of H which is induced by the uncolored vertices. C-coloring means that at 
any step the currently colored vertex has degree smaller than three in 6. We 
distinguish two cases. Assume first that there is a c-coloring of the vertices of H such 
that I? is connected in each step. Then every currently colored vertex u # y has degree 
at least one in l?, and therefore it has at most two already colored neighbors. Thus 
u can be colored with 1,2 or 3. Since y has only two neighbors in H, one of these colors 
is also free for y. This shows that in this case the required OCC for H exists. 
Assume now that no such c-coloring is possible. Nevertheless, start producing 
a c-coloring in the following way. Color vertices different from y of degree smaller 
than three in fi by a c-coloring as long as the removal of each such vertex would not 
destroy the connectivity of Z?. In this way after some steps we arrive at a situation 
where I? has the following shape. Every vertex which has a colored neighbor is an 
articulation point of r? and has degree two in I?. Let the set of these articulation points 
be A. Removing A partitions 8 into a set of connected subgraphs H”, , l?, , . . . , fi, with 
24 L. Babel, G. Tinhofer / Discrete Applied Mathematics 51 (1994) 3-25 
vertices of degree 3 in fi (except evt. y). Construct an auxiliary graph T with vertex set 
Au{E? l,...,H”t} and edge set {(a,Hj)laEA, a adjacent to ~~j in G, 1 <j< t>. 
T must be a tree since otherwise at least one more vertex in H could be colored 
without leaving a disconnected uncolored subgraph. Let fiL be a leaf of T not 
containing y and w the neighbor of E?j in T. Since all vertices of Hj have degree three in 
I?, w is not only an articulation point in fi, but also in G, i.e. w is incident to a bridge in 
G, a contradiction. 0 
Now the main result of this chapter follows immediately. 
Theorem 8.3. There is no cubic ghc-graph without a bridge. The graph of Fig. 24 (linked 
pair of twin kites) is the unique cubic mghc-graph. 
9. Final remarks 
If we replace all kites D = K, - {e} in the graphs of Figs. 2,22-24 by subgraphs 
K r+l - (ej, r > 3, then we get graphs with chromatic number r. It is easy to verify 
that the modified twin kite graph of Fig. 2 is phc if the start point u is assigned color 
1 or 2. The modified graph of Fig. 22 is phc if the initial color is from { 3, . . . , r}, that of 
Fig. 23 is phc if the initial color can be chosen arbitrarily from { 1,2, . . . , r}. At last the 
graph derived from the linked pair of twin kites, see Fig. 24, is a ghc-graph. All these 
new graphs have maximal vertex degree r. For r = 3 the phc-graphs have been proved 
to be minimal among all graphs, the ghc-graph is minimal among all cubic graphs and 
believed even to be minimal among all graphs. We further conjecture that for r > 3 the 
modified graphs are minimal hc-graphs with chromatic number r. 
Let us use the notion of a critical graph analogously to the cubic case in Section 8. 
An inspection of the proofs of Lemmas 8.1 and 8.2 shows the validity of the following 
statements for r-regular graphs, r 3 3: 
(i) The graph K,+ 1 - {e} is the only critical graph with two connection points. 
(ii) Let G be without articulation point. If G contains a K,+ 1 - {e} as an induced 
subgraph then G has an OCC. 
It remains unsettled as to whether there are critical graphs with more than two 
connection points. If no one exists then there is no r-regular ghc-graph without an 
articulation point. 
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