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Abstract
Görtler vortices in boundary layer flows over concave surfaces are caused by the imbalance between
centrifugal effects and radial pressure gradients. Depending on various geometrical and/or freestream
flow conditions, vortex breakdown via secondary instabilities leads to early transition to turbulence. It
is desirable, therefore, to reduce vortex energy in an attempt to delay the transition from laminar to
turbulent flow, and thereby achieve a reduced frictional drag. To this end, we apply a proportional
control algorithm aimed at reducing the wall shear stress and the energy of Görtler vortices evolving in
high-speed boundary layers. The active control scheme is based on wall transpiration with sensors placed
either in the flow or at the wall. In addition, we evaluate the effect of wall cooling and heating on Görtler
vortices evolving in high-speed boundary layers, by reducing or increasing the upstream wall temperature.
The numerical results are obtained by solving the full Navier-Stokes equations in generalized curvilinear
coordinates, using a high-order numerical algorithm. Our results show that the active control based on
wall transpiration reduces both the wall shear stress and the energy of the Görtler vortices; the passive
control based on wall cooling or heating reduces the wall shear stress, but slightly increases the energy
of the vortices in both supersonic and hypersonic regimes.
1 Introduction
Streaks in pre-transitional boundary layer flows over flat or curved surfaces can form when the height of
roughness elements exceeds a certain critical value (e.g., Choudhari & Fischer [1], White [2], White et al.
[3], Goldstein et al. [4, 5, 6], or Ruban & Kravtsova [7]), or the amplitude of the free-stream disturbances
is greater than a given threshold (e.g., Kendall [8], Westin et al. [9], Wu & Choudhari [10], Matsubara &
Alfredsson [11], Leib et al. [12], Jacobs & Durbin [13], Zaki & Durbin [14], Goldstein & Sescu [15], Ricco
et al. [16], or Marensi et al. [17]). The streamwise velocity component exhibits elongated streaky features,
characterized by adjacent regions of acceleration (high-speed regions) and deceleration (low-speed regions)
of fluid particles (e.g., Kendall [8], Matsubara & Alfredsson [11], Landahl [18], or Jacobs & Durbin [13]).
Elongated streaks also develop inside a boundary layer flow along a concave surface caused by the imbalance
between radial pressure gradients and centrifugal forces, and initiated by upstream disturbances (e.g., Görtler
[19], Hall [20, 21, 22], Floryan and Saric [23], Swearingen & Blackwelder [24], Malik & Hussaini [25], Saric
[26], Li & Malik [27], Boiko et al. [28], Wu et al. [29], or Sescu et al. [30], Dempsey et al. [31], Xu et al.
[32]). For highly curved walls, for example, vortex formation occurs more rapidly and can significantly alter
the mean flow causing the laminar flow to breakdown into turbulence. Under certain conditions, for example,
Görtler vortices can be efficient precursors to transition: they consist of counter-rotating streamwise vortices
that grow at a certain rate, depending on the surface curvature and the receptivity of the boundary layer
to environmental disturbances and surface imperfections. In compressible flows, Görtler vortices have been
studied in various contexts, as for example, El-Hady and Verma [33], Chen et al. [34], Hall and Fu [35], Fu
and Hall [36], Dando and Seddougui [37], or Ren & Fu [38].
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It was recognized in many studies that boundary layer streaks are important in the path of transition
to turbulence in a laminar flow; they are also important in the dynamics of turbulent boundary layers.
Owing to their significance, it is desirable to reduce the streak energy, in an attempt to delay early nonlinear
breakdown and transition. Previous studies and results indicated that the streaky structures in boundary
layers are responsible for variations in the frictional drag or heat transfer, so any effective method of control
must focus on restricting the development of these streaks. The next literature review in the following
paragraphs focuses exclusively on boundary layer control based on wall blowing and suction.
Wall blowing and suction - perhaps the most popular technique utilized to control boundary layers - can
be applied via localized suction regions below low-velocity streaks and blowing regions below high-velocity
streaks. Active wall control has been applied in the context of turbulent channel flow, targeting the reduction
of the skin friction drag. Choi et al. [39] conducted direct numerical simulations (DNS) of active wall control
based on wall transpiration, with flow indicators located in a sectional plane parallel to the wall. As a result
of this control technique, which was termed ’opposition control’ by the authors, a frictional drag reduction of
approximately 25% was achieved. In the same study, Choi et al. [39] investigated the same control algorithm
except the sensors were placed at the wall, and the information was based on the leading term in the Taylor
series expansion of the vertical component of velocity near the wall; a reduction of only 6% was achieved. A
somewhat similar control algorithm was applied by Koumoutsakos [40, 41], with the control informed by the
flow quantities from the wall. A more significant skin friction reduction (approximately 40%) was obtained
by using the vorticity flux components as inputs to the control algorithm.
Lee et al. [42] derived new suboptimal feedback control laws based on blowing and suction to manipulate
the flow structures in the proximity to the wall, using information from the wall in the form of pressure or
shear stress distribution. The reduction in the frictional drag was in the order of 16-20%. Observing that
the opposition control technique is more effective in low Reynolds number turbulent wall flows, Pamies et
al. [43] proposed the utilization of the blowing only at high Reynolds numbers, and they obtained significant
reduction in the skin-friction drag. Recently, Stroh et al. [44] conducted a comparison between the opposition
control applied in the framework of turbulent channel flow and a spatially developing turbulent boundary
layer, and found that the rates in the frictional drag reduction is approximately similar. An overview of the
issues and limitations associated with the opposition control is given in the review article of Kim [45].
Passive control mechanisms in the context of Görtler vortices developing along curved walls have been
considered and tested in a number of previous studies. Floryan and Saric [46] studied the effect of suction on
the Görtler instabilities, and showed that the growth of these instabilities is reduced considerably, although
the level of suction is much higher than what would be necessary to stabilize Tollmien-Schlighting waves.
Floryan [47] then extended this analysis to include ’a self-similar’ blowing. The effect of wall suction and wall
cooling on the growth and development of Görtler instabilities in the compressible regime was investigated
by El-Hady and Verma [48]. It was observed that at low suction or cooling rates the critical Görtler number
decreases, while at higher levels of suction or cooling there is an overall stabilizing effect, reducing the
amplitude of the instabilities. Xu et al. [67] used direct numerical simulations to study the turbulent curved
channel flow, and attempted to attenuate the Görtler-Taylor vortices by means of a one-dimensional active
cancellation approach. Both the attenuation of the growth of vortices and the reduction of the skin friction
drag were achieved, with an overall drag reduction of approximately 12%.
In the compressible regime there have not been as many attempts to control the laminar or turbulent
boundary layer as for incompressible flows. Some of these are mentioned next. Nishihara et al. [50] performed
experiments aimed at controlling a supersonic boundary layer, including flows of air and nitrogen, by using
pulsed high-voltage discharge in the presence of magnetic fields. Im et al. [51] showed that a Mach 4.7
turbulent boundary layer can be manipulated by using a surface dielectric barrier discharge actuator. They
observed that the boundary layer becomes thinner when the spanwise momentum is induced by a low-power
actuator pair in the direction of the freestream flow. Xu et al. [67] employed wall suction in the framework
of parabolized stability equations and Floquet thery to control the secondary instabilities in a boundary
layer over a swept wing. They observed that as the suction velocity is increased the efficiency of the control
algorithm increases, and that for a very large suction velocity the crossflow vortices are suppressed almost
entirely. Sun et al. [53] performed direct numerical simulations of compressible boundary layers, in both
subsonic and supersonic regimes, under the effect of active dimples on the surface. A drag reduction of
15% was achieved in the subsonic compressible flow, and 12% reduction in the supersonic flow. Other
studies focused on controlling the shock wave boundary layer interaction (see for example, Blinde et al. [54],
Pasquariello et al. [55], Fukuda et al. [56], Vadillo et al. [57], Verma & Hadjadj [58]). The control techniques
applied in the framework of hypersonic boundary layers is reviewed briefly by Fedorov [59].
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The focus of this paper is on the manipulation of Görtler vortices that develop in high-speed boundary
layers, by using both active and passive control techniques based on wall transpiration and wall cooling,
respectively. The former is performed using a proportional controller that updates the distributed wall
blowing and suction, with the input being the streamwise velocity disturbance in a plane section that is
parallel to the wall or the wall shear stress distribution. The wall transpiration is aimed at injecting or
extracting momentum from the flow in the vertical direction, according to information that is provided from
the wall shear stress or streamwise velocity component in a plane parallel to the wall. The use of this type
of controller for flow control has been previously investigated in a number of studies (see, for example, Joshi
et al. [60], Hanson et al. [61] or Jacobson and Reynolds [62]). Both supersonic and hypersonic boundary
layers, with Mach number ranging from 1.5 to 7.5, are investigated using a high-order numerical algorithm
that solves the full Navier-Stokes equations written in generalized curvilinear coordinates. Results show
that while the control based on wall transpiration reduces both the wall shear stress and the energy of the
Görtler vortices, the wall cooling reduces the wall shear stress but increases the energy of the vortices in both
supersonic and hypersonic boundary layers.
In section II, the mathematical model is introduced and described, including a discussion of the scalings
of various independent or dependent variables, the appropriate initial and boundary conditions, as well as
the numerical algorithm. Section III describes the control algorithm that is utilized to manipulate the energy
of the Görtler vortices and the wall shear stress. In section IV, results for various freestream Mach numbers,
in both supersonic and hypersonic regimes, and for adiabatic and isothermal walls are included. Concluding
remarks are given in section V.
2 Problem formulation and numerical algorithm
2.1 Scalings
Although this problem can be solved using a parabolized form of the Navier-Stokes equations with the
curvature taken into account via a simple curvilinear transformation, here the governing equations consist of
the full Navier-Stokes equations written in curvilinear coordinates. The vortex development up to the onset
of secondary instabilities only is studied.
The equations considered here involve a generalized curvilinear coordinate transformation, which is writ-
ten in the three-dimensional form as ξ = ξ (x, y, z) , η = η (x, y, z) , ζ = ζ (x, y, z), where ξ, η and ζ are the
spatial coordinates in the computational space corresponding to the streamwise, wall-normal and spanwise
directions, and x, y and z are the spatial coordinates in physical space; in this study, ζ is equivalent to z.
This transformation allows for the mapping of the solution from the computational to the physical space and
vice-versa. All dimensional spatial coordinates are normalized by the spanwise separation λ∗ of the Görtler
vortices, i.e.,
(x, y, z) =
(x∗, y∗, z∗)
λ∗
, (1)
the velocity is scaled by the freestream velocity magnitude V ∗∞,
(u, v, w) =
(u∗, v∗, w∗)
V ∗∞
, (2)
the pressure by the dynamics pressure at infinity, ρ∗∞V ∗2∞ , and temperature by the freestream temperature,
T ∗∞. Reynolds number based on the spanwise separation, Mach number and Prandtl number are defined as
Rλ =
ρ∗∞V
∗
∞λ
∗
µ∗∞
, M∞ =
V ∗∞
a∗∞
, P r =
µ∗∞Cp
k∗∞
, (3)
where µ∗∞, a∗∞ and k∗∞ are freestream dynamic viscosity, speed of sound and thermal conductivity, respec-
tively, and Cp is the specific heat at constant pressure. All simulations are performed for air as an ideal gas,
and no species equations are considered at high Mach numbers, such as the ones in the hypersonic regimes
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included in the analysis, M = 6 and M = 7.5, since it is expected that the effect of chemical reactions is neg-
ligible in the development of Görtler vortices. The Görtler number based on the boundary layer momentum
thickness, θ∗, is defined as
Gθ = Rθ
√
θ∗
r∗
, (4)
where Rθ is the Reynolds number based on the momentum thickness and freestream velocity, and r∗ is the
radius of the curvature.
2.2 Governing equations
In conservative form, the Navier-Stokes equations are written as
Qt + Fξ +Gη +Hζ = S, (5)
where subscript denote derivatives, the vector of conservative variables is given by
Q =
1
J
{ ρ, ρui, E }T , i = 1, 2, 3, (6)
ρ is the non-dimensional density of the fluid, ui = (u, v, w) is the non-dimensional velocity vector in physical
space, and E is the total energy. The flux vectors, F, G and H, are given by
F =
1
J
{
ρU, ρuiU + ξxi(p+ τi1), EU + pU + ξxiΘi
}T
, (7)
G =
1
J
{
ρV, ρuiV + ηxi(p+ τi2), EV + pV + ηxiΘi
}T
, (8)
H =
1
J
{
ρW, ρuiW + ζxi(p+ τi3), EW + pW + ζxiΘi
}T
, (9)
where the contravariant velocity components are given by U = ξxiui, V = ηxiui,W = ζxiui, with the Einstein
summation convention applied over i = 1, 2, 3, the shear stress tensor and the heat flux are given as
τij =
µ
Re
[(
∂ξk
∂xj
∂ui
∂ξk
+
∂ξk
∂xi
∂uj
∂ξk
)
− 2
3
δij
∂ξl
∂xk
∂uk
∂ξl
]
, (10)
Θi = ujτij +
µ
(γ − 1)M2∞RePr
∂ξl
∂xi
∂T
∂ξl
, (11)
respectively, and S is the source vector term.
The pressure p, the temperature T and the density of the fluid are related through the equation of state,
p = ρT/γM2∞ under the hypothesis that the flow is non-chemically-reacting. The Jacobian of the curvilinear
transformation from the physical space to computational space is denoted by J , and the derivatives ξx, ξy,
ξz, ηx, ηy, ηz, ζx, ζy, and ζz represent grid metrics. The dynamic viscosity µ and thermal conductivity k are
linked to the temperature using the Sutherland’s equations that are written in dimensionless form as
µ = T 3/2
1 + C1/T∞
T + C1/T∞
, k = T 3/2
1 + C2/T∞
T + C2/T∞
, (12)
where C1 = 110.4K, C2 = 194K are constants, and T∞ is a reference temperature (Tannehill et al. [63]).
2.3 Numerical framework
The numerical results are obtained by applying a high-order numerical algorithm to the compressible Navier-
Stokes equations written in generalized curvilinear coordinates. Although the results reported in this study
represent steady Görtler vortices, the time dependent equations are solved to converge the solution to the
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steady state, with the time integration being performed via a third order TVD Runge-Kutta method [64].
The spatial derivatives in the wall-normal and spanwise directions are discretized using dispersion-relation-
preserving schemes of Tam and Webb [65]. Since the simulations included here are all in the supersonic
regime, upwind schemes are utilized in the streamwise ξ direction to avoid the imposition of an outflow
condition since no waves are propagating back into the domain according to the characteristic velocities.
The mean inflow condition is obtained separately from a precursor two-dimensional simulation, where a
Blasius type boundary condition is imposed in the upstream. Wall-normal profiles of flow variables from a
downstream location of the two-dimensional flow domain are imposed at the inflow of the three-dimensional
domain, at each spanwise grid line. In order to excite the formation of Görtler vortices in the downstream,
a small velocity disturbance is superposed on the mean flow at the inflow boundary, with amplitude level
equal to 0.3% of the local base flow and functional form similar to the upstream disturbance imposed in the
incompressible boundary layer analysis in Sescu & Thompson [30] (see also Goldstein et al. [4]). Contours
of the inflow disturbance are shown in figure 1 for the three components of velocity, where the solid lines
represent positive values and the dashed lines represent negative values. The vertical extent of the disturbance
is scaled by the local boundary layer thickness for each Mach number considered in this study. The upstream
disturbance should not affect the compressible solution considered in this paper since the amplitude of
the disturbance is small, which means that it is unlikely to generate significant acoustic or entropy waves.
Another effective approach to excite Görtler instabilities is by imposing freestream disturbances as was done,
for example, by Wu et al. [29], Schrader et al. [66], Marensi et al. [17], or Xu et al. [67]; this will be the
subject of a future study, wherein we plan to investigate both steady and unsteady Görtler vortices. No slip
boundary condition for velocity and adiabatic or isothermal conditions for temperature are imposed at the
solid surface, and far field condition (vanishing gradients) are imposed at the top boundary.
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Figure 1: Contours of the inflow disturbance: a) u′ in the range [−0.03, 0.03]; b) v′ in the range
[−0.002, 0.002]; c) w′ in the range [−0.01, 0.01].
3 Control Algorithm
Both passive and active control algorithms are implemented and applied in the framework of evolving Görtler
vortices; the target is the reduction of the vortex energy or wall shear stress, in order to delay the transition
to turbulence and/or decrease the frictional drag. The passive control scheme is based on wall cooling or
heating that is applied downstream of the inflow boundary from some specified streamwise location. Up to
this location the temperature of the wall is equal to the ambient temperature, which is set at 300 K. Since
the cooling or heating is imposed just downstream of the inflow boundary, the inflow condition is not affected
by variations of temperature; this ensures that the Görtler vortices are initiated at the inflow identically for
all cases. A ramping function is used to impose the wall temperature, with a smooth the transition from the
inflow wall temperature to the imposed temperature.
For the active control, a proportional control algorithm is utilized to determine the wall blowing and
suction vw that will minimize the Görtler vortex energy or the wall shear stress. The control variable here is
either the streamwise velocity disturbance in a η = const plane at a specified height above the wall surface,
or the wall shear stress. Within the control scheme, the blowing and suction at the wall is varied according to
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the flow sensors that are placed either in the boundary layer or at the wall, while the former is not practically
realizable owing to the difficulty in placing sensors in the flow without compromising the flow, while the
latter is, since sensors placed at the wall obviously do not. A typical proportional controller is considered
here as A(X, z) = Kp ∗ e(X, z), where Kp is the proportional gain, and
e(X, z) = U(X, yc, z)− Um(X, yc) (13)
is the error signal obtained in terms of either sensors placed in the flow at a specified distance from the wall,
and is defined by the difference between the streamwise velocity disturbance U(ξ, ηc, ζ) obtained from the
Navier-Stokes equations and the spanwise averaged velocity Um(X, yc) (U is the streamwise contravariant
velocity). For sensors placed at the wall, the wall shear stress represents the a control variable, and the error
signal is given as
e(X, z) = τw(X, yc, z)− (τw)m(X, yc), (14)
where τw is the wall shear stress calculated from the Navier-Stokes solution, and (τw)m is the spanwise
averaged wall shear stress. The amplitude and the distribution of the wall transpiration can be updated at
each iteration based on the control signal as vw(X, z) = vw(X, z) +A(X, z). The proportional gain, Kp, can
be determined, for example, by the frequency response method of Ziegler and Nichols [68]. According to this
method, the controller must be initiated with a small value of Kp. The proportional gain must be adjusted
until a response is obtained that produces continuous oscillations (known as the ultimate gain). The desired
proportional gain will then be half of the ultimate gain. The control algorithm utilized in this study is similar
to the algorithm applied in Sescu et al. [70] in the incompressible regime.
4 Results and Discussion
4.1 Preliminaries
We focus our attention on numerical simulations of the Navier-Stokes equations aimed to scrutinize the
effectiveness of the control schemes on Görtler vortices developing in both supersonic and hypersonic boundary
layers, where Mach number is varied between 1.5 and 7.5. Since there are no obstructions at the wall or
significant streamwise variations of the mean flow no shock waves or other discontinuities are expected. It is
worth mentioning that supersonic boundary layer flows over concave walls, free of discontinuities, have been
previously considered in several studies such as, for example, Li et al. [69] or Ren & Fu [38]. Note that the
shock that would be posed by the leading edge is not taken into account in these simulations since the inflow
boundary is placed downstream of the leading edge, so the effect from the shock is expected to be negligible.
This justifies the reason for imposing the mean inflow condition via a precursor two-dimensional simulation
as was described previously. Table 1 gives the flow parameters for the five cases considered in the analysis.
We follow the trends that are common in the majority of studies pertaining Görtler vortices, and choose the
spanwise separation of the vortices to be in the same order of magnitude as the boundary layer thickness,
such that the ratio between the two is set approximately the same among all Mach numbers. The Görtler
number range given in table 1 (i.e., between 20 and 35) commonly represents nonlinear Görtler vortices.
Table 1: Flow parameters.
Mach number, M Unit Reynolds number Görtler number, Gθ Spanwise separation, Λ∗ [m]
M = 1.5 1.40E+6 22.00 0.0120
M = 3.0 2.81E+6 25.21 0.0057
M = 4.5 4.18E+6 28.28 0.0043
M = 6.0 5.55E+6 31.45 0.0036
M = 7.5 7.09E+6 34.57 0.0031
As mentioned previously, the excitation of Gortler vortices is realized by a small disturbance that is
superposed on the base mean flow at the inflow boundary. Either the streamwise velocity disturbance U ′ in
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a surface that is parallel to the wall or the wall shear stress, τw, is considered as the input sensor for the
control algorithm. The control is performed with wall transpiration and wall cooling or heating, and the
results in terms of streamwise velocity contours, profiles of streamwise velocity, as well as axial distributions
of vortex energy and wall shear stress are compared to results from a boundary layer without control.
To have confidence about our results, we perform a grid convergence study to ensure that the results
are not sensitive to the grid resolution. The side view of the grid in figure 2, shows stretching that was
applied in the radial direction towards the farfield boundary, with clustering of the grid points in proximity
of the wall. The stretching in the radial direction ensures that the waves moving away from the wall are
dissipated and do not return into the flow domain as spurious reflected waves. The mesh features equally
spaced grid points in the streamwise and spanwise directions. Within the grid study, five meshes of different
resolutions have been chosen - denoted grid1, grid2, grid3, grid4, and grid5 - and simulations corresponding
to each Mach number have been performed as part of the grid convergence study. A systematic analysis
of the grid resolution was performed to determine what direction in the computational space (ξ, η, or ζ)
has the most significant effect on the sensitivity of the results; it was found that first the streamwise ξ and
then the wall-normal η directions had significant effects. Table 2 lists the total number of grid points, for
all Mach numbers, that was utilized in the convergence analysis. In the simulations, we have chosen the
spanwise length of the domain to correspond to a single Görtler vortex although subsequent contour plots
in the next subsections will include two vortices in order to highlight the distance between two adjacent
mushroom shapes. In figure 3, distributions of the vortex energy and spanwise averaged wall shear stress as
a function of the streamwise coordinate, for Mach number 4.5, show that the results obtained from grid4
and grid5 are very close to each other (similar conclusions hold for the other Mach numbers). As a result,
the grid resolutions associated with grid4 were chosen for the numerical simulations that are discussed next.
Table 2: Number of points in different grids.
Mach number grid1 grid2 grid3 grid4 grid5
M = 1.5 329,232 990,000 1,771,200 2,763,600 3,830,400
M = 3.0 329,232 930,000 1,684,800 2,646,000 3,696,000
M = 4.5 329,232 870,000 1,598,400 2,528,400 3,561,600
M = 6.0 329,232 810,000 1,512,000 2,410,800 3,427,200
M = 7.5 329,232 750,000 1,425,600 2,293,200 3,292,800
Figure 2: Mesh configuration.
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Figure 3: Vortex energy (left) and wall shear stress (right) for four grids of different resolutions.
4.2 Effect of wall transpiration
In this section, we analyze the effect of distributed wall blowing and suction on the development of Görtler
vortices, quantified in terms of either the vortex energy or spanwise averaged wall shear stress in both the
supersonic and hypersonic flow regimes, with flow conditions outlined in table 1. The amplitude of the
incoming disturbance that excites the Görtler vortex is 0.3% of the mean flow, which is sufficiently large to
excite nonlinear Görtler vortices, and - at the same time - small enough to avoid the generation of significant
spurious waves at the inflow boundary. Both isothermal and adiabatic wall conditions are studied, where
the wall temperature associated with the former is set equal to the ambient temperature, 300 K. The length
of the domain is set based on the streamwise distribution of the vortex energy, with the outflow boundary
positioned well downstream of the energy saturation starting point. The sensors of the control scheme are
placed either in the flow, where the streamwise velocity disturbance is monitored in a surface located at 0.1Λ∗
height from the wall, or at the wall, where the wall shear stress is monitored. In all numerical simulations
a unique proportional gain Kp = 0.01 was utilized for all five Mach numbers. The increase in the cost
associated with applying the control is insignificant since the iterations within the control algorithm are the
same as the iterations used to converge the solution to the steady state. Results are discussed in terms of
contour plots of the density in cross-sections through the vortex, energy distribution along the streamwise
direction, spanwise averaged wall shear stress (which is an indication of the skin friction reduction), and
profiles of the streamwise velocity in the center of the mushroom shape or in between. The wall transpiration
is applied starting at the streamwise location x = 10 (spanwise separation units) from the inflow boundary,
by applying a ramping function in order to avoid the generation of discontinuities in the flow.
In figure 4, we plot density contours in cross sections (y, z) planes at different streamwise locations,
starting from x = 10 to x = 60, corresponding to the adiabatic wall condition. The top row, which represents
the uncontrolled flow with Mach number varied from 1.5 (left) to 7.5 (right), indicate that as the Mach
number is increased the relative size of the mushroom shape increases in the wall-normal directions. The
word ’relative’ is utilized here because the spanwise separations of vortices are different for each Mach number,
so the vortices associated with high Mach numbers are actually smaller than the vortices associated with
small Mach numbers when we consider physical units - see table 1. The spanwise separations were chosen
sufficiently large with respect to the boundary layer thickness to allow the vortices to fully develop even for
the largest Mach number of 7.5, unlike the study of Ren and Fu [38] where the small spanwise separation
hampered the formation of mushroom shapes for their largest Mach number of 6. On the other hand, if the
spanwise separation is much greater than the boundary layer thickness the wavenumber of the disturbances
in the downstream may increase, that is secondary vortices may form between two main Görtler vortices.
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a1) b1) c1) d1) e1)
a2) b2) c2) d2) e2)
a3) b3) c3) d3) e3)
Figure 4: Density contour plots at different streamwise locations for the isothermal wall: a) M = 1.5; b)
M = 3.0; c) M = 4.5; d) M = 6.0; e) M = 7.5. Subscript 1: no control; Subscript 2: control based on u;
Subscript 3: control based on τw.
The second row of figure 4 corresponds to density contour for the controlled boundary layer based on
sensors placed in the flow, at a certain distance from the wall. The sensor in this case is the streamwise
velocity disturbance - which can be regarded as a measure of the streak amplitude - at y = 0.1Λ∗ from the
wall. The streak amplitude is defined as the half the difference between the highest and the lowest streamwise
velocities at two spanwise locations (Paredes et al. [71]). Another option is to use the wall-normal velocity
disturbance as in the previous studies that were focused on controlling turbulent boundary layers (e.g., the
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opposition control of Choi et al. [39]), but it was found based on numerical experiments that the control
based on the streamwise velocity is more effective in reducing the energy of Görtler vortices. One obvious
observation inferred from inspecting the second row of figure 4 is the level of reduction of the mushroom size
as a result of imposing the distributed blowing and suction. The reduction of the vortex strength seems to
be more effective at small Mach numbers (below 3), while at higher Mach numbers the reduction if slight
smaller and the disturbances seem to retain the mushroom shape. The third row corresponds to the control
based on sensors placed on the wall, represented by the wall shear stress distribution; this kind of control is
practically realizable since the sensors do not interfere with the boundary layer flow. However, for this type
of sensors, the reduction of the mushroom size is slightly less significant when compared to the control based
on the streamwise velocity disturbance (see the second row in figure 4). This will also be revealed by vortex
energy distributions in the subsequent figures.
We plot similar sets of density contour plots in figure 5 except the wall comes into play as an adiabatic
surface, which can trigger much higher temperatures inside the boundary layer, especially for high Mach
numbers. As a result of the increased temperature, the boundary layer thickness becomes larger than the
corresponding thickness in the isothermal condition since a temperature increase close to the wall implies an
increase in the local effective viscosity, which adds more dissipation into the flow. As far as the control of
vortices is concerned, however, the level of vortex strength reduction as noticed in the second and third rows
of figure 5, corresponding to the control based on the streamwise velocity disturbance and wall shear stress,
respectively, seems to be approximately the same as is for the isothermal wall. This will be revealed more
clearly in the energy plots that are presented next.
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a1) b1) c1) d1) e1)
a2) b2) c2) d2) e2)
a3) b3) c3) d3) e3)
Figure 5: Density contour plots at different streamwise locations for the adiabatic wall: a) M = 1.5; b)
M = 3.0; c) M = 4.5; d) M = 6.0; e) M = 7.5. Subscript 1: no control; Subscript 2: control based on u;
Subscript 3: control based on τw.
Here, we quantify the effect of the control schemes via streamwise distributions of the vortex energy and
spanwise averaged wall shear stress. The former gives indication to when the vortex will lead to secondary
instability, while the latter provides some evidence of potential skin frictional drag reduction. Figure 6 shows
the kinetic energy evolution of the disturbance, calculated as an integral along both wall-normal and spanwise
directions according to
11
E(x) =
z2ˆ
z1
∞ˆ
0
[
|u(x, y, z)− um(x, y)|2 + |v(x, y, z)− vm(x, y)|2 + |w(x, y, z)− wm(x, y)|2
]
dzdy, (15)
where um(x, y), vm(x, y), and wm(x, y) are the spanwise mean components of the velocity, and z1 and z2
are the coordinates of the boundaries in the spanwise periodic direction. Control strategies with streamwise
velocity disturbance sensors the flow (red curves in figure 6) appear to be more effective in reducing the
energy of the vortices: more than one order of magnitude reduction is noticed from these plots. Although all
five cases in figure 6 show the same level of energy reduction, closer look indicates that the level of reduction
decreases slightly as the Mach number is increased. Interestingly, however, the energy levels in the saturation
region are in the same order of magnitude for both the uncontrolled and controlled cases. Comparing the
solid lines to the dashed lines in figure 6 indicates that the wall cooling slightly increases the vortex energy
compared to the adiabatic wall condition case. The energy plots also reveal that the control scheme is slightly
more effective in the adiabatic wall case for both types of sensors.
In figure 7, the spanwise averaged wall shear stress, which is calculated by integrating the velocity gradient
in the spanwise direction as
τw(x) =
1
z2 − z1
z2ˆ
z1
∂ut
∂η
(x, 0, z)dz, (16)
is represented as a function of the streamwise coordinate, where the black curves correspond to the uncon-
trolled case. Consistent with the distributions of energy in figure 6, these show that the wall shear stress is
reduced for both types of sensors, with the control based on the streamwise velocity being more effective.
The difference between the isothermal and the adiabatic wall conditions is also similar to the trends observed
in the energy plots, but at low Mach number only. The wall shear stress for adiabatic conditions is lower
compared to isothermal, upstream of the energy saturation point; however, the trend switches beyond the
saturation point. For high Mach number cases, the wall shear stress for the adiabatic condition is lower than
the wall shear stress for the isothermal wall at all streamwise locations, a result that was obtained in previous
studies (Spall and Malik [73] or Elliot [74]). Overall, all vortex energy and wall shear stress plots suggest that
the distributed wall blowing and suction is capable of reducing the strength of the vortices, thus delaying the
secondary instability onset, and also reducing the wall shear stress, thus decreasing the frictional drag. This
is valid in both supersonic and hypersonic regimes.
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a) b) c)
d) e)
Figure 6: Energy of the disturbance for isothermal (solid line) and adiabatic (dashed line) wall: a)M∞ = 1.5
b) M∞ = 3.0; c) M∞ = 4.5; d) M∞ = 6.0; e) M∞ = 7.5.
a) b) c)
d) e)
Figure 7: Spanwise averaged wall shear stress for isothermal (solid line) and adiabatic (dashed line) wall:
a) M∞ = 1.5 b) M∞ = 3.0; c) M∞ = 4.5; d) M∞ = 6.0; e) M∞ = 7.5.
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We looked into the effect of changing the streamwise location xc, where the control based on wall blowing
and suction is initiated. Three different streamwise locations are considered: xc = 5, 15 and 25. Curves
of vortex energy as a function of the streamwise coordinate plotted in figure 8 point out that the smaller
the location xc, the higher the energy reduction is, for both types of sensors. While the same conclusion is
inferred with regard to the wall shear stress distribution plotted in figure 9, the level of reduction in this case
is not so significant (note that the energy plots in figure 8 are in logarithmic scale with respect to the vertical
direction). In conclusion, the streamwise location xc may have a more significant effect on the secondary
instability of the vortices, and less effect on the wall shear stress.
a) b)
Figure 8: Energy of the disturbance for different values of xc (Mach number is 6): a) control based on u b)
control based on τw.
a) b)
Figure 9: Spanwise averaged wall shear stress for different values of xc (Mach number is 6): a) control based
on u b) control based on τw.
Typical streamwise velocity profiles taken between two mushroom shapes and in the center of a mush-
room are shown in figure 10 for the lowest and the highest Mach numbers, 1.5 and 7.5, respectively, where
the streamwise location coincides with the location where the energy saturation begins. For the adiabatic
uncontrolled case (black dashed line) a jet forms roughly at the vertical location y = 0.4 for M = 1.5 and
y = 0.7 forM = 7.5, in between two mushroom shapes, becoming more intense for the highest Mach number.
The intensity of the jet is weakened by both types of the control (black and red curves in figures 8b and 8d).
The right column shows streamwise velocity profiles at the center of the mushroom (z = 0); for the lower
Mach number there is no significant difference between the adiabatic and the isothermal wall conditions,
but at higher Mach number the figure shows that the height of the mushroom shape is larger in adiabatic
conditions. This is commensurate with the boundary layer thickness increase due to the high level of heating
effects. The effect of the control on the velocity profiles at this spanwise location z = 0 is a flattening of the
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curves.
a) b)
c) d)
Figure 10: Profiles of streamwise velocity for isothermal (solid line) and adiabatic (dashed line) wall condi-
tion: a)M∞ = 1.5, between two mushroom shapes; c)M∞ = 1.5, in the center of a mushroom; d)M∞ = 7.5,
between two mushroom shapes; e) M∞ = 7.5, in the center of a mushroom.
4.3 Effect of wall heat transfer
In this section, we scrutinize the effect of a passive control technique based on wall cooling and heating, for
the same Mach numbers and flow conditions considered in the previous section. To this end, an isothermal
boundary layer is considered and disturbed in the same manner as in the previous section, i.e., using an
inflow disturbance imposed over a given base flow. The wall temperature at the inflow is set to the ambient
temperature (300 K). The spanwise separation of the vortices - dictated by the spanwise wavenumber of
the incoming disturbance and is set the same for all Mach numbers. Uniform wall cooling and heating,
corresponding to four temperatures Tw = 150, 200, 400, 500 K is applied starting at the streamwise location
x = 8. Note that the wall cooling or heating in this analysis refers to a decrease or an increase, respectively, of
the upstream (base) wall temperature, which is equal to the ambient temperature, 300 K. This is somewhat
different to what was previously considered cooling or heating of the wall with respect to an adiabatic wall.
For example, the effect of wall cooling with respect to the adiabatic condition can be noticed in figures 6 or 7,
by comparing the solid lines to the dashed lines, which shows that the wall cooling increases both the vortex
energy and the wall shear stress, which is consistent with the previous studies, such as Spall and Malik [73]
or Elliot and Bassom [74]. Results in terms of streamwise velocity contours, vortex energy distribution and
spanwise averaged wall shear stress will now be presented and discussed.
The small increase of vortex energy by wall cooling or heating is revealed in figures 11 and 12, respectively,
where distributions of vortex energy with respect to the streamwise directions are superposed; note that these
curves are not plotted in a logarithmic scale in order to reveal the small difference among the curves in the
saturation region. While the energy saturation starting point is approximately the same for all cooling or
heating cases, some differences among the energy levels can be noticed after the saturation point when wall
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cooling in applied. It appears that this level of wall heating (which is not very significant, anyway) has very
little effect on the energy distribution as seen in figure 12.
In figure 13 and 14, the spanwise averaged wall shear stress is plotted as a function of the streamwise
coordinate aiming to quantify the effect that the wall cooling and heating may have on the skin friction. For
all Mach number cases in figure 13 there is a reduction in the wall shear stress along the streamwise direction
at the two lower wall temperatures, 150 and 200 K, compared to the original wall temperature of 300 K. As
far as the wall heating is concerned, however, figure 14 suggests that for supersonic Mach numbers (1.5, 3 and
4.5) there is a slight shear stress reduction upstream of x = 50 followed by a slight increase. For hypersonic
Mach numbers (6 and 7.5), however, there is a slight shear stress decrease everywhere. This rather curious
result will be further investigated in a future study.
To quantify the overall frictional drag, we integrate the wall shear stress over the entire wall surface, and
plot its variation with respect to the Mach number in figure 15, where we mark the base wall temperature
at T = 300 K, which was imposed in the upstream of the cooling or heating region. The figure show that
reducing the wall temperature (cooling) has a beneficial effect on the skin friction drag for all Mach numbers
corresponding to both supersonic and hypersonic regimes. Increasing the wall temperature (heating) in the
downstream of the base temperature still has a beneficial effect for high Mach number cases (4.5, 6 and 7.5),
but insignificant effect on the other low Mach numbers (1.5 and 3); there is actually a slight increase followed
by a decrease of the drag for the lowest Mach number.
a) b) c)
d) e)
Figure 11: Energy of the disturbance as a function of the streamwise coordinate for wall cooling: a)
M∞ = 1.5 b) M∞ = 3.0; c) M∞ = 4.5; d) M∞ = 6.0; e) M∞ = 7.5.
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a) b) c)
d) e)
Figure 12: Energy of the disturbance as a function of the streamwise coordinate for wall heating: a)
M∞ = 1.5 b) M∞ = 3.0; c) M∞ = 4.5; d) M∞ = 6.0; e) M∞ = 7.5.
a) b) c)
d) e)
Figure 13: Spanwise average wall shear stress as a function of the streamwise coordinate for wall cooling:
a) M∞ = 1.5 b) M∞ = 3.0; c) M∞ = 4.5; d) M∞ = 6.0; e) M∞ = 7.5.
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a) b) c)
d) e)
Figure 14: Spanwise average wall shear stress as a function of the streamwise coordinate for wall heating:
a) M∞ = 1.5 b) M∞ = 3.0; c) M∞ = 4.5; d) M∞ = 6.0; e) M∞ = 7.5.
Figure 15: Skin friction drag as a function of the wall temperature and for different Mach numbers.
5 Conclusions
A numerical study of the effect of controlled wall transpiration, cooling, and heating on the development of
Görtler vortices in high-speed boundary layers has been performed. For wall transpiration, a proportional
controller was employed, where the sensors were either the streamwise velocity disturbance distribution in
x and z, at a specified distance from the wall, or the wall shear stress distribution. While the first type of
control is rather impractical since the sensors should be placed in the boundary layer flow, the second type
is more amenable since the sensors are installed at the wall, so the interference with the flow is minimized.
Both isothermal and adiabatic wall conditions were considered for the control based on wall transpiration.
The wall cooling or heating was implemented in the framework of a passive control scheme, where the wall
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temperature was switched from the base temperature of T = 300 imposed in the proximity to the inflow
boundary to a lower or higher temperature in the downstream direction. The switching of wall temperature
was performed using a ramping function to avoid discontinuities in the temperature at the wall. This is unlike
previous studies where the wall cooling was considered with respect to an adiabatic wall condition. But in
this case, even a wall temperature equal to the ambient temperature provides cooling because the adiabatic
wall temperature is greater than the ambient temperature. Both supersonic and hypersonic boundary layers,
with Mach number ranging from 1.5 to 7.5, were investigated using a high-order numerical algorithm that
solves the full Navier-Stokes equations in generalized curvilinear coordinates.
Results in terms of the density or streamwise velocity contours, vortex energy, spanwise averaged wall shear
stress, and streamwise velocity profiles clearly indicated that both the wall transpiration and cooling/heating
modify the streamwise evolution of the Görtler vortices for a given Mach number. It was found that the
control based on sensors placed in the flow is more effective in reducing the vortex energy or the wall shear
stress than the control based on sensors placed at the wall. The level of vortex energy reduction as seen in
figure 6 seems to be roughly the same between the isothermal and adiabatic wall conditions. The effect of
wall transpiration on the reduction of Görtler vortex energy is not as high as in the incompressible regime
(see results reported in Sescu et al. [70, 72]). This may be explained by the reduced ability of a high speed
flow to accommodate according to the inputs provided by sensors, and due to the compressibility effects.
It was found that wall cooling slightly increases the vortex energy in the saturation region for all Mach
numbers (figure 11), although the spanwise averaged wall shear stress decreased (figure 13). An energy
increase may accelerate the onset of secondary instabilities and encourage early transition to turbulence. For
all Mach numbers cases, the two lower wall temperatures, 150 and 200 K, reduce the wall shear stress along
the streamwise direction compared to the base wall temperature of 300 K that was imposed in the upstream.
Figure 14 showed that wall heating for supersonic Mach numbers (1.5, 3 and 4.5) slightly reduces the wall
shear stress upstream of x = 50 followed by a slight increase. For hypersonic Mach numbers (6 and 7.5),
however, there was a slight decrease of the wall shear stress along the entire boundary layer.
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