Abstract: In this paper, we study the solvability problems for the fully coupled forward-backward stochastic difference equations (FBS∆Es). Firstly, we consider the linear FBS∆Es. By transforming the linear FBS∆Es into linear algebraic equations, we obtain the necessary and sufficient condition for the solvability of the linear FBS∆Es. Secondly, we investigate the general nonlinear FBS∆Es. By adopting an appropriate representation of the product rule and an appropriate formulation of the monotone condition, we provide the existence and uniqueness theorem for the general nonlinear FBS∆Es.
Introduction
It is well-known that forward-backward stochastic differential equations (FBSDEs) are widely studied by many researchers and there are fruitful results in both theory and application (see [12] and [15, 16, 17, 18] ).
As the discrete time counterpart of FBSDEs, the FBS∆Es also have wide applications in many areas, such as discrete time stochastic optimal control theory, mathematical finance, numerical calculation, etc.
For instance, the Hamiltonian systems of discrete time stochastic optimal control problems are FBS∆Es (see [13] , [26] ); FBS∆Es can also be regarded as the state equations for a discrete time recursive utility optimization problem since some discrete time nonlinear expectations are defined by backward stochastic difference equations (BS∆Es). Moreover, when we study the numerical solution of a FBSDE, we usually obtain a FBS∆Es through time discretization (see [2] , [4] , [7] , [14] , [27] , [10] , [11] ). As far as we know, there are few works dealing with the solvability of FBS∆Es because the forward variables and backward variables are coupled in these equations. In this paper, our goal is to study the solvability problem for the discrete time fully coupled FBS∆Es.
The starting point of exploring the solvability of FBS∆Es is how to formulate FBS∆Es. It is worth pointing out that even though the BS∆E is the discrete time counterpart of the backward stochastic differential equation (BSDE), the formulations are quite different. Based on the driving process, there are mainly two formulations of BS∆Es (see, e.g. [3] , [5] , [6] ). One is driving by a finite state process taking values from the basis vectors (as in [5] ) and the other is driving by a martingale with independent increments (as in [3] ). In this paper, we take the second formulation to construct our FBS∆Es. Note that a class of fully coupled homogeneous linear FBS∆Es was studied in [20] , [21] . The backward variables in their equations are in the conditional expectation form and the coefficients in the backward variables are degenerate. The authors obtained a necessary and sufficient condition for the existence of a unique solution to their equations and provided a Riccati equation, the solvability of which is equivalent to the solvability of the corresponding linear FBS∆E. As for the numerical solutions of the FBSDEs, the authors in [2] and [7] mentioned the solvability of the corresponding time discretization equations with Markovian assumptions and degenerate diffusion terms (independence of Z).
Before investigating the solvability of FBS∆Es, as preliminaries, we prove some results about the BS∆Es.
In more details, we formulate one kind of BS∆Es in our context, obtain the explicit representation of the solution (Y, Z, N ) and prove the existence and uniqueness of solutions to our formulated BS∆E.
Then we study the solvability problem for the linear FBS∆Es. As the special case of the general nonlinear FBS∆Es, the simple and nice structure of the linear FBS∆Es leads to a necessary and sufficient condition for the existence and uniqueness of the solutions. On the other hand, the obtained results for the linear FBS∆Es will be applied to prove the solvability results for the nonlinear case. For the linear case, FBS∆Es can be transformed into 2m-dimensional linear algebraic equations of E [X t+1 |F t ] and E [X t+1 ∆W t |F t ]. Then we prove the equivalence between the solvability of linear FBS∆Es and the solvability of linear algebraic equations which leads to a necessary and sufficient condition for the existence and uniqueness of solutions.
By solving the linear algebraic equations, we can decouple the forward and backward variables and obtain the explicit expressions of Y t , Z t with respect to X t . Thus, the linear FBS∆E can be solved recursively in an explicit form.
Finally, the solvability problem for the nonlinear FBS∆Es is studied. We apply the continuation method developed in [12] to our discrete time framework. Under the assumption that the coefficients satisfy the monotone condition, we obtain the existence and uniqueness theorem for the general nonlinear FBS∆Es.
There are two main differences from the continuous time case when we apply the continuation method in our discrete time context. Firstly, Itô formula, which is the basic technique in the continuous time stochastic calculus, doesn't work in our discrete time case. So we must choose a suitable representation of the product rule ∆ X t , Y t = ∆X t , Y t + X t , ∆Y t + ∆X t , ∆Y t . Here we propose the following form of the product rule ∆ X t , Y t = X t+1 , ∆Y t + ∆X t , Y t in order to obtain the desired result. Secondly, the BS∆E should be formulated as in (2.1). In other words, the generator f of the BS∆E (2.1) depends on time t + 1. It is worth pointing out that this kind of formulation is just the formulation of the adjoint equations for stochastic optimal control problems (see [13] for the classical case).
The remainder of this paper is organized as follows. In Section 2 we present preliminary results of the BS∆Es. We then obtain the solvability results for linear FBS∆E (2.3) in Section 3. The solvability results for nonlinear FBS∆E (2.4) are given in Section 4.
Preliminaries and problem formulation
Let T be a deterministic terminal time and T := {0, 1, ..., T }. Consider a filtered probability space Ω, F , {F t } 0≤t≤T , P with t ∈ T , F 0 = {∅, Ω} and F = F T . For a F t -adapted process (U t ), define the difference operator ∆ as ∆U t = U t+1 − U t . Let W be a fixed R d -valued square integrable martingale process with independent increments, i.e. E [∆W t |F t ] = E [∆W t ] = 0 and E ∆W t (∆W t ) * = I d for any t ∈ {0, ..., T − 1} where (·) * denotes vector transposition. We assume that F t is the completion of the σ-algebra generated by the process W up to time t.
Denote by L 2 (F t ; R n ) the set of all F t −measurable square integrable random variable X t taking values in R n and by M 2 (0, t; R n ) the set of all {F s } 0≤s≤t -adapted square integrable process X taking values in R n .
Moreover, we define e i = (0, 0, ..., 0, 1, 0, ..., 0) * ∈ R n and mention that an inequality on a vector quantity is to hold componentwise.
Consider the following backward stochastic difference equation (BS∆E):
Assumption 2.1 A1. The function f (t, y, z) is uniformly Lipschitz continuous and independent of z at t = T , i.e. there exists constants c 1 , c 2 > 0, such that for any t ∈ {1, 2, ..., T − 1},
Remark 2.2 The BS∆E (2.1) is analogous to the continuous time BSDE driven by a general martingale (cf. [9] ), and the solution is a triple of processes.
which satisfies equality (2.1) for all t ∈ {0, 1, ..., T − 1}, and N is a martingale process strongly orthogonal to W .
By using the Galtchouk-Kunita-Watanabe decomposition in [3] , we obtain the following existence and uniqueness result of BS∆E (2.1).
Proof. We first prove the existence and uniqueness of (
Here we omit the variable Z since f is independent of
is a square integrable martingale difference. So it admits the Galtchouk-Kunita-Watanabe decomposition, which implies that there exists
Then, by similar arguments as above, we can obtain the unique solution (
By taking the convention N 0 = 0 and letting
s=0 ∆N s , we have that (2.1) holds true for all t ∈ {0, 1, ..., T − 1}. Finally, since
we conclude that N is strongly orthogonal to W . This completes the proof. Now we formulate the linear FBS∆E and nonlinear FBS∆E. For simplicity, in the following, we suppose W is one-dimensional.
Consider the following linear FBS∆E:
where the coefficients satisfy (i) A, A are deterministic functions valued in R m×m , A are deterministic functions valued in R n×m , G is deterministic matrix in R n×m ;
(ii) B, B, C, C are deterministic functions valued in R m×n , B, C are deterministic functions valued in
Remark 2.5 Notice that the coefficients of the homogeneous terms are supposed to be deterministic functions and the coefficients of the nonhomogeneous terms can be stochastic processes. Besides, it can be seen that the generator of the backward equation in (2.3) is independent of Z T at time T since C T = 0.
Consider the following nonlinear FBS∆E:
Assumption 2.6 (i) The coefficients are uniformly Lipschitz continuous with respect to λ, and f is independent of variable z at time T , i.e. there exists c 1 > 0 such that for any t ∈ {0, 1, ..., T − 1}, P − a.s.,
(iii) The coefficients satisfy the following monotone conditions, i.e. when t ∈ {1, ..., T − 1},
, P − a.s.;
, P − a.s..
where c 2 is a given positive constant.
We give the definition of the solutions to FBS∆E (2.3) and FBS∆E (2.4).
(2.4)) at any time t, P − a.s. with N to be a martingale process strongly orthogonal to W .
Solvability of linear FBS∆Es
In this section, we study the solvability of linear FBS∆E (2.3). 
where
Proof. We first consider the difference equations at time T . Let
Since Y T = GX T + g, we have
According to Theorem 2.4,
Taking F T −1 -conditional expectation on both sides of the forward equation,
Multiplying the forward equation by ∆W T −1 and taking F T −1 -conditional expectation,
Then we obtain a 2m-dimensional linear algebra equation:
It is easy to check that if (
) is a solution of the algebra equation (3.2). On the other hand, if
is a solution of the FBS∆E (2.3) at time T − 1, where
So the FBS∆E (2.3) has a unique solution at time T − 1 if and only if the linear equation (3.2) has a unique solution, which is equivalent to say that
combining with (3.1), we deduce
where,
By (3.3), we have
Repeating the above procedure, we can obtain the result by backward induction. This completes the proof. The following corollary will be used in the proof of the solvability of the nonlinear FBS∆E (2.4).
Proof. For this special case of (2.3), the coefficients are
Then we have
Since P T = 2I, it is easy to check that ∀t ∈ {1, ..., T }, Γ t−1 (P t ) is invertible. Thus, the above FBS∆E have a unique solution. This completes the proof.
Solvability of nonlinear FBS∆Es
In this section we study the solvability of nonlinear FBS∆E (2.4). 
We first give the proof of the uniqueness.
Proof. Suppose U = (X, Y, Z, N ) and
For t ∈ {0, 1, ..., T − 1}, we have
Since W , N , N ′ are martingale process and N , N ′ are strongly orthogonal to W , we have E [Φ t |F t ] = 0.
Notice that
Then,
Due to the monotone condition, we obtain
which leads to
It 
where By Corollary 3.3, we know that for any b 0 , σ 0 ∈ M 2 (0, T − 1; R n ), f 0 ∈ M 2 (1, T ; R n ) and h 0 ∈ L 2 (F T ; R n ), the linear FBS∆E (4.2) has a unique solution.
To complete the proof, we need the following lemma.
Lemma 4.2 Assume that there exists an α 0 ∈ [0, 1) such that for any b 0 , σ 0 ∈ M 2 (0, T − 1; R n ) , f 0 ∈ M 2 (1, T ; R n ) and h 0 ∈ L 2 (F T ; R n ), FBS∆E (4.1) has a unique solution. Then there exists δ 0 ∈ (0, 1), which depends on c 1 , c 2 and T , such that for any α ∈ [α 0 , α 0 + δ 0 ], any b 0 , σ 0 ∈ M 2 (0, T − 1; R n ) , f 0 ∈ M 2 (1, T ; R n ) and h 0 ∈ L 2 (F T ; R n ), FBS∆E (4.1) has a unique solution.
. We can obtain X T , Y T and (N t ) through (4.1). It is easy to check that for 0 < δ ≤ δ 0 , the obtained (X, Y, Z, N ) is the solution to FBS∆E (4.1) with α = α 0 + δ. This completes the proof of this lemma.
Now we complete the proof of the existence part of Theorem 4.1.
Proof. When α = 0, for any b 0 , σ 0 ∈ M 2 (0, T − 1; R n ) , f 0 ∈ M 2 (1, T ; R n ) and h 0 ∈ L 2 (F T ; R n ), 
