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Chapter 1
Rather Short Summary
Functional RG for Quantum Impurity Systems: Status Report
In this Thesis, we study transport properties of quantum impurity systems using the functional renor-
malization group (FRG). The latter is an RG-based diagrammatic tool to treat Coulomb interactions
in a more flexible (but less accurate) way than, e.g., by virtue of the numerical renormalization group
approach. It was first applied to quantum dot systems, where electronic correlations lead to inter-
esting strong-coupling effects, roughly five years ago. The employed approximation scheme, which
can be viewed as a kind of RG enhanced Hartree Fock theory not suffering from typical mean-field
artifacts, succeeds in accurately describing linear transport properties (such as the conductance)
of various single- as well as multi-level spinful and spin-polarised quantum dot geometries at zero
temperature and even captures aspects of Kondo physics [Kar06a,Med06,Kar07a,Kar07b,And08].
Functional RG for Quantum Impurity Systems: Goals
In a nutshell, advance in this Thesis is three-fold. First, we introduce a frequency-dependent second-
order truncation scheme in order to eventually address finite-energy linear-response transport proper-
ties of quantum dot systems. Secondly, a generalisation of the Hartree-Fock-like FRG approximation
to Keldysh space allows for computing non-linear steady-state transport properties. Thirdly, we in-
vestigate the physics of a quantum dot Josephson junction as well as the charging of a single narrow
level, (mainly) using the frequency-independent approach.
Method Development, Vol. I: Finite-Frequency Properties
As mentioned above, the FRG was mainly used to compute equilibrium zero-energy properties of
quantum dot systems (such as the linear conductance) in the T = 0 – limit. In order to treat finite
temperatures and to address energy-dependent observables (such as the density of states), one needs
to account for an additional higher-order class of functional RG flow equations – which is technically
involved. We demonstrate for two distinct problems (namely the single impurity Anderson as well
as the interacting resonant level model) that this turns out to be possible in principle and leads to
systematic improvements for small to intermediate Coulomb interactions [Kar08b,Kar10a]. In general,
however, calculating energy-dependent properties needs for an ill-controlled analytic continuation
of numerical Matsubara data which can only be circumvented in certain special situations [Kar10c].
More severely, aspects of Kondo physics contained in the simple Hartree-Fock-like functional RG
approximation scheme can no longer be described by the – a priori more elaborate – higher-order
approach. Thus, it is still an altogether open issue how to reliably compute energy-dependent
properties (e.g., the density of states) in the strong-coupling limit using the functional RG.
Method Development, Vol. II: Towards Non-Equilibrium
Treating systems in non-equilibrium requires a fundamental extension of the method to Keldysh
space. This can be done straightforward in the long-time (steady-state) limit, and even the most sim-
ple (Hartree-Fock-like) FRG approximation scheme shows satisfying agreement with time-dependent
density matrix renormalization group (DMRG) data published for the interacting resonant level
model [Kar10a]. The latter provides a reasonable basis for a study of non-equilibrium transport
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through a quantum dot dominated by charge fluctuations. In the so-called scaling limit of large
bandwidths (which cannot be addressed, e.g., by the DMRG), it features universal power laws
which can be described analytically by the functional renormalization group scheme in complete
agreement with real-time RG data [Kar10b].
The Quantum Dot Josephson Junction
The Josephson current through a quantum dot coupled to superconductors is governed by a singlet-
doublet quantum phase transition. Experimental progress in realising such systems has triggered a
lot of interest in modelling quantum impurities attached to BCS leads. In this line, the functional
RG allows for calculating both the phase boundary and the supercurrent in good agreement with
exact results as well as with numerical RG reference data [Kar08a]. Whereas the latter is accurate
for arbitrarily large values of U but limited to highly symmetric problems, any system parameters –
particularly the experimentally most relevant case of finite gate voltages [Eic09] – can be treated by
the FRG approach. Placing the quantum dot in an interferometric Aharonov-Bohm geometry leads
to multiple singlet-doublet transitions, and the model exhibits re-entrance behaviour [Kar09].
Charging of Narrow Quantum Dot Levels
A quantum dot which comprises of one level (labelled by σ = +) contacted to a higher-dimensional
bath by tunnel barriers of height Γ+ as well as a second level (σ = −) that couples to the system
via a Coulomb repulsion features a ‘quantum phase transition’ as the energy of the latter crosses
the chemical potential. In presence of small tunnelling elements to some bath (Γ−) or to the first
level (t ′) – which might be an overall generic scenario within various experimental situations – the
charging transition acquires a finite width scaling as a power law of the bare coupling strength
t ′, Γ− ≪ Γ+. This can be shown analytically by mapping the system to the anisotropic Kondo
model using bosonisation (and exploiting well-known results for the latter). We confirm power-law
variations using the functional and numerical renormalization group frameworks [Kas09].
Chapter 2
Introduction
2.1 The Stage
Artificial Atoms: ‘Towards Quantum Computing’
Great advances in nanotechnology over the past few years led to the fabrication and intense ex-
perimental study of low-dimensional electron systems (quantum dots and wires), which – from
a ‘long-term’ perspective, though – are of interest as they give insight into the physics of more
complicated nanodevices needed for quantum information processing [Los98,Eng05]. The manipula-
tion of spin [Cra04,Pet05] and charge [Pet04] was explicitly demonstrated for semiconductor setups.
In general, the smallness of quantum dots leads to fairly large energy level spacings and at suf-
ficiently low temperatures only a few levels are relevant for the description of the physics. The
latter is then strongly affected by the repulsive interaction between the electrons, manifesting, e.g.,
in Coulomb blockade [Kou97] or Kondo screening [Kon64]. The low-energy behaviour of quantum
wires is described by the Luttinger rather than the Fermi liquid theory, in clear contrast to most
bulk materials where the effects of correlations do not extend beyond mild renormalization of Fermi
liquid parameters [Gia03].
The Obstacle: Electronic Correlations
From the theoretical point of view, a many-particle method is needed to properly account for the
electron-electron interaction U which is a vital ingredient to any model one might devise to describe
the experimental setups. A perturbative approach works in some cases, but it fails to describe strong
correlations (such as Kondo physics [Hew93]). Moreover, it breaks down completely for certain
classes of low-dimensional systems because of infrared divergences in low-order Feynman diagrams
[Hew93]. The latter motivates the application of renormalization group (RG) based methods which
successively address all energy scales of the system, starting from high energies where infrared
singularities are cut out. One particular implementation of Wilson’s general RG idea [Wil75] is
the numerical renormalization group (NRG), which was originally developed to address the Kondo
model [Kri80a,Kri80b] but later on applied to various kinds of quantum impurity systems [Bul08]. It
provides a very reliable tool to investigate physical properties of models with Coulomb interaction at
low energies. However, its applicability is practically limited to small systems with a few correlated
degrees of freedom because of the computational resources required.
2.2 FRG for Quantum Impurity Systems: Status Report
A different RG-based approach to address a correlated quantum many-particle problem is provided by
the functional renormalization group (FRG) which exactly describes arbitrary-order irreducible vertex
functions of the corresponding system in terms of an infinite hierarchy of coupled flow equations
[Sal98]. In practise, this hierarchy needs to be truncated (usually by neglecting the flow of the three-
particle vertex), rendering the FRG an approximate method. Moreover, in the context of quantum
dots and wires the frequency dependence of the flowing two-particle vertex is usually discarded,
altogether resulting in a closed finite set of coupled differential equations whose numerical solution
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gives renormalized frequency-independent system parameters embodying the effects of the two-
particle interaction. This approximation scheme was successfully applied to describe Luttinger liquid
behaviour of one-dimensional quantum wires with local inhomogeneities [And04, Ens05b, Med05],
whereas an ordinary perturbative expansion in the two-particle interaction U is plagued by infrared
singularities. In contrast, perturbation theory is usually regular for quantum dot problems (such
as posed by the single impurity Anderson model), and there is no inherent need for an RG-based
framework. However, the appearance of the exponentially (in U) small Kondo energy scale TK
motivates RG resummations of certain classes of diagrams. The application of the frequency-
independent functional renormalization group to single- as well as multi-level spinful and spin-
polarised quantum dot geometries turned out to give surprisingly good results for linear transport
properties (such as the conductance) in the strong coupling limit, even though the approximation
can a priori be justified only for small to intermediate U [Kar06a,Med06,Kar07a,Kar07b]. The most
striking observation is that the FRG describes aspects of Kondo physics (e.g., an exponential energy
scale) contained within the single impurity Anderson model (SIAM) very accurately [Kar06a]. The
frequency-independent approximation can thus be viewed as a kind of RG-enhanced Hartree-Fock
theory to reliably address linear-response transport through quantum dots which does not suffer
from typical mean-field artifacts (such as the breaking of spin symmetry).
2.3 Fundamental Goals
Method Development
In a nutshell, conceptional advance in this Thesis is two-fold. First, we introduce a frequency-
dependent second-order truncation scheme in order to eventually address finite-energy linear-response
transport properties of quantum dot systems. The single impurity Anderson model provides the most
simple playground, and well-established numerical RG reference data allows for carefully investigat-
ing the issue of numerical artifacts (associated with the need to discretise the frequency axis) as
well as the question whether our approximation succeeds or fails to capture strong-coupling physics.
Secondly, we employ a generalisation of the first-order (Hartree-Fock-like) FRG scheme to Keldysh
space in order to compute non-linear steady-state transport properties of another simple impurity
model – the interacting resonant level model (IRLM). Having explored the strengths and drawbacks
(which are well-known in equilibrium) of this static approximation beyond linear response, one can
confidently study the somewhat disputed so-called scaling limit of the IRLM at large bandwidths.
Quantum Dot Josephson Junction and Charging of a Narrow Level
The second part of this Thesis is about investigating the linear-response physics of two particular
quantum dot systems using the first-order functional RG approximation. First, we study the equilib-
rium supercurrent flowing through an Anderson impurity in presence of BCS superconducting leads.
Comparing data obtained from the static FRG implemented in Nambu space – the latter being a
third (minor) conceptional advance – with NRG reference results illustrates that this scheme cap-
tures the fundamental low-temperature competition of Kondo screening and the formation of Cooper
pairs, and one can reliably address situations which are inaccessible for the NRG framework. Most
importantly, we calculate the gate-voltage dependence of Josephson current in good agreement with
recent experiments and study interferometric geometries. The second system under consideration
is a quantum dot featuring one broad and one narrow level. The characteristic scale which governs
the charging as the latter crosses the chemical potential exhibits power laws which we describe by
mapping the system to the anisotropic Kondo model by virtue of bosonisation (and subsequently
employing known results), using the NRG, and eventually our static functional RG framework.
In the following, we give more detailed Introductions to all these issues.1
1Even though these Introductions can be found again almost literally within the corresponding Chapters, they were
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2.3.1 Single Impurity Anderson Model
Motivation
By construction, a truncation procedure which disregards all frequency dependencies cannot be
expected to give reliable results for finite-energy properties. Indeed, the SIAM linear-response con-
ductance at temperature T = 0 (which is a zero-energy quantity) is described well at this level of
approximation [Kar06a], whereas the conductance at T > 0 (which is a finite-energy property) is not.
It is thus very reasonable to devise a truncation procedure which includes the frequency-dependence
of the two-particle vertex in order to address those very finite-energy properties. A first step in this
direction was taken in [Hed04] where results for the SIAM were presented, illustrating that such
a generalisation is in principle possible.2 However, there was no systematic study of all system
parameters (in particular finite temperatures and finite magnetic fields), and the question whether
strong-coupling physics is captured (as it is partially by the frequency-independent approximation)
was not answered conclusively. Finally, technical details about how the flow equations are actually
implemented numerically were not elaborated on.
Goals
It will be our first goal to systematically study the SIAM using a frequency-dependent FRG scheme,
benchmarking this approximation against data that we obtain from the numerical RG framework.
The second objective is to present technical details of this generalisation in order to address the
issue of numerical artifacts originating from the discretisation of the Matsubara frequency axis.
Thirdly, we illustrate how the finite-temperature linear-response conductance can be computed from
(our approximation to) the Matsubara Green function without the need for an ill-controlled ana-
lytic continuation. Even though little is to be learned about the physics, systematically discussing
the details of this very natural and obvious generalisation of a frequency-independent FRG trun-
cation scheme in its application to the SIAM is of importance, particularly if one aims at treating
more complex (multi-level or multi-impurity) quantum dot systems. In short, the strong-coupling
behaviour extracted from the FRG approximation turns out to be worse than one might have ex-
pected, specifically bearing in mind the success of the frequency-independent approach. However,
at small to intermediate U/Γ . 5 (Γ being the impurity-lead hybridisation), the agreement with
NRG reference data improves if the more elaborate finite-frequency FRG scheme is employed. The
same holds if the two-particle vertex is parametrised not by three independent energy variables but –
numerically far less demanding – by three functions each depending on a single argument. Since the
computational effort in solving the flow equations grows only as a power law (and not exponentially)
with the number of impurities and channels and since there is no numerical need to stick to special
(symmetric) system parameters, the frequency-dependent FRG approximation can be regarded as a
fast and reliable tool to describe the small- to intermediate-coupling physics of correlated quantum
dot models which cannot be treated using the NRG.
2.3.2 Interacting Resonant Level Model
The Stage: Correlations in Quantum Dots out of Equilibrium
Experiments on nanostructures represent a highly-active field of research. Whereas transport prop-
erties can be measured straightforward beyond linear response, a theoretical approach to quantum
impurities out of equilibrium is challenging in presence of Coulomb interactions which are ubiqui-
tous in low-dimensional systems. Over the last years, a great variety of both numerical as well as
analytical methods was developed to study correlation effects on the non-equilibrium dynamics of or
steady-state current through quantum dots. Ranking among those are exact Bethe ansatz solutions
[Kon01, Meh06], perturbative renormalization group schemes [Sch00a, Sch00b, Ros01, Doy06, Sch09],
quantum Monte Carlo [Han07,Sch08], a real-time path integral approach [Wei08], Hamiltonian flow
2The frequency dependence of the two-particle vertex was partially taken care of in FRG studies of retardation effects
(phonons) on the possible phases of low-dimensional correlated systems [Kli06,Kli07].
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Figure 2.1: The interacting resonant level model featuring a single localised state of energy ǫ locally coupled
by tunnel barriers t′ and Coulomb interactions U to two bath of non-interacting electrons. The
latter are held at different chemical potentials µL = −µR = V /2 and inherently characterised
by a bandwidth Γ .
equations [Keh05], as well as the time-dependent numerical [And05,Roo08] and density matrix renor-
malization group (DMRG) [Day04, Sch04, Whi04, Hei09] frameworks. While all these methods had
long-standing success in computing linear-response properties of quantum impurity systems, the
non-equilibrium situation is still a newly-emerging and thus rather unexplored field.
Goals, Vol. I: Establishing the FRG in Non-Equilibrium
In contrast to the regime of linear transport where the strength and limitations of the functional RG
in the context of quantum impurity systems have been extensively investigated, there are only few
works on the case of non-equilibrium. Even though it is possible in the steady-state limit to derive
an infinite hierarchy of flow equations in Keldysh frequency space which are structurally identical to
those on the Matsubara axis (see Chapter 5 and [Jak03,Gez07,Jak07]), little is known on how different
approximation (i.e., truncation) schemes succeed or fail to describe out-of-equilibrium physics of
correlated quantum dots. It is our first aim to partly fill this gap by benchmarking functional RG
calculations for a very simple impurity model (namely the interacting resonant level model) against
recently-published linear-response and non-equilibrium time-dependent DMRG [Boh07,Bou08] as well
as real-time renormalization group (RTRG) data [Kar10b]. We mainly focus on the first-order (‘RG-
enhanced Hartree-Fock’) scheme and only in equilibrium present additional results obtained from
the frequency-dependent approach introduced for the Anderson model.
Goals, Vol. II: Scaling Behaviour of the IRLM
Quite generally, the interacting resonant level model describes a single localised level (with an
energy ǫ) coupled to a bath of delocalised states (featuring a bandwidth ∼ Γ ) both by a local
Coulomb repulsion U and a hopping matrix element t ′ (→ Figure 2.1). It was initially introduced
four decades ago to study the equilibrium physics of mixed-valence compounds, and observables
were computed by mapping to the anisotropic Kondo model (and using results available for the
latter) or by perturbative RG calculations [Noz69,Fil80,Sch80a,Sch80b,Sch82a,Sch82b,Sch82c]. The
two-channel version of the IRLM, which has gained considerable interest within the past few years
[Meh06,Meh07,Bor07,Doy07,Bor08,Bou08,Bor10], represents a very simple impurity model to describe
charge fluctuations and investigate non-equilibrium transport [driven by a bias voltage V = (µL +
µR)/2 between the two baths] through a quantum dot. Most notably, accurate time-dependent
DMRG data was recently published by Boulat et al. (for fairly large values of t ′/Γ ) and provides the
aforementioned benchmark for the functional RG [Bou08]. The opposite (so-called scaling) limit of
the bandwidth Γ being much larger than all other energy scales was characterised by the appearance
of universal power laws – by approximate approaches each having its advantages and shortcomings
[Bor07, Doy07, Bou08]. In particular, the current through the system was found to decay like J ∼
V−αJ (U,ǫ) for Γ ≫ V ≫ t ′, both for the impurity energy being small (ǫ≪ V ; [Bor07,Doy07]) or close
to one of the chemical potentials [ǫ ≈ µL,R , αJ(U, ǫ ≈ µL,R) = αJ(U, ǫ = 0)/2; [Doy07]]. Having
explored its own strength and drawbacks in comparison with the DMRG and RTRG references as well
as with new equilibrium NRG data, the functional renormalization group allows for systematically
studying the scaling limit of the microscopic IRLM for small to intermediate values of the Coulomb
interaction U. It is our second aim to provide a consistent picture of the zero-temperature physics
in this parameter regime from the FRG point of view, particularly in relation with prior results.
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2.3.3 Quantum Dot Josephson Junction
Interplay of Kondo and BCS Physics
The Kondo effect [Kon64,Hew93] and superconductivity [Bar57] are two of the most striking mani-
festations of electronic correlations in low-energy condensed matter physics. The interplay of both
phenomena, showing up, e.g., for superconducting metals containing magnetic impurities, was first
studied several decades ago [Abr61,Sod67,Shi69,Mu¨l70,Zit70a,Zit70b,Mu¨l71,Shi73,Mat76,Spi91]. The
Kondo temperature TK and the superconducting gap ∆ are the two competing energy scales which
govern the low-energy behaviour of such systems. If TK ≫ ∆, local magnetic moments are screened
by virtue of the Kondo effect. This causes Cooper pairs to break, and the ground state becomes a
Kondo rather than a BCS singlet. In the opposite limit TK ≪ ∆, Kondo screening is disturbed due
to the superconducting gap at the Fermi energy – the ground state describes free magnetic moments.
At temperature T = 0, a first order level crossing quantum phase transition from a non-magnetic
singlet to a degenerate (so-called magnetic) ground state is observed if ∆/TK increases.
Renewed Interest in the Quantum Dot Josephson Problem
In recent years, a renewed theoretical interest in the interplay between Kondo and BCS physics has
been triggered by the rise of nanotechnology and the associated realisation of quantum dot systems
connected to superconducting leads [Bui02,Bui03,Cle06,Dam06,Jar06,Jør06,Eic07,Gro07,Jør07,San07].
The microscopic parameters of such nanoscale devices (e.g., the energy ǫ of the impurity) can be
easily tuned, thereby allowing to study the physics in a controlled way. From the theoretical point of
view, the single impurity Anderson model with BCS superconducting leads can be used to address
the regime of low-energy behaviour. If the local interaction U between spin up and down electrons
is sufficiently large so that the impurity is singly occupied, there is again a competition between
Kondo screening and the formation of Cooper pairs. The Kondo singlet ground state becomes a
magnetic doublet if ∆/TK is increased at arbitrary phase difference φ. However, the critical value
Uc(∆) describing the phase boundary depends on φ. Hence, a phase transition can be observed
if the phase difference is varied at appropriate ∆/TK . Likewise, a transition to the singlet state
is exhibited if the system is driven away from particle-hole symmetry by a gate voltage ǫ. The
zero-temperature crossover from Kondo to BCS ordering manifests as a discontinuous sign change
of the equilibrium current 〈J(φ)〉 which generally flows through the quantum dot Josephson junction
in presence of a finite phase difference between both superconductors.
Theory: Status Report
As mentioned above, the fundamental physics of magnetic impurities inside a superconductor was
explained decades ago. The revived interest motivated by recent experiments, however, lead to
intense studies of the quantum dot Josephson junction using various theoretical approaches. In
most cases, the single impurity Anderson model with BCS leads was employed (→ Figure 2.2),
which in the limit ∆ → 0 is well-known to describe strong-coupling phenomena. Hence, reliable
many-particle methods are a priori needed for an accurate treatment of the interaction U between
electrons occupying the impurity. Ranking among those is the numerical renormalization group
which was applied to accurately calculate the phase boundary between the singlet and doublet
phase [Ogu04, Tan07] as well as the single-particle spectral function [Bau07]. Even though the
phase transition is (surprisingly) already captured on the Hartree-Fock level [Roz99,Yos00] and by
perturbative approaches [Vec03,Nov05], there are few quantitatively reliable results for the Josephson
current at T = 0. The atomic limit ∆ = ∞ can be treated analytically, and Glazman and Matveev
derived an expression for 〈J(φ)〉 in the regimes where either Γ → 0 or ∆ → 0, respectively [Gla89].
Quantum Monte Carlo (QMC) calculations were carried out by Siano and Egger [Sia04], but they
show significant finite-temperature effects (QMC being an inherently finite-T – method). Sellier
et al. published finite-temperature data for the infinite-U Anderson model obtained from the non-
crossing approximation [Sel05]. NRG results for 〈J(φ)〉 at arbitrary parameters were presented by
Choi et al. [Cho04], but they have been criticised by Siano and Egger to be inaccurate [Cho05,Sia05].
New QMC calculations [Lui10] do not address this dispute (as the Josephson junction only serves
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Figure 2.2: The quantum dot Josephson junction subject to Chapter 9. A single Anderson impurity charac-
terised by an on-site energy ǫ as well as Coulomb interactions U between electrons of different
spin directions is coupled to two baths by tunnel barriers of strength Γ/2. The latter are
assumed to be superconducting and described by BCS gaps ∆ and a phase difference φ.
for benchmarking algorithms).
Goals
We tackle the quantum dot Josephson problem using the first-order functional RG scheme in Nambu
space and complement these calculations by analytics in the limit of large gaps as well as by NRG
data. The latter is a very reliable tool to investigate low-energy properties of systems with Coulomb
interaction [Kri80a, Bul08] and thus provides a powerful framework for an unbiased calculation of
the Josephson current. Unfortunately, it requires large numerical effort, and in practise only small
systems of high symmetry can be treated. In contrast, truncated FRG is fast, flexible, easy-to-
implement, and free of numerical parameters, but by construction limited to small to intermediate
interaction strength. Prior benchmarks against NRG data, however, showed that the static FRG cor-
rectly describes zero-temperature (i.e., zero-frequency) transport properties of multi-level quantum
dot geometries connected to Fermi liquid leads up to fairly large U [Kar06a,Kar07a,Kar07b]. In the
present context, we establish the accuracy of the frequency-independent Matsubara FRG by compar-
ing with our new numerical renormalization group data as well as with analytical results at ∆ = ∞.
Having eventually explored the advantages and shortcomings of both (NRG and FRG) frameworks, it
will be one aim to partly settle the mentioned dispute about prior (quantum Monte Carlo and NRG)
results for the Josephson problem. Whereas we generally focus on the zero-temperature limit, finite
temperature effects are studied only in passing (using the numerical RG). A frequency-dependent
FRG approach to the quantum dot Josephson problem is briefly discussed.
Flexible Access to Experimental Scenarios
One of the particular strength of the static functional renormalization group is that it is not bound
to highly-symmetric situations: One can readily treat finite impurity energies ǫ (which are an exper-
imentally well-controllable parameter), arbitrary relations ΓL/ΓR between the tunnel barriers (with
ΓL = ΓR seemingly not very generic in an actual device), and eventually interferometric geometries
where the two leads are directly coupled by some hopping td (see below). We particularly exploit
this flexibility and demonstrate that the critical supercurrent as a function of the gate voltage ǫ can
indeed be obtained in good agreement with recent measurements [Eic09]. Moreover, it is experimen-
tally impossible to directly observe the dissipationless supercurrent, and it thus needs to be extracted
from a curve obtained at finite bias voltages using some model of the quantum dot Josephson junc-
tion [Jør07]. A key ingredient to this procedure are current-phase-characteristics which are presently
assumed to be that of an ordinary tunnel interface. Particularly close to particle-hole symmetry,
however, J(φ) significantly deviates from a purely sinusoidal curve – and our static FRG approach
may provide a fast and flexible route to more ‘elaborate’ current-phase relations at T = 0.
Interferometric Geometries
If a quantum dot is placed in one arm of a non-superconducting closed Aharonov-Bohm geometry,
signatures of the Fano effect can be experimentally observed in mesoscopic systems [Kob02,Aik04,
Joh04]. In addition, the interferometric setup allows for extracting physical properties which cannot
be accessed by measurements on the isolated dot (such as the transmission phase) [Yac95, Sch97,
Avi05]. Both situations were investigated theoretically using Anderson-like impurity models as well
as appropriate many-body methods in order to obtain a physical understanding consistent with the
observed data [Hof01,Kar07a]. In contrast, no interferometric experiments on quantum dots within
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a superconducting environment have been performed so far. However, in consideration of the rapid
progress in nanoscience it is reasonable to assume that experimental (e.g., transport) data on such
setups will become available fairly soon.
Theory: Status Report, Vol. II
As mentioned above, both the singlet-doublet phase transition and the supercurrent of the quan-
tum dot Josephson junction were subject to intense theoretical studies, most times employing the
single impurity Anderson model with BCS source and drain leads. In contrast, the Aharonov-Bohm
situation where both superconductors are in addition directly linked by a hopping matrix element
td has only been partly studied. Zhang used a slave-boson mean-field approach to compute the
supercurrent for the (singlet) situation where the Kondo temperature TK is larger than the en-
ergy gap ∆ [Zha05]. However, the author fails to obtain correct results in the analytically-solvable
non-interacting case U = 0, rendering his results questionable.3 The opposite (doublet) situation
with TK < ∆ was investigated by Osawa, Kurihara, and Yokoshi [Osa08]. They employ, however,
a Hartree-Fock framework which cannot account properly for Kondo correlations, the latter being
a vital ingredient for the problem at hand.4 Most surprisingly, both works do not at all address
the question whether the general picture of the existence of singlet and doublet low-energy states
survives if the superconductors are connected directly, and, if so, how the ground state actually
depends on the physical parameters (particularly td) of the system.
Goals
It will be our first aim to clarify this very issue and to demonstrate that the T = 0 ‘phase boundary’
is affected non-monotonically by a finite coupling td > 0, causing the system to exhibit re-entrance
behaviour and multiple singlet-doublet transitions. Secondly, we present reliable results for the
zero-temperature Josephson current J for arbitrary system parameters (not focusing on a specific
regime of ∆/TK ) and particularly illustrate that J can become negative in the singlet phase.
5
Our starting point is the so-called atomic limit ∆ = ∞ which can be treated analytically even
in presence of finite Coulomb correlations. In order to address arbitrary ∆ < ∞ and U > 0, we
employ the functional renormalization group for which we previously illustrated that it succeeds both
qualitatively and quantitatively in describing the phase boundary and supercurrent for the simple
quantum dot Josephson junction (td = 0). In addition, we will demonstrate that for td > 0 the FRG
scheme benchmarks excellently against the analytic result at ∆ = ∞, thereby altogether providing
a reliable tool to study the interferometric setup.
2.3.4 Charging of a Narrow Level
The Perspective
Repulsive interactions between electrons are ubiquitous in low-dimensional systems and manifest
in correlation phenomena such as Coulomb blockade [Kou97] or Kondo screening [Kon64]. More-
over, they crucially influence the charging process of a quantum dot [Sil00, Ko¨n05, Sin05, Med06]
which takes place as the latter is successively lowered in energy – and whose detailed understanding
is of vast significance for accurate experimental manipulations by virtue of precisely-controllable
gate voltages. Even the simplest devisable spin-polarised two-level setup exhibits remarkably rich
phenomena [Med06, Kas07, Lee07, Sil07]. We address the question of how charging actually pro-
ceeds for an equilibrated geometry of one spinless narrow quantum dot level (labelled by σ = −)
3This was already pointed out in [Osa08].
4The frequency-independent FRG approximation employed in this context does not allow for reliably computing the
impurity spectral function (→ Section 7.3.5). Thus, we cannot address the question whether there is actually a
Kondo resonance or a BCS gap governing the low-energy behaviour for the problem at hand. However, numerical
renormalization group calculations for the simple quantum dot Josephson junction (td = 0; see [Bau07]) as well
as for the non-superconducting setup (∆ = 0; see [Hof01]) showed that at sufficiently large U the physics is
crucially influenced by the Kondo effect. It is reasonable to assume that Kondo correlations are still present for
the interferometric problem.
5Focusing on the limit of small ∆/TK , this issue was previously raised in [Zha05]. However, the author fails to treat
the non-interacting limit U = 0 correctly, rendering his results a priori questionable.
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Figure 2.3: The quantum dot geometry studied in Chapter 10. It features two levels of width Γ− ≪ Γ+
which are coupled by weak tunnelling t′ ≪ Γ+ but arbitrary Coulomb repulsions U. The narrow
level is held at position ǫ− relative to the (zero) chemical potential of the baths.
coupled to a broad one (σ = +) by weak hoppings t ′ but arbitrary Coulomb interactions U (→
Figure 2.3). A difference in widths Γ± may be generic for a large class of experimental impurity
systems [Lin02,Aik04] and can be particularly exploited for charge sensing [Joh04,Ber05]. The nar-
row level is gradually depleted as its position ǫ− crosses the chemical potential of the surrounding
higher-dimensional baths, and the corresponding inverse charge fluctuation time Ω is the funda-
mental energy scale governing the low-temperature linear-response physics. It manifests explicitly
within the mentioned (charge-sensing) quantum point contacts [Joh04,Ber05] and transmission-phase
measurements [Yac95,Sch97,Avi05].
A Quantum Critical Point of View
Some intuitive understanding about how the scale Ω connects to the microscopic parameters of
the underlying geometry can be gained from a quantum-critical point of view. In absence of any
tunnel barriers (t ′ = Γ− = 0), the narrow level basically decouples, and the correlated many-electron
problem can be solved easily. The occupation 〈n−〉 is a conserved quantity, changing abruptly from
〈n−〉 = 0 to 〈n−〉 = 1 as ǫ− is swept through some ‘quantum critical’ value ǫcrit− (ǫ+,U, Γ+), with
ǫ+ being the position of the broad level. There is only some trivial influence of the whatever large
Coulomb interaction to the physics of the Fermi liquid bath. This picture changes drastically if an
arbitrarily small local tunnelling is switched on. It turns out that the latter drives the system away
from criticality, leading to fundamentally different physics on long length scales, and ground state
may be highly-correlated (e.g, Kondo-like [Kas07]). Put differently: Given some exact renormaliza-
tion group equations, zero tunnelling corresponds to a (critical) fixed point w.r.t. the σ = − dot
degrees of freedom, and both t ′ as well as Γ− constitute a relevant perturbation [Wil75]. The emer-
gent energy (or inverse length) scale governing the crossover to the decoupled system is nothing
but the width Ω. The flow of our exact RG far away from the latter as well as from any other
inherent energy (such as reasonably the bandwidth Γ+) has a distinct characteristic – one expects
power-law variations of the (whatsoever) coupling constants aΛ w.r.t. the flow parameter Λ for
Ω ≪ Λ ≪ Γ+ (or Λ ≪ Ω, or Λ ≫ Γ+) due to the very absence of any scale. Question remains: Of
what type are the aΛ associated with the different regimes, and how does their power-law scaling
manifest in physical quantities in the end of the day? For the problem at hand, it may be a rather
sensible starting point to investigate the issue of power-law variations of the characteristic energy
Ω w.r.t. the corresponding tunnel amplitudes Γ− and t ′ in the close vicinity of the (critical) fixed
point t ′, Γ− ≪ Γ+.
Reprise: Two-Channel Interacting Resonant Level Model
The very same line of arguments motivates the appearance of power laws for the closely-related
two-channel interacting resonant level model subject to our preceding discussion. Indeed, both
the functional and real-time RG frameworks yield an approximated flow equation for the effective
hopping t ′Λ which features precisely one ultraviolet (the bandwidth Γ ) and one infrared energy scale.
In equilibrium and at particle-hole symmetry, the latter is determined by t ′ ≪ Γ itself. In between
(i.e., for ΛUV ≫ Λ ≫ ΛIR), the coupling t ′Λ varies as a power of the flow parameter Λ with an
interaction-dependent exponent – and since the flow is cut by the bare t ′, the effective hopping
t ′Λ=0 and thus the infrared energy scale ΛIR(t ′) ∼ TK (t ′) consequently exhibit a power-law form of
t ′. A finite bias voltage V ≪ TK driving the system out of equilibrium is an irrelevant perturbation,
and the current J/TK can be uniquely expressed in terms of V /TK . Moreover, it turns out that
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the voltage V ≪ Γ determines a second infrared cutoff, implying that the renormalized hopping
varies as a power of V for TK ≪ V . The same holds for the zero-temperture current which one
can demonstrate to be solely determined by t ′Λ=0 (and whose bare parameter dependence can yet
be cast as a function of V /TK only).
Solution Strategies
Our strategy in addressing the charging of the narrow quantum dot level is two-fold. First, we
illustrate that the corresponding Hamiltonian can be mapped onto the anisotropic Kondo problem
by virtue of bosonisation, provided that either t ′ = 0 or Γ− = 0. Identifying the inverse charge
fluctuation time Ω as the Kondo scale TK and exploiting known results for the latter explicitly visu-
alises how power laws come about, and one can derive an analytic expression for the corresponding
interaction-dependent exponents using mild approximations only. Secondly, we confirm this picture
by both functional and numerical renormalization group calculations. The former eventually allows
to investigate the case of finite t ′ 6= 0 and simultaneously Γ− 6= 0, verifying a single-parameter
scaling hypothesis.
2.4 Outline
The Method
This Thesis is outlined as follows. In Chapter 4, we introduce the Green function formalism both in
Matsubara and Keldysh frequency space. The latter is a ubiquitous tool to tackle a quantum many-
particle problem and provides the appropriate framework for eventually setting up the functional
renormalization group (after developing diagrammatics and introducing the notion of functional in-
tegrals). In order to write down the FRG flow equations explicitly, one needs to know the Green
functions of the impurity region in absence of Coulomb interactions, and they can be calculated
exactly by a straightforward solution of the corresponding non-interacting scattering problem. Fi-
nally, we demonstrate how linear-response and non-equilibrium transport properties (such as the
conductance and the current) can actually be computed from the (approximate) Green functions.
Chapter 5 is devoted to explicitly deriving the FRG framework. Starting out from the functional
integrals generating Green and vertex functions, one can obtain the desired flow equations for the
expansion coefficients γΛm – the irreducible vertex functions – both within the Keldysh and Matsubara
formalism. Different ways to implement the infrared cutoff into the non-interacting Green function
are discussed. Truncating renders the FRG an a priori non-conserving approximation, and we address
the question whether symmetries are preserved by the different schemes.
In Chapter 6, we give a brief overview of alternative approaches to tackle our quantum many-
particle problem – ordinary perturbation theory in the Coulomb interaction, Hartree-Fock mean-
field equations, the numerical renormalization group as well as the concept of bosonisation. Those
methods are frequently employed in the context of quantum impurity systems, and can thus provide
reference results (in a positive or negative fashion) for functional RG calculations.
Singe Impurity Anderson Model
We start out discussing the single impurity Anderson model in Chapter 7. After setting up the
second-order functional RG formalism (i.e., the flow equations), we comment on numerical issues
which come along with the need for discretising frequency space and particularly introduce three
functions each of a single energy variable to parametrise the two-particle vertex in order to speed
up numerics. Spectral functions and average occupation numbers obtained from the various FRG
schemes are benchmarked against numerical RG reference calculations. We try to extract the Kondo
temperature from the FRG formalism by considering effective masses and static spin susceptibilities.
By deriving a representation of the Fermi function in terms of continued fractions, one can calculate
the linear-response conductance at finite temperatures without the need for an ill-controlled analytic
continuation.
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Interacting Resonant Level Model
Chapter 8 is devoted to the application of the static FRG scheme to the interacting resonant level
model in and out of equilibrium. We compare our results with time-dependent DMRG and RTRG
data and systematically investigate the scaling limit.
Quantum Dot Josephon Junction
Our study of a quantum dot coupled to BCS superconducting leads (Chapter 9) requires an extensive
introduction to various techniques necessary to eventually set up the functional RG flow equations.
In particular, we investigate the issue of current conservation. Results obtained for the simple
quantum dot Josephson junction (td = 0) from the FRG framework (complemented by numerical
RG data and an analytic treatment at ∆ = ∞) are discussed and related to recent experimental
data. We elaborate on what happens for interferometric geometries.
Charging of a Narrow Level
We investigate the charging of a narrow quantum dot level in Chapter 10. After recasting the
associated Hamiltonian in terms of a generalised interacting resonant level model, it can be mapped
to the anisotropic Kondo problem by virtue of bosonisation. We present an analytic description for
the power-law behaviour of the inverse charge fluctuation time (which corresponds to the Kondo
scale) and eventually verify those results by functional and numerical renormalization group data.
Chapter 3
The Model
The subsequent Chapter is rather short: It solely aims at presenting our fundamental model to
describe transport through a quantum impurity system. To this end, we introduce the Hamiltonian
governing the dynamics and elaborate how a non-equilibrium situation is set up, or put differently:
We specify the statistic (which are always the thermal ones in equilibrium) at some initial time
t = t0. The relevance of these impurity-type of models (and particularly that of the Coulomb
interaction) for quantum dot experiments is briefly reported on.
3.1 Hamiltonian
The Hamiltonian H used to model a quantum dot system consists of four parts (see Figure 3.1 for
a schematic presentation):
H = Himp + Hcoup + Hdirect +
∑
s
Hsbath . (3.1.1)
The impurity itself is characterised by single-particle term H0imp and local ‘Coulomb interactions’
Uimp:
Himp = H
0
imp + Uimp =
∑
ij
ǫijd
†
i dj +
1
4
∑
ijkl
v¯ijkld
†
i d
†
j dl dk , (3.1.2)
where i denotes arbitrary single-particle quantum numbers (e.g., site and spin indices), and di are
usual fermionic annihilation operators. Both the energies ǫij and the anti-symmetrised two-particle
interaction v¯ijkl will be specified later on. This ‘quantum dot’ is attached to an arbitrary number of
higher-dimensional Fermi liquid leads featuring a dispersion ǫsk :
Hsbath =
∑
k
ǫskc
†
skcsk . (3.1.3)
As before, k is a shorthand for arbitrary single-particle quantum numbers. The coupling is modelled
by local (usually real) hoppings of the type
Hcoup = − 1√
N
∑
s
∑
k
∑
i
tsic
†
skdi + H.c. , (3.1.4)
Figure 3.1: Schematic presentation of the Hamiltonian describing the quantum impurity systems subject to
this Thesis.
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with N being the size of the leads. Finally, we allow for a direct connection
Hdirect =
1
N
∑
s1 6=s2
∑
k1k2
td ,s1s2c
†
s1k1
cs2k2 . (3.1.5)
3.2 Statistics
The equilibrium statistics of our quantum dot problem is determined by the usual grand canonical
density operator
ρˆeq = e
−βH/Tr e−βH (3.2.1)
featuring an inverse temperature β and equal chemical potentials µs = 0. The non-equilibrium
situation is modelled by an initially separated system (Hcoup = Hdirect = 0) in a thermal bulk state
ρˆnon-eq = ρˆimp ⊗ e
−βH˜s1bath
Tr e−βH˜
s1
bath
⊗ e
−βH˜s2bath
Tr e−βH˜
s2
bath
⊗ ... , H˜sbath = Hsbath − µs
∑
k
c†skcsk , (3.2.2)
where ρˆimp denotes the density matrix of the isolated impurity region, which we will always choose
to be that of a vacuum configuration. At some time t0, the couplings are switched on, and the
time evolution for t > t0 is governed by the full Hamiltonian H. In presence of finite bias voltages
µs1 6= µs2 , one does in general expect the system to relax to a non-thermal steady state independent
of ρˆimp at t →∞.1 In this Thesis, we will focus exclusively on studying those steady-state dynamics.
3.3 Something about Experiments
Transport Through Quantum Dots
Let us briefly recall the relevance of the impurity models introduced in Section 3.1 in describing
quantum dot transport experiments and particularly give a short reminder about how correlations
crucially influence the low-energy physics. Depositing metallic electrodes on top of semiconductor
heterostructures (which typically feature an almost two-dimensional free electron gas at the interface)
and appropriately applying gate voltages provides one possibility to fabricate a droplet of electrons
– the quantum dot [Gol98]. Its smallness leads to fairly large quantum-mechanical level spacings
∆, and one would naively expect sizeable zero-temperature linear transport through this geometry
if an electron can tunnel in or out source and drain contacts at no energetic cost, or put differently:
If the price to pay for some inherent Coulomb repulsion (‘charging energy’) U is compensated by
an additional gate potential ǫ. This translates into a series of conductance resonances separated by
U + ∆ (and broadened due to some finite lifetime) as ǫ is lowered and the dot is successively filled
with electrons. Provided that the temperature T is ‘yet not too small’, this ‘Coulomb blockade’
scenario is actually observed experimentally (see the red curve in the upper left panel of Figure 3.2).
However, lowering T leads to a decreased conductance (development of wide plateaus) in regions
associated with an even (odd) number of electrons occupying the droplet [Cro98, Gol98, Wie00].
Moreover, the differential conductance as a function of an applied bias voltage between source and
drain leads (which is usually interpreted as some measure for the linear-response local density of
states) exhibits a resonance whose width is governed by a newly-emerging (Kondo) energy scale TK
rather than (naively) by the strength of the tunnel barriers in case that the energy ǫ is pinned to a
regime of odd occupation.2 This ‘unexpected’ behaviour is a manifestation of. . .
1For the interacting resonant level model discussed in Chapter 8, this scenario is supported by time-dependent DMRG
and RTRG calculations [Bou08]. Moreover, the truncated FRG formalism in Keldysh space yields a steady-state
configuration which does not depend on the (non-interacting) form of ρˆimp if one employs a cutoff procedure
which preserves the causality condition.
2The lower left panel of Figure 3.2 displays experimental data for the local density of states. The width TK of the
corresponding low-temperature curve does not coincide with the height of the tunnel barriers (which governs, e.g.,
the width of the conductance resonances at temperatures T > TK ). In contrast, fitting TK (ǫ) to some known
form (with the charging energy U being independently determined) yields an overall consistent picture for Γ .
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Figure 3.2: Left panels: Experimental data for the conductance through a semiconductor quantum dot
geometry (A) as a function of a gate voltage Vg within the regime of linear response and (B) as
a function of the source-drain voltage VSD for a Vg = −413meV pinned to a (low-temperature)
zero-bias plateau. Temperature is gradually decreased from about T = 800mK (red) to T =
15mK (black). The Figures were taken from [Wie00] and reprinted by permission of The
American Association for the Advancement of Science (license number 2416530345930). Right
panels: Numerically exact results for the linear conductance (upper row, data from [Jak10a])
of a single Anderson impurity held at energy ǫ in presence of a strong Coulomb repulsion U
between spin-up and spin-down electrons for various temperatures T (decreasing from red to
violet). The lower row shows the local density of states [usually associated with the experimental
dI/dVSD(VSD)] at T = ǫ = 0 in presence of strong correlations (solid, data from [Kar08b]).
The naive (U = 0) expectation of a Lorentzian lineshape of width Γ (associated with a level
broadened due to tunnel barriers of strength Γ ≫ TK ) rather than the Kondo scale TK is
indicated by the dashed line.
Kondo Physics!
For further illustration, let us try to describe the experiment by a very simple realisation of the
general quantum dot model introduced above: We consider a single level held at energy ǫ and
assume some finite Coulomb repulsion U if it simultaneously harbours spin-up and down electrons.
Theorists fought hard in tackling this so-called single impurity Anderson model [And61] over the
past decades (as ordinary perturbation expansions in U turn out to be inappropriate), but eventually
a variety of exact (or numerically exact) results became available [Hew93]. Close to particle-hole
symmetry (i.e., for an odd average occupation), the impurity spin degree of freedom is screened
by virtue of the higher-dimensional bath – the ground-state is highly-correlated. This so-called
Kondo effect [Kon64] governs the physics below some (exponentially small) energy scale TK . For a
zero-dimensional geometry, it leads to an enhancement of transport for temperatures T < TK (in
a regime naively prohibited due to Coulomb blockade), and the local density of states features a
sharp resonance of width TK (see the right panels of Figure 3.2). This picture is consistent with
the experimental observations, motivating to investigate the impurity-type of models of Section 3.1
by virtue of some framework to appropriately account for the electron-electron interaction after all.
Controlled Study of Correlation Phenomena
Successive advances in nanotechnology allowed for manufacturing quantum dot devices of increasing
complexity. Let us eventually comment on one specify setup which is of particular importance in the
context of this Thesis – an electron droplet within a superconducting environment (see the left panel
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Figure 3.3: Left panel: Scanning electron micrograph of a quantum dot transport experiment realised by
virtue of a carbon nanotube contacted to metallic Ti/Al gate electrodes [Eic09]. The latter are
superconducting below TC = 1K (which translates into a BCS gap of ∆ ∼ 0.15meV). Right
panel: Colour-scale plot of the associated differential conductance for various gate (VBG) and
bias (Vbias) voltages (a) in presence of a large magnetic field B and (b) for the superconducting
state (B = 0). (c) Width of the zero-bias (Kondo) resonance [white lines in (a)] as a function
of the dot energy VBG.
of Figure 3.3). Quite generally, the low-energy physics of magnetic impurities inside superconducting
metals was described decades ago as an interplay of Kondo screening and the formation of Cooper
pairs (see the Introduction for details). Within a quantum dot geometry, however, one can usually
determine and control virtually all microscopic parameters in a very precise way: If superconductivity
in the gate contacts (whose bulk gap ∆ can be extracted easily by measuring, e.g., the critical
temperature TC ) is suppressed by virtue of a magnetic field, the Coulomb interaction strength
U ∼ 2.5meV and Kondo temperature TK ∼ 1K ∼ 0.1meV/kB can be estimated from the width
of the odd-occupation plateau within the linear conductance (or the size of the ‘Coulomb blockade
diamonds’) and of the zero-bias resonance, respectively (see the right panel of Figure 3.3);3 and
while fitting TK (ǫ) to some known functional form [Hew93] allows for extracting the total height
of the tunnel barriers Γ (as well as the ratio between ǫ and the experimental gate potential), their
source-drain asymmetry ΓL/ΓR ∼ 3 − 8 can be computed from the deviation of the conductance
from the unitary value e2/h. This motivates that it is possible to study the interplay between two
correlation (Kondo and BCS) phenomena very systematically. From the theoretical point of view, it
seems reasonable to employ a generalised Anderson impurity model (introducing a superconducting
gap) in trying to describe the experimental setup. This will be subject to Chapter 9.
3Alternatively, the Kondo scale can be estimated from the temperature-dependence of the linear conductance
[Wie00]
The Method
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Outline
In this Chapter, we introduce the Green function formalism (Sections 4.1 and 4.2) which is a ubiqui-
tous tool to tackle a quantum many-particle problem. It allows, e.g., for setting up diagrammatics,
and most physical quantities – particularly transport properties of quantum impurity systems – can
be computed conveniently both in and out of equilibrium. Formulating Green functions in terms
of functional integrals (Section 4.3) constitutes the framework of the functional renormalization
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group, the latter being the key method of this Thesis to tackle the underlying correlated many-
particle problem (it will be elaborated on in the next Chapter). In order to write down the FRG flow
equations explicitly, one needs to know the Green functions of the impurity region at U = 0, and
they can be calculated exactly by a straightforward solution of the corresponding non-interacting
scattering problem (Section 4.4). Finally, we demonstrate how linear-response and non-equilibrium
transport properties (such as the conductance and the current) can actually be computed from the
(approximate) Green functions provided by the FRG (Section 4.5).
Hamiltonian
Unless mentioned otherwise, we will always choose the Hamiltonian H to contain a single-particle
term as well as a two-particle interaction:
H = H0 + U =
∑
k1k2
ǫk1k2c
†
k1
ck2 +
1
4
∑
k1k2k3k4
v¯k1k2k3k4c
†
k1
c†k2ck4ck3 . (4.0.1)
Here, ki labels a set of single-particle quantum numbers, ǫk1k2 is the corresponding one-particle
dispersion (including the chemical potential in the equilibrium case), and v¯ denotes the anti-
symmetrised matrix elements of the two-particle interaction. In most cases, we will choose U
just to be the quartic part (but do not exclude the possibility that it contains quadratic terms). The
form of the statistical operator will be specified later on.
4.1 Matsubara Formalism
In this Section, we introduce Green functions within the Matsubara formalism which is the suitable
framework for a system in equilibrium. We focus mostly on discussing properties of two-point
functions of operators A and B. This incorporates the most relevant cases of observable expectation
values (A = A†, B = 1), correlations functions (A = A† = B), and single-particle functions (A = c ,
B = c†).
4.1.1 Definition
In thermal equilibrium described by a temperature T = 1/β, it is advantageous to treat the quantum-
mechanical time evolution operator and the corresponding density matrix on equal footing. To this
end, we define the imaginary-time Green function1
G eqAB(τ) = GAB(τ) = −〈TτA[τ ]B〉ρˆeq =
{
− 〈A[τ ]B〉ρˆeq τ > 0
−ζ 〈BA[τ ]〉ρˆeq τ ≤ 0
, ρˆeq =
e−βH˜
Tr e−βH˜
, (4.1.1)
where ζ = −1 if both A and B are fermionic operators, and ζ = 1 otherwise. The time evolution
A[τ ] = eτ H˜Ae−τ H˜ , H˜ = H − µN , (4.1.2)
is not governed by the Hamiltonian H but rather defined with respect to the modified operator
H˜ = H−µN, with µ and N being the chemical potential and particle number operator, respectively.
This is necessary in order to set up diagrammatics and corresponds to a mere shift of single-particle
energies if both A and B are creation or annihilation operators and [H,N] = 0.
Real Time Variables
The imaginary-time formalism allows for setting up simple diagrammatics (see below), but it is not
obvious how it can be used to compute expectation values of observables whose time evolution is
1Aiming at a compact notation later on, we indicate Green functions in imaginary time (or Matsubara frequency)
space using the symbol G eq from now on – and the superscript ‘eq’ will be frequently dropped for equilibrium
problems.
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governed by the operator exp(−i H˜t). To address this question (in the next paragraph), let us define
the causal, anti-causal, lesser, and greater Green functions
G−−AB (t − t ′) = −i〈TtA[t]B[t ′]〉ρˆeq , G−+AB (t − t ′) = −ζ i〈B[t ′]A[t]〉ρˆeq , A[t] = e i H˜tAe−i H˜t ,
G++AB (t − t ′) = −i〈T˜tA[t]B[t ′]〉ρˆeq , G+−AB (t − t ′) = − i〈A[t]B[t ′]〉ρˆeq ,
(4.1.3)
with Tt and T˜t denoting the (anti-) time-order operators, respectively. It turns out that in non-
equilibrium these four distinct objects (which do not necessarily need to have any independent
physical meaning) naturally appear if one aims at diagrammatics, providing the a posteriori moti-
vation to introduce them at this point of time. Obviously, the following (causality) relation holds
G++AB + G
−−
AB = G
−+
AB + G
+−
AB , (4.1.4)
and it is thus reasonable to resort to the so-called retarded, advanced, and Keldysh Green functions:
G retAB = G
−−
AB − G−+AB = −iΘ(t − t ′)
〈[
A[t],B[t ′]
]
−ζ
〉
ρˆeq
,
G advAB = G
−−
AB − G+−AB = iΘ(t ′ − t)
〈[
A[t],B[t ′]
]
−ζ
〉
ρˆeq
,
GKAB = G
−+
AB + G
+−
AB = −i
〈[
A[t],B[t ′]
]
ζ
〉
ρˆeq
,
(4.1.5)
or in a more compact form(
G retAB G
K
AB
0 G advAB
)
=
1√
2
(
1 1
1 −1
)
︸ ︷︷ ︸
=RA=R
−1
A
(
G−−AB G
−+
AB
G+−AB G
++
AB
)(
1 1
−1 1
)
1√
2︸ ︷︷ ︸
=RB=R
−1,T
B
. (4.1.6)
Matrix Notation
Finally, for the most important single-particle case A = ck1 , B = c
†
k2
we define Green function
matrices G as
[G ...(·)]k1k2 = G ...k1k2(·) = G ...c
k1
c
†
k2
(·) . (4.1.7)
Unless mentioned otherwise, all Green functions which do not carry single-particle indices explictly
are to be interpreted as such matrices, and associated manipulations (e.g., multiplications) are to
be carried out.
4.1.2 Fourier Transform
Most times, it is useful to work in energy rather than in time space:
G eqAB(τ) =
1
β
∑
ω
e−iωτG eqAB(iω) ,
G eqAB(iω) =
∫ β
0
dτe iωτG eqAB(τ)
= −
∫ β
0
dτe iωτ
∑
nm
e−βEn〈En|A|Em〉〈Em|B|En〉eτ(En−Em)
=
∫
dω′
1
iω − ω′
∑
nm
e−βEn〈En|A|Em〉〈Em|B|En〉
(
1− ζe−βω′
)
δ(ω′ + En − Em)︸ ︷︷ ︸
=ρAB (ω′)
,
(4.1.8)
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where En are the many-particle eigenvalues of H˜, and ω are bosonic or fermionic Matsubara frequen-
cies, respectively. From the spectral representation it is immediately obvious that G is an analytic
function in both the upper and lower half of the complex plane. On the real axis, the fluctuation-
dissipation theorem relates the Fourier components of G+− and G−+ in thermal equilibrium:
G
+−/−+
AB (t) = −i(ζ)
∑
nm
e−βEn,m+it(En−Em)〈En|A|Em〉〈Em|B|En〉
⇒ G+−AB (ω) = ζeβωG−+AB (ω) = −2πi
ρAB(ω)
1− ζe−βω ,
(4.1.9)
and the Laplace transforms of G ret and G adv can be straightforward expressed in terms the single
spectral function ρAB(ω):
G
ret/adv
AB (z) = ±
∫
dt e iztΘ(±t) [G+−AB (t)− G−+AB (t)]
= ±
∫
dt e iztΘ(±t) 1
2π
∫
dω′e−iω
′t [−2πiρAB(ω′)]
=
∫
dω′
1
z − ω′ ρAB(ω
′) , Im z ≷ 0 .
(4.1.10)
Thus, the retarded and advanced Green functions can be obtained from the analytic continuation
of the Matsubara one and are solely determined by
ρAB(ω) = −G
ret
AB(ω)− G advAB (ω)
2πi
A=B†
= − Im G
ret
AB(ω)
π
, (4.1.11)
with the implicit understanding that G
ret/adv
AB (ω) = G
eq
AB(iω → ω± iη). The real-time representation
can be computed from the inverse Laplace transform
G
ret/adv
AB (t) =
1
2π
∫
dω e−i(ω±iη)tG eqAB(iω → ω ± iη) . (4.1.12)
In thermal equilibrium, the Fourier transform of GK can be expressed in terms of the spectral function
by virtue of
GKAB(ω) = G
+−
AB (ω) + G
−+
AB (ω) =
(
1 + ζe−βω
)
G+−AB (ω) = −
1 + ζe−βω
1− ζe−βω 2πiρAB(ω)
=
[
G retAB(ω)− G advAB (ω)
]{coth(βω/2) ζ = 1
tanh(βω/2) ζ = −1 .
(4.1.13)
4.1.3 What about Convergence Factors?
At this point, a few words about the ‘convergence factors’ η are in order. They naturally appear
within the equilibrium formalism when Fourier-transforming the Matsubara Green function which is
not continuous at τ = 0. The retarded Green function can in general only be subject to a Laplace
transform
G retAB(z) =
∫ ∞
0
e iztG retAB(t)dt ,
G retAB(t) =
1
2π
∫ ∞+ix
−∞+ix
e−iztG retAB(z)dz =
1
2π
∫ ∞
−∞
e−i(ω+iη)tG retAB(ω + iη)dω ,
(4.1.14)
with x > 0 being arbitrary. The physically interesting (Fourier) limit x = η → 0 is not necessarily
well-defined. In the sense of distributions, however, (time or energy) integrations may be inter-
changed with the limit η → 0, yielding in general a distribution instead of an ordinary function in
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the former case (and this is what physicist usually do) [Roo02]. The Laplace back-transform just
provides one way of carrying out the distributive integral. In addition, G ret(t) is not continuous at
t = 0, which manifests as a factor exp(−iωη) in frequency space. Likewise, the Fourier transform of
causal, anti-causal, lesser, and greater Green functions (which are ordinary functions in time space)
is to be interpreted as
G±±AB (ω) =
∫
e iωt−η|t|G±±AB (t)dt . (4.1.15)
Provided that the outcome is not a function but a distribution, the inverse integral needs to be carried
out in a distributive sense [e.g., by defining a function series Gη(ω)
η→0→ G (ω) in the corresponding
topology]. In addition, G
−−/++
AB (ω) need to be complemented by factors exp(±iωη) as both are
discontinuous at t = 0. Thus, we can altogether conclude that convergence factors in equilibrium
always appear in a well-defined way.
4.1.4 Diagrammatics – Dyson Equation
If the Hamiltonian H contains higher than quadratic terms (e.g., two-particle interactions), it is in
general impossible to compute the Green functions governed by the exponentials exp(−βH) exactly.2
One common approximation scheme is to partly expand the factor exp(−βH) into an infinite Taylor
series which can be evaluated analytically term by term. Even though such a perturbative approach
often breaks down in low-dimensional systems, the associated diagrammatic concepts are useful in
order to introduce more elaborate methods such as the functional renormalization group. To this
end, let us consider the differential equation
∂τ
[
eτH0e−(τ−τ
′)He−τ
′H0
]
= eτH0 (H0 − H) e−(τ−τ
′)He−τ
′H0 (4.1.16)
which formally integrates to
e−(τ−τ
′)H = e−τH0
{
Tτ e
− R τ
τ′
U[τ ′′]0dτ
′′
τ > τ ′
T˜τ e
− R τ
τ′
U[τ ′′]0dτ
′′
τ < τ ′
}
eτ
′H0 , (4.1.17)
with A[τ ]0 denoting imaginary time evolution w.r.t. H0. Due to the (anti) ordering Tτ (T˜τ ), all
operators commute, and the Green function itself can now be trivially written in the ‘simple’ form
G eqAB(τ) = −
〈
Tτe
− R β
0
U[τ ]0dτA[τ ]0B
〉
ρˆeq,0〈
Tτe
− R β
0
U[τ ]0dτ
〉
ρˆeq,0
, (4.1.18)
which contains only forward propagation in imaginary time. Being of purely Gaußian nature, each
term in Eq. (4.1.18) can be computed analytically, and Wick’s theorem allows for developing a simple
diagrammatic language to deal with the combinatorics at a given order. In particular, one can derive
the Dyson equation for the most important case of single-particle Green functions (A = c ,B = c†),
G12 = [G0]12 +
∑
34
[G0]13Σ34G42 ⇔ G = 1
G−10 − Σ
, (4.1.19)
with G0 being the non-interacting Green function (U = 0) and Σ the self-energy w.r.t. U, i.e. the
sum of all single-particle irreducible diagrams with the two external legs amputated. The multi-
index (1) = (iω or τ , k) is a shorthand for Matsubara frequencies (or imaginary time) as well as
single-particle quantum numbers:
G12 = G
eq
k1k2
(τ1 − τ2) or= δ(iω1 − iω2)× G eqk1k2(iω1) ,
Σ12 = Σ
eq
k1k2
(τ1 − τ2) or= δ(iω1 − iω2)× Σ eqk1k2(iω1) .
(4.1.20)
2If G(τ) is expressed as a functional integral (→ Section 4.3), this boils down to the fact that a scalar integral of
exp(−ax2 + bx4) can be carried out analytically only in the Gaußian case b = 0.
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4.1.5 Symmetries
From the spectral representation of Eq. (4.1.10) one can deduce the general symmetry relation
w.r.t. the Laplace variable z :
GAB(−z) = ζGBA(z) . (4.1.21)
In addition, complex conjugation of the expectation value
〈A[t]B〉∗ = 〈B†A†[t]〉 (4.1.22)
immediately leads to
G
−+/+−
AB (t)
∗ = −G−+/+−
B†A†
(−t) , G retAB(t)∗ = G advB†A†(−t) ,
G
−−
AB (t)
∗ = −G++
B†A†
(−t) , GKAB(t)∗ = −GKB†A†(−t) ,
(4.1.23)
or, in frequency space,
G
−+/+−
AB (ω)
∗ = −G−+/+−
B†A†
(ω) , G retAB(ω)
∗ = G advB†A†(ω) ⇒ G eqAB(iω)∗ = G eqB†A†(−iω)
G
−−
AB (ω)
∗ = −G++
B†A†
(ω) , GKAB(ω)
∗ = −GKB†A†(ω) .
(4.1.24)
In the most important case of single-particle Matsubara Green functions, these relations take the
form
G eq
ci c
†
j
(iω)∗ = G eq
cjc
†
i
(−iω) ⇒ G eq(iω)† = G eq(−iω) , (4.1.25)
and likewise for self-energy terms:
G eq(iω) = G eq(−iω)† = [G eq0 (−iω) + G eq0 (−iω)Σ eq(−iω)G eq(−iω)]†
= G eq0 (iω) + G
eq(iω)Σ eq(−iω)†G eq0 (iω)
⇒ Σ eq(iω)† = Σ eq(−iω) .
(4.1.26)
4.1.6 Zero-Temperature Limit
The formalism presented in the previous Section can be applied for arbitrary temperatures T . How-
ever, since it turns out to be helpful in discussing the steady-state limit of a system which is not
governed by the equilibrium density matrix (see below), we will shortly present the fundamental idea
of setting up a ground-state perturbation theory at T = 0 (see [Neg88] for details). To this end, let
us introduce the eigensystems
H|ψn〉 = En|ψn〉 , H0|ϕn〉 = E 0n |ϕn〉 , (4.1.27)
and define the zero-temperature time-ordered Green function
GAB(t) = −i 〈ψ0|TtA[t]B |ψ0〉 . (4.1.28)
Since |ψ0〉 is the ground state of the full Hamiltonian, there is only forward propagation in time,
and GAB can be rewritten as
e−iHt = Tte−iH0te−i
R
t
0
U[t′]0dt
′ ⇒ GAB(t) = −i 〈ψ0|Tte
−i R U[t]0dtA[t]0B |ψ0〉
〈ψ0|Tte−i
R
U[t]0dt |ψ0〉
. (4.1.29)
Unfortunately, |ψ0〉 is in general unknown, and the exponential series can thus not be evaluated
term by term. Under certain assumptions, however, the expectation value may be taken w.r.t. the
non-interacting ground state |ϕ0〉. Let us motivate this by considering the time variable t = (1−iη)t˜
and
i
t
ln
[ 〈ϕ0| e−iHt |ϕ0〉
〈ϕ0| e−iH0t |ϕ0〉
]
=
i
t
ln
∑
n
|〈ϕ0|ψn〉|2 e−i(En−E
0
n )t
t˜→∞−→ E0 − E 00 , (4.1.30)
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where we have assumed that the ground states of H and H0 are adiabatically connected (meaning
that both are non-degenerate and not orthogonal). Thus, E0 can in principle be computed without
actually knowing the form of the interacting state |ψ0〉. Using similar arguments, one can replace
|ψ0〉 → |ϕ0〉 (introducing ‘decay’ factors iη when necessary) in the Green function of Eq. (4.1.29),
the latter allowing to develop diagrammatics. However, one should bear in mind that it is highly
non-trivial to assume that the ground states of H and H0 are adiabatically connected (phrased
differently, that ‘correlations decay on long time scales > 1/η’).3
4.2 Keldysh Formalism
4.2.1 Definition
In a non-equilibrium setup one is interested in studying the time evolution for t > t0 w.r.t. a
Hamiltonian H describing a system whose statistical operator ρˆ at t = t0 is not given by the thermal
density type ∼ exp(−βH˜). It is then not sensible to introduce the imaginary-time formalism (which
aims at treating both time evolution and statistics on equal footing) but rather to directly consider
the real-time Green functions
G−−AB (t, t
′) = −i〈TtA[t]B[t ′]〉ρˆ , G−+AB (t, t ′) = −ζ i〈B[t ′]A[t]〉ρˆ , A[t] = e iH(t−t0)Ae−iH(t−t0) ,
G++AB (t, t
′) = −i〈T˜tA[t]B[t ′]〉ρˆ , G+−AB (t, t ′) = − i〈A[t]B[t ′]〉ρˆ .
(4.2.1)
If ρˆ = exp(−βH˜)/Tr exp(−βH˜) and both A and B are annihilation or creation operators, these
Green functions are equivalent to the ones discussed in the previous section (up to an energy shift
since the time evolution is governed by the Hamiltonian H rather than by H˜). Again, the causality
condition Eq. (4.1.4) holds, and one can introduced retarded, advanced, and Keldysh Green functions
in analogy to Eq. (4.1.5).
4.2.2 The Steady-State Limit
In contrast to the equilibrium situation, all Green functions explicitly depend on two distinct times
(unless [H, ρˆ] = 0). In general, one would expect the system to relax to a (non-thermal?) steady
state [and thus G (t, t ′) = G (t − t ′)] in the long-time limit t0 → −∞. For certain problems
(e.g., quadratic Hamiltonians), it may be possible to verify this assumption analytically. In most
cases, however, the question whether a stationary configuration exists can only be addressed us-
ing approximate approaches and for a finite number of parameter sets describing the system under
consideration. Since the functional renormalization group (the key method employed in this The-
sis) can at present only be reasonably implemented in the steady-state limit, we will from now
on frequently make the a priori assumption that the latter is well-defined and work with Green
functions depending on time differences only from the very beginning. For the quantum impurity
model whose non-equilibrium physics is discussed in this work (the interacting resonant level model
introduced in Chapter 8), the real-time evolution and relaxation towards a steady-state was inves-
tigated explicitly using two different approaches (the real-time [Kar10b] and density-matrix [Bou08]
renormalizations group frameworks). In general, however, the a priori assumption about stationary
long-time dynamics remains an issue after all.4
Fourier Transform
In the long-time limit t0 → −∞, it is certainly convenient to work in energy space. Both retarded
and advanced Green function are then determined by a single spectral function
G
ret/adv
AB (ω ± iη) = ±
∫
dt e iωt∓ηtΘ(±t) [G+−AB (t)− G−+AB (t)] =
∫
dω′
ρAB(ω
′)
ω − ω′ ± iη , (4.2.2)
3E.g., this is certainly not the case if U leads to symmetry breaking.
4Within a grand-canonical framework the relaxation towards a steady-state configuration is certainly rather intuitive
from a physical point of view. Verifying such a scenario explicitly would be desirable nevertheless.
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where ρAB(ω) is defined by virtue of the Fourier transforms of the lesser and greater Green functions,
respectively. In non-equilibrium, however, there is no particular relation such as Eq. (4.1.9) between
the latter quantities themselves, rendering the Keldysh Green function an independent object.
What about Convergence Factors?
Unfortunately, one problem is nicely masked by the spectral representation of Eq. (4.2.2). As in
thermal equilibrium, the energy integral is not necessarily convergent: E.g., if ρˆ ∼ exp(−βH˜),
oscillatory behaviour occurs for arbitrary t > t0 (→ Section 4.4.1). From the mathematical point of
view, the integration can certainly be interpreted distributively yet, but it is far from obvious whether
this is physically sensible: In addition to the distribution limit η → 0 (i.e., sharpening wave packets),
there is the long-time limit t0 → −∞ – which is by construction absent in the equilibrium case –,
and it is not clear why the two should commute.5 Fortunately, this problem does not occur in the
context of this Thesis, and all appearing integrals are well-defined due to the existence of physical
decay processes.6 If in a different situation integrals diverge, one assumes that such (unknown but
weak) processes exist, or put differently: pragmatically take the limit t0 → −∞ first, assume that
G (t, t ′) = G (t − t ′), and resort to distributions afterwards.7
4.2.3 What about Initial Correlations?
Apart from the lack of the dissipation-fluctuation theorem, the Green functions formalism does not
differ when the statistics are not the thermal ones. However, establishing diagrammatics turns out
to be more complicated in non-equilibrium. The latter technique is needed in order to develop
certain methods (such as the functional RG) allowing to compute Green functions which in general
cannot be obtained exactly if either the time evolution exp(−iHt) or the initial density matrix contain
higher than quadratic terms. One can of course expand both quantities into a Dyson series like
the one of Eq. (4.1.17), but this series cannot be evaluated in a simple fashion term by term due
to the presence of both real and imaginary time integrals. In order to cure this deficiency and set
up diagrammatics anyway (see below), one usually assumes that the initial density operator does
not contain correlations. This may actually be realised in particular systems – for the impurity
problem discussed in this Thesis, e.g., the reservoirs are always Fermi-liquid-like. Moreover, it may
be possible (in analogy to the zero-temperature formalism discussed in the previous Section) to prove
that under certain conditions initial correlations decay exponentially in the long-time limit and can
thus be omitted in the initial density matrix [Ram86,Doy06]. This may be particularly reasonable in
the present context of a finite correlated system attached to non-interacting baths – the steady-state
configuration should not depend on the form of the initial ‘impurity’ statistics. In principle, however,
it is just another assumption to discard higher than quadratic terms in the density operator.
Thermodynamic Limit
As mentioned, we aim at studying transport through a finite interacting system after coupling it to
some higher-dimensional baths of size N at a time t0 → −∞. The preceding discussion immediately
gives rise to the question why the latter should not equilibrate at some scale tbath ∼ N during the
transient time. This issue is not fundamental and can certainly be addressed provided that one
succeeds in solving the finite many-particle problem exactly. Given the time evolution analytically
allows for analysing the regime t0 ≪ t ≪ tbath naively associated with a non-thermal steady-state
configuration. Within the functional RG formalism, however, it is again necessary to take some
pragmatic point of view: After deriving the general framework (which should be done for finite N as
the statistical operator is possibly ill-defined at N = ∞ [Sch]), the existence of a time-independent
5Put differently: One should start out with two distinct time variables, carry out two Fourier transforms (distributively
introducing η, η′) and investigate the long-time limit – and the question whether the mathematics consistently
reduce to a single distributive relation between time differences and a corresponding frequency.
6For an interacting impurity problem, we will show that this decay originates from coupling to infinite reservoirs.
7It is important to note that these are just issues of the formalism but not fundamental ones. The real-time
evolution of a finite quantum-mechanical system governed by some initial density matrix can in principle be
computed without any ambiguity, and one can subsequently analyse its behaviour on different (e.g., long) time
scales.
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state needs to be assumed for an explicit implementation of the flow equations, and only afterwards
the thermodynamic limit N → ∞ is taken. Rephrased, it is unclear whether the FRG formalism
properly implements that the limit N →∞ should be taken before t0 → −∞ in order to adress the
regime t0 ≪ t ≪ tbath where the baths do not equilibrate. The outcome may a posteriori justify
this strategy, but it remains some issue afterall.
4.2.4 Diagrammatics – Dyson Equation
Keldysh Contour
In order to set up diagrammatics, we consider the analogue of Eq. (4.1.18):
e−iH[(t−t0)−(t
′−t0)] = e−iH0(t−t0)
{
Tt e
−i R t
t′
U[t′′]0dt
′′
t > t ′
T˜t e
−i R t
t′
U[t′′]0dt
′′
t < t ′
}
e iH0(t
′−t0) , (4.2.3)
where the U[t]0 denotes the time evolution of U w.r.t. H0 and t0 taken as reference time. If one
straightforward inserts this into the Green functions of Eq. (4.2.1), it is impossible to develop simple
diagrammatics due to the presence of both forward and backward time evolution (in contrast to
thermal equilibrium where the density matrix leads to an overall forward evolution in imaginary
time). This can be cured by artificially dressing each time variable by an additional index ν = ±
– the so-called Keldysh index – and defining ‘contour ordering’ Tc to place all objects with ν = +
left of those with ν = − (interchanges by definition always being associated with factors ζ) and to
subsequently act as Tt (T˜t) in the ν = − (ν = +) sector. Trivially,
Gν1ν2k1k2 (t, t
′) = −i
〈
Tcc
ν1
k1
[t]cν2†k2 [t
′]
〉
ρˆ
, (4.2.4)
and
e−iH[(t−t0)−(t
′−t0)] = e−iH0(t−t0)
{
Tc e
−i R t
t′
U−[t′′]0dt
′′
t > t ′
Tc e
−i R t
t′
U+[t′′]0dt
′′
t < t ′
}
e iH0(t
′−t0) , (4.2.5)
where we have associated the Keldysh indices with the operators rather than with their time argu-
ments. By construction, the following commutation relations hold under the action of Tc :[
cν1k1 , c
ν2
k2
]
+
= 0 ,
[
cν1k1 , c
ν2†
k2
]
+
= δk1k2δν1ν2 . (4.2.6)
Thus, {k, +} and {k,−} can be regarded as independent ‘single-particle quantum numbers’. This
combines to
Gν1ν2k1k2 (t, t
′) = −i
〈
Tc
[
Tc e
−i R t0
t
U+dte iH0(t−t0)
]
cν1k1
[
e−iH0(t−t0)Tc e−i
R
t
t′
U∓dte iH0(t
′−t0)
]
× cν2k2
[
e−iH0(t
′−t0)Tc e
−i R t′
t0
U−dt
]〉
ρˆ
= −i
〈
Tc e
−i R max {t,t′}
t0
{U−[t′′]0−U+[t′′]0}dt′′cν1k1 [t]0c
ν2†
k2
[t ′]0
〉
ρˆ
= −i
〈
Tc e
−i R ∞
t0
U[t′′]0dt
′′
cν1k1 [t]0c
ν2†
k2
[t ′]0
〉
ρˆ
,
(4.2.7)
where the upper (lower) signs hold for t > t ′ (t < t ′), respectively, and the upper integration limit
could be trivially extended to infinity. In addition, we have redefined the interacting part of the
Hamiltonian by absorbing
v¯{k1ν1}{k2ν2}{k3ν3}{k4ν4} = v¯k1k2k3k4 × (−ν1)δ(ν1 = ν2 = ν3 = ν4) . (4.2.8)
The Green function of Eq. (4.2.7) has precisely the same structure as its Matsubara counterpart
Eq. (4.1.18), only that the order operator Tc is slightly more complicated (but of the same structure).
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In particular, there is only forward propagation in time, the only price to pay being doubled degrees of
freedom, or put differently: On the level of Green functions, the whole non-equilibrium problem can
be condensed into a (spin-like) Keldysh index accompanying each single-particle quantum number.
However, in order to eventually set up diagrammatics by straightforward expansion of the exponential
function, it is vital to assume that the density matrix is purely quadratic. In presence of initial
correlations, it is in general impossible to evaluate even a single term of the Taylor series, and
Wick’s theorem does not hold (since it is a consequence of the Gaußian nature of the expectation
value).
Dyson Equation
For a quadratic statistical operator one can establish all diagrammatic concepts in analogy with the
Matsubara case. In particular, it is possible to introduce the notion of a self-energy in precisely the
same way
G12 = [G0]12 +
∑
34
[G0]13Σ34G42 ⇔ G = 1
G−10 − Σ
, (4.2.9)
where all matrix operations are carried out w.r.t. the multi-index (1) = (ω or t, k, ν) which is a
shorthand for single-particle quantum numbers, Keldysh indices, and frequencies (or real times):
G12 = G
ν1ν2
k1k2
(t1, t2)
t0→−∞= Gν1ν2k1k2 (t1 − t2)
or
= δ(ω1 − ω2)× Gν1ν2k1k2 (ω1) ,
Σ12 = Σ
ν1ν2
k1k2
(t1, t2)
t0→−∞= Σν1ν2k1k2 (t1 − t2)
or
= δ(ω1 − ω2)× Σν1ν2k1k2 (ω1) .
(4.2.10)
Rotating from the ν = ± to the Keldysh basis yields (with all other indices suppressed)
RAGRB = RAG0RB + RAG0RBR
−1
B ΣR
−1
A RAGRB
⇒
(
Σ ret ΣK
0 Σ adv
)
= R−1B ΣR
−1
A =
(
Σ−− + Σ−+ Σ−− + Σ++
Σ−− + Σ−+ + Σ+− + Σ++ Σ−− + Σ+−
)
,
(4.2.11)
and the Dyson equation takes the more simple form
G ret = G ret0 + G
ret
0 Σ
retG ret , G adv = G adv0 + G
adv
0 Σ
advG adv ,
GK = GK0 + G
ret
0 Σ
retGK + G ret0 Σ
KG adv + GK0 Σ
advG adv
= G ret
[
(G ret0 )
−1GK0 (G
adv
0 )
−1 + ΣK
]
G adv
(∗)
= G retΣKG adv .
(4.2.12)
If H0 is chosen such that the dissipation-fluctuation theorem holds [meaning that ρˆ ∼ exp(−βH˜0)
and all other quadratic terms being included in U], one has
G ret(G ret0 )
−1GK0 (G
adv
0 )
−1G adv ∼ G ret(G ret0 )−1
[
G ret0 − G adv0
]
(G adv0 )
−1G adv ∼ iη G retG adv . (4.2.13)
In case that the retarted and advanced self-energy have a finite imaginary part, the limit η → 0 can
be carried out trivially, and the Dyson equation for the Keldysh component takes the simple form
of (∗).
Symmetries
Finally, we briefly recall the form of the general symmetry relation of Eq. (4.1.24) for the case of
single-particle Green functions in real frequency space:
G ret(ω)† = G adv(ω) , GK(ω)† = −GK(ω) ,
G−+/+−(ω)† = −G−+/+−(ω) , G−−(ω)† = −G++(ω) . (4.2.14)
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Inserting this into Eq. (4.2.12) (and rotating back to the ν = ± – basis) yields
Σ ret(ω)† = Σ adv(ω) , ΣK(ω)† = −ΣK(ω) ,
Σ−+/+−(ω)† = −Σ−+/+−(ω) , Σ−−(ω)† = −Σ++(ω) . (4.2.15)
A dissipation-fluctuation theorem relating the different self-energy components in the equilibrium
limit [i.e., for ρˆ ∼ exp(−βH˜)] can be derived straightforward from Eq. (4.1.13):
(G ret)−1GK(G adv)−1 = tanh
(
βω
2
)[
(G adv)−1 − (G ret)−1]
= (G ret0 )
−1GK0 (G
adv
0 )
−1 + tanh
(
βω
2
)[
Σ ret − Σ adv] . (4.2.16)
Comparing with Eq. (4.2.12) yields
ΣK(ω) = tanh
(
βω
2
)[
Σ ret(ω)− Σ adv(ω)] . (4.2.17)
4.3 Generating Functionals
In this Section, we recall how functional integrals can be used to compute Green functions of a system
of interacting quantum-mechanical particles both within the Matsubara and Keldysh formalism. This
will be the appropriate framework to derive the FRG flow equations.
4.3.1 Functional Integrals in Many-Particle Physics
Grassmann Algebra – Coherent States
In order to set up a functional integral representation of Green functions, it is necessary to introduce
the concept of Grassmann variables ψk and ψ¯k (i.e., anti-commuting numbers) for which [Neg88,
Sch05a] [
ψk1 ,ψk2
]
+
=
[
ψk1 , ψ¯k2
]
+
=
[
ψk1 , c
(†)
k2
]
+
= 0 . (4.3.1)
Fermionic coherent states are then defined as
|ψ〉 = |ψk1ψk2 ...〉 = e−
P
k ψkc
†
k |0〉 ,
〈ψ| = 〈ψk1ψk2 ...| = 〈0|e−
P
k ck ψ¯k ,
(4.3.2)
where |0〉 is the vacuum state. Using only fundamental algebra (which turns out to be very easy
since ψ2k = 0) one can show that
ck |ψ〉 = ψk |ψk〉 , 〈ψ|c†k = 〈ψ|ψ¯k , 〈ψ|θ〉 = e
P
k ψ¯kθk = 1 +
∑
k
ψ¯kθk . (4.3.3)
It is instructive to exemplary illustrate how calculations containing Grassmann variables are carried
out. To this end, let us compute the expectation value (which we will need later on and which
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usually cannot be found in textbooks)
〈
ψ
∣∣∣ePk ρkc†k ck ∣∣∣ψ′〉 = 〈ψ∣∣∣∣∏
k
[
1 +
∞∑
m=1
ρmk
m!
(
c†k ck ... c
†
k ck
)]∣∣∣∣ψ′
〉
=
〈
ψ
∣∣∣∣∏
k
[
1 + ψ¯kψ
′
k
∞∑
m=1
ρmk
m!
(
ck ... c
†
k
)]∣∣∣∣ψ′
〉
=
〈
ψ
∣∣∣∣∏
k
(
1 + eρk ψ¯kψ
′
k − ψ¯kψ′k
) ∣∣∣∣ψ′
〉
=
∏
k
(
eexp(ρk )ψ¯kψ
′
k − ψ¯kψ′k
)(
1 +
∑
k˜
ψ¯k˜ψ
′
k˜
)
=
∏
k
eexp(ρk )ψ¯kψ
′
k = e
P
k exp(ρk )ψ¯kψ
′
k ,
(4.3.4)
where the last step follows from(
ee
ρk1 ψ¯k1ψ
′
k1 ... ee
ρki ψ¯kiψ
′
ki ψ¯ki+1ψ
′
ki+1
... ψ¯kNψ
′
kN
)
ψ¯kjψ
′
kj
=
{
0 j > i
ee
ρk1 ψ¯k1ψ
′
k1 ... ψ¯kjψ
′
kj
... ee
ρki ψ¯kiψ
′
ki ψ¯ki+1ψ
′
ki+1
... ψ¯kNψ
′
kN
j ≤ i .
(4.3.5)
Using similar algebra, one can prove that the unit operator (in the many-particle Fock space) can
be expressed as
1 =
∫ ∏
k
dψ¯kdψk |ψ〉〈ψ| e−
P
k ψ¯kψk , (4.3.6)
one can calculate the trace of a linear operator A by virtue of
TrA =
∫ ∏
k
dψ¯kdψk 〈−ψ|A|ψ〉 e−
P
k ψ¯kψk , (4.3.7)
and the ‘Gaußian integral’ reads∫ ∏
k
dψ¯kdψk e
−Pk1k2 ψ¯k1Ak1k2ψk2+
P
k(ψ¯kηk+η¯kψk) = detA e
P
k1k2
η¯k1 [A
−1]k1k2ηk2 . (4.3.8)
Trotter Formula
With these preparations, one can now turn to the ‘Trotter’ equation which forms the basis for the
functional integral approach to many-particle physics [Neg88,Sch05a]:
e−λH = lim
N→∞
(
: e−λH/N :
)N
, (4.3.9)
where H is a normal-ordered but otherwise arbitrary many-particle Hamiltonian, and the colons de-
note normal-ordering. By inserting the unity of Eq. (4.3.6) between each of two factors of : e−λH/N :,
the annihilation (creation) operators in the exponential can be replaced by the corresponding eigen-
value and one is basically left with an ‘ordinary’ (Grassmann) integral which, however, becomes a
functional integral in the limit N → ∞. In passing, we note that the latter is purely Gaußian and
can be performed ‘almost trivially’ in case that H contains only single-particle terms. In presence
of Coulomb interactions U, carrying out the integration analytically becomes impossible, but one
can expand the interaction part of the exponential function into an ordinary Taylor series (no longer
dealing with operators) to set up a perturbation theory. The contribution of each order can be
evaluated using Wick’s theorem, a property of Gaußian integrals.
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4.3.2 Matsubara Formalism
Partition Function
As outlined above, the grand canonical partition function of a fermionic many-particle system with
thermal statistics can be expressed as a functional integral:
Z = Tr e−βH˜
= lim
N→∞
∫ N∏
n=0
∏
k
dψ¯k,nψk,n exp
{
−
N−1∑
n=0
[∑
k
ψ¯k,n+1 (ψk,n+1 − ψk,n) + ∆τH
({ψ¯}n+1, {ψ}n)
]}
=
∫
Dψ¯ψ exp
{
−
∫ β
0
dτ
[∑
k
ψ¯k(τ + η)
dψk(τ)
dτ
+H ({ψ¯} , {ψ})
]}
,
(4.3.10)
with ∆τ = β/N, and H is obtained from the Hamiltonian H˜ by substituting operators by Grassmann
variables:
H ({ψ¯} , {ψ}) = H˜ (c†k → ψ¯k(τ + η), ck → ψk(τ)) . (4.3.11)
The boundary conditions of the fields read
ψk(β) = −ψk(0) , ψ¯k(β) = −ψ¯k(0) , (4.3.12)
where β labels the inverse temperature. For the upcoming calculations it will prove useful to expand
the Grassmann fields into a Fourier series
ψk(τ) =
1√
β
∑
ω
e−iωτψk(iω) , ψk(iω) =
1√
β
∫ β
0
dτ e iωτψk(τ) . (4.3.13)
Inserting this into the imaginary-time functional integral of Eq. (4.3.10) yields
Z
Z0 =
1
Z0
∫
Dψ¯ψ exp
{∑
k
∑
ω
ψ¯k(iω)
[
G eq0 (iω)
−1]
kk
ψk(iω)
− 1
4
1
β
∑
ki
∑
ωi
v¯k1k2k3k4δω1+ω2,ω3+ω4 ψ¯k1(iω1)ψ¯k2(iω2)ψk4(iω4)ψk3(iω3)
}
,
(4.3.14)
with G eq0 (iω) being the non-interacting single-particle propagator.
8 All convergence factors have
been omitted to keep the notation short, and the non-interacting partition function Z0 was in-
troduced to cancel the functional determinant that appears due to the change of the integration
variables ψ(τ) → ψ(iω). Resorting to the shorthand notation
(ψ¯,Xψ) =
∑
12
ψ¯1X12ψ2 (4.3.15)
and multi-indices (1) = (iω or τ , k) allows for rewriting Eq. (4.3.14) in the simple form
Z
Z0 =
1
Z0
∫
Dψ¯ψ exp
{(
ψ¯,G−10 ψ
)− 1
4
∑
1′2′12
v¯1′2′12ψ¯1′ ψ¯2′ψ2ψ1
}
=
1
Z0
∫
Dψ¯ψ exp
{
S0 − Sint
}
,
(4.3.16)
where we have defined
[G0]12 = δ(iω1 − iω2)× [G eq0 (iω1)]k1k2 ,
v¯1′2′12 = β
−1δ(iω′1 + iω
′
2 − iω1 − iω2)× v¯k′1k′2k1k2 .
(4.3.17)
8In order to demonstrate explicitly that the non-interacting Green function (calculated in Section 4.4.1) appears in
the exponential, we have chosen a basis where G eq0 is diagonal. This is instructive but in principle superfluous: In
the next Section we will argue that the quadratic part is by definition nothing but [G eq0 ]
−1 in an arbitrary basis.
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Green Functions
Expressing single-particle Green functions in terms of functional integrals is straightforward (due to
the structure of the imaginary time order operator):
G12 = −
〈
Tτck1 [τ = τ1 − τ2]c
†
k2
〉
ρˆeq
= − 1Z
∫
Dψ¯ψ ψk1(τ)ψ¯k2 exp
{(
ψ¯,G−10 ψ
)− Sint} . (4.3.18)
In absence of Coulomb interactions, the integral is Gaußian and can be carried out analytically using
Eq. (4.3.8):
−
〈
Tτck1 [τ ]c
†
k2
〉
ρˆeq
= [G eq0 (τ)]k1k2 = [G0]12 . (4.3.19)
By expanding the exponential exp(−Sint) into an ordinary Taylor series, one can set up a perturbation
theory which can (in principle) be evaluated term-by-term using Wick’s theorem (a property of
Gaußian integrals).
4.3.3 Keldysh Formalism
‘Partition Function’
In the Keldysh formalism, one directly aims at expressing Green functions in terms of functional
integrals (partition functions are of no issue since the density matrix is assumed to be quadratic).
The technical background, however, should be clear [Kam04]:
1 = Tr ρˆ = Tr
(
e iH(t−t0)e−iH(t−t0)ρˆ
)
= lim
N→∞
∫ N∏
n=0
∏
ν=±
∏
k
dψ¯νk,nψ
ν
k,n
〈
ψ−1
∣∣ρˆ∣∣ψ−0 〉
× exp
{
−
N−1∑
n=0
[∑
k
ψ¯+k,n+1
(
ψ+k,n+1 − ψ+k,n
)− i∆tH ({ψ¯+}n+1, {ψ+}n)
]
× exp
{
−
N−1∑
n=1
[∑
k
ψ¯−k,n+1
(
ψ−k,n+1 − ψ−k,n
)
+ i∆tH ({ψ¯−}n+1, {ψ−}n)
]}
,
(4.3.20)
where ∆t = (t − t0)/N, and the index ν = ± – which is nothing but the Keldysh index naturally
appearing in this context – labels the coherent states unity operators inserted in between exp(iH(t−
t0)) and exp(−iH(t − t0)), respectively. The boundary conditions are thus given by
ψ+N = −ψ−0 , ψ+0 = ψ−N . (4.3.21)
If we assume ρˆ to be purely quadratic:9
ρˆ = e
P
k ρkc
†
k
c
k , (4.3.22)
we can evaluate its expectation value using Eq. (4.3.4):
〈
ψ−1
∣∣ρˆ∣∣− ψ+N〉 = exp
(
−
∑
k
eρk ψ¯−k,1ψ
+
k,N
)
, (4.3.23)
which is a quadratic contribution to the exponential in Eq. (4.3.20). We can then rewrite Eq. (4.3.20)
in the continuous form10
1 =
∫
Dψ¯ψ exp
{
i
∫ ∞
t0
dt
∑
k1k2
∑
ν1ν2
ψν1k1 (t + η)[G0(t, t)
−1]ν1ν2k1k2ψ
ν2
k2
(t)− iSint
}
=
∫
Dψ¯ψ exp {S0 − iSint} ,
(4.3.24)
9Without loss of generality, we choose the quantum numbers k such that ρˆ is diagonal (the quadratic part of H is
arbitrary).
10The upper integration limit t can be trivially extended to infinity.
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where we have defined all quadratic terms using the symbol iG−10 . They originate from both the
Hamiltonian and the initial density matrix, the latter providing terms non-diagonal in the Keldysh
index. In contrast, it is in general impossible to evaluate the expectation value of ρˆ [in the spirit of
Eq. (4.3.23)] in presence of initial correlations, rendering it impossible to derive a simple functional
integral representation of the form of Eq. (4.3.24) – and thus diagrammatics.
Some Compact Notation
We can transform to energy space and obtain in complete analogy with the Matsubara formalism11
S0 =
(
ψ¯,G−10 ψ
)
= i
∑
12
ψ¯1[G
−1
0 ]12ψ2 , Sint =
1
4
∑
1′2′12
v¯1′2′12ψ¯1′ ψ¯2′ψ2ψ1 , (4.3.25)
introducing the multi-index (1) = (ω or t, k, ν). In the long-time limit t0 → −∞, both G0 and v¯
are frequency-conserving:
[G0]12 = δ(ω1 − ω2)× [Gν1ν20 (ω1)]k1k2 ,
v¯1′2′12 = (−ν1)δ(ν′1 = ν′2 = ν1 = ν2)× δ(ω′1 + ω′2 − ω2 − ω2)× v¯k′1k′2k1k2 .
(4.3.26)
Note that the additional minus sign appearing in the interacting part Sint [which originates from
Eq. (4.3.20)] is directly incorporated in the definition of the object G−10 .
Green Functions
Up to now, we have just rewritten unity in a rather complex form but neither addressed the ques-
tion how to express Green functions in terms of functional integrals nor specified the object G−10 .
However, both is very simple due to the structure of the Keldysh contour operator Tc :
12
G12 = −i
〈
Tcc
ν1
k1
[t = t1 − t2]cν2†k2
〉
ρˆ
= −i 1Z = 1
∫
Dψ¯ψ ψν1k1 (t)ψ¯ν2k2 exp
{(
ψ¯,G−10 ψ
)− iSint}
U=0
= [Gν1ν20 (t)]k1k2 = [G0]12 ,
(4.3.27)
and G0 is thus obviously nothing but the non-interacting Green function (as our notation suggested
from the very beginning).13 Thus, we have eventually succeeded in setting up a functional integral
formalism for Keldysh Green function. It has precisely the same structure as the Matsubara one
except for the doubling of the degrees of freedom (described by the Keldysh index) as well as factors
of imaginary i appearing due to the real time evolution.
4.3.4 Generating Functionals of Green Functions
In this Section, we discuss how Green functions can be obtained from generating functionals. To
this end, we first of all introduce m-particle Green functions as generalisations of Eqs. (4.1.1) and
(4.2.4):
Gm(1
′ ... m′; 1 ... m) =


(−1)m
〈
Tτck′1
[τ ′1] ... ck′m [τ
′
m]c
†
km
[τm] ... c
†
k1
[τ1]
〉
ρˆeq
Matsubara
(−i)m
〈
Tcc
ν′1
k′1
[t ′1] ... c
ν′m
k′m
[tm]c
νm†
km
[t ′m] ... c
ν1†
k1
[t1]
〉
ρˆ
Keldysh .
(4.3.28)
11Factors of (2π)−1 associated with the continuous Fourier transformation are to be included implicitly in all frequency
summations.
12Here, we focus on the long-time limit t0 → −∞ where Green functions are assumed to depend on a single time
argument only. Then, one can immediately establish Eq. (4.3.27) from Eq. (4.3.20) in complete analogy with
the Matsubara case (since all structures are precisely the same). However, generalising the formalism for Green
functions explicitly depending on two time arguments is obviously straightforward.
13In the Matsubara formalism, we explicitly showed the non-interacting Green function to appear in the exponential
of the functional integral. This was certainly instructive but in principle unnecessary: It is just a consequence of
the definition of this object and the exact evaluation of Gaußian integrals.
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As a reminder, we note that all structures are the same within the Matsubara and Keldysh formalism
except for the additional (‘single-particle-like’) Keldysh index:
G1(1
′; 1) =
{
G eq
k′1k1
(τ ′1 − τ1) Matsubara
G
ν′1ν1
k′1k1
(t ′1, t1) Keldysh ,
(4.3.29)
provided that the initial statistics in the latter case are purely quadratic.
Connected Green Functions
If we introduce the generating functional
W({η¯} , {η}) = 1Z
∫
Dψ¯ψ exp
{
S0 − {i}Sint − (ψ¯, η)− (η¯,ψ)
}
, (4.3.30)
the m-particle Green function can by construction [i.e., by virtue of Eqs. (4.3.19) and (4.3.27)] be
obtained by taking the functional derivative with respect to the external source fields η and η¯:
Gm(1
′ ... m′; 1 ... m) = {i}m(−1)m 〈ψ1′ ...ψm′ ψ¯m ... ψ¯1〉W
= {−i}m δ
m
δη¯1′ ... δη¯m′
δm
δηm ... δη1
W({η¯} , {η})
∣∣∣∣∣
η=η¯=0
.
(4.3.31)
All (bracketed) factors {±i} are absent within the Matsubara formalism. Likewise, one can show
that the functional Wc generating the connected Green functions
G cm(1
′ ... m′; 1 ... m) = {i}m(−1)m 〈ψ1′ ...ψm′ ψ¯m ... ψ¯1〉Wc
= {−i}m δ
m
δη¯1′ ... δη¯m′
δm
δηm ... δη1
Wc({η¯} , {η})
∣∣∣∣∣
η=η¯=0
(4.3.32)
is given by [Neg88]
Wc({η¯} , {η}) = ln [W({η¯} , {η})] . (4.3.33)
Vertex Functions
Next, we consider so-called m-particle vertex functions which are – in a diagrammatical fashion
– defined to consist of all connected one-particle irreducible diagrams with the m external legs
amputated. In particular, this implies that they cannot be split into two pieces by cutting one
single-particle line. The functional Γ generating those objects is given by a Legendre transform of
Wc ,
Γ
({
φ¯
}
,
{
φ
})
= −Wc({η¯} , {η})− (φ¯, η)− (η¯,φ) + (φ¯,G−10 φ) , (4.3.34)
where the new fields φ and φ¯ are defined in the standard way,
φ = −{−i} δ
δη¯
Wc({η¯} , {η}) , φ¯ = {−i} δ
δη
Wc({η¯} , {η}) , (4.3.35)
and the last term in Eq. (4.3.34) was added for convenience. Of course it is far from obvious that
the vertex functions can really be obtained from this functional by taking the derivative with respect
to the external fields (see below). Anyway, we define
γm(1
′ ... m′; 1 ... m) = {−i}m δ
m
δφ¯1′ ... δφ¯m′
δm
δφm ... δφ1
Γ
({
φ¯
}
,
{
φ
})∣∣∣∣∣
φ=φ¯=0
. (4.3.36)
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Some Useful Relations
As it will prove helpful in deriving the functional RG flow equations, we will now explicitly demon-
strate that the single-particle vertex (i.e., the self-energy) is in fact given by Eq. (4.3.36) – or, to
say it the other way round, that the so-defined function γ1 consists only of connected one-particle
irreducible diagrams with their two external legs amputated. To this end,
δΓ
δφ1
=
∑
2
[
−δW
c
δη2
δη2
δφ1
− δW
c
δη¯2
δη¯2
δφ1
+ {i}
(
φ¯2
δη2
δφ1
− δη¯2
δφ1
φ2 − φ¯2
[
G−10
]
21
)]
+ {i}η¯1
= {i}
[
η¯1 −
∑
2
φ¯2
[
G−10
]
21
]
,
(4.3.37)
δΓ
δφ¯1
=
∑
2
[
−δW
c
δη2
δη2
δφ¯1
− δW
c
δη¯2
δη¯2
δφ¯1
+ {i}
(
φ¯2
δη2
δφ¯1
− δη¯2
δφ¯1
φ2 +
[
G−10
]
12
φ2
)]
− {i}η1
= {i}
[
−η1 +
∑
2
[
G−10
]
12
φ2
]
.
(4.3.38)
The additional minus signs appear as one takes the derivative w.r.t. Grassmann variables. Note that
φ and φ¯ are independent fields of the Legendre transform Γ , implying that δφ/δφ¯ = 0. Next, we
consider
{i}δ11′ ={i} δφ1
δφ1′
= − δ
δφ1′
δWc
δη¯1
= −
∑
2
[
δη2
δφ1′
δ2Wc
δη2δη¯1
+
δη¯2
δφ1′
δ2Wc
δη¯2δη¯1
]
=
∑
2
[({−i}δ2Γ
δφ1′δφ¯2
− [G−10 ]21′
)
δ2Wc
δη2δη¯1
− {−i}δ
2Γ
δφ1′δφ2
δ2Wc
δη¯2δη¯1
]
.
(4.3.39)
The last line follows from differentiating Eqs. (4.3.37) and (4.3.38) w.r.t. φ and φ¯, respectively.
Starting out with δφ¯1/δφ¯1′ = δ1,1′ and δφ¯1/δφ1′ = δφ1/δφ¯1′ = 0, one can obtain similar relations,
and the overall result can be cast in the compact form:(
{−i} δ2Γ
δφ¯δφ
+ G−10 {−i} δ
2Γ
δφ¯δφ¯
{−i} δ2Γδφδφ {−i} δ
2Γ
δφδφ¯
− G−1,T0
)
×
(
{−i} δ2Wcδη¯δη −{−i} δ
2Wc
δη¯δη¯
−{−i} δ2Wcδηδη {−i} δ
2Wc
δηδη¯
)
= 1 , (4.3.40)
where the derivatives δ2A/δx1δy2 are interpreted as matrix indices (1, 2). As we will need it later
on, we furthermore define
V({φ¯},{φ}) =
(
{−i} δ2Wcδη¯δη −{−i} δ
2Wc
δη¯δη¯
−{−i} δ2Wcδηδη {−i} δ
2Wc
δηδη¯
)
=
(
{−i} δ2Γ
δφ¯δφ
+ G−10 {−i} δ
2Γ
δφ¯δφ¯
{−i} δ2Γδφδφ {−i} δ
2Γ
δφδφ¯
− G−1,T0
)−1
.
(4.3.41)
It is now possible to establish a relation between the connected Green functions and the vertex
functions. To this end, we evaluate Eq. (4.3.41) at vanishing external fields. The matrix V is then
diagonal,14 and the first element reads
G1(1
′; 1)
(∗)
= G c1 (1
′; 1) = {−i} δ
2Wc
δη¯1′δη1
∣∣∣
η=η¯=0
=
[
{−i} δ
2Γ
δφ¯δφ
∣∣∣
φ=φ¯=0
+ G−10
]−1
1′1
. (4.3.42)
The identity (∗) is the so-called linked cluster theorem. Since G1 is just the single-particle propagator
G (calculated in presence of the interaction term Sint), Eq. (4.3.42) is nothing else but the Dyson
equation. Thus,
γ1 = {−i} δ
2Γ
δφ¯δφ
∣∣∣
φ=φ¯=0
= −Σ . (4.3.43)
Ignoring the difference in sign, we will call γ1 self-energy from now on.
14The off-diagonal elements are zero unless we are in a phase of broken symmetry.
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4.4 Non-Interacting Green Functions
Title suggesting, this Section is devoted to discussing the specifics of the Green function formalism
for our quantum impurity problem in absence of two-particle interactions. We start out with the. . .
4.4.1 Green Functions of an Isolated System
To this end, let us assume the non-interacting fermionic Hamiltonian H0 to be of the diagonal form
H0 =
∑
k
ǫkc
†
k ck , H
1P
0 =
∑
k
ǫk |k〉〈k| . (4.4.1)
The time evolution of an annihilation operator in the eigenbasis of H0 is then given by
ck [t] = e
−iǫk (t−t0)ck , (4.4.2)
and thus the retarded Green function (which naturally depends only on time differences) reads
G retkk′(t, t
′) = −ie−iǫk (t−t0)+iǫk′ (t′−t0)Θ(t − t ′)
[〈
ck c
†
k′ + c
†
k′ck
〉
ρˆ
]
= −ie−iǫk (t−t′)Θ(t − t ′)δkk′
⇒ G retkk′(ω) = −iδkk′
∫ ∞
0
e i(ω+iη−ǫk )tdt = −iδkk′ e
i(ω+iη−ǫk )t
iω − iǫk − η
∣∣∣∣∣
∞
0
=
δkk′
ω − ǫk + iη .
(4.4.3)
The retarded and advanced Green functions are completely independent of the form of ρˆ. In an
arbitrary single-particle basis15
G ret(ω) =
1
ω − H1P0 + iη
, G adv(ω) =
1
ω − H1P0 − iη
, G eq(iω) =
1
iω − µ− H1P0
, (4.4.4)
illustrating that in the non-interacting case those quantities are Green functions of the Schro¨dinger
equation in the ordinary sense of differential equations. In order to explicitly compute, e.g., the
lesser Green function,
G−+kk′ (t, t
′) = i
〈
c†k′ [t
′]ck [t]
〉
ρˆ
= ie−iǫk (t−t0)+iǫk′ (t
′−t0)
〈
c†k′ck
〉
ρˆ
, (4.4.5)
we assume that the statistics at some arbitrary time t0 = 0 is determined by the thermal density
matrix ρˆ = exp[−(β − µ)H0] /Tr exp[−(β − µ)H0], which is always the situation of interest within
this Thesis (i.e., for the initially isolated baths). Then,
G−+kk′ (t) = i
〈
c†k′ck [t]
〉
ρˆ
= ie−iǫk tδkk′ f ( ǫk) ⇒ G−+kk′ (ω) = 2πiδ(ω − ǫk)δkk′ f ( ǫk) ,
G+−kk′ (t) = −i
〈
ck [t]c
†
k′
〉
ρˆ
= −ie−iǫk tδkk′ f (−ǫk) ⇒ G+−kk′ (ω) = −2πiδ(ω − ǫk)δkk′ f (−ǫk) ,
(4.4.6)
with f (ǫ) being the Fermi function:
f (ǫ) =
1
eβ(ǫ−µ) + 1
. (4.4.7)
Finally, we have
G−−kk′ (ω) = G
ret
kk′(ω) + 2πiδkk′δ(ω − ǫk)f ( ǫk) ,
G++kk′ (ω) = −G retkk′(ω)− 2πiδkk′δ(ω − ǫk)f (−ǫk) .
(4.4.8)
15Implicitly, we always assume that in (out of) equilibrium the time evolution is governed by H˜ (by H), respectively.
Moreover, we take ρˆeq ∼ exp(−βH˜) for the latter case, i.e. ρˆeq ∼ exp(−βH˜0) for the situation at hand. For
single-particle Green functions (and particle-conserving Hamiltonians), the only difference is then the chemical
potential appearing in the denominator of G eq(iω).
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4.4.2 Finite-Matrix Dyson Equation
Projection Technique
The first step in order to actually calculate the Green functions determined by our Hamiltonian of
Eq. (3.1.1) is to solve a scattering problem using standard projection techniques [Tay72], or put
differently: to ‘diagonalise’ the non-interacting system Uimp = 0. To this end, let us consider the
general Dyson equation
G = G 0 + G 0ΣG . (4.4.9)
If for the time being we associate the self-energy Σ with both the local Coulomb correlations Uimp
and the coupling Hcoup of the impurity system to the Fermi-liquid baths, the non-interacting Green
function G 0 can be obtained using results of the preceding Section. In order to calculated (part of)
the bath contribution to Σ , let us denote the set of indices which belong to the finite interacting
system by P and those of the bath by Q (and thus symbolically P + Q = 1) and partially carry out
the trace:16
G{p1∈P}{p2∈P} = GPP = G
0
PP + G
0
PPΣPPGPP + G
0
PPΣPQGQP ,
GQP = G
0
QQΣQPGPP ,
(4.4.10)
since obviously (see below)
G 0PQ = 0 , ΣQQ = 0 . (4.4.11)
Solving for the Green function of the impurity system yields(
1− G 0PPΣPP − G 0PPΣPQG 0QQΣQP
)
GPP = G
0
PP
⇒ GPP =
[(
G 0PP
)−1 − ΣPQG 0QQΣQP − ΣPP]−1 = [(G 0eff)−1 − ΣPP]−1 . (4.4.12)
The important observation which is yet missing is that the self-energy ΣPQ originates from the
coupling term Hcoup only (since there are no single-particle irreducible diagrams with external indices
P and Q that contain any two-particle vertices). It can thus be calculated exactly (see below),
and on the level of Green functions – e.g., in the context of perturbation theory or the functional
renormalization group – one can compute the effects of the (local) Coulomb interaction incorporated
in ΣPP using some effective and finite non-interacting Green function G
0
eff.
Terminology
The only thing entering within the functional RG framework are Green functions GPP of the inter-
acting system. Thus, we stick to the following terminology from now on:
G =
[
g−1imp − Σbath − Σ
]−1
=
[
G−10 − Σ
]−1
, (4.4.13)
with G = GPP and gimp = G
0
PP – evaluated for single-particle indices in P only – being the full
and isolated impurity Green function, respectively. The self-energy Σbath = ΣPQG
0
QQΣQP solely
originates from the coupling term Hcoup, whereas Σ = ΣPP incorporates the effects of both the
latter as well as Uimp (and will be determined approximately using the FRG).
The Most Simple Case
If there is no direct link between the bath (Hdirect = 0), Σbath can be computed very easily since
the remaining non-interacting part of the Hamiltonian is already diagonal. Namely, the Matsubara
self-energy associated with a single-particle term
∑
Aija
†
i aj is obviously just given by the matrix A
(times frequency conservation)17 and thus
[Σ eqbath]ii ′ =
∑
s
tsi tsi ′
[
g eqbath
]
s
, (4.4.14)
16As a reminder, we note that in non-equilibrium the quantity p1 as usual refers to both Keldysh indices and single-
particle quantum numbers.
17Remember that in the non-interacting case all objects G are just Green functions in the ordinary sense of differential
equations, and A merely calls for solving a usual scattering problem.
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where the local Green function gbath = G
0
QQ of the isolated bath is determined by the dispersion ǫsk
and will be computed explicitly in the next Section. Likewise, within the Keldysh formalism(
[Σ−−bath]ii ′ [Σ
−+
bath]ii ′
[Σ+−bath]ii ′ [Σ
++
bath]ii ′
)
=
∑
s
(
tsi 0
0 −tsi
)(
g−−bath g
−+
bath
g+−bath g
++
bath
)
s
(
tsi ′ 0
0 −tsi ′
)
=
∑
s
tsi tsi ′
(
g−−bath −g−+bath
−g+−bath g++bath
)
s
,
(4.4.15)
or after rotation (
[Σ retbath]ii ′ [Σ
K
bath]ii ′
0 [Σ advbath]ii ′
)
=
∑
s
tsi tsi ′
(
g retbath g
K
bath
0 g advbath
)
s
. (4.4.16)
The additional minus sign in the self-energy matrix appears due to the Keldysh structure [similarly
to Eq. (4.2.8)]. In presence of a direct connection Hdirect 6= 0, determining the isolated Green
function G 0QQ turns out to be a rather tedious task, and it may prove more useful to resort to the
equations-of-motion – technique (this is the case for the BCS problem of Chapter 9).
4.4.3 Local Green Function of the Isolated Leads
We conclude this Section by a brief derivation of the self-energy contributions arising from different
energy dispersions ǫk of a bath of non-interacting electrons. Most importantly, we discuss the case
of completely structureless bath (the so-called wide-band limit) as well as semi-infinite tight-binding
chains.
Quite generally, the local retarded Green function of a non-interacting system whose statistics is
governed by the grand-canonical density matrix (which is precisely the case for the isolated baths)
follows straightforward from Eq. (4.4.4):
g
ret/adv
bath (ω) =
1
N
∑
k
1
ω − ǫk ± iη =
∫
ρbath(ǫ)
ω − ǫ± iη dǫ = ∓iπρbath(ω) + P
∫
ρbath(ǫ)
ω − ǫ dǫ , (4.4.17)
where we have introduced the local density of states
ρbath(ω) =
1
N
∑
k
δ(ǫ− ǫk) = − 1
π
Im g retbath(ω) . (4.4.18)
Since the statistics is governed by a thermal density operator, the dissipation-fluctuation theorem
holds:
gKbath(ω) = [1− 2f (ω)]
[
g retbath(ω)− g advbath(ω)
]
= −2πiρbath(ω) [1− 2f (ω)] , (4.4.19)
and the Green functions in in ± – basis are given by
g
−−/++
bath (ω) =
gKbath ± g retbath ± g advbath
2
= ±Re g retbath(ω)− iπρbath(ω) [1− 2f (ω)] ,
g
−+/+−
bath (ω) =
±g advbath ∓ g retbath + gKbath
2
= ±2πiρbath(ω)f (±ω) .
(4.4.20)
Wide-Band Limit
In the so-called wide-band limit, one assumes a linear energy dispersion ǫk = vFkΘ(|B/2| − ǫ), or
put differently, structureless bath featuring a constant density of states and thus
g retbath(ω) = ρbath
∫
1
ω − ǫ+ iη dǫ
= −iπρbath = −i π
N
∑
k
δ(ǫ− ǫk) = −i
∫
δ(ǫ− vFk) dk = −iπ 1
πvF
,
g advbath(ω) = iπρbath ,
g eqbath(iω) = −iπρbath sgn(ω) ,
(4.4.21)
4.4. Non-Interacting Green Functions 49
since the contribution arising from the principal-value integral vanishes in the limit of large bandwidth
B. All other Green functions follow straightforward (note that Re g retbath = 0). However, we have
completely ignored the normalisation condition ρbath ∼ 1/B, and a few comments about the actual
meaning of the wide-band limit are in order. Namely, the physics of our impurity system is not
determined by the Green function of the bath but by the self-energy contributions which are of the
type
Σbath(ω) = ±t2gbath(ω) ∼ ±πρbath(ω)t2 , (4.4.22)
which contains only products ρbatht
2. If one aims at modelling a system where both the bandwidth
B and the hopping t can be tuned independently,18 the wide-band limit correctly describes the case
of completely structureless bath with constant ρbath → 0 but finite ρbath(0)t2. A possibility to study
this limiting procedure quantitatively (e.g., to investigate band effects) will be discussed in the next
paragraph [by specifying some dispersion ǫk and sending B →∞ with ρbath(0)t2 fixed].
Tight-Binding Chains
As an alternative, one frequently models the Fermi-liquid bath as a semi-infinite tight-binding chain
with nearest-neighbour hoppings τ (and correspondingly B = 4τ):
Hbath = −τ
∞∑
i=0
c†i ci+1 + H.c. . (4.4.23)
The local Green function (at site zero) can then be computed straightforward as [Jak03]
g retbath(ω) = g
adv
bath(ω)
∗ =
1
2τ 2
{
ω − sgn(ω)√ω2 − 4τ 2 |ω| > 2τ
ω − i√4τ 2 − ω2 |ω| < 2τ ,
g eqbath(iω) =
1
2τ 2
[
iω + µ− isgn (ω)
√
4τ 2 + ω2
]
,
(4.4.24)
and the associated density of states reads
ρbath(ω) =
1
2πτ 2
√
4τ 2 − ω2 Θ(2τ − |ω|) . (4.4.25)
The limiting procedure of structureless bath can now be investigated by scaling τ → aτ and t → √at
[meaning that ρbath(0)t
2 remains constant] and taking a →∞.
Box-Like Density Of States
One may be sometimes interested in specifying the density of states (in absence of Coulomb inter-
actions) at some site of the impurity region rather than ρbath itself. The functional renormalization
group, however, is in practise set up with the latter quantity as an input parameter, but in the most
important case where the impurity region consists of a single site only, both can be related easily.
Let us exemplary aim at a constant density of states at the impurity19 for which
G eq0 (iω) =
∫
ρ(ǫ)
iω − ǫ dǫ =
1
B
∫ B/2
−B/2
1
iω − ǫ dǫ = −
2i
B
arctan
(
B
2ω
)
=
1
iω −
[
iω − iB
2 arctan( B2ω )
] ,
(4.4.26)
with G eq0 (iω) denoting the non-interacting Green function of the single site. The self-energy contri-
bution originating from the bath (focusing solely on the Matsubara case which turns out to be the
only one of interest in the present context) can now be read of trivially.
18This is usually the case for Anderson-impurity models (→ Chapter 7) but certainly not if the bath are to be modelled
as semi-infinite tight-binding chains with a constant hopping amplitude t.
19This is the common scenario within the framework of the numerical renormalization group (→ Section 6.4). The
discussion of this paragraph allows for implementing the FRG such that a quantitative comparison regarding actual
band effects is possible (even though this is never of interest within this Thesis).
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4.5 Observables
Last but not least, we discuss how certain physical (transport) quantities in and out of equilibrium
associated with the setup described in Chapter 3 can eventually be computed from the Green
functions formalism – our fundamental strategy being to obtain an approximation to those quantities
using the functional renormalization group.
4.5.1 Current
Definition
An important observable is the current J flowing through the impurity after coupling it to the bath
at some time t = t0. Let us for simplicity only consider the most important case of two reservoirs
(s = L,R) and focus on the situation where each of them is linked to the (otherwise arbitrary)
impurity system by only a single hopping tL,R (to sites which we label as i = 1 and i = N).
20
As a reminder, we note that the initial statistics of the baths are thermal w.r.t. different chemical
potentials µL and µR . The current leaving the left and right reservoir is then given by the change
of particles NL,R (in units of e/h = 1)
JL,R [t] = ∓∂tNL,R [t] . (4.5.1)
Meir-Wingreen Formula
JL can be expressed in terms of Green functions as [Mei92,Sch]
〈JL[t]〉 = −i 〈[H,NL[t]]〉 = i
〈
tLd
†
1 [t]cL [t]− H.c.
〉
= tLG
−+
L1 (t, t) + c.c. . (4.5.2)
Using the projection equation (4.4.10), we can recast the current in terms of interacting Green
functions of the impurity region only:
〈JL[t]〉 = tL
∫ ∞
t0
(
g−−bath,L(t, t
′) g−+bath,L(t, t
′)
g+−bath,L(t, t
′) g++bath,L(t, t
′)
)(−tL 0
0 tL
)(
G−−11 (t
′, t) G−+11 (t
′, t)
G+−11 (t
′, t) G++11 (t
′, t)
) ∣∣∣∣∣
−+
dt ′
= −t2L
∫ ∞
t0
[
g−−bath,L(t, t
′)G−+11 (t
′, t)− g−+bath,L(t, t ′)G++11 (t ′, t)
]
dt ′
= −t2L
∫ ∞
t0
[
g retbath,L(t, t
′)G−+11 (t
′, t) + g−+bath,L(t, t
′)G adv11 (t
′, t)
]
dt ′ + c.c. everywhere .
(4.5.3)
As before, we assume the system to relax to a steady-state configuration in the limit t0 → −∞ and
transform to energy space:
〈JL[t = 0]〉 = −t2L
∫ [
g retbath,L(ω)G
−+
11 (ω) + g
−+
bath,L(ω)G
adv
11 (ω) + c.c.
]
dω
= −t2L
∫ [{
g retbath,L(ω)− g advbath,L(ω)
}
G−+11 (ω) + g
−+
bath,L(ω)
{
G adv11 (ω)− G ret11 (ω)
}]
dω
= 2πit2L
∫
ρbath,L(ω)
{
G−+11 (ω) + fL(ω)
[
G ret11 (ω)− G adv11 (ω)
]}
dω = JL ,
(4.5.4)
where we have used that G−+11 (ω) = −G−+11 (ω)∗ as well as related symmetries (→ Section 4.1).
The expression for the current entering the right bath follows similarly.
20Strictly speaking, this is in general not the case for spinful problems. For spin-conserving Hamiltonians, however,
‘everything is diagonal in spin space’ (such as Green functions), and the current can be trivially obtained as the
sum of the spin-up and spin-down current using the formalism presented in this Section.
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A Single Impurity
If only a single site of the impurity region (which may yet be more complex) is linked to both baths
(i.e., 1 = N), and if in addition
αt2Lρbath,L(ω) = t
2
Rρbath,R(ω) (4.5.5)
holds, the current is determined by the local spectral function at site i = 1 = N only:
J = JL = JR =
αJL + JR
1 + α
= 4π2t2L
α
1 + α
∫
ρbath,L(ω) [fL(ω)− fR(ω)] ρ11(ω) dω . (4.5.6)
If HLbath = H
R
bath, the prefactor is proportional to t
2
Lt
2
R/(t
2
L + t
2
R).
The Non-Interacting Case
In absence of Coulomb interactions (Uimp = 0), the Meir-Wingreen formula (4.5.4) can be recast
into a very intuitive form. The exact retarded Green function within the impurity region is given by
[→ Eqs. (4.4.4) and (4.4.15)]
G ret(ω) = G adv(ω)† =
1
ω − H0,1Pimp − t2Lg retbath,L(ω)|1〉〈1| − t2Rg retbath,R(ω)|N〉〈N|
, (4.5.7)
where one should remind the notation
H0,1Pimp =
∑
ij
ǫij |i〉〈j | . (4.5.8)
This immediately yields
G ret − G adv = −2πiG ret [t2Lρbath,L(ω)|1〉〈1|+ t2Rρbath,R(ω)|N〉〈N|]G adv . (4.5.9)
The lesser Green function can be written as21
G−+ =
(
1 + G retΣ retbath
)
g−+imp
(
1 + Σ advbathG
ret
)− G retΣ−+bathG adv
= 2πiG ret
[
t2Lρbath,L(ω)fL(ω)|1〉〈1|+ t2Rρbath,R(ω)fR(ω)|N〉〈N|
]
G adv .
(4.5.10)
Combining both results leads to
G−+11 + fL
(
G ret11 − G adv11
)
= 2πi
(
t2Lρbath,LfLG
ret
11 G
adv
11 + t
2
Rρbath,RfRG
ret
1NG
adv
N1
−t2Lρbath,LfLG ret11 G adv11 − t2Rρbath,RfLG ret1NG advN1
)
.
(4.5.11)
Thus, the Meir-Wingreen formula takes the simple (‘Landauer-Bu¨ttiker’) form
J = 4π2t2Lt
2
R
∫
ρbath,L(ω)ρbath,R(ω) [fL(ω)− fR(ω)]
∣∣G ret1N (ω)∣∣2 dω . (4.5.12)
The square amplitude of the retarded Green function is nothing but the transmission coefficient
associated with the non-interacting scattering problem.
4.5.2 Conductance
The conductance is reasonably defined as the current derivative
G (µL − µR) = dJ
dµL
= − dJ
dµR
. (4.5.13)
21The first term in the Dyson equation vanishes in in analogy with Eq. (4.2.12).
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In the linear-response limit
G =
dJ
dµL
∣∣∣∣
µL=µR
= − dJ
dµR
∣∣∣∣
µL=µR
, (4.5.14)
one can straightforward show that in absence of two-particle terms
G = −4π2t2Lt2R
∫
ρbath,L(ω)ρbath,R(ω)f
′(ω)
∣∣G ret1N (ω)∣∣2 dω , (4.5.15)
which can be easily generalised for the case that an arbitrary number of sites within the impurity
region is connected to the baths [Kar06b]:
G = −4π2
∫
ρbath,L(ω)ρbath,R(ω)f
′(ω)
∣∣∣∣∑
ii ′
tLi tRi ′G
ret
ii ′ (ω)
∣∣∣∣2dω . (4.5.16)
Moreover, one can demonstrate that those expressions remain valid even in presence of interactions
in the zero-temperature limit, and the linear conductance can conveniently be computed as an
integral over transmission probabilities [Ogu01]. Finally, we note that in the single-impurity case,
Eq. (4.5.6) leads to
G = −4π2
∫
t2Lρbath,L(ω)t
2
Rρbath,R(ω)
t2Lρbath,L(ω) + t
2
Rρbath,R(ω)
f ′(ω)ρ11(ω) dω . (4.5.17)
4.5.3 Free Energy
We continue illustrating how the free energy can be computed within the Green functions formal-
ism.22 To this end, let us consider
− ∂τck1 [τ ] = [ck1 ,H][τ ] =
∑
k2
ǫk1k2ck2 [τ ] +
1
2
∑
k2k3k4
v¯k1k2k3k4c
†
k2
[τ ]ck4 [τ ]ck3 [τ ] . (4.5.18)
The equilibrium expectation value (with the chemical potential set to zero) of the two-particle term
U can then be written as
〈U〉ρˆeq = −
1
2
∑
k1k2
(δk1k2∂τ + ǫk1k2) 〈c†k1 [τ˜ = τ + η]ck2 [τ ]〉ρˆeq
= −1
2
∑
k1k2
(δk1k2∂τ + ǫk1k2) G
eq
k2k1
(τ − τ˜)
=
1
2β
∑
iω
∑
k1k2
e iωη (iωδk1k2 − ǫk1k2) G eqk2k1(iω)
=
1
2β
∑
iω
∑
k1k2
e iωη
{
[G eq(iω)−1]k1k2 + Σk1k2(iω)
}
G eqk2k1(iω)
=
1
2β
∑
iω
e iωη Tr Σ eq(iω)G eq(iω) .
(4.5.19)
Replacing U → λU, the difference between the interacting and non-interacting free energy can now
be calculated using the finite-temperature analogue of Hellmann-Feynman theorem [Mah00]:
Ω − Ω0 =
∫ 1
0
dλ∂λΩ(λ) =
∫ 1
0
dλ〈∂λH(λ)〉 =
∫ 1
0
dλ
λ
〈λU〉
=
∫ 1
0
dλ
2βλ
∑
iω
e iωη Tr Σ eqλ (iω)G
eq
λ (iω) .
(4.5.20)
22As an alternative, the free energy can be calculated directly from a functional RG flow equation (→ Chapter 5).
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4.5.4 Average Occupation Numbers
The average equilibrium single-particle occupation numbers can straightforward be written as
〈ni 〉ρˆeq =
〈
c†i ci
〉
ρˆeq
=
〈
Tτci [−η]c†i
〉
ρˆeq
=
1
β
∑
ω
e iωηG eqii (iω)
T→0
=
1
2π
∫
e iωηG eqii (iω) dω ,
(4.5.21)
or, in terms of the spectral function using Poisson’s summation formula [Mah00]
1
β
∑
ω
e iωηG eqii (iω) = −
1
2πi
∫
ezηf (z)Gii (z)dz
= − 1
2πi
∫
f (ω)
[
G retii (ω)− G advii (ω)
]
dω =
∫
f (ω)ρii (ω)dω .
(4.5.22)
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Fundamental Idea
The functional renormalization group implements Wilson’s general RG idea [Wil75] for interacting
quantum many-particle systems [Sal98]. Its fundamental starting point is to artificially cut out
low-energy degrees of freedom below a scale Λ within the non-interacting Green function:
G0 → GΛ0 , GΛ=∞0 = 0 , GΛ=00 = G0 . (5.0.1)
By virtue of this replacement, all vertex functions γm acquire a dependence on the cutoff parameter
Λ, and taking the derivative yields an infinite hierarchy of flow equations
∂Λγ
Λ
m = fm(γ
Λ
m+1, γ
Λ
m, ...) , (5.0.2)
where the right hand side can by obtained explicitly, e.g., using the functional integral formalism
discussed in Section 4.3. Integrating this set of ordinary coupled differential equations from Λ = ∞
(where all energy degrees of freedom are cut out and the functions γΛm are known) down to Λ = 0
(where the artificial infrared cutoff vanishes and one recovers the original problem) yields exact
expressions for each γm. However, the infinite hierarchy – which is nothing but a reformulation of
the underlying correlated many-particle problem – can certainly not be solved exactly, and some
approximation strategy needs to be devised. One usually truncates the set of flow equations by
dropping functions above a certain order mc :
mcth order truncation: γ
Λ
mc+1 = γ
Λ=∞
mc+1 ⇒ ∂ΛγΛm≤mc = fm
({
γΛm≤mc
})
, ∂Λγ
Λ
m>mc = 0 , (5.0.3)
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which can be strictly justified if the initial vertices γΛ=∞m ∼ Uδm,2 are ‘small’ and the renormalized
ones do not become too ‘large’ during the flow.1 It turns out that even the most simple first-order
approximation (mc = 1), which can be viewed as a kind of RG-enhanced Hartree-Fock theory, usually
gives results far superior to those of ordinary mean-field schemes and sometimes even works in the
strong-coupling regime of large Coulomb interactions.2 Moreover, the functional RG often succeeds
in tackling problems where ordinary perturbation theory breaks down due to infrared divergences
(associated, e.g., with an interplay of a multitude of different energy scales).
Outline
In this Chapter, we quantify the procedure outlined above and explicitly derive the FRG framework.
Starting out from the functional integrals generating Green and vertex functions, one can obtain
the desired flow equations for the expansion coefficients γΛm both within the Keldysh and Matsubara
formalism (Section 5.1). Different ways to implement the cutoff into the non-interacting Green
function are discussed in Section 5.2. Truncating renders the FRG a in general non-conserving
approximation, and the question whether symmetries are preserved by different schemes is addressed
in Section 5.3.
5.1 Flow Equations
In this Section, we set up the functional RG flow equations for single-particle irreducible vertex
functions within the Keldysh and Matsubara formalism starting out from their functional integral
representation introduced in Section 4.3. We closely follow the derivation presented in [Med04,
Kar06b,Gez07].3 An alternative diagrammatical approach can be found in [Jak03].
Notation Issues
For the time being, we again take the Hamiltonian to be of the general form
H = H0 + U =
∑
k1k2
ǫk1k2c
†
k1
ck2 +
1
4
∑
k1k2k3k4
v¯k1k2k3k4c
†
k1
c†k2ck4ck3 . (5.1.1)
We assume the initial statistics at time t = t0 to be purely quadratic (which is necessary to develop
diagrammatics after all) within the Keldysh formalism and just to be thermal in the Matsubara
situation. As a guide to the reader, we already note that the structure of the flow equations turns
out to be the same in both cases, which is not too surprising as also the generating functionals of
Eq. (4.3.28) are of the same type except for factors of imaginary i in the definition
(
ψ¯,Xψ
)
=
{ ∑
12 ψ¯1X12ψ2 Matsubara
i
∑
12 ψ¯1X12ψ2 Keldysh
= {i}
∑
12
ψ¯1X12ψ2 ,
(5.1.2)
as well as in the interacting part of the action. The multi-indices 1, 2, ... are shorthands for
1 =
{
k, iω Matsubara
k, ω, ν Keldysh ,
(5.1.3)
with single-particle quantum numbers k, frequencies ω, and Keldysh indices ν. In the upcoming
derivation, bracketed factors of {±i} as well as lower signs are associated with the Keldysh case.
1The meaning of which needs to be investigated for each particular problem at hand.
2Whereas this Chapter solely aims at discussing technical details of the FRG approach, a detailed report on the
strengths and shortcomings of truncated functional RG schemes in applications to low-dimensional systems can
be found in the Introduction.
3More precisely, we generalise a literal copy of [Kar06b] – which focuses solely on the equilibrium situation – in order
to be valid both within the Matsubara and Keldysh formalism.
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5.1.1 Flow Equations of Connected Green Functions
We will for the moment refrain from setting up a flow equation for the generating functional of the
vertex functions and turn to the connected Green functions instead. The flow equations of the latter
will be of no further interest in the context of this Thesis, but facilitate the computation of the
former. For convenience, we replace the full partition function in the denominator of Eq. (4.3.30)
by the non-interacting one,4 so that we start out with the following functional
WΛ({η¯} , {η}) = 1ZΛ0
∫
Dψ¯ψ exp
{
SΛ0 − {i}Sint −
(
ψ¯, η
)− (η¯,ψ)} , (5.1.4)
where the Gaußian part of the action
SΛ0 =
(
ψ¯, [GΛ0 ]
−1ψ
)
(5.1.5)
depends on the cutoff parameter Λ by virtue of the replacement of Eq. (5.0.1). The actual form
of the latter is irrelevant for the time being and will be specified in the next Section. In order to
derive the flow equation for the generating functional of the connected Green functions, we have to
compute the derivative
W˙c,Λ = 1WΛ ∂Λ
[
1
ZΛ0
∫
Dψ¯ψ exp
{
SΛ0 − {i}Sint −
(
ψ¯, η
)− (η¯,ψ)}] . (5.1.6)
To this end,
∂Λ
eS
Λ
0
ZΛ0
=
1
ZΛ0
S˙Λ0 e
SΛ0 −
(
1
ZΛ0
)2
eS
Λ
0 ∂ΛZΛ0
=
1
ZΛ0
S˙Λ0 e
SΛ0 −
(
1
ZΛ0
)2
eS
Λ
0
∫
Dψ¯ψ S˙Λ0 eS
Λ
0
=
eS
Λ
0
ZΛ0
[(
ψ¯, ∂Λ[G
Λ
0 ]
−1ψ
)− {i}∑
11′
{∫ Dψ¯ψ
ZΛ0
ψ¯1ψ1′e
SΛ0 · [∂Λ[GΛ0 ]−1]11′
}]
=
eS
Λ
0
ZΛ0
{(
ψ¯, ∂Λ[G
Λ
0 ]
−1ψ
)− Tr [GΛ0 ∂Λ[GΛ0 ]−1]} ,
(5.1.7)
which allows for rewriting Eq. (5.1.6) in the simple form
W˙c,Λ = −Tr [GΛ0 ∂Λ[GΛ0 ]−1]∓ 1WΛ
(
δ
δη
, ∂Λ[G
Λ
0 ]
−1 δ
δη¯
)
WΛ︸ ︷︷ ︸
=X
, (5.1.8)
with the partial derivative in ∂Λ[G
Λ
0 ]
−1 acting on the inverse non-interacting Green function only
(and not on subsequent terms). Two factors of imaginary i originating from the different definition
of the product (x , y) lead to the sign change in the Keldysh formalism. If we now eliminate W in
the second term,
X = e−W
c,Λ
(
δ
δη
, ∂Λ[G
Λ
0 ]
−1 δ
δη¯
)
eW
c,Λ
=
(
δWc,Λ
δη
, ∂Λ[G
Λ
0 ]
−1 δWc,Λ
δη¯
)
+
(
δ
δη
, ∂Λ[G
Λ
0 ]
−1 δ
δη¯
)
Wc,Λ
=
(
δWc,Λ
δη
, ∂Λ[G
Λ
0 ]
−1 δWc,Λ
δη¯
)
+ {i}
∑
11′
[
δ2Wc,Λ
δη1δη¯1′
[∂Λ[G
Λ
0 ]
−1]11′
]
=
(
δWc,Λ
δη
, ∂Λ[G
Λ
0 ]
−1 δWc,Λ
δη¯
)
− {i}Tr
[
∂Λ[G
Λ
0 ]
−1 δ
2Wc,Λ
δη¯δη
]
,
(5.1.9)
4This replacement changes Wc and Γ only by the trivial constant ln(Z0), and higher-order functions G
c
m>0 and
γm>0 thus remain unaffected.
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we are finally able to write down an analytic expression for the flow equation of the generating
functional of the connected Green functions:
W˙c,Λ =− Tr [GΛ0 ∂Λ[GΛ0 ]−1]± {i}Tr
[
∂Λ[G
Λ
0 ]
−1 δ
2Wc,Λ
δη¯δη
]
∓
(
δWc,Λ
δη
, ∂Λ[G
Λ
0 ]
−1 δWc,Λ
δη¯
)
.
(5.1.10)
Having solved this differential equation, one can calculate the grand canonical potential (referring
to the Matsubara formalism) by virtue of5
− T lnZ = −TG c0 − T lnZ0 = −TG c,Λ=00 − T lnZ0 . (5.1.11)
Since the flow equation for the generating functional of the Green functions follows directly from
Eq. (5.1.8), we write it down for reasons of completeness
W˙Λ = −
[
Tr
[
G0(Λ)∂Λ[G
Λ
0 ]
−1]± ( δ
δη
, ∂Λ[G
Λ
0 ]
−1 δ
δη¯
)]
WΛ . (5.1.12)
5.1.2 Flow Equations of Vertex Functions
Flow Equation of the Generating Functional
We proceed deriving the flow equations for our primary quantity of interest – the vertex functions.
Differentiating Eq. (4.3.34) with respect to Λ and bearing in mind that the fields ηΛ and η¯Λ acquire
a Λ-dependence as they need to be expressed in terms of φ and φ¯ via Eq. (4.3.35) yields
Γ˙Λ
({
φ¯
}
,
{
φ
})
= − d
dΛ
Wc,Λ ({η¯Λ} ,{ηΛ})− (φ¯, η˙Λ)− ( ˙¯ηΛ,φ)+ (φ¯, ∂Λ[GΛ0 ]−1φ)
= −W˙c,Λ −
∑
1
[
η˙Λ1
δWc,Λ
δηΛ1
+ ˙¯ηΛ1
δWc,Λ
δη¯Λ1
]
− (φ¯, η˙Λ)− ( ˙¯ηΛ,φ)+ (φ¯, ∂Λ[GΛ0 ]−1φ)
= −W˙c,Λ ({η¯Λ} ,{ηΛ})+ (φ¯, ∂Λ[GΛ0 ]−1φ)
= Tr
[
GΛ0 ∂Λ[G
Λ
0 ]
−1]∓ {i}Tr [∂Λ[GΛ0 ]−1 δ2Wc,Λδη¯ΛδηΛ
]
= Tr
[
GΛ0 ∂Λ[G
Λ
0 ]
−1]− Tr [∂Λ[GΛ0 ]−1VΛ11({φ¯},{φ})] ,
(5.1.13)
where the dot on top of Wc,Λ denotes the outer derivative, and VΛ11 is the upper left block of the
matrix of Eq. (4.3.41) that relates the derivatives of Wc,Λ to those of ΓΛ (at arbitrary values of the
external fields).
Flow Equations of Vertex Functions
Aiming at a Taylor expansion, we recast Eq. (4.3.41) as
VΛ =
(
{−i} δ2ΓΛ
δφ¯δφ
+ [GΛ0 ]
−1 {−i} δ2ΓΛ
δφ¯δφ¯
{−i} δ2ΓΛδφδφ {−i} δ
2ΓΛ
δφδφ¯
− [GΛ0 ]−1,T
)−1
=
[(
[GΛ]−1 0
0 −[GΛ]−1,T
)
+
(
UΛ {−i} δ2ΓΛ
δφ¯δφ¯
{−i} δ2ΓΛδφδφ −UΛ
)]−1
=−
[
1−
(−GΛ 0
0 [GΛ]T
)
·
(
UΛ {−i} δ2ΓΛ
δφ¯δφ¯
{−i} δ2ΓΛδφδφ −UΛ
)]−1
︸ ︷︷ ︸
=VˆΛ
·
(−GΛ 0
0 [GΛ]T
)
,
(5.1.14)
5Remember our replacement Z → Z0 in the denominator of Eq. (5.1.4).
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with UΛ defined as the difference of the one-particle vertex function and the second derivative of
ΓΛ evaluated at arbitrary external fields,
UΛ = {−i} δ
2ΓΛ
δφ¯δφ
− {−i} δ
2ΓΛ
δφ¯δφ
∣∣∣
φ=φ¯=0
= {−i} δ
2ΓΛ
δφ¯δφ
− γΛ1
= {−i} δ
2ΓΛ
δφ¯δφ
− [GΛ]−1 + [GΛ0 ]−1 .
(5.1.15)
Introducing V˜Λ = VˆΛ11, Eq. (5.1.13) can be cast in the following form:
Γ˙Λ = Tr
[
GΛ0 ∂Λ[G
Λ
0 ]
−1]− Tr [GΛ∂Λ[GΛ0 ]−1V˜Λ] . (5.1.16)
Of course there is no new physical insight in Eq. (5.1.16) as it is just a different formulation of
Eq. (5.1.13) with renamed variables. The latter, however, allow for a Taylor expansion, and this will
be useful in order to extract ordinary differential equations from the functional differential equation
(5.1.16). Namely,
V˜Λ = 1− GΛUΛ + GΛUΛGΛUΛ − GΛ {−i}δ
2ΓΛ
δφ¯δφ¯
[GΛ]T
{−i}δ2ΓΛ
δφδφ
+ ... , (5.1.17)
where we have written down all terms up to second order of the geometric series. By expanding ΓΛ
around φ¯ = φ = 0:
ΓΛ
({
φ¯
}
,
{
φ
})
=
∞∑
m=0
(−1)m{i}m
(m!)2
∑
1′...m′
∑
1...m
γΛm(1
′ ... m′; 1 ... m)φ¯1′ ... φ¯m′φm ...φ1 , (5.1.18)
and substituting into Eq. (5.1.16), one can set up flow equations for the physical meaningful ex-
pansion coefficients γΛm. We will now derive the equations for γ
Λ
m≤3 explicitly and particularly
demonstrate that their structure is precisely the same within the Keldysh and Matsubara formalism
– i.e., all factors of imaginary i cancel.
Flow of the Free Energy
The flow of γΛ0 (which is nothing but the free energy in the Matsubara case) is determined by the
first term in Eq. (5.1.16) as well as the zeroth order contribution of V˜ to the second term, since U
and δ2Γ/δφ¯δφ¯ and δ2Γ/δφδφ are at least of second order in the fields.6 One obtains
∂Λγ
Λ
0 = Tr
[
GΛ0 ∂Λ[G
Λ
0 ]
−1]− Tr [GΛ∂Λ[GΛ0 ]−1] . (5.1.19)
Flow of the Self-Energy
To set up the flow equation for γΛ1 , we have to compute the part of UΛ that is linear in φ¯φ. It is
given by
UΛ,lin = {−i}{i}
2
(2!)2
δ2
δφ¯3′δφ3
∑
1′2′12
γΛ2 (1
′2′; 12)φ¯1′ φ¯2′φ2φ1 = −{i}
∑
2′2
γΛ2 (2
′3′; 23)φ¯2′φ2 , (5.1.20)
where we have used that by construction it follows that
γΛ2 (1
′2′; 12) = −γΛ2 (2′1′; 12) , (5.1.21)
6For δ2Γ/δφ¯δφ¯ and δ2Γ/δφδφ this follows because all terms in the Taylor expansion not containing an equal number
of fields φ¯ and φ vanish (unless we are in a phase of broken symmetry), while for U all zeroth order terms are
cancelled by definition.
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Figure 5.1: Diagrammatic representation of the flow equations (5.1.22) and (5.1.26) in terms of ‘Feynman
diagrams’.
and likewise for the interchange of 1 and 2. Comparison of the coefficients of the term linear in φ¯φ
on the left- and right hand side of Eq. (5.1.16) now yields the desired flow equation (with ω˜ = iω∨ω
being either an imaginary Matsubara or real frequency):
∂Λγ
Λ
1 (1
′; 1) =
∑
22′
[
GΛ∂Λ[G
Λ
0 ]
−1GΛ
]
22′
γΛ2 (1
′2′; 12) =
∑
22′
SΛ22′γ
Λ
2 (1
′2′; 12)
=
∑∫
dω
∑
k2k
′
2
{ν2ν′2}
SΛ(2ω˜; 2
′˜
ω)γ
Λ
2 (1
′2′˜ω; 12ω˜) ,
(5.1.22)
where we have indicated the frequency part of the multi-indices in the form
(1ω˜1) = (ω˜1, k1 {, ν1}) , (5.1.23)
and defined the ‘single-scale Green function’7
SΛ1′1 = S
Λ(1′; 1) =
∑
22′
GΛ1′2
[
∂Λ[G
Λ
0 ]
−1]
22′
GΛ2′1 = −∂ΛGΛ1′1 = −∂ΛGΛ(1′; 1) . (5.1.24)
The partial derivative should be interpreted to act on the explicit cutoff dependence (contained in
GΛ0 ) only. In the Keldysh formalism, factors of i
1 and (−i)1i2 (appearing on the left and right hand
side, respectively) cancel each other. It is important to note that the self-energy γΛ1 couples directly
into Eq. (5.1.22) (via GΛ), and it is thus reasonable to expect that logarithmic divergences showing
up in perturbation theory can be re-summed even if the infinite hierarchy of flow equations is only
solved approximately (i.e., truncated; see Chapter 8).
Flow of the Effective Interaction
In order to derive a flow equation for the two-particle vertex, we have to find all terms on the right
hand side of Eq. (5.1.16) containing four external fields. Again, comparing coefficients yields
∂Λγ
Λ
2 (1
′2′; 12) =
∑
33′
SΛ33′γ
Λ
3 (1
′2′3′; 123)
−
∑
33′44′
SΛ33′γ
Λ
2 (3
′4; 12)GΛ4′4γ
Λ
2 (1
′2′; 4′3)
−
[ ∑
33′44′
SΛ33′γ
Λ
2 (1
′3′; 14)GΛ44′γ
Λ
2 (2
′4′; 23)
− (1′ ↔ 2′)− (1 ↔ 2) + (1′ ↔ 2′, 1 ↔ 2)
]
.
(5.1.25)
The coupling to the three-particle vertex γΛ3 emerges from the part that is proportional to φ¯φ¯φφ
in the second term of Eq. (5.1.17), while the second term results from the quadratic part of
Gδ2Γ/δφ¯δφ¯GT δ2Γ/δφδφ [the fourth term of Eq. (5.1.17)]. The last four terms arise from GUGU
[third term of Eq. (5.1.17)] after anti-symmetrisation of the coefficient of the quadratic part [this
is necessary since it is not anti-symmetric by itself; or put differently: Anti-symmetrisation will
7This name originates from the fact that within the sharp cutoff scheme discussed in Section 5.2.2, the quantity
SΛ(ω) is only non-vanishing for energies ω = ±Λ
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naturally occur when writing down all possible ways of matching the coefficients on both sides of
Eq. (5.1.16)]. As before, a factor of i2 appearing on the l.h.s. of Eq. (5.1.25) in the Keldysh for-
malism is cancelled by factors −ii3 (in the first term) or (−ii2)(−ii2) (in the other terms) showing
up on the r.h.s.. For later purposes, we write out the frequency-dependence of the quadratic terms
explicitly:
∂Λγ
Λ
2 (1
′2′; 12) =
∑
33′
SΛ33′γ
Λ
3 (1
′2′3′; 123) +
∑∫
dω
∑
k3k
′
3
k4k
′
4
{ν3ν′3ν4ν′4}
...
[
− γΛ2 (3′˜ω4ω˜1+ω˜2−ω˜; 12) γΛ2 (1′2′; 4′˜ω1+ω˜2−ω˜3ω˜) SΛ(3ω˜; 3′˜ω) GΛ(4′˜ω1+ω˜2−ω˜; 4ω˜1+ω˜2−ω˜)
− γΛ2 (1′3′˜ω; 14ω˜+ω˜′1−ω˜1) γΛ2 (2′4′˜ω+ω˜′1−ω˜1 ; 23ω˜) SΛ(3ω˜; 3′˜ω) GΛ(4ω˜+ω˜′1−ω˜1 ; 4′˜ω+ω˜′1−ω˜1)
− γΛ2 (2′3′˜ω; 24ω˜+ω˜′2−ω˜2) γΛ2 (1′4′˜ω+ω˜′2−ω˜2 ; 13ω˜) SΛ(3ω˜; 3′˜ω) GΛ(4ω˜+ω˜′2−ω˜2 ; 4′˜ω+ω˜′2−ω˜2)
+ γΛ2 (2
′3′˜ω; 14ω˜+ω˜′2−ω˜1) γ
Λ
2 (1
′4′˜ω+ω˜′2−ω˜1 ; 23ω˜) S
Λ(3ω˜; 3
′˜
ω) G
Λ(4ω˜+ω˜′2−ω˜1 ; 4
′˜
ω+ω˜′2−ω˜1)
+ γΛ2 (1
′3′˜ω; 24ω˜+ω˜′1−ω˜2) γ
Λ
2 (2
′4′˜ω+ω˜′1−ω˜2 ; 13ω˜) S
Λ(3ω˜; 3
′˜
ω) G
Λ(4ω˜+ω˜′1−ω˜2 ; 4
′˜
ω+ω˜′1−ω˜2)
]
.
(5.1.26)
Higher-Order Functions
In complete analogy, one can show that the flow of the m-particle vertex γΛm contains one term
involving γΛm+1 as well as contributions from all lower orders (except for γ0). The general structure
of the higher-order equations can be easily visualised using Feynman-like diagrams (→ Figure 5.1
for an illustration). A m-particle vertex is symbolised by a dot with 2m external lines, and the
Green function GΛ and its single-scale relative SΛ are represented by a single or by crossed-out lines,
respectively. Each diagram is evaluated by virtue of ordinary Feynman rules (e.g., summation over
internal degrees of freedom).
Is Everything Well-Defined?
Finally, a few general words about potentially ill-defined expressions are in order. If we cut out
all degrees of freedom at the beginning of the FRG flow, we have to take care of all expressions
that contain a division by the free Green function GΛ=∞0 = 0. One such term is the first one in
Eq. (5.1.16), but it is cancelled by a contribution from the second term if we plug in the expansion
GΛ = GΛ0 −GΛ0 γΛ1 GΛ0 + ... . In all other cases, the inverse G−10 only appears within the ‘single-scale
propagator’ SΛ, and this object turns out to be well-defined (see below).
5.1.3 The Steady-State Limit
The functional integral representation of Eq. (5.1.4) obviously allows for describing Keldysh Green
functions depending on two time variables, and the functional RG flow equations derived above
are therefore not bound to time-independent problems. However, in the steady-state limit one can
associated single frequency (energy) arguments with time differences, and an infrared (energy) cutoff
giving reasonable results even after truncation can be devised (see the next Section). Due to the
lack of some sensible idea on how to suppress low-energy degrees of freedom in presence of both
some relative and ‘centre of mass’ time variable, we stick to the steady-state situation – which we
as usual assume to exist – from now on.
5.1.4 Initial Conditions
Up to now we have not thought of the initial conditions that are necessary for the solution of all the
aforementioned differential equations in order to be well-defined. It is of course possible to derive
these conditions analytically [Med04], but giving a very simple diagrammatic argument seems to be
more instructive. Since at the beginning of the flow all degrees of freedom are cut out, all diagrams
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containing a finite number of free propagators GΛ=∞0 = 0 are zero. The only non-vanishing diagram
is the pure interaction v¯ (its external legs G0 have been amputated by definition). Therefore, the
initial generating functional reads
ΓΛ=∞
( {
φ¯
}
,
{
φ
})
= {i}Sint = {i} 1
4
∑
1′2′12
v¯1′2′12ψ¯1′ ψ¯2′ψ2ψ1 , (5.1.27)
and the corresponding initial conditions for flow equations of the vertex functions are given by
γΛ=∞2 (1
′2′; 12) = {−i} v¯1′2′12 , γΛ=∞m 6=2 = 0 . (5.1.28)
Within the context of this Thesis, the Coulomb interaction Uimp is usually of the density-density
type Ud†i di d
†
j dj (→ Section 3) and thus
v¯1′2′12 = U × δ(ω′1 + ω′2 − ω1 − ω2)×
{
β−1 Matsubara
(−i)(−ν1)δ(ν′1 = ν′2 = ν1 = ν2) Keldysh
(5.1.29)
for each pair of coupled neighbours (i , j). Rotating from the ν = ± to the Keldysh basis yields
(omitting all other indices)
v¯i ′1 i ′2 i1i2 =
∑
ν′1ν
′
2ν1ν2
[R−1B ]i ′1ν′1 [R
−1
B ]i ′2ν′2 × [(−ν1)δ(ν′1 = ν′2 = ν1 = ν2)]× [R−1A ]ν1i1 [R−1A ]ν2i2
=
v¯
2
×
{
1 i ′1 = i1 ∧ i ′2 6= i2 ∨ i ′1 6= i1 ∧ i ′2 = i2
0 otherwise .
(5.1.30)
5.1.5 Truncation Schemes
In principle, integrating the infinite hierarchy of functional RG flow equations from Λ = ∞ (where
all energy degrees of freedom are cut off and the γΛm are thus known) down to Λ = 0 (where one
recovers the original problem with no artificial infrared cutoff) yields exact expressions for all vertex
functions. Since this is practically impossible, a truncation procedure has to be devised, rendering
the FRG an approximate method.
General Idea
The right hand side of the flow equation for each vertex function γΛm contains contributions from
γΛm+1 as well as from all lower-order vertices. At the beginning of the FRG flow, all functions γ
Λ
m
except for the two-particle interaction γΛ=∞2 = {−i}v¯ vanish, so that all vertices γΛm with m 6= 2
are generated only by v¯ . The fundamental point in setting up a truncation scheme perturbative in
the interaction is that an m-particle vertex γΛm is by definition irreducible for arbitrary choice of the
cutoff parameter Λ. Thus, it can only be generated by irreducible diagrams on the right hand side
of Eq. (5.1.17). Since there are no such diagrams with 2m external (amputated) legs that contain
less than m terms v¯ ,8 all vertex functions γΛm 6=2 are generated by terms that are at least of order m
in the interaction. If the latter is initially small (on whatever scale) and stays small for all Λ (and
so do all other γΛm), it is a priori justified to cut the infinite hierarchy of flow equations at a certain
order mc by setting
γΛmc+1 = γ
Λ=∞
mc+1 ⇒ ∂ΛγΛm≤mc = fm
({
γΛm≤mc
})
, ∂Λγ
Λ
m>mc = 0 , (5.1.31)
thus neglecting the flow of all higher-order vertex functions.
8Consider for example the three-particle vertex. There is one possibility to write down a diagram with two interaction
vertices and six external (amputated) legs, but this diagrams contains one single-particle line connecting the
interaction vertices, rendering it reducible.
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First and Second Order Truncation
The most simple approximation scheme (mc = 1) is obtained by completely neglecting the flow of
the two-particle vertex. Setting γΛ2 to its bare value in Eq. (5.1.22) and integrating the resulting
closed set of differential equations leads to a frequency-independent self-energy – i.e., effective non-
interacting system parameters – being at least correct to leading order in the interaction v¯ . However,
since γΛ1 feeds back into the right hand side of its own flow equation (which is a particular feature of
the FRG for irreducible vertex functions), it can in general pick up contributions from arbitrary high
orders (in v¯), rendering it reasonable that logarithmic divergences prone to perturbation theory can be
summed up to power laws.9 The first order FRG approximation scheme (sometimes complemented
by the frequency-independent flow of the two-particle vertex) can altogether be viewed as some renor-
malization group enhanced Hartree-Fock theory and constitutes the framework usually employed in
prior applications to quantum dots and wires [And04,Ens05b,Kar06a,Med06,Kar07a,Kar07b].10
The next logical step is to discard the flow of the three-particle vertex but to account for the one
of γΛ2 . The latter is determined by Eq. (5.1.26) with γ
Λ
3 set to zero as well as by the coupled equation
(5.1.22) for the self-energy which now acquires a frequency-dependence, and some procedure on
how to technically deal with the infinite number of (real or imaginary) frequencies arguments of both
γΛ1 and γ
Λ
2 needs to be devised (→ Chapter 7). Including the flow of higher-order vertex functions
is beyond the scope of this Thesis.11
5.2 Choice of a Cutoff
In this Section, we eventually specify how to suppress low-energy degrees of freedom below scale
Λ within the non-interacting Green function GΛ0 . Since the functional RG is merely an exact re-
formulation of the many-particle problem at hand, the actual form of this infrared cutoff does not
influence the (physical) results at Λ = 0. However, truncating the infinite flow equation hierarchy
renders the FRG an approximate approach, and it is a priori unclear whether or not different cutoff
schemes give quantitatively (or even qualitatively) differing results. This issue is partly addressed
for the problems subject to Chapters 7-9.
The most obvious form of GΛ0 is certainly just one where either infrared momenta or frequencies
are cut out, and only the latter is applicable for zero-dimensional systems. In the following, we
present different ways of establishing such a cutoff in Matsubara or real frequency space. Alternative
approaches (e.g., multiplicative schemes) are studied in [Med04,Ens05a].
5.2.1 Matsubara Formalism at Finite Temperature
Within the Matsubara formalism and at finite temperatures T > 0, one can introduce a cutoff by
multiplying
G0(iω) → GΛ0 (iω) = ΘΛ(|ω| − Λ)G0(iω) (5.2.1)
with a continuous function
ΘΛ(|ω| − Λ) =


0 −πT > |ω| − Λ
1/2− |ω|−Λ2πT −πT ≤ |ω| − Λ ≤ πT
1 −πT < |ω| − Λ > πT .
(5.2.2)
The so-defined cutoff was successfully employed to tackle low-dimensional electron systems using
the functional RG [And04,Ens05b,Med05] and is thus a very reasonable choice in the context of this
work. As mentioned above, it is, however, not always obvious that physical properties turn out to be
9This is precisely the case for the interacting resonant level model discussed in Chapter 8.
10A detailed status report on the application of the different FRG approximation schemes to low-dimensional systems
can be found in the Introduction.
11Some ideas on how to incorporate (frequency-independent) contributions from vertices of arbitrary order can be
found in [Wey06]. Results for quantum impurity systems marginally improve in comparison with the simple
first-order scheme.
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independent of the actual realisation of the cutoff procedure. The object SΛ of Eq. (5.1.24) takes
the form
SΛ(iω) =
{
1
2πT G
Λ(iω)G0(iω)
−1GΛ(iω) −πT ≤ |ω| − Λ ≤ πT
0 otherwise ,
(5.2.3)
where summations over single-particle indices are still to be carried out. Since both γΛ1 and γ
Λ
2
are frequency-conserving, the traces appearing in both Eqs. (5.1.22) and (5.1.26) each include only
one Matsubara frequency integration, which for this choice of cutoff reduces to two terms with
frequencies ω for which −πT ≤ |ω| − Λ ≤ πT .
5.2.2 Sharp Cutoff Scheme
In the zero-temperature limit T → 0 (where Matsubara frequencies turn into a continuous variable)
or within the Keldysh formalism (where energies are continuous anyway), one can straightforward
introduce
GΛ0 (iω ∨ ω) = Θ(|ω| − Λ)G0(iω ∨ ω) ⇒ SΛ = −∂ΛGΛ = δ(|ω| − Λ)∂ΘGΛ , (5.2.4)
with Θ being the usual step function (i.e., the T → 0 – limit of ΘΛ). Thus, one has to deal with
products of δ-distributions δ(|ω| − Λ) and functions f involving Θ(|ω| − Λ). These at first sight
ambiguous expressions are well-defined and can be computed by virtue of Morris’ Lemma [Mor94],
δǫ(x − Λ)f [Θǫ(x − Λ)] → δ(x − Λ)
∫ 1
0
f (t) dt , (5.2.5)
where ǫ is an arbitrary broadening parameter, and δǫ = Θ
′
ǫ. Eq. (5.2.4) is the cutoff mostly employed
for zero-temperature equilibrium calculations [And04,Kar06a].
Flow of the Self-Energy
By virtue of Morris’ Lemma, the (exact) flow equation (5.1.22) can be recast as (reintroducing
factors of 1/2π previously hidden in frequency summations)
∂Λγ
Λ
1 (1
′; 1) =
1
2π
∫
dω
∑
k2k
′
2
{ν2ν′2}
γΛ2 (1
′2′˜ω; 12ω˜) δ(|ω| − Λ)∂ΘGΛ(2ω˜; 2′˜ω)
=
1
2π
∫
dω
∑
k2k
′
2
{ν2ν′2}
γΛ2 (1
′2′˜ω; 12ω˜) δ(|ω| − Λ)
∫ 1
0
dΘ ∂ΘG
Λ(2ω˜; 2
′˜
ω)
=
1
2π
∑
ω˜=±Λ
∑
k2k
′
2
{ν2ν′2}
γΛ2 (1
′2′˜ω; 12ω˜)G˜Λ(2ω˜; 2′˜ω) .
(5.2.6)
The Green function G˜ does no longer contain the sharp cutoff function:
G˜Λ =
1
G−10 − ΣΛ
. (5.2.7)
Within the Matsubara formalism, a factor of temperature originating from the replacement
∑ →
1
2πT
∫
is cancelled by one explicitly contained in the two-particle vertex [→ Eq. (5.1.29)], and the
same holds for its own flow equation. In Eq. (5.2.6), we have assumed γΛ2 to no longer contain this
factor β−1.
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Flow of the Two-Particle Vertex
In order to employ Morris’ Lemma to the (exact) flow equation for γΛ2 , let us rewrite the second
term in Eq. (5.1.26) as
−
∑
33′44′
SΛ33′γ
Λ
2 (3
′4; 12)GΛ4′4γ
Λ
2 (1
′2′; 4′3)
=−
∑
33′44′
GΛ33′γ
Λ
2 (43
′; 12)SΛ4′4γ
Λ
2 (1
′2′; 34′)
=−
∑
33′44′
GΛ33′γ
Λ
2 (3
′4; 12)SΛ4′4γ
Λ
2 (1
′2′; 4′3) =
1
2
∑
33′44′
γΛ2 (3
′4; 12)γΛ2 (1
′2′; 4′3) ∂Λ
[
GΛ33′G
Λ
4′4
]
,
(5.2.8)
where we have used the anti-symmetry of the two-particle vertex. The sum of the third and fourth
as well as of the fifth and sixth term in Eq. (5.1.26) can be recast similarly. We can now apply
Morris’ Lemma to obtain
SΛ(3ω˜; 3
′˜
ω) G
Λ(4±ω˜+ω˜x ; 4
′±ω˜+ω˜x )
=
{
1
2 δ(|ω| − Λ) G˜Λ(3ω˜; 3′˜ω) G˜Λ(4±ω˜; 4′±ω˜) ω˜x = 0
δ(|ω| − Λ) Θ(| ± ω + ωx | − Λ) G˜Λ(3ω˜; 3′˜ω) G˜Λ(4±ω˜+ω˜x ; 4′±ω˜+ω˜x ) ω˜x 6= 0 .
(5.2.9)
Thus, the remaining frequency integral in Eq. (5.1.26) is cancelled.
Flow of the Free Energy
Finally, we investigate the (uncoupled) flow equation (5.1.19) which in the Matsubara formalism is
associated with the interacting part of the free energy. To this end,
∂ΛΩ
Λ
int = T∂Λγ
Λ
0 =
1
2π
∫
dω
∑
k
[
GΛ0 (iω)− GΛ(iω)
]
∂ΛG
Λ
0 (iω)
−1
∣∣∣
kk
=
1
2π
∫
dω
∑
k
{
GΛ0 (iω)−
[
GΛ0 (iω)
−1 − ΣΛ(iω)]−1} δ(|ω| − Λ)
Θ(|ω| − Λ)2 G0(iω)
−1
∣∣∣
kk
=
1
2π
∫
dω
∑
k
δ(|ω| − Λ)
Θ(|ω| − Λ)
{
1− [1− GΛ0 (iω)ΣΛ(iω)]−1} ∣∣∣
kk
,
(5.2.10)
which can again be evaluated virtue of Morris’ Lemma:
δ(|ω| − Λ)
∫ 1
0
1
Θ
[
1− (1−ΘG0ΣΛ)−1
]
dΘ = δ(|ω| − Λ)
∫ 1
0
1
Θ
[
1−
∞∑
n=0
(ΘG0Σ
Λ)n
]
dΘ
= − δ(|ω| − Λ)
∫ 1
0
∞∑
n=1
(G0Σ
Λ)nΘn−1dΘ = −δ(|ω| − Λ)
∞∑
n=1
(G0Σ
Λ)n
n
= δ(|ω| − Λ) ln(1− G0ΣΛ) .
(5.2.11)
One eventually obtains
∂ΛΩ
Λ
int =
1
2π
∑
ω=±Λ
Tr ln
[
1− ΣΛ(iω)G0(iω)
]
. (5.2.12)
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5.2.3 Reservoir Cutoff Scheme
An alternative way to cut off low energy modes within the functional renormalization group can be
introduced on the Hamiltonian level as additional structureless reservoirs featuring initial equilibrium
statistics determined by the physical temperature β and zero chemical potential [Jak10a,Jak10b]:
Hcut = − tΛ√
N
∑
i
∑
k
c†i fik + H.c. , (5.2.13)
where the sum runs over all single-particle quantum numbers i for which the Coulomb interaction
v¯ does not vanish. The hybridisation
Λ = πρcutt
2
Λ (5.2.14)
serves as the flow parameter. Within this ‘reservoir cutoff scheme’, all Green functions with ‘inter-
acting’ single-particle indices i acquire a new self-energy-like term (→ Section 4.4.2)
Σ eqcut = −i sgn(ω)Λ1 , Σ retcut = −iΛ1 =
(
Σ advcut
)†
, ΣKcut = −2iΛ tanh(βω/2)1 , 1 =
∑
i
|i〉〈i | .
(5.2.15)
As we will show in the next Section, this cutoff scheme preserves the causality relation of Eq. (4.1.4)
even after truncation, rendering it reasonable to directly work with retarded, advanced, and Keldysh
Green functions. The corresponding single-scale propagators read
Seq,Λ = −∂ΛG eq,Λ = i sgn(ω)G eq,ΛG eq,Λ , S ret,Λ = −∂ΛG ret,Λ = iG ret,ΛG ret,Λ =
(
Sadv,Λ
)†
,
SK,Λ = −∂Λ
[
G ret,Λ
(
ΣK,Λ + ΣKbath + Σ
K
cut
)
G adv,Λ
]
= S ret,Λ
(
ΣK,Λ + ΣKbath + Σ
K
cut
)
G adv,Λ + G ret,Λ
(
ΣK,Λ + ΣKbath + Σ
K
cut
)
Sadv,Λ
+ 2i tanh(βω/2)G ret,ΛG adv,Λ ,
(5.2.16)
where traces over ‘interacting’ single-particle quantum numbers i are still to be carried out. Note
that the frequency integrals in the flow equations (5.1.22) and (5.1.26) are not necessarily cancelled
within this approach.
First Order Scheme – Matsubara Formalism
As mentioned above, it is not obvious whether (or not) different ways to introduce the infrared
cutoff in the non-interacting Green function give (qualitatively or quantitatively) agreeing results
after the FRG flow equation hierarchy has been truncated. This issue can be addressed readily within
the first-order scheme at zero temperature if one assumes that the only frequency-dependence of
G eq,Λ(ω) is the trivial one, or put differently: All self-energy terms need to be frequency-independent
(i.e., the bath are to be structureless in the context of our quantum impurity problem). This allows
for replacing partial derivatives
∂Λ → ± ∂ω , (5.2.17)
which immediately leads to
∂ΛΣ
eq,Λ
k′1k1
=
1
2π
∫
dω
∑
k2k
′
2
v¯k′1k′2k1k2 ∂ΛG
eq,Λ
k2k
′
2
(iω)
=
1
2π
∑
k2k
′
2
v¯k′1k′2k1k2
[∫ ∞
0
dω ∂ωG
eq,Λ
k2k
′
2
(iω)−
∫ 0
−∞
dω ∂ωG
eq,Λ
k2k
′
2
(iω)
]
= − 1
2π
∑
k2k
′
2
v¯k′1k′2k1k2
[
G˜ eq,Λ
k2k
′
2
(iΛ) + G˜ eq,Λ
k2k
′
2
(−iΛ)
]
.
(5.2.18)
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This is the self-energy flow equation (5.2.6) obtained within the sharp cutoff scheme at the same
order of truncation. On the other hand, it is in general impossible to argue in a similar analytic
fashion in presence of frequency-dependent self-energy contributions (e.g., for baths featuring an
energy-dependent local density of states or within higher-order FRG approximations) or at finite
temperatures, and the question whether different cutoff schemes give agreeing results needs to be
investigated numerically.
First Order Scheme – Keldysh Formalism
It is instructive to explicitly establish the Keldysh structure of the (approximate) first-order flow
equations already at this point of time (going beyond this truncation scheme in the non-equilibrium
formalism is out of the scope of this Thesis). Plugging the constant initial vertex (5.1.30) into
Eq. (5.1.22) yields
∂ΛΣ
ret,Λ
k′1k1
= ∂ΛΣ
adv,Λ
k′1k1
=
iU
4π
∫
dω
∑
k2k
′
2
v¯k′1k′2k1k2 S
K,Λ
k2k
′
2
(ω) . (5.2.19)
The Keldysh component does not flow:
∂ΛΣ
K,Λ
k′1k1
=
iU
4π
∫
dω
∑
k2k
′
2
v¯k′1k′2k1k2
[
S ret,Λ
k2k
′
2
(ω) + Sadv,Λ
k2k
′
2
(ω)
]
∼
{
iπ − iπ = 0 terms with k ′2 = k2
0 terms with k ′2 6= k2 ,
(5.2.20)
where we have employed that ∫
dω G
ret/adv,Λ
k2k
′
2
(ω) = ±iπδk2k′2 . (5.2.21)
From Non-Equilibrium to Linear Response
In order to compute linear-response properties using the functional RG, one naturally employs the
Matsubara formalism. The Keldysh approach, however, is applicable for arbitrary initial statistics
and can thus be used to tackle the equilibrium limit. Since the FRG is no longer exact after
truncation, one needs to contemplate whether or not results calculated in either way are (qualitatively
or quantitative) equivalent. Within the reservoir cutoff scheme introduced above, this is again
particularly simple for the first-order scheme at zero temperature:
∂ΛΣ
ret,Λ
k′1k1
= − i
4π
∫
dω
∑
k2k
′
2
v¯k′1k′2k1k2 ∂ΛG
K,Λ
k2k
′
2
(ω)
=
1
4π
∫
dω
∑
k2k
′
2
v¯k′1k′2k1k2 sgn(ω) ∂ω
[
G ret,Λ
k2k
′
2
(ω) + G adv,Λ
k2k
′
2
(ω)
]
=
1
2π
∑
k2k
′
2
v¯k′1k′2k1k2
[
G ret,Λ
k2k
′
2
(ω = 0) + G adv,Λ
k2k
′
2
(ω = 0)
]
=
1
2π
∑
k2k
′
2
v¯k′1k′2k1k2
[
G˜ eq,Λ
k2k
′
2
(iΛ) + G˜ eq,Λ
k2k
′
2
(−iΛ)
]
.
(5.2.22)
We have used the fluctuation-dissipation theorem of Eq. (4.1.13) (which is preserved by this ap-
proximation; see below). In addition, it was again necessary to assume that all self-energy terms are
frequency-independent. The flow equation (5.2.22), however, is nothing but its Matsubara counter-
part (5.2.6) at the same order of truncation. In contrast, it is in general impossible to analytically
analyse the flow within the Keldysh formalism using sharp cutoff scheme in the linear-response limit
similarly to Eq. (5.2.22), and the same holds for the situation of frequency-dependent self-energy
contributions or at T > 0. In those cases, one needs to resort to numerics in order to study whether
or not non-equilibrium results are agreement with the Matsubara approach.
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5.2.4 Again: Initial Conditions
Sharp Cutoff Scheme
The (slowly converging) behaviour of the self-energy flow equation (5.1.22) at large values of Λ
is such that it needs to be addressed analytically. Namely, for the finite-temperature approach of
Section 5.2.1 or the sharp scheme of Section 5.2.2 (the latter may be employed within the Keldysh
formalism or the Matsubara one at T = 0):
lim
Λ0→∞
∫ Λ0
∞
dΛ ∂Λγ
Λ
1 (1
′; 1)
=
1
2π
lim
Λ0→∞
∫ Λ0
∞
dΛ
∑
ω˜=±Λ
∑
k2k
′
2
{ν2ν′2}
G˜Λ(2ω˜; 2
′˜
ω)γ
Λ
2 (1
′2′˜ω; 12ω˜)
=
1
2π
lim
Λ0→∞
∫ Λ0
∞
dΛ
∑
ω=±Λ
∑
k2k
′
2
{ν2ν′2}
e{−ν2}iωη
δk2k′2{−iν2δν2ν′2}
iω
v¯1′2′12 + O(Λ
−1
0 )
=
1
π
lim
Λ0→∞
{−ν1δν′1ν1}
∑
q
v¯k′1qk1q
∫ Λ0
∞
dΛ
{
sin(Λη)
Λ
}
+ O(Λ−10 )
=
1
π
lim
Λ0→∞
{−ν1δν′1ν1}
∑
q
v¯k′1qk1q
[∫ Λ0
0
dΛ
{
sin(Λη)
Λ
}
︸ ︷︷ ︸
=0
−
∫ ∞
0
dΛ
{
sin(Λη)
Λ
}
︸ ︷︷ ︸
=π2
]
+ O(Λ−10 )
= − {−ν1δν′1ν1}
1
2
∑
q
v¯k′1qk1q .
(5.2.23)
In the second line we have replaced the two-particle vertex by its value at Λ = ∞ and the Green
functions by their large-frequency asymptote [Neg88]. In contrast, the right hand side of higher-
order flow equations is at least of order 1/Λ2 in the limit of large Λ →∞ and does require a similar
arguing. With these considerations, the initial conditions of Eq. (5.1.28) read
γΛ→∞1 (1
′; 1) = −{−ν1δν′1ν1}
1
2
∑
q
v¯k′1qk1q , γ
Λ→∞
2 (1
′2′; 12) = γΛ=∞2 (1
′2′; 12) = v¯1′2′;12 ,
(5.2.24)
and zero for all higher-order functions. The corresponding flow equations (5.1.22) and (5.1.26) can
subsequently be solved (analytically or numerically) with all convergence factors discarded.
Reservoir Cutoff Scheme
One can show that the initial condition within the reservoir cutoff approach of Section 5.2.3 are as
well given by Eq. (5.2.24) [Jak10a]. Here, we refrain from deriving this mathematically but argue
that in the limit of large Λ → ∞, the only contributing Green function’s frequency-dependence is
the trivial one, and the system is essentially in equilibrium. Thus, the reservoir cutoff scheme is
equivalent to the sharp one, and the initial conditions at Λ →∞ need to be the same.
5.3 Conservation of Symmetries
Truncating the infinite flow equation hierarchy renders the functional RG an approximate method.
Thus, exact symmetry relations are a priori only preserved to the truncation order, and the question
whether (or not) they might actually be fulfilled exactly – which often allows for simplifying the
structure of flow equations – needs to be addressed explicitly within the different schemes. In this
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Section, we ‘prove’ that symmetry under complex conjugation and reversal of time always hold if
the flow equations hierarchy is truncated to first or second order. Even though this is a rather trivial
issue, it seems reasonable to settle it once and forever.12 More importantly, we demonstrate that
the causality condition of Eq. (4.1.4) which is essential for the Keldysh formalism is fulfilled exactly
only within the reservoir cutoff approach.13
5.3.1 Some Trivialities
Anti-Symmetry and Frequency Conservation
As a passing comment, we note the anti-symmetry of the two-particle vertex under exchange of all
of its indices
γΛ2 (1
′2′; 12) = −γΛ2 (2′1′; 12) = −γΛ2 (1′2′; 21) (5.3.1)
is always preserved if the flow equations (5.1.22) and (5.1.26) are truncated to first or second order –
unless the right hand side is unreasonably simplified in a way which explicitly violates this symmetry.
The same holds for the frequency-conservation of both γΛ1 and γ
Λ
2 .
Single-Particle Symmetries
If the problem at hand obeys some ‘conservation of single-particle indices’ (e.g., of the spin degree
of freedom), the flow equations truncated at arbitrary order preserve this symmetry, which is clear
because of their diagrammatic structure. The same holds for a symmetry under some single-particle
basis rotation (e.g., spin symmetry) as one can see by rotating back on the right hand side of the
flow equations and subsequently renaming single-particle summation indices.
Particle-Hole Symmetry
Let us assume for a moment that both γ1 (equivalently, Green functions) and γ2 fulfil the following
condition
G ǫ(1′; 1) = −G ǫ→ǫ˜(1′; 1)∗ , γǫ2(1′2′; 12) = γǫ→ǫ˜2 (1′2′; 12)∗ , (5.3.2)
with ǫ being some parameter of the system. Quite obviously, arbitrary truncation schemes preserve
this symmetry. For a physical motivation, we consider the Matsubara Green function and assume
that
G ǫ
c1c
†
2
(iω) = G ǫ→ǫ˜
c
†
1 c2
(iω) = −G ǫ→ǫ˜
c1c
†
2
(iω)∗ . (5.3.3)
This so-called particle-hole symmetry is particularly useful if, e.g., ǫ = ǫ˜ or if replacing ǫ → ǫ˜ just
corresponds to a simple relabelling of quantum numbers.
5.3.2 Complex Conjugation & Time Reversal
Let us suppose that the Green function and the two-particle vertex obey symmetry relations of the
type
G (1′; 1)(∗) = ±G (1¯; 1¯′) , γ2(1′2′; 12)(∗) = γ2(1¯2¯; 1¯′2¯′) , (5.3.4)
where the bar 1¯ denotes some basis rotation, and (∗) is a possible conjugation. Both the self-energy
and SΛ = −∂ΛGΛ obviously obey the same relations:
G = G0 + G0ΣG = G0 + GΣG0 = G0 + G0ΣG0 + ... (5.3.5)
⇒ G (1′; 1)(∗) = ±G (1¯; 1¯′) ⇔ Σ (1′; 1)(∗) = ±Σ (1¯; 1¯′) ∧ G0(1′; 1)(∗) = ±G0(1¯; 1¯′) . (5.3.6)
In order to fundamentally address the question (in case that it might be unclear) whether interacting
Green (or vertex) functions actually fulfil such symmetries, one can resort to simple diagrammatic
arguments such as
G0(1
′; 1)(∗) = ±G0(1¯; 1¯′) ∧ v¯ (∗)1′2′12 = v¯1¯2¯;1¯′2¯′ ⇒ G (1′; 1)(∗) = ±G (1¯; 1¯′) . (5.3.7)
12Please note: The arguments given in [Kar06b] are inconsistent.
13The question whether the breaking of causality prone to the sharp cutoff scheme actually leads to unphysical results
needs to be studied for each particular problem at hand (see, e.g., Chapter 8).
70 CHAPTER 5. FUNCTIONAL RENORMALIZATION GROUP
Conjugation of the flow equation (5.1.22) now yields
∂ΛΣ
Λ(1′; 1)(∗) = ∓
∑
22′
SΛ(2¯′; 2¯)γΛ2 (1¯2¯; 1¯
′2¯′) = ∓
∑
22′
SΛ(2; 2′)γΛ2 (1¯2
′; 1¯′2) = ±∂ΛΣΛ(1¯; 1¯′) .
(5.3.8)
Thus, the self-energy conjugation symmetry is preserved if it is preserved for γΛ2 – and that is
obviously the case if the latter is set to its initial value – provided that Eq. (5.1.22) is not simplified
such that it is no longer of the ‘integrative nature’ (put differently, that one is allowed to rename the
summation indices 2¯ → 2′ and 2¯′ → 2). For the vertex flow (with γΛ3 dropped), we start considering
the second term of Eq. (5.1.25):
∂Λγ
Λ
2 (1
′2′; 12)(∗) =
[
−
∑
33′44′
SΛ(3; 3′)γΛ2 (3
′4; 12)GΛ(4′; 4)γΛ2 (1
′2′; 4′3)
](∗)
= −
∑
33′44′
SΛ(3¯′; 3¯)γΛ2 (1¯2¯; 3¯
′4¯)GΛ(4¯; 4¯′)γΛ2 (4¯
′3¯; 1¯′2¯′)
= −
∑
33′44′
SΛ(3; 3′)γΛ2 (1¯2¯; 34
′)GΛ(4′; 4)γΛ2 (43
′; 1¯′2¯′)
= −
∑
33′44′
SΛ(3; 3′)γΛ2 (3
′4; 1¯′2¯′)GΛ(4′; 4)γΛ2 (1¯2¯; 4
′3) = ∂ΛγΛ2 (1¯2¯; 1¯
′2¯′) .
(5.3.9)
Conjugation of the third term just gives the last one:
∂Λγ
Λ
2 (1
′2′; 12)(∗) =
[
−
∑
33′44′
SΛ(3; 3′)γΛ2 (1
′3′; 14)GΛ(4; 4′)γΛ2 (2
′4′; 23)
](∗)
= −
∑
33′44′
SΛ(3¯′; 3¯)γΛ2 (1¯4¯; 1¯
′3¯′)GΛ(4¯′; 4¯)γΛ2 (2¯3¯; 2¯
′4¯′)
= −
∑
33′44′
SΛ(3; 3′)γΛ2 (1¯4
′; 1¯′3)GΛ(4; 4′)γΛ2 (2¯3
′; 2¯′4) = ∂ΛγΛ2 (1¯2¯; 1¯
′2¯′) ,
(5.3.10)
and likewise for the remaining two terms. We have employed the anti-symmetry of γΛ2 and ex-
ploited the possibility to rename summation indices (but nothing else). The behaviour of the
two-particle vertex under conjugation (∗) is therefore always preserved by first or second-order trun-
cation schemes. This is rather reasonable due to the fact that this is a symmetry between vertex
functions of a given order. In contrast, relations between different orders (so-called Ward iden-
tities [Ens05a]) are in general not conserved by truncated FRG flow equations. E.g., the average
occupation number extracted from the derivative of the free energy Tγ0 does in general not coincide
with the one computed from an integral over the single-particle Green function (see Section 7.5.3
for an example).
Complex Conjugation
The behaviour of (Keldysh and Matsubara) Green functions under complex conjugation as well the
corresponding relations for the two-particle vertex can obviously be summarised as [see Eqs. (4.1.26),
(4.2.14), (4.2.15), and [Jak10b]]14
G (1′; 1)∗ = {−}G (1¯; 1¯′) , γ2(1′2′; 12)∗ = γ2(1¯2¯; 1¯′2¯′) , (5.3.11)
where the multi-index (1) rotates like
(iω, k) = (−iω, k) , (ω, k, ν) = (ω, k,−ν) . (5.3.12)
This conjugation behaviour of both γ1 and γ2 is always preserved by first or second-order truncation
schemes (even if the flow equations are further simplified such as in Chapter 7).
14Note the sign reversal for γ2 originating from our additional factor of imaginary i .
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Time-Reversal Symmetry
Within the Matsubara formalism, the time-reversal symmetry relations read (they are much more
complex on the real axis [Jak10b])
G (1′; 1) = G (1; 1′) , γ2(1′2′; 12) = γ2(12; 1′2′) . (5.3.13)
They are conserved by first and second order truncation schemes – provided that they actually hold
for the problem at hand.
5.3.3 Causality & DFT
Within the Keldysh formalism, important symmetries are the causality relation of Eq. (4.1.4) as well
as the equilibrium limit dissipation-fluctuation theorem of Eq. (4.1.13). Whereas the sharp cutoff
scheme only preserves both conditions to the order of the truncation, they are always fulfilled when
low-energy modes are suppressed using the artificial reservoir discussed in Section 5.2.3.15 This can
be proven using either general diagrammatic arguments [Jak10b] or directly from the flow equations.
The latter is particularly simple within the first-order scheme. Namely, the flow of the ‘anti-causal’
self-energy vanishes analogously to the one of the Keldysh component:
∂Λ
[
Σ−−,Λ
k′1k1
+ Σ−+,Λ
k′1k1
+ Σ+−,Λ
k′1k1
+ Σ++,Λ
k′1k1
]
=
iU
4π
∫
dω
∑
k2k
′
2
v¯k′1k′2k1k2
[
S ret,Λ
k2k
′
2
(ω) + Sadv,Λ
k2k
′
2
(ω)
]
= 0 .
(5.3.14)
In addition, from Σ ret,Λ = Σ adv,Λ and ΣK,Λ = 0 it follows that the dissipation-fluctuation theorem
trivially holds for the (approximate) interacting Green functions if it holds for the non-interacting
ones.
15Provided that the only approximation is to truncate at a given order. If the flow equations are further simplified
(such as in Chapter 7), the question whether causality and the dissipation-fluctuation theorem hold need to be
addressed explicitly.
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Outline
In this Chapter, we give a brief overview of alternative approaches to tackle a quantum many-particle
problem. Namely, we study how the functional RG formalism is related to ordinary perturbation the-
ory (in the Coulomb interaction), derive Hartree-Fock mean-field equations, sketch the fundamental
idea of the numerical renormalization group, and finally comment on the concept of bosonisation.
Those methods are frequently employed in the context of quantum impurity systems, and can thus
provide reference results (in a positive or negative fashion) for functional RG calculations.
6.1 Connection to Perturbation Theory
In order to demonstrate how the functional RG scheme is connected to ordinary perturbation theory,
let us for a moment re-define our general Hamiltonian as
H =
∑
k1k2
ǫk1k2c
†
k1
ck2 + U
1
4
∑
k1k2k3k4
v¯k1k2k3k4c
†
k1
c†k2ck4ck3 , (6.1.1)
and expand all vertex functions γΛm in terms of the coupling constant U:
γΛm =
∞∑
n=1
γΛm,nU
n . (6.1.2)
To leading order in U, the flow equations (5.1.22) and (5.1.26) are symbolically given by
∂Λγ
Λ
1,1 = Tr
(
GΛ0 ∂Λ[G
Λ
0 ]
−1GΛ0 γ
Λ
2,1
)
,
∂Λγ
Λ
m,1 = 0 , m ≥ 2 .
(6.1.3)
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Thus, first-order perturbation theory in U can be obtained from the functional RG framework by
simply neglecting the feedback of the self-energy to its own flow equation. Likewise,
∂Λγ
Λ
1,2 = Tr
(
GΛ0 ∂Λ[G
Λ
0 ]
−1GΛ0 γ
Λ
2,2
)
+ Tr
({
GΛ0 ∂Λ[G
Λ
0 ]
−1GΛ0
}
1
γΛ2,1
)
,
∂Λγ
Λ
2,2 = Tr
(
GΛ0 ∂Λ[G
Λ
0 ]
−1GΛ0 γ
Λ
2,1G
Λ
0 γ
Λ
2,1
)
,
∂Λγ
Λ
m,2 = 0 , m ≥ 3 .
(6.1.4)
The leading-order correction to the single-scale Green function is determined by{
GΛ0 ∂Λ[G
Λ
0 ]
−1GΛ0
}
1
∼ γΛ1,1 . (6.1.5)
If (and only if) this contribution vanishes, neglecting all self-energy feedbacks as well as the feedback
of γ2 to its own flow equation is equivalent to second-order perturbation theory. To clarify when
this is actually the case, we need to resort to the flow equation (5.1.22):1
γΛ1,1(1
′; 1) =− {−ν1δν′1ν1}ǫk′1k1 + {−ν1δν′1ν1}
U
2
∑
q
v¯k′1qk1q
− U
2π
∫ Λ
Λ0
dΛ
∑
k2k
′
2
{ν2ν′2}
{iν1δν′1ν1}v¯k′1k′2k1k2
∑
ω˜=±Λ
G˜Λ0 (2ω˜; 2
′˜
ω) .
(6.1.6)
Since we have included all single-particle contributions into the self-energy, the last term vanishes
as the non-interacting Green function GΛ0 is only the trivial one. Thus, there is no leading-order
correction to γΛ1 if
2ǫk1k2 = −U
∑
q
v¯k1qk2q . (6.1.7)
In order to interpreted this relation, one can show that H can be rewritten as (up to constant terms)
H =
∑
k1k2
ǫk1k2ck1c
†
k2
+U
1
4
∑
k1k2k3k4
v¯k1k2k3k4ck1ck2c
†
k4
c†k3−
∑
k1k2
(
2ǫk1k2 + U
∑
q
v¯k1qk2q
)
c†k1ck2 , (6.1.8)
provided that ǫk1k2 = ǫk2k1 and v¯k1k2k3k4 = v¯k3k4k1k2 (i.e., for problems invariant under time reversal).
Eq. (6.1.7) is thus obviously nothing but the condition of particle-hole symmetry. If it is fulfilled,
the FRG framework can be used to reproduce results of second-order perturbation theory. Internal
lines are by construction dressed with trivial non-interacting Green functions (and not by some
asymmetric propagator associated with the U = 0 – part of the Hamiltonian only).
6.2 Hartree-Fock
Mean-Field Equations
The Hartree-Fock approach generalises the ground state variational principle to finite temperatures.
In application to quantum many-particle problems, it can be used to determine a set of single-particle
states which incorporate the effects of two-particle interaction ‘in the best way’. Derive those ‘mean-
field’ equations [Sch] starts with the observation that for two arbitrary statistical operators ρˆ and ρ˜
the following inequality holds:
Tr [ρ˜ (ln ρˆ− ln ρ˜)] ≤ 0 . (6.2.1)
Choosing ρˆ to be the physical grand canonical density matrix ρˆ = exp(−βH)/Z yields
Ω = −T lnZ ≤ Tr (H ρ˜) + T Tr (ρ˜ ln ρ˜) = 〈H〉ρ˜ − TS˜ = Ωvar , (6.2.2)
1We arbitrarily stick to the sharp or finite-temperature cutoff scheme.
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with the chemical potential being included in the Hamiltonian. We assume that the latter splits up
in two parts
H =
∑
ij
λijAij + V , (6.2.3)
so that for V = 0 the problem defined by the arbitrary operators Aij can be solved. Aiming at some
‘optimal choice’ of the dispersion λij , we set
ρ˜ =
exp
(
−βH˜0
)
Tr exp
(
−βH˜0
) , H˜0 = ∑
ij
λ˜ijAij =
∑
ij
(
λij + λ
MF
ij
)
Aij . (6.2.4)
Thus, an upper boundary for the free energy is given by
Ωvar = 〈H˜0〉ρ˜ − TS˜ + 〈V 〉ρ˜ −
∑
ij
λMFij 〈Aij〉ρ˜
= Ω0(λ→ λ˜) + V (〈A〉ρ˜)−
∑
ij
λMFij 〈Aij〉ρ˜ ,
(6.2.5)
where we have assumed that the expectation value of V is a function of 〈A〉 only (this holds for all
cases of interest). Variation yields
∂Ωvar
∂λMFij
= 〈Aij〉ρ˜ +
∑
kl
∂V (〈A〉ρ˜)
∂〈Akl〉ρ˜
∂〈Akl 〉ρ˜
∂λMFij
− 〈Aij〉ρ˜ −
∑
kl
λMFkl
∂〈Akl〉ρ˜
∂λMFij
, (6.2.6)
and the free energy can therefore become minimal if
λMFij =
∂V (〈A〉MF)
∂〈Aij〉MF ⇔ 〈Aij〉MF =
∂Ω0
(
λij → λij + ∂V (〈A〉MF)∂〈Aij〉MF
)
∂λij
. (6.2.7)
The corresponding upper boundary is given by
ΩMF = Ω0
(
λij → λij + ∂V (〈A〉MF)
∂〈Aij〉MF
)
+ V (〈A〉MF)−
∑
ij
∂V (〈A〉MF)
∂〈Aij〉MF 〈Aij〉MF . (6.2.8)
Application to Correlated Electrons
For a system of correlated electrons,
H = H0 + U =
∑
k1k2
ǫk1k2c
†
k1
ck2 +
1
4
∑
k1k2k3k4
v¯k1k2k3k4c
†
k1
c†k2ck4ck3 , (6.2.9)
mean-field decoupling of the Coulomb interaction reads (exploiting Wick’s theorem)
〈U〉MF = 1
2
∑
k1k2k3k4
v¯k1k2k3k4
〈
c†k1ck3
〉
MF
〈
c†k2ck4
〉
MF
. (6.2.10)
The Hartree-Fock self-consistency equations take the form
〈
c†k1ck2
〉
MF
=
∂Ω0
(
ǫ→ ǫMF)
∂ǫMFk1k2
, ǫMFk1k2 = ǫk1k2 +
∑
k3k4
v¯k1k3k2k4
〈
c†k3ck4
〉
MF
. (6.2.11)
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6.3 Bosonisation
In this Section, we briefly introduce the idea of bosonisation [Hal81,Bru04,Sch05b]. It provides a way
to analytically investigate the effects of non-local Coulomb interactions in one-dimensional systems.
Using mild approximations only, one can demonstrate that the usual Fermi-liquid behaviour prone
to most metals fails to describe the essential physics and needs to be replaced by the concept of
a Luttinger liquid. In the context of this Thesis, the bosonisation technique will be helpful when
studying the charging of a narrow quantum dot level (Chapter 10) – it allows (in some special cases)
for mapping the system under consideration to a different one and for subsequently exploiting well-
known results obtained for the latter.2
6.3.1 Motivation
Let us once more consider the general Hamiltonian H0 =
∑
k ǫkc
†
k ck , where the single-particle
quantum numbers k are just scalars in a one-dimensional system. Moreover, we assume H0 to
describe a free gas of spinless electrons placed in a box of width L subject to periodic boundary
conditions. Thus, ǫk = k
2/2m, where the allowed values for the momenta read kn = ∆n = 2π/Ln,
and the ground state is a Fermi sea filled between kF and −kF . If one aims at analysing the nature
of low-lying (free) excitations, it seems reasonable to linearise the energy dispersion around those
two Fermi points: ǫ ∼ ±(k ∓ kF ). For an equidistant spectrum ǫ ∼ ∆n, shifting a single electron
which sits at the Fermi edge m steps upwards calls for the same amount of energy as raising this
electron only by m− 1 steps but simultaneously lifting another one from the second-lowest level by
one step. Thus, the low-energy physics is governed by collective particle-hole excitations, . . .
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. . . and describing the latter mathematically motivates to introduce operators
bn =
1√
n
∞∑
m=m0
c†mcm+n , (6.3.1)
where cn = ckn , n > 0, and m0 ≤ 0 denotes the lower boundary of (the right branch of) our linear
spectrum. It is a simple algebraic exercise to show that the following relations hold [Sch05b]:
• Kronig identity
∞∑
n=1
nb†nbn =
∞∑
m=m0
mc†mcm − (N˜2 + N˜ − |m0|2 − |m0|)/2 . (6.3.2)
Note the astonishing fact that all non-quadratic terms on the r.h.s. vanish except those con-
taining N˜ = N − |m0| − 1, with N being the particle-number operator.
• Commutation relations (assuming w.l.o.g. n > n′)
[bn, bn′ ] = 0 ,
[bn, b
†
n′ ] = −
1√
nn′
m0+n
′−1∑
m=m0
c†m+n−n′cm
(∗)
= δnn′ ,
(6.3.3)
where (∗) holds within the subspace of states in which all single-particle levels n < N are
occupied.
2This Section only aims at presenting some ideas of the bosonisation technique and its application to interacting
one-dimensional systems. In contrast to the (hopefully) overall spirit of this Thesis, we will skip most derivations
and refrain from commenting about mathematical subtleties [Sch05b].
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6.3.3 An Exact Solution to the Many-Particle Problem
Let us now assume that (a) the operators bn generally fulfil bosonic commutators and (b) both
branches of the linear spectrum represent different independent Fermi species (‘left- and right-
movers’) and extend over arbitrary values of m (m0 → −∞ meaning to add an infinite filled Fermi
sea). Then,
H0 = vF
∑
n 6=0
knb
†
nbn + HN , (6.3.4)
where HH denotes terms containing N only, and we have associated operators bn>0 and bn<0 with
the left and right branch, respectively.3 Less surprisingly, the two-particle interaction v(x − x ′) can
be rewritten in the (quadratic) bosonic form
U =
1
2L
∑
k1k2q
v(q)c†k1c
†
k2
ck1−qck2+q =
1
L
∑
q>0
v(q)
∑
k1
c†k1ck1+q
∑
k2
c†k2ck2−q + HN
(∗)
=
∑
n>0
qn
v(qn)
2π
(
bn + b
†
−n
)(
b†n + b−n
)
+ HN ,
(6.3.5)
where the Fourier transform v(q) =
∫ L/2
−L/2 e
−iqxv(x)dx is (c) assumed to be non-vanishing only for
small momenta |q| ≪ kF in order for the splitting (∗) to be well-justified. By virtue of a Bogoliubov
transform (see Chapter 9 for the Nambu spinor analogy):
an = cosh(un)bn − sinh(un)b†−n , e2un = Kn =
√
1
1 + v(qn)/πvF
, (6.3.6)
the total Hamiltonian takes the diagonal form known of the Tomonaga model:
H − HN =
∑
n>0
{
kn
(
vF +
v(kn)
2π
)(
b†nbn + b
†
−nb−n
)
+ kn
v(kn)
2π
(
b†nb
†
−n + b−nbn
)}
=
∑
n 6=0
|kn|vF
√
1 +
v(kn)
πvF
a†nan .
(6.3.7)
For low energies, the bosonic excitations feature a linear dispersion with a modified velocity vc =
vF/K0. In order to eventually account for the spin degree of freedom we note that assuming the
two-particle interactions to be of the (typical) form
U =
∑
n>0
qn
∑
σσ′
v(qn) + σσ
′w(qn)
2π
(
bnσ + b
†
−nσ
)(
b†nσ′ + b−nσ′
)
+ HN , (6.3.8)
a subsequent rotation of the basis to bn{c,s} = (bn↑ ± bn↓)/
√
2 yields a separation of the spin and
charge degree of freedom: H = Hc + Hs with [Hc ,Hs ] = 0, each of which being described by a
Tomonaga model with different velocities vc 6= vs .
6.3.4 Bosonisation of the Field Operator
Impressively, we have succeeded in mapping a one-dimensional system of interacting fermions to a
free boson problem. Its excitation spectrum is determined by the parameter(s) Kn, and the time
evolution of an arbitrary state can be written down trivially using an(t) = exp(−it|kn|vF/
√
Kn)an.
For a complete solution (e.g., in order to compute correlation functions), however, it is yet necessary
3The proof of the Kronig identity and the commutation relations follow trivially for n < 0 by relabelling b−n = b˜n
as well as c−n = c˜n for operators c−n a priori associated with the left branch.
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to express the original fermionic operators cn in terms of their bosonic counterparts bn. To this end,
let us define the Fourier objects (and for the time being consider a single fermion species only)
ψ(v) =
∞∑
m=−∞
e imvcm ⇒ [ψ(v),ψ(v ′)]+ = 0 , [ψ†(v),ψ(v ′)]+ = 2πδ2π(v − v ′) . (6.3.9)
Moreover, we introduce
iϕ(v) =
∑
n>0
1√
|n|e
invbn ⇒ [ϕ†(v),ϕ(v ′)] = ln
(
1− e i(v ′−v)
)
= −
∑
m>0
e im(v
′−v)
m
, (6.3.10)
and finally
Φ(v) = ϕ(v) + ϕ†(v) ⇒ [Φ(v),Φ(v ′)] = 2i
∑
m>0
sin[m(v − v ′)]
m
=
∑
m
e im(v−v
′)
m
− 1 . (6.3.11)
Having in mind real-space Fourier transforms, it will prove helpful to replace v → 2πx/L and thus
[∂xΦ(x),Φ(x
′)] = i
2π
L
[
2πδ2π
(
2π(x − x ′)
L
)
− 1
]
= 2πi
[
δL(x − x ′)− 1
L
]
. (6.3.12)
Let us eventually investigate how to bosonise the fermionic annihilation operator ψ(v). The com-
mutation relation
[b(†)n ,ψ(v)] = −
1√
n
e∓invψ(v) (6.3.13)
motivates the following ansatz (using [bn, exp(λb
†
n)] = λ exp(λb
†
n) for boson operators)
ψ(v) = O(v)e iϕ
†(v)e iϕ(v) ⇒ [bn,ψ(v)] = [bn,O(v)]e iϕ
†(v)e iϕ(v) − 1√
n
e−invψ(v) . (6.3.14)
Thus, the so-called Klein factors O(v) need to be chosen such that [bn,O(v)] = 0. Moreover, they
are supposed to lower the particle number by one and to ensure that the fermionic commutation
relations hold, which is altogether achieved by setting
ψ(v) = Ue iNve iϕ
†(v)e iϕ(v) = Ue iNve iΦ(v) , U =
∑
N
|N〉〈N − 1| , (6.3.15)
where we have suppress all convergence factors associated with combining the exponentials. In
presence of multiple fermion species α = ±, the phase factors exp(iNv) need to be modified in order
to ensure the appropriate anti-commutators. Afterwards, one can calculate correlation functions of
the Tomonaga model by virtue of
ψ+(x , t) = O+
(
2πx
L
)
× exp
{
−
∑
n>0
exp(−iknx)√
n
[
cosh(un)a
†
n(t) + sinh(un)a−n(t)
]}
× exp
{ ∑
n>0
exp( iknx)√
n
[
cosh(un)an(t) + sinh(un)a
†
−n(t)
]}
,
(6.3.16)
subsequent normal-ordering of the Bogoliubov bosons an, and eventually exploiting 〈an〉 = 0 (cir-
cumventing the need to explicitly construct the ground state).
6.3.5 Real-Space Formulation
As one frequently stumbles over a real-space formulation of the bosonisation technique (which,
e.g., allows for studying inhomogeneous Luttinger liquids), we briefly illustrate how it relates to the
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momentum representation bn. Starting out from the observation that the derivative of the field
Φ(x) is essentially the particle density:
∂xϕ(x) =
2π
L
∑
n>0
√
ne iknxbn =
2π
L
∑
n>0
e iknx
∑
m
c†mcm+n ⇒ ∂xΦ(x) = 2πδρ(x) , (6.3.17)
it is rather reasonable that one can establish the following identity (colons denote normal-ordering):
vF
4π
∫
: [∂xΦ(x)]
2
: dx = vF
∑
n>0
knb
†
nbn , (6.3.18)
and thus for the total kinetic energy of the Tomonaga model:
H0 =
vF
4π
∫ {
: [∂xΦ+(x)]
2
: + : [∂xΦ−(x)]
2
:
}
dx
=
vF
8π
∫ {
: [∂x(Φ+(x) + Φ−(x))]
2
: + : [∂x(Φ−(x)− Φ−(x))]2 :
}
dx .
(6.3.19)
Unfortunately, the real-space representation of the two-particle interaction
U =
1
2
∫
[ρ+(x) + ρ−(x)] v(x − x ′) [ρ+(x ′) + ρ−(x ′)] dxdx ′ , (6.3.20)
cannot be cast into a simple form using prior simplifications (ρ = ρ+ + ρ−) only. Thus, we
additionally assume purely local correlations v(x − x ′) = gδ(x − x ′) – put differently, v(q) = v(0)
for the Fourier components – allowing for4
H =
1
8π
∫ {
vF : [∂x(Φ+(x) + Φ−(x))]
2
: +
(
vF +
g
π
)
: [∂x(Φ−(x)− Φ−(x))]2 :
}
dx
=
vF
2
∫ {
Π(x)2 +
1
K 2
[∂xΘ(x)]
2
}
dx ,
(6.3.21)
where we dropped ‘infinite constants’, and introduced fields Π and Θ
Π(x) = −∂x Φ+(x) + Φ−(x)√
4π
, Θ(x) =
Φ+(x)− Φ−(x)√
4π
, (6.3.22)
which are assumed to obey the following commutators:
[Θ(x),Π(x ′)] = iδL(x − x ′) , [Θ(x),Θ(x ′)] = [Π(x),Π(x ′)] = 0 . (6.3.23)
Carrying out a canonical transform Π → √KΠ,Θ → Θ/√K re-establishes the result of the ex-
citation spectrum being bosonic with a modified Fermi velocity vF → vF/K . Even though this
real-space formulation is based on the additional (low-energy) assumption Kn = K , one can readily
study inhomogeneous Luttinger liquids [g → g(x)] featuring local single-particle inhomogeneities
ρ(x) = ψ†(x)ψ(x) = ψ†+(x)ψ+(x) + ψ
†
−(x)ψ−(x) + ψ
†
+(x)ψ−(x) + ψ
†
−(x)ψ+(x) , (6.3.24)
and 2kF - components expressed as (‘sine-Gordon’)
Ψ−(x)†Ψ+(x) ∼ e i [Φ+(x)−Φ−(x)] = e i
√
4πΘ(x) , (6.3.25)
eventually using equations of motion i∂tΠ(x , t) = [Π(x),H](t). More details on all those issues
can be found in [Sch05b].
4Note that ∂xΦα(x) = 2παδρα(x).
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6.4 Numerical Renormalization Group
One particular implementation of Wilson’s general RG idea [Wil75] is the numerical renormalization
group, which was originally developed to address the Kondo model [Kri80a,Kri80b,Hew93] but later
on applied to various kinds of quantum impurity systems [Bul08]. It provides a very reliable tool
to investigate physical properties of models with Coulomb interaction at low energies. However, its
applicability is practically limited to small systems with a few correlated degrees of freedom because
of the computational resources required.
Iterative Diagonalisation of a Tight-Binding Chain
The main idea of the NRG in application to quantum impurity systems is to discretise the struc-
tureless conduction band of the bath (modelled by Hbath) using a set of logarithmic energies
{±DΛ−n, n ≥ 0}, with D = B/2 being half the bandwidth and Λ > 1 the NRG discretisation
parameter. The resulting discrete model can be mapped onto a semi-infinite tight-binding chain
with the impurity being the first site. The Hamiltonian of the semi-infinite chain is then diagonalised
iteratively by adding one site at a time, starting out with the isolated impurity. Due to the loga-
rithmic discretisation, the hopping matrix elements un between successive sites fall off exponentially
with the distance n from the impurity (un ∼ Λ−n/2), rendering it possible to resolve smaller and
smaller energy scales during the iteration. For a numerical implementation, a truncation procedure
has to be employed as the dimension of the Hilbert space grows exponentially with the length of the
chain. A very simple truncation scheme is to retain only the Nc lowest-lying many-particle states
at each iterative step, which is reasonable since the states of the shorter chain affect those of the
longer only in a small energy window ∼ Λ−1/2 (energy-scale separation).
Numerical Parameters
The essential approximations in the NRG approach are the logarithmic discretisation of the conduc-
tion band and the truncation of the Hilbert space during the iterative diagonalisation, implying that
the accuracy of this method is controlled by the parameters Λ and Nc . For models containing only a
single conduction band (so-called single-channel models), NRG calculations at Λ = 2 and Nc = 500
typically agree well with analytical (such as Bethe ansatz) results. Considering a two-channel model
(as we do in Chapter 9) could cause problems as the number of low-energy states increases expo-
nentially with the number of channels. Hence, NRG calculations have to be performed with care
and checks at different Λ and Nc against analytical results (available, e.g., at U = 0) are imperative.
Quantum Impurity Systems
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Abstract
In this Chapter, we use the Matsubara functional renormalization group to calculate linear-response
properties of the single impurity Anderson model. In contrast to standard prior FRG calculations,
we account for the frequency-dependence of the two-particle vertex in order to address finite-energy
properties (e.g, spectral functions). By comparing with data obtained from the numerical renormal-
ization group framework, the FRG approximation is shown to work well for arbitrary parameters –
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particularly finite temperatures – provided that the electron-electron interaction U is not too large.
We demonstrate that aspects of (large U) Kondo physics which are described well by a simpler static
truncation scheme are no longer captured by the ‘higher-order’ frequency-dependent approximation.
In contrast, at small to intermediate U the results obtained by the more elaborate scheme agree
better with NRG data. We suggest to parametrise the two-particle vertex not by three independent
energy variables but by introducing three functions each of a single frequency. This considerably
reduces the numerical effort to integrate the FRG flow equations.
7.1 Introduction
Status Report
The functional RG provides an a priori exact reformulation of a correlated many-particle problem.
In practise, however, the infinite hierarchy of flow equations needs to be truncated, rendering the
FRG an approximate method. In the context of quantum dots and wires, one usually disregards
the three-particle vertex as well as the frequency dependence of the flowing two-particle vertex,
altogether resulting in a closed finite set of coupled differential equations whose numerical solution
gives renormalized frequency-independent system parameters embodying the effects of the two-
particle interaction.1 This approximation scheme was successfully applied to describe Luttinger liquid
behaviour of one-dimensional quantum wires with local inhomogeneities [And04, Ens05b, Med05],
whereas an ordinary perturbative expansion in the two-particle interaction U is plagued by infrared
singularities. In contrast, perturbation theory is usually regular for quantum dot problems (such
as posed by the single impurity Anderson model) and there is no inherent need for an RG based
framework. However, the appearance of the exponentially (in U) small Kondo energy scale TK
motivates RG re-summations of certain classes of diagrams. The application of the frequency-
independent functional renormalization group to single- as well as multi-level spinful and spin-
polarised quantum dot geometries turned out to give surprisingly good results in the strong coupling
limit, even though the approximation can a priori be justified only for small to intermediate U
[Kar06a,Med06,Kar07a,Kar07b].2 The most striking observation is that the FRG describes aspects
of Kondo physics (e.g., an exponential energy scale) contained within the single impurity Anderson
model very accurately [Kar06a]. The frequency-independent approximation can altogether be viewed
as a kind of RG-enhanced Hartree-Fock theory which does not suffer from typical mean-field artifacts
(such as the breaking of spin symmetry).
Motivation
By construction, a truncation procedure which disregards all frequency dependencies cannot be
expected to give reliable results for finite-energy properties. Indeed, the SIAM linear-response con-
ductance at T = 0 (which is a zero-energy quantity; see Section 4.5.2) is described well by this
level of approximation [Kar06a], whereas the conductance at temperatures T > 0 (which is a finite-
energy property) is not. It is thus very reasonable to devise a truncation procedure which includes
the frequency-dependence of the two-particle vertex in order to eventually describe finite-energy
properties. A first step in this direction was taken in [Hed04] where results for the SIAM were
presented, illustrating that such a generalisation is in principle possible.3 However, there was no sys-
tematic study of all system parameters (in particular finite temperatures and finite magnetic fields),
and the question whether strong-coupling physics is captured (as it is partially by the frequency-
independent approximation) was not answered conclusively. Finally, technical details about how the
flow equations are actually implemented numerically were not elaborated on.
1In [Hon03], the quasi-particle weight (a finite-frequency property) for a one-dimensional Hubbard chain was calcu-
lated from a flow equation, correctly reproducing NRG results.
2It was shown in [Wey06] that accounting for the zero-frequency flow of higher-order vertex functions (such as the
three-particle vertex) leads to marginally better results for zero-energy properties of quantum dot systems.
3The frequency dependence of the two-particle vertex was partially taken care of in FRG studies of retardation effects
(phonons) on the possible phases of low-dimensional correlated systems [Kli06,Kli07].
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Goals
It is the first goal of this Chapter to systematically study the SIAM using a frequency-dependent
FRG scheme, benchmarking this approximation against data we obtain from the numerical RG
framework. The second objective is to present technical details of this generalisation in order
to address the issue of numerical artifacts originating from the discretisation of the Matsubara
frequency axis. Thirdly, we illustrate how the finite-temperature linear-response conductance can be
computed from (our approximation to) the Matsubara Green function without the need for an ill-
controlled analytic continuation. Even though little is to be learned about the physics, systematically
discussing the details of this very natural and obvious generalisation of a frequency-independent
FRG truncation scheme in its application to the SIAM is of importance, particularly if one aims at
treating more complex (multi-level or multi-impurity) quantum dot systems. In short, the strong-
coupling behaviour extracted from the FRG approximation turns out to be worse than one might have
expected, specifically bearing in mind the success of the frequency-independent approach. However,
at small to intermediate U/Γ . 5 (Γ being the impurity-lead hybridisation) the agreement with
NRG reference data improves if the more elaborate finite-frequency FRG scheme is employed. The
same holds if the two-particle vertex is parametrised not by three independent energy variables
but – numerically far less demanding – by three functions each depending on a single argument.
Since the computational effort in solving the flow equations grows only as a power law (and not
exponentially) with the number of impurities and channels and since there is no numerical need
to stick to special (symmetric) system parameters, the frequency-dependent FRG approximation
presented in this Chapter can be regarded as a fast and reliable tool to describe the small- to
intermediate-coupling physics of correlated quantum dot models which cannot be treated using the
NRG.
Outline
This Chapter is organised as follows. In Section 7.2, the single impurity Anderson model is briefly
recalled, and the corresponding second-order functional RG formalism (i.e., the flow equations)
is discussed in Section 7.3. We comment on numerical issues which come along with the need
for discretising frequency space and particularly introduce three functions each of a single energy
variable to parametrise the two-particle vertex in order to speed up numerics (Section 7.4). In Section
7.5, spectral functions and average occupation numbers obtained from the various FRG schemes are
benchmarked against numerical RG reference calculations. We try to extract the Kondo temperature
from the FRG formalism by considering effective masses and static spin susceptibilities (Section 7.6).
Introducing a representation of the Fermi function in terms of continued fractions, one can calculate
the linear-response conductance at finite temperatures without the need for an ill-controlled analytic
continuation (Section 7.7). After presenting some brief details on results obtained from the reservoir
cutoff scheme (Section 7.8), an outlook is given in Section 7.9.
7.2 The Model
The single impurity Anderson model [And61] consists of one4 bath of non-interacting electrons (→
Section 3)
Hbath =
∑
k
ǫkc
†
k ck , (7.2.1)
and an impurity which may harbour spin-up (σ =↑) and spin-down (σ =↓) electrons:
Himp =
∑
σ
(
ǫ+ σ
B
2
)
d†σdσ + U
(
d†↑d↑ −
1
2
)(
d†↓d↓ −
1
2
)
. (7.2.2)
4Introducing two (left and right) baths – aiming at the linear conductance – does not modify the FRG flow equations
as only the total hybridisation strength [see Eq. (7.2.5)] enters in the non-interacting Green function.
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The single-particle energy ǫ was shifted such that ǫ = 0 corresponds to the point of particle-hole
symmetry,5 and U and B denote the strength of the Coulomb repulsion and of the magnetic field,
respectively. The coupling between the dot and the bath is given by
Hcoup = − t√
N
∑
kσ
c†kσdσ + H.c. , (7.2.3)
where N denotes the size of the latter.
Non-Interacting Green Function
The non-interacting impurity Matsubara Green function follows straightforward from Section 4.4.1:
Gσ,0(iω) =
1
iω − ǫ− σB/2 + i sgn(ω)Γ , (7.2.4)
where the hybridisation
Γ = πρbath(ω = 0)t
2 (7.2.5)
is assumed to be energy-independent (wide-band limit; see Section 4.4.3).
7.3 Application of the FRG
In this Section, we explicitly present the second-order functional RG flow equations for the SIAM.
After discussing the particular symmetries of the two-particle vertex as well as some details on the
form of the infrared cutoff, a short overview of prior results obtained from a frequency-independent
functional RG scheme is given.
7.3.1 Parametrisation of the Two-Particle Vertex
In order to simplify the functional RG flow equations, it is useful to parametrise the two-particle
vertex in a way which explicitly accounts for energy- and spin conservation (both being preserved;
see Section 5.3)6
γΛ2 (ω
′
1σ1ω
′
2σ
′
2;ω1σ1ω2σ2) = δ(ω
′
1 + ω
′
2 − ω1 − ω2)
×
[
UΛ↑ (ω
′
1ω
′
2;ω1ω2)δσ′1↑δσ′2↑δσ1↑δσ2↑ + U
Λ
↓ (ω
′
1ω
′
2;ω1ω2)δσ′1↓δσ′2↓δσ1↓δσ2↓
+ UΛ↑↓(ω
′
1ω
′
2;ω1ω2)δσ′1↑δσ′2↓δσ1↑δσ2↓ − UΛ↑↓(ω′2ω′1;ω1ω2)δσ′1↓δσ′2↑δσ1↑δσ2↓
− UΛ↑↓(ω′1ω′2;ω2ω1)δσ′1↑δσ′2↓δσ1↓δσ2↑ + UΛ↑↓(ω′2ω′1;ω2ω1)δσ′1↓δσ′2↑δσ1↓δσ2↑
]
,
(7.3.1)
where we have skipped the imaginary i for reasons of shortness. The quantities UΛσ and U
Λ
↑↓ denote
three (new) independent functions. It will prove useful both numerically and conceptionally (see
Section 7.4 for details) to rewrite their arguments in terms of three bosonic Matsubara frequencies
ν1 = ω
′
1 + ω
′
2, ν2 = ω
′
1 − ω1, ν3 = ω′2 − ω1 . (7.3.2)
7.3.2 Second-Order Flow Equations
The flow of the two independent self-energy components takes the form [following from Eq. (5.1.22)]
∂ΛΣ
Λ
σ (iω) = −T
∑
iΩ
e iΩη
[
SΛσ (iΩ)U
Λ
σ (Ω + ω, 0,Ω − ω) + SΛσ¯ (iΩ)UΛ↑↓(Ω + ω, 0,±Ω ∓ ω)
]
,
(7.3.3)
5Strictly speaking, the problem is only particle-hole symmetric at ǫ = 0 if in addition spin up and down are
interchanged (which is important when discussing symmetries). Following usual practise, we will refer to ǫ = 0 as
being the particle-hole symmetric point anyway.
6The parametrisation employed in [Hed07] makes use of symmetries which do not hold for finite magnetic fields.
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where the upper sign holds for σ =↑, and we use the notation ↑¯ =↓. The initial condition reads
ΣΛ→∞σ (iω) = U/2. The single-scale Green functions S
Λ are determined by the full Green function
GΛ, which can in turn be calculated from G0 and the self-energy once a cutoff has been specified
(see below for explicit expressions). The second-order flow of the three independent functions UΛ
which parametrise the two-particle vertex γΛ2 is given by Eq. (5.1.26) with γ
Λ
3 set to its initial (zero)
value. For UΛσ=↑,↓ one obtains
∂ΛU
Λ
σ (ν1, ν2, ν3) = −T
∑
iω
[
PΛσσ(ω, ν1 − ω) UΛσ (ν1,ω + ν−++, ν+++ − ω) UΛσ (ν1,ω + ν−+−,ω + ν−−+)
+
{
PΛσσ(ω, ν2 + ω) U
Λ
σ (ω + ν++−, ν2,ω + ν−++) U
Λ
σ (ω + ν+++,−ν2,ω + ν−+−)
+PΛσ¯σ¯(ω, ν2 + ω) U
Λ
↑↓(ω + ν++−,±ν2,±ω ± ν−++) UΛ↑↓(ω + ν+++,∓ν2,±ω ± ν−+−)
− (ν2 → −ν2, ν3 → −ν3)−
[
(ν2 ↔ ν3)− (ν2 → −ν2, ν3 → −ν3)
]} ]
,
(7.3.4)
and the initial condition reads UΛ=∞σ (ν1, ν2, ν3) = U
Λ→∞
σ (ν1, ν2, ν3) = 0. Again, the upper sign
holds for the spin up component. We have introduced shorthands like
ν−+− =
−ν1 + ν2 − ν3
2
, (7.3.5)
and defined the quantity
PΛσ1σ2(ω1,ω2) = S
Λ
σ1(iω1)G
Λ
σ2(iω2) . (7.3.6)
The flow equation for UΛ↑↓ reads
∂ΛU
Λ
↑↓(ν1, ν2, ν3)
= −T
∑
iω
[
−PΛ↑↓(ω, ν1 − ω) UΛ↑↓(ν1,ω + ν−++, ν+++ − ω) UΛ↑↓(ν1, ν++− − ω, ν+−+ − ω)
−PΛ↓↑(ω, ν1 − ω) UΛ↑↓(ν1, ν+++ − ω,ω + ν−++) UΛ↑↓(ν1,ω + ν−+−,ω + ν−−+)
+ PΛ↑↑(ω, ν2 + ω) U
Λ
↑ (ω + ν++−, ν2,ω + ν−++) U
Λ
↑↓(ω + ν+++, ν2, ν+−+ − ω)
+ PΛ↓↓(ω, ν2 + ω) U
Λ
↓ (ω + ν+++,−ν2,ω + ν−+−) UΛ↑↓(ω + ν++−, ν2,ω + ν−++)
+ PΛ↑↑(ω,−ν2 + ω) UΛ↑ (ω + ν+−−, ν2,ω + ν−−+) UΛ↑↓(ω + ν+−+, ν2, ν+++ − ω)
+ PΛ↓↓(ω,−ν2 + ω) UΛ↓ (ω + ν+−+,−ν2,ω + ν−−−) UΛ↑↓(ω + ν+−−, ν2,ω + ν−−+)
−PΛ↑↓(ω, ν3 + ω) UΛ↑↓(ω + ν+−+,ω + ν−++, ν3) UΛ↑↓(ω + ν+++, ν++− − ω, ν3)
−PΛ↓↑(ω,−ν3 + ω) UΛ↑↓(ω + ν++−, ν+++ − ω, ν3) UΛ↑↓(ω + ν+−−,ω + ν−+−, ν3)
]
,
(7.3.7)
with the initial condition being UΛ=∞↑↓ (ν1, ν2, ν3) = U
Λ→∞
↑↓ (ν1, ν2, ν3) = U.
7.3.3 Symmetries
The functions UΛ obey the following symmetry relations (reflecting the conserved symmetries of γΛ2
discussed in Section 5.3):
• anti-symmetry
UΛσ (ν1, ν2, ν3) = U
Λ
σ (ν1,−ν2,−ν3) = −UΛσ (ν1, ν3, ν2) , (7.3.8)
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• time-reversal symmetry
UΛσ (ν1, ν2, ν3) = U
Λ
σ (ν1,−ν2, ν3) , UΛ↑↓(ν1, ν2, ν3) = UΛ↑↓(ν1,−ν2, ν3) , (7.3.9)
• symmetry under complex conjugation (combined with the other ones)
UΛσ (ν1, ν2, ν3) =
[
UΛσ (−ν1, ν2, ν3)
]∗
, UΛ↑↓(ν1, ν2, ν3) =
[
UΛ↑↓(−ν1, ν2,−ν3)
]∗
, (7.3.10)
and this condition is the only being as well of interest for single-particle quantities (where
time-reversal symmetry is trivial):
Gσ(−iω) = [Gσ(iω)]∗ , Σσ(−iω) = [Σσ(iω)]∗ . (7.3.11)
All those relations can be exploited in numerics and hold in the most general case. For many
parameters of interest, however, additional symmetries are fulfilled. Namely, for
• particle-hole symmetry (ǫ = 0; remember the associated spin flip)
− [G↑(iω)]∗ = G↓(iω) , − [Σ↑(iω)]∗ = Σ↓(iω) , (7.3.12)[
UΛ↑ (ν1, ν2, ν3)
]∗
= UΛ↓ (ν1, ν2, ν3) ,
[
UΛ↑↓(ν1, ν2, ν3)
]∗
= UΛ↑↓(ν1,−ν2,−ν3) , (7.3.13)
• spin symmetry (B = 0)
G↑(iω) = G↓(iω) , Σ↑(iω) = Σ↓(iω) , (7.3.14)
UΛ↑ (ν1, ν2, ν3) = U
Λ
↓ (ν1, ν2, ν3) = U
Λ
↑↓(ν1, ν2, ν3)− UΛ↑↓(ν1, ν3, ν2) , (7.3.15)
UΛ↑↓(ν1, ν2, ν3) = U
Λ
↑↓(ν1, ν2,−ν3) . (7.3.16)
The relation between UΛσ and U
Λ
↑↓ is the only symmetry for which it is not absolutely trivial
that it is compatible with the functional RG flow equations. To this end, we need to show
that
∂Λγ
Λ
2 (ω
′
1↑ ω′2↑;ω1↑ ω2↑) = ∂Λ
[
γΛ2 (ω
′
1↑ ω′2↓;ω1↑ ω2↓) + γΛ2 (ω′1↓ ω′2↑;ω1↑ ω2↓)
]
. (7.3.17)
Let us schematically illustrate this for the first term of Eq. (5.1.26):
∂Λγ(↑↑; ↑↑) = Tr γ(... ; ↑↑) γ(↑↑; ...) = γ(↑↑; ↑↑) γ(↑↑; ↑↑)
= [γ(↑↓; ↑↓) + γ(↓↑; ↑↓)]× [γ(↑↓; ↑↓) + γ(↓↑; ↑↓)] ,
∂Λ [γ(↑↓; ↑↓) + γ(↓↑; ↑↓)] = Tr [γ(... ; ↑↓) γ(↑↓; ...) + γ(... ; ↓↑) γ(↑↓; ...)]
= γ(↑↓; ↑↓)γ(↑↓; ↓↑) + γ(↓↑; ↑↓)γ(↑↓; ↑↓)
= +γ(↑↓; ↓↑)γ(↑↓; ↓↑) + γ(↓↑; ↓↑)γ(↑↓; ↑↓) ,
(7.3.18)
which gives the same result if we apply spin flips. Likewise, for the remaining terms:
∂Λγ(↑↑; ↑↑) = Tr γ(↑... ; ↑...) γ(↑... ; ↑...)
= γ(↑↑; ↑↑) γ(↑↑; ↑↑) + γ(↑↓; ↑↓) γ(↑↓; ↑↓)
= γ(↑↓; ↑↓)γ(↑↓; ↓↑) + γ(↓↑; ↑↓)γ(↑↓; ↑↓)
= +γ(↑↓; ↓↑)γ(↑↓; ↓↑) + 2γ(↓↑; ↓↑)γ(↑↓; ↑↓) ,
∂Λ [γ(↑↓; ↑↓) + γ(↓↑; ↑↓)] = Tr [γ(↑... ; ↑...) γ(↓... ; ↓...) + γ(↓... ; ↑...) γ(↑... ; ↓...)]
= γ(↑↑; ↑↑) γ(↓↑; ↓↑) + γ(↑↓; ↑↓) γ(↓↓; ↓↓) + γ(↓↑; ↑↓) γ(↑↓; ↓↑) ,
(7.3.19)
which again coincides. Finally, for
• spin- and particle-hole symmetry (ǫ = B = 0):
UΛ↑↓(ν1, ν2, ν3) ∈ R , Σσ(iω) ∈ iR . (7.3.20)
Again, these facts can be conveniently exploited to speed up numerics.
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7.3.4 Choice of a Cutoff
Sharp Scheme
For finite T > 0, we suppress low energy degrees of freedom by virtue of a continuous function (→
Section 5.2.1):
GΛσ,0(iω) = Gσ,0(iω)ΘΛ(|ω| − Λ) , ΘΛ(|ω| − Λ) =


0 −πT > |ω| − Λ
1/2− |ω|−Λ2πT −πT ≤ |ω| − Λ ≤ πT
1 −πT < |ω| − Λ > πT .
(7.3.21)
This cutoff was successfully employed to tackle low-dimensional electron systems using the functional
RG [And04,Ens05b,Med05,Kar06a,Med06,Kar07a,Kar07b] and is thus a very reasonable choice for the
problem at hand. Since all traces over single-particle indices are trivial due to spin conservation, the
single-scale Green function takes the form
SΛσ (iω) =


[GΛσ(iω)]
2
2πTGσ,0(iω)
−πT ≤ |ω| − Λ ≤ πT
0 otherwise ,
(7.3.22)
with GΛ being determined by the Dyson equation. In the zero-temperature limit, ΘΛ becomes the
usual step function Θ (which is the cutoff that was previously employed for calculations carried out
at T = 0 [And04,Kar06a]), and all expressions involving SΛ can be evaluated using Morris’ Lemma
(→ Section 5.2.2)
SΛσ (iω) = G˜
Λ
σ (iω) =
δ(|ω| − Λ)
iω − ǫ− σB/2 + i sgn(ω)Γ − ΣΛσ (iω)
, (7.3.23)
and, defining Θ(0) = 1/2,
PΛσ1σ2(ω1,ω2) =
δ(|ω1| − Λ)
[Gσ1,0(iω1)]
−1 − ΣΛσ1(iω1)
Θ(|ω2| − Λ)
[Gσ2,0(iω2)]
−1 − ΣΛσ2(iω2)
. (7.3.24)
Reservoir Approach
For the reservoir cutoff scheme introduced in Section 5.2.3, the Green functions read
GΛσ (iω) =
1
iω − ǫ− σB/2 + i sgn(ω)Γ + i sgn(ω)Λ− ΣΛσ (iω)
, SΛσ (iω) = isgn(ω)[G
Λ
σ (iω)]
2 .
(7.3.25)
Results for the SIAM obtained from this approach will only be discussed briefly as it turns out to be
inferior within the Matsubara formalism (see Section 7.8 for details).7 Unless mentioned otherwise,
all presented data was calculated using the sharp cutoff scheme (or its finite-temperature analogue).
7.3.5 Static Functional RG
A very simple set of flow equations (which is to be called ‘appr. 2’ in this Chapter) can be obtained
by completely disregarding the frequency-dependence of γΛ2 up to energy conservation, resulting in
nothing but the first-order scheme complemented by the static flow of the two-particle vertex. For
the problem at hand, evaluating Eqs. (7.3.3), (7.3.4), and (7.3.7) for zero frequency yields
∂ΛΣ
Λ
σ = −TUΛ↑↓
∑
iω
SΛσ¯ (iω) ,
∂ΛU
Λ
↑↓ = T
(
UΛ↑↓
)2∑
iω
∑
σ
[
SΛσ (iω)G
Λ
σ¯ (−iω) + SΛσ (iω)GΛσ¯ (iω)
]
.
(7.3.26)
7This is different in Keldysh space where the reservoir cutoff does not suffer from the violation of causality (→
Chapter 8).
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Figure 7.1: (a) Local spectral density of the SIAM at ǫ = B = T = 0. By construction, this quantity
is the non-interacting Lorentzian of width 2Γ within the static functional RG approximation
(appr. 2) and does not feature the Kondo resonance as described by the NRG reference. (b)
Zero-temperature linear-response conductance as a function of the level position obtained from
a numerical solution of the flow equations (7.3.26) as well as Eq. (4.5.15) in comparison with
the Bethe ansatz data of [Ger00]. More details on the application of the frequency-independent
FRG to the SIAM can be found in [Kar06a].
This is the approximation mostly employed in prior application of the functional RG to quantum dots
and wires [Kar06a]. As mentioned before, the flowing self-energy remains frequency-independent,
and ΣΛ=0 can be regarded as an effective-single particle potential. Thus, the spectral function
ρ = −Im Gσ(ω + iη)/π is by construction a Lorentzian of width 2Γ for arbitrary U [see Figure
7.1(a)], illustrating that one cannot reliably extract finite-frequency properties from a frequency-
independent FRG truncation scheme. On the other hand, Kondo pinning of the SIAM spectral
weight at the chemical potential and a corresponding exponential scale TK are captured well by this
approximation (even though this is a strong coupling effect; see also Section 7.6), and the linear-
response conductance as a function of the impurity energy ǫ was computed accurately for a variety
of quantum dot systems [see Figure 7.1(b) for the SIAM as well as [Kar06a,Med06,Kar07a,Kar07b]].
7.3.6 Restricted Hartree-Fock & Perturbation Theory
Hartree-Fock
Let us briefly present the fundamental equations associated with (restricted) Hartree-Fock as well as
with perturbation theory in the Coulomb interaction. By construction, the former gives a frequency-
independent self-energy Σ = U〈n〉, where the average impurity occupation number is to be deter-
mined self-consistently (→ Section 6.2):
〈n〉 =
∫
f (ω)ρ(ω) dω
T=0
=
1
2
− 1
π
arctan
[
ǫ− U/2 + U〈n〉
Γ
]
. (7.3.27)
This solution becomes unstable for U/Γ > π (and an unphysical magnetic phase with 〈n↑〉 6= 〈n↓〉
is energetically favoured), signalling the onset of correlation effects [And61].
Perturbation Theory
For zero magnetic field, the self-energy to second order in the Coulomb interaction is given by [Hor84]
Σ (iω) = U2T 2
∑
iω1iω2
G0(iω1)G0(iω2)G0(iω1 + iω2 − iω)
= U2
∫
dǫ1dǫ2dǫ3ρ0(ǫ1)ρ0(ǫ2)ρ0(ǫ3)
f (ǫ1)f (ǫ2)f (−ǫ3) + f (−ǫ1)f (−ǫ2)f (ǫ3)
iω + ǫ3 − ǫ2 − ǫ1 ,
(7.3.28)
where the parameters of the non-interacting Green function G0 as well the corresponding local density
of states ρ0 are usually chosen to be those (symmetric ones) obtained from restricted Hartree Fock.
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The energy representation allows for a simple analytic continuation. Note that at the particle-hole
symmetric point ǫ = B = 0, second-order perturbation theory (w.r.t. a completely symmetric non-
interacting Green function) can also be carried out using the functional RG by neglecting self-energy
and vertex feedbacks on the right hand side of the flow equations (7.3.3), (7.3.4), and (7.3.7) (see
Section 6.1 for details).8
7.4 Numerical Implementations
Up to now, the only approximation involved was to discard the contribution of the three-particle
vertex to the flow equation for γΛ2 , leading to the closed set of differential equations (7.3.3), (7.3.4),
and (7.3.7). This set is, however, infinitely large, so that for any numerical approach both ΣΛ and
UΛ need to be parametrised by a finite number of flowing couplings. This constitutes a second
(numerical) approximation, and one has to carefully rule out the possibility of numerical artifacts.
The present (technical) Section is devoted to this issue.
7.4.1 Discretisation of the Frequency Axis
As we are mostly interested in the low-energy physics of the SIAM, it is reasonable to choose a
parametrisation of the Matsubara axis such that the low-frequency regime is better resolved than
that of large |ω| (particularly having in mind the Kondo resonance at the chemical potential). At
zero temperature, this is achieved by introducing a geometric mesh
ω = ±ω0 a
n − 1
a− 1 , n = 1 ... N , (7.4.1)
with free parameters ω0 > 0, a > 1, and N. At T > 0, the Matsubara frequency space is discrete
by itself. The low-energy regime is then resolved by first accounting for the smallest N0 frequencies
{ω0,ω1, ... ,ωN0}, next for max{N0−S , 1} frequencies {ωN0+A,ωN0+2A, ... ,ωN0+(N0−S)A} where A−1
are left out in between each pair of kept frequencies, until the total number of frequencies is equal
to N. Thus, at T > 0 the imaginary axis is parametrised by four integer numbers N, N0, S , and A.
In both cases (T = 0 and T > 0), on the right hand side of the flow equations (7.3.3), (7.3.4), and
(7.3.7) the two-particle vertex needs to be evaluated for arbitrary arguments which in general do not
coincide with a particular point of the discrete frequency mesh. Hence, an interpolation procedure
has to be devised. The set of flow equations then closes and can be solved numerically using
standard Runge-Kutta routines. Simple interpolation procedures are to evaluate ΣΛ and UΛ at the
nearest frequency or to interpolate linearly. For not too large U (roughly U/Γ . 7 for the problem
at hand) one can verify that physical properties are equal for both of these choices, provided that the
number of frequencies N is large enough [see Figure 7.2(a)]. However, one observes that N has to
be chosen much larger if no interpolation is performed, rendering it impossible to obtain convergent
results (with respect to N, ω0 and a) for larger U/Γ in that case. It is nevertheless reasonable to
assume that this is just an issue of numerical resources. We thus refrain from implementing more
complicated (e.g., spline) interpolation routines, and the data presented in this Chapter is obtained
using linear interpolation of both ΣΛ and γΛ2 .
Standard Tests
As for the choice of the interpolation procedure it is of course imperative to check that physical
results are not affected by the actual realisation of the frequency mesh. In order to do so, we choose
the parameters ω0 and a (illustrating the procedure for T = 0) such that the smallest (largest)
frequency ωmin (ωmax) is at least 2-3 orders of magnitude smaller (larger) than the smallest (largest)
energy scale of the system (including the Kondo scale). We then increase the total number of
frequencies N until physical properties remain unchanged up to a certain accuracy (usually one
8The bad agreement of perturbation theory results with NRG reference data at finite ǫ even for small values of U/Γ
discussed in [Hed07] is due to the fact that perturbation theory was falsely carried out using the functional RG
numerics even for ǫ 6= 0.
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Figure 7.2: (a) Imaginary part of the SIAM self-energy at U/Γ = 4 and T = B = ǫ = 0 obtained from
the FRG flow equations (7.3.3), (7.3.4), and (7.3.7) for different discretisation parameters N,
ωmin, and ωmax. The two-particle vertex was parametrised using either the bosonic frequencies
ν [see Eq. (7.3.2)] or the original arguments ω′1, ω
′
2, and ω1 [see Eq. (7.3.1)]. One should
note that for the latter N = 50 roughly corresponds (concerning the computational effort) to
N = 100 bosonic frequencies due to the lack of symmetries. Away from the discretisation
points determined by Eq. (7.4.1), both ΣΛ and γΛ2 were evaluated using linear interpolation
(LI) or the best matching frequency (BF). FRG results were obtained using the modification
introduced in Section 7.4.3. The displayed frequency regime is one order of magnitude smaller
than the Bethe ansatz Kondo scale of Eq. (7.6.1), TK/Γ = 0.29. (b) The same, but for
U/Γ = 10. The lower lines were calculated using the approximation scheme outlined in Section
7.4.4 and different numerical integration routines. The corresponding numerical parameter
sets read {75, 10−5, 2259}, {100, 10−5, 4141}, and {600, 10−5, 631}. As always (i.e., unless
mentioned otherwise), linear interpolation, bosonic frequencies, and modified flow equations
were employed.
percent). Finally, we check that the same holds if ωmin (ωmax) is decreased (increased) further
and if another kind of frequency mesh (e.g, a logarithmic mesh) is employed. As an example, the
low-energy behaviour of the FRG self-energy for different realisations of the Matsubara frequency
discretisation is shown in Figures 7.2 and 7.3.
Something More Elaborate
As a final point, we ruled out the possibility that information about the system may be lost during
the integration (and that this does not manifest at Λ = 0), or that the very choice of some
exponentially-like frequency mesh is inappropriate even if one aims only at the low-energy physics.
To this end, we implemented a frequency mesh which dynamically chooses its discretisation points
at each Runge-Kutta step and which adjusts the overall number of frequencies in a step-size control
manner such that a desired accuracy (e.g., for the self-energy) is constantly maintained during the
integration process. We exemplary checked that our results are not changed by using these more
elaborate (but slower) numerics.
7.4.2 Parametrisation of the Two-Particle Vertex
By discretising the frequency axis, the two-particle vertex is parametrised by a three-dimensional
set of points. However, the function γ2 can be expressed in terms of three arbitrary independent
arguments. The bosonic frequencies Eq. (7.3.2) are a very natural choice (as they appear automat-
ically within ordinary perturbation theory; see below for details). In addition, they are numerically
favourable as all symmetries of γ2 are preserved automatically (being sign change instead of inter-
change symmetries),9 which reduces the number of independent flow equations and the effort in
finding nearest discretisation points significantly. However, regarding γ2 as a function of three of its
9This refers to a numerical implementation. In principle, all symmetries of the two-particle vertex are conserved no
matter how it is parametrised (→ Section 5.3).
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Figure 7.3: (a) The same as shown in Figure 7.2(a), but employing the reservoir cutoff procedure outlined
in Section 5.2.3. The right hand side of the FRG flow equations was evaluated by virtue
of trapezoidal quadrature or (for the data computed from approximation 1) commercial NAG
integration routines [NAG]. (b) The effective mass m∗(U) defined by Eq. (7.6.2) for different
discretisation parameters and using the functional RG schemes which incorporate or incorporate
not the modification of Eq. (7.4.2). For reference, the (numerically exact) result extracted from
the NRG framework is shown as well.
original frequencies ω is also an obvious possibility. Despite the lack of any fundamental arguments
and the fact that symmetries are not preserved numerically, we exemplary investigated whether
physical properties – particularly the low-energy behaviour of the self-energy – are unchanged if γ2
is parametrised in this way. We observe that for small to intermediate U/Γ . 5, both parametri-
sations indeed give coinciding results. However, the number of discretisation points N has to be
significantly larger if the original frequencies ω instead of the bosonic frequencies are employed
[compare the poor agreement between the solid and the long-dashed line in the main part of Figure
7.2(a) with the perfect agreement even for |ω| > 0.02Γ between the two curves shown in the inset],
supporting the assessment that the latter are the natural arguments of the two-particle vertex. In
addition, it proves practically impossible to obtain coinciding results at larger U/Γ . Even though
it is again reasonable to assume that this is merely a question of numerical resources, one cannot
finally verify that the strong-coupling results presented in this Chapter are indeed independent of the
actual parametrisation of γΛ2 (i.e., free of numerical artifacts). However, there are strong arguments
favouring the use of the bosonic frequencies ν. Thus, we stick to this choice, carefully ensuring that
physical properties are independent of the corresponding parameters N, ωmin and ωmax (see Figures
7.2 and 7.3).
Numerical Breakdown
If one pursues the course of action outlined above, one can reliably extract physical properties of
the SIAM (e.g., the self-energy) provided that the two-particle interaction is not too large (see
the upcoming Sections). However, it turns out that if U/Γ & 5, numerical integration of the flow
equations fails. One observes that as Λ approaches some Λ1(U), the size of integration steps need to
be continuously decreased in order to maintain a desired accuracy, until finally the machine precision
is reached and no further progress can be made. This holds for various implementations of Runge-
Kutta advancer routines.10 However, one has to keep in mind that numerically one does not address
the exact (up to truncation) flow equations (7.3.3), (7.3.4), and (7.3.7), but an approximation
induced by discretisation of the frequency axis. Thus, before making any final statement one has to
rule out the possibility that the breakdown of numerics is merely an artifact of this approximation.
In order to do so, we repeated each Runge Kutta step with an increased number of total frequencies
N until a desired accuracy for the self-energy was reached (this procedure was already mentioned
10We did not investigate further if the observed increase of the number of steps for larger U is a sign of a stiffness
problem in the set of differential equations.
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above). It turned out that as Λ approaches Λ1, N needs to be increased continuously until finally
numerical resources are exhausted. Hence, it is impossible to say whether integration of the flow
equations fails because of fundamental reasons (i.e., truncation of the infinite FRG hierarchy after
second order) or because of the discretisation of the frequency axis.
7.4.3 Modification of the Vertex Flow Equation
Recently, a modification of the truncated FRG flow equations motivated by considering the fulfilment
of Ward identities was suggested [Kat04]. If (as in our case) the flow of the three-particle vertex is
discarded, it consists of replacing
SΛ → − dG
Λ
dΛ
= SΛ − GΛ dΣ
Λ
dΛ
GΛ (7.4.2)
on the right hand side of the flow equation for the two-particle vertex. Obviously, the additional
term proportional to GΛΣ˙ΛGΛ is at least of third order in the bare interaction strength. Indeed,
implementing the flow equations (7.3.4) and (7.3.7) for UΛ with SΛ replaced by the total derivative
−dGΛ/dΛ gives results which coincide [on the scale of the corresponding Figure such as Figures
7.5(a) or 7.6(b); see Figure 7.3(b) for an explicit example] with the original ones for U/Γ . 3.11
One observes, however, that numerical integration of the modified flow equations is possible even if
U/Γ & 5 and gives results in better agreement with the NRG reference for U/Γ ≈ 3 − 5. Hence,
we pragmatically employ these equations for the rest of the Chapter, keeping in mind that it is yet
unclear why the original scheme breaks down for U/Γ & 5.12
7.4.4 Further Approximations
As mentioned in the previous Section, the number of total discretisation points N has to be chosen
such that physical properties remain unchanged if N is increased further. For the problem at hand,
it turns out that this holds if N ≈ 50. Hence, one has to numerically integrate approximately 105
coupled ordinary differential equations, each containing an integral on the right hand side. The
latter originates from the second term in Eq. (7.4.2). Using parallelised code running on typically
8 CPU cores (of the year 2008), numerics needs a couple of days of computer time for a single set
of parameters. Thus, it is desirable to devise further approximations which allow a fast qualitative
overview of the general physics. One such approximation (which is to be called ‘appr. 1’) can be
obtained by setting
νi 6=j = 0 (7.4.3)
in the terms proportional to PΛ(ω,±νj ±ω) on the right hand side of Eqs. (7.3.4) and (7.3.7). The
two-particle vertex UΛ is then no longer parametrised by three independent arguments but by three
functions each depending on one variable νj :
13
UΛ↑↓(ν1, ν2, ν3) = U + U
Λ
1 (ν1) + U
Λ
2 (ν2) + U
Λ
3 (ν3) , (7.4.4)
11The modified flow equations for the two-particle vertex contain an integral (or a discrete frequency summation)
originating from the second term in Eq. (7.4.2), and the same holds within the reservoir cutoff scheme anyway.
We numerically implement those integrals using trapezoidal interpolation between the sampling points defined in
Section 7.4.1 but exemplary checked that our results are not affected if more elaborate integration methods [NAG]
are employed [see Figures 7.2(b) and 7.3(a)].
12For the frequency-independent approximation, replacing SΛ by −dGΛ/dΛ gives quantitatively equal results for
arbitrary U.
13Note that all symmetry relations discussed in Section 7.3.3 are still fulfilled even if the flow equations are approxi-
mated in this manner.
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and likewise for the functions UΛσ . As they constitute the case of most interest within this Thesis,
let us briefly write down the flow equations for UΛi in absence of magnetic fields explictly:
∂ΛU
Λ
1 (ν) = 2T
∑
iω
P(ω, ν − ω)[UΛ↑↓(ν,ω − ν/2,ω − ν/2)]2 ,
∂ΛU
Λ
2 (ν) = 2T
∑
iω
P(ω, ν + ω)
[
UΛ↑↓(ω + ν/2, ν,ω + ν/2)
× {UΛ↑↓(ω + ν/2,ω + ν/2, ν)− UΛ↑↓(ω + ν/2, ν,ω + ν/2)}]+ (ν → −ν) ,
∂ΛU
Λ
3 (ν) = T
∑
iω
P(ω, ν + ω)
[
UΛ↑↓(ω + ν/2,ω + ν/2, ν)
]2
+ (ν → −ν) .
(7.4.5)
This follows straightforward from Eq. (7.3.7) if one exploits all symmetries. The resulting flow
equations (7.4.5) can be solved with dramatically reduced numerical effort. A general motivation
for this approximation can be given by noting that the three Feynman diagrams [corresponding to
the particle-particle and the two particle-hole – terms on the right hand side of Eqs. (7.3.4) and
(7.3.7)] which contribute to γ2 in second-order perturbation theory each depend on a single frequency
νj=1,2,3 only. Appr. 1 is thus justified for small U, and it turns out that indeed for U/Γ . 5, one can
obtain quantitatively reliable results within minutes of single-core CPU time (→ Section 7.5.2). In
addition, the connection to perturbation theory a posteriori illustrates that the bosonic frequencies
νi of Eq. (7.3.2) can be regarded as the natural arguments of the two-particle vertex γ
Λ
2 .
7.4.5 Numerical Checks
We conclude this Section with a brief summary of checks we have performed in order to ensure that
the numerical implementation of the functional RG flow equations is indeed correct. Namely, we
have tested that
• implementing the flow equations (7.3.3), (7.3.4), and (7.3.7) with or without explicitly ex-
ploiting the symmetries discussed in Section 7.3.3 gives coinciding results,
• the same holds if the two-particle vertex is not parametrised by Eq. (7.3.1) but if the flow
equations are just taken in their general form of Eq. (5.1.26),
• data calculated within the approximation outlined in Section 7.4.4 is reproduced by the full
scheme with frequency arguments appropriately set to zero,
• carrying out perturbation theory directly or by virtue of the functional RG formalism (→
Section 7.3.6) gives equivalent results at ǫ = 0,
• despite some issues about numerical parameters, our data for zero magnetic field (roughly)
coincides with that of [Hed07].
7.5 Spectral Functions
In this Section, we present results for physical properties of the SIAM which we obtain from numer-
ically integrating the flow equations (7.3.3), (7.3.4), and (7.3.7) with the modification introduced
in Section 7.4.3. Unless mentioned otherwise, we suppress low energy modes by virtue of a sharp
energy cutoff (or its finite-temperature analogue). Our findings are benchmarked against data ob-
tained from the framework of the numerical renormalization group. We discuss the spectral function
as well as the average impurity occupation number, in particular in the regime of small to interme-
diate U/Γ . 5. The question whether the FRG framework contains an exponential energy scale in
the strong coupling limit will be addressed in the next Section. We elaborate on how our results are
modified by the additional approximations introduced above.
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Figure 7.4: (a) Impurity spectral function ρ(ω) = ρ↑(ω) = ρ↓(ω) of the SIAM for intermediate Coulomb
repulsion U/Γ = 4, zero temperature and zero magnetic field at the particle-hole symmetric
point. The results were obtained using Pade´ approximation of the Green function (GF) or the
self-energy (SE) calculated from the FRG flow equations (7.3.3), (7.3.4), and (7.3.7). In order
to test the stability of this procedure, different discretisation parameters were employed. (b) A
comparison of the spectral function at U/Γ = 8 and temperatures T/Γ = 0.02, 0.05, 0.2, 0.6
(top to bottom) computed by second order perturbation theory. The calculation was carried out
either directly on the real axis (solid lines; see Section 7.3.6) or in imaginary frequency space
(using the functional RG formalism with the modifications discussed in Section 6.1) followed by
analytic continuation (dashed lines).
7.5.1 Pade´ Approximation
By construction, our functional RG scheme gives the self-energy Σσ(iω) and the interacting Green
function Gσ(iω) in Matsubara frequency space. Hence, an analytic continuation needs to be per-
formed in order to obtain the spectral function
ρσ(ω) = − Im Gσ(ω + iη)
π
. (7.5.1)
Since Gσ(iω) is only known numerically for a certain discrete number of points, such a continuation
cannot be carried out analytically. Here, we compute ρ(ω) using Pade´ approximation [Bak75,Vid77].
We address the possibility of numerical artifacts – analytic continuation being an ill-posed problem –
by computing each particular curve for various (at least two) realisations of the Matsubara frequency
discretisation. In addition, we check that calculating ρ from Pade´ approximation of the Green
function G (iω) and the self-energy Σ (iω) (using an odd and even number of discretisation points,
respectively) gives coinciding results [see Figure 7.4(a) for an illustration and (b) for an overall test
of the Pade´ algorithm]. In short, analytic continuation turns out to be stable at zero temperature,
small U/Γ . 5, small ǫ . U/2, and small B . U/10, whereas it is more difficult to reliably calculate
spectral functions for larger Coulomb interaction and particularly finite T > 0.
7.5.2 Spectral Functions
In Figures 7.5, 7.6, and 7.7, we compare ρ(ω) obtained from the NRG framework with FRG results.
For reference, data calculated using the restricted Hartree-Fock approximation (→ Section 7.3.6)
is shown as well. For small Coulomb interaction U/Γ = 2 − 4 the NRG and frequency-dependent
FRG schemes agree quite well. This holds particularly if both the impurity energy and the magnetic
field are not too large [see Figure 7.5(a) and 7.6 for finite ǫ and Figure 7.7(b) for finite B]. For
U/Γ & 3, the spectral functions from both schemes begin to deviate if either ǫ/Γ or B/Γ is
increased sizeably [see Figure 7.6(b) for the ǫ-dependence]. However, at the same time the Pade´
approximation is observed to become unstable, rendering it reasonable to consider quantities which
can be calculated directly from the imaginary axis (such as the zero-temperature spectral weight at
the chemical potential and the average occupation number) in order to assess the accuracy of the
FRG approximation for large ǫ/Γ and B/Γ . This is done in Section 7.5.3.
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Figure 7.5: (a) The same as Figure 7.4(a), but for for weak Coulomb repulsion U/Γ = 2. The discretisation
parameters read N = 75, ωmin/Γ = 1 · 10
−5, and ωmax/Γ = 2259. For reference, spectral
functions calculated from the numerical renormalization group as well as the restricted Hartree-
Fock approximation (RHF; see Section 7.3.6) are shown as well. (b) Intermediate coupling
U/Γ = 4 and both zero and finite temperature T . The frequency discretisation for T > 0 is
determined by N = 81, N0 = 18, S = 2, and A = 2.
Finite Temperatures
It is particularly important to point out that the FRG approximation yields accurate results both for
T = 0 and at finite temperatures [see Figures 7.5(b) and 7.6(a) for T > 0]. One should note that
accounting for the frequency-dependence of γΛ2 within the FRG truncation scheme is imperative in
order to properly extract a spectral function at T > 0 – the latter being a Lorentzian of constant
height 1/π in the frequency-independent appr. 2 of Section 7.3.5 (→ Figure 7.1). In that respect,
it would be desirable to further investigate the temperature-dependence of physical properties (e.g.,
Fermi-liquid behaviour). The Pade´ approximation, however, turns out to be particularly ill-controlled
for T > 0, and extracting ρ(ω) for a variety of parameters is practically impossible. In contrast,
computing the NRG Matsubara Green function from the real-axis data (by virtue of a Hilbert
transformation; see Section 4.1) is numerically well-controlled, and at small to intermediate U/Γ .
4 perfect agreement with FRG results is observed for arbitrary temperatures. In addition, the
problem of analytic continuation can be mostly circumvented if one only aims at the linear-response
conductance (→ Section 7.7), and its T > 0 – behaviour is reproduced well by the frequency-
dependent functional RG up to intermediate interactions strength.
Towards Strong Coupling
For some larger U/Γ = 5, FRG data is still in good agreement with the NRG reference [see Figure
7.7(a)]. In contrast, the spectral function obtained from second-order perturbation theory (→
Section 7.3.6) already deviates sizeably from the NRG curve, and one observes that this disagreement
becomes even worse if ǫ is shifted away from particle-hole symmetry. If U is increased further towards
the strong-coupling limit, we observe that even at ǫ = B = T = 0 the Pade´ approximation becomes
unstable for large energies |ω| & 2TK (TK being the Kondo scale). Hence, it is impossible to
address the question whether the FRG scheme describes Hubbard bands, whereas a resonance at
the chemical potential can still be extracted reliably. As mentioned above, the agreement between
the FRG and NRG frameworks deteriorates for U/Γ & 5. This will be illustrated explicitly (also in
relation to perturbation theory) in Section 7.6 where the width of the ω = 0 (Kondo) – resonance is
compared. In short, one can state that for the problem at hand the FRG approximation is accurate
for small to intermediate Coulomb interaction U/Γ . 5.
Unmodified Scheme
As mentioned in Section 7.4.3, performing FRG calculations without replacing the single-scale
propagator by Eq. (7.4.2) gives results which almost coincide with those presented in Figures
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Figure 7.6: The same as Figure 7.5, but additionally showing spectral functions obtained from the FRG
approximation 1 introduced in Section 7.4.4.
7.5(a) and 7.6(b). The deviation between both schemes is larger (though still not sizeable) in Figure
7.5(b) (where U/Γ = 4), and the data computed with SΛ → ∂ΛGΛ turns out to be quantitatively
better [see also Figure 7.3(b)].
Further Approximation
As mentioned above, producing one of the curves shown in Figure 7.5 usually takes a time span
which is of the order of days. Hence, it is desirable to determine the accuracy of the (numerically
far less demanding) approximation devised in Section 7.4.4. This is done in Figures 7.6 and 7.7.
One observes that even for U/Γ = 4 and U/Γ = 5, appr. 1 gives results which agree well with
those obtained from Eqs. (7.3.3), (7.3.4), and (7.3.7) and with NRG, respectively. This holds for
arbitrary impurity energies ǫ and both zero- and finite temperatures T . If U/Γ . 3, the spectral
functions computed from the NRG, FRG and FRG appr. 1 become indistinguishable. Hence, the
latter provides an efficient tool to extract ρ(ω) provided that the Coulomb interaction is not too
large (U/Γ . 5 in case of the SIAM).
Reminder: Spectral Functions within the Static Approach
In contrast (and as already mentioned above), the spectral function is by construction a Lorentzian
of interaction-independent width 2Γ and temperature-independent height 1/(πΓ ) if one completely
discards the frequency-dependence of the two-particle vertex and the self-energy [→ Figure 7.1(a)].
Hence, this approximation is not suited to compute finite-frequency properties of the SIAM. On the
other hand, it was observed in a previous publication [Kar06a] that for T = 0 the spectral weight
at ω = 0 is described well by the frequency-independent FRG scheme even in the strong-coupling
limit, and the zero-temperature linear-response conductance G (ǫ) – which is a zero-energy property
– features the characteristic Kondo plateau in quantitative agreement with NRG calculations [see
Figure 7.1(b)].
7.5.3 Spectral Weight at Zero Frequency and Average Occupation
In Figure 7.8, we show the zero-temperature spectral weight at the chemical potential ρ(ω = 0) and
the average occupation number 〈n〉 as a function of both the magnetic field and the impurity energy.
We exclusively employ the numerically less demanding FRG appr. 1 in order to tackle the large
number of parameters but exemplary checked that the full (frequency-dependent) approximation
gives coinciding results (in agreement with the statements of Section 7.5.2). Both ρ(0) and 〈n〉
can be extracted directly from the imaginary axis and can thus be computed without the need for
an ill-controlled analytic continuation. In particular, the average occupation can by definition be
obtained by integrating the Matsubara Green function over the imaginary axis [focusing exclusively
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Figure 7.7: (a) The same as Figure 7.6, but for larger U/Γ = 5. The second-order perturbation theory
result is shown as well (PT). (b) Spectral functions obtained from appr. 1 in presence of a
magnetic field B. The upper panel shows the spin-up component ρ↑(ω) only.
on the zero-temperature form of Eq. (4.5.21)]:
〈nσ〉 = 1
2π
∫
e iωηGσ(iω) dω . (7.5.2)
In comparison with NRG as well as with exact Bethe ansatz data (taken from [Ger00]), one observes
that the frequency-dependent FRG scheme describes both ρ(ω = 0) and 〈n〉 very accurately for
small U/Γ = 2 and intermediate U/Γ = 4− 6.
Ward Identities
It is also possible to extract the average occupation 〈n〉 from a Friedel sum rule [Hew93],
〈nσ〉FSR = 1
2
− 1
π
arctan
[
ǫ+ σB/2 + Re Σ (iη)
Γ
]
, (7.5.3)
as well as from the derivative of the grand canonical potential Ω with respect to the single-particle
energy ǫ:
〈n↑ + n↓〉Ω = dΩ
dǫ
∣∣∣
ǫ=0
. (7.5.4)
The interacting part of Ω can be computed from the flow equation (5.2.12).14 Since the truncated
FRG is not a conserving approximation, these different ways to compute the average occupation
do not necessarily give coinciding results. However, using FRG appr. 1 one observes that both
〈n〉 and 〈n〉Ω agree well with the Bethe ansatz result even for U/Γ = 6 [see Figure 7.8(b)]. In
contrast, 〈n〉Ω differs sizeably from the exact data if the simpler frequency-independent FRG scheme
(appr. 2) is employed. This illustrates that the FRG approximation to the grand canonical potential
is systematically improved by accounting for the frequency dependence of the two-particle vertex.
In contrast, the Friedel sum rule 〈n〉 = 〈n〉FSR is fulfilled analytically within the (effectively non-
interacting) approximation 2, whereas the frequency-dependent schemes yield a self-energy Σ (iη)
whose real part deviates from the Bethe ansatz result (at fairly large U/Γ = 6) for intermediate ǫ/Γ .
This agrees with the observation that (at U/Γ & 3) the FRG spectral function is more accurate
close to particle-hole symmetry than for larger ǫ.
14Equivalently, one can directly implement a flow equation for average occupation number itself. For the problem
at hand, however, this is complicated (since the vertex feeds back into its own flow equation), and the results
presented in [Hed07] are incorrect.
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Figure 7.8: (a) Comparison of NRG and FRG data for the zero-temperature spectral weight ρ(ω = 0)
and for the average occupation number 〈n〉 [determined by Eq. (7.5.2)] as a function of the
magnetic field B for different parameters. (b) Average occupation extracted from integrating
the Matsubara Green function [Eq. (7.5.2)], from a Friedel sum rule [Eq. (7.5.3)], and from
the derivative of the free energy [Eq. (7.5.4)] in comparison with Bethe ansatz data taken
from [Ger00]. FRG calculations were carried out using the approximation 1 as well as the
frequency-independent scheme (appr. 2).
7.6 The Kondo Scale
In this Section, we investigate whether the FRG framework contains an exponentially small energy
scale governing the low-energy physics in the strong-coupling limit. From the exact Bethe ansatz
solution of the SIAM it is known that this so-called Kondo temperature TK is given by [Hew93]
TK =
√
UΓ/2 exp
[
− π
8UΓ
∣∣U2 − 4ǫ2∣∣] . (7.6.1)
In Section 7.5 we have already noted that NRG and FRG results begin to deviate seriously for
U/Γ & 5. However, it was previously observed [Kar06a] that an exponential energy scale can
be extracted out of zero-energy properties (e.g., the static spin susceptibility) using a frequency-
independent FRG truncation scheme (appr. 2). Hence, it is reasonable to address the same issue
using the frequency-dependent FRG approach.
7.6.1 Effective Mass
A characteristic low-energy property governed by the Kondo temperature is the width of the zero-
frequency resonance in the spectral function at ǫ = T = B = 0. Equivalently, one can consider the
effective mass m∗(U) defined by
m∗(U) = 1− d [ImΣ (iω)]
dω
∣∣∣∣∣
ω=η
=
d [ImG(iω)]
dω
∣∣∣∣∣
ω=η
. (7.6.2)
This quantity can be accessed directly within the Matsubara FRG formalism, whereas it is computed
from the NRG spectral functions using a Hilbert transformation (→ Section 4.1). The latter is much
more controlled than analytic continuation from the imaginary to the real axis, so that numerical
artifacts originating from Pade´ approximation are ruled out from the beginning. The results are
shown in Figure 7.9(a).15 One observes that m∗(U) shows quadratic behaviour for small U, and
that data obtained from the NRG, FRG and FRG appr. 1 agree well for U/Γ . 5. In contrast, there
is already a sizeable deviation between the NRG reference and perturbation theory for U/Γ & 3. In
the Kondo regime, the effective mass computed from the NRG approach is inversely proportional to
15The behaviour of the effective mass computed by virtue of the reservoir cutoff scheme [→ Figure 7.9(b)] will be
discussed in Section 7.8.
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Figure 7.9: Comparison of NRG and FRG results (at ǫ = T = B = 0) for the effective mass m∗(U) defined
by Eq. (7.6.2). In the strong coupling limit U/Γ ≫ 1, the NRG scheme gives m∗ ∝ T−1K ,
whereas the FRG approach does not show exponential behaviour. (a) The FRG results were
obtained using discretisation parameters N = 75, ωmin/Γ = 1 · 10
−5, and ωmax/Γ = 2259
(N = 100, ωmin/Γ = 1 · 10
−5, and ωmax/Γ = 4141 for those of appr. 1). The effective
mass extracted from second-order perturbation theory is shown as well (PT). (b) Additional
data computed from the reservoir cutoff scheme discussed in Section 5.2.3 with N = 160,
ωmin/Γ = 1 · 10
−5, and ωmax/Γ = 2126 [full flow equations (7.3.3), (7.3.4), and (7.3.7)] or
N = 160, ωmin/Γ = 1 · 10
−5, and ωmax/Γ = 829 (appr. 1). For the latter case, results from the
unmodified FRG scheme (→ Section 7.4.3) are shown as well.
the Kondo temperature. In contrast, the FRG scheme does not produce an exponential behaviour.
It deviates seriously from the NRG reference for U/Γ & 5, a mere observation being that the appr. 1
gives results which are quantitatively better. The same statements hold if one considers the width of
the spectral function itself. It turns out that in the strong coupling limit the latter can be obtained
by scaling 1/m∗(U) with a U-independent factor. Recalling the observation that in general the
Pade´ approximation becomes unstable for large U, this is a clear indication that it is yet possible to
reliably extract a zero-frequency resonance from Matsubara FRG calculations.
7.6.2 Static Spin Susceptibility
A second quantity governed by the Kondo energy scale is the static spin susceptibility χ. Its definition
reads
χ(U) = −d (〈n↑〉 − 〈n↓〉)
dB
∣∣∣∣∣
B=0
, (7.6.3)
where 〈nσ〉 denotes the average occupation number of electrons with spin direction σ at the impurity.
The results are shown in Figure 7.10(a). Again, one observes good agreement between NRG and
FRG data for U/Γ . 5. The susceptibility derived from the NRG approach becomes proportional
to the inverse Kondo temperature in the strong-coupling limit, whereas the FRG framework does
not yield exponential behaviour [no matter how 〈n〉 is actually computed;16 see Figure 7.10(b)]. In
contrast, the susceptibility calculated by virtue of the frequency-independent FRG scheme (appr. 2)
is of the form exp(−cU/Γ ) with c ≈ 1/π ≈ π/8. The Kondo scale is thus contained at this
simple level of truncation but not within the – by construction ‘higher-order’ – frequency-dependent
approximation. On the other hand, one observes that at small U/Γ . 5, the agreement with the
NRG reference improves significantly by employing the latter [see the inset of Figure 7.10(a)]. The
same holds if within appr. 2 the Kondo temperature is defined as the magnetic field BK necessary
16In contrast to the occupation number itself, computing the susceptibility from the second derivative of the free
energy is numerically involved as the regime of purely quadratic behaviour and the corresponding relative change
in the value of Ω are usually much smaller than any reasonable accuracy of the ODE solver. This can be cured
by implementing simultaneously complete sets of uncoupled FRG equations for different magnetic fields B1 and
B2 and to complement those by a flow equation for the energy difference Ω(B1)− Ω(B2).
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Figure 7.10: Static spin susceptibility defined by Eq. (7.6.3). (a) FRG results were computed using
Eq. (4.5.21) as well as parameters N = 50, ωmin/Γ = 1 · 10
−5, and ωmax/Γ = 980. Data
obtained from the frequency-independent truncation scheme (appr. 2) is shown as well. For
reasons of convenience, symbols (connecting lines) are not shown in the main part (the inset).
(b) The same, but with average occupation numbers 〈n〉 extracted from a Friedel sum rule
(FSR) or the derivative of the free energy Ω.
to suppress the spectral weight at the chemical potential down to 1/(2πΓ ). Again, it turns out that
BK ∝ exp[−U/(πΓ )] [Kar06a], but this exponential behaviour is lost if the frequency-dependence of
γΛ2 is accounted for.
7.7 Linear Conductance
An observable of great experimental significance is the linear-response conductance G . For the
problem at hand (where only a single interacting site is coupled to the Fermi-liquid baths), it is
solely determined by the impurity spectral function ρ(ω) [→ Eq. (4.5.17)]. At zero temperature,
G can thus be computed directly from our functional renormalization group approximation to the
Matsubara self-energy since only the zero-frequency weight at the chemical potential contributes
to the integral.17 At finite T > 0, however, ρ(ω) needs to be calculated by virtue of an analytic
continuation of numerical data, which generally is an ill-controlled procedure (→ Section 7.5.1).
In the following, we illustrate how to (partly) circumvent this problem by representing the real-
frequency integral of Eq. (4.5.17) in terms of a sum of the Green function derivative over the
imaginary axis. The latter can be obtained in a much more stable way from Pade´ interpolation
(rather than continuation). However, instead of using the slowly-converging (and hence unpractical)
Matsubara expansion of the Fermi function, we employ a more elaborate representation by virtue of
continued fractions recently introduced by [Oza07].
7.7.1 Fermi Function in Terms of Continued Fractions
It is instructive to re-derive the Fermi function representation in terms of continued fractions in a
more simplified way (guided by [Sch]). We start out introducing the auxiliary functions
Fa(x) =
∞∑
n=0
xn
n!an
, an≥1 = a(a + 1) ... (a + n − 1) , a0 = 1 . (7.7.1)
Both sinh(x) and cosh(x) – and therefore eventually the Fermi function f (x) as well – can be related
to Fa(x). Namely,
cosh(x) =
∞∑
n=0
x2n
(2n)!
=
∞∑
n=0
(x2/4)n
n!
4nn!
(2n)!
, (7.7.2)
17Moreover, an exact zero-temperature expression for the conductance through an arbitrary geometry in terms of
Green function in imaginary frequency space is provided by Eq. (4.5.15) [Ogu01].
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and by induction it follows that for the coefficients cn = (2n)!/4
nn!
cn+1 =
[2(n + 1)]!
4n+1(n + 1)!
=
(2n + 2)(2n + 1)
4(n + 1)
cn = (1/2 + n)cn ⇒ cn =
(
1
2
)
n
, (7.7.3)
and likewise for the function sinh(x). This gives
cosh(x) = F1/2(x
2/4) , sinh(x) = xF3/2(x
2/4) (7.7.4)
⇒ f (x) = 1
ex + 1
=
1− tanh(x/2)
2
=
1
2
− x
4
F3/2(x
2/16)
F1/2(x2/16)
. (7.7.5)
We proceed by establishing a recurrence relation for Fa:
Fa−1(x)− Fa(x) =
∞∑
n=1
xn
n!
[
1
(a− 1)a ... (a + n − 2) −
1
a(a + 1) ... (a + n − 1)
]
=
∞∑
n=1
xn
n!
1
a(a + 1) ... (a + n − 2)
[
1
a− 1 −
1
a + n − 1
]
=
1
a(a− 1)
∞∑
n=1
xn
(n − 1)!
1
(a + 1) ... (a + 1 + n − 2)
=
x
a(a + 1)
Fa+1(x) ,
(7.7.6)
which immediately leads to
Fa(x)
Fa−1(x)
=
1
1 + x
a(a−1)
Fa+1(x)
Fa(x)
. (7.7.7)
The very same relation appears if one aims at computing the inverse of an infinite tridiagonal matrix
C associated with a semi-infinite one-dimensional tight-binding chain with nearest neighbor hopping
and starting at site n = 1. Using the projection equation (4.4.12), one obtains (for n ≥ 1)
(
C−1[n]
)
n,n
=
1
Cn,n − Cn,n+1
(
C−1[n+1]
)
n+1,n+1
Cn+1,n
, (7.7.8)
where C[n] denotes the part of the matrix C projected onto the sites greater and equal to n. Thus,
f (x) =
1
2
− x
4
〈
1
∣∣∣(1 + ixB)−1∣∣∣1〉 , (7.7.9)
with the elements of the tridiagonal matrix B defined as
Bi ,i+1 =
1
2
1√
2i + 1
1√
2i − 1 . (7.7.10)
Thus, one needs to solve the ordinary eigenvalue problem
B
∣∣bα〉 = bα∣∣bα〉 , (7.7.11)
which subsequently allows for rewriting
〈
1
∣∣∣(1 + ixB)−1∣∣∣1〉 = ∑
α
|〈1|bα〉|2
1 + ixbα
=
∑
α>0
|〈1|bα〉|2
[
1
1 + ixbα
+
1
1− ixbα
]
=
∑
α>0
2|〈1|bα〉|2
1 + x2b2α
,
(7.7.12)
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where we have used that ±bα are simultaneously eigenvalues to the same eigenvector, and the sum
can be reduced to the positive part of the spectrum (labelled as α > 0) only. Finally,
f (x)− 1
2
= −
∑
α>0
[
Rα
x − i/bα +
Rα
x + i/bα
]
, Rα =
|〈1|bα〉|2
4b2α
, (7.7.13)
which is obviously equivalent to the usual Matsubara expansion of the Fermi function and thus
necessarily bα = 1/π(2n + 1), Rα = 1. However, the rapid decay of its elements motivates to
replace the infinite matrix B by one of (even) size M <∞, and it turns out that the corresponding
truncated series – where the eigenvalues bα and residues Rα need yet to be determined – converges
much faster than the ordinary Fourier representation. One can show [Oza07,Mon10] that the lowest
60 percent of the eigenvalues bα are almost equal to their Matsubara counterparts, but eventually
1/bα increases much faster than 2n + 1. Here, we only note that rather small values of M = 10
excellently approximate the Fermi function for not too large arguments x [see the inset to Figure
7.11(a) as well as [Kar10c] for more details].
7.7.2 Finite-Temperature Conductance
General Relation
We can now rewrite the energy integral of Eq. (4.5.17) describing the linear-response conductance
G of the Anderson model by virtue of the previously-derived Fermi function representation. Namely,
G = −2πΓ
∫
f ′(ω)ρ(ω)dω = 2πΓ
∫
f (ω)ρ′(ω)dω
= 2πΓ
∫ [
1
2
− 1
β
∑
α>0
(
Rα
ω − i ω˜α +
Rα
ω + i ω˜α
)]
ρ′(ω) dω
=
2πΓ
β
∑
α>0
Rα
2πi
∫ (
1
ω − i ω˜α +
1
ω + i ω˜α
)
∂ω
[
G ret(ω)− G adv(ω)] dω
=
2πΓ
β
∑
α>0
Rα∂iω˜α [G
eq(i ω˜α) + G
eq(−i ω˜α)]
=
4πΓ
β
∑
α>0
Rα Im
dG eq(i ω˜α)
d ω˜α
,
(7.7.14)
where we have used that the retarded and advanced Green function are analytic in the upper and
lower half of the complex plane, respectively. Thus, one needs to determine the derivatives of
the Matsubara Green function at the modified frequencies ω˜α = T/bα. This can be achieved
by the Pade´ approximation discussed in Section 7.5.1. It turns out, however, that this algorithm
yields much more stable results for imaginary frequency arguments (i.e., for interpolating between
physical Matsubara frequencies in order to calculate the derivative) than on the real axis [see Figure
7.11(a) as well as (b) where this procedure is particularly tested for perturbation theory data].
Moreover, the series can typically be truncated already at M = 10 due to its rapid convergence, and
the interpolation only needs to be evaluated at a few frequency points [see Figure 7.11(a)].
Results for the Anderson Model
Figure 7.12 shows the linear-response conductance of the single impurity Anderson model as a func-
tion of the gate voltage ǫ for various temperatures. For small to intermediate Coulomb interactions,
the functional RG data computed from the Fermi-function expansion of Eq. (7.7.14) agrees nicely
with an NRG reference. This holds both for the line-shape of G (ǫ) as well as the scale at which the
conductance significantly deviates from its T = 0 value. Moreover, the functional RG correctly re-
produces the purely quadratic temperature dependence of G [Hew93] [see the inset to Figure 7.12(a)].
As U/Γ becomes larger, the deviations to the numerical RG benchmark increase (which is already
the case for T = 0). For the same interactions, we observe the Pade´ interpolation to become more
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Figure 7.11: (a) Linear-response conductance of the Anderson model at U/Γ = 2, ǫ/Γ = 0.5, B = 0, and
T/Γ = 0.2 computed from the Fermi-function expansion of Eq. (7.7.14) truncated at even
integer number M. The derivatives ∂ωG
eq(iω) were calculated using Pade´ interpolation of
the self-energy (N = 50 discretisation points) or the Green function (N = 51) itself, which
in turn were extracted from the FRG approximation scheme discussed in Section 7.4.4. Inset:
Comparison of the exact Fermi function f (x) (blue) with the expansion of Eq. (7.7.13) trun-
cated at M = 2 (red) and M = 10 (orange). (b) Derivative of the second-order perturbation
theory Matsubara Green function at U/Γ = 8, ǫ = B = 0, and temperatures T/Γ = 0.02,
0.05, 0.2, 0.6 (from top to bottom). Blue lines show the ‘exact result’ obtained directly from
Eq. (7.3.28), symbols the derivative of the Pade´ approximation to the Green function, the
latter given at the physical Matsubara frequencies only. G eq(iω) was calculated by virtue of
Eq. (7.3.28) (crosses) or – as a consistency check for the corresponding numerics – from the
functional RG formalism (circles; see Section 6.1).
and more unstable, rendering it impossible to investigate whether the finite-temperature conduc-
tance actually exhibits characteristic Coulomb blockade features (associated with atomic Hubbard
peaks in the local density of states) at least qualitatively for some ‘intermediate to large’ values of
U/Γ ≈ 6 − 8. In the regime of small to intermediate U/Γ . 5, however, it seems reasonable to
conclude that our functional RG scheme quantitatively describes finite-frequency properties of the
SIAM for arbitrary temperatures.
7.8 Reservoir Cutoff Scheme
We conclude our study of the SIAM by some brief remarks on results calculated by virtue of the
reservoir cutoff scheme of Section 5.2.3 implemented within the Matsubara formalism.18 It turns out
that only for small Coulomb interactions U/Γ . 2, one can obtain accurate results for frequency-
dependent quantities, whereas already for intermediate U/Γ ≈ 5, the agreement with NRG reference
data is bad and inferior to perturbation theory (see Figure 7.9 for the effective mass). This holds both
if the two-particle vertex is parametrised by three independent frequency arguments or employing
the decoupling described by Eq. (7.4.4). Moreover, the numerical integration of the flow equations
breaks down completely above U/Γ & 7, no matter if the modification of Eq. (7.4.2) is implemented
or not [as a matter of fact, this replacement only leads to marginal changes; see Figure 7.9(b)]. As
the reservoir cutoff scheme, however, does not seem to be a reasonable choice within the frequency-
dependent Matsubara formalism after all,19 we refrain from further investigating the origin of the
problem. Importantly, let us again note that we have verified that evaluating the r.h.s. of the flow
equations (7.3.3), (7.3.4), and (7.3.7), which always contain an energy integral, using trapezoidal
quadrature or commercial NAG routines [NAG] gives coinciding results [see also Figure 7.2(b)].
18To first-order, the (frequency-independent) zero-temperature Matsubara FRG flow equations of the reservoir and
sharp cutoff schemes are identical (as the bath was assumed to be structureless; see Section 5.2.3).
19This is different in Keldysh space where the reservoir cutoff does not suffer from the violation of causality (→
Chapter 8).
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Figure 7.12: Linear-response conductance of the SIAM as a function of the gate voltage at zero magnetic
field, various temperatures, and Coulomb interactions of (a) U/Γ = 2 and (b) U/Γ = 4. Nu-
merical RG reference data (solid lines, from [Jak10a]) is compared with FRG results (symbols)
computed by virtue of the approximation scheme introduced in Section 7.4.4 as well as the
Fermi-function expansion of Eq. (7.7.14). Inset: Temperature dependence of the conductance
at ǫ = 0 computed from the FRG framework (symbols) as well as a quadratic fit (solid). The
fitting interval T = 0 ... 0.06Γ roughly corresponds to the regime where the non-interacting
curve (dashed) is purely quadratic.
7.9 Conclusions & Outlook
Proof of Principle
In this Chapter, we have introduced a truncation scheme for the infinite hierarchy of FRG flow
equations which accounts for the frequency dependence of the two-particle vertex and explicitly
derived the corresponding flow equations for the single impurity Anderson model. Using a variety
of parametrisation procedures, we carefully addressed the issue of numerical artifacts originating
from the discretisation of the Matsubara axis. We showed that at intermediate Coulomb interaction
U/Γ . 5 one can obtain data which is independent of any numerical parameters. In contrast,
different ways to parametrise the three frequency arguments of the two-particle vertex do not give
coinciding results in the strong-coupling regime, even though it is reasonable to assume that this
is merely a question of numerical resources. In addition, there are strong (conceptional and prac-
tical) arguments favouring the use of a certain set of bosonic frequencies. We thus employed this
parametrisation to carry out calculations at large U, carefully ensuring that the results are indepen-
dent of any remaining numerical parameters (particularly the number of frequencies N).
Results for the Anderson Model
In general, it turned out that at small to intermediate U/Γ . 5 the FRG approximation works well
(benchmarking our results against numerical RG reference data), and properties such as spectral
functions or – circumventing the need for an ill-controlled analytic continuation – the linear-response
conductance, which are certainly of both experimental and theoretical interest, can be computed
accurately for arbitrary parameters (particularly finite temperatures). Using a simplified set of flow
equations, such reliable calculations are possible within minutes of CPU time. In contrast, it proved
impossible to tackle the strong-coupling limit, and zero-energy aspects of Kondo physics which are
captured by a simple frequency-independent FRG scheme (e.g., the static spin susceptibility χ being
governed by an exponential energy scale [Kar06a]) are no longer described by the ‘higher-order’
frequency-dependent approximation. However, it is imperative to keep in mind that it was neither
possible to clarify why one particular (unmodified) FRG scheme breaks down for large Coulomb
interactions nor practically manageable to obtain data independent of all numerical parameters
(namely the parametrisation of the two-particle vertex). On the other hand, at small to intermediate
U the agreement with NRG or Bethe ansatz data is improved quantitatively by employing the more
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elaborate finite-frequency scheme. These observations are consistent with the fact that the latter
contains all terms up to order U2 (but gives results superior to second-order perturbation theory),
whereas the frequency-independent approximation is only correct to first order in U. The static
approach, however, does not suffer from typical mean-field artifacts such as the breaking of spin
symmetry and gives results which are in significantly better agreement (compared to Hartree-Fock)
with reference calculations (concerning the low-energy physics of quantum dots20). It can thus be
pragmatically viewed as a reliable tool to derive effective non-interacting parameters which accurately
describe zero-energy aspects (e.g., the T = 0 linear-response conductance) of correlation phenomena
– an RG enhanced Hartree-Fock theory.
Outlook to later Parts of this Thesis
Having developed the technical background, we will straightforward apply the frequency-dependent
functional RG scheme to the interacting resonant level model (Chapter 8) as well as to the quantum
dot Josephson problem (Chapter 9). In a nutshell, it turns out that in complete analogy to the
problem at hand fundamental features prone to those models (e.g., power-law behaviour of the
IRLM) which are captured by the static approximation get lost within the (more elaborate) second-
order scheme. Thus, a way on how to tackle strong-coupling physics using a frequency-dependent
FRG approach needs yet to be devised.
. . . and to the Future
Concerning prospects for future work, it would be interesting to apply the frequency-dependent FRG
scheme presented in this Chapter to such multi-impurity systems which cannot be accessed easily
using the NRG framework (the numerical effort growing only as a power law but not exponentially
with the number of impurities and the number of channels). In the context of quantum wires, a
renormalization group-based approach to any microscopic model is inherently necessary because of
infrared energy divergences in perturbation theory – the latter neither showing up for the IRLM
(Chapter 8) nor for the BCS problem (Chapter 9). From a conceptional point of view, it would be
favourable to set up an FRG scheme in real frequency space which does not suffer from the need for
an ill-controlled (particularly at finite temperatures) analytic continuation if one aims at extracting
spectral functions. As mentioned above, first results in this direction were published [Jak10a].
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Abstract
We investigate equilibrium and steady-state non-equilibrium transport properties of a spinless reso-
nant level locally coupled to two conduction bands of width ∼ Γ via a Coulomb interaction U and
a hybridisation t ′. In order to study the effects of finite bias voltages beyond linear response, the
functional renormalization group in Keldysh frequency space is employed. Being mostly unexplored
in the context of quantum impurity systems out of equilibrium, we benchmark this method against
recently-published time-dependent density matrix renormalization group data. We thoroughly inves-
tigate the scaling limit Γ → ∞ characterised by the appearance of power laws. Most importantly,
at the particle-hole symmetric point the steady-state current decays like J ∼ V−αJ as a function
of the bias voltage V ≫ t ′, with an exponent αJ(U) that we calculate to leading order in the
Coulomb interaction strength. In contrast, we do not observe a pure power-law (but more complex)
current-voltage-relation if the energy ǫ of the resonant level is pinned close to either one of the
chemical potentials ±V /2.
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8.1 Introduction
The Stage: Correlations in Quantum Dots out of Equilibrium
Experiments on nanostructures represent a highly-active field of research. Whereas transport prop-
erties can be measured straightforward beyond linear response, a theoretical approach to quantum
impurities out of equilibrium is challenging in presence of Coulomb interactions which are ubiqui-
tous in low-dimensional systems. Over the last years, a great variety of both numerical as well as
analytical methods was developed to study correlation effects on the non-equilibrium dynamics of or
steady-state current through quantum dots. Ranking among those are exact Bethe ansatz solutions
[Kon01, Meh06], perturbative renormalization group schemes [Sch00a, Sch00b, Ros01, Doy06, Sch09],
quantum Monte Carlo [Han07,Sch08], a real-time path integral approach [Wei08], Hamiltonian flow
equations [Keh05], as well as the time-dependent numerical [And05,Roo08] and density matrix renor-
malization group (DMRG) [Day04, Sch04, Whi04, Hei09] frameworks. While all these methods had
long-standing success in computing linear-response properties of quantum impurity systems, the
non-equilibrium situation is still a newly-emerging and thus rather unexplored field.
The Functional RG for Linear Response Problems
The functional renormalization group provides an a priori exact re-formulation of a correlated many-
particle problem in terms of coupled flow equations for irreducible vertex functions of arbitrary
order. In the context of quantum dots in equilibrium, even a very simple way to truncate this
infinite hierarchy, which can be viewed as a kind of RG-enhanced Hartree-Fock approximation, allows
for accurately describing the effects of small to intermediate (and sometimes even large) Coulomb
interactions U very flexibly and with minor numerical effort. Most importantly, the zero-temperature
linear conductance has been computed in good agreement with NRG reference data for a variety of
quantum dot geometries [Kar06a, Kar07a, Kar07b]. Employing a more elaborate truncation scheme
(where one accounts for the frequency dependence of the two-particle vertex) allows for calculating
finite-energy properties like the density of states at least for intermediate values of U (for the single
impurity Anderson model; see Section 7 as well as [Jak10a]).
Goals, Vol. I: Establishing the FRG in Non-Equilibrium
In contrast to the regime of linear transport where the strength and limitations of the functional RG
in the context of quantum impurity systems have been extensively investigated, there are only few
works on the case of non-equilibrium. Even though it is possible in the steady-state limit to derive
an infinite hierarchy of flow equations in Keldysh frequency space which are structurally identical to
those on the Matsubara axis (see Chapter 5 and [Jak03,Gez07,Jak07]), little is known on how different
approximation (i.e., truncation) schemes succeed or fail to describe out-of-equilibrium physics of
correlated quantum dots. The first aim of this Chapter is to partly fill this gap by benchmarking
functional RG calculations for a very simple impurity problem – the interacting resonant level model
– against recently-published linear-response and non-equilibrium time-dependent DMRG [Boh07,
Bou08] as well as real-time RG data [Kar10b]. We mainly focus on the first-order (‘RG-enhanced
Hartree-Fock’) scheme and only in equilibrium present additional results obtained from a frequency-
dependent approach.
Goals, Vol. II: Scaling Behaviour of the IRLM
Quite generally, the interacting resonant level model (IRLM) describes a single localised level (with
an energy ǫ) coupled to a bath of delocalised states (featuring a bandwidth ∼ Γ ) both by a local
Coulomb repulsion U and a hopping matrix element t ′. It was initially introduced four decades ago
to study the equilibrium physics of mixed-valence compounds, and observables were computed by
mapping to the anisotropic Kondo model (and using results available for the latter) or by perturbative
RG calculations [Noz69,Fil80,Sch80a,Sch80b,Sch82a,Sch82b,Sch82c]. The two-channel version of the
IRLM, which has gained considerable interest within the past few years [Meh06,Meh07,Bor07,Doy07,
Bor08, Bou08, Bor10], represents a very simple impurity model to describe charge fluctuations and
investigate non-equilibrium transport [driven by a bias voltage V = (µL + µR)/2 between the two
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Figure 8.1: The interacting resonant level model featuring a single localised state of energy ǫ locally coupled
by tunnel barriers t′ and Coulomb interactions U to two baths of non-interacting electrons. The
latter are held at different chemical potentials µL = −µR = V /2 and inherently characterised
by a bandwidth Γ .
baths] through a quantum dot. Most notably, accurate time-dependent DMRG data was recently
published by Boulat et al. (for fairly large values of t ′/Γ ) and provides the aforementioned benchmark
for the functional RG [Bou08]. The opposite (so-called scaling) limit of the bandwidth Γ being much
larger than all other energy scales was characterised by the appearance of universal power laws –
by approximate approaches each having its advantages and shortcomings [Bor07,Doy07,Bou08]. In
particular, the current through the system was found to decay like J ∼ V−αJ (U,ǫ) for Γ ≫ V ≫ t ′,
both for the impurity energy being small (ǫ ≪ V ; [Bor07,Doy07]) or close to one of the chemical
potentials [ǫ ≈ µL,R , αJ(U, ǫ ≈ µL,R) = αJ(U, ǫ = 0)/2; [Doy07]]. Having explored its own strength
and drawbacks in comparison with the DMRG and RTRG references as well as with new equilibrium
NRG data, the functional renormalization group allows for systematically studying the scaling limit
of the microscopic IRLM for small to intermediate values of the Coulomb interaction U. It is the
second aim of this Chapter to provide a consistent picture of the zero-temperature physics in this
parameter regime from the FRG point of view, particularly in relation with prior results.
Outline
This Chapter is organised as follows. We introduce the interacting resonant level model as well as
the corresponding functional RG flow equations in Sections 8.2 and 8.3, respectively. Section 8.4
is devoted to the comparison of FRG results with time-dependent DMRG and RTRG data. We
systematically investigate the scaling limit in Section 8.5.
8.2 The Model
Hamiltonian
The interacting resonant level model is depicted schematically in Figure 8.1. It describes a single
spinless level of energy ǫ as well as two (left and right) baths of delocalised states:
Himp = (ǫ− U/2)d†2d2 , Hs=L,Rbath =
∑
k
ǫkc
†
skcsk . (8.2.1)
We introduce a local Coulomb interaction U and hopping t ′ between both parts by adding two
distinguished neighbouring sites,
HU = U
(
d†2d2d
†
1d1 + d
†
2d2d
†
3d3
)
+ t ′
(
d†2d1 + d
†
2d3 + H.c.
)
− U/2
(
d†1d1 + d
†
3d3
)
, (8.2.2)
which are symmetrically coupled to the baths of size N via1
Hcoup = − t√
N
∑
k
(
d†1 cLk + d
†
3 cRk + H.c.
)
. (8.2.3)
The characteristic energy scale (i.e., the bandwidth) of the latter is determined by the hybridisation
Γ = πρbath(ω = 0)t
2 , (8.2.4)
1Choosing overall symmetric couplings Γ , t′ and U is not at all necessary within our functional RG approach. It
leads, however, to simplified flow equations and is sufficient both for establishing the method in non-equilibrium
and subsequently clarifying some issues about the physics of the IRLM. A detailed discussion of the influence of
asymmetric couplings can be found in [Kar10b].
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with ρbath(ω) being the local density of states. In order to explicitly compare with DMRG results, we
model the baths as semi-infinite tight-binding chains with a nearest-neighbour hopping amplitude t
and correspondingly (→ Section 4.4.3)
ρbath(ω) =
1
2πt2
√
4t2 − ω2 Θ(2t − |ω|) , Γ = t . (8.2.5)
The associated retarted Green function at the end of the isolated chain is given by
g retbath(ω) =
1
2t2
{
ω − sgn(ω)√ω2 − 4t2 |ω| > 2t
ω − i√4t2 − ω2 |ω| < 2t . (8.2.6)
As an alternative, one frequently employs completely structureless (wide-band) leads featuring a
constant local density of states and
g retbath(ω) = −iπρbath . (8.2.7)
In our case, such realisation is used to investigate the scaling limit Γ → ∞ where details of the
dispersion ǫk do not play any role (which one can show explicitly within the FRG framework; see
Section 8.5).
Initial Statistics
The equilibrium statistics of the interacting resonant level model is determined by the usual grand
canonical density operator ρˆ = exp(−βH)/Tr exp(−βH) featuring an inverse temperature β and
equal chemical potentials µL = µR = 0. The non-equilibrium situation is modelled by an initially
separated system (Hcoup = 0) in a thermal bulk state
ρˆ =
e−βH
L
bath+βµLNL
Tr e−βHLbath+βµLNL
⊗ ρˆimp ⊗ e
−βHRbath+βµRNR
Tr e−βHRbath+βµRNR
, (8.2.8)
where ρˆimp denotes the density matrix of the isolated interacting three-site region, which we choose
to be that of a vacuum configuration. At some time t0, the coupling is switched on, and the time
evolution for t > t0 is governed by the full Hamiltonian
H = Himp + HU + Hcoup + H
L
bath + H
R
bath . (8.2.9)
In presence of a finite bias voltage V /2 = µL = −µR , one does in general expect the system to
relax to a non-thermal steady state independent of ρˆimp at t →∞, and this scenario is supported by
time-dependent DMRG [Bou08] as well as RTRG [Kar10b] calculations for the problem at hand. In
this Chapter, we focus exclusively on studying the steady state of the IRLM in the zero-temperature
limit.
8.3 The Method
In this Section, we present the FRG flow equations associated with the interacting resonant level
model both within the Matsubara and Keldysh formalism. In the former case, we introduce a
frequency-dependent truncation scheme but – given the results of this approximation – solely stick
to the first-order approach in non-equilibrium.
8.3.1 Green Functions
The flow of the self-energy is determined by the Green functions of the interacting three-site system
only. As outlined in Section 4.4.2, the latter can be expressed in terms of a finite matrix Dyson
equation:
G ret(ω)−1 = G ret0 (ω)
−1 − Σ ret(ω)
= g retimp(ω)
−1 − Σ retbath(ω)− Σ ret(ω)
equil.
= G eq(iω → ω + iη)−1
GK(ω) = G ret(ω)
[
ΣK(ω) + ΣKbath(ω)
]
G adv(ω) ,
(8.3.1)
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where the retarded Green function of the isolated impurity region is given by
g retimp(ω)
−1 =

ω + iη −t ′ 0−t ′ ω − ǫ+ iη −t ′
0 −t ′ ω + iη

 , (8.3.2)
and the self-energy associated with the bath reads
Σ retbath(ω) = t
2g retbath(ω)

1 0
1

 ,
ΣKbath(ω) = −2iπρbath(ω)t2

1− 2fL(ω) 0
1− 2fR(ω)

 .
(8.3.3)
The latter are initially in a thermal state (for which the dissipation-fluctuation theorem holds) and
described by the Fermi functions
fL,R(ω) =
1
eβ(ω−µL,R ) + 1
. (8.3.4)
In the next Section, we will derive the functional renormalization group flow equations in order
to compute an approximation for the self-energies Σ ret and ΣK (out of equilibrium) or Σ eq (for
linear-response) which in each case incorporate the effects of the Coulomb repulsion. Afterwards,
one can calculate the current flowing through the interacting region as well as the zero-temperature
equilibrium conductance using (→ Section 4.5)
Js = 2πit
2
∫
ρbath(ω)
{
fs(ω)
[
G+−ii (ω)− G−+ii (ω)
]
+ G−+ii (ω)
}
dω ,
G = 4Γ 2 |G eq13 (iω = 0)|2 ,
(8.3.5)
with the Green function’s single-particle index being i = 1 or i = 3 for the current at the left
and right interface (s = L,R), respectively. Within all FRG approximation schemes employed to
study the problem at hand, current conservation JL = −JR holds (whereas other symmetries may
be violated; see Section 8.3.3).
8.3.2 Flow Equations, Matsubara Formalism
First-Order Approximation
Within the first-order truncation scheme established in Section 5.1, the zero-temperature Matsubara
flow equations for the different independent self-energy components Σ eq,Λ12 +t
′ = t ′Λ, Σ eq,Λ22 +ǫ = ǫΛ,
and Σ eq,Λ11 = ǫ
′
Λ (introducing a notation where the interpretation as effective system parameters
becomes evident) read
∂Λt
′Λ =
U
π
Re
∫ ∞
0
Seq,Λ12 (iω) dω ,
∂ΛǫΛ = −U
π
Re
∫ ∞
0
[
Seq,Λ11 (iω) + S
eq,Λ
33 (iω)
]
dω ,
∂Λǫ
′
Λ = −
U
π
Re
∫ ∞
0
Seq,Λ22 (iω) dω ,
(8.3.6)
and the initial conditions are given by t ′Λ→∞ = t ′, ǫΛ→∞ = ǫ, and ǫ′Λ→∞ = 0. In equilibrium, low-
energy degrees of freedom are most commonly suppressed by the sharp multiplicative Θ-function
(→ Section 5.2.2) and thus
Seq,Λ(iω) = δ(|ω| − Λ)G˜ eq,Λ(iω) . (8.3.7)
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Unless mentioned otherwise, all linear-response results were obtained from numerically integrating
Eq. (8.3.6). Alternatively, one can employ the reservoir cutoff approach of Section 5.2.3 in Matsubara
frequency space:
Seq,Λi1i2 (iω) = isgn(ω)
∑
i3
G eq,Λi1i3 (iω)G
eq,Λ
i3i2
(iω) . (8.3.8)
As shown in Section 5.2.3, for structureless baths the corresponding flow equations of both cutoff
schemes coincide. In addition, we numerically verified that both yield agreeing linear-response results
in presence of tight-binding chains [see, e.g., Figure 8.4(b)].
Second-Order Approximation
It is straightforward to apply the frequency-dependent FRG scheme introduced in Chapter 7 to
the problem at hand. Namely, one can pursue the same course of action and numerically solve
the full (frequency-discretised) two-particle and self-energy flow equations (5.1.22) and (5.1.26),
respectively. For the sake of numerical resources (and given the outcome) it is, however, desirable
to devise some simplifications. Here, we only account for density-density (nearest and next-nearest
neighbour) interaction terms (labelled U23 and U13) but exemplary ensured that additionally con-
sidering the flow of ‘correlated hoppings’ of the type d†3d2d
†
2d1 does not quantitatively alter our
results for all cases of interest (see below). Moreover, we approximate the frequency-dependence of
the two-particle vertex by introducing three bosonic frequencies intrinsically connected to the three
types of (particle-particle, particle-hole and hole-particle) diagrams appearing on the right hand side
of Eq. (5.1.26) and discard all but these specific frequency dependencies (this is the ‘appr. 1’ of
Section 7.4.4). The zero-temperature self-energy flow equations then take the form
∂ΛΣ
eq,Λ
33 (iν) = −
1
2π
∫ [
Seq,Λ22 (iω)U
Λ
23(ν + ω, 0, ν − ω) + Seq,Λ11 (iω)UΛ13(ν + ω, 0, ν − ω)
]
dω ,
∂ΛΣ
eq,Λ
22 (iν) = −
2
2π
∫
Seq,Λ33 (iω)U
Λ
23(ν + ω, 0,ω − ν) dω ,
∂ΛΣ
eq,Λ
23 (iν) =
1
2π
∫
Seq,Λ23 (iω)U
Λ
23(ν + ω, ν − ω, 0) dω ,
∂ΛΣ
eq,Λ
13 (iν) =
1
2π
∫
Seq,Λ13 (iω)U
Λ
13(ν + ω, ν − ω, 0) dω .
(8.3.9)
The flow of the nearest-neighbour interaction vertex is determined by
∂ΛU
Λ
23,1(ν) = −
1
2π
∫ {
2Pω,ν−ω23,23 U
Λ
23(ν,ω − ν/2,ω − ν/2)UΛ23(ν,ω − ν/2, ν/2− ω)
−Pω,ν−ω33,22 [UΛ23(ν,ω − ν/2,ω − ν/2)]2 − Pω,ν−ω22,33 [UΛ23(ν,ω − ν/2, ν/2− ω)]2
}
dω
(8.3.10)
for the ‘particle-particle’ component (characterised by the bosonic frequency ν = ν1 = ω
′
1 +ω
′
2; see
Chapter 7), by
∂ΛU
Λ
23,2(ν) = −
1
2π
∫ {
2Pω,ν+ω23,23 U
Λ
23(ω + ν/2, ν,ω + ν/2)U
Λ
23(ω + ν/2, ν,−ν/2− ω)
+[Pω,ν+ω11,11 + P
ω,ν+ω
13,13 ]×UΛ23(ω + ν/2, ν,ω + ν/2)UΛ13(ω + ν/2, ν,−ω − ν/2) + (ν → −ν)
}
dω
(8.3.11)
for the particle-hole channel (ν = ν2 = ω
′
1 − ω1), and finally by
∂ΛU
Λ
23,3(ν) =
1
2π
∫ {
Pω,ν+ω22,33 [U
Λ
23(ω + ν/2,ω + ν/2, ν)]
2
+ Pω,−ν+ω33,22 [U
Λ
23(ω − ν/2,ω − ν/2, ν)]2
}
dω
(8.3.12)
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for the hole-particle channel (where ν = ν3 = ω
′
2 − ω1). The initial condition reads UΛ→∞23 = U.
Likewise, for the next nearest-neighbour interaction
∂ΛU
Λ
13,1(ν) = −
1
2π
∫ {
2Pω,ν−ω13,13 [U
Λ
13(ν,ω − ν/2,ω − ν/2)]2
− [Pω,ν−ω11,33 + Pω,ν−ω33,11 ]× [UΛ13(ν,ω − ν/2,ω − ν/2)]2
}
dω ,
(8.3.13)
as well as
∂ΛU
Λ
13,2(ν) = −
1
2π
∫ {
2Pω,ν+ω23,23 U
Λ
23(ω + ν/2, ν,−ν/2− ω)UΛ13(ω + ν/2, ν,ω + ν/2)
+ Pω,ν+ω13,13 [U
Λ
13(ω + ν/2, ν,ω + ν/2)]
2 + Pω,ν+ω22,22 [U
Λ
23(ω + ν/2, ν,−ω − ν/2)]2 + (ν → −ν)
}
dω .
(8.3.14)
Last but not least
∂ΛU
Λ
13,3(ν) =
1
2π
∫ {
Pω,ν+ω33,33 [U
Λ
13(ω + ν/2,ω + ν/2, ν)]
2 + (ν → −ν)
}
dω , (8.3.15)
and UΛ→∞13 = 0. We have introduced the objects
Pν1,ν2i1i2,j1j2 = S
eq,Λ
i1i2
(iν1)G
eq,Λ
j1j2
(iν2) . (8.3.16)
For the Anderson model (→ Chapter 7), it turned out that within the Matsubara formalism, second-
order results obtained by virtue of the reservoir cutoff scheme are quantitatively inferior to those of
the Θ-function-approach, and we will therefore solely stick to the latter. Then,
Seq,Λ(iω) = δ(|ω|−Λ)G˜ eq,Λ(iω) , Pν1,ν2 = δ(|ν1|−Λ)G˜ eq,Λ(iν1)Θ(|ν2|−Λ)G˜ eq,Λ(iν2) , (8.3.17)
where we define Θ(0) = 1/2. Moreover, we have exploited the following symmetry relations to
simplify the flow equations:
UΛ23,1(−ν) = UΛ23,1(ν)∗ , UΛ23,2(−ν) = UΛ23,2(ν) ∈ R , UΛ23,3(−ν) = UΛ23,3(ν)∗ ,
UΛ13,1(−ν) = UΛ13,1(ν)∗ , UΛ13,2(−ν) = UΛ13,2(ν) ∈ R , UΛ13,3(−ν) = UΛ13,3(ν) ∈ R .
(8.3.18)
They reflect the (conserved) behaviour of the two-particle vertex under complex conjugation and
time reversal. Moreover, for left-right symmetric couplings all vertex functions are invariant if we
apply a rotation
(1, iω) = (3, iω) , (2, iω) = (2, iω) , (8.3.19)
which immediately leads to the mentioned relation for UΛ13,3 (and the very fact that nearest-neighbour
interactions are parametrised by a single function U23 only). In passing, we note that simpler
approximation schemes can be obtained straightforward, e.g., by dropping U13 (in order to account
for nearest-neighbour interactions only) or by appropriately setting frequency arguments to zero (for
a completely static approach).
8.3.3 Flow Equations, Keldysh Formalism
Sharp Cutoff Scheme
In non-equilibrium, we focus exclusively on the first-order scheme (given the linear-response results
obtained from the frequency-dependent approach; see below). Employing the sharp cutoff, the flow
of the self-energy is given by Eq. (5.1.22) with the two-particle vertex set to its initial value of
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equation (5.1.29):
∂ΛΣ
−−,Λ
22 =
iU
2π
∑
ω=±Λ
[
G˜−−,Λ11 (ω) + G˜
−−,Λ
33 (ω)
]
,
∂ΛΣ
−−,Λ
11 =
iU
2π
∑
ω=±Λ
G˜−−,Λ22 (ω) = ∂ΛΣ
−−,Λ
33 ,
∂ΛΣ
−−,Λ
ij = −
iU
2π
∑
ω=±Λ
G˜−−,Λij (ω) , (ij) = (12, 21, 23, 32) ,
∂ΛΣ
++,Λ = − (∂ΛΣ−−,Λ)† , ∂ΛΣ+−,Λ = ∂ΛΣ−+,Λ = 0 ,
(8.3.20)
complemented by the initial condition ΣˆΛ→∞ = 0. Since non-equilibrium symmetry properties
(particularly causality; see below) are not necessarily conserved by this approximation, it is not
reasonable (but misleading) to interpret the different frequency-independent self-energy components
as effective non-interacting system parameters.
Intermezzo: Single Impurity Anderson Model
The very same sharp cutoff scheme has been previously applied to the single impurity Anderson model
[Gez07]. While qualitatively reproducing non-equilibrium features known, e.g., from perturbation
theory, its major drawback (besides numerical problems) turned out to be the above-mentioned
symmetry violations. Most importantly, the causality condition
Σ++ + Σ−− + Σ−+ + Σ+− = 0 (8.3.21)
only holds to the truncation order (i.e., to leading U in the present context). Since the functional
RG is a generally non-conserving approximation,2 the consequences of these violations of symmetries
specifically associated with non-equilibrium are a priori unclear. Due to the lack both of reliable
reference data as well as of an alternative idea to introduce a conserving cutoff procedure, it was
not possible to systematically address this question for the Anderson model at that point of time.
Only recently [Jak10b], Jakobs et al. introduced a scheme to suppress low-energy degrees of freedom
– the reservoir cutoff – which does not violate causality in non-equilibrium (but features other
shortcomings3), and thorough investigations of the SIAM have been performed [Jak10a]. In this
Chapter, we study the interacting resonant level model using both FRG schemes, particularly in
comparison with accurate DMRG results [Boh07,Bou08].
Reservoir Cutoff
If we suppress low energy modes by virtue of the artificial reservoirs (→ Section 5.2.3), all Green
functions acquire a new self-energy-like term:4
Σ retcut = −iΛ13 , ΣKcut = −2iΛ tanh(βω/2)13 , (8.3.22)
2In the context of quantum impurity systems, the FRG gives reasonable physical results despite its non-conserving
nature, while the opposite often holds for Hartree-Fock calculations.
3The shortcoming of the ‘reservoir-cutoff’ scheme is that when implemented within the Matsubara formalism, second-
order results are quantitatively inferior to those of the Θ-function-approach. Namely, if one discards the flow of
the three-particle vertex γΛ3 but fully accounts for the frequency-dependence of γ
Λ
2 , the former (the latter) gives
reasonable results for the single impurity Anderson model in comparison with NRG data up U/Γ = 2 (U/Γ = 6),
respectively (→ Chapter 7). In order to tackle larger values of U within the reservoir-cutoff approach, the second-
order flow equations have to be further approximated (by neglecting, e.g., certain frequency-dependencies or
self-energy feedbacks). For the problem at hand, we briefly discuss equilibrium second-order FRG results obtained
from the sharp cutoff scheme only.
4As shown in Section 5.2.3, this cutoff scheme preserves causality even after truncation, rendering it reasonable to
directly work with retarded, advanced and Keldysh Green functions.
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and the corresponding single-scale propagators read
S ret,Λ(ω) = iG ret,ΛG ret,Λ =
(
Sadv,Λ
)†
SK,Λ(ω) = −∂Λ
[
G ret,Λ
(
ΣK,Λ + ΣKbath + Σ
K
cut
)
G adv,Λ
]
= S ret,Λ
(
ΣK,Λ + ΣKbath + Σ
K
cut
)
G adv,Λ + G ret,Λ
(
ΣK,Λ + ΣKbath + Σ
K
cut
)
Sadv,Λ
+ 2i tanh(βω/2)G ret,ΛG adv,Λ .
(8.3.23)
The zero-temperature flow of the effective system parameters
t ′Λ12 − t ′ = Σ ret,Λ12 =
(
Σ adv,Λ21
)∗
=
(
Σ ret,Λ21
)∗
,
t ′Λ23 − t ′ = Σ ret,Λ23 =
(
Σ adv,Λ32
)∗
=
(
Σ ret,Λ32
)∗
,
ǫΛ − ǫ = Σ ret,Λ22 =
(
Σ adv,Λ22
)∗
=
(
Σ ret,Λ22
)∗
,
ǫ′Λ = Σ
ret,Λ
11 =
(
Σ adv,Λ11
)∗
=
(
Σ ret,Λ11
)∗
= Σ ret,Λ33
(8.3.24)
can be derived straightforward by plugging the constant Coulomb interaction vertex given by
Eq. (5.1.30) into the general flow equation (5.1.22) and rotating to the Keldysh basis. One obtains
∂Λt
′Λ
12 = −
iU
4π
∫
SK,Λ12 (ω) dω , ∂Λt
′Λ
23 = −
iU
4π
∫
SK,Λ23 (ω) dω ,
∂ΛǫΛ =
iU
4π
∫ [
SK,Λ11 (ω) + S
K,Λ
33 (ω)
]
dω , ∂Λǫ
′
Λ =
iU
4π
∫
SK,Λ22 (ω) dω ,
t ′Λ→∞12 = t
′ , t ′Λ→∞23 = t
′ , ǫΛ→∞ = ǫ , ǫ′Λ→∞ = 0 . (8.3.25)
We note that Σ ret,Λ = Σ adv,Λ only holds within the first-order FRG approach used in this Chapter.
Another characteristic of the latter is that the Keldysh component of the self-energy does not flow
(→ Section 5.2.3):
∂ΛΣ
K,Λ = 0 , (8.3.26)
and the very same holds if one formally considers the ‘anti-causal’ self-energy:
∂Λ
(
Σ++,Λ + Σ−−,Λ + Σ−+,Λ + Σ+−,Λ
)
= 0 . (8.3.27)
Thus, causality is not violated by this FRG approximation scheme, providing the a posteriori justifi-
cation to work in the basis of retarted, advanced, and Keldysh Green functions. Moreover, current
conservation follows directly from the interpretation of the self-energy as effective (non-interacting)
system parameters.
Some Explicit Expressions
The ordinary coupled differential equations (8.3.20) and (8.3.25) can be solved numerically with
minor effort. In the scaling limit, however, the reservoir cutoff scheme even allows for an analytic
treatment. To this end, it will prove helpful to explicitly write down the Green functions which
determine the right hand side of Eq. (8.3.25):5
G ret,Λ(ω) =


1
ω+iΛ+iΓ−ǫ′
Λ
+
|t′Λ12 |2
D
t′Λ12
d
t′Λ12 t
′Λ
23
D
,
(t′Λ12 )
∗
d
ω+iΛ+iΓ−ǫ′Λ
d
t′Λ23
d
(t′Λ12 t
′Λ
23 )
∗
D
(t′Λ23 )
∗
d
1
ω+iΛ+iΓ−ǫ′
Λ
+
|t′Λ23 |2
D

 , (8.3.28)
5We focus exclusively on the most simple case of structureless baths as the energy dependence of the local density
of states does not play any role in the scaling limit.
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where we have introduced
d = (ω + iΛ− ǫΛ)(ω + iΛ + iΓ − ǫ′Λ)− |t ′Λ12|2 − |t ′Λ23|2
D =
[
(ω + iΛ− ǫΛ)(ω + iΛ + iΓ − ǫ′Λ)− |t ′Λ12|2 − |t ′Λ23|2
]× (ω + iΛ + iΓ − ǫ′Λ) . (8.3.29)
The Keldysh component can be rewritten by virtue of
ΣK = (1− 2fC )(Σ retbath + Σ retcut − Σ advbath − Σ advcut ) + 4iΓ

fL − fC 0
fR − fC

 , (8.3.30)
with fC (ω) being the Fermi function of the additional reservoir (which is held at zero chemical
potential). Namely,
GK,Λ = (1− 2fC )(G ret,Λ − G adv,Λ)
+ 4iΓ

G ret,Λ11 G ret,Λ12 G ret,Λ13G ret,Λ21 G ret,Λ22 G ret,Λ23
G ret,Λ31 G
ret,Λ
32 G
ret,Λ
33



∆fLG adv,Λ11 ∆fLG adv,Λ12 ∆fLG adv,Λ130 0 0
∆fRG
adv,Λ
31 ∆fRG
adv,Λ
32 ∆fRG
adv,Λ
33

 , (8.3.31)
where ∆fs = fs − fC . The flow equation (8.3.25) for the effective hopping can then be recast as
∂Λt
′Λ
12 =
iU
4π
∫
sgn(ω)∂Λ[G
ret,Λ
12 (ω)− G adv,Λ12 (ω)] dω
− UΓ
π
∫ V/2
0
∂Λ[G
ret,Λ
11 (ω)G
adv,Λ
12 (ω)] dω +
UΓ
π
∫ 0
−V/2
∂Λ[G
ret,Λ
13 (ω)G
adv,Λ
32 (ω)] dω ,
(8.3.32)
and likewise for the other self-energy components. Aiming at an expansion of this equation in the
scaling limit of large bandwidth Γ , let us eventually consider the flow of the ‘effective rate’
∂Λτ
Λ
1 = ∂Λ
|t ′Λ12|2
Γ
= (t ′Λ12)
∗∂Λ
t ′Λ12
Γ
+ c.c.
=
iU
2πΓ
∫
sgn(ω)∂Λ
( |t ′Λ12|2
d
− c.c.
)
dω +
U
π
∫ 0
−V/2
∂Λ
( |t ′Λ12|2|t ′Λ23|2
(ω + iΛ + iΓ − ǫ′Λ)|d |2
+ c.c.
)
dω
− U
π
∫ V/2
0
∂Λ
[ |t ′Λ12|2
(ω + iΛ + iΓ − ǫ′Λ)d∗
+
|t ′Λ12|4
(ω + iΛ + iΓ − ǫ′Λ)|d |2
+ c.c.
]
dω .
(8.3.33)
From Non-Equilibrium to Linear Response
As mentioned above, we compute linear-response properties of the IRLM using the Θ-Matsubara
functional RG. The non-equilibrium formalism, however, is applicable for arbitrary bias voltages V
and can thus be used to (approximately) describe equilibrium physics in the limit V → 0. The latter
is particularly simple within the reservoir cutoff scheme where one can show that for structureless
baths the resulting approximate flow equation at V = 0 coincides with the Matsubara one at the
same order of truncation (→ Section 5.2.3). In contrast, it is in general impossible to analytically
analyse the flow associated with the Keldysh approach within the sharp cutoff scheme in the linear-
response limit, and the same holds for the situation of baths featuring an energy-dependent local
density of states. For the problem at hand, we have numerically verified that for V → 0 our
results are always in agreement with the Matsubara formalism [see, e.g., Figure 8.4(b) for the linear
conductance].
8.4 Comparison with DMRG and RTRG
In this Section, we show results both for the conductance and the steady-state current of the
interacting resonant level model obtained from the purely first-order (Matsubara and Keldysh) FRG
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Figure 8.2: The steady-state current J as a function of the bias voltage V of the two-channel IRLM for
large hoppings t′ = 0.5Γ (in units of the bandwidth ∼ Γ ), zero impurity energy ǫ, and various
Coulomb interactions U. (a) Functional renormalization group results obtained from numerical
integration of the self-energy flow equations (8.3.20) of the sharp cutoff scheme. (b) The same
calculated by virtue of Eq. (8.3.25) associated with the reservoir cutoff approach. Density-matrix
renormalization group data of [Bou08] for the same set of parameters is shown by symbols in
the main part (for U = 0.3Γ only) as well as within the inset (where lines are a guide to the
eye only).
schemes introduced above. Reliable linear-response and time-dependent DMRG data was published
recently [Boh07,Bou08] for rather large values of t ′/Γ (particularly in non-equilibrium), and in order
to explicitly benchmark our FRG data against these reference results, we model our baths as infinite
tight binding chains of bandwidth 4Γ . Moreover, we show a comparison of both the current and non-
linear conductance with real-time renormalization group data [Kar10b]. In contrast to the functional
RG, the RTRG framework is well-controlled only in the limit of not too large Coulomb interactions
and small hoppings t ′ but on the other hand allows for an analytic treatment not only of the steady-
state configuration but also of the real-time dynamics [Sch00a, Sch09]. In this Section, we focus
solely on comparing numerical FRG data with DMRG and RTRG results and postpone a detailed
discussion of the so-called scaling limit of Γ →∞ (and thus small t ′/Γ ) to Section 8.5.
8.4.1 Steady-State Current
Comparison with DMRG
The current J flowing between the two baths of the IRLM in presence of a finite bias voltage V is
shown in Figure 8.2 for different values of the Coulomb interaction U, at the particle-hole symmetric
point ǫ = 0, and for fixed large hoppings t ′ = 0.5Γ . It was obtained from numerically integrating
the non-equilibrium flow equations (8.3.20) for the Θ-approach and (8.3.25) for the reservoir cutoff
scheme [Figures 8.2(a) and (b), respectively] as well the formula (8.3.5). At U = 0, J increases
linearly for small bias voltages and saturates beyond some scale which is determined by t ′ (and will
be quantified in Section 8.5). In presence of a finite repulsive Coulomb interaction, it additionally
features a regime V & t ′2/Γ of negative differential conductance – i.e., a current decreasing as the
voltage is increased – which was frequently described in previous works [Meh06,Bor07,Doy07,Bou08]
but still lacks a consistent physical explanation. Since the hopping t ′ is fairly large, this decay is not
governed by any specific (e.g., power-law-like) form. Most importantly, both FRG schemes show a
satisfying agreement with DMRG data both for repulsive and attractive Coulomb interactions [see
the symbols in the main part of Figures 8.2(a) and (b) as well as the inset to the latter[, and the
violation of causality prone to the sharp cutoff does not lead to unphysical results. This indicates
that even the most simple functional RG truncation scheme captures aspects of the essential non-
equilibrium physics of the IRLM, giving confidence to use this approach in order to investigate the
current-voltage-relation more thoroughly in the so-called scaling limit Γ → ∞ which cannot be
accessed straightforward within the time-dependent DMRG framework (Section 8.5).
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Figure 8.3: Comparison of functional and real-time renormalization group data [Kar10b] for (a) the current
J and (b) the conductance G = dJ/dV , both as a function of the bias voltage V . In the
former case, FRG results were computed both by virtue of the sharp cutoff [Eq. (8.3.20)] as
well as the reservoir approach [Eq. (8.3.25)], and the RTRG data was scaled manually to match
the position of the maximum. The latter is unnecessary if all quantities are expressed in terms
of the universal (linear-response) energy scale TK introduced in Section 8.5 (rather than the
bandwidth Γ ). This course of action is pursued in (b) where TK/Γ = 1.056 · 10
−7. For the
conductance, we solely show FRG data calculated by virtue of the reservoir cutoff scheme as the
severe breaking of causality away from particle-hole symmetry prone to the Θ-approach leads
to unphysical results [see the main text as well as Figure 8.9(a)].
Comparison with RTRG
A comparison of functional and real-time renormalization group data for the current-voltage curve
is shown in Figure 8.3(a). It exhibits the same characteristics as before in nice agreement between
both frameworks: A linear increase for small V ≪ t ′ turns into a regime of negative differential
conductance. As the hopping t ′/Γ is small (in order for the RTRG to be well-controlled), this decay
is power-law-like, and the crossover is determined by a universal equilibrium energy scale TK . All
this will be discussed in more detail in Section 8.5 (where we will frequently refer back to RTRG
results).
8.4.2 Conductance
Linear Response – Comparison with DMRG
As a next step, we study the conductance G of the IRLM starting out with the limit of linear
response [→ Figure 8.4(a)] using the first-order equilibrium FRG introduced in Section 8.3.2. In the
non-interacting case, its gate voltage dependence is given by a Lorentzian lineshape whose width
is governed by t ′. In presence of small Coulomb interactions, the conductance is enhanced (and
the Lorentzian widens) but eventually shrinks as U becomes large. This effect was first observed
in equilibrium DMRG calculations [Boh07], and our approximate FRG data agrees quantitatively
with those numerically exact results up to up U/Γ ≈ 1 and at least qualitatively for even larger
interactions. In passing, we note that in the scaling limit of large Γ , the width of G (ǫ) varies as a
power of the hopping t ′ [→ Section 8.5].
Different FRG Frameworks
In order to quantitatively compare with the DMRG data, we employed the IRLM with tight-binding
leads featuring an energy-dependent local density of states. In that case, it is a priori impossible
to analytically analyse the non-equilibrium FRG flow equations (8.3.25) in the linear-response limit
analogously to Section 5.2.3, and the same holds for the sharp cutoff scheme in any case. We
have therefore checked numerically that the linear-response conductance obtained from both non-
equilibrium frameworks as well as the equilibrium one employing the reservoir cutoff agrees with
that of the ‘usual’ Matsubara Θ-formalism [→ Figure 8.4(b)].
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Figure 8.4: Linear-response conductance (in units of G0 = e
2/h) of the IRLM at t′ = 0.1Γ as a function
of the gate voltage ǫ. (a) Comparison between functional RG data obtained from the (first
order) formalism of Section 8.3.2 (lines; as usual, the sharp cutoff is employed unless mentioned
otherwise) and DMRG results (symbols, from [Boh07]). The baths are modelled as tight-binding
chains. (b) FRG data computed by virtue of the sharp or reservoir cutoff schemes and both in
Matsubara or Keldysh frequency space [colour coding being the same as in (a)]. In the latter
case, data calculated directly from the current derivative rather than Eq. (8.3.5) is shown as
well. Moreover, the turquoise line (for U/Γ = 1) illustrates that even for fairly large hoppings
t′/Γ = 0.1, the conductance only differs slightly if the baths are assumed to be in the wide-band
limit. Note that in this case both cutoff schemes within the Matsubara formalism as well as the
reservoir approach in Keldysh space by construction yield coinciding results.
Non-Linear Conductance – Comparison with RTRG
The non-linear conductance G = dJ/dV can be computed straightforward both within the functional
and the real-time RG frameworks [→ Figure 8.3(b)]. For small voltages V ≪ TK (the latter being the
linear-response energy scale introduced below), G (ǫ) is a Lorentzian of width TK . The conductance
decreases as V becomes larger and eventually develops a sharp resonance associated with the gate
voltage crossing the chemical potential (ǫ = ±V /2). As before, the results obtained from both
frameworks agree nicely.
Conclusions
All in all, the comparison with DMRG and RTRG data establishes the very simple (Hartree-Fock-
like) FRG approach as a satisfying tool to investigate transport properties of the interacting resonant
level model at small to intermediate Coulomb interactions in and out of equilibrium.
8.5 Scaling Limit
In this Section, we investigate the situation where the characteristic energy Γ of the baths of
delocalised states – the bandwidth – is much larger than all other energy scales. This so-called
scaling limit was addressed in several prior works (with a special focus to non-equilibrium) and is
supposed to be governed by universal power laws [Bor07, Doy07]. We will particularly discuss the
predictions of our FRG approximation in relation with those earlier results, focusing exclusively on
the first-order scheme (linear-response data computed from the frequency-dependent approach is
presented in Section 8.6).
Band Effects
In the limit of large Γ , universal features (such as the exponents governing power laws) should
only depend on the density of states at the chemical potential but not on the precise energetic
structure of the baths. We have numerically checked that this indeed holds at least within our
FRG approximation [→ Figure 8.4(b)] and will thus for simplicity model the leads as completely
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Figure 8.5: Renormalized hopping and level position as a function of their bare values (solid lines) obtained
from numerically integrating the equilibrium flow equations (8.3.6). A constant logarithmic
derivative (dashed lines) indicates power-law behaviour.
structureless throughout this Section.6 As a reminder, we note that in this case it is a priori clear
that all results (such as exponents) are equivalently described by the sharp and reservoir cutoff
schemes within the Matsubara formalism (if applicable) as well as by the reservoir approach in
Keldysh space. One can demonstrate numerically that at ǫ = 0 the same holds for non-equilibrium
quantities computed from the sharp cutoff scheme (i.e., the exponents αV ,J ; see below).
7
8.5.1 Analysis of the RG Equations – Linear Response
Renormalization of t′ for Particle-Hole Symmetry
It is instructive to study the renormalization of the system parameters before discussing physical
quantities. In the most simple case of equilibrium and zero impurity energy ǫ = 0, the only remaining
flow equation for the hopping amplitude t ′Λ takes the form [→ Eqs. (8.3.6) and (8.3.28)]
∂Λt
′Λ = − U
πΓ
t ′Λ/Γ
(Λ/Γ )2 + Λ/Γ + 2(t ′Λ/Γ )2
, (8.5.1)
with the initial condition given by t ′Λ→∞ = t ′. Thus, the flow of t ′Λ starts below some ultraviolet
scale Λ ∼ Γ and is cut by itself in the infrared regime. More precisely, the differential equation (8.5.1)
can be solved analytically in the limit of small U/Γ and t ′/Γ by setting t ′Λ in the denominator to
its initial value and using∫
1
ax2 + bx + c
dx =
1√
b2 − 4ac ln
2ax + b −√b2 − 4ac
2ax + b +
√
b2 − 4ac , 4ac − b
2 < 0 . (8.5.2)
The result reads (
t ′Λ=0
t ′
)2
∼
(
t ′
Γ
)− 4UπΓ
, (8.5.3)
and the renormalized hopping scales as a power law with its bare value.
Arbitrary Case: Numerical Analysis
Higher-order corrections to the exponent – which in contrast to the first order do not necessarily
need to have the right prefactors as our truncated FRG is only correct to leading U – as well as
the behaviour of the renormalized hopping away from particle-hole symmetry can be determined by
6In addition to the usual tight-binding chain, we have verified that a flat density of states at the sites i = 1, 3 with
t′ = U = 0 (which is precisely the scenario within the NRG formalism; see Section 4.4.3) does not alter our
results.
7It turns out that away from particle-hole symmetry causality is broken ‘severely’ within the Θ-approach (due to
diagonal components ΣΛ11,22 which do not flow at ǫ = 0), leading to unphysical results [→ Figure 8.9(a)].
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numerically integrating the full Eqs. (8.3.20) and fitting a power law to the solution t ′Λ=0(t ′, ǫ), or
put differently: from the logarithmic derivative (see the upper panels of Figure 8.5). One finds
(
t ′Λ=0
t ′
)2
=
{
AT (t
′/Γ )−2αT ǫ≪ TK
Aǫ(ǫ/Γ )
−αǫ ǫ≫ TK ,
(8.5.4)
where to leading order both (interaction-dependent) exponents are given by αT ,ǫ = 2U/πΓ , and
the numerically extracted higher-order corrections are displayed in Figure 8.7(a). The crossover is
governed by an equilibrium scale8 TK ∼ t ′2−4U/πΓ+.... It will be defined more precisely in Section
8.5.3 (when we actually discuss the scaling-limit behaviour of physical observables), and for the time
being it is sufficient to stick to the understanding that the IRLM exhibits linear-response power laws
for ǫ ≪ t ′ and t ′ ≫ ǫ. Away from those extreme limits, it seems reasonable [Kas09] to investigate
whether t ′Λ=0(t ′, ǫ) can be expressed in terms of a single parameter only:
(
t ′Λ=0
t ′
)2
= AT (U)(t
′/Γ )−2αT (U) F
[
Aǫ(U)(ǫ/Γ )
−αǫ(U)
AT (U)(t ′/Γ )−2αT (U)
]
, F (x) =
{
x x ≫ 1
1 x ≪ 1 . (8.5.5)
Indeed, a numerical analysis shows that the renormalized hopping features such single-parameters
scaling [→ Figure 8.6(a)]. The question, however, whether this is eventually of any physical relevance
(i.e., manifesting in observables) needs yet to be answered. Finally, we note that in the scaling limit
the renormalization of the level position is as well power-law-like:
(ǫΛ=0
ǫ
)2
∼
{
(t ′/Γ )−2δǫ ǫ≪ TK
(ǫ/Γ )−γǫ ǫ≫ TK .
(8.5.6)
In contrast to the effective hopping amplitude, ǫΛ=0/ǫ is rather small, and the exponents γǫ as well
as δǫ are purely quadratic in the interaction U [see the lower panels of Figure 8.5 as well as Figure
8.7(a), respectively].9
8In case of the single-channel IRLM, TK can be related to the Kondo temperature of the anisotropic Kondo model
(see [Fil80,Sch82a] as well as Chapter 10).
9Whereas the same generally holds for the effective level position: ǫΛ=0/ǫ = 1+O(U
2) (not only for the exponent),
linear corrections appear away from the scaling limit.
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Figure 8.7: (a) The exponents governing the power-law behaviour of the renormalized hopping (αT ,ǫ,V )
and the effective level position (γǫ, δǫ; see the main text for details) as well as the exponent
αJ directly associated with the current. They were extracted from power-law fitting – or put
differently: from logarithmic derivatives – of the corresponding quantities [see, e.g., Figure 8.5
and Figure 8.8(a)]. As frequency structures of the baths do not play any role in the scaling
limit, all exponents are equivalently described by the sharp and reservoir cutoff schemes within
the Matsubara formalism (if applicable) as well as by the reservoir approach in Keldysh space.
One can demonstrate numerically that the same holds for the non-equilibrium exponents αV ,J
computed from the sharp cutoff scheme [→ Figure 8.8(a)]. (b) The equilibrium exponent
associated with the renormalized hopping (αT ), the position of the maximum of J(V ) (αJmax),
the width of the conductance G (ǫ) (αG ) and of the susceptibility χ (αχ). For the latter, symbols
show NRG reference data.
Perturbation Theory
As a side remark, we note that calculating the self-energy by first order perturbation theory in U
[which can be most simply done by completely discarding the feedback of t ′Λ on the right hand side
of Eq. (8.5.1)] yields a logarithmic divergence in the bare system parameter,(
t ′ pert
t ′
)2
= 1− 4U
πΓ
ln
(
t ′
Γ
)
, (8.5.7)
indicating the necessity to employ an RG-based framework. In contrast, one can show that per-
turbation theory to arbitrary order is completely regular even at zero frequency provided that t ′
is finite [Sch82a], which seems to be rather obvious from the Green function’s general form of
Eq. (8.3.28). Moreover, we have explicitly verified numerically that second-order terms (→ Section
7.3.6) of the type∑
iω1iω2
Gij(iω1)Gkl(iω2)Gmn(iω1 + iω2 − iν)
∼
∫
ρij(ǫ1)ρkl(ǫ2)ρmn(ǫ3)
f (ǫ1)f (ǫ2)f (−ǫ3) + f (−ǫ1)f (−ǫ2)f (ǫ3)
iν + ǫ3 − ǫ2 − ǫ1 dǫ1dǫ2dǫ3
(8.5.8)
do not feature logarithmic divergences in energy space.
8.5.2 Analysis of the RG Equations – Non-Equilibrium
The non-equilibrium flow equation (8.3.33) associated with the reservoir cutoff scheme allows for an
analytic analysis, and one can demonstrate how scaling-limit power laws come about beyond linear
response.10 To this end, we discard all terms proportional to 1/Γ except for the rates τΛ as well as
10A similar analysis is impossible within the sharp cutoff scheme which does not even allow for interpreting the
self-energy components as effective system parameters (due to the breaking of causality). However, the question
whether physical quantities are governed by power laws in the scaling limit will be investigated numerically using
both non-equilibrium FRG frameworks (→ Sections 8.5.3 and 8.5.4).
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the prefactor U/Γ [Ple]:
∂Λτ
Λ
1 =
iU
2πΓ
∂Λ
∫
sgn(ω)
[
τΛ1
i(ω − ǫΛ)− Λ− τΛ1 − τΛ3
− c.c.
]
dω
− U
πΓ
∂Λ
∫ V/2
0
[
τΛ1
ω − ǫΛ − i(Λ + τΛ1 + τΛ3 )
+ c.c.
]
dω
=
2U
πΓ
τΛ1 ∂Λ
∫ ∞
V/2−ǫΛ
Re
1
ω + i(Λ + τΛ1 + τ
Λ
3 )
dω
= −2U
πΓ
τΛ1
Λ + τΛ1 + τ
Λ
3
(V /2− ǫΛ)2 + (Λ + τΛ1 + τΛ3 )2
.
(8.5.9)
Neglecting the renormalization of the level position (which is weak; see above), these flow equations
obviously integrate to:11
∂Λτ
Λ
1,3 = −τΛ1,3
2U
πΓ
Λ + τΛ1 + τ
Λ
3
(V /2∓ ǫ)2 + (Λ + τΛ1 + τΛ3 )2
⇒ τ
Λ=ΛIR
1,3
τΛ=ΛUV1,3
∼
(
ΛIR
ΛUV
)− 2UπΓ
, (8.5.10)
where the ultraviolet cutoff ΛUV is reasonably determined by the bandwidth ∼ Γ . It needs to be
introduced by hand only because we dropped higher-order terms in 1/Γ and appears automatically
in any numerical solution of the full flow equations (8.3.25). The voltage V , level position ǫ (more
precisely, the combination V /2 ± ǫ), or the bare hopping t ′ cut the flow in the infrared, and the
effective hopping amplitudes τ1,3 = τ
Λ=0
1,3 thus scale as a power law with each of those parameters,
provided that particular one is much larger (the meaning of which – the scale TK – will be quantified
in the next Section) than the other two but still much smaller than the bandwidth Γ :
τ1,3
t ′2
∼


(t ′2)−αT V , ǫ ≪ TK ≪ Γ
V −αV TK , ǫ ≪ V ≪ Γ
ǫ −αǫ V ,TK ≪ ǫ ≪ Γ ,
(8.5.11)
where higher-order corrections can again be extracted numerically [→ Figure 8.7(a)]. Such power-
law behaviour with respect to the voltage V and hopping t ′ was previously described using field-
theoretical models [Doy07,Bou08] or perturbative renormalization group treatments [Bor07], and the
corresponding exponents agree with the FRG result to leading order in U (despite some difficulties
in relating the parameters of a continuum model to our microscopic ones). Moreover, it is suggested
in [Bor07] that one can understand non-equilibrium properties from equilibrium only, which in the
extreme limits mentioned above is supported by our observation that all bare system parameters –
including the voltage – can be interpreted in terms of a simple infrared cutoff which automatically
appear within the FRG framework (and do not have to be introduced by hand). In Section 8.5.4,
we show that this altogether simple picture breaks down if the impurity energy is pinned to either
one of the chemical potentials (ǫ ≈ ±V /2). In passing, we note that a numerical analysis shows
that the renormalized hoppings obey two-parameter scaling in analogy with the equilibrium case [→
Figure 8.6(b)]: ∣∣∣∣∣ t
′Λ=0
12,23
t ′
∣∣∣∣∣
2
= AT (t
′/Γ )−2αT F2
[
Aǫ(ǫ/Γ )
−αǫ
AT (t ′/Γ )−2αT
,
AV (V /Γ )
−αV
AT (t ′/Γ )−2αT
]
. (8.5.12)
As before, further studies to answer whether this eventually manifests in physical observables are
required.
11The real-time renormalization group yields an approximate flow equation for the effective hopping of the same
functional form [Kar10b]. Thus, the scaling-limit power law behaviour of the IRLM is equivalently described by
both frameworks to leading order in the Coulomb interaction. As the RTRG is well-controlled if both the latter
as well as t′ are small, this provides an additional analytic test for our FRG approximation scheme (besides the
numerical comparisons detailed in Section 8.4).
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Figure 8.8: (a) The current as a function of the voltage in the scaling limit Γ → ∞ obtained numerically
from both the sharp and reservoir FRG cutoff schemes, respectively. Beyond some cross-over
scale TK , J decays as a power law of the voltage V over several orders of magnitude manifesting
in a constant logarithmic derivative. (b) The regime of power-law behaviour shrinks as the size
of t′/Γ is increased. The data was computed from the sharp cutoff approach.
8.5.3 Susceptibility
Linear-Response Scale TK
We continue investigating how the power laws described above manifest in equilibrium observables.
Two quantities associated with linear-response transport are the resonance width of the conductance
G (ǫ) and the charge susceptibility
χ =
d〈n〉
dǫ
∣∣∣
ǫ=0
= − 2
πTK
, (8.5.13)
with 〈n〉 being the average occupation of the resonant level. The latter can conveniently be com-
puted within the equilibrium FRG formalism by integrating over the Matsubara Green function [→
Eq. (4.5.21)]. The inverse susceptibility can be used to define the frequently-mentioned scale TK
which governs the low-energy linear-response physics. Another possibility consists of defining TK as
the voltage where the current crosses from a linear increase to a power-law decay [by considering,
e.g., the maximum value of J; see Figure 8.3(a)]. To leading order in U, this definition is equivalent
to the one of Eq. (8.5.13) [see Figure 8.7(b) for the corresponding exponent], and one would expect
both to be precisely the same (except for prefactors) in an exact solution. The very same holds if
TK is simply taken to be the scale which cuts the flow of the t
′Λ in the infrared – which is nothing
but t ′Λ itself at the end of the flow:
TK
t ′2
∼
(
TK
Γ
)− 2UπΓ
⇒ TK
Γ
∼
(
t ′
Γ
)2−2 2U/πΓ
1+2U/πΓ
. (8.5.14)
To linear order, this definition agrees with Eq. (8.5.13) (and higher orders are uncontrolled), and
one would again expect that in an exact treatment it is precisely the same. Thus, we will refer to
the unique scale TK no matter in which quantity it actually appears, keeping in mind that this is
correct to leading U within our approximation.
Susceptibility and Conductance
For small interaction strength, one can show that both the width of the conductance and χ are
solely determined by the renormalized hopping t ′Λ=0 computed in the previous Section and thus
governed by a power law in the linear-response limit V ≪ TK :(
χ−1
t ′
)2
∼
(
t ′
Γ
)−2αχ
, αχ =
2U
πΓ
+ O(U2) , (8.5.15)
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Figure 8.9: The same as Figure 8.8, but for a finite impurity energy ǫ. As expected, the current obtained
from the reservoir cutoff scheme is suppressed for small voltages V ≪ ǫ but crosses over to a
power-law decay when ǫ is moved below the chemical potential [see (b) for a linear-linear and
parts of (a) for a log-log scale]. In contrast, the sharp scheme yields deviations from power-law
behaviour even for very small values of ǫ/Γ ≪ TK , V [data in (a)]. This can be attributed to a
severe breaking of causality and cured if the flow of the static two-particle vertex is accounted
for (SV). Inset to (b): The quantity αres governing the behaviour close to the aforementioned
resonance condition ǫ ≈ ±V /2.
where the higher-order corrections to the exponent are influenced by the flow of all self-energy
components and can only be extracted numerically [by integration of Eqs. (8.3.6) and subsequent
power-law fitting; for the result see Figure 8.7(b)]. As mentioned above, one can in general not
expect to obtain the right prefactor even of the second-order term since our truncated FRG scheme is
correct only to leading U. However, going beyond first order allows both to specify the regime where
the exponent is purely linear as well as for a quantitative comparison with other results [Bor07,Doy07].
In our case, the equilibrium numerical renormalization group can be straightforward employed to
compute αχ with high accuracy, thus providing an additional benchmark for the functional RG in
the scaling limit. One observes that the very simple (Hartree-Fock-like) FRG approximation scheme
of Eqs. (8.3.6) shows satisfying agreement with the NRG reference even for intermediate U/Γ [→
Figure 8.7(b)].12
8.5.4 Current
The most interesting transport property of the IRLM in non-equilibrium is the current. One can
show that for small U and large Γ ≫ t ′,V , ǫ it is determined by the renormalized hoppings τ1,3 only.
Namely, the general current formula (8.3.5) can be rewritten in the more simple non-interacting form
of Section 4.5.1 (since the reservoir cutoff scheme just yields an effective non-interacting problem)
which can subsequently be easily expanded in terms of 1/Γ :
J = 4Γ 2
∫
|G ret13 (ω)|2 dω = 4τ1τ3
∫ V/2
−V/2
∣∣∣∣ 1iω − iǫ− τ1 − τ3
∣∣∣∣2 dω
= 4
τ1τ3
τ1 + τ3
[
arctan
(
V /2− ǫ
τ1 + τ3
)
+ arctan
(
V /2 + ǫ
τ1 + τ3
)]
.
(8.5.16)
An approximation to the hoppings τ1,3 can be derived from Eq. (8.5.10). In the following, we discuss
this result as well as the numerically obtained current specifically for impurity energies in the middle
12For the single-channel IRLM, we will compute the same equilibrium exponent (which to leading order in U agrees
with αχ) using the functional and numerical renormalization group frameworks as well as by mapping the system
to the anisotropic Kondo model by virtue of bosonisation (see Chapter 10 as well as [Kas09]). As for the two-
channel case, the simple FRG approximation scheme employed in this Chapter agrees with the other approaches
up to fairly large Coulomb interactions.
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between or close to either one of the chemical potentials of the bath (ǫ ≪ V and ǫ ≈ ±V /2,
respectively).
Zero Impurity Energy
For large voltages V ≫ TK , ǫ, Eqs. (8.5.10) and (8.5.16) describe a power law
J
TK
∼
(
TK
V
)αJ
, αJ =
2U
πΓ
+ O(U2) , (8.5.17)
with an exponent αJ that to leading order agrees with the results of [Bor07,Doy07,Bou08].
13 Be-
yond the limit of small U, αJ as well as the current itself can only be computed numerically by
integrating the flow equations (8.3.20) and (8.3.25), respectively. Within both FRG non-equilibrium
cutoff schemes, we observe that in agreement with our analytics J generally features a linear in-
crease crossing to a power-law decay (and thus a constant logarithmic derivative) at scale V ≈ TK
but eventually saturates as one approaches the bandwidth Γ (→ Figure 8.8). The numerically-
determined exponent αJ is depicted in Figure 8.7(b). It is purely linear up to sizeable Coulomb
interactions U ≈ Γ , and our simple FRG approximation scheme does thus not contain higher-order
corrections to the exponent in case of non-equilibrium.
DMRG: Scaling Limit?
As a passing comment, we note that in order to actually observe pure power-law behaviour of
the current, the voltage needs to be in a regime with TK ≪ V ≪ Γ , and the bare hopping
amplitude t ′ typically has be chosen of the order of t ′2/Γ ≈ 10−6 (since TK ∼ t ′2/Γ at small U).
By successively increasing t ′ we observe that the regime of voltages characterised by a power law
shrinks until eventually for t ′ = 0.1Γ the logarithmic derivative only features a local minimum [with
a value giving a rough estimate of the exponent, though; see Figure 8.8(b)] close to V ≈ Γ . Within
the DMRG framework of [Bou08], such large hoppings were used for a power-law fit of the current.
Even though it is certainly numerically demanding, treating smaller t ′ in non-equilibrium would be
rewarded by putting the nice comparison of the DMRG results with a field-theoretical approach –
which is a fundamental issue of [Bou08] – on more solid grounds.
On-Resonance ǫ = ±V/2
Quite intuitively, the current through the resonant level vanishes if the latter is energetically placed
above (or below) of either one of the chemical potentials (ǫ ≫ V ) while featuring the power-law
decay described in the previous Section for small ǫ≪ V (→ Figure 8.9). If the impurity position is
fixed to the so-called resonance condition ǫ = ±V /2 which determines the crossover between the
aforementioned limits [and whose name attributes to the fact that the conductance is maximal as ǫ
is moved through the chemical potential; see Figure 8.3(b)], the analytic expression (8.5.16) takes
the form
J ∼ τ1τ3
τ1 + τ3
∼ TKTK (V /TK )
−αres
TK + TK (V /TK )−αres
∼ TK 1
1 +
(
V
TK
)αres , αres = 2UπΓ + O(U2) , (8.5.18)
for voltages V ≫ TK where the arc-tangent can be replaced by its asymptotic value. However,
even if V is orders of magnitude larger than the equilibrium energy scale TK , the current does
not necessarily exhibit a power law since the exponent αres becomes small for U → 0. This is
due to the fact that the flow for one of the renormalized hoppings is cut by the voltage [i.e.,
τ1 ∼ TK (V /TK )−αres ] but the flow of the other is cut by itself (i.e., τ3 ∼ TK ). As before, we can
verify this result numerically and extract the quantity αres beyond linear order by fitting to the form
13More precisely, our approximate result of Eq. (8.5.11) yields J ∼ t′2V−α, which to leading order in U agrees with
J ∼ T 1+α
K
V−α ∼ t′2−2α
2
V−α. We have introduced TK with the understanding that it is the unique low energy
scale of the IRLM (besides the bandwidth). Thus, all physical quantities can be expressed in terms of TK in the
scaling limit.
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Figure 8.10: (a) The same as in Figure 8.4(a), but additionally showing FRG results obtained from various
second order truncation schemes. Namely, one accounts for the flow of the static nearest-
neighbour density-density vertex [from Eqs. (8.3.9) – (8.3.12) with U13 = 0 and evaluated
at ν = 0]; all of its frequency-independent components [using the general flow equation
(5.1.26)]; the frequency-dependent bosonic parametrisation of the nearest-neighbour vertex
[Eqs. (8.3.9) – (8.3.12) with U13 = 0]; additionally next-nearest-neighbour (nn.n.) density-
density interactions [Eqs. (8.3.9) – (8.3.15)]; in the latter case, results computed with the
modification introduced in Section 7.4.3 are shown as well. (b) Susceptibility χ determined
with a relative accuracy of ǫχ as a function of the hopping t
′ for U/Γ = 0.5. The data
was obtained from a numerical integration of the flow equations (8.3.9) – (8.3.15) using a
geometric mesh of N discrete frequencies ranging between ωmin and ωmax (see Section 7.4.1
for details) and linear interpolation in between. The integral appearing on the right hand side
within the modified approach was carried out using trapezoidal quadrature. The vertical axis
displays the interval of 0.014Γ ... 0.025Γ .
of Eq. (8.5.18).14 Within our (reservoir-cutoff) FRG approximation scheme, αres is equal to the off-
resonance exponent αJ [see the inset to Figure 8.9(b)]. Whereas those observations are altogether in
complete agreement with recently-published real-time renormalization group results [Kar10b], they
clearly contradict the intuition that the voltage can always be interpreted in terms of an infrared
cutoff associated with universal power laws (as claimed by [Doy07]).
Artifacts of the Sharp Cutoff Scheme
While for vanishing impurity energies both functional RG cutoff schemes describe the same non-
equilibrium physics, the violation of causality within the sharp cutoff approach in presence of finite
ǫ and voltages V leads to severe artifacts [e.g., deviations from power-law behaviour for ǫ ≪ V
already for fairly small Coulomb interactions; see Figure 8.9(b)]. These violations originate from
the diagonal self-energy components which do not flow at ǫ = 0. Thus, the reservoir cutoff scheme
is clearly superior in investigating particle-hole asymmetric impurity positions for the IRLM beyond
linear response.
The Left-Right Asymmetric IRLM
So far, we have modelled the resonant level to be coupled symmetrically to both baths – a scenario
which is generically employed in previous works [Meh06, Bor07, Doy07, Bou08]. However, the FRG
flow equations introduced in Section 8.3 can be generalised straightforward for different Coulomb
interactions UL 6= UR and hopping amplitudes t ′L 6= t ′R to the left and right side, respectively.
Following the same reasoning as in the symmetric case, one can analytically show that to leading
14In this case we neglect the renormalization of the level positions ǫΛ and ǫ
′
Λ
. The resonance condition is then given
by ǫ = ±V /2, and the tedious task of numerically determining the precise position ǫres with an accuracy much
smaller than the width ∆ǫres ∼ TK ≪ Γ can be avoided. With the effects of the level renormalization being of
higher order, this is justified if one only aims at verifying the analytic result of Eq. (8.5.18) and analysing the
trend how the quantity αres evolves beyond the linear regime.
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Figure 8.11: (a) The quantity extracted from power-law fitting of the data shown in Figure 8.10(b) as
well as similar data obtained from various other second-order approximation scheme (see the
caption of Figure 8.10 for an explanation). Remind that the first-order result agrees per-
fectly with the NRG reference of Figure 8.7(b). Inset: Comparison of the FRG ‘exponent’
associated with a susceptibility being calculated either in the usual way by integrating the
Matsubara Green function [lines; see Eq. (4.5.21)] or from the derivative of the free energy
(symbols). Colour coding is the same as in the main part. (b) The logarithmic derivative
d ln(Γ/χt′ 2)/d ln(t′ 2/Γ 2) obtained from the FRG flow equation (8.3.6) as well as from various
(static and frequency-dependent) second-order generalisations in comparison with numerical
renormalization group data. Both for the NRG as well as for the first order FRG scheme, this
quantity is constant over orders of magnitude as the charge susceptibility χ is governed by a
power law of the bare hopping amplitude t′.
order the current in the limit Γ ≫ V ≫ t ′L,R , ǫ takes the form
J
TK
∼ 1
1
c
(
TK
V
)− 2ULπΓ + c (TK
V
)− 2URπΓ , (8.5.19)
where the linear-response low energy scale TK and the asymmetry parameter c are given by TK ∼
t ′Lt
′
R and c = t
′
L/t
′
R to zeroth order. For UL 6= UR , J is thus not governed by a power law even
if V ≫ TK is large, and the voltage can again not be interpreted as an infrared cutoff. A more
detailed discussion of the two-channel interacting resonant level model with asymmetric couplings
can be found in [Kar10b].
8.6 Second-Order Functional RG
In this part, we briefly elaborate on linear-response data obtained from the second-order functional
RG scheme introduced in Section 8.3.2.15 While we choose a didactic way of presentation, a purely
result-oriented discussion can be found in [Kar10a].
Reminder: Anderson Model
For the single impurity Anderson model in equilibrium, truncating the infinite FRG flow equation
hierarchy to second order and subsequently solving the finite set of differential equations numerically
by introducing a discretisation of Matsubara frequency space leads to systematic improvements at
small to intermediate Coulomb interactions and additionally allows for computing energy-dependent
properties such as the local density of states or the finite-temperature conductance (→ Chapter 7).
In contrast, one cannot describe strong-coupling physics such as the appearance of the exponentially
small Kondo energy scale.
15A detailed presentation of second-order FRG data in the context of the Anderson impurity model out of equilibrium
can be found in [Jak10a].
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Various Second-Order Schemes
The first logical step in order to eventually pursue the same course of action and set up a frequency-
dependent FRG scheme for the interacting resonant level model consists of successively accounting
for the static flow of the two-particle vertex. It turns out that at this level of approximation it
is sufficient to incorporate nearest- and next-nearest neighbour density-density interaction terms
only – additionally considering the flow of ‘correlated hoppings’ of the type d†3d2d
†
2d1 does not
quantitatively alter any results [we have particularly checked this for the parameters of Figure
8.4(a) as well as for the equilibrium ‘exponent’16 αχ at U . Γ ]. Thus, it is reasonable to generally
parametrise the real-space structure of two-particle vertex using these density-density interactions
only. Moreover, experience from the Anderson model motivates to approximate the frequency-
dependence using the bosonic combinations associated with the three types of perturbation theory
diagrams. Finally, we allow for the possibility to replace the single-scale propagator on the right
hand side of the corresponding flow equations (8.3.9) – (8.3.15) by the cutoff derivative of the Green
function. This is by motivated the fulfilment of Ward identities [Kat04] and changes our results only
to higher order.
Conductance: Comparison with DMRG
In Figure 8.10(a) we illustrate that successively incorporating those various second-order corrections
does not lead to any changes for the conductance curve G (ǫ) of Figure 8.4(a) up to U/Γ = 0.3
(where even first order data agrees perfectly with the DMRG reference). For large Coulomb inter-
actions U/Γ = 5, some schemes do not give reasonable results (and even break down numerically if
U is further increased). This particularly holds if the frequency-dependent approach is implemented
without replacing the single-scale propagator by the total derivative dG/dΛ in complete analogy
with the Anderson model. The (most elaborate) ‘modified’ frequency-dependent approximation,
however, leads to systematic improvements of the FRG data (which is again consistent with the
SIAM).
What about the Scaling Limit?
Even though higher-order corrections to the equilibrium exponent αχ cannot be expected to have
the correct prefactors, they are captured rather well even by the first order scheme [→ Figure 8.7(b)].
Despite this fact it is reasonable to investigate the scaling limit of the IRLM beyond the leading
FRG approximation if one aims at generalising this approach to the non-equilibrium case [where the
first-order scheme yields a purely linear exponent up to fairly large values of U; see Figure 8.7(a)].
It turns out that the frequency-dependent functional RG yields almost perfect power-law behaviour
for the susceptibility χ over one order of magnitude of the bare hopping amplitude t ′2, and one
can carefully ensure that it is independent of the numerical discretisation parameters [→ Figure
8.10(b)]. For small interaction strength, the value of the corresponding ‘exponent’ consistently
increases compared to the first-order result if any second-order approach whatsoever – static or
frequency-dependent, accounting for nearest and next-nearest neighbour terms or the former only
– is employed [→ Figure 8.11(a)]. In addition, different equivalent ways of computing the average
occupation number (and thus αχ) do not give coinciding data in the static approximation (as
Ward identities are in general violated by the FRG which is a non-conserving approximation), but
the agreement is significantly improved within the second-order scheme [see the inset to Figure
8.11(a)]. The same holds for a comparison of the equilibrium exponents αT and αχ (which one
would generally expect to be identical in an exact solution). Thus, the most elaborate frequency-
dependent FRG approach yields highly-consistent data, the only issue is: While bare quantities (i.e.,
the conductance curve) improve in comparison with reference results, the ‘exponent’ worsens. This
is rather unexpected – the functional RG being well-controlled in the limit of small U – and can
eventually be explained from the fact that the ‘exponent’ is actually none. The logarithmic derivative
of χ(t ′), which is constant over orders of magnitude within the first-order approach in complete
agreement with NRG data [→ Figure 8.11(b)] exhibits a tiny slope already within the completely
16The meaning of the phrase ‘exponent’ will become clear in a moment.
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static scheme.17 The same holds if the frequency-dependence is accounted for [but it is hardly
noticeable as it is numerically impossible to eventually compute the susceptibility over several orders
of magnitude due to the discretisation of frequency space; see the inset to Figure 8.11(b)]. This
situation is again analogous to the Anderson model where an exponential energy scale contained
within the most simple (Hartree-Fock-like) approximation scheme is no longer captured by the –
more elaborate – second-order approach (→ Chapter 7). Thus, generalising the FRG flow equations
cannot be achieved by straightforward truncating at second instead of first order.
8.7 Conclusion & Outlook
Scaling Behaviour of the IRLM
In this Chapter we have studied zero-temperature steady-state transport properties of the two-
channel interacting resonant level model in presence of an arbitrary bias voltage V . Beyond linear
response, the functional renormalization group in Keldysh frequency space can be used to compute
the self-energy associated with the local Coulomb interaction between the isolated level and the two
baths of delocalised states. We truncate the infinite hierarchy of functional flow equations to leading
order, rendering the FRG an approximate method to calculate effective system parameters. Despite
the simple (Hartree-Fock-like) nature of the resulting scheme, transport properties of the IRLM can
be obtained to satisfying agreement with density matrix renormalization group data both in and out
of equilibrium. This allows for a thorough investigation of the special case where the bandwidth Γ
of the leads becomes large. For voltages much smaller than the linear-response energy scale TK ,
this so-called scaling limit is characterised by universal power-laws. E.g., the charge susceptibility
is governed by χ−1 ∼ t ′2−αχ ∼ TK , with t ′ being the local hopping to the leads. The exponent
αχ = 2U/πΓ +O(U
2) can be computed numerically and analytically in agreement with prior results
to leading order. Far from equilibrium (V ≫ TK ), the current decays as a power-law J ∼ V−αJ
with the voltage if the impurity energy is small (ǫ ≪ V ) while featuring more complex behaviour
if the latter is pinned close to either one of the chemical potentials of the baths (ǫ = ±V /2).
Whereas in the former case the voltage can be interpreted in terms of a simple infrared cutoff –
which automatically appears within the FRG framework – the same does not hold close to the
resonance condition ǫ = ±V /2.
Establishing the FRG in Non-Equilibrium
From the methodical point of view, we have established the functional renormalization group as
a simple tool to compute effective (Hartree-Fock-like) parameters incorporating aspects of non-
equilibrium physics of quantum impurity systems. The latter particularly holds for a recently-
proposed way of implementing an infrared cutoff in Keldysh frequency space, which can be in-
terpreted in terms of an additional reservoir whose coupling strength flows from infinity to zero and
which does not suffer from symmetry violations specifically associated with non-equilibrium (such
as causality).
Outlook
In general, the simple approximation obtained from truncating the infinite hierarchy of FRG flow
equations to leading order is limited to treat small to intermediate values of the Coulomb inter-
action only. However, the fundamental scaling-limit power-law behaviour of the IRLM is lost if
one straightforward accounts for the frequency-dependence of the two-particle vertex (while bare
quantities improve) in complete analogy with the Anderson model. Thus, another strategy on how
to tackle strong-coupling physics of quantum impurity systems using the functional renormalization
group needs yet to be devised. This is subject to future work.
17Interestingly, the static second-order scheme incorporating the flow of nearest-neighbour interactions only yields
unchanged power-law behaviour. The deviations from the latter solely attribute to the next-nearest neighbour
component. This does no longer hold in a frequency-dependent approach where already nearest-neighbour terms
no longer describe power laws.
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Abstract
We investigate the equilibrium Josephson current through a quantum dot embedded between two su-
perconductors showing a phase difference φ. The system is modelled as a single Anderson impurity
coupled to BCS leads, and the Matsubara functional renormalization group framework (comple-
mented by exact results and numerical RG data) is employed to treat the local Coulomb interaction
U. We reestablish the picture of a quantum phase transition occurring if the ratio of the Kondo tem-
perature TK and the superconducting energy gap ∆ or, at appropriate TK/∆, the phase difference φ
or the impurity energy is varied. We present accurate zero- as well as finite-temperature T data for
the current itself, thereby settling a dispute raised about its magnitude. For small to intermediate
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U and at T = 0 the frequency-independent functional renormalization group is demonstrated to
produce reliable results without the need to implement demanding numerics. It thus provides a tool
to extract characteristics from current-voltage measurements. Moreover, the flexibility of the static
FRG allows for computing the current as a function of the impurity energy in qualitative agreement
with recent experimental data.
Interferometric Setups
We illustrate that the picture of the low-energy physics being governed by an interplay of two
distinct (singlet and doublet) phases is still valid if the quantum dot is placed inside an Aharonov-
Bohm environment – i.e., in presence of a direct link between the BCS leads. The phase boundary
depends, however, non-monotonically on the coupling strength between the superconductors, causing
the system to exhibit re-entrance behaviour and multiple phase transitions. We compute the zero-
temperature Josephson current and demonstrate that it can become negative in the singlet phase
due to the Coulomb interaction. An analytic treatment of the limit of large superconducting energy
gaps ∆ = ∞ is complemented by functional renormalization group results.
9.1 Introduction
Interplay of Kondo and BCS Physics
The Kondo effect [Kon64,Hew93] and superconductivity [Bar57] are two of the most striking mani-
festations of electronic correlations in low-energy condensed matter physics. The interplay of both
phenomena, showing up, e.g., for superconducting metals containing magnetic impurities, was first
studied several decades ago [Abr61,Sod67,Shi69,Mu¨l70,Zit70a,Zit70b,Mu¨l71,Shi73,Mat76,Spi91]. The
Kondo temperature TK and the superconducting gap ∆ are the two competing energy scales which
govern the low-energy behaviour of such systems. If TK ≫ ∆, local magnetic moments are screened
by virtue of the Kondo effect. This causes Cooper pairs to break, and the ground state becomes a
Kondo rather than a BCS singlet. In the opposite limit TK ≪ ∆, Kondo screening is disturbed due
to the superconducting gap at the Fermi energy – the ground state describes free magnetic moments.
At temperature T = 0, a first order level crossing quantum phase transition from a non-magnetic
singlet to a degenerate (so-called magnetic) ground state is observed if ∆/TK increases.
Renewed Interest in the Quantum Dot Josephson Problem
In recent years, a renewed theoretical interest in the interplay between Kondo and BCS physics has
been triggered by the rise of nanotechnology and the associated realisation of quantum dot systems
connected to superconducting leads [Bui02,Bui03,Cle06,Dam06,Jar06,Jør06,Eic07,Gro07,Jør07,San07].
The microscopic parameters of such nanoscale systems (e.g., the energy ǫ of the impurity) can be
easily tuned, thereby allowing to study the physics in a controlled way. From the theoretical point of
view, the single impurity Anderson model with BCS superconducting leads can be used to describe
the regime of low-energy behaviour. If the local interaction U between spin up and down electrons
is sufficiently large so that the impurity is singly occupied, there is again a competition between
Kondo screening and the formation of Cooper pairs. The Kondo singlet ground state becomes a
magnetic doublet if ∆/TK is increased at arbitrary phase difference φ. However, the critical value
Uc(∆) describing the phase boundary depends on φ. Hence, a phase transition can be observed
if the phase difference is varied at appropriate ∆/TK . Likewise, a transition to the singlet state
is exhibited if the system is driven away from particle-hole symmetry by a gate voltage ǫ. The
zero-temperature crossover from Kondo to BCS ordering manifests as a discontinuous sign change
of the equilibrium current 〈J(φ)〉 which generally flows through the quantum dot Josephson junction
in presence of a finite phase difference between both superconductors.
Theory: Status Report
As mentioned above, the fundamental physics of magnetic impurities inside a superconductor was
explained decades ago. The revived interest motivated by recent experiments, however, lead to
intense studies of the quantum dot Josephson junction using various theoretical approaches. In
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most cases, the single impurity Anderson model with BCS leads was employed, which in the limit
∆ → 0 is well-known to exhibit strong-coupling phenomena. Hence, reliable many-particle methods
are a priori needed for an accurate treatment of the interaction U between electrons occupying
the impurity. Ranking among those is the numerical renormalization group which was applied to
accurately calculate the phase boundary between the singlet and doublet phase [Ogu04,Tan07] as well
as the single-particle spectral function [Bau07]. Even though the phase transition is (surprisingly)
already captured on the Hartree-Fock level [Roz99, Yos00] and by perturbative approaches [Vec03,
Nov05], there are few quantitatively reliable results for the Josephson current at T = 0. The atomic
limit ∆ = ∞ can be treated analytically, and Glazman and Matveev derived an expression for 〈J(φ)〉
in the regimes where either Γ → 0 or ∆ → 0, respectively [Gla89]. Quantum Monte Carlo (QMC)
calculations were carried out by Siano and Egger [Sia04], but they show significant finite-temperature
effects (QMC being an inherently finite-T - method). Sellier et al. published finite-temperature
data for the infinite-U Anderson model obtained from the non-crossing approximation [Sel05]. NRG
results for 〈J(φ)〉 at arbitrary parameters were presented by Choi et al. [Cho04], but they have been
criticised by Siano and Egger to be inaccurate [Cho05,Sia05]. New QMC calculations [Lui10] do not
address this dispute (as the Josephson junction only serves for benchmarking algorithms).
Goals
We tackle the quantum dot Josephson problem using both the functional and numerical RG frame-
works. The NRG is a very reliable tool to investigate low-energy properties of systems with Coulomb
interaction [Bul08,Kri80a] and thus provides a powerful framework for an unbiased calculation of the
Josephson current. Unfortunately, it requires large numerical effort and in practise only small systems
of high symmetry can be treated. In contrast, truncated FRG is fast, flexible, easy-to-implement,
and free of numerical parameters, but by construction limited to small to intermediate interaction
strength. Prior benchmarks against NRG data, however, showed that the static FRG correctly
describes zero-temperature (i.e. zero-frequency) transport properties of multi-level quantum dot ge-
ometries connected to Fermi liquid leads up to fairly large U (see [Kar06a,Med06,Kar07a,Kar07b] as
well as Chapter 7). In the present context, we establish the accuracy of the frequency-independent
Matsubara FRG by comparing with our new numerical renormalization group data as well as with
analytical results at ∆ = ∞. Having eventually explored the advantages and shortcomings of both
(NRG and FRG) frameworks, it will be one aim to partly settle the mentioned dispute about prior
(quantum Monte Carlo and NRG) results for the Josephson problem. Whereas we generally focus on
the zero-temperature limit, finite temperature effects are studied only in passing (using the numer-
ical RG). A frequency-dependent FRG approach to the quantum dot Josephson problem is briefly
discussed.
Flexible Access to Experimental Scenarios
One of the particular strengths of the static functional renormalization group is that it is not
bound to highly-symmetric situations: One can readily treat finite impurity energies ǫ (which are an
experimentally well-controllable parameter), arbitrary relations ΓL/ΓR between the tunnel barriers
(with ΓL = ΓR seemingly not very generic in an actual device), and eventually interferometric
geometries where the two leads are directly coupled by some hopping td (see below). We particularly
exploit this flexibility and demonstrate that the critical supercurrent as a function of the gate voltage
ǫ can indeed be obtained in good agreement with recent measurements [Eic09]. Moreover, it is
experimentally impossible to directly observe the dissipationless supercurrent, and it thus needs
to be extracted from a curve obtained at finite bias voltages using some model of the quantum
dot Josephson junction [Jør07]. A key ingredient to this procedure are current-phase-characteristics
which are presently assumed to be that of an ordinary tunnel interface. Particularly close to particle-
hole symmetry, however, J(φ) significantly deviates from a purely sinusoidal curve – and our static
FRG approach may provide a fast and flexible route to more ‘elaborate’ current-phase relations at
T = 0.
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Interferometric Geometries
If a quantum dot is placed in one arm of a non-superconducting closed Aharonov-Bohm geometry,
signatures of the Fano effect can be experimentally observed in mesoscopic systems [Kob02,Aik04,
Joh04]. In addition, the interferometric setup allows for extracting physical properties which cannot
be accessed by measurements on the isolated dot (such as the transmission phase) [Yac95, Sch97,
Avi05]. Both situations were investigated theoretically using Anderson-like impurity models as well
as appropriate many-body methods in order to obtain a physical understanding consistent with the
observed data [Hof01,Kar07a]. In contrast, no interferometric experiments on quantum dots within
a superconducting environment have been performed so far. However, in consideration of the rapid
progress in nanoscience it is reasonable to assume that experimental (e.g., transport) data on such
setups will become available fairly soon.
Theory: Status Report, Vol. II
As mentioned above, both the singlet-doublet phase transition and the supercurrent of the quan-
tum dot Josephson junction were extensively investigated theoretically, most times employing the
single impurity Anderson model with BCS source and drain leads. In contrast, the Aharonov-Bohm
situation where both superconductors are in addition directly linked by a hopping matrix element
td has only been partly investigated. Zhang used a slave-boson mean-field approach to compute
the supercurrent for the (singlet) situation where the Kondo temperature TK is larger than the
energy gap ∆ [Zha05]. However, the author fails to obtain correct results in the analytically-solvable
non-interacting case U = 0, rendering his results questionable.1 The opposite (doublet) situation
with TK < ∆ was investigated by Osawa, Kurihara, and Yokoshi [Osa08]. They employ, however,
a Hartree-Fock framework which cannot account properly for Kondo correlations, the latter being
a vital ingredient for the problem at hand.2 Most surprisingly, both works do not at all address
the question whether the general picture of the existence of singlet and doublet low-energy states
survives if the superconductors are connected directly, and, if so, how the ground state actually
depends on the physical parameters (particularly td) of the system.
Goals
It will be our first aim to clarify this very issue and to demonstrate that the T = 0 ‘phase boundary’
is affected non-monotonically by a finite coupling td > 0, causing the system to exhibit re-entrance
behaviour and multiple singlet-doublet transitions. Secondly, we present reliable results for the
zero-temperature Josephson current J for arbitrary system parameters (not focusing on a specific
regime of ∆/TK ) and particularly illustrate that J can become negative in the singlet phase.
3
Our starting point is the so-called atomic limit ∆ = ∞ which can be treated analytically even
in presence of finite Coulomb correlations. In order to address arbitrary ∆ < ∞ and U > 0, we
employ the functional renormalization group for which we previously illustrated that it succeeds both
qualitatively and quantitatively in describing the phase boundary and supercurrent for the simple
quantum dot Josephson junction (td = 0). In addition, we will demonstrate that for td > 0 the FRG
scheme benchmarks excellently against the analytic result at ∆ = ∞, thereby altogether providing
a reliable tool to study the problem at hand.
1This was already pointed out in [Osa08].
2The frequency-independent FRG approximation employ in this Chapter does not allow for reliably computing the
impurity spectral function (→ Section 7.3.5). Thus, we cannot address the question whether there is actually a
Kondo resonance or a BCS gap governing the low-energy behaviour for the problem at hand. However, numerical
renormalization group calculations for the simple quantum dot Josephson junction (td = 0; see [Bau07]) as well
as for the non-superconducting setup (∆ = 0; see [Hof01]) showed that at sufficiently large U the physics is
crucially influenced by the Kondo effect. It is reasonable to assume that Kondo correlations are still present for
the interferometric problem.
3Focusing on the limit of small ∆/TK , this issue was previously raised in [Zha05]. However, the author fails to treat
the non-interacting limit U = 0 correctly, rendering his results a priori questionable.
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Figure 9.1: The quantum dot Josephson junction subject to this Chapter. A single Anderson impurity
characterised by an on-site energy ǫ as well as Coulomb interactions U between electrons of
different spin directions is coupled to two baths by tunnel barriers of strength Γ/2. The latter
are assumed to be superconducting and described by BCS gaps ∆ and a phase difference φ.
Outline
This Chapter is organised as follows. Having recalled the Hamiltonian associated with our problem
at hand (Section 9.2), we extensively introduce all techniques necessary to eventually set up the
functional RG flow equations and particularly investigate the issue of current conservation (Section
9.3). Results obtained for the simple quantum dot Josephson junction (td = 0) from the FRG
framework (complemented by numerical RG data an an analytic treatment at ∆ = ∞) are discussed
in Section 9.4. Finally, we elaborate on what happens for interferometric geometries (Section 9.5).
9.2 The Model
Let us briefly specify the Hamiltonian associated with the quantum dot Josephson junction of Figure
9.1. A single Anderson impurity with on-site energy ǫ and Coulomb repulsion U between spin up
and spin down electrons is introduced as usual:
Himp = H
0
imp + Uimp = ǫ
∑
σ
d†σdσ + U
(
d†↑d↑ −
1
2
)(
d†↓d↓ −
1
2
)
. (9.2.1)
The single-particle energy was shifted such that ǫ = 0 corresponds to the point of particle-hole
symmetry. The left (s = L) and right (s = R) superconducting leads are modelled by a standard
BCS Hamiltonian,
Hsbath =
∑
kσ
ǫskc
†
skσcskσ −∆s
∑
k
(
e iφs c†sk↑c
†
s−k↓ + H.c.
)
, (9.2.2)
where ∆s and φs denote the magnitude and phase of the superconducting order parameter. dσ and
cskσ are the usual annihilation operators of the dot and lead electrons, respectively. The quantum
dot is coupled to the leads by
Hscoup = −ts
∑
σ
(
c†sσdσ + H.c.
)
, (9.2.3)
with the hopping matrix element ts assumed to be real. We have introduced the local electron
operator at the end of the leads, csσ =
∑
k cskσ/
√
N. Finally, the direct coupling between the leads
is modelled by virtue of
Hdirect = −td
∑
σ
c†LσcRσ + H.c. . (9.2.4)
9.3 The Method
This Section is devoted to a detailed presentation of the formalism necessary to address the quantum
dot Josephson problem – a discussion about the physics will be postponed to subsequent parts. Our
four major objectives are: First, the Hamiltonian introduced above does not conserve the particle
number and thus calls for a (slight) generalisation of the functional RG approach. Resorting,
however, to the concept of Nambu spinors (Section 9.3.1), one can directly employ the well-known
techniques of Chapters 4 and 5 and derive both the impurity Green function in absence of Coulomb
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interactions (Section 9.3.2) and from that set up the FRG flow equations (Section 9.3.4). As we
will discuss later on, various Hartree-Fock treatments to the problem at hand can be found in the
literature but still lack a conclusive picture how they (qualitatively or quantitatively) succeed or fail
in describing its physics. To clarify this issue – second – the mean-field equations associated with
the quantum dot Josephson junction are discussed (Section 9.3.5). Thirdly, we illustrate how the
Josephson supercurrent – the observable of most interest – can eventually be calculated from the
self-energy extracted from the different frameworks (Section 9.3.6). Since the FRG is in general a
non-conserving approximation, one needs to particularly investigate the issue of current conservation.
Fourthly, we show that the so-called atomic limit of large BCS gaps allows for an analytic treatment
even in presence of Coulomb interactions (Section 9.3.7). The latter both yields some instructive
understanding about the parameter dependence of the singlet-doublet phase boundary and moreover
serves as a benchmark for our FRG scheme.
Short Summary
Since the upcoming Section is long and quite technical, let us give a brief summary of its key results
(for everyone whose interest is more in the subsequent discussion of the physics of the quantum dot
Josephson junction and in how the functional RG succeeds or fails to capture them rather than in the
details of the formalism itself). First, the whole problem of a Hamiltonian which does not preserve
the particle number can be absorbed into a doubling of the single-particle degrees of freedom –
and one basically ends up with a functional RG flow equation for the ‘effective impurity energy’ as
well for the ‘induced gap’. Secondly, it turns out that for the physically most appealing case of
equal ∆L = ∆R (the gap being a bulk property of the leads), the static FRG approximation can a
priori be shown never to violate current conservation. Finally, the limit of ∆ = ∞ can be equally
described by an effective interacting two-site system. One can obtain an analytic expression for the
phase boundary – which we will recall when discussing the physics – as a generalisation of the result
presented in [Tan07] to arbitrary parameters (particularly finite td 6= 0).
9.3.1 Nambu Formalism
If we introduce Nambu operators [Bru04],
Ψsk =
(
csk↑
c†s−k↓
)
, ϕ =
(
d↑
d†↓
)
, (9.3.1)
which fulfil standard fermionic commutators,[
Ψski ,Ψs′k′i ′
]
+
= 0 ,
[
Ψski ,Ψ
†
s′k′i ′
]
+
= δss′δkk′δii ′ , (9.3.2)
the Hamiltonian of our system can be recast into a usual form which is (quasi) particle number
conserving. The result for the BCS leads is well-known:
Hsbath =
∑
k
(
ǫskΨ
†
skσ3Ψsk −Ψ†sk∆¯sΨsk
)
, ∆¯s = ∆s
(
0 e iφs
e−iφs 0
)
, (9.3.3)
with σi denoting the Pauli matrices. Next, we rewrite the coupling term by virtue of
c†sk↑d↑ + c
†
sk↓d↓ → Ψ†sk1ϕ1 + Ψs−k2ϕ†2 ⇒ Hscoup = −tsΨ†s σ3ϕ + H.c. . (9.3.4)
In the same manner one obtains
Hdirect = −tdΨ†Lσ3ΨR + H.c. . (9.3.5)
Finally, we consider
Himp = (ǫ− U/2)
∑
σ
d†σdσ + Ud
†
↑d↑d
†
↓d↓ + const.
= (ǫ− U/2)
[
ϕ†1ϕ1 − ϕ†2ϕ2
]
+ U
[
−ϕ†1ϕ1ϕ†2ϕ2 + ϕ†1ϕ1
]
= ǫϕ†σ3ϕ − U
(
ϕ†1ϕ1 −
1
2
)(
ϕ†2ϕ2 −
1
2
)
.
(9.3.6)
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It is imperative to keep in mind about the sign change of the two-particle term.
9.3.2 Green Functions
For a particle-number conserving Hamiltonian (like the one we just derived), all non-interacting
Green functions can be derived straightforward in analogy with Section 4.4.1, the only difference
being the additional Nambu index.
Green Function of the Isolated Leads
The inverse Green function of the isolated BCS leads gksi can be read of directly from the corre-
sponding Hamiltonian (it is diagonal in s and k – space):
gsk(iω)
−1 = iω − ǫskσ3 + ∆¯s =
(
iω − ǫsk ∆se iφs
∆se
−iφs iω + ǫsk
)
, (9.3.7)
where we have written out the matrix structure w.r.t. the Nambu index explicitly.4 The inverse
reads
gsk(iω) =
1
(iω)2 − ǫ2sk −∆2s
(
iω + ǫsk −∆se iφs
−∆se−iφs iω − ǫsk
)
, (9.3.8)
so that we finally obtain for the local Green function of the isolated bath:
gs(iω) = g
s
bath(iω) =
1
N
∑
k
gsk(iω) =
1
N
∑
k
∫
δ(ǫ− ǫsk)gsk(iω; ǫsk → ǫ)dǫ
= −πρbath 1√
ω2 + ∆2s
(
iω −∆se iφs
−∆se−iφs iω
)
.
(9.3.9)
As usual, the local density of states in absence of superconductivity ρbath =
∑
k δ(ǫ − ǫsk)/N is
assumed to be constant.
Lead-Lead and Lead-Dot Green Functions
The bath contribution to the impurity Green function can be computed straightforward by virtue
of the projection method outlined in Section 4.4.2. In presence of a direct coupling td between
the leads, however, it is technically simpler to resort to the equation-of-motion technique – as
determining the object GQQ requires the diagonalisation of the isolated but coupled bath. It is
based on
∂tG
ret
AB(t) = −i∂tΘ(t)〈A[t]B − ζBA[t]〉ρˆeq = iG retA=[H,A]B(t)− iδ(t)〈[A,B]−ζ〉ρˆeq (9.3.10)
⇒ zGAB(z) + GA=[H,A]B(z) = 〈[A,B]−ζ〉ρˆeq . (9.3.11)
For the (interacting) lead-dot Green function G(sk)d , this equation reads (remind the Nambu struc-
ture and the corresponding implicit matrix operations)
zGA=ΨskB=ϕ† + GA=[H,Ψsk ]B=ϕ† = 0 , [H,Ψsk ] = −(ǫskσ3 − ∆¯s)Ψsk +
ts√
N
σ3ϕ+
td√
N
σ3Ψs¯ ,
(9.3.12)
where G denotes the (interacting) impurity Green function, and it was useful to recall that
[AB,C ] = A[B,C ] + [A,C ] B
= A[B,C ]+ − [A,C ]+B
[A,BC ] = [A,B] C + B[A,C ]
= [A,B]+C − B[A,C ]+ .
(9.3.13)
4This will be our common practise: All objects not carrying the Nambu index explicitly are to be interpreted as
two-dimensional matrices.
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Carrying out the summation over wave vectors yields
Gsd = −gs (tsσ3G + tdσ3Gs¯d) ⇒ g−1s Gsd = −tsσ3G + tdσ3gs¯ (ts¯σ3G + tdσ3Gsd) (9.3.14)
⇒ Gsd = −tsgsσ3 + ts¯tdgsσ3gs¯σ3
1− t2dgsσ3gs¯σ3
G = AsG , (9.3.15)
keeping in mind that the inverse is multiplied from the left. We have defined L¯ = R and R¯ =
L. In order to compute the Josephson current originating from a direct interface between the
superconducting leads, it will prove helpful to express the lead-lead Green function Gss¯ in terms of
G . This is achieved straightforward:
zG
A=Ψ
sk
B=Ψ†s¯
+ G
A=[H,Ψ
sk
]B=Ψ†s¯
= 0 ⇒ Gss¯ = −gs (1− tdσ3Gs¯ s¯ + tsσ3Gds¯) ,
zG
A=Ψ
sk
B=Ψ†s
+ G
A=[H,Ψ
sk
]B=Ψ†s
= 1 ⇒ Gss = gs (1− tdσ3Gs¯s + tsσ3Gds) .
(9.3.16)
Combining both equations gives
Gss¯ =
−tsgsσ3 + ts¯tdgsσ3gs¯σ3
1− t2dgsσ3gs¯σ3
Gds¯ − tdgsσ3gs¯
1− t2dgsσ3gs¯σ3
= AsGds¯ + /G ss¯ , (9.3.17)
with /G ss¯ being the lead-lead Green function for ts = 0, and
Gds(iω) = G (iω)A
†
s (−iω) . (9.3.18)
It is imperative to note that σ3As is no self-energy term (only
∑
s tsσ3As is!), and the relation
σ3A
†
s (−iω) = As(iω)σ3 does not necessarily hold (see later).
Non-Interacting Impurity Green Function
With these preparations, we can now compute the non-interacting Green function of the impurity
by the equation-of-motion technique. To this end,
zG + G[H,ϕ]ϕ† = 1 , [H,ϕ] = −ǫσ3ϕ+
∑
s
tsσ3Ψs + [Uimp,ϕ] . (9.3.19)
Plugging in the lead-dot Green function Gsd and setting Uimp = 0 yields
G0(iω) =
1
g−1imp +
∑
s tsσ3As(iω)
=
1
iω − ǫσ3 +
∑
s tsσ3As(iω)
. (9.3.20)
Some Explicit Expressions
For td = 0 (which we will mainly focus on), As = −tsgsσ3, and the impurity Green function reads
G0 =
(
i ω˜ − ǫ ∆˜
∆˜∗ i ω˜ + ǫ
)−1
=
−1
D0(iω)
(
i ω˜ + ǫ −∆˜
−∆˜∗ i ω˜ − ǫ
)
, D0(iω) = ω˜
2 + ǫ2 + |∆˜|2 , (9.3.21)
where we have introduced the shorthands
i ω˜ = iω
[
1 +
∑
s
Γs√
ω2 + ∆2s
]
L=R
= iω
[
1 +
Γ√
ω2 + ∆2
]
, (9.3.22)
∆˜ =
∑
s
Γs∆s√
ω2 + ∆2s
e iφs
L=R
=
Γ∆√
ω2 + ∆2
cos(φ/2) , (9.3.23)
as well as the definitions
Γs = πρbatht
2
s , Γ = ΓL + ΓR , φL = −φR = φ/2 , t˜d = πρbathtd . (9.3.24)
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The dimensionless direct hopping t˜d appears for td 6= 0 where one basically ends up calculating the
term (focusing on L = R for simplicity)
gLσ3gRσ3 =
π2ρ2bath
ω2 + ∆2
(
iω −∆e iφ/2
−∆e−iφ/2 iω
)(
iω ∆e−iφ/2
∆e iφ/2 iω
)
= − π
2ρ2bath
ω2 + ∆2
(
ω2 + ∆2e iφ −2ω∆ sin(φ/2)
2ω∆ sin(φ/2) ω2 + ∆2e−iφ
)
.
(9.3.25)
The corresponding expression with L ↔ R is obtained by replacing φ→ −φ.
9.3.3 Symmetries
Before setting up the functional RG flow equations, it is useful to recapitulate the symmetries of the
Green functions associated with the quantum dot Josephson problem – as they can be exploited in
order to simplify the flow equations.
Complex Conjugation
Both the self-energy as well the interacting Green functions obey the following relations if a complex
conjugation is applied (→ Section 4.1.5):
Gij(iω)
∗ = Gji (−iω) , Σij(iω)∗ = Σji (−iω) . (9.3.26)
They are preserved by all truncated FRG schemes. In contrast, time-reversal invariance is in general
broken (by the model itself).
Spin Symmetry
As magnetic fields are absent (B = 0), the Hamiltonian introduced in Section 9.2 is symmetric
w.r.t. the spin degree of freedom if in addition the superconducting gap is replaced by ∆ → −∆.
Thus, the Nambu components are related by
G11(iω) = −G22(−iω) , (9.3.27)
and
G12(iω) = Gd↑d↓(iω) = Gd†↓d
†
↑
(−iω)∗ = −G
d
†
↑d
†
↓
(iω)∗ ∗= G
d
†
↓d
†
↑
(iω)∗ = G21(iω)∗ . (9.3.28)
The off-diagonal parts of G0 change sign due to the shift ∆ → −∆. Since all Feynman diagrams
that contribute to the off-diagonal component of the full Green function necessarily contain an odd
number of anomalous (1 − 2) lines, its sign is flipped as well – while by the same argument the
diagonal components are unaffected. This results in the minus sign appearing at the equality of ∗.
These symmetry relations can be summarised as
G11(iω) = −G22(−iω) = −G22(iω)∗ , G12(iω) = G21(−iω)∗ = G12(−iω) , (9.3.29)
det G (iω)∗ = [G11(iω)G22(iω)− G12(iω)G21(iω)]∗ = detG (−iω) = detG (iω) . (9.3.30)
From a diagrammatical point of view (→ Section 5.3),
G (1′; 1)(∗) = ±G (1¯; 1¯′) ⇔ Σ (1′; 1)(∗) = ±Σ (1¯; 1¯′) ∧ G0(1′; 1)(∗) = ±G0(1¯; 1¯′) , (9.3.31)
it is rather obvious that the same holds for the self-energy. For a completely rigorous arguing, we
define the following Green functions:
F (z) =
(
G
A=ϕ1ϕ2ϕ
†
2 B=ϕ
†
1
(z) G
A=ϕ1ϕ2ϕ
†
2 B=ϕ
†
2
(z)
−G
A=ϕ2ϕ
†
1ϕ1 B=ϕ
†
1
(z) −G
A=ϕ2ϕ
†
1ϕ1 B=ϕ
†
2
(z)
)
. (9.3.32)
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They fulfil the following symmetry properties:
F22(z) = −GA=d†↓n↑B=d↓ (z) = −GA=d†↓B=n↑d↓ (z
∗)∗
= G
A=n↑d↓B=d
†
↓
(−z∗)∗ = G
A=d↓n↑B=d
†
↓
(−z∗)∗ = G
A=d↑n↓B=d
†
↑
(−z∗)∗
= F11(−z∗)∗ ,
F12(z) = GA=d↑n↓B=d↓
(z) = G
A=d†↓B=n↓d
†
↑
(z∗)∗
= −G
A=n↓d
†
↑B=d
†
↓
(−z∗)∗ = −G
A=d†↑n↓B=d
†
↓
(−z∗)∗ = G
A=d†↓n↑B=d
†
↑
(−z∗)∗
= −F21(−z∗)∗ .
(9.3.33)
Note that all diagrams which contribute to the diagonal (off-diagonal) part of F contain an even
(odd) number of anomalous lines. In order to investigate how the artificial object F and the self-
energy are related, let us employ the equation-of-motion technique again. Since[
( ǫ+ U/2)ϕ†1ϕ1 − Uϕ†1ϕ1ϕ†2ϕ2,ϕ1
]
= (−ǫ+ U/2)ϕ1 − Uϕ1ϕ2ϕ†2 ,[
(−ǫ+ U/2)ϕ†2ϕ2 − Uϕ†1ϕ1ϕ†2ϕ2,ϕ2
]
= ( ǫ− U/2)ϕ2 + Uϕ2ϕ†1ϕ1 ,
(9.3.34)
one obtains for arbitrary Coulomb interactions[
z − σ3(ǫ− U/2) +
∑
s
tsσ3As
]
G − UF = G0(z)−1G (z)− UF = 1 . (9.3.35)
Thus,
UF (z) = Σ (z)G (z) ⇒ Σ (z) = UF (z)G (z)−1 . (9.3.36)
We can now establish the symmetry relations of the self-energy component associated with spin
rotation invariance:
− 1
U
Σ11(iω)
∗ = − [F11[G−1]11 + F12[G−1]21] (iω)∗
= − [F11G22 − F12G21] (iω)∗ × [det G (iω)]∗
= [F22G11 − F21G12] (iω)× det G (iω)
=
[
F22[G
−1]22 + F21[G−1]12
]
(iω)
=
1
U
Σ22(iω) ,
(9.3.37)
and likewise
1
U
Σ12(iω)
∗ =
[
F12[G
−1]22 + F11[G−1]12
]
(iω)∗
= [F12G11 − F11G12] (iω)∗ × [det G (iω)]∗
= [F21G22 − F22G21] (iω)× det G (iω)
=
[
F21[G
−1]11 + F22[G−1]21
]
(iω)
=
1
U
Σ21(iω) .
(9.3.38)
This is precisely what we expected from diagrammatic arguments.
9.3.4 Functional Renormalization Group
We proceed deriving the functional RG flow equations for the quantum dot Josephson problem.
Having condensed the influence of the BCS baths Hamiltonian (which do not conserve the parti-
cle number) into the singe-particle-like Nambu index, the formalism of Chapter 5 can be directly
applied. While mostly focusing on the frequency-independent truncation scheme employing the zero-
temperature sharp cutoff introduced in Section 5.2.2, a generalisation of this static approximation
is only discussed briefly.
9.3. The Method 145
Interacting Green Function
The interacting impurity Green function G can be parametrised in a form mimicking the symmetries
elaborated in Section 9.3.3:
G (iω) =
−1
D(iω)
(
i ω˜ − Σ2(iω) −∆˜ + Σ∆(iω)
−∆˜∗ + Σ∆(−iω)∗ i ω˜ − Σ1(iω)
)
, (9.3.39)
with the determinant given by
D(iω) = − [i ω˜ − Σ1(iω)] [i ω˜ − Σ2(iω)] +
[
∆˜− Σ∆(iω)
] [
∆˜∗ − Σ∆(−iω)∗
]
. (9.3.40)
One should remember that
D(iω)∗ = D(−iω) B=0= D(iω) , Σ1,2(iω)∗ = Σ1,2(−iω) B=0= Σ2,1(iω) , Σ∆(iω) B=0= Σ∆(−iω) ,
(9.3.41)
with B = 0 labelling a situation with spin rotation invariance (as always featured by our Hamilto-
nian).
Static FRG
Assuming that the flow of the two-particle vertex is neglected (at least up to its static part), we
can refrain from investigating the spin symmetry relations within its Nambu representation. The
corresponding relations for the self-energy components are precisely of the general structure discussed
in Section 5.3 (different signs for diagonal and off-diagonal components are of no relevance)
Gi¯ i¯ ′(iω) = ±Gii ′(iω) , (9.3.42)
and therefore conserved by any frequency-independent truncation scheme.5 Thus, we can parametrise
the self-energy as
Σ˜Λ =
(
ΣΛ ΣΛ∆
(ΣΛ∆)
∗ −ΣΛ
)
, (9.3.43)
and the corresponding zero-temperature flow equations (5.1.22) take the form
∂ΛΣ
Λ = −U
Λ
2π
∫
SΛ22(iω) dω = −
UΛ
π
∫ ∞
0
Re SΛ22(iω) dω , ∂ΛΣ
Λ
∆ =
UΛ
2π
∫
SΛ12(iω) dω , (9.3.44)
with the initial condition given by ΣΛ→∞ = ΣΛ→∞∆ = 0. Likewise, the flow of the static component
of the two-particle vertex is determined by Eq. (5.1.26) evaluated at zero external frequencies:
∂ΛU
Λ =
(UΛ)2
2π
∫ [
+ SΛ,+11 G
Λ,−
22 + S
Λ,+
22 G
Λ,−
11 − SΛ,+12 GΛ,−21 − SΛ,+21 GΛ,−12
=
(UΛ)2
2π
∫ [
+ SΛ,+11 G
Λ,+
22 + S
Λ,+
22 G
Λ,+
11 − SΛ,+12 GΛ,+21 − SΛ,+21 GΛ,+12
]
dω
=
4(UΛ)2
π
∫ ∞
0
{
Re
[
SΛ11(iω)
]
Re
[
GΛ22(iω)
]− Re [SΛ12(iω)GΛ21(iω)]} dω ,
(9.3.45)
where we have used the shorthand notation G± = G (±iω), and the initial condition reads UΛ→∞ =
−U. The only thing remaining is to eventually specify some. . .
5Alternatively, one can simply show that the flow equation associated with ΣΛ22 is nothing but the negative of the
one we obtain for ΣΛ11.
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Cutoff Schemes
If low-energy degrees of freedom are suppressed by the sharp multiplicative Θ-function detailed in
Section 5.2.2, the flow equations take the form (keep in mind the reversed sign of UΛ)
∂ΛΣ
Λ = −U
Λ
π
Re G˜Λ22(iΛ)
td=0= −U
Λ
π
ǫ+ ΣΛ
DΛ(iΛ)
, (9.3.46)
∂ΛΣ
Λ
∆ =
UΛ
2π
[
G˜Λ12(iΛ) + G˜
Λ
12(−iΛ)
] td=0= −UΛ
π
ΣΛ∆ − ∆˜
DΛ(iΛ)
, (9.3.47)
∂ΛU
Λ =
2(UΛ)2
π
[
Re G˜Λ11(iΛ) Re G˜
Λ
22(iΛ)− |G˜Λ12(iΛ)|2
] td=0= − 2(UΛ)2
πDΛ(iΛ)2
[
(ǫ+ ΣΛ)2 + |∆˜− ΣΛ∆|2
]
,
(9.3.48)
where we have defined the (usual) matrix
G˜Λ(iω) =
1
G−10 − Σ˜Λ
td=0=
−1
DΛ(iω)
(
i ω˜ + ǫ+ ΣΛ −∆˜ + ΣΛ∆
−∆˜∗ + (ΣΛ∆)∗ i ω˜ − ǫ− ΣΛ
)
. (9.3.49)
Unless mentioned otherwise, all FRG results are calculated within this framework. In passing, we
note that within the reservoir cutoff approach of Section 5.2.3, the single-scale Green function reads
SΛ(iω) = isgn(ω)GΛ(iω)GΛ(iω) , GΛ(iω) =
1
G0(iω)−1 − Σ˜Λ + i sgn(ω)Λ
, (9.3.50)
where traces over Nambu indices are still to be carried out. As the bath contribution to the self-
energy is always frequency-dependent for finite superconducting gaps, both cutoff schemes do not
necessarily gives coinciding results even within the static approximation.
Flow of the Free Energy
The FRG approximation to the interacting part of the free energy of the system can be obtained
from the flow equation (5.2.12):
∂ΛΩ
Λ
int =
1
2π
∑
ω=±Λ
Tr ln
(
1− ΣΛG0
)
=
1
2π
∑
ω=±Λ
ln det
(
1− ΣΛG0
)
=
1
2π
∑
ω=±Λ
ln det
(
[G˜Λ]−1G0
)
=
1
π
ln
∣∣∣∣∣det[G˜
Λ]−1(iΛ)
det[G0]−1(iΛ)
∣∣∣∣∣ ,
(9.3.51)
where we have exploited that det eA = eTrA. The initial condition can be easily obtained:
ΩΛ0→∞int =
1
2π
∫ Λ0
∞
∑
ω=±Λ
e iωη Tr ln
(
1− Σ
Λ
iω
)
dΛ = − 1
π
∫ Λ0
∞
sin(Λη)
Λ
Tr ΣΛ dΛ . (9.3.52)
In our case, we have Tr ΣΛ = 0 and therefore ΩΛ0→∞int = 0.
Importance of the Absolute Phase
In absence of a direct link (td = 0), one can easily demonstrate that a simultaneous shift of both
φL and φR within the static FRG approximation results in a constant change of the phase of Σ
Λ
∆
but leaves all other quantities unaffected. This becomes clear if we introduce
Σ˜Λ∆ = Σ
Λ
∆e
−i(φL+φR )/2 , (9.3.53)
and substitute this into
ΣΛ∆ −
∑
s
Γs∆s√
Λ2 + ∆2s
e iφs =
(
Σ˜Λ∆ −
∑
s
Γs∆s√
Λ2 + ∆2s
e i(φs−φs¯ )/2
)
e i(φL+φR )/2 . (9.3.54)
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The flow equation (9.3.47) for the off-diagonal part of the self-energy then takes the form
∂ΛΣ˜
Λ
∆ = −
UΛ
π
Σ˜Λ∆ −
∑
s
Γs∆s√
ω2+∆2s
e i(φs−φs¯ )/2
DΛ(iΛ)
, (9.3.55)
while the additional phase exp[i(φL + φR ]/2) cancels out everywhere else. Hence, Σ˜
Λ
∆(φL,φR) =
Σ˜Λ∆(φL − φR) – and likewise for ΣΛ, UΛ, and ΩΛint.
Computing the Energy from the Self-Energy
As an alternative to solving the flow equation (9.3.51), the energy of the system can be computed
from the self-energy. Namely, it follows from Section 4.5.3 that
Ωint =
1
4π
∫ 1
0
dλ
λ
∫ ∞
−∞
dω
D(iω)
[
2(ǫ+ Σ )Σ + 2|Σ∆|2 − 2Re
∑
s
Γs∆s√
ω2 + ∆2s
e iφs (Σ∆)
∗
]
,
(9.3.56)
with Σ = ΣΛ=0(λ) and Σ∆ = Σ
Λ=0
∆ (λ). The contributions to the integral arising form large
frequencies cancel out exactly since Gk1k2(iω)
ω→±∞−→ δk1k2
iω and Σ11 = −Σ22. One should note that
also the energy computed in this way depends on the relative phase only within the static FRG
framework:
e iφs (Σ∆)
∗ = e iφs−i
φL+φR
2 Σ˜∆(φL − φR) = e i(φs−φs¯ )/2Σ˜∆(φL − φR) . (9.3.57)
As the FRG is a non-conserving approximation, the energy of Eq. (9.3.56) is in general not equal to
the one obtained from the flow equation (9.3.51). This will become important when discussion the
issue of current conservation (in Section 9.3.6).
Frequency-Dependent FRG
In order to reliably compute physical properties at finite temperatures, the frequency-dependence
of the two-particle vertex needs to be accounted for. Setting up such a second-order functional RG
scheme can be achieved straightforward in analogy with the ordinary Anderson model discussed in
Chapter 7, the only difference being that all Green (and vertex) functions are no longer diagonal
w.r.t. the (pseudo-spin) Nambu index. We parametrise the flow of γ2 using the bosonic frequencies of
Eq. (7.3.2) and solely stick to the decoupling scheme outlined in Section 7.4.4 – the so-called appr. 1
of Chapter 7 – which is altogether justified for not too large interaction strength. The corresponding
flow equation is given by Eq. (5.1.26) with frequency differences appropriately set to zero. It can
be easily solved numerically, and there is no need to exploit symmetries (all Nambu summations are
implemented stupidly) for the sake of computer time – particularly given the outcome (see below).
9.3.5 Hartree-Fock
The quantum dot Josephson junction was frequently addressed within the Hartree-Fock framework.
In order to relate our results to those a priori unreliable ones (remind Hartree-Fock’s well-known
failure to describe Kondo physics), we derive the mean-field equations for the problem at hand
explicitly. For simplicity, we focus exclusively on the ordinary Josephson junction (td = 0).
Mean-Field Hamiltonian
According to Section 6.2, mean-field decoupling of the two-particle term Uimp reads
− Uϕ†1ϕ1ϕ†2ϕ2 → − U
[
ϕ†1ϕ1〈ϕ†2ϕ2〉+ ϕ†2ϕ2〈ϕ†1ϕ1〉 − ϕ†1ϕ2〈ϕ†2ϕ1〉 − ϕ†2ϕ1〈ϕ†1ϕ2〉+ const.
]
,
(9.3.58)
where the constant term is given by
− 〈ϕ†1ϕ1〉〈ϕ†2ϕ2〉+ |〈ϕ†1ϕ2〉|2 . (9.3.59)
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At this level of approximation, the interacting impurity Green function becomes6
G−1 = G−10 + U
( 〈ϕ†2ϕ2〉 −〈ϕ†1ϕ2〉∗
−〈ϕ†1ϕ2〉 〈ϕ†1ϕ1〉
)
, G−10 =
(
i ω˜ − ǫ− U ∆˜
∆˜∗ i ω˜ + ǫ
)
. (9.3.60)
If we introduce the following notation for reasons of convenience:
Ed = ǫ+
U
2
(〈n↑〉+ 〈n↓〉) , v = −U
2
(〈n↑〉 − 〈n↓〉) , ∆d = −U〈ϕ†1ϕ2〉∗ = −U〈d↓d↑〉 , (9.3.61)
as well as ∆˜d = ∆˜ + ∆d and nσ = d
†
σdσ, the Hartree-Fock Green function can be recast as
G−1 =
(
i ω˜ − ǫ− U + U(1− 〈n↓〉) ∆˜d
∆˜∗d i ω˜ + ǫ+ U〈n↑〉
)
=
(
i ω˜ − Ed − v ∆˜d
∆˜∗d i ω˜ + Ed − v
)
(9.3.62)
⇒ G = 1−ω˜2 − 2i ω˜v − E 2d + v2 − |∆˜d |2
(
i ω˜ + Ed − v −∆˜d
−∆˜∗d i ω˜ − Ed − v
)
. (9.3.63)
Finally, we rewrite Eq. (9.3.58) as follows:
−U
[
n↑(1− 〈n↓〉) + (1− n↓)〈n↑〉 − d†↑d†↓〈d↓d↑〉 − d↓d↑〈d†↑d†↓〉 − 〈n↑〉(1− 〈n↓〉) + |〈d↓d↑〉|2
]
,
(9.3.64)
which leads to the corresponding mean-field Hamiltonian
HHFimp = (ǫ+ U〈n↓〉)n↑ + (ǫ+ U〈n↑〉)n↓ −∆dd†↑d†↓ −∆∗dd↓d↑ − U〈n↑〉〈n↓〉 −
|∆d |2
U
= Ed(n↑ + n↓) + v(n↑ − n↓)−∆dd†↑d†↓ −∆∗dd↓d↑ +
v2 − (Ed − ǫ)2 − |∆d |2
U
= Ed(n1 − n2) + v(n1 + n2)−∆dϕ†1ϕ2 −∆∗dϕ†2ϕ1 + Ed − v +
v2 − (Ed − ǫ)2 − |∆d |2
U
.
(9.3.65)
Mean-Field Equations
The effective non-interacting parameters Ed , v , and ∆d need to be determined self-consistently. To
this end, we compute (see also [Osa08])
〈n↑〉+ 〈n↓〉 = 1 + 1
β
∑
iω
e iωη [G11(iω)− G22(iω)]
= 1 +
1
β
∑
iω
e iωη
2Ed
−ω˜2 − 2i ω˜v − E 2d + v2 − |∆˜d |2
= 1 +
1
β
∑
iω
e iωη
2Ed(−ω˜2 + 2i ω˜v − E 2d + v2 − |∆˜d |2)
(ω˜2 + E 2d + v
2 + |∆˜d |2)2 − 4v2(|∆˜d |2 + E 2d )
= 1− 2
β
∑
iω
Ed(ω˜
2 + E 2d − v2 + |∆˜d |2)
(ω˜2 + E 2d + v
2 + |∆˜d |2)2 − 4v2(|∆˜d |2 + E 2d )
,
(9.3.66)
which obviously leads to
Ed =
ǫ+ U/2
1 + Uβ
∑
iω
Ed (ω˜2+E 2d−v2+|∆˜d |2)
(ω˜2+E 2
d
+v2+|∆˜d |2)2−4v2(|∆˜d |2+E 2d )
. (9.3.67)
6Within this Section, we leave out the ‘−1/2’ in the U-dependent term of the dot Hamiltonian. In this case,
ǫ = −U/2 corresponds to the particle-hole symmetric point.
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The self-consistent equation for v is obtained similarly:
v = −U
2
(〈n↑〉 − 〈n↓〉)
= −U
2
(
−1 + 2
β
∑
iω
e iωη
i ω˜ − v
−ω˜2 − 2i ω˜v − E 2d + v2 − |∆˜d |2
)
= −U
2
(
−1 + 2
β
∑
iω
e iωη
(i ω˜ − v)(−ω˜2 + 2i ω˜v − E 2d + v2 − |∆˜d |2)
(ω˜2 + E 2d + v
2 + |∆˜d |2)2 − 4v2(|∆˜d |2 + E 2d )
)
=
U
β
∑
iω
v(ω˜2 − E 2d + v2 − |∆˜d |2)
(ω˜2 + E 2d + v
2 + |∆˜d |2)2 − 4v2(|∆˜d |2 + E 2d )
,
(9.3.68)
where we have employed that
1
β
∑
iω
e iωη
iω
=
1
2
. (9.3.69)
Finally, for the self-consistency equation of the induced gap at the impurity:
∆d = −U〈ϕ†2ϕ1〉 = −UG12(τ = −η)
=
U
β
∑
iω
e iωη
∆˜d
−ω˜2 − 2i ω˜v − E 2d + v2 − |∆˜d |2
=
U
β
∑
iω
e iωη
∆˜d(−ω˜2 + 2i ω˜v − E 2d + v2 − |∆˜d |2)
(ω˜2 + E 2d + v
2 + |∆˜d |2)2 − 4v2(|∆˜d |2 + E 2d )
= −U
β
∑
iω
∆˜d(ω˜
2 + E 2d − v2 + |∆˜d |2)
(ω˜2 + E 2d + v
2 + |∆˜d |2)2 − 4v2(|∆˜d |2 + E 2d )
.
(9.3.70)
Those equations can be solved numerically using standard root algorithms. The resulting mean-
field parameters, however, are not necessarily unambiguous: In addition to the case with v = 0,
‘magnetic solutions’ (v 6= 0) may appear for the same set of initial microscopic couplings ǫ and ∆˜ in
complete analogy to the situation for the Anderson model with normal leads [And61]. Moreover, the
mean-field equations can feature various non-magnetic solutions (for attractive U < 0; see Section
9.6). Thus, it is imperative to ensure that any numerical treatment accounts for those possible
ambiguities (e.g., by repeatedly running root algorithms with randomly chosen initial conditions).
Computation of the Free Energy, Vol. I
In case that the mean field equations cannot be solved unambiguously, one needs to compare the
free energy of the different solutions. For a non-interacting system (possibly with effective Hartree-
Fock parameters), Ω0 can be most easily computed by integrating over the different single-particle
‘couplings’ (instead of diagonalising the Hamiltonian). The first step is to get rid of the level-lead
couplings:
Ω0 = Ω(tL = 0) +
∫ tL
0
〈
dH
dtL
〉
dtL , (9.3.71)
where we have used the finite-temperature analogue of the Hellmann-Feynman theorem [Mah00].
The integral can be expressed in terms of the impurity Green function by virtue of Eq. (9.3.18):∫ tL
0
〈
dH
dtL
〉
dtL = −
∫ tL
0
〈Ψ†Lσ3ϕ〉dtL + c.c. = −
∫ tL
0
Tr [σ3GdL(τ = −η)] dtL + c.c.
=
2
β
∑
iω
∫ tL
0
tLTr [G (iω)σ3gL(iω)σ3] dtL .
(9.3.72)
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Noting that
G =
1
g−1imp − t2Lσ3gLσ3 − t2Rσ3gRσ3
,
∫
x
a + bx2
dx =
ln(a + bx2)
2b
, (9.3.73)
the integration can be performed straightforward:
∫ tL
0
tLTr [G (iω)σ3gL(iω)σ3] dtL = Tr
[
− ln(g−1imp − t2Rσ3gRσ3) + lnG−1
−2σ3gLσ3 σ3gLσ3
]
. (9.3.74)
This eventually leads to
Ω0 = Ω(tL = 0) +
1
β
∑
iω
e iωη Tr ln(g−1imp − t2Rσ3gRσ3) +
1
β
∑
iω
e iωη Tr lnG . (9.3.75)
Likewise, one can integrate out the right lead:
Ω(tL = 0) = Ω(tL = tR = 0)︸ ︷︷ ︸
=Ωts=0
+
1
β
∑
iω
e iωη Tr ln g−1imp +
1
β
∑
iω
e iωη Tr ln(g−1imp − t2Rσ3gRσ3)−1 ,
(9.3.76)
in order to finally conclude that
Ω0 = Ωts=0 +
1
β
∑
iω
e iωη Tr ln g−1imp +
1
β
∑
iω
e iωη Tr lnG . (9.3.77)
If we exploit that Tr lnA = ln detA, this expression can be rewritten as (plugging in the effective
Hartree-Fock parameters)
Ω0 = Ωts=0 −
1
β
∑
iω
ln
−ω˜2 − 2i ω˜v − E 2d + v2 − |∆˜d |2
−ω2 − 2iωv − E 2d + v2 − |∆d |2
. (9.3.78)
Computation of the Free Energy, Vol. II
In order to compute the free energy of the isolated dot Ωts=0, we successively integrate out Ed , v ,
and ∆d . Let us start with Ed :
Ωts=0 = ΩEd=0 −
(Ed − ǫ)2
U
+
∫ Ed
0
(〈n↑〉+ 〈n↓〉)dEd
= ΩEd=0 + Ed −
(Ed − ǫ)2
U
+
1
β
∑
iω
e iωη
∫ Ed
0
2Ed
−ω2 − 2iωv − E 2d + v2 − |∆d |2
dEd
= ΩEd=0 + Ed −
(Ed − ǫ)2
U
− 1
β
∑
iω
ln(−ω2 − 2iωv − E 2d + v2 − |∆d |2)
∣∣∣Ed
0
.
(9.3.79)
Next, we integrate over v :
ΩEd=0 = Ωv=0 +
v2
U
+
∫ v
0
(〈n↑〉 − 〈n↓〉)dv
= Ωv=0 +
v2
U
+
1
β
∑
iω
e iωη
∫ v
0
2(iω − v)
−ω2 − 2iωv + v2 − |∆d |2 dv
= Ωv=0 +
v2
U
− 1
β
∑
iω
ln(−ω2 − 2iωv + v2 − |∆d |2)
∣∣∣v
0
.
(9.3.80)
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Finally, we have to consider (assuming for simplicity that ∆d is real)
Ωv=0 = ΩBCS − |∆d |
2
U
−
∫ ∆d
0
[G21(τ = −η) + G12(τ = −η)] d∆d
= ΩBCS − |∆d |
2
U
+
1
β
∑
iω
e iωη
∫ ∆d
0
2∆d
−ω2 − |∆d |2 d∆d
= ΩBCS − |∆d |
2
U
− 1
β
∑
iω
ln(−ω2 − |∆d |2)
∣∣∣∆d
0
.
(9.3.81)
We end up with (leaving out the energy ΩBCS of the isolated leads)
ΩHF = Ed +
−(Ed − ǫ)2 + v2 − |∆d |2
U
− 1
2β
∑
iω
ln
(ω˜2 + E 2d + v
2 + |∆˜d |2)2 − 4v2(|∆˜d |2 + E 2d )
ω4
.
(9.3.82)
The imaginary part of ln(x) is antisymmetric in ω and does thus not contribute to the sum. As it
turns to be numerically more convenient to get rid of the logarithmic divergence at ω = 0, we have
actually implemented the following expression:7
Ω˜0 = Ed +
−(Ed − ǫ)2 + v2 − |∆d |2
U
− 1
2β
∑
iω
ln
(ω˜2 + E 2d + v
2 + |∆˜d |2)2 − 4v2(|∆˜d |2 + E 2d )
(ω˜2 + ǫ2)2
.
(9.3.83)
It is important to note that Ω˜0 differs from Ω0 only by terms which do not depend on Ed , v , ∆d , and
φ. The latter is of particular importance if we aim at computing the current as an energy derivative
(see below).
Computation of the Free Energy, Vol. III
It is instructive to recast our result for Ωts=0 in order to recognise the well-known form of the energy
of a non-interacting fermion system. To this end, we consider the eigenvalues the Hamiltonian HHFimp
of Eq. (9.3.65):
E1,2 = v ±
√
E 2d + |∆d |2 , (9.3.84)
where we have suppressed the term proportional to 1/U (it is of no relevance for the present
purpose). Hence,
Ωts=0 − Ed + v = −
1
β
ln
(
1 + e−βE1 + e−βE2 + e−β(E1+E2)
)
β→∞−→ E1Θ(−E1) + E2Θ(−E2) ,
(9.3.85)
On the other hand, we have derived the following zero-temperature expression:
Ωts=0 = Ed −
1
2π
∫
ln
detg−1imp
−ω2 dω
= Ed − 1
2π
∫
ln
(iω − E1)(iω − E2)
−ω2 dω
= Ed − 1
4π
∫ [
ln
ω2 + E 21
ω2
+ ln
ω2 + E 22
ω2
]
dω .
(9.3.86)
The integrals can be performed analytically:
∫
ln
x2 + a2
x2
dx =
[
x ln
(
1 +
a2
x2
)
+ 2a arctan
(
x
|a|
)]+∞
−∞
= 2π|a| , (9.3.87)
7A similar expression for the free energy was derived by [Osa08].
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in order to eventually obtain
Ωts=0 − Ed + v = v −
|E1|+ |E2|
2
= v − E1 + E2
2
+
E1 − |E1|
2
+
E2 − |E2|
2
= E1Θ(−E1) + E2Θ(−E2) .
(9.3.88)
9.3.6 The Josephson Current
In this Section, we illustrate how the equilibrium Josephson current J – which constitutes the
most important linear-response transport observable of the quantum dot Josephson junction – can
eventually be computed from the FRG (or mean-field) approximation to the impurity Green function
G which we introduced in Sections 9.3.4 and 9.3.5, respectively. To this end, we first seek at a
reasonable definition of the current operator. Secondly, we illustrate how its expectation value can
be expressed in terms of G or – more explicitly – by virtue of the impurity self-energy only. Thirdly,
the subject of current conservation is studied: Why can we expect 〈JL,R〉 flowing out of (or into)
the left and right leads to be equal – and does our FRG approximation violate or preserve this
symmetry?
Definition of the Current Operator
It seems reasonable to define a current operator in analogy with Section 4.5.1:8
Js = ∂tNs = i [H,Ns ] , (9.3.89)
with Ns being the particle number operator of the left (s = L) and right (s = R) lead, respectively.
Three terms from the Hamiltonian fail to commute with Ns , and the first one gives the well-known
SIAM-type current:
[Hscoup,Ns ] = −
ts√
N
∑
kk′
σσ′
[c†skσdσ + H.c., c
†
sk′σ′csk′σ′ ]
= − ts√
N
∑
kk′
σσ
(
[c†skσ, c
†
sk′σ′csk′σ′ ]dσ − H.c.
)
= − ts√
N
∑
kσ
(
−c†skσdσ − H.c.
)
= ts
∑
σ
(
c†sσdσ − H.c.
)
.
(9.3.90)
The second one describes the ‘current’ flowing out of an isolated BCS lead:
[Hsbath,Ns ] = −∆s
∑
kk′σ
[e iφs c†sk′↑c
†
s−k′↓ + H.c., c
†
skσcskσ]
= −∆se iφs
∑
kk′σ
[c†sk′↑c
†
s−k′↓, c
†
skσcskσ] − H.c.
= −∆se iφs
∑
kk′σ
(
c†sk′↑[c
†
s−k′↓, c
†
skσcskσ] + [c
†
sk′↑, c
†
skσcskσ]c
†
s−k′↓
)
− H.c.
= ∆se
iφs
∑
kk′σ
(
c†sk′↑c
†
skσ[c
†
s−k′↓, cskσ]+ + c
†
skσ[c
†
sk′↑, cskσ]+c
†
s−k′↓
)
− H.c.
= 2∆se
iφs
∑
k
c†sk↑c
†
s−k↓ − H.c. .
(9.3.91)
Recalling the self-consistent definition of the superconducting s-wave (BCS) order parameter
∆se
iφs ∼
∑
k
〈csk↑cs−k↓〉 , (9.3.92)
8Combined with our choice of the phase difference φ, this definition of the current yields 〈JL(0 < φ < π)〉 > 0 in
the non-interacting limit (as a matter of convention). Equivalently, one can introduce Js = −∂tNs and replace
φ→ −φ.
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it is easy to see that this term does not contribute to the current (which is why it is frequently
neglected from the very beginning in the literature [Mah00]):
〈[Hsbath,Ns ]〉 ∼ 2
∑
k1k2
〈csk1↑cs−k1↓〉〈c
†
sk2↑c
†
s−k2↓〉 − c.c. = 0 . (9.3.93)
Finally, the current associated with the direct interface between the superconducting leads is deter-
mined by
[Hdirect,Ns ] = − td
N
∑
kk1k2
σσ1σ2
[
c†sk1σ1cs¯k2σ2 , c
†
sk1σ1
cskσ
]
− H.c.
=
td
N
∑
kk1k2
σσ1σ2
c†sk1σ1 [c
†
sk1σ1
, cskσ]+cs¯k2σ2 − H.c.
= td
∑
σ
c†sσcs¯σ − H.c. .
(9.3.94)
Explicit Formula: Impurity Current
In order to explicitly express the impurity current in terms of the Green function G , we resort to its
Nambu representation:
J imps = −its
(
d†↑cs↑ + d
†
↓cs↓
)
+ H.c.
= −its
(
ϕ†1Ψs1 + ϕ2Ψ
†
s2 −Ψ†s1ϕ1 −Ψs2ϕ†2
)
= −itsϕ†Ψs + H.c. .
(9.3.95)
Exploiting equation (9.3.15) trivially leads to
〈J imps 〉 = −itsTrGsd(τ = −η) + c.c.
=
2ts
β
∑
iω
Im TrGsd(iω)
=
2ts
β
∑
iω
Im Tr [As(iω)G (iω)] .
(9.3.96)
Since the integrand is an off-diagonal Green function, we have dropped the convergence factor
exp(iωη).
Explicit Formula: Direct Current
The operator describing the direct current can be rewritten as
Jdirects = itdΨ
†
s Ψs¯ + H.c. , (9.3.97)
and its expectation value
〈Jdirects 〉 = −
2td
β
∑
iω
Im TrGs¯s(iω) (9.3.98)
can be expressed straightforward in terms of the impurity Green function using Eq. (9.3.17). It is
instructive to evaluate this expression explicitly in the limits tL = tR = 0 and td → 0 associated
with an ordinary Josephson tunnel junction (see below).
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Current in Terms of the Self-Energy in Absence of a Direct Link
For vanishing td = 0, the matrix As is given by As = −tsgsσ3. Thus,
〈Js〉 = 4t
2
s
β
∑
iω
Im {[gs ]12(iω)G21(iω)} , (9.3.99)
where the symmetry under complex conjugation Gij(iω)
∗ = Gji (−iω) detailed in Section 4.1.5 was
exploited.9 The expectation value of the current operator (in absence of a direct link td) can then
be computed using
〈Js〉 = 4
β
∑
iω
Im

 Γs∆se iφs√
ω2 + ∆2s
∑
s
Γs∆s√
ω2+∆2s
e−iφs − Σ∆(−iω)∗
D(iω)

 , (9.3.100)
where we have plugged in the general parametrisation of the self-energy outlined in Section 9.3.4
(but for the time being not necessarily assumed spin symmetry). One should note that this is an
exact result. For further evaluation, it is reasonable to consider the following three terms:
Re
[
Γs∆s
D(iω)
√
ω2 + ∆2s
]
× Im
[
e iφs
∑
s
Γs∆s√
ω2 + ∆2s
e−iφs
]
=
Γs∆sΓs¯∆s¯√
ω2 + ∆2s
√
ω2 + ∆2s¯
D(iω) + D(−iω)
2D(iω)D(−iω) sin(φs − φs¯) ,
(9.3.101)
which is symmetric in s = L,R. Next,
Im
[
Γs∆s
D(iω)
√
ω2 + ∆2s
]
× Re
[
e iφs
∑
s
Γs∆s√
ω2 + ∆2s
e−iφs
]
= [D(iω)− D(−iω)] g(ω2) . (9.3.102)
This term does obviously not contribute to the current. Finally,
Im
[
Γs∆se
iφs√
ω2 + ∆2s
Σ∆(−iω)∗
D(iω)
]
=
1
2i
Γs∆s√
ω2 + ∆2s
[
e iφs Σ∆(−iω)∗
D(iω)
− e
−iφs Σ∆(−iω)
D(−iω)
]
. (9.3.103)
The current formula can now eventually be cast in the simple form
〈Js〉 = 4
β
∑
iω
{
Γs∆sΓs¯∆s¯√
ω2 + ∆2s
√
ω2 + ∆2s¯
sin(φs − φs¯)
D(iω)
− Γs∆s
[
e iφs Σ∆(−iω)∗ − e−iφs Σ∆(iω)
]
2iD(iω)
√
ω2 + ∆2s
}
.
(9.3.104)
This illustrates that for superconducting bath (∆s 6= 0) featuring a finite phase difference φL − φR ,
a current can flow through the impurity even in thermal equilibrium.
Current Formula within the Static FRG
Within the frequency-independent FRG formalism and at zero temperature T = 0, the expression
for the current reads
〈Js〉 = 2Γs∆s
π
∫
1
DΛ=0(iω)
√
ω2 + ∆2s
[
Γs¯∆s¯√
ω2 + ∆2s¯
sin(φs − φs¯) + Im
(
ΣΛ=0∆ e
−iφs )] dω .
(9.3.105)
Note that 〈Js〉 depends on the phase difference only since (→ Section 9.3.4):
ΣΛ=0∆ e
−iφs = Σ˜∆(φL − φR)e−i(φs−φs¯ )/2 . (9.3.106)
For symmetric leads (ΓL = ΓR , ∆L = ∆R , and φL = −φR = φ/2), the current formula associated
with our FRG approximation scheme becomes
〈Js〉 = 1
2π
∫
1
DΛ=0(iω)
{
Γ 2∆2 sin(φs − φs¯)
ω2 + ∆2
− Σ
Λ=0
∆ sin [(φs − φs¯)/2]√
ω2 + ∆2
}
dω . (9.3.107)
9The very result was derived in [Tan07].
9.3. The Method 155
A Relation between Current and Energy
A more common way to calculate the supercurrent is from the free energy Ω [Bru04] – and this
will be the appropriate starting point for discussing the subject of current conservation. Namely,
observing that the phase dependence of our Hamiltonian reads
H(φL,φR) = H
L
bath(φL) + H
R
bath(φR) + H
L
coup + H
R
coup + Himp + Hdirect (9.3.108)
motivates to carry out a gauge transformation,
cskσ → e−iφs/2cskσ , dσ → e−iφR/2dσ , (9.3.109)
and H can eventually be rewritten as
H¯(φ) = HLbath(φL = 0) + H
R
bath(φR = 0) + H
L
coup(tL → t¯L) + HRcoup + Himp + Hdirect(td → t¯d) ,
(9.3.110)
with t¯L = tLe
−iφ/2, t¯d = tde−iφ/2, and φ = φL − φR . The current operators of Eqs. (9.3.90) and
(9.3.94) can then be obtained by taking the derivative
JL = 2∂φ
[
HLcoup(tL → t¯L) + Hdirect(td → t¯d)
]
= 2∂φH¯ , (9.3.111)
or, exploiting Hellmann-Feynman’s theorem [Mah00],
〈JL〉 = 2∂φΩ(φ) . (9.3.112)
We are now in a position to straightforward address the issue of . . .
Current Conservation
In general, one would expect that the current computed at the left and right interfaces is equal –
the number of particles on a single Anderson impurity coupled to BCS leads being conserved. As
a matter of fact, the energy of this system depends on the phase difference only [since H(φL,φR)
can be mapped onto H¯(φ) by virtue of a gauge transformation]. Indeed, interchanging L ↔ R in
Eq. (9.3.112) immediately leads to
〈JL〉 = −〈JR〉 , (9.3.113)
no matter how the current is eventually calculated (in an exact solution). Within the static FRG
approximation discussed above, both ways to compute Ω [solving the flow equation (9.3.51) or
using the self-energy formula (9.3.56)] yield an energy that depends on the phase difference only.
Thus, the current can unambiguously be obtained by computing the derivative ∂φΩ. However, it
turns out that the energy calculated from the flow equation yields a qualitatively wrong current (→
Figure 9.6). The energy obtained from the self-energy formula (9.3.56) shows the right parameter
dependence (in particular, the U - dependent part falls off with increasing φ in the ‘doublet phase’),
but the corresponding current is qualitatively wrong nevertheless. This is, however, not that severe
as one cannot expect 〈J〉 obtained from the derivative of the energy extracted from the self-energy
to be more accurate than the current calculated via a symmetrised version
〈J〉 = 〈JL〉 − 〈JR〉
2
(9.3.114)
of the self-energy formulas (9.3.96) and (9.3.98). To conclude, the current needs to be computed
from the self-energy within the static functional RG, and the issue of current conservation has to
be addressed explicitly – truncated FRG being a non-conserving approximation.
Current Conservation: Restrictions on the Self-Energy
In terms of Green functions, the direct contribution to the current is preserved if∑
iω
Im Tr [GLR(iω) + GRL(iω)] = 0 . (9.3.115)
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Thus, for every approximation in which Gij(iω) = Gji (−iω)∗ (such as the FRG; see Section 5.3),
this part of the current is always conserved if computed from the self-energy. In contrast, the exact
self-energy has to obey some additional relations in order to ensure conservation of the impurity
current. Namely, from Eqs. (9.3.104) and (9.3.113) it follows that∑
iω
Im Tr {[tLAL(iω) + tRAR(iω)] G (iω)} = 0 . (9.3.116)
For td = 0 (on which we will focus from now on) we have
ΓL∆L
∑
iω
e iφLΣ∆(−iω)∗ − e−iφLΣ∆(iω)
D(iω)
√
ω2 + ∆2L
= −ΓR∆R
∑
iω
e iφR Σ∆(−iω)∗ − e−iφR Σ∆(iω)
D(iω)
√
ω2 + ∆2R
,
(9.3.117)
which can be recast as∑
iω
∑
s
Γs∆s√
ω2 + ∆2s
e iφs Σ∆(−iω)∗ − e−iφs Σ∆(iω)
D(iω)
= 0 . (9.3.118)
Let us first require (or assume) this identity to be fulfilled term by term:∑
s
Γs∆s√
ω2 + ∆2s
[
e iφs Σ∆(−iω)∗ − e−iφs Σ∆(iω)
]
= 0 . (9.3.119)
If we now introduce
Σ∆(iω) = f (iω)
∑
s
Γs∆s√
ω2 + ∆2s
e iφs , (9.3.120)
with an arbitrary function f (iω), and plug this into Eq. (9.3.119), we obtain
∑
s1s2
Γs1∆s1e
iφs1√
ω2 + ∆2s1
Γs2∆s2e
−iφs2√
ω2 + ∆2s2
[
f (−iω)∗ − f (iω)
]
= 0 . (9.3.121)
It follows immediately that the current is preserved provided that
f (iω) = f (−iω)∗ B=0= f (iω)∗ . (9.3.122)
However, requiring that Eq. (9.3.118) holds term by term is certainly sufficient but not necessary in
order to ensure current conservation. In order to gain further insight into the general restriction on
the self-energy, we introduce yet another function g(iω) as [note that g(iω) = g(−iω) in absence
of a magnetic field]
Σ∆(iω) = g(iω)
∑
s
∑
iν
as(iν) = g(iω)
∑
s
∑
iν
Γs∆s
D(iν)
√
ν2 + ∆2s
e iφs . (9.3.123)
If we plug this into Eq. (9.3.118), we obtain∑
s1s2
∑
iωiν
[
as1(iω)as2(iν)
∗g(−iω)∗ − as1(−iω)∗as2(iν)g(iω)
]
= 0 , (9.3.124)
which can be rewritten as
Im
∑
s1s2
∑
iωiν
as1(iω)as2(iν)
∗g(−iω)∗ = 0 . (9.3.125)
Thus, 〈JL〉 = −〈JR〉 holds within any frequency-independent approximation if
Im g = 0 . (9.3.126)
Let us eventually turn to an investigation about . . .
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Current Conservation: FRG vs. Hartree-Fock
The preceding discussion allows to conveniently address the issue of current conservation within the
frequency-independent FRG approximation presented in Section 9.3.4. To this end, we recast the
off-diagonal component as
ΣΛ∆ = f
Λ
∑
s
Γse
iφs , (9.3.127)
and consider the flow equation for the (a priori complex) function f Λ:
−∂Λf Λ = U
Λ
π
ΣΛ∆ −
∑
s
Γs∆s√
Λ2+∆2s
e iφs
DΛ(iΛ)
1∑
s Γse
iφs
=
UΛ
πDΛ(iΛ)

f Λ −
∑
s
Γs∆s√
Λ2+∆2s
e iφs∑
s Γse
iφs


∆L=∆R=
UΛ
πDΛ(iΛ)
(
f Λ − ∆√
Λ2 + ∆2
)
.
(9.3.128)
Hence, f Λ ∈ R if ∆L = ∆R ,10 and the FRG approximation to the self-energy is of the form of
Eq. (9.3.120). Thus, the associated current is conserved for symmetric gaps. On the other hand,
one cannot conclude that if ∆L 6= ∆R , the frequency-independent functional RG scheme fails to
compute a conserved current since Eq. (9.3.119) provides only a sufficient but not a necessary
condition. Hence, we need to investigate about the behaviour of another function gΛ:
ΣΛ∆ = g
Λ
∑
s
∑
iν
as(iν) , (9.3.129)
whose flow is governed by
−∂ΛgΛ = U
Λ
π
[
gΛ
DΛ(iΛ)
−
∑
s
∑
iω as(iω)δω,Λ∑
s
∑
iω as(iω)
]
∆L=∆R=
UΛ
π

 g
Λ
DΛ(iΛ)
−
[
DΛ(iΛ)
√
Λ2 + ∆2
∑
iω
1
D(iω) ∆√
ω2+∆2
]−1
 .
(9.3.130)
As the object as(iω) in the first line of this equation in general has a finite imaginary part, so does
gΛ – and the Josephson current obtained from our FRG scheme is consequently not preserved for
asymmetric gaps. For ∆L = ∆R , however, g
Λ is real [see the second line of Eq. (9.3.130)] and
hence 〈JL〉 = −〈JR〉 holds. In contrast, Hartree-Fock is a conserving approximation for arbitrary ∆L
and ∆R . This follows from the self-consistent gap equation
∆d =
U
β
∑
iω
∆˜d
D(iω)
=
U
β
∑
iω
[
∆d
D(iω)
+
∑
s
as(iω)
]
, (9.3.131)
leading to
∆d =
[
β
U
−
∑
iω
1
D(iω)
]−1∑
s
∑
iν
as(iν) = g
∑
s
∑
iν
as(iν) . (9.3.132)
Since g ∈ R, the Hartree-Fock current is conserved for arbitrary parameters. In contrast, the mean-
field equations allow for an unphysical breaking of spin symmetry, which is even vital in the present
context: The appearance of a ‘doublet phase’ is always associated with some finite v 6= 0 but non-
degenerate ground state (see below). This is different if effective system parameters are computed
by virtue of the static FRG approximation, rendering the issue of a non-conserved current a rather
minor one. Moreover, we again recall that 〈JJ〉 = −〈JR〉 always holds for symmetric ∆L = ∆R ,
which is certainly a generic scenario (the gap being a bulk property of the leads).
10It is an observation that f Λ=0 = 1 in the so-called ‘doublet phase’ (→ Section 9.4.1).
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9.3.7 Atomic Limit
It is instructive to investigate the so-called atomic limit of large BCS gaps which allows for an
analytic solution even in presence of finite Coulomb interactions.11 Namely, it readily visualises all
parameter dependencies of the phase boundary and moreover provides a benchmark for the FRG
approximation. At ∆ = ∞, the bath contribution to the self-energy is given by [see Eq. (9.3.15);
φL = −φR = φ/2 is assumed w.l.o.g.]
σ3As =

−
√
ΓsΓs¯ t˜de
±iφ
1+t˜2
d
e±iφ
Γse
±iφ/2
1+t˜2
d
e±iφ
Γse
∓iφ/2
1+t˜2
d
e∓iφ
√
ΓsΓs¯ t˜de
∓iφ
1+t˜2
d
e∓iφ

 . (9.3.133)
For td = 0, the non-interacting Green function thus reads
G−10 =
(
iω − ǫ ∆d
∆∗d iω + ǫ
)
, ∆d =
∑
s
Γse
iφs . (9.3.134)
If we note that the self-energy (thus the energy) is determined by an infinite perturbation series
involving only the free Green function, it is clear that all properties of our system associated with
the G only (such as the very question about the degeneracy of the ground state or the energy
derivative – the current – for td = 0) can be equivalently described by another Hamiltonian Hatom,
provided that the latter features the same G0 as our original system in the atomic limit. Hence, we
aim at solving the interacting two-particle system described by
Hatom = ǫ(n1 − n2)−∆dϕ†1ϕ2 −∆∗dϕ†2ϕ1 − U
(
n1 − 1
2
)(
n2 − 1
2
)
. (9.3.135)
Introducing the many-particle basis {|0, 0〉, |1, 0〉, |0, 1〉, |1, 1〉}, this operator can be written as
Hatom =


−U/4 0 0 0
0 U/4 + ǫ −∆d 0
0 −∆∗d U/4− ǫ 0
0 0 0 −U/4

 . (9.3.136)
Diagonalising the single-particle part yields the eigenvalues U4 ±
√
ǫ2 + |∆d |2, and the ground state
of the system is non-degenerate / doubly-degenerate if
U/4−
√
ǫ2 + |∆d |2 ≶ −U/4 ⇔ U/2 ≶
√
ǫ2 + |∆d |2 . (9.3.137)
Noting that
|∆d |2 =
(
ΓLe
iφL + ΓRe
iφR
) (
ΓLe
−iφL + ΓRe−iφR
)
= Γ 2L + Γ
2
R + 2ΓLΓR cosφ , (9.3.138)
the current (in the ‘singlet phase’) is given by
〈J〉 = −2∂φ
√
ǫ2 + |∆d |2 = 2ΓLΓR sinφ√
ǫ2 + Γ 2L + Γ
2
R + 2ΓLΓR cosφ
, (9.3.139)
and 〈J〉 = 0 for the doubly degenerate state. We postpone the discussion of all those results to
subsequent Sections. For arbitrary td > 0 but symmetric leads (ΓL = ΓR , ∆L = ∆R), we need to
evaluate
Re
t˜de
iφ
1 + t˜2de
iφ
= Re
t˜de
iφ
(
1 + t˜2de
−iφ)
1 + t˜2d (e
iφ + e−iφ) + t˜4d
=
t˜d cos(φ) + t˜
3
d
1 + 2t˜2d cos(φ) + t˜
4
d
,
Re
e iφ/2
1 + t˜2de
iφ
= Re
e iφ/2
(
1 + t˜2de
−iφ)
1 + t˜2d (e
iφ + e−iφ) + t˜4d
=
cos(φ/2)
(
1 + t˜2d
)
1 + 2t˜2d cos(φ) + t˜
4
d
.
(9.3.140)
11A discussion of the ordinary quantum dot Josephson junction (td = 0) can be found in [Tan07].
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Thus, the non-interacting Green function takes the form
G−10 =

iω − ǫ− Γ
t˜d cos(φ)+t˜
3
d
1+2t˜2
d
cos(φ)+t˜4
d
Γ cos(φ/2)
1+t˜2d
1+2t˜2
d
cos(φ)+t˜4
d
Γ cos(φ/2)
1+t˜2d
1+2t˜2
d
cos(φ)+t˜4
d
iω + ǫ+ Γ
t˜d cos(φ)+t˜
3
d
1+2t˜2
d
cos(φ)+t˜4
d

 , (9.3.141)
and the transition between the singlet and doublet ground states is determined by
(
U
2Γ
)2
=
(
ǫ
Γ
+
t˜d cos(φ) + t˜
3
d
1 + 2t˜2d cos(φ) + t˜
4
d
)2
+
(
cos(φ/2)
(
1 + t˜2d
)
1 + 2t˜2d cos(φ) + t˜
4
d
)2
. (9.3.142)
It is impossible to extract the direct current as a derivative of the energy since the phase dependence
of the hopping td cannot be completely absorbed into the impurity (Green function) degrees of
freedom.
9.3.8 The Non-Interacting Case
In absence of Coulomb interactions, the quantum dot Josephson problem can be solved analytically
(we stick to td = 0). Even though the ground state of the system is always a (BCS) singlet (and
the doublet phase is absent), the exact expression for the zero-temperature supercurrent allows for
identifying key characteristics (e.g., the magnitude of 〈J〉) and may serve to benchmark methods for
which the non-interacting limit is non-trivial (such as the numerical RG; see Section 6.4). Evaluating
Eq. (9.3.104) with the self-energy set to zero and focusing on the fully symmetric case yields
〈J〉 = sin(φ)
2π
∫
Γ 2∆2
ω2 + ∆2
1
ω2
(
1 + Γ√
ω2+∆2
)2
+ ǫ2 + Γ 2∆2 cos
2(φ/2)
ω2+∆2
dω
=
sin(φ)
2π
∫
Γ 2∆2
Γ 2∆2 cos2(φ/2) + ω2
(
Γ +
√
ω2 + ∆2
)2
+ ǫ2 (ω2 + ∆2)
.
(9.3.143)
Aiming at a Taylor series for large ∆ and Γ , we rescale the integration variable x = ω/∆:
〈J〉 = sin(φ)
2π
∫
1
cos2(φ/2) +
(
ω
∆
)2 [
1 + ∆
Γ
√
1 +
(
ω
∆
)2]2
+
(
ǫ
Γ
)2 [( ω
∆
)2
+ 1
] dω
=
∆ sin(φ)
2π
∫
1
cos2(φ/2) + x2
(
1 + ∆
Γ
√
1 + x2
)2
+
(
ǫ
Γ
)2
(x2 + 1)
dx ,
(9.3.144)
and subsequently expanding in terms of ∆/Γ and ǫ/Γ gives
〈J〉 Γ→∞= ∆ sin(φ)
2π
∫
1
cos2(φ/2) + x2
[
1 +
(
ǫ
Γ
)2]
+
(
ǫ
Γ
)2 dx
=
∆ sin(φ)
2
1√
1 +
(
ǫ
Γ
)2 1√( ǫ
Γ
)2
+ cos2(φ/2)
Γ→∞
= ∆
sin(φ)
2
√(
ǫ
Γ
)2
+ cos2(φ/2)
.
(9.3.145)
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Likewise, at small Γ/∆ and ǫ/∆ we obtain
〈J〉 ∆→∞= ∆ sin(φ)
2π
(
Γ
∆
)2 ∫
1
x4 + x2 +
(
cos(φ/2)
∆/Γ
)2
+
(
ǫ
∆
)2 dx
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Γ 2 sin(φ)
2∆
1√(
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∆/Γ
)2
+
(
ǫ
∆
)2 1√
1 + 2
√(
cos(φ/2)
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)2
+
(
ǫ
∆
)2
∆→∞
= Γ
sin(φ)
2
√(
ǫ
Γ
)2
+ cos2(φ/2)
.
(9.3.146)
This shows that the current is of order Γ (∆) at large ∆ (Γ ) and is affected by a small impurity
energy ǫ 6= 0 mainly in the regime φ & 2 arccos(ǫ/Γ ).
Ordinary Josephson Effect
It is instructive to calculate the Josephson current between two weakly coupled superconductors –
i.e., an ordinary tunnel junction – within the formalism at hand. For tL = tR = 0, the lead-lead
Green function reads
GRL = − tdgRσ3gL
1− t2dgRσ3gL¯σ3
= −tdgRσ3gL + O(td)
= − π
2ρ2bath
ω2 + ∆2
(−ω2 −∆2e−iφ 2ω∆ sin(φ/2)
2ω∆ sin(φ/2) ω2 + ∆2e iφ
)
+ O(td) .
(9.3.147)
Up to order t2d , the Josephson current is thus given by
〈J〉 = −2td
β
∑
iω
Im TrGRL(iω) =
4π2ρ2batht
2
d
β
∆2 sin(φ)
∑
iω
1
ω2 + ∆2
= 2π2ρ2batht
2
d∆ tanh
(
β∆
2
)
sin(φ) .
(9.3.148)
Luckily, this result is in agreement with the literature [Mah00].
9.4 Ordinary Quantum Dot Josephon Junction
Establishing the FRG
In this Section, we present our results for the ordinary quantum dot Josephson junction (td = 0) ob-
tained from numerically integrating the flow equations (9.3.46), (9.3.47), and (9.3.48). We demon-
strate that this frequency-independent functional RG approximation captures the zero-temperature
phase transition governing the low-energy physics. As the FRG does not yield the many-particle
eigenstates of the system under consideration, the singlet and doublet phases are defined via (a
discontinuity of) the sign of the supercurrent – in contrast, the degeneracy of the ground state is
directly accessible within the NRG framework. First, we illustrate that all fundamental character-
istics of the phase boundary can be understood from the atomic limit ∆ = ∞ and are reproduced
by our FRG approach. For finite superconducting gaps, the size of the doublet regime shrinks, and
both the supercurrent J(φ) = 〈J(φ)〉 as well as the phase boundary are in good agreement with
numerical renormalization group data [Ogu04,Tan07] for small to intermediate Coulomb interactions.
The static FRG therefore provides a flexible tool to study situations which cannot easily be accessed
within the NRG. In particular, we illustrate that the gate-voltage dependence of the current J(ǫ)
can be computed in qualitative agreement with recent experimental data [Gro07, Eic09]. Finally,
Hartree-Fock results for the quantum dot Josephson problem as well as a frequency-dependent FRG
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scheme are presented briefly. Allover this Section, we stick to ∆L = ∆R = ∆ but study both
symmetric (ΓL = ΓR) and asymmetric (ΓL 6= ΓR) couplings. Whereas tunnel barriers of different
height are certainly generic for experimental devices, this does not hold for the superconducting
gaps – they are a bulk property of the leads and should thus be rather equal on both sides. We
eventually choose φL = −φR = φ/2 from now on as all physical quantities (such as J) depend on
the phase difference only.
QMC vs. NRG
The exactly-solvable non-interacting case provides an important check for the NRG numerics. We
argue that a previous NRG approach [Cho04] does not agree quantitatively with our results (which
we believe to be correct as we carefully investigated how to choose numerical parameters in order to
obtain converged results), although qualitatively both NRG approaches yield similar data except for
a few obvious errors.12 We present NRG calculations of the Josephson current at finite temperatures
and compare these results with the quantum Monte Carlo approach by Siano and Egger [Sia04].
9.4.1 Integrating the FRG Flow Equations
Manifestation of the Doublet Phase
It is instructive to give a brief overview of what we empirically observe during the integration of the
FRG flow equations (sticking to ΓL = ΓR = Γ/2 for simplicity). In (what we name to be) the singlet
phase, nothing particular happens when Eqs. (9.3.46), (9.3.47), and (9.3.48) are solved numerically.
In the doublet phase, one finds that at a certain value Λc of the cutoff parameter, ǫ+ Σ
Λc becomes
zero, implying that ΣΛ = −ǫ for all further Λ < Λc . The anomalous component continues to
flow and eventually reaches Σ∆ = Σ
Λ=0
∆ = Γ cos(φ/2). Hence, the appearance of a doublet phase
already manifests during the integration. Plugging Σ = ΣΛ=0 = −ǫ and Σ∆ = Γ cos(φ/2) into
Eq. (9.3.105) yields an analytic expression for the associated Josephson current:
J =
∫
Γ 2∆ sin(φ)
2πD(iω)
[
∆
ω2 + ∆2
− 1√
ω2 + ∆2
]
dω , (9.4.1)
which is a universal curve independent of both U and ǫ. One should note that sin(φ) is not the only
phase dependence as
D(iω) = ω˜2 + Γ 2 cos2(φ/2)
(
1− ∆√
ω2 + ∆2
)2
. (9.4.2)
Sinusoidal Current
Even though the complete independence of U and ǫ is an artifact of the FRG approximation, it will
turn out that variations in doublet phase (as described, e.g., by the NRG) are actually small. It is
thus helpful to further investigate the form of the current described by Eq. (9.4.1). To this end, we
scale ∆ out of the integrand:
J =
∫ −Γ 2/(2π∆) sin(φ) (y − y2)
x2[1 + y(Γ/∆)]2 + (Γ/∆)2 cos2(φ/2)(1− y)2 dx , (9.4.3)
with y = 1/
√
1 + x2. This integral is dominated by the behaviour at small |x |. The term proportional
to cos(φ/2) in the denominator is then of order x4 and can be neglected compared to the quadratic
one, provided that Γ/∆ is not too large – which is generally the case in the doublet phase. Hence,
lim
Γ/∆→0
J = − Γ
2
2π∆
∫
1
x2
(
1√
1 + x2
− 1
1 + x2
)
dx
= −Γ
2
∆
π − 2
2π
sin(φ) ≈ −0.18Γ
2
∆
sin(φ) ,
(9.4.4)
12In Figures 3(a–c) of [Cho04], the Josephson current does not vanish at φ = π and even has a wrong sign, although
this seems to be corrected partly in [Cho05]. Apart from this issue, our NRG data agrees with that of [Cho04]
except for a factor of about 2 in the magnitude of J.
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Figure 9.2: (a) Comparison of FRG results with the exact expression of Eq. (9.4.5) for the critical phase
difference φc at ǫ = 0 and the critical gate voltage ǫc at φ/π = 0.5 characterising the boundary
between the singlet and doublet regime of the symmetric (ΓL = ΓR) ordinary quantum dot
Josephson junction (td = 0) in the atomic limit. FRG calculations were carried out at ∆/Γ =
1000. (b) The same, but comparing the exact Josephson current of Eq. (9.4.6) with the FRG
prediction. Within the latter, J in the doublet phase is finite due to Γ/∆ corrections (it was
scaled up by a factor of ∆/Γ for clarity). According to Eq. (9.4.4), the lineshape is sinusoidal
and independent of both U and ǫ.
and the current in the doublet phase obtained from the FRG is fairly sinusoidal – becoming perfectly
sinusoidal with decreasing Γ/∆ – and of order Γ 2/∆ [this is illustrated by Figure 9.2(b); see below].
Average Occupation
Within FRG, we compute the average occupation number nd = 〈d†↑d↑〉 of the quantum dot from
integrating the Green function G11 = G
Λ=0
11 over the imaginary axis (→ Section 4.5.4). In the
doublet phase, G11(iω) becomes an odd function (since Σ + ǫ = 0), implying that nd = 1/2 due
to the contribution from large frequencies. It is again an artifact of the truncated FRG that in
this phase the average occupation is completely independent of U and ǫ. However, numerical RG
computations showed that the deviations from nd(ǫ) = 1/2 are indeed very small [Tan07].
9.4.2 Atomic Limit
Phase Boundary
It was previously demonstrated that the boundary between the singlet and doublet phases is, even
though roughly being governed by the ratio ∆/TK , an explicit function of all parameters of the
system [Gla89,Ogu04,Tan07]. The latter are the Coulomb interaction U, the quantum dot energy
ǫ, the superconducting gap ∆, the dot-lead hybridisation Γ , the asymmetry ΓL/ΓR , and eventually
the phase difference φ. This is particularly obvious in the so-called atomic limit ∆ = ∞ where an
exact expression for the phase boundary is provided by Eq. (9.3.137):
U2 = 4ǫ2 + 4Γ 2
[
(1− ΓL/ΓR)2
(1 + ΓL/ΓR)2
+ 4
ΓL/ΓR
(1 + ΓL/ΓR)2
cos2(φ/2)
]
. (9.4.5)
At small U the system never exhibits a phase transition no matter how large ∆. The Kondo effect
is not active and the ground state always remains a (BCS) singlet. An increase of either U/Γ or φ
drives the system towards the doublet phase, whereas a non-degenerate ground state is energetically
favoured the larger ΓL/ΓR and the more ǫ/Γ is shifted away from particle-hole symmetry. A non-
trivial test for our FRG approximation is to compare critical lines obtained numerically at large ∆/Γ
(defining the phase transition by virtue of the sign of the current) with this exact result. This is
done in Figure 9.2(a), showing that the static FRG captures this crossover with all of its essential
characteristics.
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Figure 9.3: (a) The same as Figure 9.2, but comparing the interaction and phase dependence (at ǫ/Γ = 0.5,
φ/π = 0.5 and ǫ/Γ = 0.5, U/Γ = 1, respectively) of the self-energy components. Only the
results in the singlet phase are shown. The end of the lines Σ(U) and Σ∆(U) indicate the
transition into the doublet phase. (b) The phase diagram at ǫ = 0, φ = 0, and ΓL = ΓR .
Solid (dashed) lines show FRG results with (without) flow of the static vertex obtained from
Eqs. (9.3.46), (9.3.47), (9.3.48), and (9.3.105), and the phases were defined via J(φ→ 0) ≷ 0.
Circles (and connecting lines) are NRG data from [Ogu04] and [Tan07]. The inset illustrates
that near the origin (i.e., at large ∆), the slope of the phase boundary is 1/2 (dashed line) in
accordance with the analytic results of Eq. (9.4.5) obtained in the atomic limit. Data calculated
from the FRG reservoir cutoff scheme is shown as well (crosses; see Section 9.4.6 for details).
Josephson Current
The Josephson current in the singlet phase follows from differentiating the energy of the correspond-
ing state w.r.t. the phase difference φ [see Eq. (9.3.139) with ΓL = ΓR for simplicity]:
J =
Γ
2
sin(φ)√
(ǫ/Γ )2 + cos2(φ/2)
. (9.4.6)
This coincides with the non-interacting result of Eq. (9.3.146) and is reproduced by the FRG at
large ∆/Γ [→ Figure 9.2(b)]. The current is of order of the hybridisation Γ , and its phase relation
is a half-sine for impurity energies close to particle-hole symmetry ǫ = 0 but eventually turns into a
sinusoidal curve as ǫ/Γ becomes larger. This is rather reasonable as an impurity lying ways above or
below the chemical potential (i.e., being unoccupied or occupied) only serves as some ordinary tunnel
barrier between the superconductors. The atomic-limit current in the doublet phase vanishes since
the energy of the corresponding state is independent of φ. The finite Γ/∆ corrections described by
the FRG are sinusoidal [→ Figure 9.2(b)].
Parameter-Dependence of the Self-Energy
The knowledge of the exact eigenstates also allows for an analytic prediction for the Green function
(using the spectral representation) and from this for the exact self-energy [Tan07]. In the singlet
phase one can show that its components are given by
Σ (iω) = − Uǫ
2
√
ǫ2 + Γ 2 cos2(φ/2)
, Σ∆(iω) =
UΓ cos(φ/2)
2
√
ǫ2 + Γ 2 cos2(φ/2)
. (9.4.7)
Thus, the self-energy is purely of first order in U and frequency-independent. In Figure 9.3(a) we
illustrate that all of its parameter dependencies are reproduced quite well by our approximation.
However, the FRG self-energy contains higher-order corrections compared to the exact result which
for larger U/Γ lead to deviations from the strictly linear interaction-dependence. In the doublet
phase, the exact self-energy is given by
Σ (iω) = −U
2
4
iω + ǫ
ω2 + ǫ2 + Γ 2 cos2(φ/2)
, Σ∆(iω) =
U2
4
Γ cos(φ/2)
ω2 + ǫ2 + Γ 2 cos2(φ/2)
. (9.4.8)
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Figure 9.4: The same as in Figure 9.3(b), but for both symmetric ΓL = ΓR (dashed lines) and asymmetric
ΓL = 1.44ΓR (solid lines) at (a) φ→ 0 and (b) φ→ π. Symbols denote NRG data. The dotted
lines are the phase boundaries for ǫ = −2.5∆ + U/2, ΓL = 1.44ΓR , and φ = π.
Remarkably, it is purely of second order in U and in contrast to the self-energy in the singlet phase
frequency-dependent. One cannot expect these properties to be reproduced by the truncated FRG
which neither keeps all terms of order U2 nor any frequency dependence. Indeed, the FRG self-energy
in the doublet phase is always (i.e. also in the atomic limit) given by Σ = −ǫ and Σ∆ = ∆˜d .
9.4.3 Comparison with NRG
As a next logical step, we illustrate that the overall size of the doublet regime shrinks for finite
superconducting gaps ∆ < ∞, but all parameter dependencies of the phase boundary can still be
understood in analogy to the case of ∆ = ∞, and the same holds for the current itself. We explicitly
benchmark FRG results against numerical renormalization group data.
Phase Boundary
Figure 9.3(b) displays the phase diagram at the point of particle-hole symmetry (ǫ = 0) for zero
phase difference and symmetric couplings. It again verifies the general scenario that if either U is
increased or Γ decreased – implying that the Bethe ansatz Kondo scale [Hew93]
TK =
√
UΓ/2 exp
[
− π
8UΓ
∣∣U2 − 4ǫ2∣∣] (9.4.9)
decreases – the system exhibits a phase transition from a non-magnetic singlet to a magnetic doublet
ground state.13 If U and Γ are fixed, the system is always in a singlet state at sufficiently small ∆.
As the superconducting gap becomes larger, a phase transition takes place provided that U > 2Γ . In
contrast, the Kondo effect is not active for Γ > U/2, and the ground state always remains a (BCS)
singlet no matter how large ∆. This can be understood in detail from the analytical treatment
of the atomic limit, and the inset of Figure 9.3(b) illustrates that at large ∆, the phase boundary
indeed approaches the exact result Γc(U) = U/2 of Eq. (9.4.5).
A phase diagram for ΓL 6= ΓR and finite phase difference φ is shown in Figure 9.4. The general
picture of the phase transition remains the same, only the phase boundary is affected. As before,
asymmetric couplings ΓL 6= ΓR stabilise the singlet phase, but the doublet regime becomes more
and more favourable with increasing φ. The phase boundary continuously evolves from the φ = 0
into the φ = π curve if φ is gradually increased from φ = 0 to φ = π. If ΓL = ΓR and φ = π,
the singlet phase completely disappears (both within FRG and NRG). The phase boundary at finite
ǫ (dotted lines) approximately starts from U = 2.5∆ and features squares-root behaviour close to
Γ = 0 in agreement with Eq. (9.4.5). One should note that in our case the deviation of the dot
13One should recall that the phase boundary is only roughly (and not solely) determined by the ratio TK/∆ and in
particular non-trivially influenced by both the phase difference φ and the impurity energy ǫ.
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Figure 9.5: Zero-temperature Josephson current J in units of Jc = e∆/~ as a function of the phase
difference φ computed from the static FRG (solid lines) and NRG (symbols; dashed lines are
a guide to the eye) frameworks at ǫ = 0 and ΓL = ΓR . (a) ∆ is varied at fixed U/Γ = 5.2
(TK/Γ = 0.209). The parameters correspond to ∆/TK = 0.11, ∆/TK = 1.76, and ∆/TK =
11. For clarity, the curves at ∆/TK = 11 were scaled up by a factor of 20. (b) ∆/Γ = 0.5 is
fixed at different ∆/TK = 1.1, ∆/TK = 1.7, and ∆/TK = 5.8.
energy from the point of particle-hole symmetry depends on the interaction strength. Hence, the
Kondo temperature TK given by Eq. (9.4.9) increases with U, causing the non-monotonicity in the
phase boundary. Additional NRG results away from particle-hole symmetry can be found in [Tan07].
In general, the phase boundaries obtained from FRG and NRG agree quite well. As expected, the
agreement is particularly good at small U. For reasons of completeness, the dashed line in the main
part of Figure 9.3(b) shows FRG results where the flow of the static vertex was discarded. Whereas
the general physics is captured by this even simpler truncation scheme (which sets UΛ = −U), the
quantitative agreement with NRG improves if the flow equation (9.3.48) is accounted for. Hence,
we will stick to this improved approximation from now on.
Josephson Current
In Figure 9.5, we show FRG and NRG results for the Josephson current J as a function of the phase
difference φ. The characteristic form of J(φ) can be understood from the preceding discussion
of the atomic limit ∆ = ∞. In particular, whereas J(φ) evolves from a half-sine into a purely
sinusoidal form with increasing ǫ/Γ in the singlet phase, it is always rather sinusoidal in the doublet
regime. In the former case, its magnitude is generally of the order of the gap ∆ (for large Γ/∆)
or the hybridisation Γ (for large ∆/Γ ) and thus interaction-independent. In the doublet phase,
J/∆ ∼ (Γ/∆)2 for large ∆/Γ [Gla89], while in the opposite limit the current is of the order of
J ∼ ∆ and decreases with U. Thus, correlations always lead to a strong suppression of J in the
regime where Cooper pair formation prevails.
At appropriate ∆/TK , the phase transition manifests as a discontinuity at φc in the current-
phase relation J(φ). As discussed above, the doublet domain is stabilised if either U, ∆, or φ
is increased. This is illustrated in Figures 9.5(a) and (b) at fixed TK and ∆, respectively. As
there is a difference between the phase boundaries obtained from the functional and numerical RG
frameworks, φc is consequently different within both approaches. However, the form of the curves is
captured well by our FRG approximation even at large U/Γ . The agreement between the NRG and
FRG schemes concerning the current amplitude is good at small to intermediate U, being almost
perfect throughout the singlet phase. This is satisfying as our truncated FRG is by construction
well-controlled in this regime. The agreement becomes worse as U becomes large [→ Figure 9.5(b)].
In general, the deviation between both methods is most severe in the doublet phase at intermediate
∆, becoming better as the gap size increases [compare Figures 9.5(a) and (b)]. Whereas it is an
artifact of the FRG approximation that the current is completely independent of U, the sinusoidal
form of J(φ) in the doublet phase is described equally well by both methods.
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Figure 9.6: Comparison of the FRG current computed by virtue of the self-energy formula (9.3.105) (solid
lines) or from the phase derivative of the free energy [Eq. (9.3.112); dashed lines] for symmetric
couplings ΓL = ΓR . The FRG data was obtained including the flow of the static vertex (blue)
or via a purely first-order scheme (red). In (b), the atomic-limit result of Eq. (9.4.6) is shown
as well (dotted).
Computing the Current from the Free Energy
Within the functional RG, another possibility to calculate the Josephson current is provided by
Eq. (9.3.112) – i.e., to differentiate the grand canonical potential Ω w.r.t. the phase difference φ.
Since the truncated FRG is a non-conserving approximation, J computed in this way will generally
differ from the one obtained via the self-energy formula Eq. (9.3.105) [→ Figure 9.6(a)]. The
quantity Ω can be extracted directly from the flow equation (9.3.51), and from the formalism one
would expect the energy to be more accurate than the self-energy (the former being a vertex function
of lower order). This renders it reasonable to calculate the Josephson current from the approximated
energy rather than from the approximated self-energy. This expectation, however, is contradicted by
the mere observation that the former way does not give meaningful results in the doublet phase.14
In particular, the current always remains positive [→ Figure 9.6(b)]. In the singlet phase the current
computed from the energy compares badly to the exact prediction of the atomic limit ∆ → ∞.
While further studies on this issue are required, we calculate J from the self-energy via Eq. (9.3.105)
for the time being.
9.4.4 Gate-Voltage Dependence: Connection to the Experiment
One parameter that can be easily tuned experimentally is the energy of the quantum dot [Gro07].
Within our FRG framework, computing the current for finite ‘gate voltages’ ǫ is not different from
treating the case of particle-hole symmetry. In contrast, the NRG greatly benefits from symmetry
properties which only hold at ǫ = 0, and calculating J away from this point is (though possible)
numerically demanding – we are unaware of any published NRG data for J(ǫ). As we have demon-
strated the static FRG to provide acceptable accuracy in comparison both with exact results at
∆ = ∞ as well as with NRG data at small to intermediate U, we can confidently extract the
current-energy relation within this framework [see Figure 9.7(a) for J(ǫ) as well as for average oc-
cupation number nd(ǫ)]. As mentioned before, the singlet phase is always favoured at large |ǫ|.
If ∆/T ǫ=0K is appropriately chosen, the transition to the doublet ground state occurs at a certain
|ǫc |. The system is in the doublet phase for |ǫ| < |ǫc |, and both the current and the occupation
nd(ǫ) = 1/2 are independent of U and ǫ within the FRG approximation. NRG calculations, however,
showed that the deviations from nd(ǫ) = 1/2 are indeed small [Tan07].
14The same holds if the average occupation number is computed by virtue of ∂ǫΩ. Thus, the overall parameter
dependence of the energy is rather incorrect.
9.4. Ordinary Quantum Dot Josephon Junction 167
-4 -2 0 2 4
ε /∆
0
1
J/
J C
 
,
 
 
n
d
U/Γ=3
U/Γ=5
U/Γ=7
J
nd
(a)
0
0.1
-0.8 -0.4 0 0.4 0.8
ε/U
0
0.2
theory
exp.
J M
/J
C
∆/Γ=0.5
U/Γ=9
ΓR/ΓL=6
∆/Γ=0.5
U/Γ=5
ΓR/ΓL=3
(b)
Figure 9.7: (a) FRG results for the Josephson current J and the average occupation number nd as a function
of the impurity energy ǫ at ∆/Γ = 1, φ/π = 0.5, ΓL = ΓR , and different values of the Coulomb
interaction. (b) Comparison of the ‘critical current’ JM = maxφ|J(φ)| with recent experimental
data [Eic09].
Controlled Study of Correlation Phenomena
In an experimental setup of a quantum dot placed within a superconducting environment [see Figure
3.3 for a scanning electron micrograph of a typical device], one can usually determine and control
virtually all microscopic parameters in a very precise way [Eic09]: If superconductivity in the gate
contacts (whose bulk gap ∆ ∼ 0.15meV can be extracted easily by measuring, e.g., the critical
temperature TC ∼ 1K) is suppressed by virtue of a magnetic field, the Coulomb interaction strength
U ∼ 2.5meV and Kondo temperature TK ∼ 1K ∼ 0.1meV/kB can be estimated from the width
of the odd-occupation plateau within the linear conductance (or the size of the ‘Coulomb blockade
diamonds’) and of the zero-bias resonance, respectively – and while fitting TK (ǫ) to Eq. (9.4.9)
allows for extracting the total height of the tunnel barriers Γ (as well as the ratio between ǫ and the
experimental gate potential), their source-drain asymmetry ΓL/ΓR ∼ 3 − 8 can be computed from
the deviation of the conductance from the unitary value e2/h. In contrast, the phase difference φ
is in general unknown, but the maximal current
JM = maxφ|J(φ)| (9.4.10)
can be extracted from a measured curve J(Vbias) [Gro07] under certain assumptions (see below).
Thus, the physics of the quantum dot Josephson junction can be studied experimentally in a very
controlled way. From the theoretical point of view, all parameters of our model Hamiltonian are
fixed unambiguously for a given device – and the corresponding current-energy relation obtained
from the FRG agrees remarkably well with the experimental data [→ Figure 9.7(b)]. In particular,
the crossover between two distinct phases is exhibited both theoretically and in the experiment,
thereby providing some a posteriori motivation to employ our Anderson-like model to describe the
quantum dot Josephson setup. The difference in magnitude is most likely due to the fact that FRG
calculations are carried out at T = 0 whereas the measurements are performed at some temperature
of the order of T ≈ TK/10 [which is small yet sizeable; see Figure 9.11(b)]. Moreover, the current
is in general overestimated by our static approximation compared to NRG data (→ Figure 9.5). Let
us eventually note that the source-drain asymmetry ΓL/ΓR in the heights of the tunnel barriers –
which can be straightforward incorporated in the FRG formalism – is an important ingredient for the
comparison with the experiment. The theoretical curves obtained with ΓL = ΓR for the parameters
of Figure 9.7(b) do not even qualitatively coincide (concerning the singlet-doublet crossover) with
the measured ones, even though the ratio of TK/∆ is unchanged.
9.4.5 Comparison with Hartree-Fock
For the ordinary single impurity Anderson model it is well-known that the Kondo effect cannot be
described within a mean-field framework. Despite this fact, the Hartree-Fock approximation was used
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Figure 9.8: (a) The same as in Figure 9.5(b), but obtained within the self-consistent Hartree-Fock framework
discussed in Section 9.3.5. (b) Self-energy components of the problem at hand computed within
a frequency-dependent FRG truncation scheme (→ Section 9.4.6) at U/Γ = 2, ∆/Γ = 0.5,
φ/π = 0.2, ǫ = T = 0, and ΓL = ΓR by virtue of the sharp (red; N = 50, ωmin/Γ = 10
−5,
ωmax/Γ = 506) and reservoir (orange; N = 100, ωmin/Γ = 10
−4, ωmax/Γ = 350) cutoff
schemes. For the former, data calculated without the modification of Section 7.4.3 is shown as
well (blue).
to compute the Josephson current through a single impurity coupled to BCS leads. However, previous
approaches were either incomplete (the induced anomalous term ∆˜d was discarded in [Roz99])
or inaccurate [Yos00] (see below). For reference, we have thus performed our own Hartree-Fock
calculation based on the self-consistent equations derived in Section 9.3.5. As within the static
FRG scheme, the Hartree-Fock self-energy is frequency-independent. Astonishingly, the general
picture of the phase transition is captured on this mean-field level, but the quantitative agreement
with reliable NRG data is poor [compare Figures 9.5(b) and 9.8(a)]. However, the observation
that Hartree-Fock succeeds in qualitatively describing the behaviour of the Josephson current is an
uncontrolled result since an approximation which inherently does not contain the Kondo temperature
cannot be expected to describe a transition governed by ∆/TK . In addition, the appearance of a
phase with J < 0 is caused by an unphysical breaking of the spin symmetry – the ground state
remains non-degenerate even in the regime of negative Josephson current.
Prior Approaches
It is important to mention that even though we derive the same mean-field equations as [Yos00], we
cannot reproduce their numerical solution. In particular, [Yos00] observe the induced magnetisation
∆˜d to increase continuously from zero when U is increased. In contrast, our solution shows a
discontinuous jump when the system enters the phase with J < 0. We have double-checked our
data using different routines to solve the self-consistency problem and are thus tempted to conclude
that the results of [Yos00] are inaccurate due to numerical issues.
9.4.6 Alternative FRG Schemes
Reservoir Cutoff
Up to now, we have only discussed FRG data obtained within the sharp cutoff scheme [i.e., by
virtue of Eqs. (9.3.46), (9.3.47), and (9.3.48)]. If low-energy degrees of freedom are suppressed
using the artificial reservoir introduced in Section 5.2.3, it is a priori unclear how the corresponding
results relate to our previous ones even in the static approximation as the superconducting baths
always lead to a frequency-dependent self-energy contribution. Solving the flow equations (9.3.45)
numerically shows, however, that the interplay of two distinct phases is equally captured by this
alternative scheme, only the quantitative agreement with NRG reference data is slightly worse. This
is exemplary illustrated for the phase boundary in Figure 9.3(b).
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Figure 9.9: The same as in Figure 9.8(b), but for parameters associated with the doublet regime and
solely without the modification of Section 7.4.3. (a) φ/π = 0.7, sharp cutoff approach, and
discretisation parameters N = 75, ωmin/Γ = 10
−5, and ωmax/Γ = 742. (b) φ/π = 0.8,
reservoir cutoff scheme, N = 50, ωmin/Γ = 10
−3, ωmax/Γ = 195 (solid) as well as N = 100,
ωmin/Γ = 10
−4, ωmax/Γ = 350 (dashed).
Frequency-Dependent FRG
In order to reliably treat finite temperatures within the FRG approximation, a frequency-dependent
truncation scheme needs to be devised. As detailed in Section 9.3.4, implementing the corre-
sponding numerics is straightforward, and one would a priori expect to obtain reasonable results
as the quantum dot Josephson problem exhibits interesting (singlet vs. doublet) physics already for
moderate interaction strength. Moreover, the most important observable – the current – can be
computed directly from the Matsubara self-energy by virtue of Eq. (9.3.104) without the need for an
ill-controlled analytic continuation. Indeed, it turns out that ‘deep in the singlet phase’ accounting
for the frequency-dependence of γ2 yields a current which remains in perfect agreement with the
NRG reference. This holds both for the reservoir and sharp cutoff scheme and no matter if the
modification discussed in Section 7.4.3 is implemented or not [see, e.g., Figure 9.8(b), where one
obtains J/∆ = 0.078 which coincides both with the NRG and static FRG result of Figure 9.5(b)].
Unfortunately, for parameters shifted towards the doublet region, solving the FRG flow equations
numerically fails due to a collapse of the integration step-size. This holds both for the ‘modified’
and ‘unmodified’ flow equations – which moreover no longer give coinciding results – and employ-
ing the sharp cutoff.15 Within the reservoir scheme, numerical integration always succeeds, but
is proves impossible to obtain results independent of the discretisation parameters [particularly the
number of frequencies; see Figure 9.9(b)]. Thus, the straightforward generalisation of the frequency-
dependent FRG truncation from the ordinary Anderson model of Chapter 7 to the superconducting
case completely fails even for rather small Coulomb interactions. The reason for this is presently
unknown.
What about Second-Order Perturbation Theory?
The breakdown of the frequency-dependent FRG scheme motivates to investigate the quantum dot
Josephson problem by virtue of straightforward second-order perturbation theory in the Coulomb
interaction. Despite the fact that there is no direct connection to the FRG numerics even at ǫ = 0
(as the Hamiltonian is not particle-hole symmetric for finite ∆; see Section 6.1), such a study might
help to understand its failure – and one needs to wonder whether it can be found in the literature.
As suggested in [Ala98], it seems reasonable to evaluated all second-order diagrams using restricted
Hartree-Fock Green functions on the inner lines in analogy with the Anderson model with normal
15For parameters somewhere ‘close’ to where one expects the singlet-doublet transition, integration of the flow
equations succeeds, but one obtains a self-energy with seemingly unreasonable behaviour [e.g., a positive slope
at zero frequency; see Figure 9.9(a)]. For the time being, we refrain from further investigations and present the
data of Figure 9.9(a) as a starting point to test numerics in upcoming studies.
170 CHAPTER 9. QUANTUM DOT JOSEPHSON JUNCTION
-2 0 2
∆d /Γ
-4
-2
0
2
-2 0 2
v
1.6
2
2.4
(a)
Ω
SCEQ
-4 0 4
∆d /Γ
-6
-3
0
3
(b)
Ω
SCEQ
Figure 9.10: (a) Difference between left- and right hand side of the Hartree-Fock self-consistency gap
equation (9.3.70) (dashed lines) as well the corresponding energy of Eq. (9.3.83) as a function
of ∆d for U/Γ = 3.5, ∆/Γ = 2, φ = 0, and the case of particle-hole and left-right symmetry
for v = 0 (red) as well as v = 1.42 (blue). For the chosen parameters, the latter corresponds
to the actual mean-field solution with lowest energy. The vertical axis is scaled in units of the
hybridisation Γ , and the zero of Ω was shifted arbitrarily. Note that close to each solution, Ω
is analytic and extremal. Inset: Energy as a function of the magnetisation for ∆d/Γ = −0.858
(red; non-magnetic solution) as well as ∆d/Γ = 0.117 (blue; magnetic one). (b) The same
as in (a), but for U/Γ = 8. The magnetic solution of the mean-field equations is given by
v = 3.502.
leads [Yos70].16 For the latter and at particle-hole symmetry, this correspond to shifting the level
position by −U/2 (forcing 〈n↑〉 = 〈n↓〉 by hand) such that all inner lines are by construction fully
symmetric – e.g., associated with a maximal density of states at the chemical potential rather than
at U/2. For the problem at hand, generalising this idea means to determine Hartree-Fock values
both for Ed as well as for the effective gap ∆d . It turns out, however, that deep in the doublet
regime there is actually no symmetric solution (v = 0) of the mean-field self-consistency equations.
This is a mere numerical observation and can moreover be visualised by the fact that the righthand
sides of Eqs. (9.3.66) and (9.3.70) are no completely analytic functions – e.g., one can readily verify
that a discontinuity occurs for ∆d = Γ cos(φ/2).
In Figure 9.10(a), we explicitly illustrate that for some set of parameters associated with the doublet
regime, magnetic solutions [where one determines Ed , v , and ∆d from Eqs. (9.3.66), (9.3.68), and
(9.3.70)] as well as non-magnetic ones (with v = 0 enforced) can simultaneously exist, but the
latter are lower in energy – the same scenario occurs for the Anderson model with normal leads at
U > πΓ [And61]. In both cases, the free energy is analytic and extremal close to those mean-field
parameters (it is interestingly not necessarily a local minimum). In contrast, a solution with v = 0
does no longer exist deeper in the doublet phase [e.g., for larger U; see Figure 9.10(b)]. The free
energy still exhibits an extremal value for a particular value of ∆d , but it is associated with a kink
(and one can explicitly check that this is no solution of the self-consistency equations which one
might have missed in the numerics). Thus, it is unclear how to evaluated second-order perturbation
theory diagrams. Further investigation of this issue is beyond the scope of this Thesis.17
9.4.7 Finite Temperatures: QMC vs. NRG
The Josephson current was previously computed using the numerical RG [Cho04], but the accuracy of
these results was questioned by Siano and Egger [Sia04] who performed quantum Monte Carlo (QMC)
16The authors only state this idea but do not show any results at all (and there is actually no follow-up paper).
17In [Vec03], second order perturbation theory at small U is complemented by some interpolating approach. The
authors employ effective (symmetric, i.e. non-magnetic) parameters to evaluate inner lines, but the latter seem
to be determined self-consistently not in a simple mean-field manner but at the very end of their calculation (i.e.,
after having carried out perturbation theory).
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Figure 9.11: (a) NRG data for the zero-temperature Josephson current through a non-interacting, particle-
hole symmetric dot for ∆/Γ = 0.023076, ΓL = ΓR , and several sets of the discretisation
parameter Λ and the number of kept states Nc . The dashed line displays the analytic result
of Eq. (9.3.144). All other NRG calculations for J in this Chapter were carried out at Λ = 4.
(b) Finite-temperature NRG data at ǫ = 0 and ΓL = ΓR .
calculations. However, this issue has not been finally resolved yet [Cho05,Sia05]. Furthermore, QMC
is an inherently finite-T method, whereas the NRG approach of [Cho04] mainly focused on the zero-
temperature limit. Since both methods are generally regarded to benefit from numerical exactness,
let us present some clarifying work starting with the subject of. . .
Numerical Issues
For the NRG framework it is a non-trivial test to reproduce exact results available in absence of
Coulomb interactions, particularly for an investigation about how its inherent numerical parameters
(i.e., the number of kept states Nc as well as the discretisation parameter Λ; see Section 6.4) need
to be chosen in order to obtain converged results. It turns out that for the (two-channel) quantum
dot Josephson model at hand, values of Λ = 2 and Nc = 600 – which are typically sufficient
for single-channel problems and were employed in [Cho04] – fail to reproduce the non-interacting
current-phase relation [→ Figure 9.11(a)]. This may explain the discrepancy in the magnitude of
the current between both our NRG and FRG data (which by themselves agree well) and the results
of [Cho04] [the parameters of Figure 9.5(a) are chosen for a direct comparison with this reference].18
More details on this issue can be found in [Kar08a].
Finite Temperatures
In order to further clarify the discrepancies between the previous NRG and QMC results, we have
re-examined the temperature dependence of the Josephson current using our NRG code. The results
are shown in Figure 9.11(b), where the parameters are taken for a direct comparison with [Sia05].
The general features of the T - dependence are consistent with our findings, only the amplitude of J
again differs. The same Figure can be directly compared with the QMC data of [Sia05]. We observe
that the magnitude of the Josephson current is consistent with ours in the region π/2 . φ < π
where the ground state is a doublet but disagrees for 0 ≤ φ . 0.2π. This can be attributed to some
technical issue of the QMC algorithm (see [Kar08a] for details).
9.5 Aharonov-Bohm Geometry
In this Section, we illustrate that the fundamental picture of the low-energy physics being governed
by an interplay of two distinct phases is still valid if the quantum dot is placed in one arm of an
Aharonov-Bohm interferometer modelled by a finite link td 6= 0 between the superconducting leads.
18The phase dependence is captured correctly by [Cho04] except in the region near φ = π (see Footnote 12).
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Figure 9.12: The critical interaction strength Ucrit as a (non-monotonic) function of the direct coupling
td for different BCS gaps ∆, phase differences φ, and impurity energies ǫ, altogether char-
acterising the singlet-doublet level-crossing phase transition of the Aharonov-Bohm quantum
dot Josephson junction. Solid lines where obtained from the FRG flow equations (9.3.46),
(9.3.47), and (9.3.48), dashed lines display the analytic result of Eq. (9.5.1) derived in the
limit ∆ = ∞. The axis of the insets are scaled the same as the axis of the corresponding main
part.
We compute the boundary separating the singlet and doublet regimes of this interferometric setup
as well as the corresponding supercurrent.
9.5.1 Phase Transition
All parameter dependencies of the phase boundary associated with the ordinary quantum dot Joseph-
son junction (td = 0) can be understood from the analytic formula (9.4.5) – it is only the overall
size of the doublet regime which shrinks for finite ∆ <∞. We will now demonstrate that the same
holds true for the more complicated case of td 6= 0.
Atomic Limit
As outlined in Section 9.3.7, the ground state of the atomic-limit Hamiltonian Hatom is always –
i.e., for arbitrary td – either non-degenerate (a singlet which at sufficiently large U can be thought
of featuring Kondo screening and broken Cooper pairs) or doubly degenerate (a ‘magnetic’ doublet
generally associated with a free spin), illustrating that this well-known picture is still valid for
interferometric setups. By comparison of the corresponding many-particle energies we showed that
the level crossing and thus the zero-temperature ‘phase transition’ is determined by the implicit
equation (
U
2Γ
)2
=
(
ǫ
Γ
+
t˜d cos(φ) + t˜
3
d
1 + 2t˜2d cos(φ) + t˜
4
d
)2
+
(
cos(φ/2)
(
1 + t˜2d
)
1 + 2t˜2d cos(φ) + t˜
4
d
)2
. (9.5.1)
Since cos(φ) can become negative for 0 ≤ φ ≤ π, the right hand side of Eq. (9.5.1) is not necessarily
a monotonic function of the bare parameters ǫ/Γ and td/Γ , immediately indicating re-entrance
behaviour and multiple singlet-doublet phase transitions. In order to understand this in more detail,
it is instructive to study the parameter dependence of the critical interaction strength Ucrit for
the case of particle-hole symmetry ǫ = 0 first. The quantity Ucrit can be defined unambiguously,
whereas, e.g., a critical coupling strength tcritd cannot due to the structure of Eq. (9.5.1). For φ = 0
9.5. Aharonov-Bohm Geometry 173
0 2 4
piρtd
0
4
8
U c
rit
/Γ
∆/Γ=1000
∆/Γ=5
∆/Γ=2
∆/Γ=1
∆/Γ=0.5
singlet
doublet
(a) φ/pi=0.2
0 2 4
piρtd
0
4
8
12
U c
rit
/Γ
singlet
doublet
(b) φ/pi=0.6
Figure 9.13: The same as Figure 9.12, but for fixed ǫ = 0 and various ∆. The phase boundary always
resembles the analytic form of Eq. (9.5.1) derived in the limit ∆ = ∞, only the size of the
doublet phase shrinks monotonously with the BCS energy gap.
and φ = π, one obtains
U2crit
4
=
{
Γ 2/ (1 + t˜2d) φ = 0
t˜2d Γ
2/ (1− t˜2d)2 φ = π ,
(9.5.2)
illustrating that there is a fundamental difference between both cases. At small φ, the system is
driven into the doublet phase if td is increased [see, e.g., the curve for φ = 0.2π in the inset to
Figure 9.12(b)]. In contrast, the phase boundary Ucrit(td) depends non-monotonically on the direct
coupling strength for φ = π. At small values of td , Ucrit increases quadratically, acquires a maximal
value and finally falls off quadratically for large td [see, e.g., the data for φ = 0.8π in the inset to
Figure 9.12(b)]. Thus, a system which is initially in a doublet state can be driven into the singlet
phase by increasing the coupling td at fixed U, but eventually always re-enters the doublet phase.
Using Eq. (9.5.1), one can show that the behaviour of the phase boundary Ucrit(td) for arbitrary
φ is always qualitatively similar to the case of either φ = 0 or φ = π. The onset of a non-monotonic
dependence on td occurs for φ ≈ 0.29π, implying that one can expect to observe re-entrance
behaviour even if the phase difference cannot be controlled precisely. If the gate voltage is tuned
away from the point of particle-hole degeneracy, the phase boundary exhibits an additional extremum
[→ Figures 9.12(a) and (c)]. An additional minimum occurs for either large φ and arbitrary ǫ 6= 0
or small φ and ǫ < 0, whereas one observes an additional maximum for small φ and ǫ > 0. Since
the critical value Ucrit(td = 0) is always larger than the asymptote Ucrit(td → ∞), the system can
exhibit a total of three singlet-doublet phase transitions if the coupling strength td is varied at fixed
U (and large φ).
Due to the fact that the right hand side of Eq. (9.5.1) is a horizontally shifted quadratic function
of the impurity energy ǫ (see FRG data for finite ∆ < ∞ in Figure 9.14), the above-mentioned
re-entrance behaviour can also be observed by changing the impurity energy ǫ while fixing all other
parameters. Tuning ǫ away from particle-hole symmetry can occasionally drive a system which is
initially in a singlet state into the doublet and then ultimately back into the singlet phase. In
contrast, the dependence of Ucrit on the phase difference φ is always monotonous. At small td ,
a doublet ground state is favoured if φ is increased, whereas the opposite holds for larger td [→
Figures 9.12(a)–(c)]. For ǫ < 0 and td → ∞, the system is again monotonously driven towards
the doublet phase if φ is increased. One can analytically demonstrate that the crossover between
the regimes of ∂φUcrit ≶ 0 is characterised by values of td where the phase boundary is completely
independent of φ.
Finite Gap Size
As already mentioned earlier, the truncated FRG scheme introduced in Section 9.3.4 allows for
computing (an approximation to) the self-energy but does not yield the many-particle eigenstates of
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Figure 9.14: (a) FRG results for the critical interaction Ucrit as an (almost quadratic) function of the impurity
energy ǫ. (b) Critical phase difference φcrit separating the singlet (S) from the doublet (D)
phase as a function of the direct coupling td . The displayed behaviour is similar to the analytic
predictions at ∆ = ∞.
the system under consideration (in contrast, e.g., to the numerical renormalization group). Within
this approach, the phase boundary is determined from discontinuities in the supercurrent with the
understanding (based on the analytic treatment of the limit ∆ = ∞ as well as on NRG calculations
at td = 0; see above) that the ground state is non-degenerate in the limit of small U.
For the simple quantum dot Josephson junction (td = 0), comparison with NRG data illustrated
that the approximate FRG scheme describes the phase boundary as well as the supercurrent both
qualitatively and quantitatively at small to intermediate Coulomb correlations U . 8Γ , whereas at
larger U qualitative features of both quantities are still captured correctly (see above). Comparing
FRG data for large ∆ with the analytic result of Eq. (9.5.1) shows that the former is also well-suited
to tackle the problem at hand. The FRG reproduces all characteristics of the phase boundary at
td > 0 correctly [compare the insets of Figures 9.12(a) and(b) with the main parts], only the size of
the singlet phase is slightly overestimated. The latter tendency was already observed at td = 0.
FRG calculations at finite ∆ < ∞ demonstrate that all parameter dependencies of the phase
boundary are similar to the case of ∆ = ∞, only the size of the doublet regime shrinks [see Figures
9.12, 9.13, and 9.14(a) for detailed comparisons of Ucrit(td) and Ucrit(ǫ), respectively]. This is again
consistent with results for the simple quantum dot Josephson junction (td = 0). Since the FRG
scheme, however, is approximate in U but the critical interaction strength Ucrit becomes large for
small ∆, it is reasonable to additionally study the phase boundary in terms of a different quantity.
It turns out that a critical phase difference φcrit can always be defined unambiguously, and that the
behaviour of φcrit(td ,U) for arbitrary ∆ is similar to the atomic-limit solution [→ Figure 9.14(b)].
One can thus conclude that all parameter dependencies of the phase boundary can be understood
from Eq. (9.5.1), only the size of the doublet regime shrinks monotonously for finite ∆ <∞.19
9.5.2 Josephson Current
As a next step, we present zero-temperature FRG results for the equilibrium supercurrent J flowing
through the Aharonov-Bohm Josephson junction in presence of a finite phase difference φ between
the superconducting leads. According to Section 9.3.6, this current can be interpreted to comprise
of a ‘direct’ and an ‘impurity’ contribution. In contrast to the phase boundary, it is not determined
19Since our FRG scheme turns out to be quantitatively reliable only up to some intermediate Coulomb interaction
U/Γ ≈ 8 (where Kondo correlations start to become important), we cannot describe the singlet-doublet phase
transition in the extreme limit of ∆/Γ ≪ 1 (as this would require TK/Γ ≪ 1), no matter which quantity is
used to describe the phase boundary. However, for the simple quantum dot Josephson junction (td = 0) it was
demonstrated that generic physics shows up for small values of TK/∆ (but not necessarily extremely small TK
itself) [Ogu04,Tan07]. Since we do not observe any qualitative changes apart from an overall increase of the size
of the singlet phase in going from ∆ = ∞ to ∆/Γ ≈ 0.2, it is reasonable to assume that the same holds for the
problem at hand.
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Figure 9.15: Josephson current J (in units of J0 = e∆/~) as a function of the impurity energy ǫ for constant
φ = 0.5π. The results were obtained from the FRG framework. In presence of a finite coupling
td , J(ǫ) acquires a Fano-like lineshape analogous to the linear-response conductance of the
ordinary Anderson model, and the non-monotonic phase boundary manifests as repeatedly
appearing and disappearing discontinuities. In addition, one observes that the Josephson
current can become negative in the singlet phase (see, e.g., the lower right panel which
describes a singlet situation at intermediate and large ǫ). The displayed behaviour is generic
for arbitrary phase differences φ.
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Figure 9.16: Josephson current J (in units of J0 = e∆/~) as a function of the phase difference φ for
particle-hole symmetry ǫ = 0. Note that in the lower right panel the system is in a singlet
state for td ≈ Γ and large φ, illustrating that the current can become negative in this regime
by virtue of the Coulomb interaction.
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Figure 9.17: (a) Linear-respone conductance of the ordinary Anderson model (∆ = 0) as a function of
the impurity energy ǫ for attractive Coulomb interactions. Solid (dashed) lines show data
obtained form the static FRG (Hartree-Fock) framework, respectively. The mean-field curve
at U/Γ = −10 was omitted. (b) Upper panel: Width of G (ǫ) in units of Γ . Lower panel:
The same, but for G (B) at ǫ = 0, or, slightly rephrased: the magnetic field BK necessary to
suppress the conductance down to half the maximal value.
solely by the dot Green function, rendering it impossible to derive an analytic result for J in the
limit ∆ = ∞. Thus, we focus exclusively on discussing FRG data for the Josephson current, again
recalling that this framework was successfully benchmarked against numerical RG reference data for
td = 0 (see above).
Gate-Voltage Dependence
In order to discuss how a direct link between the superconducting leads affects the supercurrent
J, it is instructive to recall the simple quantum dot Josephson junction (td = 0) first. For small
∆/TK , the system is in the singlet phase for all impurity energies ǫ, and the current J(ǫ) exhibits a
line-shape which resembles the linear-response conductance of the ordinary single impurity Anderson
model [see Figure 9.7(a) as well as the td = 0 – curves of Figure 9.15]. In the opposite limit, J(ǫ)
changes discontinuously at some critical value ±ǫcrit as the system enters the doublet phase. The
current becomes negative and almost independent of the impurity energy.20 In both cases, the
evolution of J(ǫ) in presence of a finite link td > 0 is Fano-like [Zha05, Osa08]. In addition, the
non-monotonic dependence of the phase boundary on the coupling strength td results in multiple
singlet-doublet phase transitions manifesting as the appearance and disappearance of discontinuities
of J(ǫ) (→ Figure 9.15). One should particularly note that no matter how small U or ∆, the system
will always enter the doublet phase in the limit of large hoppings td , provided that the impurity
energy is not too large.
Sign of the Current
For the simple quantum dot Josephson junction (td = 0), the supercurrent is always positive
(negative) in the singlet (doublet) phase. Both does no longer necessarily hold in presence of
a finite coupling td . Whereas it is rather intuitive that J can become positive in the doublet
regime due to the additional direct link (having in mind the ordinary Josephson junction where two
superconductors are coupled by a hopping td and J > 0 holds for 0 < φ < π; see Section 9.3.8), one
can most notably also observe a negative current in the singlet phase,21 particularly at small BCS
energy gaps ∆ (→ Figure 9.15). It is, however, imperative to point out that this is solely caused
20Recall that for the simple quantum dot Josephson junction (td = 0) the supercurrent obtained from the FRG in the
doublet phase is completely independent of both the two-particle interaction strength U and the impurity energy
ǫ. Even though this is an artifact of the approximate approach, numerical RG calculations showed that physical
properties only vary slightly in this regime [Tan07].
21Some generalised perturbative approach [Gla89] could be employed in order to get some intuitive understanding
why J can become negative in the singlet phase. This is however, out of the scope of this work.
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Figure 9.18: FRG results for (a) the current-phase relation at ǫ/Γ = 0.2 and ∆/Γ = 1 as well as (b)
the current-energy relation at φ/π = 0.5 and ∆/Γ = 1 for various (attractive) Coulomb
interaction strength.
by the Coulomb interaction, and the supercurrent at U = 0 (where the FRG becomes exact) always
remains positive in the singlet phase. In contrast, Zhang obtains a negative singlet current yet in
the non-interacting limit [Zha05], rendering these results a priori highly questionable.
Phase Dependence
The Josephson current as a function of the phase difference φ displays the same characteristics as
J(ǫ). Multiple phase transitions manifest as appearing and disappearing discontinuities of J(φ) (→
Figure 9.16) and can be ultimately understood from the functional form of the atomic-limit phase
boundary Eq. (9.5.1). In addition, the current can become negative in the singlet phase in presence
of both a direct coupling td and finite Coulomb correlations. The actual form of J(φ) is rather
complicated. It is displayed for various parameter sets in Figure 9.16.
9.6 Attractive Interactions
In this Section, we briefly discuss the supercurrent flowing through the simple quantum dot Joseph-
son junction (td = 0) in presence of attractive local interactions using the static functional RG
approximation of Eqs. (9.3.46), (9.3.47), and (9.3.48). The case of U < 0 has gained far less
attention than the (physically more relevant) situation of repulsive Coulomb correlations. We will
relate our findings to prior results towards the end of this Section.
Ordinary Anderson Model
In order to gain some intuitive understanding about the physics of the quantum dot Josephon
junction at U < 0 it is helpful to investigate the ordinary Anderson model (∆ = 0) first. To this
end, let us perform a particle-hole transformation for one spin direction [Hal77]:
− Ud†↑d↑d†↓d↓ + (ǫ− B/2)d†↑d↑ + (ǫ+ B/2)d†↓d↓
→ − Ud↑d†↑d†↓d↓ + (ǫ− B/2)d↑d†↑ + (ǫ+ B/2)d†↓d↓
= − Ud†↑d↑d†↓d↓ − (ǫ− B/2)d†↑d↑ + (ǫ+ B/2 + U)d†↓d↓ .
(9.6.1)
As the structureless baths are by construction particle-hole symmetric, the attractive Anderson model
is therefore equivalent to the repulsive one with the magnetic field B and gate voltage ǫ – i.e., spin
and charge – interchanged. Thus, its strong-coupling low-energy physics is governed by a ‘charge
Kondo effect’: The conductance curve G (ǫ) develops a sharp resonance as −U becomes large [→
Figure 9.17(a)]. Whereas the static functional RG yields exponential behaviour at −U/Γ ≫ 1 [→
Figure 9.17(b)] with a well-known prefactor −1/π rather than −π/8 (→ Chapter 7), Hartree-Fock
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calculations give seemingly unreasonable results.22 Moreover, the magnetic field strength which
significantly alters G only depends weakly [i.e., linearly as does the width of the plateau of G (ǫ) for
U ≫ 1] on the interaction U.
Quantum Dot Josephson Junction
From the preceding discussion it is rather intuitive to understand the physics of the quantum dot
Josephson junction in presence of attractive local interactions. As the charge Kondo effect does
not require screening of a spin degree of freedom by virtue of the bulk electrons, Cooper pairs can
always form – a negative U < 0 should results in an overall BCS-like ground state. Thus, one
does not expect any quantum phase transition to manifest in this regime. This is consistent the
atomic-limit treatment of Section 9.3.7 and moreover confirmed by FRG calculations. The current-
phase relations becomes more sinusoidal as −U/Γ becomes large [→ Figure 9.18(a)], which seems
reasonable as J(φ) ∼ sin(φ) for two weakly-linked superconductors (→ Section 9.3.8).23 In contrast,
the Lorentzian-like form of J(ǫ) for fixed phase difference is hardly altered by some U < 0 [the curve
only narrows slightly; see Figure 9.18(b)]. Thus, the physics of the quantum dot Josephson junction
featuring attractive local interactions is less rich than in the repulsive case.
A negative U < 0 was previously studied by several authors. In [Koz03], perturbation theory
in the hybridisation Γ is used to motivate some effective model. Even though this arguing seems
questionable – perturbation theory always yields a sinusoidal curve J(φ) and breaks down close
to particle-hole symmetry, and one resorts to the effective model featuring richer current-phase
relations – the predictions of [Koz03] are in agreement with our data. In [Oga02] it is suggested to
express the supercurrent J in terms of the normal-state conductance G in analogy to the case of two
weakly-linked superconductors (→ Section 9.3.8). For the latter, this is reasonable as one gets rid
of all microscopic junction parameters. In presence of a quantum dot, J/G is of complicated form,
but this is not too astonishing as the underlying problem of an interacting impurity is more complex
than a simple tunnel barrier. Despite the fact that we observe the current J/G to exceed the value
of the simple tunnel junction (given by ∆) in agreement with [Oga02], we fail to understand about
the fundamental nature of this result.
9.7 Conclusions & Outlook
Ordinary Quantum Dot Josephson Junction
In this Chapter, we have elaborated on phase diagrams and the zero-temperature Josephson current
for a single Anderson impurity coupled to superconducting leads. Functional renormalization group
calculations were complemented by NRG data as well as an exact approach to the atomic limit
of large BCS gaps ∆ = ∞. We have demonstrated the truncated frequency-independent FRG to
benchmark nicely against those references at small to intermediate interactions. In contrast to the
numerical RG framework, arbitrary (non-symmetric) parameters can be accessed straightforward by
this method: It is possible, e.g., to readily incorporate tunnel barriers ΓL/ΓR of different heights and
finite gate voltages ǫ. The combination of both allows to describe the supercurrent as a function of ǫ
in nice agreement with recent experimental data [Eic09]. Moreover, the static FRG requires virtually
no numerical resources and can thus be used to fast provide current - phase relations needed to
extract physical quantities out of experimental data [Jør07]. We eventually established the accuracy
of our NRG data by comparisons with the exact solution at U = 0, allowing to partly comment
on some discrepancy between prior (NRG and quantum Monte Carlo) results for the quantum dot
Josephson problem.
22The corresponding mean-field equations (9.3.66) and (9.3.68) evaluated at zero gap ∆ = 0 never feature a magnetic
solution for U < 0. On the other hand, the non-magnetic one is not necessarily unique [Hal77], and one needs to
carefully ensure to choose that of smallest energy using Eq. (9.3.83).
23Remind that for U ≥ 0 the current phase relation evolves from a half-sine into a purely sinusoidal form as ǫ shifts
away from particle-hole symmetry.
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Aharonov-Bohm Geometry
By an exact treatment of the large gap limit, we have shown that the low-energy physics is still
governed by an interplay of two distinct (singlet and doublet) phases if the quantum dot Josephson
junction is embedded within an Aharonov-Bohm environment. In contrast to the case where both
superconductors are not coupled directly, however, the phase boundary depends non-monotonically
both on the coupling strength td and the quantum dot energy ǫ. By carrying out functional renormal-
ization group calculations (which benchmark excellently against the atomic-limit result) at arbitrary
∆, we have demonstrated that the overall size of the doublet regime shrinks monotonously with the
gap size, but the functional form of the phase boundary always remains similar to the analytic ex-
pression derived at ∆ = ∞. Thus, even if all system parameters cannot be adjusted experimentally
in a precisely controlled way, one can quite generally expect to observe re-entrance behaviour within
an interferometric quantum dot Josephson junction. At finite couplings td , the supercurrent J(ǫ)
acquires a Fano-like line-shape analogous to the linear-response conductance of the ordinary Ander-
son model. Most importantly, we have shown that Coulomb correlations can cause J to become
negative in the singlet phase.
Outlook
As it is experimentally impossible to directly measure the dissipationless supercurrent, it needs
to be extracted from a curve obtained at finite bias voltages using some model of the quantum
dot Josephson junction [Jør07]. A key ingredient to this procedure are current-phase-characteristics
which are presently assumed to be that of an ordinary tunnel interface. Particularly close to particle-
hole symmetry, however, J(φ) significantly deviates from a purely sinusoidal curve, and our static
FRG approach can be employed to fast provide a more ‘elaborate’ current-phase relation at T = 0.
Even though experiments are typically carried out at low temperatures of the order of T ≈ ∆/10
[Gro07], the influence on the magnitude of J is already sizeable [it may readily account for a factor
of 2; see Figure 9.11(b)]. Thus, it would be desirable to extend the FRG scheme to treat finite
temperatures, but the straightforward way of doing this (by accounting for the frequency-dependence
of the two-particle vertex in analogy with the Anderson model) does not succeed. The very reason
for this is presently unknown, and further investigations are imperative.
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Abstract
We study the charging of a narrow spin-polarised quantum dot level (labelled by σ = −) in equi-
librium which is coupled to a broad one (σ = +) by arbitrary Coulomb interactions U but weak
tunnelling t ′ only. This situation can be described by a generalised interacting resonant level model
featuring two Fermi liquid leads with disctinct bandwidths Γ+ ≫ Γ−. We illustrate that if either
Γ− = 0 or t ′ = 0 it can be mapped onto the anisotropic Kondo problem by virtue of bosonisation,
and identifying the inverse charge fluctuation time Ω with the Kondo temperature allows for an
analytic prediction in the desired (scaling) limit t ′, Γ− ≪ Γ+. Most importantly, Ω is governed by
power laws of the bare tunnelling amplitudes with interaction-dependent exponents. This overall
picture is confirmed by functional and numerical renormalization group calculations.
10.1 Introduction
Artificial Atoms: ‘Towards Quantum Computing’
Great advances in nanotechnology over the past few years led to the fabrication and intense ex-
perimental study of low-dimensional electron systems (quantum dots and wires), which – from a
‘long-term’ perspective, though – are of interest as they give insight into the physics of more com-
plicated nanodevices needed for quantum information processing [Los98,Eng05]. The manipulation
of spin [Cra04,Pet05] and charge [Pet04] was explicitly demonstrated for semiconductor setups. In
general, the smallness of quantum dots leads to fairly large energy level spacings and at sufficiently
low temperatures only a few levels are relevant for the description of the physics. The latter is
strongly affected by the repulsive interaction between the electrons. Correlations manifest, e.g., in
Coulomb blockade behaviour [Kou97] or Kondo screening [Kon64] and crucially influence the charging
process [Sil00,Ko¨n05,Sin05,Med06] which takes place as the quantum dot is successively lowered in
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energy – and whose detailed understanding is of vast significance for accurate experimental manip-
ulations by virtue of precisely-controllable gate voltages. Even the simplest devisable spin-polarised
two-level setup exhibits remarkably rich phenomena [Med06,Kas07,Lee07,Sil07].
Charging of a Narrow Level
In this Chapter, we address the question of how charging proceeds for an equilibrated geometry
of one spinless narrow quantum dot level (σ = −) coupled to a broad one (σ = +) by weak
hoppings t ′ but arbitrary Coulomb interactions U. A difference in widths Γ± may be generic for
a large class of experimental impurity systems [Lin02, Aik04] and can be particularly exploited for
charge sensing [Joh04, Ber05]. The narrow level is gradually depleted as its position ǫ− crosses
the chemical potential of the surrounding higher-dimensional baths, and the corresponding inverse
charge fluctuation time Ω is the fundamental energy scale governing the low-temperature linear-
response physics. It manifests explicitly within the mentioned (charge-sensing) quantum point
contacts [Joh04,Ber05] and transmission-phase measurements [Yac95,Sch97,Avi05].
A Quantum Criticality Perspective
Some intuitive understanding about how the scale Ω connects to the microscopic parameters of
the underlying geometry can be gained from a quantum-critical point of view. In absence of any
tunnel barriers (t ′ = Γ− = 0), the narrow level basically decouples, and the correlated many-electron
problem can be solved easily. The occupation 〈n−〉 is a conserved quantity, changing abruptly from
〈n−〉 = 0 to 〈n−〉 = 1 as ǫ− is swept through some ‘quantum critical’ value ǫcrit− (ǫ+,U, Γ+), with
ǫ+ being the position of the broad level. There is only some trivial influence of the whatever large
Coulomb interaction to the physics of the Fermi-liquid bath. This picture changes drastically if an
arbitrarily small local tunnelling is switched on. It turns out that the latter drives the system away
from criticality, leading to fundamentally different physics on long length scales, and ground state
may be highly-correlated (e.g, Kondo-like [Kas07]). Put differently: Given some exact renormaliza-
tion group equations, zero tunnelling corresponds to a (critical) fixed point w.r.t. the σ = − dot
degrees of freedom, and both t ′ as well as Γ− constitute a relevant perturbation [Wil75]. The emer-
gent energy (or inverse length) scale governing the crossover to the decoupled system is nothing
but the width Ω. The flow of our exact RG far away from the latter as well as from any other
inherent energy (such as reasonably the bandwidth Γ+) has a distinct characteristic – one expects
power-law variations of the (whatsoever) coupling constants aΛ w.r.t. the flow parameter Λ for
Ω ≪ Λ ≪ Γ+ (or Λ ≪ Ω, or Λ ≫ Γ+) due to the very absence of any scale. Question remains: Of
what type are the aΛ associated with the different regimes, and how does their power-law scaling
manifest in physical quantities in the end of the day? For the problem at hand, it may be a rather
sensible starting point to investigate the issue of power-law variations of the characteristic energy
Ω w.r.t. the corresponding tunnel amplitudes Γ− and t ′ in the close vicinity of the (critical) fixed
point t ′, Γ− ≪ Γ+.
Reprise: Two-Channel Interacting Resonant Level Model
The very same line of arguments motivates the appearance of power laws for the closely-related
two-channel interacting resonant level model subject to Chapter 8. Indeed, both the functional and
real-time RG frameworks yield an approximated flow equation for the effective hopping t ′Λ which
features precisely one ultraviolet (the bandwidth Γ ) and one infrared energy scale. In equilibrium
and at particle-hole symmetry, the latter is determined by t ′ ≪ Γ itself. In between (i.e., for
ΛUV ≫ Λ ≫ ΛIR), the coupling t ′Λ varies as a power of the flow parameter Λ with an interaction-
dependent exponent – and since the flow is cut by the bare t ′, the effective hopping t ′Λ=0 and thus
the infrared energy scale ΛIR(t
′) ∼ TK (t ′) consequently exhibit a power-law form of t ′ itself. A
finite bias voltage V ≪ TK driving the system out of equilibrium is an irrelevant perturbation, and
the current J/TK can be uniquely expressed in terms of V /TK . Moreover, it turns out that the
voltage V ≪ Γ determines a second infrared cutoff, implying that the renormalized hopping varies
as a power of V for TK ≪ V . The same holds for the zero-temperture current which one can
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Figure 10.1: The quantum dot geometry studied in this Chapter. It features two levels of width Γ− ≪ Γ+
which are coupled by weak tunnelling t′ ≪ Γ+ but arbitrary Coulomb repulsions U. The
narrow level is held at position ǫ− relative to the (zero) chemical potential of the baths.
demonstrate to be solely determined by t ′Λ=0 (and whose bare parameter dependence can yet be
cast as a function of V /TK only).
Solution Strategies
Our strategy in addressing the charging of our narrow quantum dot level is two-fold. First, we
illustrate that the corresponding Hamiltonian can be mapped onto the anisotropic Kondo problem
by virtue of bosonisation, provided that either t ′ = 0 or Γ− = 0 (Sections 10.3.1 and 10.3.2).
Identifying the inverse charge fluctuation time Ω as the Kondo scale TK and exploiting known
results for the latter explicitly visualises the appearance of power laws, and one can derive an analytic
expression for the corresponding interaction-dependent exponents using mild approximations only
(Section 10.4.1). We confirm this scenario by both numerical and functional renormalization group
calculations (Section 10.4.2). The latter formalism eventually allows to investigate the case of finite
t ′ 6= 0 and simultaneously Γ− 6= 0, verifying a single-parameter scaling hypothesis.
10.2 The Model
We describe our desired geometry by virtue of a generalisation of the interacting resonant-level
model introduced in Chapter 8 (→ Figure 10.1). Two baths of non-interacting electrons (labelled
not as ‘left’ and ‘right’ but by an index σ = ±)
Hσ=±bath =
∑
k
ǫkc
†
kσckσ (10.2.1)
are coupled to a quantum dot
Himp = ǫ+d
†
+d+ + ǫ−d
†
−d− + t
′
(
d†+d− + d
†
−d+
)
+ U∆n+∆n− (10.2.2)
featuring two levels which are held at energies ǫ± and coupled by a tunnelling element t ′ as well as
by local Coulomb repulsions U. Introducing ∆nσ = d
†
σdσ−1/2, the point of particle-hole symmetry
corresponds to ǫσ = 0. Finally,
Hσcoup =
tσ√
N
∑
k
c†kσdσ + H.c. , (10.2.3)
with N being the system size (assuming periodic boundary conditions k = 2πn/N, n ∈ Z). As usual,
we will eventually take the baths to be structureless (wide-band limit), and define their characteristic
energy scales as1
Γσ = πρbatht
2
σ . (10.2.4)
1To be precise, the quantities Γσ are the widths of the levels σ = ± for U = t′ = 0. They are determined by
the local density of states ρbath of the baths (which in turn depends on their bandwidth B) as well as by the
local couplings tσ . Modelling the baths as tight-binding chains with local hoppings tσ yields Γσ = tσ = B/4 (→
Chapter 8). In the wide-band limit, Γσ defines a characteristic energy associated with the baths. Thus, we will
simultaneously refer to Γσ as ‘width’ or ‘bandwidth’.
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Singe-Particle Regime
As mentioned above, we aim at modelling a quantum dot exhibiting one wide and one narrow level,
and thus t ′, Γ− ≪ Γ+. If the former is very high or low in energy (|ǫ+| ≫ Γ+), its occupation
remains unchanged as the latter charges. Guided by our studies of the interacting resonant level
model (Chapter 8), one might expect scaling behaviour of the corresponding energy Ω nevertheless,
but it turns out to essentially be of single-particle nature [Kas09]:
Ω = Γ− + Γ+
(
t ′
4ǫ+
)2
. (10.2.5)
The Coulomb interaction merely determines the position ǫcrit− where the charging takes place, and it
can be described on the Hartree level: ǫcrit− = −U〈δn+〉. In contrast, quantum fluctuations are vital
in the opposite limit |ǫ+| ≪ Γ+ and evidently call for a more elaborate many-particle method. For
reasons of simplicity, we stick to ǫ+ = 0 (and thus ǫ
crit
− = 0) from now on.
10.3 The Method
As a subsequent step, we elaborate how our problem can be related to the anisotropic Kondo
model (using mild approximations) in presence of a single coupling only – i.e., if either Γ− = 0
or t ′ = 0. Identifying the inverse charge fluctuation time Ω as the Kondo scale and exploiting
well-known results for the latter allows for deriving an analytic expression for the scaling behaviour
of Ω itself. We eventually present the static Matsubara FRG flow equation associated with our
two-level geometry.
10.3.1 Transformation to a Generalised IRLM
Diagonalisation of the (σ = +) – Sector
As ‘band effects’ should not play any role for our case of interest (i.e., at large Γ+), it seems
reasonable to first diagonalise the single-particle Hamiltonian of the σ = + – electrons:
H+ = H0 + V =
∑
k
ǫk |k〉〈k|+ t+√
N
∑
k
{|k〉〈d |+ |d〉〈k|} , (10.3.1)
where we have dropped the index σ. This scattering problem can be solved by virtue of the
Lippmann-Schwinger (Dyson) equation
|k+〉 = |k〉+ G (ǫk + iη)V |k〉 = |k〉+ t+√
N
G (ǫk + iη)|d〉
= |k〉+ t+√
N
∑
k′
〈k ′|G (ǫk + iη)|d〉|k ′〉+ t+√
N
〈d |G (ǫk + iη)|d〉|d〉 ,
(10.3.2)
with G (z) being the Green function associated with H+. According to Section 4.4.2, the projection
technique yields
G+(ǫk + iη) = 〈d |G (ǫk + iη)|d〉 = 1
ǫk + iη + t2+/N
∑
k′
1
ǫk−ǫk′+iη
〈k ′|G (ǫk + iη)|d〉 = t+√
N
G+(ǫk + iη)
ǫk − ǫk′ + iη .
(10.3.3)
Thus, the eigenstates of H+ are given by
|k+〉 = |k〉+ t+√
N
G+(ǫk + iη)
{
|d〉+ t+√
N
∑
k′
1
ǫk − ǫk′ + iη |k
′〉
}
, (10.3.4)
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and its many-particle version is consequently diagonalised as
H+ =
∑
k
ǫkψ
†
k+ψk+ , ψ
†
k+ = e
iφk c†k+ +
t+√
N
|G+(ǫk + iη)|
{
d†+ +
t+√
N
∑
k′
1
ǫk − ǫk′ + iη c
†
k′+
}
,
(10.3.5)
where φk = arg[G+(ǫk − iη)], and the dispersion ǫk is unchanged in the thermodynamic limit. As it
couples to the rest of the system, it is essential to eventually expand the dot operator d+ in terms
of the new basis ψk+. To this end, let us calculate
t2+
N
∑
k
|G+(ǫk + iη)|2 =
∑
k
1
−Nπρ ImG+(ǫk + iη) =
∑
k
ρ+(ǫk)
Nρ(ǫk)
=
∫
ρ+(ǫ)dǫ = 1 , (10.3.6)
where ρ+(ǫ) as well as
ρ(ǫ) = ρbath(ǫ) =
1
N
∑
k
δ(ǫ− ǫk) ⇒ 1
N
∑
k
f (ǫk) =
∫
f (ǫ)ρ(ǫ) dǫ (10.3.7)
denote the local density of states of the + – level and of the free bath, respectively. Moreover,
t3+
N3/2
∑
kk′
|G+(ǫk + iη)|2
ǫk − ǫk′ + iη c
†
k′+ =
t+
N3/2
∑
kk′
ρ+(ǫk)/ρ(ǫk)
ǫk − ǫk′ + iη c
†
k′+
= − t+√
N
∑
k′
∫
ρ+(ǫ)
−ǫ+ ǫk′ − iη dǫ c
†
k′+ = −
t+√
N
∑
k
G+(ǫk − iη)c†k+ ,
(10.3.8)
which finally combines to
d†+ =
1√
N
∑
k
√
ρ+(ǫk)/ρ(ǫk)ψ
†
k+ =
t+√
N
∑
k
|G+(ǫk + iη)|ψ†k+ =
t+√
N
∑
k
e iφk |G+(ǫk + iη)|c†k+
+
t2+
N
∑
k
|G+(ǫk + iη)|2d†+ +
t3+
N3/2
∑
k
|G+(ǫk + iη)|2
∑
k′
1
ǫk − ǫk′ + iη c
†
k′+ .
(10.3.9)
Up to now, we have only performed exact manipulations of our original Hamiltonian. In order to
establish a mapping to the anisotropic Kondo model in analogy with [Sch80b], we need to make the
further assumption of a . . .
Linearised Spectrum
As one does not expect the actual form (but only its zero-energy value) of the local lead density
of states ρ(ǫ) – which solely determines ρ+(ǫ) – to be of any importance in the scaling limit,
2 we
choose it to be as simple as possible:
ρ+(ǫ) =
1
πΓ+
Θ(πΓ+/2− |ǫ|) . (10.3.10)
If we furthermore neglect the energy dependence of ρ itself and replace
ρ(ǫ) → ρ(0) = 1
2πvF
(10.3.11)
2This is consistent with the results of Chapter 8 and for the problem at hand supported by the fact that functional
RG calculations [which employ a Lorentzian ρ+(ǫ) associated with wide-band leads] turn out to be in perfect
agreement with our analytics.
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in order to obtain a linear dispersion,3 our full Hamiltonian (including the σ = − degrees of freedom)
takes the form:
H = vF
∑
k
k
{
ψ†k+ψk+ + c
†
k−ck−
}
+ ǫ−d
†
−d− +
t ′√
NπρΓ+
∑
k
{
ψ†k+d− + d
†
−ψk+
}
+ U
[
1
NπρΓ+
∑
kk′
ψ†k+ψk′+ −
1
2
]
∆n− +
t−√
N
∑
k
{
c†k−d− + d
†
−ck−
}
.
(10.3.12)
This evidently describes a generalisation of the IRLM discussed in Chapter 8 – a single level (σ = −)
is coupled to two distinct bands by tunnelling but capacitively only to one of them.4 If we finally
allow the quantum numbers k = 2πn/N to extend to arbitrary values n ∈ Z, we can immediately
apply the formalism outlined in Section 6.3 without making any further approximations as we face
a problem of by construction two independent fermion species whose dispersion is linear.
10.3.2 Bosonisation and Mapping to the Kondo Problem
In case that if either t ′ = 0 (upper signs) or Γ− = 0 (lower signs), we can introduce bosonic fields
ψ+(x) = O+(x)e
−iΦ+(x) , c−(x) = O−(x)e−iΦ−(x) , ∂xΦα(x) = 2παδρα(x) , (10.3.13)
which fulfil the following commutation relations:
[Φσ1(x),Φσ2(y)] = −iπσ1δσ1σ2sgn(x − y) , (10.3.14)
and directly establish that
H =
vF
4π
∫ {
[∂xΦ+(x)]
2
+ [∂xΦ−(x)]
2
}
dx + ǫ−d
†
−d−
+
2vF δU
π
∂xΦ+(0)∆n− + A∓
[
e iΦ∓(0)d− + d
†
−e
−iΦ∓(0)
]
.
(10.3.15)
We have dropped the Klein factors Oα(x) for reasons of simplicity – they are irrelevant for all
upcoming calculations within the bosonic representation. The coupling constants A are given by
A∓ =
1√
πρΓ+
{√
Γ−Γ+ t ′ = 0
t ′ Γ− = 0 .
(10.3.16)
The most crucial approximation consists of replacing the bare Coulomb interaction by
δU =
U
2Γ+
−→ arctan
(
U
2Γ+
)
. (10.3.17)
This is motivated by the fact that for t ′ = Γ− = 0, our Hamiltonian just states a simple scattering
problem of a localised δ-potential. Solving the latter exactly yields a single-particle scattering phase
shift described by the arctan term (this was first issued in [Noz69] in the context of the so-called
x-ray edge singularity). In contrast, the bosonised Hamiltonian merely features a linear phase shift
(i.e., the Born approximation), which can be attributed to the previously-assumed purely linear
dispersion [Sch69]. This can be cured by the manual replacement of Eq. (10.3.17) – which we
subsequently employ even in presence of finite couplings t ′ or Γ− [Sch80b]. Keeping this in mind,
we go on . . .
3The overall assumptions about the local density of states are well-controlled in the present context of quantum
dots coupled to Fermi-liquid baths. In particular, one cannot expect band effects to be of any relevance in the
desired regime t′, Γ− ≪ Γ+ for the problem at hand.
4Given [Sch05b] as a reference for the bosonisation technique, we refrain from transforming to continuous energy
space (this course of action is pursued in [Kas09]).
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Diagonalising the Kinetic Energy
. . . by a unitary transformation
H ′ = U†HU , U = e−i
2δU
π Φ+(0)∆n− . (10.3.18)
Exploiting that
eXYe−X =
∞∑
m=0
[X , [X , ... [X ,Y ]]]m , [X ,Y ]0 = Y (10.3.19)
immediately leads to∫
e i
2δU
π Φ+(0)∆n− [∂xΦ+(x)]
2e−i
2δU
π Φ+(0)∆n− dx =
∫ {
[∂xΦ+(x)]
2 − 8δU∆n−δ(x)∂xΦ+(x)
}
dx ,
(10.3.20)
and the kinetic part of the Hamiltonian thus takes a diagonal form. Similarly,
e i
2δU
π Φ+(0)∆n−e iΦ∓(0)d−e−i
2δU
π Φ+(0)∆n− = e iΦ∓(0)−i
2δU
π Φ+(0)d− . (10.3.21)
If we eventually transform to a basis of spin and charge fields
Φs,c(x) =
{
1√
1+(2δU/π)2
[Φ∓(x)∓ 2δU/πΦ±(x)] t ′ = 0
Φ±(x) Γ− = 0 ,
(10.3.22)
our Hamiltonian acquires the unified representation
H =
vF
4π
∫ {
[∂xΦs(x)]
2
+ [∂xΦc(x)]
2
}
dx + ǫ−d
†
−d− + A∓
[
e iγ∓Φs (0)d− + d
†
−e
−iγ∓Φs (0)
]
,
(10.3.23)
with
γ∓ =
{√
1 + (2δU/π)2 t
′ = 0
1− 2δU/π Γ− = 0 .
(10.3.24)
Next, we show that the very same Hamiltonian describes the . . .
Anisotropic Kondo Model
. . . whose fermionic representation reads [Kon64]
HK =
∑
kσ
ǫkc
†
kσckσ +
J⊥
2N
∑
kk′
{
s+c
†
k↓ck′↑ + s−c
†
k↑ck′↓
}
+
Jz
2N
sz
∑
kk′
{
c†k↑ck′↑ − c†k↓ck′↓
}
− hsz ,
(10.3.25)
where sx ,y ,z are spin operators associated with a single s = 1/2 degree of freedom, and s± = sx± isy
denote the corresponding raising and lowering operators. The spin is coupled to a bath of non-
interacting electrons by exchange couplings J⊥ and Jz , and a magnetic field h points along the
z-direction. From the preceding discussion it is obvious that HK can be bosonised as (dropping the
energy dependence of the local lead density of states)
HK =
vF
4π
∫ {
[∂xΦ↑(x)]
2
+ [∂xΦ↓(x)]
2
}
dx − hsz + vF 2δz
π
sz {∂xΦ↑(0) + ∂xΦ↓(0)}
+
J⊥
2
{
s+e
i [Φ↓(0)−Φ↑(0)] + s−e−i [Φ↓(0)−Φ↑(0)]
}
,
(10.3.26)
where
δz = arctan
(
πρJz
4
)
(10.3.27)
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is the phase shift associated with Jz in absence of J⊥. As before, the kinetic part becomes diagonal
by virtue of
H ′K = U
†HKU , U = e−i
2δz
π [Φ↑(0)−Φ↓(0)]sz . (10.3.28)
Transforming to spin and charge fields
Φs,c(x) =
Φ↑(x)∓ Φ↓(x)√
2
, (10.3.29)
and introducing the fermion d− = s− (‘up to anti-commutators’) eventually yields
HK =
vF
4π
∫ {
[∂xΦs(x)]
2
+ [∂xΦc(x)]
2
}
dx − hd†−d−
+
J⊥
2
{
e i
√
2(1− 2δzπ )Φs (0)d− + d
†
−e
−i√2(1− 2δzπ )Φs (0)
}
.
(10.3.30)
This bosonised Hamiltonian is precisely of the same form as the one of our generalised interacting
resonant level model if we identify
ǫ− = h, A =
J⊥
2
, γ =
√
2
[
1− 2
π
arctan
(
πρJz
4
)]
. (10.3.31)
In presence of repulsive Coulomb interactions U > 0 it follows that 0 < γ <
√
2, and this corresponds
to antiferromagnetic couplings Jz > 0 within the Kondo problem. Moreover, associating the impurity
energy ǫ− with the magnetic field h illustrates that charging of our narrow level translates into
magnetising the localised spin degree of freedom. Thus, the inverse susceptibility Ω can be identified
as the Kondo temperature, and one can exploit well-known results for the latter in order to obtain
an analytic description of the scaling-limit (J⊥ → 0) behaviour of the former even in presence of
correlations. This will be done in a moment – i.e., in Section 10.4 after a short discussion of the
FRG flow equations for the problem at hand.
10.3.3 Functional RG Approach
In this Section, we present the zero-temperature functional renormalization group flow equations
associated with our two-level quantum dot model. We employ the Matsubara implementation
of the FRG formalism and suppress low-energy degrees of freedom by virtue of the sharp cutoff
introduced in Section 5.2.2. This approach was successfully applied to a variety of impurity problems
in equilibrium and shown to capture aspects of strong-coupling behaviour of zero-energy quantities
[Kar06a, Med06, Kar07a, Kar07b]. Moreover, it turns out to be the most reasonable choice in the
overall context of this Thesis (see, e.g., Chapter 8 for a discussion of the closely-related two-channel
interacting resonant level model using various FRG schemes) if one aims at accessing the regime
of linear-response. Given the results of Chapter 8, we will mostly stick to a purely frequency-
independent approximation and account for the flow of the self-energy as well as the static part of
the two-particle vertex only.
Static Flow Equations
The non-interacting Matsubara Green function determined by the Hamiltonian of Section 10.2 at
U = 0 reads
G0(iω)
−1 =
(
iω + isgn(ω)Γ− − ǫ− −t ′
−t ′ iω + isgn(ω)Γ+
)
, (10.3.32)
where we condensed the baths – which we assume to be in the wide-band limit – into a self-energy
contribution using the projection technique presented in Section 4.4.2. Discarding the frequency-
dependence of the two-particle vertex and exploiting all symmetries (→ Section 5.3), the self-energy
can be expressed in terms of three independent effective system parameters whose flow equations
(5.2.6) take the form
∂Λt
′Λ =
UΛ
π
Re G˜Λ12(iΛ) , ∂Λǫ
Λ
− = −
UΛ
π
Re G˜Λ22(iΛ) , ∂Λǫ
Λ
+ = −
UΛ
π
Re G˜Λ11(iΛ) , (10.3.33)
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Figure 10.2: The exponents α and β governing the scaling-limit behaviour of the width Ω which describes
the charging of the narrow level σ = − in presence of (a) a finite hybridisation Γ− ≪ Γ+ in
absence of tunnelling t′ = 0 and (b) vice-versa: t′ ≪ Γ+ but Γ− = 0. The Figure shows a
comparison between the analytic result of Eqs. (10.4.2) and (10.4.3) and functional as well as
numerical renormalization group data. The latter were obtained from power-law fitting over
several orders of magnitude [see the inset to (b)].
complemented by the initial conditions t ′Λ→∞ = t ′, ǫΛ→∞− = ǫ−, and ǫ
Λ→∞
+ = 0. Likewise,
Eq. (5.1.26) yields
∂ΛU
Λ = −2(U
Λ)2
π
[
Re G˜Λ11(iΛ) Re G˜
Λ
22(iΛ)−
∣∣GΛ12(iΛ)∣∣2] , (10.3.34)
and UΛ→∞ = U for the flow of the effective Coulomb interaction [it can be derived in complete
analogy to Eq. (9.3.45)]. The Green function G˜ is given by
G˜ (iω)−1 =
(
iω + isgn(ω)Γ− − ǫΛ− −t ′Λ
−t ′Λ iω + isgn(ω)Γ+ − ǫΛ+
)
. (10.3.35)
The coupled flow equations (10.3.33) and (10.3.34) can be solved numerically using standard rou-
tines (and sometimes even analytically; see Section 10.4).
10.4 Results: Inverse Charge Fluctuation Time
In this Section, we eventually illustrate that the energy scale Ω governing the charging of the narrow
level exhibits power-law variations in the limit of large Γ+. Our analytic prediction (obtained from
the mapping to the Kondo problem and subsequently exploiting known results) is compared with
numerical and functional renormalization group data. The latter particularly allows for investigat-
ing the situation of both finite tunnelling t ′ and hybridisation matrix elements Γ−, and one can
demonstrate Ω to be of single-parameter scaling form.
10.4.1 Analytic Description: Power-Law Scaling
As outlined in Section 10.3.2, the width Ω governing the charging can directly be related to the
Kondo temperature TK of the anisotropic Kondo model. The latter can be shown to scale as [And70]
TK
B
∼
(
J⊥
B
)2/(2−γ2)
, γ =
√
2
[
1− 2
π
arctan
(
πρJz
4
)]
, (10.4.1)
in the extreme limit J⊥ → 0. This precisely corresponds to the case of a narrow level for which
t ′, Γ− ≪ Γ+. Thus, the correspondence between the bosonised Hamiltonians of Eqs. (10.3.23) and
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Figure 10.3: Single-parameter scaling form of Eq. (10.4.8) of Ω(t′, Γ−) calculated by virtue of the FRG
framework at (a) U/Γ+ = 1 (b) U/Γ+ = 5. Dashed lines display the asymptotes F (x ≪ 1) = 1
and F (x ≫ 1) = x .
(10.3.30) yields
t ′ = 0 :
Ω
Γ+
∼
(
Γ−
Γ+
)α
, α =
1
1−
[
2
π arctan
(
U
2Γ+
)]2 , (10.4.2)
in absence of direct tunnelling t ′ between the two levels. The scale Γ+ serves as the ultraviolet
cutoff as it is essentially the bandwidth within the isolated σ = + – sector (which is supported by
FRG results; see below). Likewise,
Γ− = 0 :
Ω
Γ+
∼
(
t ′
Γ+
)2β
, β =
1
2−
[
1− 2π arctan
(
U
2Γ+
)]2 , (10.4.3)
for zero hybridisation strength Γ− = 0. Thus, the ‘inverse charge fluctuation time’ Ω varies as a
power of the bare tunnelling amplitudes Γ− and t ′ with interaction-dependent exponents. As U is
successively increased, α grows monotonically from α = 1 to α = πU/8Γ+ in the strong-coupling
limit. This is consistent with the fact that for t ′ = 0 the problem at hand takes the form of a single
impurity Anderson model (→ Chapter 7) with spin-dependent hybridisation matrix elements. The
latter was previously studied at large U/Γ+ in [Kas07], yielding precisely the same prediction for
the scale TK . The quantity β (which is closely-related to the susceptibility exponent two-channel
interacting resonant level model subject to Chapter 8; see below) exhibits a linear decay at small U
but eventually saturates at a values of β = 1/2.
10.4.2 Comparison with Numerics
It is again noteworthy that the analytic results of Eqs. (10.4.2) and (10.4.3) were obtained by virtue
of bosonising the Hamilton operators associated with the anisotropic Kondo problem as well as with
the problem at hand using rather mild approximations. More importantly, we replaced the linear
Coulomb interaction U by δU in order to match single-particle scattering phase shifts in absence of
any couplings t ′ = Γ− = 0 with the fermionic formulation [Sch69,Sch80b]. Consequently, it is seems
meaningful to re-address the issue about the scaling behaviour of Ω using different frameworks
which do not rely on those (but different) assumptions.
Analysis of the FRG Flow Equation
In presence of a tunnel coupling t ′ only, our two-level quantum dot corresponds precisely to the
single-channel version of the interacting resonant level model subject to Chapter 8. The latter was
illustrated to exhibit characteristic (linear-response and non-equilibrium) power laws in the scaling
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limit of large bandwidth Γ+. In complete analogy, the first-order (U
Λ = U) flow equation (10.3.33)
for the effective hopping amplitude t ′Λ at zero energy ǫ− = 0 reads
∂Λt
′Λ = − U
πΓ+
t ′Λ/Γ+
(Λ/Γ+)2 + Λ/Γ+ + (t ′Λ/Γ+)2
, (10.4.4)
which has – not too surprising – precisely the same form as its two-channel counterpart of Eq. (8.5.1).
Integrating from Λ = ∞ down to Λ = 0 obviously yields a power law provided that t ′ ≪ Γ+:
(
t ′Λ=0
t ′
)2
∼
(
t ′
Γ+
)− 4UπΓ+
, (10.4.5)
with Γ+ and the bare tunnelling t
′ serving as the ultraviolet and infrared cutoffs, respectively.
The corresponding exponent agrees with the linear expansion of Eq. (10.4.3). The higher-order
corrections are known to exhibit wrong prefactors as our truncated FRG scheme is correct only to
leading U but nevertheless turned out to agree decently with numerical RG reference data for the
two-channel case (→ Chapter 8). Aiming at a similar. . .
Quantitative Comparison
. . . we specify the low-energy scale Ω as the inverse charge susceptibility
Ω−1 = π
d〈n−〉
dǫ−
∣∣∣∣
ǫ−=0
, (10.4.6)
with the average occupation number 〈n−〉 computed from integrating over the Green function of
Eq. (10.3.35) with effective system parameters determined by a numerical solution to the flow
equations (10.3.33) as well as (10.3.34). Subsequently, the exponent β is extracted from power-law
fitting of Ω(t ′) over several orders of magnitude [see the inset to Figure 10.2(b)]. It turns out
to agree excellently with the analytic prediction of Eq. (10.4.3) in describing the crossover from
a linear decay to a saturated non-integer value in the strong-coupling regime [→ Figure 10.2(b)].
The same holds for the opposite case of zero direct tunnelling t ′ = 0: The static functional RG
approximation yields a (numerically-determined) charge susceptibility Ω which scales as power of
the bare hybridisation Γ− ≪ Γ+, and the behaviour of the corresponding exponent α is consistent
with Eq. (10.4.2). Whereas the leading (quadratic) dependence at small interactions is reproduced
correctly, the linear increase at large U exhibits a prefactor which is slightly off – 1/π rather than
π/8. This is a well-known feature of the Kondo scale5 contained at this level of approximation
(see Chapter 7 and [Kar06a]). Moreover, the very fact of the low-energy physics being governed
by power laws is confirmed by accurate numerical renormalization group calculations,6 and the
numerically-extracted exponents coincide perfectly with the analytic results (→ Figure 10.2). This
overall suggests that Eqs. (10.4.2) and (10.4.3) might actually be exact.
Single-Parameter Scaling
Let us again summarise our prior results for the inverse charge fluctuation time Ω at t ′, Γ− ≪ Γ+
in the form
Ω =
{
AΓα− Γ− ≫ t ′
Bt ′2β Γ− ≪ t ′ .
(10.4.7)
From a physical point of view, it seems reasonable to assume that for arbitrary t ′/Γ− all observables
are governed by the ratio of the scales AΓα− and Bt
′2β only – put differently, that all energies can be
5Remind that for t′ = 0 our problem can be interpreted in terms of a generalised Anderson impurity model whose
low-energy scale exhibits the same exponential form as the one of the ordinary Kondo (Γ+ = Γ−) problem [Kas07].
6Standard equilibrium NRG is a well-established tool to reliably study the low-energy physics of quantum impurity
systems (see Section 6.4 as well as [Bul08]).
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expressed in terms of a unique scale AΓα−.
7 This motivates the following ansatz for the width Ω:8
Ω
AΓα−
= F
(
Bt ′2β
AΓα−
)
, F (x) =
{
1 x ≪ 1
x x ≫ 1 . (10.4.8)
Verifying this assumption explicitly is beyond the scope of our bosonisation treatment. Moreover,
implementing the numerical RG in presence of both t ′ 6= 0 and Γ− 6= 0 is involved due to the
lack of symmetries (as this represents an actual two-lead geometry). In contrast, the static FRG
approximation allows for flexibly treating arbitrary parameters and can be used to confirm the scaling
form of Eq. (10.4.8). This is illustrated in Figure 10.3.
Frequency-Dependent Functional RG
The static flow equations (10.3.33) as well as (10.3.34) can be generalised straightforward by ac-
counting for the frequency-dependence of the two-particle vertex.9 The results obtained from this
approach are fully consistent with those of the two-channel interacting resonant level model subject
to Chapter 8. It turns out that the fundamental power-law behaviour governing the low-energy
physics is lost10 within the (a priori more elaborate) higher-order scheme.11 This very phenomenon
(and its implications for the FRG framework) are elaborated in more detail within Chapter 8.
10.5 Conclusions & Outlook
In this Chapter, we have throughly studied the charging of a narrow quantum dot level (σ = −)
coupled to a broad one (σ = +) by weak hoppings t ′ ≪ Γ+ but arbitrary Coulomb interactions U.
Electrons from each level are attached to a Fermi-liquid bath by tunnel barriers of strength Γ− ≪ Γ+.
Re-formulating the corresponding Hamiltonian in terms of a generalised interacting resonant level
model and subsequently mapping the latter to the anisotropic Kondo problem (and borrowing well-
known results) allows for an analytic treatment. Most importantly, the inverse charge fluctuation
time Ω which governs the low-energy physics varies as a power of the bare tunnelling amplitudes
t ′ and Γ−. Using mild approximations only, we derived an exact expression for the corresponding
interaction-dependent exponents. This picture was confirmed explicitly by an extensive analysis
within the numerical and functional RG frameworks.
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Conclusions & Outlook
11.1 FRG for Quantum Impurity Systems: Status Report
Method Development
Advance in this Thesis was two-fold. First, we illustrated that if one extends the simple static
functional RG approximation by accounting for the frequency-dependence of the two-particle vertex,
finite-energy properties such as spectral functions or the linear-response conductance at non-zero
temperature of a simple quantum dot problem – posed by the single impurity Anderson model – can
be computed reliably at not too large Coulomb interactions. In contrast, this scheme fails to capture
strong-coupling physics such as the appearance of a Kondo resonance. Secondly, we showed that
the purely (Hartree-Fock-like) first-order approach is as reliable for extracting frequency-independent
non-equilibrium properties as it is in the regime of linear response. The latter allowed to describe. . .
Something about Physics
. . . power-law scaling w.r.t. bare system parameters (such as the bias voltage V ) of the interact-
ing resonant level model – and one can readily demonstrate that V does not necessarily play the
role of an infrared cutoff in contrast to prior studies. Moreover, we investigated linear-response
transport properties of two quantum impurity system using (mostly) the well-established frequency-
independent truncation scheme. The interplay of Kondo screening and the formation of Cooper pairs
which governs a quantum dot’s low-energy physics in presence of superconducting leads is captured
by this simple approximation. Both the boundary of the corresponding phase transition and the
equilibrium supercurrent can be computed in good agreement with numerical RG reference data as
well as with analytic predictions for the atomic limit for large BCS gaps. This allows to confidently
study more complex situations such as the supercurrent at finite gate voltages – in nice agreement
with recent experiments – or interferometric geometries, both of which being difficult to access for
the NRG framework. Secondly, we described the power-law-like charging of a narrow quantum dot
level in complete agreement with exact results obtained from a mapping to the anisotropic Kondo
problem by virtue of bosonisation. The functional RG particularly confirmed the physical assumption
of observables depending on a unique low-energy scale only.
For reasons of completeness, let us summaries all of those key results at bit more extensively.1
11.2 Summaries
11.2.1 Single Impurity Anderson Model
Proof of Principle
In Chapter 7, we have introduced a truncation scheme for the infinite hierarchy of FRG flow equations
which accounts for the frequency dependence of the two-particle vertex and explicitly derived the cor-
1Almost literal copies can be found at the end of the corresponding Chapters. This is merely for reason of convenience.
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responding flow equations for the single impurity Anderson model. Using a variety of parametrisation
procedures, we carefully addressed the issue of numerical artifacts originating from the discretisa-
tion of the Matsubara axis. We showed that at intermediate Coulomb interaction U/Γ . 5 one
can obtain data which is independent of any numerical parameters. In contrast, different ways to
parametrise the three frequency arguments of the two-particle vertex do not give coinciding results in
the strong-coupling regime, even though it is reasonable to assume that this is merely a question of
numerical resources. In addition, there are strong (conceptional and practical) arguments favouring
the use of a certain set of bosonic frequencies. We thus employed this parametrisation to carry
out calculations at large U, carefully ensuring that the results are independent of any remaining
numerical parameters (particularly the number of frequencies N).
Results for the Anderson Model
In general, it turned out that at small to intermediate U/Γ . 5 the FRG approximation works well
(benchmarking our results against numerical RG reference data), and properties such as spectral
functions or – circumventing the need for an ill-controlled analytic continuation – the linear-response
conductance, which are certainly of both experimental and theoretical interest, can be computed
accurately for arbitrary parameters (particularly finite temperatures). Using a simplified set of flow
equations, such reliable calculations are possible within minutes of CPU time. In contrast, it proved
impossible to tackle the strong-coupling limit, and zero-energy aspects of Kondo physics which are
captured by a simple frequency-independent FRG scheme (e.g., the static spin susceptibility χ being
governed by an exponential energy scale [Kar06a]) are no longer described by the ‘higher-order’
frequency-dependent approximation. However, it is imperative to keep in mind that it was neither
possible to clarify why one particular (unmodified) FRG scheme breaks down for large Coulomb
interactions nor practically manageable to obtain data independent of all numerical parameters
(namely the parametrisation of the two-particle vertex). On the other hand, at small to intermediate
U the agreement with NRG or Bethe ansatz data is improved quantitatively by employing the more
elaborate finite-frequency scheme. These observations are consistent with the fact that the latter
contains all terms up to order U2 (but gives results superior to second-order perturbation theory),
whereas the frequency-independent approximation is only correct to first order in U. The static
approach, however, does not suffer from typical mean-field artifacts such as the breaking of spin
symmetry and gives results which are in significantly better agreement (compared to Hartree-Fock)
with reference calculations (concerning the low-energy physics of quantum dots2). It can thus be
pragmatically viewed as a reliable tool to derive effective non-interacting parameters which accurately
describe zero-energy aspects (e.g., the T = 0 linear-response conductance) of correlation phenomena
– an RG enhanced Hartree-Fock theory.
Matsubara Implementation of the Reservoir Cutoff
Suppressing low-energy modes by virtue of the reservoir cutoff approach generally leads to reliable
results only for rather small Coulomb interactions U/Γ . 2, rendering it unreasonable to employ this
scheme within the Matsubara formalism at all. This is different within Keldysh space constituting
the appropriate framework to address a problem out of equilibrium (see the next paragraph as well
as [Jak10a] for results on the SIAM).
11.2.2 Interacting Resonant Level Model
Scaling Behaviour of the IRLM
In Chapter 8, we have studied zero-temperature steady-state transport properties of the two-channel
interacting resonant level model – which describes a quantum dot governed by charge fluctuations
– in presence of an arbitrary bias voltage V . Beyond linear response, the functional renormalization
group in Keldysh frequency space can be used to compute the self-energy associated with the local
2In the context of Luttinger liquids, a FRG analysis confirms that a local inhomogeneity effectively leads to low
energy physics of separate chains (cut by the impurity). This behaviour cannot be described by a perturbative
scheme.
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Coulomb interaction between the isolated level and the two baths of delocalised states. We truncate
the infinite hierarchy of functional flow equations to leading order, rendering the FRG an approximate
method to calculate effective system parameters. Despite the simple (Hartree-Fock-like) nature of
the resulting scheme, transport properties of the IRLM can be obtained to satisfying agreement with
density matrix renormalization group data both in and out of equilibrium. This allows for a thorough
investigation of the special case where the bandwidth Γ of the leads becomes large. For voltages
much smaller than the linear-response energy scale TK , this so-called scaling limit is characterised
by universal power laws. E.g., the charge susceptibility is governed by χ−1 ∼ t ′2−αχ ∼ TK , with
t ′ being the local hopping to the leads. The exponent αχ = 2U/πΓ + O(U2) can be computed
numerically and analytically in agreement with prior results to leading order. Far from equilibrium
(V ≫ TK ), the current decays as a power-law J ∼ V−αJ with the voltage if the impurity energy
is small (ǫ≪ V ) while featuring more complex behaviour if the latter is pinned close to either one
of the chemical potentials of the bath (ǫ = ±V /2). Whereas in the former case the voltage can
be interpreted in terms of a simple infrared cutoff – which automatically appears within the FRG
framework – the same does not hold close to the resonance condition ǫ = ±V /2.
Establishing the FRG in Non-Equilibrium
From the methodical point of view, we have established the functional renormalization group as
a simple tool to compute effective (Hartree-Fock-like) parameters incorporating aspects of non-
equilibrium physics of quantum impurity systems. The latter particularly holds for the recently-
proposed way of implementing an infrared cutoff in Keldysh frequency space which can be interpreted
in terms of an additional reservoir whose coupling strength flows from infinity to zero and which does
not suffer from symmetry violations specifically associated with non-equilibrium (such as causality).
11.2.3 Quantum Dot Josephson Junction
Ordinary Quantum Dot Josephson Junction
In Chapter 9, we have elaborated on phase diagrams and the zero-temperature Josephson current
for a single Anderson impurity coupled to superconducting leads. Functional renormalization group
calculations were complemented by NRG data as well as an exact approach to the atomic limit of
large BCS gaps ∆ = ∞. Eventually establishing the accuracy of our NRG data by comparisons with
the exact solution at U = 0, we partly resolved some discrepancy between prior (NRG and quantum
Monte Carlo) results for the quantum dot Josephson problem. Moreover, the truncated frequency-
independent FRG benchmarks nicely against our (NRG and large gap) references provided that the
Coulomb interaction is not too large. In contrast to the numerical RG framework, however, arbitrary
(non-symmetric) parameters can be accessed straightforward within by the FRG approximation –
and this particularly opens the possibility to make some . . .
Connection to Experiments
In an experimental setup of a quantum dot placed within a superconducting environment, one can
usually determine and control virtually all microscopic parameters very precisely, and the physics of
the quantum dot Josephson junction can thus be studied in a controlled way. From the theoretical
point of view, all constants of our model Hamiltonian are fixed unambiguously for a given device –
and the corresponding current-energy relation obtained from the FRG agrees remarkably well with
recently-measured data, provided that one appropriately accounts for the asymmetry ΓL/ΓR in the
heights of the source-drain tunnel barriers [Eic09]. This illustrates the need for having a flexible
framework at hand.
Aharonov-Bohm Geometry
By an exact treatment of the large gap limit, we have shown that the low-energy physics is still
governed by an interplay of two distinct (singlet and doublet) phases if the quantum dot Josephson
junction is embedded within an Aharonov-Bohm environment. In contrast to the case where both
superconductors are not coupled directly, however, the phase boundary depends non-monotonically
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both on the coupling strength td and the quantum dot energy ǫ. By carrying out functional renormal-
ization group calculations (which benchmark excellently against the atomic-limit result) at arbitrary
∆, we have demonstrated that the overall size of the doublet regime shrinks monotonously with
the gap size, but the functional form of the phase boundary always remains similar to the analytic
prediction at ∆ = ∞. Thus, even if all system parameters cannot be adjusted experimentally in
a precisely controlled way, one can quite generally expect to observe re-entrance behaviour within
an interferometric quantum dot Josephson junction. At finite couplings td , the supercurrent J(ǫ)
acquires a Fano-like line-shape analogous to the linear-response conductance of the ordinary Ander-
son model. Most importantly, we have shown that Coulomb correlations can cause J to become
negative in the singlet domain.
11.2.4 Charging of a Narrow Level
In Chapter 10, we have throughly studied the charging of a narrow quantum dot level (labelled
by σ = −) coupled to a broad one (σ = +) by weak hoppings t ′ ≪ Γ+ but arbitrary Coulomb
interactions U. Electrons from each level are attached to a Fermi-liquid bath by tunnel barriers
of strength Γ− ≪ Γ+. Re-formulating the corresponding Hamiltonian in terms of a generalised
interacting resonant level model and subsequently mapping the latter to the anisotropic Kondo
problem (and exploiting well-known results) allows for an analytic treatment. Most importantly, the
inverse charge fluctuation time Ω which governs the low-energy physics varies as a power of the bare
tunnelling amplitudes t ′ and Γ−. Using mild approximations only, we derived an exact expression
for the corresponding interaction-dependent exponents. This picture was confirmed explicitly by an
extensive analysis within the numerical and functional RG frameworks. Moreover, the flexibility of
the FRG in addressing arbitrary system parameters – particularly finite t ′ 6= 0 and Γ− 6= 0 – verified
the physical assumption of observables depending on a unique low-energy scale only.
11.3 Prospects for Future Work
Reminder of the Second-Order Functional RG Dilemma
The static approximation scheme can be used to reasonably describe transport properties of various
quantum dot systems both in and out of equilibrium. Even though it often succeeds to capture
strong-coupling physics (e.g., aspects of the Kondo effect within the Anderson model), it is a priori
well-controlled only in the limit of small Coulomb interactions. More severely, finite-energy properties
(such as the linear conductance at temperatures T > 0) cannot be addressed using a purely static
approach. This can be cured by accounting for the frequency-dependence of the two-particle vertex,
and one can obtain reasonable results for the SIAM at small to intermediate Coulomb interactions.
In contrast, the exponential Kondo energy scale, which is contained within the simple Hartree-
Fock-like approximation is no longer exhibited by the – more elaborate – higher-order approach. In
complete analogy, bare quantities improve but fundamental scaling-limit power-law behaviour of the
interacting resonant level model in equilibrium is lost if one accounts for the frequency-dependence
of the two-particle vertex.
Fast Route to Current-Phase Relations?
Things are even more severe if the Anderson impurity is coupled to BCS superconducting leads. Em-
ploying a frequency-dependent scheme leads to a breakdown of numerics for parameters associated
with the doublet regime – despite the fact that this phase already appears at rather small values
of the Coulomb interaction. The very reason for this is presently unknown, rendering it impossible
to reliably treat finite temperatures. The latter would be particular desirable from the experimental
point of view: As it is impossible to directly measure the dissipationless supercurrent, it needs to be
extracted from a curve obtained at finite bias voltages using some model of the quantum dot Joseph-
son junction [Jør07]. A key ingredient to this procedure are current-phase-characteristics which are
presently assumed to be that of an ordinary Josephson interface. Particularly close to particle-hole
symmetry, however, J(φ) significantly deviates from a purely sinusoidal line-shape, and our static
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FRG approach could certainly be employed to fast provide a more ‘elaborate’ current-phase relation
at T = 0. Even though experiments are typically carried out at low temperatures of the order of
T ≈ ∆/10 [Gro07], the influence on the magnitude of J is already sizeable, which urgently calls for
a formalism that can access finite energies.
Frequency-Dependent Approach in Keldysh Space
From a conceptional point of view, it would be favourable to employ a frequency-dependent FRG
scheme in real frequency space which does not suffer from the need for an ill-controlled (particularly
at finite temperatures) analytic continuation if ones aims at extracting spectral functions. First
results in this direction were published [Jak10a]. Whereas the flow equation hierarchy is cut to
third order as in our approach, the flow of two-particle vertex is tackled in a more simplified way –
further approximations beyond a parametrisation of all frequency and single-particle arguments are
employed. This is motivated by the desire to get managable numerics (the latter being complicated
by the additional Keldysh structure) but at the same time to retain analytic properties (such as
causality). Other modifications, however, can a priori not be consistently justified – e.g., neglecting
the self-energy feedback leads to improved results. On the other hand – and in clear advantage to
our Matsubara approach – the Keldysh formulation directly allows to go beyond linear response, and
it turns out that one can reliably compute both equilibrium spectral functions and non-equilibrium
transport properties of the Anderson model at small to intermediate Coulomb interactions [Eck10,
Jak10a]. In total, it would be most desirable to investigate different quantum dot systems (such as
the BCS problem) by virtue of this approximation.
Last Exit: Quantum Wires?
It would certainly be interesting to apply the frequency-dependent FRG scheme presented in this
Thesis to such multi-impurity systems which cannot be accessed easily using the NRG framework
(the numerical effort growing only as a power law but not exponentially with the number of im-
purities and the number of channels). However, given the experience from the IRLM as well as
with the situation of BCS leads, the perspective for such an approach is highly questionable. Thus,
another strategy – beyond straightforward parametrisation of the two-particle vertex – on how to
tackle strong-coupling physics of quantum impurity systems using the functional renormalization
group needs yet to be devised. In this context, it seems promising to resort to quantum wires where
a renormalization group-based approach to any microscopic model is inherently necessary because
of infrared energy divergences in perturbation theory (the latter neither showing up for the BCS
problem nor for the IRLM).
The End.
Supplements
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