Об одной задаче управления динамической системой специального вида by Гончарова, М. Н.
Теория устойчивости и теория управления движением 13
которая является уже регулярной, т. е. имеет ненулевую характеристическую функцию
δ(λ) = det[D(λ)−BQC].
В [1] отмечено, что если d(λ) ≡ 0, то для регуляризируемости системы (1), (2) достаточно, а
в случае одного входа (r = 1) или одного выхода (m = 1), то и необходимо, чтобы нашлось
такое число λ0, для которого CF (λ0)B 6= 0, где F (λ) — присоединенная (союзная) матрица
[2] к матрице D(λ).
В связи с этим представляет интерес следующая
Теорема. Если для трехмерной (n = 3) системы (1) с двумя входами (r = 2) имеем
d(λ) ≡ 0 и CF (λ)B ≡ 0, то эта система будет регуляризируемой тогда и только тогда,
когда существует число λ0 такое, что CG(λ0)C> 6= 0. Здесь
G(λ) =
 0; ∆1(λ); −∆2(λ)−∆1(λ); 0; ∆3(λ)
∆2(λ); −∆3(λ); 0
,
где ∆k(λ) = det[dk(λ);B], а dk(λ) — k -й столбец матрицы D(λ), k = 1, 2, 3.
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Рассмотрим управляемый объект, поведение которого описывается системой дифферен-
циальных уравнений
x˙1 = λ1x1 − d1 + d2u, x˙2 = λ2x2 − d3 + d4u, (1)
где x1(t), x2(t) — функции переменной t, описывающие поведение объекта; λ1, λ2, d1, d2,
d3, d4 — действительные числа, являющиеся параметрами, 0>λ1>λ2;
∣∣∣∣ d1 d2d3 d4
∣∣∣∣ 6=0; u —
управление. В качестве допустимых управлений рассматриваются измеримые функции, при-
нимающие значения из отрезка [−1; 1]. Требуется найти такое допустимое управление u, что
кривая, описываемая параметрическими уравнениями x1(t), x2(t), где функции x1(t), x2(t)
есть решение системы (1), является прямой
x2 = kx1 +m, (2)
где 0 6 k < d4/d2, m > 0— заданные числа.
Задачи такого вида возникают при исследовании задач оптимального управления с фа-
зовыми ограничениями. Аналогичная задача при k = 0 решена, например, в [1].
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Теорема. Для того, чтобы функции x1(t), x2(t), являющиеся решением системы (1)
задавали прямую (2) достаточно, чтобы выполнялось равенство
u =
(λ1 − λ2)k
d4 − kd2 x1 −
λ2m+ kd1 − d3
d4 − kd2 (3)
при ограничениях
λ2m+ kd1 − d3 − 1
(λ1 − λ2)k 6 x1 6
λ2m+ kd1 − d3 + 1
(λ1 − λ2)k .
Вывод формулы, определяющей допустимое управление (3), проводится путем примене-
ния соотношения (2) для общего решения системы (1), представленного, например, в [2].
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Рассмотрим взаимосвязную систему, в которой поведение i -й подсистемы, i ∈ I =
= {1, 2, . . . , q}, описывается уравнением
x˙i = Aixi +
∑
j∈I\iAijxj + biui, xi(0) = xi0, t ∈ T = [0, tf ]. (1)
Здесь xi = xi(t) ∈ Rni — состояние i -й подсистемы в момент времени t; ui = ui(t) ∈ R —
значение скалярного управляющего воздействия подсистемы i, ui(·) ∈ L2(T ); Ai = Aii, bi,
Aij , i, j ∈ I, — заданные матрицы и векторы соответствующих размерностей.
Предполагается, что не вырождены все матрицы вида Gi = (Bi, ABi, . . . , An−1Bi), i ∈
∈ I, где A ∈ Rn×n, B ∈ Rn×q — блочные матрицы, соответствующие системе (1), i ∈ I,
записанной в виде x˙ = Ax+Bu, x(0) = x0, x = (x>1 , . . . , x>q )> ∈ Rn, u = (u1, . . . , uq)> ∈ Rq;
n =
∑
i∈I ni; Bi — i -й столбец матрицы B.
Целью управления каждой подсистемой является ее перевод в начало координат (xi(tf ) =
= 0) и минимизация локального квадратичного функционала Ji(ui) =
∫ tf
0 u
2
i (t) dt.
Решение рассматриваемой задачи при централизованном управлении, когда управление
осуществляется с помощью одного центрального регулятора, известно в виде линейной оп-
тимальной обратной связи по состоянию [1]:
u0(τ, x) = K(τ)x, τ ∈ T, x ∈ Rn,
