of the most important requirements for the web users. Web servers will store various formats of data including text, image, audio, video etc., but servers can not identify the contents of the data.
These search techniques can be improved by adding some special techniques including semantic web mining and probabilistic analysis to get more accurate results.
Semantic web mining technique can provide meaningful search of data resources by eliminating useless information with mining process. In this technique web servers will maintain Meta information of each and every data resources available in that particular web server. This will help the search engine to retrieve information that is relevant to user given input string. This paper proposing the idea of combing these two techniques Semantic web mining and Probabilistic analysis for efficient and accurate search results of web mining. SPF can be calculated by considering both semantic accuracy and syntactic accuracy of data with the input string.
This will be the deciding factor for producing results. 
Information
The patterns, associations, or relationships among all this data can provide information. For example, analysis of retail point of sale transaction data can yield information on which products are selling and when.
Knowledge
Information can be converted into knowledge about historical patterns and future trends. For example, summary information on retail supermarket sales can be analyzed in light of promotional efforts to provide knowledge of consumer buying behavior. Thus, a manufacturer or retailer could determine which items are most susceptible to promotional efforts. They provide a set of rules that you can apply to a new (unclassified) dataset to predict which records will have a given outcome. CART segments a dataset by creating 2-way splits while CHAID segments using chi square tests to create multi-way splits. CART typically requires less data preparation than CHAID. 
Data Warehouses

Ontology Learning:
Extracting ontology from the Web is a challenging 
Mapping and Merging Ontologies
With the growing usage of ontologies, the problem of overlapping knowledge in a common domain occurs more often and becomes critical. 
Architecture of Semantic Web Miner
In this semantic web miner architecture includes various components to perform syntactic as well as semantic analysis on the web resources for the given input string. At the same time each web server must contains one special module Meta Information Analyzer. 
Features of Semantic Web Miner
Why use neural networks?
Neural networks, with their remarkable ability to derive meaning from complicated or imprecise data, can be used to extract patterns and detect trends that are too complex to be noticed by either humans or other computer techniques. 
Fault Tolerance via Redundant Information
Coding: Partial destruction of a network leads to the corresponding degradation of performance. However, some network capabilities may be retained even with major network damage.
How the Human Brain Learns?
In We conduct these neural networks by first trying to deduce the essential features of neurons and their interconnections.
From Human Neurons to Artificial Neurons
Components of Artificial Neural Analyzer
A simple neuron
Fig 8: Simple Neuron
An artificial neuron is a device with many inputs and one output. The neuron has two modes of operation; the training mode and the using mode. In the training mode, the neuron can be trained to fire (or not), for particular input patterns.
A more complicated neuron
The previous neuron doesn't do anything The former is used in feed-forward networks and the latter in feedback networks. 
Feed-forward networks
Network layers
The commonest type of artificial neural network consists of three groups, or layers, of units: a layer of "input" units is connected to a layer of "hidden" units, which is connected to a layer of "output" units.
 The activity of the input units represents the raw information that is fed into the network. We also distinguish single-layer and multi-layer architectures. The single-layer organization, in which all units are connected to one another, constitutes the most general case and is of more potential computational power than hierarchically structured multi-layer organizations.  Next, the unit calculates the activity yj using some function of the total weighted input.
Feedback networks
Typically we use the sigmoid function:
 Once the activities of all output units have been determined, the network computes the error E, which is defined by the expression:
Where yj is the activity level of the jth unit in the top layer and dj is the desired output of the jth unit.
The back-propagation algorithm
consists of four steps: This procedure can be repeated to get the EAs for as many previous layers as desired. Once we know the EA of a unit, we can use steps 2 and 3 to compute the EWs on its incoming connections.
Features of Artificial Neural Analyzer
Depending on the nature of the application and the strength of the internal data patterns you can generally expect a network to train quite well. attacher. This probabilities attacher will add probability labels for each and every semantic result that are obtained from the ANA..
Semantic Web Miner
Result Formatter:
This formatter contains various methods of representing the output result. Since probabilities play major role in these analyses, it must sort out the web results according to its probabilities order.
Those sorting algorithms must be included in this formatter at the same time it must also include probability cut off analysis in order to restrict the low probability web results. When if a web user requested to search a string "semantic web mining", then syntactic analyzer will construct syntax tree with three leaf nodes labeled "semantic", "web", and "mining". Then search for the matching on the web server.
Conclusion
The 
