Abstract This paper introduces the use of Relevance Vector Machines (RVMs) for content based image classification and compares it with the conventional Support Vector Machine (SVM) approach. Different wavelet kernels are included in the formulation of the RVM. We also propose a new wavelet based feature extraction method that extracts lesser number of features as compared to other wavelet based feature extraction methods. Experimental results confirm the superiority of RVM over SVM in terms of the trade-off between slightly reduced accuracy but substantially enhanced sparseness of the solution, and also the ease of free parameters tuning.
Introduction
As digital image and video libraries become rapidly available to everybody through Internet, interest in the potential of digital image classification and retrieval has increased enormously over the last few years. Content based image retrieval and classification which retrieve and classify images based on the low-level features, such as color, texture, and shape derived from images, are becoming increasingly active research areas (Rui et al, 1999; Fournier et al, 2001; Laaksonen et al, 2000) . In the recent years, support vector machines (Vapnik, 1995; Scholkopf and Smola, 2002; Shawe-Taylor and Cristianini, 2004) have been successfully used in many application domains (Camps-Valls et al, 2007; Sebald and Bucklew, 2000; Melgani and Bruzzone, 2004) . The applicability of SVMs has been also demonstrated for content based image classification (Tzotsos, 2006; Li et al, 2007) . Although the SVM approach has a number of properties that make it attractive, it also has drawbacks. First, the resulting classifier is slow since it makes heavy use of kernel function evaluations. This is especially the case in the presence of noise (since each misclassified example has to be stored as a bound support vector). The number of support vectors typically grows with the number of training examples. Although there exist optimization methods that speed up the computations, the main drawback of the SVM approach is still the classification speed. Another point is that it is necessary to tune the parameters (typically C and gamma). This makes it necessary to train repeatedly using cross-validation to find the best combination of parameter values. Also, the output of the decision function of the SVM is not probabilistic. These problems of SVM are efficiently alleviated by the relevance vector machine (RVM), originally introduced by Tipping (see Tipping, 2000 Tipping, , 2001 . The RVM constitutes a Bayesian approximation for solving nonlinear models. The RVM follows a different inference principle from the one followed by SVM, and it has yielded good trade-off between accuracy and sparsity of the solution. In addition, RVM can produce probabilistic outputs (and hence they theoretically capture the uncertainty in the predictions), and they are less sensitive than SVM to setting of the free parameters. Most importantly, RVM classification results in fewer relevance vectors (RVs) compared with the number of support vectors (SVs) obtained in the SVM classification. Hence, classification can be carried out much faster with the RVM compared to the SVM. The ker-nel plays a very important role in the performance of the SVM application. In (Zhang et al, 2004) Zhang et al. proposed the Morlet wavelet kernel for SVM and they found that it outperforms the Gaussian kernel (GK) for regression and pattern recognition. However, there are other wavelet kernels that provide good performances as well (Wenhui et al, 2006; Chen et al, 2006) . It is proposed in this paper to utilize the wavelet kernel RVM (WK-RVM) for content based classification of images. Comparative study has been carried out among different wavelet kernels with both SVM and RVM. It is shown that the RVM based classification approach can provide similar classification accuracy (AC) as the SVM-based classification, with a significantly reduced number of RVs. This feature makes the RVM based classification approach more suitable for applications that require low complexity and, possibly, real time classification. We also propose a new wavelet feature extraction technique. It extracts smaller number of features as compared to other feature extraction techniques based on the wavelet transform (Chen et al, 2006) . The rest of the paper is organized as follows. Section 2 reviews the standard formulation of the RVM for classification, and discusses the wavelet kernels. Image database is detailed in section 3. Section 4 presents the feature extraction method. Experimental results are shown in section 5. We finally conclude in section 6.
RVM for Classification
Supervised learning techniques make use of a training set that consists of a set of sample input vectors {x n } N n=1 together with the corresponding targets {t n } N n=1 . The targets are basically class labels in classification problems. It is typically desired to learn a model of the dependency of the targets on the inputs from the training set, so that accurate predictions of t can be made for previously unseen values of x. Commonly, these predications can be based on some function y(x) defined over the input space in the form of
where the output is a linearly-weighted sum of M nonlinear and fixed basis functions
T Analysis of equation (1) is facilitated since this model is linear in the adjustable parameters w = (w 1 , w 2 , .., w M ) T and objective is to estimate 'good' values for those parameters. The SVM provides a successful approach to supervised learning by making predictions based on a function in the form of
where w i shows the model weights, and K(.,.) is a kernel function effectively defining one basis function for each sample in the training set. SVM has several desirable properties (Williams et al, 2005) :
-SVM fits functions in high dimensional feature spaces, through the use of kernels;
-Despite a possibly large space of functions available in feature space, good generalization performance is nevertheless achieved by margin maximization (Scholkopf et al, 1998) ;
-It is sparse: Only a subset of training examples is retained at runtime, improving computational efficiency.
However, there are also some disadvantages (Tipping, 2001) :
-Although SVM is relatively sparse, it makes unnecessary literal use of basis functions since the number of support vectors (SVs) required typically grows linearly with the size of the training set. and therefore, SVM makes unnecessarily liberal use of basis functions.
-Predictions are not probabilistic. In regression the SVM outputs a point estimate and in classification a 'hard' binary decision. Ideally we desire to estimate the conditional distribution in order to capture the uncertainty in out prediction.
-It is required to estimate the error/margin trade-off parameter C . This generally entails a cross-validation procedure, which can be a waste of data as well as computation.
-The kernel function must satisfy Mercer condition. That is, it must be the continuous symmetric kernel of a positive integer operator.
RVM is a sparse learning algorithm, similar to the SVM in many respects but capable of delivering a fully probabilistic output, as well as circumventing other limitations of SVM, such as the need for Mercer kernels and the definition of the error/margin trade-off parameter C. It is reported to have nearly identical performance to, if not better than, that of SVM (Tipping, 2001 ). RVM's advantages rise due to its ability to yield a decision function that is much sparser than SVM, while maintaining its classification accuracy. This can lead to significant reduction in the computational complexity of the decision function, thereby making it more suitable for real-time applications (Wei et al, 2005) .
Formulation of RVM
For two-class classification, it is desired to predict the posterior probability of membership of each class given the input x. By applying the logistic sigmoid link function σ(y) = 1/(1 + e −y ) to y(x) and adopting the Bernoulli distribution for P (t|x), the likelihood function can be written as:
Where target t n ∈ {0, 1} .To form a Bayesian training criterion, a prior distribution over the vector of model parameters is imposed. The RVM adopts a separable Gaussian prior, with a distinct hyper-parameter α i for each weight,
where α = (α 1 , α 2 , ..., α N ) T shows the hyperparameters introduced to control the strength of the prior over its associated weight. Hence, the prior is Gaussian, but conditioned on α. For a certain α value, the posterior weight distribution conditioned on the data can be obtained using Bayes rule given by, 
for the most probable weights w M P ,with y n = σ{y(x n ; w)} and A = diag(α 1 , α 2 , ..., α N ) being composed of the current values of α. This is a penalized logistic log-likelihood function and requires iterative maximization. The iteratively re-weighted least squares (IRLS) algorithm (Tipping, 2000; Nabney, 1999) can be used to find w M P . The logistic loglikelihood function can be differentiated twice to obtain the Hessian in the form of
where B = diag(β 1 , β 2 , ..., β N ) is a diagonal matrix with β n = σ {y (x n ; w M P )} [1 − σ {y (x n ; w M P )}], and Φ is the design matrix with Φ nm = K(x n , x m−1 ) and Φ n1 = 1. This result is then negated and inverted to give the covariance Σ, as shown as follows, for a Gaussian approximation to the posterior over weights centered at w M P :
In this way, the classification problem is locally linearized around w M P in an effective way with
These equations are basically equivalent to the solution of a generalized least-squares problem. After obtaining w M P ,the hyper-parameters are then updated in order to maximize their marginal likelihood according to the efficient update formula
where γ i = 1 − α i Σ ii and Σ ii is the ith diagonal component of the posterior covariance Σ given by equation (8). This process is repeated until an appropriate convergence criterion is met. The maximization of the marginal likelihood, or evidence, for the hyper-parameters leads to the hyperparameters associated with uninformative features becoming very large. This in turn forces the value of the associated weight essentially to zero, allowing redundant features to be easily identified and pruned from the model. The optimization process typically continues until the maximum change in α i values is below a certain threshold or the maximum number of iterations is reached. For multi-class classification, conventional one-versus-others method is used in this paper. Although RVM is theoretically not limited to binary classifiers, this is of little use in practice, since the size of the Hessian matrix (used while maximizing the likelihood and updating the weights) grows with the number of Classes (Johansson and Nugues, 2005) . The most popular kernels used in RVM are the linear, polynomial, and Gaussian kernel (GK). Inspired by wavelet networks, some novel admissible and multidimensional wavelet kernels are proposed (Zhang et al, 2004; Wenhui et al, 2006; Chen et al, 2006) . The kernel functions used in experiment are Shannon wavelet kernel, Morlet wavelet kernel and Mexican Hat wavelet kernel defined as:
Shannon wavelet kernel:
Morlet wavelet kernel:
Mexican Hat wavelet kernel:
3 Image Database
In this experiment the Wang dataset is used (Wang et al, 2001; Chen and Wang, 2004) . This WANG database is a subset of Corel database and consists of 1000 images subdivided into 10 semantic categories, each represented by 100 images, illustrating the following themes: Africa, Beach, Historical buildings, Buses, Dinosaurs, Elephants, Roses, Horses, Mountains and Food. Such common categories exhibit high intra-class variability. The images are of size 384 x 256 or 256 x 384. Figure 1 shows 10 images of this dataset, each image drown from one class. Figure 2 shows different images from same categories. From the 100 images for each category, 60 images are selected randomly for training and the remaining are used for testing. 
Feature Extraction
The images are represented as vectors of features in content based image classification. Widely used features include color, texture and DCT /wavelet features in the image. In this paper we use combined features including color features, texture feature and proposed wavelet features for content based color image classification. Overall feature extraction method is shown in figure 3 . For each image, we extract three color features, twelve spatial texture features and sixty-three wavelet features, leading to a total of seventyeight extracted features per image.
Color Features
Color is an important dimension of human visual perception that allows discrimination and recognition of visual information. Color features are relatively easy to extract and match, and have been found to be effective for indexing and searching of color images in image databases. One of the main aspects of color feature extraction is the choice of a color space. A color space is a multidimensional space in which the different dimensions represent the different components of color. Most color spaces are three dimensional.
The RGB color space model is very complex because of the mutual relation; HSV color space is more intuitive than RGB color space and very close to human perception. So, all the images are converted from RGB to HSV color space. The mean value of each of the color spaces are chosen as color features. Three features as being important in human texture perception are repetition, orientation, and complexity. Repetition refers to periodic patterns and is often associated with regularity. Orientation refers to the presence or absence of directional textures. Complexity refers to the descriptional complexity of texture which is the combination of characterization of coarseness, contrast, directionality, line-likeness, regularity and roughness. In this paper we extract the texture feature in both spatial domain and transform domain.
Features computed in the spatial domain
Intuitively texture features provide measures of properties such as smoothness, coarseness and regularity. Statistical features such as variance, coefficient of variation, energy and entropy are computed for each image. The feature equations are listed below:
Variance: Variance is a measure of dispersion, and is defined as,
Where, I(i) is the image intensity value of pixel i , N is the total number of pixels in the image, and m is the mean intensity of the image.
Coefficient of Variation:
It is a measure of relative dispersion and is given by,
Energy: Energy is a good measure of brightness. A bright image will have more energy than a dark image. Energy is defined as,
Entropy: We used Shannon entropy, and is defined as,
These four features from each color space are taken as texture features in spatial domain.
Features computed in a transform domain (wavelet features)
Detail images obtained by applying wavelet transform can be used for extracting texture features, since those images contain essentially edge information at a specific direction (horizontal, vertical and diagonal) . Input images are decomposed into three color channels (H, S and V) C i , where i = 1, 2, 3 . On each color channel J-level wavelet decomposition is applied to capture texture properties, where 
Experimental Results
We compared the performance of the presented wavelet kernel SVM (WK-SVM) with GK-SVM, WK-RVM, and GK-RVM. Classification results using GK-SVM and WK-SVM are shown in Table 1 . Table 2 shows results for the GK-RVM and WK-RVM based classification of the test images. The results show that Wavelet Kernels outperform Gaussian Kernels in both SVM and RVM. Comparing the maximum classification accuracy, it is found that WK-RVM with Shannon wavelet kernel provides a slightly lower (about 2%) maximum classification accuracy compared to WK-SVM with Shannon wavelet kernel. However, the number of RV's required for prediction is significantly less (about one-sixth) than the number of SV's, thus substantially speeding the classification process. This can be considered as a profitable trade-off between a very fast classification time and slightly reduced accuracy. Experimental results demonstrate the superiority of RVM over SVM in terms of the number of basis functions that need to be used in the testing stage. Therefore, RVM is preferable to SVM in applications that require low complexity and, possibly, real-time classification with a priori training. 
Conclusion
Content based image classification using WK-RVM is presented in this paper. It is shown to provide similar classification accuracy, with a significantly smaller RV rate and, therefore, much faster testing time, compared with the SVMbased classification. Hence, the RVM classification is superior to the SVM classification in terms of sparsity. This makes the RVM-based image classification approach more suitable for applications that require low complexity and, possibly, real-time classification. However, the classification accuracy yielded by RVM is less accurate than SVM, particularly for reduced training samples. We introduced the use of the wavelet kernels in this context, which outperform Gaussian in both learning paradigm (i.e. SVM and RVM), leading to a more versatile and feature-adapted kernels.
