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INTRODUCTION 
This paper has two main purposes: the first one is to define a tool 
(homotopical index theory) which provides critical points for functionals 
having a singularity and a lack of compactness. The second one is to apply 
the abstract results in order to find a multiplicity of periodic solutions to 
a class of dynamical systems with singular potential. 
Let us fix up some notations. In the following, T> 0 will be fixed and we 
shall denote Hj., = H’( R/TZ; W”) and EN the subspace of Hf, of all the 
constant functions. We consider 
A=(x~Hh/x(t)#O, Vtc[O, T]}. 
Z is a functional of class %?* in A, admitting a lower semicontinuous 
extension E H k + R u { + co }. 
Roughly speaking, we shall work in the following situation: 
(i) i(x) 2 0, for every x; 
(ii) 0 = inf,, f is not attained; 
(iii) 0 is the only level where the Palais-Smale condition fails; 
(iv) Z is invariant under a group G of symmetries acting on Hi; 
(v) there is an E >0 such that the sublevel {xc A/Z(x) <E} can be 
contracted into E, in a continuous and symmetry-preserving way, without 
crossing M={x~Hk/3t, x(t)=O}. 
In such a situation, it has been shown by Greco in [16] that positive 
critical levels can be found as inf-sup levels of classes whose elements 
cannot be contracted in a continuous way into subsets of E, without 
crossing aA. 
We are going to make use of this kind of argument, together with the 
theory of the geometrical indices of [7]. Consider an index associated to 
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the group G, that is, a function i: B + !R u { + 00 } (here W is the class of 
all the subsets of H ,!,, which do not contain fixed points of G), satisfying 
(i) A E B=s i(A) =$ i(B) 
(ii) i(A u B) <i(A) + i(B) 
(iii) if h: A + B is continuous and G equivariant * i(A) < i(B) 
(iv) A compact 3 i(A ) < + cc 
(v) A compact + 3~ > 0 such that I’(N,(A)) = i(A). 
The homotopical index j of a set A E A measures (in terms of the 
geometrical index i) how big is the set that one has to take off from A, in 
order to make it to be contractible into a subset of E,, without crossing 
the boundary of A. The homotopical index will be shown to enjoy the 
following properties: 
(i) A c Baj(A) <j(B) 
(ii) j(A u B) <j(A) + i(B) 
(iii) if H: A x [0, l] + Hh is a continuous and G-equivariant 
homotopy, with H(A, [0, l] n aA) = @, *j(A) <j(H(A, 1)) 
(iv) A compact *j(A) < + co 
(v) A compact * 3~ > 0 such that j(N,(A)) = j(A), 
for any closed A, BEGY n 2”. Then multiple critical points will be at 
the inf-sup levels of the classes r: = (A EB n 2” compactlj(A) > r, 
sup,Z<inf,,Z}, where 2”= {A/AsA}. 
In the last section, we deal with the problem of finding a multiplicity of 
periodic solutions to the problem 
-it=VF(x) 
x(t+ T)=x(t) (PA 
x(t) E RN\(O), N>3, 
where T>O is fixed and FE C2(RN\{O}, R) is a singular potential of an 
attractive type; that is, F(x) behaves like a/lx1 ‘, for some a > 0 and 2 1. If 
F(x) = 44 ?1, we know that the problem (PT) admits an infinity of solu- 
tions: indeed, for a fixed period T we have all the planar circular solutions 
x(t) = Reiw’ (with w = 2nk/T, and R’+’ = aa( T/2zk)*) having T/k as mini- 
mal period. For a more general potential F, we are interested in finding the 
set of the solutions of (PT) corresponding in a variational sense to those of 
minimal period T. Indeed Ambrosetti and Coti Zelati proved in [2] the 
existence of infinitely many solutions of (PT) (under suitable assumptions 
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on F), but they haven’t any information neither on the level nor on the 
minimal period of this sequence of solutions. 
Another multiplicity result has been obtained by Ambrosetti and Coti 
Zelati [4, 51 with a bifurcation argument, in the case of small perturba- 
tions of the potential F(x) = 1/1x1”. 
In order to get the multiplicity result, we are going to exploit the 
invariance of the problem under the compact group of symmetries 
G= {Ps(x(.))=x(s- .), T,(x(.))=x(s+ .)}sEcO,T,. The index of S’ sym- 
metry related to the group { T,(x( .)) = x(s + .)},, r,,=, has been introduced 
by Benci in [S] where he proved a multiplicity result for problems without 
singularity (superquadratic and subquadratic potentials). 
To give an idea of the kind of problems we can handle with the use of 
the homotopical index theory, let us state here a result of Section 5: 
THEOREM 5.1. Let FE%?~(W\{O}; W) and assume that 
3a, b > 0 and a > 2, such that 
-f--< -qx)& 
IXY’ IxIoL’ VXE UP\(O); 
VF(x) .x 2 - aF(x), VXE W\(O); (Hz) 
,$y o3 IVW)l = 0. (H3) 
hold. Then (PT) has at least N - 1 geometrically distinct solutions xk such 
that c: < Z(xk) < c;. 
Here, for any a > 0, cz denotes the minimal critical level in /i of the 
functional fc (l/2) lfl2 + u/1x1*, and its value is given in (5.2). 
COROLLARY 5.1. Let FE@?~([W~\(O}; R) and assume that (Hl), (H2) 
hold. Assume moreover that F satisfies 
3/3 2 a such that 
1 
IVF(x)l <a8 IxII+,9 VXER~\{O}, (H4) 
with a > 2 and a, b, a, /I, y satisfying 
(H5) 
Then, for every fixed T, (PT) has at least N - 1 geometrically distinct 
solutions having T as their minimal period. 
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Other multiplicity results are provided in Section 5 for the case 1 < a < 2. 
The paper is organized as follows: 
1. Some technical preliminaries. 
2. The geometrical index of symmetry Z,. 
3. The homotopical index related to the geometrical index. 
4. Computation of the homotopical index. 
5. Applications to singular dynamical systems. 
Notations. Throughout this paper, Hi will denote the Hilbert space 
H’(R/TZ; RN) of all the continuous T-periodic functions whose distribu- 
tional derivatives are regular and belong to Z&JR; RN). 
We shall split Hh=E,@E’, where E”={x~H~/~~x=O), and 
E, N RN is the space of the constant functions. 
BN is the unit ball of RN, and ,Y-’ is the unit sphere of BN. 
In any metric space, N,(A) = {x/d(x, A) < 8). 
A= {x~H;/x(t)#O Vte [0, T]}. 
&f={~~H~/3t~[O,T]x(t)=O}. 
2”={AsH;/AcA}. 
For any ZEC’(~;R), and for any CER, we set K,={xEA/Z(X)=C, 
dZ(x)=O). 
In any topological space cl(A) denotes the closing of A. 
1. SOME TECHNICAL PRELIMINARIES 
Let us recall, for the reader’s convenience, some variants of classical 
results on minimax and deformations, which will be used in working with 
singular functionals. Although they have been implicitly used in several 
papers concerning singular potentials, we prefer to recall them here. 
In this section, ZE@‘(~; R) admits a lower semicontinuous extension 
~H~+Ru{+co},andwedenote 
c,=infi: 
an 
(1.1) 
As usual, 
Kc= {x~A/Z(x)=c, VZ(x)=O}. 
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Consider the gradient flow (in A) associated to I: 
4 -WV) 
do = 1 + IlVZ(rj)ll 
(1.2) 
q(x, 0) =x. 
Since A is open, for each x E A, ~(x, (r) is defined for all g E [0, E(X)) for 
some E(X) > d(x, 8.4). Moreover, for every x such that Z(x) < cO, then 
~(x, cr ) is defined for every cr E [0, + co ). 
Therefore, in the sublevel (x E A/Z(x) < c,,} one can still make use of the 
deformation techniques. One can then prove the following theorem: 
THEOREM 1.1 (Min-Max Principle). Let ZE C*(A; R) be a bounded 
functional admitting a 1.s.c. extension E H 1, --f [w v { + co }, and let c,, be as 
in (1.1). Consider a class d of compact subsets of A satisfying 
sup I< co, VAEd, (1.3) 
A 
W, 0) E&, VAE~, VIE [0, +oo). (1.4) 
Let 
c = f$f sup Z(x) 
XEA 
(0 < c < co). Then there exists a sequence (x,), such that 
X”EA, VnEN (1.5) 
Z(xn) + c (1.6) 
dZ(x,) + 0. (1.7) 
ProoJ: Indeed, two cases are possible: 
(4 cc co. Then, from the lower semicontinuity of 1, and from the 
fact that Z decreases along the flow r~, one deduces that, for every 
0 < E < co - c, there exists a constant A4 > 0 such that the set 
{x~A/Z(x)<c+&, d(x, &l)3M} is invariant under the gradient flow. 
Hence the usual arguments can be applied to conclude the proof (see for 
instance [ 173). 
(b) c = co. Then one has that A n Kc,, # @ for every A ES+‘. Indeed, 
if not, a small deformation can be performed making the functional 
decrease (indeed Z(q(x, .)) is strictly decreasing unless VZ(x) = 0, and A is 
compact). i 
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For any c E R, we call a Palais-Smale sequence in (1 at level c a sequence 
satisfying (1.5), (1.6), (1.7). The compactness property we have to assume 
in order to find critical points of I in n is the following 
every Palais-Smale sequence in /1 at level c possesses 
a subsequence converging to some limit in Hh. WS);“) 
Remark 1.1. If c < cO then the condition (PS)f is equivalent to 
every Palais-Smale sequence in n at level c possesses 
a subsequence converging to some limit in 4 
because of the lower semicontinuity of I. 
A straightforward consequence of Theorem 1.1 is the following corollary: 
COROLLARY 1.1. Under the assumptions of Theorem 1 .l, assume 
moreover that (P.S)f holds. Then K, # 0. 
Finally, let us state the suitable version of the deformation lemma 
(see [7]): 
LEMMA 1.1 (Deformation Lemma). Under the assumptions of Corollary 
1.1, for any E > 0, let N = N,(K,); then there is an E such that, for every E < E 
there are some 6 > 0 and o > 0 such that 
(ifc<d supZ<c+6* sup z<c-6, 
A rl((A\N. 0) 
sup I< c, VAE~, 
(ifc=c,) d(tl((A\N), 0)) 
AnKZ0, VAE~. 
2. THE GEOMETRICAL INDEX OF SYMMETRY Z, 
The purpose of this section is to define a geometrical index (in the sense 
of [7]) related to the group 
where P, and T, are the unitary transformations of Ha respectively defined 
by 
y = P,(x) 0 y(t) = x(s - t) Vt E L-0, Tl, 
(2.1) 
y = T,(x) o y(t) = x(s + t) Vt E [0, T]. 
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Remark that the P, and T, are actually defined by periodicity for all 
s E IF!. Consider the relations of Ha defined as 
yPx o 3s E [0, T] such that y = P,(x) 
(2.2) 
yTx o 3s E [0, T] such that y = T,(x). 
We point out that P and T will play different roles in the definition of 
our index; actually this index will be defined on the quotient space Hh/T. 
At the end of this section, we shall prove a first “singular” multiplicity 
theorem, convenient to treat cases of coercive functionals. This result can 
be viewed as a slight generalization of the usual multiplicity theorem that 
one can obtain in the nonsingular case (see [7, Theorem 2.41). 
We need to fix up some more notations. If A E Hh, we denote 
P(A)= {x~Hh/3y~A, xPy> and T(A)= {x~Hk/jy~A, xTy}. A set A is 
P-invariant if P(A) = A, and it is T-invariant if T(A) = A. 
A function h: Hh-+ H, ’ is said to be G-equivariant if h 0 g = g 0 h, Vg E G; 
for any set X, a function h: Hf, + X is G-invariant if h 0 g = h, Vg E G. k set 
A E Hh is G-invariant if g(A) = A, Vg E G. Two functions x, y in H k are 
geometrically distinct if y # P,(x) and y # T,(x), Vs E [0, T]. F, denotes the 
set of all the fixed points of P: 
F,= {x~Ha/xPx}. (2.3) 
Remark that, by definition, 
P,= TSoPO, Vs E [0, T] 
T,=P,oP,,, Vs E [0, T] 
Pi = id. 
Let us first state the G-equivariant version of Dugundji’s extension 
Theorem: 
LEMMA 2.1. Let A E Ha be closed and G-invariant. Let f: A + Rk be any 
continuous function satisfying 
xPY*f(x)= -f(Y) Vx, yeA. (2.4) 
Then f admits a continuous extension f: H f, + Rk satisfying 
XPY =>flf(x) = -f(Y) Vx, YE H;. (2.5) 
ProoJ: We remark that (2.4) is equivalent to 
f(P,(x))= -f(x), Vx E A, Vs E [0, T-j, 
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which also implies that 
f(Ts(x)) -f(x), VXEA, VSE [O, T]. 
Since Rk is convex and A is closed, by virtue of Dugundji’s extension 
theorem we can find a continuous functionf, : H fy + I@ such that f, 1 A = f. 
Let fi: Hi + Rk be the continuous function defined by 
then one has fi(Ts(x)) = fi(x), VXE Hfy, VSE [0, T], and moreover f2 
extends f too. Finally we define f as 
.fb)= I-(f2(x)-f2(~&))), VXE Hfy. 
Then obviously f extends f, and moreover, since P, = T, o P, (Vs E [0, T] ), 
one has that 
f(Ps(x)) = -fbh VXE H;, VSE [0, T], 
which is equivalent to (2.5). 1 
We are going to define the geometrical index as a function defined on a 
class of admissible sets and taking values in N u { + cc }. Let 
Z# = (A E Hf, closed/A is G-invariant, A n F, = a}, (2.6) 
and, for a fixed integer k, let 
&= {f: Hk+[Wk continuous/xPy*f(x)= -f(y)}. (2.7) 
DEFINITION 2.1. The index i is the function i: W -+ N u ( + co } defined 
by 
i(a)=0 (2.8) 
i(A)= +cooVkEN), VfERk, Oef(A) (2.9) 
i(A) = k o k is the smallest integer such that 3f E Fk, 0 $ f (A). (2.10) 
Remark 2.1. Because of Lemma 2.1, it is enough to check (2.9) and 
(2.10) for every continuous f: A + Rk such that xPy a f(x) = -f(y). 
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Remark 2.2. It follows from Borsuk’s theorem that the definition of i is 
equivalent to 
i(@)=O 
i(A) = + cc o for every closed finite T-invariant covering of 
A, A 1, . . . . A,, there exists r such that A, n P(A,) # $3 
i(A) = k o k is the smallest integer such that there exist k closed 
T-invariant sets A,, . . . . A, with A, n P(A,) = fzr 
(Y = 1, . ..) k) and {A,u P(A)}, is a covering of A. 
The next proposition shows that an index i is an index in the sense of 
[7, Definition 2.51. 
PROPOSITION 2.1. Let A, B E Sl, then 
(i) AsB*i(A)<i(B) 
(ii) i(A u B) < i(A) + i(B) 
(iii) if h: A + B is continuous and G equiuariunt - i(A) < i(B) 
(iv) A compact +- i(A) < + co 
(v) A compact =E- 3~ > 0 such that i(N,(A)) = i(A) 
(vi) if A contains only a finite number of geometrically distinct orbits 
then i(A) = 1. 
Proofs. Parts (i), (iii), and (vi) easily follow from the definition of i. 
(ii) If either i(A) = + co or i(B) = + co, the claim is obviously true; 
if not, let fA ~9$,) and fBE9& such that 04 fA(A) and 04 f,(B) as 
in (2.10); then, taking f: Hi+ I@~)+~(~), f = fA x fB, one has that 
O+f(A UB). 
(iv) Indeed from the compactness of A, and from A n F, = @, for every 
E > 0 small enough, we can find a finite set {xi, . . . . xk} such that 
N,(T((x,)))nN,(P((x,)))=0, for every r7 and (N,(T((x,)))u 
~AP~x,lL I,...,k covers A. Therefore it follows from Remark 2.2 that 
i(A)<k. 
(v) Obviously i(N,(A)) 2 i(A); on the other hand, one can cover A 
with k pairs of compact sets A, u P(A,), . . . . A,u P(A,), with A,n P(A,) 
= 0 (r = 1, . . . . k), For E > 0 small enough we have N,(A,) n N,(P(A,)) = 0 
and the proof is complete. 1 
Now we are ready to prove our first multiplicity theorem. A nonsingular 
variant can be proved just by applying Theorem 2.4 of [7]. 
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THEOREM 2.1. Let E c H k be a closed, G-invariant subspace, and let 
IE C*(An E; R) be a G invariant functional, admitting a lower semi- 
continuous extension E E -+ R u { + 00 }. We assume that 
120, VXEE (2.11) 
3AE9JnnAnE, 3kal such that i(A) 2 k, sup I < co = ,~J$I (2.12) 
A 
Hence, for 1 < r < k, the classes 
r,= (AEB.~~~~ compact/i(A) > k, sup Z < co} 
A 
are nonempty and we define 
c, = inf sup I, r = 1, . . . . k; 
then one has that O<cc,Q ... <c~<co. 
Assume moreover that 
V.S)$ (r = 1, . . . . k) (2.13) 
Kc,nFo=@ (r = 1, . . . . k). (2.14) 
hold. Then I has at least k geometrically distinct critical points in 
{x~EnA/c,<I(x)<c,). 
Proof First, by virtue of Corollary 1.1, the c,‘s are critical values of I 
in /1, that is, K, # Qr (r = I, . . . . k). Thus, if ci < c2 < . . . < ck) the proof is 
complete. We assume then that, for some r, h 2 1, c, = . . . = c,, h = c, and 
we consider the two cases: 
(4 c < co. Then the (P.S)f assumption implies that K, is compact. 
We are going to show that i(K,) > h + 1. 
Indeed, from Lemma 1.1, for each fixed E sufficiently small, we can find 
a IJ and an AE~,,,, such that, setting N= N,(K,), then 
sup I< c. 
cl(v(A\N,d) 
Hence one necessarily has that i(cl(n(A\N, a))) = i(cl(A\N)) <r - 1; there- 
fore one deduces from Proposition 2.l(ii) that i(N) 2 h + 1. Moreover, if E 
is small enough, then i(N) = i(K,) (Proposition 2.1 (v)). This fact ends the 
proof by virtue of Proposition 2.1 (vi). 
(b) c= co. Then the (P.S)/ assumption implies that A n K, is 
compact, for every A E f r+ ,,. Arguing as in the case (a) (but applying the 
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second part of Lemma l.l), one finds that i(AnK,)>h+l, VAef,,,. 
This fact ends the proof by virtue of Proposition 2.l(vi). 
The following result provides example of subsets of /1 having nontrivial 
(i.e., different from one) geometrical indices. This result will be used in 
proving Theorem 5.3. 
THEOREM 2.2. Let SN- I be the unit sphere of RN with N B 3 odd. We 
consider 
hEE/h(t)=xcosot+ ysinwt, with x.y=O, x, yESN-l, w=$ . 
Then i( C,) > N. 
Proox We are going to show that C, contains a subset having an index 
larger or equal to N. 
Let (e,, . . . . eN) be an orthonormal system of RN, and let SN-*= 
{x E SN- l/x . e ,v=O}.Detine&SN~2xS1+CNas 
46 1, .‘., xN- 1, @tt) 
= (cos de, + sin 8er) cos wt + [x1( --sin &?N + cos BeI) 
+x,e,+ f.. +x,-,e,-,] sinwt. (2.15) 
Note that &-x1, . . . . -xNp 1, 0) = P0(q5(x,, .. . . xN- 1, e)), V(X,, . . . . 
xN-, , 0). We claim that i( T(4(S”-* x S ‘))) > N. Assume by the contrary 
that there exists f E 9Jv _, (C,) such that 
O#f~#(SN-*X S’). (2.16) 
Consider 9 = f o 4. From (2.7), for every 8, cp( ., 0) is a continuous odd 
function, so we deduce from Borsuk’s theorem and from (2.16) that 
deg, cp( ., 0) is odd and does not depend on 8. (2.17) 
From (2.15) we have 
and therefore 
(2.18) 
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Let A be the linear isomorphism of RN-’ defined as A(x,, . . . . xN- r) = 
(x,, -x2, ..., -xN- 1 ). Since N is odd, then det A = - 1, so from (2.18) 
it follows that deg, cp( ., 0) = - deg, cp( ., 8 + z), in contradiction with 
(2.17). 1 
3. THE HOMOTOPICAL INDEX RELATED TO THE GEOMETRICAL INDEX 
The purpose of this section is to construct a tool (homotopical index) 
which provides multiplicity results in cases of singular functionals having a 
lack of compactness at the level of the large constant functions. 
The main property one requires is that the homotopical index is 
invariant under homotopies of n in n and is not invariant under 
homotopies contracting subsets of n into sets of large constant functions. 
Although we are going to define the homotopical index related to the 
geometrical index introduced in Section 2, it is clear that to each index (i.e., 
a set function satisfying (ik(v) of Proposition 2.1 for some group G) there 
corresponds an homotopical index. We denote by X the class of all the 
G-equivariant homotopies: 
a?= {H:Hkx [O, l]+Hf, continuous such that H(x, 0) = x, 
H(g(x), c)=g(H(x, a)), VxeHi,, VOE IY, 11, b-G}. (3.1) 
Remark 3.1. If the functional I is G-invariant, then the flow q as 
defined in (1.2) belongs to 2”. 
DEFINITION 3.1. Let A E 2” be G-invariant. We say that A is G-contrac- 
tible if there exists HE% such that H(x, a)~/1 and H(x, l)eEN\{O}, 
VXEA, ‘i’a~ [0, 11. 
DEFINITION 3.2. For a given compact AE@~ 2”, let 
%*(A)= {HEX/H(X, l)eEN, VXEA}. (3.2) 
We say that the homotopical index of A is k (j(A) = k) if 
k=H~n-$Q({x~A/H(x, L-0, ll)r-+I#@}). (3.3) 
The following lemma shows that &?*(A) doesn’t actually depend on A. 
LEMMA 3.1. Let A~93 be closed and let HE &‘*(A). Then H,,, cO,l, 
admits a continuous extension $7 of H such that RE &‘*(Hi). 
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Proof. By the application of Dugundji’s Theorem one first extends 
H, A x 11) to a continuous h, : H f, x { 1 } + E,. Then the function 
h,:(Ax[O,l])u(H~x{O})u(H~x(1})+H~definedas 
h,(x, fJ)= 
i 
Wx, 0) if (x,c)~Ax[O,l] 
x if a=0 
h,(x) if a=l, 
is continuous and extends H too. Hence h2 admits a continuous extension 
h, defined on the whole of Hkx [0, 11. Remark that h,(Hhx { l})~ E,. 
Finally we define (see also the proof of Lemma 2.1) 
and 
Rx, 0) = -Mdx, 0) + PoMPcdx), a))). 
One easily verifies that B is the desired extension of H. 1 
Remark 3.2. If A is G-contractible obviously j(A) = 0. If is not G-con- 
tractible, the homotopical index measures (in the sense of the geometrical 
index) how big is the set that one has to take out from A to make A be 
G-contractible. This can be used as an equivalent definition, as is shown in 
the following proposition. 
PROPOSITION 3.1. For every compact A E 93 n 2” we have 
j(A) = min{ i(B)/B E 93, B s A and A\B is G-contractible}. (3.4) 
Proof. Let us call h(A) the right hand side of (3.4). For every 
HE %*(A), the set 
B= (xEA/H(x, [0, l])naA#@} 
is closed, G-invariant, and Bn F,, = 0. Since A\B is G-contractible, then 
j(A) > h(A). On the other hand, for a given closed B such that A 2 B and 
A\B is G-contractible, we can take B’= N,(B) in such a way that 
i( B’) = i(B) (Proposition 2.1 (v)), and cl(A\B’) is G-contractible; hence 
there exists Hes?‘*(cl(A\B’)) such that H(cl(A\B’), [0, l])n&t = 0. 
From Lemma 3.1 we can find an WE&‘*(A) such that n(x, 6) = H(x, o), 
for every (x, c) E cl(A\B’) x [0, 11. Therefore i(B) = i(B’) 2 j(A), and hence 
h(A) 20). I 
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PROPOSITION 3.2. Let A E 98 n 2” be closed and let B be a closed subset 
of A. Thenj(A)<j(cl(A\B))+i(B). 
Proof: If C is closed subset of cf(A\B) such that (cl(A\B))\C is G-con- 
tractible then A\(B u C) is G-contractible; therefore, by Proposition 3.1, 
j(A) < i( B u C), and, from Proposition 2.1 (ii), j(A) < i(B) + i(C). By 
Proposition 3.1, this fact proves that j(A) <j(cl(A\B)) + i(B). 1 
PROPOSITION 3.3. Let A E an 2” be compact and let HE # such 
that H(A, [0, 11) n 8A = a, and H(A, [0, 11) n F, = @. Then 
j(fW, l))>j(A). 
Proof: Assuming on the contrary that j(H(A, 1)) c j(A), we can find a 
closed subset B of H(A, 1) such that H(A, l)\B is G-contractible, and 
i(B)<j(A)-1. If C= { x E A/H(x, 1) E B}, it follows from Proposition 
2.l(iii) that i(C) < i(B) 6 j(A) - 1. On the other hand, C is closed and 
obviously A\C is G-contractible, so i(C) > j(A). 1 
Now we are in a position to prove the main result of this section: 
THEOREM 3.1. Let ZE C2(A A E, R) be a G invariant functional, admit- 
ting a lower semicontinuous extension II E + Iw u { + co }. Assume that 
120, VXEE (3.5) 
3AEan2’, 3k> 1 such that j(A) > k, sup Z < cc, = inf f. (3.6) 
A a.4 
Hence, for 1 < r < k, the classes 
r,,?= (AE9Yn2A”E compact/A A) 2 k, sup Z d co} 
A 
are nonempty and we define 
c,* = AiFFFs;p Z, r = 1, . . . . k; 
then one has that O<c:< ... <c,*<c,. 
Assume moreover that 
W)$ (r = 1, . . . . k) (3.7) 
K,:n F0 = @ (r = 1, . . . . k). (3.8) 
hold. Then Z has at least k geometrically distinct critical points in 
{x E /l/c: < Z(x) < c)?}. 
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Proof: First CT are critical levels for every r = 1, . . . . k. Indeed the classes 
r: are invariant under the gradient flow 7 as is defined in (1.2), and the 
Palais-Smale condition is fulfilled at every level c,* ; therefore it follows 
from Corollary 1.1 that K,:# 0. 
Hence, if CT < ... < ct the proof is complete. We assume that for some 
r h>l c*= I.. cc* 9 9 , r+h= c*, and we consider the two cases: 
(a) c* < cO. Then from (3.7) one deduces that KC. is compact. We are 
going to prove that i(K,.) 2 h + 1 (remark that (3.8) implies that KC. E 99). 
Indeed it follows from Lemma 1.1 that for every fixed E > 0 small enough, 
we can find a e > 0 and an A E f ,*+ hsuch that, if N= N,(K,.), then 
sup I< c*. (3.9) 
C&l(A\N, 0)) 
Let A’ = cl(q(A\N, a)); then (3.9) implies that j(A’) < r - 1. Moreover, it 
follows from Proposition 3.2 and Proposition 3.3, that j(A)< 
j(A’) + i(N) < r - 1 + i(N); therefore i(N) > h + 1. The proof is then com- 
plete by virtue of Proposition 2.1 (v) and (vi) (indeed, for E small, one has 
that i(N) = i(K,.)). 
(b) c* = co. Then, arguing as in the step (a) (but applying the second 
part of Lemma l.l), one finds that i(AnK,,)>h+l, VaEr,*+h. 1 
4. COMPUTATION OF THE HOMOTOPICAL INDEX 
In this section we provide an example of sets having nontrivial 
homotopical index. The following theorem will be used in proving 
Theorems 5.1 and 5.2 as applications of Theorem 3.1. 
THEOREM 4.1. Let SN - ’ be the unit ball of RN; we consider the set of all 
the great circles of SN- I, 
CN = E H;/h(t) = X Sin ot + y COS cot, 
w=$ x, yYESN--I, x.y=o . 
> 
(4.1) 
Proof: The proof consists of two main parts. In the first one we show 
that proving Theorem 4.1 is in fact equivalent to finding zeroes of functions 
having some symmetry properties. In the second one we prove a con- 
venient Borsuk Ulam type theorem. 
505/98/2-2 
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Let e, be a unit vector of SN-’ and let S”-*= (xESNP1/x.el=Oj: we 
consider the continuous function I;: SN- * x SN ~ * x S ’ -+ RN defined as 
F(x, y, e’“‘) =x cos cot + ((x. y)e, + ((y - (y .x)x)) sin wt, (4.2) 
which gives a parametrization of CN. We denote by F’ the associated 
continuous map F’: SN-* x SNe2 --, C,, that is, 
F’(x, t)(t) = F(x, y, e’“‘). 
In order to prove that j(C,) 2 N- 1, we have to prove that, for every 
HE **(c,), 
i({hEC,/3oE[O,l],H(h,o)Ean})~N-l. (4.3) 
To every HE Z*(CN) we can associate a continuous extension of F, 
@: sN-ZX sN-2 x B* + RN in the following way: 
@(x, Y, pe’? = WV, y), 1 -p)(t), (4.4) 
and hence (4.3) can be written as 
i(F’( {(x, y)~ SN-* x SN-*/3peiwf EB*, @(x, y, pe’“‘)=O}))>iV- 1. (4.5) 
From Definition 2.1 we have to prove that for every f E FN _ *, 
Ocf(F’({(x, ~)ES~-*XS~-*/~~~~~‘EB*, @(x, y,pe’“‘)=O})). (4.6) 
So let f EpNp2: we define q: SN-* x SN-* x B’+ [WNe2 as 
cp(x, Y, &"')=f(F'k ~1). (4.7) 
Finally we have to prove that 
~E(@x~)(S~--~S~--~B’). (4.8) 
Consider the equation 
@ x cp(x, y, pe'"') = 0. (4.9) 
From the symmetry of the problem, if (x, y, peio’) is a solution, 
then (x, -y, peeiw’), (-x, -y + 2(y - (y . x)x), eiw(T’2+‘)), and 
(-x, y-2(y-(y.x)x), eim(rlz-‘)) are solutions too. We are going to 
prove that, in a nondegenerate situation, Eq. (4.9) has an odd number of 
4-ples of solutions of the type ((x, y, peio’), (x, - y, pe-‘O’), (-x, - y + 
2(y- (y -x)x), eim(T’2-r) ), (-x,y-2(y-(y.x)~),e~“‘~*+‘))). Moreover, 
we shall see that the nondegeneracy can be assumed without loss of 
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generality, taking a special symmetry preserving perturbation of @ x cp. To 
the aim of solving (4.9), we are going to introduce a special extension of 
F, say @,, for which (4.9) has an odd number of 4-ples of solutions for 
almost every cp. Next we shall prove that, for a nondegenerate homotopy 
(( 1 - A) D1 + A@) x cp, the oddness of the number of 4-ples of solutions also 
holds at A = 1. 
The proof is divided into several steps: 
Step 1. By definition, F has the following symmetry properties: 
F(x, -y, eiW’) = F(x, y, e-‘“‘) 
F(-x, y-2(y-(y.x)x),e’“‘)=F(x, y,eiwcr12+‘)) 
V(x,y,eiw’)ESN-2xSN-2xS1, 
then the G-equivariance of H implies 
@(x, - y, peiW’) = @(x, y, peCiof) 
@( -x, y - 2( y - ( y . x)x), pelw’) = @(x, y, peiwcT/’ +“) 
V(x, y, peio’) E SN-* x SNp2 x B’. (4.10) 
Moreover, from the symmetry properties off, (2.7), and from (4.7), we 
deduce 
cp(x, - y, pera’) = - cp(x, y, d”‘) 
q( -x, y - 2( y - (y . x)x), pe’“‘) = cp(x, y, peio(T/2 +‘)) 
V(x, y, peim’) ESNe2 x SNe2 x B2. (4.11) 
Step 2. We consider the continuous Q1 : SN- 2 x SN- ’ x B2 + RN 
defined by 
@,(x, y, peiwf) = 
-8( 1 - P)e, + F(x, y, e’“‘) 
-4e, + 2pF(x, y, e’“‘) 
;; ;-; (4.12) 
.\. 
For every z E BN such that z . e, > 0 the set 
{(x, y, peim’) ESNe2 x SNp2 x B*/@,(x, y, peiw’) = z} 
can always be parametrized by means of two continuous functions g,, 
g2:SN-2+SN-2~B2, as 
gl(x)= (4 ydx), p(14)eiW”(X9, O<t,(x)<71 
g2(x) = (4 y2(x), ~(l.4 )eio’+9, n < t,(x) < 2x, 
(4.13) 
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where ~(1~1) is the unique solution in the interval [0, l] of the equation 
~~~~+16(1-p)z~e,+64(1-p)~=1. 
Indeed let us set 
w=z+f3(1-p(14)kl, 
so IwI = 1, and therefore Iw.xI # 1; then (4.13) are defined by 
cos d,(X) = w .x, O<f,(X)<71 
cos ON,(x) = w .x, 7c < t2(x) < 271; 
We remark that 
Yitvx)= -Yi(x)+2(Yi(x)-(x.Yi(x))x), i= 1,2, 
so that, from (4.1 l), cp og,( -x) = - cp ogi(x), i = 1,2. Moreover remark 
that 
t2(x) = 27c - f,(X). 
Step 3. Even if Sard’s Theorem doesn’t apply directly without breaking 
the symmetries, we are going to prove a symmetry preserving modification 
of Sard’s Theorem. More precisely we are going to show that, for every 
E > 0, we can find a small 59’ perturbation (Pi E 59’ of cp satisfying (4.11), 
and we can find a small z, E EN such that z, . e, > 0, and (0,O) is a regular 
value of (G, -z,) x (Pi. 
To this aim, let us denote {i, t2, t3, &: SNe2 x SN-’ + SN-* x SNP2 
as the functions tl(x, y) = (x, y), t2(x, y) = (x, - y), 5& y) = 
t-x, Y-xY*xb), 54=(x, y)=(- x, -y + 2(y .x)x); we can find an 
integer M and M closed sets C,, . . . . C, such that l,(Ci) n 5,(Ci) = 0 for 
l#m, and {t/(C,), 1~1~4, l<i<:M) covers SN-*xSN-‘. 
We remark that by virtue of (4.12) and (4.11), if (z, c) is a regular value 
for @i x cp then (z, -c) is regular too. 
For every i = 1, . . . . A4, let pl,i be a C ’ function satisfying 
Pl,iCx)= t 
1 
if xeCi 
if XE 52(Ci) U 53(Ci) U t4tci) 
and let ~~,~=p~,~oS;‘. 
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From Sard’s Theorem there exists a pair (z:, ci), with lzi 1 + Icf I < E and 
zf . e, > 0, which is a regular value for @I x 9; therefore, setting 
cp,’ = cp - (PI,1 -P2,1 +/J3,1 -P‘dc:~ 
(0,O) is a regular value for (@,’ -zi, cpi) on the domain IJ:=, t,(C,) x B2. 
Remark that (pi still satisfies (4.11). Arguing by induction, we assume 
that we have found a very small z$- ’ (with zt- ’ . e, > 0) and very small 
c;, . ..) c$- 1, such that, setting 
k-l 4 
Dk-l= U IJ tr(Ci)XB’, 
i=l /=I 
and 
k-l 
CPF’ = Cp - 1 (Pl,i-P2,i-P3,i-P4,i)c~, 
i=l 
then (0,O) is regular for (@l-z~-l)xcp~ on D,-,. 
From Sard’s Theorem, we can find a (z:, cf) satisfying both the 
following conditions: 
(1) (0,O) is regular for (@,--z~,cp~-‘-c~) on SNe2xSNw2xB2. 
(2) z$ is so close to zt-’ and ct is so small that (0,O) is still regular 
for (@, - zt) x cp: on D,, where 
and 
d=cp:Y - (P1.k -PZ,k +P3,k -P4,k% 
WD,-,. 
Thus (0,O) is a regular value for (Q1 - zp) x q$ on the whole of D,. 
Arguing by recurrence, for k = Zt4, one has found that (0,O) is a regular 
value for (Q1 -z,“) x cp,” on SNe2 x SNe2 x B2. 
Step 4. First we remark that [(@, -zE) x cp,]-’ (0,O) # 0, because 
cp,og, and cp,og,: SN-2+ [WNM2 are continuous and odd, by virtue of 
(4.11). Moreover, since (0,O) is a regular value of (@r-z,) x qE, it is the 
union of a finite number of symmetric 4-ples (gr(x), g,(-x), g2(x), 
g2( -x)}. We can take another small symmetry preserving perturbation of 
qE in such a way that 0 is a regular value for both cpEog, and ‘pBog2. By 
topological degree arguments it is not difficult to see that a nondegenerate 
odd function from the sphere SNe2 taking values in RN2 has an odd 
number of zeroes. Hence we can conclude that [@r -z,) x cp,] -’ (0,O) 
is the union of an odd number of 4-ples {gl(x), g,( -x), gZ(x), g2( -x)}: 
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indeed there is an odd number of counterimages of 0 of (Pi og, for every 
half sphere SN-’ n {XE LP-’ /x.e>,O) such that (pEogi))’ (0,O)n 
{xERN-l/x.e=O} =a. 
Step 5. We consider the homotopy II/ = [(l - A.)@, + A@] x (Pi: 
[O, l]xSN-2xsN-2xB2_,[WNx(WN-*, and, by the same technique intro- 
duced in Step 3, we can assume without loss of generality that $ is of class 
%?:’ and that (0,O) is a regular value of $. Then I+-‘(0, 0) is the union of 
a finite number of compact l-manifolds. It is well known that a compact 
l-manifold imbedded in a compact manifold either is homeomorphic to S ’ 
or it starts and dies on the boundary. Since $ = @i x cp on the set 
[0, l] x SNe2 x SNP2x S’, I,-‘(0, 0) can intersect the boundary of the 
domain only in [{O)xSN-2~SN-2~B2]u[{1}~SN-2~SN-2~B2]. 
Remark that one can assume without loss of generality that each 
l-manifold intersects this boundary in a transversal way. Indeed, for a 
positive y, just replace $ with $*: C-y, 1 +r] x SNe2 x SNe2 x B2 + 
iRN x RNP2, with $*(1,x, y, e’O’) = Il/(O, x, y, e’“‘) when 3, < 0, and 
ICI*@, x, Y, e ‘Of) = tj( 1, x, y, e’“‘) when A > 1. From the previous step we 
know that there is an odd number of symmetric 4-ples of l-manifolds of 
I,-‘(0, 0) starting at J. = 0. From the symmetry of the problem every 4-ple 
is of the type {(x,y,peiof), (x, -y,pe-‘“I), (-x,y-2(y-(y.x)x), 
pe iw(n + I)), ( -x, - y + 2(y - (y . x)x), peioCa ~I))}, so two symmetric (i.e., 
belonging to the same 4-ple) l-manifolds can not intersect each with the 
other. Therefore we can conclude that at least one 4-ple of l-manifolds of 
1,~‘(0,0) has tointersect {~}xS~~~XS~-~XB~. B 
5. APPLICATION TO SINGULAR DYNAMICAL SYSTEMS 
In this section we deal with the problem of finding multiple solutions to 
the problem 
-i=VF(x) 
x(t + T) = x(t) VT) 
x(t) E [WN\{O}, N23, 
where T>Oisfixed, FEC~(R~\{O},R) is a singular potential of an attrac- 
tive type, that is, F(x) behaves like a/1x1” for some a > 0 and a >/ 1. To this 
end we shall make use of the abstract results of the previous sections. 
We are going to consider three different situations: 
- the strong force case (a > 2); 
- the weak force case (1 < a < 2); 
- the symmetric ase (1 < a < 2 and F( -x) = F(x)). 
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The symmetry constraint is introduced in order to overcome the strong 
degeneracy occurring at tl = 1 (see [ 11, 131) in order to treat symmetric 
perturbations of the Keplerian potential. 
Clearly we are going to obtain solutions of (PT) as critical points of the 
functional 
z(x)=/oT; l.q2-F(x), 
on the set 
A= {xdz’(R/TZ; 5P)/x(t)#O, VCE [O, T]} 
The assumption we are going to make on F will imply that I has a 1.s.c. 
extension 1, which is defined in the whole of Hk and takes values in 
IF2 u { + co ). We shall denote 
cO= inf 1 
x6an 
(5.1) 
Moreover, we denote 
for any a > 0. 
For a potential of the form F(x)= (-a)/lxl” (a>O, cr> l), the planar 
circular solutions of (Pr) having minimal period T have the property of 
minimizing 1: on the set of all the solutions (see t-141). For any a>O, we 
denote by cz the smallest critical levels of 12. An easy computation shows 
that 
(5.2) 
Indeed cz = Ii( where x, = R,e’O’ with w = 2n/T, and Rz+‘= 
aa( T/2n)2. 
If F(x) = a/lx] OL, we know that the problem (PT) admits an infinity of 
solutions: indeed, for a fixed period T we have all the planar circular 
solutions x(t) = Reim’ (with o = 2nk/T, and Rar+’ = aa( T/2nk)‘) having 
T/k as minimal period. For a more general potential F, we are interested 
in finding the set of the solutions of (PT) corresponding in a variational 
sense to those of minimal period T (that is to those at level c:). 
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We first discuss the strong force case; consider the assumptions: 
%, b > 0 and a B 2, such that 
a< -F(X)& W’ Ma vx E RN\(O); 
VF(x) . x 2 - aF(x), VXE RN\(O); 
,$yrn IVF(x)l = 0. 
(HI) 
(Hz) 
(H3) 
Our first goal is the following theorem: 
THEOREM 5.1. Let FE%‘(R~\(O}; R) and assume that (Hl), (H2), and 
(H3) hold. Then (PT) has at least N- 1 geometrically distinct solutions xk 
such that c; < Z(xk) 6 c;. 
Under some more restrictive assumptions, one can obtain an estimate on 
the minimal period of the solutions found by applying Theorem 1. More 
precisely we shall prove: 
COROLLARY 5.1. Let FEW~([W~\{O}; R) and assume that (Hl), (H2), 
hold. Assume moreover that F satisfies 
3/?>a such that 
1 
IVF(x)l Gab ,x,2+,y vx E RN\(O), (H4) 
with a > 2 and a, b, a, /I, y satisfying 
1 (a+2)‘31<4 ’ (H5) 
Then, for every fixed T, (Pr) has at least N - 1 geometrically distinct 
solutions having T us their minimal period. 
We are going to prove Theorem 5.1 as a consequence of Theorem 3.1. To 
this aim, we prove some preliminary propositions; Propositions 5.2 and 5.3 
will be also used in the proof of Theorem 5.2. 
PROPOSITION 5.1. Let FEW’(R~\(O}; IF!) and assume that (Hl) holds. 
Then 
lim Z= + co. 
.x-an 
Proof The proof can be found in [ 151. 1 
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~OWSITION 5.2. Let FE %‘2(rWN\{O}; W) satisfying 
,-~, ty o. f’(x) = 0, 
,,,ty o. IVF(x)l = 0. 
Let c0 be defined in (5.1). Then (P.S)f holds for every c E (0, co). 
Proof The proof can be found in [16]. 1 
Remark 5.1. Obviously (Z’S){ doesn’t hold (just take a diverging 
sequence of constant functions). However, the following proposition shows 
that, working with classes of noncontractible sets, one always obtains 
positive critical levels. 
PROPOSITION 5.3. Assume that 
F(x) < 0, VXE lR”\{O}, 
,.~, cy m F(x) = 0. 
Let d E 2” be a class of subset of A such that 
inf sup Z(x) = 0. 
c4E.d XEA 
Then there d contains at least one G-contractible set. 
Proof: Let A E d be such that supxp A < E with a very small E. Then one 
obviously has 
-F(x) GE. 
Therefore one deduces that 
and that I(l/T)jTxI h as to be very large. We define the homotopy 
H as H(x, a) = (1 - a)x + o(l/T) jrx (of course this homotopy is 
G-equivariant). 1 
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PROPOSITION 5.4. Assume that (Hl ) and (H2) hold. Then if x solves 
VT)> x$f-o. 
ProoJ: Let x be a solution of (PT) and assume that x E F,,. Then there 
exists a to such that x(t, - t) = x(t), Vt E Iw, and hence k(t,,) = 0. Let 
E= (l/2) IR12 + F(x); then, since F(x) < 0, we have E-C 0. 
On the other hand, it follows from (H2) that E> 0. Indeed let 
p(t)= Ix(t)l, and let pm =p(t,) be a point of minimum of p; then 
(d2p2/dt2)(t,)30, that is, la(t,)l’3VF(x(t,)).x(t,)> -aF(x(t,)), and 
therefore E=(1/2)Ii(t,)12+F(x(t,))> -(a/2-l)F(x(t,))>O. 1 
Now we are in a position to prove Theorem 5.1: 
Proof of Theorem 5.1. We are going to prove Theorem 1 as an applica- 
tion of Theorem 3.1. First remark that, from Proposition 5.1, I admits a 
natural I.s.c. extension to 
Z(x), b)= +co I ? 
if XEA 
if XE~A, 
so that (3.5) is satisfied. In order to prove (3.6) we consider the set 
(5.3) 
(note that Z,a(A) = c:). From Theorem 4.1 (and Proposition 3.3), we have 
that j(A) 2 N- 1, so that (3.6) holds, taking into account Proposition 5.1. 
The critical levels c,* (r = 1, . . . . N- 1) are then well defined and positive, 
because of Proposition 5.3, so that (3.7) follows from Proposition 5.2. 
Finally Proposition 5.4 makes (3.8) fulfilled. Remark that (Zf 1) leads to 
c;<c:< ... < c;G- i < ct, since cz is the smallest critical level of Z: and 
since sup, I< supa Z; = c;. H 
Corollary 5.1 follows from Theorem 5.1 and from the following proposi- 
tion: 
PROPOSITION 5.5. Assume that for some a > 2, (Hl ), (H2), (H4), and 
(H5) hold. Zf c is such that 
then every critical point of Z in A at level c has minimal period exactly T. 
Proof: Let x be a critical point of Z at level c < c;, and let 
E= 4 Iii2 + F(x) (5.4) 
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its energy (remember that (P) is autonomous). Let p(t)= Ix(t)i’, and let 
p,+, = p(tM) be a point of minimum of p: then (&p/dt2)(tM) 3 0, that is, 
j?(t,)(2-VF(~(t,,,)) .a(~,) 30. Therefore it follows from (Hl) and (H2) 
that 
(5.5) 
By multiplying both sides of -1= VF(x) by x and by integrating we get 
and therefore 
c= s oT; li12-F(x)< - ;+ 1 ( >r =F(x). 0 
On the other hand, by integrating (5.4) and from (5.6), we get 
p-2 p-2 
=B+2Cj+. 
(5.6) 
(5.7) 
Now assuming that the minimal period of x if T/k, with k 2 1, from the 
Wirtinger inequality and (H2) we have 
On the other hand, from (5.5)‘and (H4), 
2 2 
< fi2a2 
Ba Tl 
s- IX(fM)la+2 0 lxlDL 
F(x)3 (5.9) 
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and therefore, taking into account (5.2), (5.5), and (5.8) together with (5.9) 
leads to 
Therefore (H5) implies k < 2, that is, k = 1. 1 
In the case 1 < a < 2, the claim of Proposition 5.1 does not hold, so that 
some additional assumption is needed in order to avoid collision solutions. 
This assumption is usually expressed by a condition on the coefficients a 
and b of the pinching hypotheses. More precisely, consider the following 
assumptions: 
3a, b>O and l<a<2, such that 
a< -F(X)& I&- Ma’ VXE RN\(O); 
-2w-VF(x).x6(2-a)j-$, vx E RN\(O); (H7) 
(H8) 
It has been proved by Degiovanni and Giannoni [12] that there exists 
a nondecreasing lower semicontinuous function @(a) with qS( 1) = 1, and 
lim a _ z @(a) = + co, such that the condition (H8) is satisfied if b/a < @(a). 
Assumption (H7) is introduced in order to avoid the fixed points of the 
symmetry. 
We can prove the following theorem: 
THEOREM 5.2. Let FE%?~(IW~\{O); R) and assume thar (H3), (H6), 
(H7), and (H8) hold. Then (P,) has at least N- 1 geometrically distinct 
solutions xk such that c: < Z(xk) Q cg. 
Proof: Indeed Z has a natural (weakly) 1.s.c. extension as 
if I,‘-F(x)< +co; 
if SC-F(x) = + co. 
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Assumptions (H6) and (Hg) make (3.6) fulfilled: indeed, taking A as in 
(5.3), one has that 
supI<cg<infZz<c,. 
A an 
Then the proof works as the one of Theorem 5.1. The only difference 
consists in showing that (H7) implies (3.8). This fact can be proved as 
follows. 
Let E = (l/2) [RI2 + F(X); then, since F(x) < 0, we have E < 0. Moreover, 
since --ji-=VF’(x), it follows from (H7) and the energy integral that 
d2 
ZP 
*=~E-~F(x)-~VF(X).X<~ (5.10) 
where p(r)= Ix(t)l. Therefore, if t, is such that Ia( =O, and then 
E=F(x(t,)) < u/lx(to)l”, it follows from (5.10) that ~(t,,) is a strict local 
maximum of p. Hence, P(t) <O for every TV [to, ti], for some t, > t,, 
such that p(ti) is a local maximum. By multiplying (5.10) by p and by 
integrating, we get 
$(p’)‘- 2Ep2 - 2ap2-” 2 - 2Ep( 4,)’ - 2ap( f,,)2 - OL >0; 
hence p(ti) = 0. Therefore x E d/l, and, by definition, a.4 n KC = 0, for 
every c. We are now in a position to apply Theorem 3.1, finding at least 
N- 1 critical points of the functional I in /1 such that cz < 1(x,) < cE.1 
We remark that even a very small perturbation of the Keplerian poten- 
tial (a = 1) cannot be included in this discussion. Indeed if a = b, then 
c0 = c, = cb, and no perturbation is allowed, as is shown in [ 111. 
However, as it has been shown by Degiovanni, Marino, and Giannoni 
in [ 133, if F has some symmetrical properties (i.e., F(x) = F( -x)), one can 
overcome the degeneracy occurring at cx = 1. In this case, Ljusternik- 
Schnierelmann theory does not directly apply because of the S’ symmetry 
of the problem. We shall prove the multiplicity result by means of the 
geometrical index of symmetry iz,. 
We consider the assumptions 
F( -x) = F(x), VXE RN\(O) (H9) 
Cb < 22”‘(” +*) ,‘t:f, I;(x). WO) 
We can prove the following: 
THEOREM 5.3. Assume (H6), (H9), and (HlO) hold. Then (Pr) has ur 
least N- 1 (N if N is odd) geometrically distinct solutions xk such that 
c::<z(xk)<c;. 
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COROLLARY 5.2. Under the assumptions of Theorem 5.3, assume 
moreover that 
%3”. 
a 
holds. Then, for every fixed T, (Pr) has at least N - 1 (N if N is odd) 
geometrically distinct solutions having T as their minimal.period. 
Proof of Theorem 5.3. We are going to prove Theorem 5.3 as an 
application of Theorem 2.1 (taking into account the result of Theorem 2.2). 
First of all, because of the symmetry assumption (H9), the critical points 
of I constraint on the subspace 
E,={xtH;/x(t+3= -x(t)} 
are solutions of (PT). Moreover the associated functional I is coercive on 
E, (and thus the (P.S)f ((2.13)) condition is satisfied at any level c). There- 
fore we can apply Theorem 2.1 with E = E,. 
Let f be defined in (5.9) (so that (2.11) holds): then (H6), (HlO), and 
the symmetry constraint (H9) imply that 
(see also [ 131). Hence, by Theorem 2.2 and by taking A as in (5.3), we can 
conclude that (2.12) is satisfied. Finally, remark that, since E,n F0 G aA, 
(HlO) also implies that (2.14) is fulfilled. 1 
Proof of Corollary 5.2. For any a > 0, let us denote 
c:,k = min Z:(x), 
XGEt 
where 
E:={xd/x(t+3=x(t), VtE[O, T,}. 
Then Ea is nonempty if and only if k is odd. Moreover, one can easily 
prove that 
c:,k = k 2a/(a + 2)p (29 
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From (5.2), the czs are homogeneous of degree 2/(2 + tl) in the variable 
a, so that from (H6) and (Hll) one deduces that 
I< c; < k2+ + 243 
cl? 
for any k 2 3. Therefore (Hl 1) implies that the minimal period of the solu- 
tions found by the application of Theorem 5.3 has to be exactly T. 1 
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