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Einleitung
Seit der Entdeckung von Hochtemperatur supraleitenden Kupraten besteht in der
Festko¨rperphysik ein großes Interesse daran, deren elektronische Struktur auch
im normalleitenden Zustand besser zu verstehen. Schon seit langem ist dabei be-
kannt, dass sich die Eigenschaften dieser Verbindungen und auch die von U¨ber-
gangsmetalloxiden wie FeO, CoO, NiO oder CuO nicht auf der Grundlage einer
Einteilchen-Bandstruktur erkla¨ren lassen [Mott 1949]. Grund hierfu¨r sind star-
ke Korrelations- und Austauschwechselwirkungen zwischen den lokalisierten 3d-
Elektronen und die A¨nderung des Grundzustand-Potentials bei einem U¨bergang
in einen angeregten Zustand. Diese Effekte fu¨hren dazu, dass selbstkonsistente
Einteilchen-Bandstrukturrechnungen ha¨ufig ein metallisches Verhalten von U¨ber-
gangsmetallverbindungen vorhersagen, die jedoch in der Realita¨t meist Halbleiter
oder Isolatoren sind.
Bessere Ergebnisse erzielen dagegen Methoden wie atomare Multiplett-Rechnun-
gen oder Cluster Rechnungen, die die Gitterperiodizita¨t vernachla¨ssigen, dafu¨r
aber lokale Elektron-Elektron Wechselwirkungen im Grundzustand und in ange-
regten Zusta¨nden explizit beru¨cksichtigen ko¨nnen. Die Werte der beno¨tigten Mo-
dellparameter dieser Ansa¨tze ergeben sich in der Regel aus ab initio Rechnungen
oder durch Vergleich mit experimentellen Daten.
Eine der experimentellen Methoden, die zur Bestimmung dieser Parameter einen
Beitrag liefern, ist die Photoemissionsspektroskopie. Sie stellt jedoch aufgrund ih-
rer hohen Oberfla¨chensensitivita¨t extrem hohe Anforderungen an die Qualita¨t der
verwendeten Proben. Zudem ist die Kristallstruktur und die chemische Zusam-
mensetzung der Oberfla¨che ha¨ufig von der des Volumens verschieden. Dagegen
unterliegt die resonante Ro¨ntgen-Raman-Streuung wegen der Verwendung von har-
ter Ro¨ntgenstrahlung als Sonde nicht diesen Einschra¨nkungen. Als Methode zur
Untersuchung der elektronischen Struktur von Festko¨rpern gewinnt sie durch die
rapide Entwicklung der Synchrotronstrahlungsquellen immer mehr an Bedeutung.
In Anwendung auf Systeme, in denen stark korrelierte Elektronen vorliegen, wur-
de die resonante Ro¨ntgen-Raman-Streuung in ju¨ngerer Zeit unter anderem zur
Untersuchung von La2CuO4 [Abbamonte 1999], Ca2CuO2Cl2 [Hasan 2000] und
Nd2CuO4 [Ha¨ma¨la¨inen 2000] genutzt. Diese Messungen gaben Anlass zu Diskus-
sionen u¨ber die Deutung der teilweise recht unterschiedlichen Ergebnisse.
Vor diesem Hintergrund wird im Rahmen dieser Arbeit mithilfe der resonanten
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Ro¨ntgen-Raman-Streuung die elektronische Struktur von CuO untersucht. Die Be-
deutung dieser Substanz liegt in der großen A¨hnlichkeit ihrer kristallinen und elek-
tronischen Struktur mit der von Hochtemperatur supraleitenden Kupraten, was
CuO aus Sicht der Theorie zu einer idealen Modellsubstanz macht [Ghijsen 1988]
[Eskes 1990]. Ziel der Arbeit ist es, die Besonderheiten der elektronischen Struktur
des U¨bergangsmetalloxids CuO herauszustellen und dabei das Potenzial der reso-
nanten Ro¨ntgen-Raman-Streuung als Untersuchungsmethode aufzuzeigen. Hierzu
werden in Kapitel 1 zuna¨chst die Grundlagen der resonant unelastischen Ro¨nt-
genstreuung erla¨utert. Nach der Herleitung des doppelt differentiellen Streuquer-
schnitts und dessen Diskussion wird demonstriert, wie sich aus der Analyse von
Ro¨ntgen-Fluoreszenzspektren Informationen u¨ber die unbesetzte Zustandsdichte
in der Na¨he der Fermienergie gewinnen lassen. Kapitel 2 bescha¨ftigt sich mit der
theoretischen Beschreibung der elektronischen Struktur von U¨bergangsmetallver-
bindungen. Es werden sowohl die Probleme selbstkonsistenter Bandstrukturrech-
nungen aufgezeigt, als auch einige alternative Ansa¨tze vorgestellt. Einer dieser
Ansa¨tze, ein einfaches Modell eines (CuO4)
6− Clusters, wird ausfu¨hrlicher bespro-
chen und es wird dargestellt, wie man mit dessen Hilfe ein Energieniveauschema
und damit die Energie lokaler elektronischer Anregungen im CuO bestimmen kann.
In Kapitel 3 wird die Durchfu¨hrung und die Auswertung von Messungen der Kup-
fer Kα1-Fluoreszenzspektren beschrieben. Hier wird zuna¨chst die Abha¨ngigkeit der
Spektren von der Energie des einfallenden Ro¨ntgenstrahls untersucht, um daraus,
wie in Kapitel 1 erla¨utert, Ru¨ckschlu¨sse u¨ber die unbesetzte Zustandsdichte in der
Na¨he der Fermienergie zu ziehen. Weiterhin werden durch die Analyse der Abha¨n-
gigkeit des Fluoreszenzspektrums von der Richtung des Polarisationsvektors des
einfallenden Strahls Informationen u¨ber die Symmetrie der unbesetzten Zusta¨nde
gewonnen. Eine Besonderheit der resonanten Ro¨ntgen-Raman-Streuung an CuO,
na¨mlich die Zwischenzustands-Wechselwirkung zwischen dem Core-Loch und den
lokalisierten 3d-Elektronen, wird in Kapitel 4 diskutiert. Nach einer sto¨rungstheo-
retischen Behandlung dieser Wechselwirkung werden Messungen von Energiever-
lustspektren vorgestellt und die Ergebnisse anhand der Theorie interpretiert. Es
wird gezeigt, dass die zu beobachtende Streuwinkelabha¨ngigkeit der Spektren ein
Polarisationseffekt ist und nicht auf eine A¨nderung des Impulsu¨bertrags bei Va-
riation des Streuwinkels zuru¨ckzufu¨hren ist. Weiterhin wird im Rahmen einer Mo-
dellrechnungen die Abha¨ngigkeit der Spektren von der Anregungsenergie erkla¨rt,




In diesem Kapitel werden die theoretischen Grundlagen der unelastischen Ro¨ntgen-
streuung dargestellt. Zuna¨chst wird eine U¨bersicht u¨ber die Geometrie des Streu-
prozesses gegeben. Es folgt eine Herleitung des doppelt differentiellen Streuquer-
schnitts und dessen Diskussion fu¨r den Fall resonant unelastischer Streuung.
1.1 Beschreibung des Streuprozesses
Bei der unelastischen Photonenstreuung trifft, wie in Abbildung 1.1 dargestellt,
ein Photon mit dem Wellenvektor ~k1, der Energie h¯ω1 und dem Polarisationsvek-
tor ˆ1 auf das streuende System. Das gestreute Photon hat den Wellenvektor ~k2,
k1 h 1ω  , h
φ
  , 1ε    ,k ω  , ε  2 2 2
Abbildung 1.1: Schematische Darstellung des unelastischen Streuprozesses.
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die Energie h¯ω2 und den Polarisationsvektor ˆ2. Auf das System wird folglich die
Energie h¯ω = h¯(ω1 − ω2) und der Impuls ~q = h¯(~k1 − ~k2) u¨bertragen.
Nimmt man an, dass der Energieu¨bertrag klein gegenu¨ber der Photonenenergie ist,
so ergibt sich
|~q | ≈ 2h¯|~k1| sin(Φ/2), (1.1)
wobei Φ der Streuwinkel ist. Durch Wahl der Parameter h¯ω1, ~k1, ˆ1 und Φ lassen
sich durch Analyse der gestreuten Strahlung Ru¨ckschlu¨sse auf die Streuprozesse in
der Probe ziehen. Die Messgro¨ße bei einem solchen Experiment ist der sogenann-
te doppelt differentielle Streuquerschnitt (DDSQ), auf den im Folgenden na¨her
eingegangen werden soll.
1.2 Der doppelt differentielle Streuquerschnitt






Anzahl der in [Ω,Ω + dΩ] und [ω2,ω2 + dω2]
gestreuten Photonen
Stromdichte der einfallenden Photonen× dΩ× dω2 . (1.2)
N ist hierbei die Zahl der streuenden Teilchen in der Probe. Die Anzahl der ge-







N1 ist die Anzahl der einfallenden Photonen und Pi die Wahrscheinlichkeit, das
streuende Elektronensystem im Anfangszustand |i〉 vorzufinden. W|i;~k1〉→|f ;~k2〉 ist
die Wahrscheinlichkeit pro Zeiteinheit eines U¨bergangs vom Anfangszustand |i〉
des Elektronensystems und dem Wellenvektor ~k1 des Photons in einen Endzustand
|f〉 des Elektronensystems und dem Wellenvektor ~k2 des Photons. n(~k2) d3k2 ist






k22 dk2 dΩ =
Vc
(2pic)3
ω22 dω2 dΩ , (1.4)
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Pi W|i;~k1〉→|f ;~k2〉 . (1.6)
Um diese Beziehung auszuwerten, beno¨tigt man einen Ausdruck fu¨r die U¨ber-
gangswahrscheinlichkeit. Dazu betrachtet man zuna¨chst den Hamiltonoperator der






















Hierbei erstreckt sich die erste Summe u¨ber alle Elektronen im streuenden Sys-
tem und die zweite Summe u¨ber alle Wellenvektoren ~k und die beiden Polarisa-
tionsmo¨glichkeiten λ. ~A(~r ) ist der Vektorpotential-Operator des Photonfeldes in
Coulomb-Eichung (~∇ · ~A = 0), ~rj und ~pj sind die Orts- und Impulsoperatoren der
Elektronen. a† und a sind die Erzeuger- und Vernichteroperatoren fu¨r das quanti-
sierte Photonenfeld. Terme, die die Kopplung der Elektronen u¨ber ihr magnetisches
Moment an das Photonenfeld beschreiben, sind in (1.7) nicht enthalten und sollen
im Folgenden vernachla¨ssigt werden.
In der Teilchenzahldarstellung erha¨lt man fu¨r den Vektorpotential-Operator:















~~k,λ sind hierbei die Komponenten der Polarisationseinheitsvektoren ˆ~k der Pho-
tonen mit Wellenvektor ~k. Da fu¨r die betrachteten Streuprozesse die Vernichtung
eines Photons |~k1〉 und die Erzeugung eines Photons |~k2〉 gefordert wird, ist es not-
wendig, dass der Vektorpotential-Operator zweimal auf den Anfangszustand |i;~k1〉
wirkt. Fu¨r den Hamiltonoperator (1.7) ist es daher zweckma¨ßig, die Terme nach
Potenzen in ~A zu ordnen. Man erha¨lt:











− eV (~rj) (1.10)






















~A 2(~rj , t) (1.13)
Der in ~A quadratische Term H ′′int liefert bereits in 1. Ordnung Sto¨rungsrechnung
einen Beitrag zur U¨bergangsrate. Betrachtet man zuna¨chst nur diesen Beitrag, so






∣∣∣〈~k2; f |H ′′int|i;~k1〉∣∣∣2 δ (Ef − Ei − h¯(ω1 − ω2)) . (1.14)
Der in ~A lineare Term H ′int beschreibt in 1. Ordnung Sto¨rungsrechnung wegen
des einzelnen Photonen-Erzeuger- bzw. Vernichteroperators Prozesse der Emission
oder Absorption eines Photons. Zum DDSQ tra¨gt H ′int erst in 2. Ordnung Sto¨-
rungsrechnung bei. Die Herleitung dieses Beitrages soll an dieser Stelle ausfu¨hrlich
dargestellt werden, da hierauf aufbauend in einem spa¨teren Kapitel auch auf Pro-
zesse ho¨herer Ordnung eingegangen wird.
Zuna¨chst geht man davon aus, dass sich das Elektronensystem vor der Wechselwir-
kung mit dem Photon zum Zeitpunkt t = t0 in einem Eigenzustand |i, t〉 von H0
befindet. Die Zeitentwicklung ist dann gema¨ß der zeitabha¨ngigen Sto¨rungsrechung
durch die Neumann-Reihe gegeben. In der Dirac-Darstellung gilt also:
















′′)|Ψ, t0〉D + · · · (1.15)
mit







Da fu¨r die U¨bergangswahrscheinlichkeit die Zeitentwicklung der gesto¨rten Zusta¨n-
de fu¨r große Zeiten entscheidend ist und nicht das Verhalten kurz nach Einsetzen
der Sto¨rung, ist es sinnvoll, den Fall t0 → −∞ zu betrachten. Das Einsetzen der
Sto¨rung wird dabei durch Einfu¨gen eines Faktors et beru¨cksichtigt, wobei am Ende
der Rechnung der Grenzu¨bergang lim→0 durchgefu¨hrt werden muss.
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Der Term 2. Ordnung in (1.15) fu¨hrt dann auf die U¨bergangsamplitude:












Zur Vereinfachung der Schreibweise wurde hierbei die Indizierung der Wellenfunk-
tionen in der Dirac-Darstellung weggelassen, ebenso die Wellenvektoren der Pho-
tonen im Anfangszustand ~k1 und im Endzustand ~k2. Zur weiteren Vereinfachung
sollen nur die Photonen-Erzeuger und Vernichter des Vektorpotential-Operators
geschrieben werden, die einen nicht verschwindenden Beitrag liefern, also der Ver-
nichter a~k1 und der Erzeuger a
†
~k2
. Fasst man die Operatoren mit den zeitunabha¨n-
gigen Vorfaktoren zusammen, erha¨lt man
H ′int = c e








~pj · ~~k1,λ ei







~pj · ~ ∗~k2,λ e
−i~k2·~rj a†~k2,λ .
(1.19)
Hiermit und mit der Zeitentwicklung des Hamiltonoperators (1.16), sowie nach
Einfu¨gen eines vollsta¨ndigen Satzes von Eigenfunktionen |n〉 von H0 unter Aus-
nutzung der Vollsta¨ndigkeitsrelation∑
n
|n〉〈n| = 1 (1.20)
erha¨lt man1:








dt′dt′′〈f |e ih¯H0t′c†eiω2t′e− ih¯H0t′|n〉










×e(+ ih¯ (Ef−En+h¯ω2))t′e(+ ih¯ (En−Ei−h¯ω1))t′′ .(1.21)
1Der Term, bei dem der Erzeuger auf den Anfangszustand und der Vernichter auf den Zwi-
schenzustand wirkt, die Emission also vor der Absorption geschieht, wurde hierbei zuna¨chst
vernachla¨ssigt.
8 1. Grundlagen der unelastischen Ro¨ntgenstreuung
Die Ausfu¨hrung der Zeitintegrationen ergibt














(Ef − Ei − h¯ω)
, (1.22)
mit ω = (ω1 − ω2). Die U¨bergangsrate, also die U¨bergangswahrscheinlichkeit pro
Zeiteinheit, erha¨lt man hieraus u¨ber:
W
(2)




























(Ef − Ei − h¯ω)2 + 4h¯22

(1.23)




(Ef − Ei − h¯ω)2 + 4h¯22
=
{
0 fu¨r Ef − Ei − h¯ω 6= 0




δ (Ef − Ei − h¯ω) (1.24)
Der Grenzu¨bergang des linken Faktors von (1.23) la¨sst sich zwar mathematisch
einfach durchfu¨hren, es ist jedoch die mo¨gliche Nullstelle des Nenners zu beachten.
Fu¨r  = 0 und den Resonanzfall h¯ω1 = En − Ei wu¨rde der Ausdruck divergieren.
Physikalisch wu¨rde dies bedeuten, dass die Energie des sogenannten intermedia¨ren
Zwischenzustandes |n〉 unendlich scharf, und damit die Lebensdauer unendlich groß
ist. Tatsa¨chlich aber hat dieser angeregte Zustand nur eine endliche Lebensdauer τ ,
was aufgrund der Unscha¨rferelation einer Energieverbreiterung entspricht. Um dies
zu beru¨cksichtigen ist in (1.23) der Energieeigenwert En um einen Imagina¨rteil,










(En − Ei − h¯ω1)− iΓn
∣∣∣∣∣
2
δ (Ef − Ei − h¯ω) (1.25)
1.3. Resonant unelastische Ro¨ntgenstreuung 9
Addiert man die U¨bergangsamplituden der 1. und 2. Ordnung Sto¨rungsrechnung
vor Berechung der U¨bergangsrate und setzt die Definitionen (1.13), (1.8) und (1.19)




























∣∣∣ˆ∗2 ·∑j ~pje−i~k2·~rj ∣∣∣n〉〈n ∣∣∣ˆ1 ·∑j ~pjei~k1·~rj ∣∣∣ i〉
(En − Ei − h¯ω1)− iΓn
∣∣∣∣∣∣
2
δ (Ef − Ei − h¯ω)
(1.26)
Hierbei bezeichnet |i〉 nicht mehr einen beliebigen Anfangszustand des Systems
sondern den Grundzustand, den das System vor dem Streuprozess mit der Wahr-
scheinlichkeit P = 1 annimmt. Fu¨r den Fall h¯ω1  (En − Ei) ist der Beitrag 2.
Ordnung zu vernachla¨ssigen [Schu¨lke 1991].
In der Literatur findet sich ha¨ufig noch ein weiterer Term, der zum DDSQ beitra¨gt









En − Ei + h¯ω2
∣∣∣∣∣
2
δ (Ef − Ei − h¯ω) (1.27)
Dieser Beitrag stammt von den in (1.21) nicht beru¨cksichtigten Prozessen, bei de-
nen der Photonen-Erzeuger a†~k2 auf den Anfangszustand und der Vernichter a~k1
auf den intermedia¨ren Zwischenzustand wirkt. Unter der Annahme, dass der An-
fangszustand der Grundzustand ist, kann ein solcher Prozess nie resonant werden,
da die Differenz En −Ei immer positiv ist. Dies rechtfertigt nachtra¨glich das Ver-
nachla¨ssigen solcher Prozesse in Gleichung (1.21). Im folgenden Abschnitt sollen
die Eigenschaften des DDSQ, insbesondere nahe einer Resonanz h¯ω1 ≈ (En−Ei),
betrachtet werden.
1.3 Resonant unelastische Ro¨ntgenstreuung
Der Term 1. Ordnung in Gleichung (1.26) dominiert fu¨r nicht-resonante unelasti-
sche Streuprozesse. Dagegen erfa¨hrt der Term 2. Ordnung eine resonante Versta¨r-
kung, wenn die einfallende Photonenenergie anna¨hernd gleich der Differenz zweier
Energieniveaus ist, also
h¯ω1 ≈ En − Ei. (1.28)
In einem solchen Fall spricht man von resonant unelastischer Ro¨ntgenstreuung
(RIXS) oder auch von resonanter Ro¨ntgen-Raman-Streuung.
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Physikalisch la¨sst sich der resonante Streuprozess folgendermaßen verstehen: Das
einfallende Photon mit der Energie h¯ω1 wird vom System absorbiert, wobei ein
Elektron aus einem energetisch tiefliegenden Niveau, im Folgenden allgemein als
Core-Niveau bezeichnet, in ein unbesetztes Niveau oberhalb der Fermi-Energie an-
geregt wird. Dieser Zwischenzustand besitzt eine endliche Lebensdauer und zerfa¨llt,
indem ein Elektron eines ho¨her liegenden besetzten Niveaus das entstandene Loch
im Core-Niveau wieder auffu¨llt. Die dabei frei werdende Energie wird entweder
auf ein weiteres Elektron u¨bertragen (Auger-Prozess) oder, wie in Abbildung 1.2
schematisch dargestellt, in Form eines Photons der Energie h¯ω2 abgestrahlt. Das
entstehende Emissionsspektrum entha¨lt also Informationen sowohl u¨ber die unbe-
setzten Zusta¨nde oberhalb der Fermi-Energie als auch u¨ber die besetzten Zusta¨nde,










Abbildung 1.2: Schematische Darstellung der resonant unelastischen Streuung.
Die resonante Versta¨rkung dieses Streuprozesses als Funktion der einfallenden Pho-
tonenenergie ist durch den Lorentzfaktor
L1(ω1) =
1
(En − Ei − h¯ω1)2 + Γ2n
(1.29)
gegeben. Man erkennt, dass die Versta¨rkung fu¨r den Fall voller Resonanz mit
h¯ω1 = (En − Ei) nur durch die endliche Lebensdauerverbreiterung Γn begrenzt
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wird. Weiterhin ist es wichtig festzustellen, dass fu¨r den ersten Schritt, der Ab-
sorption eines Photons und den hierdurch induzierten U¨bergang des Elektronen-
systems in den intermedia¨ren Zwischenzustand |n〉, die Energieerhaltung nicht er-
fu¨llt sein muss. Prinzipiell tragen alle Zwischenzusta¨nde zum DDSQ bei, erfah-
ren jedoch durch (1.29) eine Gewichtung, sodass Beitra¨ge von Zusta¨nden, fu¨r die
|En−Ei− h¯ω1|  Γn ist, vernachla¨ssigbar sind. Da Γn selbst bei einem Core-Loch
Zustand nur wenige eV betra¨gt, ist die Anzahl der Zwischenzusta¨nde, die einen
relevanten Beitrag zum DDSQ liefern, gering.
Um in einem einfachen Modell den Zusammenhang zwischen der elektronischen
Struktur des Systems und dem Emissionsspektrum als Funktion von h¯ω2 zu ver-













unabha¨ngig von h¯ω1 und h¯ω2 sind. Weiterhin ist zu beru¨cksichtigen, dass nicht
nur der intermedia¨re Zwischenzustand |n〉, sondern auch der Endzustand |f〉 eine
endliche Lebensdauer besitzt. Analog zur Behandlung des Zwischenzustandes bei
der Herleitung von Gleichung (1.25) addiert man in Gleichung (1.23) die imagina¨re
Lebensdauerverbreiterung iΓf zur Energie des Endzustands Ef und erha¨lt dadurch
anstatt der Deltafunktion (1.24) einen zweiten Lorentzfaktor
L2(ω1, ω2) =
1
(Ef − Ei − h¯(ω1 − ω2))2 + Γ2f
. (1.31)
Schließlich ersetzt man noch die Summation u¨ber alle Zwischenzusta¨nde |n〉 durch
eine Energieintegration unter Verwendung der energetischen Zustandsdichte ρ()










Zur Deutung dieses Ausdrucks beno¨tigt man noch die Abha¨ngigkeit von Ei, Ef und
En von der Integrationsvariablen  und die Verknu¨pfung mit den charakteristischen
Bindungsenergien des Systems. Diese ergibt sich fu¨r den konkreten Fall einer Kα-
Emission, also einem U¨bergang |2p〉 → |1s〉, aus der Abbildung 1.3. Man erha¨lt:
En − Ei = − E1s
Ef − Ei = − E2p. (1.34)
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Abbildung 1.3: Definition der an der Kα-Emission beteiligten Energieniveaus. Die
Energieachse wird so gewa¨hlt, dass EFermi = 0 ist. Die Bindungsenergien E1s und
E2p sind demnach negativ.
Damit entsprechen die Gro¨ßen
x = − E1s − h¯ω1
y = − E2p − h¯(ω1 − ω2) (1.35)
den Argumenten der Lorentzfunktionen in Gleichung (1.32), was durch das Ein-
zeichnen der entsprechenden Lorentzfunktionen in Abbildung 1.3 angedeutet wer-
den soll. Das Emissionsspektrum ist also gegeben durch
Iω1(ω2) ∝
∫
ρ()An(− E1s − h¯ω1)Af (− E2p − h¯ω1 + h¯ω2) d. (1.36)
Zur Diskussion dieses Ergebnisses werden im Folgenden zwei Grenzfa¨lle der Zu-
standsdichte ρ() betrachtet.
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Fall 1: Anregung in ein scharfes Energieniveau
Nimmt man an, dass es nur einen einzelnen, energetisch scharfen unbesetzten Zu-
stand bei E = 0 gibt, so la¨sst sich die Zustandsdichte schreiben als
ρ() = δ(− 0) . (1.37)
Man erha¨lt fu¨r das Emissionsspektrum
Iω1(ω2) ∝ An(0 − E1s − h¯ω1)Af (0 − E2p − h¯ω1 + h¯ω2) . (1.38)
Der erste Faktor An ist nicht von ω2 abha¨ngig. Beim zweiten Faktor Af handelt
sich um eine Lorentzfunktion mit dem Maximum bei
h¯ωmax2 = h¯ω1 + E2p − 0. (1.39)
Die Position des Maximums im Emissionsspektrum ist also abha¨ngig von der Ener-
gie der einfallenden Photonen h¯ω1. Bei A¨nderung von h¯ω1 verschiebt sich das Ma-
ximum auf der h¯ω2-Skala linear, was als Raman-Shift bezeichnet wird.
Die Intensita¨t im Maximum des Emissionsspektrums Iω1(ω
max
2 ) wird durch den
Faktor An in (1.38) bestimmt. Dieser ist ebenfalls von h¯ω1 abha¨ngig und wird fu¨r
h¯ωmax1 = E1s − 0 maximal.
Fall 2: Anregung in ein Kontinuum
Liegt ein strukturloses Kontiuum von unbesetzten Zusta¨nden vor, welches bei
 = 0 ≥ EFermi einsetzt, so schreibt man fu¨r die Zustandsdichte
ρ() = θ(− 0) , (1.40)








θ(E1s + h¯ω1 − 0 − ˜)An(˜)︸ ︷︷ ︸
I1(˜)




Hierbei wurde die Substitution ˜ = E1s+h¯ω1− durchgefu¨hrt, sowie die Symmetrie
An(˜) = An(−˜) ausgenutzt. I1(˜) ist eine bei ˜ = 0 zentrierte Lorentzfunktion, die
durch die Stufenfunktion an der Stelle ˜c = E1s + h¯ω1 − 0 abgeschnitten wird.
I2(h¯ω2− ˜) ist eine Lorentzfunktion, die an der Stelle ˜ = E1s−E2p+ h¯ω2 zentriert
ist. Das Emissionsspektrum ergibt sich aus der Faltung der beiden Funktionen I1
und I2. Zur Veranschaulichung der Gestalt und der Position beider Funktionen sind
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ε∼
E1s+ -ωh ε  1 0 E1s E2p- + ωh 2
ε∼
∼ε = 0 E1s E2p- + ωh 2
Abbildung 1.4: Veranschau-
lichung des Faltungsinte-
grals 1.41 zur Berechnung
des Fluoreszenzspektrums.
Die Intensita¨t Iω1(ω2) des
Emissionsspektrums ergibt
sich aus dem Integral des
Produktes beider Funk-
tionen, dem sogenannten
U¨berlapp. Die Position der
schmalen Lorentzfunktion
ist von ω2 abha¨ngig. Oben:
˜c < 0. Der U¨berlapp
wird maximal, wenn die
Lorentzfunktion I2 (rechts)
etwas links der Sprungstelle
der Funktion I1 (links)
zentriert ist. Unten: ˜c > 0
Maximaler U¨berlapp, wenn
I2 bei ˜ = 0 zentriert ist.
diese in Abbildung 1.4 fu¨r die Fa¨lle ˜c < 0 (oben) und ˜c > 0 (unten) dargestellt.
Da die Lebensdauerverbreiterung des 1s-Niveaus deutlich gro¨ßer ist als die des 2p-
Niveaus2, kann angenommen werden, dass I2 wesentlich schmaler ist als I1. Man
erha¨lt fu¨r die Position des Maximums des Emissionsspektrums:
h¯ωmax2 ≈
{
E2p + h¯ω1 − 0 fu¨r h¯ω1 ≤ 0 − E1s
E2p − E1s fu¨r h¯ω1 > 0 − E1s (1.42)
Fu¨r einfallende Photonenenergien kleiner als 0 − E1s erha¨lt man ebenfalls eine
lineare Raman-Shift. Sobald aber die volle Resonanz erreicht und u¨berschritten
ist, bleibt die Position des Maximums des Emissionsspektrums konstant.
Die beiden untersuchten Beispiele stellen die Grenzfa¨lle einer realen Zustands-
dichte dar, in der weder unendlich scharfe Energieniveaus noch ein strukturloses
Kontinuum vorkommt. Prinzipiell la¨sst sich aber auch im allgemeinen Fall die
2Fu¨r Kupfer gilt zum Beispiel: Γ1s = 0.775 eV , Γ2p1/2 = 0.31 eV , Γ2p3/2 = 0.28 eV
[Zschornack 1989]
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Zustandsdichte aus den Emissionsspektren gewinnen, sofern die Lebensdauerver-
breiterungen und Energieeigenwerte des Zwischenzustands und des Endzustands
bekannt sind (siehe zum Beispiel [Wittkop 2000]).
Ein Vorteil dieser Spektroskopiemethode liegt in der hohen Eindringtiefe des hoch-
energetischen Ro¨ntgenlichts, welche selbst bei Anregungen nahe einer Absorpti-
onskante in der Gro¨ßenordnung mehrerer Mikrometer liegt. Oberfla¨chenverunrei-
nigungen oder mikroskopische Inhomogenita¨ten in der Probe haben daher nur
einen vernachla¨ssigbaren Einfluss auf das Messergebnis. Weiterhin ermo¨glicht die
resonante Streuung durch die Auswahl der Energie der einfallenden Photonen die
sogenannte Elementselektivita¨t, also die gezielte Untersuchung eines bestimmten
Elements in einer Umgebung aus Fremdatomen.
Da die resonante Ro¨ntgen-Raman-Streuung Photonen als Sonde benutzt, ist es im
Gegensatz zu Methoden der Photoemissionsspektroskopie (PES) nicht notwendig,
die Gesamtzahl der Elektronen im System zu a¨ndern. Bei der Untersuchung iso-
lierender oder halbleitender Materialien kann es nicht zu einer Beeinflussung der
Ergebnisse durch die elektrische Aufladung der Probe kommen, was bei der PES
ha¨ufig ein Problem darstellt.
Schließlich ist zu betonen, dass bei der RIXS zuvor unbesetzte Zusta¨nde nur als
Folge elektronischer Anregungen besetzt werden. Dies ist besonders bei stark kor-
relierten Systemen von Vorteil, da hier das Einbringen eines zusa¨tzlichen Elektrons
wie bei der inversen Photoemission zu einer grundlegenden A¨nderung der elektro-
nischen Struktur durch starke Elektron-Elektron Wechselwirkungen fu¨hrt. Hierauf





In diesem Kapitel sollen die elektronischen Eigenschaften von U¨bergangsmetall-
verbindungen diskutiert, sowie die elektronische und kristalline Struktur von CuO
beschrieben werden.
2.1 Grenzen der Dichtefunktionaltheorie
Die Berechnung der elektronischen Struktur eines Systems geho¨rt zu den wichtig-
sten Aufgaben der theoretischen Festko¨rperphysik. Hierbei spielt die sogenannte
Dichtefunktionaltheorie (DFT) eine bedeutenden Rolle. Sie basiert auf dem Theo-
rem von Hohenberg und Kohn, welches besagt, dass die Gesamtenergie eines Sy-
stems von wechselwirkenden Elektronen in einem a¨ußeren Potential ein Funktional
der Elektronendichte ρ(~r ) ist. Die Elektronendichte des Grundzustands ρ0(~r ) mi-
nimiert die Gesamtenergie [Singh 1994], also
E[ρ] ≥ E0 = E[ρ0]. (2.1)
Leider ist die Form des Funktionals E[ρ] im Allgemeinen unbekannt und muss





ϕ∗i (~r )ϕi(~r ) , (2.2)
wobei u¨ber alle besetzten Zusta¨nde summiert wird. Die ϕi(~r ) sind die sogenannten
Kohn-Sham Orbitale und lo¨sen die Kohn-Sham Gleichungen:(
T + Vei(~r ) + VH(~r ) + Vxc(~r )
)
ϕi(~r ) = i ϕi(~r ). (2.3)
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Dabei ist T die kinetische Energie, Vei(~r ) die Coulomb-Energie der Elektronen
im Kernpotential und VH(~r ) der Hartree Teil der Elektron-Elektron Coulomb-
Wechselwirkung





|~r − ~r ′| . (2.4)
Vxc(~r ) ist das unbekannte Austausch-Korrelations-Potential, fu¨r das eine geeignete
Na¨herung eingesetzt werden muss.
Die Kohn-Sham Gleichungen ermo¨glichen die iterative Berechnung der elektroni-
schen Struktur des Grundzustandes. Dabei lo¨st man das Gleichungssystem unter
Verwendung der Elektronendichte ρ(n−1)(~r ), welche aus dem vorhergehenden Ite-
rationsschritt (n − 1) bekannt ist. Als Ergebnis erha¨lt man einen neuen Satz von
Einteilchen-Wellenfunktionen ϕi(~r ) mit den zugeho¨rigen Energieeigenwerten i.
U¨ber Gleichung (2.2) erha¨lt man daraus eine neue Elektronendichte ρ(n)(~r ) und
wiederholt den Zyklus bis zur Selbstkonsistenz, also solange, bis sich keine weiteren
A¨nderungen an der Ladungsdichte ergeben. Als Ergebnis dieses Prozesses erha¨lt
man die Energieeigenwerte der Wellenfunktionen, die sich in Form der Bandstruk-
tur darstellen lassen.
Ein entscheidendes Problem dieser Methode ist die Na¨herung des nicht-lokalen
Austausch-Korrelations-Potentials Vxc(~r ). Ha¨ufig wird dieser Beitrag im Rahmen
der local density approximation (LDA) durch das lokale Austauschpotential eines
homogenen Elektronengases ersetzt. Obwohl diese Na¨herung bei schwach korre-
lierten Systemen in der Regel zu guten Vorhersagen der Einteilchen-Bandstruktur
fu¨hrt, stimmen die Berechnungen der elektronischen Struktur von stark korrelier-
ten Systemen ha¨ufig nicht mit den experimentellen Befunden u¨berein. Der Grund
hierfu¨r liegt zum einen in der Na¨herung der Vielteilchenwechselwirkung durch ein
effektives Einteilchen-Potential und zum anderen daran, dass die unbesetzen Zu-
sta¨nde keinen Beitrag zu den Iterationen des Selbstkonsistenz-Zyklusses liefern. Bei
einem gegebenen Potential werden alle Energieeigenwerte des Hamiltonoperators
berechnet und fu¨r die N niedrigsten Eigenwerte werden die zugeho¨rigen Eigenzu-
sta¨nde als besetzt angenommen. N ist dabei die Anzahl der Elektronen im System.
Im na¨chsten Iterationszyklus tragen somit nur die Wellenfunktionen der besetzten
Zusta¨nde zur Elektronendichte und damit zum neuen Potential bei. Bei Erreichen
der Selbstkonsistenz sind die unbesetzten Zusta¨nde also Lo¨sungen im Potential
des Grundzustandes des N-Elektronensystems. Eine A¨nderung dieses Potentials
bei Entfernen eines Elektrons aus einem besetzten Zustand oder bei Hinzufu¨gen
eines Elektrons in einen zuvor unbesetzten Zustand wird nicht beru¨cksichtigt.
Ein gutes Beispiel fu¨r das Versagen der DFT bei der Betrachtung hochkorrelierter
Systeme sind U¨bergangsmetallverbindungen, bei denen eine nicht abgeschlosse-
ne d-Schale zu starken d-d Wechselwirkungen fu¨hrt. Ladungsfluktuationen des
Typs dNi d
N
j → dN−1i dN+1j (N ist hier die mittlere Anzahl von d-Elektronen pro
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U¨bergangsmetallatom, i und j sind zwei verschiedene Gitterpla¨tze), die bei d-
artigen Leitern den Prozess des Ladungstransportes beschreiben, werden durch
Zweiteilchen Coulomb-Wechselwirkungen beeinflusst, die die DFT nicht beru¨ck-
sichtigt [Sawatzky 1984]. So ergeben LDA Rechnungen fu¨r zweiwertiges Kupfer-
oxid (CuO) einen d-Leiter [Grioni 1989], wa¨hrend man experimentell eine Band-
lu¨cke von 1.4 eV findet [Koffyberg 1982]. Alternative Ansa¨tze zur Berechnung der
elektronischen Struktur korrelierter Systeme werden in den Abschnitten 2.3 und
2.4.1 diskutiert. Zuna¨chst soll jedoch eine formale Beschreibung solcher Systeme
vorgestellt werden, die gleichzeitig die Verknu¨pfung der elektronischen Struktur
mit experimentell zuga¨nglichen Messgro¨ßen herstellt.
2.2 Formale Beschreibung korrelierter Systeme
Eine fundamentale Gro¨ße zur Beschreibung der elektronischen Struktur eines Fest-
ko¨rpers ist die sogenannte spektrale Dichtefunktion (SDF), die die Wahrscheinlich-
keit dafu¨r angibt, ein Elektron mit dem Wellenvektor ~k in das System einzubringen
oder aus diesem zu entfernen, wobei sich die Energie des Systems um h¯ω a¨ndert.








∣∣∣〈N+f |c†~k|N0〉∣∣∣2 δ(h¯ω − E+f + E0) (2.5)
Hierbei bezeichnet |N0〉 den Grundzustand des N-Elektronensystems mit der Ener-
gie E0. |N−f 〉 und |N+f 〉 sind mo¨gliche Endzusta¨nde des (N-1)- bzw. (N+1)-
Elektronensystems, E−f und E
+
f sind die zugeho¨rigen Energien. Die Summation
ersteckt sich u¨ber alle mo¨glichen Endzusta¨nde. c†~k erzeugt ein Elektron mit dem
Wellenvektor ~k und c~k ist der entsprechende Vernichter. Fu¨r den Fall unkorrelierter
Systeme vereinfacht sich (2.5) zu:
A0(~k,h¯ω) = δ(h¯ω − E0~k), (2.6)
wobei E0~k die Einteilchenenergie eines Elektrons mit Wellenvektor
~k ist. In diesem
Fall entspricht A0(~k,h¯ω) der Einteilchen-Bandstuktur.
Eine Mo¨glichkeit, die SDF experimentell zu bestimmen, ist die winkelaufgelo¨-
ste Photoemissionsspektroskopie (Angular Resolved Photoemission Spectroscopy,
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ARPES) fu¨r den Bereich besetzter Zusta¨nde, bzw. die winkelaufgelo¨ste inver-
se Photoemissionsspektroskopie (Angular Resolved Inverse Photoemission Spec-
troscopy, ARIPES) fu¨r den Bereich der unbesetzten Zusta¨nde. Nimmt man an,
dass die kinetische Energie des ausfallenden (einfallenden) Photoelektrons groß
ist, man also dessen Wechselwirkung mit dem u¨brigen System wa¨hrend und nach
dem Photoemissionsprozess vernachla¨ssigen kann (sudden approximation), la¨sst
sich die Einteilchen-Wellenfunktion Φ des Photoelektrons von der Vielteilchen-
Wellenfunktion Ψ(N − 1) des u¨brigen Systems abseparieren. Man erha¨lt in dieser




|〈Φf,Ekin|~r |Φi,~k〉 |2A(~k,E) (2.7)
Φi,~k ist die Einteilchen-Wellenfunktion des Photoelektrons mit Wellenvektor
~k vor
dem Prozess, Φf,Ekin die Wellenfunktion des freien Photoelektrons mit der kineti-
schen Energie Ekin nach dem Prozess, wobei u¨ber alle Wellenvektoren, Anfangs-
und Endzusta¨nde summiert wird.
Im Gegensatz zu dieser recht einfachen Beziehung zwischen der SDF und der In-
tensita¨t eines Photoemissionsspektrums besteht bei der unelastischen Ro¨ntgen-
streuung ein komplexer Zusammenhang zwischen der Messgro¨ße, dem sogenannten
dynamischen Strukturfaktor S(~q, ω), und der Faltung der SDF des Grundzustan-
des A(~k,E) mit der SDF des angeregten Zustandes A(~k + ~q, E + h¯ω). Es gilt
[Sternemann 2000]:
S(~q,ω) = − 1
pi














A(~k,E)A(~k + ~q,E + h¯ω) (2.9)
χ(~q,ω) ist die Polarisationsfunktion, χsc(~q,ω) die effektive Polarisationsfunktion
und v(q) = 4pie
2
|~q |2 die Fouriertransformierte des Coulomb-Potentials. ~q und h¯ω sind
der Impuls- und der Energieu¨bertrag.
Die Faltung der beiden SDF berschreibt das Vernichten eines Zustandes mit
E < EF in Kombination mit dem Erzeugen eines Zustandes mit E > EF. Im
Unterschied zur winkelaufgelo¨sten Photoemission erha¨lt man damit auch Zugang
zu Anregungsprozessen, bei denen die Ladungserhaltung im System gilt und welche
fu¨r viele wichtige Eigenschaften entscheidend sind (z.B. Wa¨rmeleitung, Leitfa¨hig-
keit, optische Eigenschaften).
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2.3 Die Bandlu¨cke bei
U¨bergangsmetallverbindungen
In einem sehr einfachen Modell kann man annehmen, dass der Ladungstrans-
port in einem System stark lokalisierter d-Elektronen auf Ladungsfluktuationen
des Typs dNi d
N
j → dN−1i dN+1j basiert, wobei effektiv ein Elektron vom Gitterplatz i
zum Gitterplatz j transportiert wird. Da hierdurch zwei lokalisierte Ladungen er-
zeugt werden ist einsichtig, dass dazu die Coulomb-Energie U aufgebracht werden
muss. Nimmt man weiterhin an, dass sich die beiden Ladungen durch Wechsel-
wirkung mit den na¨chsten Nachbaratomen durch den Festko¨rper bewegen ko¨nnen
(dN+1j d
N
k → dNj dN+1k bzw. dN−1i dNk → dNi dN−1k ), so erha¨lt man durch diese Delokalisa-
tion zwei schmale Energieba¨nder der Breite w deren Abstand durch U gegeben ist.
Unterhalb der Fermienergie befindet sich das Band, welches dem Entfernen eines
Elektrons (dN → dN−1) entspricht und das als unteres Hubbard Band (UHB) be-
zeichnet wird. Analog befindet sich oberhalb der Fermienergie das obere Hubbard
Band (OHB), welches das Hinzufu¨gen eines Elektrons (dN → dN+1) beschreibt.
Da die oben beschriebene Ladungsfluktuation beide Prozesse kombiniert, la¨sst sie
sich auch als ein direkter U¨bergang vom UHB in das OHB auffassen. Man er-
ha¨lt einen d-Leiter, wenn der Abstand U der beiden Ba¨nder kleiner ist als ihre




(wN−1 + wN+1) ≈ w. (2.10)
Andernfalls erha¨lt man einen Halbleiter oder Isolator. Die A¨nderung der Band-
breite, z.B. durch Variation der Gitterkonstanten durch Temperatur- oder Druck-
a¨nderung, kann somit einen Mottschen Metall-Isolator U¨bergang hervorrufen.
Im Widerspruch zu diesem Modell zeigt sich jedoch, dass Verbindungen der schwe-
ren 3d-U¨bergangsmetalle (Co, Ni, Cu) ha¨ufig eine Abha¨ngigkeit der Bandlu¨cke
vom jeweiligen Liganden aufweisen, was nicht durch die Liganden-unabha¨ngige
Coulomb-Energie erkla¨rt werden kann [Zaanen 1985]. So besitzt z.B. CuS metal-
lischen Charakter, wa¨hrend CuO, wie bereits erwa¨hnt, ein Halbleiter mit einer
Bandlu¨cke von 1.4 eV ist. Dieses Verhalten ist ein Hinweis darauf, dass im Bereich
unterhalb der Fermienergie neben dem UHB auch Ladungsfluktuationen vom Typ
dN → dN L eine Rolle spielen. Hierbei bezeichnet L ein Loch im Liganden p-Band.
U¨berga¨nge zwischen diesem Lochband und dem OHB (dN → dN+1 L) werden als
Ladungstransfer bezeichnet. Der Abstand beider Ba¨nder ist die Ladungstransfer-
energie ∆. Ist die Coulomb-Energie U gro¨ßer als ∆, wird die Bandlu¨cke durch die





(W + w), (2.11)
















Abbildung 2.1: Die energetische Lage aller relevanten Niveaus fu¨r den Fall eines
Ladungstransfer Halbleiters. Oberes Hubbard Band (OHB) und unteres Hubbard
Band (UHB) sind durch die Coulomb-Energie U getrennt. Der Abstand des Ligan-
den p-Lochbandes vom OHB ist gleich der Ladungstransferenergie ∆, welche hier
die Bandlu¨cke bestimmt.
wobei W die Breite des Liganden p-Lochbandes ist.
Da die no¨tige Energie zum Erzeugen eines Lochs im Liganden p-Band stark von
der Elektronegativita¨t des Liganden abha¨ngt, ergeben sich die beobachteten unter-
schiedlichen Eigenschaften verschiedener Verbindungen der genannten U¨bergangs-
metalle. Abbildung 2.1 zeigt die Lage aller beteiligten Niveaus bezu¨glich der Fermi-
energie fu¨r den Fall eines Ladungstransfer-Halbleiters. Ebenfalls eingezeichnet ist
das unbesetzte Metall s-Band (dN → dNs), welches aufgrund seiner hohen Energie
fu¨r die betrachteten Prozesse keine Rolle spielt.
In diesem einfachen Modell entscheidet die Gro¨ße von U und ∆ im Vergleich zu-
einander und im Vergleich zu den Bandbreiten w und W daru¨ber, ob ein Metall
oder ein Isolator vorliegt. Zur Verdeutlichung zeigt Abbildung 2.2 das sogenannte
ZSA-Diagramm [Zaanen 1985] (nach Zaanen, Sawatzky und Allen), in dem in der
Art eines Phasendiagramms zwischen vier Bereichen unterschieden wird, fu¨r die
sich verschiedene elektronische Eigenschaften ergeben.
• Bereich A (∆ < w+W
2
): p-Metall; Beispiele: CuS, CuSe und NiSe.
Die Leitung erfolgt im Wesentlichen durch Lo¨cher im Liganden p-Band.
• Bereich B (U < w): d-Metall; Beispiele: TiO und CrO2.
Die Leitfa¨higkeit wird hier durch schwere Elektronen und Lo¨cher im Metall
d-Band hervorgerufen.
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Abbildung 2.2: Das ZSA-Diagramm. Die Bereiche A bis D im Diagramm ent-
sprechen unterschiedlichen elektronischen Eigenschaften der dort einzuordnenden
Verbindungen (vgl. Text).
• Bereich C (w+W
2
< ∆ < U): Ladungstransfer Halbleiter oder Isolatoren;
Beispiele: CuO, CuCl2 und CuBr2.
Die Bandlu¨cke ist na¨herungsweise proportional zu ∆.
• Bereich D: (w < U < ∆): Mott-Hubbard Isolatoren; Beispiele: V2O3, Ti2O3,
Cr2O3.
Die Bandlu¨cke ist na¨herungsweise proportional zu U .
In der Realita¨t sind die U¨berga¨nge zwischen den Bereichen natu¨rlich fließend und
es kommt an den Grenzlinien zu starken Hybridisierungseffekten zwischen allen
beteiligten Ba¨ndern.
Bis hierher beru¨cksichtigt man in diesem einfachen Modell nur die Konfigurationen
dN+1 eines (N+1)-Elektronensystems, dN eines N-Elektronensystems sowie dN−1
und dN L eines (N-1)-Elektronensystems. Es ergeben sich jedoch weitere Konfigu-
rationen, wenn man auch fu¨r das N- und (N+1)-Elektronensystem einen Ladungs-
transfer Prozess zula¨sst und weiterhin die Mo¨glichkeit von mehrfachen Ladungs-
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transfer Prozessen, also z.B. dN → dN+2 L2, in Betracht zieht. Zur Bestimmung
der Bandlu¨cke Eg berechnet man dann die Grundzustandsenergie E0 eines jeden
Systems und erha¨lt auf diese Weise
Eg = (E
N−1
0 − EN0 ) + (EN+10 − EN0 ). (2.12)
Zur Veranschaulichung zeigt Abbildung 2.3 die Lage der wichtigsten Konfiguratio-
nen der (N-1)-, N- und (N+1)-Elektronenzusta¨nde eines Ladungstransfer Halblei-
ters in einem Energieniveau-Diagramm.











































Abbildung 2.3: Energieniveau-Diagramm der wichtigsten Konfigurationen eines
Ladungstransfer Halbleiters. Ebenfalls eingezeichnet sind die Hybridisierungsener-
gien δx der jeweiligen Grundzusta¨nde.
Im Abstand ∆ oberhalb von dN befindet sich der Zustand mit einem einfachen
Ladungstransfer (dN+1 L). Die Bandbreite entspricht der Breite W des Liganden-
Lochbandes1. Deutlich zu ho¨heren Energien hin verschoben befindet sich der Zu-
stand mit einem zweifachen Ladungstransfer (dN+2 L2), der die Bandbreite 2W
1Zur Vereinfachung der Abbildung wird die Breite des d-Bandes sowie der Hubbard Ba¨nder
vernachla¨ssigt.
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besitzt. Ausgehend von dN+1 L muss hier nicht nur erneut die Ladungstransfer-
energie aufgebracht werden, sondern aufgrund der bereits vorhandenen Ladung
am d-Metall zusa¨tzlich noch die Coulomb-Energie U .
Der Grundzustand des (N+1)-Elektronensystems ist der dN+1 Zustand. Der ener-
getische Abstand der Zusta¨nde dN und dN+1 ist gleich der Elektronenaffinita¨t d.
Die Konfiguration mit einfachem Ladungstransfer ist um die Summe aus Ladungs-
transferenergie und Coulomb-Energie zu ho¨heren Energien hin verschoben.
Da sich das Energieniveau-Diagramm auf einen Ladungstransfer Halbleiter bezieht,
ist die Konfiguration dN−1 nicht der Grundzustand des (N-1)-Elektronensystems.
Der Grund hierfu¨r ist, dass man fu¨r einen Ladungstransfer zwar die Energie ∆
aufbringen muss, gleichzeitig aber die Coulomb-Energie U durch den Ausgleich
der positiven Ladung am Metall gewonnen wird. Da hier ∆ < U ist, erha¨lt man
einen niedrigeren Energiewert fu¨r die Konfiguration dN L, die damit den Grund-
zustand dieses Systems bildet. Der Abstand der Konfigurationen dN und dN L ist
gleich der ersten Ionisierungsenergie L des Liganden. Hieraus ergibt sich, dass die
Ladungstransferenergie gegeben ist durch
∆ = d + L. (2.13)
Ausgehend von dN L erfordert ein weiterer Ladungstransfer das Aufbringen der
Energie ∆ und, um einen dritten Ladungstransfer durchzufu¨hren und zur Konfi-
guration dN+2 L3 zu gelangen, die Energie U +∆.
Unter Verwendung von Gleichung (2.12) und unter Beru¨cksichtigung der unter-
schiedlichen Grundzustandshybridisierungsenergien δN−1, δN und δN+1 erha¨lt man
damit die Bandlu¨cke
Eg = (δN + L − δN−1) + (δN + d − δN+1)
= ∆ + 2δN − δN−1 − δN+1. (2.14)
Obwohl diese bisher rein pha¨nomenologische Beschreibung von U¨bergangsmetall-
verbindungen eine Erkla¨rung fu¨r die unterschiedlichen elektronischen Eigenschaf-
ten der einzelnen Verbindungen anhand einiger weniger Parameter liefert, ist noch
unklar, wie diese Parameter zu berechnen sind. Weiterhin ist offen, wie die Wech-
selwirkung verschiedener Konfigurationen beru¨cksichtigt werden kann, also z.B.
die Mischung von dN und dN+1L im Grundzustand. Hier stellt der bisherige, rein
ionische Ansatz, also die Zuordung eines Elektrons entweder zu einem Metallatom
oder zu einem Ligandenatom, sicherlich eine zu grobe Na¨herung dar.
Im na¨chsten Abschnitt wird daher ein kurzer U¨berblick u¨ber Ansa¨tze gegeben, mit
denen eine quantitative Berechnung der elektronischen Struktur einschließlich der
vorhandenen Parameter mo¨glich ist.
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2.4 Berechnung der elektronischen Struktur
2.4.1 Atomare Multiplettrechnungen
Ist eine Schale eines Atoms nicht vollsta¨ndig gefu¨llt, so ergeben sich fu¨r die N
vorhandenen Elektronen verschiedene Mo¨glichkeiten der Kopplung der einzelnen
Bahndrehimpulse Li und Spins Si zu einem gesamten Bahndrehimpuls L und einem
Gesamtspin S. Unter Beru¨cksichtigung des Pauli Verbots erha¨lt man beispielsweise
fu¨r das System d2 45 mo¨gliche Kombinationen der beiden d-Orbitale, welche sich
zu 2S+1L = 1S, 3P, 1D, 3F und 1G zusammenfassen lassen2 [de Groot 1991].
Aufgrund unterschiedlicher Coulomb- und Austauschenergien verschiedener Kon-
figurationen ergibt sich eine Multiplett Aufspaltung. Um diese zu berech-
nen entwickelt man zuna¨chst den 1/r Term der Elektron-Elektron Coulomb-
Wechselwirkung in eine Reihe von Legendre Polynomen [Cowan 1981]:
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~r1 und ~r2 sind die Orte der beiden wechselwirkenden Elektronen und θ ist
der Winkel zwischen beiden Ortsvektoren. r< (und analog r>) ist definiert als
r< = min (|~r1|; |~r2|). Pk ist das Legendre Polynom k-ten Grades.
Fu¨r den Radialteil des Coulomb-Matrixelementes U(a,b,c,d) = 〈ab|2e/r12|cd〉 er-








R∗a(r1)R∗b(r2)Rc(r1)Rd(r2) dr1 dr2 (2.16)
Hierbei fasst a = (n,l) (und analog b,c und d) die Haupt- und Drehimpuls-
quantenzahl des a-ten Elektrons zusammen. Ra(r) ist dessen Radialwellenfunk-
tion. Im verallgemeinerten Fall (2.16) wird ha¨ufig zwischen den Coulomb-Termen
F k(a,b) = Rk(ab,ab) und den Austausch-Termen Gk(a,b) = Rk(ab,ba) unterschie-
den.
Weiterhin fu¨hrt die Winkelintegration des Matrixelements zu Auswahlregeln, so-
dass nur wenige der Slater-Integrale tatsa¨chlich zur Coulomb-Energie beitragen.
Im Fall einer reinen d-d Wechselwirkung sind dies die drei Coulomb-Terme F 0, F 2
und F 4, die in der Literatur ha¨ufig auch durch die sogenannten Racah-Parameter
ausgedru¨ckt werden. Diese sind definiert durch [Cowan 1981]:
A = F 0 − F 4/9 (2.17)
2Die Drehimpulse L=0,1,2,3,... werden hierbei wie u¨blich mit S, P, D, F,... bezeichnet
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B = (9F 2 − 5F 4)/441 (2.18)
C = 5F 4/63 (2.19)
Als direkte Konsequenz der Elektron-Elektron Coulomb-Wechselwirkung erfu¨llt
die Konfiguration mit der niedrigsten Energie die Hundschen Regeln:
1. S ist maximal.
2. Unter Beru¨cksichtigung von Punkt 1 ist L maximal.
3. Fu¨r mehr (weniger) als halb gefu¨llte Schalen koppeln L und
S zum Gesamtdrehimpuls J = L+ S (J = |L− S|).
U¨bertragen auf das Beispiel eines d2 Systems bedeutet dies, dass die Konfiguration
2S+1LJ =
3F2 die niedrigste Energie besitzt und damit den Grundzustand darstellt.
Die Reihenfolge der Energien der anderen Konfigurationen geht allerdings aus den
Hundschen Regeln nicht hervor.
2.4.2 Kristallfeldaufspaltung
Befindet sich das betrachtete Atom in einem Kristall, kann die Aufhebung der
Entartung durch das Kristallfeld zu einem Grundzustand fu¨hren kann, der nicht
den Hundschen Regeln entspricht. Abbildung 2.4 zeigt die Kristallfeldaufspaltung
des Grundzustands eines d8 Systems in verschiedenen Kristallfeldsymmetrien. Dem
freien Atom entspricht ein spha¨risches Kristallfeld ohne Auszeichnung einer Rich-
tung. Der Grundzustand ist der Zustand 3F, den man bereits fu¨r das d2 System
erhalten hat. Hierbei zeigt sich die Analogie zwischen einem System mit zwei Elek-
tronen in einer ansonsten leeren Schale und einem System mit zwei Lo¨chern in einer
ansonsten vollen Schale. Ein Unterschied ergibt sich lediglich bei der Kopplung L
und S zum Gesamtdrehimpuls J gema¨ß der dritten Hundschen Regel. In der Ab-
bildung erkennt man zwei jeweils fu¨nffach entartete Energieniveaus, die durch die
Elektron-Elektron Coulomb-Wechselwirkung aufgespalten sind, wodurch sich ein
vollsta¨ndig besetztes Spin-up Niveau (Majorita¨tsspin) und ein zweifach unbesetz-
tes Spin-down Niveau (Minorita¨tsspin) ergibt.
Im kubischen Kristallfeld spaltet jedes dieser Niveaus in ein zweifach entartetes
Niveau mit eg Symmetrie (dx2−y2 , d3z2−r2) und ein dreifach entartetes Niveau mit
t2g Symmetrie (dxy,dyz, dxz) auf. Im Grundzustand der Symmetrie
3A2g ist das eg
Niveau des Minorita¨tsspins unbesetzt, das System koppelt also nach wie vor zu
S = 1.





















Abbildung 2.4: Kristallfeldaufspaltung in spha¨rischer, kubischer und tetragonaler
Symmetrie. Letztere fu¨hrt zu einem Grundzustand mit S = 0. Die Symmetrien
der Ein-Elektronen Zusta¨nde werden mit kleinen Buchstaben, die Symmetrie des
N-Elektronen Grundzustandes des jeweiligen Kristallfeldes mit großen Buchstaben
bezeichnet.
Dies a¨ndert sich, wenn die Symmetrie im tetragonalen Kristallfeld weiter einge-
schra¨nkt wird. eg spaltet in b1g (dx2−y2) und a1g (d3z2−r2) auf und t2g spaltet in
b2g (dxy) und ein zweifach entartetes eg Niveau (dxz, dyz) auf. Im Grenzfall eines








also nach wie vor der Triplett Zustand (S = 1), der der ersten Hundschen Regel
entspricht. Bei hinreichend starkem Kristallfeld tauschen jedoch das b1g Niveau
des Majorita¨tsspins und das a1g Niveau des Minorita¨tsspins ihre Reihenfolge im
Energieniveauschema. Wie in Abbildung 2.4 dargestellt, ergibt sich in diesem Fall







Obwohl man mithilfe der atomaren Multiplettrechnungen sowohl die durch
Elektron-Elektron Wechselwirkung hervorgerufene Multiplettaufspaltung erha¨lt,
als auch die lokale Symmetrie des Kristallfeldes beru¨cksichtigen kann, ist es in
diesem Modell nicht mo¨glich, Wechselwirkungen zwischen na¨chsten Nachbarn im
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Gitter oder die Hybridisierung der Metallatome mit ihren Liganden zu beru¨cksich-
tigen. Dies wird jedoch durch verschiedene Hubbard Modelle geleistet, in denen
Modell Hamilton-Operatoren die genannten Beitra¨ge explizit enthalten. Ausgangs-
punkt fu¨r die Beschreibung des Elektronensystems sind experimentelle Befunde
und diejenigen Vorhersagen der DFT, die trotz der beschriebenen Schwa¨chen dieser
Methode als gesichert angenommen werden ko¨nnen. So stellt man beispeilsweise fu¨r
zweiwertige U¨bergangsmetalloxide wie CoO, NiO oder CuO fest [Sawatzky 1990]3:
• Die 4s- und 4p-Ba¨nder des U¨bergangsmetalls sind vollsta¨ndig unbesetzt und
liegen weit oberhalb der Fermienergie.
• Das Liganden Valenz-s-Band ist vollsta¨ndig gefu¨llt und liegt weit unterhalb
der Fermienergie.
• Nahe der Fermienergie liegt das besetzte Liganden p-Band sowie das teilweise
besetzte Metall 3d-Band.
• Die d-Ba¨nder sind sehr schmal; d-Elektronen ko¨nnen als stark lokalisiert
angenommen werden.
Aufgrund dessen kann man sich in einem Modell des Systems in guter Na¨herung
auf die 3d-Elektronen des U¨bergangsmetalls sowie die p-Valenzelektronen des Li-
ganden beschra¨nken. Vernachla¨ssigt man weiterhin Wechselwirkungen von Metall
d-Orbitalen an verschiedenen Gitterpla¨tzen, so erha¨lt man das sogenannte Ander-
son Gitter Modell oder p-d Modell [Mizokawa 1996]4:













































3Die U¨berlegungen in [Sawatzky 1990] beziehen sich auf NiCl2, lassen sich aber auf die er-
wa¨hnten U¨bergangsmetalloxide direkt u¨bertragen
4Eine etwas andere Darstellung des Modells findet sich in [Mizokawa 2000]
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Hierbei erzeugt d†i,m ein d-Elektron der Energie 
0
d am Ort i im Orbital m.
di,m ist der entsprechende Vernichter. U(m1,m2,m3,m4) ist die Elektron-Elektron
Coulomb-Energie, welche sich, wie in Abschnitt 2.4.1 beschrieben, durch die Racah-
Parameter A,B und C ausdru¨cken la¨sst. p†~k,n erzeugt einen Blochzustand mit der
Energie p(~k), der sich aus der ebenen Welle mit Wellenvektor ~k und n-ten p-
Orbital zusammensetzt. Analoges gilt fu¨r d†~k,m und die entsprechenden Vernichter.
V pp und V pd sind die p-p und die p-d Hybridisierungsenergien.
Eine wichtige Vereinfachung dieses Modells besteht in der Beschra¨nkung der Sum-
mation u¨ber die Gitterpla¨tze i auf wenige oder einen einzelnen Ort. Man erha¨lt das
sogenannte Anderson Impurity Modell, welches seinen Namen aus der Vorstellung
gewinnt, dass man die Auswirkung einer
”
Verunreinigung“ des reinen Ligandengit-
ters durch einige wenige Metallatome studiert.
Schließlich kann man auch noch die Gitterperiodizita¨t des Liganden vernachla¨s-
sigen und sich auf einige na¨chste Nachbarn der wenigen oder des einzelnen Me-
tallatoms beschra¨nken. Die Summation u¨ber die Bloch-Vektoren wird dabei durch
eine Summation u¨ber die Gitterpla¨tze des Liganden ersetzt. Als Beispiel sollen im
Folgenden die wichtigsten Ansa¨tze einer solchen Cluster Rechnung fu¨r den Fall
eines (CuO4)
6− Clusters diskutiert werden.
2.4.4 Eine Cluster Rechnung fu¨r CuO
Die in diesem Abschnitt beschriebene Rechnung wurde von Eskes et al [Eskes 1990]
durchgefu¨hrt. Der zugrunde liegende Cluster besteht aus einem Kupferatom, wel-
ches quadratisch-planar von vier Sauerstoff Atomen umgeben ist. Da man von
zweiwertigem Kupfer ausgeht (d9 Konfiguration), la¨sst sich das System als ein
einzelnes Loch in einer der ansonsten vollsta¨ndig gefu¨llten Schalen darstellen. Je-
des Sauerstoffatom ist zweifach negativ geladen, fu¨r den gesamten Cluster ergibt
sich also eine sechsfache negative Ladung. Abbildung 2.5 zeigt die Geometrie des
Systems, sowie die beteiligten Cu d- und O p-Orbitale5.
Die Basisfunktionen des Ein-Loch-Zustandes, die den irreduziblen Darstellungen
der D4h Punktgruppe entsprechen, werden durch die Quantenzahlm unterschieden.
Eine Zuordung der Cu d-Orbitale bzw. der Linearkombinationen der O p-Orbitale
zu den entsprechenden irreduziblen Darstellungen m findet sich in Tabelle 2.1.
Eine erhebliche Vereinfachung des Hubbard Hamilton-Operators fu¨r dieses Sys-
tem ergibt sich aus der Tatsache, dass die Zweiteilchen Coulomb-Wechselwirkungen
aufgrund des einzelnen Lochs wegfallen (U(m1,m2,m3,m4) = 0). Weiterhin kann
die p-p Hybridisierungsenergie V pp(m,m′) durch die Ausfu¨hrung der m′ Summa-
5Aus Gru¨nden der U¨bersichtlichkeit wurde auf die Darstellung der Cu dxz und dyz Orbitale
sowie der O pz Orbitale verzichtet.









































Abbildung 2.5: Die in der Rechnung benutzten Cu und O Orbitale des (CuO4)
6−
Clusters. Nicht gezeigt sind das O pz und die Cu dxz und dyz Orbitale.
tion fu¨r jedes m explizit berechnet und mit der Energie 0p des unhybridisierten
p-Lochs zu einer effektiven Energie p(m) zusammengefasst werden. Nimmt man
weiter an, dass die Kristallfeldaufspaltung vernachla¨ssigbar ist, so haben alle un-
hybridisierten d-Orbitale dieselbe Energie 0d, die man gleich Null setzen kann. Die
Energie eines Lochs in einem unhybridisierten O p-Orbital ist dann gleich der La-
dungstransferenergie ∆.
Sowohl die p-p als auch die p-d Hybridisierungsenergie lassen sich fu¨r jedes m















V pd(m)(d†m pm + p
†
m dm) (2.24)
Hierbei wurde die p-d Hybridisierung zwischen Orbitalen mit verschiedenem m als
vernachla¨ssigbar angenommen. In Tabelle 2.2 sind die Werte von d, p und V
pd
fu¨r alle m angegeben.
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irreduzible




a1g d3z2−r2 (px1 + py2 − px3 − py4)/
√
4
b1g dx2−y2 (px1 − py2 − px3 + py4)/
√
4
b2g dxy (py1 + px2 − py3 − px4)/
√
4





Tabelle 2.1: Die Basisfunktionen des Ein-Loch-Zustandes und ihre Zuordnung zu
den irreduziblen Darstellungen der D4h Punktgruppe.
d(m) = p(m) = V
pd(m) =
m 〈ϕmd |H|ϕmd 〉 〈ϕmp |H|ϕmp 〉 〈ϕmp |H|ϕmd 〉
a1g 0 ∆ + Tpp Tpd(b1g)/
√
3
b1g 0 ∆− Tpp Tpd(b1g)
b2g 0 ∆ + Tpp Tpd(b1g)/2
eg 0 ∆ Tpd(b1g)/
√
8
Tabelle 2.2: Die Werte von d, p und V
pd als Funktion der Modellparameter ∆,
Tpp und Tpd. Wie man erkennt ist Tpd identisch mit der p-d Hybridisierungsenergie
fu¨r die b1g Symmetrie.
Die Wellenfunktion des Lochs ist eine Linearkombination der Basisfunk-
tionen ϕmd und ϕ
m
p derselben Symmetrie m. Es lassen sich bindende










a†m = βm d
†
m − αm p†m (2.26)
definiert sind. Bindende und antibindende Wellenfunktionen erfu¨llen die Orthogo-
nalita¨tsbedingung, es gilt also:
〈0|bma†m|0〉 = 〈0|(αmdm + βmpm)(βmd†m − αmp†m)|0〉
= 〈0|αmβmdmd†m − βmαmpmp†m|0〉 = 0. (2.27)
Abbildung 2.6 zeigt das Ergebnis der Rechnung fu¨r den Fall verschwindender p-d
Hybridisierung (links) und fu¨r einen realistischen Wert von Tpd = 2.5 eV (rechts).
Im bindenden unhybridisierten Grundzustand befindet sich das Loch in einem
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Abbildung 2.6: Das Energieniveau-Diagramm eines (CuO4)
6− Clusters. Zur Erkla¨-
rung vgl. Text.
Cu Orbital (αm = 1; βm = 0) und hat die Energie E = 0 eV. Die antibindenden
Zusta¨nde sind um die Ladungstransferenergie ∆ zu ho¨heren Energien hin ver-
schoben und aufgrund ihrer unterschiedlichen p-p Hybridisierungsenergie auch fu¨r
Tpd = 0 eV aufgespalten (vgl. Tabelle 2.2).
Die Beru¨cksichtigung der p-d Hybridisierung fu¨hrt zu weiterer Aufspaltung sowohl
der bindenden als auch der antibindenden Zusta¨nde. Der Grundzustand ist die
bindende Kombination von Sauerstoff- und Kupfer-Orbitalen in b1g Symmetrie,
da hier die Absenkung δ durch die Hybridisierung am gro¨ßten ist.
Neben der Symmetrie und der Energie des Grundzustands erha¨lt man auch die
Energien lokaler optischer d-d U¨berga¨nge (1.3 eV, 1.4 eV, 1.5 eV), also dipolver-
botener U¨berga¨nge zwischen d-Orbitalen verschiedener Symmetrie m an ein und
demselben Kupferatom, sowie die Energien der U¨berga¨nge in die antibindenden
Zusta¨nde zwischen 4.8 eV und 6.1 eV oberhalb des Grundzustandes.
Letztere U¨berga¨nge haben noch eine weitere Eigenschaft. Wie man an den Glei-
chungen (2.25) und (2.26) erkennen kann, sind die Gewichtungskoeffizienten αm
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und βm zwischen bindendem und antibindendem Zustand vertauscht. Dies fu¨hrt
dazu, dass man einen U¨bergang zwischen diesen beiden Zusta¨nden als Ladungs-
transfer verstehen kann. So ist beispielsweise im Fall ohne p-d Hybridisierung
αm = 1 und βm = 0. Der Erzeuger des bindenden Zustandes erzeugt demnach
ein Loch in einem Kupfer Orbital, wa¨hrend der Erzeuger des antibindenden Zu-
stands ein Loch in einem Sauerstoff Orbital erzeugt. Beim U¨bergang vom binden-
den Grundzustand in einen antibindenden angeregten Zustand wechselt das Loch
also vom Kupferatom zum Sauerstoffatom.
Bei der Interpretation der in Abbildung 2.6 dargestellten Ergebnisse der Cluster
Rechnung ist zu beachten, dass die Gro¨ße der Bandlu¨cke, wie in Abschnitt 2.3 be-
schrieben, durch nicht-lokale Anregungen bestimmt wird. Diese ko¨nnen in einem
Modell, welches nur einen einzelnen (CuO4)
6− Cluster entha¨lt, nicht wiedergege-
ben werden [Eskes 1990].
Die wichtigste nicht-lokale Anregung, die bei CuO und verwandten Kupraten auch
die Gro¨ße der Bandlu¨cke bestimmt [Hasan 2000], ist in Abbildung 2.7 schematisch
dargestellt. Nach einem Ladungstransferprozess geht ein Loch vom Kupferatom am
Ort i zu einem benachbarten Sauerstoffatom u¨ber. Letzteres ist ebenfalls Nachbar
eines weiteren Kupferatoms am Ort j. Das Loch am Sauerstoffatom zwischen i und
j kann mit den drei weiteren Sauerstoffatomen bei j hybridisieren und weiterhin
mit dem vorhandenen Loch des Kupferatoms bei j zu einem Singlett Zustand kop-
peln. Durch einen Hopping Prozess mit einem weiteren Nachbarn k von j (k 6= i)
kann dieses Paar zweier gekoppelter Lo¨cher, welches als Zhang-Rice Singlett (ZRS)
bezeichnet wird [Zhang 1988], durch das Gitter propagieren, wobei sich jeweils









richtung des Spins der
Lo¨cher in dem antiferro-
magnetisch geordneten
Gitter. Das Singlett ist
die Kopplung des Kupfer
Lochs am Ort j mit dem
hybridisierten Sauerstoff
Loch, welches durch das
gestrichelte Quadrat
gekennzeichnet ist.
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2.5 Die Kristallstruktur von CuO
CuO kristallisiert in der monoklinen Struktur der Raumgruppe C2/c (Nr. 15) mit
vier CuO Einheiten in der Einheitszelle [A˚sbrink 1970]. Die Maße der Einheitszel-
le sind a=4.68 A˚, b=3.42 A˚, c=5.13 A˚, α = γ = 90◦ und β = 99.5◦, wobei β der










































































mit y = 0.42. In dieser Kristallstruktur ist Kupfer koplanar von vier Sauerstoff-
atomen umgeben, die auf den Ecken eines anna¨hernd rechtwinkligen Parallelo-
gramms angeordnet sind (Seitenla¨ngen 2.9 A˚ und 2.62 A˚, Eckwinkel 90.3◦ und
89.7◦). Sauerstoff ist von vier Kupferatomen umgeben, deren Positionen den Ecken
eines verzerrten Tetraeders entsprechen.
Zur Veranschaulichung zeigt Abbildung 2.8 eine perspektivische Sicht auf die An-
ordnung einiger Kupfer- und Sauerstoffatome des Kristallgitters, sowie die Ab-
messungen der Einheitszelle. Man erkennt zudem, dass sich durch die koplanare
Anordnung der Sauerstoff-Nachbarn jedes Kupferatoms zwei Arten von Ketten
ausbilden, deren Fla¨chen in der Abbildung schattiert dargestellt sind. Die Ketten,
die im Weiteren mit A und B bezeichnet werden sollen, setzen sich in [110] Rich-
tung (A) bzw. in [110] Richtung (B) fort. Beide Ketten sind durch Sauerstoffatome
an den Ecken verknu¨pft und es ergibt sich in [001] Richtung (c-Achse) eine alter-
nierende Reihenfolge von A und B. Die Normalenvektoren der beiden Fla¨chen, aus
denen sich die Ketten zusammensetzen, sind in kartesischen Koordinaten gegeben
durch:
nˆA = (0.569,−0.778, 0.267) und nˆB = (0.569, 0.778, 0.267), (2.28)
woraus sich ein Schnittwinkel von 77.84◦ zwischen den Ebenen errechnet.
In Hinblick auf die durchgefu¨hrten Messungen ist es hierbei wichtig festzustellen,
dass die Existenz zweier unterschiedlich orientierter Ebenen zu einer Einschra¨n-
kung der mo¨glichen Ausrichtungen des Polarisationsvektors ˆ1 von linear polari-
sierter einfallender Strahlung in Bezug auf die CuO2 Ebenen fu¨hrt. So ist es z.B.
nicht mo¨glich, dass ˆ1 senkrecht auf beiden Ebenen steht (reine pi-Polarisation).
Mo¨glich ist dagegen eine Orientierung, in der ˆ1 in Richtung der Schnittlinie beider
Ebenen ausgerichtet ist und daher parallel zu beiden Ebenen ist. In diesem Fall
der reinen σ-Polarisation besteht ein Freiheitsgrad, na¨mlich die Rotation um eine
Achse, die parallel zu ˆ1 ist.
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Abbildung 2.8: Die Kristallstruktur von CuO. Kupferatome sind durch große, Sau-
erstoffatome durch kleine Kugeln dargestellt. Die Fla¨chen der beiden Arten von
CuO2 Ketten sind schattiert dargestellt (vgl. Text).
Fu¨r die durchgefu¨hrten Experimente wurde ein CuO Einkristall bei der Firma Kri-
stallhandel Kelpin (Leimen) erworben. Der Kristall besitzt die Form eines Pla¨tt-
chens mit einer La¨nge von 11 mm und einer Breite von 1.5 mm. Der Querschnitt
ist U-fo¨rmig mit einer maximalen Dicke von 0.5 mm. Fu¨r alle Experimente wurde
die 11 × 1.5 mm2 große und makroskopisch glatte Fla¨che des Kristalls als die dem
einfallenden Strahl zugewandte Probenoberfla¨che benutzt.
Zur Orientierung des Kristalls wurde eine Laue-Aufnahme angefertigt und mit Si-
mulationen verglichen, die mithilfe des frei erha¨ltlichen Programms LaueX durchge-
fu¨hrt wurden. Anhand von 17 beobachteten Reflexen in der Laue-Aufnahme konn-
te festgestellt werden, dass die Fla¨chennormale der 11 × 1.5 mm2 großen Fla¨che
der b-Achse des Kristalls und die 11 mm lange La¨ngsachse der dazu senkrechten
a-Achse des Kristalls entspricht.
Kapitel 3
Fluoreszenzspektroskopie an CuO
In diesem Kapitel werden Messungen der Kupfer Kα1-Fluoreszenzspektren von
CuO beschrieben. Die Anregungsenergie wurde dabei so gewa¨hlt, dass sie wenige
eV unterhalb der Kupfer K-Kante liegt. Nach den U¨berlegungen aus Abschnitt 1.3
ermo¨glicht dies, Zwischenzusta¨nde nahe der Fermienergie resonant anzuregen.
Das Experiment wurde am Messplatz des harten Ro¨ntgenwigglers (HARWI) am
Hamburger Synchrotronstrahlungslabor (HASYLAB) in der Zeit vom 14. August
bis zum 28. August 2000 durchgefu¨hrt.
Im Folgenden wird zuna¨chst der Messplatz und das verwendete Rowland-
Spektrometer beschrieben. Weiterhin wird na¨her auf die Durchfu¨hrung des Expe-
riments eingegangen, um anschließend die Ergebnisse zu pra¨sentieren. Nach einer
zuna¨chst qualitativen Untersuchung der gewonnenen Messdaten erfolgt eine de-
taillierte quantitative Analyse und eine Beschreibung der dabei verwendeten Me-
thoden. Anschließend werden die gefundenen Ergebnisse interpretiert und mit der
Theorie verglichen. Ein letzter Abschnitt bescha¨ftigt sich mit der Abha¨ngigkeit der
Fluoreszenzspektren von der Polarisation und der Richtung der einfallenden Strah-
lung. Hier wird durch eine Analyse des Matrixelementes, welches im resonanten
Streuquerschnitt den Absorptionsprozess des Photons beschreibt, ein Ausdruck fu¨r
die explizite Abha¨ngigkeit der Fluoreszenzintensita¨t von der Streugeometrie her-
geleitet. Anschließend werden entsprechende Messungen pra¨sentiert und mithilfe
der Theorie gedeutet.
3.1 Das Rowland-Spektrometer am HARWI
Messplatz
Alle in diesem Kapitel dargestellten Messungen wurden am HARWI Messplatz des
DORIS III Speicherrings am HASYLAB durchgefu¨hrt. Wa¨hrend der Messzeiten
wurde DORIS III im sogenannten 5-bunch-mode bei einer Energie von 4.45 GeV
betrieben. Nach den in der Regel alle acht Stunden durchgefu¨hrten Injektionen
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betrug der maximale gespeicherte Positronenstrom etwa 150 mA bei einer Lebens-
dauer von 10 Stunden.
Der 20-polige Hybrid-Typ Wiggler, der als Quelle fu¨r die Synchrotronstrahlung
dient, besitzt bei dem benutzten Wigglergap von 30 mm eine kritische Energie von
16.1 keV. Nachdem der im Wiggler erzeugte, polychromatische Synchrotronstrahl
mehrere wassergeku¨hlte Graphit- und Berylliumfenster passiert, wird er durch
einen Si (511) Doppelkristall Monochromator monochromatisiert. Dieser besteht
aus einem geku¨hlten planaren ersten und einem saggital fokussierenden zweiten
Kristall, welcher zum ersten vertikal versetzt ist. Durch die Kru¨mmung des zwei-
ten Kristalls wird erreicht, dass der am Monochromator 10 cm breite Strahl auf
eine Fla¨che von etwa 1 × 1 cm2 am Ort der Probe fokussiert wird.
Fu¨r die Energieanalyse der von der Probe in eine bestimmte Richtung gestreuten
Strahlung stand ein hochauflo¨sendes Rowland-Spektrometer zur Verfu¨gung, wel-
ches in Abbildung 3.1 dargestellt ist.
Noch vor der Probe befindet sich ein System aus horizontalen und vertikalen
Detektorarm







Abbildung 3.1: Darstellung des Rowland-Spektrometers [Wohlert 2000]. Aus Gru¨n-
den der U¨bersichtlichkeit wurde auf die Abbildung des Blendensystems und der
evakuierbaren Streukammer, die die Probe einschließt, verzichtet.
Blenden sowie eine Ionisationskammer, die als Referenz fu¨r die Intensita¨t der ein-
fallenden Strahlung dient. Die O¨ffnung der Blenden wird dabei so eingestellt, dass
der gesamte Strahl, der die Ionisationskammer durchla¨uft, auch auf die Probe trifft.
Dies gewa¨hrleistet, dass kleine A¨nderungen der Strahllage nicht dazu fu¨hren ko¨n-
nen, dass ein Teil des Strahls die Probe verfehlt, was zu einer Verringerung der
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Streuintensita¨t, nicht aber des Normierungssignals der Ionisationskammer fu¨hren
wu¨rde.
Eine ausfu¨hrliche Diskussion der Eigenschaften des Spektrometers findet sich bei
Wohlert [Wohlert 2000], daher soll an dieser Stelle nur auf die wichtigsten Grund-
lagen eingegangen werden.
Grundprinzip der kristalldispersiven Energieanalyse ist die Ausnutzung der soge-
nannten Rowland-Geometrie. Dabei befinden sich sowohl der Emissionspunkt der
gestreuten Strahlung als auch der spha¨risch gekru¨mmte Analysatorkristall und
der Detektor auf dem sogenannten Rowland-Kreis. Dessen Durchmesser ist gleich
dem Kru¨mmungsradius des Analysators. In dieser Geometrie trifft jeder Strahl
die gekru¨mmten Netzebenen des Analysatorkristalls unter demselben Winkel. Die
Strahlen, deren Energie die Bragg-Bedingung erfu¨llt, werden am Analysator Bragg-
reflektiert und wieder auf dem Rowland-Kreis fokussiert. In diesem Fokus wird der
Detektor positioniert. Wie in Abbildung 3.2 dargestellt, la¨sst sich somit jedem
Emissionspunkt auf dem Rowlandkreis eine Energie zuordnen, was die Grundlage
fu¨r eine Energieanalyse liefert.
Wie aus Abbildung 3.2 ebenfalls hervorgeht, kommt es aufgrund der unter-
schiedlichen Kru¨mmungsradien von Analysatorkristall und Rowlandkreis zu ei-
ner leichten Ablage des Analysators. Zur Vermeidung der sich daraus ergebenden
Auflo¨sungsverschlechterung ist es prinzipiell mo¨glich, die Oberfla¨che des Analy-
sator so anzuschleifen, dass die Oberfla¨che denselben Kru¨mmungsradius wie der
Rowlandkreis besitzt (Johanson-Geometrie). In der Praxis verzichtet man jedoch
auf dieses technisch sehr aufwendige Verfahren und es findet sich fast ausschließlich
die in Abbildung 3.2 dargestellte Geometrie (Johann-Geometrie).
Da es bei einem aus einer definierten Richtung einfallenden Synchrotronstrahl nicht
mo¨glich ist, zur Aufnahme eines Energiespektrums den Ort des Emissionspunktes
auf dem Rowlandkreis beliebig zu variieren, wird die Probenposition und damit
der Emissionspunkt festgehalten und stattdessen Analysator und Detektor be-
wegt. Um die Rowland-Geometrie einzuhalten, ist es dazu fu¨r jede einzustellende
Energie notwendig, den Analysator-Braggwinkel (θ), den Winkel zwischen Streu-
winkelarm und Detektorarm (2θ), den Abstand zwischen Probe und Analysator
sowie den Abstand zwischen Analysator und Detektor zu a¨ndern. Schließlich ist
es noch sinnvoll, dass die gesamte Anordnung um eine durch die Probe festgelegte
Achse drehbar ist, um Energiespektren bei verschiedenen Streuwinkeln zwischen
einfallendem und gestreutem Strahl messen zu ko¨nnen. Alle diese Freiheitsgrade
sind in dem in Abbildung 3.1 dargestellten Spektrometer realisiert.
Eine Besonderheit des HARWI Messplatzes ergibt sich durch die trotz Fokussie-
rung noch immer große horizontale Dimension des einfallenden Strahls. Anstatt
eines einzelnen Punktes wird hierdurch immer ein endlicher Bereich auf der Probe
beleuchtet. Da jeder Punkt in diesem Bereich das gesamte Streuspektrum emit-







Abbildung 3.2: Schematische Darstellung der Rowland-Geometrie. Alle von einem
Punkt des Rowland-Kreises emittierten Strahlen treffen den Analysatorkristall un-
ter dem gleichen Winkel. Strahlen, deren Energie die Bragg-Bedingung erfu¨llt,
werden wieder auf dem Rowland-Kreis fokussiert. Jedem Punkt auf dem Rowland-
kreis la¨sst sich so eine bestimmte Energie zuordnen. Aufgrund der unterschiedlichen
Kru¨mmungsradien von Analysatorkristall und Rowlandkreis kommt es am Rand
des Analysators zu einer leichten Ablage.
tiert, erha¨lt man durch Projektion des Leuchtflecks auf den Rowlandkreis einen
Energiebereich von mehreren eV Breite, die sogenannte Ausleuchtung, in der alle
Punkte die Bragg-Bedingung am Analysator erfu¨llen und daher wieder auf einem
endlichen Bogen des Rowlandkreises abgebildet werden. Hier erlaubt die Verwen-
dung eines positionsempfindlichen Detektors (PSD) den gesamten Bereich ortsauf-
gelo¨st zu detektieren und damit energetisch zu analysieren, ohne dass es zu einer
drastischen Verschlechterung der Auflo¨sung kommt. Dies wa¨re der Fall, wenn ein
Detektor ohne Ortsauflo¨sung die Intensita¨t u¨ber den gesamten Ausleuchtungsbe-
reich schlicht aufintegrieren wu¨rde.
Damit sich die unbekannte und in der Regel ungleichma¨ßige Ausleuchtung der Pro-
be nicht auf die Form des gemessenen Spektrums auswirkt, ist es jedoch nach wie
vor no¨tig, wie im oben beschriebenen Fall eines punktfo¨rmigen Leuchtflecks, das
Energiespektrum in kleinen Intervallen abzuscannen. Ist die Intervallbreite klein
gegen die energetische Breite der Ausleuchtung, so geht in das gemessene Spek-
trum nicht die Form der Ausleuchtungskurve sondern nur ihr Integral ein, welches
als konstant angesehen werden kann (Integralmethode, vgl. [Wohlert 2000]).
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3.2 Messung der Kupfer Kα1-Fluoreszenz von CuO
Ziel der in diesem Abschnitt beschriebenen Messungen ist es, Informationen u¨ber
unbesetzte Zusta¨nde nahe der Fermienergie zu gewinnen. Wie aus den U¨berle-
gungen in Abschnitt 1.3 hervorgeht, werden solche Zusta¨nde resonant angeregt,
wenn die Energie der einfallenden Photonen h¯ω1 gleich der Differenz der Energien
En eines solchen Zustands und der Energie Ei eines Core-Elektrons ist. Eine Kα1-
Emission entsteht, wenn ein so entstandenes 1s-Core-Loch durch ein 2p3/2 Elektron
aufgefu¨llt wird. Weiterhin wurde gezeigt, dass fu¨r den Fall, dass h¯ω1 wenige eV
unterhalb dieser Resonanzenergie EK = (En − Ei) liegt, das Maximum der Fluo-
reszenzlinie im Emissionsspektrum nicht bei h¯ωmax2 = Eα = (E2p − E1s) auftritt,
sondern zu niedrigeren Energien hin verschoben ist. Die Verschiebung ist dabei
zur Differenz E0 − EK proportional. Sind mehrere Zwischenzusta¨nde mit unter-
schiedlichen Energien En mo¨glich, so ergeben sich fu¨r diese auch unterschiedliche
Verschiebungen. Im Emissionsspektrum tauchen in dem Fall mehrere Maxima auf,
denen sich verschiedene Zwischenzusta¨nde zuordnen lassen.
3.2.1 Eichung von Monochromator und Spektrometer
Um zuna¨chst den Monochromator zu eichen, wurde das Signal eines Germanium-
Halbleiterdetektors benutzt und die Intensita¨t der Kα-Strahlung einer Kupfer
Streuprobe in Abha¨ngigkeit von der Monochromatorenergie gemessen. Bei Errei-
chen der Kupfer K-Kante nimmt die Intensita¨t der so gemessenen Fluoreszenz-
strahlung deutlich zu. Tra¨gt man die Intensita¨t gegen die Anregungsenergie auf,
so zeigt sich eine Kantenstruktur, die mit der Absorptionskante vergleichbar ist. Es
ist jedoch zu beachten, dass diese sogenannte Fluoreszenzkante durch Selbstabsorp-
tionseffekte beeinflusst wird. Ein Anstieg der Absorption bedeutet na¨mlich nicht
nur eine Zunahme des Wirkungsquerschnitts fu¨r die Fluoreszenz, sondern auch eine
Abnahme des effektiv streuenden Volumens. Daher ist der Wendepunkt der Fluo-
reszenzkante nicht mit der Bindungsenergie des Kupfer 1s Elektrons identisch, wie
dies bei der Absorptionskante der Fall ist. Bei Kenntnis des Massenschwa¨chungsko-
effizienten µ ist es aber mo¨glich, aus diesem die Fluoreszenzintensita¨t zu berechnen.
Nimmt man na¨herungsweise an, dass der Wirkungsquerschnitt σ(E) proportional









Hierbei sind αi und αo die Winkel des einfallenden- und des ausfallenden Strahls
zur Oberfla¨chennormalen der Streuprobe. Ei und Eo sind die Energien der ein-
fallenden und der ausfallenden Strahlung, wobei fu¨r Eo die Energie der Kα1-
Fluoreszenz Eα = 8047.8 eV eingesetzt werden kann [Zschornack 1989]. Die auf
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Abbildung 3.3: Die gemessene Fluoreszenzkante von reinem Kupfer (◦) nach Ei-
chung des Monochromators, die aus dem Massenschwa¨chungskoeffizienten µ be-
rechnete Fluoreszenzkante von reinem Kupfer (–) und die gemessene Fluoreszenz-
kante von Kupfer in CuO (· · ·).
diese Weise berechnete Fluoreszenzkante la¨sst sich mit der gemessenen vergleichen
und erlaubt somit eine Eichung der Energieachse.
Direkt im Anschluss wurde mit dem geeichten Monochromator eine Fluoreszenz-
kante von Kupfer in CuO aufgenommen, welche bei spa¨teren Experimenten als
Referenz diente. Der Wendepunkt dieser Kante befindet sich bei 8984 eV. Abbil-
dung 3.3 zeigt die gemessenen Fluoreszenzkanten von elementarem Kupfer und die
von Kupfer in CuO, sowie die nach (3.1) aus µ berechnete Fluoreszenzkante. Der
Massenschwa¨chungskoeffizient wurde einer XAFS (X-ray Absorption Fine Struc-
ture) Datenbank entnommen [Lytle 1995].
Zur Eichung des Spektrometers wurde die Kupfer Kα1-Linie von CuO benutzt.
Bei einer Anregungsenergie weit oberhalb der K-Kante zeigt die Fluoreszenz keine
Raman-Shift, das Maximum befindet sich also genau bei dem Literaturwert von
8047.8 eV.
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3.2.2 Durchfu¨hrung der Messungen und erste Ergebnisse
Nach der Eichung von Monochromator und Spektrometer wurden Kα1-
Emissionsspektren bei Prima¨renergien E0 von 8976 eV bis 8986 eV in Schritten
von 0.5 eV aufgenommen. Die Fluoreszenzspektren wurden dabei im Bereich zwi-
schen 8035 eV und 8055 eV gemessen, wozu ein Si(444) Analysator benutzt wurde.
Abbildung 3.4 zeigt eine U¨bersicht u¨ber alle gemessenen Spektren. Eine Vergro¨ße-
rung fu¨r Anregungsenergien bis 8983.5 eV ist in Abbildung 3.5 dargestellt. Man


























Abbildung 3.4: Die Kupfer Kα1-Fluoreszenzspektren von CuO. Zur besseren U¨ber-
sicht sind die Spektren fu¨r verschiedene Anregungsenergien vertikal gegeneinander
verschoben. Der jeweilige Wert der Anregungsenergie E0 ist rechts abzulesen.
erkennt, dass bei ho¨heren Prima¨renergien die Intensita¨t der Fluoreszenzlinie stark
zunimmt, jedoch Position und Form der Linie keine A¨nderungen mehr zeigen.
Dagegen la¨sst sich das Emissionsspektrum bei Anregungsenergien unterhalb von
8983 eV eindeutig in drei Komponenten zerlegen. Diese, bei E0 = 8980 eV be-
sonders gut zu erkennenden Strukturen, sollen im Folgenden mit A, B und C
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E0 = 8980 eV
Abbildung 3.5: links: Die Kupfer Kα1-Fluoreszenzspektren von CuO wie in Abb.
3.4, aber vergro¨ßert fu¨r E0 < 8983 eV. rechts: Vergro¨ßerung des Spektrums fu¨r
E0 = 8980 eV. Die drei Komponenten A, B und C sind deutlich zu erkennen.
bezeichnet werden und hinsichtlich ihres Resonanz- und Dispersionsverhaltens als
Funktion von E0 untersucht werden. Man stellt zuna¨chst rein qualitativ fest:
• Die Struktur A ist bereits bei Anregungsenergien E0 von 8976 eV erkennbar
und erreicht etwa bei 8978.5 eV maximale Intensita¨t. Die Position des Maxi-
mums zeigt eine lineare Abha¨ngigkeit von E0. Nach Erreichen der maximalen
Intensita¨t setzt sich diese lineare Dispersion fort. Dieses Verhalten entspricht
in der Diskussion in Abschnitt 1.3 dem Fall 1, also einer Anregung in ein
energetisch scharfes Niveau.
• Die Struktur C ist ebenfalls schon bei niedrigen Anregungsenergien vorhan-
den und gewinnt bei Anna¨herung von E0 an den Wendepunkt der Fluores-
zenzkante von CuO bei E0 = 8984 eV stark an Intensita¨t. C liefert hier den
Hauptteil der integralen Intensita¨t der Kupfer Kα1-Emission.
• B ist nur in einem begrenzten Bereich von E0 als separate Struktur erkennbar
und gewinnt hier deutlich an Intensita¨t. Im Vergleich zur Struktur C ist B
jedoch deutlich schwa¨cher und bei ho¨heren Energien nicht mehr von dieser
zu trennen.
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3.2.3 Stabilita¨t des Monochromators
Vor einer detaillierten, quantitativen Analyse dieses Verhaltens der drei Kompo-
nenten ist noch die Stabilita¨t des Monochromators zu untersuchen. Diese ist be-
sonders bei der Messung der hier dargestellten Fluoreszenzspektren kritisch, da die
Zeit fu¨r die Aufnahme eines Spektrums (etwa zwei Stunden) deutlich geringer ist
als die Zeit zwischen zwei Injektionen und so nicht u¨ber einen kompletten Injek-
tionszyklus gemittelt wird. Als Problem erweist sich hier die variable thermische
Belastung des ersten Monochromatorkristalls. Da der im Ring gespeicherte Strom
mit der Zeit abnimmt, kann es aufgrund der abnehmenden Wa¨rmelast auf dem er-
sten Monochromatorkristall zu einer leichten Verstimmung des Braggwinkels kom-
men. Bei unvera¨ndertem Braggwinkel des zweiten Monochromatorkristalls fu¨hrt
dies zu einem Intensita¨tsabfall im monochromatischen Ro¨ntgenstrahl. Um dies zu
vermeiden, wurde der zweite Kristall vor der Messung jedes einzelnen Spektrums
durch eine Piezosteuerung nachgeregelt, wodurch die Intensita¨t zwar maximiert
wurde, es jedoch auch zu einer leichen Verschiebung der Energie E0 des auf die
Probe treffenden Strahls kam.
Im Fall der hier beschriebenen Messungen von Fluoreszenzspektren bei Prima¨r-
energien unterhalb der K-Kante fu¨hrt aber schon eine kleine A¨nderung von E0 auf-
grund der Raman-Shift zu deutlich messbaren Verschiebungen der Spektren. Um
dies zu untersuchen, wurden bei einer festen Monochromatorenergie von 8978.5 eV
mehrere Spektren bei verschiedenen Speicherringsto¨men aufgenommen. Die genaue
Position des Maximums von A eines jeden Spektrums wurde bestimmt und gegen
das Signal der Ionisationskammer in diesem Maximum aufgetragen1. Das Ionisa-
tionskammersignal dient hier als Referenz fu¨r die Intensita¨t der auf den ersten
Monochromatorkristall auftreffenden weißen Synchrotronstrahlung und damit als
Maß fu¨r die Wa¨rmelast auf diesem Kristall. Es ergibt sich die in Abbildung 3.6
dargestellte Abha¨ngigkeit.
Trotz der relativ starken statistischen Schwankungen wird die anna¨hernd lineare
Beziehung zwischen der Position des Maximums der Struktur A und dem Si-
gnal der Ionisationskammer deutlich. Unter Verwendung der eingezeichneten Aus-
gleichsgeraden kann daher die Abweichung der tatsa¨chlichen Prima¨renergie von
der nominellen Monochromatorenergie berechnet werden und so die Drift von E0
bei abnehmender Intensita¨t des Synchrotronstrahls korrigiert werden.
3.3 Auswertung der Messdaten
Ziel der hier beschriebenen quantitativen Analyse der Messdaten ist es, die ge-
naue Prima¨renergieabha¨ngigkeit von Position und Intensita¨t der drei beobachte-
1Die in Abschnitt 3.4 dargestellten Spektren wurden hier ebenfalls benutzt.
46 3. Fluoreszenzspektroskopie an CuO






















Abbildung 3.6: Die Position des Maximums der Struktur A als Funktion des Ioni-
sationskammersignals und damit der einfallenden Intensita¨t. Wie durch die einge-
zeichnete Ausgleichsgerade angedeutet, fu¨hrt die mit der Zeit abnehmende Wa¨r-
melast auf dem ersten Monochromatorkristall zu einer anna¨hernd linearen Drift
der Monochromatorenergie.
ten Strukturen u¨ber einen mo¨glichst großen Bereich von E0 zu untersuchen. Da
sich die drei Komponenten des Fluoreszenzspektrums teilweise u¨berlagern, ist es
dazu notwendig, eine geeignete analytische Funktion durch einen multidimensio-
nalen Fit mehrerer Parameter an jedes einzelne Spektrum anzupassen. Dabei ist
die Wahl einer optimalen Fitfunktion von besonderer Bedeutung. In Frage kommt
eine Linearkombination von Lorentz- und Gaußfunktionen mit verschiedenen Am-
plituden, Halbwertsbreiten und Zentren.
3.3.1 Wahl der Fitfunktionen
Um zu erreichen, dass die gewa¨hlte Fitfunktion das gemessen Spektrum optimal
wiedergibt, ist es notwendig, die bisherigen qualitativen Beobachtungen und das
Wissen u¨ber die Form der Emissionsspektren aus Abschnitt 1.3 einzubringen. Wie
schon erwa¨hnt entspricht das Verhalten von A einer Emission aus einem resonant
angeregten, energetisch scharfen Zwischenzustand, was zu einem lorentzfo¨rmigen
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Spektrum fu¨hren sollte. Beru¨cksichtigt man ferner die endliche Auflo¨sung des Spek-
trometers, so erwartet man fu¨r die Form von A die Faltung einer Lorentzfunktion
mit der gaußfo¨rmigen experimentellen Auflo¨sungsfunktion.
Leider gibt es fu¨r diese sogenannte Voigtfunktion keine exakte analytische Darstel-
lung. Eine solche ist fu¨r die Fit-Prozedur aber notwendig, da das Berechnen einer
Faltung fu¨r jeden Funktionsaufruf extrem viel Rechenzeit beanspruchen wu¨rde. Zur
Lo¨sung dieses Problems benutzt man daher eine sogenannte Pseudo-Voigtfunktion,
welche die Summe einer Gauß- und einer Lorentzfunktion mit identischen Zentren
ist. Das Amplitudenverha¨ltnis beider Funktionen wird dabei so gewa¨hlt, dass ihre
Superposition der exakten Voigtfunktion mo¨glichst nahe kommt. Details hierzu
finden sich im Anhang A.
Auch bei B und C ist die gaußfo¨rmige experimentelle Auflo¨sungsfunktion zu be-
ru¨cksichtigen. Zuna¨chst vergleicht man das qualitative Verhalten von C mit den
U¨berlegungen aus Abschnitt 1.3. Hier fa¨llt insbesondere das Ausbleiben einer Re-
sonanz mit einem Intensita¨tsmaximum als Funktion von E0 wie bei A auf und
weiterhin das Auftreten einer linearen Raman-Shift bis hin zu einer bestimmten
Grenzenergie, ab der sich dann keine weitere Verschiebung zeigt. Man kommt zu
dem Schluss, dass es sich hier um eine Kontinuumsanregung handeln muss, wie sie
im Fall 2 in Abschnitt 1.3 beschrieben wird.
Es ist daher zu erwarten, dass die niederenergetische Seite einen lorentzartigen
Verlauf aufweist, bestimmt durch die Halbwertsbreite Γ1s des 1s-Loch Zustands.
Die hochenergetische Seite ist dagegen gaußfo¨rmig, dominiert durch die appara-
tive Auflo¨sungsfunktion, deren Breite von etwa 1.5 eV deutlich gro¨ßer ist als die
Lorentzbreite Γ2p des 2p-Loch Endzustands von etwa 0.6 eV.
Der Bereich, in dem die Anpassung der Fitfunktion an die experimentellen Spek-
tren durchgefu¨hrt wurde, ist so gewa¨hlt, dass er nur wenige eV der lorentzfo¨rmigen
niederenergetischen Seite von C, sowie das Maximum und die hochenergetische
gaußfo¨rmige Seite einschließt. Aus diesem Grund kann fu¨r C in guter Na¨herung
eine Gaußfunktion angesetzt werden.
Fu¨r B wurde ebenfalls eine Gaußfunktion angesetzt. Da B bei fast allen Spektren
stark von A und C u¨berlagert wird und eine deutlich geringere Intensita¨t aufweist,
ist hier die Wahl der Fitfunktion weniger kritisch. Es zeigt sich jedoch, dass eine
im Vergleich zur Gaußfunktion langsamer abfallende Voigt- oder Lorentzfunktion
den raschen Abfall auf der hochenergetischen Seite von B insbesondere bei den
Spektren mit E0 ≥ 8980.5 eV nicht reproduzieren kann.
Fu¨r die Fitfunktion wird also eine Linearkombination von je einer Gaußfunkti-
on fu¨r B und C und einer Pseudo-Voigtfunktion fu¨r A angesetzt. Bei allen drei
Einzelfunktionen wurden die jeweilige Zentrumsposition, die Amplitude und die
Halbwertsbreite als freie Fitparameter benutzt. Zusammen mit einem unbekann-
ten, aber als konstant angenommenen Untergrund erha¨lt man damit zehn freie
Parameter.
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3.3.2 Ergebnisse und Stabilita¨t der Fitprozedur
Mit der so gewa¨hlten Fitfunktion wurde fu¨r jedes Fluoreszenzspektrum ein multi-
dimensionaler Fit der zehn Parameter durchgefu¨hrt. Als Ergebnis sind die Ampli-
tuden und Zentrumspositionen der Strukturen A, B und C in den Abbildungen
3.7, 3.8 und 3.9 gegen die Anregungsenergie E0 aufgetragen. Letztere wurde zuvor
nach dem in Abschnitt 3.2.3 beschriebenen Verfahren auf den durch die Wa¨rmelast
verursachten Drifteffekt des Monochromators korrigiert.
Neben den Werten, die als Ergebnis aus den Fits hervorgehen, ist fu¨r die Intensita¨-
ten eine angepasste Pseudo-Voigtfunktion und fu¨r die Positionen eine Ausgleichs-
gerade eingezeichnet, die den jeweiligen Verlauf der Parameter als Funktion von
E0 gut wiedergeben.
Die ebenfalls in die Abbildungen eingezeichneten Balken sind nicht als Fehlerbal-
ken zu verstehen, sondern geben Aufschluss u¨ber die Stabilita¨t der einzelnen Fits.
Der Fehler, der im Sinne einer gaußschen Fehlerfortpflanzung aus der statistischen
Unsicherheit der gemessenen Spektren folgt, ist gegenu¨ber dem systematischen
Fehler, der sich aus dem Ansatz einer Linearkombination von Gauß- und Lorentz-
funktionen als Fitfunktion ergibt, vernachla¨ssigbar.
Es zeigt sich, dass gerade bei solchen Spektren, bei denen eine Struktur eine andere
fast u¨berdeckt, das Fitergebnis unstabil wird, d.h. dass die Wahl der Parameter,
welche die u¨berdeckte Struktur beschreiben, kaum Einfluss auf das Ergebnis hat.
Um eine Aussage u¨ber die Unsicherheit der einzelnen Parameter treffen zu ko¨nnen,
wurde daher folgendermaßen vorgegangen:
Zuna¨chst wurden in einem Fit alle zehn Parameter frei gegeben. Dann wurde einer
der Parameter pn festgehalten und zwar auf einem Wert p
0
n +∆pn. Hierbei ist p
0
n





minimal wird. I(Ei) und IFit(Ei) bezeichnen dabei die Intensita¨t des Spektrums
bzw. den Wert der Fitfunktion bei der Energie Ei. Bei einem erneuten Fit mit
der so eingefu¨hrten Zwangsbedingung pn
!
= p0n + ∆pn wurden nur die u¨brigen
neun Parameter frei gelassen. Es wurde so zugelassen, dass die Auswirkungen des
nicht optimalen Wertes von pn durch Variation der restlichen Parameter teilweise
kompensiert werden. Die in die Abbildung eingezeichneten Balken geben fu¨r den
jeweiligen Parameter den Bereich an, in dem dieser Parameter schwanken kann,
ohne dass χ2 um mehr als zehn Prozent von seinem Minimum abweicht.
Man erkennt, dass die meisten Fits von A und C eine hohe Stabilita¨t aufweisen,
dass also schon eine sehr geringe Abweichung eines Parameters von dem optima-
len Wert zu einer großen A¨nderung des Abweichungsquadrats fu¨hrt. Dagegen ist
die Unsicherheit der Parameter der Struktur B bedeutend gro¨ßer. Das Ergebnis
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fu¨r die Amplitude von B bei E0 = 8982.5 eV ist bereits als unstabil anzusehen.
Aufgrund der teilweisen U¨berlagerung von B und C kann eine Abweichung der
Amplitude von B vom Idealwert durch Anpassung der Parameter von C leicht
kompensiert werden. Es wurde daher auf einen Fit von Spektren bei noch ho¨heren
Prima¨renergien verzichtet.
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Abbildung 3.7: Amplitude (oben) und Position (unten) der Struktur A. Die Punk-
te entsprechen den Ergebnissen der Fits der einzelnen Spektren. Um den gesam-
ten Intensita¨tsverlauf als Funktion von E0 zu verdeutlichen, wurde eine Pseudo-
Voigtfunktion angepasst, die als durchgezogene Linie in der oberen Abbildung
dargestellt ist. Die in die untere Abbildung eingezeichnete Ausgleichsgerade ver-
deutlicht die lineare Raman-Shift.
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Abbildung 3.8: Amplitude (oben) und Position (unten) der StrukturB. Die Punkte
entsprechen den Ergebnissen der Fits der einzelnen Spektren. Die durchgezogene
Linie oben ist eine an die ansteigende Flanke bis einschließlich E0 = 8981.5 eV
angepasste Pseudo-Voigtfunktion. Die unten eingezeichnete Ausgleichsgerade be-
schreibt die lineare Raman-Shift bis E0 = 8980 eV. Die gestrichelte Linie zeigt die
Position der Kupfer Kα1-Fluoreszenzlinie bei Anregungsenergien weit oberhalb der
K-Kante.
52 3. Fluoreszenzspektroskopie an CuO










































Abbildung 3.9: Amplitude (oben) und Position (unten) der StrukturC. Die Punkte
entsprechen den Ergebnissen der Fits der einzelnen Spektren. Wie in Abbildung
3.7 und 3.8 wird der Intensita¨tsverlauf durch eine angepasste Pseudo-Voigtfunktion
(oben) und die Dispersion durch eine Ausgleichsgerade (unten) gut wiedergegeben.
3.3. Auswertung der Messdaten 53
3.3.3 Deutung der Ergebnisse
Die Struktur A zeigt ein Resonanzverhalten, wobei das Maximum der Intensita¨t
bei einer Anregungsenergie von E0 = 8978.5 eV erreicht wird. Bei dieser Energie
befindet sich das Maximum im Emissionsspektrum bei E = 8047.8 eV, also ge-
nau beim Literaturwert der Kupfer Kα1-Fluoreszenz, der im Folgenden mit Eα
bezeichnet werden soll. Weiterhin zeigt A u¨ber den gesamten Bereich eine lineare
Dispersion.
Die Resonanz von A bei einer Anregungsenergie, die immerhin 5.5 eV vor dem
Wendepunkt der Fluoreszenzkante liegt, fu¨hrt zu einer deutlich sichtbaren Struk-
tur im Fluoreszenzkanten-Spektrum, die bei elementarem Kupfer nicht vorhanden
ist (vgl. Abbildung 3.3). Dieser Vorkantenpeak wird in der Literatur einem dipol-
verbotenem U¨bergang 1s → 3d zugeschrieben, also einem Quadrupolu¨bergang in
das bei CuO teilweise unbesetzte 3d-Band [Bair 1980]. Da die 3d-Zusta¨nde stark
lokalisiert sind, die Ba¨nder also nur schwach dispergieren, zeigt die zugeho¨rige un-
besetzte 3d-Zustandsdichte nur eine geringe energetische Breite und wird gut durch
den Grenzfall 1 aus Abschnitt 1.3 beschrieben. Eine genauere Charakterisierung
der Symmetrie des unbesetzten 3d-Zustands, der zur Struktur A im Emissions-
spektrum fu¨hrt, erfolgt in Abschnitt 3.4 nach der Untersuchung der Polarisations-
abha¨ngigkeit.
Die Struktur C hat im Fluoreszenzspektrum einen Abstand von etwa 7 eV von
A und zeigt eine lineare Raman-Shift. Der Intensita¨tsverlauf wird gut durch eine
Voigtfunktion beschrieben, wobei allerdings das Maximum der Intensita¨t in dem
betrachteten Prima¨renergiebereich noch nicht erreicht ist. Bei ho¨heren Anregungs-
energien zeigen die Fluoreszenzspektren nur noch eine einzelne Struktur bei einer
Energie von Eα. Man kann daher davon ausgehen, dass sich die lineare Shift von
C nach Erreichen dieser Position nicht weiter fortsetzt. Dies ist das Verhalten,
welches man nach Abschnitt 1.3 von einer Anregung in das Kontinuum erwartet.
C la¨sst sich damit eindeutig einer dipolerlaubten Anregung in p-artige unbesetzte
Kontinuumszusta¨nde des Kupfers zuordnen. Eine genauere Charakterisierung die-
ser Anregung erfolgt ebenfalls in Abschnitt 3.4 sowie im Zusammenhang mit der
folgenden Diskussion von B.
Die Struktur B taucht in den Emissionsspektren bei etwa 3 eV niedrigeren Energi-
en auf als A und zeigt zuna¨chst ebenfalls eine lineare Raman-Shift. Dabei wa¨chst
die Intensita¨t stetig an. Der Intensita¨tsverlauf wird in dem ansteigenden Bereich
durch eine Voigtfunktion gut wiedergegeben. Ab einer Energie E0 von etwa 8981 eV
endet die lineare Verschiebung des Zentrums von B mit E0, stattdessen bleibt die
Position von B im Fluoreszenzspektrum konstant bei der Energie Eα. Die Intensi-
ta¨t erreicht hier ihr Maximum, sinkt jedoch bei E0 = 8982 eV und E0 = 8982.5 eV
wieder ab. Es ist hier allerdings zu beachten, dass die Stabilita¨t des Fits insbeson-
dere bei E0 = 8982.5 eV schon sehr schlecht ist, da sich die Strukturen B und C
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aufgrund ihres geringen energetischen Abstands nicht mehr gut trennen lassen.
Auch die Na¨herung der Linienformen von B und C durch Gaußfunktionen kann
zu einer Verfa¨lschung der Fitergebnisse fu¨hren, wenn beide Strukturen im Emis-
sionsspektrum nahe beieinander liegen. Aus diesen Gru¨nden la¨sst sich nur schwer
eine Aussage u¨ber den tatsa¨chlichen Intensita¨tsverlauf der Struktur B bei An-
regungsenergien E0 > 8982 eV treffen. Weder ein resonantes Verhalten wie bei A,
noch eine Sa¨ttigung des Intensita¨tsanstiegs, wie man es fu¨r Kontinuumsanregungen
erwarten wu¨rde, ist mit Sicherheit auszuschließen. Dagegen deutet die konstante
Position von B bei ho¨heren Anregungsenergien darauf hin, dass es sich hier eher
um Kontinuumsanregungen als um Anregungen in ein energetisch scharfes Niveau
handelt.
Um die Existenz der beiden Strukturen B und C zu erkla¨ren, vergleicht man
zuna¨chst die hochaufgelo¨sten Fluoreszenzspektren mit der gemessenen Fluores-
zenzkante aus Abbildung 3.3. Dabei ist zu bedenken, dass die Kante mithilfe
eines Germanium-Halbleiterdetektors aufgenommen wurden, dessen energetische
Auflo¨sung nur einige 100 eV betra¨gt. Die Kantenform wird also nicht durch die
Intensita¨t des Spektrums bei Eα bestimmt, sondern durch das Integral u¨ber das
gesamte Spektrum. Der Beitrag von C zur integralen Intensita¨t dominiert hier
ab einer Anregungsenergie E0 von etwa 8982 eV, wa¨hrend A zu einer deutlichen
und B zu einer kaum erkennbaren Vorkantenstruktur fu¨hrt. Eine a¨hnliche Form
erwartet man auch von dem aus Absorptionsmessungen gewonnenen Massenschwa¨-
chungskoeffizienten, der sich von der Fluoreszenzkante, wie schon in Abschnitt 3.2.1
erwa¨hnt, im Wesentlichen nur um den Einfluss der Selbstabsorption unterscheidet.
Die hier dargestellten Ergebnisse lassen sich also mit diesen, in der Literatur ha¨u-
figer zu findenden, sogenannten XANES Spektren (X-ray Absorption Near-Edge
Structure) und den zugeho¨rigen Modellrechnungen vergleichen. Man findet da-
bei weitgehende U¨bereinstimmung darin (z.B. [Tranquada 1991] oder [Bair 1980]),
dass anders als bei elementarem Kupfer oder Cu2+ Ionen nicht Anregungen der
Art 1s3d9 → 1s3d94p das Schwellverhalten der Kante hervorrufen, sondern dass
bei CuO und allgemein bei Kupraten neben der Anregung eines Elektrons von 1s
nach 4p auch noch ein Ladungstransfer stattfindet. Genau an der Kante erha¨lt man
also Anregungen der Art 1s3d9 → 1s3d10L4p, wobei (in einem rein ionischen Bild)
ein Elektron des Liganden, im vorliegenden Fall also des Sauerstoff, zum Kup-
feratom wechselt. Dies bewirkt eine zusa¨tzliche Abschirmung des 1s-Lochs, was
die Gesamtenergie dieser Elektronenkonfiguration gegenu¨ber 1s3d94p absenkt. C
ist also eindeutig einer solchen Anregung 1s3d9 → 1s3d10L4p mit anschließender
Kα-Emission 1s2p→ 1s2p zuzuschreiben.
Eine ebenso eindeutige Zuordnung von B ist nicht mo¨glich. Aus den hier darge-
stellten Ergebnissen la¨sst sich lediglich schließen, dass eine geringe, aber nicht zu
vernachla¨ssigende unbesetzte p-artige Zustandsdichte bereits wenige eV oberhalb
des unbesetzten 3d-Bandes einsetzt. In den meisten Modellrechnungen fehlt aller-
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dings ein Hinweis auf solche Zusta¨nde, die energetisch zwischen den Quadrupol-
anregungen und den oben beschriebenen Kontinuumsanregungen liegen mu¨ssten.
Allerdings wird in vielen dieser Rechnungen entweder das im Zwischenzustand
vorhandene 1s-Loch vernachla¨ssigt (z.B. [Grioni 1989]) oder sie beziehen sich auf
Systeme mit einer ho¨heren Symmetrie (z.B. [Tranquada 1991] oder [Bair 1980]).
Dagegen zeigen RS-MS Rechnungen (Real-Space Multiple-Scattering), die inner-
halb des berechneten Clusters die tatsa¨chliche Struktur von CuO verwenden, einen
deutlichen Vorpeak vor der eigentlichen Kante [Sˇipr 1992]. Wie man in Abbildung
3.10 erkennt, stimmt die Position dieses Vorpeaks gut mit der Anregungsenergie
u¨berein, bei der die Struktur B im Fluoreszenzspektrum ihr Intensita¨tsmaximum
erreicht. Da in dieses Modell keine Quadrupolu¨berga¨nge eingehen [Bocharov 2001],
entha¨lt die berechnete Kante keinen Hinweis auf eine dritte Struktur.
Im Experiment ist die Struktur A im Gegensatz zu B deutlich erkennbar ist. Dies
















Abbildung 3.10: Vergleich zwischen gemessener und berechneter CuO Absorptions-
kante. Die obere Kurve ist das Ergebnis der RS-MS Rechnung von Sˇipr [Sˇipr 1992].
Fu¨r die mittlere Kurve wurde dieses Ergebnis mit einer Lorentzfunktion gefaltet,
um damit die Lebensdauerverbreiterung des Core-Loch Zustands und des angereg-
ten Elektrons zu beru¨cksichtigen. Die untere Kurve ist eine gemessene Absorpti-
onskante von CuO. Die senkrechten Linien markieren die Energien, bei denen die
Struktur A bzw. B im Fluoreszenzspektrum maximale Intensita¨t erreichen.
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ist vermutlich der Grund dafu¨r, dass bei Sˇipr der in den Rechnungen auftauchende
Vorkantenpeak der experimentellen StrukturA zugeordnet wurde. Die auftretende
Diskrepanz der Energien von 3 eV wurde dabei durch die in der Rechnung benutz-
te Na¨herung eines nicht selbstkonsistenten Potentials erkla¨rt.
Mit Kenntnis der hier dargestellten Resultate kann man jedoch leicht schlussfol-
gern, dass die in der Rechnung auftretende Vorkantenstruktur tatsa¨chlich B zuzu-
ordnen ist, wa¨hrend A durch die Vernachla¨ssigung von Quadrupolu¨berga¨ngen in
den Rechnungen nicht auftreten kann.
3.4 Die Polarisationsabha¨ngigkeit der
Fluoreszenzspektren
In diesem Abschnitt wird die Abha¨ngigkeit der Fluoreszenzspektren von der Streu-
geometrie untersucht. Weil die benutzte Synchrotronstrahlung linear in der Spei-
cherringebene polarisiert ist, bedeutet eine A¨nderung des Einfallswinkels der Strah-
lung auf die Streuprobe auch eine A¨nderung des Polarisationsvektors ˆ1 in Bezug
auf das Koordinatensystem der Probe. Das explizite Auftreten von ˆ1 im Streuquer-
schnitt (1.26) verdeutlicht, dass damit auch eine Modulation der Streuintensita¨t
verbunden sein kann. Zuna¨chst betrachtet man daher die Polarisationsabha¨ngig-
keit des Matrixelementes, in dem ˆ1 auftritt.
3.4.1 Polarisationsabha¨ngigkeit des Dipol- und Quadrupol-
Matrixelements
Ausgangspunkt fu¨r die Herleitung der Polarisationsabha¨ngigkeit ist das Matrixele-
ment Mi,n, welches die Absorption des einfallenden Photons im resonanten Streu-
prozess beschreibt. Betrachtet man na¨herungsweise nur die Streuung an einem
einzelnen Elektron, welches aufgrund der Wechselwirkung mit dem Photon vom
Zustand |i〉 in den Zustand |n〉 u¨bergeht, so erha¨lt man nach Gleichung 1.26:
I(ˆ1, ~k1) ∝ |Mi,n|2 =
∣∣∣〈n|ˆ1 · ~p ei~k1·~r|i〉∣∣∣2 . (3.3)
Als na¨chstes entwickelt man die Exponentialfunktion, wobei nur die Terme nullter
Ordnung (Dipol-Na¨herung) und erster Ordnung (Quadrupol-Na¨herung) beru¨ck-
sichtigt werden, also
ei
~k1·~r ≈ 1 + i~k1 · ~r. (3.4)
Fu¨r das Matrixelement erha¨lt man damit, getrennt nach Dipol- und Quadrupolan-
teil:
Mi,n ≈MDi,n +MQi,n = 〈n|ˆ1 · ~p |i〉+ i〈n|ˆ1 · ~p ~k1 · ~r |i〉 (3.5)
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Weiter ist es hilfreich, den auftretenden Impulsoperator ~p = −ih¯~∇ in einen Orts-










〈n|ˆ1 (~r H0 −H0 ~r ) |i〉 = m
ih¯
(Ei − En)〈n|ˆ1 · ~r |i〉. (3.7)
Nach einer analogen Ersetzung im Quadrupol-Matrixelement unter Ausnutzung
von [Brouder 1990]
ˆ1 · ~p ~k1 · ~r = i m
2h¯
[ˆ1 · ~r ~k1 · ~r,H0] + 1
2
(ˆ1 × ~k1) · ~L (3.8)
erha¨lt man als Ergebnis fu¨r die Intensita¨t der Fluoreszenzstrahlung
I(ˆ1, ~k1) ∝ |Mi,n|2 ≈ |MDi,n +MQi,n|2 ∝ |〈n|ˆ1 · ~r |i〉|2 +
1
4
|〈n|ˆ1 · ~r ~k1 · ~r |i〉 |2. (3.9)
Aufgrund der Orthogonalita¨t von |n〉 und |i〉 liefert der zweite Summand in (3.8)
keinen Beitrag, da hier kein Ortsoperator auftritt. Der Mischterm aus MDi,n und
MQi,n entfa¨llt ebenfalls, da M
D
i,n rein imagina¨r und M
Q
i,n rein reell ist.
Im Folgenden sind nun die auftretenden Skalarprodukte auszumultiplizieren und
die Matrixelemente zu berechnen. Zu diesem Zweck wa¨hlt man als Basis fu¨r die Zu-
sta¨nde |i〉 und |n〉 die reellen Darstellungen Yl,m(θ,ϕ) (mit |m| ≤ l) der spha¨rischen














fu¨r m < 0
, (3.10)




Pl,m Rl(r) Yl,m(θ, ϕ). (3.11)
Pl,m sind die Entwicklungskoeffizienten und Rl(r) ist der winkelunabha¨ngige Ra-
dialteil der Wellenfunktion, der im Folgenden nicht weiter betrachtet werden soll.
Da der Anfangszustand |i〉 bei der in dieser Arbeit untersuchten Kα1-Fluoreszenz
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die 1s-Wellenfunktion eines Core-Elektron ist, sind hier aufgrund der Dipol- und
Quadrupolauswahlregeln nur die Funktionen
Y0,0 = s = 1√4pi










































Das na¨chste Ziel ist es, die in den Matrixelementen auftretenden Komponenten
des Ortsoperators ~r ebenfalls durch reelle spha¨rische Harmonische auszudru¨cken.
Anschließend lassen sich die Integrationen durch Ausnutzen der Orthogonalita¨ts-
relation ∫
Yl,m Yl′,m′ d~r = δl,l′δm,m′ (3.13)
leicht berechnen. Fu¨r den winkelabha¨ngigen Teil des Dipol-Matrixelements erha¨lt
man u¨ber




(x px + y py + z pz) (3.14)
und mit dem Anfangszustand
|i〉 = R0,1(r) Y00(θ,ϕ) (3.15)
sowie der Zerlegung (3.11) und unter Ausnutzung der Orthogonalita¨t (3.13):
MDi,n ∝ x P1,1 + y P1,−1 + z P1,0. (3.16)
Analog ergibt sich fu¨r den winkelabha¨ngigen Teil des Quadrupol-Matrixelements2
zuna¨chst:




+ (ykz + zky) yz +
1
2
(xkx − yky) (x2 − y2) , (3.17)
2fu¨r eine ausfu¨hrliche Herleitung vgl. [Enkisch 2001]
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(xky + ykx)P2,−2 + (xkz + zkx)P2,−1 +
√
3 (zkz)P2,0
+ (ykz + zky)P2,1 + (xkx − yky)P2,2
]
. (3.18)
Man nennt die Quadrate der polarisationsabha¨ngigen bzw. polarisations- und ~k1-
abha¨ngigen Vorfaktoren der Entwicklungskoeffizienten in (3.16) und (3.18) die
partiellen Spektralgewichte [Bocharov 1998]. Abha¨ngig von der jeweiligen Streu-
geometrie bewirken sie eine unterschiedliche Gewichtung der Komponenten Pl,m,
aus denen sich die Fluoreszenzintensita¨t zusammensetzt. Die Variation der Streu-
geometrie erlaubt es also, Ru¨ckschlu¨sse u¨ber die Gro¨ße dieser Komponenten zu
ziehen.
3.4.2 Messung der Polarisationsabha¨ngigkeit
Zur Messung des in 3.4.1 beschriebenen Einflusses der Polarisation des einfallen-
den Strahls auf die Fluoreszenzintensita¨t wurden Kupfer Kα1-Emissionsspektren
von CuO bei einer festen Anregungsenergie von E0 = 8978.5 eV gemessen, also
genau bei der Resonanzenergie der Struktur A, die einem Quadrupolu¨bergang zu-
geschrieben wurde. Neben A ist in den Spektren auch die Struktur C deutlich zu
erkennen, sodass sich auch das Verhalten dieses Dipolu¨bergangs untersuchen la¨sst.
Um eine A¨nderung der Spektralgewichte zu erreichen, wurde der Einfallswinkel γ
des Synchrotronstrahls in Bezug auf die Oberfla¨chennormale der Probe variiert.
γ = 0◦ entspricht einem senkrechten und γ → 90◦ einem streifenden Einfall. Bei
allen Messungen betrug der Streuwinkel Φ = 90◦. Da der einfallende Synchrotron-
strahl in der Speicherringebene linear polarisiert ist, bedeutet eine Vera¨nderung
von γ durch Rotation der Probe um eine Achse senkrecht zur Ringebene ebenfalls
eine Variation des Polarisationsvektors ˆ1 und des Wellenvektors ~k1 in Bezug auf
das Koordinatensystem des Kristalls. Abbildung 3.11 zeigt das Fluoreszenzspek-
trum fu¨r sieben verschiedene Werte von γ.
Man erkennt deutlich die mit γ stetig anwachsende Intensita¨t von C. Dagegen
sinkt die Intensita¨t von A mit zunehmendem γ zuna¨chst ab, erreicht zwischen 42◦
und 54◦ ein Minimum und steigt schließlich wieder an.
3.4.3 Vergleich und Schlussfolgerungen
Zur Berechnung der partiellen Spektralgewichte aus 3.4.1 muss zuna¨chst ein geeig-
netes Koordinatensystem gewa¨hlt werden. Die Verwendung der Kristallachsen als
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Abbildung 3.11: Das Kupfer Kα1-Spektrum von CuO fu¨r sieben verschiedene Ein-
fallswinkel γ. Zur besseren U¨bersicht wurden die Spektren um einen Wert, der
proportional zu γ ist, vertikal verschoben. Die Werte von γ der einzelnen Spektren
sind rechts abzulesen.
Basis ist hier ungu¨nstig, da sie aufgrund der monoklinen Struktur von CuO nicht
orthogonal sind. Weiterhin ist es sinnvoll die lokale Symmetrie an den Kupfera-
tomen zu beru¨cksichtigen, weil sich die Orbitale entsprechend dieser Symmetrie
ausrichten. Eine Anlehnung des Koordinatensystems an die Richtung der Kupfer-
Sauerstoff Bindungen fu¨hrt daher zu einer mo¨glichst einfachen Zerlegung der Wel-
lenfunktionen in (3.11). Allerdings ist auch die Wahl der Bindungsachsen selbst als
Basis nicht mo¨glich, da diese ebenfalls nicht orthogonal sind. Daher wurde als Kom-
promiss ein Koordinatensystem gewa¨hlt, bei dem die z-Achse, wie in Abbildung
3.12 dargestellt, senkrecht auf der lokalen CuO2 Fla¨chen steht und die x-Achse
auf der Verbindungslinie zwischen zwei Kupferatomen derselben Kette liegt. Die
x-Achse halbiert dabei den O-Cu-O Bindungswinkel von 86.4◦ [A˚sbrink 1991]. Die
y-Achse wurde orthogonal zur x- und z-Achse gewa¨hlt.
Bei dieser Wahl des Koordinatensystems ist es wichtig zu beachten, dass die No-
menklatur der Orbitale nicht mehr mit der aus Abschnitt 2.4.4 u¨bereinstimmt. In
dem dort vorliegenden quadratisch-planaren Cluster liegen x- und y-Achse ent-
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Abbildung 3.12: Darstellung des gewa¨hlten Koordinatensystems. Die kleineren Ku-
geln entsprechen den Sauerstoffatomen, die zentrale gro¨ßere Kugel stellt ein Kup-
feratom dar.
lang der Kupfer-Sauerstoff Bindungen. Als niedrigster unbesetzter Zustand ergab
sich das dx2−y2 Orbital, welches in jenem Koordinatensystem ebenfalls entlang der
Bindungen orientiert ist. Da die Energie der d-Orbitale nicht von der willku¨rli-
chen Wahl des Koordinatensystems abha¨ngt, ist zu erwarten, dass das entlang der
Bindungen orientierte d-Orbital, auch in der realen CuO Struktur den niedrigsten
unbesetzten Zustand bildet. In dem hier verwendeten Koordinatensystem ist dieses
Orbital mit dxy zu bezeichnen.
Es ist weiterhin zu beachten, dass durch die beiden vorhandenen, unterschied-
lich orientierten Ketten auch zwei verschiedene lokale Koordinatensysteme existie-
ren. Daher muss die Zerlegung der Vektoren ˆ1 und kˆ1 in ihre Komponenten fu¨r
jedes der beiden Koordinatensysteme einzeln durchgefu¨hrt und die Beitra¨ge zur
Streuintensita¨t aufsummiert werden. Die so berechneten Spektralgewichte sind in
den Abbildungen 3.13 und 3.14 als Funktion des Einfallswinkels γ dargestellt. Zur
Vereinfachung wurden sie den Orbitalen zugeordnet, auf deren Entwicklungskoef-
fizienten sie sich beziehen. So ist beispielsweise das Spektralgewicht von P2,2, dem
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Abbildung 3.13: Die partiellen Spektralgewichte von px (- -), py (· · ·) und pz (–).
Entwicklungskoeffizienten von Y2,2, mit dx2−y2 bezeichnet.
Vergleicht man das so berechnete Verhalten der partiellen Spektralgewichte mit
den experimentellen Ergebnissen, so stellt man zuna¨chst fest, dass die mit γ zu-
nehmende Intensita¨t von C genau dem Verhalten des spektralen Gewichts eines
pz-Orbitals entspricht. Dagegen wu¨rde ein px-Orbital ein entgegengestztes Verhal-
ten zeigen und ein py-Orbital in dieser Geometrie nur einen sehr kleinen, mit γ
kaum variierenden Beitrag liefern. Damit, und mit dem Ergebnis der U¨berlegung
aus Abschnitt 3.3.3, la¨sst sich C eindeutig einer Anregung 1s3d9 → 1sd10L4ppi zu-
ordnen. Wie in der Literatur ha¨ufig zu finden, ist hierbei das auf den CuO2 Ebenen
senkrecht stehende pz-Orbital mit ppi bezeichnet.
Eine Zuordnung von A zu einer Anregung in ein unbesetztes d-Orbital einer ganz
bestimmten Symmetrie ist dagegen weit schwieriger. Wie man in Abbildung 3.14
erkennt, weisen die Spektralgewichte von dxz und dxy ein Maximum bei γ = 45
◦
auf, wa¨hrend die Gewichte von dyz, dx2−y2 und dz2 , genau wie das Experiment, an
derselben Stelle ein Minimum zeigen.
Andererseits sagt die in Abschnitt 2.4.4 beschriebene Cluster Rechnung einen
Grundzustand vorher, in dem sich das 3d-Loch in einem 3dx2−y2 Orbital be-
findet. In dem hier verwendeten Koordinatensystem wa¨re demnach eine An-
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Abbildung 3.14: Die partiellen Spektralgewichte von dxy (–) dxz (–4–) dyz (- · -)
dx2−y2 (- -) und d3z2−1 (· · ·)
regung 1s→ 3dxy mo¨glich, welche aber nicht die experimentell beobachtete γ-
Abha¨ngigkeit aufweist.
Es muss jedoch beachtet werden, dass die Cluster Rechnung von einer idealisier-
ten quadratisch-planaren Symmetrie ausgeht. Zudem ist das spektrale Gewicht
des dxy-Orbitals klein im Vergleich zu den Gewichten von dx2−y2 und dz2 , welche
das entgegengesetzte Extremalverhalten zeigen. Geht man nun davon aus, dass
die Verzerrung der Bindungswinkel gegenu¨ber der quadratisch-planaren Symme-
trie aus der Cluster Rechnung nur eine kleine Sto¨rung der elektronischen Struk-
tur verursacht, la¨sst sich folgern, dass das Loch im Grundzustand zwar weiterhin
hauptsa¨chlich dxy-Symmetrie besitzt, es jedoch Hybridisierungseffekte mit Orbita-
len anderer Symmetrie gibt. Die starke Gewichtung der einzelnen Komponenten
fu¨hrt dann dazu, dass sich schon bei kleinen Beimischungen beispielsweise der
dx2−y2 Symmetrie das Extremalverhalten umkehrt und durch den kleineren, beige-
mischten Anteil dominiert wird. Die experimentellen Ergebnisse deuten demnach
auf nicht zu vernachla¨ssigende Beimischungen von dz2 oder dx2−y2 hin.
Eine genauere Bestimmung, welche der beiden Symmetrien tatsa¨chlich zum Grund-
zustand beitra¨gt und in welchem Maße dies der Fall ist, kommt letztendlich der
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Bestimmung der Koeffizienten Pl,m in (3.11) gleich. Dies ist anhand der hier vor-
liegenden Daten nicht mo¨glich, ließe sich jedoch prinzipiell dadurch erreichen, dass
man neben der Abha¨ngigkeit der Intensita¨ten von γ auch die A¨nderung der Spek-
tren bei Rotation um andere Achsen untersucht und mit dem entsprechenden Ver-
halten der einzelnen Spektralgewichte vergleicht.
Ein solches Verfahren findet sich bei Bocharov [Bocharov 2001], wobei dort al-
lerdings nicht die Polarisationsabha¨ngigkeit einzelner Strukturen des Fluoreszenz-
spektrums untersucht wurde, sondern die des XANES Spektrums, welches mit dem
Integral des Fluoreszenzspektrums vergleichbar ist. Trotz der damit verbundenen
Schwierigkeiten, insbesondere der Mischung der Beitra¨ge von Dipol- und Quadru-
polu¨berga¨ngen bei ein und derselben Anregungsenergie, stimmen die Ergebnisse
mit den hier dargestellten Resultaten u¨berein. Die Analyse der Polarisationsab-
ha¨ngigkeit der XANES Spektren ergibt, dass bei Zerlegung des Absorptionskoef-
fizienten analog zu (3.18) die Komponente mit dxy Symmetrie den Hauptbeitrag





In diesem Kapitel soll untersucht werden, ob die Beschreibung des resonanten
Streuprozesses in 2. Ordnung Sto¨rungsrechnung hinreichend ist, wenn im Zwischen-
zustand sowohl ein Core-Loch als auch stark lokalisierte 3d-Elektronen vorhanden
sind. Wie in Abschnitt 2.4.4 gezeigt wurde, ist im Unterschied zu Systemen mit
einer abgeschlossenen 3d-Schale bei dem hier untersuchten CuO eine elektronische
Anregung des 3d-Elektronensystems mo¨glich. Es ist daher zu vermuten, dass die
Sto¨rung durch das Core-Loch zu solchen Anregungen fu¨hren kann. Diese wu¨rden
dann zusa¨tzlich zu den Prozessen stattfinden, die durch die Wechselwirkung zwi-
schen dem Elektronensystem und dem Photonfeld hervorgerufen werden.
4.1 Sto¨rungstheoretische Behandlung der
Zwischenzustands-Wechselwirkung
Prinzipiell ist es mo¨glich, die Wechselwirkung H1s3d zwischen den 3d-Elektronen
und dem Core-Loch in einem Hubbard-Modell zu beschreiben und dem Hamil-
tonoperator des Elektronensystems explizit hinzuzufu¨gen. Diese Vorgehensweise
findet sich z.B. bei Tsutsui [Tsutsui 1999].
Eine Alternative besteht darin,H1s3d als Sto¨rterm des Hamiltonoperators des Elek-
tronensystems He zu betrachten und mit
He = H0 +H1s3d (4.1)
eine Sto¨rungsrechnung durchzufu¨hren. Dieses Verfahren erfordert zwar zuna¨chst
keinen Modell-Ansatz fu¨r H1s3d, macht jedoch im Rahmen der Sto¨rungsrechnung
eine Na¨herung der Sto¨rungsreihe durch eine Beschra¨nkung auf fu¨hrende Terme
notwendig. Dennoch soll hier dieser Weg gewa¨hlt werden, da das Ergebnis ein sehr
anschauliches Versta¨ndnis der Zwischenzustands-Wechselwirkung ermo¨glicht und
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sich zudem eine formale Analogie zur optischen resonanten Raman-Streuung an
Phononen ergibt.
Fu¨r die Durchfu¨hrung der Rechnung ist es sinnvoll, vom Ergebnis der 2. Ordnung
Sto¨rungsrechnung fu¨r die Elektron-Photon Wechselwirkung aus Abschnitt 1.2 aus-
zugehen. Man erhielt folgenden Beitrag der resonanten Streuung zur Streuinten-
sita¨t1
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En − iΓn − z (4.4)
la¨sst sich (4.2) umformulieren, und man erha¨lt




∣∣∣∣〈f |b2 1He − (Ei + h¯ω1) b1|i〉
∣∣∣∣2 δ(Ef − Ei − h¯ω). (4.5)
Um die Auswirkung der Sto¨rung H1s3d zu berechnen, betrachtet man zuna¨chst:
H0 +H1s3d = He
⇔ (H0 − z) +H1s3d = (He − z)
⇔ G−10 (z) +H1s3d = G−1(z) (4.6)
⇔ G−10 (z) = G−1(z)−H1s3d
⇔ 1 = G0(z)G−1(z)−G0(z)H1s3d
⇔ G(z) = G0(z)−G0(z)H1s3dG(z). (4.7)
Hierbei wurden in (4.6) die Definitionen
G0(z) =
1
H0 − z und G(z) =
1
He − z (4.8)
1vgl. Gleichung (1.12) und (1.26)
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benutzt. Gleichung (4.7) ist die sogenannte Dyson Gleichung. Sie la¨sst sich bei
kleiner Sto¨rung H1s3d iterieren und man erha¨lt in erster Ordnung:
G(z) = G0(z)−G0(z)H1s3dG0(z) (4.9)
Angewandt auf Gleichung (4.5) ergibt sich
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1
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× δ(Ef − Ei − h¯ω), (4.10)
und nach Einfu¨gen eines vollsta¨ndigen Satzes von Eigenfunktionen von H0 erha¨lt
man schließlich das Ergebnis
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(En − Ei − h¯ω1 − iΓn)(Em − Ei − h¯ω1 − iΓm)
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2
δ(Ef − Ei − h¯ω).
(4.11)
Der erste Term in Gleichung (4.11) entspricht dem bekannten Ergebnis aus Glei-
chung (4.2). Der zweite Term beschreibt einen Streuprozess, bei dem zuna¨chst ein
Photon der Energie h¯ω1 absorbiert wird, wobei das System vom Grundzustand |i〉
in den Zwischenzustand |m〉 u¨bergeht. Das in diesem Zwischenzustand vorhandene
Core-Loch tritt in Wechselwirkung mit den 3d-Elektronen und bewirkt einen soge-
nannten Shakeup-Prozess, in diesem Fall eine Anregung im 3d-Elektronensystem.
Das Gesamtsystem geht dabei vom Zwischenzustand |m〉 in den Zwischenzustand
|n〉 u¨ber. Dieser zerfa¨llt schließlich und geht unter Emission eines Photons der
Energie h¯ω2 in den Endzustand |f〉 u¨ber.
Auffa¨llig ist der im zweiten Term auftretende Doppelresonanz-Nenner, der nur
dann klein wird, wenn beide Bedingungen h¯ω1 ≈ En − Ei und h¯ω1 ≈ Em − Ei
erfu¨llt sind.
Fu¨r die folgende Diskussion ist es sinnvoll, nur den neuen, zweiten Term in Glei-
chung (4.11) zu betrachten und diesen weiter umzuformen. Man benutzt zuna¨chst
die aus der Deltafunktion und damit der Energieerhaltung des Streuprozesses fol-
gende Bedingung:
Ei = Ef − h¯ω1 + h¯ω2 (4.12)
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Eine weitere Bedingung ergibt sich, wenn man na¨herungsweise annimmt, dass
das 3d-Elektronensystem vom u¨brigen System entkoppelt ist. Bei der Berech-
nung von Gesamtenergie-Differenzen lassen sich dann die Anregungsenergien ∆
des 3d-Teilsystems von den Anregungsenergien Eex des u¨brigen Systems trennen.
So induziert beispielsweise die Absorption eines Photons der Energie h¯ω1 zuna¨chst
eine Anregung eines Elektrons aus dem 1s-Core-Niveau in einen unbesetzten p-
artigen Zustand im Leitungsband. Da hier noch keine Wechselwirkung mit den
3d-Elektronen auftritt, ist die Differenz der Energien des Gesamtsystems
Em − Ei = Eex1 . (4.13)
Die Coulomb-Wechselwirkung im Zwischenzustand, beschrieben durch das Ma-
trixelement 〈n|H1s3d|m〉, fu¨hrt zu einer Anregung im 3d-Teilsystem. Da sich die
Energie des Leitungselektron - Core-Loch Paares dabei nicht a¨ndert, ergibt sich
fu¨r die Gesamtenergie-Differenz
En − Em = (Ei + Eex1 +∆)− (Ei + Eex1 ) = ∆. (4.14)
Nach der Rekombination des 1s-Core-Lochs, entweder mit dem zuvor angeregten
p-Elektron aus dem Leitungsband oder mit einem p-Elektron aus einem Valenz-
oder Core-Niveau, verbleibt diese 3d-Anregung im System, man erha¨lt also die
Gesamtenergie-Differenz
En − Ef = Eex2 . (4.15)
Zur Veranschaulichung ist der gesamte Streuprozess in Abbildung 4.1 schematisch
dargestellt.
Unter Verwendung von (4.12) - (4.15) erha¨lt man fu¨r die beiden Resonanznenner
Em − Ei − h¯ω1 − iΓm = Eex1 − h¯ω1 − iΓm (4.16)
und
En − Ei − h¯ω1 − iΓn = En − (Ef − h¯ω1 + h¯ω2)− h¯ω1 − iΓn
= Eex2 − h¯ω2 − iΓn. (4.17)
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Abbildung 4.1: Schematische Darstellung der resonant unelastischen Streuung mit
Shakeup-Prozess.
Die hierdurch gegebene Streuamplitude ist in dieser Schreibweise vo¨llig analog zur
Beschreibung der Phonon-Streuung in der optischen resonanten Raman-Streuung
[Martin 1975].
Die explizite Form der Coulomb-Wechselwirkung ist fu¨r die folgenden U¨berlegun-
gen nicht von Bedeutung und soll daher nicht na¨her spezifiziert werden. Wie bereits
erwa¨hnt wurde, besteht eine der Mo¨glichkeiten darin, den Sto¨roperator analog zum
Vorgehen in Abschnitt 2.4.4 in einem Hubbard-Modell zu beschreiben. Eine Alter-
native findet sich bei Abbamonte [Abbamonte 1999].
Es ist zu beachten, dass Ashake nur einen zusa¨tzlichen Beitrag zu Streuintensita¨t
liefert, dass also die bisher betrachteten resonanten Streuprozesse nach wie vor vor-
handen sind und den Hauptbeitrag ausmachen. In der Schreibweise von Gleichung





Eex1 − h¯ω1 − iΓn
, (4.19)
und entspricht dem ersten Term in Gleichung (4.11).
Die Beitra¨ge von Ashake werden auch als Shakeup-Satelliten bezeichnet, da es zu
jedem Streuprozess, bei dem ein Shakeup-Prozess stattfindet, auch einen Bei-
trag Afluo der resonanten Streuung ohne Shakeup-Prozess gibt, der die sogenannte
Hauptlinie bildet.
Aufgrund der Energieerhaltung ist der Satellit im Emissionsspektrum um die Ener-
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gie ∆ gegenu¨ber der Hauptlinie verschoben. Der Interferenzterm zwischen Ashake
und Afluo ist daher in der Regel vernachla¨ssigbar.
Im Folgenden soll nun der Sonderfall untersucht werden, dass dasselbe Elek-
tron, welches aus dem Core-Niveau in das Leitungsband angeregt wurde, nach
dem Shakeup-Prozess wieder mit dem Core-Loch rekombiniert. In diesem Fall ist
Eex1 = E
ex
2 ≡ Eex. Ohne Shakeup-Prozess wu¨rde es sich hierbei also um einen re-
sonant elastischen Streuprozess handeln. Der Shakeup-Satellit tritt hier im Ener-
gieverlustspektrum genau bei der Energie ∆ auf.
4.2 Shakeup-Satelliten
Die Messung von Energieverlustspektren von CuO wurde im Februar und Ma¨rz
2000 an der HARWI Strahllinie des HASYLAB durchgefu¨hrt. Der experimen-
telle Aufbau war identisch mit dem, welcher zur Messung der Kupfer Kα1-
Fluoreszenzspektren benutzt wurde und der in Abschnitt 3.1 beschrieben ist. Als
Analysator wurde ein Si(553) Kristall benutzt, um das Emissionsspektrum zwi-
schen 8970 eV und 8991 eV bei einer Anregungsenergie von E0 = 8986 eV aufzu-
nehmen. Der Streuwinkel wurde zuna¨chst auf Φ = 80◦ und der Einfallswinkel des
Strahls auf die Probe auf γ = 54◦ eingestellt. Abbildung 4.2 zeigt das gemessene
Emissionsspektrum.
Man erkennt zuna¨chst die elastische Linie bei 8986 eV, also bei 0 eV Energiever-
lust. Ihre Halbwertsbreite von etwa 1 eV entspricht der experimentellen Auflo¨sung.
Die breite Struktur mit Schwerpunkt bei 8974 eV ist die Valenzfluoreszenzlinie,
welche durch Rekombinationsprozesse des Core-Lochs mit einem Valenzelektron
hervorgerufen wird. Bei Anregungsenergien oberhalb der Absorptionskante ist die
Position dieser Linie im Emissionsspektrum fest, d.h. im Energieverlustspektrum
verschiebt sie sich linear mit E0.
Der Shakeup-Satellit hat seinen Schwerpunkt etwa bei 8981 eV, also bei 5 eV Ener-
gieverlust. Wie bereits festgestellt wurde, entspricht dies genau der Anregungsener-
gie ∆ im System der 3d-Elektronen. Ein Vergleich mit der Cluster Rechnung aus
Abschnitt 2.4.4 ergibt, dass es sich bei dieser Anregung um einen U¨bergang aus
dem bindenden Grundzustand in einen oder mehrere der antibindenden Zusta¨nde
handeln muss. Allerdings ist eine genauere Zuordnung der Symmetrie des angereg-
ten Zustands nicht mo¨glich.
Im Folgenden soll nun das Verhalten des Shakeup-Satelliten bei Variation der
Streugeometrie und der Anregungsenergie untersucht werden.
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E0 = 8986 eV
Abbildung 4.2: Emissionsspektrum von CuO bei einer Anregungsenergie von
E0 = 8986 eV und 80
◦ Streuwinkel. Man erkennt die elastische Linie (8986 eV),
den Shakeup-Satelliten (8981 eV) und die Valenzfluoreszenz (8974 eV).
4.2.1 Streuwinkelabha¨ngigkeit
Zuna¨chst wurde die Abha¨ngigkeit des Energieverlustspektrums vom Streuwinkel
Φ gemessen. Dabei ist es wichtig zu beachten, dass sich der Einfallswinkel αi
des Strahls zur Probe nicht a¨ndern darf. Ansonsten wu¨rde man eine A¨nderung
des Polarisationsvektors des linear polarisierten einfallenden Strahls in Bezug auf
die CuO2 Ebenen verursachen. Dies ko¨nnte zu einer deutlichen Vera¨nderung des
Spektrums fu¨hren, da dasselbe Absorptions-Matrixelement 〈m|ˆ1 · ~p ei~k1·~r|i〉, wel-
ches die in Abschnitt 3.4.1 untersuchten deutlichen Polarisationseffekte verursacht,
auch in der durch Gleichung (4.18) gegebenen Streuamplitude Ashake des Shakeup-
Satelliten enthalten ist. Deshalb wurden die Emissionsspektren zwar bei unter-
schiedlichen Streuwinkeln Φ aber bei konstantem Einfallswinkel αi = γ = 54
◦ auf-
genommen. Die damit verbundene A¨nderung des Ausfallswinkels αo = 180
◦−Φ−γ
wurde durch eine Absorptionskorrektur gema¨ß Gleichung (3.1) beru¨cksichtigt. Ab-
bildung 4.3 zeigt die gemessenen Spektren aufgetragen gegen den Energieverlust.
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Abbildung 4.3: Energieverlustspektren von CuO bei verschiedenen Streuwinkeln
Φ nach Absorptionskorrektur. Die Intensita¨t des Shakeup-Satelliten nimmt bei
kleineren Streuwinkeln zu.
Es ist deutlich zu erkennen, dass der Shakeup-Satellit bei kleineren Streuwinkeln an
Intensita¨t gewinnt, wa¨hrend die Intensita¨t der Valenzfluoreszenz konstant bleibt2.
Ein solches Verhalten ist prinzipiell nicht ungewo¨hnlich, da eine A¨nderung des
Streuwinkels auch mit einer Variation des Impulsu¨bertrags ~q = h¯(~k1 − ~k2) ver-
bunden ist. In der nichtresonanten Streuung wird dies beispielsweise dazu be-
nutzt, um das Dispersionsverhalten elektronischer Anregungen zu untersuchen
[Schu¨lke 1991]. Im hier betrachteten Fall ist die Anregung aber ein lokaler Prozess,
sodass eine Abha¨ngigkeit der Anregung von Betrag oder Richtung des Impulsu¨ber-
trages nicht in Frage kommt.
Es ist jedoch denkbar, dass eine solche Abha¨ngigkeit durch den Anregungsprozess
der Coulomb-Wechselwirkung hervorgerufen wird. Das in den Impulsraum trans-
formierte, unabgeschirmten Coulomb-Potential
V (~q ) =
4pie
|~q |2 (4.20)
ergibt eine Antiproportionalita¨t zu |~q |2, die das beobachtete Verhalten grundsa¨tz-
2Die Streuwinkelabha¨ngigkeit der elastische Linie wird durch den polarisationsabha¨ngigen
Vorfaktor (ˆ1 · ˆ2) der nichtresonanten Streuung verursacht.
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lich erkla¨ren ko¨nnte [Platzman 1998].
Dagegen sprechen jedoch Untersuchungen am System Nd2CuO4, bei denen
ebenfalls resonant an der Kupfer K-Kante angeregt wurde, bei denen der
beobachtete Shakeup-Satellit jedoch keine Streuwinkelabha¨ngigkeit aufweist
[Ha¨ma¨la¨inen 2000].
Schließlich ist es auch noch mo¨glich, dass der beobachtete Effekt durch die A¨n-
derung der Polarisation des ausfallenden Strahls bei Variation des Streuwinkels
hervorgerufen wird. Dabei ist es wichtig festzustellen, dass sich die Messung am
Nd2CuO4 und die in Abbildung 4.3 dargestellte Messung am CuO hinsichtlich der
Streugeometrie unterscheiden.
Im Fall des tetragonalen Nd2CuO4 wurde die Streuprobe so orientiert, dass ˆ1
parallel zu den CuO2 Ebenen und ~q parallel zur dazu senkrechten c-Achse war.
ˆ1 stand zudem senkrecht auf der durch ~k1 und ~k2 aufgespannte Streuebene. In
dieser Geometrie ist es mo¨glich, bei A¨nderung des Streuwinkels die Richtung von
~q im Koordinatensystem des Kristalls konstant zu halten, ohne die Richtung von
ˆ1 zu a¨ndern. Man erreicht dies, indem man die Probe um eine Achse parallel zu
Abbildung 4.4: Darstellung der vertikalen Streugeometrie. Der Polarisationsvek-
tor ˆ1 ist parallel, der Impulsu¨bertragsvektor ~q senkrecht zur CuO2 Ebene. Bei
A¨nderung des Streuwinkels kann die Probe wie dargestellt rotiert werden, um zu
erreichen, dass ~q senkrecht zur CuO2 Ebene orientiert bleibt. Die zur Ebene paral-
lele Orientierung von ˆ1 bleibt ebenfalls erhalten.
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ˆ1 dreht (zur Veranschaulichung vgl. Abbildung 4.4).
Dagegen ist die Streuebene bei dem Spektrometer, welches an der HARWI Strahl-
linie zur Verfu¨gung stand, horizontal und ˆ1 ist zu ihr parallel. Wie in Abbildung
4.5 dargestellt ko¨nnte in dieser Geometrie die Richtung von ~q nur dadurch festge-
halten werden, dass man bei A¨nderung des Streuwinkels die Probe um eine Achse
senkrecht zu ˆ1 dreht. Das ist aber auf jeden Fall zu vermeiden, da sich damit die
Orientierung von ˆ1 in Bezug auf die CuO2 Ebenen a¨ndert.
Abbildung 4.5: Darstellung der horizontalen Streugeometrie. Bei A¨nderung des
Streuwinkels mu¨sste die Probe wie dargestellt rotiert werden, um die Richtung von
~q in Bezug auf die CuO2 Ebene beizubehalten. Dabei wu¨rde sich aber zwangsla¨ufig
die Orientierung von ˆ1 zu der CuO2 Ebene a¨ndern.
Als Konsequenz lassen sich Richtung und Betrag des Impulsu¨bertrags in horizon-
taler Streugeometrie nicht unabha¨ngig voneinander variieren, was die Deutung der
beobachteten Streuwinkelabha¨ngigkeit der Shakeup-Satelliten Intensita¨t erschwert.
Daher wurde die Messung dieser Abha¨ngigkeit im April 2001 an der Strahllinie X21
der NSLS wiederholt, an der ein Spektrometer mit vertikaler Streugeometrie zur
Verfu¨gung stand.
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Der prinzipielle Aufbau des Spektrometers entspricht dem des in Abschnitt 3.1
beschriebenen HARWI-Spektrometers. Im Unterschied zu diesem wird jedoch kein
positionsempfindlicher Detektor benutzt, da die Strahllinie mit einem Spiegel aus-
gestattet ist, welcher den Strahl auf eine Gro¨ße von 0.5 × 0.3 mm2 (horizontal ×
vertikal) am Ort der Probe fokussiert3.
Im hier durchgefu¨hrten Experiment wurde die CuO Probe so zum einfallenden
Strahl orientiert, dass ˆ1 parallel zu beiden Arten von CuO2 Ebenen war, also in
Richtung der Schnittlinie beider Ebenen wies.
Abbildung 4.6 zeigt die in dieser Geometrie bei E0 = 8986 eV gemessenen Ener-
gieverlustspektren fu¨r drei verschiedene Streuwinkel. Offensichtlich zeigt sich in
vertikaler Streugeometrie keine Streuwinkelabha¨ngigkeit der Spektren.
−5 0 5 10 15

















Abbildung 4.6: Energieverlustspektren von CuO bei verschiedenen Streuwinkeln in
vertikaler Streugeometrie. Es zeigt sich keine signifikante Streuwinkelabha¨ngigkeit
des Spektrums.
Um eine Abha¨ngigkeit von der Richtung des Impulsu¨bertrags ebenfalls auszuschlie-
ßen, wurde bei konstantem Streuwinkel von 120◦ der Einfallswinkel des Strahls im
Bereich von 40◦ bis 65◦ variiert und die Intensita¨t des Shakeup-Satelliten gemessen.
Das Spektrometer wurde dabei fest auf einen Energieverlust von 5 eV eingestellt.
3Weitere Informationen zum Aufbau der Strahllinie und des Monochromators finden sich bei
Caliebe [Caliebe 1997].
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Das Ergebnis nach Durchfu¨hrung der Absorptionskorrektur ist in Abbildung 4.7
dargestellt und zeigt, dass auch hier kein Effekt messbar ist.
Mit diesen experimentellen Ergebnissen la¨sst sich also eindeutig feststellen, dass

















Abbildung 4.7: Abha¨ngigkeit der Shakeup-Satelliten Intensita¨t vom Einfallswinkel
und damit von der Richtung von ~q. Auch hier zeigt sich keine signifikante Intensi-
ta¨tsa¨nderung.
die in horizontaler Streugeometrie beobachtete Streuwinkelabha¨ngigkeit der In-
tensita¨t des Shakup-Satelliten nicht durch die A¨nderung des Betrages oder der
Richtung des Impulsu¨bertrages hervorgerufen wurde. Es bleibt demnach zu kla¨-
ren, wie sich bei Variation des Streuwinkels die damit verbundende A¨nderung der
Polarisation des ausfallenden Strahls in Bezug auf die CuO2 Ebenen auswirkt.
4.2.2 Simulation der Polarisationsabha¨ngigkeit
Wie bereits in Abschnitt 4.1 festgestellt wurde, ist der Streuprozess, der zu dem
oben betrachteten Shakeup-Satelliten fu¨hrt, mit Ausnahme der Anregung im ent-
koppelten 3d-System derselbe, wie er bei der resonant elastischen Streuung auf-
tritt. Es soll daher untersucht werden, ob die Polarisationabha¨ngigkeit der resonant
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elastischen Streuung die zuvor beschriebenen Beobachtungen im Zusammenhang
mit dem Shakeup-Satelliten erkla¨ren kann. Dazu betrachtet man die elastische
Streuamplitude f res fu¨r eine elektrische 2L-pol Resonanz (EL). Aus der Kramers-







ˆ∗2 · ~Y (e)LM(kˆ2) ~Y ∗ (e)LM (kˆ1) · ˆ1
)
FLM (4.21)
FLM fasst die Absorptions- und Emissionsmatrixelemente, sowie den Resonanz-
nenner und die Deltafunktion aus (1.26) zusammen. Der geklammerte Term mit
den spha¨rischen Vektorharmonischen ~Y
(e)
LM(kˆ) [Landau 1980] beschreibt die gesam-
te Polarisations- und Richtungsabha¨ngigkeit.
Fu¨r einen elektrischen Dipolu¨bergang (E1) erha¨lt man daraus mithilfe von
ˆ∗2 · ~Y (e)1 0 (kˆ2) ~Y ∗ (e)1 0 (kˆ1) · ˆ1 =
3
8pi
(ˆ∗2 · zˆ)(ˆ1 · zˆ) (4.22)
ˆ∗2 · ~Y (e)1 ±1(kˆ2) ~Y ∗ (e)1 ±1 (kˆ1) · ˆ1 =
3
16pi
[ˆ∗2 · ˆ1 ∓ i(ˆ∗2 × ˆ1) · zˆ − (ˆ∗2 · zˆ)(ˆ1 · zˆ)]
(4.23)
die Streuamplitude
f resE1 ∝ (ˆ∗2 · ˆ1) [F1 1 + F1 −1]− i(ˆ∗2 × ˆ1) · zˆ [F1 1 − F1 −1]
+ (ˆ∗2 · zˆ)(ˆ1 · zˆ) [2F1 0 − F1 1 − F1 −1]. (4.24)
Um die Streuwinkelabha¨ngigkeit zu simulieren, dru¨ckt man zuna¨chst die Vek-
toren ˆ1 und ˆ2 im Laborsystem durch den Streuwinkel Φ aus. Bei ˆ2 unter-
scheidet man zuna¨chst zwischen der σ-Komponente parallel zur Streuebene und
der pi-Komponente senkrecht zur Streuebene und mittelt am Ende der Rech-
nung u¨ber beide Komponenten. Man erha¨lt fu¨r die horizontale Streugeometrie
mit kˆ1 = (0, 1, 0) und kˆ2 = (sinΦ, cosΦ, 0):
ˆ1 = (1, 0, 0) , ˆ
σ
2 = (cosΦ,− sinΦ, 0) , ˆpi2 = (0, 0, 1) (4.25)
Fu¨r die vertikale Streugeometrie erha¨lt man mit kˆ1 = (0, 1, 0) und
kˆ2 = (0, cosΦ, sinΦ):
ˆ1 = (1, 0, 0) , ˆ
σ
2 = (0,− sinΦ, cosΦ) , ˆpi2 = (1, 0, 0) (4.26)
Weiterhin wird die Richtung der Quantisierungsachse zˆ im Laborsystem durch den
Einfallswinkel γ ausgedru¨ckt. Im Fall des CuO ist zˆ durch den Normalenvektor der
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CuO2 Ebenen gegeben. Da es zwei unterschiedlich orientierte Ebenen gibt, ist u¨ber
beide Orientierungen zu mitteln.
Schließlich ist noch eine Aussage u¨ber die Verha¨ltnisse von F1 −1, F1 0 und F1 1
zu treffen. Dazu ist zu untersuchen, ob eine bestimmte Art von Dipolu¨berga¨ngen
mit ∆m = −1, 0 oder 1 bei der gewa¨hlten Anregungsenergie durch die Symme-
trie des unbesetzten Zustands, in den bei dieser Energie angeregt wird, bevorzugt
auftritt. Da in dem hier betrachteten Fall die Anregungsenergie mit 8986 eV nur
2 eV u¨ber der Absorptionskante liegt, kann, wie in Abschnitt 3.4 festgestellt wur-
de, davon ausgegangen werden, dass die Anregung bevorzugt in 4ppi Zusta¨nde also
mit ∆m = 0 erfolgt. Demnach ist bei dieser Energie F1 0 gegenu¨ber F1 −1 und F1 1
ausgezeichnet.
Die exakten Werte der drei Faktoren ko¨nnen nur bei genauer Kenntnis von Betrag
und Symmetrie der unbesetzten Zustandsdichte berechnet werden. Fu¨r die Simu-
lation wurde daher angenommen, dass F1 −1 = F1 1 = 1aF1 0 ist, wobei die Streu-
winkelabha¨ngigkeit fu¨r verschiedene Werte des Parameters a berechnet und mit
den experimentellen Ergebnissen verglichen wurde. Es sei dabei darauf hingewie-
sen, dass es nicht Ziel der Simulation ist, den genauen Wert von a zu bestimmen,
sondern lediglich nachzuweisen, dass die beobachtete Streuwinkelabha¨ngigkeit der
Shakeup-Satelliten Intensita¨t unter Verwendung physikalisch sinnvoller Parameter
durch die Polarisationsabha¨ngigkeit der resonant elastischen Streuung erkla¨rt wer-
den kann.
Abbildung 4.8 zeigt das Ergebnis der Simulation fu¨r vier verschiedene Werte von
a. Dabei ist der Streuquerschnitt, das Betragsquadrat der Streuamplitude (4.24),
gegen den Streuwinkel aufgetragen.
Als erstes stellt man fest, dass das grundsa¨tzliche Verhalten der berechneten Streu-
querschnitte mit dem beobachteten Intensita¨tsverhalten des Shakeup-Satelliten
u¨bereinstimmt. Wa¨hrend in vertikaler Streugeometrie keine Streuwinkelabha¨ngig-
keit auftritt, zeigt sich in horizontaler Geometrie ein Minimum, welches abha¨ngig
vom Wert des Parameters a bei einem Streuwinkel zwischen 90◦ und 110◦ liegt.
Um einen direkten Vergleich der berechneten Streuquerschnitte mit den gemesse-
nen Intensita¨ten der Shakeup-Satelliten durchzufu¨hren, muss bei den Energiever-
lustspektren zuvor die elastischen Linie und die Valenzfluoreszenz subtrahiert wer-
den. Hierzu wurden eine Gaußfunktion fu¨r die elastische Linie bzw. eine Voigtfunk-
tion fu¨r die Valenzfluoreszenz an den entsprechenden Teil eines jeden Spektrums
angepasst. Bei der Valenzfluoreszenz ist es dabei nicht notwendig, die gesamte
Form mit großer Genauigkeit zu reproduzieren, sondern nur eine gute Anpassung
an der hochenergetischen Flanke, d.h. an der linke Flanke im Energieverlustspek-
trum, zu erzielen, um den Ausla¨ufer der Valenzlinie unter dem Shakeup-Satelliten
zu extrapolieren. Anschließend wurde die Intensita¨t des Satelliten durch Integra-
tion des Spektrums zwischen 2 eV und 7 eV Energieverlust bestimmt.
Wie man in Abbildung 4.8 sieht, ergibt sich eine sehr gute U¨bereinstimmung der
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experimentellen Daten mit der Simulation fu¨r den Wert a = 2.2.



















































Abbildung 4.8: Simulation der Streuwinkelabha¨ngigkeit der resonant elastischen
Streuung in horizontaler (–) und vertikaler (- -) Streugeometrie fu¨r verschiedene
Werte von a. Bei a = 2.2 ergibt sich die beste U¨bereinstimmung mit den experi-
mentellen Werten (◦), die hier zusa¨tzlich eingezeichnet sind. Der statistische Fehler
ist dabei etwa von der Gro¨ße des Durchmessers der Kreise.
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Zusammenfassend la¨sst sich also feststellen, dass die gemessenen Shakeup-
Satelliten keine Abha¨ngigkeit ihrer Intensita¨t oder ihrer Position im Energiever-
lustspektrum von der Richtung oder dem Betrag des Impulsu¨bertrages ~q zeigen.
Die starke Intensita¨tsa¨nderung im Fall der horizontalen Streugeometrie la¨sst sich
durch die Polarisationsabha¨ngigkeit der resonant elastischen Streuung erkla¨ren.
Diese bildet im hier untersuchten Fall die zum Satelliten zugeho¨rige Hauptlinie
und u¨bertra¨gt ihre Polarisationsabha¨ngigkeit auf den Satelliten.
Das Fehlen einer ~q-Abha¨ngigkeit ist in U¨bereinstimmung mit den Ergebnissen der
Messungen an Nd2CuO4 und la¨sst sich durch den lokalen Charakter der elektroni-
schen Anregung im 3d-System erkla¨ren [Ha¨ma¨la¨inen 2000].
Als na¨chstes soll untersucht werden, wie sich der Shakeup-Satellit bei Variation
der Anregungsenergie verha¨lt.
4.2.3 Anregungsenergieabha¨ngigkeit
Die sto¨rungstheoretische Behandlung der Coulomb-Wechselwirkung zwischen den
3d-Elektronen und dem Core-Loch fu¨hrt zu dem Doppelresonanz-Nenner in der
Streuamplitude (4.18). Um die daraus resultierende Anregungsenergieabha¨ngigkeit
zu untersuchen, wurden bei einem konstanten Streuwinkel von Φ = 90◦ Energiever-
lustspektren bei verschiedenen Anregungsenergien von E0 = 8978 eV bis 9004 eV
aufgenommen. Die Messungen wurden ebenfalls an der Strahllinie X21 der NSLS
in vertikaler Streugeometrie durchgefu¨hrt. Das Ergebnis ist in Abbildung 4.9 dar-
gestellt.
Wie in den Emissionsspektren zuvor erkennt man zuna¨chst die elastische Linie
bei einem Energieverlust von 0 eV. Ab einer Anregungsenergie von etwa 8983 eV
ist auch die Valenzfluoreszenzlinie zu erkennen, die bei Auftragung gegen den
Energieverlust linear mit E0 verschiebt. Der Shakeup-Satellit setzt ebenfalls bei
8983 eV erstmals ein und nimmt bis zu einer Anregungsenergie von 8986 eV an
Intensita¨t zu. Sein Schwerpunkt verschiebt sich dabei von 3 eV Energieverlust bei
E0 = 8983 eV nach 5 eV beiE0 = 8986 eV. Bei weiter steigender Anregungsenergie
setzt sich diese Verschiebung bis etwa 7 eV Energieverlust fort, wobei die Intensita¨t
des Satelliten stetig abnimmt. Zwischen E0 = 8990 eV und E0 = 8993 eV ist kein
Shakeup-Satellit erkennbar. Er setzt erst bei E0 = 8994 eV wieder ein, nimmt an
Intensita¨t jedoch kaum zu und a¨ndert auch seinen Schwerpunkt bei einem Ener-
gieverlust von 5 eV nicht. Bei E0 ≥ 9002 eV ist der Satellit erneut verschwunden.
Um dieses Verhalten zu verstehen, ist zu u¨berlegen, dass fu¨r einen Shakeup-Prozess
grundsa¨tzlich zwei Bedingungen erfu¨llt sein mu¨ssen. Zuna¨chst muss ein Photon der
Energie h¯ω1 absorbiert und dabei ein Core-Elektron resonant in einen Zwischen-
zustand nahe der Fermienergie angeregt werden. Oberhalb der Fermienergie muss
also unbesetzte Zustandsdichte einer Symmetrie vorhanden sein, die die Resonanz-
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Abbildung 4.9: Energieverlustspektren von CuO gemessen bei verschiedenen An-
regungsenergien E0. Der jeweilige Wert von E0 ist links angegeben. Die einzelnen
Spektren sind vertikal gegeneinander verschoben.
absorption eines eingestrahlten Photons durch einen Dipolu¨bergang erlaubt.
Zudem darf in diesem Zwischenzustand die 3d-Schale nicht abgeschlossen sein, da-
mit eine elektronische Anregung des 3d-Systems mo¨glich ist. In Zwischenzusta¨nden
der Art 1s3d10L4p kann also kein Shakeup-Prozess erfolgen, wohl aber die Re-
kombination des Core-Lochs mit einem Valenzelektron. Damit la¨sst sich erkla¨ren,
warum in dem Bereich von E0 = 8990 eV bis 8993 eV zwar kein Satellit vorhanden
ist, die Intensita¨t der Valenzfluoreszenz jedoch nicht ebenfalls abnimmt. Hier wer-
den Zwischenzusta¨nde der Art 1s3d10L4p angeregt, also Zusta¨nde, bei denen die
3d-Schale nach einem Ladungstransfer abgeschlossen ist. Diese Zwischenzusta¨nde
tragen damit nicht zum Shakeup-Satelliten bei. Fu¨r die Valenzlinie, die durch die
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Rekombination des Core-Lochs mit einem Valenzelektron hervorgerufen wird, ist
die offene 3d-Konfiguration jedoch nicht notwendig, sodass die Valenzfluoreszenz
nicht in ihrer Intensita¨t abnimmt.
Wa¨hrend die Existenz bzw. das Verschwinden des Satelliten damit recht anschau-
lich erkla¨rt werden kann, ist eine ebenso einfache Deutung des Verhaltens sei-
ner Intensita¨t und seines Schwerpunktes nicht mo¨glich. Dieses Verhalten wird
durch den Doppelresonanz-Nenner und die Energieabha¨ngigkeit des Matrixele-
ments 〈n|H1s3d|m〉 in Gleichung (4.18) bestimmt. Zur na¨heren Untersuchung wird
im Folgenden versucht, das experimentelle Ergebnis im Rahmen eines einfachen
Modells zu reproduzieren.
Zuna¨chst wird angenommen, dass jeweils nur ein Zustand |m〉 und |n〉 zum
Streuprozess beitra¨gt und dass weiterhin die Interferenz zwischen den Streuam-
plituden Ashake und Afluo vernachla¨ssigbar ist. Die Absorptions- und Emissions-
Matrixelemente 〈m|b1|i〉 und 〈f |b2|n〉 werden wie schon bei der U¨berlegung in





erha¨lt man damit aus (4.18) die Streuintensita¨t des Shakeup-Satelliten:
Ishake ∝ L1(Eex − h¯ω1)L2(Eex − h¯ω2) |〈n|H1s3d|m〉|2 (4.28)
Dabei wurde benutzt, dass im hier betrachteten Fall Eex1 = E
ex
2 ≡ Eex ist.
Um das Streuspektrum zu berechnen, muss weiterhin auch die Energieabha¨ngigkeit
des Quadrates des Matrixelementes 〈n|H1s3d|m〉 durch eine analytische Funktion
ausgedru¨ckt werden. Aufgrund der Energieerhaltung des gesamten Streuprozesses
ist diese Energieabha¨ngigkeit identisch mit dem Spektrum der mo¨glichen elektro-
nischen Anregungen im 3d-System. Im hier dargestellten Modell soll angenommen









beschreiben la¨sst. Fu¨r das gesamte Streuspektrum erha¨lt man also als Modellfunk-
tion:
Imod = L1(E
ex − h¯ω1)L2(Eex − h¯ω2)GS(h¯ω). (4.30)
Zur Veranschaulichung dieser Funktion, mit der das im Experiment beobachte-
te Intensita¨tsverhalten reproduziert werden soll, ist unter Verwendung der zu-
na¨chst willku¨rlichen Parameter Eex = 8987 eV, Γ1 = Γ2 = 0.5 eV, ∆ = 6 eV und
ΓS = 1 eV im oberen Teil von Abbildung 4.10 das Produkt der beiden Lorentzfunk-






































Abbildung 4.10: Darstellung der Modellfunktion Imod zur Beschreibung der Ener-
gieabha¨ngigkeit des Shakeup-Satelliten. Oben: Produkt der beiden Lorentzfunktio-
nen L1 und L2, die aus dem Doppelresonanz-Nenner der Streuamplitude stammen.
Mitte: Gaußfunktion GS zur Beschreibung der Energieabha¨ngigkeit des Quadrates
des Coulomb-Matrixelements. Unten: Produkt Imod aller drei Funktionen (vergro¨-
ßert). Bei dieser willku¨rlichen Wahl der Parameter zeigen sich zwei Resonanzen.
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Im mittleren Teil der Abbildung ist die Gaußfunktion aufgetragen, die nur vom
Energieverlust abha¨ngt. Das Produkt aller drei Funktionen ist die im unteren Teil
dargestellte Modellfunktion Imod. Das Energieverlustspektrum bei einer bestimm-
ten Anregungsenergie E0 ergibt sich hieraus durch einen Schnitt parallel zur Ener-
gieverlustachse.
Bei den in Abbildung 4.10 gewa¨hlten Werten der Halbwertsbreiten Γ1,Γ2 und ΓS
und der Energien Eex und ∆ ergeben sich zwei Resonanzen. Die erste Resonanz, die
bei niedrigeren Anregungsenergien E0 auftritt, fu¨hrt in den Energieverlustspektren
zu einem Maximum, welches keine Dispersion mit E0 zeigt.
Dagegen fu¨hrt die zweite Resonanz zu einem Maximum, welches mit E0 dispergiert,
d.h. seine Position im Energieverlustspektrum bei zunehmender Anregungsenergie
zu ho¨heren Werten hin verschiebt.
Bei gro¨ßeren Werten der Halbwertsbreiten Γ1,Γ2 und ΓS oder einer kleineren Ener-
gie ∆ ko¨nnen die beiden Resonanzen aus Abbildung 4.10 u¨berlappen oder sich
soweit u¨berlagern, dass eine einzelnen Resonanz entsteht. Ebenso ist es mo¨glich,
dass grundsa¨tzlich nur eine der beiden Resonanzen auftritt. Dies ist der Fall, wenn
entweder Γ1 oder Γ2 klein im Vergleich zu ∆ und ΓS ist. Das Intensita¨ts- und Di-
spersionsverhalten des Shakeup-Satelliten ha¨ngt also stark von diesen Gro¨ßen ab.
Eine A¨nderung des Parameters Eex verursacht dagegen nur eine Verschiebung des
gesamte Spektrums parallel zur E0-Achse.
Die experimentellen Daten weisen ebenfalls zwei Resonanzen auf. Anders als im
abgebildeten Fall zeigt dabei die Resonanz bei der niedrigeren Anregungsenergie
eine Dispersion, wa¨hrend bei der Resonanz bei der ho¨heren Anregungsenergie keine
Verschiebung des Maximums mit E0 auftritt. Dieses Verhalten ist nicht durch eine
einzige Modellfunktion, wie sie durch Gleichung (4.30) beschieben wird, zu repro-
duzieren. Wie man anhand von Abbildung 4.10 erkennt, tritt na¨mlich bei Imod eine
Resonanz, bei der sich eine Dispersion zeigt, immer bei der ho¨heren Anregungsener-
gie auf. Ein nicht dispergierendes Maximum im Energieverlustspektrum wird durch
den Ausla¨ufer der in Abbildung 4.10 oben abgebildeten Doppel-Lorentzfunktion
erzeugt, welcher parallel zur Energieverlustachse verla¨uft. Der zweite Ausla¨ufer,
welcher diagonal in der dargestellten Ebene liegt, erzeugt ein dispergierendes Ma-
ximum. Dieser zweite Ausla¨ufer wird aber durch die im mittleren Teil abgebildete
Gaußfunktion immer bei ho¨heren Prima¨renergien geschnitten als der erste Ausla¨u-
fer.
Es muss daher angenommen werden, dass die beiden im Experiment beobachteten
Resonanzen zu zwei verschiedenen Zwischenzusta¨nden mit unterschiedlicher Ener-
gie EexA und E
ex
B geho¨ren. Folglich wurden zwei der Modellfunktionen I
mod mit
verschiedenen Werten fu¨r Γ1, Γ2 und E
ex, aber mit identischen Werten fu¨r ∆ und
ΓS superponiert:
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A − h¯ω1)LA,2(EexA − h¯ω2)GS(h¯ω)
+ LB,1(E
ex
B − h¯ω1)LB,2(EexB − h¯ω2)GS(h¯ω) (4.31)
Dieser Ansatz geht davon aus, dass es zwei Bereiche der unbesetzten Zustands-
dichte mit unterschiedlicher Energie EexA und E
ex
B gibt, in die resonant angeregt
werden kann. Die Gaußfunktion GS, welche die Energieabha¨ngigkeit des Quadrates
des Coulomb-Matrixelements beschreibt, wird fu¨r beide Zwischenzusta¨nde gleich
angenommen.
Das Intensita¨tsverha¨ltnis beider Summanden ImodA und I
mod
B der neuen Modellfunk-
tion I˜mod ist von den Absorptions- und Emissions-Matrixelementen und ebenso von
den Betra¨gen der unbesetzten Zustandsdichte abha¨ngig und daher zuna¨chst unbe-
kannt. Es la¨sst sich somit kein Vergleich der absoluten Intensita¨ten der Shakeup-
Satelliten aus dem Experiment und der Modellrechnung durchfu¨hren. Stattdessen
wurden die Intensita¨ten beider Resonanzen sowohl in der Rechnung als auch im
Experiment so renormiert, dass sie im Resonanzmaximum den Wert eins anneh-
men. Dieses Verfahren ist solange gerechtfertigt, wie es zu keiner nennenswerten
U¨berlagerung beider Resonanzen kommt, die Differenz |EexA −EexB | also groß gegen
alle auftretenden Halbwertsbreiten ist.
Fu¨r den direkten Vergleich der berechneten mit den gemessenen Spektren wurden
bei letzteren, wie schon bei der Simulation der Polarisationsabha¨ngigkeit, die elasti-
sche Linie und die Valenzfluoreszenzlinie durch Anpassen geeigneter Fitfunktionen
subtrahiert.
Aufgrund des sehr eingeschra¨nkten Wertebereichs von E0 und der schlechten sta-
tistischen Genauigkeit im Vergleich zu den Fluoreszenzspektren aus Kapitel 3 war
in diesem Fall ein automatisierter multidimensionaler Fit der acht Parameter EexA ,
EexB , ∆, ΓS, ΓA,1, ΓA,2, ΓB,1 und ΓB,2 nicht mo¨glich. Stattdessen wurden die ein-
zelnen Parameter manuell variiert und sukzessive optimiert, bis eine bestmo¨gli-
che U¨bereinstimmung zwischen den gemessenen und den berechneten Shakeup-
Satelliten Spektren erzielt wurde. Das Ergebnis ist in Abbildung 4.11 dargestellt
und zeigt eine sehr gute U¨bereinstimmung. Sowohl die lineare Verschiebung des
Maximums mit E0 bei der ersten Resonanz, als auch die feste Position der breiten
zweiten Resonanz werden gut wiedergegeben.
Als Ergebnis der Anpassung des Modells an die experimentellen Daten erha¨lt man
fu¨r die Werte der Parameter EexA = 8981.4 eV, E
ex
B = 8995.8 eV, ∆ = 5.4 eV und
ΓS = 1.8 eV. Leider lassen sich die u¨brigen Parameter nur sehr ungenau bestim-
men. Es la¨sst sich lediglich qualitativ feststellen, dass bei der ersten Resonanz, be-
schrieben durch ImodA , der Wert ΓA,2 deutlich kleiner ist als ΓA,1 ≈ 2.5 eV. Bei der
zweiten Resonanz ImodB sind beide Breiten etwa gleich groß ΓB,1 ≈ ΓB,2 ≈ 3.5 eV.
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An diesem Ergebnis ist besonders auffa¨llig, dass der Wert von EexA = 8981.4 eV
gut mit der Energie u¨bereinstimmt, bei der die Struktur B aus Abschnitt 3.3.3
ihr Intensita¨tsmaximum im Fluoreszenzspektrum annimmt. Die dort diskutierte,
wesentlich intensivere Struktur C, welche einem Zwischenzustand 1s3d10L4p zuge-
ordnet wurde, kann aufgrund der abgeschlossenen 3d-Schale nicht zum Satelliten-
spektrum beitragen. Es la¨sst sich daher schlussfolgern, dass in dem nicht eindeutig
zuzuordnenden Zwischenzustand, welcher zur Struktur B in den Fluoreszenzspek-
tren fu¨hrt, die 3d-Schale nicht gefu¨llt ist und dass dieser Zustand daher die erste
Resonanz im Satelliten-Spektrum hervorruft.
In Abschnitt 3.3.3 wurde ebenfalls erwa¨hnt, dass neben dem Zwischenzustand
1s3d10L4p auch noch der Zustand 1s3d94p existiert. Letzterer wurde nicht weiter
diskutiert, da er aufgrund der fehlenden Abschirmung des Core-Lochs eine deutlich
ho¨here Energie besitzt als 1s3d10L4p und bei Anregungsenergien E0 unterhalb der
Kupfer K-Kante nicht zum Kα1-Fluoreszenzspektrum beitra¨gt. Im Zusammenhang
mit den hier betrachteten Shakeup-Satelliten la¨sst sich aber vermuten, dass dieser
Zwischenzustand 1s3d94p die zweite Resonanz bei EexB = 8995.8 eV hervorruft.
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Abbildung 4.11: Anregungsenergieabha¨ngigkeit des Shakeup-Satelliten im Expe-
riment (oben) und in der Simulation (unten). Die beiden auftretenden Maxima
wurden sowohl im Experiment als auch in der Simulation auf den Wert eins renor-
miert. Die Niveaulinien sind im Abstand von 0.2 eingezeichnet.
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Zusammenfassung
In dieser Arbeit wurde die elektronische Struktur von CuO mithilfe der resonanten
Ro¨ntgen-Raman-Streuung untersucht. Ziel war es, sowohl die besonderen Eigen-
schaften der Substanz, als auch die Besonderheiten der Methode hervorzuheben
und zu diskutieren.
CuO la¨sst sich in die Gruppe der Ladungstransfer-Halbleiter einordnen, d.h. die
Bandlu¨cke wird nicht durch die Coulomb-Energie U , sondern durch die Ladungs-
transferenergie ∆ bestimmt. Die Bandlu¨cke ist damit abha¨ngig von der Elektro-
negativita¨t des Liganden, was den Unterschied zwischen dem Halbleiter CuO und
dem Metall CuS erkla¨rt.
Eine Berechnung der Energie elektronischer Anregungen in CuO ist aufgrund der
nicht abgeschlossenen Kupfer 3d-Schale nicht mit Methoden der Dichtefunktio-
naltheorie mo¨glich. Ladungsfluktuationen, bei denen neben dem schon vorhande-
nen stark lokalisierten 3d-Loch noch ein weiteres erzeugt wird, fu¨hren zu nichtlo-
kalen Austausch-Wechselwirkungen zwischen beiden Lo¨chern und zu einer A¨nde-
rung des Grundzustand-Potentials. Beide Effekte ko¨nnen in einer selbstkonsisten-
ten Einteilchen-Bandstrukturrechnung nicht beru¨cksichtigt werden. Eine Alterna-
tive zur Berechnung der elektronischen Struktur solcher korrelierter Systeme bieten
atomare Multiplettrechnungen unter Beru¨cksichtigung der Kristallfeldaufspaltung,
sowie Cluster Rechnungen, die die Gitterperiodizita¨t vernachla¨ssigen und sich in
einem Modell auf einige wenige Atome beschra¨nken. Am Beispiel eines (CuO4)
6−
Clusters wurde vorgefu¨hrt, wie man auf diese Weise ein einfaches Energieniveau-
diagramm und damit die Energien lokaler Anregungen bestimmen kann.
Auf der experimentellen Seite bietet die resonante Ro¨ntgen-Raman-Streuung Zu-
gang zur unbesetzten Zustandsdichte in der Na¨he der Fermienergie. Wird die Ener-
gie der einfallenden Ro¨ntgenstrahlung so gewa¨hlt, dass sie wenige eV unterhalb der
Bindungsenergie eines Kupfer 1s-Elektrons liegt, so lassen sich die Beitra¨ge un-
terschiedlicher Zwischenzusta¨nde zum Fluoreszenzspektrum aufgrund der Raman-
Shift voneinander trennen. Es wurde gezeigt, dass sich so bei CuO drei verschiedene
Zwischenzusta¨nde nachweisen lassen. Zum einen kann ein 1s-Elektron durch einen
Quadrupolu¨bergang in das teilweise unbesetzte 3d-Band angeregt werden. Weiter-
hin besteht die Mo¨glichkeit eines Dipolu¨bergangs in das Kontinuum unbesetzter
Kupfer 4p-Zusta¨nde, wobei gleichzeitig durch einen Ladungstransfer ein Elektron
vom Sauerstoff zum Kupferatom u¨bergeht und dort die 3d-Schale fu¨llt.
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Der dritte nachgewiesene Zwischenzustand liegt energetisch zwischen den beiden
zuvor genannten und zeigt ebenfalls das Verhalten einer Kontinuumsanregung. Die
Existenz einer solchen Anregung la¨sst sich dadurch erkla¨ren, dass bereits wenige eV
oberhalb der Fermienergie eine geringe aber endliche p-artige Zustandsdichte vor-
handen ist. Rechnungen, die das Core-Loch im Zwischenzustand vernachla¨ssigen
oder die monokline Struktur von CuO idealisieren, ko¨nnen dieses Ergebnis nicht
besta¨tigen. Dagegen zeigt eine RS-MS Rechnung, in der diese beiden Na¨herungen
nicht durchgefu¨hrt werden, eine U¨bereinstimmung mit dem experimentellen Re-
sultat. Dies deutet darauf hin, dass die Vereinfachungen, wie sie in vielen Modellen
u¨blich sind, zu einer Verfa¨lschung der berechneten elektronischen Struktur fu¨hren
ko¨nnen.
Eine weitere Mo¨glichkeit der resonanten Ro¨ntgen-Raman-Streuung ist die Un-
tersuchung der Symmetrie unbesetzter Zusta¨nde durch Ausnutzung der Polari-
sationsabha¨ngigkeit des Fluoreszenzspektrums. Letzteres zeigt eine deutliche In-
tensita¨tsmodulation der einzelnen Strukturen, wenn man die Orientierung des
Polarisationsvektors des linear polarisierten einfallenden Ro¨ntgenstrahls in Be-
zug auf das Koordinatensystem der kristallinen Probe a¨ndert. Durch einen Ver-
gleich mit der simulierten Polarisationsabha¨ngigkeit des Dipol- und des Quadrupol-
Absorptionsmatrixelements konnte nachgewiesen werden, dass die p-artige Zu-
standsdichte in der Na¨he der Fermikante hauptsa¨chlich pz-Symmetrie besitzt. Wei-
terhin deuten die Ergebnisse darauf hin, dass das Kupfer 3d-Loch im Grundzu-
stand von CuO keine reine dxy-Symmetrie besitzt, wie dies in vielen Modellen
angenommen wird, sondern dass signifikante Beimischungen anderer Symmetri-
en vorhanden sind. Vergleichbare Messungen der Polarisationsabha¨ngigkeit von
XANES-Spektren besta¨tigen dies.
Im letzten Kapitel dieser Arbeit wurde untersucht, wie sich die Zwischenzustands-
Wechselwirkung zwischen dem Core-Loch und den lokalisierten 3d-Elektronen aus-
wirkt. Zuna¨chst wurde diese Wechselwirkung im Rahmen einer Sto¨rungsrechnung
behandelt. Es wurde gezeigt, dass sich daraus die Mo¨glichkeit von Anregungen im
System der 3d-Elektronen ergibt, die zusa¨tzlich zu den Anregungen aufgrund der
Elektron-Photon-Wechselwirkung auftreten und die zu Satelliten im Energiever-
lustspektrum fu¨hren.
Im Experiment wurde dann zuna¨chst die Abha¨ngigkeit dieses sogenannten
Shakeup-Satelliten vom Streuwinkel untersucht. Dabei stellte sich heraus, dass
die in horizontaler Streugeometrie beobachtete Streuwinkelabha¨ngigkeit nicht in
Zusammenhang mit einer A¨nderung des Impulsu¨bertrags steht. Stattdessen wurde
gezeigt, dass sich die beobachteten Effekte allein durch die Polarisationsabha¨ngig-
keit der resonant elastischen Streuung erkla¨ren lassen, welche im betrachteten Fall
die dem Shakeup-Satelliten zugeho¨rige Hauptlinie darstellt.
Schließlich wurden noch Messungen der Anregungsenergie-Abha¨ngigkeit des
Shakeup-Satelliten durchgefu¨hrt und mit einem Modell verglichen, welches aus
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dem Ergebnis der Sto¨rungsrechnung abgeleitet wurde. Nach einer Optimierung
der Modellparameter ergab sich eine gute U¨bereinstimmung zwischen Experiment
und Simulation. Als wichtigstes Ergebnis der Modellrechnung konnte festgestellt
werden, dass die Satelliten-Spektren zwei Resonanzen EexA und E
ex
B aufweisen, die
der Energie des intermedia¨ren Zwischenzustands vor dem Shakeup-Prozess ent-
sprechen. Die Energie EexA = 8981.4 eV stimmt mit der Energie u¨berein, bei der
die zuvor gemessene, dritte Struktur im Fluoreszenzspektrum maximale Intensi-
ta¨t erreicht. Es wurde daraus gefolgert, dass in dem zugeho¨rigen Zwischenzustand
die Kupfer 3d-Schale nicht abgeschlossen ist, da andernfalls kein Shakeup-Prozess
mo¨glich wa¨re. Gleiches gilt fu¨r die zweite Resonanz bei EexB = 8995.8 eV, die jedoch




Die analytische Approximation der
Voigtfunktion
Die Faltung einer Lorentzfunktion L(x) mit einer Gaußfunktion G(x) la¨sst sich
analytisch nicht darstellen. Um einen Funktionswert dieser sogenannten Voigt-




L(y)G(x− y) dy (A.1)
numerisch zu berechnen. Zur Durchfu¨hrung der in den Kapitel 3 dargestellten Fit-
prozeduren wa¨re demnach eine sehr große Anzahl dieser Integrationen durchzufu¨h-
ren, sodass es sinnvoll ist, die exakte Voigtfunktion durch eine geeignete analytische
Funktion zu na¨hern. Man benutzt dazu die Summe einer Gaußfunktion Gfit und ei-
ner Lorentzfunktion Lfit, wobei beide Funktionen unterschiedliche Amplituden Afitg





V (x) ≈ V˜ (x) = Gfit(x ; Γfitg , Afitg ) + Lfit(x ; Γfitl , Afitl ) (A.2)
Diese na¨herungsweise Darstellung V˜ (x) der Voigtfunktion wird auch als Pseudo-
Voigtfunktion bezeichnet.
Die Werte der Amplituden und Halbwertsbreiten, mit denen eine optimale An-
passung an die exakte Voigtfunktion erreicht wird, ha¨ngen dabei von den Halb-
wertsbreiten der beiden Funktionen G(x) und L(x) ab, deren Faltung V (x) ist. So
ergibt beispielsweise die Faltung einer sehr breiten Lorentzfunktion mit einer sehr
schmalen Gaußfunktion im Wesentlichen wiederum eine Lorentzfunktion, d.h. in
der Summe in Gleichung (A.2) ist Afitg  Afitl . Sind dagegen die Halbwertsbreiten
der Gauß- und der Lorentzfunktion in Gleichung (A.1) gleich, so sind auch Afitg
und Afitl von derselben Gro¨ßenordnung.
Eine Vereinfachung dieses Problems ergibt sich, wenn man wie in Kapitel 3 an-
nehmen kann, dass die Halbwertsbreite der Gaußfunktion G(x) in Gleichung (A.1)
93
94 A. Die analytische Approximation der Voigtfunktion
der experimentellen Auflo¨sung Γexp entspricht und damit bekannt ist. Es ist dann






l von der Halb-






mit verschiedenen Halbwertsbreiten im Bereich von ξ = 1 bis ξ = 12 mit einer
Gaußfunktion der Halbwertsbreite Γexp = 1.5 gefaltet. An die daraus resultieren-
den Voigtfunktionen wurden dann Pseudo-Voigtfunktionen gema¨ß Gleichung (A.2)
mittels eines Fits angepasst. Abbildung A.1 zeigt die so ermittelte Abha¨ngigkeit
der vier Parameter von ξ. Alle Kurven lassen sich in dem dargestellten Bereich
gut durch Polynome 6. Grades na¨hern, sodass die Parameter als Funktion von ξ
ausgedru¨ckt werden ko¨nnen.
Fu¨r die Benutzung der Pseudo-Voigtfunktion als Fitfunktion ermo¨glicht man
schließlich noch eine Skalierung der Funktion durch Multiplikation mit Av, sowie
eine Verschiebung des Maximums durch die Argumentsubstitution x → (x − x0).
Man erha¨lt schließlich:


















































Abbildung A.1: Abha¨ngigkeit der Amplituden Afitl und A
fit
g und der Halbwertsbrei-
ten Γfitl und Γ
fit
g der Fitfunktionen von der Breite ξ der Original-Lorentzfunktion.
Die Symbole (◦) entsprechen den ermittelten Fitparametern, die durchgezogenen
Linien sind angepasste Polynome 6. Grades.
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