


















  ここで，簡単な定義を行う．クラスを ，ic { }Cccc ,,, 21 L=C として，分類の手がかりと
なるキー情報を ，jkey { }KEYkey,
n
y
keykey ,1 L=KEY とし，キー情報 はクラス から




Cx∈ KEY∈ ′，y KEY∈′ ，キー情報 y′は
クラス ， から生起したものとする．分類問題は学習データx′ x ∈′ C ( )nyx, と新規に分類し


































































{ }KEYkeykeykeyKEY ,,, 21 L= である． 
  文書分類問題とは，既に各クラス に分類されている学習用の電報 を用いて学習し，
新規に分類したい未知の電報 をいずれかのクラス に分類する問題である． 
ic ildoc
udoc ic
  学習用の電報 （学習データ）は，doc が分類されているクラス ，x と doc の
電報文に含まれるキー情報の系列 の 2 項組
ildoc il ix Ci ∈ il





報系列 の長さ（ に含まれるキー情報の延べ数に相当する．）を示し， は
と同一で， ， は に含まれるキー情報の系列中の 番目に
並んでいるキー情報を示す． 学習用の電報 は 個与えられ， 個の学習用の電報全体

































udoc ( )Nyx ′′′, で表現される．なお，N ′は
キー情報系列 の長さ（未知の電報 に含まれるキー情報の延べ数に相当する．）をNy ′′ udoc
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示し，y は と同一である．また，実際に与えられるのはキー情報の系列 の
みで，真のクラス

























  すなわち，電報の文書分類問題とは，新規に分類したい未知の電報 doc のキー情報系列
を与えられたもとで，doc が分類されるべき真のクラス
u




























     (4.1) 
ただし， 
) ( ) ( ) ( ) ( ) ( )


























  (4.2) 
 
( ) ( ) ( ) ( )

























           (4.3) 
(xV ′ˆ はクラス ， のキー情報ベクトルで，C ( ) ( )  ′ nNi yxkeyxF ,,ˆ は学習データ全
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体中でクラス に分類されている電報でキー情報 が生起した回数， はx′ˆ ikey ( )ikeyA
( ) ( ) 0,ˆ > ′ nNikeyxF , yx が成立しているクラスの数， ( )udocV は新規に分類したい未知の
電報 のキー情報ベクトルで，udoc ( )Ni ykeyF ′′ は未知の電報 のキー情報系列 中で







) ( )udocV 間の内積， ( )xV ′ˆ はベクトル ( )xV ′ˆ のノルムを示す． 
( )θic ic (p ic
j p ( )θ,icjkey
*θ ∈*θ (p ic
)θ,ij c
θ doc ( )θ
ildocp












る方法の一つである最尤推定法を採用した Naive-Bayes 法 [8][19]（以下では単に
Naive-Bayes 法と呼ぶ．）を取り上げる．Naive-Bayes 法に基づく文書分類方法を紹介す
る前に，いくつかの定義を行う． 
  p はクラス が生起する確率分布， )θ,ij ckey はクラス が生起した条件のもとで
キー情報 key が生起する確率分布を示し， ( )θic も p もともに連続パラメータ
θ， Θ∈θ によって支配されている． ， は真のパラメータで未知である Θ





( ) ( ) ( .,, == i
i iii
N
il xxpxypxpdoc θθθθ             (4.4) )





  同様に未知の電報 の生起確率udoc ( )θudocp は次式で示される． 
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u xypxpxypxpdocp θθθθθ )             (4.5) 
  次に，Naive-Bayes 法に基づく文書分類方法では未知の電報を分類するクラスが次式に














NB xypxpyd )                      (4.6) 
ただし， および( )xp ′ˆˆ ( xyp i ′′ ˆˆ )はそれぞれ ( )*ˆ θxp ′ および ( )*,ˆ θxyp i ′′ に対する最尤推定法に
よる推定値を示す． 































































  まず，いくつかの定義を行う．noun はシソーラス上のクラスに既に分類されている名詞
を示し， ，
i
NOUN { }NOUNnounnounNOUN ,1 L= noun ,, 2 は要素数が有限の名詞集合である．
なお， ⋅ は集合の要素数を示す．c はシソーラス上のクラスを示す．C，i { }Cccc ,,, 21 L=C
は要素数が有限のシソーラス上のクラスの全集合で木構造を形成している．unknownは未知


















n n nn yxyxy L2211
jkey








inoun ( )N ′ xyx′, ′ ， C∈′ ， KEYy ∈′ は未知語 が分類されるべ
き真のクラス と未知語unknownと共起した
unknown
x′ N ′個のキー情報 y′の系列 の 2 項組を示
す．しかし， は未知であり，実際に与えられる未知語データは未知語 と未知語
と共起したキー情報 の系列 の 2 項組
N′y ′
unknownx′
unknown y′ N ′′y ( )Nyunknown, ′′ である．すなわち，未
知語分類問題とは，学習データ ( と未知語データ)nyx, ( )N ′yunknown ′, を与えられたもとで
未知語 の分類されるべきクラスunknown x′を推定する問題である． 
  ベクトル空間法に基づく従来方法では，次式によって未知語を分類するクラスが決定さ
れる． 
( ) ( )( ) ( ) ( )( )
( ) ( )



















        (4.7) 
ただし， 
( ) ( )( )( ) ( )( )( )( ( )( )( ))，nKEYnn yxkeyxFyxkeyxFyxkeyxFxV ,,ˆ,,,,ˆ,,,ˆˆ 21 ′′′=′ L   (4.8) 
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( ) ( ) ( )( ( ))，NKEYNN ykeyFykeyFykeyFunknownV ′′′ ′′′= ,,, 21 L        (4.9) 
( ) ( )( )NnVec yunknownyxd ′′,,, は学習データ ( )nyx, と未知語データ ( )Nyunknown ′′, を引数に
とり，未知語unknownを分類すべきクラスを決定する関数を示し， ( )xV ′ˆ はクラス のキー
情報ベクトル，
x′ˆ
( )( )( )nyx,jkeyxF ,ˆ′ は学習データ ( )nyx, 中の ( )jkeyx ,ˆ′ の数でクラス とキ
ー情報 key が共起した回数を示し，
x′ˆ
j ( )unknownV は未知語 のキー情報ベクトル，unknown




未知語 とキー情報 key が共起した回数を示し， はベクトル間の余弦の値を求め





V はベクトルV のノルムを示す． 
  式(4.7)で示されるように，従来方法では未知語のキー情報ベクトル ( )unknownV との余弦








  上記のベクトル空間法の微調整の一例として TF･IDF 法が挙げられる．これは各共起頻
度に重み付けを行う方法であり，情報検索等の分野において多く実用化されているのはTF･
IDF 法を導入したベクトル空間法である[14]．TF･IDF 法を導入したベクトル空間法では，

















  まず，いくつかの定義を行う．クラス の生起する確率分布をic ( )θicp ，クラス が生起
したもとでキー情報 が生起する確率分布を
ic
jkey ( )θ,ij ckeyp と表す． ( )θicp と
( )θ,ij ckeyp はともに連続パラメータθによって支配され，パラメータ集合をΘとし，真の
パラメータ ， は未知とする． *θ Θ∈*θ
  Naive-Bayes法を未知語分類問題に適用すると，次式のような未知語分類方法 ( )NNB yd ′′
が考えられる． 










NB xypxpyd )                    (4.10) 
























パラメータ集合をΘ，真のパラメータを ，θ と表す．有限の状態集合をθ* * ∈Θ S，s S，
有限の行動集合を ，
i ∈
A a Ak ∈ ，状態 において行動asi k が選択されたもとで状態 に遷移
したときに得られる収益を示す利得関数を
s j
( )s jr s と表す．状態 において行動ai k, , si ak が
選択されたもとで，状態 に遷移する確率を示す，パラメータs j θ によって支配される
S A S× の遷移確率行列( ⋅ は集合の濃度を示す．)の要素を ( ),θp k,s s aj i と表す．行動
選択と状態遷移を繰り返して収益を得る期間である運用期間の長さをT，運用期間の初期
状態を ，x0 t 期における状態を ，xt t 期において選択された行動をd と表し，t t 期におけ
る状態遷移に伴って得ることができた収益をUt′，状態 において行動 が選択され，状




















ただし， β ， 10 << β は割引率である． 
  非割引問題における目的は次式で示される期待平均収益の最大化である． 




































tTxvxdxrdxxptTxv βθ  (4.13) 
ただし，v は真のパラメータ既知のもとで状態 を初期状態としたT 期間の真
の最適政策による期待割引総収益を示す．ここで真の最適政策とは真のパラメータ既知の
場合の最適政策のことである．また，運用期間
( tTxt −,* ) tx t−
T が無限の場合には，Policy Iteration 
Algorithm(PIA)[13][21][39]で次式の再帰方程式を解くことによって，式(4.11)の期待割引
総収益を最大化する決定関数である最適政策が求められる． 



















 ++−= ++∈++ + tttAdttttttttt dxQxdxrdxQdxQ tβαα     (4.15) 
ただし，α ，0 1<<α は学習率， ( )kit as ,Q は ( ) ( ) ( )( )∑ +
js
jjkikij svsasrassp
** ,,,, βθ の t期
における近似値を示す．Q-Learningは確率的近似法と同様に収束性が保証されており，漸


























( ) ( ) ( ) .,,,, 100001 ∫
Θ



























txdx L00( 10 +txL0d 100 +txdx L
( )




















β )  
(4.18) 











































  名詞 1 
 
具体 抽象 














































  空便 初便 先便 増便 
  定期便 便 夜行便 
987 乗り物(本体) 
 乗りもの 乗り物 乗物 
988 乗り物(本体(移動(陸圏))) 
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図 4.3  ベクトル空間における未知語分類 
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図4.4 分類問題に関する本研究の位置付け 
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図4.5 未知情報を伴うマルコフ決定過程問題に関する本研究の位置付け 
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