Abstract. We introduce the mode-dispersion approach for constructing the (asymmetric) continuous associated kernels from suitable parametric probability density functions (p.d.f.) that we shall call the type of kernel. This leads us to value the choice of the associated kernel, since it takes into account the support of the unknown density f , to be estimated. All associated kernel density estimators must be without edge effect. For illustrating this, we introduce the extended beta kernel, which is a typical model of kernels with bounded supports. However, in the presence of a large bias of the density estimator, we propose a general but light modification in the same type of the first associated kernel; it leads to improve the mean integrated square error of the new estimator. Some properties of two estimators are investigated and compared, in particular pointwise and global (asymptotical) properties. Several forms of types of kernels and their associated kernel estimators are subsequently examined in detail. Simulation studies are made on three lognormal kernel density estimators for pointing out some behaviors at the boundaries. 
Introduction
Let X 1 , · · · , X n be independent and identically distributed (iid) random variables with an unknown probability density function (p.d.f.) f on T, a subset of the real line R d . The kernel estimator f n of the p.d.f. f is classically defined by
The continuous kernel function K (·) in (1) is in general a symmetric p.d.f., independent of the target x and the bandwidth h with zero mean and finite variance; see Rosenblatt (1956) , Parzen (1962) , Sylverman (1986) , Devroye (1987) , Scott (1992) , Tsybakov (2004) for a review. This popular kernel K (·) has been imagined for estimating f with unbounded support T = R. From the works of Chen (1999) and Chen (2000) on beta and gamma kernels, respectively for densities on T = [0, 1] and T = [0, ∞), Scaillet (2004) on inverse Gaussian kernel and its reciprocal for densities on T = [0, ∞) and as well as Kokonendji and Senga Kiessé (2011) for the discrete case (i.e. T ⊆ Z), is borned a kind of kernel estimators (that we call associated kernel estimators) where the kernel function is parameterized by the estimated point x and the smoothing parameter h. In order to harmonize writing as in Kokonendji and Senga Kiessé (2011) , one can define a continuous associated kernel estimator f n of the p.d.f. f by
It is well known that K (·) of (1) becomes a particular case of the continuous associated kernel K x,h which is intrinsically dependent on x and h, through the following relation:
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et al. (2005) , Kokonendji et al. (2009) , Kokonendji and Zocchi (2010) , Senga Kiessé and Rivoire (2010), Bertin and Klutchnikoff (2011) , Zougab et al. (2012) , Zougab et al. (2013) and Libengué Dobélé-Kpoka (2013) for details. These special cases dealt show that the associated kernel estimators are without edge effects but they do not cover all types of T.
In addition, it is worth noting the absence of a general definition for classical continuous kernel and a method for constructing them. Actually, for 0 < t 1 < t 2 with t 2 1, the support T = [t 1 , t 2 ] corresponds, for example, to the real human size distribution between [0.5, 2.5] (unit by meter) or many other observed natural distributions for which there does not exist an appropriate kernel function. This leads us to introduce, for T = [t 1 , t 2 ] (t 1 < t 2 ), the "extended beta kernel", which belongs to the family of continuous associated kernels, asymmetric, without edge effect, and very useful for smoothing some observed distributions on known compact support T ⊆ R.
In this paper, the main goal is to homogenize the theory concerning the associated kernels estimators by pointing out a systematical technique for constructing them without boundary effects for any type of support T of f , to be estimated. The rest of the paper is organized as follows. Section 2 gives a general definition of the continuous associated kernel which includes the classical one. A1so, we provide a principle for constructing any continuous associated kernel from a parametric p.d.f. and we illustrate this with some examples from the literature, as well as new ones. In Section 3, we apply the continuous associated kernel for smoothing an unknown given p.d.f. Some pointwise properties will be investigated, in particular the convergence in sense of asymptotic mean integrated squared error (AMISE) and the bias reduction algorithm. In Section 4, some illustrations with the types of kernels such as Pareto, lognormal, beta and its extended version, gamma and its inverse and also, inverse Gaussian and its reciprocal are derived.Section 5 provides a simulation study in which the finite-sample properties of three lognormal estimators are investigated. In particular, we explore in more detail the role of the smoothing parameter or bandwidth. The three estimators are critically compared in the sense of the MISE. Main conclusions and a final discussion are given in Section 6.
To finish, we let know the reader that all the tables are postponed after the bibliography at the end of the document.
Continuous associated kernels
We provide here some definitions and construction of the continuous associated kernel. We investigate their basic properties and finally give some illustrations.
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following conditions are satisfied:
with Z x,h a random variable with p.d.f. K x,h , and both A(x, h) and B(x, h) go to 0 as h goes to 0.
Let us remark that:
(i) The support S x,h is not necessary symmetric with respect to 0 or to x as in the classical case. It can depend or not on x and h. (ii) The condition (4) can be replaced by ∪ x∈T S x,h ⊇ T and implies that the associated kernel takes first into account the support T of the p.d.f. f , to be estimated. (iii) If ∪ x∈T S x,h T, then this is the classical problem of boundary bias. (iv) The conditions (5) and (6) indicate that the associated kernel is more and more concentrated around x as h goes to 0. This highlights the peculiarity of associated kernel which can change its shape according the target position.
The following proposition transforms all classical kernels to associated kernels, and points out the shape of their support.
Proposition 1. Let K be a classical (symmetric) kernel with support S, mean µ K = 0 and variance σ 2 K < ∞. For a given x ∈ T = R and h > 0, then the classical associated kernel is defined by (3) and
In other words (7) corresponds to the following characteristics A and B of classical associated kernel K x,h : A(x, h) = 0 and B(x, h) = O(h 2 ).
Proof. From (3), for a fixed x in T and for all t in T, there exists u in S such that u = (x − t)/h. This implies that t = x − uh. Since t ∈ T, it comes from (4) that S x,h = x − hS. The last two results are derived from calculating the variance and the mean of K x,h by making the change of variables u = (x − t)/h.
The following definition introduces the notion of type of kernel that we need for constructing any associated kernel.
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(ii) Obviously, the probability of the mode is equal or always greater than the probability of the mean. (iii) When the dispersion parameter around the mode tends to zero, this implies that the dispersion parameter around the mean goes also to zero.
There are several definitions about the concept of dispersion parameters; see Jørgensen (1997) , Jørgensen et al. (2010) and Jørgensen and Kokonendji (2011) for further details. Now, we are able to construct some associated kernels using any p.d.f. which satisfies Definition 1. Let us give a general method of construction.
Principle (mode-dispersion). Let K θ(a,b) be a type of unimodal kernel on S θ(a,b) , with mode M(a, b) and dispersion parameter D(a, b). The mode-dispersion method allows the construction of the function K θ(x,h) by solving in term a and b the equations
where a(x, h) and b(x, h) are solutions of the previous equations, for h > 0 and x in T.
In the following proposition we show that K θ(x,h) satisfies Definition 1.
Proposition 2. Let T be the support of the density f to be estimated. For all x ∈ T and h > 0, the kernel function constructed by the mode-dispersion method K θ(x,h) with support
where Z θ(x,h) is a random variable with p.d.f. K θ(x,h) and A θ (x, h) → 0 and B θ (x, h) → 0 as h → 0.
Proof. Firstly, from the mode-dispersion method one has θ(
of Remark 1), we obtain from the mode-dispersion method the first result (9) as follows:
In addition, for a given random variable Z θ(a,b) associated to the type of the unimodal kernel
, where ε(a, b) is the difference between the mode and mean of K θ (a,b) . From the mode-dispersion method, we have M(a, b) = x and ε(a, b) = ε(a(x, h), b(x, h)). Next, we can write
Taking A θ (x, h) = ε(a(x, h), b(x, h)) and using the definition of the dispersion parameter around the mode, this leads to the second result (10). Finally, since K θ(a,b) admits a moment Ligengue Dolele-Kpoka F.G.B and Kokonendji C., Afrika Statistika, Vol. 12 (3), 2017, pages 1417 -1446. The mode-dispersion approach for constructing continuous associated kernels.
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of second order, this implies that the variance of K θ(x,h) exists in terms of x and h. We can write it as
with B θ(a(x,h),b(x,h)) which tends to zero as h → 0 from Part (iii) of Remark 1. We obtain the last result (11) by taking B θ (x, h) = B θ(a(x,h),b(x,h)) .
Note that in practice, both characteristics A θ (x, h) and B θ (x, h) are derived from the calculation of mean and variance of K θ(x,h) in term of a(x, h) and b(x, h). We show how to calculate them in Section 2.2.
However, it is worth noting that some types of kernels do not satisfy the mode-dispersion method. For instance, we have the Weibul type of kernel, with shape and scale parameters a > 1 and b > 0. It has as mean and variance, respectively bΓ(1 + 1/a) and (2) , where Γ(·) is the gamma function. This type of kernel is defined by
Its mode and dispersion parameter are b(1 − 1/a) 1/a and b respectively. Using the modedispersion method we have
Here b(x, h) = h is not depending on x, but a(x, h) is an implicit expression depending on x and h.
Another example is the Birnbaum-Saunders type of kernel with shape and scale parameters a > 0 and b > 0 respectively, and defined by
Its mean and variance are b(1 + a 2 /2) and (ab) 2 (1 + a 2 /2) respectively. From the modedispersion method, we here have
However, the mode M(a, h) = arg max u>0 BS θ(a,h) (u) cannot be obtained in explicit form. It has to be obtained by solving a non-linear equation in terms of the shape parameter a. In Balakrishnan et al. (2011) , some modal values of this kernel type are calculated by varying a from 0.5 to 5.0. Let us precise here that there exists other methods to construct associated kernels; see, e.g., Jin and Kawczak (2003) for Birnbaum-Sanders and lognormal type of kernels.
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Examples of non classical kernels
We now show in detail the case of the extended beta kernel because it has a general support from which many other cases can be deduced. The remaining examples are summarized in Table 3 which will be commented below.
Extended beta kernel
This kernel belongs to the family of beta densities on the support S EB = [t 1 , t 2 ] with 0 ≤ t 1 < t 2 . It is unknown in nonparametric statistics but it is often used in Operation Research; see Grubbs (1962) for details. Introduced in Libengué Dobélé-Kpoka (2013), the type of unimodal extended beta kernel, with shape parameters a > 1 and b > 1, is defined by
Its mode and dispersion parameter are
This leads to the associated extended beta kernel defined on
From the mean and variance of EB θ(a,b;t 1 ,t 2 ) defined respectively by t 1 + a(t 2 − t 1 )/(a + b) and
2.2.2. Other kernels Table 3 summarizes the results of calculation obtained from the construction of some associated kernels using mode-dispersion method. Table 1 and Table 2 provide different ingredients from which one constructs the associated kernels with the mode-dispersion method. We specify here that the quantity Z θ(a,b) in the tables aforementioned denotes a random variable with density K θ(a,b) on S θ(a,b) . Regarding beta and gamma kernels, our results match with those of Chen (1999) and Chen (2000) . We specify in the case of inverse Gaussian kernels and its reciprocal that the version of Scaillet (2004) is in fact our modified version that we present in Table 7 . Also, we introduced inverse gamma and lognormal kernels for densities with support (0, ∞) as well as the Pareto kernel for extreme cases (e.g. Markovich (2007) ). From Part (b) of Figure 1 one can observe the inside disfunctioning of inverse Gaussian and inverse gamma kernels.
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Associated kernel density estimators
We now investigate the main properties of the associated kernel estimators for density functions. Let X 1 , X 2 , · · · , X n be a sequence of a random variable X of an unknown p.d.f. f in T ⊆ R. The associated kernel estimator f n of f is defined by
This estimator (15) is similar to that of (2), except that (15) denotes the kernel estimator derived from the mode-dispersion method in the remainder of the paper.
Properties
The non-standardization of the associated kernel estimators comes, for instance, from the fact that its total mass is not always equal to 1 and it should be normalized before using for density estimation but not for regression estimation. Which does not the case with regard to the classical estimators (18).
Proposition 3. Let f n be an associated kernel estimator (15) of f . For all x ∈ T, h > 0, one has:
where the total mass Λ(n, h, K) depends on the sample, type of kernel and smoothing parameter such that it is not always equal to 1.
Proof. The first result (16) is obtained in a straightforwardly way as follows:
The second result (??) stems from the fact that
since with respect to x, K θ(·,h) (t) is not necessarily a probability density for a given t = X i .
From this proposition, one can note that for non-classical kernels, the total mass Λ(n, h, K) = Λ n of f n is positive and fails to be equal to 1 in general see, e.g., Cherfaoui et al. (2015) . Table   5 permit to observe that Λ n ∈ [0.9, 1.1]. Since Λ n is around 1, we study x → f n (x) without normalizing constant which can be used at the end of the estimation process of density.
In the classical case, it is easy to check that Λ n = 1 by making the change of variables u = (x − X i )/h as follows:
Proposition 4. Let f n be an associated kernel estimator (15) of f in the class C 2 (T). For all x in T and h = h n > 0, then
Furthermore, if f is bounded on T then
where
Proof. From (16) and by using Taylor's formula successively around E Z θ(x,h) and x, the result (19) can be shown by
In fact, the rest o(h 2 ) comes from (8) and
where o P (·) is the probability rate of convergence. Concerning the variance we have
From (16) and (19) one has the following behavior of the second term
By using Taylor's expansion around x, the first term I 1 gives
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with
Under the assumption of
An illustration of the calculation of r 2 will be given on the particular case of the modified lognormal kernel for edge points in Section 5.
Here, we define the appropriate measure for assessing the similarity of the associated kernel estimator f n with respect to the true density f , to be estimated. We remind the reader that the most natural measure is the mean integrated square error (MISE). Thus, we first define the mean squared error (MSE) by
The integrated form of MSE on T and its approximate expressions are respectively given by:
The next proposition gives the rate of convergence in the sense of AMISE.
Proposition 5. Suppose that f ∈ C 2 , with first and second derivative being bounded. Then the optimal bandwidth that minimizes the AMISE is
Proof. Definition 1 and Proposition 1 allow to say that there exists two positive and finite constants c * 1 (x) and c * * 1
Using Proposition 4, one has:
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By integrating (22), one obtains
with C 1 (x) and C 2 (x) the anti-derivatives of respectively, c 2 1 (x) and c 2 (x) on T. Taking the second member equal to 0 leads to the result.
Reduction of bias
Naturally, the presence of the non-null term A θ (x, h) in (19) increases the bias of f n (x). Thus, we propose in the following section an algorithm, inspired to the Chen (1999) and Chen (2000) , but especially developed in Libengué Dobélé-Kpoka (2013), for eliminating the term A θ (x, h) f (x) in the largest region of T. For reducing the bias of f n (x) defined in (19), one proceeds in two steps. The first step consists to define both inside and boundary regions and the second step deals to the modification of the associated kernel which leads to the inside bias reduction. (i) interior region (the largest one in order to contain at least 95% of observations) denoted by T α(h),0 and defined as interval
(ii) boundary regions (can be empty) denoted by two intervals T α(h),−1 and T α(h),+1 respectively defined by
and
(right boundary region).
We can denote them as the complementary sets of the interior region:
Second step : We modify the associated kernel K θ (x, h) corresponding to A(x, h) and B(x, h) with a new kernel function noted K θ(x,h) corresponding to A(x, h) =
must be continuous on T and constant on T c α(h),0
(form personal communication with Chen). Some illustrations are given in Section 4. The following proposition shows that the modified kernel function K θ(x,h) with support S θ(x,h) = S θ(x,h) is an associated kernel.
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Proposition 6. The function K θ(x,h) obtained from (23) is an associated kernel.
Proof.
We are going to show that K θ(x,h) satisfies all conditions of Definition 1. Since K θ(x,h) is an associated kernel and from the first step of the bias reduction we have for j ∈ J = {−1, 0, +1},
Using Proposition 2 it follows that for a given random variable Z θ(x,h) with pdf K θ(x,h) we obtain the last two condition as,
with both A θ(x,h) and B θ(x,h) go to 0 as h goes to 0. Taking A(x, h) = A θ(x,h) and B(x, h) = B θ (x,h) it follows that for a fixed j ∈ J, A j (x, h) = A θ j (x,h) and B j (x, h) = B θ j (x,h) . In particular, from (23) we have A θ 0 (x,h) = 0.
So, we define the modified associated kernel density estimator f n of f using K θ(x,h) by
The following proposition gives the new expressions of bias and variance of f n .
Proposition 7. Let T = ∪ j∈J T α(h), j (J = {−1, 0, +1}) be the support of the p.d.f. f to be estimated, f n and f n the associated kernel estimators of f defined in (15) and (24) respectively. For all x ∈ T α(h),0 and h > 0 then,
and Var f n (x) Var f n (x) as h → 0.
Proof. We obtain the first result by replacing in (19) respectively, f n , A θ and B θ by f n , A 0 and B 0 . For the last result, considering (20) it suffices to show that
Indeed, since K θ(x,h) and K θ(x,h) are associated kernels of the same type K, r 2 = r 2 (K θ(x,h) ) and r 2 = r 2 (K θ(x,h) ), there exists a common largest real number r = r(K) such that
Journal home page: www.jafristat.net, www.projecteuclid.org/as
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Thus, we define the asymptotic expression of the MISE of f n on T α(h),0 as follows:
Choices of associated kernel and bandwidth
In opposite to the classical associated kernel, the choice of the non-classical associated kernel is very important. Firstly, it depends on a prior knowledge of the support T of the density f , to be estimated, which has to coincide with the support S θ of the (non-classical) associated kernel. In addition, this choice must take into account the behavior of the associated kernel according different positions of the target x in T. For several associated kernels with the same support S θ = T, the most appropriate kernel K θ opt is one that checks for a fixed h > 0 if:
For T = R, then K θ opt is the Epanechnikov kernel. The optimal bandwidth parameter obtained in Proposition 5 cannot be used in practice because it depends on the unknown density function. Several methods exist for selecting bandwidth parameters for associated kernel density estimators. In our case, we propose to use for instance the least squares crossvalidation (LSCV) method to select the bandwidth. This technique has been developed by several authors; see Rudemo (1982) , Stone (1984) , Bowman (1984) , and Marron (1987) for details. The LSCV method is based on the minimization of the integrated squared error (ISE) which is defined as
Because the last term does not depend on the bandwidth parameters, minimizing the ISE boils down to minimizing the two first terms. However, we need to estimate the second term since it depends on the unknown density function f . The LSCV estimator of
is being computed as f n (X i ) excluding the observation X i . The bandwidth LSCV rule selection is defined as follows: 
Illustration of modified associated kernel density estimators
Now, we illustrate the bias reduction for particular continuous associated kernels already used as examples in Section 2.2. Only the case extended beta is given in detail. Other results are provided in Table ? ? and Table 7 .
Extended beta density estimators
This kernel estimator is appropriate for densities having support T = [t 1 , t 2 ] = S EB . From (13), (14) and (19) we have
Being large, this bias must be reduced. Using the first step of bias reduction one has the three intervals
For the second step, we first consider the function ψ : T → T defined by
We construct θ(x, h) = θ(x, h; t 1 , t 2 ) in the mind of (23) as follows:
By calculating the mean and variance of BE θ(x,h;t 1 ,t 2 ) it follows that
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This allows us to obtain the reduced expression of the bias in interval (t 1 + α(h), t 2 − α(h)) as
Moreover, the calculation of BE θ(x,h;t 1 ,t 2 ) 2 2 yields:
Therefore, from (20) the variance of f n;t 1 ,t 2 (x) is:
In order to determine r 2 and an explicit expression of the variance of f n;t 1 ,t 2 , let us introduce the R function of Brown and Chen (1998) defined as follows, for z ≥ 0:
It is shown in Brown and Chen (1998) that R is an increasing function such that R(z) < 1 and R(z) → 1 as z → ∞. Using (26) and similarly as in Chen (1999) , one obtains
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It follows that r 2 = 1/2. From Proposition 7, one obtains the variance of f n;t 1 ,t 2 in the interior region (t 1 + α(h), t 2 − α(h)) as Var f n;t 1 ,t 2 (x) = (x − t 1 ) −1/2 (t 2 − x)
Taking t 1 = 0 and t 2 = 1, one deduces similar results of the (modified) beta density estimators of Chen (1999) , see Libengué Dobélé-Kpoka (2013) for more details. Table ? ? and Table 7 summarize the results of different calculation for bias reduction as in the previous case. We indicate that our parametrizations at the edges are depending on α(h) which is more general. The user can set the value of α(h) according to his objective. For example, we have α(h) = 2h in Chen (1999) , Chen (2000) and α(h) = h in Zhang and Karunamuni (2009) and Zhang (2010) . We clarify also that Scaillet did not use this concept in his work on inverse Gaussian kernel and its reciprocal. He directly used the reduced versions of these kernels that we give in Table 7 . Also, the support of Pareto kernel should be divided into [x, x + α(h)) ∪ [x + α(h), ∞) but since the target x is always the left edge of the support, then we directly study its modified version on [x, ∞).
Other associated kernel density estimators
Simulation studies for lognormal kernel density estimators
This section presents the results of simulation studies for three lognormal kernel density estimators f n,LN , f n,LN and f * n,LN of f on T = (0, ∞) corresponding to the three following lognormal kernels LN θ , LN θ and LN θ * respectively. Before proceeding to these simulation studies, we first describe the different associated kernels from which the estimators mentioned above are defined. In particular, we prove r 2 of Proposition 4 for the second lognormal estimator at the boundary region.
From the parametrized lognormal density function in Table 2 , the lognormal kernel LN θ is constructed by the mode-dispersion method, LN θ is its modified version and LN θ * is the extracted version in the lognormal density estimator of Jin and Kawczak (2003) . The mode-dispersion lognormal kernel LN θ(x,h) is defined by
For α(h) > 0 bounding both left edge and inside regions of
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where the left boundary part θ −1 (x, h) and the inside part θ 0 (x, h) are given in Table ? ?. The third version of lognormal kernel which has been considered by Jin and Kawczak (2003) without showing the method of its construction is defined as follows:
It is linked to the expression (27) by
thus, the expression 2 log(1 + h)) corresponds to h in the first one and both are proportional for small h. Denoting by r 2 = r 2 ( f n,LN ), r 2 = r 2 ( f n,LN ) and r * 2 = r 2 ( f * n,LN ) the r 2 of these lognormal kernel estimators as in Proposition 4, we have the following results: r 2 = r 2,0 = 2r * 2 = 1 and r 2,−1 = r 2,−1 (α);
in particular, if α(h) = α 1 h β then r 2,−1 (α) = (3β √ 2 + 2)/2 for β > − √ 2/3. Indeed, we only prove the last part of (30): r 2,−1 = r 2,−1 (α). Since
for any lognormal random variable Y ∼ LN θ(x,h) , one gets consecutively
and, therefore, r 2,−1 (α) is the largest power in h n of h n {α(h n )} 3 √ 2/2 .
These three associated kernels are positive and more flexible than the associated gamma kernel in terms of their construction. We illustrate the finite sample behavior of these three lognormal estimators, through simulation studies. We analyze the influence of the bandwidth in the estimators mean integrated squared errors (MISEs), and we measure the amount of efficiency which is gained through the bias reduction. We study both situations For each Model, we simulate 100 replications of size n = 50, 100, 500 or 1000, by taking a = 0.01 and b = 0.5 for boundary region and a = 0.5 and b = 8.5 for inside region.
In Table 8 and Table 9 , we report the optimal bandwidths (in the sense of the MISE) with the corresponding times. It is seen that the optimal bandwidths decrease in general (for both models) when increasing the sample size; besides, the modified lognormal estimator f n,LN has the smallest optimal bandwidths than the two other lognormal estimators f n,LN and f * n,LN . Table 10 and Table 11 provide the biases and the variances of the these estimators at some selected points, corresponding to the boundary and inside points, respectively for Model 1 and Model 2. It is seen that for the small size sample, the modified lognormal estimator f n,LN behaves better than f n,LN and f * n,LN
at the boundary and it becomes worse than them when increasing the sample size. However, taking into consideration the bias-variance tradeoff, we see that the lognormal estimator f n,LN constructed by the mode-dispersion method is better at the boundary in comparison with other and this, whatever the size of the sample. For both Models 1 and 2, we find that there are no significant differences between the pointwise variances of these three estimators. This consolidates the results of Proposition 7 of Subsection 3.2, since the three lognormal kernels belong to the same family. Also, observing the pointwise bias of these estimators, it is seen that the bias of the first two estimators f n,LN and f * n,LN increase more and more inside. This is due to the presence of non-zero term A(x, h) f (x) in (19). The exact difference between their bias and those of f n,LN shows the interest of bias reduction algorithm proposed by in Subsection 3.2. So that the modified lognormal estimator f n,LN undoubtedly remains better in the interior region. Finally, we report in Table 12 the minimum MISEs of these estimators. We remind the reader that the theoretical MISE function is well approximated by the average of the ISEs which can be defined for N = 100 (number of trials) as
Comparing these models, one can appreciate that the density corresponding to the first one is underestimated and the second is overestimated by these three estimators. This is because we have negative and positive biases in first and the second model, respectively. However, according to Model 1, the MISEs of these estimators are smallest than those according to Model 2. The best estimators remains f n,LN inside and f n,LN at the edges.
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Concluding remarks
This paper proposes a new family of nonparametric estimators for density functions having compact support or not. The estimator is based on associated kernels which are dependent intrinsically on the estimated point x and the smoothing parameter h. All associated kernels are free of boundary effects but they have a bias slightly different from that Rosenblatt (1956) and Parzen (1962) . We have provided a general definition and a technique of construction called "mode-dispersion" for these associated kernels as well as an algorithm of the reduction of their biases. We have illustrated this construction method and the bias reduction algorithm on the extended beta kernel which is a more general case with two boundary regions. We have examined the finite sample performance in several simulations particularly on three lognormal kernel density estimators f n,LN , f n,LN and f * n,LN
where LN θ(x,h) is constructed by mode-dispersion method, LN θ(x,h) is its modified version and LN θ * (x,h) is the version proposed by Jin and Kawczak (2003) . In these simulations, the optimal bandwidths are obtained by the least squares cross validation method and we found that the modified lognormal kernel density estimator f n,LN has the smallest optimal bandwidths. In fact, it has been found that the modified lognormal kernel estimator f n,LN is undoubtedly better in the interior region and its first version f n,LN resulting from the mode-dispersion method is better at the boundary region. This leads us to strongly recommend the use of f n,LN at the edge and f n,LN in the interior region.
It would be interesting to compare the performance of all associated kernels with support (0, ∞) at the edges and inside on densities satisfying the conditions of Shoulder as done in Zhang (2010) . Since the bandwidth h plays a very important role in the performance of the associated kernel density estimators, an interesting topic for future research is to investigate automatic bandwidth selectors. Bandwidth selectors can be derived from other possible criteria as Bayesian (see, e.g., Zougab et al. (2012) ) or the adaptative modified Lepski methods. An other interesting topic is to extend this construction to the multivariate data defined on more involved support. Finally, it would be important to combine the present results with those obtained in Kokonendji and Senga Kiessé (2011) for estimating densities defined on univariate and then multivariate time-scale sets by taking into account or not the correlation for multivariate cases. [t 1 ,
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