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Summary
In the household consumption formulations of Computational General Equilibrium (CGE)
modelling utility functions are usually selected a priori and do not take into account any
information that can be directly data mined regarding preferences that the observed data
might provide. The most commonly used functional forms only use relative few param-
eters that are fitted to aggregated data thus further distancing the model from actual
consumer behavior. This raises questions as to their representativeness of these utilities
and accuracy of the modelled consumer demand provided by these utilities.
This research attempts to model consumer demand that is different to the standard para-
metric approach studied in economic modelling. The methods used here make no as-
sumption about the functional relationship between commodities that are consumed by
individuals. Instead models are fitted with reference only to actual observations. This
philosophy is entirely consistent with Revealed Preference theory. It leads to a non para-
metric approach to utility estimation.
Chapter 1 is an introduction to consumer demand theory and provides the background
of the main ideas of consumer demand and utility functions. Utility functions as used in
economic modelling to represent consumer satisfaction level. The term “utility” was intro-
duced as a numeric representation of consumer satisfaction level as a function of quantity
and price. Dissatisfaction with the a priori use of special functional forms has lead to the
introduction of the Axioms of Revealed Preferences and an associated program of research
to side line the use of utilities. These Axioms define consumer preference based on data
observations and are important in this work when trying to model consumer preference
directly from these observations.
Chapter 2 introduces a method via which a purpose built utility function is derived based
on real consumer demand data consistent with the Axioms of Revealed Preferences. These
axioms can be related to the properties of subdifferentials that are used in convex anal-
ysis. These properties when generalised lead to various cyclically defined consistency
axioms that are shown to be closely related to the Axioms of Revealed Preference Theory.
Firstly Chapter 2 will discuss some background on subdiffentials, the equivalence of cycli-
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cal pseudo and cyclical quasi monotonicity with various axioms in Revealed Preference
theory. Usually if the Generalised Axiom (GARP) doesn’t hold then utilities can not be
formed. The contribution in this chapter is the introduction of a method that allows for
error corrections in the data observations so it conforms with GARP. Utilities will be fit to
generated consumption data and the ability of the solver to correct artificially introduced
errors will be tested and shown to be effective.
Chapter 3 was motivated because the computational load on the methods used in Chap-
ter 2 was very high when there were many consumer samples being observed. This leads
to a method where a pattern search algorithm is introduced that uses a linear program
to correct the errors found in the consumption data so that the “corrected” data satisfies
the Generalised Axiom. The pattern search method is based on the Nelder-Mead pattern
search that is modified so as to form frames, based on positive basis, when the Nelder-
Mead strategy stalls. This flexible pattern search approach required many iterations to
converge but each iteration has a small over head being driven by a linear program. It is
shown to be effective in arriving at good solutions with small residuals.
A more standard approach to the fitting of an Afriat utility is investigated in Chapter 4.
This work uses techniques developed by Jean-Pierre Crouzeix and the utility fitting tech-
niques was developed jointly with Jean-Pierre and others. It details a method to test the
Generalised Axiom of Revealed Preference theory. This method possess the same failure as
older approaches in that it cannot deal with data that contains errors. Any ordering that
enables the verification of GARP can be used in the methods developed to efficiently fit
an Afriat utility. Moreover an outer approximation of the actual demand relation is made.
The research in Chapter 5 was in collaboration with Danny Ralph. The goal of this chap-
ter is to provide a technique to allow researchers to more accurately estimate consumer
demand and the change in demand due to price/income factors based on actual economic
data. A program is undertaken to estimate the elasticities of demand using a sensitivity
analysis of two linear program that maximise the fitted Afriat utility and minimises the
associated cost. This is a discretisation of the usual total derivative approach to the Slut-
sky partition used in economic theory. In this way elasticities are able to be estimated
from the raw consumption data. It is found that this method tends to over estimate the
elasticities but smoothing is shown to have promise in rectifying this issue.
Summary 2
1An Overview of Microeconomic
Consumer Demand Theory
Economic theory is divided into two main sections, Macroeconomics and Microeconomics;
Macroeconomics looks at the performance of the economy at “large” to asses the affects
of the entire economy whereas Microeconomics studies aspects of the economy in terms of
its individual component units such as industries, households, government, exports and
investors. On the whole, the economy is modelled by General Equilibrium (GE) models
which attempt to find a set of fixed prices that allow all markets to be at an equilib-
rium [45] and use these models to assess any impact that economic shocks have on the
system. Computational/Applied General Equilibrium (CGE/AGE) models use actual
economic data to estimate the economy’s reactions to change in policy [19, 32] (see Dixon
et al. [33] for an small example of a CGE model). In this thesis the research concentrates
on the household component of these models.
A household is defined to be a group of individuals that consume goods and services
as a unit based on their total household income. The commodity market is linked in a
circular flow because individuals consume a commodity which in turn creates a demand
and requires a supply.
Figure 1.1. Circular flow of commodities between household and business
The household supplies market factors such as labour and this is supplied to the indus-
tries/businesses which in turn supply market goods. Hence the consumer dictates the
production of goods that they want to consume as they will choose to spend their income
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on goods that will give them the greatest amount of satisfaction.
The main focus for demand is household expenditure as it gives a real representation
of consumer demand. In order to understand consumer demand and spending, common
goods and services are bundled into what is called a “commodity/market bundle” which
contains household items including food and non-alcoholic drinks, personal goods and
services, leisure goods, alcoholic drinks and tobacco and other categories. Governments
use this data to gain insight into consumer spending and to calculate the Consumer Price
Index (CPI) on a quarterly basis. The CPI reflects the fluctuations in demand of the
“market bundle” based on commodity prices. Given this information economists use the
household as a “unit” measure of consumer expenditure. ie. the household has one budget
and all individuals consume a bundle of goods based on the entire household income.
Graphically the supply and demand curves can be seen in Figure 1.2 where the vertical
and horizontal axes represent price and quantity respectively. The demand curve has a
negative gradient as an increase in commodity price will lead to a decrease in demand
and a decrease in price leads to an increase in demand. The supply curve has a positive
gradient as the higher the price of a commodity the more willing the producer is to supply
larger quantities. The equilibrium point (Q∗, P ∗) is the optimal point for both consumer
and supplier where supply is equal to demand. A quantity supply greater than Q∗ would
lead to a surplus of stock, this forces suppliers to decrease prices in order to increase
demand which leads to a new equilibrium. If supply was much less than the demand
this could see the consumer paying a lot more for a commodity resulting in a decrease in
demand via substitution of other commodities.
Figure 1.2. Supply and demand curves
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A recent example of where Australian consumers experienced a shortfall in supply of
Australian banana’s when in March 2006 Cyclone Larry wiped out around 80 − 90% of
Australia’s banana crops in Far North Queensland can be found in [9]. Since banana’s are
supplied domestically and are not imported, this lead to a dramatic increase in banana
prices to around $15kg up from its usual $1.50kg. The next crop of bananas arrived in
December 2006 which saw the average retail price fall to $8kg and began dropping to
their normal price with production back to full level by February 2007 [10]. The price
increase was then repeated when the banana crops were wiped out yet again in the 2011
Queensland flooding as a result of Cyclone Yasi [58] with the demand shortfall predicted
to last until September 2011 [11]. The beginning of November saw the decrease in banana
prices but have not yet dropped to its usual price. The lack of supply affects consumer
buying power and would require bananas to either be substituted for another fruit or to
reduce the quantity of banana’s bought.
This introduces the idea of representing consumer satisfaction gained from consuming a
given amount of each commodity within their market bundle as a numeric value. Con-
sumer satisfaction level which is termed “utility” level is affected by their buying power
in terms of prices and budget.
1.1 Consumer Demand and the Utility
The term “utility” was introduced as a numeric representation of consumer satisfaction
level as a function of quantity and price. It is assumed that a consumer with a given bud-
get will aim to maximise their utility by consuming the quantities of goods in a market
bundle with the highest utility value. The numerical value associated with each bun-
dle consumed enables the bundles to be “ordered” in terms of preferences. However the
numerical value does not explain how much one bundle is preferred to another but is
sufficient to explain consumer preferences.
More simplistic utility maximisation problems devote the entire budget to consump-
tion and don’t include household savings in order to simplify the budget constraints
although savings could be included in the formulation as a commodity if required. In
these models, economists generate demand quantities from pre-defined utility functions
as u = f (x1, x2 . . . , xn, B) by including price pi and budget B as an input and calculating
the quantity, xi, required. This process maximises utility.
This work in this thesis involves estimating the parameters of the utility functions based
on observations from consumer demand data by further developing the non-parametric es-
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timation of utilities and avoiding pre-defined functional forms. In order to avoid confusion
with notation, x = (x1, x2 . . . , xn)
T will denote the input to a predefined utility function
(see Section 1.1.3) and p = (p1, p2, . . . , pn)
T denotes the associated prices of these com-
modities. The quantity and price vectors that are found from finite sets of observations
of consumer demand such as The Australian Bureau of Statistics Household Expenditure
Surveys [59] are denoted via (1.1) and (1.2) below. The quantity and price vectors are
xi, pi ∈ Rn, where n denotes the number of commodities in each vector bundle. The set
i ∈ M := {1, . . . ,m} is the number of observed samples i.e., x2 = (x12, x22 . . . xn2)T and
contains all commodities in bundle two of m bundles.
Where numerical work is carried out the given quantity and price bundles are stored as
column vectors in a n×m matrix where
X =
(
x1 · · · xm
)
=

x11 · · · x1m
...
. . .
...
xn1 · · · xnm
 , (1.1)
P =
(
p1 · · · pm
)
=

p11 · · · p1m
...
. . .
...
pn1 · · · pnm
 (1.2)
represent all available quantity and price market bundles observed with the notation
xij representing commodity i in bundle j. In the demand relation the consumption of
the bundle xi is observed at corresponding pi prices for all i. This will be denoted as
xi ∈ X (pi) and pi ∈ P (xi) where xi,pi ∈ Rn. Additionally, work will be carried out in
later chapters that will allow a utility to be fitted to the observed demand data adhering
to the axioms detailed in Section 1.1.1 that define rational consumer behaviour.
In classical economics preferences are ordered in terms of the utility level obtained when
consuming a given bundle within the budget constraint.
Figure 1.3 represents the utility curves given for different levels of utility when the market
bundles consists of only two commodities 1.
The utility curves are also known as indifference curves, as a consumer is indifferent to
commodity bundles on the same curve. In Figure 1.3 the consumer is indifferent to the
bundles x2 and x3 even though they each contain a different combination of commodities
x1 and x2. The consumer will always prefer to maximise their utility and therefore would
always prefer to consume bundles x4 or x5. Bundle x1 sits on the indifference curve
1this is a unrealistic assumption but it used to graphically demonstrate the utility curves
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x1
x2
x3
x4
x5
Figure 1.3. Market bundles with their associated utility levels
which gives the least amount of utility and although the budget constraint intersects with
bundles x1 and x3 the consumer will choose to consume x3 as it lies on the higher utility
curve. Bundles x4 and x5 are out of budget so cannot be considered even though they
will lead to a higher utility value. The bundle that leads to the greatest utility whilst
remaining within the consumer budget sits on the utility curve that is tangent to the bud-
get line as demonstrated in Figure 1.3. This now allows the introduction of the preference
relation notation as given in many economic textbooks see [45] and [60].
The xi º xj notation is used to reflect the relationship that bundle xi is at least as
preferred as bundle xj. Or if the sign was reversed, xi ¹ xj, is the relationship that
xi is less preferred to xj. This gives rise to the notation used in the axioms of revealed
relations between commodity bundles.
1.1.1 Preference Relations
The three important definitions that define a preference relation are:
• xi º xj implies that xi is preferred to or is at least as good as xj.
• xi º xj and xj º xi implies xi ∼ xj, xi is indifferent to xj
• xi º xj and xj 6º xi ⇒ xi Â xj implies that xi is strictly preferred to xj
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There are five basic axioms that define a preference relationship between commodity bun-
dles:
Axiom 1. Comparability/Completeness
A preference relation can always be defined between any pair of commodity bundles xi,xj ∈ X.
The preference between commodity bundles will either be xi ¹ xj,xi º xj or xi ∼ xj.
The relationship is complete and there are no cases in which a preference does not exist.
Alternative notation for the direct preference can also be denoted as xiRxj. Where R
means “revealed preferred”.
Axiom 2. Transitivity
If a consumer prefers bundle xi to xj and prefers xj to xk then they will prefer xi to xk.
This creates consistency in consumer preference and defines an ordering of commodity
bundles. The transitive preference relation states that if xi º xj and xj º xk then
xi ºT xk. Coupled with Axiom 1 a preordering (weak ordering) which is reflexive and
transitive exists ie. xi º xj º xk. The same is true if the preference was reversed. The
transitive preference can also be written as xiRTxk.
Axiom 3. Continuity
Every “Preference” and “Non-Preference” set in X is closed.
The set that contains all the bundles which are at least and at most preferred to xi
are contained in XLP := {xj ∈ X|xj º xi} and XMP := {xj ∈ X|xi º xj} respectively.
Both sets are closed and include the boundaries hence the intersection of both sets is
given by the indifference set XI := XLP ∩XMP := {xj ∈ X|xj ∼ xi}. An implication of
this axiom is that the preference relation is continuous.
Axioms A1 - A3 are satisfied when there exists a real valued continuous utility function
u(x) where u(xi) ≥ u(xj) if and only if xi º xj.
Axiom 4. Monotonicity/Non-Satiation
The utility function is an increasing function where the consumer is always able to locally
maximise utility.
In a neighbourhood of xi there is always a commodity bundle more preferred. The Oxford
Dictionary of Economics defines non-satiation as “the assumption that a consumer will
always benefit from additional consumption. The demand for some goods may have a
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finite limit, but it is likely that there is some good or service a consumer would benefit
from having more of”. Given xi,xj ∈ X the consumer will prefer the bundle with more of
at least one good and will choose to maximise their utility based on greater consumption.
A consequence of this is that
xki ≥ xkj ∀ k ⇒ xi º xj (1.3)
and xki > xkj ∀ k ⇒ xi Â xj. (1.4)
This is also referred to as dominance [60] where in this case xi dominates xj. In (1.3) xi
is at least as good as xj since xi contains at least the same amount of any commodity
k than bundle xj. The strict dominance holds in (1.4) as xi contains more of any com-
modity k than bundle xj. Non-satiation requires that the first order partial derivative
of a differentiable utility be positive as the increase in one commodity whilst holding the
others fixed will result in a higher utility level. This is defined as Marginal Utility (MU)
which measures “the additional satisfaction obtained from consuming one additional unit
of good” [61] and was first introduced in by Von Wieser [75].
The utility maximisation theory is that a consumer gains greater utility by increasing
the quantity of a commodity, in mathematical terms MUxi =
∂u
∂xi
is the change in utility
with respect commodity xi whilst holding the quantity of other commodities fixed, hence
∂u
∂xi
> 0. The formulation of marginal utility and how it relates to utility maximisation is
defined in (1.14).
Axiom 5. Convexity of Upper Level Sets
If two bundles xi,xj are indifferent then a linear combination of both is at least as good
as xi or xj.
If xi º xj then by the definition of convexity given in [17] a linear combination of xi,xj
is also preferred to xj
αxi + (1− α)xj º xj, ∀i 6= j, where 0 ≤ α ≤ 1 (1.5)
Figure 1.4 demonstrates a utility with convex upper level sets where the linear combination
between the indifferent bundles x1 ∼ x2 is at least as preferred to either bundle. It can also
be seen in Figure 1.4 that a strict preference holds as x3 Â x1 and αx1+(1− α)x3 Â x1
if α 6= 1.
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x1
x2
x3
αx1 + (1− α)x2
αx1 + (1− α)x3
u(X)
Figure 1.4. Indifference curve for preference set X := {xi|xi º x1, ∀i = 1, 2}
Another important concept in demand theory is the Marginal Rate of Substitution (MRS)
which define the “maximum amount of a commodity a consumer is willing to give up to
gain an additional unit of another commodity”. The optimum consumption bundle is
located on the budget line and the gradient of the line gives the MRS which is the ratio
of prices. MRS12 = −p1p2 , in a two commodity case, or more generally as MRSij = −
pi
pj
.
This gives the amount of commodity xj a consumer is willing to give up to gain more or
commodity xi.
Diminishing Marginal Utility (DMU) follows from Axiom 5 since the utility is a concave
function and the directional derivative along commodity xi diminishes in the direction of
increasing quantity. In economic terms DMU is an assumption made about the substitu-
tion effect of the utility gained by the consumer which assumes that “the more a consumer
has of something the less value one would attribute to additional unit of that commodity”.
Given that a consumer is faced with only known prices and information about consump-
tion the problem of formulating an appropriate utility maximisation problem is not self
evident. This will be addressed in the next section.
1.1.2 Utility Maximisation
Utility is maximised by consuming a commodity bundle that is located on the tangent
(budget) of the indifference curve. The direction in which utility is maximised is given
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by the outward normal at the optimal (xo1, x
o
2) being perpendicular to the budget line. In
Figure 1.3 this was shown, and this section will confirm this via a study of the maximi-
sation problem. In the standard ease of a differentiable utility the utility maximisation
problem, subject to given budget constraints with the commodity prices p is set up as
follows:
max
x
u (x) (1.6)
subject to 〈p,x〉 = B, (1.7)
where the Lagrangian is given by
L = u (x1, x2, . . . , xn)− λ (〈x,p〉 −B) (1.8)
and the first order optimality conditions given as
∂L
∂x1
=
∂u
∂x1
− λp1 = 0 (1.9)
∂L
∂x2
=
∂u
∂x2
− λp2 = 0 (1.10)
...
∂L
∂xn
=
∂u
∂xn
− λpn = 0 (1.11)
∂L
∂λ
= 〈x,p〉 −B = 0. (1.12)
Rearranging Equations (1.9),(1.10) and (1.11) in terms of λ gives:
λ =
1
pi
∂u
∂xi
∀i = 1, . . . , n. (1.13)
Hence the Marginal Utilities ∇u =
(
∂u
∂x1
, . . . , ∂u
∂xn
)
is the measurement of the additional
utility gained with respect to consuming one more unit of xi for all i. Since λ must exist
for all equations, this leads to:
1
p1
∂u
∂x1
=
1
p2
∂u
∂x2
= · · · = 1
pn
∂u
∂xn
. (1.14)
Upon rearrangement of (1.14) for the two commodity case it is shown that a maximum
utility is achieved at (xo1, x
o
2) when the budget line is tangent to the gradient of the utility
(direction of increasing utility):
∂u
∂x1
∂u
∂x2
=
p1
p2
. (1.15)
This in economic terms means that the marginal utility (MU) per dollar of expendi-
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ture is the same for each commodity and will ensure demand for all commodities are at
equilibrium.
1.1.3 Commonly Used Utility Functions
In CGE modelling the quantity vector x is determined by predefined utility functions.
The two most basic and commonly used utilities are the Cobb-Douglas Utility and the
Constant Elasticity of Substitution (CES) Utility. These utility functions are consistent
with the Axioms A1 – A5 defined in Section 1.1.1 to calculate the demand bundle x given
a budget B and commodity prices p. The predefined utility function also codifies the
relationship between the commodities and allows the interpretation of elasticity of demand
which calculate how a change in commodity price affects the demand of a commodity.
The user will choose the utility function which best describes the economy being studied
and in some cases will trade off a realistic relationship with feasibility for the model.
The Cobb-Douglas Utility Function
A Cobb-Douglas utility function is a product of the commodities n ∈ N := {1, . . . , n}
raised to the power of a share value αi. Where αi is the pre-defined proportion a consumer
spends on a product in relation to their entire income and
∑
i∈N αi = 1. The utility is
given as:
u(x) =
∏
i∈N
xi
αi . (1.16)
Where share values are denoted as:
• Uniform: The share values are equal for all i ∈ N
• Biased: The share values are larger for one or more commodities.
The utility maximisation problem is a non-linear programming (NLP) problem and is
written as:
max
x
u =
∏
i∈N
xαii (1.17)
subject to 〈p,x〉 = B (1.18)
where the solution is given as:
xoi =
αiB
pi
(1.19)
and upon rearranging the share value is
αi =
xoipi
B
. (1.20)
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The optimal choices are denoted by a demand relation which is a function of price i.e.,
xi = (x
o
1, x
o
2, . . . , x
o
n) ∈ X (pi)
From (1.19), the optimal proportion demanded for commodity xi is dependent only on its
associated price pi, total allocated budget B and the share value αi which is the proportion
of budget allocated to consuming xi. Hence an increase in commodity price will lead to
a decrease in demand and vice versa.
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Figure 1.5. Cobb-Douglas utility curves with equal household share values α1, α2 = 0.5
Figure 1.5 demonstrates a two commodity Cobb-Douglas utility with the budget allocated
equally between commodities x1 and x2. The graph on the left represents general utility
level curves associated with the consumption of differing amounts of commodities x1
and x2 and the data points represent possible data consumption bundles for a generated
sample of fifty bundles denoted as xi ∈ X (pi) i = 1, . . . , 50. The values on the level curves
denote the utility gained from consuming a bundle. The plot on the right represents the
3D image of the concave utility function. It can be seen that the highest utility level will
be achieved by consuming bundles that contain a greater quantity of commodities.
Figure 1.6 demonstrates a two commodity Cobb-Douglas utility with the budget alloca-
tion devoted more to commodity x1 than x2. The graphs are presented in the same way
as Figure 1.5 but the obvious difference is that the consumer has devoted 67% of their
budget toward x1. The utility curves are skewed toward the x1 axis due to the greater
consumption of x1 and the willingness of the consumer to devote a larger budget share
towards the consumption of x1.
A Cobb-Douglas utility is referred to a being unitary elastic meaning that a one percent
increase in commodity price will lead to a one percent decrease in demand. Since the
demand is represented by (1.19) which involves only its own price, the demand will only
be affected by changes in its own price with cross-price elasticities zero. The Cobb-Douglas
utility is quite rigid since the elasticity values are implied by the function and cannot be
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Figure 1.6. Cobb-Douglas utility curves with biased household share values toward x1 where
α1 = 0.67, α2 = 0.33
changed. Price elasticities of demand are discussed in more detail in Chapter 5.
The Constant Elasticity of Substitution (CES) Utility Function
The CES utility function demonstrates a constant elasticity rate between two commodi-
ties meaning that no matter the relationship between the commodities the consumer’s
substitution rate will be constant with respect to a change in commodity price. The user
is able to define the relationship of the commodities by an input parameter which in turn
adjusts the utility function; The two extremes of the relationship between commodities is
that they are either perfect substitutes of perfect complements. In commodities that are
perfect substitutes, a change in price will affect the demand of a commodity in the form
of substitution for another commodity and is said to be price elastic. The utility that
represents such goods given by the linear combination u(x) =
∑n
i αixi. Commodities
that are perfect complements are consumed jointly to gain the greatest utility and the
a change in price will not necessarily lead the consumer to substitute unless they are in
need of the other commodity. These commodities are price inelastic and their level curves
are represented by a Leontief utility
u(x) = min {x1, . . . , xn} . (1.21)
The CES utility function is useful as the formulation contains a substitution factor which
determine the relationship between the commodities and is written as:
u(x) =
(
n∑
i=1
α
1
s
i xi
(s−1)
s
) 1
(s−1)
, (1.22)
where s > 0 and s 6= 1 is the elasticity of substitution factor which classify the commodities
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as either:
• Unitary: As s→ 1 the CES function behaves like the Cobb-Douglas function.
• Perfect Complements: As s→ 0 the CES approaches the Leontief function where
commodities are consumed jointly and are not substitutable.
• Perfect Substitutes: As s → ∞ commodities can be interchanged without any
effect on the consumer
The utility function is maximised based on consumer budget constraints, So the problem
is defined in the same way as the Cobb-Douglas utility and also requires s to be chosen
based on the relationship of commodities. Figure 1.7 represents the CES Utility which
behaved like a Cobb-Douglas Utility where here s = 1.1. The utility level curves are
jointly plotted along with the calculated demand quantities for a random sample of fifty
bundles. Both plots are similar to the plots given in Figure 1.5 and the price elasticities
of demand are similar to those for the Cobb-Douglas utility function.
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Figure 1.7. CES utility curves with equal household shares and s = 1.1
Figure 1.8 demonstrates commodities that are classified to be perfect complements where
s = 0.1. As the utility curves are at right angles, the optimum consumption is found at the
corner points of the utility curves which is seen by the cluster of data points around the
region. The commodities are consumed jointly to maximise utility meaning the consumer
will choose to consume another unit of one commodity only if they can also consume
another of the other commodity. Commodities that have this type of relationship are said
to be inelastic as the gradient of the indifference curve is MRS21 = 0 when x2 > x1 and
MRS12 =∞ when x1 > x2. Many CGE models use this type of CES production function
to model the relationship between labour and capital in their production maximisation
model. The commodities used in a utility function that are represented by a Leontief
utility are meats and vegetables, bread and milk or right shoes and left shoes.
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Figure 1.8. Leontief utility curves which exhibit commodities that are perfect complements
Figure 1.9 demonstrates commodities that are perfect substitutes where s = 10. The
utility curves are represented as straight lines as the consumer is willing to substitute one
commodity for another. The MRS12 is constant for these commodities and the examples
of commodities that are perfect substitutes are apples and pears or butter and margarine.
Chapter 2 will use compare these functional utility forms against utilities constructed
from finite data observations. Chapter 5 will demonstrate the price elasticity of demand
of these commodities and compare the results with what is expected in economic theory.
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Figure 1.9. CES utility curves which exhibit commodities that are perfect substitutes
Some CGE models [33, 47] use nested utility functions to calculate the demand by nesting
a Cobb-Douglas inside a Leontief utility. This method is used to determine the optimal
demand between complementary commodities but still allowing the flexibility of choosing
between an imported or domestic commodity. The use of functional forms of utility is
questionable as the relationship between commodities must be known a priori in order to
obtain realistic optimal bundles based on some numeric value given by a priori specified
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utility function. The utility value gives a numeric number which indicates a “level” of
utility but does not give any indication of how satisfied the consumer is by consuming
that particular bundle composition or of how much more satisfied a consumer could be if
they increased their utility by a step of five or twenty. Questions of this type have lead
economists to develop revealed preference theory which addresses consistency of consumer
behavior that is independent of the utility function value and is based on real observations
of consumption data.
1.2 Axioms of Revealed Preferences
The Axioms of Revealed Preferences removes all assumptions about utility and uses only
quantity, price and income data to define consumer preferences. The initial and important
assumption is that the demand for a commodity bundle is known at that point in time
based on price and income data. Revealed preference is based on consistent behaviour
and compares consumption bundles that were purchased at a particular price and the
hypothetical case of purchasing the same bundle at another price. The following sections
will discuss various Axioms of Revealed Preferences. They range from a weak form to a
more generalised version of consistency of observed behaviour and leads to the fitting of
a utility to the data. In this way no prior assumptions about the relationship between
commodities need to made. The assumption made here is that the only observations of
this theory are the consumption levels of consumers offered a given price structure which
is the demand relation x ∈ X (p).
1.2.1 The Weak Axiom of Revealed Preferences (WARP)
The Weak Axiom of Revealed Preference (WARP) was developed by Samuelson [65] to
determine consumer preference between commodity bundle pairs without the assumption
of a utility. The theory argues that the notion of utility has been rejected as having no
authority as to the representation of consumer demand in modern theory hence proposing
a “new direct attack” on the problem without any reference to utility. The WARP intro-
duced postulates that are related to consumption data with consumer demand a function
directly related to exogenous commodity prices, not subject to the influence of the con-
sumer. The theory of revealed preference is simple and based on comparing the budget
of the bundle that was chosen with the bundle that was not chosen.
If x1 was chosen by the consumer and x2 is located within the affordable region (i.e., the re-
gion below the budget line x 7→ 〈p1,x〉) then it is said that x2 is revealed inferior to x1, de-
noted by x1Rx2.
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Definition 1.2.1. (WARP) If xiRxj then 〈pi,xi〉 ≥ 〈pi,xj〉 and 〈pj,xi〉 > 〈pj,xj〉
If x2 is in budget, but x1 ∈ X(p1) and x1 6= x2 then x1 º x2. i.e., x1 ∈ X(p1) was
chosen even though x2 was in budget:
〈p1,x1〉 ≥ 〈p1,x2〉 (1.23)
hence
x1 º x2. (1.24)
This condition implies that x1 is at least as good as x2. For the preference to be consistent
it must be the case that x1 was out of budget when x2 ∈ X(p2) else x1 would have been
purchased instead contrary to observation. This corresponds to
〈p2,x1〉 > 〈p2,x2〉. (1.25)
 
x1
x2
Figure 1.10. Bundles that are consistent with WARP
The direct preference relation can also be written as x1Rx2 as in Axiom 1. Graphically
this can be shown in Figure 1.10 where the budget lines for the observed consumption
of bundles x1 and x2 are represented by the red and blue budget lines respectively. At
the p1 pricing situation, it was observed that the consumer purchased x1 even though x2
could have been purchased as it was in the affordable region below the red budget line.
At the p2 pricing situation, x1 is clearly out of budget as it lies above the blue budget
line. Only in this situation was x1 not chosen over x2 hence x1 º x2. Preference relations
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are easily determined between bundles where budget lines don’t intersect as there is no
chance of the bundles contradicting WARP.
The example in Figure 1.11 demonstrates intersecting budget lines with the consump-
tion bundles contradicting WARP. The red line represents the budget at which x1 was
purchased with x2 in the region below implying that x2 could have been chosen but was
not. The blue line represents the budget at which x2 was purchased with x1 within the
region implying that it was in budget but not chosen. The contradiction here is there is
no revealed preference between the two bundles.
 
x1
x2
Figure 1.11. Bundles that violate WARP
Further development by Little [51] and Samuelson [66] demonstrated that using theWARP
criterion, a locus of “behaviour” lines can be constructed around an observation analogous
to utility curves while avoiding the term indifference. The need to place restrictions on
consumer preference in terms of being indifferent was not considered and provided the
consumer is consistent then it is possible to model consumer behaviour based only on that
alone. The main weakness in WARP is that it holds for two consumption bundles and
does not consider the relationship between larger sets of observations.
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1.2.2 The Strong Axiom of Revealed Preferences (SARP)
WARP was extended to a general case using transitivity and a cycle of commodities in
which a preference relation holds by Houthakker [43]. This is now known as The Strong
Axiom of Revealed Preference (SARP).
Definition 1.2.2. (SARP) For all xi ∈ X(pi) with i ∈M := {1, 2, . . . ,m} and xi 6= xj
if x1 ºT xm (i.e., 〈pi,xi〉 ≥ 〈pi,xi+1〉) then 〈pm,x1〉 > 〈pm,xm〉.
If there exists xi ∈ X (pi) such that xiRxi+1 for all i ∈M and xm+1 = x1 then it can be
said that there exists a cycle, once again xiRxi+1 corresponds to 〈pi,xi〉 ≥ 〈pi,xi+1〉.
Remark 1.2.1. In many references the SARP is stated in the form
x1 ºT xm, x1 6= xm
⇒ xm 6º x1
When X(p1) is multi-valued, taking x1,xm ∈ X(p1) ≡ X(pm) then SARP fails. This
has lead to the suggestion of replacing xm 6º x1 with xm 6Â x1. See Section 2.1 for a
discussion. The condition x1 ºT xm ⇒ xm 6Â x1 will be called the Generalised Strong
Axiom of Revealed Preference (GSARP).
Then by directly revealed preference
xi º xi+1 (1.26)
This corresponds the transitivity closure (see Axiom 2 in Section 1.1.1) of the preference
relation in that x1 º x2 º · · · º xm may be denoted by the transitive order
x1 ÂT xm or x1RTxm. (1.27)
To avoid internal contradiction to the implied preference it is required that xm¡Rx1, i.e.,
〈pm,xm〉 < 〈pm,x1〉. (1.28)
If xmRx1 i.e., xm is revealed preferred to x1, than a contradiction follows from the
observed x1RTxm.
Note that SARP implies WARP and that only in the two bundle case WARP implies
SARP [4] (i.e., WARP ⇐ SARP). Afriat [3] proved that a preference relation that is
consistent with WARP can fail to satisfy SARP. SARP is a necessary and sufficient
condition for the demand data to be consistent with utility maximisation although the
form of the utility is not known. The fitting of a utility to finite consumer data was
not attempted until Afriat [5] made similar considerations which led to a generalisation
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of the SARP axiom that allowed for multi-valued demand functions. He coined this the
Generalised Axiom of Revealed Preference.
1.2.3 The Generalised Axiom of Revealed Preferences (GARP)
A different approach to revealed preference was introduced by Afriat [5] and more con-
cisely reiterated by Diewert [30] where finite consumption data was used to construct a
utility function that satisfies “cyclical consistency”. Cyclical consistency relates to cyclical
monotonicity and is now called The Generalised Axiom of Revealed Preference (GARP).
The GARP axiom is consistent with utility maximisation based on observed consumption
data D := {(xi,pi) : i ∈M} where M := {1, . . . ,m} from the sampled demand relation
i.e., xi ∈ X(pi).
Definition 1.2.3. (GARP) There cannot exist a cycle for i ∈M with x1 = xm+1 where
〈pi,xi+1〉 ≤ 〈pi,xi〉 unless 〈pi+1,xi+1〉 = 〈pi+1,xi〉.
The difference between SARP and GARP is the strict inequality in SARP becomes a
weak inequality in GARP. This later relation being equivalent to the condition given in
Definition 1.2.3.
Theorem 1.2.1. GARP is equivalent to:
〈pi,xi − xi+1〉 ≥ 0 ∀i = 1, . . . ,m− 1 (1.29)
implies
〈pm,x1 − xm〉 ≥ 0 (1.30)
If there exists an i such that 〈pi,xi − xi+1〉 > 0 then 〈pm,x1 − xm〉 > 0
Proof. Suppose GARP holds and there exists a chain xi ∈ X (pi) with 〈pi,xi−xi+1〉 ≥ 0
∀i = 1, . . . ,m− 1. Now if 〈pi,xi − xi+1〉 > 0 then GARP will only hold if
〈pm,xm − xm+1〉 < 0 (1.31)
or
〈pm,x1 − xm〉 > 0 (1.32)
which implies (1.30) holds. Otherwise 〈pi,xi − xi+1〉 = 0 ∀i = 1, . . . ,m− 1.
If contrary to (1.30)
〈pm,x1 − xm〉 < 0 (1.33)
then
〈pm,xm − xm+1〉 > 0 (1.34)
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which is a contradiction to GARP. Thus 〈pm,x1 − xm〉 ≥ 0 and so (1.29) holds in all
cases.
Now suppose (1.30) holds and
〈pi,xi − xi+1〉 ≥ 0 ∀i = 1, . . . ,m. (1.35)
If GARP does not hold then there exists an i with 〈pi,xi − xi+1〉 > 0 so (1.30) implies
〈pm,x1 − xm〉 > 0 (1.36)
or
〈pm,xm − xm+1〉 < 0, (1.37)
which is a contradiction to (1.35). Thus 〈pi,xi − xi+1〉 = 0 ∀i and GARP holds.
Given data from the demand relation the following conditions summarised in Varian [74]
are equivalent.
• There exists a non-satiated utility function u(x) that rationalises the data u(xi) ≥ u(x)
for all x such that 〈pi,x〉 ≤ 〈pi,xi〉.
• The data satisfies GARP.
• There is a positive solution (φi, λi) to the set of linear inequalities given by
φj − φi ≤ λi〈pi,xj − xi〉 for i, j ∈M. (1.38)
• There exists a nonsatiated, continuous, monotone, non-decreasing and concave util-
ity function u(x) that rationalises the data.
The data can be tested for consistency with utility maximisation in two ways;
1. If a solution to the linear inequalities hold then the concave utility function is defined
as the Afriat utility given by
u (x) := min {φi + λi〈pi,x− xi〉} for i, j ∈M . (1.39)
2. If the data can be re-ordered from the most to least preferred consistent with utility
maximisation then GARP can be directly verified [38].
It is also true that if the data satisfies GARP then GARP ⇒ SARP ⇒ WARP but the
opposite is not always true. In Section 2.1 the relationship of GARP and SARP and its
variants will be discussed further. This was finally the solution that allowed economists to
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move away from the functional utility forms and construct a meaningful utility consistent
with the empirical data. Although the worth of this approach was not appreciated as
it was somewhat overcomplicated and it wasn’t until Diewert [30] re-formulated the idea
that it became more clear.
The axioms were tested on empirical data [48, 18, 56, 13, 54, 70, 15] to calculate how
many samples did actually satisfy GARP but the fitting of a utility function to data that
violated the axiom has not been considered.
The motivation of the research in this thesis is to formulate a method that “corrects”
any errors that may have distorted the sample data so that GARP is satisfied. In this
way the degree of violation of GARP can be quantified and analysed and deviation from
GARP also quantified. The research is conducted in two ways, in Chapter 2 the utility
maximisation method is implemented by adjusting the linear inequalities (amongst other
assumptions) in (1.38) so that a solution exists.
Chapter 3 uses GARP to obtain a sub-optimal re-ordering that identifies the samples that
violate GARP and adjusts the errors accordingly. Chapter 4 leads to the construction of
an Afriat type utility from the sub-optimal reordering without the need to solve a linear
program. The errors imply a lack of optimal behaviour of consumers and imply a degree
to which budgets are sub-optimally allocated. In this way this analysis allows the study of
sub-optimal behavior and opens up the possibility of studying this behaviour’s evolution
over time as an adaption to change.
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2Development of the
Optimisation Techniques to
Construct a Utility Function
The following Chapter introduces a method via which a purpose built utility function
is derived based on real consumer demand data. The method best fits a utility from
the class studied by Afriat [5] and is based on revealed preference theory and can only
work exactly if the Generalised Axiom of Revealed Preference (GARP) introduced in Sec-
tion 1.2.3 holds.
When obtaining samples of consumer demand data there is usually some “noise” in the
data as to the real quantity demanded at a pricing point. Depending on the demographic
of the consumer the demand may not satisfy GARP meaning that a utility function is
undefined. The quantity of a commodity demanded may need to be shifted in order to
satisfy GARP, this ensures that a utility function can be fitted and that a preference
relation exists. Consequently a non-linear best fit optimisation algorithm is devised to
find the minimum residuals that allow the GARP to hold and hence an Afriat type utility
to be fitted.
2.1 Demand Relations and Various Equivalent Ax-
ioms of Revealed Preferences
This section shows that many “axioms” of revealed preference theory are generalisations
of properties of the subdifferential of a concave utility (or a convex indirect utility).
Moreover when these properties are abstracted many of the variants are indeed equivalent
when stated in the correct manner. It can be noted that the Afriat utility possess the
“correct” properties because it interpolates the desired properties of the concave utility
that always can be fitted to a finite data set. The story told in the section is incomplete
but provides a treatment not provided in other papers or texts.
Begin with the representation of a set of possible price vectors of a economy defined by
the cone K ∈ Rn+ := {(x1, . . . , xn) : xi ≥ 0}. This ensures that the consumption vectors
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are positive. The dual cone is denoted
K+ := {x ∈ X : 〈p,x〉 ≥ 0,∀p ∈ K}
When the price vectors p are taken from the cone K then the demand vector x is in the
dual cone K+. In this study K = K+ = R+ := {x : xi ≥ 0, i = 1, . . . , n}.
The utility function u : Rn+ → R is used to reflect the preference structure with respect
to possible consumption. As discussed in Section 1.2 on the Axioms of Revealed Pref-
erence, the consumer preference can be defined such that x1 is preferred to x2 (denoted
by x1Rx2), when the preference structure is defined via a utility. That is, x1 ∈ S−u(x),
where S−u(x) := {x1 ∈ K | u(x1) ≥ u(x2)} is the lower level set of −u. When S−u(x) is
convex for all x it can be said that u is quasi– concave.
It is assumed that u(x) is non-decreasing on its domain Rn+ of positive commodity bundles
and is non-satiated. In short, within any neighbourhood of x1 there exists an x2 with
u(x1) < u(x2) (i.e. “no flats”).
The preference R induces a demand relation DR in that (x1,p1) ∈ DR if and only if the
consumption is within budget x1 ∈ B(p1) where
B(p1) := {x1 ≥ 0 | 〈p1,x2〉 ≤ 1} (2.1)
and x1Rx2 for all x2 ∈ B(p1). That is, x1 is always preferred to x2 even though x2
is also within budget at price p1. The currency here has been assumed to be scaled so
the budget β = 1 but this will not always be the case. When utilities are involved this
amounts to the solution of the following optimisation problem (parameterised by p1)
v (p1) := max {u (x) | 〈p1,x2〉 ≤ 1} , (2.2)
which defines the so called indirect utility v (p). That is v (p1) determines the maximum
utility obtained while holding p1 fixed and ensuring that x2 is in budget. When Sv(p) :=
{p′ : v(p′) ≤ v(p)} is convex for all p it is said that v is quasi–convex.
Under weak assumptions the direct utility may be obtained from the indirect utility
via the duality formula (2.5) below which completes an equivalence of the direct and
indirect utility [29, 31]. Theorem 2.1.1 is taken from Martinez-Legaz [52] and detailed
here for completeness. A function v is evenly quasi–convex if and only if its level curves
Sv(p) := {p′ : v(p′) ≤ v(p)} can be represented as the intersection of a family of open
half spaces {p′ : 〈p′,x〉 < α}
Theorem 2.1.1 (Martinez-Legaz [52]). Let v (p) : K+ → R. There exists a u (p) : K →
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R such that v (p) is the indirect utility function associated with u (x) if and only if v (p)
is non-increasing, evenly quasiconvex and satisfies the condition
v (p0) ≤ lim
ρ→1−
v (ρp0)
(
p0 ∈ bdK+
)
(2.3)
In this case, u (x) can be taken to be non-decreasing, evenly quasiconcave and satisfying
u (x0) ≤ lim
ρ→1−
u (ρx0) (x0 ∈ bdK) (2.4)
under these conditions u (x) is unique and is the greatest function with which v (p) is
associated; furthermore it satisfies
u (x) = inf {v(p′) | 〈p′,x〉 ≤ 1} . (2.5)
Remark 2.1.1. Note that (2.2) implies v is non-increasing. If p1 ≥ p2 then
v(p1) = max {u(x) : 〈p1,x〉 ≤ 1} ≤ v(p2) = max {u(x) : 〈p2,x〉 ≤ 1} (2.6)
The non-satiation assumption implies any optimal value x of (2.2) satisfies 〈p,x〉 = 1.
Indeed if 〈p,x〉 < 1 then there would exist a ball of radius δ > 0 around x and a x′ with
‖x− x′‖ < δ, 〈p,x′〉 < 1 and u(x′) > u(x), contrary to x being a solution of (2.2). Now
if u (x) = v (p), then from (2.5)
〈p′,x〉 ≤ 1 =⇒ v(p′) ≥ v(p).
Thus the demand relation generated by a utility can be characterised as
Xu(p) =
{
x ∈ Rn+ | 〈p,x〉 = 1 and 〈p′ − p,x〉 ≤ 0 implies v(p′) ≥ v(p)
}
. (2.7)
The following proof is included to cover the case when v is actually convex.
A function v : Rn+ → R is called solid pseudo–convex iff v is quasi–convex, intSv(p) 6= 0
for all p ∈ Rn++ and S˜v(p) = Sv(p) for all p ∈ Rn++ where S˜v(p) := {p : v(p′) < v(p)},
see Eberhard and Crouzeix [35].
Lemma 2.1.1. Suppose u : Rn+→R is an increasing, proper, pseudo–concave utility
function. Denote the indirect utility by v (p) := maxy {u (y) | 〈y,p〉 ≤ 1} and suppose
that v is a proper, solid pseudo–convex function that is actually a convex function and
that admits the duality formula (2.5). In addition suppose 0 /∈ ∂v (x) for all p ∈ Rn+\Rn++,
where Rn++ := {x : xi > 0; i = 1, . . . , n} Then for all p ∈ Rn+\ {0}.
[− cone ∂v (p)] ∩ {x | 〈p,x〉 = 1} = Xu(p) (2.8)
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where
∂v (p) = {x | v (p′)− v (p) ≥ 〈p′ − p,x〉, ∀p′}
and cone ∂v (p) := ∪λ≥0λ∂v (p).
Here ∂v(p) is the subdifferential of convex analysis see Rockafeller [64] or Hiriat-Urruty
and Lemare´chal [40].
Proof. The inclusion ⊆ follows because −x ∈ cone ∂v (p) implies for all p′ with
〈p′ − p,x〉 ≤ 0 that (for some λ ≥ 0)
v (p′)− v (p) ≥ 〈p′ − p,−λx〉 ≥ 0 (2.9)
or v (p′) ≥ v (p) (2.10)
Where (2.10) is exactly the right hand side of (2.7).
From the expression (2.5), x ∈ Xu(p) when p solves the optimisation problem in (2.5)
(i.e. u (x) = v (p)). The Lagrangian optimality condition for this corresponds to the
existence of λ ≥ 0 such that
L (p, λ) = v (p) + λ (〈p,x〉 − 1)
⇒ 0 ∈ ∂pL (p, λ)
i.e., 0 ∈ ∂v (p) + λx
or − λx ∈ ∂v (p) .
That is x ∈ − cone ∂v (p) and by the complementarity conditions λ (〈p,x〉 − 1) = 0.
Thus 〈p,x〉 = 1 when λ > 0. If λ = 0 then 0 ∈ ∂v (p).
By assumption p /∈ Rn+\Rn++ and so p > 0. But then 0 ∈ ∂v (p) implies that there is a
local minimiser in Rn++. It was shown that for a lower semi–continuous, pseudo–convex
function with interior in is domain then a local minimum is a global minimum [35]. Thus
it cannot be found that 0 ∈ ∂v (p) for any p ∈ Rn++ since this situation is incompatible
with the assumption that v is non-increasing.
For solid pseudo–convex function the following characterisation applies.
Proposition 2.1.1. Denote the indirect utility by v and suppose that it is a proper,
nonsatiated quasi–convex function that admits the duality formula (2.5). Then for p ∈
dom v
[−Nv(p)] ∩ {x : 〈x,p〉 = 1} = Xu(p) (2.11)
where the normal cone to the level set Sv(p) at p is given by
Nv(p) := {y : 〈p′ − p,y〉 ≤ 0 for all p′ ∈ Sv(p)} . (2.12)
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Proof. As noted before the optimal value x of (2.2) satisfies 〈x,p〉 = 1 and if u(x) = v(p)
then following from (2.2) that this is equivalent to saying 〈p′,x〉 ≤ 1 =⇒ v(p′) ≥ v(p). As
u is nonsatiated it can also be claimed that when x ∈ Rn+, 〈x,p〉 = 1 and 〈p′ − p,x〉 < 0
implies v(p′) > v(p). This is because when 〈p′,x〉 < 1, x is strictly in budget. Thus it
is possible to improve the utility obtained from x at price p′ (due to nonsatiation). That
is there must exist x′ with 〈p′,x′〉 < 1 and u (x′) > u(x) and so v (p′) > u(x) = v(p).
Thus the demand relation is written as
X(p) =
{
x ∈ Rn+ : 〈x,p〉 = 1 and 〈p′ − p,x〉 ≤ 0 implies v(p′) ≥ v(p)
}
=
{
x ∈ Rn+ : 〈x,p〉 = 1 and 〈p′ − p,x〉 < 0 implies v(p′) > v(p)
}
Alternatively, using the contrapositive
x ∈ X(p) iff 〈x,p〉 = 1 and ∀p′ ∈ S˜v(p) =⇒ 〈p′ − p,−x〉 < 0
iff 〈x,p〉 = 1 and ∀p′ ∈ Sv(p) =⇒ 〈p′ − p,−x〉 ≤ 0 (2.13)
there establishing the identity (2.11).
Remark 2.1.2. A similar argument can be made to show that
X(p) = [N−u]
−1 (p) ∩ {u : 〈p,x〉 ≤ 1}
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Figure 2.1. Closed set and its normal cone construction
More generally the normal cone to an arbitrary closed set C at x¯ is given by
NC(x¯) := {p : 〈x′,p〉 ≤ 0,∀x′ ∈ TC(x¯)} = (TC(x¯))−
where TC(x¯) := lim inf
t↓0
1
t
(C − x¯)) .
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When C is convex the simpler expression is written as
NC(x¯) = {p : 〈x′ − x¯,p〉 ≤ 0,∀x′ ∈ C}
The correspondence between the representations given in Lemma (2.1.1) and Proposi-
tion (2.1.1) is resolved as follows.
Remark 2.1.3. The following well known fact from Rockafeller [64] about the directional
derivative of a convex function v : Rm → R is used in the following:
1. By definition
v′ (p¯,h) := lim inf
t↓0
1
t
(v (p¯+ th)− v (p¯)) .
2. The mapping t 7→ 1
t
(v (p¯+ th)− v (p¯)) is monotonically non-decreasing so
v′ (p¯,h) := inf
t>0
1
t
(v (p¯+ th)− v (p¯)) . (2.14)
3. For all h
v′ (p¯,h) = sup {〈x,h〉 | x ∈ ∂v (p¯)} (2.15)
where
∂v (p¯) := {x | v (p)− v (p¯) ≥ 〈x,h〉 for all p} .
Theorem 2.1.2. Suppose v : Rm → R is an extended-real-valued and lower semi-
continuous convex function with 0 /∈ ∂v (p¯). Then
Nv (p¯) = cone ∂v (p¯) .
Proof. Firstly the inclusion Nv (p¯) ⊇ cone ∂v (p¯) is shown. Take x ∈ cone ∂v (p¯) then
there exists ε > 0 such that εx ∈ ∂v (p¯) . That is
v (p)− v (p¯) ≥ 〈εx,p− p¯〉 for all p.
If v (p) ≤ v (p¯) then
0 ≥ 1
ε
[v (p)− v (p¯)] ≥ 〈x,p− p¯〉
or x ∈ {y | 〈y,p− p¯〉 ≤ 0, for all p ∈ Sv (p¯)}
= (Sv (p)− p¯)− = Nv (p¯) .
The reversed inclusion Nv (p¯) ⊆ cone ∂v (p¯) is now established which uses the assumption
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that 0 /∈ ∂v (p¯). By assumption
0 ≤ v′ (p¯,h) for all h
cannot be true otherwise the fact that v′ (p¯,h) = sup {〈x,h〉 | x ∈ ∂v (p¯)} would imply
0 ∈ ∂v (p¯) . So there exists h¯ with v′ (p¯, h¯) < 0. Thus if v′ (p¯,h) ≤ 0 then for any
sufficiently small ² > 0
v′
(
p¯,h+ ²h¯
) ≤ v′ (p¯,h) + ²v′ (p¯, h¯) < 0.
It can now be shown that
{h | v′ (p¯,h) ≤ 0} ⊆ TSv(p¯) (p¯) := lim
t↓0
1
t
(Sv (p¯)− p¯) . (2.16)
Take h ∈ {h | v′ (p¯,h) ≤ 0} then for all ² > 0 implies that v′ (p¯,h+ ²h¯) < 0. By (2.14)
there exists a t¯ > 0 such that for all 0 < t < t¯
1
t
[
v
(
p¯+ t
(
h+ ²h¯
))− v (p¯)] < 0
=⇒ v (p¯+ t (h+ ²h¯)) < v (p¯)
=⇒ p¯+ t (h+ ²h¯) ∈ Sv (p¯)
=⇒ h+ ²h¯ ∈ 1
t
[Sv (p¯)− p¯] .
Letting t ↓ 0 this becomes
h+ ²h¯ ∈ lim
t↓0
1
t
(Sv (p¯)− p¯)
and as ² > 0 is arbitrary h ∈ limt↓0 1t (Sv (p¯)− p¯) = TSv(p¯) (p¯). Using (2.15) there is a h
with v′ (p¯,h) ≤ 0 if and only if
h ∈ {d | 〈x,d〉 ≤ 0 for all x ∈ ∂v (p¯)} = [∂v (p¯)]− .
Thus (2.16) is equivalent to
[∂v (p¯)]− ⊆ TSv(p¯) (p¯) .
Using the bipolar theorem [64]
cone ∂v (p¯) = [∂v (p¯)]−− ⊇ [TSv(p¯) (p¯)]− = Nv (p¯) .
Note that as cone ∂v (p) = Nv(p), Lemma 2.1.1 provides an alternative proof of (2.11)
when v is convex.
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Remark 2.1.4. When u is concave (−u convex) then N−u(x) = cone ∂(−u)(x).
In consumer preference theory, there is usually only available a finite sample of these price-
quantity data pairs where the set χ = {(xi,pi) ∈ DR}i∈M with xi ∈ X and pi ∈ P for all
i ∈ M . The WARP demands that x1 is a revealed preference to x2 when (x1,p1) ∈ DR
and 〈p1,x1 − x2〉 ≥ 0, this is denoted by x1 º x2. That is, x2 was in budget as
〈p1,x1〉 ≥ 〈p1,x2〉 but as (x1,p1) ∈ DR, x1 was chosen instead of x2.
Such a finite expenditure configuration, χ gives rise to a partial order ºT via the transi-
tive closure x1 ºT x2 when there exists a chain x1, x2, . . . ,xm with xi+1 º xi for all i.
Similarly, via transitivity xm ÂT x1 when xm ºT x1 and there exists i with xi+1 Â xi or
〈pi+1,xi+1 − xi〉 > 0 for (xi,pi) ∈ DR.
This transitive order defines cyclical quasi-monotonicity of the demand relation or in
economic terms the Strong Axiom of Revealed Preference (SARP). This axiom holds if
for all p1, . . . ,pm ∈ Rn+ such that there exist xi ∈ Xu(pi) with
〈pi,xi+1 − xi〉 ≤ 0 for i = 1, . . . ,m− 1
and xj 6= xi for i 6= j then 〈pm,xq − x1〉 ≤ 0 for all xq ∈ Xu(pm)\ {0}.
In convex analysis the subdifferential of a lower semi-continuous convex function
−u : X → R is:
∂ (−u) (x) = {x | (−u) (y)− (−u) (x) ≥ 〈p,y − x〉 ∀y} . (2.17)
Suppose −u (x) is a convex function (keeping with the consistency that u(x) is a concave
utility) then pi ∈ cone ∂(−u)(xi) if λipi ∈ ∂(−u) (xi) for λi > 0. The finite data set given
in χ = {(xi,pi) ∈ DR}i∈M contains a cycle x1,x2, . . . ,xm,xm+1 = x1 then the property
of cyclical monotonicity [35, 50] may be deduced as follows:
λi〈pi,xi+1 − xi〉 ≤ (−u) (xi+1)− (−u) (xi) ∀ i ∈M (2.18)
where the set of inequalities in (2.18) for the given demand become:
λ1〈p1,x2 − x1〉 ≤ (−u) (x2)− (−u) (x1) (2.19)
λ2〈p2,x3 − x2〉 ≤ (−u) (x3)− (−u) (x2) (2.20)
...
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λm−1〈pm−1,xm − xm−1〉 ≤ (−u) (xm)− (−u) (xm−1) (2.21)
λm〈pm,x1 − xm〉 ≤ (−u) (x1)− (−u) (xm) (2.22)
By adding all inequalities from (2.19) to (2.22), and applying the condition that xm+1 = x1
the property of cyclical monotonicity follows:∑
i∈M
λi〈pi,xi+1 − xi〉 ≤ 0 (2.23)
This condition provides a necessary condition for λipi ∈ ∂ (−u) (xi) which allows the
limiting approximation of a concave utility function if and only if ∂(−u) is “maximally
cyclically monotone” [64] using Rockafellar’s famous integration formula [63]. That is, if
the values of the scalars {λi}i∈M were known. These considerations lead to the introduc-
tion of the Afriat inequalities, which are discussed later in this section.
When there is a chain i = 1, . . . ,m − 1, for all i and (xi, λipi) ∈ Graph ∂ (−u) with
xi 6= 0, λi > 0 then when
〈pi,xi+1 − xi〉 ≥ 0 (2.24)
combining with (2.23)
m−1∑
i=1
〈λipi,xi+1 − xi〉+ 〈λmpm,x1 − xm〉 ≤ 0 (2.25)
implies
〈λmpm,x1 − xm〉 ≤ 0 for all λmpm ∈ ∂ (−u) (xm) (2.26)
or
〈pm,x1 − xm〉 ≤ 0 for all λmpm ∈ ∂ (−u) (xm). (2.27)
Clearly if any (−u) (xi+1) < (−u) (xi) then a strict inequality will appear in 〈pm,x1 −
xm〉 < 0.
Thus 〈pi,xi+1 − xi〉 ≥ 0 implies 〈pq,x0 − xq〉 ≤ 0 for all λmpm ∈ ∂ (−u) (xm). The
implication (2.27) can be rewritten as (changing the sign on p)
〈pi,xi+1 − xi〉 ≤ 0, i = 1, . . . ,m− 1
implies
〈pm,xm − x1〉 ≤ 0 for all pm ∈ − cone ∂ (−u) (xm)\ {0} . (2.28)
which is essentially the SARP (see Section 1.2.2) for the multifunction
X (p) := [− cone ∂ (−u)]−1 (p) ∩ {x | 〈x,p〉 = 1} . (2.29)
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A similar argument using the indirect utility v (with the roles if p and x interchanged)
leads to the conclusion that
X (p) := [− cone ∂v] (p) ∩ {x | 〈x,p〉 = 1} (2.30)
satisfies SARP. Comparing this with (2.8) it can be seen that X satisfies SARP when v
is convex. Note that is there is a strict inequality in any of (2.24) then 〈pm,x1−xm〉 < 0
in (2.27). The condition in (2.27) can be reinterpreted in terms of the associated demand
function to obtain the notion of cyclical pseudo-monotonicity [35].
Definition 2.1.1. A relation Γ : D⇒Rn is called cyclically quasi–monotone (CQM) of
order m on D if for all i = 1, . . . ,m− 1 and (xi,pi) ∈ Graph Γ, with pi 6= 0 , then
〈pi,xi+1 − xi〉 ≥ 0 implies 〈pm,x1 − xm〉 ≤ 0 for all pm ∈ Γ(xm). (2.31)
When M is CQM of all orders it is said that it is CQM. It is said that Γ : D⇒Rn is called
cyclically pseudo–monotone (CPM) if in addition to being CQM:
if for some i, 〈pi,xi+1 − xi〉 > 0 then 〈pq,x1 − xq〉 < 0 for all pm ∈ Γ(xm)\ {0} .
Thus it can be seen that the cyclical pseudo–monotone (CPM) property of − coneX is a
consequence of convexity of v. More generally it has become axiomatic in the theory of
revealed preferences. Indeed the definition of CQM is equivalent to a version of the SARP
that does not assume single-valuedness of the images see Remark 1.2.1. How different is
this from CPM?
The following observation was communicated by N. Hadjisavvas and appears in Eberhard
and Crouzeix [35].
Lemma 2.1.2. If a relation Γ : D ⇒ Rn is CQM of order p then:
∃i such that 〈pi,xi+1 − xi〉 > 0 implies 〈pp,x0 − xp〉 < 0 for all pp ∈ Γ(xp)\ {0} .
Proof. Suppose that for some j ∈ {0, . . . , p−1} there is a 〈pj,xj+1−xj〉 > 0. It is desired
to show that 〈pp,x0−xp〉 < 0 for all pp ∈ Γ(xp)\ {0}. If not, then there exists pp ∈ Γ(xp)
such that 〈pp,x0−xp〉 ≥ 0. Define ki, i = 0, . . . , p by ki = i+ j+1 for i = 0, . . . , p− j−1
and ki = i− p+ j for i = p− j, . . . , p. Finally set x′i = xki , and p′i = pki for i = 0, . . . , p.
This forms a cycle beginning at x′0 = xj+1 and ending at x
′
p = xj. Then there is a
〈p′i,x′i+1 − x′i〉 ≥ 0 for all i = 1, . . . , p− 1 but 〈p′p,x′0 − x′p〉 > 0, a contradiction to cyclic
quasi–monotonicity of Γ.
Thus CQM and CPM are indeed equivalent notions. The question arise as to the relation-
ship to the previously introduced axioms. The generalised axiom of revealed preference
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(GARP) (see Section 1.2.3) says that there can not exist a cycle {(xi,pi) | i = 1, . . . ,m}
(with x1 = xm+1) such that all 〈pi+1,xi+1 − xi〉 ≥ 0 unless 〈pi+1,xi+1 − xi〉 = 0.
In Eberhard and Crouzeix [35] it is effectively shown that Γ(p) := − coneX(p) is CPM
if and only if X satisfies GARP. In Eberhard and Crouzeix [35] the following was first
observed.
Proposition 2.1.2 (Eberhard and Crouzeix [35]). A multifunction Γ : S⇒Rn is cyclically
pseudo-monotone if and only if for all x0,x1, . . . ,xq (and xq+1 = x0) the following G-
cyclically pseudo-monotonicity - holds:
∃i ∈ {0, 1, 2, . . . , q} , ∃pi ∈ Γ(xi): 〈pi,xi+1 − xi〉 > 0
⇒ ∃j ∈ {0, 1, 2, . . . , q} , ∀pj ∈ Γ(xj)\ {0} : 〈pj,xj+1 − xj〉 < 0. (2.32)
Proof. Now suppose Γ : D ⇒ Rn is G-cyclically pseudo-monotone. It will be shown that
Γ is cyclically quasi–monotone. Suppose for all i = 0, . . . , q − 1 (any p) and (xi,pi) ∈
Graph Γ, with pi 6= 0, there is a 〈pi,xi+1 − xi〉 ≥ 0. Now if for some i = 0, . . . , q − 1
there is a 〈pi,xi+1 − xi〉 > 0 then (2.32) implies 〈pq,x0 − xq〉 < 0 for all pq ∈ Γ(xq) as
desired. Otherwise there must be 〈pi,xi+1 − xi〉 = 0 for all i = 0, . . . , q − 1 and some
pi ∈ Γ(xi). Suppose contrary to this that 〈pq,x0 − xq〉 > 0 for some pq ∈ Γ(xq). Then
invoking (2.32) again there is a 〈pi,xi+1 − xi〉 < 0 for some i = 0, . . . , q − 1 which is a
clear contradiction. Thus it has been established that Γ is cyclically quasi-monotone of
all orders. As CQM implies CPM this part is complete.
Now suppose Γ is CPM. Now suppose there exists an i ∈ {0, 1, 2, . . . , q} and a pi ∈ Γ(xi)
with 〈pi,xi+1 − xi〉 > 0. If it is supposed that there does not exist j 6= i for which
〈p∗j ,xj+1 − xj〉 < 0 for all x∗j ∈ Γ(xj)\ {0} then for all j 6= i the is some pj ∈ Γ(xj)\ {0}
for which 〈pj,xj+1 − xj〉 ≥ 0 for all j ∈ {1, . . . , q}. But by the definition of cyclical
pseudo-monotonicity there must be 〈pq,x0 − xp〉 < 0 for all pp ∈ Γ(xq)\ {0} and since
x0 = xq+1, this is a clear contradiction. Thus (2.32) must hold.
An immediate consequence is the following.
Proposition 2.1.3. If a multifunction Γ : S⇒Rn is cyclically pseudo–monotone if and
only if for all i = 1, . . . , q and pi ∈ Γ (xi) (with xq+1 = x0)
∀i 〈pi,xi+1 − xi〉 ≥ 0 ⇒ 〈pi,xi+1 − xi〉 = 0 for all i. (2.33)
Proof. If Γ : S⇒Rn is cyclically pseudo–monotone then if for some i there is a 〈pi,xi+1−
xi〉 > 0 then for some j there is a 〈pj,xj+1−xj〉 < 0 contradicting (2.33) i.e. 〈pi,xi+1−
xi〉 ≥ 0 for all i. Thus 〈pi,xi+1−xi〉 = 0 for all i. On the other hand if (2.33) holds then
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if ∃i ∈ {0, 1, 2, . . . , q}, ∃pi ∈ Γ(xi): 〈pi,xi+1 − xi〉 > 0 then 〈pj,xj+1 − xj〉 ≥ 0 can not
hold as (2.33) implies 〈pi,xi+1 − xi〉 = 0. Thus ∃j ∈ {0, 1, 2, . . . , q}, ∀pj ∈ Γ(xj)\ {0}:
〈pj,xj+1 − xj〉 < 0 or (2.32) holds.
Remark 2.1.5. The previous condition (2.33) can equally well be written with the inequal-
ities reversed. This because a simple a reversal of the order of the cycle (and associated
numbering) leads to the following equivalent statement:
∀i 〈pi+1,xi − xi+1〉 ≥ 0 ⇒ 〈pi+1,xi − xi+1〉 = 0 for all i. (2.34)
The equivalence of GARP for X to CQM for − coneX(·) can now be seen.
To finish the cycle of relations it is noted that by Proposition 2.1.3 then CPM of − coneX
is equivalent to GARP. As noted earlier CPM and CQM are equivalent notions. But it
is also clear that CQM of − coneX is equivalent to the GSARP for X see Remark 1.2.1.
The surprising results that GARP holds iff GSARP holds in the form given by CQM of
− coneX(·) have been shown here. This is thought to be the first concrete proof of this
fact.
GARP is necessary and sufficient for the existence of a preference order º on X such that
xm º x1 whenever xm ºT x1 and xm Â x1 whenever xm ÂT x1. That is ºT rationalises
X . The fundamental problem of consumer preference theory is the question as to how
to fit an unknown utility u given only a finite expenditure configuration, X so that the
induced preference order rationalised X . Such considerations lead to the classical work of
Afriat [5] and Fostel, Scarf and Todd [38].
Theorem 2.1.3 (Fostel, Scarf and Todd [38]). If a data set DR satisfies the Generalised
Axiom then there exists a piece-wise linear, continuous, strictly monotone and concave
utility function that rationalises the observations. Equivalently there is a solution to the
Afriat inequalities (2.35).
Under the assumption of GARP there is a feasible solution to the “Afriat” inequalities
which fit the parameters {λi}i∈M to the subgradient inequalities:
φj ≤ φi + λi〈pi,xj − xi〉 for i, j ∈M. (2.35)
When a solution exists then a concave utility can be defined via
u− (x) := min
i∈M
{φ1 + λ1〈p1,x− x1〉, . . . , φm + λm〈pm,x− xm〉} (2.36)
with the properties:
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1. u− (xj) := φj for j ∈M since by definition (2.36) and the Afriat inequalities
u− (xj) := min {φ1 + λ1〈pi,xj − x1〉, . . . , φm + λm〈pm,xj − xm〉} (2.37)
:= φj + λj〈pj,xj − xj〉 = φj. (2.38)
2. If x is within budget for price pi it is not preferred to the “revealed preference” xj
i.e.
〈pj,x〉 ≤ 〈pj,xj〉( = 1) ⇒ u− (x) ≤ u− (xj) (2.39)
since
u− (x) ≤ φj + λj〈pj,x− xj〉 ≤ φj = u− (xj) . (2.40)
3. Also
u− (x)− u− (xi) ≤ φi + λi〈pi,x− xi〉 − φi = 〈λipi,x− xi〉 (2.41)
or equivalently λipi ∈ ∂ (−u−) (xi).
Clearly here GARP implies the set {(xi, λipi)}i∈M is cyclically monotone (CM) and thus
{(xi,pi)}i∈M is cyclically pseudo monotone (CPM).
2.2 Optimisation Techniques Applied to the Construc-
tion of a Utility Function
A central part of any computable general equilibrium (CGE) modelling work is the de-
termination of a consumer demand function. This function should be derived for each
commodity and primary factor that form the modelled system. This problem is usually
solved via a Lagrangian formulation when a utility function is maximised for a given
budget constraint. All CGE algorithms are based on a best estimate of the current state
of the economy provided by the input-output table which gives the aggregated household
and industry consumption data for a country in dollars. The model uses the entries in
the input-output table to represent the economic model as a set of linear equations. The
commodities are represented by “interindustrial” flows between sectors such as manufac-
turing and household [55].
The commodity flow values maximise the underlying (real) utility subject to the budget
constraints with this data used in the parameter estimations of functional utility forms
such as the household share value in (1.20) used in the utility formed by (1.16) and (1.22).
The data used in the utility formulation is the raw price-quantity data behind the input-
output table and may not in fact be of the typical functional forms used in CGE models.
Thus in order to enforce the equilibrium, additional constraints are imposed to ensure the
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equilibrium of the fitted utility exists and the aggregated values coincide with the entries
in the input-output tables.
The maximisation of the utility function subject to budget constraints will remain the
primary framework but will now provide the upper level part of a bi-level optimisation
problem. The lower level is determined by the revealed preference data and is of the Afriat
class. This will reveal a best fit for the utility functions subject to the price-quantity data.
The later problem of enforcing the equilibrium constraints, being those associated with
the implicit utility maximisation problem, tied to the input-output tables estimates is
treated in two ways:
1. as a member of the family of mathematical program with equilibrium constraints
(MPEC).
2. as a quadratic program with non-linear constraints (LS-QP).
It is well known that MPECs are more difficult to solve than a standard nonlinear op-
timisation problems, often requiring purpose built solvers. By relaxing the constraints
placed on the equilibrium the problem was more readily formulated into MATLAB [53].
Although the MPEC problem was able to be formulated as a NLP, the computational
demand was large when attempting to solve problems containing larger demand samples.
The problem was simplified and reformulated as a Least Squares Quadratic Program (LS-
QP). This will be discussed in a later section when the problem is formulated.
The Lagrangian technique is not able to be implemented since the lower level problem
(the best fit utility problem) only gives the utility function indirectly as the solution of
an optimisation problem. Since the Afriat class fitted utility is piecewise affine this gives
rise to a linear program utility maximisation problem (or Primal Problem see Section 5.1) .
When trying to fit a concave function to a set of data the imposition of additional con-
straints is needed to select from the equivalence class of utility functions “consistent”
with the data. Also when a non-market variable exists it is useful to first fit the indirect
utility to the data and infer the direct utility subsequently. Such considerations lead to
the study of maximal and minimal representatives of this equivalence class.
Due to the inability to fit a utility to demand data when GARP is violated, the focus of
subsequent research has moved away from utility approximation and lead to the testing
of data for consistency with revealed preference by noting the number of GARP viola-
tions [48, 18, 56, 13, 54, 70, 15]. This is a rather crude measure of consistency as it does
not measure the degree of violation.
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This section introduces a method where a utility function will be fitted to data that
violates GARP by correcting the errors in the demand quantities. Here it will be assumed
that the error in GARP is due to inaccurate values of {xi}i∈M . That is, what is being
viewed is the distorted demand bundles xi = x˜i + s˜i which involve an error variable
{s˜i}i∈M and x˜i the ‘true’ value of the demand. Hence the Afriat inequalities can be
written to include a correction term which attempts to shift the errors to arrive back at
a feasible solution as such:
φj − φi ≤ λi (〈pi,xj − xi〉+ 〈pi, sj − si〉) (2.42)
λi ≥ 1 ∀i, j ∈M
(2.43)
where φi is the utility level associated with (xi,pi) and λi is a positive multiplier which
has been normalised.
The existence of a solution to (2.42) allow an Afriat utility to be fitted whilst shift-
ing the demand bundle with the introduction of the slack variables si. Figure 2.2
demonstrate the hyper-planes represented by the Afriat inequalities for random data
{(xi + si,pi)}i∈M for bundles containing two commodities for demonstration purposes.
By placing u− (x) = min {φi + λi〈pi,x− xi − si〉} for all x gives the fitted maximum
concave utility consistent with the sample data. The slack variables are stored in a n×m
matrix
S =
(
s1 · · · sm
)
=

s11 · · · s1m
...
. . .
...
sn1 · · · snm
 . (2.44)
In order to minimise the change in the demand an objective function is added to the
problem. To simplify the objective function, the slack variables in S ∈ Rn×m are converted
into a column vector by stacking all columns underneath each other which is denoted as
vec (S). This allows the definition of the objective function to be simplified and defined
in the following four ways:
1. by the L2-norm (the sum of the modulus squared)
min
(φ,λ,s)
‖vec (S)‖2, (2.45)
2. by the L1-norm (the sum of modulus)
min
(φ,λ,s)
‖vec (S)‖, (2.46)
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Figure 2.2. The set of feasible hyper-planes which fit the Afriat utility to demand data
3. by the ∞-norm (the maximum of modulus)
min
(φ,λ,s)
max
i,j
|si,j| , (2.47)
4. by the weighted L1-norm (used later in Section 3.3.1 )
min
(φ,λ,s)
∑
i∈M
〈pi |si|〉. (2.48)
It is known that 2. may improve performance in the presence of outliers.
In practise the set of merged data χ := {(xi,pi)}i∈M is given as an estimate of the true
equilibrium state of the system defined given in the input-output table which will be the
first data pair (x1,p1) given as an average over the data sample. It was initially thought
the utility function was required to fit the aggregated data given in the input-output
table, hence requiring that a given (xi,pi) data sample be the equilibrium point. Any
meaningful conclusions about the elasticity parameters could not be made about the econ-
omy as a whole as the focus has been directed to individual consumption with the data
in the utility estimation being the raw (un-merged) data behind the input-output table.
Economic shocks in the system are measured by the percent change from the equilibrium
state in the input-output table, so at this time it appears reasonable to use a data pair
as the average of all data samples to be the equilibrium point.
Given that (x1,p1) must represent the equilibrium state it is required that (x1,p1) is a
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solution of the optimisation problem. Let β1 denote the normalised budget (i.e., β1 = 1)
which will be used as the nume´raire for all budgets within the sample set normalised by
βi =
Bi
β1
∀i.
The indirect utility is found from the formulation of the Dual problem:
max
x
z
Subject to u− (x) ≥ z (2.49)
〈x,p1〉 = β. (2.50)
Where the calculated utility z is bounded above by
u− (x) = min {φi + λi〈pi,x− xi − si〉}
for all x to ensure that the maximum utility is found. This problem may be written as:
max
x
z
Subject to φi + λi〈pi,x− xi − si〉 ≥ z ∀i ∈M (2.51)
〈p1,x〉 = β. (2.52)
This has a Lagrangian
L (x, η1, η) := z − η1 (〈p1,x〉 − β)−
∑
i∈M
ηi (z − φi − λi〈pi,x− xi − si〉) (2.53)
which gives rise to the optimality conditions and by replacing ηi ← ηi/η1 so that∑m
i=2 ηi = 1/η1 > 0, assuming 〈p1,x〉 = β)
p1 =
m∑
i=2
ηiλipi with ηi ≥ 0 (2.54)
0 ≥ z − φi − λi〈pi,x− xi − si〉 , (2.55)
and ηi (z − φi − λi〈pi,x− xi − si〉) = 0. (2.56)
Including this into the utility fitting problem from (2.42) with any of the chosen objective
functions from either (2.46), (2.45) or (2.47) the optimisation problem becomes:
min
(φ,λ,η,κ,s,z)
‖vec (S)‖2 (U-MPEC:two)
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or
min
(φ,λ,η,κ,s,z)
‖vec (S)‖ (U-MPEC:one)
or
min
(φ,λ,η,κ,s,z)
max ‖vec (S)‖ (U-MPEC:inf)
subject to
φj − φi ≤ λi (〈pi,xj − xi〉+ 〈pi, sj − si〉) for i, j ∈M, (2.57a)
p1 =
∑
i
ηiλipi (2.57b)
with
κi = λi〈pi,x1 − xi − si〉 − z + φi, (2.57c)
λi ≥ 1, ηi ≥ 0 and κi ≥ 0 (2.57d)
and ηiκi = 0 for all i (2.57e)
which is a mathematical program with equilibrium constraints (MPEC).
Usually such problems need purpose built solvers but by relaxing the equilibrium con-
straint ηiκi = 0 to ηiκi ≤ 0 in conjunction with ηi ≥ 0 and κi ≥ 0 an equivalent
formulation is defined to which the standard sequential quadratic programming solver
may be applied [37, 67, 8].
If the indirect utility −v+ (p) is fitted to the inverted data χT := {(pi,xi) | (xi,pi) ∈ χ},
then the maximum concave utility u+ (x) is found and by association via the concave
conjugate of −v+ (p)
u+ (x) := − (−v+)∗ (x) (p) = inf
p
{〈p,x〉+ v+ (p)} (2.58)
which can be shown to be the largest concave utility consistent with χ while u− (x) is the
smallest [50]. The formulation of the U-MPEC allows the fitting of a piece-wise linear
utility function to any given demand data as any GARP violations can be “corrected”.
The following sections will discuss the implementation of the U-MPEC and demonstrate
the outcome with data generated based on function utility forms.
2.3 An Application of the U-MPEC to fit a Utility
Function to data
The section will describe the method used to construct the problem into the appropriate
form in MATLAB [53]. The problem is set up for the fmincon solver which can be run
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with the TOMLAB KNITRO [36, 42] solver which has been shown to be a much more
efficient solver [42]. The U-MPEC optimisation problem is a highly constrained problem
with the five unknowns variables in the problem being φ, λ, η, κ and s. The price and
quantity values in (2.57a) are known and can be written in matrix form as
aij = 〈pi,xj − xi〉 ∀i, j ∈M := {1, . . . ,m} (2.59)
where the corresponding matrix is:
A = 〈pi,xj − xi〉 =

〈p1,x1 − x1〉 〈p1,x2 − x1〉 · · · 〈p1,xm − x1〉
〈p2,x1 − x2〉 〈p2,x2 − x2〉 · · · 〈p2,xm − x2〉
...
...
. . .
...
〈pm,x1 − xm〉 〈pm,x2 − xm〉 · · · 〈pm,xn − xm〉
 . (2.60)
For simplification the inner product of price bundles with slack variables will be written
as
bij = 〈pi, sj − si〉 ∀i, j ∈M := {1, . . . ,m} (2.61)
where the corresponding matrix is:
B = 〈pi, sj − si〉 =

〈p1, s1 − s1〉 〈p1, s2 − s1〉 · · · 〈p1, sm − s1〉
〈p2, s1 − s2〉 〈p2, s2 − s2〉 · · · 〈p2, sm − s2〉
...
...
. . .
...
〈pm, s1 − sm〉 〈pm, s2 − sm〉 · · · 〈pm, sn − sm〉
 . (2.62)
The equilibrium constraint in (2.57e) is relaxed from a strict equality ηiκi = 0 to ηiκi ≤ 0,
which now redefines the constraints of the U-MPEC as
φj − φi ≤ λi (aij + bij) for i, j ∈M, (2.63a)
p1 =
∑
i
ηiλipi (2.63b)
with
κi = λi〈pi,x0 − xi − si〉 − z + φi, (2.63c)
λi ≥ 1, ηi ≥ 0 and κi ≥ 0 (2.63d)
and ηiκi ≤ 0 for all i (2.63e)
with the chosen objective function from the objectives in (2.46),(2.45) or (2.47). The
U-MPEC problem consists of φ ∈ Rm, λ ∈ Rm, η ∈ Rm, κ ∈ Rm, S ∈ Rn×m and z ∈ R1.
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By firstly converting S into a column vector by stacking all columns underneath each
other using the vec command in MATLAB where
vec (S) =

s11
...
sm1
s12
...
sm2
...
s1m
...
smm

, (2.64)
the system of m (4 + n) + 1 unknowns can be set up as a column vector as such:
vec (V ) =

φ1
...
φm
λ1
...
λm
η1
...
ηm
κ1
...
κm
s11
...
sm1
...
s1m
...
smm
z

. (2.65)
The constraints can be defined in functional form as separate linear equality/inequality
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and non-linear equality/inequality constraints. The following sections will outline the
implementation of the U-MPEC code into the correct format for solving.
Non-linear inequality constraints
The non-linear inequality constraints consist of the unknowns η, κ, φ, λ, s and z which
all depend on the known price data pi and associated demand data xi. The constraints
given in (2.63a) generate m2 −m equations, (2.63d) generate 3m equations and (2.63e)
generate m equations. are used as inputs into a function file for non-linear constraints.
The equations are given by:

φm − φ1 − λ1 (a1m + b1m)
φ1 − φ2 − λ2 (a21 + b21)
φ3 − φ2 − λ2 (a23 + b23)
...
φm − φ2 − λ2 (a2m + b2m)
...
φ1 − φm − λm (am1 + bm1)
φ2 − φm − λm (am2 + bm2)
...
φm−1 − φm − λm
(
am(m−1) + bm(m−1)
)
−λ1
...
−λm
−η1
...
−ηm
−κ1
...
−κm
η1κ1
η2κ2
...
ηmκm

≤

0
...
...
...
...
...
...
...
...
0
1
...
1
0
...
...
...
...
...
...
...
...
0

(2.66)
.
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Non-linear equality constraints
The unknown non-linear equality constraints also consist of the unknowns η, κ, φ, λ, s
and z. Here the constraints in (2.63b) and (2.63c) generate the m+ 1 constraints:

p1 − (η1λ1p1 + η2λ2p2 + · · · ηmλmpm)
κ2 + z − φ2 − λ2 (a21 − b13)
κ3 + z − φ3 − λ3 (a31 − b13)
...
κm + z − φm − λm (am1 − b1m)

=

0
0
...
...
0

(2.67)
.
2.3.1 Numerical Simulations of Cobb-Douglas data Compared
with the U-MPEC Approximation
The U-MPEC was tested by randomly generating price data and calculating the demand
data that satisfies a Cobb-Douglas utility function as in (1.16). The following figures
compare the utility curves generated by a Cobb-Douglas function and the U-MPEC with
bundles that contain two commodities as to compare the two graphically. This U-MPEC
function file takes matrices X ∈ Rn×m and P ∈ Rn×m from a demand sample. As it has
been assumed that (x1,p1) (i.e., the first column in X and P respectively) is the true
equilibrium state of the system, the first columns in the price and demand matrices are
viewed as the actual estimate of the current state of the economy. The data is generated
without introducing any error to make a suitable comparison between the given utility
curves.
Figure 2.3 demonstrates the utility curves given for randomly generated demand data
satisfying a Cobb-Douglas utility for a small sample of ten. The general equilibrium point
which is circled in red was chosen as the average value of all samples. In this example
it is expected that the slack variables should remain zero which was true when using the
L1 (2.46) and L2 (2.45) norms, however the∞–norm (2.47) did needlessly shift the slacks
resulting in a longer solve time and larger objective value hence deviating away from the
optimal demand. At a glance it is pleasing to note that the utility curves compare nicely
with that of the functional form in Figure 2.3(a).
This is more noticeable in larger sample sets where the data is more clustered as in
Figure 2.4 and Figure 2.5, the utility curves more closely resemble the Cobb-Douglas
curve where the data is clustered around the equilibrium of the economy.
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Figure 2.3. Utility curves for randomly generated Cobb-Douglas data of sizem = 10 compared
to the utilities given from the U-MPEC
The following Table 2.1 demonstrates the computational time of the U-MPEC utility with
increasing sample sizes. Beyond a sample size of fifty, it becomes difficult to solve the
problem due to the tight constraints placed on satisfying the nominal state of the economy.
Solving the problem using the∞–norm required a much longer solve time whilst also over
correcting the demand data, hence for this problem it is not suitable for what is required.
Due to the data being highly constrained, the sample size was limited to small bundles as
larger bundles took an extremely long time to solve and in many cases the calculations
were not completed hence the maximum sample size was fifty. The objective values for
each run are small, but it was expected that the objective value would be closer to zero
due to data already satisfying GARP.
Unfortunately requiring that the data satisfies some sort of equilibrium increases errors
in the bundles xi and formulates a problem that is too difficult to solve especially if
applying this to a wider population. Such a formulation is not optimal therefore this lead
to constructing an optimisation problem which was less constrained and more realistic
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Figure 2.4. Utility curves for randomly generated Cobb-Douglas data of sizem = 30 compared
to the utilities given from the U-MPEC
L1–norm L2–norm ∞–norm
size Obj values time(sec) Obj values time(sec) Obj values time(sec)
m = 10 0.625 1.79 0.0039 3.35 0.1501 7.95
m = 20 0.7875 16.78 0.418 16.86 0.1854 52.04
m = 30 0.0608 81.89 0.0037 56.01 0.7368 238.58
m = 50 0.1013 241.23 0.0103 338.33 0.2317 1444
Table 2.1. Run times for the U-MPEC for varying sample sizes for data generated from
Cobb-Douglas utility
when applying to raw demand data.
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Figure 2.5. Utility curves for randomly generated Cobb-Douglas data of sizem = 50 compared
to the utilities given from the U-MPEC
2.4 Redefining the Problem as a Quadratic Program-
ming Problem (QP)
With the U-MPEC being highly constrained and the run time being quite long when
attempting to solve a system for larger samples. The equilibrium constraints (2.57e),
(2.57c) and (2.57b) were removed from the problem which allowed the initial slack variable
s1 associated with the constraint (2.57a) to be removed. As the data is actually the
raw price demand data, a general equilibrium point is difficult to determine based on
individual consumer groups. It leads to question which individual or group behavior
is actually at equilibrium with the entire economy. Having removed these constraints
the problem becomes much less complicated and leads to a programming problem with
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linear/quadratic constraints:
min
(φ,λ,s)
‖vec (S)‖2 +
∑
i
λi (LS-QP)
subject to φj − φi ≤ λi (〈pi,xj − xi〉+ 〈pi, sj − si〉) (2.68a)
λi ≥ 1 (2.68b)
〈pi, si〉 = 0 (2.68c)
for i, j ∈M.
The objective function was chosen as a least squares minimisation problem as this is
the standard approach to approximate an overdetermined system. By including λ in the
objective function, it would be ensured that λ ≈ 1 and that the utility values given by φ
are also normalised by λ. The constraint in (2.68c) holds the consumer individual budget
fixed. The objective function (LS-QP) can also be replaced by:
min
(φ,λ,s)
‖vec (S)‖+
∑
i
λi (obj:one)
or
min
(φ,λ,s)
max ‖vec (S)‖+
∑
i
λi (obj:inf)
where the Objective (obj:one) again may improve performance in the presence of outliers.
This approach seems more reasonable than using a redundant requirement to chose an
equilibrium point for the individual raw consumption data.
2.4.1 Numerical Simulations of Cobb-Douglas data Compared
with the LS-QP Approximation
The LS-QP was tested by randomly generating price data and calculating the demand
data that satisfies a Cobb-Douglas utility function as in (1.16). The following figures
compare the utility curves generated by a Cobb-Douglas function and the LS-QP with
bundles that contain two commodities as to compare the two graphically. Figure 2.6
demonstrates the utility curves generated by the Afriat utility when solving (LS-QP) for
different objective functions. The utility curves given by the Afriat utility in (b),(c) and
(d) compare well against the Cobb-Douglas utility in (a). The curves don’t differ greatly
much from those obtained in the U-MPEC optimisation problem as the same data was
used to make a comparison the effect of removing the equilibrium point would have on
the solution.
Table 2.2 details the time taken to solve each optimisation problem based on the sample
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Figure 2.6. Utility curves for randomly generated Cobb-Douglas data of sizem = 50 compared
to the utilities given from the Afriat inequalities
size and different objective functions that were chosen. As the data was generated to
fit a Cobb-Douglas utility the objective values are expected to be zero as there is no
requirement to shift any of the slacks si. The objective values in Table 2.2 agree with
this expectation and any shift in the slacks would be due to round off error in the solver.
When compared to the objective values in Table 2.1 the objective values in Table 2.2
agree with the slack variables si not needing to be introduced as the demand data xi
satisfies GARP.
As the LS-QP has shown make a good approximation to already GARPed data the next
step is to apply it to data that violates GARP. These inaccuracies will be added to random
commodity samples in each bundle as to model small “hiccups” in the system or possible
errors in the data gathering process without perturbing the budget constraint. Once the
demand data has been obtained and small errors introduced the price and demand data
are used in the LS-QP function file to estimate the best fit utility. The next section will
discuss the method used to investigate how accurately the LS-QP corrects these errors.
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L1–norm L2–norm ∞–norm
size Obj values time(sec) Obj values time(sec) Obj values time(sec)
m = 10 8.28× 10−7 0.1329 4.959× 10−14 0.0661 1.046× 10−7 0.1336
m = 20 2.438× 10−6 0.5963 2.491× 10−13 0.4363 1.822× 10−7 0.5041
m = 30 6.147× 10−6 2.54 1.138× 10−12 2.53 4.176× 10−7 3.56
m = 50 1.201× 10−5 41.9729 2.466× 10−12 20.39 6.825× 10−7 29.3740
Table 2.2. Run times for the LS-QP for varying sample sizes generated from a Cobb–Douglas
utility
2.5 Scaling of Errors: A Sensitivity Analysis
Under the tests conducted on the Afriat utility it is interesting to see how the optimisation
routine (LS-QP) handles the errors in the data. Since the Afriat utility can be compared
against functional utility forms, the introduced errors violations can be purposely intro-
duced forcing (LS-QP) to solve for the slack’s that GARP the data.
When obtaining a finite sample of consumer demand data, the demand relation may have
inconsistencies due to the demographic of the data gathering process. The set of data
samples of demand D := {(xi,pi) |i ∈M} gives a finite data set of observed commodities
xi ∈ Rn. The observed data is assumed to be of the form xi = x˜i + s˜i, where the correct
data x˜i is corrupted by an “unseen” error s˜i. Hence the data pairs do not satisfy GARP.
This test randomly generates price data pi and calculates the demand x˜i based on a
Cobb-Douglas utility for each sample, each household has a different budget allocation Bi
to more realistically represent the differences in expenditure across households. Random
perturbations s˜i are then added to the samples x˜i to become viewed data xi containing
these “errors”.
Now (LS-QP) is implemented to fit a utility and correct the errors that were intro-
duced. It is hoped that the correction terms si will correct the data accurately so that
x˜i = xi + si = x˜i + s˜i + si meaning that s˜i ≈ −si should be true. The size of the errors
introduced will vary with errors of size 10−3, 10−2 and 10−1 to compare the ability of
the (LS-QP) to remove errors from data that either violate GARP minimally or cause an
extreme violation.
Once both s˜i and si are found the next step will conduct a test to compare the average
shifts of both variables to make a valid conclusion about the power of the (LS-QP) to
correct errors in unGARPed data. The following figures use Cobb-Douglas generated data
with random errors introduced which are the s˜i terms against the slack variables si given
from the solution of (LS-QP).
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Figure 2.7. Introduced errors s˜i of size 10−2 against shifted errors si for each commodity
group
Figure 2.7 represents the introduced errors s˜i along the horizontal axis against the shifted
errors si along the vertical axis with each sub-figure representing a commodity group, here
the errors are of magnitude 10−2. As the errors are considered to be small the LS-QP
does not shift the slack variables as GARP is already being satisfied and unlikely to be
affected by such small changes. It can be seen that some shifts have been made to any
commodity that violated GARP.
Figure 2.8 more readily demonstrates the ability of the (LS-QP) to detect errors in GARP
and shift the error term to return the original demand quantities. As seen from the figures
it appears that s˜i ≈ −si, where in most cases the error introduced were correctly identified
by (LS-QP) and the correction by the slack variable was very close to the actual shift
required. In some cases where the introduced error term was quite large, the correction
term removed most of the error which ensured a feasibility of the Afriat inequalities. The
results are very pleasing upon glancing at the graphs as it appears that (LS-QP) corrects
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the errors very well.
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Figure 2.8. Introduced errors s˜i of size 10−1 against shifted errors si for each commodity
group
Further investigation is conducted with more samples by conducting a standard statistical
hypothesis test of comparison of multivariate means [46, Ch.6]. The test is conducted to
view whether the mean vectors µs˜ and µ−s are equal. The problem is set up as follows:
H0 : µs˜ = µ−s vs Ha : µs˜ 6= µ−s
The test was only conducted on data sets when the sample size m ≥ 50 since the as-
sumptions for the Hotelling’s test requires that the covariance matrices are equal when
the sample sizes are small and this was not the case for any of the data samples used in
this experiment. When the covariance matrices are unequal it is difficult to measure the
T 2 distance and for large sample sizes with unequal covariance matrices the test statistic
can be calculated based on a Chi-Square approximation χ2(α) where α is the significance
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level of the test.
The test was conducted using a MATLAB Hotelling’s T 2 function file [71] with a level of
significance of α = 0.1, 0.05 which assumes that the test is conducted will accept or reject
the null hypothesis at a 90% or 95% confidence interval respectively. If the test statistic
T 2 < χ2(α) then the null hypothesis can not be rejected and it can be said that µs˜ = µ−s
which will concluded that the (LS-QP) corrects that corrupted demand data sufficiently
to determine to correct demand quantity which satisfies GARP and returns the original
undistorted data.
Table 2.3 lists the calculated test statistic for ten different randomly generated samples
all of size m = 50 with n = 4 commodities. The commodities can be assumed to be
grouped into categories of dairy products, meat, fruit and vegetables and personal items.
This could represent a proportion of a household expenditure or indeed represent the
necessities purchased in the household. The introduced errors represent a 0.1% change in
demand when size | s˜i |= 10−3 up to a 10% change in demand when the size of | s˜i |= 10−1.
The T 2 value in the table represents the calculated test statistic which is required to be
less than χ2(0.05) = 9.488 or χ
2
(0.1) = 7.778 (with 4 degrees of freedom) if the null hypothesis
is to be accepted at the 95% and 90% interval respectively. The p-value is the probability
that the null hypothesis is true which is proportional to the test statistic. The smaller the
T 2 value the more likely that the null hypothesis is true as the distance from the mean is
smaller which in turn implies a larger p-value.
Error of size 10−3 Error of size 10−2 Error of size 10−1
sample T 2 value p-value sample T 2 value p-value sample T 2 value p-value
1 7.0521 0.1332 1 2.0359 0.7292 1 1.8606 0.7614
2 2.4417 0.6551 2 2.7726 0.5966 2 0.0868 0.9991
3 0.8489 0.9318 3 0.6679 0.9552 3 7.0813 0.1317
4 6.361 0.1738 4 11.3345 0.0231 4 1.5254 0.8221
5 4.2122 0.3781 5 4.114 0.3908 5 2.0736 0.7222
6 5.9541 0.2026 6 0.5781 0.9655 6 4.7019 0.3193
7 1.315 0.8588 7 2.6513 0.6178 7 8.7915 0.0665
8 10.0595 0.0394 8 3.1515 0.5328 8 7.677 0.1042
9 4.7045 0.319 9 5.6698 0.2252 9 6.0559 0.195
10 4.9623 0.2912 10 9.8702 0.0427 10 1.2833 0.8642
Table 2.3. Test for equality of µs˜ = µ−s for random data samples
The results in Table 2.3 indicate that the null hypothesis can not be rejected at either the
95% confidence level for the errors of size 10−1 since all T 2 < 9.488. The smaller errors
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of magnitude 10−2 and 10−3 generate some T 2 values (which are in bold) that result in
a rejection of the null hypothesis. This could be due to the fact that even though the
average mean vectors are not similar the data does satisfy GARP hence not requiring any
larger shift in the slack variable si.
The results indicate that (LS-QP) can effectively correct any errors in demand data that
fail to satisfy GARP since the mean vectors of the slack variables −si are equal to the
mean vectors of s˜i. This is a useful tool in approximating consumer demand as it provides
a non-parametric approach to consumer demand allowing the consumer data to define the
form of the utility. The (LS-QP) allows the effective correction of corrupted demand data
but is restrictive when applying to large samples with large commodity bundles (i.e., n
and m both large) as it is computationally expensive due to the non-linearity of the Afriat
constraints.
In the attempt to avoid the construction of utility functions, interesting methods were
developed that tested for consistency of GARP [48, 38] via a reordering of data bundles
without the need to solve a non linear optimisation problem. Chapter 3 uses the notion of
GARP to obtain a sub-optimal re-ordering that identifies the samples that violate GARP.
This leads on into a method that adjusts the errors so that GARP can be satisfied in a
way that has previously not been attempted.
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3An Ordering and Perturbation
of Demand data to Satisfy a
Preference Relation
In Chapter 2 the formulation of the least-squares quadratically constrained programming
problem (LS-QP) was introduced to shift errors and fit a utility function to consumption
data that contained “noise” or some measure of discrepancy or deviation from optimal
behaviour. As the computational load is quite high a utility can be fitted to samples that
contain no more than fifty to one hundred samples (depending on the amount of incon-
sistencies with GARP) which motivates this research to find other methods that will also
find a good fit.
In this Chapter the Axioms of Revealed Preferences introduced in Chapter 1.2 are used
in conjunction with a construction of a matrix to represent an ordering of bundles and
preference relation that satisfies GARP. In the case where a matrix cannot be constructed,
an algorithm is developed that allows the data to be shifted to satisfy GARP. As GARP
is known to be necessary and sufficient for the fitting of a utility to rationalise the data in
a way consistent with “optimal” behavior, these errors can be interpreted as deviations
from such behaviour. There are a few possible explanations for deviation from optimal
behaviour of the data. The first is one of simple measurement errors; these errors should
be unstructured and uncorrelated. The other is that deviations reflect a lag in learnt
behaviour (technological change) or a cost associated with change.
When attempting to correct these errors the importance of the order is significant in
reducing the size of the perturbations of the consumption bundles. A pattern search
technique is implemented to search for the optimal ordering so that the perturbations are
minimised.
3.1 Construction of a Preference Matrix from Con-
sumption data
The following matrix notation in Equation (3.2) was introduced by Koo [48] to make
pair-wise comparisons of the Weak Axiom.
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Given a finite sample of demand data D := {(xi,pi) |i ∈M := {1, . . . ,m}}, where xi ∈
X(pi) means that xi is observed at the given price pi. A matrix A is generated that stores
expenditure values to represent the difference in expenditure levels. Where the entries in
A are defined as:
aij = 〈pi,xj − xi〉 ∀i, j ∈M := {1, . . . ,m} (3.1)
and the corresponding matrix is:
A = 〈pi,xj − xi〉 =

〈p1,x1 − x1〉 〈p1,x2 − x1〉 · · · 〈p1,xm − x1〉
〈p2,x1 − x2〉 〈p2,x2 − x2〉 · · · 〈p2,xm − x2〉
...
...
. . .
...
〈pm,x1 − xm〉 〈pm,x2 − xm〉 · · · 〈pm,xn − xm〉
 . (3.2)
Similar to Chapter 1.2.1, the preference between bundles xi and xj can be determined
from the sign of aij as a comparison of the bundles at pi prices, where if:
1. aij < 0, then 〈pi,xj〉 < 〈pi,xi〉, xj was in budget at price pi but local non-satiation
means that there is a better option than xj in the form of xi and is denoted as
xi Â xj.
2. aij = 0, then 〈pi,xj〉 = 〈pi,xi〉, both expenditure levels are equal but since it was
observed that xi ∈ X(pi), xi is chosen at pi prices and xi º xj.
3. aij > 0, then 〈pi,xj〉 > 〈pi,xi〉, xj was out of budget at pi prices hence xi can not
be compared with xj denoted by xj 6¹ xi.
The signs of aij lead to three possible conditions when making pair-wise comparisons.
Therefore the entries considered to be:
• consistent with WARP if aij ≤ 0 and aji > 0 i.e., xi º xj when xi ∈ X (pi) and
xj 6º xi when xj ∈ X
(
pj
)
• inconsistent if aij < 0 and aji ≤ 0 i.e., xi Â xj when xi ∈ X (pi) and xj º xi when
xj ∈ X
(
pj
)
• un-comparable if aij > 0 and aji > 0 i.e., xi 6º xj when xi ∈ X (pi) and xj 6º xi
when xj ∈ X
(
pj
)
.
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Two claims from Fostel, Scarf and Todd [38] are used to show that if the Generalised
Axiom is satisfied then the matrix (3.2) can be formulated so that
aij ≥ 0 ∀ 1 ≤ j < i ≤ m, (3.3)
and if aij = 0 then aji ≥ 0. (3.4)
In the following, Theorem 3.1.1 and Theorem 3.1.2 provide necessary conditions to demon-
strate the existence of an ordering to satisfy GARP.
Theorem 3.1.1 (Fostel, Scarf and Todd [38]). There is an index i ∈M with aij ≥ 0 for
all j ∈M . Where M := {1, . . . ,m}
Proof. Suppose in every row there is a strictly negative entry. Given {i, j, k . . . , r} ⊂M ,
an ordering of commodity bundles based on the sign of aij is determined iteratively by
beginning at some element where initially aij < 0 and then if i 6= j continue on to the jth
row to find ajk < 0. This is continued through all the rows with aqr < 0, deducing the
preference ordering xi º xj º xk º · · · º xr. Eventually an index must be repeated as
there is only a finite number. Without loss of generality it is also assumed that ari < 0,
but then GARP is contradicted since then xr Â xi. Therefore there is an index i ∈ M
with aij ≥ 0 for all j ∈M .
Theorem 3.1.2 (Fostel, Scarf and Todd [38]). amj ≥ 0 for j = 1, . . . ,m − 1, but with
some entries possibly zero.
Proof. It follows from 3.1.1 if a preference ordering xi Â xj Â xk Â · · · Â xr has been
established from the set M it enables the ordering of the elements in matrix from most
preferred bundle i to the least preferred bundle r. Hence all entries in the mth (least
preferred bundle xm) row amj ≥ 0.
From Theorems 3.1.1 and 3.1.2 it is shown that for GARP to hold then there must exist
a permutated matrix A′ where A′ is the notation for the reordered matrix A (and not
the transpose) where all elements below and not including the diagonal are positive. An
extra requirement is that if there exists an aji = 0 then aij ≥ 0 since
aij = 0⇒ xi º xj (3.5)
and
aij < 0⇒ xi Â xj (3.6)
Where (3.6) is a contradiction to WARP. If it can be shown that a matrix A′ exists then
GARP is satisfied.
Corollary 3.1.3 (Fostel, Scarf and Todd [38]). If GARP is satisfied then there exists a
permutation A′ of A such that a′ij ≥ 0 for all j < i ≤ m.
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Proof. For k = m, . . . ,m− 1 search the matrix A for a row i where aij ≥ 0 for all j, this
row being the least preferred row. Move this row to the kth row in matrix A′ i.e., make
the transformation in Theorem 3.1.2, a symmetric row/column swap. Then remove the
corresponding row/column to obtain a data set of size m− 1. As this satisfies GARP the
least preferred bundle in A will contain aij ≥ 0 for all j at each step. Repeat until the
matrix has been reduced to a 1× 1 containing the most preferred bundle.
The data is said to satisfy the Weak Axiom if aij ≤ 0 and aji > 0 for all i, j i.e, xi º xj.
Inconsistent behaviour violates the Weak Axiom and therefore any entries where both
aij < 0 and aji ≤ 0 also violate the Generalised Axiom.
Un-comparability between bundles was thought to violate the Generalised Axiom [48]
but was shown to be “in no way incompatible with the hypothesis of consistent con-
sumer behaviour” [34] (also see [49]). The preferences between un-comparable cases can
be determined via transitivity although cases that are not revealed via transitivity are
still consistent with the Generalised Axiom provided the pair-wise comparisons can be or-
dered in the form of matrix A′. The interest here doesn’t lie in being able to be fortunate
enough to find data that satisfies Corollary 3.1.3 but by in fact identifying the bundles
that violate the axioms and analyse these distortions.
Similar techniques were used to test the consistency of WARP and SARP using empirically
estimated demand functions noting the number of violations [56, 72, 54] in aggregated
demand data, with altruistic choices also found to be consistent with GARP [7]. Indi-
vidual consumer behaviour of patients in a mental institution was studied by Battalio
et al. [13] with emphasis placed on the explanation for inconsistencies in the data. Such
inconsistencies were explained by a lag in adapting demand to price change.
Diaye et al. [28] performed empirical tests and concluded that the violations were not
found to be contradictory of rational behaviour but were due to economic distortions.
Interestingly, Sippel [70] argues that inconsistencies found in the household consump-
tion data is not necessarily due to inconsistent behavior but errors in the consumption
reporting process to which this research attempts to address.
Previous analysis suggests a first pass approach in developing an order to satisfy GARP
by application of Corollary 3.1.3.
Algorithm 3.1.1. Greedy Algorithm (GA)
Given A ∈ R(m×m) let A′ = A(m) = A
For k = m,m− 1, . . . , 2
• find an index i where a(k)ij ≥ 0 ∀ j = 1, . . . , k − 1
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• Remove the ith row and column from A(k) to obtain A(k−1) ∈ R(k−1)×(k−1)
• Exchange row and column i for row and column k in A′ (“symmetric row/column
swap”)
Although this method seems straightforward and easily programmable, it is possible to
permutate the matrix accordingly and find that such a permutation may lead to negative
entries in the lower triangle. In the case where the data does not satisfy GARP the al-
gorithm can be modified to search for rows with the most positive entries, this is stored
in matrix A∗ which is almost of the form A′ with some negative entries in the lower triangle.
The Greedy Algorithm 3.1.1 is modified search for the rows with the largest cardinality
of positive entries which is defined by the Approximate Greedy Algorithm 3.2.1 in Sec-
tion 3.3. Methods in error correcting will be discussed in Section 3.2 that enable the
perturbation of the data in A∗ to be of the form A′. The initial idea in formulating the
problem of verifying GARP in large data sets was in the form of an Integer Program (IP)
that will determine the permutation that satisfies GARP in the form of Corollary 3.1.3.
The next section discusses the design of an algorithm that permutates A using the TOM-
LAB Mixed Integer Program with Quadratic constraints (MIQQ) [36] in CPLEX [41] to
find a reordered matrix A′.
3.1.1 Implementation of an Integer Program to test Consistency
of Demand data
This section describes a method that sets up a preference matrix A in the form of Ma-
trix (3.2) from finite demand data D := {(xi,pi) |i ∈M := {1, . . . ,m}}. For the demand
data to be consistent with GARP it is required that the matrix be permuted in the form
A′ where a′ij ≥ 0,∀j < i (from Corollary 3.1.3).
The following technique sets up a Mixed Integer Quadratically Constrained (MIQQ) prob-
lem in TOMLAB [36] format and uses CPLEX [41] to solve for the unknowns in a per-
mutation matrix W ∈ {0, 1}m×m so that A′ = W TAW gives the ordering A′ to ensure
GARP is satisfied. If a feasible solution can be found then an ordering exists such that
GARP is satisfied.
The constraint set up for the problem requires a′ij ≥ 0 for j < i, or in the case of
inconsistent behavior where a′ij = 0 then it is also required that a
′
ji ≥ 0. The elements
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along the diagonal are zero since i = j, therefore the constraints can be written as:
a′ij ≥ 0 ∀j < i = 1, . . . ,m, (3.7)
a′ij = 0 ∀j = i, (3.8)
a′ji ≥ 0 if a′ij = 0. (3.9)
The entries in the A′ depend on a pre and post multiplication of W meaning that the
unknowns in W are quadratically constrained since
A′ = W TAW
=

∑m
k=1
∑m
l wk1aklwl1
∑m
k=1
∑m
l wk1aklwl2 · · ·
∑m
k=1
∑m
l wk1aklwlm∑m
k=1
∑m
l wk2aklwl1
∑m
k=1
∑m
l wk2aklwl2 · · ·
∑m
k=1
∑m
l wk2aklwlm
...
...
. . .
...∑m
k=1
∑m
l wknaklwl1
∑m
k=1
∑m
l wkmaklwl2 · · ·
∑m
k=1
∑m
l wkmaklwlm
 .(3.10)
The constraints in the lower triangle and along the diagonal require that
m∑
k=1
m∑
l=1
wkiaklwlj ≥ 0, if j < i = 1, . . . ,m (3.11)
and
m∑
k=1
m∑
l=1
wkiaklwlj = 0, if i = j. (3.12)
The constraint in (3.9) cannot be implemented in the initial step as it depends on the sign
of a′ij for j < i. Once the permutation is found then any violation in Equation (3.9) will
require the algorithm to be resolved and force a new permutation by applying a penalty
on the previous ordering. These changes are discussed at the end of this section once the
constraints have been formulated.
Additional linear constraints enforce W contain only one non zero entry in every row
and column. As wij ∈ {0, 1}, Equation (3.13) enforces the sum of each row to equal one
and Equation (3.14) enforces the sum of each column to equal one. These equations are
written as ∑
j
wij = 1 ∀ i = 1, . . . ,m (3.13)∑
i
wij = 1 ∀ j = 1, . . . ,m (3.14)
wij ∈ {0, 1} . (3.15)
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Now that the constraints have been defined, they are coded into MATLAB [53] a compu-
tational programming environment with the additional optimisation toolbox TOMLAB.
MATLAB notation will be used to define general n×m matrices of zeros or ones which
are defined by the commands
zeros(n,m) =

0 0 · · · 0
0 0 · · · 0
...
...
. . .
...
0 0 · · · 0
 and ones(n,m) =

1 1 · · · 1
1 1 · · · 1
...
...
. . .
...
1 1 · · · 1
 (3.16)
The following Section discusses the implementation of the Algorithm into MATLAB using
the TOMLAB optimisation toolbox for a MIQQ Problem. The Quadratic and Linear
components are set up separately.
Quadratic Constraints
For each j ≤ i ∈M the 1
2
m2 quadratic constraints in (3.11) and (3.12) need to be written
as Q(i,j) = W TAijW which is a subproblem of (3.10) to be used in the MIQQ solver in
TOMLAB. Here Q(i,j) ∈ Rm2×m2 will be defined for each j ≤ i combination which is a
block matrix containing zeros with the only non-zero elements being the matrix A placed
in the (i, j) block of Q(i,j).
i.e., For i = 1, j = 2 and m = 3
Q(1,2) =

0
(
a11 a12 a13
a21 a22 a23
a31 a32 a33
)
0
0 0 0
0 0 0

∈ R9×9 (3.17)
which becomes the constraint
∑3
k=1
∑3
l=1wk1aklwl2. Let B ∈ Rm×m be a matrix of zeros
where bij = 1. i.e., for the above mentioned case where i = 1, j = 2 and m = 3
B12 =
0 1 00 0 0
0 0 0
 (3.18)
Now the quadratic constraints in (3.11) and (3.12) will be formed from the corresponding
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Q(i,j) matrix which is generated using the Kronecker Product of Bij and A as follows:
Q(i,j) = B ⊗ A =

b11A b12A · · · b1mA
b21A b22A · · · b2mA
...
. . .
...
bm1A bm2A · · · bmmA
 ∈ Rm2×m2 (3.19)
The MIQQ solver in TOMLAB requires that all the unknown’s in matrix W be converted
into a column vector by stacking all the columns underneath each other which will be
denoted as vec(W ). Hence the quadratic constraints (3.11) and (3.12) can now combined
and written in matrix form as:
− vec(W )TQ(i,j) vec(W ) ≤ 0 for all j ≤ i (3.20)
where for each of the 1
2
m2 constraints (3.20) corresponds to one constraint on one element
in A′ i.e., a′ij =
(
W TAW
)
ij
≥ 0.
Linear Constraints
The linear constraint on the rows (3.13) is formed by the Kronecker Products of G⊗Di
where G = ones(1,m) and Di = zeros(1, n) with di = 1. For the small example when
m = 3
D1 =
(
1 0 0
)
, D2 =
(
0 1 0
)
, D3 =
(
0 0 1
)
and G =
(
1 1 1
)
. (3.21)
The Kronecker Products become
G⊗D1 =
(
100 100 100
)
∈ R1×9 (3.22)
G⊗D2 =
(
010 010 010
)
∈ R1×9 (3.23)
G⊗D3 =
(
001 001 001
)
∈ R1×9. (3.24)
Where (G⊗Di) vec(W ) =
∑3
i=1wi1.
Again in general terms:
G⊗Di =
(
g1Di g2Di · · · gmDi
)
∈ R1×m2 (3.25)
The 2×m linear constraints on the columns (3.14) is formed by the Kronecker Products
of the column vectors Fj ⊗ G where G = ones(1,m) and Fj = zeros(1,m) with fj = 1.
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For the example when m = 3
F1 =
(
1 0 0
)
, F2 =
(
0 1 0
)
, F3 =
(
0 0 1
)
and G =
(
1 1 1
)
(3.26)
Hence
F1 ⊗G =
(
111 000 000
)
∈ R1×9 (3.27)
F2 ⊗G =
(
000 111 000
)
∈ R1×9 (3.28)
F3 ⊗G =
(
000 000 111
)
∈ R1×9. (3.29)
Where (Fi ⊗G) vec(W ) =
∑3
j=1w1j.
In more general terms:
Fi ⊗G =
(
f1G f2G · · · fmG
)
∈ R1×m2 (3.30)
The linear constraints (3.30) and (3.25) are combined into a matrix C ∈ R2m×m2 where
C =

G⊗D1
G⊗D2
...
G⊗Dm
F1 ⊗G
F2 ⊗G
...
Fm ⊗G

(3.31)
and the final constraints are written as
C vec(W ) = 1 (IP(W))
− vec(W )TQ(i,j) vec(W ) ≤ 0, ∀ i, j
which is easily coded into MATLAB with the preference matrix in (3.2) as an input. If the
data satisfies GARP then a feasible solution exists and the permutation matric is found
in terms of W . Otherwise if the problem proves infeasible then W will return empty.
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3.1.2 A Small Sample Approach to test data for Consistency
with GARP
The algorithm is tested by randomly generating a small sample of price data and calcu-
lating the demand data generated from a Cobb-Douglas utility (1.16). The price-demand
data is used as an input into (IP(W)) to calculate the preference matrix and hence deter-
mine a permutation matrix that confirms that the data satisfies GARP. The price-quantity
data is:
P =
(
0.61543 0.92181 0.17627 0.93547 0.41027
0.79194 0.73821 0.40571 0.9169 0.89365
)
(3.32)
and
X =
(
0.81244 0.54241 2.8366 0.53449 1.2187
0.63136 0.67732 1.2324 0.54531 0.5595
)
. (3.33)
The preference matrix being:
A =

0 −0.12979 1.7217 −0.2392 0.19312
0.21499 0 2.5246 −0.10475 0.53645
−0.60065 −0.6296 0 −0.68455 −0.55819
0.33891 0.12844 2.7836 0 0.65308
−0.10246 −0.17218 1.2651 −0.2934 0
 . (3.34)
Upon solving the IP (IP(W)) for W the permutation is:
W =

0 0 1 0 0
0 0 0 1 0
1 0 0 0 0
0 0 0 0 1
0 1 0 0 0
 . (3.35)
Leading to the new ordering of commodity bundles:
X =

x1
x2
x3
x4
x5

T
← X ′ =

x′3
x′5
x′1
x′2
x′4

T
(3.36)
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The permutation of A becomes:
A =

a11 a12 a13 a14 a15
a21 a22 a23 a24 a25
a31 a32 a33 a34 a35
a41 a42 a43 a44 a45
a51 a52 a53 a54 a55
← A
′ =

a33 a35 a31 a32 a34
a53 a55 a51 a52 a54
a13 a15 a11 a12 a14
a23 a25 a21 a22 a24
a43 a45 a41 a42 a44
 (3.37)
resulting in the following permuted preference matrix:
A′ =

0 −0.55819 −0.60065 −0.6296 −0.68455
1.265131 0 −0.10246 −0.17218 −0.2934
1.721746 0.193124 0 −0.12979 −0.2392
2.524613 0.536451 0.214992 0 −0.10475
2.783582 0.653077 0.33891 0.128442 0
 (3.38)
The rows and columns in this example have been permuted so that a′ij > 0 for all j < i ≤ 0
verifying that GARP holds and the bundles have been ordered as x3 º x5 º x1 º x2 º x4
which is the same result that would have been obtained by applying the Greedy Algo-
rithm 3.1.1.
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Figure 3.1. Preference lines for commodity bundles that satisfy GARP
Figure 3.1 demonstrates the expenditure levels between the commodity bundles which
justify the ordering in Equation (3.38). The bundle that lies on the red budget line is
clearly the most preferred as all other bundles are in the region below meaning that they
could have been chosen but were not. The remaining budget lines do intersect in the
upper left corner but have no effect on the consistency of GARP since there is no contra-
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diction as shown in Figure 1.11. This example has been nicely posed and confirms that a
permutation exists only if the data satisfies GARP.
That (IP(W)) becomes infeasible when GARP is violated infers that a re-ordering in the
form of A′ is not possible. The next step was to implement the Approximate Greedy
Algorithm approach by finding a matrix A∗ with as many entries as possible in the lower
triangle being positive. This is the first step in recognising and correcting errors in the
demand data which violate GARP. The next section introduces the formulation of a
method that perturbs the data beginning with the construction of A∗ via a small example
of data that violates GARP.
3.2 Reordering the data and Forming a Preference
Matrix when GARP is Violated
As a preference matrix can only be formed when the data is GARPable it would be im-
possible to conclude anything about the preference structure. In this Section the notion
of “errors” within the data are introduced and a technique developed to shift the demand
data and allow the preference matrix to be constructed including these shifts so that
GARP is satisfied. This is applied to bundles that are shown to be inconsistent whilst
leaving un-comparable bundles unchanged.
By pairwise comparison of bundles, an efficiency ratio is used as a multiplier that perturbs
the budget allowing inconsistency to exist between data pairs by this weaker form of re-
vealed preference. This is known as the “Afriat efficiency index”, introduced by Afriat [6].
The efficiency ratio ei =
〈pi,xj〉
〈pi,xi〉 relaxes the budget by defining a percentage that a budget
needs to be altered for WARP to be consistent between data pairs. If it were assumed
that xjRxi, then the ratio defines the percentage of budget allocated to consuming xj at
pi prices. Had xj been chosen in this situation then the unallocated portion of budget is
deemed to be a waste of budget hence the efficiency ratio forces GARP to hold by relaxing
the budget constraint on xi. If the data is inconsistent with GARP then the efficiency
ratio allows the inconsistency to be relaxed so that aji < 0 and a
ei
ij > 0 for j < i and
Theorem 3.1.2 is weakly satisfied as such:
xjRxi → aji = 〈pj,xi − xj〉 ≤ 0 (3.39)
xjReixi → aeiji = 〈pi,xj − eixi〉 ≥ 0. (3.40)
The largest efficiency ratio ei consistent with (3.40) only has ei ≤ 1 when
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aij = 〈 pi, xj − xi 〉 < 0 as the data is not GARPed. This reformulation states
that xjReixi if xi is distinctly cheaper than xj. The smaller the efficiency ratio ei the
more inefficient the consumption is of xj over xi as the consumer has a larger amount of
unspent budget. This technique allows a leniency in the preference order and can reduce
the number of inconsistent findings without removing them from the sample.
The efficiency index was used to test GARP in large household data sets to show that the
nearly optimising behaviour (i.e., relaxing the conditions of GARP as in Equation (3.40))
had reduced the number of violations of Equation (3.39) from over fifty percent to vi-
olations of Equation (3.40) to below ten percent [54]. It was shown that the consumer
satisfied GARP more often at an efficiency level of e = 0.95 [70] but it was found in that
even random data can satisfy GARP at that level [69]. Similar techniques are used to
demonstrate upper and lower limits of budgets using the efficiency ratio that allow GARP
to be satisfied. However these techniques require the budget to be somewhat distorted
and do not account for errors in the demand quantities that might have led to these
inconsistencies [73].
To account for errors that may result in being unable to form a matrix A′, the Greedy
Algorithm is modified to take the rows with the largest cardinality of positive entries in
an effort to reduce the amount of negative entries that occur the lower triangle of matrix
A∗.
Algorithm 3.2.1. Approximate Greedy Algorithm (AGA)
Given A ∈ R(m×m) let A∗ = A(m) = A
For k = m,m− 1, . . . , 2
• find an index i where the largest cardinality of {j | aij ≥ 0}
• Remove the ith row and column from A(k) to obtain A(k−1) ∈ R(k−1)×(k−1)
• Exchange row and column i for row and column k in A∗ (“symmetric row/column
swap”)
By introducing demand data that violates the revealed preference to illustrate the case
of inconsistent data and how to the preference matrix can be ordered according to Algo-
rithm 3.2.1. The commodity and price matrices are given as such:
X =
(
0.16 0.8679 0.8510 0.2138 0.7312
0.4420 0.0677 0.493 0.6544 0.2238
)
, (3.41)
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and
P =
(
0.6154 0.9218 0.1763 0.9355 0.4103
0.7919 0.7382 0.4057 0.9169 0.8937
)
(3.42)
with the preference matrix A being:
A =

0 0.1377 0.4641 0.1998 0.1772
−0.3739 0 0.2984 −0.1699 −0.0108
−0.1420 −0.1696 0 −0.04684 −0.1303
−0.2427 0.0739 0.4481 0 0.0892
−0.0383 −0.0834 0.2897 0.1725 0
 . (3.43)
When attempting to solve for a permutation matrix via (IP(W)) the problem becomes
infeasible due to the equal amount of negative entries in columns two, four and five. By
application of AGA 3.2.1, inductive steps are carried out by taking the row with the largest
cardinality of positive values to ensure that most of the elements below the diagonal are
positive. By observation it can be thought that the given ordering is x3 Â x2 Â x5 Â
x4 Â x1 and by the “symmetric row/column swap” a matrix A∗ is found, where the
amount of negative entries in the lower triangle is reduced significantly but can not be
entirely eliminated.
A∗ =

0 −0.16957 −0.13033 −0.04684 −0.14205
0.298381 0 −0.01078 −0.16985 −0.37394
0.289721 −0.08341 0 0.172532 −0.03833
0.448093 0.073943 0.089193 0 −0.24274
0.464114 0.137704 0.177196 0.199779 0
 . (3.44)
It is clearly seen that the third row leads to inconsistencies in the ordering of bundles x∗2
and x∗3 as both a
∗
32 < 0 and a
∗
23 < 0. The new ordering for the price and quantity matrices
are:
X∗ =
(
0.8510 0.8679 0.7312 0.2138 0.16
0.493 0.0677 0.2238 0.6544 0.4420
)
(3.45)
and
P ∗ =
(
0.1763 0.9218 0.4103 0.9355 0.6154
0.4057 0.7382 0.8937 0.9169 0.7919
)
(3.46)
Hence there is a contradiction in the ordering between commodity bundles x∗2 and x
∗
3
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Figure 3.2. Budget lines for commodity bundles that violate GARP
with GARP being violated in the new ordering x∗1 Â x∗2 Â x∗3 Â x∗4 Â x∗5. This is seen
more clearly in Figure 3.2 as bundle x∗3 is in budget when the consumer is faced with p
∗
2
prices but not chosen since x∗2 ∈ X (p∗2). Bundle x∗2 is in budget at p∗3 prices but is also
not chosen since x∗2 ∈ X (p∗2), hence contradicting the revealed preference. To remove
the inconsistency between bundles x∗2 and x
∗
3, x
∗
3 can be perturbed by increasing and
decreasing the quantities consumed of x1 and x2 respectively to ensure that x
∗
3 it is out of
budget at p∗2 prices. The same could be done with x
∗
2 to ensure consistency by decreasing
and increasing commodities x1 and x2 respectively. The efficiency index can also be used
to perturb the budget lines of the samples violating GARP.
For either of these techniques to be used with the minimum change to the commodity
bundle or budget would require that bundle x∗2 ↔ x∗3. It is possible to manipulate
the ordering manually for such a small example but becomes increasingly difficult when
determining a desired ordering for larger samples. Here it is easily demonstrated as
the entries in the preference matrix in Equation (3.44) show that bundles x∗2 or x
∗
3 are
inconsistent as both
a∗23 = 〈p∗2,x∗3 − x∗2〉 = −0.01078 =⇒ x∗3 ≺ x∗2 (3.47)
and
a∗32 = 〈p∗3,x∗2 − x∗3〉 = −0.08341 =⇒ x∗2 ≺ x∗3 (3.48)
In empirical tests conducted it was shown that if an inconsistent bundle is removed from
the available set of consumption data then a minimal submatrix exists that satisfies
GARP [48]. In this example by removing bundle x∗3 the minimal sub-matrix denoted
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A′− becomes:
A′− =

0 −0.16957 −0.04684 −0.14205
0.298381 0 −0.16985 −0.37394
0.448093 0.073943 0 −0.24274
0.464114 0.137704 0.199779 0
 . (3.49)
The aim of this research is to create a method that retains all consumption bundles whilst
correcting the demand quantity that has somehow been “distorted”. Using the efficiency
index to represent the in-efficiency level between data pairs, the inconsistency between
a∗23 and a
∗
32 is removed by enforcing one of them to be positive. The larger the efficiency
ratio eij then the smaller the perturbation required to satisfy GARP. Here for either one
of the inequalities
x∗3Re23x∗2 → a∗e2323 = 〈p∗2,x∗3 − e23x∗2〉 > 0 (3.50)
x∗2Re32x∗3 → a∗e3232 = 〈p∗3,x∗2 − e32x∗3〉 > 0 (3.51)
to hold it would require that either e32 < 0.8332 or e23 < 0.9874. The respective eij
values imply that the consumption of x∗2 would only be viable at p
∗
3 prices if the budget
was reduced by 16.68%, whereas the consumption of x∗3 at p
∗
2 prices would only require
a reduction of 1.26% hence making x∗3 revealed preferred under the efficiency index crite-
rion. This implies that the matrix ordering in Equation (3.44) is not optimal as a larger
perturbation of x∗2 would be required to satisfy GARP ensuring that the matrix in Equa-
tion (3.44) can be ordered in the form A′.
This work will attempt to minimise the errors that occur in the data based entirely on
the ordering of data eliminating the need to solve a LS-QP similar to (LS-QP) as in
Section 2.4. In this section the perturbation will depend entirely on the ordering of data
and this re-ordering is based on Revealed Preferences.
3.3 A Perturbation of the Demand data to show a
Feasible Solution to GARP Exists
The demand data is initially re-ordered in the form of A∗ i.e., A∗ has been ordered so that
the amount of negative entries in the lower triangle are significantly reduced but cannot
totally be removed. This section will introduce small changes in the xi’s so that A
∗ then
is of the form A′ as described in Corollary 3.1.3. It can be shown that by beginning with
a minimal submatrix A′−, the data sample that violated GARP can be introduced as the
last row in A′− and forcing positive entries by perturbing all previous data bundles. This
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technique is similar to that in Chapter 2 where the data was perturbed to minimise the
shift in errors whilst satisfying the Afriat inequalities for fitting a piece-wise utility to the
demand sample. This section will show that GARP can be satisfied via a re-ordering of
the demand data to allow shifting of the errors although this will introduce large residual
values which will be addressed in the next section. This process will show that there is a
always feasible solution to the problem of finding residuals to force GARP to hold.
Theorem 3.3.1. There exists a perturbation rm > 0 that shifts the demand bundle xm
to satisfy the Generalised Axiom in the form of the ordering A′ for a finite data sample
M := {1, . . . ,m}
Proof. Suppose a preference matrix A ∈ R(m−1)×(m−1) satisfies GARP, but the data pair
(xm,pm) cannot be added without violating GARP i.e., there exists a j < m such that
amj < 0. Begin by defining perturbations of the commodity bundles xj with amj < 0 by
rj such that x˜j = xj + rj > 0. Search the mth row for an index k index such that
amk = min
j<m
amj < 0, (3.52)
then define the perturbation rk of commodity xk as
rk =
−amkpm
||pm||2
, (3.53)
which is positive since pm > 0 and amk < 0.
The perturbed commodity bundle will then force a˜mk = 〈pm, x˜k − xm〉 ≥ 0 by increasing
the quantity of bundle xk to x˜k = xk + rk so
〈pm,xk − xm〉+ 〈pm, rk〉 = amk − amk = 0. (3.54)
and also
a˜ik = 〈pi, x˜k − xi〉
= 〈pi,xk + rk − xi〉
= aik − amk 〈pi,pm〉||pm||2
≥ aik ≥ 0 as amk < 0.
Re-iterate until all of the mth row is positive. Continue adding the removed data bundles
until all rows are completed.
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This perturbation is analogous to the efficiency index technique. Suppose a data set is not
contradicts GARP (as in Section 3.2) due to an error in xi or xj so that aji < 0 and aij < 0.
By defining the perturbation of xi as ri = (ei − 1)xi, here the efficiency ratio is dependent
only on the bundle then the perturbed demand vector becomes x˜i = xi+ri = eixi which
GARPs the associated elements and leads to
aij = 〈pi,xj − (xi + ri)〉
= 〈pi,xj − x˜i〉
= 〈pi,xj − eixi〉
= a˜eiij > 0
because 1 >
〈pi,xj〉
〈pi,xi〉
> ei
thus the efficiency index is a special case of this research’s particular approach.
3.3.1 Minimising the Perturbation of the “Corrupted” Demand
data
This section aims to find a minimum perturbation of the “corrupted” data to satisfy
the Generalised Axiom. The residual vector ri is a positive/negative amount which in-
creases/decreases the quantity in each commodity bundle and the preference matrix is
now defined in terms of the greedy A∗ plus the correction term:
Ar = 〈p∗i , (x∗j + rj)− (x∗i + ri)〉, ∀i, j ∈M
=

〈p∗1, (x∗1 + r1)− (x∗1 + r1)〉 · · · 〈p∗1, (x∗n + rn)− (x∗1 + r1)〉
...
. . .
...
〈p∗n, (x∗1 + r1)− (x∗n + rn)〉 · · · 〈p∗n, (x∗n + rn)− (x∗n + rn)〉
 . (3.55)
Here the initial re-ordering of the bundles using the greedy approach has been carried out
so that Ar is reordered according to the matrix A∗ where the demand vector includes the
residual vector r as shown in (3.55). A programming problem is developed that allows
the user to specify the type of objective function used which could be chosen to either
minimise the sum of the absolute value of residuals ri for all i, or minimise a weighted
sum using prices as weights, or minimise the sum of the squares. The constraints require
that only the entries in the lower triangle are positive. i.e.,
arij ≥ 0 for all j < i = 1, . . . ,m
which mean that constraints are linear and the choice of objective function will determine
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if the problem is an LP or QP.
In terms of programming, the absolute value used in the objective functions will all be
written as the sum of the positive variables r+i and r
−
i , which denote the positive and
negative parts of ri. The column vectors of residuals ri = r
+
i − r−i can only be positive
or negative and not both, so a positive residual value will lead to ri = r
+
i with r
−
i = 0.
The matrix R stores these residual values as such:
R =

r+11 − r−11 · · · r+1m − r−1m
...
. . .
...
r+m1 − r−m1 · · · r+mm − r−mm
 (3.56)
which are then written as a column vector with the positive and negative components sep-
arated in order to be used in the TOMLAB in-built linear program LP and QP solvers [36,
p. 5-6], as vec (R). Thus the column vector will be of length 2m2 consisting of the positive
residuals in each column followed by the negative as follows:
vec (R) =

r+11
...
r+m1
r−11
...
r−m1
...
r+mm
r−1m
...
r−mm

. (3.57)
The following lists the constraints that are placed on the problem:
〈p∗i , r+j − r−j 〉 − 〈p∗i , r+i − r−i 〉 ≥ −arij (3.58a)
〈p∗i , r+i − r−i 〉 = 0 (3.58b)
r+i − r−i ≥ −x∗i (3.58c)
r+i , r
−
i ≥ 0 (3.58d)
∀ i = 1, . . . ,m, j = 1, . . . , i− 1
Equation (3.58a) constrains the elements in the lower triangle to be positive, Equa-
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tion (3.58b) constrains the shifted consumption bundle to remain in budget, Equations (3.58c)
and (3.58d) ensure the consumption bundles and residuals are respectively positive. These
constraints are linear and the additional residuals that define the positive and negative
residuals have increased the number of unknowns being solved for. The objective function
contains a tag called ‘type’ which is used to choose which objective is minimised:
• the sum of the absolute value of the residuals: type is ‘mag’
• the weighted sum of prices: type is ‘price’
• the sum of the residuals squared: type is ‘square’
When type is ‘mag’ the objective function is written in the form
min
r+,r−
sum (vec (R)) , (r:mag)
or when type is ‘price’ as
min
r+,r−
∑
i
〈pi, ri〉. (r:price)
The option to minimise the sum of the squares converts the LP to a QP with linear
constraints as:
min
r+,r−
vec (R)T vec (R) . (r:square)
In all cases these objectives are convex and locally Lipschitz continuous functions. Only
the sum of squares is differentiable. The problem of minimising one of these objectives
subject to the constraints(3.58a)-(3.58d) is called the minimal GARP residual problem.
Remark 3.3.1. For future reference it is noted here that the feasible set of residuals given
by (3.58a)-(3.58d) are associated with a given ordering (or permutation). The LPs will
select an extremal point from the polytope and construct from the objective function a sup-
porting hyperplane. To one side of this hyperplane will be the feasible residual associated
with this given order and the on the other side are only residuals that are associated with
distinct orderings (or permutations) that would allow the associated residual to give rise
to a GARPable data set (or are not associated with GARPable data at all i.e. infeasible
residual values).
In a similar way Varian [73] chose to satisfy GARP by choosing an objective function that
minimises the perturbation in consumer budget via the use of the efficiency index. This
technique requires consumer budgets to be perturbed so that GARP is satisfied whereas
the residual minimisation technique ensures that individual budgets are not perturbed
and that the re-allocation of total budget is minimised when the objective is chosen as
type -‘price’.
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3.3.2 An Application of the Residual Minimising Program to a
small Sample Contradicting GARP
The previous example in Section 3.2 contained data that violated GARP resulting in
the inability to formulate a preference matrix consistent with GARP. This section will
attempt to perturb the data using either an LP or QP (depending on the objective func-
tion chosen) described in the previous section to obtain a minimised perturbation in the
demand data.
The demand data comes from (3.45) with the price data from (3.46). The preference
matrix is calculated in (3.44). Choosing the objective function as type ‘mag’, ‘price’ or
‘square’ using the objective functions in (r:mag),(r:price) and (r:square) respectively all
lead to residual values of
R = r+ − r− =
(
0 −0.1182 0 0 0
0 0.1476 0 0 0
)
. (3.59)
The residual has shifted the quantities in bundle x∗2 so that the difference in the budget
between bundles x∗2 and x
∗
3 are negligible since a
r
32 = 〈p∗3,x∗3−x∗2〉 ≈ 0. This will be taken
as 〈p∗3,x∗3〉 = 〈p∗3,x∗2〉. This change updates the preference matrix shown in (3.60) below.
Ar =

0 −0.1305 −0.1303 −0.0468 −0.1421
0.2984 0 −0.0107 −0.1699 −0.3740
0.2897 0 0 0.1725 −0.0384
0.4481 0.2641 0.0892 0 −0.2428
0.4641 0.2629 0.1773 0.1998 0
 (3.60)
In all cases the LP/QP has introduced the minimum change in x∗i to satisfy the constraints
that require all the elements in the lower triangle of the preference matrix to remain
positive. The entries ar32 = 0 and a
r
23 < 0 lead to an inconsistency between data pairs.
This can be dealt with in two ways:
1. By enforcing arji ≥ 0 if arij = 0, it is required that (r:mag),(r:price) or (r:square) are
re-solved with the updated bundles (which include the residual term as in (3.60)) as
an input. The extra constraint placed on the problem will require that ar23 ≥ 0 since
ar32 = 0. By doing this the inconsistency between bundles x
∗
2 and x
∗
3 is removed and
the residuals are now:
R = r+ − r− =
(
0 −0.1182 0.0184 0 0
0 0.1476 −0.0085 0 0
)
. (3.61)
and the preference matrix that been updated to remove the inconsistencies is as
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such:
Ar =

0 −0.1305 −0.1305 −0.04683 −0.14206
0.298363 0 0 −0.16985 −0.37397
0.289678 0 0 0.172502 −0.03839
0.448074 0.098717 0.098717 0 −0.24278
0.46413 0.181899 0.181899 0.199809 0
 (3.62)
The bundles x∗2 and x
∗
3 have been shifted so that x
∗
2 ∼ x∗3 as seen below in Figure 3.3.
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Figure 3.3. Shifted demand data that satisfy GARP using the greedy approach
2. Due to the tight restrictions on the residuals ri and the conditions placed on the
LP/QP it is reasonable that the minimum shift will enforce ar32 = 0 rather than
ar32 > 0. An acceptable programming solution would be to add a small tolerance
parameter δ to the right hand side of (3.58a). The problem can be written as shown
below with the only change in the constraints on the right hand side of (3.63a):
〈p∗i , r+j − r−j 〉 − 〈p∗i , r+i − r−i 〉 ≥ −arij + δ (3.63a)∑
i
〈p∗i , r+i − r−i 〉 = 0 (3.63b)
r+i − r−i ≥ −x∗i (3.63c)
r+i , r
−
i ≥ 0 (3.63d)
∀ i = 1, . . . ,m, j = 1, . . . , i− 1
The demand data comes from (3.45) with the price data from (3.46) and the choice
of objective function as type ‘mag’, ‘price’ or ‘square’ using the objective functions in
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(r:mag),(r:price) and (r:square) respectively all lead to residual values of Choosing δ =
10−3 results in residuals as such:
Rδ = r+δ − r−δ =
(
0 −0.1196 0 0 0
0 0.1494 0 0 0
)
. (3.64)
The residuals in bundle x∗δ2 have shifted the demand bundles so that the magnitude of
total change has increased by 0.0032 which in the context of what is being achieved is
negligible. The preference matrix (3.65) is shown below where the only change is the
strict positive value in a∗δ32:
A∗δ =

0 −0.1305 −0.1303 −0.0468 −0.1421
0.2984 0 −0.0107 −0.1699 −0.3740
0.2897 0.001 0 0.1725 −0.0384
0.4481 0.2641 0.0892 0 −0.2428
0.4641 0.2629 0.1773 0.1998 0
 (3.65)
Table 3.1 demonstrates the change in objective value when introducing δ to the constraint
enforcing strictly positive vales in the lower triangle of the preference matrix. In terms of
budget it will be assumed that any difference in budget smaller than δ < 10−3 is negligible
and can be regarded as zero. Hence the values on the table where δ < 10−3 require the
problem to be re-solved so as to eliminate any negative values in the upper triangle that
would lead to a contradiction of GARP.
Table 3.1. Objective values for chosen LP/QP for residual minimisation problem
Objective Values for Varying δ Values
δ LP (r:mag) LP (r:price) QP (r:square)
10−8 0.2927 0.2331 0.0362
10−6 0.2927 0.2331 0.0362
10−5 0.2927 0.2331 0.0362
10−4 0.2930 0.2333 0.0363
10−3 0.2690 0.2205 0.0366
10−2 0.2977 0.2441 0.0449
In the cases where δ < 10−3, the LP problem required a shift in both x∗2 and x
∗
3 so that
both a∗23, a
∗
32 = 0 hence increasing the value of the objective function. Where δ ≥ 10−3,
a∗32 was large enough to be considered positive hence not requiring a
∗
23 = 0 which satisfies
GARP without overly increasing the objective value.
However, based on the preference ordering x3 º x2 º x5 º x4 º x1 it can be shown that
a re-ordering found by interchanging bundles x2 ↔ x5 or in terms of the new ordering
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x∗2 ↔ x∗3 gives rise to a smaller negative value in the lower triangle when reconstructing
the preference matrix. From the original ordering the interchanging of bundles of x2 and
x5 would lead to
X =

x1
x2
x3
x4
x5

T
← X∗[ =

x[3
x[5
x[2
x[4
x[1

T
, (3.66)
resulting in the preference matrix:
A[ =

0 −0.13035 −0.1695 −0.0468 −0.1421
0.2897 0 −0.0834 0.1725 −0.0384
0.2984 −0.0107 0 −0.1699 −0.3740
0.4481 0.0892 0.0740 0 −0.2428
0.4642 0.1773 0.1378 0.1999 0
 (3.67)
Here the value |a[23| < |a∗23| implies that x[2 is just within budget at p[3 prices (i.e., in
terms of the efficiency index e[2 is very close to one) and very possibly was out of budget
but not recorded correctly. The negative entry in the lower triangle of A[ would require a
smaller shift in the residuals to satisfy GARP than simply applying the first pass greedy
approach as demonstrated above.
Using the new ordering and δ = 10−3 and applying it to the LP’s/QP, (r:mag), (r:price)
or (r:square), the residuals are found to be:
R[ = r+[ − r−[ =
(
0 0.0201 0 0 0
0 −0.0092 0 0 0
)
. (3.68)
with the resulting preference matrix:
A[δ =

0 −0.1305 −0.1695 −0.0468 −0.1421
0.2897 0 −0.0834 0.1725 −0.0384
0.2984 0.001 0 −0.1699 −0.3740
0.4481 0.0996 0.0740 0 −0.2428
0.4641 0.2629 0.1773 0.1998 0
 (3.69)
Figure 3.4 demonstrated the perturbation where x[2 has been perturbed with a minimal
change ensuring that the commodity bundles are consistent with GARP. The inconsistency
between x[2 and x
[
3 has been removed and now x
[
2Rx
[
4 via transitivity. This change in
ordering infers the relation x3 º x5 º x2 º x4 º x1 in terms of the original bundles.
The perturbation required to satisfy GARP in the new ordering is minimal in comparison
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to the perturbation required in the previous example demonstrated in Figure 3.3.
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Figure 3.4. Swapping commodities x∗[2 and x∗[3 and perturbing to satisfy GARP
The objective values in Table 3.2 use δ = 10−3 to ensure the entries in the lower diagonal
of the preference matrix are positive and are much smaller when compared to the values
for the corresponding δ values in Table 3.1 which suggests that the ordering found from
the Approximate Greedy Algorithm 3.2.1 is not always optimal. Although it did provide
a suitable starting point, the preceding examples demonstrate the need for an iterative
process that minimises the perturbation of the quantity bundles with an optimal re-
ordering.
Table 3.2. Objective Values for the optimal ordering found by x∗2 ↔ x∗3
Objective Values when δ = 10−3
LP (r:mag) LP (r:price) QP (r:square)
0.0294 0.0165 4.9087× 10−4
This small example has demonstrated the importance of ordering when attempting to
minimise the perturbation of the demand data. The next section was will discuss the
implementation of a process that automates the re-ordering of data sets whilst still min-
imising the chosen objective value.
3.4 A Pattern Search Technique to Minimise the Per-
turbation of the Demand data
The last section indicates the importance of the re-ordering when seeking the smallest
residuals from the LP’s (r:mag) and (r:price), and QP (r:square) as it demonstrated that
the greedy ordering does not result in a minimal perturbation of the demand data in the
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first step although it was a good starting point and a smaller objective function could then
be found after re-ordering. The motivation for this section is to generate an automated
algorithm that will calculate the residual values after the initial ordering and will search
the residual space for a different order whilst generating a smaller set of residuals.
This introduces a pattern search method that is an adapted version of the Nelder–
Mead simplex method [57] which is a derivative free direct-search method that evalu-
ates a function value (which will be the objective function in LP (r:mag),LP (r:price) or
QP (r:square)in this case) at a finite number of points and chooses a descent direction at
each step according to the function value.
In the following, a variant of the Nelder–Mead Algorithm is developed that will be used
to minimise the residuals required to be added to unGARPed data so as to enable a
GARPed order to be obtained. To ensure convergence the method will be based on the
“flexible pattern search” model which allows quite a bit of variation from the standard
Nelder–Mead approach and still obtain a convergent method.
The pattern search method begins by forming a simplex around the sample data and at
each point in the simplex an internal procedure which will be called the “Nelder-Mead
Objective” is conducted as such:
• The demand data is re-ordered using the AGA 3.2.1
• A perturbation is calculated based on the chosen “cost” function by choosing ‘type’
as magnitude, price or square
• A new ordering is forced by penalising the current ordering which may lead to
smaller residual values
• Choose the ordering that obtains the minimal “cost”
Therefore the function value at each of the vertices of the frame are not only dependent
on the cost function (chosen objective value) but also on the ordering leading to that
particular cost function.
The following approach is used in derivative free optimisation to determine appropriate
descent direction and stopping condition and the following is an important observation.
Let Φ denote a frame which is given by:
Φ
(
zk,Vk+, hk
)
:=
{
zk + hkv | v ∈ Vk+
}
where zk is a central point and hk is a scaling factor which will be adjusted in order to
obtain convergence. The set Vk+ is the positive basis. Denote the number of elements in
Vk+ by
∣∣Vk+∣∣. A set of vectors Vk+ is called a positive if:
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1. every vector in Rn is a non-negative combination of members of Vk+ i.e. Vk+ positively
spans Rn in that
Rn =
x =
|Vk+|∑
i=1
ηiv
k
i | vki ∈ Vk+ and ηi ≥ 0
 and
2. any proper subset of Vk+ does not positively span Rn.
Theorem 3.4.1 (Coope and Price [24]). If the set of vectors Vk+ is a positive basis then
gTv ≥ 0 for all v ∈ Vk+ ⇒ g = 0.
Proof. Let
−g =
|Vk+|∑
i=1
ηiv
k
i where ηi ≥ 0 for all i
Then
0 ≥ −gTg = −‖g‖2 =
|Vk+|∑
i=1
ηi
(
gTvki
)
=
|Vk+|∑
i=1
(+) (+) ≥ 0.
The only possibility is g = 0.
There are many templates for algorithms that have been proposed in the literature
(i.e., [23], [24], [22],[62]). Any variation on these templates will converge as long as they
generate an infinite sequence of εk-quasi-minimal points that converge. This is a form of
approximate minimum of the function.
Definition 3.4.1. A frame Φ
(
zk,Vk+, hk
)
is εk-quasi-minimal when
f
(
zk + hkv
) ≥ f (zk)− εk for all v ∈ Vk+.
In this event the point zk is termed an εk-quasi-minimal point.
It can be said that Φ
(
zk,Vk+, hk
)
is εk-quasi-minimal in the strong sense if
f
(
zk + γhkv
) ≥ f (zk)− εk for all v ∈ Vk+ and γ ∈ [0, 1].
In this event the point zk is called a εk-quasi-minimal point in the strong sense.
Thus it is essential that a process is implemented in a way so that it truly terminates
in a finite number of iterations with an εk-quasi-minimal point. At that point the frame
size hk must be reduced along with εk that defines the εk-quasi-minimal point. The
convergence theory can be extended to the following from Coope and Price [23, 62]. The
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main difference between the approach taken in [62] is that here differentiability is not
assumed, or even a Lipschitz property (although this is given for finite convex functions).
One advantage of pattern search methods for non-smooth problems is that feasible regions
C can be readily incorporated via indicator functions δC (x) =
{
+∞ x /∈ C
0 x ∈ C .
That is an unconstrained minimisation is performed on g (x) := f (x) + δC (x) and so
the feasibility conditions corresponds to the effective domain dom g of the function being
minimised. In this case a Lipschitz condition cannot be a priori assumed even if f itself
was Lipschitz. In this case the following very general mean value theorem is needed.
Theorem 3.4.2. (Zagrodny’s limiting approximate mean value theorem [16]). Let f :
dom f → (−∞,+∞] be a lower semi-continuous function. Suppose b 6= a ∈ dom f and
that −∞ < r ≤ ∞ satisfies r ≤ f(b)−f(a). Then there exists a c ∈ [a, b) and a sequence
{xi} with (xi, f(xi))→ (c, f(c)) and x∗i ∈ ∂Ff(xi) 6= ∅ where
∂Ff(x) :=
{
x∗ | lim inf
‖h‖→0
f (x+ h)− f (x)− hTx∗
‖h‖ ≥ 0
}
such that
1. lim infi→∞ (c− xi)T x∗i ≥ 0;
2. lim infi→∞ (b− a)T x∗i ≥ r and
3. f(c) ≤ f(a) + |r|.
Remark 3.4.1. It is well known that the basic subdifferential of non–smooth analysis can
be constructed via the following limiting process:
∂f (x) = lim sup
(xi,f(xi))→f (x,f(x))
∂Ff(xi),
where (xi, f (xi))→f (x, f (x)) iff xi → x and f (xi)→ f (x). When f is convex then
∂f (x) =
{
x∗ | f (y)− f (x) ≥ (y − x)T x∗, for all y
}
.
Theorem 3.4.3. Suppose f is a lower semi-continuous, extended-real-valued function and
that either:
1.
{
zk
}
is a sequence of εk = N
(
hki
)1+β
- quasi-minimal points relative to some se-
quence of positive basis
{Vk} that converges to a positive basis {V} and zkm con-
verges to z where z is a point of continuity of f relative to dom f or
3.4 A Pattern Search Technique to Minimise the Perturbation of the Demand data 83
2.
{
zk
}
is a sequence of εk = N
(
hki
)1+β
- quasi-minimal points in the strong sense
relative to some sequence of positive basis
{Vk} that converges to a positive basis
{V} and {(zkm , f (zkm))} converges to (z, f (z)).
If limm→∞ hkm = 0 then z is a quasi-stationary point of f in the sense that
max
{
vTx∗ | x∗ ∈ ∂f (z)} ≥ 0, for all v ∈ V. (3.70)
Moreover if it is assumed in addition that:
3. The sequence zk → z and for any w ∈ Rn there exists a subsequence {Vkm} with
vkm ∈ Vkm such that
∥∥∥∥w − ‖w‖ vkm‖vkm‖
∥∥∥∥→m→∞ 0 then 0 ∈ ∂f (z).
4. In the event that f is convex and ∂f (z) = {z∗} then z∗ = 0 and z is a global
minimum.
Proof. Since zk is εk-quasi-minimal point:
f
(
zk + hkvki
) ≥ f(zk)− εk, for all i = 1, . . . , ∣∣Vk∣∣ . (3.71)
Using the mean value theorem 3.4.2 for each k and vk ∈ Vk there exists γk ∈ [0, 1) and a
sequences (zki , f (zki))→
(
ck, f
(
ck
))
, ck := zk + γkhkvk and z∗ki ∈ ∂Ff (zki) such that
1. lim infi
(
ck − zki
)T
z∗ki ≥ 0
2. lim infi
(
vk
)T
z∗ki ≥ −ε
k
hk
and
3. f
(
ck
) ≤ f (zk)+ εk.
For any sequence zkm → z use a diagonalisation argument to construct a subsequence{(
zkim ,z
∗
kim
, f
(
zkim
))}
so that
∥∥zkim − ckm∥∥ ≤ εkm , ∣∣f (zkim)− f (ckm)∣∣ ≤ εkm . (3.72)
Then as εkm → 0 and hkm → 0 there is
∥∥z − zkim∥∥ ≤ ∥∥z − ckm∥∥+ ∥∥zkim − ckm∥∥
≤ ∥∥z − zkm∥∥+ γkmhkm ∥∥vkm∥∥+ ∥∥zkim − ckm∥∥
≤ ∥∥z − zkm∥∥+ hkm ∥∥vkm∥∥+N (hkm)1+β →m→∞ 0.
In case 1. by the continuity of f at z that f
(
zkim
)→ f (z).
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From Property 3.
f (z) =
[
f (z)− f (zkm)]+ [f (zkm)− f (ckm)]+ [f (ckm)− f (zkim)]+ f (zkim)
(3.73)
≥ f (zkim)+ [f (z)− f (zkm)]− 2εkm
implying
f (z) ≥ lim sup
m
f
(
zkim
)
whenever f
(
zkm
)→ f (z). In case 2. As zkm is εk = N (hki )1+β- quasi-minimal points in
the strong sense then
f
(
ckm
)
= f
(
zkm + γkmhkmvkm
) ≥ f (zkm)− εkm
and along with 3 above then
εkm + f
(
zkm
) ≥ f (ckm) ≥ f (zkm)− εkm . (3.74)
Thus using (3.72) and (3.74) implies
f (z) =
[
f (z)− f (zkm)]+ [f (zkm)− f (ckm)]+ [f (ckm)− f (zkim)]+ f (zkim)
≤ f (zkim)+ [f (z)− f (zkm)]+ 2εkm (3.75)
and hence when f
(
zkm
)→ f (z) (3.75) and (3.73) gives f (zkim)→ f (z) . Consequently
z∗ ∈ lim sup
m
∂Ff
(
zkim
) ⊆ lim sup
(xi,f(xi))→f (z,f(z))
∂Ff(xi) = ∂f (z) .
Using 2
lim
m→0
(vkm)T z∗kim = v
Tz∗ ≥ lim
m
−εkm
hkm
= lim
m
−N (hkm)β = 0, for all i = 1, . . . , |V| .
This establishes (3.70) for both cases.
In case 3 for any h, the existence of
{Vkm} converges to V with h ∈ V and thus it can be
asserted that
max
{
wTx∗ | x∗ ∈ ∂f (z)} ≥ 0.
As this is true for all w, then 0 ∈ ∂f (z). When f is convex then z∗ = 0 from Theo-
rem 3.4.1 and convexity implies a global minimum.
Remark 3.4.2. Condition 3 on first sight appears strange but this can be engineered via
the liberal use of rotations when choosing new frames after finding a quasi-minimal frame
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and executing a frame size reduction. The code developed attempts to execute this strategy.
The case 4 pertains to the chosen objectives when the minimal residuals are all non-zero
as all the objectives are differentiable away from the origin.
If there is not a εk-quasi-minimal point zk then a grid (or frame) point can be found such
that
f(zk + hkvki ) ≤ f(zk)− εk < f(zk) (3.76)
in which case zk+1 = zk + hkvki is chosen. Thus h
k should only be decreased when a
εk-quasi-minimal point is found. If it is assumed that f is bounded below then such a
point will be found. The reason for this is that to assume otherwise an infinite sequence
would be generated satisfying Equation (3.76) with a fixed εk = ε implying
f(zk + hkvki )− f(z0) =
k∑
j=0
f(zj + hj
ik
vj
ik
)− f(zj) ≤ −
k∑
j=0
ε = −kε→ −∞
as k → ∞. That is f is unbounded below contrary to assumption. Thus the following
applies:
Lemma 3.4.1. Suppose f is bounded below and εk = N
(
hk
)1+β
. Suppose hk is only
reduced when an εk-quasi-minimal point zk is found. When there isn’t an εk-quasi-minimal
point zk then zk+1 = zk+hkvki is defined for i satisfying Equation (3.76). Then an infinite
sequence of points cannot be generated that fail to be εk-quasi-minimal.
Flexible Frame based Algorithm: Assume a function f is lower semi continuous and
bounded below. Assume there is access to sample function values only.
Initially set k = 1 and z1 (where z = vec (R)) the initial point. Choose β > 0, N > 0
and h > 0.
Step: 1 calculate εk
Step: 2 Execute any finite process which either chooses zk+1 to be a point of sufficient
descent i.e.
f
(
zk+1
)
< f(zk)−Nh1+β
or otherwise forms a εk-quasi-minimal frame Φk around zk.
Step: 3 If sufficient descent was obtained in step 2 then choose hk+1 ≥ hk, increment k
and go to step 2.
Step: 4 Otherwise take zk+1 as the lowest point found in step 2. Set hk+1 < hk, incre-
ment k.
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Step: 5 If the stopping criteria
diam
(
Φk
)
:= h
|Vk+|∑
i=1
∥∥vki ∥∥ ≤ δ
is satisfied, then stop: otherwise go to step 1.
Theorem 3.4.4. Assume the function f is extend-real-valued, lower semi-continuous and
bounded below. Let
{
zk
}
be a sequence of points generated by algorithm “Flexible Frame
based algorithm”. Then hk → 0 as k →∞ and if zk → z, where z is a point of continuity
relative to dom f, then z is a quasi-stationary point of f . When z is a point of strict
differentiability of f then it is a stationary point of f. When f is convex then z is a global
minimum.
Proof. All the assertions follow from previous arguments as long as hh → 0 as k →∞. In-
deed an infinite sequence of εk-quasi-minimal points must be generated since otherwise an
infinite sequence along which sufficient descent will be generated in which εk = N
(
hk
)1+β
is bounded away from zero, contradicting boundness below.
The theorem does not specify how to make hk → 0 in the limit k →∞. One strategy is the
following: If a quasi-minimal frame is located then h is scaled down by a factor cdec ∈ (0, 1).
Otherwise h may be kept constant, or scaled up by a constant cinc ∈ (1, Cupper) where
Cupper is a fixed bound. Then h cannot be bounded away from zero. If it is assumed
h ≥ h0, say, then once again an infinite number of sufficient descent steps must be taken
each of which reduces f by at least N (h0)
1+β > 0 implying f is unbounded below, counter
to assumptions.
The finite process used to find sufficient descent or form a minimal frame is a variant of the
Nelder Mead algorithm. In the original Nelder Mead algorithm a simplex is maintained
by storing vertices {zj}nj=0. In general a simplex is given by
S
(
{zj}nj=0
)
:=
{
z =
m∑
i=0
µizi | µi ≥ 0 and
n∑
i=0
µi = 1
}
.
These vertices are sorted according to their objective function values:
f(z0) ≤ f(z1) ≤ f(z2) ≤ · · · ≤ f(zn) (3.77)
Thus z0 is the best and zn the worst. Ties may be treated arbitrarily as these have little
effect on the algorithm’s performance.
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The algorithm attempts to replace the worst value zn with a new one of the form
z (µ) = (1 + µ) z¯ − µzn
where z¯ is the centroid of the convex hull of {zi}n−1i=0 given by
z¯ =
1
n
n−1∑
i=0
zi.
The values of µ is selected from a sequence
−1 < µic < 0 < µoc < µr < 1 < µe
with a typical choice being {µic, µoc, µr, µe} =
{−1
2
, 1
2
, 1, 2
}
. These constants are associ-
ated with 5 operations that change the shape and orientation of the simplex.
Reflect: Replaces zn by z (µr) = z (1) = z¯ + (z¯ − zn).
Expansion: Replaces zn by z (µe) = z (2) = z¯ + 2(z¯ − zn).
Outside Contraction: Replaces zn by z (µoc) = z
(
1
2
)
= z¯ + 1
2
(z¯ − zn).
Inside Contraction: Replaces zn by z (µic) = z
(−1
2
)
= z¯ − 1
2
(z¯ − zn).
The effect of this is easily seen in two dimension in figure 3.5 where the original simplex
is given by the points {z0,z1,z2} and centroid z¯ half way between z0 (lowest) and z1.
z2
z0
z1
z(µe)
z(µr)
z(µoc)
z(µic )
z
Figure 3.5. The four operations performed on the simplex in two dimensions.
Basically the Nelder-Mead algorithm moves zn (which has the largest function value)
towards a point of lower function value which is implemented with the additional test for
a quasi-minimal point at any stage. That is zn to be replaced with a point with objective
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value no higher than f (zn)− ε.
Failure of this requires the completion a frame around z0 and check to see if a point can
be found that produces sufficient descent again. This check may be done by the addition
of one point (to produce a minimal frame or a rotation is performed).
zp = z0 − h
(
1
n
n−1∑
i=0
vi
)
where vi = zi − z0, for i = 1, . . . , n.
if f(zp) < f(zn) − ε then zn is replaced by zp and continue with the Nelder–Mead al-
gorithm. If not then an ε–quasi-minimal frame has been found and the frame size is
reduced and the frame can then also be reoriented (i.e. the directions of the basis could
be reversed).
Convergence along a sequence of ε–quasi-minimal points (with ε = Nh1+β for β > 0)
follows from Theorem 3.4.4 as long as the process to arrive at an ε–quasi-minimal frame
is a finite process and the simplices do not degenerate i.e. it is required that
det [v1, . . .vn] ≥ τ > 0 and ‖vi‖ ≤ K, for all i and all iterations.
As this is not directly controlled by the Nelder–Mead algorithm it may need to be restarted
when degeneracy occurs (preserving the frame size) with a better simplex. Convergence
is assured for a continuously differentiable objectives that are bounded below but as
noted earlier liberal use of rotations of frames can expose descent directions even for
non-differentiable functions. Moreover there is convergence to a non-zero residual then
convergence to a stationary point follows from strict differentiability of the convex objec-
tives at nonzero points.
The algorithm developed is different from standard pattern searches in that the evaluation
of the cost necessitates the perturbation of the point at which the objective function is
evaluated. Thus the full flexibility of pattern search methods is required here to justify
this aspect of the method. As long as a frame is formed after a finite number of steps
involving descents the algorithm will find a local minimum.
The evaluation of the cost associated with a given data set {(xi,pi)}mi=1 involves the solu-
tion of the LP (‘type’) for the residual r, where the type can be ‘magnitude’ see (r:mag),‘price’
see (r:price)) or ‘square’ see (r:square).
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As described in section 3.3.1 the size of the residual depends on the re-ordering of the data
used in the LP (‘type’). In the re-ordering algorithm is where most of the computational
load lies and it is interesting to study the benefit or otherwise of how much impact this
has on a pattern search algorithm and its progress towards optimality. In the following a
search is made though the residual space. Thus at each step there is a set of residuals r
and a perturbed data set {(xri = xi + ri,pi)}mi=1.
This new data set is known to satisfy GARP and thus there exists a re-ordering that orders
the bundles from the most to the least preferred bundle. When a re-ordering is obtained
the LP (’type’) can be applied to obtain a new smaller residual r∗ and a new perturbed
data set
{(
xr
∗
i = xi + r
∗
i ,pi
)}m
i=1
that also satisfies GARP. The function value that is used
in the pattern search is then the optimal value of LP (‘type’) returns the new residual
which is accepted and then the current point is perturbed to the new point
{(
xr
∗
i ,pi
)}m
i=1
.
This strategy is critical for the successful convergence of the method. The LP that returns
the perturbation {r∗i }mi=1 selects these values so they are extremal with respect to the cur-
rent order that has been chosen. Thus no smaller residual can be obtained while retaining
the current order. To find the best order for a given residual would require an effective
search through all valid re-orderings that are associated with GARP for a given fixed
residual r, this process could be very computationally intensive so is not entertained. To
avoid this, three strategies are trialled and outcomes compared so as to probe the value of
seeking an optimal solution to the re-ordering problem and the associate minimal residual
problem at each stage of pattern search.
Evaluation of Residual cost. : Greedy Only -“linprog”
Input is the A matrix containing aij := 〈pi,xj − xi〉.
One Step:
Apply the AGA Algorithm 3.2.1 on pg. 68
If the resultant matrix A′ has a′ij ≥ 0 for all i > j and no entries have a′ij = 0 and a′ji < 0,
the data is GARPed and return the residuals r and new order.
If there exists an (i, j) such that a′ij = 0 and a
′
ji < 0 return these entries and rerun
LP (r, ‘type’) with the new order found by the AGA with the condition that aji ≥ 0 to
obtain the final residuals r and return a new order.
Else run LP (r, ‘type’) to find the new residuals that GARP the data under the new
order found by the AGA method and return the residuals r and new order.
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Evaluation of Residual cost. : AGA plus a feasible solution to IP
-“IP FP”
Input is the A matrix containing aij := 〈pi,xj − xi〉.
Step 1: Perform AGA to obtain a re-ordered matrix A′ and a new set of residuals r and
new order.
Step 2: Form the integer programming problem that tries to reorder the data to obtain
GARP on the input data {(xi + ri,pi)}i∈New order (in the new order) with an objective that
places a large positive penalty on the occurrence of any entry wij = 1 in the permutation
matrix W associated with the new order returned by AGA so as to force a re-ordering.
Solve this for a feasible solution only (this uses the heuristic called the ”Feasibility Pump”
which iteratively solves some LPs only).
Step 3: If a feasible solution is found solve LP (r, ‘type’) using the new order to generate
an associated cost. The order that obtains the lowest cost with the associated residuals
is kept otherwise retain the order and residual return by the AGA.
Evaluation of Residual cost. : AGA plus a feasible solution to IP
-“IP cplex”
Input is the A matrix containing aij := 〈pi,xj − xi〉.
Step 1: Perform AGA Algorithm 3.2.1 to obtain a re-ordered matrix A′ and a new set
of residuals ² and new order.
Step 2: Form the integer programming problem that tries to reorder the data to obtain
GARP on the input data {(xi + ri,pi)}i∈New order (in the new order) with an objective that
places a large positive penalty on the occurrence of any entry wij = 1 in the permutation
matrix W associated with the new order returned by AGA so as to force a re-ordering.
Use CPLEX [41] to try and find the optimal solution to the IP.
Step 3: If a solution is found solve LP (², ‘type’) using the new order to generate an
associated cost. The order that obtains the lowest cost with the associated residuals is
kept otherwise retain the order and residual return by the AGA.
In all cases the data set {(xi + ri,pi)}mi=1 is used as an input to obtain a new order
and data set {(xi + r∗i ,pi)}i∈New order with optimal residuals (r∗1, . . . , r∗m) that associate a
cost. This cost would be smaller than that obtained by simply evaluation the objective at
the nominate residuals (r1, . . . , rm). In effect a local minimisation is performed around
(r1, . . . , rm) when (r
∗
1, . . . , r
∗
m) is obtained. This is finite process that can be incorporated
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in the flexible pattern search approach.
The best way to resolve this peculiar strategy is to consider the resultant algorithm is a
flexible pattern search method which has to not only search through a residual space but
the underlying permutation space that allows residuals to form GARPable data sets. At
each stage a frame is formed in part by residual sets that are extremal with respect to
the underlying ordering that enable GARP to be satisfied. When these extremal values
are chosen as the incumbent and used to form a new center for a frame, then at least one
member of the frame will be associated with residuals that cannot be GARPed under the
current incumbent ordering.
To see this when solving LPs (using objectives (r:mag) and (r:price)) and consulting Re-
mark 3.3.1 where it is noted that the optimal extremal residual value is supported by
a hyperplane that separates the residuals feasible under the current ordering from those
that are not. On the infeasible side are residuals that are associated with smaller objec-
tive values and critically, when they are able to be associated with GARPable data sets,
require a different ordering (or permutation) to achieve these lower objective values. A
frame formed via a positive basis must select from the infeasible side of this hyperplane.
When an objective value is calculated at this new residual it will be moved further towards
lower objective values (and so further away from this separating hyperplane).
Critically this objective function evaluation will require a re-ordering to a new permutation
that is associated with strictly lower objective values. Thus the pattern search based
on LPs and positive bases must also move in an intelligent way through the space of
permutations. Permutations cannot be revisited if they have been used prior as they are
associated with larger objective values. As the permutation space is (large) but finite this
process must converge to the correct ordering and associated smallest residual. Thus the
following result holds:
Theorem 3.4.5. Suppose either (r:mag) and (r:price) is used as an objective for the
LPs and that a flexible pattern search is used where the function evaluations are via the
solution of these LPs plus a method that ensure at least one re-ordering along with the
associated acceptance of the perturbed residuals. When this method converges to nonzero
residual values it is a global minimum of the minimal GARP residual problem. Otherwise
it converges to a quasi-stationary point.
Proof. This combines the proceeding analysis with Theorem 3.4.4 and the fact that the
LP objectives are convex and differentiable away from the origin.
Remark 3.4.3. The situation with the sum of squares objective is much more vexed. It
is differentiable but does not guarantee extremal solutions to the feasible polytope. Thus
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the previous theorem does not automatically apply. Still, this objective returns the same
optimal ordering in the cases that have been tested here.
It is now realised that this abstract method via the concrete approach of the Nelder-Mead
algorithm with pattern search augmentation. As the Nelder–Mead algorithm varies the
size of the simplex automatically through the transformations it makes, in order to match
it with the flexible pattern search method it is required that the rule governing the size
of the descent sought (i.e Nh1+β) is respected.
This is done by forcing ²tol ≤ tol∗diam (Φ)
3
2 where diam (Φ) is the diameter of the current
simplex Φ := [z0, z1, . . . , zm]. As each “vector” zi is really an n×m matrix (corresponding
to a sample of size m of commodity bundles length n) which are turned into points using
the “vec” operator. These points are now in a vector space of dimension n ∗m.
Here are the details of the Nelder–Mead positive basis algorithm:
Algorithm 3.4.1. Nelder-Mead Positive Basis Algorithm (NMPS)
Let tol, δ > 0 be given tolerances. Generate and initial simplex Φ := [x0,x1, . . . ,xm].
Define ²tol := min
{
tol, diam (Φ)
3
2
}
and happy=1.
Step: 1 Evaluate the function at the vertices of the simplicial vertices
f(x0), f(x1), f(x2), . . . , f(xm)
and replace xi ←− xi,² ( fcount = fcount +m). Sort the vertices so that
f(x0) ≤ f(x1) ≤ f(x2) ≤ · · · ≤ f(xm)
holds.
Step: 2 While f (x0) > tol, f(xm)− f(x0) > tol, diam (Φ) > tol
Compute x¯ := 1
m
∑m
i=1 x
i and let x(1) := 2x¯− xm and
calculate fr := f (x(2)) and xr ←− x²(1) (fcount = fcount + 1).
If fr < f (x
m−1) then (fcount = fcount + 1) then
Expansion:
If fr < f (x
1) then place x(2) := 3x¯− 2xm and compute
fe = f (x (2)) , xe ←− x² (2) and fcount = fcount + 1.
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If fe < fr and fe < f (x
m)− ²tol
xm ←− xe and f (xm)←− fe
happy=1
elseif fr < f (x
m) −²tol
xm ←− xr and f (xm)←− fr
happy=1
else
happy=0
end
elseif fr < f (x
m)− ²tol
xm ←− xr and f (xm)←− fr
happy=1
else
happy=0
end
else (Outside Contraction:)
If fr < f (x
m)− ²tol
x
(
1
2
)
= x¯+ 1
2
(x¯− xm) and foc := f
(
x
(
1
2
))
fcount = fcount + 1. Place xoc ←− x²(12).
If foc < fr
f (xm)←− foc and xm ←− xoc
happy=1
else (Shrink:)
for 1 ≤ i ≤ m set xi = x0 + (xi − x0) /2.
Compute f(xi), replace xi ←− xi,²
and fcount = fcount +m.
happy=1
end
else (Inner Contraction:)
x
(−1
2
)
= x¯− 1
2
(x¯− xm) and fic := f
(
x
(−1
2
))
fcount = fcount + 1. Place xic ←− x²(−12).
If fic < f (x
m)− ²tol
xm ←− xic and f (xm)←− fic
happy=1
else
happy=0
end
end
end
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Step:3 If happy=0 (Form a Minimal Frame:)
If
∑m
i=1 (x
i − x0) < tol or det (Φ) < tol
Remodel to get a new simplex Φ := [x0,x1, . . . ,xm].
else
xm+1 = x0 − diam(Φ)‖∑mi=1(xi−x0)‖ [
∑m
i=1 (x
i − x0)]
Evaluate f (xm+1) and place
xm+1 ←− xm+1,², fcount = fcount + 1.
If f (xm+1) < f (xm)− ²tol
xm ←− xm+1 and f (xm)←− f (xm+1)
discard xm+1 and f (xm+1)
else (Shrink:)
for 1 ≤ i ≤ m set xi = x0 + (xi − x0) /2. Compute f(xi),
replace xi ←− xi,² and fcount = fcount +m.
discard xm+1 and f (xm+1)
end
end
If happy=1
Place ²tol = min
{
2 ∗ ²tol, tol ∗ diam (Φ)
3
2
}
else
Place ²tol = min
{
²tol/2, tol ∗ diam (Φ)
3
2
}
happy=1
end
Sort the vertices so that
f(x0) ≤ f(x1) ≤ f(x2) ≤ · · · ≤ f(xm)
Continue to step 2.
The NMPS takes tol < δ. Where δ can be small but still regarded to be positive.
3.5 Comparison of the Effect of Different Cost Func-
tions
This section will compare the results of the three algorithms based on their calculation
times with different sized commodity bundles. In Section 3.3.1 a step by step approach
was conducted to identify the re-ordering required to obtain the minimal perturbation
to the demand data. This is compared with the automated pattern search algorithms
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discussed in Section 3.4.
The information in Table 3.3 is generated from the results of the pattern search algorithms
using the objective functions (r:mag),(r:price) and (r:square) with the evaluation of the
residual cost Type as “linprog”,“IP FP” and “IP cplex” with “Observation” being the
results from the step-by-step approach conducted in Section 3.3.1.
The variable δ gives the tolerance level in the calculation of the residuals to ensure to
elements in a∗ij > 0∀ j < i. The cost function for the algorithms used produce the
same ordering and cost function with the significant difference being the run time of each
algorithm with the “linprog” algorithm (which only uses the AGA) the most time efficient.
Type LP Cost Order time
observation r:mag 0.0294 (3,5,2,4,1) na
linprog r:mag 0.0512 (3,5,2,4,1) 0.6895
IP FP r:mag 0.0512 (3,5,2,4,1) 2.8162
IP cplex r:mag 0.0512 (3,5,2,4,1) 5.2999
observation r:price 0.0165 (3,5,2,4,1) na
linprog r:price 0.0294 (3,5,2,4,1) 0.5875
IP FP r:price 0.0294 (3,5,2,4,1) 2.3508
IP cplex r:price 0.0294 (3,5,2,4,1) 4.4254
Table 3.3. Run times for pattern search algorithms with a sample (n,m) = (2, 5) with δ = 10−3
With the new ordering the residual values have perturbed all demand values which is most
probably due to round off error in the pattern search. To correct the extra perturbation
in all samples the program is modified to resolve for the residuals upon completion of the
ordering. It can be seen that the residuals given here for the new ordering
O = (x∗3,x
∗
5,x
∗
2,x
∗
4,x
∗
1) include the round off errors where
R∗ =
(
−0.0028 0.0256 −0.0028 −0.0028 −0.0028
−0.0028 −0.0028 −0.0028 −0.0028 −0.0028
)
. (3.78)
and upon solving for the residual given the ordering found by NMPS
R =
(
0 0.0201 0 0 0
0 −0.0092 0 0 0
)
. (3.79)
and if compared with the residuals given from observation in matrix (3.68) the perturba-
tion in x∗3 is very close to the residuals obtained from the approach conducted by direct
observation with small perturbations occurring in the other bundles due to numerical er-
rors introduced in the pattern search. The results illustrate the effectiveness of the NMPS
to achieve not only the same ordering and cost function but achieves in less computational
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time. Whilst the “IP cplex” and “IP FP” algorithms appeared to also efficiently solved
the LP for a small sample size, the computational load became apparent on both when
attempting to solve problems larger than m = 10 for the “IP cplex” and m = 20 for the
“IP FP”.
The greedy algorithm is not assured to give the minimal cost residuals due to the possi-
bility of returning a non-optimal re-ordering. This seems to not affect the final solution
found by the algorithm NMPS. It has been observed that the AGA will return a correct
re-ordering when the data presented to is GARPable. The objective defined by the AGA
may still have the same local minima as those defined by a more probing objective that
searches more orders. It is also be the case that other re-orderings are found by the
AGA at nearby points associated with slightly different residual values. Thus the search
through the parameter (residual) space in effect exposes all these re-orderings at the ex-
pense of a greater number of iterations, but with each iteration costing little in hover head.
The following calculations were conducted using the NMPS on randomly generated data
that contain various GARP violations for different sample sizes. Here the number of viola-
tions will be denoted by v. It is important to note the difficulty in generating unGARPed
data as even random data has been shown to satisfy GARP [69] and in some cases a
sample may be unGARPed for a particular ordering but a reordering can be found that
satisfies GARP.
In all cases the simplex was not reshaped at any stage as it was time expensive and re-
quired a large number of iterations to reach a minimum cost which was reached quicker
without reshaping. The problems were run on a Z800 workstation Intel(R) Xeon(R) CPU
with 12 GB of RAM, 8 Core processor with the results listed in Table 3.5, Table 3.6 and
Table 3.7 for the cost functions (r:mag),(r:price) and (r:square) respectively.
The user defined tolerances were set as tol = 10−4 and δ = 10−3 where any entry in
|aij| < δ was considered to be zero and thus requiring aji ≥ 0. The initial frame size gen-
erated by the Nelder-Mead Simplex is important when solving for large sample sizes, the
initial frame sizes used in this experiment were 1 and 0.5 for larger sample sizes and in-
cluded 0.1 for smaller examples. Choosing a smaller frame size takes more computational
time as each function evaluation is completed with only small increments of the residual
values. This was problematic in samples where there were many GARP violations and in
most cases the maximum number of iterations was reached before the cost value could be
reduced.
For smaller samples the cost value was generally smaller hence a smaller frame was suf-
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Iter Frame happy Cost Order
no. Diam.
1 0.7235 1 0.28901 15 6 11 10 9 14 7 2 8 4 3 13 12 1 5
2 0.7114 1 0.28901 15 6 11 10 9 14 7 2 8 4 3 13 12 1 5
3 0.7036 1 0.28901 15 6 11 10 9 14 7 2 8 4 3 13 12 1 5
4 0.7013 1 0.28901 15 6 11 10 9 14 7 2 8 4 3 13 12 1 5
5 0.6991 1 0.28901 15 6 11 10 9 14 7 2 8 4 3 13 12 1 5
6 0.6949 1 0.28901 15 6 11 10 9 14 7 2 8 4 3 13 12 1 5
8 0.6900 1 0.28901 15 6 11 10 9 14 7 2 8 4 3 13 12 1 5
9 0.9762 0 0.28901 15 6 11 10 9 14 7 2 8 4 3 13 12 1 5
10 0.8919 1 0.28901 15 6 11 10 9 14 7 2 8 4 3 13 12 1 5
105 0.2924 1 0.27435 15 6 11 10 9 14 7 4 8 2 3 13 12 1 5
118 0.2647 1 0.20111 15 6 11 10 9 14 7 4 8 2 3 13 12 1 5
144 0.2827 1 0.18063 15 6 11 10 9 14 7 4 8 2 3 13 12 1 5
183 0.1786 1 0.14945 6 15 11 10 9 14 7 4 2 8 3 13 12 1 5
187 0.1688 1 0.14577 15 6 11 10 9 14 7 4 8 2 3 13 12 1 5
189 0.1763 1 0.14528 15 6 11 10 9 14 7 4 2 8 3 13 12 1 5
236 0.1518 1 0.12368 15 6 11 10 9 14 7 4 8 2 3 13 12 1 5
239 0.1455 1 0.12297 15 6 11 10 9 14 7 4 2 8 3 13 12 1 5
411 0.0729 0 0.10936 15 6 11 10 9 14 7 4 2 8 3 13 12 1 5
507 0.0543 1 0.09882 15 6 11 10 9 14 7 4 8 2 3 13 12 1 5
508 0.0538 1 0.09882 15 6 11 10 9 14 7 4 8 2 3 13 12 1 5
518 0.0353 1 0.09859 15 6 11 10 9 14 7 4 2 8 3 13 12 1 5
912 0.0151 1 0.09301 15 6 11 10 9 14 7 4 8 2 3 13 12 1 5
963 0.0004 0 0.09265 15 6 11 10 9 14 7 4 8 2 3 13 12 1 5
Table 3.4. Frame size and cost value- ‘magnitude’ for associated ordering for fifteen
samples containing nine GARP violations and initial frame size 1
ficient in obtaining a minimum. Table 3.4 lists the number of iterations required for the
NMPS method to obtain a minimal cost function with an initial frame size of 1 for data
containing m = 15 samples with v = 9 GARP violations. It shows the iteration numbers,
frame diameter and ordering when no re-shaping of a degenerate simplex takes place for
an initial frame size of 1. The maximum number of iterations was set to 1000 and the min-
imum cost value was found after 963 iterations with the NMPS continuing to reorder the
residuals whilst decreasing the cost value where numbers in the columns under “Order”
are the bundle numbers ordered from most to least preferred. As the algorithm searches
through the residual space the orderings are changed as a smaller cost value is found. The
initial ordering found by the Greedy method was not optimal due to the order swapping
of bundles from 2843 to 4823, and as the search through the residual space lead to small
reductions in the cost value at each iteration these 4 bundles were being swapped more
frequently. At iteration numbers 9, 411 and 963, the value happy = 0 indicates that a min-
imal frame was formed to shrink the diameter and determines the minimum cost function.
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Sample Size Violations Initial Frame Magnitude Time (s)
50 29 1 14.43826 588.3853
50 29 0.5 34.08990 644.4294
50 29 0.1 15.32542 523.0015
50 21 1 3.53082 488.7104
50 21 0.5 3.35155 600.5965
50 21 0.1 12.49267 811.1574
50 14 1 infeasible n/a
50 14 0.5 infeasible n/a
50 14 0.1 infeasible n/a
20 10 1 1.22120 42.8325
20 10 0.5 1.71972 42.9355
20 10 0.1 1.39679 42.0186
20 5 1 0.49771 39.4933
20 5 0.5 0.59370 50.8989
20 5 0.1 1.13536 48.5482
15 9 1 0.82703 20.1309
15 9 0.5 0.84902 18.0193
15 9 0.1 0.84955 23.0990
10 2 1 infeasible n/a
10 2 0.5 0.06056 6.4704
10 2 0.1 0.05155 4.6097
Table 3.5. Run times for NMPS with cost function as ‘magnitude’ for various samples
violating GARP
When looking at the results for large samples containing more GARP violations, the
size of the initial frame generated seems to be inversely proportional to the final cost
value. As the residual size required to GARP the data increases the larger frame searches
through the residual space more efficiently leading to a smaller cost value at time that
the maximum iteration number is reached. For the sample where m = 10 and v = 2 and
the initial frame size was 1, the problem became infeasible very quickly probably due to
the fact that a descent direction could not be found.
In all examples the data sample where m = 50 containing 14 GARP violations results
in infeasible solutions. However at the initialisation step when the greedy ordering is
obtained, the problem is solvable leading to a set of residuals that GARP the data with
a magnitude cost value of 0.6841. However the pattern search continues to search for
smaller cost values eventually leading to infeasibility and finally being unable to solve for
any set of residuals. The saving of a best incumbent solution has not been implemented
in NMPS and this example indicates the necessity of doing so. In fact when solving this
problem in Section 3.5.1 the (LS-QP) returns a solution. There is also the case for the
sample where m = 50 and v = 14, the initial greedy ordering returns a solution for all
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Sample Size Violations Initial Frame Price Time (s)
50 29 1 8.88991 508.8000
50 29 0.5 12.24017 386.8525
50 29 0.1 14.80518 345.3962
50 21 1 2.16909 445.0184
50 21 0.5 2.04993 447.9345
50 21 0.1 10.93924 634.8139
50 14 1 infeasible n/a
50 14 0.5 infeasible n/a
50 14 0.1 infeasible n/a
20 10 1 0.57992 44.6253
20 10 0.5 0.91727 44.0528
20 10 0.1 0.62467 40.3852
20 5 1 0.26726 37.1711
20 5 0.5 0.36056 49.4739
20 5 0.1 0.58433 52.2428
15 9 1 0.26457 19.5097
15 9 0.5 0.46676 18.0012
15 9 0.1 0.54311 13.1849
10 2 1 infeasible n/a
10 2 0.5 0.05539 6.0145
10 2 0.1 0.04799 4.4371
Table 3.6. Run times for NMPS with cost function as ‘price’ for various samples violating
GARP
chosen cost functions but becomes infeasible as the NMPS attempts to minimise them.
Due to the high ratio of violations in this particular case, the NMPS may find a reduced
cost value and then any attempt to reduce the cost again may lead to a change in ordering
which then becomes infeasible. The NMPS is quite sensitive to the chosen tolerances and
in some way the frame size interaction with the tolerance δ to enforce consistency with
GARP leads to infeasibility of problems where it is known that a feasible solution exists
however large.
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Sample Size Violations Initial Frame Size Square Time (s)
50 29 1 infeasible n/a
50 29 0.5 infeasible n/a
50 29 0.1 infeasible n/a
50 21 1 0.91679 647.4001
50 21 0.5 0.90560 751.8283
50 21 0.1 12.49267 821.7443
50 14 1 infeasible n/a
50 14 0.5 infeasible n/a
50 14 0.1 infeasible n/a
20 10 1 0.13368 59.8768
20 10 0.5 0.26425 58.3670
20 10 0.1 0.15773 53.4956
20 5 1 0.02937 75.9849
20 5 0.5 0.01501 69.8161
20 5 0.1 0.12538 68.4179
15 9 1 0.09265 54.9035
15 9 0.5 0.10641 40.3117
15 9 0.1 0.10036 75.4425
10 2 1 infeasible n/a
10 2 0.5 0.00176 5.9670
10 2 0.1 0.00112 5.3718
Table 3.7. Run times for NMPS with cost function as ‘square’ for various samples
violating GARP
3.5.1 Pattern Search Method vs Quadratic Program
The residual values found using the pattern search can be compared to the residuals
found by the optimisation algorithm in Chapter 2. The results are compared by solving
the Afriat inequalities with the L2–norm (LS-QP) (and removing
∑
λi in the objective)
and the L1–norm (2.46):
• on the current ordering.
• on the ordering given by AGA.
Table 3.8 displays the cost values using the L2-norm for the given samples with GARP
violations. In most cases the (LS-QP) gives a larger cost value than those found from the
NMPS in Table 3.7. When running (LS-QP) with the AGA ordering it does not result in
a different cost value although does solve faster for most of the samples except for the case
where m = 50 with v = 14, which is a problematic data set for all solvers. The (LS-QP)
was able to solve the large problem containing 50 samples and 29 violations quite quickly
when comparing with the results in Table 3.7 which returned infeasible.
Table 3.9 displays the cost values using the L2-norm for the given samples with GARP
violations. The L1-norm returned lower cost values for the larger samples compared to
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Sample Size Violations AGA Order No Order
LS-QP Time (s) LS-QP Time (s)
50 29 2.5970 451.1900 2.6007 52.9044
50 21 2.0676 1356.8168 2.0835 88.2975
50 14 0.6073 29.2246 0.6085 46.2391
20 10 2.0703 7.5986 2.0506 1.8632
20 5 1.0742 0.7516 1.0742 0.8019
15 9 3.2900 2.3773 3.1802 1.6792
10 2 0.3457 0.1847 0.3457 0.1393
Table 3.8. Objective values and run times for the (LS-QP) for various samples violating
GARP
the results for the NMPS in Table 3.5. The QP seems to be more robust than the
Sample Size Violations AGA Order No Order
L1-norm Time (s) L1-norm Time (s)
50 29 8.0276 30.9619 8.0254 40.3943
50 21 8.0194 72.9853 infeasible n/a
50 14 4.9621 27.0254 4.9618 3302.9135
20 10 5.7092 17.3002 5.7122 1.5843
20 5 4.1710 0.6500 4.1710 0.6500
15 9 6.0998 208.4149 6.0632 2.8959
10 2 0.1065 7.9631 0.1065 7.9631
Table 3.9. Objective values and run times for the QP with the L1 norm for various
samples violating GARP
NMPS when the sample size was 50 but lead to larger cost functions for the smaller
samples. The NMPS does result in smaller cost functions for the smaller samples with
not a large difference in the run times. Due to NMPS requiring to evaluate at each
vertex the computational load is evident when comparing with the results in Table 3.8
and Table 3.9. It should be noted that the NMPS using an LP solver is comparable in
computational times as compared to (LS-QP) with no pre-processing using the AGA.
What is most interesting is the fact that the (LS-QP) solves faster when there is no
ordering of the data.
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4Construction of a Utility Via an
Integer Valued Preference
Matrix
As a preference relation cannot always be found within the given demand relation an
approach similar to that conducted by Koo [48] and Varian [72] constructs a preference
matrix that stores integer values that represent the preference relation. Firstly, an al-
gorithm is derived that constructs a matrix of preference relations based on a version of
GARP and then allows the construction of a Afriat utility function [5] without the need
to solve an LP or QP as in Chapter 2.
The verifying of GARP and the demand relation approximation presented here are sim-
ilar to that of Varian [72]. The Afriat utility construction is new and can be used in
conjunction with the techniques of Chapter 3
4.1 A New Formulation of GARP
The consumption is represented by a vector x ∈ K ⊂ Rm+ where K is the set of available
goods. The problem of the consumer is as follows:
Given p ∈ Rn+, p 6= 0,find x ∈ K such that 〈p,x〉 ≤ 1 and y ¹ x for all y ∈ K such that
〈p,x〉 ≤ 1.
Where the price vector pi has been normalised and once again X(pi) denotes the demand
relation as the set of solutions of this problem where the multi-valued map X is called
the demand correspondence and via the definition of transitivity (see Section 1.1.1 for the
Axioms) for x, y, z ∈ K it can be stated that:
1. x ¹ y and y ¹ z =⇒ x ¹ z, i.e., z is at least as good as x
2. x ≺ y and y ¹ z =⇒ x ≺ z, i.e, z is strictly preferred to x
3. x ¹ y and y ≺ z =⇒ x ≺ z, i.e, z is strictly preferred to x
103
4. x ∼ y and y ∼ z =⇒ x ∼ z, i.e, z is indifferent to x
5. x ≤ y and x 6= y =⇒ x ≺ y. i.e, y is strictly preferred to x via non-satiation (1.3)
(see Section 1.1.1)
Properties 1− 4 mean that there is a preference preorder and property 5 states that the
preorder is strictly increasing.
It is assumed that K coincides with the nonnegative orthants of Rn+, i.e., any quantity
of positive goods is available. This assumption combined with the non satiety condition
implies that for all p > 0 and x ∈ X(p) the demand relations can be defined as:
〈p,x〉 = 1, (4.1)
〈p,y〉 ≤ 1, =⇒ 〈p,y〉 ≤ 〈p,x〉 =⇒ y ¹ x, (4.2)
〈p,y〉 < 1, =⇒ 〈p,y〉 < 〈p,x〉 =⇒ y ≺ x, (4.3)
〈p,y〉 > 1, =⇒ 〈p,y〉 > 〈p,x〉 =⇒ y Â x, (4.4)
〈p,y〉 ≥ 1 =⇒ 〈p,y〉 ≥ 〈p,x〉 =⇒ y º x. (4.5)
The graph of the multi-valued map X is denoted by G and p is the inverse map of X .
Then
G ⊂ E = {(x,p) : x ≥ 0, p ≥ 0, 〈p,x〉 = 1},
and
G = {(x,p) : x ∈ X(p)} = {(x,p) : p ∈ p(x)}.
The following axiom explicitly takes into account budget normalisation and was intro-
duced in Crouzeix, Eberhard and Ralph [26].
Theorem 4.1.1 (Cyclic Axiom of Revealed Preferences (CARP) [26]). The Cyclic Axiom
of Revealed Preferences holds for G ⊂ E if for any finite ordered family {(xi,pi)}i=0,··· ,k+1 ⊂
G with (x0,p0) = (xk+1,pk+1) there is maxi=0,··· ,k 〈pi,xi+1〉 ≥ 1 and, in case where the
maximum equals 1, all 〈pi,xi+1〉 are equal to 1.
Proof. From relations (4.1) to (4.5) a fundamental property of G is derived from the
assumption that an ordered family is given as {(x0,p0), · · · , (xk,pk)} ⊂ G such that
〈pi,xi+1〉 ≤ 1 for i = 0, 1, · · · , k−1 then xk ¹ xk−1 ¹ · · · ¹ x0 and therefore 〈pk,x0〉 ≥ 1.
If in addition, one among the k inequalities 〈pi,xi+1〉 ≤ 1, i = 0, 1, · · · , k−1 is strict, then
xk ≺ x0 and therefore 〈pk,x0〉 > 1. In the first case x0 is said to be revealed preferred
to xk and in the second case x0 is said to be strictly revealed preferred to xk.
There are various formulations of this property. Two equivalent formulation are known as
GARP [72, 38] and the Cyclical Consistency property (CC) of Afriat [5], are a refinement
4.1 A New Formulation of GARP 104
of the SARP [43] which considers only single-valued demand correspondences. As shown
in Section 2.1 GARP is equivalent to GSARP.
The advantage of the CARP formulation over GARP and GSARP is that it presents a
dual formulation. Indeed, setting j = k + 1 − i in the definition, it can be shown that
for any finite family {(xi,pi)}i=0,··· ,k+1 ⊂ G such that (x0,p0) = (xk+1,pk+1) there is a
maxj=0,··· ,k 〈pj+1,xj〉 ≥ 1 and, in case where the maximum equals 1, all 〈pj+1,xj〉 are
equal to 1. Thus, the price p and the demand x asymmetric roles in CARP.
4.1.1 Verification of the CARP Properties
In this section two versions of a very simple algorithm are presented which tests if CARP
holds for G = {(xi,pi)}i∈I ⊂ E with i ∈ I := {1, . . . ,m}. Here I represents the observed
set of finite data samples which was previously denoted by M to remain consistent with
the work of Crouzeix, Eberhard and Ralph [26] and Crouzeix et al. [27]. The preference
relations via transitivity are defined in the sets as
J(i) :=
 j ∈ I :
∃ k0, k1, · · · , kd ∈ I such that
k0 = i, kd = j and
〈pks ,xks+1〉 ≤ 1 ∀ s = 0, 1, · · · , d− 1
 (4.6)
and
Js(i) :=
 j ∈ I :
∃ k0, k1, · · · , kd ∈ I such that
k0 = i, kd = j and
〈pks ,xks+1〉 ≤ 1 ∀ s = 0, 1, · · · , d− 1
one of the inequalities being strict
 . (4.7)
Where (4.6) contains all indices j that have been revealed xj is at least as good as xi
via transitivity and (4.7) contains strict preference for xi. The algorithm is based on the
following facts:
1. 〈pi,xj〉 < 1 implies j ∈ Js(i) (xi Â xj) and 〈pi,xj〉 ≤ 1 implies j ∈ J(i) (xi Â xj).
2. If j ∈ J(i) and k ∈ J(j) then k ∈ J(i) i.e., xi º xj and xj º xk then xi ºR xk.
3. If j ∈ Js(i) and k ∈ J(j) then k ∈ Js(i) i.e., xi Â xj and xj º xk then xi ÂR xk.
4. If j ∈ J(i) and k ∈ Js(j) then k ∈ Js(i) i.e., xi º xj and xj Â xk then xi ÂR xk.
5. CARP holds if and only if 〈pj,xi〉 ≥ 1 and whenever j ∈ J(i) i.e, xi º xj and
〈pj,xi〉 > 1 whenever j ∈ Js(i) xi Â xj as a consequence of WARP.
6. CARP holds if and only if j ∈ J(i) implies i /∈ Js(j) i.e., xi º xj and xi 6≺ xj.
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7. CARP holds if and only if i ∈ Js(j) implies j /∈ J(i) i.e., xi Â xj and xi 6¹ xj.
The algorithm constructs an m × m matrix S whose the entries are one of the three
values 1, 0 or −1 where sij is initialised according to condition 1. This construction was
introduced in Crouzeix et al. [27]. The process is similar to the construction of the MT
matrix in Varian [72]. Then sij is updated in the following steps according to 2, 3 and
4. In case where one of the necessary conditions 5, 6 or 7 does not hold, the algorithm
concludes that CARP does not hold. At any time sij = 1 implies j ∈ Js(i), i.e., xi Â xj
and sij ≥ 0 implies j ∈ J(i) i.e.,xi Â xj.
Since the algorithm needs at most m iterations for its completion a boolean variable
called modif is initialised at the beginning of the step to test if any modifications on
S have occurred during the step. The algorithm begins by assigning a integer value to
all elements in S. The main loop checks the preference relations and makes any changes
necessary and exits the algorithm upon completion or violation. Thus it has the failing
of not being able to handle small violations in GARP unlike the methods of Chapter 3.
Algorithm 4.1.1. Construction of a matrix S Initialisation of the S Matrix:
• For i, j = 1, · · · ,m,j 6= i
– Compute
sij =

1 if 〈pi,xj〉 < 1,
0 if 〈pi,xj〉 = 1,
−1 if 〈pi,xj〉 > 1.
– If sij = sji = 1: EXIT, CARP does not hold since sij = 1 implies xi Â xj and
sji = 1 implies xi 6Â xj which violates WARP.
B) Modification of the S Matrix
• Initialisation: Do modif = 0.
• For i, j = 1, · · · ,m and i 6= j do:
– If sij = 1 ie., xi Â xj: For k = 1, · · · ,m, k 6= i, j such that sjk 6= −1, i.e.,
xk ¹ xj
∗ if ski 6= −1: EXIT, CARP does not hold. i.e., xk ¹ xj ≺ xi ¹ xk
∗ if ski = −1 and sik 6= 1: do sik = 1 and modif = 1. xk ¹ xj ≺ xi, then
xk ≺ xi
– If sij = 0 i.e., xj ¹ xi: For k = 1, · · · ,M, k 6= i, j
∗ If sjk = 1 and ski 6= −1: EXIT, CARP does not hold. i.e., xk ≺ xj ¹
xi ¹ xk
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∗ If sjk = 1, ski = −1 and sik 6= 1: do sik = 1 and modif = 1. i.e.,
xk ≺ xj ¹ xi, then xk ≺ xi
∗ If sjk = 0 and ski = 1: EXIT, CARP does not hold. i.e, xk ¹ xj ¹ xi ≺
xk
∗ If sjk = 0, ski 6= 1 and sik = −1: do sik = 0 and modif = 1. i.e,
xk ¹ xj ¹ xj ¹ xi
• If modif = 1 repeat until modif = 0 at the final step and exit algorithm as CARP
holds.
Using the price and quantity data that satisfies the GARP from the previous section given
in (3.33) and (3.32) the corresponding S matrix is:
S =

0 1 −1 1 −1
−1 0 −1 1 −1
1 1 0 1 1
−1 −1 −1 0 −1
1 1 −1 1 0
 . (4.8)
S can be permutated using (IP(W)) as described in Section 3.1 with a modification to
the constraint so that all elements below the diagonal are negative and by replacing the
matrix A with S hence the problem will become:
C vec(W ) = 1 (IP(W(S))
vec(W )TQ(i,j) vec(W ) ≤ 0, ∀ i, j
Let B ∈ Rm×m be a matrix of zeros where bij = 1. The constraints will be formed by the
corresponding Q(i,j) matrix which is generated using the Kronecker Product of Bij and S
as follows:
Q(i,j) = B ⊗ S =

b11S b12S · · · b1mS
b21S b22S · · · b2mS
...
. . .
...
bm1S bm2S · · · bmmS
 ∈ Rm2×m2 (4.9)
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S =

s11 s12 s13 s14 s15
s21 s22 s23 s24 s25
s31 s32 s33 s34 s35
s41 s42 s43 s44 s45
s51 s52 s53 s54 s55
→ S
∗ =

s33 s35 s31 s32 s34
s53 s55 s51 s52 s54
s13 s15 s11 s12 s14
s23 s25 s21 s22 s24
s43 s45 s41 s42 s44
 (4.10)
The permutated matrix now looks like
S∗ =

0 1 1 1 1
−1 0 1 1 1
−1 −1 0 1 1
−1 −1 −1 0 1
−1 −1 −1 −1 0
 (4.11)
Once a suitable matrix has been found satisfying the properties of CARP an algorithm
can be defined to construct a piece wise linear utility function of the Afriat class without
the need of solving an optimisation problem as discussed in Section 2.4.
4.2 Construction of a Feasible Solution of the Afriat
Inequalities
A function u is said to be an utility function associated to the preference preorder ¹ if
y ¹ x⇐⇒ u(y) ≤ u(x) and y ≺ x⇐⇒ u(y) < u(x). (4.12)
Then X(p) is the set of optimal solutions of the maximisation problem
max
x
{u(x) : x ≥ 0, 〈p,x〉 ≤ 1} (4.13)
Such a function u is not unique since any function of type k◦u with k strictly increasing is
also an utility function associated to the same preorder. The revealed preference problem
consists in recovering the preorder from the knowledge of the correspondence multi-valued
map x, or equivalently in finding u : Rn+ → R such that, for all p, x(p) is the set of optimal
solutions of (4.13). Here a finite version of the revealed preference problem is considered.
Given G = {(xi,pi)}i∈I ⊂ E, the problem consists in finding an increasing function f
defined on the nonnegative orthant such that
xi ∈ argmax
x
{ f(x) : x ≥ 0, 〈pi,x〉 ≤ 1 } ∀ i ∈ I. (4.14)
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A necessary condition for the existence of such a function f is that CARP holds for G.
It has been proven by Afriat [5] that GARP, and therefore CARP which is equivalent to
GARP, holds if and only if there exist parameters λi, φi, i ∈ I such that
λi ≥ 1, (4.15)
φj ≤ φi + λi〈pi,xj − xi〉 ∀ i, j ∈ I, j 6= i. (4.16)
This is a system of card 2(M) linear inequalities with 2 card (M) variables. Feasible solu-
tions can be obtained by solving associated programs similar to that in Section 2.4.
Recall that given some feasible solution of the Afriat system, a solution of (4.14) is
obtained in taking the function
f(x) = min
i∈I
{ϕi + λi〈pi,x− xi〉 } . (4.17)
This function is piecewise linear concave by construction and it depends on the feasible
solution which has been chosen.
The construction is based on the matrix S computed in the last section and the first step
computes a utility vector u ∈ Nm with the initial vector u = ones(m, 1) and updates each
ui value at each step.
Algorithm 4.2.1. Construction of the vector u.
Initialisation: For i = 1, 2, · · · ,m do ui = 1.
Updating:
• For all i, for all j 6= i,
– If sij = 1 do ui = max [ ui, 1 + uj ] i.e., xi Â xj hence ui > uj.
– If sij = 0 xi º xj do ui = max [ ui, uj ] i.e., xi º xj hence ui ≥ uj.
• Repeat updating until no changes occur on the ui’s.
The following proposition is immediate from construction.
Proposition 4.2.1. The following properties hold on u:
1. ui ∈ {1, 2, · · · ,m}.
2. 〈pi,xj〉 < 1 =⇒ xj Â xi hence uj < ui.
3. 〈pi,xj〉 ≤ 1 =⇒ xj º xi hence uj ≤ ui.
4. ui < uj =⇒ 〈pi,xj〉 > 1.
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5. ui ≤ uj =⇒ 〈pi,xj〉 ≥ 1.
The second step consists in constructing a family of indices Ik.
Set M = max [ ui : i ∈ I ], then 1 ≤M ≤ N . Next, for k = 1, 2, · · · ,M define
Ik = {i ∈ I : ui = k}.
Proposition 4.2.2. The following properties hold on the family of indices:
1. Let m > 1 and j ∈ Im. Then there exists i ∈ Im−1 such that 〈pj,xi〉 < 1.
2. Ik 6= ∅ for k = 1, 2, · · · , I.
3. Let i ∈ Ik, j ∈ Im with k < m. Then 〈pi,xj〉 > 1.
4. Let i, j ∈ Ik. Then 〈pj,xi〉 ≥ 1 and 〈pi,xj〉 ≥ 1.
Proof. Item 1 is a consequence of the constructions of the vector u and the family of
indices. IM 6= ∅ by definition. Next, 1 implies that Ik 6= ∅ for k = M − 1,M − 2, · · · , 1.
Items 3 and 4 are consequences of 4 and 5 of Proposition 4.2.1.
The final step consists in the construction of a feasible solution of (4.16). For commodity,
we give justifications all along the algorithm;
Algorithm 4.2.2. Construction of a feasible solution
Step: Initialisation:
• Do αM = 1.
• For all i ∈ IM do ϕi = αM , λi = 1 and x∗i = λipi.
At the end of this step
ϕi ≤ ϕj + 〈x∗j ,xj − xi〉
holds for all i, j ∈ IM in reason of 4 of Proposition 4.2.2.
Step k =M− 1,M− 2, · · · ,1:
When arriving at step k, αM , αM−1, · · · , αk+1 have been constructed in such a way that
αM > αM−1 > · · · > αk+1.
Moreover, for all m = k + 1, k + 2, · · · ,M and for all j ∈ Im then λj > 0 and x∗j = λjpj.
• Take
αk = min
i,j,m
{
αm + 〈x∗j ,xi − xj〉 : k + 1 ≤ m ≤M, i ∈ Ik, j ∈ Im
}
.
Then αk+1 > αk in reason of 1 of Proposition 4.2.2.
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• For all i ∈ Ik
– Do ϕi = αk.
By construction ϕi ≤ ϕj + 〈x∗j ,xi − xj〉 for all j ∈ Im with m > k.
– Do
λi = max
m,j
{
αm − αk
〈pi,xj − xi〉
: k + 1 ≤ m ≤M, j ∈ Im
}
.
αm − αk > 0 because k < m, 〈pi,xj − xi〉 > 0 because 3 of Proposition 4.2.2.
Hence λi > 0.
– Take x∗i = λipi.
At the end of step
ϕj ≤ ϕi + 〈x∗i ,xj − xi〉
for all i ∈ Ik, j ∈ Im with m > k. The same result holds when i, j ∈ Ik since then ϕj = ϕi
and 〈pi,xj − xi〉 ≥ 0 by 4 of Proposition 4.2.2.
Once the construction is finished φi, λi,x
∗
i have been obtained such that
λi > 0,
x∗i = λipi
and φj ≤ φi + λi〈pi,xj − xi〉 ∀ i, j.
Thus a feasible solution of the linear system of inequalities (4.16) has been obtained.
Any concave function f with f(xi) = φi and x
∗
i ∈ ∂+f(xi) for all i, where ∂+f denotes
the superdifferential of f , is such that xi is an optimal solution of the problem
max
x
{f(x) : x ≥ 0, 〈pi,x〉 ≤ 1} . (4.18)
There are many possible functions. The greatest of these functions, f+ is obtained in
considering the function where the hypograph is the polyhedral convex set
hypo(f+) = {(x, µ) : µ ≤ f+(x)} = {(x, µ) : µ ≤ φi + 〈x∗i ,x− xi〉 ∀ i}. (4.19)
The hypograph of the smallest one f− is the polyhedral convex set
hypo(f−) = A+ {0} × (−∞, 0]
where A is the convex hull of the N points (xi, φi). These two functions are piecewise
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linear and their expressions are
f+(x) =min
i
{φi + 〈x∗i ,x− xi〉} (4.20)
f−(x) =max
γ≥0
{∑
i
γiφi : x =
∑
i
γixi, 1 =
∑
i
γi
}
, (4.21)
where the maximum equals −∞ if x does not belong to the convex hull of the points xi.
Finally, observe that different values of α1 and λi, i ∈ I1, in Step 1 lead to other feasible
solutions of the Afriat’s system and therefore to different functions f .
Because x and p have a symmetric role in CARP, using the same process, concave func-
tions g can be constructed such that, for all i, pi is an optimal solution of the maximisation
problem
max
p
[ g(p) : p ≥ 0, 〈p,xi〉 ≤ 1 ].
Let g such a function, define
f(x) = − sup
p
[ g(p) : p ≥ 0, 〈p,x〉 ≤ 1].
Then f is a quasiconcave (but not concave in general) function such that for all i xi is an
optimal solution of the problem
max
x
[ f(x) : x ≥ 0, 〈pi,x〉 ≤ 1 ].
An Afriat utility can be constructed upon application of Algorithm 4.2.2 which obtains
a feasible solution to (4.16). Upon calculating the associated φ’s and λ’s, the maximum
utility is written as:
f+(x) = min
i
{φi + 〈x∗i ,x− xi〉} ∀i. (4.22)
The plot of the level curves in Figure 4.1(a) are from a Cobb-Douglas utility for a sample
size of 30. This is compared to the curves given from the solution of Algorithm 4.2.2
for samples sizes 30, 50 and 100. In Figure 4.1(b) the sample is relatively small and it
appears that the level curves are sloping downward along the horizontal axis as there are
not enough data points to represent “true” Cobb-Douglas level curves. By increasing the
sample size to 50 and 100 data points, the data becomes more clustered and the utility
level curves behave more like a Cobb-Douglas utility. Due to the clustering there is more
information provided in order to calculate the Afriat variables φ and λ although in com-
parison with the curves obtained in Figure 2.6, the curves are flatter and do not appear
to have an actual curve.
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Figure 4.1. Utility curves for randomly generated Cobb-Douglas data compared to the utilities
given from Algorithm 4.2.2 for m = 30, 50, 100
Although the form of the utility curves does not compare as well as the utility generated
by (LS-QP), the benefit of this approach is that the formulation is quick with no need
to solve an optimisation problem. The next section discusses a method where a feasible
region can be formulated to approximate a demand region for an unknown consumption
bundle given that prices are known.
4.3 Approximation of the Demand
This section addresses the situation where the behaviour of a consumer is known only
through a finite number of observations in consumption given a normalised price p and
observed consumption x. Given this finite data sample and an arbitrary price vector p0
could a prediction be made about the demand relation X(p)?
By assumption (CARP) holds for G and therefore for any finite subset G˜. According to
Section 4.1 a function f can be constructed as a solution of (p˜) and approximate X(p)
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by the set of optimal solutions X˜(p) of the maximization problem
max
x
{f(x) : x ≥ 0, 〈p,x〉 ≤ 1} . (4.23)
This set depends on the function f , there are many functions responding to the question
so choosing a particular function introduces an artefact.
A different approach is proposed which is based on the cyclic property of the demand and
does not apply the construction of a function. A necessary condition for x to be in X(p)
is that CARP holds for G˜ ∪ {(x,p)}. Assuming an ordered subset {(xik ,pik}k=1,··· ,m of
G˜, set (xi0 ,pi0) = (xim+1 ,pim+1) = (x,p).
Assume that 〈pik ,xik+1〉 ≤ 1 holds for k = 0, 1, · · ·m−1, then CARP implies 〈pim ,x〉 ≥ 1.
If, in addition, at least one of the inequalities 〈pik ,xik+1〉 ≤ 1, k = 0, 1, · · ·m− 1 is strict,
then 〈pim ,x〉 > 1. Referring to the matrix S introduced in Section 4.1. The first case
corresponds to 〈p,xi1〉 ≤ 1 and si1im ≥ 0, the second case to either 〈p,xi1〉 < 1 and
si1im ≥ 0 or 〈p,xi1〉 ≤ 1 and si1im = 1.
In line with these considerations, X(p) is approximated by X˜(p) defined by
X˜(p) = X0(p) ∩Xs(p) ∩ {x : x ≥ 0, 〈p,x〉 = 1} (4.24)
where
X0(p) = ∩j∈J0(p){x : 〈pj,x〉 ≥ 1}, (4.25)
Xs(p) = ∩j∈Js(p){x : 〈pj,x〉 > 1} (4.26)
with
J0(p) = { j : ∃ i such that sij ≥ 0 and 〈p,xi〉 ≤ 1}, (4.27)
Js(p) =
{
j :
∃ i such that sij ≥ 0 and 〈p,xi〉 ≤ 1
one of the inequalities being strict
}
. (4.28)
By construction X(p) ⊆ X˜(p).
A demand approximation will be tested for consumer demand data generated from a
Cobb–Douglas utility (1.16). The first test will run a small example with five samples
containing two commodities. The Cyclic Axiom of Revealed Preferences (CARP) holds
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for this data sample and a preference matrix S is given as
S =

0 −1 −1 1 −1
1 0 −1 1 −1
1 −1 0 1 −1
−1 −1 −1 0 −1
1 1 1 1 0
 (4.29)
The sets J0(p) and J0(p) capture the indices i in which the consumption of bundle i is
within budget and is a revealed preference to bundle j. The arbitrary values for price
p = (0.4, 0.6)T are used to calculate the consumer budget on the assumption of consuming
the same quantity xi for all i based on these given prices. For the arbitrary price to be
viable to the consumer, their total expenditure on the commodity bundle needs to remain
within budget. By consuming each bundle under the given price vector, the consumer
budget is given by
〈p,xi〉 =

〈p,x1〉
〈p,x2〉
〈p,x3〉
〈p,x4〉
〈p,x5〉
 =

0.94593
1.5965
2.8962
0.71975
14.33369
 (4.30)
The only values that are considered as the i values for which xi is in budget at price
p. These values have been bolded in (4.30) and find that the indices are i = 1, 4. Then
search through the matrix (4.29) to view all sij ≥ 0, which implies xi is preferred to xj.
Within the given budget p the consumer will only be able to purchase commodity bundles
x1 and x4 and the positive values in (4.29) mean that x1 Â xj and x4 Â xj. Hence
J0(p) = Js(p) = {1, 4}
and so x0(p) = xs(p) and the demand approximation can be written as:
X(p) =
x ≥ 0 :
〈p1,x〉 ≥ 1,
〈p4,x〉 ≥ 1,
〈p,x〉 = 1.
 ,
as p1 and p4 provide the coefficients for the constraints of X.
The consumer will be able to purchase any consumption of x that lies within the feasible
region which is bounded above by the budget constraint 〈p,x〉 = 1 and bounded below by
the budget constraints based on the prices of p1 and p2. This region is shown in Figure 4.2
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Figure 4.2. Demand approximation for 5 data samples for p = (0.4, 0.6)T
which represents the feasible demand region for the p = (0.4, 0.6)T . The budget lines for
the commodity samples x1 and x4 lie below the budget line for the arbitrary price vector
p. The shaded feasible region is the area given by all possible consumption values of x
above the budget lines for the commodity samples x1 and x4 and below the arbitrary
budget.Here the region in which the consumer is able to choose their consumption quan-
tity is quite large due to the small sample size. As the sample size increases the demand
region shrinks due to a larger number of intersecting budget lines.
Figure 4.3. Demand approximation for 100 data samples for p = (0.4, 0.6)T
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This is seen better in Figure 4.3 which represents the feasible region for 100 data samples
with the price input p = (0.4, 0.6)T . The feasible region in Figure 4.3 is much smaller
and can more accurately approximate a demand for the given price than a small sample.
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5A Linearised Approach to
Calculating Demand Elasticities
This chapter looks at the important economic concept of price elasticities, which are
measured to reflect the percentage change in demand of a commodity with respect to
the change in commodity price. In CGE modelling consumer price elasticities describe
how the change in commodity price affects consumer demand. Elasticities are typically
calculated assuming linearised functional forms of the utility function i.e., the model is
expressed in linearised percentage change form. A typical CGE model uses aggregated
price-quantity data to estimate parameters in the utility function in order to fit a utility
to the aggregated household demand data [33, 21, 2, 1].
This chapter introduces a technique that allows the user to calculate the elasticities from
the demand data without the knowing functional form of the utility. The elasticity cal-
culation is derived using the same method used in economic theory via a min/max op-
timisation equivalence problem and by arriving at the well known Slutsky partition [20,
p. 380]. The approach taken in this research deviates from the standard technique by
replacing the functional form of the utility by an “Afriat” type utility. The utility could
be of the form derived in Chapter 2 or Chapter 4 and will be used as a representative
from the class of valid utilities. By using one of these forms of utility, the elasticities
can be calculated directly from a finite sample of consumption data of observed consumer
behaviour.
5.1 The Economic Duality Problem
It has been shown in economic theory that a consumer’s demand function can be rep-
resented (with some additional constraints) either as a maximisation of an individual’s
utility problem or as a minimisation of expenditure problem leading to an identical op-
timal solution. The maximisation of a consumer’s utility given a budget constraint is
known as the primal problem where the dual problem is the minimisation of the con-
sumer’s expenditure (not to be confused with budget) subject to remaining on a fixed
(maximum) level of utility found from the primal problem.
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In Chapter 1 a utility maximisation problem was solved to determine the optimal demand
bundle required to maximise a consumer’s Cobb-Douglas utility subject to known prices
and budget (with the solution shown in (1.18)). Here the general primal problem is
represented in the form:
u0 = max
x
u (Primal)
subject to 〈p,x〉 ≤ B0
u = u(x)
where the maximised utility u0 in the objective is a function of the demand and the given
budget B0, commonly known as the Marshallian demand function. The solution will be
denoted as
xm = x (p, B0) . (5.1)
Assuming uniqueness of the solution then demand is a function of price and income.
The dual problem is formulated by minimising the consumers expenditure subject to
consuming a bundle that will allow a maximum utility level
min
x
〈p,x〉 (Dual)
subject to u(x) = u0
The solution is called the Hicksian demand, and is denoted
xh = x (p, u0) . (5.2)
Again assuming uniqueness of the solution, the Hicksian demand is a function of price
and utility. This gives the minimum expenditure in the objective function to obtain the
following
〈p,xh (p, u0)〉 = B (p, u0) (5.3)
where B(p, u0) denotes the expenditure as a function of price and utility.
The dual problem is also known as the indirect utility which is a function of prices and
budget and is usually denoted as v(p, B). It is equivalent to the direct utility found from
the primal problem as discussed in Chapter 2.
It can be shown (see [20, p. 436] for details) that if the maximised utility u0 (x(p, B)) =
v (p, B) then the solutions in (5.1) and (5.2) from the Primal and dual problems are in
fact the same solution:
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xm (p, B0) = x
h (p, u0) . (5.4)
The KKT (Karush-Kuhn-Tucker) conditions state that the expenditure functionB (p, u0) =
infx
{〈p,xh〉|u(xh) = u0} is the minimised expenditure given for the maximum utility
value, and the Lagrangian can be represented as
L = 〈p,x〉 − λ (u (x)− u0) (5.5)
with the first order optimality conditions being
∂L
∂xi
= pi − λ∂u (x)
∂xi
= 0 (5.6)
∂L
∂λ
= u (x)− u0 = 0 (5.7)
∂L
∂pi
= xi +
[
pi − λ∂u (x)
∂xi
]
∂x
∂pi
= 0. (5.8)
From (5.6) the cancellation of terms in (5.8) leads to
∂L
∂pi
= xi (5.9)
which at optimality becomes
∂L
∂pi
∣∣∣∣∣
xi=xhi
= xhi . (5.10)
The minimised expenditure function at maximum utility value u0 leads to
∂B(p, u0)
∂pi
=
∂
∂pi
〈xh,p〉 (5.11)
or
∂B(p, u0)
∂pi
= xhi , (5.12)
hence
∂L
∂pi
∣∣∣∣∣
x=xh
=
∂B(p, u0)
∂pi
, (5.13)
which is called “optimal value sensitivity” in optimisation and known as Shephard’s
Lemma [68] in economic theory. In economic terms (5.12) implies that the change in
expenditure with respect to own price will not lead the consumer to substitute for an-
other commodity. This is also called a compensated demand for commodity xi as the
consumer is able to enjoy the same level of utility by altering their budget to compensate
for the price change in pj.
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The Hicks-Slutsky equation which relates the elasticity in demand with respect to the
change in uncompensated (Marshallian) demand and compensated (Hicksian) demand is
derived from total differentiation of (5.4) with the budget of the Marshallian demand set
at the minimised expenditure level B(p, u0). As the optimal demand values return the
same value the superscripts are removed, the identity in (5.4) becomes:
x (p, B(p, u0)) = x (p, u0) (5.14)
implying
∂xi
∂pj
+
∂xi
∂B
∂B
∂pj
=
∂xi
∂pj
(5.15)
from (5.12) at the minimised expenditure B(p, u0) and rearranging (5.15) gives
∂xi
∂pj
=
∂xi
∂pj
− xj ∂xi
∂B
(5.16)
leads to the well-known Hicks-Slutsky
∂xi
∂pj
=
(
∂xi
∂pj
)
u=u0︸ ︷︷ ︸
Substitution effect
−xj ∂xi
∂B︸︷︷︸
Income effect
. (5.17)
The first term in (5.17) is the effect on demand with respect to a change in price whilst
holding the utility level fixed. The consumer will substitute this commodity for another
similar commodity in order to hold utility at the maximum fixed value. The second term
in (5.17) is the effect on demand due to a change in income. The consumer alters their
demand based on the increase or decrease in budget.
Figure 5.1 demonstrates the substitution effect and income effect where the utility curves
are represented by the green lines and the budget lines in black. When there is an increase
in the price of p2, the consumer can move along the same indifference curve by substituting
bundle x1 (which contains more of x2) with bundle x2 (which contains less of x2). This
is the non-satiation property as defined in Axiom 4 in Chapter 1.1.1 The substitution
effect means that a consumer can increase consumption by choosing a bundle that lies
on a higher indifference curve tangent to their new increased budget. This would see the
consumer choose bundle x3.
Of interest to economists is how “elastic” a commodity is with respect to a change in
price and is usually measured in percentage change form so as to try to reflect how a one-
percent change in price will increase demand. The Hicks-Slutsky (5.17) can be written in
the percentage change form by pre-multiplying all terms by
pj
xi
5.1 The Economic Duality Problem 121
x1
x2
x1
x2
x3
Figure 5.1. Income and substitution effect on the quantity consumed
pj
xi
∂xi
∂pj
=
pj
xi
(
∂xi
∂pj
)
u=u0
− xj pj
xi
∂xi
∂B
(5.18)
=
pj
xi
(
∂xi
∂pj
)
u=u0
− αjB
xi
∂xi
∂B
(5.19)
where
αj =
xjpj
B
(5.20)
is the proportion of budget allocated to commodity xj. Converting the equation to the
percentage form equation
eij = e
c
ij − αjEi (5.21)
where
ecij =
pj
xi
(
∂xi
∂pj
)
u=u0
(5.22)
and
Ei =
B
xi
∂xi
∂B
(5.23)
therefore
eij =
xi
pj
∂xi
∂pj
. (5.24)
The income effect in (5.23) is known as the Engel elasticity [32] which is derived from an
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Engel curve representing the relationship between income and commodities. When the
commodity is considered to be normal an increase in income would lead to an increase in
demand. However, commodities that are considered inferior would mean that an increase
in income would lead to a decrease in demand as the consumer is likely to now substitute
for another. Considering all commodities as equal “Engel’s Law” states that the share
of budget spent on food will decrease as total household income increases. Although a
poorer family will devote a larger proportion of their budget towards food, it does not
mean that food consumption will increase linearly along with income once the consumer
reaches a level of satiation.
Houthakker [44] used international expenditure data confirming Engel’s Law and showing
that the elasticities between countries were similar. Engel’s Law has also been used to
measure the accuracy of the government’s calculation of the CPI (consumer price index)
based on household expenditure data [12, 39, 25].
In economics it is assumed that the utility function is twice continuously differentiable,
however in the current research the Afriat utility derived in Chapter 2 is given as a piece-
wise linear function that is fitted to the demand sample. This motivates a method for
estimating price elasticities of demand calculated from the Afriat utility that more readily
demonstrates the elasticities based on actual consumer observation.
The next section will describe the procedure that changes the partial derivatives with
respect to pj and B in (5.17) to be represented in a linearised form which then allows the
user to find the change via a linear program (LP). This is done by linearising the Primal
and Dual problems (Primal) and (Dual) respectively so the income and substitution effects
from the Hicks Slutsky Equation (5.17) are found via a sensitivity analysis technique.
5.1.1 Linearising the Utility Maximisation Primal Problem
This section re-formulates the consumers utility maximisation problem (Primal) into a
linear programming problem provided a solution to the Afriat inequalities, defined in
Section 2.1, exists. The Afriat inequalities are defined as:
φj ≤ φi + λi〈pi,xj − xi〉 for i, j ∈M. (5.25)
The minimised concave utility is
u− (x) := min
i∈M
{φi + λi〈pi,x− xi〉} ∀i, (5.26)
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which is used in place of a functional form of the utility. This will convert the problem
into an LP which is easily solvable and will allow the calculation of change in demand
with respect to a change in price or budget without the need of differentiating the demand
equation.
The optimal solution to the LP is found using the true budget (equilibrium state) and by
performing sensitivity analysis. The budget is then perturbed to determine a new optimal
based on an increase and decrease in household budget. This is linked to the Engel effect
of the Hicks-Slutsky Equation (5.17) which represents the change in demand with respect
to a change in budget. The income effect in (5.17) can be written in a linearised form as
∂xi
∂B
≈ ∆xi
∆B
(5.27)
where xi is the optimal commodity from the optimal bundle x
m. The approximate utility
maximisation problem can be written as
max
(x,u0)
u0
subject to 〈p0,x〉 ≤ B (5.28)
u(x) ≥ u0.
In order for u0 to be the maximal utility, u0 must be bounded above by
u(x) = min {φi + λi〈pi,x− xi〉} for all i ∈ M where M := {1, . . . ,m}, giving the LP
below as
max
(x,u0)
u0
subject to 〈p0,x〉 ≤ B (LP(B))
x ≥ 0
φi + λi〈pi,x− xi〉 ≥ u0 ∀ i = 1, . . . ,m
The optimal solution will be denoted as
xm =

x1
x2
...
xn
 (5.29)
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and is found by solving (LP(B)) for the true given price input p0 and budget B. The
CPLEX [41] sensitivity analysis structure in TOMLAB gives the upper and lower bounds
of the budget B0 =
(
B−0 , B
+
0
)
that don’t affect the optimal solution xm. Via LP sensitivity
analysis the approximate change in demand due to a change in budget can be found by
perturbing the budget bounds by a small factor, ε = 10−3, as any change outside of these
budget bounds will affect the optimal solution.
By solving LP(B) with the perturbed budget bounds is done by firstly increasing the
budget by setting
B+ = B+0 + k
+ε (5.30)
and the decrease by
B− = B−0 − k−ε (5.31)
where k−, k+ = 1 initially and is incremented until a change in optimal solution is found
(often k+ 6= k−). The new optimal solutions found from solving (LP(B)) with B− and
B+ as budget inputs are
xm− =

x−1
x−2
...
x−n
 (5.32)
and
xm+ =

x+1
x+2
...
x+n
 (5.33)
respectively.
Using this technique the change in demand with respect to the budget can be linearised
in the form:
∆xmi
∆B
≈ x
m+
i − xm−i
B+ −B− ∀i = 1, . . . , n. (5.34)
The intermediate steps detailed in Engel Change Algorithm 5.1.1.
Algorithm 5.1.1. Engel Change Let tol > 0 be a given tolerance and ε(k
−) = k−10−3
and ε(k
+) = k+10−3 are small parameters that perturbs the budget constraint that incre-
ments at each step.
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Initialisation: Solve (LP(B)) with an initial given budget B to find optimal
xm =

x1
x2
...
xn
 (5.35)
and the budget bounds that return xm
B0 =
(
B−0
B+0
)
(5.36)
Initialise the “Engel demand change” matrices which store the new optimal for as-
sociated budget changes
xm
−
=

x−1
x−2
...
x−n
 and xm+ =

x+1
x+2
...
x+n
 (5.37)
where xm
−
= xm
+
= xm and B− = B−0 and B
+ = B+0 at the initial step.
Step 1: (lower budget change)
Set k− = 1
while |x− xm−| < tol
B− = B−0 − ε(k−)
Solve (LP (B−))
Store new optimal xm
−
k− = k− + 1
ε(k
−) = k−10−3
Step 2: (upper budget change)
Set k+ = 1
while |x− xm+ | < tol
B+ = B+0 + ε
(k+)
Solve (LP (B+))
Store new optimal xm
+
k+ = k+ + 1
ε(k
+) = k+10−3
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Step 3: Calculate the Engel change via (5.34) where the change in demand of commodity
xi is represented with respect to a change in budget
∆xmi
∆B
≈ x
m+
i − xm−i
B+ −B− ∀i = 1, . . . , n. (5.38)
5.1.2 Linearising the Expenditure Minimisation Dual Problem
The consumers expenditure minimisation (Dual) problem can also be formulated as a
linear program with the compensated elasticities written as:(
∂xi
∂pj
)
u=u0
≈ ∆xi
∆pj
(5.39)
The optimal solution is found using the true consumption price and in a similar way to
the previous section, the change in optimal solution will be found by perturbing the price
in the constraint. The maximised utility u0 found from solving (LP(B)) is used as an
input to the LP which is posed in the form
min
x
〈p0,x〉
subject to x ≥ 0
u0 ≤ u(x)
and again u0 must be bounded above by u(x) = min {φi + λi〈pi,x− xi〉} for all i ∈ M
where M := {1, . . . ,m} giving the LP below:
min
x
〈p0,x〉
subject to x ≥ 0 (LP(P))
u0 ≤ φi + λi〈pi,x− xi〉 ∀ i = 1, . . . ,m.
Upon solving (LP(P)) the optimal solution will be denoted as
xh =

x1
x2
...
xn
 . (5.40)
The sensitivity analysis structure gives the upper and lower bounds of the price p0 that
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allow the solution xh to remain optimal. At this point any increase or decrease in the
commodity prices in will have an affect on the objective value and will capture the change
in demand due to an associated change in commodity price. As the change in commodity
xi is found by perturbing one commodity price at a time whilst holding the other prices
fixed, the change in xi with respect to the change in pj is recorded as xij.
The initial sensitivity analysis structure will perturb all n prices and return upper and
lower limits on the prices that when solving (LP(P)) still obtain the optimal xh.
p−0 =

p−1
p−2
...
p−n
 and p+0 =

p+1
p+2
...
p+n
 . (5.41)
The prices are then increased/decreased one at a time whilst holding the other prices
fixed and the prices that lead to a change in optimal solution are stored as:
p− =

p−1 − k−1 ε
p−2 − k−2 ε
...
p−n − k−n ε
 and p+ =

p+1 + k
+
1 ε
p+2 + k
+
2 ε
...
p+n + k
+
n ε
 . (5.42)
At each change in pj, the new optimal demand will be obtained by solving (LP(P)). The
final step will be to construct a “compensated demand change matrices” which stores the
change in commodity xi across the rows with respect to change in price pj across the
columns as
xh− =

x−11 x
−
12 · · · x−1n
x−21 x
−
22 · · · x−2n
...
...
. . .
...
x−n1 x
−
n2 · · · x−nn
 and xh+ =

x+11 x
+
12 · · · x+1n
x+21 x
+
22 · · · x+2n
...
...
. . .
...
x+n1 x
+
n2 · · · x+nn
 . (5.43)
Each j in the column vector of xh− and xh+ is the optimal quantity associated with the
change in price pj for all j.
The linearised change in demand and price can be written as
∆xi = x
h+
ij − xh−ij and ∆pj = p+j − p−j (5.44)
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with the linearised form of the compensated demand in (5.17) written as
∆xhi
∆pj
≈ x
h+
ij − xh−ij
p+j − p−j
∀i = 1, . . . , n (5.45)
The following Compensated Elasticity Algorithm 5.1.2 provides the details of the proce-
dure.
Algorithm 5.1.2. Compensated Elasticity Algorithm: Let tol > 0 be a given toler-
ance and ε(k) = 10−3 a small parameter that perturbs the price constraint that increments
at each step.
Initialisation Solve LP (LP(P)) with an initial price vector and maximised utility u0
found from LP (LP(P)) to find the optimal xh
xh =

x1
x2
...
xn
 (5.46)
and the price bounds
p−0 =

p−1
p−2
...
p−n
 and p+0 =

p+1
p+2
...
p+n
 (5.47)
that obtain the optimal xh
Initialise the “Compensated demand change” matrices which store the new optimal
demand vectors xh−j and x
h+
j associated with a change in price p
−
j and p
−
j respec-
tively.
xh
−
=

x−11 x
−
12 · · · x−1n
x−21 x
−
22 · · · x−2n
...
...
. . .
...
x−n1 x
−
n2 · · · x−nn
 and xh+ =

x+11 x
+
12 · · · x+1n
x+21 x
+
22 · · · x+2n
...
...
. . .
...
x+n1 x
+
n2 · · · x+nn
 (5.48)
where xh
−
= xh
+
= xh and p− = p−0 and p
+ = p+0 at the initial step. Set k
− =
zeros(n, 1) with k−j = 1 and ε = zeros(n, 1) with εj = 10
−3
Step 1: lower price change
for j = 1, . . . , n
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while |xh − xh−| < tol
p−j = p
−
j − ε(k)
Solve (LP (P−))
Store xh
−
j
kj = kj + 1
ε
(k)
j = k
−
j ε
end
Set k+ = zeros(n, 1) with k+j = 1 and ε = zeros(n, 1) with εj = 10
−3
Step 2: upper price change
for j = 1, . . . , n
while |xh − xh+| < tol
p+j = p
+
j + ε
(k)
Solve (LP (P+))
Store xh
+
j
k = k + 1
ε
(k)
j = k
+
j ε
Step 3: Calculate the compensated elasticities via (5.39) where ecij is the compensated
elasticity associated with the change in commodity xi with respect to a change in
price pj:
∆xhi
∆pj
≈ x
h+
ij − xh−ij
p+j − p−j
∀i = 1, . . . , n. (5.49)
The elasticity calculation can now be performed for any data sample given both prices
and demand are known. The elasticity of demand 5.17 is written in the linearised form
as:
e˜ij =
pj
xi
(
xh+ij − xh−ij
p+j − p−j
− xj x
m+
i − xm−i
B+ −B−
)
∀i, j = 1, . . . , n (5.50)
where the terms are pre-multiplied by
pj
xi
to convert the equation to percentage change
form.
The percentage form approximation of the compensated elasticity is given as
e˜cij =
pj
xi
(
xh+ij − xh−ij
p+j − p−j
)
, (5.51)
which is the linearised form of (5.22).
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Substituting pjxj = αjB into (5.50), the percentage change form of the Engel elasticity is
E˜i =
B
xi
(
xm+i − xm−i
B+ −B−
)
, (5.52)
which is the linearised form of (5.23). This leads to
e˜ij = e˜
c
ij − αjE˜i. (5.53)
The linearised elasticity calculation uses these percentage change linearised from in (5.53)
to determine price elasticities based on the given demand data. The following sections
will use price quantity generated from known utilities to calculate the elasticity values e˜ij
using the linearised method against the known values of the functional forms.
5.2 Approximating Elasticities of data Generated from
Functional Utility Forms
In economic theory the functional forms of the utility function are differentiable and
the utility is chosen based on the known relationships of the commodities. This section
replicates price-quantity data of the form of the utilities (1.16) and (1.22) that were
introduced in Chapter 1.1.3. From the substitution effect in (5.17) the sign of the partial
derivative indicates the relationship between the commodities. The commodities are said
to be
• Substitutes if:
∂xi
∂pj
> 0. (5.54)
• Compliments if:
∂xi
∂pj
< 0. (5.55)
The size of the calculated elasticity value is also important in defining how elastic/in-
elastic commodities can be. Table 5.1 defines the elasticity values and the meaning of
elasticity between commodities.
To compare the calculated elasticities with the known results of demand data generated
from a functional utility it is expected that the optimal solution to the price minimisation
problem (LP(P)) and utility maximisation problem (LP(B)), is the first sample bundle
x1 in X, where X := {xi| ∀i ∈M} and is usually given as the sample average. The
elasticity values calculated will be generated from three types of functional forms where
the commodities are assumed to be of the type
• Cobb-Douglas utility: Unitary elastic
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Value Elasticity type
e = 0 Perfectly inelastic
0 < |e| < 1 Relatively inelastic
|e| = 1 Unitary elastic
|e| > 1 Relatively elastic
|e| =∞ Perfectly elastic
Table 5.1. Definition of elasticity values and meanings
• Leontief Utility: Perfect compliments
• CES Utility: Perfect substitutes
A comparison will be made using the Afriat utility given in the form found from solv-
ing (LS-QP) against Algorithm 4.2.2 for the corresponding variables φi,λi and si.
5.2.1 Elasticity Estimation of data from a Cobb-Douglas Utility
This section uses randomly generated Cobb-Douglas data and determines the Afriat utility
given upon solving (LS-QP) for 50 samples containing two commodity groups. This is the
simplest example to demonstrate and compare the procedure against a functional form.
Cobb-Douglas elasticities are unitary elastic and defined as
eij =
{
−1 if i = j,
0 if i 6= j. (5.56)
This is due to the fact the that the solution to the utility maximisation problem gives the
solution xoi =
αiB
pi
, hence any change in price p1 will affect the demand of commodity x1
but not x2. The negative sign means that an increase in price will lead to a decrease in
demand and a decrease in price leads to an increase in demand. It can be said that own
price elasticity is relatively elastic with cross-price elasticity inelastic. From the given
data the optimal solution to (LP(B)) and (LP(P)) should be the initial quantity bundle
x1 = (0.774, 0.602)
T given that the price input is p1 = (0.6459, 0.8303)
T .
Engel Elasticity Calculations
Upon solving (LP(B)) with the given price-quantity values and Afriat variables the opti-
mal solution is given as
xm =
(
0.7388
0.6296
)
(5.57)
which is close to the optimal value that was expected leading to the maximised utility
value for the given prices as u0 = 1.1340 with the lower and upper limits on the budget
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given by the CPLEX sensitivity analysis solver as(
B−0
B+0
)
=
(
0.981
1.005
)
(5.58)
The budget values in (5.58) leave the optimal solution in (5.57) unchanged. Now begin
by decreasing the lower budget limit in (5.58) and solve (LP(B)) until a new solution
xm− is found that is different to xm found in (5.57). Then do the same with the upper
budget limit in (5.58) by increasing until a new solution xm+ is found that is different
to xm found in (5.57). The following matrices represent the decreased and increased
budget respectively in (5.59) with the new optimal values in (5.60) and (5.61) upon
solving (LP(B)) with B− and B+ as budget inputs respectively.(
B−
B+
)
=
(
0.971
1.014
)
, (5.59)
xm− =
(
0.7229
0.6071
)
(5.60)
and
xm+ =
(
0.7525
0.6367
)
(5.61)
Applying these values to (5.34), the linearised Engel elasticities are given as:
E =
(
E1
E2
)
=
(
0.9176
1.0752
)
(5.62)
Compensated Elasticity Calculations
Upon solving (LP(P)) with the given price-quantity values, maximised utility value u0 =
1.1340 from (LP(B)) and Afriat variables, the optimal solution is given as
xh =
(
0.7388
0.6296
)
(5.63)
which is the same solution given by the Primal problem.
The sensitivity analysis gives the upper and lower bounds on the prices that leave xh
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unchanged, these price bounds are
p−0 =
(
p−1
p−2
)
=
(
0.6459
0.7010
)
(5.64)
and
p+0 =
(
p+1
p+2
)
=
(
0.7650
0.8303
)
. (5.65)
Now begin by decreasing the lower price limits of each commodity whilst holding the
other prices fixed in (5.64) and solve (LP(P)) until a new solution xh− is found that is
different to xh found in (5.63). Do this to all commodity prices and record each change
in xhi as with respect to a change in pj as x
−
ij Then do the same to the upper price limits
in (5.65) by increasing each commodity price until a new solution xh+ is found that is dif-
ferent to xh found in (5.63). Record the change in xhi with respect to a change in pj as x
+
ij.
The following matrices represent the decreased and increased prices in (5.66) and (5.67)
respectively which were found by decreasing the prices of each commodity pi whilst holding
all other prices fixed.
p− =
(
0.6449
0.7000
)
, (5.66)
p+ =
(
0.7660
0.8313
)
(5.67)
The new optimal values in are stored in (5.68) and (5.69) which are found by solv-
ing (LP(P)) with (5.66) and (5.67) as inputs. Where
xh− =
(
0.7911 0.6741
0.5890 0.6892
)
(5.68)
and
xh+ =
(
0.6741 0.7911
0.6892 0.5890
)
. (5.69)
Applying these values to (5.39) the compensated elasticities are given as:
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e˜c =
(
e˜c11 e˜
c
12
e˜c21 e˜
c
22
)
=
(
−0.8444 1.0012
0.84912 −1.0070
)
. (5.70)
Which can now be used to calculate the approximated linearised elasticities in percentage
change form given by (5.50) which are
e˜ =
(
e˜11 e˜12
e˜21 e˜22
)
=
(
−1.282 0.5214
0.33601 −1.5692
)
(5.71)
As expected the own price elasticities are close to negative one with the cross price elas-
ticities are much smaller. Clearly some numerical errors may have been introduced due
to the discontinuity of the utility function. Due to the utility being determined by the
data sample it is also important that the data point used to test for price sensitivity has
enough clustering around it to ensure that any change in price does not lead to infeasibility.
If a solution to (LP(B)) or (LP(P)) leads to an optimal xm or xh that is an extremum of
the data set then any change in price or budget will usually force the outlying commodity
to be zero within the solution vector. This causes the elasticity calculation to break down
due to the large discrepancy between the change in demand and can cause infinitely large
or extremely small elasticity values.
The following in Figure 5.2 demonstrates the change in demand with respect to budget
and commodity prices changes given from this example. The graph has been enlarged
around the optimal solution that the prices are being perturbed around so not all samples
are viewed. The black dots represent the most of the 50 data samples with the green star
being the optimal commodity bundle x0 = (0.7388, 0.6296)
T on the maximised utility
curve u0.
The decrease in price of commodity price p1, whilst remaining on a fixed utility and
leaving p2 unchanged leads to an increase in quantity of commodity x1 and decrease in
quantity of commodity x2, shown by the orange circle along the utility curve. The same
can be seen for the decrease in price of commodity price p2 which leads to the same in-
crease in x1 and decrease in x2 which is seen by a red plus sign.
Analogously the change in demand caused by an increase in commodity price p1 is shown
by the blue square along the utility curve and a decrease in commodity price p2 by the
black plus sign. The blue triangle represents the increase in quantity of both commodities
due to an increase in budget with the reversed blue triangle representing a decrease in
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Figure 5.2. Change in demand of unitary elastic commodities with respect to a substitution
and income effect
quantities when budget is decreased. It is also interesting that the shift in consumption by
increasing p2 leads to the consumer choosing the same commodity bundle as when price p1
is decreased. The same is seen for the opposite case with a decrease in p2 and increase in p1.
The elasticity calculation was repeated on various data samples generated from a Cobb-
Douglas utility to view the accuracy of the calculations. The data was generated so that
the price in the first column of P was the average of all samples prices ensuring that the
initial demand bundle was not an extremum. Table 5.2 lists all the elasticity values for
these samples which were generated for sample sizes m = 50 for n = 2 commodity groups
to more clearly compare the differences with the expected results from a Cobb-Douglas
utility. In most cases result in elasticities that are very close to what is expected from
a Cobb-Douglas utility. It is difficult to achieve exact results due to the Afriat utility
being a discontinuous piecewise linear function which is obviously not differentiable and
therefore can not be compared to the functional utility form of a Cobb-Douglas type. The
location of the initial quantity that is being measured for price elasticity is also important,
if the initial quantity is an outlier in the direction of commodity x1 then normally any
decrease in price pi would lead to an increase in x1. But in this case, the requirement
is that the maximised utility u0 remains bounded by the data sample forces an unstable
solution in x−11 which usually leads to a large change in demand which exaggerates the
elasticity values at the final step.
Upon glancing on Table 5.2, it is apparent that the average elasticity values for the given
samples will not be close to the expected value given by the Cobb-Douglas utility. In
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sample e11 e21 e12 e22 sample e11 e21 e12 e22
1 -1.17 0.15 0.07 -1.06 26 -1.72 0.70 0.45 -1.43
2 -1.45 0.43 0.13 -1.10 27 -1.00 -0.01 0.30 -1.30
3 -1.47 0.46 0.09 -1.08 28 -2.88 1.86 1.88 -2.87
4 -1.10 0.11 0.63 -1.64 29 -1.43 0.44 0.30 -1.32
5 -1.28 0.27 0.31 -1.30 30 -1.47 0.47 -0.02 -0.97
6 -1.29 0.28 0.09 -1.08 31 -1.61 0.61 0.74 -1.74
7 -1.49 0.49 0.35 -1.36 32 -1.23 0.21 0.50 -1.49
8 -1.72 0.72 0.38 -1.39 33 -1.77 0.76 0.58 -1.57
9 -1.18 0.18 0.59 -1.58 34 -1.93 0.93 0.60 -1.61
10 -1.39 0.39 0.20 -1.21 35 -1.98 0.97 0.55 -1.53
11 -1.27 0.29 0.14 -1.16 36 -1.10 0.07 0.28 -1.27
12 -1.47 0.47 0.32 -1.34 37 -1.03 0.01 0.49 -1.48
13 -1.50 0.54 0.97 -1.99 38 -1.53 0.52 0.51 -1.50
14 -1.92 0.92 0.70 -1.70 39 -2.45 1.45 0.29 -1.28
15 -1.71 0.70 0.26 -1.25 40 -1.02 0.01 0.46 -1.46
16 -1.59 0.57 0.31 -1.28 41 -1.38 0.36 0.28 -1.27
17 -1.04 0.02 0.25 -1.24 42 -1.10 0.12 0.14 -1.16
18 -1.26 0.26 0.36 -1.36 43 -1.16 0.15 0.07 -1.07
19 -1.01 0.00 0.60 -1.60 44 -1.47 0.48 0.09 -1.11
20 -1.43 0.44 0.52 -1.52 45 -1.93 0.93 1.03 -2.03
21 -1.75 0.76 0.96 -1.97 46 -2.04 1.04 0.15 -1.14
22 -1.78 0.78 0.83 -1.83 47 -1.60 0.60 0.10 -1.08
23 -1.31 0.31 0.31 -1.31 48 -1.67 0.66 0.15 -1.14
24 -1.28 0.29 -0.04 -0.97 49 -1.78 0.78 0.20 -1.22
25 -1.47 0.47 0.21 -1.21 50 -1.55 0.55 0.20 -1.19
Table 5.2. Elasticity values for data generated from a Cobb-Douglas utility
some cases the elasticity values calculated are very close to what is expected but there as
are few that are quite a bit larger and is consistently overestimating due to the linearisa-
tion of a smooth function. The larger own price elasticity values are due to the data not
containing enough clustering around the initial data point. The chosen initial data point
is very difficult to gauge and the outcome of the calculation can not be known at first
glance so it is very important to choose the initial point correctly. Having said that, there
is no way to actually choose which point is best but it was found that the best results
were obtained when the initial data point was not an extremum and was contained within
a cluster of samples.
A hypothesis test using multi-variate statistics [71] was performed on the vector means
to judge if the elasticity values in Table 5.2 were close the values that are expected from
a Cobb-Douglas utility.
H0 : µe = µe˜. (5.72)
Where the expected mean vector is µe = (−1, 0, 0, 1). For a one sample multivariate test
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the Hotelling’s T 2 test returned a large calculated value meaning that the null hypothesis
can be rejected at a large significance level. It can be concluded that the average values of
the linearised calculated elasticities are not similar to those of a Cobb-Douglas function
which was expected due to the sensitivity of the problem.
As there are 3 known points for the given price inputs as seen for the example in Figure 5.2,
a differentiable quadratic approximation can be fitted to these data points. By differen-
tiating this equation it will determine the tangent value that can be compared to the
Cobb-Douglas. For the example demonstrated using the given quantities in (5.63), (5.68)
and (5.69) the MATLAB curve fitting tool returned the equation x2 = 1.2∗x21−2.7∗x1+1.9.
Differentiating and evaluating at the optimal x1 = 0.7388, the tangent was calculated as
ec = −0.8421 which gives the compensated own-price elasticity. This is comparable with
the compensated elasticity value given in (5.70). It would be ideal to use a smoothing
technique around the point of interest to obtain a better estimation when calculating
elasticity values. This could be done in future work.
5.2.2 Elasticity Estimation of data Generated from a Leontief
Utility
The elasticity values generated from a Leontief Utility function (1.21) demonstrate com-
modities that are perfect complements. Recall that the utility curves are given as right
angles where the consumer maximises utility by choosing the bundle located on the corner
point of the utility curve that is within their budget. The Leontief utility assumes that
commodities are perfect complements and doesn’t allow for substitution between com-
modities. The elasticity value should be |e| < 1.
The following example uses random price data to generate demand data from the CES
utility 1.22 with s = 0.1 which is seen in Figure 5.3. The elasticity estimation is carried out
in the same manner described above by solving the two LP’s, LP(B) and LP(P) with the
utility curve being the maximum utility value given for the chosen initial price data. The
optimum value x0 = (0.6745, 0.6651)
T is given by the green star with the new optimum
given from a decrease in commodity price p1 whilst remaining on a fixed utility and leav-
ing p2 unchanged is given by the orange circle. The optimum given from the decrease in
price of commodity price p2 whilst remaining on a fixed utility is given by the red plus sign.
Analogously the change in demand caused by an increase in commodity price p1 is shown
by the blue square along the utility curve and a decrease in commodity price p2 by the
black plus sign. The blue triangle represents the increase in quantity of both commodities
due to an increase in budget with the reversed blue triangle representing a decrease in
quantities when budget is decreased. The Leontief curves in Figure 5.3 are not strictly
right angles but do have slight curve around where the data is more clustered.
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Figure 5.3. Change in demand of perfectly complementary commodities with respect to a
substitution and income effect
The linearised elasticity values given for this examples are
e˜ =
(
e˜11 e˜12
e˜21 e˜22
)
=
(
−0.49583 −0.5209
−0.35842 −0.629990
)
. (5.73)
From (5.55) it is expected that the cross-price elasticity values for a Leontief utility are
negative and small, here |e˜| < 1 meaning that the elasticity for a commodity of this type
is relatively inelastic. The negative sign implies that the two commodities are consumed
jointly so that any increase in price p1 would also decrease the demand in x2 as well as
x1. Having said that it is likely that there are some numerical errors due to the curvature
of the utility around the clustered data region which is expected to be at right angles.
5.2.3 Elasticity Estimation of data Generated from a CES Util-
ity
Finally, the data obtained from a CES utility where commodities are considered to be
perfect substitutes were generated by the utility (1.22) with s = 10. Here the consumer
will happily substitute a commodity in cases when there is an increase in p1 they will
substitute for commodity x1 or if there is decrease in p1 they may consume less of com-
modity x2 and substitute with x1. It is expected that |e| > 1 and is not unusual for the
elasticity value to be large.
Figure 5.4 demonstrates the effects on demand that a change in price and income in the
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Figure 5.4. Change in demand of perfectly substitutable commodities with respect to a sub-
stitution and income effect
same way as the previous examples. Here many of the bundles lie x1 along the axis as the
consumer has allocated their entire budget to commodity x1. The utility curve is almost
a straight line and the optimal bundle x0 = (1.33155, 0.18521) is given by the green star.
The linearised elasticity approximation is
e˜ =
(
e˜11 e˜12
e˜21 e˜22
)
=
(
−3.84415 3.61168
16.80837 −22.1389
)
. (5.74)
From (5.54) it is expected that cross-price elasticity values for commodities that a perfect
substitutes are positive which agrees with the elasticity approximation in (5.74). Any
increase in price p1 would lead to an increase in consumption of x2 and vice versa.
5.3 An Application to Real Data
The Australian Bureau of Statistics (ABS) [59] conducts a Household expenditure survey
every four years with a summary of the expenditure for typical commodity baskets. More
detailed data is available for households which contains total household income and con-
sumption on commodities but the price data is not available at this level. The only data
that was readily available for use was the average consumption per city along with average
prices for the years Using this expenditure data from the for the years 1993-94, 1998-99
and 2003-04, the expenditure data was extracted for each state across four income groups.
From the lowest, second, third and highest income earners. The income and needs of the
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households have been taken into account in order to weight the needs of individuals in the
household. The expenditure of the household is weighted according to the type and age
of people occupying the household. Age, income and occupant numbers differ between
households which vary the demand and expenditure values across households. By equiv-
alising household expenditure the data ensures that expenditure is scaled to indicate how
much a householder needs to earn as to enjoy the same level of utility as other households
with a different number of occupants.
The initial example is using the food expenditure data which includes a subgroup of 22
commodities. The average retail price is known for this group of commodities and the
average expenditure on the food group for each state and territory.
Typical commodities that exhibit perfect substitutability are butter and margarine. Fig-
ure 5.5 demonstrate the utility curves for the two commodities with butter on the hori-
zontal axis and margarine on the vertical. The elasticity calculations estimations are
e˜ =
(
−25.77 25.80
15.74 −17.40
)
(5.75)
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Figure 5.5. Utility curves for butter and margarine consumption data
The butter and margarine are relatively elastic since the approximated elasticity value is
quite large. The own-price elasticities are both large and negative which implies that a
one percent increase in price of butter would lead to a relatively large decrease in demand
and the same for margarine. Also the cross-price elasticities are large and positive which
implies that a one percent increase in the price of butter will lead to a relatively large
increase in demand of margarine and vice versa. This is also confirmed in Figure 5.5
where the utility curves exhibit perfect substitutes.
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Whilst it’s not ideal to approximate elasticities on such small consumption data, under the
circumstances the elasticity estimation has proven to work quite well with the exception
of over estimating due to the linearisation process.
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6Conclusion
In this thesis a program of theory and algorithms has been provided whose purpose is to
fit utilities directly to raw consumer demand data. The data is not assumed to be without
error and hence consistent with the Generalised Axiom of revealed preference theory.
The problem of removing these inconsistencies in a way that distorts the real data in a
minimal fashion is addressed. This problem is attacked in several different ways. Via a
nonlinear least squares best fit method. By a search method for an optimal ordering that
tests how consistent the data is with the Generalised Axiom. The first approach leads
directly to a fitted Afriat utility while the second requires an additional method to take
the ordering and associated residual and produce a fitted utility. An algorithm is provided
to do this.
The main goal of this research is to provide a non-parametric method to fit elasticities to
raw consumption data. This is achieved via a sensitivity analysis of two linear programs.
One that is associated with the maximisation of an Afriat utility and the other associated
with the dual expenditure minimisation problem.
Further research in the following areas would improve the approaches developed so far.
There is room for the enhancement of the performance of the Nelder-Mead pattern search
method for finding an optimal ordering of the commodity bundles that verifies the Gen-
eralised Axioms with the addition of small residuals. This is seen as an important tool
as it allows one to test how sub-optimal the behaviour of the consumer is. Much has
been made of the failure of theses axioms to be verified in laboratory experiments. The
degree to which behaviour is sub-optimal has so far not been quantified and could lead
to a reappraisal of the revealed preference theory.
The fitting of elasticities was promising but shown to have a tendency to over estimate.
In retrospect this is not surprising. The approximation of gradients via chords for smooth
functions naturally leads to such over estimation. The use of smoothing techniques is
a very promising direction to improve these estimates and will be the subject of future
research.
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7Appendices
Appendix A: UMPEC Function File
function [phi, lambda, s, fval, eta, kappa, calcTime] = umpec(X_data,Xstar,norm_min)
%Depending on whether norm_min is 2, 1, or infty a different norm is used
%to minimise the residuals of the errors in data.
%The function takes a matrix X_data of size n X m
%of m-commodity bundles associated with m price vectors
%contained in the n X m matrix Xstar.
%The first columns in X_data and Xstar are special and viewed as the actual
%estimate of the current state of the economy x_0.
%The function returns the parameters in vector
%x =(phi, lambda, eta, kappa, s, residual)^T
%(since x is in-built variable in MATLAB) where
%(phi, lambda, s) determine the Afriat utility approximation:
%
% u(t)=min(phi + lambda.*(Xstar’*(repmat(t,1,m) - X_data - s)))
%
%and (s, residual) the errors in the commodity measurements
%and total residual. The vector, eta are the lagrange
%multipliers of the KKT conditions for the optimisation
%problem for maximising the Afriat utility subject to
%the first column vector in Xstar.
%
%The Afriat utility is fitted so that the current state of the economy
%(first column of X_data)is returned as the utility maximization problem
%subject to the current price vector (first column in Xstar).
%
% Solver for the U-MPEC optimisation problem
tic
% Get the dimensions of the data
[n, m] = size(Xstar);
%
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% Use various values as a starting point
% Always use s_1 =0 which must stay zero
% Form a long column vector for all but s which is a n X m matrix of column vectors
phi = ones(m,1);
lambda = ones(m,1);
eta=ones(m,1);
kappa = zeros(m,1);
s=zeros(n,m);
z=0;
tau=zeros(m*n-1,1);
gamma = 0;
%
%Optimise over a column vector (phi, lambda, eta, kappa, s, z)
%Form a long column vector from s and glue all variables into a long column vector x
starting_point = [phi; lambda; eta; kappa; s(:); z];
switch norm_min
case 1
starting_point=[starting_point ; tau ];
case Inf
starting_point=[starting_point ; tau ; gamma ];
end
%
%The method uses the following data of a_{ij}
a=zeros(m,m);
for i=1:m
a(i,:) = Xstar(:,i)’*(X_data-repmat(X_data(:,i),1,m));
a(i,i)=0;
end
%
% There are no linear inequality constraints if norm_min =2 so A and b are empty
A = [];
b = [];
if norm_min ~= 2
A = [ zeros(m*n-1,4*m+1) , eye(m*n-1), zeros(m*n-1,1) , -eye(m*n-1)];
tempA1 = [ zeros(m*n-1,4*m+1) , -eye(m*n-1), zeros(m*n-1,1), -eye(m*n-1)];
A= [A ; tempA1 ];
b = zeros(2*(m*n-1),1);
if norm_min == Inf
A = [A , zeros(2*(m*n-1),1)];
tempA2 = [ zeros(m*n-1, (n+4)*m+1) , eye(m*n-1), -ones(m*n-1,1)];
A = [A ; tempA2];
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b = [b ; zeros(m*n-1,1)];
end
end
%
% There are no linear equality constraints so Aeq and beq are empty
Aeq = [];
beq = [];
%
% Lower bounds (-Inf is used for variables without a lower bound)
%
% lb for phi lb for lambda lb for eta lb for kappa lb for s lb for z
lb = [-Inf*ones(m,1); ones(m,1); zeros(m,1); zeros(m,1); -X_data(:); -Inf];
%
if norm_min ~= 2
%Lower bound for tau
lb = [lb ; zeros(m*n-1,1)];
if norm_min == Inf
lb = [lb ; 0];
end
end
%
% Upper bounds
ub = [];
%
% Options
options = optimset(’GradObj’,’on’,’GradConstr’,’on’);
%
[x,fval,exitflag,output, mu] = fmincon(@(x) objective(x,Xstar,a,norm_min),...
starting_point,A,b,Aeq,beq,lb,ub,...
@(x) nonlcon(x,X_data,Xstar,a));
%
x=x(:);
% Extract from x the variables (phi, lambda, eta, kappa, s, z) where
% s is an n X m matrix with s_i in column i
phi = x(1:m);
phi=phi(:);
lambda = x(m+1:2*m);
lambda=lambda(:);
eta = x(2*m+1:3*m);
eta=eta(:);
kappa = x(3*m+1:4*m);
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kappa = kappa(:);
for i=1:m
s(:,i) = x(4*m+(i-1)*n+1:4*m+i*n);
end
toc
calcTime=toc;
%------------------------------------------------------------------------
function [objval, grad] = objective(x,Xstar,a,norm_min)
% Calculate the objective function for the U-MPEC optimisation problem.
[n, m] = size(Xstar);
%Expect m>1 as there are some slack variables to minimise
if m==1
warning(’Expect m>1 to ensure there are some slack variables s to minimise. \n’);
return
end
x=x(:);
switch norm_min
case 2
intial_s = 4*m+1;
final_s = 4*m+1+(m-1)*n;
initial_lambda=m+1;
final_lambda=2*m;
objval = sum(x(intial_s:final_s).^2)+sum(x(initial_lambda:final_lambda));
if nargout > 1 % fun called with two output arguments
% Compute the gradient evaluated at x for 2-norm
grad = [zeros(4*m,1); 2*x(intial_s:final_s) ; 0];
end
case 1
initial_tau = (n+4)*m+2;
final_tau = (2*n +4)*m;
objval = sum(x(initial_tau:final_tau));
if nargout > 1 % fun called with two output arguments
% Compute the gradient evaluated at x for one-norm
grad = [zeros((n+4)*m+2,1) ; ones(m*n-1,1)];
end
case Inf
objval = x(end);
if nargout > 1 % fun called with two output arguments
% Compute the gradient evaluated at x for infinity norm
grad = [zeros((2*n+4)*m,1); 1];
end
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end
%------------------------------------------------------------------------
function [c,ceq,GC,GCeq] = nonlcon(x,X_data,Xstar,a)
% Compute the value of the nonlinear constraints at (phi, lambda, eta, kappa, s, z)
x=x(:);
%Extract the values of
[n, m] = size(Xstar);
phi = x(1:m);
phi=phi(:);
lambda = x(m+1:2*m);
lambda=lambda(:);
eta = x(2*m+1:3*m);
eta=eta(:);
kappa = x(3*m+1:4*m);
s(1:n,1)=zeros(n,1);
for i=2:m
s(1:n,i) = x(4*m+(i-1)*n+1:4*m+i*n);
end
z=x((n+4)*m+1);
%
%Do repeated calculations once
b=zeros(m,m);
for i=1:m
for j=1:m
if i==j
b(i,i)=0;
continue
end
b(i,j) = Xstar(:,i)’*(s(:,j)-s(:,i));
end
end
for i=1:m
b0(i) = Xstar(:,i)’*s(:,i);
end
%
% Inequality constraints: c(phi, lambda, eta, kappa, s, z) <= 0
c = [eta.*kappa];
for i = 1:m
for j = 1:m
% Don’t generate constraint for i == j, since it amounts to 0 <= 0
if i == j
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continue
end
c = [c; phi(j) - phi(i) - lambda(i)*(a(i,j)+ b(i,j))];
end
end
%
% Equality constraints: ceq(phi, lambda, eta, kappa, s, t) = 0
ceq = [];
for i=1:n
ceq = [ceq; Xstar(i,1) - sum(eta’.*lambda’.*Xstar(i,:))];
end
%
for i = 1:m
c = [c; kappa(i) + z - phi(i) - lambda(i)*(a(i,1) - b0(i))];
end
%
if nargout > 2 % nonlcon called with 4 outputs
% Gradients of the inequalities
GC = [];
GC = [GC; [zeros(m,1) ; zeros(m,1) ; kappa; eta ; zeros(n*m,1) ; 0]];
for i = 1:m
for j = 1:m
% Don’t generate constraint for i == j, since it amounts to 0 <= 0
if i == j
continue
end
temp1 = zeros(m,1);
temp1(j) = 1;
temp1(i) = -1;
temp2 = zeros(m,1);
temp2(i) = -(a(i,j) + b(i,j));
temp3 = zeros(m*n,1);
temp3((i-1)*n+1:i*n) = -Xstar(:,i);
temp3((j-1)*n+1:j*n) = Xstar(:,i);
GC = [GC ; [temp1 ; temp2 ;zeros(2*m,1) ; temp3 ; 0 ]];
end
end
%
% Gradients of the equalities
GCeq = [];
for i=1:n
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GCeq = [GCeq ; [zeros(m,1); -(eta.*Xstar(i,:))’;
-(lambda.*Xstar(i,:))’; zeros((n+1)*m+1,1) ]];
end
for i=1:m
temp4 = zeros(m,1);
temp4(i) = 1;
temp5 = zeros(m,1);
temp5(i) = -(a(i,1) - b0(i));
temp6 = zeros(m*n,1);
temp6((i-1)*n+1,i*n) = Xstar(:,i);
GCeq = [GCeq ; [-temp4 ; temp5; zeros(m,1); temp4; temp6; 1]];
end
end % if nargout >2
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Appendix B: Afriat Function File
function [phi, lambda, s, obj_val, calcTime] = afriat(X_data,Xstar,obj_norm,GE)
Name = ’Afriat Utility’;
tic
%Get the dimensions of the data
[L, k] = size(Xstar);
x_opt = [];
f_opt = [];
IntVars = []; % Not restricting variables to be integers
%The function takes a matrix X_data of size L x k
%of k-commodity bundles associated with k price vectors of length L
%contained in the L x k matrix Xstar.
%The objective norm is either - ’two’
% - ’one’
% - ’inf’
%The function returns the parameters (phi, lambda, s) where
%(phi, lambda, s) determine the Afriat utility approximation:
%
% u(z)=min(phi + lambda.*(Xstar’*(repmat(z,1,k) - X_data - s)))
%
%and (s, residual) the errors in the commodity measurement
%and total residual.
% Solver for the optimization problem
%The variable x = [phi lambda s]
% Lower bounds (-Inf is used for variables without a lower bound)
% bound phi_0 to be the min utility (say 0) and restrict lambda > 0
% lb for phi lb for lambda lb for s
X_lbd = -X_data(:);
X_ubd = Inf*ones(k*L,1);
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if strcmp(GE,’yes’)
X_lbd(1:L) = zeros(L,1);
X_ubd(1:L) = zeros(L,1);
end
%x_L_restrict_phi = [0; -Inf*ones(k-1,1); ones(k,1); X_lbd ];
x_L_restrict_lambda = [-Inf*ones(k,1); ones(k,1); X_lbd ];
% There are no upper bounds on phi lambda or s
%x_U = [];
x_U = [Inf*ones(2*k,1); X_ubd];
%------------------------------------------------------------------------
%starting value for solution..
x0 = [ones(2*k,1); zeros(k*L,1)];
%x0 = [];
%-----------------------------------------------------------------------
%Set up data for the constraints that is held in a user passed variables
% Xstar_i*(X_data(j) - X_data(i))
a = zeros(k,k);
for i = 1:k
a(i,:) = Xstar(:,i)’*(X_data-repmat(X_data(:,i),1,k));
a(i,i) = 0;
end
%------------------------------------------------------------------------
% Do not want to perturb budget ie. <p_i,s_i> = 0.
A_phi_lambda_cons=zeros(k,2*k);
A_s_cons = zeros(k,L*k);
for i = 1:k
G=zeros(1,k);
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G(i) = 1;
A_s_cons(i,:)=kron(G,Xstar(:,i)’);
end
A = [A_phi_lambda_cons,A_s_cons];
b_U = zeros(k,1);
b_L = b_U;
%------------------------------------------------------------------------
% Set up upper and lower bounds on constraints
c_U = zeros(k*(k-1),1);
c_L = []; %-Inf(k*(k-1),1) ?
%------------------------------------------------------------------------
%Set up Jacobian structure
index= 0;
ConsPattern = zeros(k*(2+L-1),k*(2+L));
for i = 1:k
for j = 1:k
if i==j
continue
end
index = index + 1;
ConsPattern(index,:) = zeros(1,k*(2+L));
ConsPattern(index,i) = 1;
ConsPattern(index,j) = 1;
ConsPattern(index, k+i) = 1;
ConsPattern(index, 2*k+(i-1)*L+1:2*k+i*L) = ones(1,L)’;
ConsPattern(index, 2*k+(j-1)*L+1:2*k+j*L) = ones(1,L)’;
end
end
%------------------------------------------------------------------------
%Set Objective Hessian pattern
HessPattern_f = [zeros(2*k,k*(2+L));zeros(k*L,2*k),eye(k*L,k*L)];
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%------------------------------------------------------------------------
%Set Constraint Hessian pattern
d2cPattern = zeros(k*(2+L),k*(2+L));
d2cPattern(2*k+1:k*(2+L),k+1:2*k) = ones(k*L,k);
d2cPattern(k+1:2*k,2*k+1:k*(2+L)) = ones(k,k*L);
%------------------------------------------------------------------------
%Pattern of Lagrangian hessian
d2LPattern = HessPattern_f + d2cPattern;
%------------------------------------------------------------------------
pSepFunc = [];
fLowBnd = 0;
Prob = conAssign(’afriat_f’, ’afriat_g’, ’afriat_H’, HessPattern_f,...
x_L_restrict_lambda, x_U, Name, x0, pSepFunc, fLowBnd,...
A, b_L, b_U, ’afriat_c’, ’afriat_dc’, ’afriat_d2c’, ...
ConsPattern,c_L, c_U, [], [], f_opt, x_opt);
%Prob.LargeScale = 1;
Prob.d2cPattern = d2cPattern;
Prob.d2LPattern = d2LPattern;
Prob.user.Xstar = Xstar;
Prob.user.Xdata = X_data;
Prob.user.a = a;
Prob.user.obj_norm = obj_norm;
Result.constrainphi = tomRun(’knitro’, Prob, 1);
%Result_constrainlambda = tomRun(’conopt’, Prob_Afriat_lambda, 1);
% Get out the results for phi, lambda and s
phi = Result.constrainphi.x_k(1:k);
lambda = Result.constrainphi.x_k(k+1:2*k);
sphicol = Result.constrainphi.x_k(2*k+1:k*(2+L));
for i=1:k
s(:,i) = sphicol((i-1)*L+1:i*L);
end
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%------------------------------------------------------------------------
%Check if all constraints are satisfied
b = slacks_dot_prices(Result.constrainphi.x_k,Prob);
c=zeros(k*(k-1),1);
index = 0;
for i = 1:k
for j = 1:k
% Don’t generate constraint for i == j, since it amounts to 0 <= 0
if i == j
continue
end
index = index + 1;
c(index) = phi(j) - phi(i) - lambda(i)*(a(i,j)+ b(i,j));
end
end
max(c)
% L-2 norm
if strcmp(obj_norm,’two’)
obj_val = sum(sum(abs(s.^2)));
%L-1 norm
end
if strcmp(obj_norm,’one’)
obj_val = sum(sum(abs(s)));
end
check_slacks_zero = sum(Xstar.*s);
check_budget = sum(Xstar.*(X_data+s));
toc
calcTime=toc;
%------------------------------------------------------------------------
% afriat_c - nonlinear constraint vector for Afriat objective function
% The nonlinear constraints consist of lambda and s.
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% lambda_i*[Xstar_i*(X_data_j - X_data_i) + Xstar_i*(s_j - s_i)]
function c = afriat_c(x, Prob)
Xstar = Prob.user.Xstar;
a = Prob.user.a;
[L,k] = size(Xstar);
phi = x(1:k);
lambda = x(k+1:2*k);
b = slacks_dot_prices(x,Prob);
c=zeros(k*(k-1),1);
index = 0;
for i = 1:k
for j = 1:k
% Don’t generate constraint for i == j, since it amounts to 0 <= 0
if i == j
continue
end
index = index + 1;
c(index) = phi(j) - phi(i) - lambda(i)*(a(i,j)+ b(i,j));
end
end
% function d2c = afriat_d2c(x, lam, Prob)
%d2c - The second part of the Hessian to the Lagrangian function for the
% nonlinear constraints for the Afriat best fit problem
%
% lam’ * d2c(x)
%
% in
%
% L(x,lam) = f(x) - lam’ * c(x)
% d2L(x,lam) = d2f(x) - lam’ * d2c(x)
%------------------------------------------------------------------------
function d2c = afriat_d2c(x, lam, Prob)
Xstar = Prob.user.Xstar;
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[L,k] = size(Xstar);
index=0;
d2c = zeros(k*(2+L),k*(2+L));
for i = 1:k
for j = 1:k
if i==j
continue
end
index = index +1;
Q2 = zeros(k*(2+L),k*(2+L));
Q2(k+i,(k+(i-1)*L+1):(k+i*L)) = Xstar(:,i)’;
Q2(k+i,(k+(j-1)*L+1):(k+j*L)) = -Xstar(:,i)’;
Q2 = Q2 + Q2’;
d2c = d2c + lam(index)*Q2;
end
end
end
%------------------------------------------------------------------------
% afriat_dc - nonlinear constraint gradient matrix
%
function dc = afriat_dc(x, Prob)
% One row for each constraint, one column for each variable.
Xstar = Prob.user.Xstar;
a = Prob.user.a;
b = slacks_dot_prices(x,Prob);
[L,k] = size(Xstar);
lambda = x(k+1:2*k);
index= 0;
dc = zeros(k*(k-1),k*(2+L));
for i = 1:k
for j = 1:k
if i==j
continue
end
index = index + 1;
dc(index,:) = zeros(1,k*(2+L));
Appendix B: Afriat Function File 157
dc(index,i) = -1;
dc(index,j) = 1;
dc(index, k+i) = -a(i,j) - b(i,j);
dc(index, 2*k+(i-1)*L+1:2*k+i*L) = lambda(i)*Xstar(:,i)’;
dc(index, 2*k+(j-1)*L+1:2*k+j*L) = -lambda(i)*Xstar(:,i)’;
end
end
%------------------------------------------------------------------------
% rbb_f - function value for Afriat objective function
%
function f = afriat_f(x, Prob)
% Quadratic Objective Function contains only s_i’s
% In x there 3 unknowns in phi (kx1), lambda (kx1) and s (k*Lx1)
Xstar = Prob.user.Xstar;
obj_norm = Prob.user.obj_norm;
[L,k] = size(Xstar);
intial_s = 2*k+1;
final_s = k*(L+2);
lambda = x(k+1:2*k);
slacks = x(intial_s:final_s);
% L-2 norm
if strcmp(obj_norm,’two’)
f = norm(slacks,2)+sum(lambda);
%L-1 norm
end
if strcmp(obj_norm,’one’)
f = norm(slacks,1)+sum(lambda);
end
%L-inf norm
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if strcmp(obj_norm,’inf’)
f = norm(slacks,inf)+sum(lambda);
end
%------------------------------------------------------------------------
% afriat_g - gradient vector for Objective function
%
function g = afriat_g(x, Prob)
% Gradient of Quadratic Objective Function contains only s_i’s
% In x we have 3 unknowns in phi (kx1), lambda (kx1) and s (k*Lx1)
Xstar = Prob.user.Xstar;
[L,k] = size(Xstar);
intial_s = 2*k+1;
final_s = k*(L+2);
g = [zeros(k,1); ones(k,1); 2*x(intial_s:final_s)];
%------------------------------------------------------------------------
% rbb_H - Hessian matrix for Afriat objective function
%
function H = afriat_H(x, Prob)
% Gradient of Quadratic Objective Function contains only s_i’s
% In x we have 3 unknowns in phi (kx1), lambda (kx1) and s (k*Lx1)
Xstar = Prob.user.Xstar;
[L,k] = size(Xstar);
H = 2*[zeros(2*k,k*(2+L));zeros(k*L,2*k),eye(k*L,k*L)];
H = sparse(H);
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Appendix C: Nelder-Mead Pattern Search Function
File
function [sol, x_sol, eval, order, numfunc, elapsedTime, final_residuals,...
cost, check_A_matrix, orderall, Hist] = ...
neldermead_positivebasis(X_data, Xstar, rad, max_steps,...
cost_type, tol1, tol, tag, tag2)
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%Do a pattern search within the positive ornathant i.e. f is a function of
%the moved X_data_new values
% Input: X_data - is the input raw sample that needs to be GARPed
% Xstar - is the associated price data
% rad - the initial radius of the initial simplex
% max_steps - maximum number of iterations used in pattern search
% cost_type - can be ’magnitude’ (sum of abs(residuals)), ’price’
% (sum of Xstar.*abs(residuals)) or ’square’
% (sum(residuals).^2)
% tol1 - the small perturbation to the right hand side of residual
% minimization
% tol - accuracy of calculation and stopping criteria tol1 << tol
% tag - Can take the string values ’linprog’, ’IP_cplex’ and ’IP_FP’
% and is used to determine the methods use to get a order before
% residual minimization in residual_cost.m. FP refers to an
% IP heuristic call the Feasibiliy Pump which only tries to
% find a feasible sub-optimal IP solution.
% Cplex indicates an optimal IP solution is sought. Linprog
% means a greedy method is only used.
% tag2 - Can be set to 1 if extra reshaping of a degenerate simplex
% is required, 0 if some effort is done to do so and -1 if
% this is not to be done.
%Usage:%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%i.e. [sol, x_sol, eval, order, numfunc, elapsedTime, final_residuals, cost,...
% check_A_matrix, orderall, Hist] = ...
% neldermead_positivebasis(X_data,Xstar, 0.1, 1000, ’price’,...
% 10^(-8), 10^(-3), ’linprog’, 0);
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Output: sol - solution vector
% x_sol - the value generated by the residual_cost function
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% order - the "optimal" ordering
% eval - function value at sol
% numfunc - number of function evaluations
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
tic
Hist = [];
numfunc = 0;
[L,k] = size(X_data);
xbar = X_data(:);
n=length(xbar);
simplexNo = [1,1];
orderall = zeros(k,k+1);
residualsall = cell(1,n+2);
% Initialize Simplex
if nargin <5
max_steps = 15000;
end
if nargin <4
rad = 0.1;
end
if nargin < 9
tag2 = 0;
end
x=simplex(’random’,xbar,rad);
%Form first simplex around xbar
d=ones(n,1);
[x diam v Sdet norm_max, simplexNo] =...
getSimplex(’qr_new’, xbar, rad, x, d, tol, simplexNo);
[y(:,1:n+1) , x, orderall(:,1:n+1)] = ...
fevaluate(x(:,1:n+1), L, k, X_data, Xstar, cost_type, tol1, tol, tag, 0);
numfunc=numfunc+n+1;
[y,r]=sort(y);
x=x(:,r);
iter_no = 0;
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eps_tol = min(diam^(1.5),tol);
happy =1;
while abs(min(y)) > max(tol1,tol) && diam > max(tol1,tol) && iter_no <= max_steps
iter_no = iter_no +1;
xbar = mean(x(:,1:n),2);
xh = x(:,n+1);
xr = matrix_max(2*xbar - xh,tol);
[yr, xr, orderr] = ...
fevaluate(xr, L, k, X_data, Xstar, cost_type, tol1, tol, tag, 0);
numfunc=numfunc+1;
if yr < y(n)
if yr < y(1)
xe = matrix_max(3*xbar - 2*xh,max(tol1,tol));
[ye, xe, ordere] = ...
fevaluate(xe, L, k, X_data, Xstar, cost_type, tol1, tol, tag, 0);
numfunc=numfunc+1;
if (ye < yr) && (ye < y(n+1) - eps_tol)
x(:,n+1) = xe; y(n+1) = ye; orderall(:,n+1)=ordere;
happy =1;
elseif yr < y(n+1) - eps_tol
x(:,n+1) = xr; y(n+1) = yr; orderall(:,n+1) = orderr;
happy =1;
else
happy =0;
end
elseif yr < y(n+1) - eps_tol
x(:,n+1) = xr; y(n+1) = yr; orderall(:,n+1) = orderr;
happy =1;
else
happy = 0;
end
else
if yr < y(n+1) - eps_tol
xoc = matrix_max(1.5*xbar - 0.5*xh,max(tol1,tol));
[yoc, xoc, orderoc] = ...
fevaluate(xoc, L, k, X_data, Xstar, cost_type, tol1, tol, tag, 0);
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numfunc=numfunc+1;
if yoc < yr
x(:,n+1) = xoc; y(n+1) = yoc; orderall(:,n+1) = orderoc;
happy =1;
else
temp1 = y(1);
temp2 = x(:,1);
for j1 = 2:n+1
x(:,j1) = matrix_max(0.5*x(:,1)+0.5*x(:,j1),max(tol1,tol));
end
[y(:,1:n+1), x, orderall(:,1:n+1)] = ...
fevaluate(x(:,1:n+1),L,k,X_data,Xstar,cost_type,tol1,tol,tag,0);
y(1) = temp1;
x(:,1) = temp2;
happy =1;
end
else
xic = 0.5*xbar + 0.5*xh;
[yic, xic, orderic] = ...
fevaluate(xic, L, k, X_data, Xstar, cost_type, tol1, tol, tag, 0);
numfunc=numfunc+1;
if yic < y(n+1) - eps_tol
x(:,n+1) = xic; y(n+1) = yic; orderall(:,n+1) = orderic;
happy =1;
else
happy = 0;
end
end
end
if happy ==0 %form a minimal frame to see if it is a quasi-minimal point
[diam basis] = Sdiam(x);
temp = sum(basis(:,1:n));
if (tag2 == 1 || tag2 == 0) && (norm(temp,2) < max(tol1,tol)
x1=x(:,1);
d = d/2;
diam = diam/2;
[x diam v Sdet norm_max, simplexNo] =...
getSimplex(’qr_derived’, x1, diam, x, d, max(tol1,tol),simplexNo,tag2);
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x(:,1) = x1;
else
x(:,n+2) = x(:,1) - diam*(temp(:)/norm(temp,2));
[y(n+2), x(:,n+2), ordernplus2] = ...
fevaluate(x(:,n+2),L,k,X_data,Xstar, cost_type,tol1,tol,tag,0);
numfunc = numfunc + 1;
if y(n+2) < y(n+1) - eps_tol
x(:,n+1) = x(:,n+2); y(n+1) = y(n+2);
orderall(:,n+1) = ordernplus2;
x(:,n+2)=[];
y(n+2)=[];
ordernplus2 = [];
else
for j1 = 2:n+1
x(:,j1) = 0.5*x(:,1)+0.5*x(:,j1);
[y(j1), x(:,j1), orderall(:,j1)] = ...
fevaluate(x(:,j1),L,k,X_data,Xstar,cost_type,tol1,tol,tag,0);
numfunc=numfunc+1;
end
x(:,n+2)=[];
y(n+2)=[];
end
end
end
[y,r] = sort(y);
x = x(:,r);
orderall = orderall(:,r);
order = orderall(:,1);
if abs(y(1)) < max(tol1,tol)
fprintf(’Data is GARPed at this point\n’);
pause
end
diam = Sdiam(x);
if happy
eps_tol = max(min(2*eps_tol, max(tol1,tol)*diam^(1.5)),min(tol1,tol));
happy_old = happy;
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else
eps_tol = max(min(eps_tol/2, max(tol1,tol)*diam^(1.5)),min(tol1,tol));
happy_old = happy;
happy = 1;
end
%Some diagnostics
Hist = [Hist; iter_no, diam, happy_old, y(1), order(:)’];
end
temp1 = x(:,1);
[eval, temp, order, final_residuals, check_A_matrix] = ...
fevaluate(x(:,1), L, k, X_data, Xstar, cost_type, tol1, tol, tag, 0);
numfunc=numfunc+1;
if eval == Inf
fprintf(’The last LP has returned infeasible?\n’)
end
temp2 = temp(:,1);
sol = zeros(L,k);
x_sol = zeros(L,k);
p=0;
for J=1:k
for II=1:L
p=p+1;
sol(II,J) = temp1(p);
x_sol(II,J) = temp2(p);
end
end
X_new_res = X_data + final_residuals;
cost = residual_costs(final_residuals,Xstar);
toc
elapsedTime=toc;
[GARP_true, GARP_zero] = check_GARP(check_A_matrix, min(tol1,tol));
if GARP_true && GARP_zero
[residuals_new,X_data_res_fixed,check_A_matrix] = ...
residual_matrix(X_data_res,Xstar(:,order),cost_type, tol1,tol, 1);
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final_residuals = Invers_perm(X_data_res_fixed - X_data(:,order),order);
cost = residual_costs(final_residuals,Xstar);
end
function cost = residual_costs(residuals,Xstar)
[L,k]=size(Xstar);
switch cost_type
case ’price’
cost = sum(sum(Xstar.*abs(residuals)));
case ’magnitude’
cost = sum(sum(abs(residuals)));
case ’square’
cost = sum(sum(abs(residuals.^2)));
end
end
function residuals_new = Invers_perm(residual, order)
k = size(residual,2);
Per_maxtrix = zeros(k,k);
for I=1:k
Per_maxtrix(I,order(I)) = 1;
end
Inv_order = Per_maxtrix’*(1:k)’;
residuals_new = residual(:,Inv_order);
end
end
%------------------------------------------------------------------------
function [s SimpDiam v Sdet norm_max, sNo] = ...
getSimplex(type, x, h, s, d, tol, sNo, tag2)
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% The code shapes an othogonal simplex from the previous simplex
% plus an additional ’preferred’ direction d. This direction d might be
% the negative approximate gradient. The simplex vertices are placed
% around x and the remain inside the positive ornathant. When the option
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% ’gr_derived’ is used then this direction d is placed along the
% first side of the new simplex. If the option ’qr_new’ is used
% we start this process with an ijk type simplex.
% Both methods iteratively rotate input
% simplices by pi/4 around each axis to change orientations in
% order to avoid an overly patterned search.
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Code developed by Andrew Eberhard
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Input: type - (’qr_derived’ or ’qr_new’)
% x - the current base point (s_1 of the simplex)
% h - the maximal length of a side of a simplex
% s - the last simplex used
% d - preferred search direction
% tol - stopping tolerance
% sNo - count associated with rotations of the simplex around
% a cycle of axis.
% tag2 - 1 corresponds to extra reshaping of the
% simplex 0 otherwise
% Output: s - new simples
% SimpDiam - the diameter of the new simplex
% v - the simplex with s_1(=x) translated to the origin
% Sdet - the det of the matrix defined by v
% Norm_max - the longest size of S (or v)
% sNo the next row and column we use in the next rotation matrix
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
n = length(x);
x=x(:);
switch type
case ’qr_derived’
s = simplex(’hh’, s);
[SimpDiam v Sdet norm_max] = Sdiam(s);
if isequalwithequalnans(SimpDiam, NaN) || norm_max == 0
s = simplex(’mat’, s);
[SimpDiam v Sdet norm_max] = Sdiam(s);
end
%Generate new simplex with d on first side
if norm_max ~= 0
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s = [x , 0.9*(norm(d,2)/norm_max)*v(:,1:n) + repmat(x,1,n)];
s = simplex(’qr’, [s(:,1:n), x - d(:)]);
s = matrix_max(s,tol);
[SimpDiam v Sdet] = Sdiam(s);
end
if tag2 == 1 && abs(Sdet) <= min(h^n,h/1000)
%If the simplex has collapsed we reshape
s = simplex(’ijk’, s, 1);
[s, sNo] = rotateSimplex(s, sNo);
s = [x , 0.9*(norm(d,2)/norm_max)*v(:,1:n) + repmat(x,1,n)];
s = simplex(’qr’, [s(:,1:n), x - d(:)]);
[SimpDiam v Sdet] = Sdiam(s);
%If the simplex has still collapsed we reshape again (in despair)
if abs(Sdet) <= min(h^n,h/1000)
s = simplex(’ijk’, x, h);
[s, sNo] = rotateSimplex(s, sNo);
s = matrix_max(s,tol);
[SimpDiam v Sdet] = Sdiam(s); norm_max=h;
end
end
case ’qr_new’
%Now we need a totally new simplex
%Firt try to generate new simplex with -gJ_lambda on first side
%If the simplex has collapsed we reshape
s = simplex(’ijk’, x, h);
[s, sNo] = rotateSimplex(s, sNo);
[SimpDiam v Sdet] = Sdiam(s); norm_max=h;
norm_d=norm(d,2);
if norm_d > tol
s = [x , 0.9*(1/norm_d).*v(:,1:n) + repmat(x,1,n)];
s = simplex(’qr’, [s(:,1:n), x - h*d(:)/norm_d]);
s = matrix_max(s,tol);
[SimpDiam v Sdet] = Sdiam(s);
end
end
%------------------------------------------------------------------------
function [diam basis Sdet norm_max] = Sdiam(s)
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
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% Returns the simplex diameter and basis vectors formed
% from the sides of the simplex, the determinant and
% the maximum length of the basis vectors (simplex sides).
% Input: s the vertices of a simplex
% Output: diam - the diameter of the simplex
% basis - the set of sides translating s_1 to the origin
% Sdet - The determinant of the basis matrix
% norm_max - the maximal length of the basis set
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
n=length(s(:,1));
basis = s(:,2:n+1) - repmat(s(:,1),1,n);
Sdet = det(basis);
d = 0;
norm_max = 0;
for k=1:n
b=norm(basis(:,k),2);
norm_max = max(norm_max,b);
d = d + b;
end
diam = d/n;
%------------------------------------------------------------------------
function v = simplex(type,x,b)
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% SIMPLEX generates a matrix whose columns are the vertices
% of an orthogonal simplex with root-vertex x.
%
% v = simplex(type, x, b)
%
% Input type, x the root vertex and b a scaling factor.
% Returns a simplex vertices with maximal side length of 1
% Where type is either:
% mat = Matlab’s method based on initial vertex x
% qr = QR decomposition of basis b about initial vertex x
% ijk = orth. reg. simplex about x
% hh = orth. simplex about x which is the orth. complement of -b
% random = uses rand function to generate simplex
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
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if nargin < 2,
error(’Insufficient information supplied’)
end
% initialise
n = size(x,1);
if n ==1
x = x(:);
n = length(x);
end
v = zeros(n,n+1);
v(:,1) = x(:,1);
switch type
case ’mat’
usual_delta = 0.05;
zero_term_delta = 0.00025;
for j = 1:n
y = x(:,1);
if y(j) ~= 0
y(j) = (1 + usual_delta)*y(j);
else
y(j) = zero_term_delta;
end
v(:,j+1) = y;
end
case ’ijk’
% create a regular orthogonal simplex
b = b*ones(1,n);
% create an orthogonal simplex using side_lengths
% check there are no zero lengths
for j = 1:n
y = x(:,1);
y(j) = y(j) + b(j);
v(:,j+1) = y;
end
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case ’hh’
% create a simplex about x(:,1) with orthogonal
% decomposition from vector -b
% sum of orthogonal decomposition vectors = -b
% given a simplex, find the longest basis vector
[basis basis_lengths] = frame(’pb’,x);
j = find(basis_lengths(1:n) == max(basis_lengths(1:n)));
j = j(1);
bl = basis(:,j);
% calculate the orthogonal decomposition, vectors sum to -b
basis_orth = hh(bl);
% create the new simplex
for j = 1:n
v(:,j+1) = v(:,1) + basis_orth(:,j);
end
case ’qr’
%create simplex about x(:,1) using QR decomposition
% of basis vectors for simplex x
% get the basis vectors for the current simplex
[basis basis_lengths] = frame(’pb’,x);
% order basis vectors according to length of first
% n basis vectors
[sorted_lengths, j] = sort(basis_lengths(1:n));
%get in descending order
j = fliplr(j);
basis = basis(:,j);
% find QR decomposition of the ordered basis vectors
[Q R] = qr(basis);
% setup new length criteria
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d = diag(R);
davg = sum(abs(d)) / n;
sign_d = sign(0.5 +sign(d));
d_new = sign_d .* max(abs(d), davg/10);
D = diag(d_new);
% calculate new basis vectors
basis = Q*D;
% create new simplex about x(:,1)
% new simplex is x(:,1) and x(:,1) + basis(:,j) for j=1..n
for j = 1:n
v(:,j+1) = v(:,1) + basis(:,j);
end
case ’random’
v(:,1)=x(:,1);
v(:,2:n+1)=x(:,1)*ones(1,n)+b*eye(n,n);
otherwise
error(’An unknown simplex type has been used here’)
end
function [F,G] = frame(type,v,h)
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% The output from frame is determined by the type of
% information required.
% Code developed by David Byatt in his 2000 thesis
% Convergent variants of the Nelder-Mead Algorithm
% University of Canterbury, NZ.
%
% v is a matrix whose columns represent the vertices of
% the simplex frame, h is a scale factor and type is either:
% l = returns the n side lengths for the simplex v, scaled by h
% f = complete the frame for the current simplex where the length
% of the new frame point is scaled by h
% pb = return the n+1 positive basis vectors and their lengths
% sh = shrink the current frame v towards v(:,1) by the scale factor h
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
if nargin < 2,
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error(’Incorrect number of input arguments’),
end
% dimension
n = size(v,1);
if nargin == 2,
h = 1;
end
% initialise
vectors = zeros(n,n+2);
lengths = zeros(1,n+2);
G = [];
switch type
case ’f’
% return the completed frame
vectors(:,1:n+1) = v;
vectors(:,n+1) = (1 + h)*v(:,1) - h/n * sum(v(:,2:n+1),2);
F = vectors;
case ’sh’
if size(v,2) ~= n+1,
error(’The input frame has the wrong dimensions.’);
end
% shrink the current frame towards v(:,1) by h
vectors(:,1) = v(:,1);
for j = 2:n+1,
vectors(:,j) = v(:,1) + h*(v(:,j) - v(:,1));
end
if vectors == v
% changes are beyond machine precision
vectors(:,2:n+2) = vectors(:,ones(1,n+1));
end
F = vectors;
otherwise
for j = 1:n,
vectors(:,j) = (v(:,j+1) - v(:,1)) / h;
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lengths(:,j) = norm(vectors(:,j));
end
switch type
case ’pb’
vectors(:,n+1) = -sum(vectors(:,1:n), 2) / n;
lengths(:,n+1) = norm(vectors(:,n+1));
F = vectors(:,1:n+1);
G = lengths(:,1:n+1);
case ’l’
F = lengths(1:n);
otherwise
error(’An unknown frame argument has been used’)
end
end
end
function B = hh(b)
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%For a given vector b, B = HH(b) returns a matrix B
% whose columns are orthogonal and sum(B:,i)) = -b
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
n = length(b);
t = norm(b)/sqrt(n)*sign(sign(b(1)+.5));
v = b + t;
B = t*(eye(n)-((2/(v’*v))*v)*v’);
end
end
%------------------------------------------------------------------------
function [y, x_new, order, residuals, check_A_matrix] = ...
fevaluate(x, L, k, X_data, Xstar, cost_type, tol1, tol, tag1, tag2)
q = size(x,2);
x_new = [];
y = [];
order = [];
for K=1:q
p=0;
X = zeros(L,k);
for J=1:k
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for I=1:L
p=p+1;
X(I,J) = x(p,K);
end
end
[y_new, X_new_res, order1, residuals, check_A_matrix] = ...
residual_cost(X, X_data, Xstar, cost_type, tol1, tol, tag1, tag2);
x_new = [x_new, X_new_res(:)];
y = [y, y_new];
order = [order, order1];
end
end
function [cost, X_new_res, order, residuals, check_A_matrix] = ...
residual_cost(X, X_data, Xstar, cost_type, tol1, tol2, tag1, tag2)
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% This calculates the best weighted residual starting form a base data set
% X_res. This required an attempt for force reordering and run a an LP to
% find these.
% Inputs:
% X - the current base point we are evaluating
% X_data - the original data
% Xstar - The original price vectors
% cost_type - can be ’price’ or ’magnitude’ or ’square’
% tol1 - the tolerance used in the residuals constraint
% tol2 - the tolerance of the calculations
% tag - Can take the string values ’linprog’, ’IP_cplex’ and ’IP_FP’
% and is used to determine the methods use to get a order before
% residual minimization. FP refers to an IP heuristic call the
% Feasibiliy Pump which only tries to find a feasible sub-optimal IP
% solution. Cplex indicates an optimal IP solution is sought. Linprog
% means a greedy method is only used.
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Outputs:
% cost - the cost or GARPing the data from the base point X
% X_new_res - the point to which we have to move X to in or to get
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% the data GARPed at least cost
% order - the reorder we have to use to get to the GARPed data X_new_res
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%Try a greedy approach first
[new_A_matrix, new_order_X_data, new_order_Xstar, new_order] = reorder_A(X,Xstar);
[GARP_true, GARP_zero] = check_GARP(new_A_matrix, min(tol1,tol2));
if GARP_true
if ~GARP_zero
residuals_new = ...
Invers_perm(new_order_X_data-X_data(:,new_order), new_order);
X_new_res = X_data + residuals_new;
order = new_order;
cost = residual_costs(residuals_new, Xstar);
residuals = residuals_new;
return
else
[residuals_X, X_data_res, A_matrix] = ...
residual_matrix(new_order_X_data, new_order_Xstar,...
cost_type, tol1, tol2,tag2);
residuals_new = ...
Invers_perm(X_data_res - X_data(:,new_order), new_order);
X_new_res = X_data + residuals_new;
order = new_order;
cost = residual_costs(residuals_new, Xstar);
[GARP_true, GARP_zero] = check_GARP(A_matrix, min(tol1,tol2));
if GARP_true && ~GARP_zero
return
end
end
end
%Find the new residuals that GARP the data in the current order
[residuals_X, X_data_res, check_A_matrix] = ...
residual_matrix(new_order_X_data, new_order_Xstar, cost_type, tol1,tol2, tag2);
[GARP_true, GARP_zero] = check_GARP(check_A_matrix, min(tol1,tol2));
if GARP_true && GARP_zero
[residuals_X, X_data_res, check_A_matrix] = ...
residual_matrix(X_data_res, new_order_Xstar, cost_type, tol1,tol2, tag2);
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residuals_new = Invers_perm(X_data_res - X_data(:,new_order), new_order);
cost1 = residual_costs(residuals_new, Xstar);
else
residuals_new = Invers_perm(X_data_res - X_data(:,new_order), new_order);
cost1 = residual_costs(residuals_new, Xstar);
end
if strcmp(tag1,’linprog’)
cost = cost1;
X_new_res = X_data + residuals_new;
order = new_order;
residuals = residuals_new;
return
end
% Now try and obtain a new permutation by penalising the current reorder
[M,permutation,X_data_perm,Xstar_perm,perm_order,success] = ...
permutation_matrix(X_data + residuals_new, Xstar, new_order,tag);
if (success & perm_order ~= new_order)
[residuals2, X_data_res, cost_res] = ...
residual_matrix(X_data_perm, Xstar_perm, cost_type, tol1, tol2, tag2);
%X_data_res = X_data_perm + residuals2;
residuals_new2 = Invers_perm(X_data_res - X_data(:,perm_order), perm_order);
cost2 = residual_costs(residuals_new2, Xstar);
if cost2 < cost1
cost = cost2;
residuals = residuals_new2;
order = perm_order;
else
cost = cost1;
order = new_order;
residuals = residuals_new;
end
else
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cost = cost1;
order = new_order;
residuals = residuals_new;
end
X_new_res = X_data + residuals;
function residuals_new = Invers_perm(residual, order)
k = size(residual,2);
Per_maxtrix = zeros(k,k);
for I=1:k
Per_maxtrix(I,order(I)) = 1;
end
Inv_order = Per_maxtrix’*(1:k)’;
residuals_new = residual(:,Inv_order);
end
function cost = residual_costs(residuals,Xstar)
[L,k]=size(Xstar);
switch cost_type
case ’price’
cost = sum(sum(Xstar.*abs(residuals)));
case ’magnitude’
cost = sum(sum(abs(residuals)));
case ’square’
cost = sum(sum(abs(residuals.^2)));
end
end
end
Appendix C1: Cost Minimisation LP/QP
function [residuals,X_data_res,check_A_matrix, cost] = ...
residual_matrix(X_data,Xstar,cost_type, tol1, tol2, tag)
name = ’Residuals in lower triangle of preference matrix’;
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[L,k]=size(Xstar);
A_matrix = preference_matrix(X_data,Xstar);
if strcmp(cost_type,’magnitude’)
%Objective function min r_i^+ + r_i^-
%where r_i = r_i^+ - r_i^- and r_i^+, r_i^- >= 0
F =zeros(2*L*k,2*L*k);
c = ones(2*L*k,1);
end
if strcmp(cost_type,’price’)
%Objective function min <p_i, r_i^+ + r_i^- >
F =zeros(2*L*k,2*L*k);
c = repmat(Xstar,L,1);
c = c(:);
end
if strcmp(cost_type,’square’)
%Objective function min sum (r_i)^2
F = 2*eye(2*L*k);
c = zeros(2*L*k,1);
end
%-------------------------------------------------------------------------
index = 1;
Ap = zeros(k*(k-1)/2,2*k*L);
b_AU = [];
b_AL = [];
i_mat = [-1, 1];
j_mat = [ 1,-1];
%set up constraints
% -<p_i,r_j - r_i> <= <p_i,x_j - x_i>
for i = 1:k
for j = 1:i
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if i ~= j
Ap(index,2*(j-1)*L+1:2*j*L) = kron(j_mat,Xstar(:,i)’);
% -<p^i,r_+^i - r_-^i>
Ap(index,2*(i-1)*L+1:2*i*L) = kron(i_mat,Xstar(:,i)’);
% if i > j
b_AL(index) = -A_matrix(i,j) + max(tol1,tol2);
b_AU(index) = Inf;
index = index + 1;
% end
end
end
end
if tag==1
for i = 1:k
for j = 1:i
if abs(A_matrix(i,j)) <= min(tol1,tol2) && A_matrix(j,i)< 0
Ap(index,2*(i-1)*L+1:2*i*L) = kron(j_mat,Xstar(:,j)’);
% -<p^i,r_+^i - r_-^i>
Ap(index,2*(j-1)*L+1:2*j*L) = kron(i_mat,Xstar(:,j)’);
b_AL(index) = -A_matrix(j,i);
b_AU(index) = Inf;
index = index + 1;
end
end
end
end
%------------------------------------------------------------------------
res_cols = eye(k,k);
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id_mat = [eye(L),-eye(L)];
% constraint on -r_i^+ + r_i^- <= -x_i
res_mat = kron(res_cols,id_mat);
% upper and lower constraints for residuals
b_rL = -X_data(:);
b_rU = Inf*ones(L*k,1);
%--------------------------------------------------------------------------
%Constraint added to make <p_i,x_i + r_i> = B
bud_index = 1;
bud_cons=[];
for b_j =1:k
bud_cons(bud_index,2*(b_j-1)*L+1:2*b_j*L) = kron(j_mat,Xstar(:,b_j)’);
bud_index = bud_index +1;
end
b_bud_L = zeros(k,1);
b_bud_U = b_bud_L;
%--------------------------------------------------------------------------
A = [Ap;res_mat;bud_cons];
b_L = [b_AL’;b_rL;b_bud_L];
b_U = [b_AU’;b_rU;b_bud_U];
% Upper/lower limits on r_i^+,r_i^-
x_L = zeros(2*L*k,1);
x_U = Inf*ones(2*L*k,1);
x_0 = [];
%--------------------------------------------------------------------------
if strcmp(cost_type,’square’)
Prob = qpAssign(F,c,A,b_L,b_U,x_L,x_U,x_0,name);
Result_residuals = tomRun(’qpsolve’, Prob, 1);
else
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Prob = lpAssign(c,A,b_L,b_U,x_L,x_U,x_0,name);
Result_residuals = tomRun(’cplex’, Prob, 1);
end
res = Result_residuals.x_k;
cost = Result_residuals.f_k;
ExitFlag = Result_residuals.ExitFlag;
if ExitFlag > 2
residuals = ones(L,k);
cost = Inf;
else
pos_r = zeros(L,k);
neg_r = zeros(L,k);
for f = 1:k
pos_r(:,f) = res(2*(f-1)*L+1:(2*f-1)*L);
neg_r(:,f) = res((2*f-1)*L+1:2*f*L);
end
residuals = pos_r-neg_r;
end
X_data_res = X_data + residuals;
check_A_matrix = preference_matrix(X_data_res,Xstar);
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Appendix D: Utility from Reordering Function File
function [psi,lambda,S,S_error,inner_mat,u] = orderprog(X_data,Xstar)
[m , n] = size(Xstar);
%Need to update the matrix to ensure that the preferences are not being
%contradicted.
[S,S_error,inner_mat]= smatrix(X_data,Xstar);
%Constructing the related utilities
if ~isempty(S_error)
psi =[]; lambda =[]; u = 0;
else
u = ones(length(S),1);
old_u = u;
new_u = zeros(length(S),1);
q=0;
while q == 0
for i = 1:length(S)
for j = 1:length(S)
if i == j
continue
end
if S(i,j) == 1
u(i) = max(u(i),u(j)+1);
elseif S(i,j) == 0
u(i) = max(u(i),u(j));
end
end
end
old_u = new_u;
new_u = u;
q=isequal(old_u,new_u);
end
u
%-------------------------------------------------------------------------
%Set up the order of the utilities
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% Initialisation step
Max_u = max(u);
alpha = zeros(1,n);
alpha(Max_u) = 1;
I = zeros(Max_u,n);
lambda = zeros(1,n);
for h = 1:Max_u
y = find(u == h);
I(h,y) = 1;
end
Ialpha = find(I(Max_u,:) == 1);
psi(Ialpha) = 1;
lambda(Ialpha) = 1;
kmat=[];lmat=[];
for k = Max_u -1 : -1 : 1
for l = k+1:Max_u
kmat=[kmat;k];
lmat=[lmat;l];
if k >=l
continue
end
%Xstar component
%Xstar_i is used when calculating lambda
Xstar_i = repmat(I(k,:),m,1).*Xstar;
com_Xstar_i = find(Xstar_i ~=0);
Xstar_i_nozero = Xstar_i(com_Xstar_i);
size_Xstar_i = size(Xstar_i_nozero);
%Xstar_j is used when calculating alpha
Xstar_j = repmat(I(l,:).*lambda,m,1).*Xstar;
com_Xstar_j = find(Xstar_j ~=0);
Xstar_j_nozero = Xstar_j(com_Xstar_j);
size_Xstar_j = size(Xstar_j_nozero);
%X_data component
X_data_i = repmat(I(k,:),m,1).*X_data;
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X_data_j = repmat(I(l,:),m,1).*X_data;
comp_i = find(X_data_i ~=0);
comp_j = find(X_data_j ~=0);
X_i = X_data_i(comp_i);
X_j = X_data_j(comp_j);
size_X_i = size(X_i);
size_X_j = size(X_j);
%checking dimensions
%since the sets containing Xstar_i and Xstar_j are of different size the
%function checksize is run to ensure size of Xstar_i is equal to size
%of Xstar_j
[new_X_i, new_X_j, new_Xstar_i, new_Xstar_j] = ...
checksize(size_X_i, size_X_j, X_i, X_j,size_Xstar_i,...
size_Xstar_j,Xstar_i, Xstar_j, Xstar_i_nozero, Xstar_j_nozero);
ri = repmat(new_X_i,1,size_X_j(1)/m);
rj = repmat(new_X_j,1,size_X_i(1)/m);
data_psi = ri-rj;
size_new_Xstar_j = size(new_Xstar_j);
size_data_psi = size(data_psi);
if size_new_Xstar_j(2) < size_data_psi(2)
multi = size_data_psi(2)/size_Xstar_j(2);
new_Xstar_j = repmat(new_Xstar_j,1,multi);
end
for w = 1:size_data_psi(2);
inner_psi(:,w) = (new_Xstar_j(:,w)’*data_psi(:,w));
end
alpha(k) = min(alpha(l) + inner_psi);
psi(find(I(k,:)==1)) = alpha(k);
data_lambda = rj-ri;
size_new_Xstar_i = size(new_Xstar_i);
size_data_lambda = size(data_lambda);
if size_new_Xstar_i(2) < size_data_lambda(2)
multi = size_data_lambda(2)/size_Xstar_i(2);
new_Xstar_i = repmat(new_Xstar_i,1,multi);
end
for w = 1:size_data_lambda(2);
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inner_lambda(:,w) = (new_Xstar_i(:,w)’*data_lambda(:,w));
end
lambda(find(I(k,:)==1)) = max((alpha(l) - alpha(k))./inner_lambda);
end
end
psi=psi’;
lambda=lambda’;
end
%-------------------------------------------------------------------------
function [S,S_error,A_matrix,modif] = smatrix(X_data,Xstar)
[m , n] = size(Xstar);
%Initially testing the preference relation between pairs and ensuring that
%WARP holds. Setting up the matrix by giving an value to the preference
%relations.
%format long g
A_matrix = zeros(n,n);
for i = 1:n
A_matrix(i,:) = Xstar(:,i)’*(X_data-repmat(X_data(:,i),1,n));
A_matrix(i,i) = 0;
end
S =[];
S_error = [];
inner_mat=[];
epsilon = 10^(-3);
for i = 1:n
for j = 1:n
if abs(A_matrix(i,j)) <= eps
A_matrix(i,j) = 0;
end
if A_matrix(i,j)==0 | i == j
S(i,j) = 0;
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elseif A_matrix(i,j) > 0.0
S(i,j) = -1;
elseif A_matrix(i,j) < 0.0
S(i,j) = 1;
end
end
end
[m,n]=size(S);
modif = 1;
while modif == 1
modif = 0;
for i = 1:n
for j = 1:n
if (i == j)
continue
end
if S(i,j) == 1
for k = 1:n
if (k == i)| (k == j)
continue
end
if (S(j,k) ~= -1) & (S(k,i) == -1) & (S(i,k) ~= 1)
S(i,k) = 1;
modif = 1;
elseif (S(j,k) ~= -1) & (S(k,i) ~= -1)
S_error = S;
warning(’CARP does not hold’)
return
end
end
end
if S(i,j) == 0
for k = 1:n
if (k == i)| (k == j)
continue
end
if (S(j,k) == 1) & (S(k,i) == -1) & (S(i,k) ~= 1)
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S(i,k) = 1;
modif = 1;
elseif (S(j,k) == 1) & (S(k,i) ~= -1)
S_error = S;
warning(’CARP does not hold’)
return
elseif(S(j,k) == 0) & (S(k,i) == 1)
warning(’CARP does not hold’)
S_error = S;
return
elseif(S(j,k) == 0) & (S(k,i) ~= 1) & (S(i,k) == -1)
S(i,k) = 0;
modif = 1;
end
end
end
end
end
end
%Checking if WARP holds
for i = 1:m
for j = 1:m
if i == j
continue
elseif (S(i,j) == 1) & (S(j,i) == 1)
S_error = S;
warning(’WARP does not hold’)
end
end
end
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Appendix E: Elasticity Estimation Function Files
Appendix E1: Elasticity Estimation
function [elasticity,u_0,x_0_engel,budget_bounds_optimal,x_0_lower_engel,...
x_0_upper_engel,budget_low_upp,bud_low_counter,bud_upp_counter,...
check_budget,x_0_comp,price_bounds_optimal,x_0_price_low,...
x_0_price_upp,x_0_minus,x_0_plus,price_lower,price_upper,...
price_low_counter,price_upp_counter,ec,E] = ...
calculated_elasticities(X_data,Xstar,phi, lambda, s)
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%Calculates elasticities of demand based on Sensitivity Analysis of the
%Primal and Dual Problems. It requires that the Afriat variables have been
%found from fitting a utility to given sample data via afriat.m
% Inputs:
% X_data - quantity data
% Xstar - price data
% phi, lambda, s - Afriat utility variables
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
[u_0,x_0_engel,budget_bounds_optimal,x_0_lower_engel,x_0_upper_engel,...
budget_low_upp,bud_low_counter,bud_upp_counter,check_budget] = ...
utility_maximisation(X_data, Xstar, phi, lambda, s);
[x_0_comp,price_bounds_optimal,x_0_price_low,x_0_price_upp,x_0_minus,x_0_plus,...
price_lower,price_upper,price_low_counter,price_upp_counter]= ...
expenditure_minimisation(X_data, Xstar, phi,lambda, s, u_0);
[L,k] = size(Xstar);
%Engel elasticities from utility max problem
x_engel_change = x_0_upper_engel-x_0_lower_engel;
changed_budget=budget_low_upp(2)-budget_low_upp(1);
E = x_engel_change./changed_budget;
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%optimal price
opt_price =Xstar(:,1);
opt_q = x_0_comp;
x_opt = repmat(opt_q,1,L);
p_opt = repmat(opt_price’,L,1);
p_div_x = p_opt./x_opt;
%compensated elasticities from exp min problem
x_comp_change=x_0_plus-x_0_minus;
pchange=price_upper-price_lower;
ec = x_comp_change./(repmat(pchange’,L,1));
elasticity = p_div_x.*(ec - repmat(x_0_comp’,L,1).*repmat(E,1,L));
%-------------------------------------------------------------------------%
Appendix E2: Primal Problem - Utility Maximisation
function [u_0,x_0_engel,budget_bounds_optimal,x_0_lower_engel,x_0_upper_engel,...
budget_low_upp,bud_low_counter,bud_upp_counter,check_budget] =...
utility_maximisation(X_data, Xstar, phi, lambda, s)
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Solves the linearised primal problem of utility maximisation subject to
% the given budget being the average of all data prices and the utility
% being the Afriat utility
% Inputs:
% X_data - consumption data
% Xstar - price data
% phi, lambda ,s - variables given from the Afriat LS problem
%
% Outputs:
% u_0 - maximum utility given at price input
% x_0 - optimal consumption bundle
%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
Name = ’Primal problem - utility maximisation’;
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[L,k]=size(Xstar);
%Objective coefficient in variables u_0, x (max utility)
c = [-1 ; zeros(L,1)];
% Want Starting point to be an average of all data so use the average price
%in the budget constraint, the solution should result in x_0 = aver(X_data)
P_av = Xstar(:,1);
%X_av = mean(X_data,2);
% Budget constraint <P_av, x > < budget
A_budget = [0 , P_av’];
b_budget_U = 1;
b_budget_L = b_budget_U;
% constraint u_0 - lambda_i <p_i,x> <= phi_i - lambda_i <p_i,x_i>
A_u = ones(k,1);
Ac = -repmat(lambda,1,L).*Xstar’;
A = [A_budget;A_u,Ac];
b_L = [b_budget_L;-Inf*ones(k,1)];
b_U = [b_budget_U; phi - lambda.*sum(Xstar.*(X_data+ s))’];
x_L = [-Inf ; zeros(L,1)];
x_U = [];
x_0 = [phi(1);X_data(:,1)];
%-------------------------------------------------------------------------%
Prob = lpAssign(c,A,b_L,b_U,x_L,x_U,x_0,Name);
% Sensitivity analysis on the budget constraint give min and max bounds on
% the budget that doesn’t change the objective value.
Prob.CPLEX.sa.rhs.index = 1;
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Result = tomRun(’cplex’,Prob,2);
Result.CPLEX.sa.rhs;
% budget bounds that don’t change the objective value
budget_bounds_optimal = [Result.CPLEX.sa.rhs.lower;Result.CPLEX.sa.rhs.upper];
% optimal values for u_0, x_0
u_0 = Result.x_k(1);
x_0_engel = Result.x_k(2:L+1);
b_L(1)=budget_bounds_optimal(1);
b_U(1)=b_L(1);
Prob_low_budget = lpAssign(c,A,b_U,b_U,x_L,x_U,x_0,Name);
Result_low_budget= tomRun(’cplex’,Prob,0);
check_budget_low = Result_low_budget.x_k(2:L+1);
b_L(1)=budget_bounds_optimal(2);
b_U(1)=b_L(1);
Prob_upp_budget = lpAssign(c,A,b_L,b_U,x_L,x_U,x_0,Name);
Result_upp_budget= tomRun(’cplex’,Prob,0);
check_budget_upp = Result_upp_budget.x_k(2:L+1);
check_budget=[check_budget_low,check_budget_upp];
%-------------------------------------------------------------------------%
epsilon = 10^(-2);
tol = 10^(-2);
max_iter = 100;
%DECREASE PRICE
opt_lower_budget = budget_bounds_optimal(1);
% Decrease the budget constraint
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X_lower = x_0_engel;
budget_lower = opt_lower_budget;
bud_low_counter = 0;
while all(all(abs(x_0_engel - X_lower) <= tol)) & (bud_low_counter < max_iter)
Prob.b_U(1) = budget_lower - epsilon;
Prob.b_L(1) = Prob.b_U(1);
Result_lower_engel = tomRun(’cplex’,Prob,2);
X_lower = Result_lower_engel.x_k(2:L+1);
budget_lower = Prob.b_U(1);
bud_low_counter = bud_low_counter + 1;
end
x_0_lower_engel = X_lower;
%INCREASE PRICE
opt_upper_budget = budget_bounds_optimal(2);
%Increase the budget constraint
X_upper = x_0_engel;
budget_upper = opt_upper_budget;
bud_upp_counter = 0;
while all(all(abs(x_0_engel - X_upper) <= tol)) & (bud_upp_counter < max_iter)
Prob.b_U(1) = budget_upper + epsilon;
Prob.b_L(1) = Prob.b_U(1);
Result_upper_engel = tomRun(’cplex’,Prob,2);
X_upper = Result_upper_engel.x_k(2:L+1);
budget_upper = Prob.b_U(1);
bud_upp_counter = bud_upp_counter + 1;
end
x_0_upper_engel = X_upper;
% Budget change
budget_low_upp = [budget_lower;budget_upper];
%--------------------------------------------------------------------------
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Appendix E3: Dual Problem - Expenditure Minimisation
function [x_0_comp,price_bounds_optimal,x_0_price_low,x_0_price_upp,...
x_0_minus,x_0_plus,price_lower,price_upper,...
price_low_counter,price_upp_counter]= ...
expenditure_minimisation(X_data, Xstar, phi,lambda, s, u_0)
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Solves the linearised dual problem of expenditure minimisation subject to
% remaining on the maximum utility level u_0
% the utility given from the "Utility Maximisation" LP. The solution
% should result in x_0 = aver(X_data)
% Inputs:
% X_data - consumption data
% Xstar - price data
% phi, lambda ,s - variables given from the Afriat LS problem
% u_0 - maximum utility from utility_maximisation.m
%
% Outputs:
%
% x_0_comp - optimal consumption bundle
%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
name = ’Dual problem - expenditure minimisation’;
[L,k]=size(Xstar);
%Objective function minimises expenditure based on first column of prices
c = Xstar(:,1);
% constraint -lambda_i <p_i,x> <= -u_0 + phi_i - lambda_i <p_i,x_i+s_i>
A = -repmat(lambda,1,L).*Xstar’;
b_U = phi-u_0-lambda.*sum(Xstar.*(X_data+ s))’;
% -u_0 + phi - lambda.*sum(Xstar.*(X_data+ s))’
b_L = -Inf*ones(k,1);
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% Lower and upper bounds on x_0 (bounded below by 0)
x_L = zeros(L,1);
x_U = Inf*ones(L,1);
%starting point
x_0 = X_data(:,1);
%-------------------------------------------------------------------------%
Prob = lpAssign(c,A,b_L,b_U,x_L,x_U,x_0,name);
% Sensitivity analysis on the objective function give min and max bounds on
% the price that don’t change the objective value.
Prob.CPLEX.sa.obj.index = [1:L];
Result_opt_comp = tomRun(’cplex’,Prob,0);
%Result_opt_comp.CPLEX.sa.obj;
% gives min and max bounds on price
price_bounds_optimal = ...
[Result_opt_comp.CPLEX.sa.obj.lower,Result_opt_comp.CPLEX.sa.obj.upper];
% Optimal solution for given price P_av
x_0_comp = Result_opt_comp.x_k;
%-------------------------------------------------------------------------%
%Test that price bounds are giving optimal solution
% Lower price bound
Prob_low_price = lpAssign(price_bounds_optimal(:,1),A,b_L,b_U,x_L,x_U,x_0,name);
Result_price_low = tomRun(’cplex’,Prob,0);
x_0_price_low = Result_price_low.x_k;
% Upper price bound
Prob_upp_price = lpAssign(price_bounds_optimal(:,2),A,b_L,b_U,x_L,x_U,x_0,name);
Result_price_upp = tomRun(’cplex’,Prob,0);
x_0_price_upp = Result_price_upp.x_k;
%-------------------------------------------------------------------------%
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% Define parameters to commence SA.
[n,m] = size(price_bounds_optimal);
% amount that the price will be adjusted by at each step
epsilon = 10^(-3);
% Tolerance measures the distance between x_0 and new solution at each step
tol = 10^(-2);
max_iter = 1000;
%-------------------------------------------------------------------------%
%DECREASE PRICE
% Begin by decreasing the prices on the lower bound. Decrease only one
% price whilst holding the other fixed.
lower_price_bound = [Result_opt_comp.CPLEX.sa.obj.lower];
upper_price_bound = [Result_opt_comp.CPLEX.sa.obj.upper];
%Define the new X_lower as X_opt so we can begin the test by decreasing
% the lower bound
X_lower_change = x_0_comp;
x_0_minus =[];
%optimal price
opt_price = Xstar(:,1);
price_low_counter = 0;
for i = 1:n
while all(abs(x_0_comp - X_lower_change) <= tol) & ...
(price_low_counter < max_iter) & lower_price_bound > eps
Prob.QP.c(i) = lower_price_bound(i)- epsilon;
Result_lower_comp = tomRun(’cplex’,Prob,2);
X_lower_change = Result_lower_comp.x_k;
lower_price_bound(i) = Result_lower_comp.g_k(i);
price_low_counter = price_low_counter + 1;
end
x_0_minus(:,i) = X_lower_change;
X_lower_change = x_0_comp;
price_lower(i,:) = lower_price_bound(i);
Prob.QP.c(i) = opt_price(i);
end
%INCREASE PRICE
Appendix E: Elasticity Estimation Function Files 196
%Define the new X_upper as x_opt so we can begin the test by increasing
%the upper bound
X_upper_change = x_0_comp;
x_0_plus =[];
price_upp_counter = 0;
for i = 1:n
while all(abs(x_0_comp - X_upper_change) <= tol) &...
(price_upp_counter < max_iter)
Prob.QP.c(i) = upper_price_bound(i)+ epsilon;
Result_upper_comp = tomRun(’cplex’,Prob,2);
X_upper_change = Result_upper_comp.x_k;
upper_price_bound(i) = Result_upper_comp.g_k(i);
price_upp_counter = price_upp_counter +1;
end
x_0_plus(:,i) = X_upper_change;
X_upper_change = x_0_comp;
price_upper(i,:) = upper_price_bound(i);
Prob.QP.c(i) = opt_price(i);
end
%-------------------------------------------------------------------------%
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