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Abstract
A nonoverlapping domain decomposition algorithm of Robin–Robin type is applied to the discretized Oseen equations
using stabilized $nite element approximations of velocity and pressure thus allowing in particular equal-order interpolation.
As a crucial result we have to inspect the proof of a modi$ed inf–sup condition, in particular, the dependence of the
stability constant with respect to the Reynolds number (cf. appendix). After proving coercivity and strong convergence
of the method, we derive an a posteriori estimate which controls convergence of the discrete subdomain solutions to the
global discrete solution provided that jumps of the discrete solution converge at the interface. Furthermore, we obtain
information on the design of some free parameters within the Robin-type interface condition which essentially in4uence
the convergence speed. Some numerical results con$rm the theoretical ones. c© 2001 Elsevier Science B.V. All rights
reserved.
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1. Introduction
Let U := (u; p) with velocity u and pressure p be the solution of the Oseen equations
LOs(U) := − u + b ·u +p+ cu = f in ; (1)
· u= 0 in ; (2)
u = 0 on @; (3)
on a bounded polygonal 4ow domain ⊂R2 with boundary @. The given solenoidal $eld b pos-
sibly stems from the previous iteration step of a $xed point method applied to the incompressible
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Navier–Stokes equations. The viscosity parameter ¿ 0 may be identi$ed with the inverse Reynolds
number. The reaction term cu with c(x)¿c0¿0 may appear from an implicit semidiscretization in
time.
Domain decomposition methods (later referred to as DDM) provide a promising tool for the eF-
cient solution of such mixed models. An overview on eFcient substructuring and Schur complement
techniques for the Stokes equations can be found, e.g., in [1,12] or [11].
Here we analyze a simple iteration-by-subdomains method with transmission conditions of Robin–
Robin type (later on RR method) for the Oseen model. Such a method has been $rst introduced
by Lions for the Poisson equation [5]. Later on it was applied to other elliptic equations (e.g.
Helmholtz equation, advection–diKusion model). In the limit of the iteration, RR methods try to
enforce continuity of both the unknown solution and the normal 4uxes across interface curves which
separate the subdomains. One can interpret it as an additive non overlapping DDM or as an iterative
substructuring Schwarz method [11].
In [10] we applied the approach to the Stokes=Oseen equations and gave a convergence result for
the continuous case. Here we address the discretized model using stabilized conforming $nite element
approximations thus allowing in particular equal-order interpolation of velocity=pressure (cf. Section
2). Moreover, the stabilized method allows the treatment of advection-dominated 4ow problems
with moderate up to large Reynolds numbers. To the best of our knowledge, the analysis of the RR
method applied to stabilized $nite element methods for the Stokes=Oseen problem is new.
Outline of the paper: As a crucial auxiliary result we have to inspect the proof of a modi$ed
inf–sup condition, in particular the dependence of the stability constant with respect to the Reynolds
number (cf. Section 2 and the appendix). After proving well-posedness (cf. Section 3) and strong
convergence of the method (cf. Section 4), we derive in Section 5 an a posteriori estimate which
controls convergence of the discrete subdomain solutions to the global discrete solution provided that
jumps of the velocities converge at the interface. Furthermore, we obtain information on the design
of some free parameters within the Robin interface condition which in4uence the convergence speed
essentially. Numerical results are presented in Section 6.
Notation: For a subdomain G⊆ we denote by Wk;p(G) the standard Sobolev space of functions
with derivatives of order 6k belonging to Lp(G). The norm (resp. seminorm) on Wk;p(G) are
denoted by ‖· ‖k;p;G (resp. |· |k;p;G) but if p = 2 we usually simplify this notation as ‖· ‖k;G (resp.
|· |k;G.) (· ; ·)G is the inner product in L2(G). For G =  we usually omit index .
For a suFciently smooth curve S ⊂ L, we denote by 〈· ; · 〉S the inner product in L2(S) or, when-
ever needed, the duality product between H−1=2(S) and H 1=2(S). C denotes a generic constant not
depending on singular perturbation and discretization parameters.
We will use the identity · (u; p) = u −p for the stress tensor where (U) := u − pI .
2. Stabilized FEM and Robin–Robin DDM for the Oseen model
2.1. Robin–Robin method for the continuous Oseen problem
Let us brie4y state the variational formulation of the continuous Oseen problem (1)–(3) and the
proposed DDM of Robin–Robin type. Introducing the spaces
V :=H 10 ()
2; Q :=L20() = {q ∈ L2() | (q; 1) = 0};
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the variational formulation of the continuous problem (1)–(3) reads:
Find U = (u; p) ∈ V × Q: A(U ;V) =L(V) ∀V = (C; q) ∈ V × Q (4)
with
A(U ;V) := a(u; C) + b(C; p)− b(u; q); L(V) := (f ; C);
a(u; C) := (u;C) + (cu; C) + ((b ·)u; C); b(C; p) := − (p;·C):
Consider now a nonoverlapping partition L =
⋃M
i=1
Li; i ∩ j = ∅; ∀i = j with piecewise smooth
subdomains i. Furthermore, set i := @i \ @ and ij :=i ∩ j. For ease of presentation, we
consider a simpli$ed situation of a stripwise partition of , i.e. any two diKerent subdomain interfaces
ij and kl have positive distance.
The idea is to solve for Ui := (ui ; pi); i = 1; : : : ; M split problems of the form
LOs(Ui) = f ; ·ui = 0 in i; ui = 0 on @i ∩ @
together with natural matching conditions for velocity and the Oseen 4uxes
ui = uj; (ui ; pi) · ni − 12 (b · ni)ui =−(uj; pj) · nj − 12 (b · ni)uj on ij:
Here ni denotes the outward pointing normal vector on @i. In4uenced by the RR method for
scalar elliptic problems (e.g. [11, Chapter 6]), we replace the second matching condition with the
Robin-type condition
!i(ui ; pi) = !i(uj; pj) on ij; !i(u; p) := (u; p) · ni − 12 (b · ni)u + zi ∗ u:
zi ∗ u means elementwise multiplication, i.e. with zi = (z1i ; z2i ); ui = (u1; u2) holds zi ∗ u= (z1i u1; z2i u2).
Using such interface conditions, we try to reach continuity of the velocity u and of the normal
components of the stress tensor (u; p). The parameter functions zi have to be determined in such
a way that the convergence speed of the method is increased.
The proposed additive iteration-by-subdomains algorithm (Robin–Robin DDM) reads now
Algorithm 1. Robin–Robin algorithm for Oseen problem
k = 1: Starting with an initial guess !0i solve for all i = 1; : : : ; M in parallel:
LOs(U 1i ) = f ;  · u1i = 0 in i;
u1i = 0 in @ ∩ @i; !1i (u1i ; p1i ) = !0i on ij:
k¿2: Solve for all i = 1; : : : ; M in parallel:
LOs(U ki ) = f ; · uki = 0 in i;
uki = 0 on @ ∩ @i; !i(uki ; pki ) = !i(uk−1j ; pk−1j ) on ij:
Now we rewrite the weak formulation in terms of the RR method. For this end we introduce the
local spaces
Vi := {C|i |C ∈ V}; Qi :=L2(i);
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and the local bi=linear forms by
Ai(U ;V) := ai(u; C) + bi(C; p)− bi(u; q); Li(V) := (f ; C)i ;
ai(u; C) := (u;C)i + (cu; C)i + ((b ·)u; C)i ; bi(C; p) := − (p; · C)i :
Additionally, we de$ne trace spaces at the interface
Wij :=TrijV = TrijVi = TrijVj:
Suppose that U is a solution of (4). Then it can be shown that there exist Lagrangian multipliers
(	ij)i =j (as continuity constraints for the velocity functions across the interface) according to the
following so-called two-$eld formulation:
Find (U1; : : : ;UM ) ∈#Mi=1(Vi × Qi) (	ij)i =j ∈ (W ∗ij )i =j (5)
such that for all Vi ∈ Vi × Qi and for all 
 ∈ Wij
Ai(Ui ;Vi) + 〈− 12 (b · ni)ui + zi ∗ ui ; Ci〉i =Li(Vi) +
∑
j (=i)
〈	ji; Ci〉ij ; ∀i; (6)
〈	ij + 	ji;
〉ij = 〈(zi + zj) ∗ ui ;
〉ij ; ∀i = j; (7)
ui = uj in Wij; ∀i = j: (8)
Then the “continuous” RR method is obtained by dropping Eq. (8) from the two-$eld formulation
and decoupling the remaining equations iteratively. The resulting method is basically the weak form
of Algorithm 1. For the analysis see [10].
2.2. Stabilized 8nite element method
Now we introduce a $nite element approximation of the Oseen problem. Let Th be a family
of admissible and shape-regular triangulations of . We suppose that the $nite element mesh is
aligned with the macro-element partition introduced in Section 2.1, i.e., for all T ∈ Th it holds
either T ∩ Li = T or T ∩ Li = ∅. Rather arbitrary conforming $nite element spaces for velocity and
pressure
Vh := {v ∈ (C0())2: v|K ∈ (Pl(K))2} ∩ V;
Qh := {q: q|K ∈ Pl(K); q|i ∈ C0(i)}
will be considered including the case of equal-oder interpolation k = l.
The basic Galerkin method consists of projecting the solution of (4) to Vh × Qh. It is well
known that equal-order approximation of velocity=pressure does not pass the Babuska=Brezzi stability
condition and results in an unstable discrete problem. Therefore, we add weighted residuals of (1)
and (2) to the variational formulation (3) in such a way that a modi$ed stability condition is valid
(cf. Lemma 2.1 below). Furthermore, this kind of stabilization is useful to treat the case of large
Reynolds numbers.
The de$nition of Qh allows the pressure functions to be discontinuous across the interface  :=
⋃
ii
which will be used in the analysis of the discrete RR method. The pressure jumps require an
additional stabilization [13, Chapter IV.3.1]. We denote by E the edges of the triangles and by [·]E
the jump across the edge.
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The stabilized discrete variational problem reads
Find U ≡ (u; p) ∈ Vh × Qh: As(U ;V) +
∑
E⊂
E([p]; [q])E =Ls(V) ∀V ∈ Vh × Qh; (9)
where
As(U ;V) :=A(U ;V) +
∑
T
)T (LOsU ; b ·C+q)T +
∑
T
*T ( · u; · C)T ;
Ls(V) :=L(V) +
∑
T
)T ( f ; b ·C+q)T :
(10)
For the sets {)T}; {*T} of stabilization parameters we require the following minimal design prop-
erties: There exist positive constants +0; ), * such that
0¡+0h2T6)T6)6min
(
h2T
2+2I
;
1
2‖c‖∞;
)
; 06*T6*6*0h2T (11)
for all elements T (but cf. Remark 2.3). Herewith +I is the constant from the inverse estimate
‖C‖0; T6+Ih−1T |C|1; T ∀C ∈ Vh; ∀T: (12)
In contrast to the standard choice of E ¿ 0 (cf. [13, Chapter IV.3.1]), we can use arbitrary small
positive values (cf. discussion in Remark 5.4).
Let us introduce mesh-dependent semi-norms on Vh × Qh by
|]V [|2 := |C|21; + ‖
√
cC‖20; +
∑
T ⊂
)T‖b ·C+q‖20; T +
∑
T ⊂
*T‖ · C‖20; T ; (13)
‖|V‖|2 := |]V [|2 +
∑
E⊂
E‖[q]‖20; E + -2‖q‖20;; (14)
where - is a positive constant to be determined later on (cf. Lemma 2.1 and the appendix).
Furthermore, we will use the following abbreviations
B∞ := ‖b‖0;∞;; C∞ := ‖c‖0;∞;; c0 := inf

c(x):
Existence and uniqueness results for problem (9) rely on the following stability estimates.
Lemma 2.1. (i) The stabilized bilinear form A s(·; ·) is coercive w.r.t. to |]·[| on Vh × Qh; more
precisely for all elements V ∈ Vh × Qh holds
A s(V ;V) +
∑
E⊂
E([q]; [q])E¿ 12 |]V [|2 +
∑
E⊂
E‖[q]‖20; E : (15)
(ii) The following discrete inf–sup condition is valid for A s(·; ·) w.r.t. to the ‖|·‖|-norm: There
exists a constant /¿ 0 independent of h and  such that
inf
U∈Vh×Qh
sup
V∈Vh×Qh
A s(U ;V) +
∑
E⊂ E([p]; [q])E
‖|U‖|‖|V‖| ¿/: (16)
Moreover; the free constant in the ‖|·‖|-norm in (14) can be chosen according to
- =
1
2N
; N :=C
√


1 + CF
√
C∞

+
CFB∞


 : (17)
with C de8ned in Lemma A.1. For constant +0 in (11) holds +−10 ∼ N 2, cf. Remark A.3.
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Proof. (i) The $rst stability condition (15) simply follows from (9) with U = V and using the
inverse inequality (12) together with (11)∑
T ⊂i
)T‖ − C+ cC‖20; T6|C|21;i + ‖
√
cC‖20;i : (18)
Then we infer for each V ∈ Vh × Qh that
A s(V ;V)¿ |]V [|2 +
∑
T ⊂
)T (−C+ cC; b ·C+q)T
¿ |]V [|2 − 1
2
∑
T ⊂
()T‖ − C+ cC‖20; T + )T‖b ·C+q‖20; T )
¿ 12 |]V [|2:
(ii) We will give a proof of this result in the appendix, cf. Lemma A.1. It is one of the basic
ingredients of the analysis in Section 5.
Remark 2.2. We refer to a related proof of the inf–sup condition (16) in [13, Chapter IV] Lemma
3:3, given w.r.t. a norm similar to ‖|·‖| but with another weight in front of the L2-norm of the
pressure. Our result gives an improvement for Re :=B∞ diam()=61, in particular for the Stokes
problem where Re ≡ 0.
Remark 2.3. The convergence analysis of the stabilized Galerkin method (cf. e.g. [13,3,8]) gives
the more precise choice
)T ∼ min
(
h2T
2+2I
;
hT
‖b‖0;∞; T ;
1
2‖c‖0;∞;
)
; *T ∼ )T (19)
clearly depending on the local Reynolds number ReT := hT‖b‖∞; T =. (19) satis$es the minimal design
conditions (11) and will be used in the numerical calculations of Section 6.
2.3. Robin–Robin method for the discretized Oseen problem
Let us now introduce the Robin–Robin method for the discretized Oseen problem.
Remember that the macroelement partition L =
⋃M
i=1
Li is aligned with the $nite element mesh.
Furthermore, we introduce local $nite element spaces and discrete trace spaces
Vi;h :=Vh|i ; Qi;h :=Qh|i ; Wij;h :=Vh|ij :
The local stabilized bi-=linear forms are given by
Asi (U ;V) :=Ai(U ;V) +
∑
T∈i
)T (LOsU ; b ·C+q)T +
∑
T∈i
*T ( · u; · C)T ;
Lsi (V) :=L(V) +
∑
T∈i
)T ( f ; b ·C+q)T :
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The discrete two-$eld formulation corresponding to (5)–(7) reads
Find (U1; : : : ;UM ) ∈#Mi=1(Vi;h × Qi;h) (	ij)i =j ∈ Wij;h
such that for all Vi ∈ Vi;h × Qi;h and for all 
 ∈ Wij;h:
A si (Ui ;Vi) + 〈− 12 (b · ni)ui + zi ∗ ui ; Ci〉i +
∑
j(=i)
∑
E⊂ij
E(pi − pj; qi)E
=Lsi (Vi) +
∑
j(=i)
〈2ji; Ci〉ij ∀i; (20)
〈	ij + 	ji;
〉ij = 〈(zi + zj) ∗ ui ;
〉ij ∀i = j; (21)
ui = uj in Wij; ∀i = j: (22)
The derivation of (20)–(22) is based on the discontinuity of the pressure across the interface . Now
the DD procedure is obtained by dropping Eq. (22) from the two-$eld formulation and decoupling
the remaining equations iteratively:
Algorithm 2. RR-algorithm for the discrete Oseen problems
With (	k−1ij )i =j given do
1. Parallel calculation step:
Find U ki ∈ Vi;h × Qi;h for i = 1; : : : ; M such that for all Vi ∈ Vi:h × Qi;h:
A si (U
k
i ;Vi) + 〈− 12 (b · ni)uki + zi) ∗ uki ; Ci〉i +
∑
E⊂i
E(pki ; qi)E
=Lsi (Vi) +
∑
j(=i)
〈	k−1ji ; vi〉ij +
∑
j(=i)
∑
E⊂ij
E(pk−1j ; qi)E:
2. Communication step: De$ne 	kij ∈ W ∗ij; h for i = j such that for all 
 ∈ Wij;h
〈	kij;
〉ij = 〈(zi + zj) ∗ uki − 	k−1ji ;
〉ij :
3. Well-posedness of the discrete Robin–Robin method
Now, we analyze well-posedness of Algorithm 2 applied to the discrete model (9). Therefore, we
de$ne modi$ed bilinear forms a˜i (resp.A˜i) by
a˜i(ui ; Ci) := ai(ui ; Ci)− 〈 12 (b · ni)ui ; Ci〉i ; A˜
s
i (Ui ;Vi) :=A
s
i (Ui ;Vi)− 〈 12 (b · ni)ui ; Ci〉i :
The following considerations are based upon:
Assumption A.1. For each subdomain i at least one of the following conditions is satis$ed:
(i) meas(@ ∩ @i)¿ 0, and (ii) c0; i := infic(·)¿ 0.
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Assumption A.2. Assume that the interface parameter functions zi ; i=1; : : : ; M belong to (L∞(i))2.
Furthermore, let be zi = zj for each ij and
30 := min
i=1;:::; M
inf
x∈i
zi(x)¿ 0:
We de$ne local variants of the seminorms=norms introduced in (13) and (14) according to
|]V [|2i := |C|21;i + ‖
√
cC‖20;i +
∑
T ⊂i
)T‖b ·C+q‖20; T +
∑
T ⊂i
*T‖ · C‖20; T ; (23)
‖|V‖|2i := |]V [|2i + -2i ‖q‖20;i +
∑
E⊂i
E‖q‖20; E ; ‖|V‖|2z; i := ‖|V‖|2i + 30‖C‖20;i ; (24)
where -i ¿ 0 is an appropriate constant. Furthermore, we use the following abbreviations:
B∞; i := ‖b‖0;∞;i ; C∞; i := ‖c‖0;∞;i ; c0; i := infi c(x):
Note that Algorithm 2 results in mixed boundary value problems for the Oseen equations on each
subdomain i; i = 1; : : : ; M: As a next step, we present local variants of the coercivity and stability
estimates of Section 2.1.
Lemma 3.1. Let Assumptions A:1 and A:2 be satis8ed. Then for all V = (C; q) ∈ Vi;h × Qi;h the
following coercivity estimate is valid
A˜
s
i (V ;V) +
∑
E⊂i
E(q; q)E¿ 12 |]V [|2i +
∑
E⊂i
E‖q‖20; E :
Proof. The stability proof is simply a local version of the proof of Lemma 2.1(i). Note that, inte-
grating the convective term by parts, the term −〈 12 (b · ni)Ci ; Ci〉i vanishes.
Lemma 3.1 is not suFcient to conclude well-posedness of the local boundary value problems. In
particular, the coercivity estimate with respect to the |] · [|-norm gives only explicit control of the
velocity and of the (weighted) pressure gradient but not of the pressure values. On the other hand,
the pressure is $xed by the Robin boundary condition on the (nonempty) interface of subdomain i.
But in order to give a more rigorous argument we state a local variant of the discrete inf–sup
stability condition of Lemma 2.1(ii) valid for the mixed boundary value problem. Note that the exact
values of the stability constants are here not important.
Lemma 3.2. Let Assumptions A:1 and A:2 be valid. Then there exist constants /i ¿ 0 and /˜i ¿ 0
independent of h and  such that for all U =(u; p) ∈ Vi;h×Qi;h there are elements V =(C; q) resp.
V˜ = (C˜; q˜) ∈ Vi;h × Qi;h such that
A˜
s
i (U ;V) +
∑
E⊂i
E(p; q)E¿/i‖|U‖|i‖|V‖|i ; (25)
A˜
s
i (U ; V˜) + 〈zi ∗ u; C˜〉i +
∑
E⊂i
E(p; q˜)E¿/˜i‖|U‖|z; i‖|V˜‖|z; i: (26)
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The proof of this local inf–sup condition follows basically ideas of the proof of Lemmas A.1 and
A.2. We skip it here in order not to overload the presentation.
Now we are prepared to give the main result of this Section.
Theorem 3.3. Let assumptions A:1 and A:2 be satis8ed. Then Algorithm 2 is well de8ned; i.e. at
each iteration step k each discrete subdomain problem has a unique solution in Vi;h × Qi;h.
Proof. The bi-=linear forms on the discrete spaces Vi;h×Qi;h arising in the calculation step of Algo-
rithm 2 are continuous w.r.t. ‖|·‖|z; i. This together with Lemmas 3.1 and 3.2 ensures the existence
of a unique solution in Vi;h ×Qi;h for all subdomain problems at each iteration step (cf. [2, Chapter
II, Proposition 2:1]).
4. Convergence of the discrete Robin–Robin method
In the sequel, we require variational equalities valid for the errors
Eki :=U
k
i −Ui = (uki − ui ; pki − pi) ≡ (eki ; 4ki ) ∈ Vi;h × Qi;h; 5kij :=	kij − 	ij ∈ W ∗ij; h (27)
which can be obtained by comparing Algorithm 2 and (20)–(22).
Lemma 4.1. The error between the solution of (20)–(22) and the sequences generated by Algorithm
2 satisfy the following set of equations:
A˜
s
i (E
k
i ;Vi) + 〈zi ∗ eki ; Ci〉i +
∑
j(=i)
∑
E⊂ij
E(4ki − 4k−1j ; qi)E
=
∑
j(=i)
〈5k−1ji ; Ci〉ij ∀Vi ∈ Vi;h × Qi;h; (28)
〈5kij;
〉ij = 〈(zi + zj) ∗ eki − 5k−1ji ;
〉ij ∀
 ∈ Wij;h: (29)
Before presenting the convergence theorem we state the following auxiliary result for the pressure.
We denote by 6i the orthogonal projection from Qi = L2(i) onto L20(i), i.e.
6iq := q− 1meas(i)
∫
i
q dx:
Lemma 4.2. Assume that constant +0 ¿ 0 in condition (11), together with su=ciently small h,
with Ni as in (31), and other constants given in the proof, is chosen according to
CICG;i
√
L
(
1√
+0
+
hT‖b‖∞;T√

)
6
1
2
Ni:
Let Eki = (e
k
i ; 4
k
i ) be the solution of the error equation (28). Then; the following estimate is valid:
‖6i4ki ‖0;i62Ni|](eki ; 4ki )[|i (30)
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with constant
Ni :=Ci
√


1 + CF; i
√
‖c‖∞;i

+
CF; iB∞; i


 ; Ci = CS;iCG;i: (31)
Proof. Since 6i4ki ∈ L20(i), Corollary 2:4 in [4] yields the existence of w ∈ (H 10 (i))2 with
·w =−6i4ki ; ‖w‖1;i6CG;i‖6i4ki ‖0;i :
We take advantage of an Clement-type interpolation operator Ih : (H 10 (i))
2 → Vi;h ∩ (H 10 (i)2 such
that
wh := Ihw; ‖wh‖1;i6CS;i‖w‖1;i ; ‖w− wh‖0; T6CIhT |w|1;!T (32)
for all elements T ∈ i where !T is the union of all elements T ′⊂i having at least one common
vertex with T . Furthermore set L := maxT ]{T ′ : T ′⊂!T}. Now we have
‖6i4ki ‖20;i =−(6i4ki ;·w)i =−(4ki ;·w)i
=
∑
T ⊂i
(4ki ;w− wh)T − (4ki ;·wh))i (33)
For the $rst r.h.s. term in (33) we obtain from (32), (11) and the lower bound of +0 using similar
arguments as in the proof of Lemma A.2∣∣∣∣∣
∑
T ⊂i
(∇4ki ;w− wh)T
∣∣∣∣∣6
∣∣∣∣∣
∑
T ⊂i
(b ·eki +4ki ;w− wh)T
∣∣∣∣∣+
∣∣∣∣∣
∑
T∈i
(b ·eki ;w− wh)T
∣∣∣∣∣
6CICG;i
√
L sup
T ⊂i
(
hT‖b‖∞; T√

+
hT√
)T
)
|]Eki [|i|w|1;i
6 12Ni|]Eki [|i‖6i4ki ‖0; i : (34)
Using the error equation (28) and integrating the convective term by parts, for the second r.h.s. term
in (33) follows for Vi = (wh; 0) with wh ∈ (H 10 (i))2 ∩ Vh that
|(4ki ; · wh)i |
6|(eki ;wh)i + (ceki ;wh)i − (b ·wh; eki )i)|
+
∑
T ⊂i
(|)T (−eki + ceki + b ·eki +4ki ; b ·wh)T |+ |*T ( · eki ; · wh)T |):
Similar arguments as in the proof of Lemma A.2 yield
|(4ki ; · wh))i |6(Ni + Nih)|]Eki [|i‖6i4ki ‖0;i (35)
with constants Ni from (31) and Nih :=
√
2*+ B∞; i
√
) being local versions of the constants N and
Nh as given in Lemma A.2. For suFciently small h we again have that Nih6
1
2Ni. Now, summarizing
(33)–(35), the assertion follows.
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Lemma 4.3. Let Assumption A:2 be valid. Then
1
2 |](eki ; 4ki )[|2i6A˜
s
i (E
k
i ;E
k
i )→ 0; k →∞: (36)
Proof. Set Vi=Eki in error equation (28). Now, we can adopt a classical summation argument (over
subdomains and DD iterations) within the framework of RR methods following e.g. the lines of the
proof of Theorem 5:2 in [10]. We arrive at the estimate
K∑
k=1
M∑
i=1
A˜
s
i (E
k
i ;E
k
i ) +
1
2
M∑
i=1
∑
E⊂i
E‖4K+1i ‖20; E6K
with a constant K independent of the number of DD steps K . Hence, with K → ∞ and using
Lemma 3.1, this concludes the proof.
The convergence behavior of the Robin–Robin DDM can now be described by
Theorem 4.4. Let Assumptions A:1 and A:2 be valid. Then the successive approximations (uki ; p
k
i )
generated by Algorithm 2 converge to the global discrete solution (ui ; pi) = (u|i ; p|i) of (9)
according to
‖uki − ui‖1;i → 0; ‖6i(pki − pi)‖0;i → 0; k →∞: (37)
Proof. By virtue of Lemma 4.3 we obtain
√
‖eki ‖1;i6|](eki ; 4ki )[|i → 0; k → ∞ which proves the
$rst assertion. This together with Lemma 4.2 shows the second part.
Remark 4.5. The H 1-convergence of the velocities is not valid globally, i.e. on , since the velocity
approximations given by Algorithm 2 are discontinuous across subdomain interfaces. However, in
the limit k →∞ the discontinuities vanish.
For the pressure we obtain local convergence of a diKerent kind: Firstly, estimate (36) includes
convergence of a weighted pressure gradient. Secondly, the projection of the local pressure solution
pki onto L
2
0(i) converges to the same projection of the solution pi, i.e. in the limit k →∞ on every
subdomain we obtain the correct pressure up to an additive constant. These constants may diKer from
step to step and from subdomain to subdomain. A simple trick to obtain global L2-convergence of
pressure consists of using a relaxation variant of the interface condition thus mixing on the right-hand
side information from adjacent sudomains [10].
The convergence behavior of the pressure is much better if on one part of the boundary Neumann
conditions are imposed. Then we obtain convergence in L2() [10].
5. A posteriori error estimate for the discrete RR method
At this moment we only know that the Robin–Robin algorithm converges for a certain class
of interface parameter functions zi. We have no further information in which way the choice of
zi in4uences the convergence of the method. For advection–diKusion problems, several techniques
(e.g. essentially based on the vanishing viscosity limit) are available to obtain how a proper interface
function looks like. Unfortunately, for the Oseen equations very little is known on the limit behaviour
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→ 0. Therefore, we adopt an a posteriori approach which is already known for advection–diKusion
problems (cf. [6,7]).
Let us consider a partition of  with two subdomains. In addition to the notation introduced
previously we de$ne
 :=12 = 21; W :=W12 =W21 = (H
1=2
00 ())
2;
|(C; q)|2); i :=
∑
T ⊂i
)T‖b ·C+q‖20; T ; |q|2); i := |(0; q)|2); i; |C|2*; i :=
∑
T ⊂i
*T‖·C‖20; T :
Remember that, under our Assumptions A:1 and A:2, the bilinear forms A˜
s
i ; i = 1; 2 are coercive
w.r.t. the local stabilized energy norm |[·]|i (cf. Lemma 3.1(ii))
A˜
s
i (Vi ;Vi)¿
1
2 |]Vi[|2i ∀Vi ∈ Vi;h × Qi;h:
The error equations from Lemma 4.1, specialized to the case of two subdomains, for Eki = (u
k
i −
ui ; pki − pi) and 5kij = 	kij − 	ij read
A˜
s
i (E
k
i ;Vi) + 〈zi ∗ eki ; Ci〉 +
∑
E⊂
E(4ki − 4k−1j ; qi)E = 〈5k−1ji ; Ci〉; (38)
〈5kij;
〉 = 〈(zi + zj) ∗ eki − 5k−1ji ;
〉 (39)
for all Vi ∈ Vi;h × Qi;h and 
 ∈ Wh :=Vh|, respectively.
The a posteriori error estimate for Algorithm 2 in the discrete case is given by
Theorem 5.1. Let (ui ; pi); i=1; 2 be the solution of the global discrete problem (9) and (uki ; p
k
i ); i=
1; 2 the successive approximations generated by the discrete Algorithm 2 in the case of two sub-
domains. Then for the error Eki = (e
k
i ; 4
k
i ) = (u
k
i − ui ; pki − pi) holds
|]Ek+1i [|i6Kj‖zi − 12 (b · ni)∗‖∞;‖uk+1i − ukj ‖0; + Lj‖uk+1i − ukj ‖W + R; (40)
‖6i4k+1i ‖0;i6Mi|]Ek+1i [|i (41)
with j = i, (b · ni)∗ := (b · ni ; b · ni)T and R= O(
√
). Thereby;  :=maxE⊂ E and
Kj :=
1√

CTrj ; (42)
Lj :=
6
/
max(1;Rj)NjCEj ; (43)
Mi := 2Ni; (44)
Ni :=Ci
√


1 + CF; i
√
C∞; i

+
CF; iB∞; i


 ; (45)
with stability constant / of Lemma A:1; constants from standard inequalities (cf. e.g. [10]):
trace mapping: Tri : Vi → W ‖Ci‖W6CTri |Ci|1;i ;
embedding: W ⊂L2() ‖
‖0;6‖
‖W ;
Friedrich’s inequality: ‖Ci‖0;i6CF; i|Ci|1;i
and constant CEi de8ned within the proof. Furthermore set Rj :=maxT ⊂j ReT ; ReT := hT‖b‖∞; T =.
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The key step in the proof of Theorem 5.1 is the extension of functions de$ned on  to subdomain
i using an auxiliary local problem. Using the bilinear form Asi as given in Section 2.2, we de$ne
the extension operator by
Ei : Wh → Vi;h × Qi;h; 
 → Ei
= (w; r); (46)
where (w; r) ∈ Vi;h × Qi;h is the solution of
Asi ((w; r);V) +
∑
E⊂
E(r − s; q)E = 0 ∀V ∈ (Vi;h ∩ (H 10 (i))2)× Qi;h; (47)
w| =
 (48)
with appropriate s ∈ Qi;h| (cf. Remark 5.4(i)). By construction, one has w|@i\ = 0. Problem (47)
and (48) involves a Robin condition for the pressure r. It is easily seen that r is uniquely de$ned
owing to E ¿ 0.
Now, we prove the following local inf–sup condition for the auxiliary problem (47) and (48).
Lemma 5.2. For all U = (u; p) ∈ (Vi;h ∩ (H 10 (i)2) × Qi;h there exists an element V = (C; q) ∈
(Vi;h ∩ (H 10 (i)2)× Qi;h satisfying
Asi (U ;V) +
∑
E⊂
E(p; q)E¿/‖|U‖|i‖|V‖|i (49)
with the stability constant / of Lemma A:1. The de8nition of the expression ‖|·‖|i is as in (24)
with -i := (2Ni)−1.
Proof. The proof follows the lines of the proof of Lemmata A.1 and A.2 with the exception that
the result of Lemma A.2 has to be used with p ∈ Qi;h, C ∈ Vi;h ∩ (H 10 (i))2.
In the last preliminary step we give a bound of the extension operator norm.
Lemma 5.3. The extension operator de8ned by (46) satis8es the following a priori estimate
/‖|(w; r)‖|i62NiCEi(1 + /)‖
‖W +
√∑
E⊂
E‖s‖20; E (50)
with constants Ni and / as in Lemmas 4:2 and A:1; respectively.
Proof. Let Ei be a (problem-independent) extension operator such that
Ei : Wh → Vi;h; |Ei
|1;i6CEi‖
‖W ∀
 ∈ Wh:
Ei yields a unique decomposition w = w0 + Ei
 with w0 ∈ Vi;h ∩ H 10 (i) and 
 ∈ Wh. From (47)
we obtain∑
E⊂
E(r; q)E +Asi ((w0; r);V) =
∑
E⊂
E(s; q)E +Asi ((−Ei
; 0);V) ≡ T1 + T2 + T3
224 G. Lube et al. / Journal of Computational and Applied Mathematics 132 (2001) 211–236
with
|T1| :=
∣∣∣∣∣
∑
E⊂
E(s; q)E
∣∣∣∣∣6
( ∑
E⊂
E‖s‖20; E
)1=2( ∑
E⊂
E‖q‖20; E
)1=2
;
|T2| := |(Ei
;C)i + (cEi
; C)i + (b ·Ei
; C)i
+
∑
T ⊂i
*T ( ·Ei
; · C)T + (q; ·Ei
)i
∣∣∣∣∣
6 {|C|1;i +
√
C∞; i‖
√
cC‖0;i + B∞; i‖C‖0;i +
√
*|C|*; i + ‖q‖0;i}|Ei
|1;i
6
((√
+ CF; i
√
C∞; i +
CF; iB∞; i√

+
√
*
)
|]V [|i + ‖q‖0;i
)
|Ei
|1;i
6 (Ni(1 + h)|]V [|i + ‖q‖0;i)|Ei
|1;i ;
|T3| :=
∣∣∣∣∣
∑
T ⊂i
)T (−Ei
+ b ·Ei
+ cEi
; b ·C+q)T
∣∣∣∣∣
6 ([|Ei
|21;i + ‖
√
cEi
‖20;i ]1=2 + |(Ei
; 0)|); i)|(C; q)|); i
6 (
√
+ CF; i
√
C∞; i + B∞; i
√
))|Ei
|1;i |(C; q)|); i
6 Ni|(C; q)|); i|Ei
|1;i :
For the last term we used (18). Summarizing and using (24) with 1=-i = 2Ni, we $nd
Asi ((w0; r);V) +
∑
E⊂
E(r; q)E6
3∑
i=1
|Ti|6
√∑
E⊂
E‖s‖20; E
√∑
E⊂
E‖q‖20; E
+ 2Ni
√
|]V [|2i + -2i ‖q‖20;i |Ei
|1;i :
By virtue of Lemma 5.2 there exists a nontrivial V ∈ (Vi;h ∩ (H 10 (i))2)× Qi;h with
/‖|(w0; r)‖|i‖|V‖|i6Asi ((w0; r);V) +
∑
E⊂
E(r; q)E
and combining both estimates we end up with
/‖|(w0; r)‖|i62NiCEi‖
‖W +
√∑
E⊂
E‖s‖20; E :
Furthermore, observe that
‖|(Ei
; 0)‖|i = |[(Ei
; 0)]|i6Ni(1 + h)|Ei
|1;i62NiCEi‖
‖W ;
and thus the assertion (50) follows via the triangle inequality.
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Proof of Theorem 5.1. Let i = 1; j = 2, the case i = 2, j = 1 can be treated similarly.
(i) The error equations (38) and (39) imply
A˜1(Ek+11 ;V1) +A˜2(E
k
2 ;V2) +
∑
E⊂
E((4k+11 − 4k2 ; q1)E + (4k2 − 4k−11 ; q2)E)
= 〈5k21 − z1 ∗ ek+11 ; C1〉 + 〈5k−112 − z2 ∗ ek2 ; C2〉
= 〈z1 ∗ (ek2 − ek+11 ); C1〉 + 〈5k−112 − z2 ∗ ek2 ; C2 − C1〉:
=− 〈z1 ∗ (ek2 − ek+11 ); C2 − C1〉 + 〈z1 ∗ (ek2 − ek+11 ); C2〉 + 〈5k−112 − z2 ∗ ek2 ; C2 − C1〉:
For given 
 := (C2− C1)| ∈ Wh let (w; r)=E2
 be de$ned by (46)–(48). Then error equation (38)
with V2 = (w; 0) yields
〈5k−112 − z2 ∗ ek2 ;
〉 =A˜
s
2 (E
k
2 ; (w; 0));
hence
A˜
s
1 (E
k+1
1 ;V1) +A˜
s
2 (E
k
2 ;V2) +
∑
E⊂
E[(4k+11 − 4k2 ; q1)E + (4k2 − 4k−11 ; q2)E]
=− 〈z1 ∗ (ek2 − ek+11 ); C2 − C1〉 + 〈z1 ∗ (ek2 − ek+11 ); C2〉 +A˜
s
2 (E
k
2 ; (w; 0)): (51)
(ii) Now, we derive upper bounds for the r.h.s. terms of (51). We start with the last r.h.s. term
in (51). Integration by parts of the convective term yields
A˜
s
2 (E
k
2 ; (w; 0)) =− 12〈(b · n2)ek2 ;
〉 +As2(Ek2 ; (w; 0))
= 12〈(b · n2)ek2 ;
〉 + (ek2 ;w)2 − (4k2 ;·w)2 + (cek2 ;w)2 − (b ·w; ek2)2
+
∑
T ⊂2
*T (· ek2;·w)T +
∑
T ⊂j
)T (−ek2 + cek2 + b ·ek2 +4k2 ; b ·w)T :
Now, we eliminate −(4k2 ;·w)2 by setting V2 = (0; 4k2) in (47). This gives
− (4k2 ;·w)2 =
∑
T ⊂2
)T (−w+ b ·w+ cw+r;4k2)T +
∑
E⊂
E(r − s; 4k2)E;
hence
A˜
s
2 (E
k
2 ; (w; 0))− 12〈(b · n2)ek2 ;
〉 +
∑
E⊂
E(s; 4k2)E ≡ Q1 + Q2 + Q3:
Repeating basically some arguments in the proof of Lemma 5.3 we obtain
|Q1| :=
∣∣∣∣∣
∑
E⊂
E(r; 4k2)E
∣∣∣∣∣6
√∑
E⊂
E‖4k2‖20; E
√∑
E⊂
E‖r‖20; E
6
√∑
E⊂
E‖4k2‖20; E‖|(w; r)‖|2;
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|Q2| :=
∣∣∣∣∣∣(ek2 ;w)2 + (cek2 ;w)2 − (b ·w; ek2)2 +
∑
T ⊂j
*T ( · ek2 ; · w)T
+
∑
T ⊂2
)T (−ek2 + cek2 + b ·ek2 +4k2 ; b ·w)T
∣∣∣∣∣
6 (1 + R2)|]Ek2 [|2‖|(w; r)‖|2
with R2 :=maxT ⊂2 ReT and ReT := hT‖b‖∞; T =. For the last term we $nd via the triangle inequality
and (18)
|Q3| :=
∣∣∣∣∣
∑
T ⊂2
)T (−w+ b ·w+ cw+r;4k2)T
∣∣∣∣∣
6 (|(ek2 ; 4k2)|);2 + |(ek2 ; 0)|);2)|](w; r)[|2
6

|(ek2 ; 4k2)|);2 +
√∑
T∈2
)T‖b‖2∞; T |ek2|21; T

 |](w; r)[|2
6 max(1;R2)|]Ek2 [|2|](w; r)[|2:
Then, we have via Lemma 5.3
A˜
s
2 (E
k
2 ; (w; 0))− 12〈(b · n2)ek2 ;
〉 +
∑
E⊂
E(s; 4k2)E6
3∑
i=1
|Qi|
6

3max(1;R2)|]Ek2 [|2 +
√∑
E⊂
E‖4k2‖20; E

 ‖|(w; r)‖|2
6
(3max(1;R2)
/

|]Ek2 [|2 +
√∑
E⊂
E‖4k2‖20; E


×

2N2CE2 (1 + /)‖
‖W +
√∑
E⊂
E‖s‖20; E

 : (52)
Furthermore, we obtain for the second r.h.s. term in (51) with K2 :=CTr2=
√
 that
〈z2 ∗
; ek2〉 + 12〈(b · n2)ek2 ;
〉6 ‖z1 − 12 (b · n1)∗‖∞;‖
‖0;‖ek2‖0;
6CTr2‖z1 − 12 (b · n1)∗‖∞;‖
‖0;|ek2|1;2
6K2‖z1 − 12 (b · n1)∗‖∞;‖
‖0;|]Ek2 [|2: (53)
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(iii) Setting w= ek2 − ek+11 = uk2 − uk+11 and q1 = 4k+11 , q2 = 4k2, we insert (52)–(53) in (51)
A˜
2
1 (E
k+1
1 ;E
k+1
1 ) +A˜
2
2(E
k
2 ;E
k
2 ) +
∑
E⊂
E[(4k+11 ; 4
k+1
1 )E + (4
k
2 ; 4
k
2)E]
6

|]Ek2 [|2 +
√∑
E⊂
E‖4k2‖20; E

Q + ∑
E⊂
E(4k+11 + 4
k−1
1 − s; 4k2)E
with
Q :=K2‖z1 − 12 (b · n1)∗‖∞;‖
‖0; + L2
‖W +
3
/
max(1;R2)
√∑
E⊂
E‖s‖20; E
and L2 := (6=/)max(1;R2)N2CE2 . Using coercivity ofA˜
s
i and standard inequalities we arrive at
1
2 (|]Ek+11 [|21 + |]Ek2 [|22) +
∑
E⊂
E[‖4k+11 ‖20; E + ‖4k2‖20; E]
6
1
2
(
|]Ek2 [|22 + Q2 + 2
∑
E⊂
E[‖4k2‖20; E + ‖4k+11 ‖20; E + ‖4k−11 − s‖20; E]
)
;
hence
|]Ek+11 [|216Q2 +
∑
E⊂
E‖4k−11 − s‖20; E :
This implies that a posteriori error estimate w.r.t. the |]·[|-norm if we collect there the pressure terms
at the interface with weight  :=maxE⊂ E . We can even set s= 0.
Finally, the result for the pressure projection follows by Lemma 4.2.
Remark 5.4. (i) The a posteriori estimate of Theorem 5.1 contains (after setting s=0) a perturbation
R = O(
√
) which can be chosen arbitrary small. Numerical experiments show that one can set
=maxE E=0. Note again that the pressure stabilization terms at the interface are only required to
derive the two-$eld formulation in Section 2. The subproblems to be solved within the RR iteration
are not in4uenced by these terms if E → 0).
(ii) The estimate of Theorem 5.1 is presumably not optimal. In particular, it should be possible to
skip the factor max(1;Rj) in (43). A slight improvement to max(1;
√
Rj) follows if the stabilization
parameters are chosen according to Remark 2.3.
(iii) It is possible to generalize the result of Theorem 5.1 to the case of strip-wise macro partitions
of  with more than two subdomains.
It remains to exploit the information contained in the a posteriori error estimate to obtain a
reasonable choice of the free parameter functions zi in the interface conditions. This can be basically
done as for scalar elliptic problems, cf. [6,7]. So we only state the corresponding result where we
skip the factor max(1;Rj) in (43) according to Remark 5.4(ii).
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An appropriate choice of the parameter components is
zli =
|b · ni|
2
+ max
i=1;2
Lj
Kj
∼ |b · ni|
2
+ max
j=1;2

Hj

1 +
√
C∞; j

Hj +
HjB∞; j


 ; l= 1; 2 (54)
Here we used the dependence on the subdomain size Hi of various constants appearing Theorem
5.1. Finally, we obtain the following result.
Corollary 5.5. Let the assumptions of Theorem 5:1 and the design formula (54) be valid. Then
for i = 1; 2 there holds the re8ned a posteriori estimate
|]Ek+1i [|i6K‖b · ni‖∞;−i ‖u
k+1
i − ukj ‖0;−i + 2L‖u
k+1
i − ukj ‖W ; j = i: (55)
where K :=maxi=1;2 Ki; L = maxi=1;2 Li. Here −i is the in?ow part of the subdomain interface
@i \ @ where b · ni ¡ 0.
6. Numerical examples
Now we present some numerical examples that support and supplement the theoretical results. On
a shape-regular triangulation of the 4ow domain , we apply continuous linear ansatz functions (P1
elements) for both the pressure and the velocity. The weights )T and *T of the stabilization terms
are chosen as in Remark 2.3. This stabilized $nite element formulation satis$es a modi$ed inf–sup
condition (cf. Lemma A.1). According to Remark 5.4, (i) we skip the pressure stabilization at the
interface setting E = 0.
In this paper we restrict ourselves to the advection-dominated case of the Oseen problem with
moderate up to large local Reynolds numbers ReT . Problems with dominant diKusion (or low local
Reynolds numbers) will be considered elsewhere. But experiments for the diKusion dominated case
with stabilized elements agree well with our theoretical results (cf. [9]).
We evaluate the convergence behaviour using a global energy type norm ‖·‖E and a interface
norm |[·]| according to
‖E‖2E :=
N∑
i=1
(
|uki − ui|21;i + c‖uki − ui‖20;i +
∑
T∈i
h2T 
−1‖(pki − pi)‖20; T
)2
;
|[ui ; uj]|2 :=
N∑
i; j=1; i =j
‖uki − uk−1j ‖20;ij :
Thereby, N is the number of subdomains. In the ‖E‖E-norm we compare successive approximations
(uki ; p
k
i ) generated by the Robin–Robin method with a global $nite element approximation that was
obtained on the same ($ne) mesh.
In the $rst example we compare the diKerent propagation of information within the RR method
for the diKusion and advection-dominated case.
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Example 6.1. Consider the Oseen problem
− u + b ·u +p= 0 in ; (56)
 · u = 0 in  (57)
on =(0; 8)×(0; 2) with the Poiseuille type solution (u; p)=(x2(2−x2); 0; 2x1). Dirichlet boundary
conditions for the velocity are imposed on @ \ B whereas the out4ow condition  · n = 0 is
given at the outlet B := {8} × (0; 2). The parameters are chosen as  = 1 and  = 10−3 for the
diKusion-dominated and the advection-dominated case, respectively.
The results on an unstructured mesh with 1768 $nite elements and 4×1 subdomains are presented
in Fig. 1. Here we observe how the correct solution (only x1-component of the velocity shown) will
develop during the iterative process.
In case (b) with dominant advection we see that the correct pro$le prescribed a the in4ow prop-
agates along the 4ow $eld b through the whole channel. Therefore, after four iteration steps, we
obtain a quadratic pro$le on all subdomains even though it is distorted. The pressure approximation
(not shown here) is still rather bad. All subsequent iteration steps are needed to produce the correct
pressure solution and to improve the velocity approximation.
In case (a) the velocity pro$le develops from both ends as we expect for the diKusive regime.
Again, after some steps, we obtain a distorted quadratic pro$le. The error is determined by the
quality of the pressure approximation that will become better when more iterations are performed.
Let us $nally remark that we did not try here to improve the pressure convergence using relaxation
of the interface condition as in [10] or [9].
Next we try to ascertain how the optimal value for z depends on the viscosity , the mesh-size h
and on the 4ow $eld b.
Example 6.2. We consider again the (modi$ed) Oseen problem
− u + b ·u + cu +p= f in ; (58)
 · u = 0 in ; (59)
on = (0; 1)2 and Dirichlet boundary conditions. Furthermore we select the parameter set =10−i,
i = 0; 1; : : : ; 4 and c= 1. Then we consider the two cases (a) b= 1√
5
(2; 1)T and (b) b= (0; 1)T. The
reference solution is

u1(x1; x2)
u2(x1; x2)
p(x1; x2)

=


2x21(1− x1)2x2(1− x2)(1− 2x2)
−2x1(1− 2x1)x22(1− x2)2
x1(1− x1)x2(1− x2) + p0

 : (60)
The RR iteration is performed with two subdomains 1 = (0; 1=2) × (0; 1) and 2 = (1=2; 1) ×
(0; 1) as considered within the analysis in Section 5. We determine for every value z =
√
10
i
,
i =−8;−7; : : : ; 6; 7, the number of iteration steps that are necessary to achieve
‖E‖E ¡ 10−3; |[ui ; uj]|¡ 10−5:
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Fig. 1. Calculation of Poiseuille 4ow with (a) = 1 and (b) = 10−3.
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Fig. 2. Convergence behaviour in dependence of z for case (a). For legend see Fig. 3.
Fig. 3. Convergence behaviour in dependence of z for case (b).
Figs. 2 and 3 show the results for cases (a) and (b). For all cases both the energy and the interface
norm indicate that the optimal interface parameter is independent of h but has a speci$c dependence
of  for each case.
Let us $rst repeat that formula (54) perfectly $ts with the numerical results of [9] for the
diKusion-dominated case with vanishing 4ow $eld b. If the 4ow $eld b does not vanish we expect
from the analysis of Section 5 a more complicated interaction of the terms appearing in formula
(54). For moderate values of the viscosity some scaling of zopt w.r.t.
√
 can clearly be seen from
Figs. 2 and 3 for 10−2661. For smaller values of  we obtain zopt = O(1) w.r.t. to . As can
be seen from Figs. 2 and 3 we observed the latter behaviour regardless whether b · n vanishes or
not.
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Summarizing for the general case (including our experiments for the diKusion dominated case)
we propose the following formula for the inteface parameter function zi = (zi1; z
i
2):
zli =
1
2 |b · ni|+ +
√
c + ‖b‖∞;:
7. Concluding remarks
We extended the analysis of a nonoverlapping domain decomposition algorithm of Robin–Robin
type to the discretized Oseen equations appearing within $xed point algorithms for the incom-
pressible Navier–Stokes equations. Here we considered the case of equal order interpolation of
velocity=pressure which are attractive from the implementational point of view but do not pass the
standard inf–sup stability condition. So a stabilization technique is employed which furthermore
allows to treat advection–dominated 4ow problems.
The key point of the analysis of both the standard a priori analysis and the Robin–Robin method
is the proof of a modi$ed inf–sup condition where the in4uence of the problem and discretization
data has to be analyzed carefully.
We proved coercivity and strong convergence of the method. Furthermore, we found an a posteriori
error estimate which controls convergence of the discrete subdomain solutions to the global discrete
solution by measuring the jumps of the velocities at the interface. Finally, we obtained information
how to design some parameter function within the Robin type interface condition which essentially
in4uences the convergence speed. Some numerical results con$rm the theoretical results.
Appendix. Proof of the discrete inf–sup condition
We give here the proof of the discrete inf–sup condition (cf. Lemma 2.1(ii)) for the stabilized
Galerkin method (9) applied to the Dirichlet problem of the Oseen equations (1)–(3). Note that
the result is also valid (with obvious modi$cations in the notation) for the local auxiliary Dirichlet
problems considered in Lemma 5.2.
Lemma A.1. Let As(·; ·) be the bilinear form of the stabilized discrete Oseen problem according
to (10). Furthermore; let the minimal design assumption (11) for the parameters of the stabilized
method be valid. Then there exists a constant /¿ 0 independent of h and  such that for all
U = (u; p) ∈ Vh × Qh there exists V = (v; q) ∈ Vh × Qh such that
As(U ;V) +
∑
E⊂
E([p]; [q])E¿/‖|U‖| ‖|V‖|: (A.1)
The constant - in the de8nition of ‖|·‖|2 := |]·[|2 +∑E⊂ E‖[·]‖20; E + -2‖·‖20; can be chosen as
- =
1
2N
; N :=C
√


1 + CF
√
‖c‖∞;

+
CF‖b‖∞;


 ; (A.2)
with C = CSCG (and constants CS; CG de8ned in the proof of Lemma A.2).
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The proof of this modi$ed stability condition requires some preparation. Therefore, we introduce
the notation
|(v; q)|2) :=
∑
T ⊂
)T‖b ·v+q‖20; T ; |q|2) := |(0; q)|2); |v|2* :=
∑
T ⊂
*T‖ · C‖20; T : (A.3)
We start with the following auxiliary result.
Lemma A.2. Assume that the constant +0 ¿ 0 in condition (11), together with su=ciently small
h, with N as in (A.2), and other constants given in the proof, is chosen according to
CICG
√
L
(
1√
+0
+
hT‖b‖∞;T√

)
6
1
2
N: (A.4)
Then for given p ∈ Qh there exists an element w ∈ Vh such that
(p; · w)¿‖p‖20; − 12N|]U [|‖p‖0;: (A.5)
Proof. Corollary 2:4 in [4] yields the existence of w˜ ∈ V and of a constant CG ¿ 0 such that
 · w˜= p with ‖w˜‖1;6CG‖p‖0;:
There exists an interpolation operator Ih : V → Vh (e.g. the Clement operator) such that
w= Ihw˜; ‖w‖1;6CS‖w˜‖1;6CSCG‖p‖0;; ‖w− w˜‖0; T6CIhT |w|1;!T
for all elements T ∈  where !T is the union of all elements T ′⊂ having at least one common
vertex with T . Furthermore set L := maxT ]{T ′ : T ′⊂!T}. Then we have
(p; · w) = (p; · w˜) − (p; · (w− w˜))¿‖p‖20; − |S|
and, using integration by parts together with standard inequalities
|S| = |(p; · (w− w˜))|=
∣∣∣∣∣
∑
T ⊂
(p;w− w˜)T
∣∣∣∣∣
6 |
∑
T ⊂
(b ·u +p;w− w˜)T |+
∣∣∣∣∣
∑
T ⊂
(b ·u;w− w˜)T
∣∣∣∣∣
6 |(u; p)|)
(∑
T ⊂
C2I h
2
T
)T
|w˜|21;!T
)1=2
+
∑
T ⊂
CIhT‖b‖∞; T |u|1; T |w˜|1;!T
6CI
√
L max
T ⊂
(
hT√
)T
+
hT‖b‖∞; T√

)
|]U [| |w˜|1;
6CICG
√
L max
T ⊂
(
1√
+0
+
hT‖b‖∞; T√

)
|]U [| ‖p‖0;:
In the last step we used (11). This concludes the proof using (A.4).
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Remark A.3. Condition (A.4) leads to the following scaling of the lower bound in (11)
+−10 ∼ (1 + Re2 + E); Re :=CF‖b‖∞−1; E :=C2F‖c‖∞−1: (A.6)
This condition gives no contradiction to the choice of )T according to Remark 2.3.
Proof of Lemma A.1. (i) For a given U = (u; p) ∈ Vh × Qh, we have by Lemma 2.1(i)
As(U ;U) +
∑
E⊂
E([p]; [p])E¿ 12 |]U [|2 +
∑
E⊂
E‖[p]‖20; E :
The idea is now to construct a special element V =(v; q) :=U + C(−w; 0) satisfying (A.1) and with
w as constructed within the proof of Lemma A.2.
Integrating the convective term by parts and using the notation (A.3) we obtain
As(U ; (−w; 0))
= (p;·w) − (u;w) − (cu;w) −
∑
T ⊂
*T (· u;·w)T
+(b ·w; u) −
∑
T ⊂
)T (−u + b ·u +p+ cu; b ·w)
¿(p;·w) − |u|1;|w|1;i − ‖c‖1=2∞;‖
√
cu‖0;‖w‖0; − ‖b‖∞;|w|1;‖u‖0;
− |u|*|w|* −
(∑
T ⊂
)T‖ − u + cu‖20; T
)1=2
|(w; 0)|) − |(u; p)|)|(w; 0)|): (A.7)
We estimate several terms separately: Friedrich’s inequality with constant CF implies for the con-
vective term in (A.5)
‖b‖∞;|w|1;‖u‖0;6CF‖b‖∞;√ |]U [| |w|1;:
Furthermore, by (18) and (A.3)
[∑
T ⊂
)T‖ − u + cu‖20; T
]1=2
+ |(u; p)|)

 |(w; 0)|)6√)‖b‖∞;|]U [| |w|1;:
These estimates together with Lemma A.2, (A.2) and (A.5) yield in (A.7)
As(U ; (−w; 0))¿ (p; · w) −
(√
+ CF
√
‖c‖∞; + CF‖b‖∞;√
+
√
*+ ‖b‖∞;
√
)
)
|]U [| ‖w‖1;
¿ ‖p‖20; −
(
1
2N + CSCG[N˜  + Nh]
)
|]U [| ‖p‖0;;
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where
N˜  :=
√
+ CF
√
‖c‖∞; + CF‖b‖∞;√ ; Nh :=
√
*+ ‖b‖∞;
√
):
For suFciently small h, the design of the parameters *; ) from (11) implies that Nh6 12N.
So we obtain with N :=CSCGN˜
As(U ; (−w; 0))¿‖p‖20; − 2N|]U [| ‖p‖0;¿ (1− DN) ‖p‖20; − ND−1|]U [|2 (A.8)
with D¿ 0 appropriately chosen. Setting V = (v; q) = ((u − Cw; p), the last inequality yields
As(U ;V) =As(U ;U) + CAs(U ; (−w; 0))¿
(
1
2
− CN
D
)
|]U [|2 + C (1− DN) ‖p‖20;
with suFciently small C¿ 0. Now, we have to $x the weight -2 of the pressure term in
‖|U‖|2 := |]U [|2 + -2‖p‖20; +
∑
E⊂
E‖[p]‖20; E :
Here we set CN=D = 1=4 and C(1− DN) = -2=4. This gives C(1− DN) = C − D2=4 = -2=4, hence
with C = -2=2 and - = D we arrive at - = 1=(2N) and
As(U ;V) +
∑
E⊂
E([p]; [q])E¿
1
4
(
|]U [|2 + 1
4N 2
‖p‖20;
)
+
∑
E⊂
E‖[p]‖20; E¿ 14‖|U‖|2: (A.9)
Furthermore, we have, using C = 1=(8N 2) and the discussion of (A.8), that
‖|V |‖26 2‖|U |‖2 + 2C2‖|(w; 0)|‖2
6 2‖|U |‖2 + 2C2 (+ ‖c‖∞; + )‖b‖2∞; + *) |w|21;
6 2‖|U |‖2 + 2C2C2
(
+ ‖c‖∞; + )‖b‖2∞; + *
) ‖p‖20;
6 2‖|U |‖2 + 2C2(2N)2‖p‖20;6 52‖|U |‖2:
So we arrive at
As(U ;V) +
∑
E⊂
E([p]; [q])E¿/‖|U |‖ ‖|V |‖; / := 12√10 :
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