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Abstract 
' 
In this thesis I study several applications of a maximally coupled QED model to par-
ticle interactions. The seminal work on the subject is Rosenbluth (1950), who studied 
the maximally coupled proton in electron-proton scattering. His analysis involves three 
assumptions which were starting points for the research reported here. 
L There was no derivation given (or referenced) for the maximally coupled vertex. 
2. The dipole moment of the electron is ignored on the grounds that it is "quite small 
and decreases rapidly at higher energies". 
3. He assumes that the proton is a distributed particle and attempts to fit his theo-
retical results using structure constants intended to reflect the details of the proton 
structure. 
I present a derivation of the maximally coupled vertex first used by Rosenbluth. The 
resultant vertex disagrees with that used by Rosenbluth (and all subsequent workers in 
the field) in the sign of the magnetic dipole parameter. I explore the ramifications of this 
discrepancy for the other two assumptions. 
Using the sign derived here for both the electron and the proton I show that the full 
maximally coupled cross-section to first order for electron-proton scattering to be in far 
better agreement with experiment than the commonly employed Rosenbluth model Fur-
ther, at around 200 MeV the prediction developed here agrees with experiment to within 
the experimental uncertainties. At higher energies (and hence exchange momenta) this 
agreement falls away, however it is always in better agreement than the bare Rosenbluth 
expression. 
I show that for exchanged momentum of about the proton rest mass, the dipole-dipole 
terms are comparable to or larger than the monopole-monopole terms. Hence the dipole 
terms become more important as the exchanged energy increases. This is true for either 
vertex. Taking Rosenbluth's second assumption, but using the vertex derived here, I find 
little difference from the minimally coupled result. 
I discuss the difficulty of trying to re-develop the form factor approach of fitting the 
theoretical curves to experiment. 
I apply the maximally coupled QED model to neutron decay and obtain a neutron lifetime 
within 15% of the latest experimental value from a first order analysis involving no free 
ill 
parameters. 
Maximally coupled QED neutron-proton scattering is shown to account for about 10-4 
of the measured scattering. This is as expected since this interaction is dominated by 
the strong nuclear force. I find poor agreement between the maximally coupled QED 
model and experiment for electron-neutron scattering. However, the application of a 
basically minimally coupled model for extracting electron-neutron scattering from the 
experimentally measured electron-deuteron scattering data is discussed and questioned. 
All of the two-photon scattering matrix elements for any two non-identical fermions are 
calculated, up to the integrations over the extra 4-momentum. These integrals are partially 
completed here, and all of the 4-space integrations are performed and presented. The 
development of a systematic approach to these integrals will allow their solution in later 
research. 
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Chapter 1 
Introduction 
1.1 Historical 
In 1949 Feynman introduced the concept of representing an interaction between particles 
by a series of diagrams or graphs, where each symbol in the diagram had a particular 
quantum mechanical operator associated with it. These Feynman diagrams have proven 
to be extremely useful. They allow a simple interpretation to be made of a complex 
interaction by viewing the process as a series of 'common sense' diagrams. The diagram 
techniques have since been extended from the original Quantum Electro-Dynamics (QED) 
into general quantum field theory, covering all types of particle interactions. 
One very important aspect of the diagram method is the physical and mathematical details 
of the operator describing the way in which the particles couple to the underlying field 
structure. This operator is commonly called the vertex operator, because of the way in 
which the diagrams are drawn. 
Feynman assumed the interaction could be described by the covariant Dirac operator for 
the minimally coupled electromagnetic interaction of spin-~ particles, 
(1.1) 
which has the particles interacting solely through their electric monopole charges (qi)· 
He deduced from this that the QED vertex operator was ( -i qi{a), the coefficient of the 
interaction field term (Aa)· 
Previously, Pauli and Weisskopf (1934) had pointed out that there was one other term 
that could appear in an (electromagnetic) covariant Dirac operator for spin-~ particles. 
They suggested adding the contracted form of the electromagnetic field tensor, Faf3, in 
such a way that the operator would remain covariant and Poincare invariant. 
Recent work on this suggestion (Sachs, 1982, Barut and McEwan, 1984) has shown that 
the term f' = Uaf3Fa.fJ is the only other Poincare invariant term in the covariant Dirac 
interaction operator. Sachs also looks at other possible additional terms if Poincare in-
variance is not retained, but I do not follow this path here. 
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Pauli and Weisskopf's suggested interaction operator (the Pauli-Dirac operator) was 
(1.2) 
The coupling constant, e, associated with the Pauli modification is easily identified with 
the anomalous magnetic moment, J.La· The extra ef term in the operator allows the 
particles to interact through their electromagnetic dipoles (since F a{3 rv 8aA{3) as well as 
their monopoles (electric charges). 
I shall call this Pauli-Dirac coupling 'maximal coupling', since the coupling is via the 
electromagnetic dipole as well as the monopole, in contrast to the 'minimal coupling' 
(electromagnetic monopole only) of Dirac's original interaction operator. 
Minimal coupling predicts a magnetic moment for a spin-~ particle 
(1.3) 
although, as several authors have shown (see for example Corben 1968, Bohm, 1979, §9.3), 
this 'Dirac' magnetic moment can be derived classically i.e. it is a Lorentz relativistic, 
rather than a quantum, phenomenon. 
Experimental measurement of the magnetic moments of electrons, protons and neutrons 
show the measured value in each case to be of larger magnitude than the minimal coupling 
prediction. This 'extra' moment is commonly referred to as the 'anomalous magnetic 
moment', J.La. 
As discussed, the Dirac magnetic moment derives directly from a spinning, point monopole. 
The distance dependence of the potential corresponding to the minimal coupling (Dirac) 
magnetic moment is as for the monopole it derives from, as can be seen in the standard 
solution to a Dirac hydrogen atom. The anomalous magnetic moment on the other hand, 
arises from the spatial differentiation of the electromagnetic potential, Aa. This is a dipole 
term, and hence the distance dependence of the anomalous moment or dipole charge is 
quite different to that for the monopole charge. 
This is a critical distinction. As the energy of the colliding particles increases the closest 
approach distances will decrease, and hence the relative importance of the monopole and 
the dipole interactions will alter. In Chapter 5 I prove this to be the case for electron proton 
scattering and estimate the value of exchanged momentum about which the dipole-dipole 
contribution to the interaction begins to dominate the monopole-monopole contribution. 
It is customary to quote the experimentally measured magnetic moment in terms of g-
factQrs, a multiplier of the minimal coupling magnetic moment, rather than the actual 
value 
( qi ) J.Lerop = g 2mi = J.Lo + J.La (1.4) 
In Chapter 2 I show the magnitudes of the magnetic moments and dipole charges ( anoma-
lous magnetic moments) in consistent units. Of interest, the magnitudes of the dipole 
charges for the electron, proton and neutron differ by only 15% or so, with the electron 
dipole charge being larger thari the proton dipole charge. 
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The widespread use of g-factors have obscured the relative magnitude of the dipole charges 
so well that when Rosenbluth (1950) extended Feynman's original minimal coupling work 
to maximally coupled scattering for electrons off protons, the electron's dipole contribution 
was ignored: (Rosenbluth 1950, footnote 2) 
"Strictly speaking we should also give the electron an anomalous magnetic 
moment, but this is quite small and decreases rapidly at high energy" 
The Rosenbluth paper (1950) for scattering a minimally coupled electron off a maximally 
coupled proton had a better agreement with experiment than the original totally minimally 
coupled analysis at medium to low energies ("' 200 MeV) and received wide attention. 
This same paper of Rosenbluth's introduced charge and magnetic form factors for the 
proton. These form factors were justified by Rosenbluth from considering the action of 
the proton's cloud of virtual mesons, but he was unable to correctly derive the form factors 
from this. The mathematical details of the form factors have changed over time, however 
the underlying assumptions are essentially unchanged. 
The form factors are now simply phenomenological functions that adjust the momentum 
independent (point particle) model to experiment. Many workers have attempted to fit 
physical charge distributions to them (Kirk et al 1973, Chambers and Hofstadter 1956, 
Yennie et al 1957, for example). Several aspects of the research presented here relate 
directly to the validity of this form factor approach and I discuss this more fully in Chap-
ter 5. 
My approach in this research is to treat the particles as having ignorable internal structure 
and deal with only the macroscopically measurable quantities of mass, intrinsic spin, elec-
tromagnetic monopole charge (electric charge) and electromagnetic dipole charge ( anoma-
lous magnetic moment). 
I have been unable to locate any derivation of the maximally coupled vertex first used by 
Rosenbluth in 1950. I have, therefore, re-derived this vertex in Chapter 3 and found that 
(apparently) Rosenbluth used an incorrect sign on the maximally coupled contribution to 
the vertex operator. 
The original intent of the research reported on in this thesis, was to extend maximal 
coupling into a complete second order scattering calculation. Uncovering this seemingly 
minor sign conflict has meant that I could not ignore its ramifications and the direction 
of the research has altered somewhat. I discuss several aspects of the effect of this sign 
difference, and lay the ground work for a further attempt at a full maximally coupled 
second order scattering analysis in the future. 
Chapters 2-4 have been published (Burling-Claridge and Butler, 1989). A copy of this 
publication is included as Appendix A. They deal with the derivation and the importance 
of this sign to the first order scattering of electrons off protons. 
I re-calculate the full maximally coupled first order scattering for electrons off protons, 
first calculated by Hubert (1984) using Rosenbluth's vertex. The fully maximally coupled 
model with our vertex is shown to have good agreement with experiment, the predicted 
curve lying within experimental uncertainties at 188 MeV (electron beam energy). 
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With the correct sign in the maximally coupled vertex, the Rosenbluth model (proton only 
maximally coupled) differs negligibly from simple minimally coupled (Moller) scattering. 
In Chapter 5 I extend the published work and investigate the contributions from each 
of the interactions (monopole-dipole, etc) to first order scattering. The relative sizes of 
these cross-terms show immediately that omitting the electron's dipole charge can not 
be justified, for either vertex, in terms of it's 'negligible' contribution. The Rosenbluth 
model is thus shown to be invalid on its original justification and I discuss the necessary 
re-interpretation of form factors. 
Maximal coupling allows the possibility of a calculation of a decay lifetime for neutral 
particles, since they have non-zero dipole charges. In Chapter 6 I investigate the appli-
cation of maximally coupled QED to neutron decay and I calculate the lifetime of the 
neutron, to first order, with surprisingly close agreement to experiment. The maximally 
coupled analysis presented is first-order and involves no free parameters. The predicted 
lifetime with Rosenbluth's sign is found to be several orders of magnitude away from the 
experimentally determined value. 
To calculate the neutron decay lifetime I was obliged to relax the conservation of rest mass 
along a fermion line and instead assume conservation of dipole charge (see Section 6.2). 
Effectively, the dipole charge is assumed to be a conserved, quantized property of the 
particles. Some of the philosophical aspects of this are dealt with in Section 6.7. This 
latter investigation has also been published, Butler and Hurling-Claridge (1989). A copy 
of this publication is included as Appendix B. 
In Chapter 7 I investigate several other first-order maximally coupled scattering possibil-
ities. I evaluate the effect of 'quantizing' the dipole charges for electron-proton scattering 
and obtain maximally coupled predictions for electron-neutron and neutron-proton scat-
tering. These investigations have mixed success and are discussed in that chapter. 
I extend the maximally coupled scattering analysis to two-photon (second order) scatter-
ing in Chapter 8. The traces of the matrix elements have been performed, however the 
resultant expressions are too large to include verbatim in this thesis. In the later sections 
of the chapter I develop a generalized approach to evaluate the 4-vector integrals required. 
The second order maximally coupled matrix elements are enormous algebraic expressions. 
The completed evaluations (with the integrals left as general as possible) are of the order 
of 200 kB long (more than 2500 of SO-character lines of computer algebra!). Several days 
of CPU time are required to evaluate these traces. Furthermore, as shown in Chapter 8, 
the integrals are themselves non-trivial and sometimes quite long expressions. 
These complexities have been compounded by the above mentioned deviation from the 
original thrust of the research. Thus, while I have made a great deal of progress toward 
obtaining the full second order maximally scattering expression it has not been possible 
to complete it for this thesis. 
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1.2 Definitions 
The following conventions are followed throughout this document. Numerical values for 
the constant are shown in Section 1.3. 
1. qi = Electric monopole charge carried by the ith fermion. 
2. mi = Mass of the ith fermion. 
3. a = Fine structure constant. 
4. e = yfa =Electric monopole charge carried by the proton. 
5. /-LB= -2 e =Bohr magneton. me 
6. /-LN= -2 e = Nuclear magneton. 
mp 
7. /-La= Dipole charge (anomalous magnetic moment). We omit the subscript 'a' where 
convenient. It will be clear from the context that we are refering to the dipole charge. 
8. Pm = 4-momentum exchanged between interacting fermions (4-momentum of the 
photon mediating an electromagnetic interaction). 
9. 3-vectors are denoted by bold characters (a). 
10. When showing vector indices explicitly, we use italic indices ( 17b) for 3-vectors and 
Greek indic~s (Ao:) for 4-vectors. 
11. Repeated indices are always summed over unless otherwise stated. 
12. Via: = Minimally coupled vertex for the ith fermion line of a diagram. 
13. Vio:(P) = Maximally coupled vertex for the ith fermion line of a diagram, 4-momentum 
p leaving the vertex. 
14. The subscripts 'm' (Om) and 'M' (OM) refer to quantities calculated using the min-
imally or maximally coupled model respectively. 
15. The Pauli matrices, 17a, are defined by their commutation relations: 
2 i Eabc 17 c , 
2 8ab I2 · 
16. We use the Minkowski metric: 9o:{3 = diag(1, -1, -1, -1). 
i 
17. 17 o:/3 = 2 (I o: I t3 - I t3 I o:) · 
18. Ao: = Electromagnetic 4-vector potential. 
19. F o:/3 = 8o:A{3 - 813Ao: = Electromagnetic tensor. 
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20. 11 = All free indices contracted with 1 a matrices in a symmetric manner, 
e.g. 11 Pal a' f= U a/3 paf3 · 
21. The Mandelstam invariants are widely used. 
t = (exchanged momentum)2 
s (sum of initial momenta)2 
1.3 Numerical Values 
The constants used throughout this thesis are as follows (CRC 1984, Cohen and Taylor, 
1986). The values for the magnetic moments (Dirac and experimental) and the dipole 
charges (anomalous magnetic moments) for the electron, the proton and the neutron are 
shown and discussed in Chapter 2. 
1. a = (137.0359895 ± 61)- 1 . 
2. me = 0.51099906 ± 15 MeV. 
3. mp 938.27231 ± 28 MeV. 
4. mn = 939.56563 ± 28 MeV. 
5. mve = 0.000000 ± 35 MeV. 
6. 1 pb w-34 m2 = 10-ao cm2 
The following conversion factors in natural units are usefuL 
1. 1 metre= 6.582112x10- 22 sec 
2. 1 /-La 
Chapter 2 
Anomalous Magnetic Moment 
2.1 Introduction 
fu 1934 Pauli and Weisskopf suggested extending the Dirac operator for spin-~ particles 
by including the electromagnetic field tensor, F o:.{3· Recent work (Sachs, 1982, Barut and 
McEwan, 1984) has shown that this modified or Pauli-Dirac operator contains all the 
possible Poincare invariant terms describing a spin-~ particle interacting with an electro-
magnetic field. I have adopted the terminology of referring to the Pauli-Dirac operator 
and subsequent expressions, derivations, etc, as being 'maximally coupled', since this op-
erator contains the maximum number of (Poincare invariant) terms and hence includes 
the maximum coupling of the particle to the electromagnetic field. Further, this serves 
to distinguish such expressions from those arising from the minimally coupled covariant 
Dirac operator. 
The coupling constant for the Pauli modification is easily identified with the anomalous 
magnetic moment. In Section 2.2 I show explicitly the identity of and, critically, the sign 
on the maximal coupling constant. As discussed at the end of that section I adopt the 
terminology of referring to the maximal coupling constant as the dipole charge. 
In Section 2.3 I present the numerical values, in various units, of the magnetic moments 
(Dirac and experimental) and dipole charges for the electron, the proton and the neutron. 
Note in particular that while the magnitudes of the magnetic moments (both experimental 
and Dirac) are quite different, the dipole charges differ by only 10-15%. This was first 
pointed out to my supervisor by Barut in 1981 (mentioned at his lecture but not published 
in the proceedings) and forms part of the motivation for this research. 
2.2 Identifying the Maximal Coupling Constant 
It is well known that the minimally coupled covariant Dirac operator 
(2.1) 
7 
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describes the interaction of a fermion of charge q and mass m with an electromagnetic 
field A.:l<. This fermion is assumed to be point-like and to interact with the field solely 
through its electric monopole charge. If we incorporate the addition suggested by Pauli 
and Weisskopf (1934) (as discussed in Section 1.1) in a general manner, the interaction 
may be described by the maximally coupled Dirac operator 
(2.2) 
where ~ is the coupling constant associated with the Pauli modification. 
Following Messiah (1965, footnote p936) we can find the approximate, non-relativistic 
Hamiltonian in a weak, magnetic only field case, thus identifying the~ coupling constant. 
For convenience we choose the particular representation 
Jet ({3' {Jo.) 
B 'VxA 
CXk ( Q Uk) Uk 0 (2.3) 
{3 ( ~ ~1) 
and it may be simply verified that the result obtained will be independent of the choice 
of representation. 
Let us split the maximally coupled operator in two 
OM Tm-TM; 
Tm p- q/J.- m, 
TM = ~f 
Explicitly 
T _ ( E- q</J m -u.(p- qA) ) 
m- u.(p- qA) E + q</J m 
Similarly 
TM ~Uaf3pctf3 
- i6 a/ {3 pct{3 
and expanding 
• { 00 ( Ok kO) i ' } TM = ze 'Yo/oF - loikF + 'Yk"foF + JiljF J 
Note that 
(2.4) 
(2.5) 
(2.6) 
(2.7) 
(2.8) 
(2.9) 
2.2. IDENTIFYING THE MAXIMAL COUPLING CONSTANT 
1. pOO = 0, 
2. /olk ( ~k ~k ) = -lklo 
hence ( e = electric field vector) 
lo/kFOk + lklOpkO 
( 
UiUj 
3. titj =- 0 0 ) hence UiUj 
li/jpid = } bilj l;li)Fij 
-i ( tToB tT~B ) 
Thus 
9 
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and in the non-relativistic linrit with zero electric, weak magnetic field we have a maximally 
coupled Hamiltonian 
1 2 q 
-(p- qA) + q4J- (- + 2~)tT.B 2m 2m (2.11) 
where the i!n, term is just the minimally coupled or Dirac magnetic moment, p,0 , of 
equation 1.3. 
The coefficient of the spin-dipole term ( tT .B) is the magnetic moment that will be mea-
sured experimentally. This is defined to be 
P,exp = /Lo + I-ta (2.12) 
where P,a is the (anomalous' magnetic moment. For the electron, the proton and their 
anti-particles 
so we may deduce that 
~ = J.ta 
2 
Thus the general maximally coupled operator is properly 
q_,4.- m- I-ta f 
2 
(2.13) 
(2.14) 
(2.15) 
Note that the (anomalous' magnetic moment arises through F af3, the spatial derivative 
of the electromagnetic potential. Thus the maximal coupling constant is associated with 
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an electromagnetic dipole whereas the Dirac or minimal coupling magnetic moment is 
related only to a spinning electric charge (Bohm 1979, §9.3). Hence the coefficients of the 
spin-orbit term, while having the same units, are projections of momentum from different 
mechanisms. Classically monopoles and dipoles have quite different distance dependecies. 
In Chapter 5 we show that the contribution from the dipole interactions to electron-proton 
scattering does indeed have a different distance dependence. 
We adopt the terminology of calling the Pauli coupling constant the dipole charge rather 
than the anomalous magnetic moment, to distinguish it from the (g 2) spin related 
minimal coupling moment. 
2.3 Magnetic Moment and Dipole Charge Value 
The experimentally measured magnetic moments for the electron, the proton and the 
neutron are known to 9 or 10 significant figures (CRC 1984, Cohen and Taylor 1986). 
They vary widely in magnitude (p,8 =Bohr magneton, /LN =Nuclear magneton) 
-1838.2807 JLN 
+2. 7928456 f.LN 
-1.9159410 /LN 
-1.001596 f.LB 
+0.00152103221 /LB 
-0.001043454 71 f.LB 
-862.02096 2~f.LB } 
+1.3096430 2~f.LB 
-0.8984380 2~f.LB 
(2.16) 
The minimal coupling or Dirac magnetic moments vary similarly (P,oi = ~) 
-1836.15152 f.LN 
+ 1.0 f.LN 
0.0 
1.0 /LB 
+0.000544617 f.LB 
-861.022516 2~/LB } 
+0.46892751 2~JLB (2.17) 
Taking the differences between these moments, we see that the dipole charges, in contrast 
to the above, have very similar magnitudes 
-0.99844240 ~JLB } 
+0.84071547 ~JLB 
= 0.898438 ~JLB 
(2.18) 
It is extremely interesting that the dipole charges should be so close in magnitude for 
the three particles. Chapter 6 follows up a conjecture that the dipole charge may be a 
property of the particles (much as the monopole charge) rather than a consequence of 
other properties (as the Dirac magnetic moment). 
Chapter 3 
Maximally Coupled Vertex 
3.1 Introduction 
The vertex operator corresponding to the maximally coupled interaction was first quoted 
by Rosenbluth in his 1950 paper on electron-proton scattering. Unfortunately he gave no 
reference to the original derivation of this vertex operator. An extensive literature search 
has also failed to uncover either a prior or subsequent derivation. I am forced to assume 
that no derivation has been published, although the operator is generally taken for granted 
to be as Rosenbluth first quoted it (care needs to be taken when comparing expressions, 
because Rosenbluth used Feynman's metric conventions). 
In Section 3.2 I apply the variational techniques of Landau and Lifshitz (1977) on the 
maximally coupled Hamiltonian density to derive the maximally coupled vertex operator 
in a consistent manner. The operator so found has a different sign on the maximally 
coupled addition to that originally used by Rosenbluth, although the two are otherwise 
identical expressions. This sign difference is enormously important, as I show in my 
investigations of it in the following chapters. 
In Section 3.3 I propose the Feynman rules for maximally coupled interactions, in the 
Feynman gauge. The only difference from the usual rules (e.g. Aitchison and Hey, 1984) 
is in the details of the vertex operator. 
3.2 Vertex Operator 
In Quantum Field Theory the maximally coupled Dirac operator above (equation 2.15) 
represents the Hamiltonian of a system of fields. We may treat this operator as a ( QFT) 
Hamiltonian density where the maximally coupled ( QFT) Hamiltonian is 
I (fi0Mii)d3 :c 
I (fi.P- q~- m -Pffli)d3 :c 
11 
(3.1) 
(3.2) 
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Following the variational method of Landau & Lifshitz (1977, pp470-4 71) we may calculate 
the response of the (QFT) Hamiltonian to an infinitesimal change, 8Ar\ in the potential. 
The vertex is simply related to this response. 
Suppose Aa -t A' a Aa + hA'X, then 
and 
'liM -t 1iM1 = 'liM + 61tM 
Using the antisymmetries of u af3 and pa/3 we find 
and so the variation in the ( QFT) Hamiltonian is 
Changing to momentum space ( of3 -t -ir) 
o1tM = (2:)3 j (fl( -q1a. + iparu13a.)8Aali)d3p 
(2:)3 f (fl (qia + ~(zlia- iaPJ) 5Aali} d3p 
(3.3) 
{3.4) 
(3.5) 
(3.6) 
(3.7) 
The interaction represented by equation 3.7 is that of a single, maximally coupling particle 
encountering an electromagnetic field, A a. The 4-momentum, pB, of equation 3. 7 is the 
difference between the final and initial momentum of the particle. 
Px 
--- _..,. 
Figure 3.1: Fermion interaction with an electromagnetic field. 
Figure 3.1 shows the Feynman diagram of this interaction. Suppose we associate some 
(unknown) vertex operator, Va(P), corresponding to the vertex shown in Figure 3.1. The 
amplitude of that diagram is then (following the usual rules, see for example Aitchison & 
Hey (1984), but leaving the vertex operator general) 
(3.8) 
3.2. VERTEX OPERATOR 13 
or, in integral notation 
(3.9) 
where c:*IX(p, s) is the photon polarization vector (photon leaving the vertex). 
Comparing equations 3.9, 3.7 and since c:*IX(p, s) = h'AIX we can identify the maximally 
coupled vertex to be 
v IX (p) = - i ( qf IX + ~a (:P, IX - f IXP)) (3.10) 
Note that the minimally coupled (Dirac) vertex ( -i q'YIX) is the simple case of equation 3.10 
with J.la = 0. 
Rosenbluth (1950) calculated the scattering of minimally coupled electrons off maximally 
coupled protons using a maximally coupled vertex 
VIX(P)R = -i (niX- ~a(P'YIX -'YIXpJ) (3.11) 
which differs from equation 3.10 only in the opposite sign on the anomalous contribution. 
This is equivalent to a maximally coupled Dirac operator 
(3.12) 
14 CHAPTER 3. MAXIMALLY COUPLED VERTEX 
3.3 Pauli-Dirac Feynman Rules 
A sununary of the maximal coupling ru1es for reading Feynman diagrams describing in-
teractions of spin-! particles is shown in Table 3.1. Note that they differ from the usual 
rules (e.g. Aitchison and Hey 1984) only in the details of the vertex operator. 
Symbol Description Operator 
I particle .p'+m t propagator p2 _ m2 
photon -l 
. --- .... 2Yaf3 propagator Pa: 
> 
Maximally Coupled 
-i ( na + ~t; (.rla:ia - iaPa:)) Vertex 
fermion or anti - fermion 
u(p, s) or v(p, s) 
entering the diagram 
fermion or anti fermion 
u(p, s) or v(p, s) leaving the diagram 
photon entering or 
e:a(p, A) or c:*a(p, A) leaving the diagram 
Table 3.1: Feynman rules for maximally coupled QED. 
Chapter 4 
First Order Scattering 
4.1 Introduction 
In 1949 Feynman first introduced the mathematical tools which have grown to be the 
'Feynman' diagram method of describing and analyzing interactions in quantum field 
theory. His original work on the second order elastic scattering of electrons was extended 
to cover the non-elastic or Bremstrahlung case in a paper published simultaneously with 
the first (Schwinger 1949). Feynman's methods have gradually been developed to apply 
to all quantum fields. 
One of the earliest, and spectacularly successful, attempts to extend Feynman's work was 
by Rosenbluth (1950). Rosenbluth was considering the scattering of energetic electrons 
off stationary protons at medium energies. Feynman had dealt exclusively with particles 
interacting via the minimally coupled covariant Dirac operator. Rosenbluth considered the 
proton to be a particle with some 'intrinsic structure' and so this particle should interact 
in a way described by the modified Pauli-Dirac or maximally coupled covariant Dirac 
operator. Practically this meant Rosenbluth introduced a different vertex for the proton, 
which included this maximally coupled effect. 
The results from this work were very important. Not only was a better agreement with 
experiment available immediately, but since there were now two coupling constants, it 
was possible to formulate two independent modifiers in such a way that by judicious, if 
arbitrary, choice of these 'form factors', the bare theoretical prediction could be forced into 
even better agreement with experiment. These modifiers, after some manipulation and 
re-combinations have become known as the 'charge' and 'magnetic' form factors. They are 
fitted phenomenologically to the data, and their interpretation has lead to many insights 
into the structure and fundamental nature of particles. One of the more obvious early 
applications was in deriving proton and neutron 'radii' (e.g. Hofstadter et al1958). They 
are still in use (see for example Donnelly and Raskin, 1986). I postpone a full discussion of 
the effect maximally coupled QED has on the use and interpretation of these form factors 
until Chapter 5. 
I showed in Chapter 3 that Rosenbluth began his analysis with a sign error for the maximal 
15 
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coupling contribution, which must be of critical importance to the interpretation and 
application ofform factors. This aspect also is discussed in Chapter 3, but a full discussion 
is postponed to Chapter 5 after looking in more detail at the contributions from the various 
terms to maximally coupled scattering cross-section. 
With the advent of computer algebra systems it is now possible to perform a complete 
first order calculation of the scattering cross-section for both particles maximally coupled 
to the interaction. This would have been a long and tedious undertaking previously. 
I review the general methods required to derive the spin averaged matrix element in 
Section 4.2. Using these methods and the algebraic processing package REDUCE 3.2, 
in Section 4.3 I calculate the complete first order maximal coupling matrix element and 
hence cross-section for two non-identical fermions. The expression I obtain is essentially 
that obtained previously by Hubert (1984) using Rosenbluth's vertex. The two expressions 
are identical aside from the sign of the dipole charge. My full expression is compared to 
experiment in Section 4.4. These results have been published recently (Burling-Claridge 
and Butler, 1989). 
4.2 Spin Averaging 
The Feynman diagram Figure 4.1 1 describing a first order interaction, has a maximally 
coupled amplitude (following the rules of Table 3.1) 
(4.1) 
where we leave the vertices in their general form for the moment. 
Px ____ ..,... __ 
Figure 4.1: Feynman diagram describing first order scattering. 
The maximally coupled matrix element is 
(4.2) 
It is simply verified that in general 
(u(p)Vaa:(P')u(p11 )) t :::: u(p")Vaa( -p')u(p) (4.3) 
4.3. ELECTRON-PROTON SCATTERING 
and so (the leg 1 variables commute with the leg 2 variables) 
1 
- 4 u(pi)Vla(p,)u(pl)u(pt)Vl/1( -p,)u(pi) Pm 
X u(p~) V2"' (-Pm )u(p2 )u(p2) V21' (p, )u(p~) 
17 
( 4.4) 
Since we are interested in the unpolarised scattering of particles, we assmne that we do 
not know the initial polarizations and we will not measure the final polarizations of the 
particles. (The spin dependence can be retrieved if desired by using a spin projection 
operator (1- -y'l)si to project out the particular spin (s£) dependencies required.) Hence 
the cross-section measured will be a sum over the final spin polarization states and an 
average over the (2s1 + 1 )(2s2 + 1) = 4 initial polarization states. 
To evaluate the matrix element we employ the spin averaging identities 
1. Any products u(p )u(p) may be replaced by their projection operators 
u(p )u(p) --+ p(p) = ~ (p' + m) 
2. For any F, (Berestetskii et al, 1971, §29) 
pol 
L:u(p)Fu(p) = tr[(p'+ m)F] 
Thus the matrix element can be expressed as a product of traces 
MM = 
1 
tr [(Pt1 + ml)Vlcx(Pm)(p'l + ml)Vi.a( -pm)] 
X tr [(P2 1 + m2)V2"'( -p,)(P2 + m2)V2~'(p,)] 
4.3 Electron-Proton Scattering 
(4.5) 
Let us consider scattering electrons off protons in the laboratory frame. A stationary 
proton target (denoted as particle 2) is struck by a beam of electrons (particle 1). The 
electrons are deflected through some angle, 01 , from their original direction. 
In this case 
P2 0 ::.} E2 m2 
Pt2 ,2 P1 m1 2 (4.6) 
I P1·P1 = E1E2 
In the rest frame ofthe proton (laboratory frame), the scattering cross-section is (Aitchison 
& Hey 1984, Chapter 2 and Appendix E) 
dul __ 1_ EJ. 2 M 
dO Lab- (8?r)2 E1 2m2 2 (4.7) 
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where M is the matrix element calculated from the Feynman diagram( s) describing the 
interaction (see Section 4.2). We have in general (Landau & Lifshitz, 1975, §13) 
(E1 + m2)(E1m2 + m1 2) + m2 cos01(E1 2 - mD /1- m 1 sin2 81 
E l _ V m2 1 - 2 (E1 + m2)2 - (E1 - m1 2) cos2 81 ( 4.8) 
At the moment we restrict our attention to the first-order interaction, for which there is the 
single Feynman diagram of Figure 4.1. The matrix element corresponding to this diagram 
is derived above (equation 4.5). We perform the traces using the algebraic processing 
package REDUCE 3.2, first substituting the maximal coupling vertex (equation 3.10) and 
then simplifying using the Mandelstam invariants (definition 21, Section 1.2). 
Thus, finally, the maximally coupled first order elastic scattering matrix element for any 
two distinguishable fermions, where particle 2 is in the laboratory rest frame, is 
MM = 1:t2 {2qrq~ ( 2(s- (m~ + m~))2 + (s + t) 2 - s2) 
+t.t~ll~ t 2 ( 4(s- (m~ + m~)) 2 + (2s + t)2 - 4s2 + 16m~m~) 
+4t.t~q~ t ((2(m~ + m~)- t)s +(2m~+ mnt- s2 - (m~- m~) 2) 
+4t.t~qr t ((2(m~ + mn- t)s + (m~ + 2mnt- s2 - (m~- m~) 2) 
-4t.t~/l2q2 t 2m2(8m~ + t) 
Note that 
-4t.t1/l~q1 t 2m1 (8m~ + t) 
+48t.t1/l2q1 q2 t 2m1 m2 
-8t.t1q1qi tm1(2m~ + t) 
-8t.t2qrq2 tm2(2m~ + t) } 
1. The Dirac matrix element is simply equation 4.9 with t.t1 = t.t2 = 0. 
(4.9) 
2. Rosenbluth's (1950) matrix element can be extracted from equation 4.9 (after the 
routine struggle of changing parameters and frames) by substituting m1 = 0, t.t1 = 0 
and (see Section 3.2) t.t2 -t -t.t2· 
3. Hubert's (1984) expression is just equation 4.9 with t.ta -t -t.ta and the Mandelstam 
invariant u = (p~ - P1 )2 expressed in terms of the other two Madelstam invariants 
using the identity s + t + u = 2(m~ + mn. 
4.4 Comparison with Experiment 
Figures 4.2-4.6 show comparisons between experimental results and several theoretical 
predictions for the scattering of electrons off stationary (laboratory frame) protons 
The experimental results are taken from: 
4.4. COMPARISON WITH EXPERIMENT 
Albrecht et al (1966, 1967); Bartel et al (1966, 1967, 1970); Behrend et al 
(1967); Berger et al (1968, 1971); Berkelman et al (1963); Burniller et al (1960, 
1961); Chen et al (1963, 1966); Chambers and Hofstadter (1956); Dunning et 
al (1963); Goiten et al (1970, preliminary results in 1967); Hand (1960); Kirk 
et al (1973); McAllister and Hofstadter (1956). 
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The following curves are plotted (NB: these figures have been re-drawn but are essentially 
just those shown in Burling-Claridge and Butler (1989), Figures 3-7): 
1 + 
2 
3 -----
4 -------
5 -- --
6 - - - -
7 ----
Experimental points showing error estimates, sources as above. 
Maximally coupled scattering: Our vertices 
Maximally coupled scattering: Rosenbluth's vertices. 
Proton only maximally coupled (Rosenbluth model): Our vertex. 
Rosenbluth model: Rosenbluth's vertex 
(Duplicates Rosenbluth's original 1950 result). 
Rosenbluth's original results, with form factors. 
Minimally coupled scattering (Moller scattering). 
In all of the plots, the original Rosenbluth cross-section (-- --) is larger than 
the experimental results. The maximally coupled cross-section ( ) has much 
the same property but is always in better agreement than the Rosenbluth cross-section. 
Notice that at 188 MeV the maximally coupled cross-section is within two experimental 
uncertainties. 
The original Rosenbluth cross-section, but with form factors to fit this curve to experi-
mental results (- - - -),is still in use, see for example Donnelly and Raskin (1986). 
Recall that the Rosenbluth model treats only the proton as being maximally coupled 
in the interaction. We can see immediately from Figures 4.2-4.6, that with our vertex 
(- - - - - - -) this model deviates only slightly from the Dirac result (- - - -). That is, 
the interaction between the dipole charge of the proton and the electric monopole charge 
of the electron is of little importance in this energy range, but see Chapter 5. 
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Figure 4.2: First order scattering of elec-
trons off protons: laboratory frame, electron 
beam energy 188 MeV. 
10 1 
i 110 -t 
b 
{ 
-]10 -2 
40 60 80 100 120 140 160 
Scattering Angle 
Figure 4.3: First order scattering of elec-
trons off protons: laboratory frame, electron 
beam energy 300 MeV. . 
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Figure 4.4: First order scattering of elec-
trons off protons: laboratory frame, electron 
beam energy 400 MeV. 
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Figure 4.6: First order scattering of elec-
trons off protons: laboratory frame, electron 
beam energy 500 MeV. 
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Figure 4.6: First order scattering of elec-
trons off protons: laboratory frame, electron 
beam energy 550 MeV. 
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KEY: Figures 4.2-4.6 
t Experimental Results 
Maximally coupled 
scattering: Our vertices 
-----
Maximally cou-
pled scattering: Rosen-
bluth's vertices 
-------
Rosenbluth model: Our 
vertices 
---
Rosenbluth model: 
Rosenbluth's vertices 
---- Rosenbluth 
model: Rosenbluth's 
vertices with form fac-
tors 
---- Minimally coupled scat-
tering 
Chapter 5 
Energy Dependence and Form 
Factors 
5.1 Introduction 
I now take a detailed look at the first~order scattering of Chapter 4. The Rosenbluth 
model using the maximally coupled vertex derived here has been shown to differ only 
negligibly from minimal coupling. Including the electron dipole charge (and hence the 
dipole-dipole and electron dipole-proton monopole terms) leads to a far better agreement 
with experiment. 
In this Chapter I investigate the relative importance of the various cross-terms (monopole-
dipole, etc). This gives a direct insight into the underlying mechanism(s) of the interaction 
itself, and allows me to investigate the validity of the form factor approach to fitting the 
theoretical predictions to experiment. The data allows me to also test the validity of the 
___ // Rosenbluth model in general. 
Rosenbluth's assumption (for his model which treats only the proton as being maximally 
coupled) was that the electron's dipole charge could be neglected since its effect was 
(Rosenbluth 1950, footnote 2) " ... quite small and decreases rapidly at high energy". 
The further analysis in the literature of Rosenbluth's original result has focused on the 
physical interpretation of the proton's dipole charge. Rosenbluth originally attempted to 
derive structure constants (form factors) from considering the action of the proton's virtual 
meson field. This attempt was not altogether successful and the form factors used by later 
researchers to fit his theoretical curve to the experimental results are phenomenological 
in nature. The form factors, however, are still assumed to be based, in principle, on the 
spatially distributed nature of the proton. Implicitly these form factor analyses assume 
the electron to be a point particle, and to have no contribution to the scattering via it's 
dipole charge. 
The widespread use of these form factors, as discussed above, is justified in terms of a 
model of an electron with: point monopole (electric) charge; zero dipole charge; point 
22 
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mass; virtual photon and/ or electron-positron pair cloud and a proton with spatially dis-
tributed mass; monopole charge and dipole charge; virtual cloud of mesons (or composed 
of quarks, etc). This has lead to the belief that the dipole charge can only be the result of 
real monopole charge (and monopole current) distributions. There is an inconsistency with 
this viewpoint in that both the electron and the proton are .considered to be distributed 
particles, yet only the monopole charge distributions of the proton are considered. Fur-
thermore, as I showed in Chapter 2, the electron dipole charge is slightly larger than the 
proton. 
The electron dipole charge is usually ignored since, among other considerations, there 
appears to be no physical mechanism that would account for it, e.g. spatially distributed 
monopole charge or cloud of virtual particles which themselves have dipole charges. This 
argument can be seen to be somewhat circular. Further, it conflicts with the treatment 
of the intrinsic angular momentum of point particles. Particles usually regarded as non-
composite (e.g. the electron) or both non-composite and massless (e.g. the neutrino), 
nevertheless have a non-zero moment of their momentum about their centre: their intrinsic 
spin. Some of the conceptual and philosophical issues raised by this treatment of intrinsic 
spin are discussed by Biedenharn and Louck (1981, ppl-26), amongst many others. 
Chambers and Hofstadter (1956) considered the scattering of electrons off protons at vari-
ous electron beam energies between 200 and 550 MeV. They showed by transforming from 
momentum space, that one could derive a charge distribution from the phenomenological 
form factors required to fit the raw theoretical (Rosenbluth model) curve to experiment. 
From the charge distribution, one may extract an 'rms radius' and it is not unreason-
able to attach this radius to the charge distribution of the real photon. For the energies 
Chambers and Hofstadter looked at, the best fit to the required form factors was a hollow 
exponential (re-1') model for the potential with an rms radius 0.78 X 10-13 em, although 
very similar accuracy was obtained for Gaussian (e-,.2 ) and exponential (e-1') distributions 
with similar rms radii. 
At higher energies (see for example Kirk et al (1973), 4-17 GeV electron beam energy) 
a quite different model from those considered by Chambers and Hofstadter is required. 
Kirk et al concluded that " ... although there is some success in analytic fitting of the 
data, ... more work is needed before the electromagnetic form factors of the proton are 
understood at a fundamental level." 
Form factors have a wide importance beyond the narrow area of QED electron-proton 
scattering, and their theoretical interpretation has led to advances in many fields: (Omnes 
1971, p380) 
"The development of our present theory of strong interactions has been much 
influenced by measurement of form factors and their theoretical interpreta-
tion." 
I show here that Rosenbluth's model can not be justified for either choice of vertex. This 
has important ramifications for the theoretical basis underlying the approach of developing 
phenomenological form factors to fit the theoretical expression to the experimental situa-
tion. I discuss some of the difficulties in attempting to apply the form factor approach to 
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maximally coupled interactions in Section 5.3. 
5.2 Graphical Comparisons 
There are 3 terms that arise from including maximal coupling 
• X1 Electron monopole charge X proton dipole charge. 
• X2 : Electron dipole charge X proton monopole charge. 
• X3 : Electron dipole charge X proton dipole charge. 
We wish to investigate the relative importance of these additional scattering effects, for 
both choices of vertex. The magnitudes of the various terms vary enormously and some 
of them change sign over the range of angles we are investigating. Accordingly we have 
plotted them by first adding the Moller scattering to each. Contrasting the resulting curves 
to the Moller and the maximally coupled curves will allow us to extract much information 
about the relative magnitudes and hence importances of the maximally coupled terms. 
These comparisons are shown in Figures 5.1-5.6 
With our vertex, the Rosenbluth model (Moller + X 1 ) differs little from Moller scatter-
ing at any angle (Figures 5.1, 5.4). The other monopole-dipole term (X2 ) however, is 
comparable in magnitude to the Moller scattering at most angles and indeed dominates 
the scattering for large angles (Figures 5.2, 5.5). This is the opposite behavior from that 
assumed by the Rosenbluth model, which ignores the X 2 term as being negligible (in 
comparison to both Moller scattering and the X 1 term). 
With Rosenbluth's vertex the two monopole-dipole terms are of comparable magnitude, 
but importantly they are both of similar or larger magnitude to the Moller scattering 
terms for large angles. 
The reason the dipole-monopole terms dominate at the higher angles is due to the dif-
ferent radial dependence of the dipole and monopole potentials, discussed in Section 1.1. 
The 'distance of closest approach' is closely related to the scattering angle. At small de-
flections angles, and hence relatively large approach distances, the scattering is almost 
entirely monopole-monopole only, whereas for large scattering angles the dipole interac-
tions dominate the scattering. 
There is little difference in the magnitude of the dipole-dipole term between the choices of 
vertex. The dipole-dipole contribution (X3 , Figures 5.3, 5.6) is small at these angles, but 
there is slightly more effect for the higher beam energy. As can be seen from equation 4.9, 
for higher exchange momentum (t) the dipole-dipole terms will be increasingly important. 
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Let us investigate the region where the dipole-dipole terms begin to dominate over the 
monopole-monopole interaction. The monopole-monopole and dipole-dipole terms of equa-
tion 4.9 are very similar, (re-expressing to show this more clearly, M = mi + m~) 
MM = ... { q{qi (4s2 - 8Ms +4M2 + 4st + 2t2) 
+ JLiJ.L~t 2 (4s2 - 8Ms +4M2 + 4st + t 2 + 16mim~) (5.1) 
... } 
H we approximate the dipole charges by simply 2':JLs, and note that a = e2 then (see 
Section 2.3) 
and hence when t ~ m~ 
a e 
~ - x--m 
2'1r 2me P 
e3 
~ -m 2'1r p 
~ e 
(5.2) 
Thus, whenever the exchanged momentum is much larger than the proton rest mass there 
will be a transition from monopole-monopole to dipole-dipole dominance of the scattering. 
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Figure 5.4: Contributions to the scattering Figure 5.6: Contributions to the scattering 
from the monopole-dipole terms, our vertex, from the dipole-dipole terms, 550 MeV. 
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5.3 Conclusions 
The Rosenbluth model (proton only maximally coupled) can not be justified for either 
choice of vertex. We have shown in Chapter 3 there is serious question as to the accuracy 
of Rosenbluth's original vertex and hence his scattering cross-section. Further, this chapter 
has shown that the Rosenbluth model fails in its second assumption: the electron contri-
bution being negligible, and decreasing rapidly at higher energies. Indeed, we have shown 
that for either sign the dipole-dipole contribution dominates over the monopole-monopole 
contribution for large exchange momenta. 
The relative magnitudes of the terms comprising the maximally coupled addition, along 
with the above observation, have shown that the dipole interactions, regardless of choice 
of vertex, have a different angular dependence from the monopole-monopole interaction. 
This proves that the dipole and monopole interactions have different radial dependencies. 
The fundamental reasons for this were discussed in Chapter 2. 
A re-evaluation of the form factors in the light of this new knowledge may be possible. 
However, the electron is generally regarded as a non-composite particle of very small size 
( ~ proton size). A different philosophical justification for form factors applying to the 
electron would need to be developed. 
These results call into question the main precepts of the form factor approach. At the least, 
the form factor methods will need re-evaluating if they are to remain valid procedures for 
maximally coupled QED. 
Chapter 6 
Neutron Decay 
6.1 Introduction 
The Feynman diagram method can be used to describe particle decay as well as particle 
interactions. Indeed the diagram technique implicitly deals with decays: at any vertex an 
incoming particle 'decays' into an outgoing particle and a photon. 
The monopole charge of the outgoing particle must be precisely that of the incoming 
particle since the photon can carry only spin and momentum. The outgoing spin may be 
either the same as that of the incoming particle, or flipped (.6.s.., = 0, ±1). 
The other conserved quantity at any vertex is the momentum. In particular the rest mass 
of the incoming particle need not be conserved. In other words, the outgoing and incoming 
articles need not have the same 'identity'. 
Although in minimally coupled QED one can show that gauge invariance implies mass 
conservation, I have shown in the previous chapters that some of the assumptions and 
developments that are accepted as valid for minimally couple QED do not transfer well 
into the extended maximally coupled QED model. The maximally coupled model has the 
extra coupling constant, the dipole charge. This has been added in a gauge invariant way 
and it seems reasonable that it might also be conserved. This could allow the possibility 
of the rest mass not being conserved, while still preserving gauge invariance. Showing this 
explicitly is beyond the present scope of this research. In this chapter I postulate that 
maximally coupled QED has an explicit conservation of monopole and dipole charge, but 
that the rest mass need not be conserved through the interaction. 
Thus I may describe a three particle decay (three particles in the final state, none of 
them the original particle) by the diagram of Figure 6.1, where I then need to identify 
appropriately the particles corresponding to the legs and I am not constrained to having 
the 'same' particle on both legs of any vertex. 
I now make use of the fact (see Section 2.3) that the dipole charges for the electron, 
the proton and the neutron have very similar magnitudes. In Section 6.2 I follow the 
speculation of my supervisor and assume that these values are in fact identical, and equal 
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to a 'quantized' value. This 'quantization' allows me to apply Figure 6.1 to neutron decay. 
If I use the maximally coupled vertices in my analysis of Figure 6.1, I may then perform 
an analysis of neutron decay which will give a finite lifetime, since the dipole charge of the 
neutron is non-zero. A minimally coupled analysis must give an infinite lifetime because, 
the neutron having no electric charge, there will be no coupling of the neutron to its decay 
products. 
The dominant decay mode for the neutron is 
(6.1) 
Given the 'quantization' of Section 6.2, as discussed above, I may apply Figure 6.1 where 
the monopole free particles (n, Ve) are on the left leg and the monopole charged particles 
(p, e) on the right. 
This approach views neutron decay as the neutron decaying first into an anti-neutrino and 
an energetic, virtual, photon which subsequently decays into an electron-proton doublet. 
The mathematical tools for dealing with such diagrams are well developed. 
Experimentally the lifetime of the neutron is determined in one of two ways 
1. Measuring the rate of production of 13- particles from a sample. 
2. Measuring the remaining amount of neutrons within a sample. 
Byrne (1988) reviews this field (see also Wilkinson, 1982) and shows the experimentally 
determined lifetime steadily decreases to the then most recent value (Last et al, 1988, 
using the first of the above methods) Tn = 876 ± 21 sec. However, more recent work 
(Mampe et al1989, using the second method) has found a lifetime Tn = 887 ± 3 sec. 
In Section 6.7 I discuss the re-evaluation of the Last et allifetime using a maximally 
coupled QED model rather than the electro-weak model of Glashow, Salam and Weinberg 
that was employed. The maximally coupled lifetime is very sensitive to the value chosen 
in Section 6.2 for the quantized dipole charge. I discuss some of the aspects of this in 
Section 6.6. 
6.2 Quantization 
As discussed above, to describe the decay of a single particle into three particles we may 
use a diagram such as Figure 6.1. We have relaxed the conservation of rest mass along a 
fermion line and instead we require the dipole charge to be conserved along any fermion 
line. Hence any two particles connected across a maximal vertex must have the same 
dipole charge. We are postulating that the dipole charge is an intrinsic property of the 
particle, and exists only in discrete, quantized values, in a similar sense to the monopole 
(electric) charge. 
As previously shown (Section 2.3) the dipole charges of the electron, the proton and the 
neutron differ in magnitude by only 10-15%. Let us somewhat arbitrarily assume that each 
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of these particles (and their anti-particles) have a 'quantized' dipole charge, JLq = 2~p8 , 
so that 
/Lq a 2'!!"/LB 
/Lae = -pq 
/Lap +JLq (6.2) 
/Lan = -pq 
/La-v. = -pq 
We make this choice since the dipole charge of the electron is the best understood and it 
can be obtained from the next highest order of a minimally coupled theory to very close 
agreement with the experimentally measured value. 
Figure 6.1: Tree diagram of 3-particle decay. 
The last dipole charge of equation 6.2, that of the electron anti-neutrino, has not yet 
been experimentally determined. Our choice of this value for it's dipole charge implies a 
neutrino g-factor < 6 x 10-8 , since m-v. s 30 e V. Solar neutrino models (e.g. Voloshln 
et al, 1986) argue for a somewhat smaller value (J.Laa;. ,..., 10-11 - 10-lOJ.LB), but that work 
relies on a long series of assumptions and is, at present, unconfirmed by any more direct 
measurements. 
6.3 Phase Space 
The decay rate, r, for any channel, c, is defined most generally as 
rc = -
1
- I M dLips(s: P2,P3,P4) 2mt 
where m1 = mass of the initial particle, 
M = the matrix element of the decay, calculated from the Feynman 
amplitude(s), .A,.u of the diagram(s) describing the decay and 
dLips( ... ) = Lorentz invariant element of phase space. 
(6.3) 
Pilkuhn (1979) gives detailed examples of calculating the general decay rate for the decay 
of a single particle into three particles. In Section 4.6 of his text he evaluates dLips(s : 
P2, Ps, P4) in the rest frame of the initial particle ( s = mn to be 
dLips(s: P2 1 Pa,P4) = 1r(:7r)4dE2dEsdE45(m1- E2- Es- E4)d04d~ (6.4) 
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The angle 4> and the solid angle 0 4 define the orientation of the momentum plane formed 
by the 3-vectors of the decay product particles: p 2 , p 3 , p 3 • The evaluation is in the rest 
frame of the decay particle, where 
P2 + Pa + Pa =: 0 (6.5) 
The spin averaged matrix element is independent of r/>, 04, hence the r/>, 0 4 integrals may 
be trivially performed 
(6.6) 
The fi function, describing the physical constraint of overall energy conservation, may be 
used to remove any of the three energy integrals as convenient. We choose to perform the 
integration over E4 (the proton energy) first and so 
dLips(s: P2 1Pa,P4) = (4:)3 dE2dEa (6.7) 
with the constraint that E4 = m 1 - E 2 E3 • The decay rate is now an integral over the 
energies E2, Ea. 
The limiting values of E 2 , Ea occur when p 2 , p 3 , p 4 are co-linear, 
(6.8) 
Successive squaring of equation 6.8 and a little manipulation shows that this limiting 
condition is equivalent to 
(6.9) 
Since p2 = E 2 m 2 and using the constraint E4 m 1 - E 2 - E3 we may express the 
limits on E2, E3 as solutions to 
0 = -Bm1(E~Ea + E2El) 
Thus the decay rate is 
+4Ei{mi + mn + 4El(mi + mi) 
+4E2Ea(3mi + m~ + mi + m~) 
-4ml(E2 + Ea)(mi + m~ + mi + m~) 
+[mf + (m2 + ma)2 - mmmi + (m2- ma)2 - m~] 
(6.10) 
(6.11) 
where the limits of the energy integrals are the solutions for E2 , E3 of equation 6.10. 
6.4 Calculation 
The Feynman amplitude for one particle decaying into three particles (from Figure 6.1, 
following the rules of Table 3.1) is 
-1 
A.1-.a = - 2 u(pa)Vla(Pm)u(p1) u(p2)V2a( -pw)u(p4) (6.12) Pm 
6.4. CALCULATION 33 
so that, using the trace identities of Section 4.2 
(6.13) 
Following essentially the same evaluation as for the first order electron-proton scattering 
matrix element (Section 4.3), with the necessary alterations to the simplifications, we find 
that the maximally coupled 1---+3 particle decay is 
[2( t 
2(m~+mi+m~+m~ t)s 
+(m~- 2m2m4 +2m~+ mi- t)m~ + (m~ +2m~- t)m~ 
+(mi- t)mi + 2s 2 2m~m4 + 2m2m4t mit+ t2] 
+/-Lilt~ [4((m~ mi- t)mi- (mi + t)m~ 
+(mi- t)m5 mit+ t2 )st + ((8m5ml + 3t2 )m~ 
+2(4m5 + t)m2m4t- 2(2mi + t)mi- 4(m4- t2)m5 
+2m4t- mlt2 - t3 )mi- 2((2mi + t)m~ mi 
+2m2m4t- m4- mit)mi 
-(2(2mi t)m~ 3mit2 )m~ 
-2(2(m2 + m4)2 + t)((m2 m4)2 t)m1m2t 
+(2m~+ 2m~t t2)mi 2(2m~ - t2)m2m4t 
-2(mi- t) 2m5t + 2(ma t)m:mi + 4s2t2 
+2m~m4t2 - mit3 + t4] 
-pfq~ (4((m~-mi- t)mi- (mi + t)m~ 
+(mi t)m5- mit+ t2)s 
-(2(4m5 + t)m2m4 + (2mi- 3t)m~ + mi 3m1 
+mit + 2t2 )m~ 
+2((m2 + m4)2 + 2t)((m2- m4)2 - t)m1ma 
-2(m~ 2m2m4 m~- t)mi +(2m~+ m1 + m~t- t2 )m~ 
+2(2m~- t2 )m2m4 + 2(m5 m~)mi 
-2(mi- t)2m5 2(mi t)mg + 4s2t 
+m~ 2m~m4t + m1t - m~t2 ] 
p,~qf [4(m~- mi- t)mi (mi + t)m~ 
+(mi- t)m5- mit+ t2 )s 
-(2(2m5- t)m2m4 +(2m~ 3t)m~ + 2(mi- t)m5 
+2mi 2m1 +mit+ t 2 )m~ 
+2(2(m2 + m4)2 + t)((m2 m4)2- t)m1ma 
-(m~- 2m:~m- 4- 3mi- t)mi 
+(3m~ mit- t2 )mi + 2(mg 2t2)m2m4 
+(2m~+ t)mi- 2(mi- t)2m~ (mi- t)m~ 
+4s2t + 2m~m4t + 2m1t 2m~t2J 
(6.14) 
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- 2J.L~J.L2q2 (2(m~- m5)2 - m~t- 6mtmat 
-m~t- t2)((m2- m4)2 - t)(m2 + m4) 
- 2J.LtJ.L22qt ((mt - ma)2 - t)(mt + ma)(2(m2 + m4)2 
+t)((m2- m4)2 - t) 
+ 2J.L1J.L2q1q2 [(((5m~ + 7t)m5 + 7m~t + 5t2)m2 
-5(m2 - m4)(m~ + t)m~- 5(m~- t)m~m4 
-7m~t + 7m4t2)mt 
-((5m~- 7t)m4- 5(m~ + t)m2 + 5m~- 5m~m4)m~ma 
-(5(m~ + t)m2- 5m~ + 5M- 22m4- 5m~ + 7m4t)m~ 
-2(mt- ma)(m2- m4)st + (m2- m4)(5m~- 7t)m~ma 
-(m~- t)(5m~ + 7t)m2ma + 5(m~- t)(m~- t)mam4] 
- 4J.Ltq1q~ [(m~- m~)(m~- t) + 3(m~ + t)m2m4 
-ml + t2)m1 . 
+(mt - ma)(m~- 3m2m4- t)m~- (ml - ma)(m~- mns 
+(m~- t)(m~- t)ma- 3(m~- t)m2mam4 + m~mam~] 
- 2J.L2qiq2 [2((m~- t)m2 + m~- m~m4 + m~m4)m~ 
-((m~- t)m~ +2m~- 2m~t- 2t2)m2 
-2(m~- m~)(m2- m4)s- 6((m2- m4)2 - t)(m2 + m4)m1ma 
-(m~ + m~ + 3t)m~ + (m~ + m~ + t)m~m4 
+(m~- t)m~m4- 2m1m4 + m~- m~m4 
-2m~t + 2m4t2]) 
Either of the two integrations that need to be performed on this expression (with respect 
to E2 and Ea) may be performed analytically by REDUCE. Substitution ofthe limits from 
equation 6.10 into the resultant expression, integrating with respect to the other energy 
and finally substituting the limits for this energy causes problems because of the sheer size 
of the algebraic expression. Both integrals, therefore, were evaluated numerically using 
the REDUCE program shown in Appendix B. 
6.5 Lifetime 
Applying equation 6.14 with 
mt mn 
m2 me 
ma mve ~ 0 
m4 mp 
q1 0 
(6.15) 
q2 qp 
Ill -J.Lq 
J.l2 +J.Lq 
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and performing both of the E2, Es integrals numerically (see Appendix B) we find a 
neutron lifetime 
Tn = 1015 sec (6.16) 
This theoretically predicted value is startlingly close to experimental values. When we 
published this investigation (Butler and Burling-Claridge, 1989) the most recent exper-
iment (Last et al 1988) gave Tn = 876 ± 21 sec. Other, earlier, experiments claiming 
similar accuracy (see Byrne (1988) for a brief review, also Wilkinson (1982)) give a range 
of values, several about or above 1000 sec, however the large values date from the 1960's. 
A recent publication (Mampe et al 1989) calculates the lifetime by measuring the re-
maining neutrons in a storage device. They find Tn = 887 ± 3 sec. There seems to be 
some agreement among experimentalists that this last value is reliable (Last, 1990, private 
correspondence). 
Using Rosenbluth's vertex (equation 3.11) to describe the maximal coupling results in a 
predicted lifetime Tn = 1.1 sec. 
6.6 13- Decay Spectrum 
In the experiment of Last et al, the {3- particles are emitted with a spectrum of energies, 
ranging in principle from zero to (almost) the difference in rest energies. Only those {3-
particles within a certain energy range were detected because of the need to exclude low en-
ergy background particles. The experimentally measured spectrum was thus extrapolated 
to the full emission spectrum using an appropriate model. 
Last et al found that the useful limit of their detector system was Ke :::: 363.7 keV. That 
is, they could not reliably detect (or rather, calibrate their detector for) {3- particles with 
Ke < 363.7 keV. They used the electro--weak model of Glashow, Salam and Weinberg, to 
deduce the proportion of emitted particles they were able to measure. We understand the 
GSW model to predict that 45.7% of the {3- particles will be emitted with a larger energy 
than this 363.7 ke V cutoff. The actual detection proportion is obtained by convolving this 
predicted distribution with the detector sensitivity. Last et al thus deduced that their 
experimental configuration detected 34.85% of the {3- particles emitted. 
Our maximally coupled expression of equation 6.14 can be used to find the {3- decay 
energy spectrum as well as the neutron lifetime. The {3- decay spectrum is simply the 
number of {3- particles with energy in the range E2 to E2 + dE2, or 
dne = (6.17) 
Which may be evaluated either numerically or algebraically by REDUCE. The maximally 
coupled decay spectrum, as a function of the kinetic energy of the {3- particles, is shown 
in Figure 6.2. 
We find that a maximally coupled model predicts 49.5% of the {3- particles will have 
kinetic energies Ke :::: 363.7keV. Without convolving this distribution with Last et al's 
36 CHAPTER 6. NEUTRON DECAY 
detector sensitivity, we may naively re-evaluate the Last et al results using the ratio of the 
two (maximal coupling, GSW) predicted distributions. This suggests that their published 
data corresponds to a neutron lifetime, using a maximally coupled QED model, 
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Figure 6.2: 13- decay spectrum. 
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We have exchanged correspondence with Last and we look forward to hearing if the use of 
the maximally coupled 13- spectrum when correctly convolved with the detector sensitivity 
will bring the two experimental results (Last et al and Mampe et al) into agreement. 
We note that our calculated value for the life time is extremely sensitive to the value 
chosen for P,q· If we choose the 'quantized' dipole charge to be the electron dipole charge 
rather than exactly ::rrp,8 (an alteration of less than 0.2% ), we find a predicted lifetime of 
Tn = 1068, 5% larger than our first estimate. By judicious choice of the value for p,q, we 
can obtain either Mampe et al's result or Last et al's result. However, we feel that there is 
little merit in pursuing this 'phenomenological fitting' approach, given that this is a first 
order calculation. The exchanged momenta is of the order of 1 Ge V (proton mass) and at 
these energies it is reasonable to expect second order effects to become important. 
6. 7 Discussion 
The results of this chapter are quite startling. We have obtained a sensible prediction for 
the neutron lifetime from a first order analysis with no free parameters. 
These results raise the question of whether weak field phenomenon are a direct manifes· 
tation of maximally coupled electromagnetism and if the GSW model is in some sense 
phenomenologically equivalent to maximally coupled QED. 
Chapter 7 
Other First Order Scattering 
7.1 Introduction 
The success of first order maximally coupled QED, using our vertex, to predict electron-
proton scattering and even a neutron lifetime is startling. Several other possible applica-
tions for maximally coupled QED present themselves. In this chapter I look at a few such 
possibilities. 
In Section 7.2, I extend the assumption first made in the previous chapter, and investigate 
electron-proton scattering with a 'quantized' dipole charge. 
I briefly investigate two other possible scatterings: electron-neutron (Section 7 .3) and 
neutron-proton (Section 7.4) scattering, using the usual values for the dipole charges. The 
validity of the minimally coupled model employed to obtain the electron-neutron scattering 
from electron-deuteron scattering (which is the experimentally measured cross-section) is 
also discussed in Section 7.3. 
7.2 Quantized e-p Scattering 
In Chapter 6 we showed that the assumption that the dipole charge is an intrinsic property 
of a particle, and occurs in only discrete, 'quantized' values leads to a surprisingly good 
agreement with experiment for a particular decay channel ( n -4 p + e + i7 e). The success 
of this prediction leads us to question whether we should not be treating the dipole charge 
in this fashion at all times. To this end we re-evaluate the electron-proton scattering of 
Chapter 4, but use the quantized dipole charges of Chapter 5 in place of the electron and 
proton dipole charges. 
We simply substitute 
lle = -p,q 
#Lp +p,q 
(7.1) 
into equation 4.9 and otherwise follow exactly the analysis of Section 4.3. Comparison 
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with experiment is shown in Figures 7.1, 7.2, for electron beam energies of 188 MeV and 
550 MeV respectively. 
We note there is very little difference between the 'quantized' result and that using the 
normal dipole charge values. This is to be expected, since we are increasing the size of 
the proton and neutron dipole moments by only about 10-15%. The size of the dipole 
moment is not nearly as critical for particle scattering as it was for the neutron decay of 
Chapter 6. In the latter case there were many near cancellations by subtraction, where 
the exact magnitude of the dipole charge became critically important. 
7.2. QUANTIZED E-P SCATTERING 
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Figure 7.1: Quantized scattering of elec-
trons off protons: laboratory frame, electron 
beam energy 188 MeV. 
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Figure 7.2: Quantized scattering of elec-
trons off protons: laboratory frame, electron 
beam energy 550 MeV. 
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KEY: 
Experimental points 
with uncertainties. 
Maximally 
coupled prediction as 
in Section 4.4. 
Quantized maximally 
coupled prediction. 
Minimally coupled 
(Dirac) scattering. 
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7.3 Electron-Neutron Scattering 
The electron-neutron scattering cross-section is calculated experimentally by scattering 
electrons off deuterium. Using a model of deuteron structure, the electron-proton con-
tribution is 'subtracted' from the electron-deuteron scattering cross-section. The experi-
mental methods used to calculate this cross-section are reviewed by Budnitz et al (1968), 
which also presents some results. 
To calculate a theoretical prediction for electron-neutron scattering we may use (as a first 
attempt) the first order analysis of Section 4.3 with 
(7.2) 
but all other quantities unchanged. The electron-neutron scattering cross-section is (from 
equations 4.7 and 4.9) 
dul 
dn en 
E'
2 
{ 
(3211" E:mnt) 2 
Jl~Jl~ t2 ( 4(s- (m~ + m~)) 2 + (2s + t) 2 - 4s 2 + 16m~m~) 
+4Jl~q; t ((2(m~ + m~)- t)s + (m~ + 2m~)t- s2 - (m~- m~) 2 ) 
-4JleJ1~qe t 2me(8m~ + t) } 
(7.3) 
Following Section 7.2 and Chapter 6 we also may investigate the effect of 'quantizing' the 
dipole moments with the substitution 
(7.4) 
the negative case being for our vertex and the positive for Rosenbluth's vertex. 
The experimental data are taken from Hofstadter et al (1958) and Yearian and Hofstadter 
(1958). This data is for electrons scattering off deuterium. For our first comparison 
(Table 7.1) we have assumed that the total cross-section is simply the sum of the electron-
proton and the electron-neutron spin-averaged cross-sections 
du I du I du I 
dO D = dO en + dO ep (7.5) 
This is not valid exactly but Jankus (1956) and Blankenbecler (1957) have shown that for 
standard (Rosenbluth model) QED it is a reasonable first approximation, with correction 
terms of around 5% at most (see for example Hofstadter et al, 1958, for more discussion 
on this aspect). Since the experimental data for 500 MeV electron-proton scattering is 
available, our comparison was to use equation 7.5 and add the experimental electron-proton 
cross-section to our calculated electron-neutron cross-section, giving a direct comparison. 
This comparison is shown in Table 7.1 for a few indicative scattering angles at 500 MeV 
electron beam energy. 
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There is no significant difference between the choices of our vertex or Rosenbluth's vertex 
for maximally coupled electron-neutron scattering at these energies. 
It would appear that the maximally coupled electron-neutron scattering prediction is in 
poor agreement with experiment. However, we should not accept these results at face 
value. We have shown previously that derivations and assumptions that are valid for 
minimally coupled interactions are not so for maximally coupled interactions. We should 
like to perform a complete maximally coupled analysis of electron-deuteron scattering 
explicitly including the relative spins of the proton and neutron. (Remember that dipole 
charge is the projection of dipole moment and the direction associated with the dipole 
moment is related to the particle spin.) This calculation is beyond the scope of the 
research being reported and is left for future work. 
Angle Cross-section ( m 2 / sr) 
(deg) Measured Max. Coupl. 
75 ( 4.60 ± 0.49) X 10 -ao (8.66 ± 0.3) X 10 -ao 
90 (2.36 ± 0.40) X 10-36 (5.07 ± 0.1) X 10-36 
105 (1.50 ± 0.30) X 10-37 (3.22 ± 0.05) X 10-36 
120 (9.06 ± 1.98) x 1o-37 (2.27 ± 0.05) X 10-36 
135 (7.58 ± 1.23) X 10-37 (1.78 ± 0.04) X 10-36 
Table 7.1: Comparison of predicted and experimental electron-deuteron scattering, elec-
tron beam energy 500 MeV. 
7.4 Neutron-Proton Scattering 
The neutron and proton interact via both the electromagnetic and the strong nuclear 
forces, although the interaction is dominated by the latter. In particular any purely 
electromagnetic analysis of, e.g., neutron-proton scattering should show that the electro-
magnetic contribution to the scattering is negligible. 
The minimally coupled and Rosenbluth (considering the dipole charge of the proton only) 
models for n-p scattering both give identically zero predictions, which trivially fit the 
above criteria. The maximally coupled model, on the other hand, will give a non-zero 
prediction. 
It behooves us to evaluate maximally coupled neutron-proton scattering, and show explic-
itly the contribution this electromagnetic interaction makes to the scattering cross-section. 
Relatively recent data is available for neutron-proton scattering, e.g. Evans et al (1982). 
In these experiments a proton beam impacts on a target to produce a neutron beam 
whose energy must be measured. This neutron beam is incident on a target of liquid 
hydrogen, the scattered neutrons subsequently being detected and the scattering angles 
being determined to high accuracy. 
Thus we have a massive, chargeless particle (neutron, particle 1) incident onto a stationary, 
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massive, charged particle (proton, particle 2). We again use the analysis of Section 4.3 
but with 
(7.6) 
The neutron-proton cross-section is commonly measured in the centre of momentum frame. 
Aitchison and Hey (1984, §2) show the centre of momentum cross-section to be 
dul M 
dO CM = (81r{E1 + E2))2 (7.7) 
and so, from equation 4.9, the maximally coupled centre of momentum cross-section for 
neutron-proton scattering is 
dul 
dO np (327r(En
1
+ Ep)t)2 { 
1-l~J.L! t 2 ( 4(8 (m~ + m!))2 + (28 + t)2 48 2 + 16m~m!) 
+4p~q; t ((2(m~ + m!) t)8 +(2m~+ m!)t 8 2 - (m~- m!)2) 
-4p~P,pqp t2mv(8m~ + t) } 
(7.8) 
Table 7.2 shows the comparison of this maximal coupling prediction with experiment. The 
experimental results are taken from Evans et al {1982) and Bersbach et al (1976). 
The maximally coupled QED prediction is much less than the experimentally measured 
cross-sections, accounting for less than 0.01% of the scattering measured. This is precisely 
the result that we had expected and indicates that the maximally coupled QED model 
does not conflict with the Standard Model of particle theory. 
7.4. NEUTRON-PROTON SCATTERING 
CM energy BaM Cross-section 
(MeV) (deg) Measured II Maximally coupled* (J.tb/sr) 
(mb/sr) Our vertex Ros. Vertex 
58.8 11.8 15.13 ± 1.70 2.03 2.107 
31.0 11.75 ± 0.63 0.2926 0.3696 
42.3 11.27 ± 0.37 0.1563 0.2334 
86.5 11.9 12.72 ± 1.42 1.997 2.073 
31.1 8.87 ± 0.49 0.289 0.3658 
49.7 4.82 ± 0.30 0.113 0.1897 
130.5 11.0 8.89 ± 0.42 2.338 2.413 
31.5 6.14 ± 0.46 0.2841 0.36 
50.2 3.55 ± 0.30 0.1113 0.1871 
181.8 11.1 6.54 ± 0.39 2.297 2.371 
31.9 3.56 ± 0.25 0.278 0.3525 
50.8 2.16 ± 0.22 0.1096 0.1839 
239.5 11.3 5.40 ± 0.52 2.218 2.29 
32.3 3.31 ± 0.36 0.2727 0.3451 
51.4 2.31 ± 0.38 0.1083 0.1806 
390.2 11.7 7.16 ± 0.98 2.075 2.141 
33.4 3.59 ± 0.66 0.261 0.3265 
53.0 3.84 ± 0.86 0.1072 0.1721 
647.5 51.1 3.16 ± 0.12 0.1306 0.1808 
130.9 1.21 ± 0.05 0.0254 0.06754 
178.2 9.06 ± 0.06 0.01714 0.05713 
*Assuming the dipole charges to have the 'quantized' value Jlq 
makes a negligible difference to the data shown 
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Table 7.2: Comparison of predicted and experimental neutron-proton scattering for several 
angles and energies. 
44 CHAPTER 7. OTHER FIRST ORDER SCATTERING 
7.5 Discussion 
We have shown that for first order scattering of protons, neutrons and electrons 'quantiz-
ing' the dipole moment increases only slightly the size of the cross-section calculated. We 
conclude there to be insufficient phenomenological evidence to decide whether or not the 
dipole charges are intrinsically quantized. 
When we evaluated neutron-proton scattering, the prediction was found to have a negligi-
ble contribution to the scattering cross-section. This is in accordance with the scattering 
being dominated by the strong nuclear interaction, and justifies the standard assumption 
of ignoring the electromagnetic contribution. 
The poor agreement of maximally coupled QED with experiment for electron-neutron 
scattering was argued to be mostly due to the basically minimally coupled model corrunonly 
used to extract the electron-neutron contribution from electron-deuteron scattering. We 
discussed, but did not calculate, an alternative model which incorporates the dipole charges 
and moments explicitly. 
Chapter 8 
Two-Photon Exchange Processes 
8.1 Introduction 
It is well known that the dipole moment of the electron may be calculated from the next 
higher order in a minimally coupled QED model. I have shown in Chapter 5 that the 
dipole~dipole terms dominate if Pa: > mp. Thus to investigate the maximally coupled 
model at higher energies ( > 1 Ge V) I need to calculate the second order or two-photon 
maximally coupled scattering. 
There is some question as to the renormalizability of the maximally coupled model. Naive 
power counting would state that the maximally coupled interaction is non-renormalizable 
(see for example Itzykson and Zuber, §8.1). However, this takes no account of the in-
trinsically antisymmetric nature of the dipole moments (remember the dipole charge is 
the coefficient of the antisymmetic electromagnetic field tensor, F a(3)· The two-photon 
·analysis presented here is not completed, but I do not seem to have any renormalization 
problems. 
In evaluating two-photon scattering we require the diagrams of Table 8.1 in addition to the 
simple tree graph scattering diagram. These other diagrams all have one further photon 
than the tree level diagram. This additional photon may have any momentum, and we 
need to sum or integrate over all of the possible values it may take. 
Feynman (1949) and Schwinger (1949) evaluated some of the integrals required for mini-
mally coupled two-photon scattering. Redhead (1953) extended these calculations deriving 
the integrals for two-photon exchange. 
Maximal coupling requires more integrals than minimal coupling, and I re-derive the 
earlier minimal coupling results to standardize the notation. The more general approach 
of Aitchison and Hey (1984) and Ramond (1981) is adopted here. 
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8.2 The Matrix Elements 
To describe the two-photon interaction of two distinguishable fermions we need the 9 
elastic and 4 inelastic diagrams of Figure 8.1. 
The total second order Feynman amplitude may be expressed as 
where Ao the first order interaction amplitude (equation 4.1) 
9 
AE L An, the elastic diagrams 
n=S 
13 
A1 = L An, the inelastic diagrams 
n=lO 
(8.1) 
When considering first order scattering (Chapter 4) we evaluated the scattering as coeffi-
cients for the various terms of (q1 + ~-tadl X (q2 + ~-ta 2 ) 2 . For first order, minimally coupled 
scattering this simplifies to the single term q~ qi. We might identify first order maximally 
coupled scattering as being to order a:12 (a:' ""' ( q + /-ta) 2 ) in the same sense as first order 
scattering is often identified to be to order a:2 (a:""' q2 , see Section 1.2). 
The next order in the expansion series for maximally coupled scattering then is a:'3 , fol-
lowing from second order minimal coupled scattering. We therefore limit ourselves to such 
combinations of the amplitudes (when calculating the matrix element) that are no larger 
than O(a:'3 ). 
A further constraint is that ~Am -:j:. 0 iff Dn, Dm have the same final and initial states, 
i.e. the interaction detail is indistinguishable away from the immediate interaction region. 
Thus, for example, Ai0 A1 = 0 but AioAu -:j:. 0. 
The second order matrix element, M2, is 
4Ar 
,4Ao + ,4AE + A}AI + A~Ao + 0( a:'4 ) 
and since M 2 must be real 
M~ - M2 
=> A1Ao - ,4AE 
and so 
where M the first order scattering matrix element of equation 4.9, 
ME ,4AE, the elastic matrix element, 
M1 = A}AI, 'the inelastic matrix element. 
(8.2) 
(8.3) 
(8.4) 
8.2. THE MATRIX ELEMENTS 
Explicitly 
Mr 
Al;A1 + Al;A2 + Al;Aa + Al;~ + Al;A.; 
+.Ai.Au + Al;A1 + Al;Au + ~~ 
AioA10 + 2AioA11 + AI1 A11 
+AI2A12 + 2A.t2A1a + AiaAla 
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(8.5) 
(8.6) 
(8.7) 
(8.8) 
These amplitudes are shown in detail in Table 8.1 and the resultant matrix elements in 
Tables 8.2, 8.3. 
All of the matrix elements must be integrated over the extra, arbitrary momentum photon, 
k. This is dealt with in the following sections. 
Evaluation of these traces was performed using REDUCE 3.2, an algebraic processing 
package. Some of the traced matrix elements run to more than 2000 kB of output (more 
than 2500 of 80 character lines) and required more than 120 hours of CPU time (Acorn 
Cambridge Workstation) to evaluate. The resultant expressions are obviously too large 
to include in this report, but if particularly required they can be supplied on electronic 
media. 
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P, pi' ~}p; P, {; 
l --~- --~-,-
\ 
p2 p1 p p 2 
1 Diagram 1 Diagram 2 
} 1 P, --~-
1 
Diagram4 DiagramS P2 
Diagram9 
} p. --~-
1 
Diagramll 
Figure 8.1: The two photon diagrams. 
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I Diagram I Amplitude 
D1 At= u(pt')Vt,a(Pro)(Pl + mt)Vta( -k)(.z/1- II+ mt)Vta(k)u(p1) 
u(p2')V2.8( -Pw)u(p2)/[k2p!(P~ - ml2)( k2 - 2p1.k )] 
D2 A2 = 
u(pt')Vta( -k)(.zlt' -II+ mt)Vta(k)(.zlt' + mt)Vi,a(Pro)u(pl) 
u(p2')V2.8( -pro)u(p2)/[k2p!(k2 - 2pt'.k)(Pt12 - mDJ 
Da Aa= u(pt')Vt,a(Pro)u(pt)u(p2
1)V2.8( -Pro)(.z/2 + m2)V2a( -k) 
(P2- II+ m2)v2a(k)u(p2)/[k2p!(P~- mn(k2 - 2p2.k)] 
D4 ~= u(pt')Vt,a(Pro)u(pt)u(p2')V2a( -k)(P2
1
- II+ m2) 
V2a(k)(.zlt' + mt)V2.8(-Pro)u(p2)/[k2p!(k2- 2pt'.k)(p~- m~)] 
Ds As= u(pt')Vta( -k)(.zlt' -II+ mt)Vt,a(Pro)(.z/1 -II+ mt)Vta(k)u(pt) 
u(p2')V2.8( -pw)u(p2)/[k2p!(k2- 2pt'.k)(k2 - 2pt.k)] 
D6 As= u(pt')Vta(Pro)u(pt)u(p2')V2,a( -k)(p2'- II+ m2) v2a( -Pro)(p'2- II+ m2)V2.8(k)u(p2)/[k2p!(k2- 2p2'.k)(k2 - 2p2.k)] 
D7 A7= u(pt')Via(k)(.zlt' +II+ mt)Vt,a(Pro- k)u(pt)u(p2
1)V2a( -k) 
(P21- II+ m2)V2.8(k- Pro)u(p2)/[k2(k- Pro)2(k2 - 2pt1.k)(k2- 2p2'.k)] 
Ds As= u(pt')Vta(k)(P1
1 +II+ mt)Vt,a(Pro- k)u(p2')V2.8(k- Pro) 
(]/2 +II+ m2)V2a( -k)u(p2)/[k2(k- Pro)2(k2 + 2pt'.k)(k2 - 2p2.k)] 
D9 ~= u(pt')Vta(Pa:)u(pt)Va,a( -Pa:)(Pro +II+ ma)Va.B(Pro)(ll +rna) 
u(p2')V2a( -pro)u(p2)/(p!(k2 - m~)(k2 + 2pro.k + P! - m~)] 
D10 A10 = u(pt')Vta(Pa:)(p'l- II+ mt)Vt,a(k)u(pt) u(p2')V2a( -pro)U(P2)g*'r /(p!(k2 - 2pt,k)] 
Du Au= u(pt')Vt,ak(p't' + II+ mt)Vta(Pro)u(pl) 
u(p2')V2a( -pro)U(P2)g*'r /(p!(k2 + 2pt'.k)] 
D12 Al2 = u(pt')Vta(Pro)u(pt)1L(P2
1)V2a( -Pro)(.z/2- II+ m2) 
V2,a(k)u(p2)e*-r /(p!(k2 - 2p2.k)] 
Dta Ata = u(pt')Vta(Pro)u(pt)u(p2')V2,a(k)(p'2' +II+ m2) V2a( -pro)u(p2)g*'r (p!(k2 - 2p21.k)] 
Table 8.1: Two-photon diagram amplitudes. 
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I Matrix Element I Amplitudes I Expression 
~A1 
(pl' + ml)Vlu(Pm)(Pl + m1)V1a( -k)(P1 -II+ m1)V1a(k) 
M1 (P1 1 + m1)V1,.( -Pm)(P21 + m2)V2u( -pm)(P2 + m2) 
V2,.(Pm)f[p!k 2 (p~- mn(k2- 2p1.k)] 
(p/ + m1)V1a(-k)(p1' -II+ m1)V1a(k)(p/ + m1)V1u(Pm) 
M2 ~A2 (P1 1 + m1)V1r( -Pm)(P21 + m2)V2u( -pm)(P2 + m2) 
V2,.(Pm)f[p!k2(k 2- 2p1'.k)(P1 12 - mnJ 
~Aa 
(p/ + mt)Vtu( -pm)(Pl + mt)Vir(Pm)(p'2' + m2)V2u(pm) 
Ma (P2 + m2)V2a( -k )(P2 - II+ m2)V2a(k )(p2' + m2) 
V2r(-Pm)f[p!k2 (p~- mn(k2- 2p2.k)] 
~~ 
(P1 1 + m1)V1u( -pm)(Pl + mt)Vir(Pm)(P21 + m2)V2a( -k) 
M4 (p'2' -II+ m2)V2a(k)(p2' + m2)v2u(Pm)(p2' + m2) 
V2r( -Pm)f[p!k2(k 2 - 2p2'.k)(P212 - mnJ 
~As 
(Pt 1 + m1)V1a( -k)(P11- II+ ml)Viu(Pm)(p'l -II+ mt)V1a(k) 
M5 (P1 1 + m1)V1,.( -pm)(P21 + m2)V2u( -Pm)(P2 + m2) 
V2,.(Pm)f[p!k2(k2- 2pl'.k)(k2 - 2p1.k)] 
~A, 
(Pt 1 + mt)Vlu( -pm)(p'l + mt)Vtr(Pm)(P21 + m2) 
Ms V2a( -k)(p2' -II+ m2)V2u(Pm)(p'2- II+ m2)V2a(k)(p2' + m2) 
v2r( -pm)/[p!k2(k2 - 2p2'.k)(k2 - 2p2.k)] 
~A1 
(Pt 1 + mt)Vtu(k)(pl' +II+ mt)Vta(Pm- k)(Pl + mt)Vt,B( -pm) 
M1 (p2' + m2)V2u( -k)(p'2'- II+ m2)V2a(k- Pm)(P2 + m2) 
V2.B(Pm)f[p~k2(Pm- k)2(k2 + 2pl'.k)(k2 - 2p2'.k)] 
~As 
(P1 1 + mt)Vlu(k)(P11 +II+ ml)Vta(Pw- k)(pl + m1)V1,t3( -pm) 
Ms (p2' + m2)V2a(k- Pm)(P2 +II+ m2)V2u( -k)(P2 + m2) 
V2.B(Pm)f[p!k!(Pw- k)2(k2 + 2pl'.k)(k2 + 2p2.k)] 
~~ 
(P1 1 + ml)Vlr(Pw)(Pl + m1)V1a( -pm)(P21 + m2)V2u( -pm) 
Mg (P2 + m2)V2a(Pm)(Pm +II+ ma)Var( -pm)(ll + ma) 
Vau(Pm)f[p:(k 2 - m~)(k2 + 2pm.k + 2p~ - m~)] 
Table 8.2: Matrix elements required for two-photon elastic scattering. 
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I Matrix Element I Amplitudes I Expression 
AJoAlO 
(it'+ mt)Vtu(k )(it'+ II+ mt)Vtr(Pm)(it + mt)Vta( -p:n) 
Mto (it'+ II+ mt)Viu( -k)(i2' + m2)V2,.( -pm)(]/2 + m2) 
V2a(Pm)/[k2p!(k2 + 2pt'.k)2] 
AJ1A11 
(it'+ mt)Vt,.(Pm)(il -II+ mt)Vtu(k)(it + mt)Viu(-k) 
M11 (it -II+ mt)Vta( -pm)(P21 + m2)V2,.( -pm)(i2 + m2) 
V2a(Pm)/[k2p!(k2 - 2pt.k)2] 
AJ2A12 
(i1' + ml)Vlr(p:n )(it + m1)V1a( -pm)(P21 + m2)V2u(k) 
M12 (i2' +II+ m2)V2,.( -p:n )(i2 + m2)V2a(pm)(i2' +II+ m2) 
v2u( -k)/[k2p!(k2 - 2p2'.k)2] 
AI3A13 
(il' + ml)Vlr(Pm)(il + mt)Vla( -pm)(i2' + m2)V2 r( -Pm) 
M13 (i2- II+ m2)V2u(k)(i2 + m2)V2u( -k)(i2 -II+ m2) 
V2a(Pm)/[k2p!(k2 - 2p2.k)2] 
AJ0 A11 
(il' + ml)Vlr(Pm)(il -II+ mt)Vla(k)(0Jh + m1)V1u( -pm) 
M14 (it'+ II+ m1)V1a( -k)(P2 + m2)V2,.(-pm)(i2 + m2) 
V2u(Pm)/[k2p!(k2 - 2p1.k)(k2 + 2pl'.k)J 
AJ2A13 
(it'+ ml)Vlr(Pm)(it + m1)V1u( -pm)(i2' + m2)V2r( -Pm) 
M1s (i2- II+ m2)V2a(k)(i2 + m2)V2u(pm)(i2' +II+ m2) 
v2a( -k)/[k2p!(k2 - 2p2.k)(k2 + 2p2'.k)J 
Table 8.3: Matrix elements required for two-photon inelastic scattering. 
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8.3 General Form of the Integrals 
We can classify the required integrals over the internal momentum, ko, into three types: 
I1(1: a: af3: af3r), 
I2(l : a: af3 : af3r: af3ru), 
I3(1 : a: af3 : af3r: af3ru). 
where the abbreviations (1 :a: af3 : ... ) denote the various valid numerators: 
(1 : ka : kakf3 : ... ) 
The matrix elements from the simple fermion self-interaction diagrams, D1-D4, have two 
k-dependent vertices, one k-dependent fermion propagator and one k-dependent photon 
propagator. The numerators of the required k-dependent integrals will include a 'ka' term 
from each of the vertices and one from the fermion propagator. Thus the numerator will 
have terms up to kakf3kr and the denominator will include the two k-dependent propagator 
terms, 
(8.9) 
The generalized Pa, Da are specifically 
M1: p -PI, a- ll Da ( I 2 2) =- P1 - m1 =0 
M2: Pa = Pli Da = -(P12 - mn =0 
M3: p -pl. a- 2' Da ( I 2 2) =- P2 - m2 =0 
M4: Pa = P2i Da = -(P22 - mn =0 
The matrix elements from the more complicated fermion self interaction diagrams, D5 , D6 , 
and those from the inelastic scattering diagrams, D 10-D13 have two k-dependent fermion 
propagators, two k-dependent vertices and one k-dependent photon propagator. Thus 
the numerators of the required integrals will include terms to a maximum of kakf3krku 
and the denominator will contain the three k-dependent propagator terms, 
(8.10) 
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The generalized Pa, Pb, Da, Db are specifically 
Ms: Pa PI. 1) Da = -(pi 2 mi) =0 
Pb Pti Db (Pt 2 - mi} =0 
Ma: p -pi· a - 21 Da. ( I 2 2) - Pa - ma =0 
Pb P2i Db = -(P2 2 m~) =0 
M10: Pa =-pi; Da ( I 2 2) =- Pt - m1 0 
Pb =-pi; Db ( I 2 2) =- Pt - m1 =0 
Mu: Pa P1i Da. (Pt 2 mi) =0 
Pb = Pti Db -(Pt2 - mi) 0 
M12: Pa. -p~; Da ( I 2 =- P2 m~) =0 
Pb = -p~; Db ( I 2 2) - P2 - m2 0 
Mta: Pa = P2i Da -(p22 - mn =0 
Pb P2i Da = -(p2 2 - mi) =0 
M14: p - pi· a-- 11 Da ( I 2 2) - Pt - m1 =0 
Pb = Pti Da = -(Pt2- mi) =0 
M15: Pa = -p~; Da = -(p~ 2 m~) =0 
Pb = P2i Da -(P22 - mn 0 
The last integral type we need consider are those arising in calculating the matrix ele-
ments for the two-photon exchange diagrams, D1, Da. These matrix elements include 
two k-dependent fermion propagators, two k-dependent vertices and two k-dependent 
photon propagators. Thus the numerators of the required integrals will contain terms to 
a maximum of kcxkr;krku and the denominator will contain the four propagator terms, 
The generalized Pa, Da, etc are specifically 
M1: Pa = Pti Da = -(Pt2 - mi) 0 
Pb = -p2; D, = -(P22 mi) =0 
Pc =piD; De = -p! -t 
Ma: Pa = Pti Da = -(Pt 2 mi} =0 
Pb PI. 
- 2' Db ( 12 2) =- P2 - m2 =0 
Pc = Pmi De -p! -t 
8.4 Simplification of Integrals Required 
The integrals II! X 2 , X3 of Section 8.3 need to be modified to allow their evaluation. We 
first simplify the denominators by re-expressing the several terms as a series of integrals 
of one single termed denominator. 
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For simplification let us refer to the integrals as 
I1( ... ) 
I2( .. . ) 
Ia(· .. ) 
where 
(k) 
(a) = 
(b) = 
(c) = 
=I( .. . )d4k 
(k)(a) 
I ( ... )d4k - (k)(a)(b) 
I ( ... )d k - (k)(a)(b)(c) 
k2 
k2 - 2pa.k- Da 
k2 - 2pb.k - Db 
k2 - 2pc.k - De 
In the manner of Feynman (1949) we introduce an arbitrary cutoff parameter, A 
_!_ = - lim (>.2 dL 
k2 >.2-+ooJo (k 2 -L)2 
or, in terms of the simplification, equation 8.13, above 
and an extra integral is added to each of I 1 , I2, Ia. 
The identity (Feynman, 1949) 
1 r1 d:v 
AB = }0 (A:v + B(l- :v ))2 
(8.12) 
(8.13) 
(8.14) 
(8.15) 
(8.16) 
allows multiple term denominators to be re-expressed as a single term. Successively dif-
ferentiating with respect to A generates the further identities 
1 f 1 2:v d:v 
A2 B = Jo (A:v + B(1- :v))3 (8.17) 
1 r1 3y2 dy 
A 3 B = Jo (Ay + B(1- y))4 (8.18) 
1 r1 
A 4 B = } 0 -=-( A_z_+_B-=-( 1---z---,-).,..,.)5 (8.19) 
which are sufficient for our evaluations. 
Applying equation 8.17 to I 1 and setting A ---+ ( k), B ---+ (a) we find 
lo >.2 la1 1 ( ... ) d4k I 1 ( ... ) = - dL 2:v d:v 2 3 0 0 all space (k - 2R1.k- Dl) (8.20) 
with 
R1 = (1- :rJ )Pa 
D1 = (1 - :v )Da + :vL = :rJL (8.21) 
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Similarly, if we apply equation 8.17 to I 2 then equation 8.18 to that result 
I 2 ( .. • ) :=: {>.
2 
dL { 1 2m dre { 1 3y2 dy f (k
2 
( ... ) :
4
k )
4 Jo Jo Jo lau space - 2R2• - D2 (8.22) 
with 
R2 = (1- Y)Pb + yR1 
D2 (1- y)Db + yD1 = yD1 = ymL (8.23) 
Finally we apply equation 8.17 to Ia, equation 8.18 to the results and equation 8.19 to 
those results and obtain 
1),2 11 11 11 3 1 ( ) d4 k I 3 ( ••• ) = - dL 2m dm 3y2 dy 4z dz (k 2 ;~ k D )G (8.24) 0 0 0 0 all 6pace - 3 • 3 
with 
(1- z)pc + zRz 
(1- z)Dc + zD2 = (1- z)Dc + zymL (8.25) 
Let us further simplify our notation and define integrals IR;( .. . ), i = 1, 2, 3 in the following 
manner 
It( ... ) 
I2( .. . ) (8.26) 
I3( ... ) 
In general then 
(8.27) 
contain the k-dependence of the required integrals. The composition of Ri may be ig-
nored and substituted after integrating with respect to k, for the subsequent (m,y,z,L) 
integrations, since Ri is not a function of k. 
The integrals of equation 8.27 may be simplified to the single group of integrals ( ) I ( ... ) d4k IR ... = (k2 - 2R.k- D)A (8.28) 
where we are interested in the particular cases A = 3, 4, 5. 
Having simplified the denominators let us turn our attention to the numerators of the 
integrands. 
The composite vector R is independent of k and so we may differentiate the integrand of 
equation 8.28 through the integral with respect to (for example) Roo 
B~a (I (k2- 2~~~ D)A) ;: I B~a ( (k2- 2~~~ D)A) 
I ka d4k = 2A (k2- 2R.k- D)A+l 
(8.29) 
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which 'generates' aka in the numerator. 
This differentiation procedure may be repeated as many times as is necessary, thus generat-
ing the numerators (ka, kakfh .. . ) required from the simpler, constant numerator integral. 
In principle this method will allow us to re-express all of the required integrals in terms 
of a series of consecutive differentiations of more simple ones. 
For brevity let us define one further integral, the base of the differentiation chain and the 
simplest case of equation 8.28 
(8.30) 
With each subsequent differentiation of IRA a further ka is added to the numerator 
and the exponent of the denominator increases in magnitude. To arrive at the integral I ( k~a.kf32~~; -d~ )4 (required to evaluate I 2( a{3ru )), for example, we will require to 
differentiate four times. This implies the original IRA integral has A = 0. Rather, since 
d f'(re) 
dre (In/( ID)) = /( re) , we define the special case 
IRo =I In (k2 - 2R.k- n) d4 k (8.31) 
so that 
(8.32) 
8.5 Chain Solutions 
We will show in detail the construction of the differentiation chain for one integral, the 
others follow in a similar manner. 
For the integral I 3 (af3r) we require the 4-vector integral 
(8.33) 
In general the first differentiation of IRA is 
a BRa. IRA 
(8.34) 
Differentiating equation 8.34 with respect to R13 
(8.35) 
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and differentiating again, with respect to Rr 
(8.36) 
Comparing equation 8.33 with equation 8.36, substituting for A, etc, and solving for the 
integral we have 
1 8 8 8 
192 ORr 0Rf3 ORa I R2 (8.37) 
The chains of differentiations for all the required integrals are constructed in a similar 
manner. The complete chain of solutions is as follows 
IR4 
(a) 
1 8 I 2 7fii:: Ro 8a ~ORa IRl 
1 8 I 
4 ORa R2 
1 8 I 
6 ORo: R3 
1 8 I 
BORa R4 
(af3) (af3r) ( af3ru) 
1 8 8 8 8 
-
96 ORcr OR-r 0Rf3 ORa I RO 
1 8 8 8 8 
384 ORcr ORr 0Rf3 ORa IRl 
1 8 8 I 
-4 ORf3 ORa Ro 
1 8 8 I 
8 ORft ORa R1 
1 o 8 I 
24 0Rf3 ORa R2 
1 8 8 I 
48 0Rf3 ORa Rs 
(8.38) 
where the last three rows of this chain (IRs ... , IR4 .. . , IRs ... ) are the integrals we 
require for I1, I2, I 3 to evaluate second order maximally coupled scattering. 
Hence, we have simplified the problem to requiring six integrals, with constant numerators, 
and evaluating a differentiation chain from these, rather than requiring fourteen individual 
integrals eleven of which have complicated 4-vector numerators. 
8.6 4-space Integrals 
Now 
1 d4k IRA = -:-:( k:-::-2-2--=R~.-=-k ---D=-=)-.A all 11pace 
so if we move our origin 
(8.39) 
then 
where DK. = D + R2 , and 
(8.40) 
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We are free to choose any suitable co-ordinate system to evaluate these integrals. Since 
the integral is now in the form j f(r), we choose the spherical polar co-ordinate system 
where 
and 
0 < K < 00 ; 0 < </> < 211" ; 0 < 0!, 82 < 1r 
Thus 
IRA = 1
2
11" d</> 111" sin 81 d81 111" sin2 02 d821
00 
( K2"'
3 ~)A 
the angular integrals may be trivially evaluated 
roo K3 dK 
IRA = 211"2 Jo (K2- Dx.)A 
Let us substitute ( = K2 =? d( = 2K dK so that 
- 2 roo 'd( 
IRA - 1r Jo ((- Dx.)A 
which is trivially integrable by parts for A > 2, 
I 11"2 1 IRA A>2 = (A -1)(A- 2) (-Dx.)(A-2) 
The integral for A= 2 (( K2 ) 
1r2 lim ln(x Dx.)- 1 
X-400 -Dx. 
(8.41) 
(8.42) 
(8.43) 
(8.44) 
(8.45) 
The limit (x ---4 oo) may be dealt with at any time. It is convenient to retain the solution in 
this limit form since differentiating such an expression with respect to Ra ( D x. D + R2) 
will reduce it to a form where the limit may be simply applied. 
When A= 1, as above (using REDUCE) 
I 2 lim [X 'd( 
Rl 1r x ...... coJo (( Dx.) 
Finally we need A= 0 (again, using REDUCE) 
I Ro = 1r2 lim rx. ( ln( ( - Dx.) d( 
x_,oo Jo 
(8.46) 
(8.47) 
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8. 7 Differentiation 
The integrals IRA, A = 0, 1, ... , 5 must now be differentiated as per the chain of solutions 
shown in equation 8.38. Simplifying, we require 
I1(1) IRa 
It(a) 1 8 I 4lfii:: R2 
I1 ( a/3) 1 801. 8 8 VR[J VRa I R1 
It(afh-) 1 8 8 8 I 
-16 QRT QR(3 BRa RO 
I2(l) IR4 
I2(a) 1 8 I 6"lfii: R3 
I2(af3) 1 'lJ 8 I 24 QR(3 lJRa R2 
I2( af3r) 1 8 8 8 I (8.48) 48 QR'~" QR(3 8Ra R1 
I2(af3ru) 1 8 8 8 8 IR 96 QRrr QRT QR(3 QRa 0 
Ia{l) IRS 
I a( a) 1 8 I 8 "lfii: R4 
I a( af3) 1 'lJ 8 I 48QRg 8Ra R3 
I a( af3r) 1 8 8 I 192 8~ QR(3 lJRa R2 
I a{ af3ru) 1 8 8 8 8 384 QRrr QRT lJR(3 8Ra I Rl 
The differentiations are algebraically tedious but relatively straight forward. The solution 
set for these 4-vector integrals is as follows (after extensive simplification using REDUCE, 
where appropriate, and evaluating the limit (X ---+ oo) wherever possible.) 
(8.49) 
2( -D- R2 ) 
(8.50) 
2(-D- R2 ) 
(8.51) 
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(8.52) 
IR2 (1) = IR4 
71'2 (8.53) 
= 6{ -D- R 2 ) 2 
IR2 (a) = 1 {} I 6 8Ra R3 
71'2Ro: 
(8.54) 
= 6(-D- R 2 ) 2 
IR(af3) = 1 {} {} IR 
2 24 8Rf3 8Ra 2 
7r
28af3 71' 2 RaR/3 
= 12( -D- R2 ) + 6{ -D- R 2 ) 2 
(8.55) 
IR2 (af3r) = 4~ at 8~/3 8~a IRl 
71'
2 [ J 71'2 Rex R13 Rr 
= 12( -D _ R 2 ) 8af3Rr + 8arRf3 + 813rRa + 6( -D _ R 2 )2 
(8.56) 
I R 2 ( a(3rcr) = 1 0 0 0 0 I R 
-96 8Ru 8Rr 8Rf3 BRa 0 
71'
2 
[ • (X - D - R2 ) l 
= - 24 (8a{38ur + 8ar8u{3 + 8{3r8ua) 1-~~ 1n -D _ R 2 
+8auRf3Rr + 8f3uRaRr + 8urRaR{3] 
71'2 
+ 6( -D _ R2 )2 RaRf3RrRu 
IR3 (1) = IRs 
71'2 1 
= 12 ( -D~)3 
IR3 (a) = ka~a IR4 
71'2Ro: 
= 12( -D- R 2 ) 3 
(8.57) 
(8.58) 
(8.59) 
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I R3 ( af3) = ls 8~/3 8~a I R3 
1r28af3 1r2 RaR{3 
48(-D- R2)2 + 12( -D R2)3 
(8.60) 
1 8 8 8 I 
192 8R,. 8Rf3 8Ra R 2 
1r2 1r2 RaRfJ R,. 
48( -D- R2)2 [8af3R,. + 5a,.RfJ + 5.a'T'Ra] + 12( -D- R2)3 
(8.61) 
1 8 8 8 8 
-384 8Ru 8R,. 8RfJ 8Ra I R1 
7r2 
96( -D R2 ) [5afJ8u-r + DaTDuf3 + Df3-rDau] 
7r2 
- 48(-D _ R2)2 [8af3RuR-r + 8aTRuRf3 + Df3,.RuRa (8.62) 
+5auRf3R-r + Df3uRaR-r + 8u,.RaRf3] 
7r2 . 
-12(-D- R2)3RaRf3R,.Ru 
We now need to substitute for the appropriate Ri 4-vector and perform the integrations 
over :v, y, z, L. 
8.8 Integration Over the Dummy Variables 
The 4-vector integrals of Section 8.7, equations 8.49 8.62, must be integrated as shown 
in equation 8.26. The Ri 4-vectors and the Di are given in equations 8.21, 8.23 and 8.25. 
As an example of the method let us evaluate them, y, z, L integrals of I2( af3). 
For this integral R = R 2 and (from equations 8.12 and 8.55) 
(8.63) 
We split this expression in the obvious way 
(8.64) 
with 
(8.65) 
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Looking firstly at the integral on :z:, we substitute the expression for R2 from equation 8.23 
to find 
T1 
T2 
where 
a2 
al 
ao 
b2 
bl 
bo 
-p~y2 
2y2 (pa2 - Pa·Pb) + y(2Pa·Pb- L) 
-y2 (Pa - Pb)2 - 2ypb.(Pa- Pb) - P~ 
2 Y PaaPb/3 
Y2(PaaPbf3 - 2PaaPa{3 + PaaPba) - Y(PaaPb(3 + Pa(3Pba) 
(YPaa- YPba + Pba)(YPa(3- YPb/3 +Pb/3) 
(8.66) 
(8.67) 
These expressions are integrable, and the definite integrals on :z: are (using REDUCE 3.2) 
(8.68) 
and 
7r21o>.2 lol -y2 dy T2 = - dL -:-------=~:--_.:c._-----=--= 
2 0 (4a2ao- an2(a2 + al + ao)a~ 
X { 2 [2{3b2 + b1)a1ao + (b1- bo)a~ + 4a~b2] a~a1 
-4 [4(b2 + bl)a~ + 2(bl- bo)a1ao + a~bo] a~ 
-2 (2a~a1bo- 4a~aob1 + 6a2a1aob2- a~b2) (a2 + a1 + ao) J4a2ao- a~ (8.69) 
X [arctan ( v:::.: :1 J mr arctan ( J 4a,: mr al)] 
( a2 + al + ao) 2 2 +log ao ( 4a2ao- a1) ( a2 + a1 + ao)b2 
-2(al + ao)a2a~b2 + 16a~aobo } 
Substituting the values for a2, etc from equation 8.67 into either of these two expressions 
results in a long (>100 lines), extremely complicated expression to further integrate. 
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Indeed, we have been unable to develop a method to suitably integrate such terms. All of 
the integrals over these dummy variables have this or similar problem, regardless of which 
variable is chosen to commence the integration sequence. 
Due to the altered thrust of the research from our original intention (after finding Rosen-
bluth's sign error), although this method has been successful up to this point, we have been 
unable to complete the integration over the dummy variables for any of these integrals. 
Further research is indicated to complete this aspect. 
8.9 Discussion 
We have obtained the traces of the matrix elements required for two-photon scattering. 
The integration of these matrix elements with respect to the extra 4-momentum ( k) is 
extremely difficult. The change in the thrust of the research from its original direction, 
due to our discovery of Rosenbluth's possible sign error (as discussed earlier), has meant 
that the complete solution of these integrals is beyond the scope of this report. 
Significant progress has been made in developing a systematic approach to the integration 
of the traces. Solutions to all of the spatial integrations have been found, although some 
are not yet in a closed form. This should allow the complete solution of the integrals to 
be performed in later work. 
Chapter 9 
Conclusion 
The original thrust of the research reported here was to extend maximally coupled QED 
to second order and, along the way, to investigate a few interesting first order phenomena 
to which the maximally coupled model might be expected to apply. 
Being unable to find any derivation in the literature, I have re-derived the maximally 
coupled vertex. My resultant vertex disagrees with that used by Rosenbluth (and hence 
all subsequent workers in the field). Discovering this discrepancy caused a major change in 
direction for the research, extending the maximally coupled model to second order became 
less important than investigating the wide ranging implications of the discrepancy. 
Using the vertex derived here I have shown that the full maximally coupled scattering 
cross-section to first order for electron-proton scattering to be in far better agreement 
with experiment than the commonly employed Rosenbluth model prediction. Further, at 
around 200 MeV the prediction developed here agrees with experiment to within the exper-
imental uncertainties. At higher energies (and hence exchange momenta) this agreement 
falls away, however it is always in better agreement than the bare Rosenbluth expression. 
Through an investigation of the relative magnitudes for the various terms contributing to 
the maximally coupled cross-section I have shown that Rosenbluth's second assumption 
(ignoring the electron dipole charge) can not be justified. Rosenbluth's model, but using 
the vertex developed here, differs little from the minimally coupled result. Further, I 
have shown that for exchanged momentum around the proton rest mass, the dipole-dipole 
terms are comparable to or larger than the monopole-monopole terms. Hence the dipole 
terms become more important as the exchanged energy increases, which is the opposite to 
the assumptions originally made by Rosenbluth and implicitly applied by all subsequent 
workers. These observations have removed the main justifications on which form factor 
fitting of Rosenbluth's expression to experiment is based, and I have discussed the difficulty 
of trying to re-develop such a method to fit the full maximally coupled predictions to 
experiment. 
I discussed the application of maximally coupled QED to particle decays. In the case 
investigated here I obtained a neutron lifetime within 15% of the latest experimental 
value from a first order analysis involving no free parameters. 
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I have shown that maximally coupled QED neutron-proton scattering accounts for about 
10-4 of the measured scattering. This is as expected since these particles interact via both 
the electromagnetic and strong nuclear forces, the latter dominating the interaction. 
I found poor agreement between the maximally coupled QED model and experiment for 
electron-neutron scattering. However, the usual model for extracting electron-neutron 
scattering from the experimentally measured electron-deuteron scattering data is based 
on a minimally coupled model. I have seriously questioned the application of this to a 
maximally coupled calculation. The minimally coupled model takes no account of either 
the neutron and proton spins nor their dipole charges. The development of a new model 
reflecting the fundamental importance of the dipole moments and dipole charges to the 
interaction was beyond the scope of the research reported here and is left for future 
research. 
All of the two-photon scattering matrix elements for any two non-identical fermions have 
been calculated, up to the integrations over the extra 4-momentum (k). These integrals 
have been partially completed here, and all of the 4-space integrations have been performed 
and are presented. Due to the complexity of the intermediate expressions, I have not 
however been able to solve the integrations over the dummy variables employed to complete 
the evaluation of the required integrals for two-photon scattering. This is one of the 
consequences of the change in direction of the research. The development, as reported 
here, of a systematic approach to these integrals will allow their solution in later research. 
Much of the research reported here has been of a speculative nature, testing the application 
and validity of the maximally coupled QED model. I believe we have shown the superiority 
of this conceptually simple (if somewhat more mathematically complicated) extension of 
minimally coupled QED. The model applies to and gives sensible predictions for the usual 
QED interactions and also for neutron decay, which could not previously be addressed 
using solely electromagnetic considerations. Much work in this field remains, and the 
ground work is laid here for the extension of maximally coupled QED into second order 
interactions. 
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Appendix A 
Rosenbluth Scattering and Pauli's 
Approach to Anomalous 
Magnetic Moments 
The following pages are a photocopy of the article Rosenbluth Scattering and Pauli's 
Approach to Anomalous Magnetic Moments (Butler and Burling-Claridge 1989). 
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Abstract. In standard OED particle interactions are evaluated using minimal coupling, 
coupling the particles solely through their (electric monopole) charges. The Dirac 
Hamiltonian is used to describe the interaction of a single spin-t particle with an 
electromagnetic field. Pauli suggested the addition of a further gauge-invariant term to the 
Dirac Hamiltonian where the coupling constant for this extra term should not be directly 
linked to the particle's electric charge. We study some of the effects of this additional term 
and show that for the scattering of electrons off protons, the first-order Pauli-Dirac 
analysis has at least as good agreement with experiment as previous analyses based on the 
Dirac Hamiltonian. We show that Rosenbluth used the incorrect sign on the anomalous 
magnetic moment of the proton. Using Rosenbluth's prescription of considering only the 
proton's anomalous magnetic moment but correcting the sign. we find only a negligible 
difference from a completely Dirac analysis. Any proton form factors, and thus any charge 
distributions, deduced from the Rosenbluth result will be incorrect. 
1. Introduction 
The Dirac Hamiltonian is used to describe the interaction of a single spin-! particle 
with an electromagnetic field. The particle is assumed to be coupled minimally to the 
field through the qA term, which is dependent solely on the electric monopole charge, 
q. Pauli (Pauli and Weisskopf 1934) suggested appending a further gauge-invariant 
term to the Dirac Hamiltonian of the form./'= aafJpfl• where the coupling constant for 
this extra term is not connected with the particle's electric charge. It is well known that 
one can evaluate Pauli's extended Hamiltonian in a weak-field approximation to show 
that the coupling constant of the Pauli term gives a means of treating the anomalous 
magnetic moment of a spin-t particle. 
Rosenbluth (1950) and many others have used the Pauli-Dirac Hamiltonian-the 
Dirac Hamiltonian with Pauli's additional term-to describe an internal electromag-
netic structure for the proton. However, many texts decry this modification on the 
grounds that the Pauli-Dirac Hamiltonian fails the power-counting definition of 
renormalisability (see, for example, ltzykson and Zuber 1980, p 381). 
Problems in QED are commonly treated using a perturbative expansion in terms of 
the fine structure constant· a. Barut (1981) awakened our interest in the Pauli 
modification by pointing out that the magnitudes of the anomalous magnetic moments 
of the electron, proton and neutron are nearly equal. · 
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The rest of this paper is arranged as follows. In § 2 we consider the Pauli 
modification to the Dirac Hamiltonian and show how the sign of this modification is 
fixed by consistency with experimental results. In § 3 we find the vertex operator 
corresponding to this Pauli-Dirac Hamiltonian. The variational techniques of Landau 
and Lifshitz (1977) are used to obtain the conserved current, which is then equated to 
the vertex operator. The vertex operator that we derive has a different sign for the 
anomalous magnetic moment to that used by Rosenbluth (1950). 
In §4 we use our Pauli-Dirac vertex and REDUCE m, an algebraic computational 
language, to calculate the complete first-order Pauli-Dirac scattering cross section for 
. two non-identical fermions. Our result can be converted to that found by Rosenbluth 
if we take the incorrect sign on the anomalous magnetic moment and simplify the 
equation by setting one of these moments to zero. The standard Dirac result may also 
be extracted from ours by setting both of the anomalous moments to zero. 
In § 5 the results of § 4 are compared graphically for elastic scattering of electrons 
off protons at beam energies of 188 MeV, 300 MeV, 400 MeV, 500 MeV and 
550 MeV. Several interesting features are apparent. Finally in §6 we draw some 
conclusions about the validity of previous calculations in this field. 
Throughout this paper we adopt the system of units where 
c=h=l 
e=lq.l 
and adopt the Minkowski metric 
gap diag(l, 1, 1, 1). 
(1) 
(2) 
(3) 
(4) 
3-vectors are denoted by bold characters. When showing indices explicitly we use 
italic subscripts (ab) for 3-vectors and greek (Aa) for 4-vectors. 
The Pauli matrices, a., are needed only via their commutation relations: 
(a., ab] = 2ieabcac (5) 
2. The Pauli-Dirac Hamiltonian 
The usual form of the Dirac Hamiltonian for a single fermion interacting with an 
electromagnetic field is 
Ho=p-qA-m. (6) 
This electromagnetic potential interaction takes account only of the contribution of 
the particle's electric monopole charge, q. 
The Dirac magnetic moment 
p,0 =q/2m (7) 
where q is the particle charge and m the particle mass, is a direct result of the particle's 
spin and charge (see for example Jackson 1975, § 11.8). 
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In order to take account of the particle's anomalous magnetic moment, we use the 
additional term as suggested by Pauli 
(8) 
where pafl = rrAP- aPA ", Oap = tiCYaYfl- YpYa) and~ is the coupling constant associated 
with this particular interaction. 
The Dirac Hamilto!lian H 0 is thus modified to the Pauli-Dirac Hamiltonian: 
(9) 
Following Messiah (1965, footnote p 936) we can find the approximate, non-
relativistic Hamiltonian in a weak magnetic field case, thus identifying the g coupling 
constant with the anomalous magnetic moment. 
For convenience we choose the particular representation 
and obtain 
y~' = (f3, f3a) 
B=VXA 
a.= (~k a~) 
/3=(~ ~) 
H.,= 2~ (p- qA)2 +qcp- ( 2: +2~) u· B. 
(10) 
(11) 
The coefficient of the spin-dipole (u ·B) term will be the experimentally measured 
magnetic moment. This experimental value is 
P.exp = !J.D + P.a• (12) 
where the Dirac magnetic moment, p. 0 , is given by equation (7) and P.a = 2~ is the 
anomalous contribution to the magnetic moment. 
For electrons, protons and their antiparticles we have 
(13) 
We deduce that given our choice in equation (9), p.0 and 2£ have the same algebraic 
sign for these particles. 
The Pauli-Dirac Hamiltonian of equation (9) is then 
(14) 
the •- ' being forced by consistency to experimental results. 
The familiar Dirac moments, equation (7), of the electron, proton and neutron are 
of quite different sizes. Expressed in terms of the Bohr magneton, 
e 
P.s =-= 9.274 X 10-24 J T- 1 
2m. 
(15) 
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they are 
electron: floc=- !la 
proton: /lop""O.OOl S21tts (16) 
neutron: fton = 0 
since m.lmp=0.001521 and qn=D. 
The anomalous magnetic moments of these three particles have very similar 
magnitudes. If we express the anomalous magnetic moments in terms of ( a/2n )tts, the 
leading term of the QED expansion for the anomalous moment of the electron, we find 
electron: ftae =- 0.998(a/2.n)tts 
proton: /lap =0.841 (a/2.n)tts (17) 
neutron: ftan =- 0.898(a/2.n)tta· 
Observe that (a/2.n)=0.001162=0.76(m.lmp)· Hence the anomalous and Dirac 
moments contribute almost equally to the experimental magnetic moment of the 
proton, whereas for the electron the anomalous contribution is three orders of 
magnitude less than the Dirac. For the neutron, the anomalous magnetic moment is 
the only contribution to the experimental moment. 
3. The Pauli-Dirac vertex operator 
The above derivation is in quantum mechanical operator notation, consistent with 
Messiah (1965). However we wish to change to quantum field theory notation. The 
Pauli-Dirac Hamiltonian of equation (14) represents the Hamiltonian of a system of 
fields. In a quantum field theory approach, we treat this Hamiltonian operator as a 
Hamiltonian density where the quantum field Pauli-Dirac Hamiltonian is 
(18) 
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We calculate the response of the Hamiltonian density to a change in the potential, 
OAa, and then define the current, la, as the coefficient of OAa in the Hamiltonian (see 
Landau and Lifshiftz 1977, pp 470-1). 
Suppose Aa-A~==Aa+OA0 , then 
and 
Using the antisymmetry of aa13 and of Pap we find 
CJHpo =- qOAaYa- p,/JpaflaoAa 
= (- qya- p,alJpafl«)tJAa 
and thus we have 
tJ~Pn = J (fjoHpoli) d3x 
= J {fj(- qya-p,,itpafla)oAali) d3x. 
Changing to the conjugate variables 
and thus changing the integral to momentum space, we find 
The 4-vector current, la, is defined as 
Comparing equations (24) and (25) we deduce 
qla = qya- ip,a[lapa 
(19) 
(20) 
(21) 
(22) 
(23) 
(24) 
(25) 
(26) 
The interaction represented by equation (26) is that of the current of a single 
particle encountering an electromagnetic field, Aa, either an external field or a field 
due to a second particle. The 4-momentum, p, of equation (26) is the difference 
between the initial and final momenta of the particle and hence is equal to the 4-
momentum of the electromagnetic field. Figure 1 shows the Feynman diagram 
representation of this vertex. 
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Figure 1. Interaction of a free particle with an electromagnetic field. 
The usual Feynman rules may be applied to read this diagram. Figure 1 gives the 
Feynman amplitude 
= J (f!Va(P)Ii) d3p 
= J (flqJali) d3p. 
(27) 
The above analysis has shown that the vertex for the Pauli-Dirac interaction of a 
spin-+ particle with an electromagnetic field is 
(28) 
where the 4-momentum, p, is that of the photon. The sign of the momentum is 
positive if the photon is leaving the vertex. 
This vertex derived here is outwardly similar to that used by Rosenbluth (1950) for 
the vertex of the proton interacting with the electromagnetic field of the electron in his 
scattering cross-section calculation. However Rosenbluth has the photon momentum 
in the opposite sense to that of figure 1. 
Rosenbluth's vertex is 
Va(p)R = Va(- p) 
(29) 
= qya- !Pa(PYa -yap) 
and corresponds to a Pauli-Dirac Hamiltonian which has the Pauli modification with 
the opposite sign: 
Hro,R =p-qA -m+!p .. P. (30) 
As we have shown in § 2 this requires an incorrect sign for the anomalous magnetic 
moments. 
Note that the usual Dirac vertex 
(31) 
is the special case of both equations (28) and (29) with Pa = 0. 
77 
78 APPENDIX A. ROSENBLUTH SCATTERING AND PAULI'S APPROACH ... 
Rosenbluth and Pauli's approach to magnetic moments 577 
4. Scattering cross section 
We calculate the first-order scattering cross section for two non-identical fermions 
interacting via the Pauli-Dirac Hamiltonian. This is described diagramatically by 
figure 2. · 
Figure 2. Interaction of two fermions (Pauli-Dirac vertices). 
The Feynman amplitude of the interaction is 
A a,(p;)V,,(p,)u,(pJ)a2(pi)V2(- p,)u2(p2)/p;. (32) 
where the subscripts 1 and 2 refer to legs 1 and 2. respectively, p, is the exchange 
momentum and we have suppressed the spin dependence of the spinors u(p, s). 
The intensity of the interaction is 
Mpo=AtA = [ul(p;)Vla(p,)u,(piWu,(p;)VI!l(PJui(PI) (33) 
X ( ii2(p~) V:!(- p,)u2(Pz) r l12(p}) V1(- p,)u2(p2)/ p;. 
In general 
[u(p')Va(p)u(p"W = u(p")Va(- p)u(p') 
so the intensity simplifies to 
Mpo = iit(p,) Vta(- p,)ut(p;)al(p;) Vlp(Px)ut(Pt) 
X ulp2) VHp,)u2(pDu2(p2) V~(-Px)u2(p2)/ p~. 
(34) 
(35) 
Assuming that we do not know the initial polarisations of the particles and that we will 
not measure their final polarisations, the cross section measured will be a sum over the 
final polarisation states and an average over the (2s1 + 1 )(2s2 + 1) = 4 initial polarisa-
tion states. Thus any products u(p)u(p) may be replaced by their projection opera-
tors: 
a(p)u(p)-p(p) =t(p +m). 
We also use the identity (Berestetskii et a/1971, §29), for any F, 
pol L a(p)Fu(p)=tr((p+m)F). 
The intensity can now be expressed as a product of traces: 
Mpo = tr[(PI +m,)V,,(-p,)(p; +mi)Vtp(p,)J 
X tr[(P2 + m2)V2(p,)(pS2 + m2)V~( -p,)]/(4pi). 
(36) 
(37) 
(38) 
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The Dirac interaction intensity, M0 is simply the case where all the Pauli-Dirac 
vertices in the above equation are replaced by the Dirac vertices, va, of equation (31). 
Alternatively, we can calculate M0 by first calculating Mpn then setting ,u 1 = ,u2 = 0. 
Using the algebraic manipulation program REDUCE III, we find the complete 
intensity from equation (38) to be 
16t2Mpn = 2qfq~[t(2s + t) + 2(mi + m~- s)~] 
+ 4(qf,u~ + .ufqDt[s2 + (2s + t)(mf + m~- s)- (mf- mD2] 
+ 4(qf,u~m~ + ,u~q~mi)t2 
+ ,ui,u~t2[(2s + t) 2 + 8(mf + mD(my+ m~- s)- 4(mi- mD2] 
- 8qfqz.u2mzt(t + 2mi) - 8q1,u1 q~m 1t(t + 2mD 
- 4qt,Ut,U~m/(t + 8mD- 4,uiqz.u2m 2t2(t + 8mi) 
+ 48qt,lltqz.uzmtmzt2• 
The particles are always considered to be on mass-shell, i.e. 
pf=pl2 =mf 
p~=p?=m~ 
and use is made of the lyfandelstam invariants for elastic scattering: 
s=P2 
t=p~ 
P=pl+pz=pl+p2 
Px =PI- Pt =p2-P2· 
(39) 
(40) 
( 41) 
The intensity is invariant in form, but the values of the variables (p1, ..• ) are 
frame dependent. If we consider the scattering of electrons off protons in the 
laboratory frame, we have a stationary proton target (particle 2) being struck by a 
beam of electrons (particle 1). In the laboratory frame 
pz=O (42) 
and hence 
Ez=mz 
pl 2 = mi= El2 -pl2= Ey-py=pf 
PtPI=EIEz. 
The scattering cross section is (Berestetskii et a/1971, equation (65.19)) 
da I E? 
-d =£2 zMPD· 
w Lab tmz 
Landau and Lifshitz (1977, § 13) show that in general 
(43) 
(44) 
, (EI + mz)(Etmz + mD + m2(Ei- mi)[1- (mt/m2) sin2 OJ] 112m2 cos 01 
E1 = (E )2 (£2 2) 2 () (45) 1+m2 - 1-m1 cos 1 
where particle 1 is turned through an angle 01 from its original direction and E, E' are 
the initial and final energies respectively. 
Rosenbluth calculated his cross section treating only the proton as interacting via 
the Pauli-Dirac term and used the incorrect sign for the proton's anomalous magnetic 
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moment. If we take the above intensity and follow Rosenbluth's approach it is 
possible, although somewhat of a struggle, to convert equation (39) to Rosenbluth's 
format: 
(46) 
where the subscript p refers to proton values, subscript e to electron values, me 0, 
r= -t14m~ and Kr=(2mP/qp)#ap· 
The next section compares these cross sections graphically and discusses some 
implications of the results. 
5. Comparison with experiment 
On the following graphs we have plotted the predicted and experimental curves for 
the scattering of electrons off protons in the laboratory frame, that is with a stationary 
proton target, for a range of energies from 188 MeV to 550 MeV. We have chosen to 
plot the following quantities. 
(i) The experimental results, uncertainties shown ( + ). This data is from 
Hofstadter and McAllister (1956) and Hofstadter and Chambers (1956). 
(ii) Rosenbluth's original expression (D). This result is that used by those 
modelling the internal distribution of the electric charge and magnetic dipole moment 
of the proton. 
(iii) The full expression, both vertices Pauli-Dirac (f> ). 
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(iv) The corrected form of Rosenbluth's results, namely with the proton vertex 
Pauli-Dirac and the electron vertex Dirac (e). 
(v) The simple minimally coupled result for two spin-t point particles, both 
vertices Dirac (0). 
Figure 7. Scattering of electrons off protons; labor-
atory frame, 550 MeV. For explanation of symbols, 
see main text (§5). 
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In all of the plots, the original Rosenbluth cross section is larger than the 
experimental results. The full Pauli-Dirac cross section has much the same property 
but is always in better agreement than the Rosenbluth cross section. Note that at 
188 MeV the Pauli-Dirac cross section is within two standard deviations of the 
experimental results. 
The original Rosenbluth cross section, but with form factors to fit this curve to 
experimental results, is still in use (see for example Donnelly and Raskin (1986)). 
Yennie eta/ (1957), Hofstadter and Chambers (1956) and Kirk eta/ (1973), among 
others, compared the accuracy of several common form factors and attempted to fit 
physical charge distributions to these proton form factors with little success. 
Recall that the Rosenbluth model treats only the proton as having an anomalous 
magnetic moment. However, we can see immediately from the graphs that with the 
correct vertex (8) this model deviates only slightly from the Dirac result (0). That is, 
the interaction between the anomalous magnetic dipole moment of the proton and the 
electric monopole charge of the electron is of little importance in this energy range. 
This is quite contrary to the result obtained by using Rosenbluth's vertex. The only 
difference between Rosenbluth's original result and the corrected curve is a sign 
change on the anomalous magnetic moment of the proton. If #J = 0 in equation (39) 
we see that fi 2 occurs in various powers and combinations with qh q2. Thus the 
correction of the sign causes a rather surprising cancellation of the effect of the 
proton's anomalous magnetic moment. 
6. Conclusion 
We have derived the Pauli-Dirac vertex for the anomalous magnetic moment from 
the gauge-invariant term that Pauli suggested adding to the Dirac Hamiltonian. The 
correct sign associated with the anomalous magnetic moment of the Pauli-Dirac 
vertex is the opposite of that used by Rosenbluth (1950). 
The correct vertex has been used to derive a corrected version of Rosenbluth 
scattering and to derive the full expression for the Pauli-Dirac scattering of any two 
non-identical fermions. The resulting cross sections have been compared with experi-
mental electron-proton scattering data for a range of energies from 188 MeV to 
550MeV. 
There is substantial difference between Rosenbluth's cross section and the cor-
rected cross section for his model. Those fitting Rosenbluth's result to experiment will 
have obtained quite misleading results for the form factors of the proton and no 
reliance can be placed on the charge distributions derived from these form factors (see 
Yennie et a/1957, Hofstadter et a/1958, Kirk et a/1973). 
The corrected Rosenbluth cross section is close to the simple Dirac cross section, 
and cannot be fitted to the experimental results using Rosenbluth's original prescrip-
tion for calculating the form factors. On the other hand, the Pauli-Dirac cross-section 
curves have a similar shape to the original Rosenbluth curves. While it may be 
possible to fit the full Pauli-Dirac curves to the experimental data using a method of 
finding form factors similar to that used for Rosenbluth's results, we see little worth in 
such an approach. Since the anomalous magnetic moment of the electron is about 
10% larger than that of the proton, our suggestion is that one should consider the 
anomalous magnetic moments of both proton and electron to be of equal importance. 
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The anomalous magnetic moment of an electron is normally regarded in the 
standard model as being fixed by second- and higher-order QED effects. The scattering 
cross section analysis of this paper is a first-order calculation. The values of the 
anomalous magnetic moments that we quote are those derived from experiment, and 
there is no second-order effect brought into our calculation by our use of them. We 
introduce the Pauli modification with no appeal to higher-order terms in a perturba-
tive expansion. 
Our results show that the first-order Pauli-Dirac analysis has at least as good 
agreement with experiment as previous analyses based on either the Dirac 
Hamiltonian or on the corrected Rosenbluth vertex. We consider that if any form 
factors and charge distributions are to be derived using Rosenbluth's prescription, 
then it is necessary to use the full Pauli-Dirac cross section. 
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Abstract. Maximally coupled quantum electrodynamics is shown to give a closed 
first-order expression for the {3 decay spectrum for a neutron, and a realistic value for 
the lifetime. 
1. Introduction 
Soon after Dirac introduced his relativistic quantum mechanics for spin-~ particles, 
Pauli pointed out that an additional electromagnetic term could be included in the 
Dirac Hamiltonian (Pauli 1933). It is well known that the Dirac Hamiltonian 
describes the minimal coupling of a spin-! particle to the electromagnetic field, the 
particle's interaction being characterised by two scalar quantities (mass, m, and 
electric charge, q) and one spin quantity (s ). The inclusion of Pauli's term describes 
the maximal coupling (Barut and McEwan 1984) of a spin-~ particle to the 
electromagnetic field, the particle's interaction now being characterised by the two 
scalar quantities (m, q). and two spin quantities (s and p.,). The fourth quantity is 
known as the anomalous magnetic moment. However, only one extra parameter, 
p..,, is introduced since p., is parallel to the spin vector s: 
Pa = 2p..,s = p..,a. (1) 
(We choose units so that fl = c = 1.) 
With these parameters the Pauli-Dirac Hamiltonian is 
Hpo = p - q4. - m - !P. .. f. (2) 
Pauli's term has not found favour with developments in the formulation of 
quantum electromagnetism for a number of reasons. One of the most important may 
have been an emphasis placed on a minimally coupled theory. The major use for the 
Pauli term has been in analysing the elastic scattering of electrons off protons and 
neutrons. In the usual model (Rosenbluth 1950) of electron-nucleon scattering, the 
electron is treated as a Dirac particle while the nucleon is modelled as having the 
electric monopole charge q (zero for the neutron), and a magnetic dipole charge IJ.a, 
so that the laboratory-frame magnetic moment is a combination of the Dirac 
moment 2p.0 s (p.0 = q /2m) and the anomalous moment 2p..,s. This model shows that 
above transfer momenta of 100 MeV c- 1, the predominant interaction is between 
the electron's electric monopole charge and the nucleon's anomalous magnetic 
0954-3899/89/100201 + 07 $02.50 © 1989 lOP Publishing Ltd L201 
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dipole charge. The Dirac moment, although behaving as a magnetic dipole in a 
uniform magnetic field, scales with distance (and transfer momentum) like the 
electric monopole charge. 
It is usual to adjust the fit between experiment and the Rosenbluth point-particle 
scattering formula by means of adjustable form factors. These form factors are 
justified in terms of a model of a point electron and a distributed nucleon: 
'The development of our present theory of strong interactions has been much 
influenced by measurement of form factors and by their theoretical 
interpretation'. Omnes (1971) 
The widespread use of the form factors has led to a view that anomalous moments 
can only be the result of real electric charge (and electric current) distributions. This 
view conflicts with the treatment of the intrinsic angular momentum of point 
particles. Particles usually regarded as structureless (e.g. the electron) or both 
structureless and massless (e.g. the neutrino) nevertheless have a non-zero moment 
of their momentum about their centre, their intrinsic spin. Some of the conceptual 
and philosophical issues raised by this are discussed for example by Biedenharn and 
Louck (1981). 
In a previous paper (Burling-Claridge and Butler 1989) we re-analysed electron 
proton scattering by treating both as Pauli-Dirac particles with ignorable internal 
structure. Our initial motivation was partly the above reasoning and partly that the 
anomalous magnetic moment for the electron is some 15% larger than for the 
proton. This latter fact is not widely appreciated because of the nearly universal use 
of g-factors. (It was pointed out to us by Barut in his lectures in Mexico, but not 
recorded in his notes, Barut 1981.) We were unable to find any analysis of the 
scattering of two maximally coupled spin-! particles, nor were we able to find any 
published second-order corrections to the Rosenbluth result. (See, however, Hubert 
1985.) Further, we were unable to find a derivation of the vertex operator as used by 
Rosenbluth and corresponding to the Pauli-Dirac Hamiltonian. 
To our surprise, our derivation of the vertex operator gave the opposite sign of 
the magnetic dipole term. The use of this corrected sign for the anomalous moment, 
and the inclusion of it for the electron, produces a better fit to the scattering data. 
We therefore raised the issue of the validity of the proton form factors. 
In this letter we offer a further calculation using anomalous magnetic moments. 
The neutron lifetime calculated here is in line with experimental results. We find this 
even more intriguing than the nucleon form factor re-analysis discussed above. 
2. Assumptions 
Our principal hypothesis is based upon the near equality of the magnitude of the 
electron, proton and neutron anomalous moments. We assume that these three 
particles, and also the (electron) neutrino, carry a quantised magnetic dipole charge 
a a e 
Jl.a = 2n Jl.B = 2n 2me (3) 
and that the experimental (or laboratory frame, or weak field) moments arise as 
some (only approximately linear) combination of Pa = (a/2n)(e/2me)2s and Po= 
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(q/2m)2s. We have 
.Uduant(e-) = -.ua 
.Uduant(p +) = + .Ua 
.Uduant(n) = -J.la 
.Uduant('iie) = - .Ua· 
,U~ab(e-) = -0.998,Ua 
,U~ab(p+) = 0.84l,Ua 
,U~b(n) = -0.898,ua 
L203 
(4) 
Since the neutrino's mass is known to be less than 30 eV, we are proposing a 
neutrino g-factor of less than 6 X 10-8 • 
Our second assumption is based upon the observation that there is no 
requirement to assume equality of the masses associated with the parts of a fermion 
line. The form of the Pauli-Dirac vertex operator associated with the diagram in 
figure 1 is 
(5) 
where q and ,u are the electric monopole and magnetic dipole charges associated 
with the fermion line. 
These assumptions allow us to draw the generalised Feynman diagram shown in 
figure 2, which we may interpret using the usual Feynman rules. The diagram of 
figure 2 models a neutron as decaying initially to a neutrino and a virtual photon, 
which later decays to an electron-proton pair. The diagram gives a closed 
expression for the {3- particle's energy spectrum and for the lifetime of the neutron. 
The maximally coupled vertex leads to a spin dependence in {3-decay. We postpone 
for future work analysis of this spin dependence (and thus the possible parity 
violation (see appendix 3 of Wilkinson 1982)) of the first-order diagram (figure 2). 
The diagram of figure 2 appears to be able to describe the decays of various 
particles. The non-baryon-conserving decay p+ ~ e+e-e+ would need to be analysed 
in terms of three identical fermions. The muon decay ,u + ~ e + v11 Ve is not related to 
this diagram because the laboratory frame anomalous moment of the muon is less 
than O.Ol,ua, quite different from (4) and thus a vertex ,u+ ~ e+y is not allowed. 
The decay channel n~ V0 e+p- for the neutron gives, in this first-order analysis, 
the same result as in figure 2. It is, however, well known that first-order scattering 
theory does not distinguish between attractive and repulsive potentials. We expect 
the second-order diagrams to be important in resolving between particle and 
antiparticle channels. 
3. Evaluation of the decay spectrum 
Pilkuhn (1979) gives detailed examples of how to calculate a decay rate, r, for the 
decay of a single particle into three particles. We have 
r = 2~ 1 J M d Lips(s :p2 , p 3 , p 4) (6) 
1. The Pauli-Dirac vertex Figure 2. Neutron decaying to a neutrino 
operator. and virtual photon. 
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where m1 is the mass of the initial particle, M =A tA is the matrix element 
calculated from the amplitude A of the interaction and d Lips(s :p2, p 3 , p 4) is the 
Lorentz-invariant element of phase space. 
Pilkuhn (1979, § 4.6) evaluates d Lips in the rest frame of the initial particle 
(where s = mi) as 
d Lips(s :p2, p3, p4) = (4.7r)-4.7r- 1 d£2 d£3 d£4D(mt- £2-£3- £4) dQ4 d¢ (7) 
where Q4, ljJ define the orientation of the 3-momentum plane formed by p 2, p 3 , p 4 • 
The spin-averaged matrix element is independent of Q4, ljJ and the () function may 
be used to remove any one of three energy integrals, giving 
(8) 
The limits of the £ 2 , E3 integrals occur when p 2 , p 3 and p 4 are colinear, i.e. 
when 
(9) 
Since 
etc (10) 
it is merely a matter of some algebra to find lower and upper limits on £ 2 , £ 3 or 
equivalently on the kinetic energies, K; = E; - m;. 
The tracing and simplifications required to obtain the matrix element Mpo for 
the diagram of figure 2 was performed using REDUCE 3.3, running on a SUN 
workstation. (The program listing is given in figure 3.) 
This part of the program is essentially that used to evaluate the Pauli-Dirac 
scattering cross section (Burling-Claridge and Butler 1989). The REDUCE output may 
be factorised to show that 
16(m~- 2m0 Ev)2Mpo 
= ~tiqHm:X2 + !mnEv[4m~m~ + 4m~Ee(mo- 2Ev) 
- 2m0 (3mn- 4Ee- 2Ev)X- m0 (3me- 2Ev)(mp + me)2- (m~- m~)2]} 
where 
-Jtiq2Jl2m~Ev(mp- me)(3mn- 2Ev) 
X [m~- 2m.nEv- (mp + me)2) 
+ ~ti~t~m~-m:X2 + !mnEv(m~- 2(m~- m~)2 
+ (mo- 2Ev){(3mn- 2Ev)[4X- (mp + me)2- 2moEv] 
+ 4m0(m~ + m~ + m~) - Bm~v} - 4m~(m0 - Ev )2 
- 4X( 4mnEe - 4EeEv - 2mnEv + m~- m~)] 
X= m~- m~ + m~- 2meEe. 
(11) 
Either of the two integrations may be performed analytically by REDUCE; however, 
the substitution of the analytic limits causes problems, so we have evaluated both 
integrals numerically. The REDUCE procedure is included in the program listing 
(figure 3) as are the physical constants used (Cohen and Taylor 1986). 
The decay probability r(Ee, Ev) varies less than 1% over each range of Ev 
allowed by a fixed Ee. The size of this range is drawn in figure 4 together with the 
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z~ 
~ C? 
c 
;;.I 
-< 
t REDUCE proqam for maximally-coupled QED neutron lifetime 
OFF RAISE; 
t pn to pnu + photon 
t photon to pe+pp 
MASS pn=mn, pe-me, pnul!lll'J:Imu, pp-mp; 
MSHELL pn,pe,pnu,pp; 
VECTOR px; 
INDEX al,bt; 
OPERATOR vertex,q,mu; 
NONCOM G,vertex; 
FOR ALL line,al,p LET 
vertex(line,al,p)•q(line)*G{line,al) 
+ mu(line)*( G(line,p)*G(line,al)-G(line,al)*G(line,p) )/2: 
trace :• (G(l,pn )+mn ) * vertex(l,al,-px) 
* (G(l,pnu)+mnu) * vertex(l,bt, px} 
* (G(2,pe )+me ) * vertex(2,al, px) 
• (G(2,pp )+mp) * vertex(2,ht,-px); 
LET px 
pp 
pn.pe 
pn.pnu 
pn-pnu, \ moaentua conservation at vertex 
pn-pe-pnu, t momentum conservation overall 
mn*Ee, \ pn•(mn,O,O,O) in lab frame 
mn*Enu, t ditto 
pe.pnu 
t because pn-pe+pnu+pp •> (pe+pnu)'2 = (pn-pp)"2 
(mn'2 - me•2 - mnu'2 + mp•2)/2 - pn.pp; 
q(l) ,_ 0 
q(2) :• e 
mu(l) :• mua; 
JDU(2) :• mua; 
matrixelem • trace/16/{px.px)'2; 
t integral •INT(INT(matrixelem,Knu},Ke) with the limits below: 
li!e • 2*mn*(4*FI)'3/integral; 
t Evaluate the boundaries of the Dalitz plot. 
pe2 :•EeA2-meA2; 
pnu2 :•Enu•2-mnu•2: 
pp2 :•Ep'2-mp•2; 
Ep :•mn-Ee-Enu; 
z :•pe2'2+pnU2'2+pp2•2-2*pe2*pnU2-2*pnU2*pp2-2*PP2*pe2; 
t checks sqrt(pe2) +- sqrt(pnu2) +- eqrt(pp2) •> z•O 
upKnu:• (-b+SQRT(discr))/(2*a) - mnu; 
loKnu:• (-b-SQRT(discr))/(2*a) - mnu; 
upKe :•(mn•2+me•2-(mnu+mp)'2}/(2*mn) - me: 
lolC'.! :- me - me: 
list :•COEFF(z,Enu); 
o :=FIRST(list); 
b :•SECOND(list); 
a :mTHIRD(list); 
discr:=16*(Ee•2-me'2)*(mnA2+me•2-2*mn*Ee- (mnu-mp)'2) 
• (Jnn""'2+me"'2-2•mn*Ee- (tn;Ju:·mp) "'2); 
check = b~2 - 4*a*e -discr; 
Ee = Ke+me; 
Enu -= Knu+mnu~ (a) 
J!'ipre 3. The REDUCE program used for the calculations in this letter. 
PROCEDURE numint(numKestep,numKnustep); 
% evaluate both the integrals numerically. 
BEGIN 
MeV := 1; 
numel :E matrixelem; 
numloKnu:= loKnu; 
numupKnu:= upKnu: 
Ke := loKe: 
dKe := (upKe-Ke)fnumKestep; 
gamma := o; 
FOR i:•O:numKestep DO BEGIN 
Knu :•numloKnu: delKnu:=numupKnu-Knu: 
dKnu:•delKnujnumKnustep; 
WRITE "Ke-",Ke," delKnu•t~,delKnu; 
FOR j:•O:numKnustep DO BEGIN 
d2gam:wnumel; 
WRITE "Knu•",Knu,n d2qams",d2ga:m; 
IF j=O TBEN dgam:•O ELSE dgam:*dgam+d2gam*dKnu; 
Knu:=Knu+dKnu: END; 
WRITE "dne=",dqalll/dKe; 
gamma:zgamma+dqam•dKe; 
Ke:=Ke+dKe: END; 
MeV:=MeVsec; 
integral:= gamma*MeV'2: 
WRITE Life:•life; 
CLEAR MeV,Ke,Knu: 
END; 
ON NUMVAL, BIGFLOAT; PRECISION 30; 
t h-cross • c - l 
alpha :• 1/137.0359895 ; \ +/- 61 
e :• SQRT(alpha): 
mua :- alpha • e /4/Pljme; 
metre := second/ 2.99792458E+8; 
MeVsec:= 1/6.5821220E-22jsecond ; t +/- 20 
mn := 939.56563 •MeV: t +/- 28 
me := 0.51099906*MeV; \ +/- 15 
mnu '* 0.000000 •MeV; t +/- 30 
mp := 938.27231 *MeV: t +/- 28 
nulllint(30,3); (b) 
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Figure 4. The two factors contributing to Figure 5. The (:J- energy spectrum for 
the (:J spectrum. The scattering matrix neutron decay, as given by first-order 
element r(Ee, Ev) averaged over allowed maximally-coupled QED. 
Ev (full curve), and the neutrino energy 
range, Ev(max) Ev(min) (broken 
curve). 
average value of r(Ee, E,). These two factors are combined in figure 5 to give the 
spectrum of electron energies. 
4. The neutron lifetime 
The calculation of the previous section gives a neutron lifetime, 't'n = 1015 s. This 
value is startlingly close to the experimental values. The most recent experiment 
(Last et a[ 1988) gives 7:0 = 876 ± 21 s; however, other experiments claiming similar 
accuracy (see Bryne (1988) for a brief review) give a range of values, one as high as 
1013 ± 26 s. Last et al use the decay spectrum as determined from the standard 
model of weak interactions (the Glashow-Salam-Weinberg model) to extrapolate 
to the entire spectrum from a count of decays with Ke ;:;;e: 363.7 keV. Does the use of 
the rr spectrum calculated from maximal electromagnetic coupling (figure 5) bring 
the value determined by Last et al into line with the lifetime measured by other 
techniques? 
The value for ! 0 computed here is very sensitive to the value of Jl.a chosen for the 
e-p+ fermion line. Its large value depends on the near cancellation of the q2J1.2 term 
with the sum of the q~ and Jl.~ terms in the matrix element. A 0.1% change in Jl.z 
away from our assumed value of Jl.a = (a/2:n:)J1.8 gives a 4% change in 1'0 • Using the 
Rosenbluth sign for the anomalous magnetic moment gives a calculated neutron 
lifetime of 1.1 s. 
As we see it, the situation is as follows. Spin-! fermions may be coupled to the 
electromagnetic field through two terms; the monopole electric charge, q, which is 
quantised in units of e, and the anomalous magnetic dipole moment, Jl.a, which may 
be quantised in units of (a/2!e)(e/2me)· Pauli and others have been aware since 
1933 that these two terms constituted maximal coupling. However, there has been 
an emphasis in the literature on minimal coupling. Rosenbluth, in following a 
suggestion by Feynman, chose an incorrect sign when studying the scattering of 
minimally coupled electrons off maximally coupled protons. This led to the 
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introduction and use of adjustable form factors. A maximally coupled theory of 
electrons and protons gives a better (first-order) fit to the scattering experiments 
(Burling-Claridge and Butler 1989). The calculation of the present Jetter shows that 
a maximally coupled, purely electromagnetic theory gives a realistic value of the 
neutron lifetime. 
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