INTRODUCTION
Numerous examples of naturally occurring antisense RNAmediated regulation of gene expression in prokaryotes have been documented (140) . In most cases the regulation occurs at the translational level (140, 297) . The antisense transcript hybridizes to the sense transcript and blocks access of the translational machinery to the 5Ј end of the sense transcript. This leads to reduced levels of protein synthesis. On the other hand, cellular compartmentalization in eukaryotes has allowed the development of more numerous and complex effects of antisense transcripts.
There might be some endogenous double-stranded RNA (dsRNA) within the nuclei of most or all eukaryotic cells. The first reports of dsRNA within cells came from studies of heterogeneous nuclear ribonucleoprotein (hnRNP) particles. The presence of highly repetitive sequences within the genome provides the potential for transcripts from different strands to yield RNAs that might anneal. Two groups reported that native RNP particles isolated from HeLa cells might contain 2 to 5% dsRNA, as judged both by nuclease resistance studies and by electron microscopy (42, 85) . The majority of the sequences involved in these putative duplexes were reiterated, and the possible physiological significance of these structures was not clear. Since then, there have been many reports of naturally occurring antisense RNA with different modes of action and effects on the cell. The purpose of this review is to briefly summarize some of these reports and to discuss the different ways in which dsRNA can affect gene expression and the ways in which cells deal with the presence of dsRNA. In addition, a major cause of the presence of dsRNA in cells is viral infection. dsRNAs are formed in almost all viral infections and by all types of viruses. Since such molecules have profound effects on cellular physiology, they are reviewed here as well.
Naturally occurring antisense RNAs in higher eukaryotes may be grouped into molecules capable of forming short or imperfect RNA duplexes (less than 100 bp) and molecules capable of forming long, perfect duplexes. Also, examples may be grouped into duplexes in the cytoplasm and duplexes within the nucleus. Each of these scenarios may involve distinct fates for the molecules involved, as well as distinct consequences to the cell.
NATURALLY OCCURRING ANTISENSE RNA IN HIGHER EUKARYOTES

Short (or Imperfect) Duplex RNAs
Although there are a large number of RNA-RNA interactions within cells that are mediated by base pairing between stretches of less than 10 bp of complementary nucleotides, there are only a few examples of regulation of the expression of specific genes by short antisense molecules. These RNAs are generally shorter than 100 bp and are transcribed from a locus that is different from the locus of the sense RNA. Most short-RNA-RNA interactions, such as interactions between small nuclear RNP (snRNP) particle RNAs and pre-mRNA splicing substrates (reviewed in reference 170), as well as the involvement of small nucleolar RNAs in rRNA maturation (299) , are beyond the scope of this review. The antisense regulation in each of the two systems described below presumably occurs in the cytoplasm, at the level of translational inhibition.
lin-4/lin-14 of C. elegans. In Caenorhabditis elegans, antisense RNAs expressed from the lin-4 gene are complementary to the 3Ј end of lin-14 mRNAs, which are expressed from a different genomic locus. There are two lin-4 transcripts, of approximately 22 and 61 nucleotides, and they are complementary to the 3Ј untranslated region (UTR) of lin-14 mRNA. lin-4 transcripts are responsible for the temporal decrease in the levels of In the absence of this regulation (in lin-4 null mutants) the levels of Lin-14 do not decrease temporally, and this causes a retarded phenotype, namely, the absence of adult structures and the failure to lay eggs (50) . lin-14 transcript levels are constant throughout development, indicating that lin-14 is negatively regulated posttranscriptionally (330) . The antisense RNAs are thought to cause downregulation of Lin-14 expression by interfering with its translation (9, 184, 330) . lin-4 transcripts do not exhibit perfect complementarity to their sense mRNAs but, rather, contain unpaired regions that form bulges that have been shown to be necessary for antisense function (184, 330) .
Chicken myosin tcRNA. Another example of regulation by short antisense transcripts is seen in the regulation of the chicken myosin heavy-chain mRNAs by translation control RNAs (tcRNAs) (29, (121) (122) (123) . tcRNAs, first isolated from embryonic chicken muscle, have complementarity to the 5Ј end of chicken myosin heavy-chain mRNAs and inhibit its translation. McCarthy et al. (213) purified myosin heavy-chain mRNP particles from 13-day chicken embryonic skeletal muscle. These authors found a 102-nucleotide tcRNA associated with the mRNPs. tcRNA102 was capable of stoichiometrically inhibiting the translation of the mRNAs with which it associated. Under the same conditions, endogenous reticulocyte mRNA was not inhibited and tcRNA did not associate with rRNA or globin RNA. Like lin-4 transcripts, tcRNAs do not exhibit perfect complementarity to their target transcripts. As with lin-4, the mechanism of action of tcRNA is not known.
Long (or Perfect) Duplex RNAs
Long antisense transcripts are usually transcribed from the same locus as sense RNAs but in the opposite direction and overlapping the region of sense transcription. Williams and Fried (333) reported the first mammalian example of possible endogenous antisense RNA expression in the mouse surfeit locus (334) . Processed mRNAs from two adjacent convergent transcription units, Surf-2 and Surf-4, showed an overlap of 133 bp at their 3Ј untranslated ends. The potential interaction of these RNAs to confer regulation was discussed (333) . Since that report was published, a number of other examples of convergent transcription units have been described. Some of these have been well studied and suggest antisense regulation, while others merely report the presence of antisense or convergent transcription. We shall first describe the best-studied examples and those that have been shown or are suspected to play regulatory roles. We only briefly mention some other examples of antisense RNA that have not been demonstrated to function in a regulatory manner. Nonmammalian systems are addressed after the mammalian ones. Table 1 provides a list of most reported instances of naturally occurring antisense transcripts in higher eukaryotes. Some of the systems described below have also been reviewed elsewhere (163, 168, 172, 297) .
bFGF. Basic fibroblast growth factor (bFGF) is a highly conserved and ubiquitously distributed mitogen. It is overexpressed in glial tumor cells and promotes their unregulated proliferation. The bFGF gene locus is transcribed into a number of mRNA transcripts including an antisense mRNA derived from the opposite DNA strand. Expression of this natural antisense RNA has been implicated in regulation of the bFGF sense mRNA expression and turnover. While screening a Xenopus laevis cDNA library, Volk et al. isolated a clone representing a 1.5-kb polyadenylated transcript with an open reading frame coding for an unknown protein of 25 kDa (320). This putative mRNA spanned part of the bFGF exon 3, within the 3Ј untranslated region but in the antisense orientation. The region of overlap and complementarity between the sense and antisense RNAs was greater than 900 bp. The sequence organization on the corresponding genomic fragments revealed that the antisense transcript is spliced. Sequence comparison with elongated transcripts from the bFGF gene in human cells revealed that the gene corresponding to the antisense mRNA is evolutionarily conserved. Recently, it has been shown that the long open reading frame within bFGF antisense RNA predicts a hypothetical protein with homology to the prokaryotic MutT family of nucleotide hydrolases (167, 195) . Antibodies directed against the conserved MutT domain of the deduced human bFGF antisense protein revealed the expression of an immunoreactive 24-kDa protein in liver extracts from X. laevis and two proteins of 28 and 35 kDa in rat liver extracts. The bFGF antisense protein is expressed in a broad range of non-central nervous system (CNS) tissue in the postnatal period of the rat.
Kimelman and Kirschner (164) published data from Xenopus microinjection experiments suggesting that the antisense transcript can induce the modification of the mRNA encoding bFGF during maturation of the oocyte, converting almost half of the adenosine residues to inosine in the region of overlap between the sense and antisense transcripts. This suggested the action of dsRNA adenosine deaminase (ADAR) (which is discussed in greater detail below), but the results were most probably incorrect owing to the inadvertent microinjection of the modifying enzyme during the course of the experiments (276).
Borja et al. (37) studied the expression of sense and antisense bFGF transcripts during embryogenesis. The inversely proportional amounts of sense and antisense transcripts suggested a possible regulatory role of the antisense transcripts. Knee et al. (169) used reverse transcription-PCR and Northern hybridization to determine the presence of bFGF and its antisense RNA in unfertilized human oocytes and postnatal differentiated tissues. bFGF and the antisense transcripts were coexpressed in many tissues, with sense transcripts being more abundant than antisense transcripts in half of the tissues examined. Sense and antisense transcript expression was approximately equal in the kidneys and colon, whereas antisense transcripts predominated in the heart, liver, skeletal muscle, and testes.
Murphy and Knee (231) studied bFGF mRNA in human U87-MG glioma cells. They identified the human equivalent of the Xenopus antisense transcript and studied its role in bFGF mRNA stability. Analysis of the 3Ј UTR of the human bFGF mRNA revealed two areas with greater than 75% homology to exons 3 and 4 of the Xenopus antisense transcript. A 1.5-kb antisense transcript was found in normal rat tissues and human T47D breast cancer cells, which contain very low levels of bFGF mRNA. In contrast, antisense transcript expression was undetectable in U87-MG cells, which overexpress the bFGF sense mRNA. The reciprocal relationship between bFGF sense and antisense mRNA expression suggested that antisense transcripts may regulate bFGF expression in mammalian cells and that disruption of normal sense/antisense mRNA ratios may lead to overexpression of bFGF in some tumors.
Li et al. (194) examined the developmental pattern of expression of the bFGF antisense transcript in fetal and postnatal rat tissues. Northern hybridization detected polyadenylated antisense RNA in all tissues examined. Both sense and anti- sense transcripts were detected in the developing brain, but the pattern of their expression was inversely related. These findings supported the possibility of a regulatory role for the antisense transcript in that tissue. However, there was no evidence for a reciprocal relationship between sense and antisense RNA expression in other tissues examined, indicating that the relationship between sense and antisense RNA expression may be tissue specific, at least for some genes. Thyroid hormone receptor ErbA␣/Rev-ErbA␣. The rat erbA␣ locus is associated with two alternatively spliced mRNAs, erbA␣1 and erbA␣2, which are identical except for their 3Ј-terminal exons. erbA␣1 mRNA encodes a thyroid hormone receptor, while ErbA␣2 encodes a similar protein with an altered ligand binding domain. Lazar et al. (181) isolated a rat cDNA encoding a novel member of the thyroid/steroid hormone receptor. This 56-kDa Rev-ErbA␣ protein is similar in structure to the erbA␣ product but does not bind thyroid hormone. Rev-ErbA␣ mRNA is present in many tissues. Interestingly, the mRNA overlaps the c-erbA␣2 mRNA (but not the erbA␣1 mRNA) by 269 bp but in the opposite orientation. The bidirectionally transcribed regions are conserved in the human genes, suggesting an important regulatory function (182) . The ratio of erbA␣1 to erbA␣2 is highest in cells expressing high levels of Rev-ErbA␣ mRNA, leading to the hypothesis that base pairing with Rev-ErbA␣ blocks the splicing of erbA␣2 mRNA, thereby favoring formation of the nonoverlapping erbA␣1 (180) . To test this model, Munroe and Lazar (228) used an in vitro splicing system and demonstrated that antisense transcripts spanning the erbA␣2 3Ј splice site could inhibit splicing, consistent with a mechanism in which base pairing with a complementary RNA regulates alternative processing of erbA␣1 and erbA␣2 mRNAs.
Finally, a recent report by Hastings et al. (116) examined the levels of erbA␣ mRNA in numerous B-cell lines representing different stages of differentiation. Expression of Rev-ErbA␣ was found to correlate strongly with an increase in the ratio of erbA␣1 to erbA␣2 mRNA. The correlation between RevErbA␣ and erbA␣ mRNA is consistent with negative regulation of erbA␣2 via antisense interactions with the complementary Rev-ErbA␣ mRNA.
eIF-2␣. Resting human peripheral blood T cells synthesize proteins at very low rates and contain very low levels of eukaryotic initiation factor eIF-2␣ mRNA. During mitogenic activation, the level of eIF-2␣ mRNA increases greater than 50-fold. This effect has been thought to result mainly from the intranuclear stabilization of the primary transcript (60) . Analysis of sequences within the first intron (296) revealed a region with homology to the "initiator" (Inr) sequence first described by Smale and Baltimore (298) . This Inr element is positioned about 450 bases downstream of the eIF2␣ promoter and is oriented in the antisense direction. Deletion or mutation of the Inr element resulted in higher expression from an eIF2␣ promoter-driven reporter gene. Noguchi et al. (237) used reverse transcription-PCR to demonstrate the presence of overlapping sense and antisense transcripts of the eIF-2␣ gene in resting and activated human T lymphocytes. These authors further characterized cis-acting elements that appear to regulate the antisense Inr. A model for the regulation of eIF-2␣ expression, which involves the rapid degradation of dsRNA generated by sense and antisense transcription, was presented.
p53. In some cells, the expression of p53 might be regulated at the posttranscriptional level. Mouse F9 embryonal carcinoma stem cells differentiate after treatment with retinoic acid and dibutyryl cyclic AMP. This differentiation process is accompanied by the reduction of stable mRNA for p53, while the transcription rate of this gene is not altered (73) . This type of regulation is conserved between chickens and mice and occurs during embryonal development (202) . This control seemed to be the result of an induced RNA molecule (160) .
Khochbin and Lawrence (159) localized the posttranscriptional regulation of p53 mRNA to the nuclear compartment of the cells. These workers identified a 1.3-kb polyadenylated nuclear RNA molecule and showed that it can anneal to the 5Ј part of the first intron of the p53 gene but in the antisense orientation. This RNA was subsequently shown to be homologous to intron 1 as a result of a B1 repetitive element in the opposite orientation to one within the p53 first intron. More importantly, perhaps, a longer transcript residing in the nuclear compartment appears to represent an antisense transcript of the entire p53 gene and also appears to accumulate concomitantly with a decrease in sense-strand mRNAs (158) .
c-myc. In human, rodent and bovine cells, both strands of the c-myc gene are transcribed (28, 71, 165, 233) . Sense transcription of the c-myc gene uses two major promoters, P1 and P2. In normal growing cells, transcripts initiated from P2 predominate over the ones initiated from P1.
Chang et al. (53) measured the effects of interleukin 3 (IL-3) on c-myc locus transcription in the IL-3-dependent pre-B-cell line Ba/F3. They found that IL-3 strongly influenced the relative use of the P1 and P2 promoters and that there was a rapid and reversible drop in the levels of c-myc mRNA after IL-3 deprivation, as well as a dramatic change in the relative use of P1 and P2. Interestingly, however, there was little change in the rate of initiation of c-myc pre-mRNA. Deprivation of IL-3 led to a large increase in antisense transcription. This correlation suggested a negative regulation of c-myc mRNA by antisense transcription, but stable antisense transcripts were not detected. Stable antisense RNAs were detected, however, in cmyc genes that were rearranged in murine plasmacytomas, where the oncogene was translocated to an immunoglobulin constant-region gene element (302) . The opposite-strand RNAs are chimeric, containing c-myc antisense and immunoglobulin sense sequences. Spicer and Sonenshein (302) mapped the 5Ј ends of the stable chimeric transcripts to a site within intron 2 of the c-myc gene and demonstrated that the antisense promoter is functional when linked to a reporter gene in transfection studies.
N-myc. The human N-myc gene has bidirectional overlapping transcription units. There are multiple antisense transcripts initiating at various sites within the first intron of the N-myc pre-mRNA. Some of these are polyadenylated, and some are nonpolyadenylated (173) . The nonpolyadenylated antisense transcripts have 5Ј ends that are complementary to the 5Ј ends of the N-myc sense mRNA. Interestingly, some of the nonpolyadenylated antisense transcripts were found in the cytoplasmic fraction, where most existed in RNA-RNA duplexes with approximately 5% of the sense N-myc mRNA. dsRNA formation appeared to occur only with some of the multiple forms of the N-myc mRNA. The transcriptional initiation site of the RNA appeared to play a role in determining this selectivity. The sense-antisense duplexes included sequences from both exon 1 and intron 1, suggesting that dsRNA formation might modulate RNA processing by inhibiting the splicing of intron 1.
Murine myelin basic protein. Myelin-deficient (mld) mice are autosomal recessive mutants with hypomyelination of the CNS. Mutant mice express only about 2% of the myelin basic protein (MBP) and cytoplasmic mRNA concentrations present in normal mice. Okano et al. (243) demonstrated that in this mutant the MBP gene has undergone a tandem duplication coupled with an inversion. The upstream gene contains an inversion of exons 3 to 7 of the normal gene and therefore cannot give rise to mature mRNA and functional protein. However, the upstream gene does express an antisense transcript, which elongates through the inverted segment and past the transcriptional initiation site of the downstream gene. The suggestion was made that the antisense RNA interfered with downstream transcription initiation (243). Tosic et al. (314) reported that while the overall transcription rate of the wildtype MBP gene is normal in these mice (ruling out transcriptional interference as a cause of the defect), the rate of transcription of the inverted upstream gene is even higher. Further, the antisense transcript was shown to be nonpolyadenylated and retained within the nucleus. Thus, the high concentration of nuclear antisense RNA strongly suggested that posttranscriptional regulation occurs in mld mice through formation of dsRNA. Mikoshiba et al. (223) and Okano et al. (242) also showed that reduced MBP expression was the result of dsRNA formation within the nucleus and suggested that in this system naturally occurring antisense RNA induces the selective degradation of duplexes or inhibits the nucleocytoplasmic transport of MBP mRNA.
Imprinting. Antisense transcripts have been identified in several imprinted genes. The mouse insulin-like growth factor 2 receptor gene Igf2r is expressed only from the maternal chromosome (13) . The second intron of Igf2r contains a 2-kb CpG island called region 2, which is thought to be an imprinting element (305) . This region acquires a maternal imprinting pattern, and the maternal chromosome is methylated in diploid cells in the embryonic and adult stages. Paternal specific repression of Igf2r occurs, and in all these cases the presence of an antisense transcript has been observed (338) . Unmethylated region 2 is required for the transcription of the antisense transcript but not for the production of the sense transcript. The maternal Igf2r makes only the sense transcript and cannot make the antisense RNA since region 2 is methylated in the maternal chromosome.
Multiple imprinted sense and antisense transcripts have also been found in a control region upstream of the imprinted Igf2 (insulin-like growth factor 2) gene in mice (226) . In the mouse Igf2 gene, the maternal allele is silenced during fetal development. Numerous antisense transcripts, along with sense RNAs, are made from a region upstream of the Igf2 gene containing a tandem repeat. Imprinting depends upon production of both sense and antisense transcripts as well as parental specific methylation of regions flanking the tandem repeat. Both of these phenomena depend upon the presence of a functional H19 gene (226) . Thus antisense transcripts may play an important role in the process of genomic imprinting.
Nonmammalian Systems
In addition to mammalian systems, several examples of antisense transcription have been reported in lower organisms. Of these, the best studied are the Dopa decarboxylase transcripts of Drosophila and the regulation of expression of the Dictyostelium PSV-A protein. Regulatory roles have been attributed to the antisense transcripts in both of these systems.
There is a region of overlap between the 3Ј termini of a pair of convergent transcription units in the Dopa decarboxylase (Ddc) region of Drosophila melanogaster. This 88-bp genomic region is associated with the 3Ј terminus of the mRNA for the Ddc enzyme and, in the opposite orientation, the 3Ј terminus of the adjacent gene, whose function is unknown. An analysis of the temporal and spatial distribution of two transcripts within the organism revealed that levels of the two transcripts appear to be reciprocally regulated (301) . Within the testes, where the 3Ј transcript is maximally expressed, low levels of Ddc transcript were detected.
The Dictyostelium discoideum prespore gene product PSV-A is expressed in a highly regulated fashion during growth and development, although transcription of its gene is constitutive (125) . The PSV-A mRNA accumulates only when cells form aggregates and establish the prespore-prestalk pattern. In early development and after stalk disaggregation, the mRNA is unstable. At these times, a 1.8-kb antisense transcript from the same locus is expressed. The antisense transcript does not encode a protein and is regulated by a promoter located within the open reading frame of the PSV-A gene. The reciprocal expression of sense and antisense transcripts suggests a possible antisense control of mRNA stability in this system (125) .
A number of other nonmammalian systems have been reported to exhibit antisense transcription. Typical of such results are the Drosophila melanogaster 4f-rnp and Gart genes. The D. melanogaster 4f-rnp gene makes two alternatively spliced mRNAs, which are especially abundant in the CNS. The gene product contains an RNA recognition motif domain, implicated in RNA binding proteins (39) . Several isolated cDNAs from the 4f-rnp region contained extensive A-to-G changes, suggesting the action of an ADAR on the original mRNA (254) . Since the action of this enzyme is highly suggestive of the presence of dsRNA within the nucleus (see below), the implication is that the 4f-rnp gene is transcribed bidirectionally. This work did not show, however, whether the edited mRNAs are expressed into altered proteins in Drosophila, nor was the subcellular location of the edited mRNAs revealed.
The Gart gene of Drosophila melanogaster encodes three purine pathway enzymatic activities. Interestingly, a pupal cuticle protein gene was found within the first intron of this gene (118) . The intronic gene is encoded on the opposite DNA strand from the purine pathway gene and contains an intron. The cuticle protein gene is expressed primarily over a 3-h period in the abdominal epidermal cells of prepupae that secrete the pupal cuticle, while the sense strand is expressed throughout development. It is not yet known how the expression of each gene might affect the expression of the other.
Conclusion
It is evident from the above discussion that although numerous examples of naturally occurring convergent transcription have been reported so far, a general role for antisense RNA in the regulation of gene expression is not yet firmly established. Future research is required not only to document the existence of more examples of antisense expression but also to carry out detailed mechanistic studies to learn how duplex formation can lead to the myriad of effects reported, including effects on transcription, pre-mRNA processing, mRNA transport, and RNA stability.
DOUBLE-STRANDED RNAs IN VIRUS-INFECTED CELLS
dsRNA formation may occur at some point during the life cycle of most viruses (21-24, 166, 183) . Viruses that replicate within the cytoplasm (generally RNA viruses) are thought to generate dsRNA in that compartment. Viruses that express their RNAs in the nucleus (generally DNA viruses) could produce RNAs which form duplexes within the cytoplasm or the nucleus, and in most cases the site of dsRNA formation for these viruses has not been determined. 
RNA Viruses
In single-stranded RNA (ssRNA) viruses, the replicative intermediates often consist of dsRNA. For example, by using antisera specific for dsRNA, such molecules were detected in the cytoplasm of cells infected with rubella virus and Semliki Forest virus (183) . In dsRNA viruses, the genome itself is the source of dsRNA. However, due to the enormous physiological effects of dsRNAs on the cell, many dsRNA viruses have evolved replication strategies to prevent exposure of dsRNAs to the cytoplasm of cells. In reoviruses, for example, the dsRNA genome remains inside the capsid throughout the viral life cycle and only after the sense strand RNA for progeny viruses is packaged into subviral particles is the second genomic strand synthesized (284) . The secondary structure of RNAs may also contribute to the double-stranded nature of RNAs, as seen from human immunodeficiency virus (HIV)-and human T-cell leukemia virus-infected cells (108, 109, 247, 295) .
It has been suggested that there might be a role for antisense regulation in the life cycle of HIV-1. Most HIV-1 transcripts from integrated genomes have positive-strand polarity and initiate from the 5Ј long terminal repeat. However, Michael et al. (222) reported that HIV-1 transcripts with negative-strand polarity could be isolated from acutely and chronically infected cell lines, as well as from peripheral blood mononuclear cell samples from 15 HIV-1-infected patients. Promoter elements critical for negative-strand synthesis were identified and shown to be regulated in a reciprocal fashion to the positive-strand promoter.
DNA Viruses
For DNA viruses, dsRNA arises most often as a result of converging bidirectional transcription. Such RNAs produced from overlapping regions give rise to complementary transcripts. dsRNAs have been found in cells infected by a number of different DNA viruses including adenoviruses (208, 255) , herpes simplex virus (141) , polyomavirus (4, 76, 106, 309, 316, 329) , simian virus 40 (8) , and vaccinia virus (36, 62) .
The mouse polyomavirus has served as one of the best model systems to study antisense-induced regulation of gene expression. This virus is small and depends heavily on the host for its gene expression. The double-stranded, circular polyomavirus genome is divided into early and late transcription units that are expressed from opposite strands of the viral genome (Fig. 1A) . The life cycle of this virus is divided into two phases: the early phase, which occurs immediately after infection and before DNA replication, and the late phase, which begins after the onset of DNA replication. During the early phase of productive infection, early-strand transcripts accumulate preferentially over late-strand transcripts (20, 59, 83, 88, 89, 133, 134, 151, 200, 257) . At late times there is a dramatic change in the pattern of gene expression, and the late-strand transcripts are much more abundant than the early-strand transcripts (20, 59, 83, 88, 89, 133, 134, 151, 200, 257) . Regulation of both early-and late-strand RNA levels is posttranscriptional (83, 133) . During the late phase of infection, RNA polymerase II encircles the genome multiple times (1-3, 5, 32, 83, 134, 315) (Fig. 1B) . These giant multigenomic transcripts are the precursors to most late viral mRNAs. Further, these multigenomic RNAs form sense-antisense hybrids with earlystrand transcripts (Fig. 1B) and thereby downregulate earlystrand mRNA levels (176) . Importantly, the antisense portion of the late-strand transcripts is within an intron which is removed during pre-mRNA processing and which remains exclusively within the nucleus. The mechanism of antisense regulation in this system has been elucidated and is described in more detail below.
CELLULAR STRATEGIES TO DEAL WITH CYTOPLASMIC DOUBLE-STRANDED RNA
Double-Stranded RNA Can Induce Interferon
Duplex RNA molecules in the cytoplasm of cells can trigger a profound physiological reaction. As little as a single molecule of dsRNA is sufficient to induce the synthesis of interferon (IFN) (Fig. 2) (209) . Since dsRNAs are formed in almost all (150), we only briefly discuss the most relevant aspects, which are also summarized in Fig. 2 .
Important cis-Acting Elements in the Alpha and Beta Interferon Promoters
A number of regulatory elements have been identified in the promoter of the IFN-␤ gene. There are four positive regulatory domains (PRD I to IV) (95, 96, 104, 105) and two negative regulatory domains (NRD I and II) (103, 104, 341) . PRD I and III are binding sites for IFN regulatory factor I (IRF-1) (94, 212, 225, 268) , PRD II is a binding site for NF-B (190, 319) , and PRD IV is recognized by activating transcription factor 2 (ATF-2/c-Jun) (74, 75) . IRF-2 acts as a transcriptional repressor through the NRDs (114). Thanos and Maniatis (311) Although IFN-␤ and IFN-␥ are produced from single-copy genes, IFN-␣ is expressed from a family of about 20 genes. All IFN-␣ genes have a virus-regulated element (VRE), which consists of two sets of repeats; the first contains multiple copies of the pentameric sequence CAGAA, and the other contains repeats of the octameric sequence A(A/T)GGAAAG. Both of these elements are important for virus inducibility of IFN-␣ (174, 275) . The VRE of IFN-␣ contains a PRD I-like element whose exact sequence determines its ability to be induced by IRF-1 or viruses (206) . No NF-B binding sites are present.
Initiation of the Interferon Pathway by Double-Stranded RNA
A central player in cytoplasmic dsRNA activity is the dsRNA-activated protein kinase (PKR). Cells normally contain basal levels of PKR but in an unphosphorylated, inactive form. When dsRNA is introduced in the cells, PKR binds to and is activated by dsRNA, which induces autophosphorylation. Activated PKR can phosphorylate IB, which in the unphosphorylated form is complexed with the transcription factor 
Signal Transduction Pathway Activated by Interferons
Binding of IFN-␣ and IFN-␤ to their transmembrane receptors starts a signal transduction cascade that leads to the expression of ISGs (66, 68, 101, 137, 285) . The pathway initiates with the receptor-and ligand-induced phosphorylation of Tyk and JAK kinases (68, 136, 332) . Phosphorylated JAK kinases can subsequently phosphorylate signal transducers and activators of transcription (STATs), specifically STAT1 and STAT2 (68, 136) . Activated STAT1 and STAT2 dimerize and together form the ␣ subunit of ISGF3 (93, 286) . The ISGF3␣ subunit then associates with the gamma subunit, p48, to form the active ISGF3 complex. This active ISGF3 complex translocates to the nucleus, binds to ISREs, and activates ISGs. A scheme for their mode of action is outlined in Fig. 2 . The signal transduction cascades triggered by IFN-␣ and IFN-␤ are slightly different from that of IFN-␥, but they induce overlapping sets of genes.
Double-Stranded RNA Can Directly Induce InterferonStimulated and Other Genes
In addition to the IFN pathway of ISG induction, dsRNA can directly activate a number of genes, including ISGs (102, 112, 265, 325, 326) . Daly and Reich (67) have reported the presence of two dsRNA-activated factors (DRAFs) that bind to the ISRE and flanking sequences and stimulate the expression of these genes directly, independent of the IFN pathway. One of these, DRAF1 (65, 67) , is activated by dsRNA. DRAF1 can activate some but not all ISGs (67) . Recently, Weaver et al. (328) further characterized the composition of DRAF1. DRAF1 includes IRF-3 and the transcriptional coactivators CREB binding protein and p300. This complex is dependent on dsRNA or viral induction. It has also been shown that both RNA viruses (Newcastle disease virus) and DNA viruses (adenovirus) can activate DRAF1, suggesting that this factor may be used widely for host defense against all types of viruses (65) . It has also been reported that IRF-1, activated by dsRNA, can directly stimulate the expression of ISGs (11) . Direct stimulation of ISRE-containing genes may be critical for the survival of virus-infected cells because it allows the antiviral effects to occur faster, without having to wait for the synthesis of IFN and the subsequent induction of the antiviral IFN pathway.
A large number of genes contain ISREs and can be activated by IFNs (150) . Two of these are key players in pathways that are very important in the inhibition of cellular as well as viral growth. These are the RNA-dependent protein kinase (PKR) pathway and the 2Ј,5Ј-oligoadenylate synthetase (2Ј,5Ј-AS)/ RNase L pathway (Fig. 3) , and each of these is discussed in detail below.
RNA-Dependent Protein Kinase Pathway
A major pathway activated by IFNs and dsRNA is the PKR pathway ( Fig. 2 and 3 ) (reviewed in references 263, 272, 279, 280, and 331). PKR is a serine/threonine kinase that is present in both the nucleus and the cytoplasm. About 20% of PKR FIG. 3 . Cytoplasmic effects of dsRNA. The PKR pathway and the 2Ј,5Ј-AS/RNase L pathway are directly activated by dsRNA, as described in the text. Activated PKR phosphorylates eIF-2␣, which leads to the inhibition of protein synthesis initiation. Activated 2Ј,5Ј-AS generates oligoadenylates which activate RNase L, which can degrade viral and cellular RNAs.
exists in the nucleus (mainly in the nucleoli), and 80% is present in the cytoplasm (144, 145) . A total of 80% of the cytoplasmic form of PKR is bound to ribosomes and is more phosphorylated than the nuclear form. PKR is normally present in an inactive or latent state (127, 191, 278) but can be activated by dsRNA.
Activated PKR can phosphorylate a number of substrates, including eukaryotic initiation factor 2␣ (eIF-2␣) (97), IB (175, 240) , HIV Tat (215) , and an unidentified cellular 90-kDa protein (270, 312) . Phosphorylation of eIF2␣ has important consequences on cellular translation and can dramatically influence the cell's response to viral infection. PKR phosphorylates eIF-2␣ at serine residue 51 (277) . When phosphorylated, eIF-2␣ blocks the ability of eIF-2B to catalyze the guanine nucleotide exchange reaction required for protein synthesis initiation (57, 144, 279) .
The human (221, 312) , mouse (135, 306) , and rat (248) PKR genes have been cloned. The PKR enzyme has two important functional domains: an N-terminal RNA binding domain and the C-terminal catalytic domain (279) . The N-terminal half of PKR is necessary and sufficient for RNA binding. It binds dsRNA as well as structured ssRNA (87, 107, 154, 248) . It does not require a specific sequence for activation and can be activated by very low concentrations (10 to 100 ng/ml) of perfectly duplexed dsRNAs but not by ssRNAs, DNA, RNA-DNA hybrids, or dsRNA duplexes containing modified bases. Short, highly structured viral ssRNAs may inhibit the activation of PKR. At high concentrations, long perfect dsRNAs also inhibit PKR. Activation of PKR by dsRNA most probably results from a conformational change induced by binding of dsRNA. Phosphorylation occurs at several sites within the N-terminal half (307).
Green and Mathews (107) proposed the hinge model for binding of PKR to dsRNA. This model would explain why PKR could bind dsRNAs with such a range of different sizes (22-mers to 80-mers or more). In this model, PKR has two dsRNA binding motifs (dsRBMs) separated by a hinge of about 20 amino acids. A single dsRBM is usually associated with a minimum of 11 bp of dsRNA (41, 157, 287) . When dsRBMs bind RNA, the hinge can fold to different angles, to accommodate the binding of RNAs of different sizes. PKR is also known to require dimerization for activation (64, 179, 185, 249, 287, 313) . Hunt and Ehrenfeld observed that at high concentrations of dsRNA, PKR is not activated (80, 132) . In the dimer model, this would be explained if high concentrations of dsRNAs filled all dsRBMs, preventing two PKR molecules from dimerizing (272) .
Some highly structured ssRNAs like the adenovirus VAI RNA can associate with PKR (55) yet can still inhibit its activity (see below). The signal for binding of dsRNA to PKR is the presence of two 2Ј-hydroxyl groups on the outside of a dsRNA. In highly structured ssRNAs, the two hydroxyl groups might be situated such that they mimic the 2Ј-hydroxyl groups in authentic dsRNAs (30) .
In a recent report, a protein-protein interaction between STAT1 and PKR was shown (335). STAT1 is not a substrate for PKR phosphorylation, but in response to IFNs or dsRNA, the STAT1-PKR complex was dissociated concomitantly with an increase in the DNA binding activity of STAT1. This work suggests that PKR modulates the transcriptional activity of STAT1, which, if true, would further confirm the central role of PKR in both the dsRNA-and IFN-signaling pathways.
2,5-Oligoadenylate Synthetase/RNase L Pathway
Another pathway activated by dsRNA and IFNs is the 2Ј,5Ј-AS/RNase L pathway (Fig. 3) . 2Ј,5Ј-AS is activated due to a conformational change that occurs on binding of dsRNA to the enzyme. Activated 2Ј,5Ј-AS is capable of polymerizing ATP and other nucleotides in novel 2Ј,5Ј linkages (156) . RNase L is activated by these 2Ј,5Ј-oligoadenylates. RNase L can cleave both cellular and viral RNAs and specifically cleaves ssRNAs at UpA, UpG, or UpU residues (10, 33, 90, 234, 289, 295, 336) . RNase L can also exhibit antiviral effects by inducing apoptosis (45) .
There are several distinct 2Ј,5Ј-AS activities, with different dsRNA requirements and subcellular locations (54, 138, 273, 282) . Thus, they may act locally, to affect different cellular processes. About 70 bp of dsRNA is required for activation (224) . The 110-kDa form requires low concentrations of dsRNA for activation and might be responsible for translational effects (128) . The 67-kDa form is membrane associated and might affect signal transduction (54, 290) . The 40-to 46-kDa nuclear form is associated with the nuclear matrix and activates an RNase that might cleave hnRNA (235) .
Like PKR, 2Ј,5Ј-AS can bind to dsRNAs or ssRNAs with secondary structure. These substrates include adenovirus VAI RNA (72, 211) , reovirus S1 mRNA (34) , and HIV Tar RNA (78, 109, 207, 288, 292, 295) . The consequences of binding of these RNAs are discussed below.
Other Effects of Double-Stranded RNA on Cells
dsRNA might inhibit protein synthesis in other ways. dsRNA can directly bind to and inactivate eIF-2, but this effect requires rather high intracellular concentrations of dsRNA (115, 149) . In avian cells, dsRNA induces the secretion of a nuclease that degrades dsRNA (216) . dsRNA sometimes inhibits cell growth in other ways. Low concentrations of dsRNA can inhibit the growth of some tumor cells (91, 318, 342) , and this activity is sometimes independent of IFN (131, 196) .
Cellular Proteins That Regulate RNA-Dependent Protein Kinase and 2,5-Oligoadenylate Synthetase Activities
A number of cellular factors interact with and regulate the activities of PKR and 2Ј,5Ј-AS. The most important of these are p58, p67, TAR RNA binding protein (TRBP), and the La autoantigen.
p58. An inhibitor of PKR, p58 is found in human, monkey, bovine, and mouse cells (12, (186) (187) (188) (189) . p58 binds to PKR directly and inhibits autophosphorylation of PKR as well as phosphorylation of eIF-2␣ (262) . This inhibitor is normally present in an inactive or latent state in the cell because it is complexed with an anti-inhibitor, p52. When p58 and PKR are coexpressed in yeast, p58 prevents PKR activation. However, when p52 was introduced into these strains, PKR activity as well as eIF-2␣ phosphorylation was restored (98) . The antiinhibitor and inhibitor can be separated by ammonium sulfate fractionation or during influenza virus infection (188) . The p58 gene has been cloned and is a member of the tetratricopeptide family of proteins (12, 187) . When p58 is overexpressed, cells in culture are transformed, perhaps as a result of an inhibition of PKR (12, 187) .
p67. The protein p67 is an eIF-2␣-associated cellular protein (69) and can block eIF-2␣ phosphorylation by PKR (266) . Serum starvation of cells leads to degradation of this inhibitor whereas subsequent mitogen stimulation induces its synthesis.
TRBP. Human cellular TRBP (100) binds dsRNA (99, 247) and inhibits the activation of PKR in vitro (247 (56, 193) and VAI RNAs of human adenoviruses (92) , which are discussed in greater detail below. The La autoantigen can also bind to the internal ribosome entry site of poliovirus transcripts and is required for efficient translation of the viral mRNAs (110, 217, 218) . Xiao et al. (339) have demonstrated that the La autoantigen can inhibit dsRNA-dependent autophosphorylation of PKR as well as the ability of PKR to phosphorylate eIF-2␣. Excess dsRNA can partially relieve this inhibition. These authors also reported that when the La autoantigen was incubated with synthetic or natural dsRNAs, it could unwind them and convert them into ssRNAs. It is therefore thought that the La autoantigen inhibits PKR activation by binding to dsRNA activators of PKR and converting them into ssRNAs that can no longer activate the kinase.
Other PKR inhibitors. Oncogenic v-ras transformation of cells leads to the synthesis of a cellular PKR inhibitor. This 100-kDa inhibitor can act in trans to inhibit the auto phosphorylation and hence the activation of PKR (227) . Little more is known about this factor. Also, a 15-kDa protein inhibitor of PKR is found in undifferentiated preadipocytes (147, 148) . This protein is capable of blocking the interaction of PKR with dsRNA.
VIRAL STRATEGIES TO COUNTERACT HOST DEFENSE MECHANISMS
Many viruses have evolved ingenious strategies to counteract the antiviral effects of IFNs or of dsRNA expressed as a consequence of viral infection. There are a number of examples of this, deriving both from RNA viruses and DNA viruses and from viruses whose replication occurs in the cytoplasm or in the nucleus. Since a major cellular response to viral infections is an increase in the levels of cellular PKR, several viruses have devised strategies to downregulate and/or inactivate this kinase and thus prevent inhibition of protein synthesis. Most viruses use viral proteins or RNAs to downregulate PKR activity, either by direct interactions with PKR, thereby blocking its autophosphorylation and activation, or by sequestration of dsRNA activators of PKR. Other antiviral strategies may include activation of cellular proteins that may either degrade PKR, inhibit its activity, or inhibit the activity of the other major player in the antiviral response, namely, 2Ј,5Ј-AS.
DNA Viruses
Adenovirus. VA RNA I is a small (160-nucleotide) viral RNA transcribed by RNA polymerase III and is expressed primarily at the late stages of infection, when it accumulates to very high concentrations (ϳ10 8 molecules/cell) in the cytoplasm (reviewed in reference 210). VA RNA II is a second RNA species, expressed to about ten-fold lower amounts than VA RNA I. Adenovirus mutant dl331, which does not synthesize VA RNA I, grows 10-fold less efficiently than the wild type (211) . In this mutant, viral protein synthesis is inefficient late in infection. Host protein synthesis is also inhibited. Extracts of dl331-infected cells exhibit elevated levels of eIF-2␣ phosphorylation on serine 51 and reduced levels of guanine nucleotide exchange factor activity (211) . In cells containing a serine 51-to-alanine mutation in eIF-2␣, the effects of the dl331 mutation are suppressed. Therefore, it appears that VA RNA I may prevent the phosphorylation of eIF-2␣ kinase. VA RNA I acts by binding to PKR and inhibiting its activity. The viral molecule appears to bind PKR via an imperfectly duplexed stem loop structure (107) . This binding apparently does not activate PKR because the duplex is too short and imperfect and may prevent the conformational change that occurs during activation when a long duplex RNA binds PKR.
EBV. The human Epstein-Barr virus has two small RNAs, EBER-1 and EBER-2 (193) . Like the adenovirus VA RNAs, these are small, are synthesized by RNA polymerase III, and exhibit extensi ve secondary structure (129) . In vivo they interact with the La autoantigen (193) . EBER-1 interacts with PKR in vitro and can inhibit its kinase activity (58, 81, 294) .
Vaccinia virus. Vaccinia virus uses several different mechanisms to inhibit the action of PKR. The viral E3L gene encodes two gene products that can bind dsRNA, sequester it away from PKR, and thus downregulate PKR activity (7, 52, 327, 340) . If the E3L gene is deleted, there is a reversal of the kinase inhibitory effect, along with degradation of RNA, which occurs upon activation of the 2Ј,5Ј-AS/RNase L pathway (21) . Binding of E3L to dsRNA appears to be necessary for vaccinia virus replication in human HeLa cells in culture, as seen in studies with E3L mutants (51) . A second gene product of vaccinia virus, K3L, is also capable of inhibiting PKR activity. K3L has 28% identity to eIF-2␣ but lacks the important phosphorylation site which is found in native eIF-2␣ subunits (24) . The fact that kinase regulation occurs in vivo in vaccinia virusinfected cells has been demonstrated with K3L-defective mutants (24) . Therefore, it has been speculated that K3L regulates PKR by associating with PKR and inhibiting its autophosphorylation and activation, thereby preventing phosphorylation of the actual cellular eIF-2␣ subunit (24, 70, 142) .
In addition, vaccinia virus expresses a 57-kDa protein which may inhibit the activity of 2Ј,5Ј-AS during viral infection (61, 244, 245) . It is thought that p57 inhibits the 2Ј,5Ј-AS/RNase L pathway by sequestering its dsRNA activators.
Polyomavirus. Whereas most DNA viruses express gene products (proteins or small RNAs) that interfere with PKR or 2Ј,5Ј-AS, the mouse polyomavirus uses a different strategy. Polyomavirus infection induces IFN (76, 106, 309, 316, 329) . It has been reported recently that the polyomavirus large T antigen interferes with IFN-inducible gene expression (329) . Cell lines derived from wild-type-virus-induced breast tumors are resistant to the growth-inhibitory action of IFN-␤ and IFN-␥. IFN-induced gene expression is blocked by wild-type virus but not by a mutant that lacks the pRB binding site of the viral large T antigen. The viral large T antigen inhibits IFN-inducible gene expression by binding to JAK-1 kinase and also inhibits the activation of ISGF3 (329) . Overexpression of JAK-1 could reverse the IFN-inhibitory effect of the virus (329).
RNA Viruses
Poliovirus. During poliovirus infection, cellular protein synthesis is inhibited at the stage of translation initiation due to proteolytic degradation of a 220-kDa component of eIF-4F (82, 171, 246, 310) . eIF-4F is involved in the correct binding of capped mRNA to the 43S initiation complexes (220) . Poliovirus mRNAs are uncapped and do not require p220 for its own mRNA translation, because initiation of translation occurs at an internal ribosome entry site (143) . Furthermore, PKR was found to be degraded in poliovirus-infected cells (35) . PKR is thought to be degraded by a cellular protease which is activated upon poliovirus infection, and the presence of dsRNA or structured ssRNA is necessary for kinase degradation (152) .
Reovirus and influenza viruses. Both reoviruses and influenza viruses use viral proteins to inactivate PKR. Reovirus uses the sigma 3 protein to inhibit PKR. The effect of this inhibition can be reversed by adding large amounts of dsRNA to in vitro reaction mixtures, suggesting that sigma 3 acts by sequestering dsRNA activators of PKR (139) .
Influenza virus-infected cells exhibit a dramatic suppression of PKR activity and a decrease in the levels of eIF-2␣ phosphorylation (153) . Moreover, it appears that viral protein synthesis and replication are required for kinase suppression (153) . Influenza virus infection activates a 58-kDa, kinaseinhibitory activity, which is actually a cellular protein whose levels remain the same in mock-and virus-infected cells (189) . In mock-infected cells, the 58-kDa suppressor protein is present in an inactive state because of its association with an inhibitor of p58 (I-p58). After virus infection, the inhibitor I-p58 may be released from p58. Active p58 is then able to block autophosphorylation of PKR as well as its kinase activity. In addition, the influenza virus NS1 protein can bind dsRNA (117) and PKR activity can be inhibited in vitro by NS1 (203, 264) .
HIV. HIV-1 has a stem-loop structure near the 5Ј end of viral RNAs called the TAR element. This element can bind PKR (78, 108, 109, 207, 295, 340) and can inhibit its activation by dsRNA (108, 109) . The interaction of TAR with PKR can be inhibited by the viral Tat protein (146) . It has been reported recently that the viral Tat protein, which binds to the TAR element, not only is a substrate of PKR but also can inhibit it (38) .
Conclusion
As should be evident from the above discussion, viruses have devised a wide variety of strategies to counteract host defense mechanisms against duplex RNA. As more viruses are studied in detail, yet more mechanisms or strategies may be revealed. Learning more about the molecular mechanisms by which viruses counteract the dsRNA and IFN systems may not only provide new insights into the underlying mechanisms of cellular responses to duplex RNA but also be of value in the design and implementation of more effective antiviral strategies.
CELLULAR STRATEGIES TO DEAL WITH NUCLEAR DOUBLE-STRANDED RNA
Whereas most viral dsRNAs are thought to be cytoplasmic, most naturally occurring antisense RNA is thought to act within the nucleus (63, 232) . It is possible that many cRNAs are expressed within the nucleus, either by design (antisense regulation) or by unintended transcriptional readthrough. As far as is known, dsRNA within the nucleus does not trigger the PKR, IFN, or 2Ј,5Ј-AS pathways. What, then, is the fate of dsRNA in this compartment? As discussed above, claims have been made for a variety of effects of antisense RNA, including transcriptional regulation, inhibition of splicing, inhibition of mRNA transport, and induction of mRNA instability. Mechanistically, there are several distinct ways in which nuclear dsRNA molecules might be detected and resolved. They may be degraded by dsRNA-specific nucleases, unwound by dsRNA helicases, or edited by enzymes that modify dsRNAs.
Double-Stranded RNase
Are sense-antisense hybrids the targets of dsRNase activity within the nucleus? Cells might contain a nuclease(s) which is specific for dsRNA. There has been a recent report about the presence of a dsRNase in human cells (337) . In this study, chimeric antisense oligonucleotides consisting of 2Ј-methoxy 5Ј-and 3Ј-flanking sequences on either side of an oligoribonucleotide gap were preincubated with sense RNAs and treated with cytosolic or nuclear extracts from T24 human bladder carcinoma cells, and the region of the RNA-RNA hybrid was cleaved. This cleavage was attributed to a dsRNase activity that has been partially purified from these cells. The significance and in vivo activity of such an enzyme is still unclear. However, it should be noted that when dsRNA was microinjected into Xenopus oocyte nuclei, it persisted for at least 16 h (16), suggesting that, at least in that system, dsRNAs are not rapidly destroyed within the nucleus.
Helicases
In theory, dsRNAs could be resolved within the cell by the action of helicases that unwind the two strands. A number of proteins which contain intrinsic RNA helicase activity have been identified (reviewed in references 303 and 324). However, there is no evidence that any of these factors acts on long duplexes within the nucleus. Rather, a primary function of such proteins is in the rearrangement of RNA-RNA interactions during RNA processing (303) . Importantly, unwinding of duplexes might indeed be a common fate of most or all nuclear antisense RNA interactions. However, this fate might be achieved through the action of another family of enzymes, which are discussed below.
Adenosine Deaminases That Act on Double-Stranded RNA Figure 4 summarizes what we believe are the consequences and fates of both short and long duplex RNAs formed within the nucleus. The most likely fate of duplex RNA in the nucleus is to be acted upon by a member of the class of enzymes, known as adenosine deaminases, that act on dsRNAs (DRADAs, dsRADs, or, more recently, ADARs [15] ). In eukaryotes, a dsRNA unwinding and modifying activity was first discovered in the nucleus of X. laevis (16, 267) . This enzyme, ADAR1, was subsequently found to be ubiquitous in the animal kingdom (323) . ADAR activity is confined almost exclusively to the nucleus, although it was reported recently that a cytoplasmic form of this deaminase may be induced by IFN (198, 199, 250, 251) . The first reports were that this enzyme might be a dsRNA-specific unwindase, but this proved not to be the case. ADARs catalyze the conversion of adenosines to inosines within dsRNA (17, 236, 322) by the mechanism of hydrolytic deamination (260) . The resultant RNA contains I-U base pairs, which make the RNA duplex unstable and may lead to partial or complete unwinding (17) . For ADAR1, the modified adenosines display a 5Ј-neighbor preference of U Ͼ A Ͼ C Ͼ G (258) . The activity of this enzyme may require the presence of a metal ion but does not require any cofactors. In vitro studies suggest that the only substrates for this enzyme are perfectly or imperfectly duplexed RNAs. The activity cannot be competitively inhibited by ssRNA, dsDNA or ssDNA (321) .
ADAR1 cDNAs have been cloned from humans (162, 239) , rats (239) , frogs (126) , and, recently, mice (339a), and the protein has been purified from frogs (126) , chickens (120) , and cows (162, 239) . More dsRNA-dependent deaminases have been identified (219) , and a family of deaminases is now thought to exist (15) . ADAR has been postulated to be in-volved in antisense RNA regulation (14, 161) , a view supported by recent results with polyomavirus (reference 176 and discussion below).
ADAR editing of dsRNA is sensitive to the length of the duplex. Duplexes smaller than 15 bp are not modified in vitro (236) , and optimal activity is seen with dsRNAs of 100 bp or longer (17, 236) . This could be an important property physiologically, and it might help the enzyme discriminate between sequences that are to be modified at a few specific sites and those that are to be extensively edited (such as in antisense RNA regulation). A number of in vivo substrates for ADARs have been described. Most of these have been viral, but several cellular targets are known. A final and interesting characteristic of A-to-I editing is that I's are recognized as if they were G's by the cellular translation machinery. Such a change can never create a translation stop codon, and so all A-to-I changes are missense in character.
Editing of short (or imperfect) duplex regions. (i) Glutamate receptor. Several transcripts of the mammalian glutamate receptor subunits are edited, including gluR-B, gluR-C, gluR-5, and gluR-6 (291). Of these, the first-identified and best-characterized editing is the one found to occur in exon 11 of the gluR-B, gluR-5, and gluR-6 transcripts (124, 300). As a result of the editing, a glutamine codon (CAG) is converted to an arginine codon (CIG). This site is called the Q/R site, and this editing results in an ion channel with altered calcium permeability. Another site which is edited is the R/G site, where an arginine codon (AGA) is converted into a glycine codon (IGA), and this event leads to an ion channel with altered kinetic properties (201) . Editing at these sites occurs due to the presence of a double-stranded secondary structure formed by base pairing between an exon and the downstream intron (79, 119, 201) . ADAR1 can edit only the R/G site efficiently, and not the Q/R site (205) . Another enzyme related to ADAR1, called RED1 or ADAR2, was identified (219) . It was subsequently shown by in vitro studies that ADAR2 was capable of editing the Q/R site as well as the R/G site (238) . However, the in vivo editing specificities of these enzymes remain to be elucidated. Therefore, there may exist a family of deaminases with each member having overlapping yet distinct specificities. Another member of this family, RED2, has been identified by homology to ADARs (219) , and its expression appears to be confined only to the brain, unlike ADAR1 and ADAR2, which are expressed in many tissues.
(ii) Serotonin receptor. Transcripts encoding the 2C subtype of the neurotransmitter serotonin receptor undergo RNA-editing events in which genomically encoded adenosine residues are converted to inosines (40) . The serotonin C receptor RNA also appears to be modified by adenosine deamination. These receptors are G-protein-coupled receptors, and the A-to-I editing event in 2C leads to the synthesis of altered proteins in which the interaction between the receptors and the G-proteins is reduced by about 10-to 15-fold (40) . Interestingly, in this system, as with the glutamate receptor, editing requires the interaction of exon sequences with downstream intron sequences.
Editing of the HDV antigenomic RNA. RNA editing plays an important role in the hepatitis delta virus (HDV) life cycle. In HDV antigenomic RNA, an amber codon is converted into a codon for tryptophan, thus extending the open reading frame product by 19 amino acids (44, 178, 204) . This editing event most probably occurs by adenosine deamination (259) and is crucial for the viral life cycle because it helps to generate two different protein products from a single viral RNA. Formation of both these proteins is essential for virus multiplication. The smaller form of the delta antigen is required for replication, while the larger protein, formed after RNA editing, represses replication and is required for packaging (178) . It has been shown recently that editing of the amber/W site is suppressed by the hepatitis delta antigen (261) .
Other examples of endogenous RNA editing. As discussed above, the 4f-rnp gene in Drosophila has been reported to be subject to possible antisense regulation (254) . In this system, cDNAs that contained extensive A-to-I or A-to-G changes were isolated. Also in Drosophila, the mRNA for the Para sodium channel in the brain is edited in a fashion similar to that reported for gluR and the serotonin receptor (113) .
A-to-I Editing in Long (or Perfect) Duplexes and in Viruses
Adenosine modifications have been seen in a number of RNA viruses. In a persistent measles virus infection, A-to-G as well as U-to-C transitions have been seen (31, (46) (47) (48) (49) . The cDNA from the matrix gene had about 50% of its U's modified to C's. These U-to-C changes were shown to be the result of adenosine deaminations of the opposite strand (18) . Multiple modifications have also been observed in other negative-strand RNA viruses, namely, vesicular stomatitis virus (241), human parainfluenza virus (230) , and respiratory syncytial virus (274) . Certain retroviral genomes also exhibit modifications. The U3 region of an oncogene c-mil transducing retrovirus, IC4, has almost half the A's of its parental Rous sarcoma virus U3 sequence modified to G's (86) . The genesis of these mutations is not known but is suggestive of ADAR action. There are two reports of editing in HIV-1. The HIV-1 TAR RNA element shows a single A-to-I mutation, and this change alters viral gene expression (293) . Also, Hajjar and Linial (111) described a recombinant HIV-1 provirus generated during in vitro passage that contains a short region of A-to-G hypermutation. The edited region was restricted to complementary sequences present in the recombinant provirus.
In the polyomavirus model system, nuclear antisense RNA leads to both extensive editing and nuclear retention. Work with the polyomavirus model system suggests a mechanism by which long, naturally occurring antisense RNA might function in mammalian cells (176) . In polyomavirus-infected mouse NIH 3T3 fibroblasts, natural antisense RNA to viral earlystrand transcripts is produced at late times in infection (Fig. 1) . This antisense RNA is responsible for the downregulation of viral early-gene expression late in infection. Analysis of earlystrand transcripts isolated late in infection revealed extensive base modifications. In many transcripts, about half of the adenosines were altered to inosines or guanosines. Probes that could detect only modified RNAs revealed that these molecules are actually relatively stable and accumulate within the nucleus. Since they are retained in the nucleus, they are inert for gene expression, even though they could theoretically encode mutant viral proteins. Antisense RNA-induced modifications could account for much of the observed regulation, with the lowered levels of early-strand RNAs commonly observed late in infection resulting from the fact that many transcripts are invisible to standard hybridization probes, owing to noncomplementarity. Recent work has shown that extensively edited polyomavirus early-strand RNAs can be polyadenylated and even spliced (176a).
Since polyomavirus is small, the mechanism of antisense RNA regulation observed in this system probably reflects a common mechanism used in all higher eukaryotes. This mechanism involves extensive modifications, leading to RNA "invisibility" to common hybridization probes (perhaps accounting for reports of antisense-induced RNA "decay"). Further, these data lead to the very important conclusion that nuclear antisense RNA leads to nuclear retention of target transcripts. Scadden and Smith (283) have demonstrated the presence of an RNase in extracts from HeLa cells, sheep uterus, and pig brain that can specifically degrade ssRNAs containing inosines. This enzyme is a 3Ј-5Ј exonuclease that produces 5Ј nucleoside monophosphates. The authors suggest that this enzyme is capable of degrading synthetic dsRNAs edited in vitro by the enzyme ADAR2 (RED1). However, the dsRNA substrates edited by ADAR2 were heat denatured to allow the formation of ssRNAs prior to incubation with the enzyme. It has been demonstrated that synthetic dsRNA substrates of ADAR1 that have undergone almost 50% editing of A's to I's are only partially unwound but never completely separated into single strands (17, 322) . Since I-RNase is specific for ssRNAs, it is unclear whether the ADAR substrates which never become completely single stranded are degraded by I-RNase. Data obtained Kumar and Carmichael (176) showed that in polyomavirus-infected cells, dsRNAs that have about 50% of the adenosines modified to inosines are maintained stably within the nucleus and can be detected readily even after 6 h of actinomycin D treatment. This suggests that the I-RNase does not act on ADAR substrates in the nuclei of mammalian cells. Moreover, certain substrates of ADARs that have been selectively deaminated at several residues are transported to the cytoplasm stably and are translated to form proteins with altered amino acids e.g., gluR-B. These must also escape degradation by I-RNase in the nucleus as well as the cytoplasm of cells. Further work is required to clarify the role of this interesting enzyme in the cellular response to dsRNA.
I-RNase
Nuclear Antisense RNA Might Generally Induce
Adenosine Modifications As we have seen, most naturally occurring antisense RNA probably acts within the nucleus (63, 232) . This would avoid the multitude of physiological effects associated with cytoplasmic dsRNA. The fact that overlapping bidirectional transcription might occur frequently within the nuclei of eukaryotic cells, coupled with the likelihood that long stretches of dsRNA are recognized and extensively modified by ADAR, points to the fact that there may be a novel pool of nuclear RNAs containing inosines (176, 252) . Many or most of these RNAs may have been undetected so far because standard hybridization probes will fail to hybridize to them. Inosines have been identified in poly(A) ϩ mRNAs from various tissues, and it has been found that the levels of inosines correlate with the levels of ADAR expression (252) . These data suggest that modification of sense-antisense hybrid RNAs by adenosine deamination may play a very important role in regulating gene expression.
Antisense RNA-mediated gene regulation in eukaryotes has been demonstrated only in the polyomavirus system so far. As seen above, it occurs in the nucleus by ADAR-mediated deamination and nuclear retention of target transcripts. Other eukaryotic antisense systems must be studied in greater detail with the aim of elucidating the nature of antisense regulation and determining whether they also involve ADAR-mediated deamination or some other mechanism(s).
CONCLUSIONS AND FUTURE DIRECTIONS
As we have seen, dsRNA has a number of profound effects on cells, but these effects differ depending on the nature and location of the duplexes. Understanding and appreciating the various pathways of cellular responses to dsRNA will help not only in studies designed to combat viral infections but also in the design and implementation of effective antisense RNA technologies to regulate cellular gene expression.
Finally, is there a wider role for nuclear antisense RNA in the regulation of gene expression? As we have seen, there is increasing evidence for the presence of antisense transcripts associated with the complementary strand of a gene (Table 1) . It has been reported that a large fraction of vertebrate mRNAs (perhaps more than 30%) have conserved regions in their 3Ј and 5Ј UTRs (77) . These conserved regions comprise unique sequences in the genome and show sequence conservation only between corresponding regions of orthologous mRNAs in other species. Why is there such strong conservation of these noncoding sequences? Lipman has recently suggested the very interesting model that the long stretches of conserved regions in 3Ј UTRs might actually be involved in regulation of RNA stability via the formation of long, perfectly matched senseantisense duplexes with complementary RNAs (197) . In this model, duplexes with perfect matches could be targets of cellular regulatory machinery designed to destabilize or modify the sense transcripts, as a novel mode of regulation. If this is true, antisense RNA regulation would be far more prevalent than has been believed to date.
