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Abstract-we describe an approach for measuring 2D shape-of-object dissimilarity. The shape 
of the different objects to be compared is mapped to a representation invariant under translation, 
rotation, and area. Thus, the shapes will have the same amount of information to describe them 
(equal number of pixels). The measure of dissimilarity is based on the transformation of one shape 
into another. This transformation is performed by moving pixels. Thus, the shape difference could 
be ascertained by counting how many pixels we have to move and how far to change one shape into 
another. When the shape transformation is performed, the distribution of the shape difference is 
computed, which permits an improvement in shape comparison. 
Keywords--Shape measurement, Shape dissimilarity, Pixelization, Shape normalization, Shape 
transformation. 
1. INTRODUCTION 
Shape comparison has always been an important topic in computer vision. Shape is an intrinsic 
property of objects. In general, we associate the definitions of objects with shape, rather than 
color or texture; it is important to quantitatively measure how dissimilar two shapes are. In 
this work, we will deal only with planar shapes. This paper gives a procedure to measure the 
dissimilarity between any two shapes based on the transformation of one into another. 
The template matching proposed by Ballard and Brown [l] is an operation which can be used 
to find out how well a template (a shape) matches a window of a given binary image. This binary 
image may be considered as another shape. Strachan et al. [2] present a method to compare 
the shapes of two fish. This method is composed of three parts; invariant moments, optimisation 
of the mismatch, and shape descriptors. Another measure of shape dissimilarity is presented in 
Bribiesca and Guzman [3] by means of the shape numbers, which are related to the resolution of 
the digitalization scheme. The methods mentioned above find the best matching between shapes. 
When two shapes are matched, the method here proposed transforms the first shape into the 
second. This is an advantage because when this transformation is performed, the distribution of 
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shape difference between the shapes is computed. Thus, when the distribution of shape difference 
is more concentrated, these shapes look more dissimilar. On the other hand, when the distribution 
is more uniform, these shapes look less dissimilar. This concept coincides with the intuitive 
psychological definition of “shape comparison”. 
In the present work, a shape measurement method based on the transformation of one shape 
into another is given. Section 2 shows how to normalize shapes using maximum correlation. 
Section 3 gives the pixelization method, which generates shapes composed of the same number 
of pixels. Section 4 presents a measure of dissimilarity for planar shapes, which is baaed on the 
transformation of the shape A into the shape B (the transformation is performed by moving 
pixels). In this section, some examples are presented. Finally, Section 5 presents conclusions. 
2. SHAPE NORMALIZATION 
USING MAXIMUM CORRELATION 
Several authors have used different techniques to make regions or shapes invariant under geo- 
metric transformations. 
Bracewell [4] and Brigham [5] are part of the standard literature on the Fourier Transform, 
which is used to produce invariance under rotations and/or scaling (dilations). An interesting 
review of Fourier Transform methods for invariant pattern recognition appears in [6]. Hu [7] 
describes visual pattern recognition by moment invariants, which are obtained by taking quotients 
and power of moments. Lin [8] determines the “universal principal axes” for shapes. 
These methods are appropriate for defining shape orientations for almost every kind of shape. 
However, in symmetrical or aberrant shapes, these methods may sometimes fall. For the reasons 
mentioned above, a proposed maximum correlation method is presented, which maximizes the 
common pixels between the compared shapes. 
An important consideration in the present section is the assumption that an entity has been 
isolated from the real world. This is called the shape, and is defined as the result of previous 
processing: shapes are composed of polylines. We will deal with homeomorphic shapes to the 
discs Oz. Figure la displays the shape called “the fig leaf”, Figure lb “the lemon leaf”, and Fig- 
ure lc “the poinsettia leaf”, respectively. Notice that these shapes differ in size and orientation. 
Figure 1. Planar shapes: (a) the fig leaf; (b) the lemon leaf; (c) the poinsettia leaf. 
Notice that these shapes differ in size and orientation. The shapes in (d), (e), and (f) 
have the same area. 
2.1. Invariance of Shapes under Translation, Rotation, and Area Using Maximum 
Correlation 
In this section, the method of maximum correlation is presented. Using this method, it is 
possible to find the best matching between any two shapes. In order to transform one shape 
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into another, this method proposes to make them invariants under area. Figures Id, le, and If 
represent Figures la, lb, and lc, respectively, invariant under area. This was obtained by scale 
changes; Figures Id, le, and If have the same area. 
The maximum correlation method consists in finding all the possible discrete positions between 
the shapes by means of the discrete translations and rotations of one of them. In each superimpo- 
sition of shapes, one shape is considered as a template. The second shape is then superimposed 
on the template and a mismatch factor [ (this factor was defined by Strachan et al. [2]) is com- 
puted. Figure 2 defines the variables of this factor. Therefore, the mismatch factor is defined by 
the following equation: 
<Z-i?- 
Z+X 
where X is the area of A f~ B and Z is the area of ((AU B)\(A n B)) 
( a 1 
(1) 
( (1) 
Figure 2. A superimposition of the shape B on A: (a) shapes A and B; (b) A n B; 
(c) A cJ B; (d) (AU B\A n E). 
The minimum mismatch factor of all superimpositions is considered to be the best matching. 
The number N of discrete translation and rotations is given by the following expression: 
360” 
N = AxAyas, 
where 
Ax is the increment in the X-axis, 
Ay is the increment in the Y-axis, 
A0 is the angle increment, 
and Ax, Ay, and 36O”/A0 take integer values. This method may look slow, but by using 
some programming tricks, the processing time may be reduced. Translations can be calculated 
faster than rotations; for this reason one rotation is calculated first, and subsequently, their 
corresponding translations. Depending on the kind of shapes the values of the variables Ax, Ay, 
and A0 may be decreased, and consequently, the processing time will be reduced. 
The mathematical expressions to rotate a shape by an angle 0 are defined by 
x = x’c0sB - y’sine, 
y = &sin8 + y’cose, 
(3) 
(4) 
where x and y correspond to rotated coordinates of the shape. 
The method mentioned above has some important advantages. It guarantees the maximum 
correlation without calculating axes or moments; it works for all kind of shapes, which may be 
symmetrical or aberrant shapes, and it maximizes the common pixels between the compared 
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Figure 3. A special case, when there are two equal minimum mismatch factors for 
the shapes A and B: (a) the shape A; (b) the shape B; (c) A rl B; (d) the shape A; 
(e) the shape B; (f) An B. 
Figure 4. Invariance of shapes under translation and rotation using maximum cor- 
relation. The shapes marked by a circle have the maximum correlation. 
shapes. Nevertheless, in special cases, this method may give two or more equal minimum mis- 
match factors. In these cases, the results of the shape transformation method will be affected. 
Figure 3 shows a special case, where there are two equal minimum mismatch factors for the same 
shapes, which correspond to Figures 3c and 3f. 
Figure 4 displays part of the calculated discrete translations and rotations. In the left bottom 
part, the fig and lemon leaves will be matched. In this case, the lemon leaf is rotated and 
translated calculating the minimum mismatch factor in each superimposition. The minimum 
mismatch factor found corresponds to the shapes marked by a circle. The values of the variables 
are as follows: Ax = 17; Ay = 21; A0 = 5”. Figure 5 shows the maximum correlations among 
the superimpositions of the three studied shapes. 
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Figure 5. Maximum correlations among the superimpositions of the three studied 
shapes 
(b) 
(d) (e) 
(f) 
Figure 6. Pixelization: (a) shapes selected for pixelization; (b) superimposition of 
the shapes and the grid; (c) the fig leaf on the grid; (d) the poinsettia leaf on the grid, 
both shapes preserve the same position and orientation; (e) the fig leaf represented 
by 1,000 pixels; (f) the poinsettia leaf represented by 1,000 pixels. 
3. PIXELIZATION 
In the real world, shapes will, in general, need different amounts on information to describe 
them. When we want to transform one shape into another, it is necessary that these shapes 
have the same amount of information, i.e., the same number of pixels in each one. This is called 
pizelization. The method of pixelization is as follows. 
1. Fix as a constant the number of pixels needed to represent the shapes, e.g., n = 1,000, n is 
called constant of normalization. 
2. Calculate the area A of each shape. Figure 6a displays the shapes selected for making 
the pixelization. The shapes in Figure 6a have the same area because they are invariants 
under area. 
3. Generate a 2D grid. The area of each square of the grid is A, = A/n, the squares of the 
grid will correspond to the pixels of the shapes. The length 1 of each side of the pixels in 
a. The number of elements of the grid must be calculated, taking into consideration 
that the shapes will be placed into it. 
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Superimpose the 2D grid and the shapes. Figure 6b shows the superimposition of the 
shapes on the grid. In the superimposition, the orientation and position of th2 shapes 
obtained by the method of maximum correlation are preserved. 
Compute all the pixels of the grid which belong to the shapes [l]. The number of pixels 
of each shape must be n (Figures 6c and 6d display the superimpositions of each shape 
and the grid, respectively). But, due to noise of the method, the form of the pixels and 
the shapes, the number of pixels may be different to n. In this case, a program forces 
each shape to have exactly n pixels, this is obtained by adding or removing pixels without 
altering too much the original shape. Figures 6e and 6f show the pixelization of each 
shape, where each shape has 1,000 pixels. 
At this stage, we have concluded the shape normalization and pixelization, and we are ready 
to transform one shape into another. 
(a) 
Figure 7. Steps to transform one shape into another: (a) the shape A; (b) the 
shape B; (c) the superimposition of the shape A and B, note that the common 
pixels were marked with different width to differenteate them; (d) pixels to move 
(positive pixels); (e) negative pixels, where positive pixels will be positioned. 
4. TRANSFORMING ONE SHAPE 
INTO ANOTHER 
The transformation of one shape into another permits us to compute the shape difference 
between them. This transformation is performed by moving pixels. The steps to transform the 
shape A into B are as follows. 
1. Find common pkels and leave them unchanged. Let the binary image of A be IA and the 
binary image of B be Ig. Then IC is defined by 
Figure 7a displays IA, Figure 7b I B, and Figure 7c 1~, respectively. 
2. Which pixels to move. The pixels to be moved correspond to the binary image ID, which 
is defined by 
ID = IA\In. 
The pixels to be moved are called positive pixels. Figure 7d presents all positive pixels. 
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Figure 8. The weighted complete bipartite graph with bipartition (ID, 1~) 
3. Where do the positive pixels have to be placed ? The binary image IE represents the pixels 
(there pixels are called negative pixels) of Figure 7e where the pixels from Figure 7d will 
be put, and is defined by 
I,y = IB\IA. 
Figure 7e displays IE. 
4. Which pixel is to be moved first 1 There are many ways of moving pixels. If k is the number 
of pixels tag move, then k! is the number of different ways of moving them from ID to IE. 
The binary images and the distances between their pixels may be considered as weighted 
complete bipartite graph [9] with bipartition (ID, IE), where ID = {di : i < k}, I, = {ej : 
j I k} and edge diej h as weight wij (each weight wij corresponds to the Euclidean distance 
between the pixels di and ej). Figure 8 shows the weighted complete bipartite graph with 
bipartition (ID, IE). The optimal assignment problem is how to find the maximum-weight 
perfect matching in the weighted graph, and this is termed optimal matching. The method 
for finding an optimal matching in a weighted complete bipartite graph corresponds to the 
Kuhn-Munkres algorithm [9]. The bold lines in Figure 8 represent the optimal matching. 
Thus, using the Kuhn-Munkres algorithm, the covered distances by the pixels to be moved 
are minimized. 
4.1. Results of Transformations between Shapes 
Table 1 summarizes the common pixels of the normalized shape; notice that the fig leaf and 
the poinsettia leaf have a larger number of pixels in common than the other pairs. Table 2 
summarizes which pixels of the normalized shapes are to be moved; notice that the fig leaf and 
the lemon leaf have a larger number of pixels to be moved than the other pairs. 
4.2. The Transformation of One Shape into Another as the Measure of Shape Dis- 
similarity between Them 
Dissimilar shapes will require a large number of moved pixels to transform one into the other, 
while similar shapes will have a smaller number of pixels required. When two shapes are identical, 
the number of moved pixels transforming one into the other is zero. 
Thus, the distance D, or shape dissimilarity between two shapes is obtained by counting how 
may pixels we have to move and how far, to transform one shape into another. Thus, the shape 
dissimilarity between the shape A and B is defined by 
D(A, B) = 2 d(Ai, Bj), 
i,j 
(5) 
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Table 1. Common pixels among the normalized shapes. 
Common Pixels The Fig Leaf The Lemon Leaf The Poinsettia Leaf 
The Fig Leaf 1000 724 896 
The Lemon Leaf 724 1000 732 
The Poinsettia Leaf 896 I 732 1000 
Table 2. Pixels to move among the normalized shapes. 
where 
Pixels to Move The Fig Leaf The Lemon Leaf The Poinsettia Leaf 
The Fig Leaf 0 276 104 
The Lemon Leaf 276 0 268 
The Poinsettia Leaf 104 268 0 
d(Ai, Bj) is the Euclidean distance between the pixels of Ai and Bj, 
Ai corresponds to the ith pixels of the shape A (positive pixels), and 
Bj corresponds to the jth pixels of the shape B (negative pixels). 
Table 3 displays the measure of shape dissimilarity. In conclusion, the two most similar shapes 
of the three studied above are the fig leaf and the poinsettia leaf; on the other hand, the most 
dissimilar shapes are the fig leaf and the lemon leaf 
Table 3. Measure of shape dissimilarity among the normalized shapes. 
~ 
One might hypothesize that the above conclusion could be obtained only using template match- 
ing i.e., analyzing the values of the common pixels of the normalized shapes (see Table l), but this 
is not the case. The method presented here is composed of two parts: first, the difference of shape; 
and second, the position of that difference. This is important because, using this method, it is 
possible to differentiate shapes when the distribution of the shape difference is concentrated or 
is uniformly distributed around them. When the distribution is more concentrated, these shapes 
look more dissimilar. On the other hand, when the distribution is more uniform, these shapes 
look less dissimilar. Figure 9 demonstrates this. Comparing the template matching method with 
the proposed shape transformation method, the top row in Figure 9 corresponds to the template 
matching method, and the bottom row to the shape transformation method, respectively. Fig- 
ure 9 shows the shapes A and C which are compared with B. They have the same number of 
pixels to move, however, C and B are more dissimilar than A and B. And, this is detected by 
the proposed measure of shape dissimilarity. 
5. CONCLUSIONS 
The shape measurement method proposed here depends on two factors: the method of the 
shape normalization, this maximizes the number of common pixels; and second, the method for 
placing pixels, this minimizes the distances covered by the pixels which are moved. In special 
cases, the first method may affect the second, and additional criteria must be added. When 
shapes are quite irregular, the extraction of a set of features or primitives may be difficult. The 
proposed method here is robust in measuring shape dissimilarity among irregular shapes. The 
proposed method of moving pixels breaks the shapes to be transformed. Another method for 
transforming shapes may be to push the pixels of the shape without breaking. 
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Cornrn 011 pixels between A and El = 972 
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D(A,D) = 391:19 
Figure 9. The comparison of the template matching method with the proposed shape 
transformation method. 
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