Effective and powerful methods for denoising electrocardiogram (ECG) signals are important for wearable sensors and devices. Deep Learning (DL) models have been used extensively in image processing and other domains with great successes but only very recently they have been used in processing ECG signals. This paper presents two DL models, together with a standard wavelet-based technique for denoising ECG signals. First, a Convolutional Neural Network (CNN) is depicted and applied to noisy ECG signals. It includes six convolutional layers, with subsequent pooling and a fully connected layer for regression. The second DL model is a Long Short-Term Memory (LSTM) model, consisting of two LSTM layers. A wavelet technique based on an empirical Bayesian method with a Cauchy prior is also applied for comparison with the DL models, which are trained and tested on two synthetic datasets and a dataset containing real ECG signals. The results demonstrate that while both DL models were capable of dealing with heavy and drifting noise, the CNN model was markedly superior to the LSTM model in terms of the Root Mean Squared (RMS) error, and the wavelet technique was suitable only for rejecting random noise.
I. INTRODUCTION
Electrocardiography (ECG) is a widely accepted method in the medical cardiology domain for analysing of cardiac conditions of human patients [1] . However, ECG signals are often affected by noise, random or deterministic and artefacts. These errors mix with the ECG signal generated by the human heart, making it hard to extract underlying features and interpret the ECGs. The sources of errors can be due to various events such as movements of the patient, electromagnetic noise induction of the electronic hardware situated nearby, or muscular contraction artefacts.
A large number of methods to deal with noise and/or artefacts from ECG signals have been developed, such as adaptive Filters [2, 3] , Independent Component Analysis (ICA) [4] , Empirical Mode Decomposition (EMD) [5] , adaptive Fourier decomposition [6] , Savitzky-Golay filter [7] , threshold method for high frequency noise detection [8] , Kalman filters [9] , Bayesian filter framework [10] , wavelet technique [11] , clustering of morphological features [12] , and Neural Networks [13] . Very recent attempts include arrhythmia heart classification using different Deep Learning (DL) models [14] and QRS characteristics identification using Support Vector Machines (SVM) [15] . These methods often do not take into account the problem of very high levels of noise present in the ECGs. Similarly, in [16] a first attempt to use DL based on the Long Short-Term Memory (LSTM) models for noise rejection in ECGs was proposed while in [17] auto-encoders were investigated, but they did not consider drifting noise, which can be several times higher in magnitude than the ECG signal itself. This heavy and drifting noise is common in wearable sensors. Therefore, in this paper we investigate several DL models for the removal and rejection of such noise in ECG signals. The paper is structured as follows: the DL models are presented together with the wavelet method in section II. In section III, the datasets used are described and in section IV, experimental results are presented. Finally, conclusions are drawn and directions for eventual improvements are envisaged.
II. DEEP LEARNING MODELS
The first DL model investigated is based on the Convolutional Neural Networks (CNNs) [18] implemented in MATLAB [19] . CNNs have been used before for noise detection in ECG [20] but not yet for ECG reconstruction. The present CNN model was obtained by experiment and it consists of six 2-Dimensional convolutional layers, each having 36 filters with kernel size of 19x1 per filter. The first layer is an input layer of size 30000x1x1 with 'zerocenter' normalization. M = 30000 is the number of samples per input ECG signal sequence. Each convolutional layer has neurons that connect to parts of the input feature or connect to the outputs of the previous layer. The step size (i.e. stride) for the kernels is [1 1] while the padding is introduced so that the output is the same size as the input. Each convolutional layer is followed by a batch normalization layer with 36 channels, a rectified linear unit (ReLU) layer and an average pooling layer with stride of 4 and pooling size of 2. The succession of these layers reduces the dimensionality of the input ECG signal sequences. Before the final regression output layer, the signal goes through a fully connected layer for regression. Table I details all 27 layers of the CNN model with their characteristics. Fig. 1 (a) depicts the structure of the CNN model. It is possible to assume that the DL model will be able to learn suitable filters that can be used for noise reduction so to enable the recovery of the original ECG signals. An epoch goes through the entire dataset while an iteration is the calculation of the gradient and the network parameters for the mini-batch data. The CNN model uses the Adam optimizer and with a batch training data size of 300. It was also noticed that the obtained CNN performances did not change much with increased batch sizes. The average Root Mean Squared (RMS) error over the entire testing dataset was 0.0346, with 40 epochs of training, which took 10 minutes. For the scope of investigation, the CNN model was also left to iterate longer to 200 epochs, which took 58 minutes to reach an average RMS of 0.0299 over the same testing dataset. The CNN model was implemented in the MATLAB environment using the DL toolbox with an NVIDIA TITAN V GPU.
The second DL model is based on the Long Short-Term Memory (LSTM) layer [21, 22] and it is also implemented in MATLAB. It consists of two LSTM layers with 140 hidden nodes per layer. The first layer is a sequence input layer with the dimension similar to the ECG sequence input signal of [30000x1]. The following layer is a Long Short-Term Memory (LSTM) with 140 hidden nodes (empirically found). The LSTM layer has neurons that connect to the sequence input layer and also connect to the following layer, which is a rectified linear unit layer with 140 inputs. The second LSTM layer also has 140 hidden units and it is connected to the previous and subsequent rectified linear units. Similar to the CNN model, before the final regression output layer, the signal goes through a fully connected layer. Further LSTM layers were found not improve much the performance. Table II shows For comparison, the last model used here for noise rejection is the wavelet method, which has become popular for decomposing signals in many applications including ECG noise rejection. The wavelet transformation of an input signal x(t) is:
where t is time, Wa,b is the wavelet transformation of x(t), a is the dilation parameter, b is the location parameter, γ * (t) is the complex conjugate of the wavelet function which can be the Mexican-hat, Gaussian, or Daubechies wavelet function.
The wavelet method was based on an empirical Bayesian method with a Cauchy prior and implemented in MATLAB as wdenoise function [19] , with the default 'sym4', wavelet, where 4 is the number of vanishing moments. Other options of the function included denoising method as universal threshold and noise estimate as level independent. Various parameters and options were also tried. 
III. DATASETS
Three datasets were used. Two comprise synthetic data generated with the software as in [23] , while a third dataset is a real dataset. Each dataset was divided in a training (3/4) and a testing dataset (1/4). The first synthetic dataset has 6888 clean ECG signals (of duration 10 seconds) with 30000 samples per ECG signal (sampling rate: 3000 Hz), which was varied between 57 to 67 heart beats per minute as a test case scenario. The voltage varies between 1 mV to 3 mV. Fig. 2 shows an example of a normal synthetic ECG signal: P-wave associates the contraction or depolarization of the human heart atria, QRS-complex the contraction or depolarization of human heart ventricles, and T-wave the repolarization of human heart ventricles [1] . The first dataset also includes 6888 noisy ECG signals, which replicate the noise conditions as found in real signals [24] . Specifically, the noise can be two or three times of magnitude of the ECG signal ( Fig. 3(a) ) (i.e. signal-to-noise ratio (SNR) = -3dB). A further strong drift, simulated by an autoregressive process, is added to the random noise to 861 of the 6888 noisy ECG signals, as shown in Fig. 3 
). The drift may correspond to various events such as movements of the patient or random limb movements. The second synthetic dataset contains 6888 clean ECG signals and 6888 noisy ECG signals all with both random noise and various levels of drifts (SNR= -7dB). Both datasets are available upon request.
(a) (b) Fig. 3 . ECG signal affected by noise: a) ECG signal affected by two times random noise. b) ECG signal affected by strong drifts plus random noise.
The third dataset contains real ECG signals from MIT-BIH Arrhythmia Database [25] (e.g. record 118), which can be affected by various types of noise [26] (i.e. baseline wander, muscle artifact, electrode motion artifact). Each record was obtained from 2 channels at 360 samples per second (resampled to 3000 with interpolation) with a total duration of 30 minutes. The dataset is in the Physionet WaveForm DataBase format (WFDB) [27] . The aim is to reject electrode motion artifact as the noise can be four or five times higher than the ECG signal ( Fig. 4) . 
IV. RESULTS
For the first synthetic dataset the predictions show that the CNN model is able to recover the original signal with the RMS value of 0.0198 for the signal shown in Fig 5(b) .
For the second synthetic dataset, the LSTM predictions are less impressive with RMS value of 0.2201 for Fig. 6(b) . Over the first and second testing datasets the average RMSs calculated with the CNN model were 0.0348 and 0.0299, which is 5 times lower than 0.2321 the average RMS obtained over the second testing dataset with the LSTM model. The wavelet method was able to recover the original ECG signal in situations where the noise is random, i.e. no drifting (RMS=0.1560), the RMS being about ten times higher than that obtained with the CNN for the noisy ECG signal (2 nd dataset), as shown in Fig. 7 . The final result in Fig 8, shows that the CNN model is able to recover the original ECG signal (RMS=0.0220) by using a slightly different version of the CNN model (with kernel size: 9x1).
V. DISCUSSION & CONCLUSIONS
A CNN model was proposed as a regression model capable of rejecting very high levels of noise in the ECG signals, a situation, which has not been addressed before. The results show that the CNN model is superior to the LSTM model in the present settings both in quality of results and computational time: the CNN model took 58 minutes and 200 epochs to achieve better results on testing dataset (i.e. average RMS =0.0299) than the LSTM model, which took 196 minutes and 2000 epochs (i.e. RMS = 0.2321). In addition, the LSTM model required four times more training samples with strong drift plus random noise as compared to the CNN model. The promising performances of the DL models, esp. CNN, were obtained on both synthetic datasets with an interval of 57 to 67 heart beats per minute and real dataset. Further work would be to test the DL models with a larger heart-beat interval such as 60-120 and variability. It will also investigate CNNs with shorter input length to reduce the latency. It is also of interest to investigate on a wide range of real datasets to further improve the performances of the CNN and LSTM models.
