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0. Introduction
We study the existence of T-periodic solutions of the following Hamiltonian system:
$\dot{q}+V_{q}(q,t)=0$ ,
$q(t+T)=q(t)$ , $i\in R$ , $(HS)$
$q(t)\neq 0$ ,
where $q=(q_{1}, q_{2}, \cdots, q_{N})\in R^{N}(N\geq 3)$ and $V(q, t)$ : $(R^{N}\backslash \{0\})\cross Rarrow R$ is a T-periodic
(in t) function such that $V(q,t),$ $V_{q}(q,t)arrow 0$ as I $q|arrow\infty$ and $V(q, t)arrow-\infty$ as $qarrow 0$ .
Classical solutions of (HS) can be characterized as critical points of functional:
$I(q)= \int_{0}^{\tau_{[\frac{1}{2}|\dot{q}|^{2}-V(q,t)]dt}}$ : $\Lambdaarrow R$
where
$\Lambda=$ { $q(t)\in H_{loc}^{1}(R,$ $It^{N});q(t+T)=q(t),$ $q(t)\neq 0$ for all $t$ }.
In case $V(q, t)$ satisfies the strong force condition (SF) of Gordon [Go]:
(SF) there is a neighborhood $\Omega$ of $0$ in $R^{N}$ and a function $W(q)\in C^{1}(\Omega\backslash \{0\}, R)$ such
that .
$W(q)arrow\infty$ as $qarrow 0$ ,
- $V(q, t)\geq|W_{q}(q)|^{2}$ for all $q\in\Omega\backslash \{0\}$ and $t$ ,
the functional $I(q)$ satisfies the Palais-Smale compactness condition and we can apply
minimax arguments to $I(q)$ . Especially under the assumptions of (SF) and
(V1) $V(q, t)\in C^{1}((R^{N}\backslash \{0\})\cross R, R)$ is T-periodic in $t$ ;
(V2) $V(q, t)<0$ and $V(q,t),$ $V_{q}(q, t)arrow 0$ as $|q|arrow\infty$ ;




Bahri and Rabinowitz [BR] introduced a minimax method and obtained the existence of
classical solutions (non-collision solutions) of (HS). See also [AC1, Grl]. But in case (SF)
does not hold, we cannot verify the Palais-Smale compactness condition for $I(q)$ and we
cannot apply minimax argument directly to $I(q)$ . However, using a suitable approxima-
tion argument, Bahri and Rabinowitz [BR] proved the existence of generalized T-periodic
solutions, that may enter the singularity $0$ (i.e., collision) under the conditions $(V1)-(V3)$
(without (SF)).
For the study of the existence of non-collision solutions in case of weak forces (i.e., the
case where (SF) does not hold), we refer to [$AC3,DGM,DG,C$ , ST]. In $[AC3,DGM,DG]$ ,
they found critical points of $I(q)$ , whose critical values are less than
$\inf$ $I(q)= \inf\{I(q);q\in H_{loc}^{1}(R, R^{N}),$ $q(t+T)=q(t)$ for all $t$ and
$q(t)\in\partial\Lambda$
$q(t)=0$ for some $t$ }.
In [ $C$ ,ST], they studied (HS) through minimization problems. They studied the behavior
of solutions near collisions (especially [ST] studied the Morse index) and they obtained
the existence of non-collision solutions.
This work is largely motivated by the works [BR,C,ST] and we study the existence
of non-collision solutions under the weak force condition through minimax problem. We
study the following class of weak force potentials; for $0<\alpha<2$ we assume the potential
$V(q, t)$ is of a form:
(W1) $V(q, t)=- \frac{1}{|q|^{\alpha}}+U(q,t)$ ;
where
(W2) $U(q,t)\in C^{2}((R^{N}\backslash \{0\})xR, R)$ is T-periodic in $t$ ;
(W3) $|q|^{\alpha}U(q,t),$ $|q|^{\alpha+1}U_{q}(q, t),$ $|q|^{\alpha+2}U_{qq}(q,t),$ $|q|^{\alpha}U_{t}(q, t)arrow 0$ as $|q|arrow 0$
uniformly in $t$ .
We remark (V1) and (V3) follow from $(W1)-(W3)$ . We also remark (SF) holds if $\alpha\geq 2$ .
Our main result is as follows:
Theorem 0.1. Assume $N\geq 3,$ $(Wl)-(W3),$ $(V2)$ an $d1<\alpha<2$ . Then $(HS)$ has at le$i\iota st$
one T-periodic (non-collision) $solu$ tion.
In case $0<\alpha\leq 1$ , we cannot show the existence of non-collision solution. However we
can estimate the number of collisions of the generalized T-periodic solutions due to Bahri
and Rabinowitz [BR]. More precisely, we get
Theorem 0.2. Assume $N\geq 3,$ $(Wl)-(W3),$ $(V2)$ an$d0<\alpha\leq 1$ . Then $(HS)h$as a
generalized T-periodic solu tion, which ]$l$ as at most on$e$ collisio$n$ , i.e., $wh$ich en $t$ers $tl_{1}e$
singularity $0$ at most one time in its $p$eriod $T$ .
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The existence of a non-collision solution of (HS) will be obtained as follows; first we
consider modffied functional:
$I_{\epsilon}(q)= \int_{0}^{T}[\frac{1}{2}|\dot{q}|^{2}-V(q,t)+\frac{\epsilon}{|q|^{4}}]dt$ for $\epsilon\in(0,1$ ]
and obtain critical points $q_{\epsilon}\in\Lambda$ of $I_{\epsilon}(q)$ . Second, we try to pass to the limit $\epsilonarrow 0$ . Here
we remark $I_{\epsilon}(q)$ satisfies the strong force condition (SF) for each $\epsilon.\in(0,1$ ].
The proof of Theorem 0.1 will be given in the following sections; in Section 1, we study
the modffied functional $I_{\epsilon}(q)$ . We apply the minimax method of Bahri and Rabinowitz
[BR] and get a critical point $q_{\epsilon}(t)$ of $I_{\epsilon}(q)$ for $\epsilon\in(0,1$]. Moreover we obtain the following
uniform bounds
$m\leq I_{\epsilon}(q_{\epsilon})\leq M$, (0.1)
$I_{\epsilon}’(q_{\epsilon})=0$ , (0.2)
index $I_{\epsilon}’’(q_{\epsilon})\leq N-2$ , (0.3)
for $\epsilon\in(0,1$ ]) where $m,$ $M>0$ are independent of $\epsilon$ . Here we denote by index $I_{\epsilon}’’(q_{\epsilon})$ , the
Morse index of $I_{\epsilon}’’(q_{\epsilon})$ .
From (0.1) and (0.2), we can deduce the uniform $H^{1}$ -bound for $(q_{\epsilon}(t))_{\epsilon\in(0,1]}$ . Thus we
may assume
$q_{\epsilon_{\mathfrak{n}}}arrow q_{\infty}$ weakly in $H^{1}$ and strongly in $L^{\infty}$ (0.4)
for some sequence $\epsilon_{n}arrow 0$ . However $q_{\infty}(t)$ may enter the singularity $0$ .
In Sections 2-4, we study the behavior of critical points $(q_{\epsilon_{n}})_{n=1}^{\infty}$ of $I_{\epsilon_{n}}(q)$ with prop-
erties (0.1), (0.2) and (0.4). We will establish the following estimate of the Morse index
Proposition 0.3. Let $(q_{n}(t))_{n=1}^{\infty}\subset\Lambda$ be a sequence of critical $po$in $ts$ of $I_{\epsilon_{\mathfrak{n}}}(q)$ satisfying
(i) $\epsilon_{n}arrow 0$ ;
(ii) there are $con$stants $0<m<M$ independen $t$ of $nsuch$ that
$I_{\epsilon_{n}}(q_{n})\in[m, M]$ for all $n$ ;
(iii) $I_{\epsilon_{n}}’(q_{n})=0$ ;
(iv) $q_{n}arrow q_{\infty}(t)$ weakly in $H^{1}$ and strongly in $L^{\infty}$ ;
and let $\nu$ be the number of times $q_{\infty}(t)$ enters the singularity $0$ ; that is,




$\lim_{narrow}\inf_{\infty}$ index $I_{\epsilon_{\mathfrak{n}}}^{l/}(q_{n})\geq(N-2)i(\alpha)\nu$ , (0.6)
where $i(\alpha)\in N$ is an integer defined by
$i( \alpha)=\max\{m\in N;m<\frac{2}{2-\alpha}\}$ . (0.7)
We remark that $i(\alpha)=1$ for $\alpha\in(0,1$ ] and $i(\alpha)\geq 2$ for $\alpha\in(1,2)$ . To prove the above
proposition, we use re-scaling argument, which is based on the scale-invariance of the
equation:
$\dot{q}+\frac{\alpha q}{|q|^{\alpha+2}}=0$ in $R$ , (0.8)
that is, (0.8) is invariant by the scale changes:
$q(\cdot)arrow\delta^{-1}q(\delta^{(\alpha+2)/2}\cdot)$ .
In Section 5, we combine results obtained in Sections 1-4 and give proofs of our
theorems 0.1 and 0.2.
1. Modified functional and minimax procedure
In this section, we study the following functional
$I_{\epsilon}(q)= \int_{0}^{T}[\frac{1}{2}|q|^{2}-V(q, t)+\frac{\epsilon}{|q|^{4}}]dt$ for $\epsilon\in(0,1$]. (1.1)
Here we assume only (V2), (V3) and
(V1’) V $(q, t)\in C^{2}((R^{N}\backslash \{0\})xR, R)$ is T-periodic in $t$ .
We need the following notations; let $E=H_{T^{1}}(R, R^{N})$ denote the space of T-periodic
functions on $R$ with values in $R^{N}$ under the norm:
$||q||_{E}=( \int_{0}^{T}|\dot{q}|^{2}dt+[q]^{2})^{1/2}$ ,
where $[q]= \frac{1}{T}\int_{0}^{T}q(t)dt$ . We remark that
$\Lambda=$ { $q\in E;q(t)\neq 0$ for all $t$ }




There is a one-to-one correspondence between critical points of $I_{\epsilon}(q)$ and classical T-
periodic solutions of the following equation:
$q+V_{q}(q, t)+ \frac{4\epsilon q}{|q|^{6}}=0$ ,
$q(t+T)=q(t)$ , in $R$ , (1.2)
$q(t)\neq 0$ .
We remark the potential $V(q, t)- \frac{\epsilon}{|q|^{4}}$ satisfies the strong force condition (SF) with
$W(q)= \frac{\sqrt{\epsilon}}{|q|}$ .
First we state some properties of $I_{\epsilon}(q)$ .
Lemma 1.1. Assume $(Vl),$ $(V2)$ an$d(V3)$ .
(i) For any $M>0$ , there exist constants $C_{i}(M)>0(i=1,2)$ independen $t$ of $\epsilon\in(0,1$]
such that
$||\dot{q}||_{L^{2}},$ $\int_{0}^{T}-V(q, t)dt,$ $\int_{0}^{T}\frac{\epsilon}{|q|^{4}}dt\leq C_{1}(M)$ , (1.3)
$\min|q(t)|\geq C_{2}(M)\epsilon^{1/2}$ (1.4)
$t\in[0,T]$
for all $q\in\Lambda$ and $\epsilon\in(0,1$ ] with $I_{\epsilon}(q)\leq M$ .
(ii) For any $M>m>0$ , there exists a $con$stant $C_{3}(m, M)>0$ independent of $\epsilon\in(0,1$ ]
such that
$||q||_{E}\leq C_{3}(m, M)$ (15)
for all $q\in\Lambda$ and $\epsilon\in(0,1$ ] with $I_{\epsilon}(q)\in[m, M]$ and $||I_{\epsilon}’(q)||_{E}\cdot\leq m/\sqrt{2M}$ .
(iii) For any $\epsilon\in(0,1$ ], $I_{\epsilon}(q)$ satisfies the $con$dition $(PS^{+})$ on $\Lambda$ :
$(PS^{+})$ : for any $s>0$ , if $(q_{n})\subset\Lambda,$ $I_{\epsilon}(q_{n})arrow s$ and $I_{\epsilon}’(q_{n})arrow 0$ , then $q_{n}$ possesses a
subsequence $con$verging to some $q\in\Lambda$ in $E$ .
Proof. (i) By (V2) and (V3), it follows from $I_{\epsilon}(q)\leq M$ that
$||\dot{q}||_{L^{2}}\leq\sqrt{2M}$, (1.6)








By (V3), we can find a constant $c(M)>0$ with the following property; for any $q\in\Lambda$ with
(1.7) t.here is a $t_{0}=t_{0}(q)\in[0, T]$ such that
$|q(t_{0})|\geq c(M)$ .
We set $s=t_{0}$ in (1.9), then we get for all $t\in[0, T]$
$\frac{1}{|q(t)|}\leq\frac{\sqrt{2}M}{\sqrt{\epsilon}}+\frac{1}{c(M)}\leq\frac{1}{\sqrt{\epsilon}}(\sqrt{2}M+\frac{1}{c(M)})$ .
Thus
$|q(t)| \geq(\sqrt{2}M+\frac{1}{c(M)})^{-1}\epsilon^{1/2}\equiv C_{2}(M)\epsilon^{1/2}$ .
Hence we get (1.4).
(ii) By (1.6), it suffices to prove $||q||_{L^{\infty}}\leq C_{3}(m, M)$ . We have for $q\in\Lambda$ with 11 $I_{\epsilon}’(q)||_{E}\cdot\leq$

















$\Phi(R)arrow 0$ as $Rarrow\infty$ . (1.11)
Now we assume $I_{\epsilon}(q)\in[m, M]$ , then we have from (1.10) that
$\frac{1}{2}m\leq T\Phi([q]-\sqrt{2TM})$ .
By (1.11), we can see there is a constant $C_{3}(m, M)>0$ independent of $\epsilon\in(0,1$] such that
$|[q]|\leq C_{3}(m, M)$ ,
$i.e.$ ,
$||q||_{L\infty}\leq C_{3}(m, M)$ .
Thus we get (1.5).
(iii) Assume $(q_{n})\subset\Lambda$ satisfies $I_{\epsilon}(q_{n})arrow s>0$ and $I_{\epsilon}’(q_{n})arrow 0$ in $E^{*}$ . From $(1.4)-(1.6)$ , we
can extract a subsequence –we denote it still by $q_{n}-$ such that
$q_{n}arrow q\in\Lambda$ weakly in $E$ and strongly in $L^{\infty}$ .
Thus the form of $I_{\epsilon}’(q)$ shows $q_{n}arrow q$ strongly in E. 1
Next we apply minimax method, which is essentially due to Bahri and Rabinowitz
[BR], to $I_{\epsilon}(q)$ for each $\epsilon\in(0,1$ ]. Consider the family of mappings $C(S^{N-2}, \Lambda)$ . Identifying
$[0, T]/\{0, T\}\simeq S^{1}$ , we can associate $each\gamma\in C(S^{N-2}, \Lambda)$ with a mapping $\sim\gamma:S^{N-2}\cross S^{1}arrow$
$S^{N-1}$ by
$\sim\gamma(x,t)=\frac{\gamma(x)(t)}{|\gamma(x)(t)|}$ for $x\in S^{N-2}$ and $t\in S^{1}\simeq[0,T]/\{0, T\}$ .
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We denote the Brouwer degree of $\sim\gamma$ by $\deg\gamma\sim$ . We define
$\Gamma^{*}=\{\gamma\in C(S-2A);\deg\gamma\sim\neq 0\}$ . (112)
We can see $\Gamma^{*}\neq\emptyset$ as in [BR, Lemma 1.2].
We define minimax values of $I_{\epsilon}(q)$ as follows:
$b_{\epsilon}=. \inf_{\gamma\in\Gamma x}\max_{\in S^{N\underline{2}}}I_{\epsilon}(\gamma(x))$ for $\epsilon\in(0,1$], (1.13)
$b_{0}= \inf_{\gamma\in x}\max_{\in S^{N\underline{2}}}I(\gamma(x))$ . (1.14)
Since $I(q)\leq I_{\epsilon}(q)\leq I_{1}(q)$ for all $q\in\Lambda$ and $\epsilon\in(0,1$], we have
$b_{0}\leq b_{\epsilon}\leq b_{1}$ for $\epsilon\in(0,1$]. (1.15)
We argue as in [BR, Proposition 1.4], we get
Proposition 1.2. $b_{0}>0$ . El
Thus we have
Proposition 1.3. For $\epsilon\in(0,1$ ], th$ere$ is a critic$aJpo$in $tq_{\epsilon}(t)\in\Lambda$ of $I_{\epsilon}(q)$ such that
(i) $I_{\epsilon}(q_{\epsilon})=b_{\epsilon}$ , (1.16)
(ii) $I_{\epsilon}’(q_{\epsilon})=0$ , (1.17)
(iii) index $I_{\epsilon}’’(q_{\epsilon})\leq N-2$ , (1.18)
where index $I_{\epsilon}’’(q_{\epsilon})$ is the Morse index of $I_{\epsilon}’’(q_{\epsilon})$ .
Moreo$ver$ there are constan$tsM>m>0$ such that
$m\leq b_{\epsilon}=I_{\epsilon}(q_{\epsilon})\leq M$ for $\epsilon\in(0,1$]. (119)
Proof. (1.19) follows from (1.15) and Proposition 1.2. Since $I_{\epsilon}(q)$ satisfies the strong
force condition (SF) for $\epsilon\in(0,1$ ], we have the following (Deformation Theorem”:
Proposition 1.4 ([BR, Proposition 1.17]). Suppose $\epsilon\in(0,1$ ] an $d$ assume $s>0$ is not a
critical $valueofI_{\epsilon}(q)$ . Then for each $\overline{a}>0$ there is an $a\in(O, \overline{a})$ and $\eta\in C([0,1]\cross\Lambda, \Lambda)$
such that
1o $\eta(1, q)=q$ if $I_{\epsilon}(q)\not\in(s-\overline{a}, s+\overline{a})_{f}$
$2^{o}I_{\epsilon}(\eta(\tau, q))\leq I_{\epsilon}(q)$ for $\tau\in[0,1]$ ,
3’ $\eta(1, [I_{\epsilon}\leq s+a])\subset[I_{\epsilon}\leq s-a]$ , where $[I_{\epsilon}\leq\sigma]=\{q\in\Lambda;I_{\epsilon}(q)\leq\sigma\}$ . I
By Proposition 1.2 and (1.15), we can see
$b_{\epsilon}\geq b_{0}>0$ for all $\epsilon\in(0,1$ ].
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Using the property $3^{o}$ of Proposition 1.4 in a standard way (c.f. [R]), we can see $b_{\epsilon}>0$ is
a critical value of $I_{\epsilon}(q)$ .
As to the property (1.18), we can obtain it in a similar way to the proof of Theorem A
of Tanaka [T]. $h[T]$ , we studied properties of Morse indices of critical values related to the
symmetric mountain pass theorem and we got $(1.16)-(1.18)$ for the symmetric mountain
pass theorem. See also [BL,Sc,V,LS]. I
The above proposition ensures the existence of approximate solutions $q_{\epsilon}(t)\in$ A to-
gether with uniform estimates (1.17) and (1.18). We will get a solution of the original
problem (HS) as a limit of $q_{\epsilon}(t)$ as $\epsilonarrow 0$ .
To do so, we study the behavior of critical points of $I_{\epsilon}(q)$ whose critical values and





$\backslash indexI_{\epsilon_{n}}’’(q_{n})\leq N-2$ .
The following proposition, which is due to Bahri and Rabinowitz [BR], ensures the exis-
tence of convergent subsequence of $(q_{n}(t))$ and it shows the limit of the subsequence is a
generalized solution of (HS).
Proposition 1.5 (c.f. [BR, Theorem 3.24]). Let $(\epsilon_{n})_{n=1}^{\infty}\subset(0,1$ ] be a sequence $such$ that
$\epsilon_{n}arrow 0$ . Suppose $(q_{n}(t))_{n=1}^{\infty}\subset\Lambda$ is a sequence of critical points of $I_{\epsilon_{n}}(q)such$ that
$I_{\epsilon_{n}}’(q_{n})=0$ , (1.20)
$I_{\epsilon_{n}}(q_{n})\in[m, M]$ for all $n$ , (1.21)
where $0<m<M$ are constants independent of $n$ .
Then there is a $su$ bsequence – still denoted by $n$ –and $q_{\infty}(t)\in E$ such that
(i) $q_{n}(t)con$verges to $q_{\infty}(t)$ weakJy in $E$ and strongly in $L^{\infty}$ ;
(ii) $\int_{0}^{T}-V(q_{\infty}, t)dt<\infty$ ;
(iii) $q_{\infty}(t)$ vanishes on a set $D$ , of measure $0$ ;
(iv) $q_{\infty}(t)\in C^{2}(R\backslash D, R)$ ;
(v) $q_{\infty}(t)$ satisfies $(HS)$ on $R\backslash D$ .
Remark 1.6. (i) $(q_{\epsilon}(t))_{\epsilon\in(0,1]}$ given in Proposition 1.3 satisfies the assumptions of the
above proposition.
(ii) $q_{\infty}(t)$ is a generalized T-periodic solution of (HS) in the sense of [BR].
9
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Proof of Proposition 1.5. By Lemma 1.1, we get
$||q_{n}||_{E}$ , $\int_{0}^{T}-V(q_{n}, t)dt\leq C_{6}$ (1.22)
where $C_{6}>0$ is independent of $n$ .
Thus we get (i). By (1.22) and Fatou’s lemma, we get (ii). We have (iii) easily from (ii).
Since $q_{n}(t)$ satisfies (1.2) with $\epsilon=\epsilon_{n}$ and $q_{n}(t)arrow q_{\infty}(t)$ in $L^{\infty}$ , we can deduce (iv) and
(v).
If $D=\emptyset$ in the above proposition, the limit function $q_{\infty}(t)$ is a classical solution (non-
collision solution) of the original problem (HS). In the following sections, we will show that
for the sequence $(q_{\epsilon}(t))_{\epsilon\in(0,1]}$ given in Proposition 1.3
(i) if $V(q, t)$ satisfies $(W1)-(W3)$ with $\alpha\in(1,2)$ in addition to $(V1)-(V3)$ , then $D=\emptyset$ ;
(ii) if $V(q, t)$ satisfies $(W1)-(W3)$ with $\alpha\in(0,1$] in addition to $(V1)-(V3)$ , then $D\cap(O, T$]
consists of at most one point, that is, $q_{\infty}(t)$ enters the singularity $0$ at most one time
in period $T$ .
To get the above properties $(i)-(ii)$ , the uniform estimate of Morse indices (1.18) plays an
important role. We remark that in Proposition 1.5, we used only the uniform bound of
critical values.
Lastly in this section, we assume $(W1)-(W3)$ in addition to $(V1)-(V3)$ and get some
a priori estimate, which will be used in the following sections.
Proposition 1.7. Assume $(Wl)-(W3)$ an$d(V2)$ . For an$y0<m<M$ , there are constan $ts$
$C_{7}(m, M),$ $C_{8}(m, M)>0$ independent of $\epsilon\in(0,1$ ] such that for all $q\in\Lambda$ and $\epsilon\in(0,1$ ]
with $I_{\epsilon}(q)\in[m, M]$ and $I_{\epsilon}’(q)=0$
(i) $||q||_{E},$ $\int_{0}^{T}\frac{1}{|q|^{\alpha}}dt,$ $\int_{0}^{T}\frac{\epsilon}{|q|^{4}}dt\leq C_{7}(m, M)$ ,
(ii) $| \frac{1}{2}|\dot{q}(t)|^{2}-\frac{1}{|q|^{\alpha}}+U(q,t)-\frac{\epsilon}{|q|^{4}}|\leq C_{8}(m, M)$ for all $t\in R$ (1.23)
Proof. We can get the assertion (i) from $(W1)-(W3)$ and (i), (ii) of Lemma 1.1. To
obtain (ii), we set
$E(t) \equiv\frac{1}{2}|\dot{q}(t)|^{2}-\frac{1}{|q|^{\alpha}}+U(q,t)-\frac{\epsilon}{|q|^{4}}$.
By (i), we get
$\int_{0}^{T}|E(t)|dt\leq\frac{1}{2}\int_{0}^{T}|\dot{q}|^{2}dt+\int_{0}^{T}-V(q,t)dt+\int_{0}^{T}\frac{\epsilon}{|q|^{4}}dt$
(1.24)
$\leq C_{7}’(m, M)$ .
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Since $q(t)\in\Lambda$ is a solution of (1.2),
$\frac{d}{dt}E(t)=U_{l}(q,t)$ .
Thus by (W3)
$\int_{0}^{T}|\frac{d}{dt}E(t)|dt\leq\int_{0}^{T}|U_{t}(q,t)|dt\leq C\int_{0}^{T}\frac{1}{|q(t)|^{\alpha}}dt\leq C_{7}’’(m, M)$. (1.25)
Combining (1.24) and (1.25), we get
$||E(t)||\iota\infty\leq C_{8}(m, M)$ .
Therefore we obtain (ii). I
2. Asymptotic behavior of $q_{n}(t)$ near colhision
In what follows, we assume (V2) and $(W1)-(W3)$ . Suppose $(q_{n}(t))\subset\Lambda$ be a sequence of
critical points of $I_{\epsilon_{n}}(q)$ satisfying
$\epsilon_{n}arrow 0$ , (2.1)
$I_{\epsilon_{n}}(q_{n})\in[m, M]$ , (2.2)
$I_{\epsilon_{n}}’(q_{n})=0$ , (2.3)
$q_{n}(t)arrow q_{\infty}(t)$ weakly in $E$ and strongly in $L^{\infty}$ , (2.4)
where $0<m<M$ are constants independent of $n$ . By Proposition 1.5, a suitable subse-
quence of critical points $(q_{\epsilon}(t))_{\epsilon\in(0,1]}\subset\Lambda$ , which is obtained in Proposition 1.3, satisfies
the conditions $(2.1)-(2.4)$ .
The main purpose of the following 3 sections is to prove Proposition 0.3, that is, to
estimate the Morse index of $I_{\epsilon_{n}}’’(q_{n})$ from below by the number of collisions $\nu$ :
$\nu\equiv\# D=\#\{t\in(o, \eta_{;}q_{\infty}(t)=0\}$ .
We can obtain Theorems 0.1 and 0.2 from Proposition 0.3 and (1.18). First we study the
asymptotic behavior of $q_{n}(t)$ near collisions. Suppose $i_{\infty}\in(0, T$] satisfies
$q_{\infty}(t_{\infty})=0$ .
We may assume $t_{\infty}\in(0, T)$ without loss of generality. Extracting a subsequence –still
denoted by $n-$, we can choose $t_{n}\in(0,T$] such that
11
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1o 1 $q_{n}(t_{n})|$ takes its local minimum at $t=t_{n}$ , (2.5)
$2^{o}t_{n}arrow t_{\infty}$ as $narrow\infty$ , (2.6)
$3^{o}|q_{n}(t_{n})|arrow 0$ as $narrow\infty$ . (2.7)
In fact, by (iii) of Proposition 1.5, we can find a sequence $a_{n},$ $b_{n}\in(0, T)$ such that
$t_{\infty}- \frac{1}{n}<a_{n}<t_{\infty}<b_{n}<t_{\infty}+\frac{1}{n}$,
(2.8)
$q_{\infty}(a_{n})>0$ , $q_{\infty}(b_{n})>0$ .
Thus we can find a sequence of integers $m(1)<m(2)<\cdots$ such that
$|q_{m(n)}(t_{\infty})| \leq\frac{1}{2}\min\{|q_{m(n)}(a_{n})|, |q_{m(n)}(b_{n})|\}$ . (2.9)
Suppose 1 $q_{m(n)}(t_{m(n)})|= \min_{[a_{n},b_{n}]}|q_{m(n)}(t)|$ for $t_{m(n)}\in[a_{n}, b_{n}]$ . By (2.9), $t_{m(n)}\in$
$(a_{n}, b_{n})$ . Thus 1 $q_{m(n)}(t)|$ takes its local minimum at $t=t_{m(n)}$ . Moreover we have
$t_{m(n)}arrow t_{\infty}$ by (2.8) and 1 $q_{m(n)}(t_{m(n)})|\leq|q_{m(n)}(t_{\infty})|arrow 0$ . Therefore we get $(2.5)-(2.7)$
for the subsequence $m(n)$ .
By Proposition 1.7, $q_{n}(t)$ satisfies
$q_{n}+ \frac{\alpha q_{n}}{|q_{n}|^{\alpha+2}}-U_{q}(q_{n},t)+\frac{4\epsilon_{n}q_{n}}{|q_{n}|^{6}}=0$ , (2.10)
$q_{n}(t+T)=q_{n}(t)$ , in R) (2.11)
$| \frac{1}{2}|\dot{q}_{n}(t)|^{2}-\frac{1}{|q_{n}|^{\alpha}}+U(q_{n},t)-\frac{\epsilon}{|q_{n}|^{4}}|\leq C_{7}(m, M)$ . (2.12)
We set
$\delta_{n}=|q_{n}(t_{n})|>0$ (2.13)
and define $x_{n}$ : $Rarrow R^{N}\backslash \{0\}$ by
$x_{n}(s)=\delta_{n}^{-1}q_{n}(\delta_{n}^{(\alpha+2)/2}s+t_{n})$ for $s\in R$ . (2.14)
We consider the asymptotic behavior of $x_{n}(s)$ as $narrow\infty$ . From the definition of $x_{n}(s)$ and
$(2.5)-(2.7),$ $(2.10)-(2.13)$ , we can easily see
Lemma 2.1. $x_{n}(s)$ and $\delta_{n}>0$ satisfies
(i) $\delta_{n}arrow 0$ , (2.15)
(ii) $x_{n}(s)t$akes its $locaIm$inimum at $s=0$ ,
(iii) $|x_{n}(0)|=1,$ $x_{n}(0)\perp x_{n}(0)$ , (2.16)
(iv) $\ddot{x}_{n}(s)+\frac{\alpha x_{n}}{|x_{n}|^{\alpha+2}}-\delta_{n}^{\alpha+1}U_{q}(\delta_{n}x_{n}, \delta_{n}^{(\alpha+2)/2}s+t_{n})+\frac{4\epsilon_{n}}{\delta_{n}^{4-\alpha}}\frac{x_{n}}{|x_{n}|^{6}}=0$ in $R$ (2.17)
(v) $| \frac{1}{2}|\dot{x}_{n}(s)|^{2}-\frac{1}{|x_{n}|^{\alpha}}+\delta_{n}^{\alpha}U(\delta_{n}x_{n}, \delta_{n}^{(\alpha+2)/2}s+t_{n})-\frac{\epsilon_{n}}{\delta_{n}^{4-\alpha}}\frac{1}{|x_{n}|^{4}}|\leq C_{8}(m, M)\delta_{n}^{\alpha}$
for all $s\in R$ and $n\in N$ . (2.18)
I





Proof. Since 1 $x_{n}(s)|^{2}$ takes its local minimum at $s=0$ , we have
$0 \leq\frac{1}{2}\frac{d^{2}}{ds^{2}}|_{s=0}|x_{n}(s)|^{2}=(\ddot{x}_{n}(0), x_{n}(0))+|\dot{x}_{n}(0)|^{2}$ .
Using $(2.16)-(2.18)$ , we get
$0 \leq(2-\alpha)-\frac{2\epsilon_{n}}{\delta_{n}^{4-\alpha}}-\delta_{n}^{\alpha+1}(x_{n}(0), U_{q}(\delta_{n}x_{n}(0),t_{n}))$
$-2\delta_{n}^{\alpha}U(\delta_{n}x_{n}(0),t_{n})+2C_{8}(m, M)\delta_{n}^{\alpha}$ .
By the assumption (W3), we can see
$\lim_{narrow}\sup_{\infty}\frac{\epsilon_{n}}{\delta_{n}^{4-\alpha}}\leq\frac{2-\alpha}{2}$. I
By Lemma 2.2, we can extract a subsequence –we still denote it by $n$ –such that
$\frac{\epsilon_{n}}{\delta_{n}^{4-\alpha}}arrow d\in[0, \frac{2-\alpha}{2}]$ as $narrow\infty$ .
Then we can deduce the following from (2.18).
as $narrow\infty$ . (2.19)
We extract a subsequence again –still denoted by $n$ –and by (2.16) we may assume
(2.20)
(2.21)
where $e_{1},$ $e_{2},$ $\cdots,$ $e_{N}$ are an orthonormal basis of $R^{N}$ .
By the continuous dependence of solutions on initial data and equation, we have
Proposition 2.3. For any $l>0,$ $x_{n}(s)$ converges to a function $y_{\alpha,d}(s)$ in $C^{2}([-\ell,l], R^{N})$ ,
where $y_{\alpha,d}(s)$ is a solution of





Proof. By (W3), we have for any $R>1$
$\delta_{n}^{\alpha+1}U_{q}(\delta_{n}x, \delta_{n}^{(\alpha+2)/2}s+t_{n})arrow 0$
in $C^{1}(\{x\in R^{N};1/R\leq|x|\leq R\}xR, R^{N})$ as $narrow\infty$ . On the other hand, $(2.22)-(2.24)$
has a global solution $y_{\alpha,d}(s)$ satisfying
1 $y_{\alpha,d}(s)|\geq 1$ for all $s\in R$ (2.25)
for $0<\alpha<2$ and $d \in[0, \frac{2-\alpha}{2}]$ . (The proof of (2.25) will be given in Lemma 4.2.) Therefore
we can see
$x_{n}(s)arrow y_{\alpha,d}(s)$ in $C^{2}([-l, \ell], R^{N})$
for any $l>0$ . :
Using Proposition 2.3, we will estimate the Morse index of $I_{\epsilon_{n}}^{JJ}(q_{n})$ for large $n$ in the
following sections.
3. Morse index of $I_{\epsilon}’’(q)$ and the limit problem
For arbitrary given $P>0$ , we define linear operator $T_{n}$ : $H_{0}^{1}(-l, l;R)arrow H_{0}^{1}(0,T;R)$ by
$(T_{n}\varphi)(t)=\delta_{n}\varphi(\delta_{n}^{-(\alpha+2)/2}(t-t_{n}))$ (3.1)
for $n\in N$ and $\varphi\in H_{0}^{1}(-\ell, \ell;R)$ . Remark that $T_{n}$ is well-defined for large $n$ .
Extending $(T_{n}\varphi)(t)$ periodically, we regard it as a T-periodic function on $R$ .
We have for $j=3,$ $\cdots$ , $N$
$\delta_{n}^{-(2-\alpha)/2}I_{\epsilon_{\mathfrak{n}}}’’(q_{n})((T_{n}\varphi)e_{j}, (T_{n}\varphi)e_{j})$
$= \delta_{n}^{-(2-\alpha)/2}\int_{0}^{T}[|\frac{d}{dt}(T_{n}\varphi)|^{2}-\frac{\alpha|T_{n}\varphi|^{2}}{|q_{n}|^{\alpha+2}}+\frac{\alpha(\alpha+2)(q_{n},e_{i})^{2}|T_{n}\varphi|^{2}}{|q_{n}|^{\alpha+4}}$
$-U_{qq}(q_{n}, t)((T_{n} \varphi)e_{j}, (T_{n}\varphi)e_{j})-\frac{4\epsilon_{n}|T_{n}\varphi|^{2}}{|q_{n}|^{6}}+\frac{24\epsilon_{n}(q_{n)}e_{i})^{2}|T_{n}\varphi|^{2}}{|q_{n}|^{8}}]dt$
$= \int_{-1}^{\ell}[|\dot{\varphi}(s)|^{2}-\frac{\alpha|\varphi|^{2}}{|x_{n}|^{\alpha+2}}+\frac{\alpha(\alpha+2)(x_{n},e_{i})^{2}|\varphi|^{2}}{|x_{n}|^{\alpha+4}}$










Here we used the fact:
$y_{\alpha,d}(s)\in span\{e_{1}, e_{2}\}$ for $s\in R$ .
We set
$J_{\alpha,d,\ell}( \varphi)=\int_{-1}^{\ell}[|\varphi(s)|^{2}-\frac{\alpha|\varphi|^{2}}{|y_{\alpha,d}|^{\alpha+2}}]ds$ : $H_{0}^{1}(-\ell, \ell;R)arrow R$
for $\alpha\in(0,2),$ $d\in[0, (2-\alpha)/2]$ and $l>0$ . Then we can see
$\lim_{narrow\infty}\delta_{n}^{-(2-\alpha)/2}I_{\epsilon_{n}}’’(q_{n})((T_{n}\varphi)e_{j}, (T_{n}\varphi)e_{j})\leq J_{\alpha,d,\ell}(\varphi)$ (3.3)
for all $\varphi\in H_{0}^{1}(-\ell, l;R)$ .
We define
$N( \alpha, d,l)=\max\{\dim H;H\subset H_{0}^{1}(-l, \ell;R)$ is a subspace such that
(3.4)
$J_{\alpha,d,1}(\varphi)<0$ for $\varphi\in H\backslash \{0\}\}$ .
Clearly
$N(\alpha, d, l)=the$ number of negative eigenvalues of the following
eigenvalue problem:
$- \ddot{u}-\frac{\alpha}{|y_{\alpha,d}(s)|^{\alpha+2}}u=\lambda u$ in $(-l, \ell)$ ,
(3.5)
$u(-l)=u(l)=0$ .
We remark that $N(\alpha, d, \ell)$ is a non-decreasing function of $l$ for each $\alpha$ and $d$ . Let $\varphi_{i}(s)\in$
$H_{0}^{1}(-\ell, \ell;R)(i=1,2, \cdots, N(\alpha, d,\ell))$ be eigenfunctions of the problem (3.5) with negative
eigenvalues, in particular, we have
$J_{\alpha,d,1}(\varphi)<0$ for $\varphi\in span\{\varphi_{i}(s);i=1, \cdots , N(\alpha, d, l)\}\backslash \{0\}$ . (3.6)
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We consider the set of functions:
$H(t_{\infty}, n)=span\{(T_{n}\varphi_{i})e_{j} ; 1\leq i\leq N(\alpha, d,\ell), 3\leq j\leq N\}\subset E$ . (3.7)
By (3.3) and (3.6), we can see for sufficiently large $n$ that
$I_{\epsilon_{\mathfrak{n}}}’’(q_{n})(h, h)<0$ for all $h\in H(t_{\infty}, n)\backslash \{0\}$ . (3.8)
We remark
$\dim H(t_{\infty}, n)=(N-2)N(\alpha, d, \ell)$ .
Finally we set
$i( \alpha)=\sup$ $\min$ $N(\alpha, d, l)$ . (3.9)
$1>0^{d\in[0,(2-\alpha)}/2]$
Choosing $\ell>0$ sufficiently large, we may assume
$\dim H(t_{\infty}, n)\geq(N-2)i(\alpha)$ . (3.10)
In Section 4, we will give a representation (0.7) of $i(\alpha)$ .
Proposition 3.1. Assume $(V2)$ and $(Wl)-(W3)$ an$d$ suppose $(q_{n}(t))_{n=1}^{\infty}\subset$ A satisfies
$(2.1)-(2.4)$ . Let $\nu$ be th $e$ number of $t$imes $q_{\infty}(t)$ enters th$esingul$arity $0$ :
$\nu=\#\{t\in(0, T];q_{\infty}(t)=0\}$ .
Then we have
$\lim_{narrow}\inf_{\infty}$ index $I_{\epsilon_{n}}’’(q_{n})\geq(N-2)i(\alpha)\nu$ . (3.11)
Proof. Suppose $\nu<\infty$ and
$\{t_{\infty,1}, t_{\infty,2}, \cdots, t_{\infty,\nu}\}=\{t\in(O, T];q_{\infty}(t)=0\}$ .
For any given subsequence $n_{m}arrow\infty$ , we can extract a subsequence –we still denote it
by $n_{m}-$ such that Proposition 2.3 holds for each $t_{\infty,k}$ for suitable orthonormal basis $e_{1}^{(k)}$ ,
$e_{2}^{(k)},$
$\cdots,$
$e_{N}^{(k)}$ and $d^{(k)} \in[0, \frac{2-\alpha}{2}]$ . Thus we can construct subspaces $\Pi(t_{\infty.k}, n_{m})\subset E$ for
each $t_{\infty,k}(k=1,2, \cdots, \nu)$ as in (3.7). From the construction, we have
$\dim H(t_{\infty,k}, n_{m})\geq(N-2)i(\alpha)$ for all $k$ .




for all $h(t)\in H(t_{\infty,k}, n_{m})$ and $m\geq m_{0}(\delta)$ . Thus we get
$H(t_{\infty},;, n_{m})\cap H(t_{\infty,J}, n_{m})=\{0\}$ $(i\neq j)$
for sufficiently large $n$ . Set
$H_{n_{m}}=H(t_{\infty,1}, n_{m})\oplus H(t_{\infty,2}, n_{m})\oplus\cdots\oplus H(t_{\infty,\nu}, n_{m})$ .
Choosing sufficiently large $P>0$ , we obtain from (3.8) and (3.10) that
$\dim H_{n_{m}}\geq(N-2)i(\alpha)\nu$,
$I_{\epsilon_{n}}’’(q_{n_{m}})(h, h)<0$ for $h\in H_{n_{m}}\backslash \{0\}$
for sufficiently large $m$ .
Therefore we get (3.11). In case $\nu=\infty$ , for any $k\in N$ we can see in a similar way that
$\lim_{narrow}\inf_{\infty}$ index $I_{\epsilon_{n}}’’(q_{n})\geq(N-2)i(\alpha)k$ .
Thus we conclude
$\lim_{narrow}\inf_{\infty}$ index $I_{\epsilon_{n}}’’(q_{n})=\infty$ . I
4. Representation of the number $i(\alpha)$ and proof of Proposition 0.3
The aim of this section is to give a representation (0.7) of the number $i(\alpha)$ , that is, to
prove
Proposition 4.1. Let $i(\alpha)\in N$ be the number defrned in $(3.4)-(3.9)$ . Then for any
$\alpha\in(0,2)$ the number $i(\alpha)$ can be represented as
$i( \alpha)=\max\{m\in N;m<\frac{2}{2-\alpha}\}$ .
We remark
$i(\alpha)=1$ for $0<\alpha\leq 1$ , (4.1)
$i(\alpha)\geq 2$ for $1<\alpha<2$ , (4.2)
$i(\alpha)arrow\infty$ as $\alphaarrow 2$ . (4.3)
First, we consider the solution $y_{\alpha,d}(s)$ of $(2.22)-(2.24)$ .
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Lemma 4.2. For any $0<\alpha<2,$ $d \in[0, \frac{2-\alpha}{2}]$ , the equation $(2.22)-(2.24)$ has a global
solution $y_{\alpha,d}(s)$ . Moreover, $y_{\alpha,d}(s)$ satisfies
$1\leq|y_{\alpha,d}(s)|\leq|y_{\alpha,0}(s)|$ (4.4)
for all $d \in[0, \frac{2-\alpha}{2}]$ and $s\in R$ .
Proof. First we remark that $y_{\alpha,d}(s)$ satisfies
$\frac{1}{2}|\dot{y}_{\alpha,d}(s)|^{2}-\frac{1}{|y_{\alpha,d}|^{\alpha}}-\frac{d}{|y_{\alpha,d}|^{4}}=0$ for $s\in R$ . (4.5)
We fix here $\alpha\in(0,2)$ and set $R_{d}(s)=|y_{\alpha,d}(s)|^{2}$ . Using (2.22) and (4.5), we get
$\ddot{R}_{d}=2(\ddot{y}_{\alpha,d}, y_{\alpha,d})+2|\dot{y}_{\alpha,d}|^{2}$
$=2(2- \alpha)\frac{1}{R_{d}^{\alpha/2}}-4d\frac{1}{R_{d}^{2}}$ , (4.6)
$R_{d}(0)=1$ , (4.7)
$\dot{R}_{d}(0)=0$ . (4.8)
We can easily see from $(4.6)-(4.8)$ that $R_{(2-\alpha)/2}(s)\equiv 1$ and for $d \in[0, \frac{2-\alpha}{2}$ )
$\dot{R}_{d}(0)=2(2-\alpha)-4d>0$
and
$\ddot{R}_{d}(s)\geq 2(2-\alpha)(\frac{1}{R_{d}^{\alpha/2}}-\frac{1}{R_{d}^{2}})>0$ if $R_{d}(s)>1$ .
Thus we get for $d \in[0, \frac{2-\alpha}{2}$)
$R_{d}(s)>1$ for all $s\neq 0$ ,
(4.9)
$s\dot{R}_{d}(s)>0$ for all $s\neq 0$ .
Next we fix $d \in(O, \frac{2-\alpha}{2})$ and prove $R_{d}(s)<R_{0}(s)$ for all $s.$ Since $\ddot{R}_{d}(0)=2(2-\alpha)-4d<$
$2(2-\alpha)=R_{0}(0)$ for $d \in(O, \frac{2-\alpha}{2})$ , we have
$R_{d}(s)<R_{0}(s)$ for sufficiently small $s>0$ .
Suppose there is an $s_{1}>0$ such that $R_{d}(s_{1})=R_{0}(s_{1})$ . Then there is an $s_{0}>0$ such that





Since $R_{d}(s)$ satisfies $(4.6)-(4.8)$ , we have
$\dot{R}_{d}(s)^{2}-4R_{d}^{(2-\alpha)/2}-\frac{4d}{R_{d}}=-4(1+d)$ .
Thus we get
$\dot{R}_{d}(s_{0})^{2}-\dot{R}_{0}(s_{0})^{2}=4d$( $\frac{1}{R_{d}(s_{0})}$ $1$ ) $<0$ .
By (4.9), we get $\dot{R}_{d}(s_{0})<\dot{R}_{0}(s_{0})$ . But this contradicts with (4.10). Therefore we have
$R_{d}(s)<R_{0}(s)$ for $s>0$ .
Similarly we get $R_{d}(s)<R_{0}(s)$ for $s<0$ . I
Corollary 4.3. For any $0<\alpha<2,$ $d \in[0, \frac{2-\alpha}{2}]$ and $l>0$ ,
$N(\alpha, 0,P)\leq N(\alpha, d,I)$ ,
$i.e.$ ,
$i( \alpha)=\sup_{\ell>0}N(\alpha, 0, \ell)$ . (4.11)
Proof. By (4.4), we have
$J_{\alpha,d,1}(\varphi)\leq J_{\alpha,0,1}(\varphi)$ for all $\varphi\in H_{0}^{1}(-l,\ell;R)$ .
Thus we get the desired result from the definition of $N(\alpha, d, l)$ and $i(\alpha)$ . I
By (4.11), from now on, we deal with only the case $d=0$ . The following lemma is a
consequence of Sturm Comparison Theorem.
Lemma 4.4. The number $i(\alpha)+1$ is $equal$ to the maximal number of zeros of nontrivial
solu tions $u(s)of$
$- \ddot{u}-\frac{\alpha}{|y_{\alpha 0}|(s)|^{\alpha+2}}u=0$ in R. (4.12)
That is,
$i( \alpha)+1=\max$ { $\#\{s\in R;u(s)=0\};u(s)$ is a non trivial $solu$ tion of (4.12)}.
Proof. Suppose $i(\alpha)=k$ and let $P>0$ be sufficiently large so that $N(\alpha, 0,\ell)=k$ . Then
k-th eigenvalue $\lambda_{k}$ of (3.5) is negative, that is, there is an eigenfunction $u_{k}(s)$ of




which has exactly $(k+1)$ zeros in $[-l, \ell]$ . Consider initial value problem (4.12) with initial
data $u(-\ell)=0$ and $u(-l)=1$ , then by Sturm Comparison Theorem, $u(s)$ has at least
$(k+1)$ zeros in $[-\ell, \ell]$ .
Conversely, suppose (4.12) has a nontrivial solution with $(k+1)$ zeros $t=t_{1}<t_{2}<$
. $..<t_{k+1}$ and consider the eigenvalue problem:
$- \ddot{u}-\frac{\alpha}{|y_{\alpha,0}(s)|^{\alpha+2}}u=\lambda u$ in $(t_{1}, t_{k+1})$ ,
$u(t_{1})=u(t_{k+1})=0$ .
Then we can see that the k-th eigenvalue $\lambda_{k}$ equals to $0$ . Choosing $l>0$ such that
$[t_{1},t_{k+1}]\subset(-\ell,l)$ , we have $N(\alpha, 0,P)\geq k$ . I
Therefore we will consider the number of zeros of nontrivial solutions $u(s)$ of (4.12).
We write $y:^{(\alpha)}(s)=(y_{\alpha,0}(s), e;)$ : $Rarrow R(i=1,2)$ . Then $\{y_{1}^{(\alpha)}, y_{2}^{(\alpha)}\}$ are linearly
independent solutions of (4.12). Thus any solution $u(s)$ of (4.12) can be represented by
their linear combinations. That is, we can write
$u(s)=\sin\beta y_{1}^{(\alpha)}(s)+\cos\beta y_{2}^{(\alpha)}(s)$ $(\beta\in R)$
up to multiplicative constants. Using polar coordinate $(r_{\alpha}, \theta_{\alpha})$ , we write
$(y_{1}^{(\alpha)}(s), y_{2}^{(\alpha)}(s))=(r_{\alpha}(s)\cos\theta_{\alpha}(s), r_{\alpha}(s)\sin\theta_{\alpha}(s))$ (4.13)
where $r_{\alpha}(s)>0$ and $\theta_{\alpha}(s)\in R$ with $\theta_{\alpha}(0)=0$ . Then any solution $u(s)$ of (4.12) can be
written (up to multiplicative constants) as
$u(s)=r_{\alpha}(s)\sin(\theta_{\alpha}(s)+\beta)$ $(\beta\in R)$ . (4.14)
From (4.14), we can easily see
Lemma 4.5. The $m$aximal number of zeros of $n$ on $t_{l}\cdot ivial$ so1 $u$ tion $s$ of (4.12) is $equal$ to
the number
$\max\{m\in Z;m<\frac{\theta_{\alpha}^{+}-\theta_{\alpha}^{-}}{\pi}\}+1$ . (4.15)
Here $\theta_{\alpha}^{\pm}$ is defined by
$\theta_{\alpha}^{\pm}=\lim_{sarrow\pm\infty}\theta_{\alpha}(s)$.
I
Remark 4.6. The number (4.15) describes twice of the number of times the point
$(y_{1}^{(\alpha)}(s), y_{2}^{(\alpha)}(s))$ turns around the singularity $0$ while-oo $<s<\infty$ .
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Proof. For $u_{\beta}(s)=r_{\alpha}(s)\sin(\theta_{\alpha}(s)+\beta)$ , we can easily see
$u_{\beta}(s)=0$ if and only if $\theta_{\alpha}(s)+\beta=m\pi$ for some $m\in Z$ .
Thus we can see the maximal number of zeros of nontrivial solutions of (4.12) is equal to
the number (4.15), that is,
$\max\{\#\{s\in R;u_{\beta}(s)=0\};\beta\in(0,2\pi]\}=\max\{m\in Z;m<\frac{\theta_{\alpha}^{+}-\theta_{\alpha}^{-}}{\pi}\}+1$ . I
Proof of Proposition 4.1. Since $y(s)=y_{\alpha,0}(s)=(r_{\alpha}(s)\cos\theta_{\alpha}(s), r_{\alpha}(s)\sin\theta_{\alpha}(s))$ satis-
fies $(2.22)-(2.24)$ with $d=0$ , we have
$r_{\alpha}(s)^{2}\dot{\theta}_{\alpha}(s)=\sqrt{2}$ for all $s\in R$ (4.16)
(conservation of the angular momentum). Thus we can make a change of independent




and $\theta_{\alpha}^{\pm}$ can be characterized as
$\theta_{\alpha}^{\pm}=\pm\sup$ { $\theta>0;\rho_{\alpha}(\tau)$ exists and is positive for all $\tau\in[0,$ $\theta)$ . } (4.20)
By $(4.16)-(4.19)$ , we have
$(\rho_{\alpha})_{\theta}(\theta)^{2}+\rho_{\alpha}(\theta)^{2}-\rho_{\alpha}(\theta)^{\alpha}=0$ for all $\theta\in(\theta_{\alpha}^{-}, \theta_{\alpha}^{+})$ .
Since $(\rho_{\alpha})_{\theta}(\theta)<0$ for all $\theta>0$ (it follows from (4.9)), we have
$\frac{-(\rho_{\alpha})_{\theta}(\theta)}{\sqrt{p_{\alpha}(\theta)^{\alpha}-\rho(\theta)^{2}}}=1$ .
Integrating over $[0, \theta]$ , we get
$\int_{\alpha}^{1}(\theta)\frac{d\rho}{\sqrt{\rho^{\alpha}-\rho^{2}}}=\theta$ for all $\theta\in[0, \theta_{\alpha}^{+}$ ).
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By (4.20), we can see
$\theta_{\alpha}^{\pm}=\pm\int_{0}^{1}\frac{d\rho}{\sqrt{\rho^{\alpha}-\rho^{2}}}=\pm\frac{\pi}{2-\alpha}$ . (4.21)
Thus by Lemmas 4.4, 4.5 and (4.21), we obtain Proposition 4.1. I
Proof of Proposition 0.3. We can easily deduce Proposition 0.3 from Propositions 3.1
and 4.1. 1
5. $Pro$ofs of Theorems 0.1 and 0.2
Now we can deduce Theorems 0.1 and 0.2 from Propositions 1.3, 0.3 and $(4.1)-(4.2)$ .
Proof of Theorem 0.1. Let $(q_{\epsilon}(t))_{\epsilon\in(0,1]}$ be a sequence of critical points given in Proposi-
tion 1.3. By Proposition 1.5, we can extract a subsequence $\epsilon_{n}arrow\infty$ such that $q_{n}(t)=q_{\epsilon}.(t)$
satisfies the assumptions of Proposition 0.3. Since $i(\alpha)\geq 2$ for $\alpha\in(1,2)$ , we have from
Proposition 0.3
$\lim_{narrow}\inf_{\infty}$ index $I_{\epsilon_{n}}’’(q_{n})\geq 2(N-2)\nu$ .
Comparing with (1.18), we can see
$\nu=0$ .
That is, $q_{\infty}(t)$ does not enter the singularity $0$ and $q_{\infty}(t)$ is a non-collision T-periodic
solution of (HS). 1
Proof of Theorem 0.2. Proof of Theorem 0.2 can be done in a similar way to the proof
of Theoren 0.1. However, by (4.1), $i(\alpha)=1$ for $\alpha\in(0,1$ ]. Thus
$\lim_{narrow}\inf_{\infty}$ index $I_{\epsilon_{n}}’’(q_{n})\geq(N-2)\nu$.
Comparing with (1.18), we get
$\nu\leq 1$ .
This is the desired result. 1
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