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MULTIPLIER SEQUENCES FOR GENERALIZED LAGUERRE BASES
TAM ´AS FORG ´ACS AND ANDRZEJ PIOTROWSKI
ABSTRACT. In this paper we present a complete characterization of geometric and linear L(α)-multiplier se-
quences. In addition, we give a partial characterization of the generic L(α)-multiplier sequence, and pose some
open questions regarding polynomial type L(α)-multiplier sequences.
1. INTRODUCTION
Corresponding to any sequence of real numbers {γk}∞k=0 one can define a linear operator T on R[x] by
declaring T [xn] = γnxn for all n. If the linear operator T has the property that T [p] has only real zeros
whenever p has only real zeros, then {γk}∞k=0 is called a multiplier sequence. Examples of such sequences
were demonstrated in the late 1800’s by Jensen and Laguerre and, in the early 1900’s, all such sequences
were completely characterized by Po´lya and Schur.
THEOREM 1.1. (Po´lya-Schur [PS-14]) Let {γk}∞k=0 be a sequence of nonnegative real numbers. The fol-
lowing are equivalent.
(1) {γk}∞k=0 is a multiplier sequence
(2) For each n, the polynomial T [(1 + x)n] :=
n∑
k=0
(
n
k
)
γkx
k has only real zeros
(3) The series ϕ(z) =
∞∑
k=0
γk
k!
zk converges in the whole plane and either ϕ(z) or ϕ(−z) is of the form
ceσzzm
ω∏
k=1
(1 + wkz) where c ∈ R, σ ≥ 0, m is a nonnegative integer, 0 ≤ ω ≤ ∞, zk > 0, and
ω∑
k=1
wk <∞.
Similarly, corresponding to any sequence of real numbers {γk}∞k=0 one can define a linear operator TH
on R[x] by declaring TH [Hn(x)] = γnHn(x) for all n, where Hn(x) denotes the nth Hermite polynomial
Hn(x) = (−1)
nex
2
Dne−x
2
. If the linear operator TH has the property that TH [p] has only real zeros
whenever p has only real zeros, then {γk}∞k=0 is called an Hermite multiplier sequence. Examples of such
sequences were demonstrated in the mid 1900’s by Tura´n [T-50], and also in 2001 by Bleecker and Csordas
[BC-01]. In 2007, all such sequences were completely characterized by Piotrowski.
THEOREM 1.2. (Piotrowski, Theorem 152 in [P-07]) Let {γk}∞k=0 be a sequence of nonnegative real num-
bers. The following are equivalent.
(1) {γk}∞k=0 is a non-trivial Hermite multiplier sequence
(2) {γk}∞k=0 is an nondecreasing multiplier sequence
1
(3) The series ϕ(z) =
∞∑
k=0
γk
k!
zk converges in the whole plane and either ϕ(z) or ϕ(−z) is of the form
ceσzzm
ω∏
k=1
(
1 +
z
zk
)
where c ∈ R, σ ≥ 1, m is a nonnegative integer, 0 ≤ ω ≤ ∞, zk > 0, and
ω∑
k=1
1
zk
<∞.
In this paper we investigate a related problem, where we use the generalized Laguerre polynomials in
place of the Hermite polynomials. To any sequence of real numbers {γk}∞k=0, one can define a linear
operator TL on R[x] by declaring TL
[
L
(α)
n (x)
]
= γnL
(α)
n (x) for all n, where L(α)n (x) denotes the nth
Laguerre polynomial L(α)n (x) =
n∑
k=0
(
n+ α
n− k
)
(−x)k
k!
and α > −1. If the linear operator TL has the
property that TL[p] has only real zeros whenever p has only real zeros, then {γk}∞k=0 is called an L(α)-
multiplier sequence. We opted not use the terminology “Laguerre multiplier sequence,” as this phrase has
been used by other authors with a different meaning (See, for example, [CC-04]).
In a similar way, one can define Q-multiplier sequences, where Q = {qk}∞k=0 is any simple polynomial
set (i.e., deg(qk) = k for each k). Remarkably, every Q-multiplier sequence must be a (classical) multiplier
sequence, regardless of the choice of Q. In particular, the following result guarantees that every L(α)-
multiplier sequence must also be a multiplier sequence.
THEOREM 1.3. (Piotrowski, Theorem 158 in [P-07]) Let Q = {qk}∞k=0 be a simple set of polynomials. If
the sequence {γk}∞k=0 is a Q-multiplier sequence, then the sequence {γk}∞k=0 is a multiplier sequence.
In general, we will say that an operator T preserves reality of zeros if it has the property that T [p] has only
real zeros whenever p has only real zeros. Thus, a sequence is a multiplier sequence if its corresponding
operator preserves reality of zeros. Very recently, Borcea and Bra¨nde´n gave a complete characterization of
stability preserving operators. A special case of their result is a characterization of linear operators which
preserve reality of zeros.
THEOREM 1.4. (Borcea-Bra¨nde´n, Theorem 5 in [BB-09]) A linear operator T : R[x] → R[x] preserves
reality of zeros if and only if either
(1) T has range of dimension at most two and is of the form T [f ] = α(f)P + β(f)Q where α and β
are linear functionals on R[x] and P and Q are polynomials with only real interlacing zeros.
(2) T [exp(−xw)] =
∞∑
n=0
(−w)nT [xn]
n!
∈ A, or
(3) T [exp(xw)] =
∞∑
n=0
wnT [xn]
n!
∈ A,
where A denotes the set of entire functions in 2 variables that are limits, uniformly on compact subsets, of
polynomials in the set
A = {f ∈ R[x,w]
∣∣ f(x,w) 6= 0 whenever Im x > 0 and Im w > 0}.
With this characterization at hand, the crux of our problem is to find necessary and sufficient conditions
on a sequence of real numbers under which the corresponding operator TL satisfies one of the conditions
(1)-(3) above. This task is quite difficult for a generic sequence, and as such we have not yet arrived at a
complete characterization of L(α)-multiplier sequences.
Finally, we note that throughout the paper we adopt the following convention: to avoid trivialities, we
consider the identically zero function f ≡ 0 to have only real zeros, although this is clearly not the case.
2
2. TRIVIAL, GEOMETRIC, AND LINEAR SEQUENCES
It is well known that the generalized Laguerre polynomials form an orthogonal set over the positive real
axis with respect to the weight function xαe−x (recall that in this paper we are only considering α > −1).
Orthogonal polynomials have only simple real zeros. Furthermore, the zeros of consecutive polynomials
in the sequence are interlacing. As a consequence of this, it is easy to verify that any linear combination
aL
(α)
n (x) + bL
(α)
n+1(x) has only real zeros (one only needs to consider the sign of the individual terms and
count zeros with the aid of the Mean Value Theorem). We thus have the following fact:
PROPOSITION 2.1. Given γn, γn+1 ∈ R, any sequence of the form (0, 0, . . . , 0, 0, γn, γn+1, 0, 0, . . .) is an
L(α)-multiplier sequence.
We will call sequences of the above form trivial L(α)-multiplier sequences. Unless stated otherwise, in
what follows we only consider nontrivial L(α)-multiplier sequences.
2.1. Geometric L(α)-Multiplier Sequences. We now consider the geometric sequences {rk}∞k=0, r ∈ R.
These sequences are (classical) multiplier sequences for all nonzero r and are Hermite multiplier sequences
if and only if |r| ≥ 1. In contrast with these results, the only geometric sequence which is an L(α)-multiplier
sequence is the constant sequence {1}∞k=0.
PROPOSITION 2.2. The sequence {rk}∞k=0 is an L(α)-multiplier sequence if and only if r = 1.
Proof. Consider the polynomial p(x) = (x+ b)2 for b ∈ R. We can write p(x) as
p(x) = 2L
(α)
2 (x)− 2(α + 2 + b)L
(α)
1 (x) + (α+ b)
2 + 3α + 2b+ 2.
Applying the sequence {rk}∞k=0 and then expanding in terms of the standard basis we obtain the polynomial
p¯(x) = r2x2 + (2(α + 2 + b)r − (2α + 4)r2)x
+ 2 + α2 + 2b+ b2 + α(3 + 2b)− 2(2 + α+ b)(1 + α)r + r2(2 + 3α+ α2),
with discriminant
∆ = −4r2(r − 1)((2 + α)(1 − r) + 2b).
From this representation we immediately see that (i) if r = 1 the discriminant is equal to zero and (ii) large
positive values (if r > 1) or large negative values (if r < 1) of b result in a negative discriminant. This
establishes the claim. 
2.2. Linear L(α)-Multiplier Sequences. In [P-07] it is shown that for the simple Laguerre polynomials
(α = 0) the sequence {a + k}∞k=0 is not an L(0)-multiplier sequence for a > 1 and a < 0 but it is an
L(0)-multiplier sequence for a = 1 and a = 0. The question whether {a + k}∞k=0 is an L(0)-multiplier
sequence for 0 < a < 1 is left open. In this section we answer this question and completely characterize
linear L(α)-multiplier sequences.
LEMMA 2.3. {k + a}∞k=0 is not an L(α)-multiplier sequence for any α if a < 0.
Proof. The set
{
L
(α)
k (x)
}
∞
k=0
is a simple set of polynomials. Thus, by Theorem 1.3, any sequence of real
numbers {γk}∞k=0 that is an L(α)-multiplier sequence is a (classical) multiplier sequence. Since {a+ k}∞k=0
is not a (classical) multiplier sequence for a < 0 the result follows. 
LEMMA 2.4. {k + a}∞k=0 is not an L(α)-multiplier sequence if a > α+ 1.
Proof. We recall that the polynomials L(α)n (x) satisfy the following ordinary differential equation:
(1) nL(α)n (x) = (x− α− 1)L(α)
′
n (x)− xL
(α)′′
n (x).
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It follows that
(a+ k)L
(α)
k
(x) = aL
(α)
k
(x) + (x− α− 1)L
(α)′
k
(x)− xL
(α)′′
k
(x).
Thus the action of the sequence {a+ k}∞k=0 on a polynomial is represented by the operator
(2) T := a+ (x− α− 1)D − xD2.
Consider now the polynomial (x+ n)n, which clearly has only real zeros. We have
T [(x+ n)n] = a(x+ n)n + (x− α− 1)n(x+ n)n−1 − xn(n− 1)(x+ n)n−2
= (x+ n)n−2[a(x+ n)2 + (x− (α+ 1))n(x+ n)− x(n2 − n)]
= (x+ n)n−2[x2(a+ n) + x(2an− nα) + an2 − n2(α+ 1)].
Calculating the discriminant of the polynomial in the square brackets we get
∆(n) = n2[4a2 − 4aα+ α2 − 4(a+ n)(a− (α+ 1))]
= n2[α2 + 4a− 4n(a− (α+ 1))].
It follows that if a > (α + 1) then ∆(n) < 0 for n sufficiently large. Therefore T [(x + n)n] will have
non-real zeros for large enough n. This completes the proof. 
LEMMA 2.5. If 0 ≤ a ≤ α+1, then {k+a}∞k=0 is an L(α)-multiplier sequence. In particular, if 0 ≤ a ≤ 1,
then {k + a}∞k=0 is an L-multiplier sequence.
Proof. Consider the differential operator representation of the sequence at hand.
T = (x− α− 1)D − xD2 + a
By the result of Borcea and Bra¨nde´n (Theorem 1.4) this operator preserves reality of zeros provided the
polynomial
a+ (z − α− 1)(−w) − z(−w)2 = a− w(w + 1)z + w(α+ 1)
does not vanish whenever Im z > 0 and Im w > 0. Setting the above equation equal to zero and solving for
z we obtain
z =
w(α + 1) + a
w(w + 1)
= (α+ 1)
w + w0
w(w + 1)
,
(
w0 =
a
α+ 1
)
.
Suppose Im w > 0 and that 0 ≤ a ≤ α+ 1. Then w0 < 1, and we have
0 < arg(w) ≤ arg(w + w0) ≤ arg(w + 1) < π,
from which we obtain
−π < − arg(w + 1) ≤ arg(w + w0)− arg(w) − arg(w + 1) ≤ − arg(w) < 0.
Thus Im z < 0 whenever Im w > 0 and 0 ≤ a ≤ α+ 1. The proof is complete. 
Combining lemmas 2.3, 2.4, and 2.5 we obtain the following theorem.
THEOREM 2.6. {k + a}∞k=0 is an L(α)-multiplier sequence if and only if 0 ≤ a ≤ α+ 1.
3. THE SEQUENCE {k(k − 1)(k − 2) · · · (k − (n− 1))}∞k=0
The purpose of this section is to prove that the above sequence is an L(α)-multiplier sequence for α > −1
and n ≥ 1. To establish this fact we need several auxiliary results. We begin with the following lemma.
LEMMA 3.1. Let δ be the operator defined by δ := (x− (α+ 1))D − xD2. Then for k ≥ 0 we have
[δ,Dk] := δDk −Dkδ = −k(1−D)Dk.
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Proof. If k = 0 the result is trivial. Supposing the result holds for all integers up to k we calculate
[δ,Dk+1] = δDk+1 −Dk+1δ = (δDk)D −D(Dkδ)
= (δDk)D −D(δDk + k(1 −D)Dk)
= δDk+1 − (δD + (1−D)D)Dk − k(1 −D)Dk+1
= −(k + 1)(1 −D)Dk+1,
establishing the desired equality. 
PROPOSITION 3.2. Let δ be the operator defined by δ := (x− (α+1))D−xD2 and let L(α)n (x) be the nth
generalized Laguerre polynomial. If
(3) δ(δ − 1)(δ − 2) · · · (δ − (n− 1)) =
2n∑
k=n
2nqk,α(x)D
k
then
(4)
2n∑
k=n
2nqk,α(x)z
k = n!(−1)nznL(α)n (x− xz).
Proof. We proceed by induction on n. If n = 1 the left hand side of (3) is just (x − (α + 1))D − xD2
which, after replacing Dk by zk gives (x− (α+ 1))z − xz2 = −zL(α)1 (x− xz). Thus the statement of the
proposition holds in case n = 1. Next we calculate
δ(δ − 1)(δ − 2) · · · (δ − (n− 1)) =
2n∑
k=n
2nqk,α(x)D
k
=
(
2n−2∑
k=n
2n−2qk,α(x)D
k
)
(δ − (n− 1))
=
2n−2∑
k=n
2n−2qk,α(x)(x− (α+ 1))D
k+1 +
2n−2∑
k=n
2n−2qk,α(x)kD
k
−
2n−2∑
k=n
2n−2qk,α(x)kD
k+1 − x
2n−2∑
k=n
2n−2qk,α(x)D
k+2
− (n− 1)
2n−2∑
k=n
2n−2qk,α(x)D
k.
5
Going from the second to the third line in this calculation we made use of Lemma 3.1. Replacing Dk by zk
in this expression along with the inductive hypothesis gives
2n∑
k=n
2nqk,α(x)z
k = z(x− (α+ 1))(n − 1)!(−1)n−1zn−1L
(α)
n−1(x− xz)
+ (z − z2)Dz
[
(n− 1)!(−1)n−1zn−1L
(α)
n−1(x− xz)
]
− xz2(n− 1)!(−1)n−1zn−1L
(α)
n−1(x− xz)
− (n− 1)(n − 1)!(−1)n−1zn−1L
(α)
n−1(x− xz)
= (n− 1)!(−1)n−1zn−1
{
z(x− (α+ 1))L
(α)
n−1(x− xz)
+ (1− z)
[
(n− 1)L
(α)
n−1(x− xz)− zx
d
dw
[
L
(α)
n−1(w)
]
w=x−xz
]
− xz2L
(α)
n−1(x− xz)− (n− 1)L
(α)
n−1(x− xz)
}
= (n− 1)!(−1)n−1zn−1
{
−z(α+ n)L
(α)
n−1(x− xz)
+ z(x− xz)L
(α)
n−1(x− xz)− z(x− xz)
d
dw
[
L
(α)
n−1(w)
]
w=x−xz
}
.
Since the generalized Laguerre polynomials satisfy the relations
xDL(α)n (x) = nL
(α)
n (x)− (α+ n)L
(α)
n−1(x)(5)
DL(α)n (x) = DL
(α)
n−1(x)− L
(α)
n−1(x)(6)
(see for example Ch. 12 in [R-60]), it follows that
(n− 1)!(−1)n−1zn−1
{
−z(α+ n)L
(α)
n−1(x− xz)
+ z(x− xz)L
(α)
n−1(x− xz)− z(x− xz)
d
dw
[
L
(α)
n−1(w)
]
w=x−xz
}
= (n− 1)!(−1)n−1zn−1
{
−znL(α)n (x− xz)
+ z(x− xz)DL
(α)
n−1(x− xz)− z(x− xz)L
(α)
n−1(x− xz)
+ z(x− xz)L
(α)
n−1(x− xz)− z(x− xz)DL
(α)
n−1(x− xz)
}
= (n− 1)!(−1)n−1zn−1(−znL(α)n (x− xz))
= n!(−1)nznL(α)n (x− xz).
The proof of Proposition 3.2 is complete. 
THEOREM 3.3. The sequence {k(k − 1)(k − 2) · · · (k − (n− 1))}∞k=0 is an L(α)-multiplier sequence for
n ∈ N, n ≥ 1.
Proof. Let T be the linear operator defined by T [L(α)k (x)] = k(k − 1) · · · (k − n + 1)L(α)k (x). Then
T = δ(δ − 1)(δ − 2) · · · (δ − (n − 1)), where δ := (x− (α + 1))D − xD2 and D denotes differentiation
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with respect to x. Using the definition of the generalized Laguerre polynomials, we have
n!(−1)nznL(α)n (x− xz) = n!(−1)
nzn
n∑
k=0
(
n+ α
n− k
)
(−1)k
(x− xz)k
k!
= n!(−1)n
n∑
k=0
(
n+ α
n− k
)
(−1)k
xk
k!
zn(1− z)k.
Thus, by Proposition 3.2,
T = n!(−1)n
n∑
k=0
(
n+ α
n− k
)
(−1)k
xk
k!
Dn(1−D)k,
and we have
T [exp(−xw)] = n!(−1)n
n∑
k=0
(
n+ α
n− k
)
(−1)k
xk
k!
Dn(1−D)k[exp(−xw)]
= n!(−1)n
n∑
k=0
(
n+ α
n− k
)
(−1)k
xk
k!
(−w)n(1 + w)k exp(−xw)
= n!(−1)n(−w)nL(α)n (x+ xw) exp(−xw).
Note that
fm(x,w) = n!(−1)
n(−w)nL(α)n (x+ xw)
(
1−
xw
m
)m
(m ∈ N)
converges uniformly on compact subsets to T [exp(−xw)] as m → ∞. Let 0 < x1 < x2 < · · · < xn be
the zeros of L(α)n (x) (recall that the generalized Laguerre polynomials have only real simple positive zeros).
Then fm(x,w) = 0 if and only if either w = 0, x(1 + w) = xk or xw = m, none of which occur when Im
x > 0 and Im w > 0. Therefore, by Theorem 1.4, T preserves reality of zeros. 
We conclude this section with a corollary to this theorem. Although the corollary does not have a direct
application to the development of L(α)-multiplier sequences, it is a quick result so we include it here.
COROLLARY 3.4. Let δ be as in Proposition 3.2 and let
δ(δ − 1) · · · (δ − (n− 1)) =
2n∑
k=n
2nqk,α(x)D
k.
Then
2n∑
k=n
2nqk,α(x) = (−1)
n
n∏
k=1
(α+ k).
Proof. By Proposition 3.2 we have
2n∑
k=n
2nqk,α(x) =
2n∑
k=n
2nqk,α(x)z
k
∣∣∣
z=1
= n!(−1)nL(α)n (0).
On the other hand, using the generating function
1
(1− t)1+α
e
−xt
1−t =
∞∑
n=0
L(α)n (x)t
n
we see that
n!(−1)nL(α)n (0) = (−1)
n
n∏
k=1
(α+ k).
7
4. PROPERTIES OF L(α)-MULTIPLIER SEQUENCES
4.1. Classical Properties. There are a number of properties of the classical multiplier sequences which are
easily verified. Here we list those that carry over to L(α)-multiplier sequences.
LEMMA 4.1. Let {γk}∞k=0 be an L(α)-multiplier sequence. Then:
(i) If there exists an integers n > m ≥ 0 such that γm 6= 0 and γn = 0, then γk = 0 for all k ≥ n.
(ii) The terms of {γk}∞k=0 are either all of the same sign, or they alternate in sign.
(iii) For any r ∈ R, the sequence {rγk}∞k=0 is also an L(α)-multiplier sequence.
(iv) The terms of {γk}∞k=0 satisfy Tura´n’s inequality
γ2k − γk−1γk+1 ≥ 0, k = 1, 2, 3, . . .
Proof. These claims follow immediately from Theorem 1.3 and the fact the generalized Laguerre polyno-
mials form a simple set of polynomials. Properties (i) − (iv) for classical multiplier sequences have been
established in [L-64]. 
REMARK. To draw further contrast between L(α)-multiplier sequences, Hermite multiplier sequences, and
classical multiplier sequences, we demonstrate that the following two properties, which hold for multiplier
sequences and Hermite multiplier sequences, do not hold for L(α)-multiplier sequences.
(a) If {γk}∞k=0 is a multiplier sequence, then {γk}∞k=m is a multiplier sequence for any m ∈ N.
(b) If {γk}∞k=0 is a multiplier sequence, then
{
(−1)kγk
}
∞
k=0
is a multiplier sequence.
For property (a), we note that for the simple Laguerre polynomials (α = 0), the sequence {k + 1}∞k=0 is an
L(0)-multiplier sequence, but {k + 1}∞k=1 = {k + 2}∞k=0 is not (see Theorem 2.6).
For property (b), we note again that {k + 1}∞k=0 is an L(0)-multiplier sequence. We now show that
{(−1)k(k + 1)}∞k=0 is not. The polynomial
p(x) = (x− 10)2 = 82L
(0)
0 (x) + 16L
(0)
1 (x) + 2L
(0)
2 (x)
has only real zeros, while
3 · 82L
(0)
0 (x)− 2 · 16L
(0)
1 (x) + 1 · 2L
(0)
2 (x) = 3x
2 + 20x+ 56
has two non-real zeros.
PROPOSITION 4.2. Suppose that {γn} is a non-trivial L(α)-multiplier sequence for some α > −1. Then
there exists an m ∈ Z such that γk = 0 for all k < m and γk 6= 0 for all k ≥ m.
Proof. Since {γn} is a non-trivial multiplier sequence, there is at least one k ∈ Z such that γk 6= 0. Let
m be the minimal index such that γm 6= 0. It is easy to see that γm+1 and γm+2 are non-zero, for if either
of them were zero, in light of Lemma 4.1 we would have to conclude that {γk}∞k=0 is a trivial multiplier
sequence. Suppose now that there exists a n > m + 2 such that γn = 0. By Lemma 4.5 (see below) there
are constants am, am+2 such that the polynomial
q˜(x) = amγmL
(α)
m (x) + am+2γm+2L
(α)
m+2(x)
has some non-real zeros. On the other hand, by Lemma 4.3 then there exists an such that
q(x) = amL
(α)
m (x) + am+2L
(α)
m+2(x) + anL
(α)
n (x) = an
(
L(α)n (x) +
am
an
L(α)m (x) +
am+2
an
L
(α)
m+2(x)
)
has only real zeros. Applying the L(α)-multiplier sequence {γk}∞k=0 to q(x) we obtain the polynomial q˜(x),
a contradiction. Hence γk 6= 0 for all k ≥ m and the proof is complete. 
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4.2. Monotonicity of L(α)-multiplier sequences. The main result in this section is that if a classical mul-
tiplier sequence is an L(α)-multiplier sequence, then it must be non-decreasing. We note that an analogous
statement is true for the Hermite multiplier sequences. The converse is also true for Hermite multiplier
sequences, but not for L(α)-multiplier sequences (recall the sequences {rk} for r > 1!). We next lay the
necessary groundwork to establish the stated monotonicity result for L(α)-multiplier sequences.
We begin with two simple, but very useful lemmas. The first one essentially says that if a polynomial has
only simple real zeros and one makes a small perturbation of the coefficients, then the resulting polynomial
also has only real zeros.
LEMMA 4.3. Let p and q be real polynomials and suppose deg(q) < deg(p). If p has only simple real zeros
then there exists ǫ > 0 such that p(x) + bq(x) has only real zeros whenever |b| < ǫ.
Proof. Suppose no such ǫ exists. Then we can obtain a sequence of real numbers {bn}∞n=1 converging to
zero such that, for each n, the real polynomial pn(x) = p(x) + bnq(x) has some non-real zeros. The
polynomials pn converge uniformly on compact subsets of C to p. By Hurwitz’ Theorem, the zeros of p
must be limits of the zeros of pn, contradicting the fact that the zeros of p are all real and simple. 
The next result is similar in nature. If we begin with a polynomial which has some non-real zeros then
any small perturbation of the coefficients will result in another polynomial which has some non-real zeros.
LEMMA 4.4. Let p and q be real polynomials and suppose deg(q) < deg(p). If p has some non-real zeros
then there exists ǫ > 0 such that p(x) + bq(x) has some non-real zeros whenever |b| < ǫ.
Proof. We appeal to Hurwitz’ Theorem once again. If no such ǫ exists, then we can obtain a sequence of
real numbers {bn}∞n=1 converging to zero such that, for each n, the real polynomial pn(x) = p(x) + bnq(x)
has only real zeros. The polynomials pn converge uniformly on compact subsets of C to p. By Hurwitz’
Theorem, the zeros of p must be limits of the zeros of pn, but non-real numbers are never the limit of a
sequence of real numbers, a contradiction. 
LEMMA 4.5. For n ≥ 2 and b ∈ R, define
fn,b,α(x) := L
(α)
n (x) + bL
(α)
n−2(x), and
En := {b ∈ R | fn,b,α(x) has only real zeros} .
Then max(En) exists, and is a positive real number.
Proof. By Lemma 4.3, there exists ǫ > 0 such that (−ǫ, ǫ) ⊆ En. In particular, En is nonempty and
max(En), if it exists, is positive. It now suffices to show that En is closed and bounded above.
Suppose t ∈ (R \En). Then, by Lemma 4.4, there exists δ > 0 such that
fn,t,α(x) + bL
(α)
n−2(x) = L
(α)
n (x) + (t+ b)L
(α)
n−2(x).
has non-real zeros whenever |b| < δ. That is to say, (b− δ, b+ δ) ⊆ (R \En). Whence, R \En is open and,
therefore, En is closed.
To show that En is bounded above, we consider the (n− 2)nd derivative of fn,b,α. A calculation shows
dn−2
dxn−2
fn,b,α(x) =
1
2
x2 − (n+ α)x+
(n+ α)(n + α− 1)
2
+ b.
Thus d
n−2
dxn−2
fn,b,α(x), and therefore fn,b,α(x), have some non-real zeros whenever b is sufficiently large.

THEOREM 4.6. If the sequence of positive real numbers {γk}∞k=0 is a non-trivial L(α)-multiplier sequence,
then γk ≤ γk+1 for all k ≥ 0.
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Proof. Let TL denote the operator associated to the L(α)-multiplier sequence {γk}∞k=0. With the notation of
Lemma 4.5, for each n ≥ 2 the function
fn,β∗
n
,α(x) = L
(α)
n (x) + β
∗
nL
(α)
n−2(x) (β
∗
n = max(En))
has only real zeros. It follows that
TL[fn,β∗
n
,α(x)] = γnL
(α)
n (x) + γn−2β
∗
nL
(α)
n−2(x) = γn
(
L(α)n (x) +
γn−2
γn
β∗nL
(α)
n−2(x)
)
also only has real zeros. By Lemma 4.5 we must have γn−2
γn
β∗n ≤ β
∗
n which gives 0 <
γn−2
γn
≤ 1. On the
other hand, by Lemma 4.1, we have
γ2n−1 − γnγn−2 ≥ 0, (n ≥ 2)
which means
(
γn−1
γn−2
)2
≥
γn
γn−2
≥ 1. In other words γn−1 ≥ γn−2 and the proof is complete. 
5. OPEN QUESTIONS
Contrary to the linear sequences, quadratic (and higher degree) multiplier sequences for generalized La-
guerre bases are not well understood and are far from being completely characterized. Recall from Section
3 that L(α)-multiplier sequences of arbitrary degrees exist. As a result, investigations into quadratic, cubic,
and higher degree L(α)-multiplier sequences are not vacuous, and rather challenging. One of the reasons
for this is that although one can naturally get higher order L(α)-multiplier sequences from lower order ones,
one can not get them all this way. There are for example quadratic L(α)-multiplier sequences that do not
factor as a product of the linear ones (in the differential operator sense). In this section we present some
partial results in the characterization of sequences of the form {k2 + ak + b}∞k=0 for the simple Laguerre
polynomials (α = 0) and pose some open questions.
Based on some partial results, we believe that the following conjecture is true:
CONJECTURE 5.1. The sequence {k2 + ak + b}∞k=0 is an L(0)-multiplier sequence if and only if
−1 ≤ a ≤ 3 and max{0, a − 1} ≤ b ≤ 1
8
(1 + a)2.
It is easy to show that if {k2 + ak+ b}∞k=0 is an L(0)-multiplier sequence then then a ≥ −1 and 0 ≤ b ≤
1
4
(a+1)2. It is a bit more involved to improve the upper bound on b to 18 (a+1)
2 but it can be done by using
the result of Borcea and Bra¨nde´n. The proof involves the verification of stability of a certain polynomial in
two complex variables, and is a bit technical. We believe that for the characterization of polynomial type
L(α)-multiplier sequences of arbitrary (fixed) degree, additional techniques will be needed. Using a theorem
due to Newton, we can easily establish the bounds a ≤ 4 and a− 1 ≤ b and another application of Borcea
Bra¨nde´n gives that if 1 ≤ a ≤ 3 then b = a − 1 is allowed, in other words {k2 + ak + a − 1} is an
L(0)-multiplier sequence. Though these results pointed to the formulation of the above conjecture, we were
unable to prove the result so far and the question remains open. The situation is similar for all polynomial
sequences of degree 3 or higher.
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