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Abstract
Microfading Spectrometry (MFS) is a method for as-
sessing light sensitivity color (spectral) variations of
cultural heritage objects. The MFS technique provides
measurements of the surface under study, where each
point of the surface gives rise to a time-series that repre-
sents potential spectral (color) changes due to sunlight
exposition over time. Color fading is expected to be
non-decreasing as a function of time and stabilize even-
tually. These properties can be expressed in terms of
the partial derivatives of the functions. We propose
a spatio-temporal model that takes this information
into account by jointly modeling the spatio-temporal
process and its derivative process using Gaussian pro-
cesses (GPs). We fitted the proposed model to MFS
data collected from the surface of prehistoric rock art
paintings. A multivariate covariance function in a GP
allows modeling trichromatic image color variables
jointly with spatial distances and time points variables
as inputs to evaluate the covariance structure of the
data. We demonstrated that the colorimetric variables
are useful for predicting the color fading time-series
for new unobserved spatial locations. Furthermore,
constraining the model using derivative sign observa-
tions for monotonicity was shown to be beneficial in
terms of both predictive performance and application-
specific interpretability.
Keywords— Derivative information; Monotonicity;
Gaussian processes; Microfading spectrometry (MFS);
Spatio-temporal models; Rock art painting.
1 Introduction
Prehistoric rock art paintings are exposed to environmental
elements, which can accelerate their degradation, increasing
the risk of losing such a valuable piece of information of
past societies. Apart from and in addition to many other fac-
tors, exposure to sunlight can have adverse effects on these
systems due to thermal and photochemical degradation of
the historic materials, and changes in the spectral properties
of the materials is one of its main effects which is mainly
related to the physicochemical properties of the materials
[del Hoyo-Mele´ndez et al., 2015, Dı´ez-Herrero et al., 2009].
In this study we focused on the study and documentation
of the degree of color changing/fading of paintings, patinas
and host rock which is crucial for the conservation of these
systems [Cassar et al., 2001].
It is known that materials with higher light sensitivity
usually experience a rapid color change during the early
stages of exposure, followed by a slower rate after maximum
fading has occurred, assuming total disappearance of the
substance that produces the color (chromophore) at this
second stage of the fading [Feller et al., 1986, Giles, 1965,
Giles et al., 1968, Johnston-Feller et al., 1984]. Thus, fading
can not decrease with time and it is expected to stabilize
in the long term. Materials can show different times to
saturation depending on their physicochemical properties
and concentration of chromophores.
The microfading spectrometry (MFS) technique is a
method for assessing the susceptibility of cultural heritage
objects to light fading [Columbia et al., 2013, Ford, 2011,
Ford and Druzik, 2013, Tse et al., 2010]. Each measured
point of the surface under study gives rise to a time-series
that represents potential color fading due to light exposi-
tion over time [del Hoyo-Mele´ndez and Mecklenburg, 2010,
Whitmore et al., 1999]. Thus, MFS measurements can
be seen as observations of an underlying spatio-temporal
stochastic process. MFS time-series represents potential
color fading from the current state of the materials.
The MFS instrument is very sensitive to movement and
glossy surface effects, causing extremely large fluctuations
in color fading values sometimes registered during mea-
surements. Furthermore, they can be easily contaminated
by changes in the illumination conditions when performed
in outside environments, as it is the case of the surface of
rock art paintings. These large fluctuations and possible
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systematic noise effects in the observations can cause that
models do not satisfy those properties of monotonicity and
long-term stabilization of color fading over time. So, it
is recommendable to include additional information in the
models in order to meet these properties and to ensure reli-
able properties for color fading estimates in new unobserved
locations.
Existing lightfastness studies on these systems have been
limited to analyze the few measured points on the surface
of the rock art paintings due to the difficulty to set up the
instrument, specially under harsh conditions.
So, in this paper we propose a reliable modeling frame-
work, based on Gaussian processes (GPs) and their deriva-
tives, aiming of rigorously extending the analysis of MFS
color-fading in many others unobserved points on the sur-
face of rock art paintings. Forecasting potential color-fading
in every point of the surface of rock art paintings will be an
important and useful information in order to achieve further
successful conservation actions on these systems.
Background methods
Functional data usually refers to independent realizations of
a functional random variable that takes values in a contin-
uous space (e.g. color-fading time-series, spatial or spatio-
temporal observations).
In order to construct a model useful for making predic-
tions of new functional data as function of new values of
the variables in the input space, the process must be con-
sidered as an structured process with dependence among
observations.
Correlated functional models consider the observed func-
tional data as non-independent functions. A popular ap-
proach for correlated functional data consists in penalized
splines models [Wood, 2003] with different basis construc-
tions based on Kronecker products [Currie et al., 2006, Lee
and Durba´n, 2011] or additive basis components [Kneib and
Fahrmeir, 2006].
A geostatistical approach for spatio-temporal data is the
kriging approach for 1D-functional data [Giraldo et al.,
2010], which the 1D-functional data consists in the time-
series of the data. The spatial correlation of the time-series
is modeled in the covariance function. This approach has
the drawback of defining the same spatial structure for the
whole time-series. A related approach can be found in Bal-
adandayuthapani et al. [2008] where the spatial correlation
between the time-series is modeled by defining GPs with a
spatial covariance function across the time-series functional
coefficients. This construction allows for modeling different
spatial structure for the different orders of the coefficients.
Another and powerful approach consists in considering
the space-time structured observations as stochastic real-
izations of a GP prior with a spatio-temporal covariance
function. GP [Neal, 1999, Rasmussen and Williams, 2006]
is a natural and flexible non-parametric prior model for
multi-dimensional functions and with multivariate predic-
tors (input variables) in each dimension. Furthermore, GP
is sufficiently flexible to model complex phenomema since
it allows possible non-linear effects and can handle inter-
actions between input variables implicitly. GPs are easy to
generalize/change to new model by changing the covariance
function. For a review of the different covariance functions
in Gaussian processes, see Rasmussen and Williams [2006].
In a separable form, the space-time covariance function is a
result of the interaction of the two independent processes,
space and time [Banerjee et al., 2014]. In a non-separable
form, the covariance function models space-time interaction
[Cressie and Huang, 1999, De Iaco et al., 2002].
Several methods has been proposed for monotonic regres-
sion in the literature. The predominant focus of the theo-
retical literature on monotone function estimation has been
on the methodology of order-restricted inference, which is
sometimes also known as isotonic regression [Barlow et al.,
1972]. Neelon and Dunson [2004] approach isotonic regres-
sion and order-restricted inference for non-parametric mod-
els in a Bayesian analysis. Brezger and Steiner [2008] in-
duces monotonicity on penalized B-splines imposing order-
restriction by specifying truncated prior distributions in
order to reject the undesired draws for the parameters in
the MCMC sampling. Reich et al. [2011] makes a similar
approach imposing order to the regression parameters by
means of reparameterizing and constraining these parame-
ters with application to a quantile regression model. Shively
et al. [2009] proposes two approches to obtain monotonic
functions, the first using a modified characterization of the
smooth monotone functions proposed in [Ramsay, 1998]
that allows for unconstrained estimation, and the second
using constrained prior distributions for the regression coef-
ficients to ensure the monotonicity.
In addition to monotonic regression imposed by construc-
tion, monotonicity can be expressed in terms of the sign of
the partial derivative of the functions [Riihima¨ki and Vehtari,
2010, Solak et al., 2003]. Furthermore, some constraints,
such as saturation of the functions, can also be expressed
in terms of the value of the partial derivatives. Linearity
of parametric or semiparametric models makes feasible the
use of their derivatives as additional observations jointly
with the regular observations in order to force the function
to fit these properties, e.g. monotonicity and saturation
[Rasmussen, 2003]. In the same way, the derivative of a
(mean-square differentiable) GP function remains a GP be-
cause differentation is a linear operator [Solak et al., 2003].
This makes it possible to use derivative observations jointly
with regular observations in a Gaussian process model, by
extending the covariance function accordingly to include
the covariances between the process and its partial deriva-
tives [Solak et al., 2003]. Riihima¨ki and Vehtari [2010]
proposed a method for imposing monotonicity onto GP by
introducing virtual observations of the sign of the deriva-
tive of the process at a discrete set of locations in the input
space, which can be interpreted as a probabilistic version
of the idea of monotonicity hints [Sill, 1998]. The same
mechanism is used to induce monotonicity in the deep prob-
abilistic models [Lorenzi and Filippone, 2018]. It is known
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that there are practical issues with this approach of inducing
monotonicty through virtual observations, since the poste-
rior distribution of the functions depends on the number of
the inducing points. When this is too large, the posteriors
tend to be overly smoothed. However, if the function is quite
smooth, this problem can be avoided in practice choosing
few inducing points only.
Objectives and methodology of the paper
In this paper, a specific application with the aim of mod-
eling and predicting MFS color fading time-series for new
unobserved spatial locations on the surface of rock art paint-
ings is presented. The main motivation of this study is to
construct a model that exploits to the maximum the corre-
lation structure of the data in order to extend the analysis
and make useful predictions, in an scenario where a small
set of sampling observations are available, as it is the case
of MFS on rock art paintings; In fact, in the current study
only 13 measured locations on the surface were provided.
A multivariate GP prior model is the more natural way to
accomplish this objective for this type of data.
A multi-dimensional (e.g. spatial and temporal) covari-
ance function is the key element of a GP as it encodes the
functional relationship and defines the correlation structure
which characterize the correlation between function values
at different inputs. Furthermore, the covariance function in
a GP can be extended to jointly model the covariances of
regular and derivatives observations, increasing thus the pre-
dictive capacity of the model and, at the same time, guaran-
teeing that the predictions are monotonically non-decreasing
and stabilize eventually as a function of time.
We propose a spatio-temporal model that takes the deriva-
tive information into account by jointly modeling the regu-
lar process and its derivative process using GPs. Derivative
observations of both the sign and the values of partial deriva-
tives are used to induce monotonicity (non-decreasing) and
long-term saturation as a function of time. Furthermore, in
order to force the functions to be zero at the starting time
points (t = 0), noise-free pseudo-observations are used at
these points.
Physicochemical data for all the points on the surface to
predict new curves are hard to obtain. Instead, image color
values can be used as input variables to construct and eval-
uate the correlation, since these image color variables are
related to the physicochemical properties of the imaged sur-
face [Malacara, 2011]. A multivariate covariance function
in a GP allows modeling trichromatic image color variables
jointly with spatial distances and time points variables as
inputs to evaluate the covariance structure of the data.
In order to do model evaluation and comparison, the
same model but without derivative information is also fit-
ted. Cross-validation procedures are conducted to compute
the posterior predictive checks, the expected log predictive
density and the mean square predictive errors in order to
do model checking and assessment of the predictive perfor-
mance.
The rest of the paper is structured as follows. Section
2 focuses on the modeling and inference formulation and
Section 3 on the model checking and model selection proce-
dures. Section 4 describes the case of study and the available
data in detail. Section 5 describes the results of applying the
proposed model on the data set. Section 6 discusses about
the results and modeling. Finally, Section 7 presents a brief
conclusion of the work.
2 Gaussian process model with
derivative observations
Gaussian process model
We consider a continuous stochastic process based on a col-
lection of spatio-temporal output observations y ∈ IRNT
with associated inputs X ∈ IRNT×D, where yit ∈ IR
denotes the value of the ith location at time t, with i =
1, . . . , N representing the spatial locations and t = 1, . . . , T
the time points, and D is the number of inputs variables.
We adopt the model y = f + e, where f is modeled as a
Gaussian process and e is a Gaussian noise term. So, the
observational model for the data can be written as follows
p(yit|fit) =
∏
i,t
N(yit|fit, σ2)
where fit is the value of the function f evaluated at Xit,
i.e. fit = f(xit), and σ2 is the noise variance. A
zero mean Gaussian process prior with covariance ma-
trix K is assumed for the vector f ∈ IRNT of latent val-
ues, p(f |X) = N(f |0,K(X; θ)). The covariance matrix
K ∈ IRNT×NT is the result of the Kronecker product,
K = KS(XS ; θS)⊗KT (XT ; θT ), between the spatial co-
variance matrix KS ∈ IRN×N and time covariance matrix
KT ∈ IRT×T . With XS ∈ IRN×DS containing the inputs
in the spatial dimension and XT ∈ IRT×DT containing the
inputs in the temporal dimension, and X = XS ⊗XT with
D = DS +DT . For both, the spatial and temporal covari-
ance matrices, we use exponentiated quadratic covariance
functions of vectors of parameters θS and θT , respectively.
The resulting covariance function K from this Kronecker
product takes the form
K(X; θ)(i,t),(j,k) =
α2 exp
(
−1
2
D∑
d=1
1
ρ2d
(x(i,t),d − x(j,k),d)2
)
,
where i, j = 1, . . . , N and t, k = 1, . . . , T , and θ contains
the parameters α and ρ = {ρd}Dd=1. The hyperparame-
ter α is the prior standard deviation of the latent Gaussian
process f . The lengthscale hyperparameter ρd control the
smoothness of the function in the direction of the dth pre-
dictor (input variable). A exponentiated quadratic function
assumes stationarity with respect to the input variables, and
using a Kronecker product implies separability with respect
to the spatial and temporal input dimensions.
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Function value constraints (zero-order con-
straints)
In order to ensure that the function values are zero at the
starting time points, that is, the time-series must start in zero,
f(XA) = 0, where A = {(i, t) : t = 0} is the subset of
starting time points. This property can be specified by using
virtual observations equal to zero at these points, {yA = 0},
and the Dirac Delta function δ as an observational model
for these observations,
p(yA|fA) = δ(yA − fA). (1)
While the rest of observations, {(i, t) : t 6= 0} /∈ A, are
considered to be contaminated with Gaussian noise
p(y−A|f−A, σ2) =
∏
i,t6∈A
N (yit|fit, σ2), (2)
where y−A denote the dataset y without the subset A of
observations, y−A = {yit : (i, t) /∈ A}. And f−A de-
notes the latent function values f without the subset A of
observations, f−A = {fit : (i, t) /∈ A}.
Gaussian process with derivatives
Apart from the regular observations y, we want to include
partial derivative observations and first order constraints
in the model. Color degradation is expected to be non-
decreasing as a function of time and stabilize in the long
term. These properties can be expressed in terms of the
first order partial derivative of the functions. It is possi-
ble to jointly model a function and its derivatives using a
mean-square differentiable Gaussian process model, by ex-
tending the covariance function accordingly to include the
covariances between the process and its partial derivatives.
Hence, we can write the joint prior distribution for the latent
function values f and the values of the partial derivatives of
the latent function f ′ as follows
p(f ,f ′|X,X ′, θ) =
N
([
f
f ′
]
|0,
[
Kf,f (X, θ) Kf,f ′(X,X
′, θ)
Kf ′,f (X,X
′, θ) Kf ′,f ′(X ′, θ)
])
,
(3)
where f ′ denotes the values of the partial derivatives of
f with respect to some input dimension evaluated at X ′.
The covariance matrix is extended to include the covari-
ances between observations and partial derivatives (Kf,f ′
and Kf ′,f ) and the covariances between partial derivatives
(Kf ′,f ′ ). The covariance between a partial derivative and a
function value is given by
Cov
[
∂f (i,t)
∂x
(i,t)
g
, f (j,k)
]
=
α2 exp
(
−1
2
D∑
d=1
ρ−2d (x(i,t),d − x(j,k),d)2
)
× (−ρ−2g (x(i,t),g − x(j,k),g)) , (4)
and the covariance between partial derivatives
Cov
[
∂f (i,t)
∂x
(i,t)
g
,
∂f (j,k)
∂x
(j,k)
h
]
=
α2 exp
(
−1
2
D∑
d=1
ρ−2d (x(i,t),d − x(j,k),d)2
)
× ρ−2g
(
δgh − ρ−2h (x(i,t),h − x(j,k),h)(x(i,t),g − x(j,k),g)
)
,
(5)
In the previous equation, δ is the Kronecker Delta func-
tion where δgh = 1 if g = h, and 0 otherwise [Riihima¨ki
and Vehtari, 2010]. We can now combine the joint prior
distribution in eq. (3) with an observation model for the
partial derivatives, p(y′|f ′), to encode information about
the partial derivatives of f into the model. In this work, we
consider two types of derivative observations: observations
of the value of a partial derivative y′it ∈ IR and observations
of the sign of a partial derivative z′it = sign(f
′
it) ∈ [1,−1],
where 1 means that the partial derivative of the function is
positive at the given data point and−1 means that the partial
derivative is negative (decreasing function).
Derivative constraints (first-order constraints)
In order to impose a saturation constraint for long term sta-
bilization, at the subset of ending time points B = {(i, t) :
t = T}, virtual observations of the values of partial deriva-
tives with respect to the time input variable equal to zero,
{y′it = ∂f
(i,t)
∂t(i,t)
= 0 : (i, t) ∈ B}, are considered. The Dirac
Delta function δ is used as observational model for these
observations,
p(y′B |f ′B) = δ(y′B − f ′B). (6)
Furthermore, the function is guaranteed to be non-
decreasing as a function of time when the partial deriva-
tive is non-negative. So, virtual observations of the sign of
the partial derivatives with respect to the time input vari-
able equal to one, {zit = sign
(
∂f(i,t)
∂t(i,t)
)
= 1; (i, t) ∈ C},
can be considered, where C is the subset of desired time
points where to induce monotonicity. The probit function
Φ : IR→ (0, 1) can be used as a likelihood for the signs of
the partial derivatives,
p(zC |f ′C) =
∏
i,t∈C
Φ
(
zit · f ′it ·
1
v
)
. (7)
The function Φ is the standard Normal cumulative distribu-
tion function and v > 0 is a parameter controlling the strict-
ness of the constraint. When v approaches zero (v → 0),
the function Φ approaches a step function.
Likelihood function
The joint likelihood of both regular y and derivative y′
observations, given latent functions f and f ′, and hyperpa-
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rameter σ, results:
p(y,y′|f ,f ′, σ) =∏
i,t 6∈A
N (yit|fit, σ2)× δ(yA − fA)
×
∏
i,t∈C
Φ
(
zit · f ′it ·
1
v
)
× δ(y′B − f ′B) (8)
Bayesian inference
Bayesian inference is based on the posterior joint distribu-
tion of parameters given the data, which is proportional to
the product of the likelihood and prior distributions,
p(f ,f ′, σ|y,y′) ∝
p(y,y′|f ,f ′, σ)p(f ,f ′|X,X∗, θ)p(θ)p(σ),
where p(y,y′|f ,f ′, σ) is the likelihood of the model in
eq. (8) and p(f ,f ′|X,X∗, θ) is the joint Gaussian pro-
cess prior of regular f and derivative f ′ latent functions
in eq. (3). We set positive half-normal prior distributions
for the hyperparameters α, p(α) = N+(α|0, 1), and σ,
p(σ) = N+(σ|0, 1), and gamma distributions for the hyper-
parameters ρ, p(ρd) = Gamma(ρd|1, 0.1) for all d. These
correspond to weakly informative prior distributions based
on prior knowledge about the magnitude of the parameters.
Thus, the joint posterior distribution can be expressed as
depicted in eq. (9).
Predictive inference for new function values y˜ for a new
sequence of input values X˜ can be computed by integrating
over the joint posterior distribution,
p(y˜, y˜′|y,y′)
∝
∫
p(y˜, y˜′|f˜ , f˜ ′, σ)p(f˜ , f˜ ′|f ,f ′, θ)
· (f ,f ′, θ, σ|y,y′)dfdf ′dθdσ. (10)
To posterior distribution of interest p(f , σ|y,y′) is in
general intractable. Hence, to estimate both parameter pos-
terior distribution and posterior predictive distribution for
this model, simulation methods and/or distributional ap-
proximations methods [Gelman et al., 2013] must be used.
Simulating methods based on Markov chain Monte Carlo
[Brooks et al., 2011] and, more recently, on Hamiltonian
Monte Carlo [Neal et al., 2011] are general sampling meth-
ods to obtain samples from the joint posterior distribution.
For large data sets where iterative simulation algorithms are
too slow, modal and distributional approximation methods
can be efficient and approximate alternatives [Gelman et al.,
2013].
3 Model checking, predictive perfor-
mance and model selection
Common procedures of checking normality and tendencies
on the fitted residuals can be used in order to check the
model. Additionally, more rigorous procedures —in order
to guarantee good model performance and ensure that the
model is compatible with the data— are the posterior predic-
tive checks, the expected log predictive density and the mean
square predictive errors, which can be computed following
cross-validation procedures.
The posterior predictive checks, which are also known
as the leave-one-out probability integral transformation
(LOO-PIT), are based on computing the probability of new
predictions to be lower or equal to its corresponding actual
observed values [Gelfand et al., 1992, Gelman et al., 2013]
following a leave-one-out cross-validation procedure,
LOO-PIT(i,t)∈E = p(y˜(i,t)∈E ≤ y(i,t)∈E),
whereE is the subset of observation indices to leave out in a
step of the cross-validation. y˜(i,t)∈E is the new observation
from the predictive distribution, and y(i,t)∈E is the actual
observation. The similarity or provenance of these proba-
bilities from standard uniform distributions endorses these
cross-validation probabilities with the desirable property of
having the same interpretation across models, which implies
good fit to the data [Bayarri and Berger, 2000]. Using sim-
ulation methods for estimating and predicting a Bayesian
model, computing the probability of a predicted value to be
lower than the observed one is straightforward through the
collection of simulated values.
The expected log predictive density (ELPD) evaluates, by
averaging over all the steps in the cross-validation procedure,
how far new data is from the model while taking the poste-
rior uncertainties into account. It is based on the log-density
of new data given the model [Vehtari et al., 2012]:
ELPDE =
1
|E|
∑
(i,t)∈E
ln(p(yit|y−E)),
where |E| denotes the cardinality of the subset E of obser-
vation indices to leave out in a step of the cross-validation.
y−E denotes the dataset without the subset E of observa-
tions.
Finally, the mean square error (MSE) of the predictions,
also evaluates, by averaging over all the steps in the cross-
validation procedure, how far new data is from the model
by using the distance (error) between the actual observation
y(i,t)∈E and the predictive mean y˜(i,t)∈E |y−E :
MSEE =
1
|E|
∑
(i,j)∈E
(yit − y˜it)2.
Three different cross-validation scenarios are conducted
to compute and evaluate these statistics in order to do model
checking, assessment of predictive performance, and model
comparison between the model with derivative information
and the model without derivative information.
Leave one observation out cross-validation (CV1):
In this case, the subset E of observation indices will
be just a single observation (i, t). The statistics LOO-PIT,
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p(f ,f ′, σ|y,y′) ∝∏
i,t 6∈A
N (yit|fit, σ2)× δ(yA − fA)
×
∏
i,t∈C
Φ
(
zit · f ′it ·
1
v
)
× δ(y′B − f ′B)
×
∏
i,t
N
([
fit
f ′it
]
|0,
[
Kf,f (X, θ)it Kf,f ′(X,X
∗, θ)it
Kf ′,f (X,X
∗, θ)it Kf ′,f ′(X∗, θ))it
])
×N+(α|0, 1)
D∏
d=1
Gamma(ρd|1, 0.1)N+(σ|0, 1). (9)
ELPD, and MSE will be computed in this leave-one-out
cross-validation scenario. The LOO-PIT is essentially use-
ful for model checking, ensuring that the model is compat-
ible with the data. The ELPD and the MSE evaluate the
predictive performance of individual observations (i, t).
Leave one location out cross-validation (CV2):
The end goal of this work is to predict complete color-
fading time-series at new unobserved locations. So, in this
case the subset of observation indices E will be a complete
time-series of a specific spatial location i, E = {(i, t) : t ∈
{1, . . . , T}}. The statistics ELPD and MSE will be com-
puted in this cross-validation scenario. Plots of predicted
new time-series superimposed to their corresponding actual
observations will be shown in order to visually evaluate
the predictive performance. Model selection can be done
by comparing the predictive performance between models
using the ELPD and MSE statistics. The best model is who
maximizes the ELPD and/or minimizes the MSE.
Leave the last part of a time-series out cross-validation
(CV3):
Evaluating the model in terms of the extrapolation of the
time-series can be of interest. In this case, the subset of
observation indices E will be the last part of a time-series
of a specific spatial location i,
E = {(i, t) : t ∈ {T − `− 1, . . . , T}}, (11)
where ` denotes the slide of the time-series considered.
The statistics ELPD and MSE will be computed in this
cross-validation scenario. Plots of predicted extrapolated
time points superimposed to their corresponding actual ob-
servations will be shown in order to visually evaluate the
predictive performance. Model selection can be done by
comparing the ELPD and MSE statistics.
4 Case study and data description
In this practical case we seek to evaluate the degree of color
fading over time and space on rock art paintings caused by
direct solar irradiation. The goal is to construct a model
for modeling the set of sampling MFS data and making
predictions at new unobserved locations under the surface
of rock art paintings as a function of new input values.
The study area is located in the cova Remigia rock art
shelter, Castello´n (Spain). Some of its paintings, which are
included in UNESCO’s World Heritage List, are exposed
to environmental factors, including the natural daylight de-
pending on the time of the day and the season of the year.
Some authors have demonstrated that exposure to sunlight
which can have adverse effects on these systems due to ther-
mal and photochemical degradation of the historic materials
[del Hoyo-Mele´ndez et al., 2015].
Each measured point on the surface gives rise to a time-
series that represents color fading (Color differences/Delta
E* value, Malacara [2011]) over time. The MFS measure-
ments have a duration of 10 minutes. The sampling fre-
quency will be once per minute, such that the resulting
time-series will consist of 11 time points (t = 0, . . . , 10).
Thus, the spatio-temporal MFS data set consist of 13 ob-
served locations on the surface (N = 13). Figure 1 shows
their pixel locations on a color image of the study area. The
observed time-series of values can be seen plotted as crosses
in Figure 2. The available input variables for every spatial
location are the three image color variables, Hue (H), Satu-
ration (S) and Intensity (I), and the two spatial coordinates
Sx and Sy. In the temporal dimension the input variable is
the collection of time points, t = 0, ..., 10, of the MFS time
series. Table 1 presents summary statistics for the input
variables H , S, I , Sx, and Sy. These input variables have
been re-scaled by dividing by their standard deviations. In
the case of Sx and Sy, they were divided by their common
standard deviation.
Due to the large fluctuations present in these measure-
ments conducted on these rock art systems, some modeling
issues can arise, such as not starting at zero or not being
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monotonically increasing or not stabilizing in the long term
as a function of time, which are properties assumed for the
color fading curves, as discussed in the above.
Table 1: Summary statistics of the input variables
H S I Sx Sy
Mean 5.255 9.704 5.155 3.549 4.969
Std. Dev. 1.0 1.0 1.0 0.732 0.674
1st Qu. 4.359 9.042 4.603 2.910 4.387
3rd Qu. 5.913 10.273 5.772 4.187 5.551
Figure 1: Rock art paintings image with the points
where the MFS observations were measured. This plot
is in pixel units and corresponds to a clip from a bigger
image.
The derivative process to induce monotonicity through
virtual observations of the sign of the partial derivative, as
explained in Section 2, has only been observed at two time
points of every location {(i, t) : t ∈ {6, 9}}, preventing in
this way the inclusion of too many inducing points and to
obtain too smooth posterior samples. On the other hand, the
eventually saturation constraint of the color fading curves is
not taken into account in the modelling of this practical case
because 10 minutes of measurement does not seem long
enough to consider fading having reached saturation.
The value of the parameter v of the probit likelihood in
equation (7) is set to 10−4. The slide ` in equation (11) in
the cross-validation scheme CV3 is set to 7 time points.
A comparison with the same model but without deriva-
tive information is carried out and evaluated in terms of
both predictive performance and application-specific inter-
pretability.
The actual equivalency of the exposure time used in MFS
in years depends on the hours and intensity of sunlight that
affects the paintings on a changing everyday basis. Without
proper monitoring of light, this equivalency is difficult to
obtain, so this aspect of the research was not considered in
the current study.
5 Experimental results
The posterior distributions and predictive distributions have
been estimated by Hamiltonian Monte Carlo sampling meth-
ods [Neal et al., 2011] using the Stan software [Carpenter
et al., 2017]. Three simulation chains with different ini-
tial values have been launched. The convergence of the
simulation chains was evaluated by the split-Rhat conver-
gence diagnosis [Gelman et al., 2013] and the effective
sample size of the chains. A value of 1 in the split-Rhat con-
vergence statistic indicates convergence of the simulation
chain, although conventionally accepted values of conver-
gence would be between 1 and 1.1. In our case, a split-Rhat
value lower than 1.05 has been obtained for all parameter
simulation chains.
The input variablesH , S and I were previously re-scaled
by dividing by their standard deviations. The Sx and Sy
spatial coordinates were divided by their common standard
deviation. The input variable t was not re-scaled. The
estimated posterior distributions, p(θ|y,y′), for the hyper-
parameters θ of the model can be visualized in Figure 5
in Appendix A. The hyperparameter α (with an estimated
mode of 2.4) is the overall scale of the latent Gaussian
process prior. The hyperparameter σ (with an estimated
mode of 0.37) is the standard deviation of the observations.
The hyperparameter ρd (d = 1, . . . , 5) is the lengthscale
parameter of the exponentiated quadratic covariance func-
tion of the Gaussian process prior associated with the dth
input variable. The spatial coordinates input variables Sx
and Sy are sharing the lengthscale parameter ρ4 (with a
estimated mode of 4.5), such that the covariance function
depends on the (Euclidean) distance between spatial coor-
dinates. The hyperparameter ρ5 (with a estimated mode
of 8.2) is the lengthscale parameter associated to the time
input variable, and the hyperparameters ρ1, ρ2, and ρ3 (with
estimated modes of 0.95, 18.3, and 1.3, respectively) are
the lengthscale parameters associated to the H , S, and I
variables, respectively. The posterior distributions of the
process, p(f |y,y′), versus the input variables H , S and
I , and the time points, can be visualized in Figure 6 in
Appendix B.
Figure 2 shows the predictive distributions (predictive
means and 95% pointwise predictive credible intervals) of
the regular process, p(y˜|y,y′), as a function of time for spe-
cific spatial locations. Additionally, the predictive means for
the Gaussian process model without derivative information
are also plotted for comparison. The predictive distribu-
tions of the derivative process, p(f ′|y,y′), as a function of
time are plotted for specific spatial locations in Figure 7 in
Appendix C .
Figure 3 shows predictive distributions p(y˜i|y−i,y′−i)
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Figure 2: Predictive means y˜ and 95% pointwise credible intervals of the regular process p(y˜|y,y′) as a
function of time for specific spatial locations using both models with and without derivative information, and
superimposed to the actual of MFS time-series.
Table 2: The ELPD and MSE for both models, with
and without derivative information, computed by the
three cross-validation scenarios.
with derivative without derivative
information information
CV1 ELPD -0.61 -0.78MSE 0.14 0.15
CV2 ELPD -11.62 -29.61MSE 2.80 4.03
CV3 ELPD -4.49 -9.64MSE 0.87 1.02
of new time-series following the cross-validation scheme
CV2, which is based on leaving the whole time-series ob-
servartions of the location i out of the training dataset. In
this way, the predictive performance of a new time series
at an unobserved location is evaluated. Predictive means
and pointwise credible intervals for both the model with
derivative information and the model without derivative in-
formation are plotted for comparison. The actual data of the
time-series at predicted locations are also plotted to visually
evaluate the predictions.
Table 2 shows the ELPD and MSE statistics computed
by following the three different cross-validation scenarios
and for both models, i.e. with and without derivatives.
Figure 4 shows the frequency histograms of the LOO
probability integral transformation (LOO-PIT) for both mod-
els, with and without derivatives.
6 Discussion
The fact that the lengthscale parameters ρ1 and ρ3, corre-
sponding to the variables H and I , respectively, are rela-
tively small (the mode of ρ1 is 0.95 and the mode of ρ3
is 1.3) indicates that the function is non-linear with those
variables or that the rate of decay of the correlation is high.
Therefore, variations in the input variables imply a quick de-
crease in the correlations allowing for the non-linear effects.
The variables S, Sx, and Sy have larger lengthscales (mode
of ρ2 is 18.3 and mode of ρ4 is 4.5) so that the function
depends on S, Sx, and Sy in a smoother and less non-linear
way. Especially, the variable S with a lengthscale of 18.3
contributes with a constant effect of one to the correlation
and implies a constant function to the Gaussian process, so
being an irrelevant variable to the process.
The Frequency histograms of the LOO probability inte-
gral transformation (LOO-PIT) (Figure 4) show similarities
to uniform distributions in both models , which means good
model performances and that the models are compatible
with the observed data.
Additional information of the estimated joint covariance
matrix K of the process is provided. Images of the spatio-
temporal covariance structure of both the regular and deriva-
tives observations, and for both training and predicting data
points, are depicted in Appendix D.
Separability between the spatial and temporal input di-
mensions can be clearly appreciated in Figure 6 in Appendix
B, where the values of the process f versus the input vari-
ables (H , S and I) on the spatial dimension are independent
on the time points, only differing in their overall scale.
The mode value of the lengthscale parameter ρ5 asso-
ciated to the time input dimension is 8.2, with a standard
deviation of the variable t of approximately 3, allowing
smoothing over the temporal dimension as can be seen in
Figure 2.
The use of a noise-free pseudo observation model at the
starting time points, {(i, t) : t = 0}, forces the predictive
distributions p(y˜|y,y′) to be zero at those starting points
(Figures 2 and 3).
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Figure 4: Frequency histograms of the LOO probabil-
ity integral transformation (LOO-PIT) of both models,
with (left) and without (right) derivative information.
Derivatives are always non-negative and approaching
zero at the end of both the observed and predicted new time
series (see Figure 7 in Appendix C), which means the curves
are always non-decreasing as a function of time and stabi-
lizing in the long term. Inducing monotonicity by means
of virtual sign observations of the partial derivatives only
in the data points {(i, t) : t ∈ {6, 9}} has been sufficient to
achieve monotonicity throughout of the time-series.
Better predictive performance of new time-series at un-
observed locations is appreciated for the model with deriva-
tives (Figure 2). Closer predictions to the actual data, nar-
rower predictive intervals and good dynamics of the func-
tions for the model with derivatives can be apprecited. The
model without derivatives shows decreasing patterns on the
functions which are not consistent with the prior knowledge.
Monotonicity and long term saturation properties of the
curves were not ensured using the model without derivative
information (Figures 2 and 3). Hence, the proposed model
with derivative information yields a better fit and predictions
for the functions dynamics, improving their interpretability.
In this sense, the analysis of the color fading curves using
a model without derivative information could not be done
properly because the temporal degradation, specially at the
last time points, is unrealistic.
The MSE of the model with derivatives is slightly lower
than the model without derivatives, especially in the cross-
validation scheme CV2 that means lower mean error of
predicting new time-series at unobserved spatial locations,
and CV3 where the extrapolation is correlated. Furthermore,
when the uncertainty is taken into account in the evaluation
with the ELPD statistic, the improvement of using deriva-
tives is even considerably larger.
Prediction sensitivity due to the small set of data available
have been found. It can be seen in Figure 3 poor predictive
performance in some spatial locations when compared to
the observed data. This is due to the high sensitivite of the
model to leaving some data due to the data set is small.
The order of the covariance matrix is of NT × NT ,
requiring O(NT 3) computation expense in the matrix in-
version. This operation needs to be repeated at each MCMC
step with changing hyperparameters. This prevents using
sampling methods for Bayesian inference on Gaussian pro-
cess to fit and predict large data set, since the computational
expenses increase rapidly withNT . In case of large data set,
distributional approximation methods are recommended.
When derivative sign observations are included in the
model, the posterior predictive distribution conditioned on
the hyperparameters in eq. (10) is no longer Gaussian. This
implies that the joint posterior predictive distribution is no
longer available in analytical form (see Appendix E) and
sampling from the predictive distribution or distributional
approximations methods must to be used.
7 Conclusion
Color is an important aspect in documentation and conser-
vation of the historical materials, such as rock art paintings,
so the knowledge of the potential color degradation on these
systems is crucial for eventual safeguarding and conserva-
tion. MFS measurements are difficult and lengthy to materi-
alize, especially in these rock art systems, so an interpolation
procedure in order to make predictions for new unobserved
locations on the surface is important. Furthermore, these
measurements in these systems are contaminated with large
fluctuations, so the consideration of constraints in the mod-
elling in order to overcome possible modelling issues that
may arise due to these large fluctuations is highly encour-
aged.
A procedure for jointly modelling a spatio-temporal
Gaussian process and its derivative process has been de-
veloped for modelling and predicting the spatio-temporal
MFS data. GP is a natural and flexible non-parametric
prior model for D-dimensional functions and with multi-
variate predictors in each dimension. A GP model exploit at
maximum the covariance estructure by means of its covari-
ance function. Furthermore, the GP has been extended to
jointly model the regular and derivatives observations, and
estimate a joint covariance function between regular and
derivative, making it a more informative and rich model and,
at the same time, guaranteeing that the functions are non-
decreasing as a function of time. Taking into account this
first order constraints demonstrated being beneficial, either
in terms of predictive performance or application-specific
interpretability. Predictive capacity (MSE ans ELDP) are
considerably better with the model with derivatives com-
pared to the model without derivatives. However, high
sensitivite of the model to leaving some data has been found
due to the data set is small.
A multivariate covariance function in a GP has allowed
the usage of many predictors to evaluate the covariance
structure of the data. In this sense, we have been able to
include the color space variables, the spatial distance and the
time points in the covariance function, and demonstrated the
colorimetric variables being useful to correlate MFS data.
The contribution of the spatial positions on this covariance
structure has been found to be quite weak, consequently,
often and widely used traditional spatial or spatio-temporal
models are not be able of detecting a useful correlation
structure among this type of data.
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To summarize, multivariate covariance metrics and zero
and first order constraints might be very hard to implement
outside of a Bayesian framework and Gaussian process mod-
els. Gaussian Process is flexible enough which allowed us to
properly model this complex spatio-temporal phenomema
dependent on different input covariates and determinants of
the behavior of the functions.
A Marginal distributions of the hy-
perparameters
Figure 5 shows the plots of the estimated posterior distri-
butions, p(θ|y,y′), for the hyperparameters θ of the model.
The hyperparameter α is the overall scale of the latent
Gaussian process prior. The hyperparameter σ is the stan-
dard deviation of the observations. The hyperparameter ρd
(d = 1, . . . , 5) is the lengthscale parameter of the exponen-
tiated quadratic covariance function of the Gaussian process
prior associated with the dth input variable.
B Predictive distributions versus the
predictors
The posterior distributions of the process, p(f |y,y′), versus
the input variables H , S and I , and the time points, are
plotted in Figure 6 in AppendixvB. The variables H , S and
I belong to the spatial dimension. The function f is plotted
for the different time points.
C Predictive distributions of the
derivative process
Figure 7 shows the predictive distributions (predictive means
and 95% pointwise predictive credible intervals) of the
derivative process, p(f ′|y,y′), as a function of time for
specific spatial locations. The derivative process has only
been observed at a subset of time points: values of the sign
of the partial derivatives, where we induce monotonicity,
have been observed at the time points {(i, t) : t ∈ {6, 9}}.
D Posterior covariance matrix
The joint covariance matrix K of the process is visualized
in Figures 8 and 9. Figure 8(left) shows the part of the
covariance matrix that involves the regular process. Figure
8(right) shows a submatrix of the covariance matrix of the
regular process, in which the spatio-temporal covariance
structure of three spatial locations and their time-series can
be appreciated. The black lines in Figure 8(left) divide the
covariance matrix according to whether it involves covari-
ances among the 13 training data (Kff ) or among the 4
predicting data (Kf˜ f˜ ) or among the interaction between
training and predicting data (Kff˜ and Kf˜f ).
Figure 9 shows the parts of the covariance matrix that
involve the regular process and its derivatives (derivative
process). The block Kff ′ contains the covariances among
regular and derivative observations for the training data.
The block Kf ′f ′ contains the covariances among derivative
observations for the training data. The block Kf˜ f˜ ′ contains
the covariances among regular and derivative observations
for the predicting data. The block Kf ′f˜ ′ contains the co-
variances among derivative observations for training and
predicting data. And, finally, the block Kf˜ ′f˜ ′ contains the
covariances among derivative observations for predicting
data.
E Analytical form of predictive dis-
tribution of a GP
If the likelihood functions for both regular and derivative
observations were Gaussian, Bayesian predictive inference
can be sped up by using the analytical form of the posterior
predictive distribution, and then sampling directly from it.
This posterior predictive distribution can be derived from the
joint Gaussian distribution for observations yjoint and mean
predictions µjoint for new inputs X˜ . Thus, the conditional
distribution of predictions given the data and parameters is
obtained from the properties of this multivariate Gaussian
(12).
Acknowledgements
The authors want to thank The National Museum in Krakow
and Dr. Julio M. del Hoyo-Mele´ndez for providing the MFS
instrumentation to collect the data. The authors gratefully
acknowledge the support from the Spanish Ministerio de
Economı´a y Competitividad to the project HAR2014-59873-
R, and the Academy of Finland Grant 298742.
References
Baladandayuthapani, V., Mallick, B. K., Young Hong, M.,
Lupton, J. R., Turner, N. D., and Carroll, R. J. (2008).
Bayesian hierarchical spatially correlated functional data
analysis with application to colon carcinogenesis. Bio-
metrics 64, 64–73.
Banerjee, S., Carlin, B. P., and Gelfand, A. E. (2014). Hi-
erarchical modeling and analysis for spatial data. Crc
Press.
Barlow, R. E., Bartholomew, D. J., Bremner, J. M., and
Brunk, H. D. (1972). Statistical inference under order
restrictions: The theory and application of isotonic re-
gression. Technical report, Wiley New York.
11
1.5 2.0 2.5 3.0 3.5
0
.0
0
.2
0
.4
0
.6
0
.8
1
.0
1
.2
α
0.6 0.8 1.0 1.2
0
.0
1
.0
2
.0
3
.0
ρ1
0 20 40 60
0
.0
0
0
.0
1
0
.0
2
0
.0
3
0
.0
4
ρ2
0.5 1.0 1.5 2.0 2.5
0
.0
0
.5
1
.0
1
.5
ρ3
2 4 6 8 10
0
.0
0
.1
0
.2
0
.3
ρ4
5 6 7 8 9 10
0
.0
0
.1
0
.2
0
.3
ρ5
0.30 0.35 0.40 0.45
0
2
4
6
8
1
0
1
2
σ
Figure 5: Marginal posterior density distributions for the hyperparameters θ = (α,ρ = {ρd}D=5d=1 , σ).
3.5 4.0 4.5 5.0 5.5 6.0 6.5
0
1
2
3
4
5
6
H
f
time
1
2
3
4
5
6
7
8
9
10
11
8 9 10 11
0
1
2
3
4
5
6
S
f
time
1
2
3
4
5
6
7
8
9
10
11
3 4 5 6 7
0
1
2
3
4
5
6
I
f
time
1
2
3
4
5
6
7
8
9
10
11
Figure 6: Posterior means of the latent Gaussian process f versus the input variables H , S, and I , for specific
time points.
2 4 6 8 10
0
2
4
6
time
7 8 9 10 11
0
.0
0
.1
0
.2
0
.3
0
.4
0
.5
0
.6
time
2 4 6 8 10
0
2
4
6
time
7 8 9 10 11
0
.0
0
.1
0
.2
0
.3
0
.4
0
.5
0
.6
time
2 4 6 8 10
0
1
2
3
4
5
ti e
7 8 9 10 11
0
.0
0
.1
0
.2
0
.3
0
.4
time
Figure 7: Posterior derivatives means f ′ and 95% pointwise credible intervals of the derivative process
p(f ′|y,y′) as a function of time for specific locations.
12
Figure 8: (left) Covariance matrix image for the posterior distribution p(f |y,y′) and predictive distribution
p(f ′|y,y′) of the regular process. The subindexes of the matrix K denote the type of observations that are
involved in each covariance block: f - training data points; f˜ - predicting data points. (right) Extract from the
covariance matrix containing the spatio-temporal covariances of the time-series of three locations.
Bayarri, M. J. and Berger, J. O. (2000). P values for com-
posite null models. Journal of the American Statistical
Association 95, 1127–1142.
Brezger, A. and Steiner, W. J. (2008). Monotonic regression
based on bayesian p–splines: An application to estimat-
ing price response functions from store-level scanner data.
Journal of business & economic statistics 26, 90–104.
Brooks, S., Gelman, A., Jones, G., and Meng, X.-L. (2011).
Handbook of markov chain monte carlo. CRC press.
Carpenter, B., Gelman, A., Hoffman, M. D., Lee, D.,
Goodrich, B., Betancourt, M., Brubaker, M., Guo, J.,
Li, P., and Riddell, A. (2017). Stan: A probabilistic pro-
gramming language. Journal of Statistical Software 76,
1649–1660.
Cassar, M., Brimblecombe, P., and Nixon, T. (2001). Tech-
nological requirements for solutions in the conservation
and protection of historic monuments and archaeological
remains. Working paper for the STOA Unit .
Columbia, M. R., Smith, G. D., Hoevel, C., and Messier, P.
(2013). The application of microfadeometric testing to
mounted photographs at the indianapolis museum of art.
Microscopy and Microanalysis 19, 1412–1413.
Crainiceanu, C. M., Ruppert, D., and Wand, M. P. (2005).
Bayesian analysis for penalized spline regression using
winbugs. Journal of Statistical Software 14, 1–24.
Cressie, N. and Huang, H.-C. (1999). Classes of nonsep-
arable, spatio-temporal stationary covariance functions.
Journal of the American Statistical Association 94, 1330–
1339.
Currie, I. D., Durban, M., and Eilers, P. H. (2006). Gener-
alized linear array models with applications to multidi-
mensional smoothing. Journal of the Royal Statistical
Society: Series B (Statistical Methodology) 68, 259–280.
De Iaco, S., Myers, D. E., and Posa, D. (2002). Nonsep-
arable space-time covariance models: some parametric
families. Mathematical Geology 34, 23–42.
del Hoyo-Mele´ndez, J. M., Lerma, J. L., Lo´pez-Montalvo,
E., and Villaverde, V. (2015). Documenting the light
sensitivity of spanish levantine rock art paintings. ISPRS
Ann Photogramm Remote Sens Spat Inf Sci .
del Hoyo-Mele´ndez, J. M. and Mecklenburg, M. F. (2010).
A survey on the light-fastness properties of organic-based
alaska native artifacts. J Cult Herit. 11, 493–499.
Dı´ez-Herrero, A., Gutie´rrez-Pe´rez, I., and Lario, J. (2009).
Analysis of potential direct insolation as a degradation
factor of cave paintings in villar del humo, cuenca, central
spain. Geoarchaeology 24, 450–465.
Fan, J. and Gijbels, I. (1996). Local polynomial modelling
and its applications: monographs on statistics and ap-
plied probability 66, volume 66. CRC Press.
Feller, R. L., Johnston-Feller, R. M., and Bailie, C. (1986).
Determination of the specific rate constant for the loss of
a yellow intermediate during the fading of alizarin lake.
Journal of the American Institute for Conservation 25,
65–72.
13
Figure 9: Covariance matrix image between the process and its derivatives. The subindexes of the matrix K
denote the type of observations that are involved in each covariance block: f - regular observations of training
points; f˜ - regular observations of predicting points; f ′ - derivative observations of training points; f˜ ′ - derivative
observations of predicting points.
14
p(µ˜joint|yjoint, X, X˜, θ, σ2) = N (µ˜joint|E(µ˜joint), cov(µ˜joint))
E(µ˜joint) = K(X˜,X, θ)(K(X,X, θ) + σ
2I)−1y (12)
cov(µ˜joint) = K(X˜, X˜, θ)−K(X˜,X, θ)(K(X,X, θ) + σ2I)−1K(X, X˜, θ).
Ferraty, F. and Vieu, P. (2006). Nonparametric functional
data analysis: theory and practice. Springer Science &
Business Media.
Ford, B. (2011). Non-destructive microfade testing at the
national museum of australia. AICCM Bull. 32, 54–64.
Ford, B. and Druzik, J. (2013). Microfading: the state of
the art for natural history collections. Collect. forum 27,
54–71.
Gelfand, A. E., Dey, D. K., and Chang, H. (1992). Model
determination using predictive distributions with imple-
mentation via sampling-based methods. Technical report,
STANFORD UNIV CA DEPT OF STATISTICS.
Gelman, A., Carlin, J. B., Stern, H. S., Dunson, D. B.,
Vehtari, A., and Rubin, D. B. (2013). Bayesian data
analysis. FL: CRC press, 3 edition.
Giesen, M. J., Ung, A., Warke, P. A., Christgen, B., Mazel,
A. D., and Graham, D. W. (2014). Condition assess-
ment and preservation of open-air rock art panels during
environmental change. J Cult Herit. 15, 49–56.
Giles, C. H. (1965). The fading of colouring matters. J.
Appl. Chem. 15, 541–550.
Giles, C. H., Johari, D. P., and Shah, C. D. (1968). Some
observations on the kinetics of dye fading. Textile Res. J.
38, 1048.
Giraldo, R., Delicado, P., and Mateu, J. (2010). Continuous
time-varying kriging for spatial prediction of functional
data: an environmental application. Journal of agricul-
tural, biological, and environmental statistics 15, 66–82.
Handcock, M. S. and Wallis, J. R. (1994). An approach to
statistical spatial-temporal modeling of meteorological
fields. Journal of the American Statistical Association
89, 368–378.
Johnston-Feller, R., Feller, R. L., Bailie, C. W., and Curran,
M. (1984). The kinetics of fading: opaque paint films pig-
mented with alizarin lake and titanium dioxide. Journal
of the American Institute for Conservation 23, 114–129.
Kneib, T. and Fahrmeir, L. (2006). Structured additive re-
gression for categorical space–time data: A mixed model
approach. Biometrics 62, 109–118.
Lee, D.-J. and Durba´n, M. (2011). P-spline anova-type inter-
action models for spatio-temporal smoothing. Statistical
Modelling 11, 49–69.
Lorenzi, M. and Filippone, M. (2018). Constraining the
dynamics of deep probabilistic models. In International
Conference on Machine Learning, pages 3233–3242.
Malacara, D. (2011). Color vision and colorimetry: theory
and applications. Washington: SPIE.
Neal, R. (1999). Regression and classification using gaus-
sian process priors (with discussion). In Bernardo, J.M.,
Berger, J.O., Dawid, A.P., and Smith, A.F.M., editors,
Bayesian Statistics. Oxford University Press 6, 475–501.
Neal, R. M. et al. (2011). Mcmc using hamiltonian dynam-
ics. Handbook of Markov Chain Monte Carlo 2,.
Neelon, B. and Dunson, D. B. (2004). Bayesian isotonic
regression and trend analysis. Biometrics 60, 398–406.
Ramsay, J. O. (1998). Estimating smooth monotone func-
tions. Journal of the Royal Statistical Society: Series B
(Statistical Methodology) 60, 365–375.
Rasmussen, C. E. (2003). Gaussian processes to speed
up hybrid monte carlo for expensive bayesian integrals.
Bayesian Statistics 7, 651–659. Oxford University Press.
Rasmussen, C. E. and Williams, C. K. I. (2006). Gaussian
Processes for Machine Learning. The MIT Press.
Reich, B. J., Fuentes, M., and Dunson, D. B. (2011).
Bayesian spatial quantile regression. Journal of the Amer-
ican Statistical Association 106, 6–20.
Riihima¨ki, J. and Vehtari, A. (2010). Gaussian processes
with monotonicity information. In JMLR, editor, Pro-
ceedings of the 13th International Conference on Artifi-
cial Intelligence and Statistics (AISTATS), volume 9.
Ruppert, D., Wand, M. P., and Carroll, R. J. (2009). Semi-
parametric regression during 2003–2007. Electronic jour-
nal of statistics 3, 1193.
Shively, T. S., Sager, T. W., , and Walker, S. G. (2009).
A bayesian approach to non-parametric monotone func-
tion estimation. Journal of the Royal Statistical Society
(Series B) 71, 159–175.
Sill, J. (1998). Monotonic networks. In Advances in neural
information processing systems, pages 661–667.
Solak, E., Murray-Smith, R., Leitheah, W. E., Leith, D. J.,
and Rasmussen, C. E. (2003). Derivative observations in
gaussian process models of dynamic systems. Advances
15
in Neural Information Processing Systems pages 1033–
1040.
Tse, S., Guild, S., Orlandini, V., and Trojan-Bedynski, M.
(2010). Microfade testing of 19th century iron gall inks.
American Institute for Conservation Textile Speciality
Group Postprint 20, 167–180.
Vehtari, A., Ojanen, J., et al. (2012). A survey of bayesian
predictive methods for model assessment, selection and
comparison. Statistics Surveys pages 142–228.
Whitmore, P., Bailie, C., and Connors, S. A. (2000). Micro-
fading tests to predict the result of exhibition progress
and prospects. Stud. Conserv 45, 200–205.
Whitmore, P. M., Pan, X., and Bailie, C. (1999). Predicting
the fading of objects: Identification of fugitive colorants
through direct nondestructive lightfastness measurements.
J Am Inst Conserv 38, 395–409.
Wood, S. N. (2003). Thin plate regression splines. Jour-
nal of the Royal Statistical Society: Series B (Statistical
Methodology) 65, 95–114.
16
