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Abstract: The effectiveness of relaxation schemes for solving the systems of algebraic equations which arise from 
spectral discretizations of elliptic equations is examined. Iterative methods are an attractive alternative to direct 
methods because Fourier transform techniques enable the discrete matrix-vector products to be computed almost as 
efficiently as for corresponding but sparse finite difference discretizations. Preconditioning is found to be essential for 
acceptable rates of convergence. Preconditioners based on second-order finite difference methods are used. A 
comparison is made of the performance of different relaxation methods on model problems with a variety of 
conditions specified around the boundary. The investigations show that iterations based on incomplete LU decomposi- 
tions provide the most efficient methods for solving these algebraic systems. 
1. Introduction 
Spectral methods involve representing the solution to a problem in terms of a truncated series 
of smooth global functions which are known as trial functions. It is this global character which 
distinguishes spectral methods from finite difference and finite element methods. It is also 
responsible for their superior approximation properties. 
Spectral methods are most effective for problems with smooth solutions, in which case they 
converge faster than any finite power of the typical mesh size [3]. However, even for nonlinear 
problems in fluid mechanics which exhibit discontinuities, spectral methods can yield better 
convergence properties and more accurate solutions than finite difference methods [8,93. 
The spectral approximation is constructed using test functions to minimize the residual that 
results from the substitution of the series expansion of the solution into the differential equation. 
In this paper we use the spectral collocation method in which case the test functions are shifted 
Dirac delta functions. 
The need to precondition the matrices representing the discrete spectral collocation operator 
corresponding to elliptic problems was examined in an earlier paper [7]. Iterative schemes are a 
practical necessity because these matrices are usually full and hence expensive to store [13]. 
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Effective preconditioning is necessary because the condition number i.e. the ratio of the largest 
to the smallest eigenvalue, of the spectral matrices is large. 
We begin by describing the basic ideas of Chebyshev collocation and spectral multigrid. This 
is followed by a discussion on preconditioning and a description of the essential features of the 
relaxation schemes used; The methods are then illustrated on several linear problems including 
some with periodicity in one direction. 
2. The spectral multigrid method 
For illustrative purposes we describe the application of this method to the model problem 
-d=u/dx= = f (2.1) 
on the interval [ - 1, l] with Dir&let boundary conditions. The correct representation of the 
solution to this problem employs Chebyshev polynomials. A detailed description of the imple- 
mentation of Chebyshev collocation methods can be found in [13]. The expansion functions are 
the Chebyshev polynomials 
T,(x) = cos(n cos-lx), (2.2) 
and the collocation points are 
xj=cos(rrj/N), j=o, l)...) N. (2.3) 
Let q denote the approximation to u(xj). The discrete Chebyshev coefficients fij, of q are 
given by 
Q = &,f.oc-lq cos( $), 
where 
C = 2 if n=Oorn=N, 
n 1 ifl<n<N-1. 
The interpolating function is then given by 
U(x) = f Q(x). 
n=O 
The analytic derivative of this function is given by 
where the coefficients fi:” are computed recursively using 
C&j”= fi;:,,+2(n+1)tin+,, n=N-1, N-2,...,0. 
(2.4 
(2.5) 
(24 
(2.7) 
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The Chebyshev spectral derivative at the collocation points is 
The second derivative is calculated in an analogous fashion. A recursion formula similar to (2.7) 
holds for the discrete Chebyshev coefficients of the second derivative. Special versions of the 
Fast Fourier Transform may be used for evaluating the sums appearing in (2.4). The total cost 
for a Chebyshev spectral derivative is thus 0( N log N) operations. 
The Chebyshev collocation discretization of (2.1) may be written as 
LV= P, (2.9) 
where V is the vector of unknowns at the collocation points, F is the vector of the values of the 
right-hand side at the collocation points and L is the vector-valued operator representing a 
spectral discretization of the left-hand side. 
Iterative methods appear to be preferable to direct methods for solving these systems since the 
matrices representing L are full and, in general, expensive to generate [7]. Iterative methods also 
possess advantages in terms of storage requiring 0( N2) storage locations as opposed to 0( N4) 
for direct methods. Iterative methods are appealing because the standard implementation of 
spectral discretizations employs Fast Fourier Transforms which reduces the cost of evaluating 
the left-hand side of (2.9) from 0( N2) to 0( N log N) operations for given V, where N is the 
total number of unknowns. The same is true in the case of nonlinear problems. 
Let I’/” be some approximation to the solution, then 
O=LV-F=LV”-F+L(V-V”), 
since L is a linear operator. This motivates the following scheme for solving (2.1) 
V n+l= V” - &pn, Hz” = LV” - F, (2.10) 
where H is some approximation to L and w, is a relaxation parameter. We shall discuss 
particular choices of the operator H later. This iterative scheme is known as the preconditioned 
Richardson’s method and H as the preconditioning matrix. 
The above iterative scheme is convergent if the eigenvalues, X, of L satisfy 
]l-wh] <l. 
The best choice of w in the sense of asymptotic convergence is that for which the largest values 
of ,u = 1 - wX are equal in magnitude and have opposite sign. The optimal relaxation parameter 
is then given by 
w = 2/P,, + &lin), (2.11) 
where h,, and X,, are the largest and smallest eigenvalues of L respectively. This choice of w 
produces the spectral radius 
P = (K - l)/(K + I), (2.12) 
where K = Xmax/iimin is known as the condition number. In one dimension Gerschgorin’s 
Theorem can be used to show that the largest eigenvalue of L grows as N4 [3]. Unfortunately, 
this means that P = 1 - 0( NP4) which implies 0( N4) iterations are required to achieve conver- 
gence. 
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The slow convergence is due to the balancing of the lowest frequency eigenfunction with that 
of the highest frequency one in the determination of the optimal relaxation parameter given 
above. The multigrid approach takes advantage of the fact that the low frequency modes can be 
represented just as well on coarser grids. It therefore balances the smallest high frequency one 
with the highest frequency one and hence damps effectively only those modes which cannot be 
resolved on coarser grids. In this context the optimal relaxation parameter is given by 
w MC = 2/hnax + kni,,), (2.13) 
where A,, is the smallest high frequency eigenvalue of L. The multigrid smoothing factor 
PMG = CKh.fc3 - l)/CKbt~ + I>, (2.14) 
where ~~~ = Xmax/Xmid, measures the damping rate of the high frequency modes. The quantity 
KMG is known as the multigrid condition number. This choice of w has the effect of prefer- 
entially damping the high frequency errors while the low frequency errors are hardly damped at 
all. The low frequency modes are damped on coarser grids since on such grids they appear as 
high frequency modes. Still coarser grids are used until relaxations are so cheap that one can 
afford to damp all the remaining modes, or even to solve the discrete equations exactly. 
We shall describe briefly the multigrid components which we use in the present context. The 
characteristic feature of the multigrid method is the combination of a smoothing step and a 
coarse grid correction [l]. The method is described for the particular case in which there are two 
grids. The generalization to more than two grids is straightforward. 
The fine grid equations are obtained by discretizing the differential equation using the spectral 
collocation method described above. The. fine grid problem can be written in the form 
The decision to switch to the coarse grid is made after the error on the fine grid has been 
sufficiently smoothed by the relaxation process. The relaxation method used is preconditioned 
Richardson’s iteration and various choices for the preconditioner will be given later. After the 
high frequency content of the error has been sufficiently reduced the correction is transferred to 
the coarse grid. The auxiliary equation on the coarse grid is 
L”V/” = F”, 
where 
FC=R[Ff-Lfff]. 
The restriction operator R interpolates a function from the fine grid to the coarse grid. The 
coarse grid operator and correction are denoted by Lc and V”, respectively. The correction 
equation on the coarse grid is again obtained using the spectral collocation method. After 
performing a sufficient number of relaxation sweeps so that a reasonable approximation 9 to 
the coarse grid problem has been obtained, the fine grid approximation is updated using 
The prolongation operator P interpolates a function from the coarse grid to the fine grid. The 
natural prolongation operator in this application represents trigonometric interpolation. This 
process is carried out as follows. On the coarse grid the discrete Chebyshev coefficients of the 
corrections Uj at the collocation points xi = cos( rj/N,) are computed using 
(2.15) 
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k = 0, 1,. . . , N,. The fine grid approximation is then updated using 
N, 
Tjk 
uj+ uj + c fik cos 7 ) 
i i 
(2.16) 
k=O f 
where L$ is the approximation at the fine grid collocation points fj, j = 0, 1,. . . , Nf. 
The restriction operator is constructed in an analogous way. Except for a factor of two, P and 
R are adjoint. 
3. Preconditioning techniques 
Consider the general self-adjoint elliptic equation 
on [ - 1, l] x [ - 1, l] with Dirichlet boundary conditions. A detailed description of the matrix L 
representing the Chebyshev discretization of this equation is given in [13]. The system of 
algebraic equations obtained is similar to (2.9). 
Numerical experiments on the simple model problem have revealed that all but the several 
largest eigenvalues are good approximations to the eigenvalues of the continuous problem. Thus 
the smallest high frequency eigenvalue grows as N2 and so for the Chebyshev second derivative 
operator the multigrid condition number grows as N2 since the largest eigenvalue grows as N4. 
This implies that effective preconditioning is essential for multigrid as well as single-grid 
iterations. 
Consider again the iterative scheme given by 
V ntl = v-cJ,zn, Hz” = LV/” - F. (34 
The operator H is some approximation to the Jacobian JL of L(V) which in the case of a linear 
problem is just L itself. Orszag [6] has proposed a preconditioning for spectral methods based on 
a low-order finite difference approximation for H. In one dimension one can easily invert H 
using a tridiagonal solver. However, in more than one dimension these finite difference 
approximations are themselves costly to invert. 
The preconditioning matrix H is constructed to be an approximation to JL satisfying the 
following criteria: 
(i) H-’ 2: L-i; 
(ii) H has a sparse matrix structure; 
(iii) H is easily invertible. 
In this paper we consider preconditioners based on several sweeps of a relaxation method e.g. 
alternating line zebra, approximate factorization as well as on approximate LU decompositions 
of the finite difference operator. 
Haldenwang, Labrosse, Abboudi and Deville [4] have recently obtained closed form expres- 
sions for the eigenvalues of H-lL where L is the Chebyshev representation of d2/dX2, while H 
is the corresponding second order finite difference approximation based on the Chebyshev 
collocation points. The explicit expression for these eigenvalues are 
n = W-1) sin2 ( 71/2 N ) cos( IT/~ N ) 
k sin(kT/2N) sin((k - 1)7/2N) ’ 24 k’ Ne P-3) 
154 T.N. Phillips / Multigrid methods 
The eigenvalues are bounded by 1 and &T~, independent of the value of N, and thus H is an 
effective preconditioner. 
In more than one dimension, the finite difference operator H,, is expensive to invert and 
requires 0( N2) storage locations compared with O(N) for methods based on E?, an incomplete 
LU decomposition of H,,. For preconditioners based on relaxation methods the amount of 
storage required will be even lower since we do not need to explicitly compute the inverse of the 
preconditioning matrix. The matrix I? is cheaper to employ than H,, since I?’ can be found 
by simple forward- and back-substitution, whereas determining H$ amounts to computing 
the solution to a finite difference discretization of the problem. For separable elliptic equations 
one can use cyclic reduction to invert H. However, for nonseparable problems, fast elliptic 
solvers are not applicable and therefore iterative methods are required to solve these problems. 
4. Relaxation schemes 
An important property that a relaxation scheme should possess if it is to be used in a multigrid 
algorithm is that it effectively damp the high frequency components of the error. Additionally, 
for spectral multigrid methods the fast evaluation of derivatives demands that the relaxation be 
simultaneous rather than successive, e.g. Jacobi’s method can be implemented efficiently whereas 
Gauss-Seidel cannot. This requirement arises from the global nature of the spectral approxima- 
tion. In this section we describe the relaxation schemes which are used. 
Richardson iteration with incomplete LU decomposition 
A survey of preconditioners based on incomplete LU decompositions of the matrices which 
represent both the standard five-point second order and nine-point fourth order finite difference 
approximations to the differential equation (3.1) when a(x, y) = b(x, y) = 1 is made in [7]. The 
conclusion of this survey was that an incomplete LU decomposition due to Wesseling [lo] 
provided the most effective preconditioning of the spectral matrix. This preconditioning is 
known as the seven-diagonal preconditioning and its construction is described in the following 
recursive manner. 
Let (xi, yj) be an interior point of the grid. A five-point approximation to (3.1) at this point is 
given by 
Bi,jUi,J-i + Di,jui-i,j + Ei,jUi,j + E;l,jU;+i,j + Hi,jQ,j+i =hf,,l. (4.1) 
The factors L and U of this decomposition were each chosen to have four nonzero diagonals, as 
shown in Fig. 1. The lower and upper triangular factors, L and U, are chosen to have the same 
sparsity patterns as the lower and upper triangular portions of H,, with the addition of an extra 
non-zero diagonal immediately interior to their outermost diagonal. The main diagonal of U is 
specified to be unity. The elements of L and U are chosen so that the elements of LU 
corresponding to the non-zero elements of H,, agree with those of H,,. The elements of L and 
U are computed from those of H,, recursively as follows: 
bi,j = Bi,j, ci,, = -bi,jf,,j-i> di,, = D,,j - bi,jgi,l-i, 
ei j = E, , - bi,jhi,j-1 - cl,jgi+l,j-l - di,j_kl,j, (4.2) 
f;,j = (i,j- hi+l,j-lci,j)/ei,j~ gi,, = -d,,jhi-,,j/ei,,, hi,j = Hi,j/el./. 
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L= U= 
\ 
Fig. 1. Sparsity patterns of the factors L and U. 
Straightforward modifications are made near the boundaries. This preconditioning is denoted by 
Hs,. The extreme eigenvalues of H&L and H&L have been computed numerically by the QR 
algorithm (see [ll]) for the model problem i.e. a(x, y) = b(x, y) = 1. These eigenvalues are 
presented in Table 1. A few of the eigenvalues at the lower end of the spectrum of H&L have 
small imaginary parts while the remainder are completely real. In Table 2 we give the single-grid 
and multigrid condition numbers and multigrid smoothing rates for the seven diagonal precondi- 
tioning. The smallest high frequency eigenvalue, X mid, for this preconditioning was found to be 
1.23 independent of N. The results show that H,, is an effective preconditioner for the model 
problem. 
The remaining question to be answered concerns the choice of the relaxation parameter w. 
Two possibilities are considered here. 
The first, which is known as non-stationary Richardson, employs three distinct parameters in 
the relaxation process. These parameters are determined from the solution of a standard 
Table 1 
Extreme eigenvalues for preconditioned Chebyshev operator 
4 1.00 1.76 1.00 1.76 
8 1.00 2.13 0.85 2.16 
16 1.00 2.31 0.46 2.38 
24 1.00 2.36 0.25 2.47 
Table 2 
Details of seven diagonal preconditioning 
N K . SG K MG PMG 
4 1.77 _ 0.18 
8 2.54 1.76 0.28 
16 5.22 1.93 0.32 
24 9.81 2.01 0.34 
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minimax problem over the interval covered by the high frequency eigenvalues. The solution to 
this problem is 
wl=4/[(2+~)h,,+(2-~)X,,], 
a2 = vhmx + bid)> (4.3) 
u3 = 4/[(2 - fi)h,, + (2 + O)hmid]. 
These parameters are used in the relaxation in a cyclic fashion. The second, known as the 
minimal residual method, computes the relaxation parameter dynamically so as to minimize the 
residual at the next step. The minimization of (Y”+‘, F-“+’ ) with respect to w yields the following 
choice of relaxation parameter 
w = (F, Lz”)/(Lz”, Lz”), (4.4) 
where r” = LV” - P is the residual. The minimal residual method has the advantage of not 
requiring a priori relaxation parameters but suffers from the need to compute Lz” which is 
where most of the computational effort is expended. 
Line iteration 
In this approach one performs several sweeps of a line relaxation scheme to the equation 
HFDzn = r” = LV” - F. (4.5) 
This equation is not solved exactly but approximately, by making a small number of sweeps of 
an appropriate relaxation method, to obtain an estimate of zn. The choice of relaxation method 
within a spectral multigrid method must smooth the high frequency components of the error. 
Two line iterative schemes are considered. The first, line zebra relaxation, solves first for the 
odd (white) lines and then for even (black) lines. The second, alternating line zebra relaxation, 
performs line zebra relaxation first along lines of constant y and then along lines of constant y. 
These schemes were proposed by Brandt [l] within the context of multigrid methods. The linear 
systems involved are symmetric and tridiagonal. The same cyclic choice of relaxation parameters 
is used as for the method based on incomplete LU decompositions. The preconditioners 
associated with the above relaxation are denoted by H,, and HALz, respectively. The extreme 
eigenvalues corresponding to the preconditioned systems are presented in Table 3. The smallest 
high frequency eigenvalue exhibits a slow decay as N grows in both cases. In Table 4 we give the 
single-grid and multigrid condition numbers and multigrid smoothing rates for both these 
Table 3 
Extreme eigenvalues for preconditioned Chebyshev operator 
N H;;L H&L 
h IIll” x max hmin h max 
4 0.60 2.32 0.73 2.34 
8 0.31 3.53 0.27 3.34 
16 0.09 4.10 0.07 4.48 
24 0.04 10.68 0.03 7.89 
T.N. Phillips / Multigrid methods 157 
Table 4 
Details of line relaxation preconditionings 
N H LZ H ALZ 
Key KMG PMG Key KMG PMG 
4 3.87 2.28 0.39 3.21 2.17 0.37 
8 11.39 3.65 0.57 12.37 3.17 0.52 
16 45.56 4.26 0.62 64.00 4.13 0.61 
24 267.00 11.50 0.84 263.00 7.70 0.77 
preconditionings and for various values of N. The multigrid condition numbers and smoothing 
rates deteriorate badly as N grows for these preconditioned systems. 
Approximate factorization 
The first application of the approximate factorization (AF) scheme to solve the pseudospectral 
discretization of (3.1) is due to Street& Zang and Hussaini (1985). We may write this scheme in 
the form 
V n+l= Vn_uz*, [(YI-H,][d-Hy]Zn= -(Y[LV”-F], (4.6) 
where H, and Hy are the second order finite difference operators each associated with 
derivatives in only the one coordinate direction indicated by the subscript i.e. we have used the 
splitting 
HFD=Hx+Hy. 
The term [(YI - HJ leads to a set of tridiagonal systems, one for each value of y. The second 
left-hand side factor produces another set of tridiagonal systems. 
For purely finite difference approximations there are some theoretical results concerning the 
choice of optimal values for the parameters (Y and w [2]. By analogy with the finite difference 
case, Street& Zang and Hussaini [9] choose w to be of order unity and a sequence of (Y’S in a 
range [ aI, ah] by the rule 
lXk = ah(a,/ah) 
(k-l)/(K-1) 
3 (4.7) 
where K denotes the number of distinct (Y’s. The choices of (Y[ and (Y,, were based in part on 
estimates of the eigenvalue range of the discrete operators. 
5. Numerical results 
Here we compare the performance of the relaxation schemes described in the previous section 
on the spectral discretization of a rectangular Dirichlet problem. The operation count for a 
sweep of the spectral multigrid (SMG) method is 0( JV log JV) where JV= ( N - 1)2 compared 
with O(X) for finite difference methods. Thus we have thought it to be fairer to make our 
comparisons in terms of machine time rather than the work units of Brandt [l]. 
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Table 5 
Parameters of the test problems 
Problem C a P 
1 0.00 1 1 
2 0.20 2 2 
We make our comparisons using a quantity known as the equivalent reduction rate, denoted 
by p,. This is similar to the asymptotic convergence factor used by Brandt [l] but differs from it 
in that it takes into account time spent on the interpolation and restriction processes. In the 
SMG method this time is not negligible. The quantity p, is determined as follows. In some 
preliminary calculations, the average time r0 required for a single fine grid relaxation is 
determined. For an actual SMG calculation let ri and r2 be the residuals after the first and last 
fine grid relaxations respectively, and let r be the total CPU time. Then we define pL, by 
ale = [ r2/r1] 1/((7h- 1) 
In the variant of the multigrid method used here, we first solve the problem on the coarsest grid; 
that solution is then interpolated to the next finer level to serve as the initial approximation for a 
multigrid iteration involving these two levels, etc. The sizes of the grids on the coarsest and finest 
levels are 4 X 4 and 32 X 32,. respectively. Internal checks based on the anticipated smoothing 
rates are used in governing decisions to switch levels. The correction scheme of Brandt [l] is used 
with random numbers for the initial guess. On the lower levels the right-hand sides were obtained 
by applying the appropriate restriction operator to the finest level right-hand side. The variable 
coefficient to be used on the coarser grid k - 1 is a filtered version of the coefficient on level k. 
The test problems are specified by 
a(~, Y) = b(x, Y) = 1 + 6 exp(cos(P+ +Y))), (5.2) 
f~( x, y) = sin( u71x + +rr)sin( aTy + &T). (5 -3) 
Here 6 measures the departure of the coefficients a and b from constant. The parameters of the 
test problem are given in Table 5. Table 6 contains the values of the equivalent reduction rates 
for various preconditioners. The results show that both preconditionings based on incomplete 
LU decompositions give an improvement in efficiency over the other preconditioners. However, 
it should be noted that the minimal residual method requires almost twice as many operations 
per relaxation sweep than for the non-stationary Richardson method. This is due to the extra 
cost of computing Lz” in order to determine the relaxation parameter w in a dynamic 
calculation. This strategy for determining w could prove to be more robust than using the a 
priori chosen parameters for the non-stationary Richardson method. 
Table 6 
Equivalent reduction rates 
Problem ILU 
1 0.08 
2 0.54 
MR LZ ALZ AF 
0.22 0.28 0.24 0.43 
0.50 0.79 0.71 0.78 
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These relaxation schemes have been run on a scalar machine. On a vector machine the 
performance of schemes like ALZ and AF is likely to be better, because there are obvious parts 
of the algorithm where vectorization can be achieved. 
6. Periodic problems 
We turn our attention to a problem which has periodicity in one direction. We again consider 
(3.1) but this time defined on [ -1, l] X (0, 2 ) IT with Dirichlet boundary conditions in x and 
periodicity in y. For this type of problem, spectral approximations should be based upon 
Chebyshev series in x and Fourier series in y. The reader is referred to [13] for details of the 
Fourier spectral method. 
In this case the matrices which represent the five-point second order finite difference 
approximation to (3.1) are periodic. Therefore when we use line zebra relaxation or approximate 
factorization to solve along lines of constant x the systems involved are symmetric and cyclic 
tridiagonal. The corresponding incomplete LU decomposition of the finite difference operator 
must also incorporate periodicity into its factors. We describe such a decomposition which is a 
variation on one by Meijerink and Van der Vorst [5]. The sparsity patterns of the factors L and 
U are illustrated in Fig. 2. The elements of L and U are chosen so that the elements of LU 
corresponding to the non-zero elements of H,, a g ree with those of H,,. Therefore the elements 
of L and U have to satisfy: 
br,j= B,,j, Ci,N= Ci,N/er,N, di,j = Di,, 3 
e r,l = E~,l - bi,lhi-l,l - gi lci NY > > 
ei,j=Eij-biihi_li-dijfri_l, j>l, 
f,.j= C,j/ei,j: ’ ’ ’ 
(64 
gi,l = Gi,l) h~,j = Hi,l/ei,j- 
These elements cannot be computed in a recursive manner as before, since in the formula for e,,i 
we have present the quantity ei,N. However, for each value of i we can determine the relevant 
elements of L and U in the following way. 
We may write 
e, = wi - uleN1, ej=wj-ueY’ 
J J-1’ j = 2,. . . , N, (6.2) 
where 
wi = E, i - b, ihi_l J, ‘1 = g&i,, > Uj= di,j/f,,j-l, j= 2,..., N. (6.3) 
Fig. 2. Sparsity patterns of the factors L and U for the periodic preconditioning. 
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Define zj = e,:’ then zI satisfies 
--1= 
Zl Wl - ulzN, "]~l = Wj - VjZj-1, j = 2,. . . , N. 
It follows, by induction, that 
z,= (pj+qjzN)/(~,+sjzN), j=l,..., N. 
The coefficients p,, q,, rj and sj satisfy 
p1=l, 41 = 0, r1 = Wl, Sl = -u1, Pj+l = rJ3 4j+l = sj3 
r,+1 =wj+lrj- vj+lPj, 'j+l = wj+lsj- vj+14J1 
This leads to the quadratic equation in zN with known coefficients: 
(6.4) 
(63) 
sNzi+ (YN-~N)zN-PN=O, (6.6) 
from which the largest root can be calculated. The choice of the larger root leads to smaller 
elements in the error matrix LU - If,,. Having found eN = z; we are now in a position to 
determine the elements of L and U for this fixed value of i. The process is repeated for each 
value of i. 
The factors L and U are used to solve the systems 
LUz” = rn, VI 
by forward- and back-substitution: 
Ld=r”, Uz” = d. (6.8) 
For each of these systems we solve simultaneously for the unknowns along lines of constant X, 
i.e. in the periodic direction. The coefficient matrices are respectively lower and upper cyclic 
bidiagonal. 
The above relaxation schemes were compared on the following test problem: 
a(x, y) = b(x, y) = 1+ E exp(cos P(WC +y), (6.9) 
u(x, y) = sin(aqx + +rr) sin(aT cos y + $7). (6.10) 
The parameters of this test problem are given in Table 7. Table 8 contains the values of the 
equivalent smooting rates for approximate factorization, line zebra relaxation and the periodic 
incomplete LU decomposition. 
The periodic ILU decomposition is seen to provide the most effective preconditioner for this 
problem. Although the equivalent reduction rate of ILU deteriorates as the problems become 
more difficult, it still performs better than AF or LZ. 
Table 7 
Parameters of the test problems 
Problem z cl P 
1 0.00 1 1 
2 0.10 1 1 
3 0.20 2 2 
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Table 8 
Equivalent reduction rates 
Problem 
1 
2 
3 
AF LZ ILU 
0.75 0.90 0.52 
0.79 0.90 0.62 
0.76 0.90 0.68 
Table 9 
Parameters of the test problems 
Problem c a P 
1 0.00 1 1 
2 0.10 1 1 
3 0.20 2 2 
The last example we consider is defined in an annulus. The differential equation for this 
example is 
(6.11) 
on [l, 51 x (0, HIT) with 
a(~, 0) =l+c exp(cos(/?(r+B))), (6.12) 
U(Y, 0) = cos(u71~) sin(an cos 8 + $7). (6.13) 
We examine a problem whose radial boundary conditions are Dirichlet at Y = 5 and Neumann at 
Y = 1. Again we enforce the periodicity in the angular direction. 
Table 9 presents the test case parameters. The equivalent reduction rates for approximate 
factorization and the periodic incomplete LU decomposition are given in Table 10. On the whole 
the equivalent reduction rates are worse than those for the rectangular Chebyshev-Fourier 
problem. In all probability this is due to the Neumann boundary condition which usually has the 
effect of slowing down the rate of convergence of a given iterative method. The periodic ILU 
decomposition again performs much better than AF except on problem 3 on which they are 
comparable. The ILU decomposition also has the advantage of not being sensitive to small 
changes in the relaxation parameters. The rates for AF are the result of tuning the parameter (Y 
and are sensitive to changes in (Y. 
Table 10 
Equivalent reduction rates 
Problem AF ILU 
1 0.87 0.67 
2 0.87 0.61 
3 0.86 0.82 
162 T.N. Phillips / Multigrid methods 
7. Conclusions 
In this paper we have described the spectral multrigrid method and compared iterative 
techniques for solving the algebraic equations which arise from the discretization of a self-adjoint 
elliptic equation using the spectral collocation method. Spectral methods possess superior 
approximation properties compared with finite difference and finite element methods which, in 
practice, means one can obtain the same accuracy with fewer mesh points. The need for 
preconditioning has been demonstrated and preconditioners based on incomplete LU decom- 
positions have been shown to be effective on a variety of problems. 
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