Abstract-Due to the ubiquitous nature and anonymity abuses in cyberspace, it's difficult to make criminal identity tracing in cybercrime investigation. Writeprint identification offers a valuable tool to counter anonymity by applying stylometric analysis technique to help identify individuals based on textual traces. In this study, a framework for online writeprint identification is proposed. Variable length character n-gram is used to represent the author's writing style. The technique of IG seeded GA based feature selection for Ensemble (IGAE) is also developed to build an identification model based on individual author level features. Several specific components for dealing with the individual feature set are integrated to improve the performance. The proposed feature and technique are evaluated on a real world data set encompassing reviews posted by 50 Amazon customers. The experimental results show the effectiveness of the proposed framework, with accuracy over 94% for 20 authors and over 80% for 50 ones. Compared with the baseline technique (Support Vector Machine), a higher performance is achieved by using IGAE, resulting in a 2% and 8% improvement over SVM for 20 and 50 authors respectively. Moreover, it has been shown that IGAE is more scalable in terms of the number of authors, than author group level based methods.
I. INTRODUCTION
With the emergence and rapid proliferation of Internet, it has created a new way for exchange of information and opinions, as well as propaganda dissemination. A variety of web-based channels are developed for communication and information sharing, the typical channels such as website, email, online forum, blog, microblog, etc. Despite its numerous benefits, Internet has also become a good venue for criminal activities attributable to its ubiquitous nature and anonymity abuses. Criminals often use online messages to distribute illegal materials. Electronic commerce is susceptible to deception from easy identity change and reputation manipulation which have facilitated numerous forms of fraud. Moreover, terrorist and extremist organizations are using online forum as one of their major communication channels to support psychological warfare, fundraising, recruitment, coordination, and distribution of propaganda materials [1] .
Compared to traditional crimes in real world, it's difficult to trace criminal identity in cybercrime investigation. This is partially attributable to the abuses of anonymity in cyberspace. When dealing with large numbers of cyber users and activities, the situation is more complicated, and it's impossible to meet the investigation requirements by making a manual tracing. Hence, tools providing automated criminal identification are necessary to counter anonymity abuses and strengthen the social accountability in cyberspace.
Note that the aforementioned forms of cybercrime all involve text based mode of communication. Therefore, it's feasible to find the potential identity traces in textual messages left by web users. Stylometry is the statistical analysis of writing style by examining the characteristics of a piece of writing to draw conclusions on its authorship. Writeprint identification, characterization and similarity detection are three major fields of stylometric analysis studies. In current research we only address writeprint identification (also called authorship identification or authorship attribution in some literature) for online messages, which is the task of predicting the most likely author of a piece of textual online message given a predefined set of candidate authors.
Despite significant progress in the research of online stylometric analysis, there are several current limitations, in which one of the biggest is the lack of scalability in terms of number of authors. This is partially because the selected features can't capture the author's writing style sufficiently, and the technique for stylometric analysis is not sufficient to deal with large scale of the authors. Moreover, pervious work has mostly focused on developing the single classifier technique. There has been limited emphasis on ensemble-based technique for online stylometric analysis.
In this study we propose a framework for writeprint identification to address some of the current limitations of online stylometric analysis. We use the variable length character n-gram for representing the author's writing style. An ensemble-based classification model is developed to improve the performance and scalability of writeprint identification, which is built on individual author level feature set type. Experiments are conducted on a real world data set to evaluate the effectiveness of the proposed feature and technique.
The remainder is organized as follows. Section 2 surveys the related work. Section 3 presents a framework for online writeprint identification using variable length character n-gram feature type and ensemble-based technique. Section 4 describes an individual author level feature subspacing method based on hybrid Genetic Algorithm (GA). Section 5 includes the performed experiments. Conclusions and future directions are given in last section.
II. RELATED WORK
From a machine learning point of view, writeprint identification can be seen as a single-label multi-class text categorization problem. Three important characteristics of this task are stylometric features, feature set types, and the techniques employed to analyze these features.
A. Features
Similar to human fingerprint, writeprint is composed of multiple features such as frequency of word, vocabulary richness, length of sentence, structural information, etc. These features can represent an author's unique, immutable writing style and further become the basis of writeprint analysis [2] . Previous studies proposed taxonomies of features under different labels and criteria [3] . Among all the measures, the character n-gram approach has been proven to be quite useful to quantify the writing style [4, 5] . One of the best performing algorithms in an authorship attribution competition was also based on a character n-gram representation [6] . It is able to capture the nuances of higher level and tolerate the noises such as grammatical errors or misuse of punctuations. Moreover, the procedure of extracting ngrams is language-independent and requires no special tools, especially for Chinese where the tokenization procedure is not trivial [7] .
However, an important issue of using character n-gram is the definition of n . A large n would better capture lexical and contextual information but it would also capture thematic information and increase the feature dimensionality, while a small n would not be adequate to capture contextual information. The drawbacks of defining a fixed value for n can be avoided by extracting variable length n-grams. And the variable approach is used in this study.
B. Feature Set Types
Depending on whether is a single feature set applied across all authors, two typical feature set types are author group level and individual level feature set. For group level, there is only one set across all authors, and it is commonly used in most previous research [8] . For individual level, each author has an individual feature set, and it's especially suitable for dealing with large potential feature space problems, such as n-gram based features. Typical studies can be shown in [9, 10] , in which a feature set containing the 5,000 most frequent character n-grams and misspelled words was created for each author, respectively. Since traditional machine learning techniques dealing with group level type, typically train a classifier on a single set, special techniques are required to handle individual level feature set type.
C. Techniques
Ensemble learning is one of the typical techniques which could handle individual level feature set type [11] . Sample subspacing and feature subspacing are two common methods for ensemble construction, and the feature subspacing approach has been shown effective for style or pattern recognition problems. The basic idea of individual level feature subspacing is that it allows each base classifier to act as an "expert" on its particular sub area of feature space. For writeprint identification, limit work has been done by using ensemble-based technique on individual level feature set. In [5] , an ensemble model based on randomly feature set subspacing was proposed to perform author identification, and it was shown that ensemble scheme was quite effective.
Based on the success of individual level feature set and the corresponding ensemble technique, we propose a framework for writeprint identification to counter anonymity in cyberspace. More details are presented in the next section. Using the above notation, a framework for writeprint identification is proposed base on the previous review and the questions addressed in last section. As shown in Fig. 1 , there are five steps included in this framework to carry out writeprint identification of online messages.
III
As previously mentioned, the basic idea of the proposed framework is building an ensemble model based on individual level feature set, with each base classifier trained using a particular author's features, allowing it to become an "expert" on identifying that author against others.
A. Data Collection
The first step is to collect a set of textual online messages written by a certain number of potential authors ( I messages for K authors are included in D ). Each message is considered as a unit that contributes separately to the model trained on D . Moreover, it's better to preserve a balanced distribution of training sample over the candidate authors to get a reliable model as well as good performance.
B. Feature Extraction
The raw messages collected in Step 1 are in unstructured text format. To train a model on these messages, they have to be represented as a vector of stylometric features. As stated above, variable length character n-gram feature is adopted in this study. Consequently, an extraction component dealing with such feature type need be developed for a special purpose. Using this tool, an initial set of character n-grams with variable length will be extracted from D . Then, each message i m could be represented as a set of character ngrams ordered by decreasing occurrence frequency
C. Feature Selection on Individual Author Level
This step aims to partition the feature space using feature selection method for building the ensemble-based writeprint identification model that will be discussed in next step. That means we need select one feature subset k t s G : consisting of a number of character n-grams with variable length for each potential author k a . The point is that the selected character n-gram features in the final individual subset k t s G : should be representative for k a and discriminative against others. After the feature selection, an ensemble could be built on these individual author level feature subsets.
As illustrated in Fig. 1 , three successive procedures are utilized in this step: shallow selection, feature weighting, and feature selection for individual author. All these procedures will be discussed in more detail below.
(
1) Shallow Selection for Individual Author
For character n-gram features, there are countless potential features giving a data set that is not trivial. It's necessary to reduce the feature space by a pre-selection (shallow selection). A common criterion for selecting ngram based features in stylometric analysis task is their frequency [12] . But there is no agreement on the setting of the minimum frequency threshold (MFT) in prior work. It's typical to set MFT as a fixed number such as a threshold of 10 or to use the most frequent n-grams for a predefined number such as 1000. Another important issue of the variable length character n-gram approach is the definition of n . A large n would better capture high level information, but it would also increase the feature dimensionality substantially and capture more thematic information. Moreover, it has to be underlined that the selection of the best n value is dependent on language.
Taking these into consideration, we use the MFT approach to select features with a minimum usage frequency. Unlike the previous methods, we think the setting of MFT is related to the author and data set. That means each author in a dataset would have a MFT. To an author, the less frequent n-grams are representative and discriminative if they only appear in messages written by that specific author but not all the ones. Moreover, it's reasonable to adjust MFT according to the number of messages of an author giving a data set. In this paper, we set MFT equal to half of the number of messages to an author. Note that the feature is not representative if it distributes over a small number of messages. And we use only up to 5-grams which containing 1-gram, 2-grams, 3-grams, 4-grams and 5-grams.
After this process, a reduced set t G containing all the character n-grams not being filtered would be derived. Each author k a also gets a set 
(2) Feature Weighting for Individual Author
Feature weighting is a technique used to estimate the degree of the individual feature's discriminatory power by using a metric in classification problem. For stylometric analysis based on author group level, feature weighting algorithm is generally applied across all classes (i.e., authors in this context) for utilizing a single feature set that could best discriminate authorship across all authors. Unlike most conventional usage, this procedure aims to approximate the optimal degree of influence of individual feature at differentiating a specific author against all others for each author.
Information Gain (IG) is a typical feature weighting algorithm used in many text categorization tasks as an efficient method [13] . In this paper, Shannon entropy measure [14] is employed as the feature weighting technique using symbols defined above. That is
is the information gain for feature t g across K authors,
) is the overall entropy across K authors and 
G . (3) Feature Selection for Individual Author
Feature selection is a technique of selecting a subset of relevant features which helps to improve the performance of learning models. It also helps to alleviate the effect of the curse of dimensionality and enhance interpretability of the learning model. For ensemble learning, another advantage of feature selection is to encourage diversity among the predictions of the base classifiers by partition the feature space. This is essential for good ensemble performance.
Filter and wrapper are two approaches for feature selection. GA has been used in numerous feature selection applications [2, 15] . It uses a wrapper model where the accuracy is used as the evaluation criterion to improve the feature subset in future generations. A consequence of using GA in a wrapper model is that convergence towards an ideal solution can be slow when dealing with very large solution space. However, feature selection is considered an offline task that dose not need to be repeated constantly. And some heuristic information can be incorporated to facilitate improved accuracy and convergence efficiency.
In this paper we propose an IG seeded GA based feature selection technique for Ensemble (IGAE). In IGAE, GA is employed as a feature selection technique, by incorporating IG heuristic, to construct an ensemble model for writeprint identification based on individual author level feature set. More details of IGAE are provided in the next section.
D. Ensemble-based Model Construction
As illustrated in Fig. 2 
is verified by testing set, it could be applied to identify the writeprint of new messages.
IV. INDIVIDUAL AUTHOR LEVEL FEATURE SELECTION FOR ENSEMBLE USING IGAE
Like most hybrid GA variations, the key idea behind IGAE is that it incorporates the feature weights information produced by IG as heuristic into the GA's initial population and operators (e.g., crossover and mutation). But unlike the conventional GA based feature selection for single classifier, some diversity strategies are utilized to facilitate convergence efficiency for such ensemble feature selection problem. The pseudo-code for IGAE is given in Fig. 3 below.
The chromosome design, fitness function and genetic operators of IGAE are described in detail as follows. 
A. Chromosome Decoding and Initial Population
In this study, each chromosome is decoded using a binary string of length equal to the number of authors K multiply the size of the feature set t G . Each chromosome represents an ensemble solution. K gene segments in each chromosome represents K authors. Each gene may have values "0" or "1" indicating whether a feature is selected or not.
As standard GA, the initial population of IGAE is randomly generated. The difference is that one chromosome of the initial population is randomly selected to recode using heuristics from ) should be selected according to prior work using IG for text feature selection [15] .
B. Fitness Evaluation
As designed in [17] , it's straightforward to use the accuracy of the ensemble for fitness function. But this way is biased towards some particular integration method and prone to overfitting. An alternative solution is using diversity and individual accuracy for fitness function. Another motivation for this alternative is the fact that overfitting at the level of the individual classifiers is more desirable than overfitting of the ensemble itself. Moreover, it was shown that the feature subsets selected by GA have more features than other search strategies [18] . It also could be a good choice to add a control measure to control the complexity of the model. Taking into account all these factors, a 3-criteria fitness formula is given below. represents the average numbers of K feature subsets k t s G : . α and β are two constants specified according to the problem. α is used to control the contributes to the fitness function from Div . β is used to control the model's complexity by setting a threshold.
Following the definition in [18] , let K be the number of authors and N be the total number of messages. Then, Φ estimates the probability that the two classifiers agree, and 2 Φ is a correction term for 1 Φ , which estimates the probability that the two classifiers agree simply by chance. The pair wise diversity ij Kappa Div _ is then defined as follow:
C. Genetic Operators
As the traditional genetic operators, selection, crossover, and mutation are used in IGAE. Roulettewheel selection scheme is used to select the members randomly with a probability proportional to fitness. The crossover operator uses uniform crossover in which each feature of the two offspring randomly takes a value from one of the parents.
Unlike the traditional mutation, the mutation operator in IGAE is modified to incorporate the IG heuristic into the mutate operation. The basic idea is to increase the probability of features with higher heuristic value in k t W while decreasing the probability of features with lower value.
V. EXPERIMENTAL EVALUATION
A description of the test bed, experimental design, and result discussion are encompassed in this section.
A. Test Bed Description
The online reviews of 50 customers from Amazon's Top Customer Reviewers are collected as our test bed, of which the main characteristics are listed in TABLE I. 
B. Experimental Design
Two experimental tasks are conducted to examine the effectiveness of the proposed approach. The first aims at examining the performance of variable length character n-gram approach in comparison with fixed length approach. The second task is concerning the effectiveness evaluation of the proposed IGAE technique.
The first experiment uses frequency and IG to examine the performance of variable length character n-gram approach. Firstly, an initial set of 18,167 character ngrams (including all the 91 1-grams, 3,076 2-grams, the 5,000 most frequent 3-grams, the 5,000 most frequent 4-grams, and the 5,000 most frequent 5-grams) is extracted from 600 messages of 20 authors. Then, IG is used to select the most significant 1,000 to 10,000 n-grams with a step of 1,000. The same approach is followed by fixed length n-grams. For example, using an initial set of 15,000 most frequent 3-grams, we also use IG to select the best 1,000 to 10,000 3-grams with a step of 1,000.
In the second experiment, we compare IGAE with a single classifier built on author group level feature set. SVM is a powerful single classifier for writeprint identification according to previous studies [3, 20] . We also compare IGAE with other two typical ensemblebased techniques on individual author level: Simple Random Subspacing for Ensemble (SRSE) and Simple GA based subspacing for Ensemble without incorporating heuristic such as entropy (SGAE). For SVM, standard 10-fold cross-validation is used to validate its performance. For the three ensemble-based techniques, a same preprocessing (e.g., character n-gram based feature extraction and shallow selection for individual author) is applied before feature subspacing. After that, the set t G for all K authors and k t G for each one are derived. Then the same number of feature subspace partitions as K authors is obtained to construct base classifiers. In SRSE, half of the original features in k t G are randomly selected for each author k a , and it is repeated 10 times with the average value as the overall accuracy of SRSE. The only difference between IGAE and SGAE is whether to incorporate the information gain as a heuristic in GA.
The original data set is divided by the ratio of 2:1 into two parts: the training set and test set. We use the LIBLINEAR algorithm [21] in Matlab7. In all experiments, linear kernels are used with C=1. For GA based methods, they are both run for 1000 iterations, with a population size of 50 for each generation, using a mutation probability of 0.5 (as proposed in [22] ). The α and β in fitness function are set to 0.6 and -0.25, respectively.
C. Results Discussion
The results of the first experiment are shown in Fig. 4 . As can be seen, the variable length character n-gram approach outperforms fixed length approaches when the selected features are less than 6,000. But for a higher dimensionality, the improvement on performance began to decline. It could be observed that the variable length ngram approach even fails to compete with fixed length approach, especially for 3-grams, when the number of features is over 6,000. These results are generally consistent with previous study [11] . Moreover, the highest accuracy rate of nearly 93% illustrates that the variable length character n-gram vector is quite effective for representing an author's writing style, and SVM is indeed a suitable algorithm for dealing with a high dimensional feature space and sparse data like this scenario.
Comparative results for the proposed IGAE and several other techniques designed in the second experiment are given in TABLE II and Fig. 5 . Clearly, IGAE achieves the best performance in all cases. And it is followed by SGAE, another GA based ensemble feature selection technique. This indicates the effectiveness of the GA based ensemble feature selection technique for application of writeprint identification. However, all the four techniques' accuracy decreases when the number of authors increases from 20 to 50. But compared with other three techniques for individual author level, the performance of SVM drops more sharply as the number of authors goes from 20 to 50. For 50 authors, IGAE obtains a great performance improvement, resulting in a 8% improvement over SVM. Consequently, it seems that the ensemble-based techniques for individual author level are more scalable than author group level based methods as the number of author increases. Fig. 6 shows the performance of two GA based techniques (IGAE and SGAE) across the 1000 generations. As can be seen, the evolutionary process of IGAE converges after about 480 generations, and it is much faster than SGAE which is about 800 generations. This is due to the use of IG heuristic incorporated in the initial population and the mutation operator of IGAE. Although seeded by IG heuristic, it's interesting to be found that the accuracy of IGAE declines at the beginning of the dozens of generations. This is the result of the application of replacement strategy in selection operator that prevents the IG seeded solution from dominating the whole population. But the heuristic carried by the IG seeded solution is gradually disseminated to the remaining. As a result, the IGAE is able to converge on an improved solution, and it is outperformed than SGAE.
VI. CONCLUSIONS AND FUTURE WORK
In this research we applied stylometric analysis techniques to counter anonymity in cyberspace. An effective framework for writeprint identification was presented to address the anonymity abuse problem in cyberspace. In this framework, variable length character n-gram feature was used as the representation of author's writing style, and was evaluated for writeprint identification. Then, IGAE was also developed to build an ensemble model based on individual author level feature set. Several specific components for dealing with the individual based feature set type were integrated in this framework. The proposed features and technique were evaluated on a real world test bed. The experimental results indicated the effectiveness of the proposed framework. Compared with SVM (the baseline technique for writeprint identification), IGAE obtained a considerable performance improvement. Moreover, it had been shown that the ensemble-based technique for individual author level, especially IGAE had a better scalability than author group level based methods when the number of authors increases.
Like most wrapper based feature selection problems using an optimal search method, it is computationally intensive when dealing with a large number of authors. Although feature selection is considered an offline task which does not need to be repeated constantly, it's still important to improve the efficiency of the proposed method. We found that the efficiency of the ensemblebased model is related to the employed base classifier. The training time can be significantly reduced when using solver type 1 of LIBLINEAR, while obtaining a comparable accuracy. A full examination of this relationship needs a separate study.
In the future we would continue to improve the writeprint identification technique for online messages. We believe that the ensemble technique based on individual author level could improve the performance, scalability, and interpretability of online writeprint identification. Future research will focus on the optimization of the design of fitness function, in particular the setting of α , β , and the use of other measures of Div , in order to further narrow in on a key feature subset for each author. In addition, the relationship between the option of base classifier and the efficiency of the ensemble, together with parallel GA algorithm will be explored in next study to deal with the large number of authors.
