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Abstract
We prove that the subspaces defined by scale and mass-centering condition of the Uhlenbeck compactification of the moduli
space of anti-self-dual SU(r) connections on S4 admit the structure of a semi-algebraic set and thus are Whitney stratified spaces.
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1. Introduction
A subspace of RN is semi-algebraic if it is a boolean combination of sets defined by polynomial equalities and
inequalities. Let M¯k,r denote the Uhlenbeck compactification of the moduli space of anti-self-dual, charge k, SU(r)
connections on S4. In this note, we prove that a number of subspaces of M¯k,r are semi-algebraic sets. To be precise,
let λ : M¯k,r → [0,∞] be the scale map defined in (2.3) and let z : M¯k,r (δ) → R4 be the center-of-mass map defined in
(2.3). We define
M¯k,r (δ) = λ−1([0, δ]), ∂M¯k,r (δ) = λ−1(δ),
(1.1)M¯k,r (δ) = z−1(0), ∂M¯k,r (δ) = z−1(0)∩ λ−1(δ).
Theorem 1.1. The spaces M¯k,r (δ), ∂M¯k,r (δ), M¯k,r (δ), and ∂M¯

k,r (δ) are semi-algebraic.
As described in (2.4), we will use an “s” superscript to denote the corresponding space of framed instantons. For
example, M¯s,k,r (δ) denotes the space of framed instantons with connection in the space M¯

k,r (δ). We then have:
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s
k,r (δ), M¯
s,
k,r (δ), and ∂M¯
s,
k,r (δ) are semi-algebraic.
Theorems 1.1 and 1.2 imply the following:
Corollary 1.3. The subspaces M¯k,r (δ), ∂M¯k,r (δ), M¯k,r (δ), ∂M¯

k,r (δ), M¯
s
k,r (δ), ∂M¯
s
k,r (δ), M¯
s,
k,r (δ), and ∂M¯
s,
k,r (δ) are
Whitney stratified spaces.
Finally, we give an elementary proof of the following result, conjectured by Donaldson in [4, §4] and announced
but not proved in [6, Th. 1.2] for a more general class of four-manifolds.
Corollary 1.4. The completion of Mk,r (δ) with respect to the L2-metric is homeomorphic to the Uhlenbeck compact-
ification.
The motivation for these results arises in the study of neighborhoods of the lower strata of Uhlenbeck compactifi-
cations of moduli spaces such as the moduli space of anti-self-dual connections on a four-manifold X or the moduli
space of SO(3) monopoles on X. A complete set of gluing theorems of the type appearing in [7,8,19] would show
that such neighborhoods are modeled, at least locally, on products of X and of the moduli spaces appearing in The-
orems 1.1 and 1.2. While the strata of these neighborhoods are smooth manifolds, little is known about how these
strata fit together. To the author’s knowledge, the best results known previously had shown that the strata admitted
local cone bundle neighborhoods in the sense of Siebenmann [17, §1]. In contrast, Corollary 1.3 implies that these
neighborhoods admit the structure of a Whitney stratified space. By [12,13,21], Whitney stratified spaces admit trian-
gulations compatible with their stratification. Such a triangulation appears in the arguments of [10, §3.5 & §3.6]. In
addition, there are powerful transversality and isotopy results for Whitney stratified spaces (see [11, §1.3 & §1.5]). An
application of such transversality results appears in [9, §8.5] where we relate intersection numbers of pseudo-cycles
with cohomological cup-products. In brief, Theorems 1.1 and 1.2 allow one to apply the techniques of differential
topology and transversality when studying neighborhoods of lower strata of Uhlenbeck compactifications.
To prove Theorems 1.1 and 1.2, we first show that the ADHM correspondence extends to a homeomorphism
between the completion of the ADHM data and the Uhlenbeck compactification. The results then follow from some
constructions of semi-algebraic sets from [18] applied to the space of ADHM data.
This note is organized as follows. In Section 2, we review the definition of the anti-self-dual moduli spaces on S4
and define the subspaces we will discuss. We also review the ADHM correspondence. In Section 3, we prove the main
technical result of this note, the continuity of the ADHM correspondence with respect to Uhlenbeck limits. Finally, in
Section 4 we show that the completion of the ADHM data admits the structure of a semi-algebraic set.
2. The ADHM description
2.1. Connections on S4
Let Ek,r → S4 be a complex rank r vector bundle with c2(Ek) = k. Let Ak,r denote the space of special uni-
tary connections on Ek,r and let Gk denote the space of determinant-one, unitary gauge transformations of Ek,r . If
Fr(Ek,r )|s is the bundle of special unitary frames of Ek,r over the south pole, s ∈ S4, then we denote
Bsk,r =Ak,r ×Gk,r Fr(Ek,r )|s , Bk,r =Ak,r/Gk,r .
The moduli space of anti-self-dual connections on Ek,r is defined to be
Mk,r =
{[A] ∈ Bk,r : F+A = 0},
while the moduli space of framed, anti-self-dual connections on Ek,r is:
(2.1)Msk,r =
{[A,Fs] ∈ Bsk,r : F+A = 0}
where F+ denotes the self-dual component of the curvature two-form.A
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x identifies S4 − {s} with R4; we will thus consider R4 as a subset of S4. Define the functions
z :Bk,r → R4, z
([A])=
∫
S4−{s}
x|FA|2 d4x,
λ :Bk,r → [0,∞], λ
([A])=
∫
S4−{s}
|x|2|FA|2 d4x,
where FA denotes the curvature of the connection A. We will use the same notation for the maps
z :Bsk,r → R4, λ :Bsk,r → [0,∞),
defined by the composition of z and λ with the projection Bsk,r → Bk,r . An extension of these maps will define the
subspaces from (1.1) appearing in the main theorem.
The space Mk,r admits a compactification, the Uhlenbeck compactification:
M¯k,r =
k⋃
=0
(
Mk−,r × Sym(S4)
)
where Sym(S4) is the symmetric product of  copies of S4 while Sym0(S4) is a point. The topology of M¯k,r is
defined by Uhlenbeck convergence which is described below.
To define Uhlenbeck convergence on a four-manifold X, we require the following vocabulary. Because Sym(X)
is the quotient of X by the symmetric group on  elements, there is a quotient map π˜ :X → Sym(X). If π˜ (x˜) = x
and x˜ = (x1, . . . , x) then the number of indices i such that xi = y is the multiplicity of y in x.
Definition 2.1. A sequence, {[Ai]}i∈N ⊂ Mk,r , Uhlenbeck converges to [A0,x] ∈ Mk−,r × Sym(S4) ⊂ M¯k,r if the
following holds where x = {xi}.
(1) There are a non-empty, open set U ⊂ S4 − x and bundle isomorphisms,
ui :Ek−,r |U → Ek,r |U
such that u∗i Ai converges to A0 in the C∞ topology on each compact subset of U .
(2) The measures defined by |FAi |2 converge to the measure defined by
(2.2)|FA0 |2 +
∑
x∈x
8π2κxδx
in the weak-* topology, where δx is the Dirac δ measure concentrated at x and κx is the multiplicity of x in x.
Remark 2.2. The usual definition of Uhlenbeck convergence, see e.g. [5, Condition 4.4.2], has the stronger require-
ment that the bundle isomorphisms and convergence of u∗i Ai to A0 take place on S4 − x. Uhlenbeck compactness and
the unique continuation result, appearing in [20] and in the proof of [5, Lemma 4.3.21], show that the definition above
is equivalent to the standard one.
The following observation on Uhlenbeck limits of sequences in Mk,r (δ) is immediate from the definition of Uh-
lenbeck limit and the function λ.
Lemma 2.3. For δ satisfying 0 < δ < 1, let {[Ai]}∞i=1 be a sequence in Mk,r (δ) with Uhlenbeck limit [A0,x]. If
x = {x1, . . . , xr}, then |x(xi)|2 < δ/8π .
After replacing |FAi |2 with the function defined by the expression in (2.2), the maps z and λ extend continuously
from Mk,r to maps
(2.3)λ : M¯k,r → [0,∞], z : M¯k,r (δ) → R4.
These maps define the subspaces (1.1) appearing in the main theorems.
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in a small neighborhood of the south pole. Hence, one can define M¯sk,r (δ) as the Uhlenbeck closure of M
s
k,r (δ), using
the isomorphism ui from Definition 2.1 to compare the frames over the south pole. Let π : M¯sk,r (δ) → M¯k,r (δ) be the
projection defined by omitting the frame. Then define
(2.4)M¯s,k,r (δ) = π−1
(
M

k,r (δ)
)
, ∂M¯sk,r (δ) = π−1
(
∂M¯k,r (δ)
)
, ∂M¯
s,
k,r (δ) = π−1
(
∂M

k,r (δ)
)
to be the spaces of framed instantons appearing in Theorem 1.2.
2.2. The ADHM correspondence
We now review the ADHM description of Msk,r , following [3,14]. Define
(2.5)pk,r =
{
(τ1, τ2, a, b) ∈ Mk×k(C) ×Mk×k(C)×Mk×r (C)× Mr×k(C)
}
.
Elements of an open, dense subset of pk,r define an SU(r) connection on a bundle Ek,r → S4 with c2(Ek,r ) = k as
follows. A point Λ = (τ1, τ2, a, b) ∈ pk,r defines a family of linear maps parameterized by x = (z,w) ∈ C2 by
(2.6)Rx(τ1, τ2, a, b) :C2k+r → C2k, Rx(τ1, τ2, a, b) =
(−τ2 − w τ1 − z b
τ ∗1 − z¯ τ ∗2 + w¯ a∗
)
,
where w and z denote w idCk and z idCk .
We define an open, dense subset of pk,r by:
(2.7)p◦k,r =
{
Λ ∈ pk,r : Rx(Λ) is surjective for all x ∈ C2
}
.
For Λ ∈ p◦k,r , the subspace,
V (Λ) = {KerRx(Λ) × {x}}⊂ C2k+r × C2
defines a subbundle of the restriction of the trivial bundle,
(2.8)C2k+r × S4 → S4
to C2 = S4 − {s}. If V (Λ) denotes the subbundle thus defined by Λ ∈ p◦k,r and π(Λ) is orthogonal projection onto
this subbundle, then
(2.9)A(Λ) = π(Λ)∇,
where ∇ is the trivial connection on the bundle (2.8), defines a connection on Ek,r . The extension of this connection
from C2 ⊂ S4 to S4 is described in [5, p. 100].
The group U(k) acts on pk,r by, for U ∈ U(k) and (τ1, τ2, a, b) ∈ pk,r ,
(2.10)(U, (τ1, τ2, a, b)) → (Uτ1U−1,Uτ2U−1, aU−1,Ub).
The connections A(Λ) and A(UΛ) are gauge equivalent (see [5, p. 98] or [14, p. 469]).
The group SU(r) acts on pk,r by, for U ∈ SU(r) and (τ1, τ2, a, b) ∈ pk,r :
(2.11)(U, (τ1, τ2, a, b)) → (τ1, τ2,U∗a, bU).
For (τ1, τ2, a, b) ∈ pk,r , consider the equations,
μ1(τ1, τ2, a, b) = [τ1, τ2] + ba = 0,
(2.12)μ2(τ1, τ2, a, b) = [τ1, τ ∗1 ] + [τ2, τ ∗2 ] + bb∗ − a∗a = 0.
Then, define
ak,r =
{
(τ1, τ2, a, b) ∈ pk,r : (τ1, τ2, a, b) satisfies Eq. (2.12)
}
,
(2.13)a◦k,r = ak,r ∩ p◦k,r .
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Eqs. (2.12) vanish transversely on a◦k,r , making the quotient a◦k,r/U(k) a smooth manifold. (See [3] for a discussion
of these results.) We define the following maps on pk,r :
(2.14)λp(Λ) = 12
(‖τ1‖2 + ‖τ2‖2 + ‖a‖2 + ‖b‖2), zp(Λ) = (tr(τ1), tr(τ2)),
where Λ = (τ1, τ2, a, b). Then, we have the following:
Theorem 2.4. (See [3, Prop. 2], [14, Thm. 3.1, Thm. 3.2, Cor. 4.8].) The map Λ → A(Λ) defines a diffeomorphism
A :a◦k,r/U(k) → Msk,r
with the following properties:
(1) The map is equivariant with respect to the action (2.11) on p◦k,r and the frame action on Msk,r ,
(2) λ(A(Λ)) = λp(Λ),
(3) z(A(Λ)) = zp(Λ),
(4) A is a hyper-Kähler isometry with respect to the Euclidean metric on p◦k,r and the L2-metric on Msk,r defined
in [4].
2.3. The completion
The space of ADHM data, a◦k,r , admits a completion, ak,r , defined by relaxing the rank condition of (2.7). The map
ιk, :pk−,r × C2 → pk,r ,
(2.15)ιk,
(
(α1, α2, a, b), (ui, vi)
)= (α1 ⊕ diag(u1, . . . , u), α2 ⊕ diag(v1, . . . , v), a ⊕ 0,r , b ⊕ 0r,)
where 0,r ∈ M×r (C) and 0r, ∈ Mr×(C) are the appropriate zero matrices, descends to a map
ι¯k, :pk−,r/U(k − )× C2/S → pk,r/U(k),
on quotients whereS is the th symmetric group. With the identification C2/S = Sym(C2), we have the following
identification of the completion of a◦k,r/U(k).
Proposition 2.5. (See [14, pp. 470–471], [5, Cor. 3.4.10].) The maps ι¯k, induce a bijection between
a◦k,r/U(k) ∪ · · · ∪
(
a◦k−,r/U(k − )× Sym(C2)
)∪ · · · ∪ (a◦0,r × Symk(C2))
and ak,r/U(k).
Our main technical result is to show that the bijection of Proposition 2.5 is actually a continuous extension of the
ADHM correspondence of Theorem 2.4.
3. Uhlenbeck continuity of the ADHM correspondence
In this section, we prove the following:
Proposition 3.1. Abbreviate H = U(k) and G = U(k) × SU(r). Then, the extended ADHM map of Proposition 2.5
defines homeomorphisms,
M¯sk,r (δ)  ak,r/H ∩ λ−1p
([0, δ]), ∂M¯sk,r (δ)  ak,r/H ∩ λ−1p (δ),
M¯
s,
k,r (δ)  ak,r/H ∩ λ−1p
([0, δ])∩ z−1p (0), ∂M¯s,k,r (δ)  ak,r/H ∩ λ−1p (δ)∩ z−1p (0),
M¯k,r (δ)  ak,r/G ∩ λ−1p
([0, δ]), ∂M¯k,r (δ)  ak,r/G ∩ λ−1p (δ),
(3.1)M¯k,r (δ)  ak,r/G ∩ λ−1p
([0, δ])∩ z−1p (0), ∂M¯k,r (δ)  ak,r/G ∩ λ−1p (δ)∩ z−1p (0),
where the actions of U(k) and SU(r) are given by (2.10) and (2.11) respectively.
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Denote
(3.2)Λ∞ = ιk,
(
(Λ0,x)
) ∈ ak,r
where Λ0 ∈ a◦k−,r and x = (ui, vi)i=1 ∈ C2. If {Λi}∞i=1 ⊂ a◦k,r converges to Λ∞ then we must prove that the connec-
tions A(Λi) converge to (A(Λ0),x) in the Uhlenbeck topology.
We break this proof into two parts, corresponding to the two conditions in Definition 2.1. A proof of a special case
of this result appears in [5, §3.4.4], but that section only discusses the case of connections converging to the point
(Θ,x) where Θ is the trivial connection and the point x does not lie on any diagonal.
3.1. Convergence away from the singular points
We use the following to compare the connections away from the singular points.
Lemma 3.2. Let V0,V1 → D be rank r subbundles of the trivial bundle D×CN with connections Ai on Vi defined by
the trivial connection on D×CN and orthogonal projection to the subbundle as in (2.9). If, for i = 1,2, ui :D×Cr →
Vi are unitary trivializations with m = u1 ⊗ u∗0 :V0 → V1 the resulting bundle isomorphism, then
A0 − m∗A1 = −m∗∇m.
Proof. Let πi = ui ⊗ u∗i :D × CN → Vi be orthogonal projection, so Ai is defined by πi∇ . Let s be a section of V0.
Then,
∇A0s − ∇m∗A1s = π0∇s − (u0 ⊗ u∗1)π1∇
(
(u1 ⊗ u∗0)s
)
= (u0 ⊗ u∗0)∇s − (u0 ⊗ u∗1)(u1 ⊗ u∗1)
(∇(u1 ⊗ u∗0)s + (u1 ⊗ u∗0)∇s)
= (u0 ⊗ u∗0)∇s − (u0 ⊗ u∗1)∇(u1 ⊗ u∗0)s − (u0 ⊗ u∗0)∇s
= −(u0 ⊗ u∗1)∇(u1 ⊗ u∗0)s
as required. 
To construct the framings required in Lemma 3.2, we first note that if R(Λ,x) is the map from (2.6), then the
orthogonal projection defining A(Λ) in (2.9) can be expressed as:
(3.3)π(Λ,x) = 1 −R(Λ,x)∗L(Λ,x)−1R(Λ,x), where L(Λ,x) = R(Λ,x)R(Λ,x)∗.
Observe that the surjectivity of R(Λ,x) implies the invertibility of L(Λ,x).
Lemma 3.3. Continue the notation of Eq. (3.2). For x0 ∈ S4 − x, there is a closed neighborhood U × D ⊂ pk,r ×
(S4 − x) of (Λ∞, x0) such that for any (Λ′, y) ∈ U × D,
(1) The restriction of π(Λ′, y) to Im(π(Λ∞, x0)) is injective,
(2) L(Λ′, y) is invertible.
Proof. The lemma follows immediately from the openness of the surjectivity condition. 
Lemma 3.3 yields trivializations of the bundles V (Λ′)|D as follows (compare [1, pp. 32–33]). Let u0 :Cr →
Im(π(Λ∞, x0)) be a unitary map. Then for (Λ′, y) ∈ U × D, the map v(Λ′, y) = π(Λ′, y)u0 :Cr → V (Λ′)|y is
injective but not necessarily unitary. For B :Cr → Cr a self-adjoint, invertible, linear map, one can define Bs for any
s ∈ R by a Dunford-Taylor integral (see e.g. [22, Eq. I.5.47]),
Bs = − 1
2πi
∫
Γ
λs(B − λ)−1 dλ,
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function of B . Lemma 3.3 allows us to define
(3.4)u(Λ′, y) = v(Λ′, y)(v(Λ′, y)∗v(Λ′, y))−1/2
which is a unitary framing of V (Λ′)|D . Then,
m(Λ∞,Λ′, y) = u(Λ′, y)u(Λ∞, y)∗ :V (Λ∞)|D → V (Λ′)|D
gives the desired unitary isomorphism.
Lemma 3.4. Continue the notation of Eq. (3.2). Let D  S4 − x be the closed neighborhood appearing in Lemma 3.3.
If {Λi}i∈N ⊂ ak,r is a sequence converging to Λ∞, then the restriction of A(Λi) to D converges to A(Λ∞)|D in the
C∞ topology.
Proof. Let D and U be the sets appearing in Lemma 3.3. Comparing the definition of m(Λ∞,Λ′) and the expression
in Lemma 3.2, we see that the map
Λ′ → m(Λ∞,Λ′)∗A(Λ′)
is a smooth family of connections on V (Λ∞)|D , parameterized by U , and equal to A(Λ∞) at Λ∞. The smoothness
of this family gives the desired convergence. 
3.2. Convergence of curvature densities
We now show that the measures defined by the square of the norm of the curvature of the connections converge as
required in the second condition of Definition 2.1.
We decompose L(Λ,x) :Ck ⊕ Ck → Ck ⊕ Ck as
L(Λ,x) = R(Λ,x)R(Λ,x)∗ =
(
δ
(1,1)
x (Λ) δ
(1,2)
x (Λ)
δ
(2,1)
x (Λ) δ
(2,2)
x (Λ)
)
where for x = (z,w) ∈ C2,
δ(1,1)x (Λ) = (τ2 + w)(τ2 + w)∗ + (τ1 − z)(τ1 − z)∗ + bb∗
= τ1τ ∗1 + τ2τ ∗2 + bb∗ + w¯τ2 +wτ ∗2 − z¯τ1 − zτ ∗1 +
(|w|2 + |z|2)idCk ,
δ(1,2)x (Λ) = [τ1, τ2] + ba,
δ(2,1)x (Λ) = δ(1,2)x (Λ)∗,
(3.5)
δ(2,2)x (Λ) = (τ1 − z)∗(τ1 − z) + (τ2 +w)∗(τ2 +w)+ aa∗
= τ ∗1 τ1 + τ ∗2 τ2 + a∗a − z¯τ1 − zτ ∗1 + w¯τ2 +wτ ∗2 +
(|w|2 + |z|2)idCk .
For Λ ∈ ak,r , Eq. (2.12) implies that δ(1,2)x (Λ) = 0 and δ(1,1)x (Λ)− δ(2,2)x (Λ) = 0. Abbreviating δx(Λ) = δ(1,1)x (Λ), we
then have L(Λ,x) = δx(Λ) ⊕ δx(Λ).
The square of the norm of the curvature of A(Λ) is given in [14, p. 474] by:
(3.6)|FA(Λ)|2x = −
1
2
G(Λ,x), where G(Λ,x) = ln(det(δx(Λ)))= 12 ln
(
det
(
L(Λ,x)
))
and where  is the Laplacian.
Lemma 3.5. Continue the notation of Eqs. (3.2) and (3.6). For ui = (ui, vi) ∈ C2, let κi be the multiplicity of ui in x.
Then, restricted to S4 − x
G(Λ∞, x) = G(Λ0, x)+
∑
i=1
ln
(|ui − x|2),
(3.7)G(Λ∞, x) = G(Λ0, x)+
∑
i=1
4/|ui − x|2,
where the summand ln(|ui − x|2) appears κi times.
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(3.8)δx(Λ∞) = δx(Λ0)⊕D
(|u1 − w|2 + |v1 − z|2, . . . , |u − w|2 + |v − z|2),
where D(a1, . . . , a) is the diagonal matrix with entries a1, . . . , a along the diagonal. If we denote x = (w, z), then
(3.8) and the definition of G(Λ,x) in (3.6) yield (3.7). 
The following gives the convergence of curvature densities away from the singular points.
Lemma 3.6. Continue the notation of Eqs. (3.2) and (3.6). Let φ be any continuous function supported on a compact
set D ⊂ S4 − x. Then
lim
i→∞
∫
D
φ(x)2G(Λi, x) d
4x =
∫
D
φ(x)2G(Λ∞, x) d4x.
Proof. For any compact set D ⊂ S4 − x, there is an open neighborhood U of Λ∞ such that L(Λ,x) is invertible for
all (Λ,x) ∈ U × D. The invertibility of L(Λ,x) on U × D implies that detL(Λ,x) is non-zero on U × D and so
G(Λ,x) is a smooth function on U × D. Thus,
Λ →
∫
D
φ(x)2G(Λ,x)d4x,
is also a smooth function of Λ, giving the desired convergence result. 
Lemma 3.7. Continue the notation and hypotheses of Eq. (3.2) and Lemma 3.5. Then,
lim
i→∞|FΛi |
2 = |FΛ0 |2 +
∑
ui∈x
8π2κiδi
in the weak-* topology on measures, where δi are the Dirac delta measures appearing in Lemma 3.5 and κi is the
multiplicity of the point ui in x.
Proof. By the density of simple functions in C0(S4), it suffices to show that
lim
i→∞
∫
B
|FΛi |2 d4x =
∫
B
|FΛ0 |2 +
∑
ui∈x
8π2κiδi d4x
for any measurable set B ⊂ S4. Let B(uk,R) be the closed ball of radius R around uk and denote S3(uk,R) =
∂B(uk,R). Assume that R is small enough that for  = k, u /∈ B(uk,R). Lemma 3.6 implies that the preceding
equality would follow from the equality
(3.9)lim
i→∞
∫
B(uk,R)
|FΛi |2 d4x = 8π2κk +
∫
B(uk,R)
|FΛ0 |2 d4x.
By (3.6) and the divergence theorem, if we use v to denote the unit normal to the boundary,
lim
i→∞
∫
B(uk,R)
|FΛi |2 d4x = lim
i→∞−
1
2
∫
B(uk,R)
2G(Λi, x) d
4x
(3.10)= lim
i→∞−
1
2
∫
S3(uk,R)
v · ∇G(Λi, x) d3x.
Because S3(uk,R) ⊂ S4 −x, the proof of Lemma 3.6 implies that the restriction of G(Λi, x) to S3(uk,R) converges
to G(Λ∞, x) in the C1 topology, so
(3.11)lim
i→∞−
1
2
∫
3
v · ∇G(Λi, x) d3x = −12
∫
3
v · ∇G(Λ∞, x) d3x.
S (uk,R) S (uk,R)
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divergence theorem to the preceding integral yields
(3.12)−1
2
∫
S3(uk,R)
v · ∇G(Λ∞, x) d3x = −12
∫
S3(uk,r)
v · ∇G(Λ∞, x) d3x − 12
∫
Ω(uk,r,R)
2G(Λ∞, x) d4x.
Then, applying the expression (3.7) for G(Λ∞, x) and observing that because u /∈ Ω(uk, r,R), |u − x|−2 is
harmonic on Ω(uk, r,R), we can rewrite Eq. (3.12) as
−1
2
∫
S3(uk,R)
v · ∇G(Λ∞, x) d3x
(3.13)= −1
2
∫
S3(uk,r)
v · ∇
(
G(Λ0, x)+
∑

4κ
|u − x|2
)
d3x − 1
2
∫
Ω(uk,r,R)
2G(Λ0, x) d
4x.
Taking the limit as r → 0 of the first term on the right-hand side of (3.13) yields
lim
r→0−
1
2
∫
S3(uk,r)
v · ∇
(
G(Λ0, x)+
∑

4κ
|u − x|2
)
d3x
(3.14)= lim
r→0−
1
2
∫
S3(uk,r)
v · ∇
(
G(Λ0, x)+
∑
=k
4κ
|u − x|2
)
d3x − 1
2
∫
S3(uk,r)
v · ∇ 4κk|uk − x|2 d
3x.
The expression,
∇
(
G(Λ0, x)+
∑
=k
4κ
|u − x|2
)
is a continuous, hence bounded, function on B(uk, r) and so the first term in (3.14) is
(3.15)lim
r→0−
1
2
∫
S3(uk,r)
v · ∇
(
G(Λ0, x)+
∑
=k
4κ
|u − x|2
)
d3x = 0.
We compute the final term in (3.14) as:
(3.16)lim
r→0−
1
2
∫
S3(uk,r)
v · ∇ 4κk|uk − x|2 d
3x = lim
r→0−
1
2
∫
S3(uk,r)
−8κk
r3
d3x = 8π2κk.
Because 2G(Λ0, x) is a continuous function on B(uk,R), taking the limit as r → 0 of the second term on the
right-hand side of (3.13) yields
(3.17)lim
r→0−
1
2
∫
Ω(uk,r,R)
2G(Λ0, x) d
4x = −1
2
∫
B(uk,R)
2G(Λ0, x) d
4x =
∫
B(uk,R)
|FΛ0 |2 d4x.
Taking the limit as r → 0 of the right-hand side of Eq. (3.13), applying Eqs. (3.14)–(3.16) to the first term and (3.17)
to the second term yields
(3.18)−1
2
∫
S3(uk,R)
v · ∇G(Λ∞, x) d3x = 8π2κk +
∫
B(uk,R)
|FΛ0 |2 d4x.
Substituting (3.18) into (3.12), substituting that result into (3.11), and that into (3.10) gives the equality (3.9) and thus
the lemma. 
With these tools established, we can prove the main proposition of the section.
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ADHM map of Proposition 2.5 defines bijections between the stated sets. Lemmas 3.4 and 3.7, and the definition
of Uhlenbeck convergence in Definition 2.1 imply that the extended ADHM map of Proposition 2.5 is a continuous
bijection. Because these sets are compact and Hausdorff, the extended ADHM map is a homeomorphism. 
4. The semi-algebraic structure of the ADHM data
Recall that a subspace of RN is semi-algebraic if it is a boolean combination of sets defined by polynomial equal-
ities and inequalities.
Proposition 4.1. For H = U(k) and G = U(k) × SU(r), the spaces
ak,r/H ∩ λ−1p
([0, δ]), ak,r/H ∩ λ−1p (δ),
ak,r/H ∩ λ−1p
([0, δ])∩ z−1p (0), ak,r/H ∩ λ−1p (δ)∩ z−1p (0),
ak,r/G ∩ λ−1p
([0, δ]), ak,r/G ∩ λ−1p (δ),
(4.1)ak,r/G ∩ λ−1p
([0, δ])∩ z−1p (0), ak,r/G ∩ λ−1p (δ)∩ z−1p (0)
are semi-algebraic sets.
Proof. We follow [18, Example 6] in this discussion. The groups H and G act orthogonally on pk,r as described in
(2.10) and (2.11). Let {f1, . . . , fm} and {g1, . . . , gu} be minimal sets of generators of the algebras of H -invariant and
G-invariant polynomials on pk,r respectively. By definition, the spaces,
(4.2)ak,r ∩ λ−1p
([0, δ]), ak,r ∩ λ−1p (δ), ak,r ∩ λ−1p ([0, δ])∩ z−1p (0), ak,r ∩ λ−1p (δ)∩ z−1p (0)
are semi-algebraic subsets of pk,r . The Tarski–Seidenberg theorem, [2, Thm. 2.3.4], implies that the image of a
semi-algebraic set under a polynomial map is semi-algebraic. Thus, if R˜ = (f1, . . . , fm) :pk,r → Rm and S˜ =
(g1, . . . , gu) :pk,r → Ru, then the images of the subsets (4.2) under R˜ and S˜ are semi-algebraic. Because R˜ and
S˜, are H - and G-invariant respectively, they define maps R : pk,r/H → Rm and S : pk,r/G → Ru which are proper
embeddings by [15,16]. Then, R and S give homeomorphisms between the spaces in (4.1) and the semi-algebraic sets
given by the images under R˜ and S˜ of the sets in (4.2). 
Proof of Theorems 1.1 and 1.2. These theorems follow immediately from Propositions 3.1 and 4.1. 
Proof of Corollary 1.3. The corollary follows from Theorems 1.1 and 1.2 and the result (see [11, p. 43]) that semi-
algebraic sets are Whitney stratified. 
Proof of Corollary 1.4. The corollary follows from Propositions 3.1, the final assertion in Theorem 2.4, and the
observation that ak,r/G is the completion of a◦k,r/G with respect to the metric induced by the Euclidean metric
on pk,r . 
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