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Dit artikel gaat over management van interorganisationele toeleverings-
netwerken in door innovatie gedreven bedrijfstakken. In deze zogeheten
high-clockspeed-bedrijfstakken blijkt de performance van deze supply
networks vaak veel te wensen over te laten. Dit heeft drie oorzaken. Ten
eerste, de fragmentatie van deze netwerken, waardoor er met een groot
aantal partijen gecoördineerd moet worden. Ten tweede, de dynamiek in
de omgeving van het netwerk: de snelle technologische innovaties aan de
ene kant en de snel wisselende klantwensen aan de andere kant. Aan geen
van deze factoren kan de organisatie normaliter veel doen. Aan de derde
oorzaak, ‘kort-zichtig’ management, wel. Met ‘kort-zichtig’ wordt in dit
artikel bedoeld: te zeer gericht op de korte termijn en niet de langere, te
zeer gericht op de lokale situatie en niet het integrale netwerk.
Ter illustratie van de managementproblemen worden in dit artikel negen
praktijkvoorbeelden gegeven van toeleveringsnetwerken die schipbreuk
of zware averij leden, als gevolg van de supply network dynamics die zij
tegenkwamen bij innovatie. Deze voorbeelden komen uit de directe
onderzoekservaring van de auteur en uit de door innovatie gedreven
bedrijfstakken van de luchtvaart- en ruimtevaartindustrie, elektronica,
telecom en ICT. Aanbevelingen voor een betere vorm van management,
een die gebaseerd is op systeemdynamisch inzicht en op collaborative
planning, worden aangereikt.
‘In comparison to medicine, many [...] seem to have expectations for our field
that would be like a person with two years of premed followed by several years
as an emergency medical technician on an ambulance wanting to have people















INNOVATIEVE TOELEVERINGSNETWERKEN LEIDEN TE VAAK SCHIPBREUK
In bedrijfstakken met een hoge ‘kloksnelheid’ (Fine, 1998), waar de innovatie-
graad in producten en processen hoog is, zijn interorganisationele toeleverings-
netwerken de dominante voortbrengingsvorm geworden. Met de performance
van deze toeleveringsnetwerken gaat het echter slecht. Neem de maand februari
2007: in de elektronicasector moet Sony met haar nieuwe spelcomputer Play-
station III fors marktaandeel inleveren door leveringsproblemen. In de telecom-
sector brengt KPN het nieuws dat men voorlopig geen klanten meer gaat werven
voor haar nieuwe IP-dienst Internetplusbellen, omdat men door de toevloed van
nieuwe aanmeldingen het werk niet meer aankan en er grote kwaliteitsproble-
men bij zo’n 5 procent van de nieuwe installaties optreden. In de luchtvaart- en
ruimtevaartindustrie leiden de opstartproblemen bij de productie van de A380
tot miljardenverliezen bij Airbus en het waarschijnlijke ontslag van tienduizend
werknemers. Drie door innovatie gedreven sectoren, drie grote bedrijven met een
lange historie en klinkende naam: maar ook drie gevallen van schipbreuk, of op
zijn minst grote averij. In dit artikel wordt gesteld dat dit vaak ligt aan tekort-
schietend, want ‘kort-zichtig’, management. Het besturen van deze netwerken
gebeurt op een verkeerde manier. Hoe het wél moet, is in theorie nog lang niet
afdoende bekend, maar wat er al wel bekend is, wordt helaas veelal niet gebruikt.
De gevolgen kunnen desastreus zijn. Natuurlijk, zolang de omstandigheden gun-
stig zijn, kan ook een matig stuurman ver komen, maar bij zwaar weer ligt schip-
breuk op de loer.
DE BEDRIJFSKUNDE ALS NEGENTIENDE-EEUWSE GENEESKUNDE
In de hedendaagse netwerkeconomie worden producten en diensten niet meer
geleverd door één bedrijf, maar door een netwerk van organisaties die onderling
moeten samenwerken zonder dat ze onder centraal gezag staan: het toeleverings-
netwerk of supply network. Tegelijkertijd is de wereld waarin deze toeleverings-
netwerken moeten floreren, complexer en dynamischer dan ooit. Over hoe zo’n
toeleveringsnetwerk bestuurd worden is onze wetenschappelijke kennis nog
beperkt.
De bedrijfskunde is sowieso een jonge wetenschap, waarvan de mate van vol-
wassenheid wel vergeleken wordt met de geneeskunde in de negentiende eeuw
(Forrester, 2007). Ter vergelijking: medisch specialisten zijn zo’n twintig jaar in
opleiding en blijven daarna voortdurend verplicht tot bijscholing, anders mogen
zij hun vak niet blijven uitoefenen. Menig manager heeft daarentegen kennis van
bedrijfskundige theorie van 20-30 jaar terug: achterhaald, niet bedacht vanuit de
netwerkeconomie en grotendeels weggezakt. Bijscholing is nadrukkelijk faculta-
tief (cf. The Economist, 2007).
Ergerlijker dan het besef dat we nog maar weinig weten over hoe netwerken
bestuurd moeten worden, is de constatering dat wat er beschikbaar is aan theore-
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meer te liggen aan de milde weersomstandigheden dan aan superieure stuurmans-
kunst. Daarom ook gaat het vaker spectaculair mis in sectoren met een hoge klok-
snelheid: het waait daar stukken harder en de golven zijn veel woeliger.1
‘KORT-ZICHTIG’ MANAGEMENT VERSUS SYSTEEMDYNAMISCH MANAGEMENT VOOR
TOELEVERINGSNETWERKEN
Wat houdt dat kort-zichtige management van toeleveringsnetwerken in? ‘Kort-
zichtig’ management is letterlijk dat wat het woord zegt: management met ‘kort
zicht’. Veel managers richten zich op dingen die dichtbij liggen in tijd en plaats,
op het lopende kwartaal en op de eigen afdeling of organisatie. Bij deze kort-
zichtige besturingsvisie past een reeks andere karakteristieken. Tabel 1 geeft een
overzicht van de belangrijkste verschillen tussen wat hier ‘kort-zichtig’ manage-
ment genoemd wordt en zijn tegenhanger, systeemdynamisch management, zo
genoemd naar de discipline die Jay Forrester zo’n vijftig jaar geleden initieerde.
Aanvankelijk heette de systeemdynamica zelfs nog industrial dynamics, omdat
Forresters onderzoek zich in eerste instantie hoofdzakelijk richtte op ketens van
meerdere industriële bedrijven (Forrester, 1961).
De centrale stelling in dit artikel is dat een systeemdynamisch perspectief een
noodzakelijk onderdeel is van ware stuurmanskunst bij het management van toe-
leveringsnetwerken, van supply networks. Deze stelling kent twee aspecten.
Enerzijds zal wat effectief management van supply networks precies inhoudt nog
decennia onderwerp van onderzoek blijven. We zijn immers nog niet zo ver als de
geneeskunde, en ook daar gaat de zoektocht naar betere kennis onverminderd
door. Anderzijds wordt veel van wat al bekend is in de theorie nog steeds niet






















Aspect ‘Kort-zichtig’management ‘Systeemdynamisch’ management
Tijdsperspectief Statisch Dynamisch
Tijdshorizon Kort: lopend kwartaal Lang: meerdere jaren
Scope Eigen afdeling/organisatie Keten/netwerkbreed
Denkstijl Lineair (‘meer is hetzelfde’) Non-lineair (‘kleine verschillen leiden tot
grote gevolgen, of andersom’)
Causaliteitsvisie Een-richting: A leidt tot B Bi-directioneel: A leidt tot B, maar B leidt tot
C en C leidt weer tot A.
Attitude ten aanzien van
samenwerking
Zero-sum game: wat de een wint,
verliest de ander
Win-win: alleen samen zijn we succesvol
Bedrijfskundige oriëntatie Financieel Inter-disciplinair: ook operationele processen,
klantgedrag, psychologische aspectenDit artikel richt zich vooral op het tweede aspect. Ter onderbouwing van de stel-
ling dat veel van wat al bekend is, helaas niet gebruikt wordt in de praktijk, zul-
len negen voorbeelden de revue passeren waarin kortzichtig management in
hightech toeleveringsnetwerken leidde tot schipbreukgevaar, en waarbij een sys-
teemdynamisch perspectief de weg wees naar betere performance. Al deze voor-
beelden, waarvan het merendeel al eerder gepubliceerd is in de wetenschappelijke
literatuur, zijn gebaseerd op veldstudies uitgevoerd door de auteur in de afgelo-
pen vijftien jaar.
De breedte aan onderwerpen in dit artikel heeft ook een nadeel: zij gaat ten koste
van de diepgang. Dit artikel heeft niet de pretentie om elk van deze negen voor-
beelden in detail uit te diepen. Voor concrete en gedetailleerde handelingsvoor-
schriften voor managers voor individuele gevallen is hier geen ruimte. De lezer
wordt hiervoor verwezen naar de geciteerde artikelen die de cases individueel en
in detail behandelen.
In dit artikel zijn deze negen voorbeelden geordend in drie groepen. Eerst worden
onderwerpen behandeld met betrekking tot één productlevenscyclus (PLC). De
tweede groep onderwerpen ligt een aggregatieniveau hoger en betreft het gelijke
tred laten houden van capaciteit en vraag. De derde groep gaat niet zozeer over
de producten en capaciteiten als over de mensen in deze netwerken: over interac-
ties tussen attitude en gedragsaspecten zoals vertrouwen, openheid en motivatie.
1. Schipbreukgevaar gedurende de productlevenscyclus
Onder productlevenscyclus of PLC verstaan we de tocht die een nieuw product
of een nieuwe dienst maakt in de loop van zijn bestaan. In deze productlevenscy-
clus worden normaliter vier hoofdfasen onderkend:
• de productontwikkelingsfase;
• de productie-ramp-up (productieopschaling) of groeifase;
• de volwassenheid- of maturity-fase;
• de stagnatie- of eindfase.
Gevieren genereren deze fasen het bekende patroon van S-vormige groei, waarbij
de S gevormd wordt door de cumulatieve verkopen in de tijd. Het managen van
een product over de productlevenscyclus is enerzijds zo lastig, omdat elk van
deze vier fasen een eigen soort dynamiek kent. Anderzijds, omdat deze fasen
tegelijkertijd geleidelijk in elkaar overlopen. In bedrijfstakken met een hoge klok-
snelheid komt hierbij dat deze hele productlevenscyclus gecomprimeerd is tot een
tot twee jaar, inclusief de productontwikkeltijd. Een trendy nieuw mobieltje heeft
een commerciële levensduur van drie tot vier maanden, maar de productiedoor-
looptijd van dit hightech apparaat en zijn onderdelen kost al zeker drie maanden,
en het bedenken ervan zeker meer dan vier maanden. Lopen productontwikke-
ling en productieopschaling te veel uit, dan is de behoefte eraan op de markt al
voorbij en worden de producten onverkoopbaar. In het onderstaande worden
drie voorbeelden besproken van waar het mis gaat met het managen van de
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en telecom.
SCHIPBREUKGEVAAR DOOR DE DYNAMIEK VAN DE PRODUCTONTWIKKELINGSFASE
De productontwikkelingsfase wordt normaliter op haar beurt weer opgesplitst in
drie generieke deelfasen. Eerst komt het conceptueel ontwerp, dan het detailont-
werp en dan het ontwikkelen van specifieke productiemachines en prototypes.
Pas dan kan de feitelijke productieopschaling, waarin de volumes snel toenemen,
gaan beginnen. Men kan er bij het ontwerpen voor kiezen om eerst helemaal de
ene fase af te ronden voordat de volgende begint (sequential engineering), of om
al te starten met een vervolgfase voordat de voorafgaande stap volledig is afge-
rond (concurrent engineering). Die keuzemogelijkheid geldt zowel voor de fase-
overgang van conceptueel ontwerp naar detailontwerp, als voor de overgang van
detailontwerp naar protofase.
In een Europees vliegtuigbouwbedrijf was men traditioneel gewend om de 
eerste overgang sequentieel te doen en de tweede overgang volgens concurrent-
engineeringprincipes. Het opleveren van het conceptueel ontwerp was dus een
echte mijlpaal – milestone in het jargon – maar met de bouw van prototypes en
specifieke machines en tooling begon men al voordat het detailontwerp klaar
was. Dat laatste was sommige managers een doorn in het oog. Immers, al begin-
nen met de volgende fase voordat de huidige formeel afgerond is, leidt per defini-
tie tot dubbel werk, want de specificaties zullen beslist nog veranderen. En men
krijgt hierdoor ook onduidelijke verantwoordelijkheden: wie krijgt nou de
schuld als er uitloop is van het project? En hoe definiëren we uitloop dan? Het
idee bestond dat dit anders moest. Ook de tweede faseovergang moest voortaan
‘beter gemanaged’ worden, en dus sequentieel gaan.
Er was in diezelfde tijd een team dat verantwoordelijk was voor het opzetten van
een nieuwe toeleveringsketen voor een nieuw ambitieus en zeer tijdskritisch
bouwproject, waarbij een deel van de ontwerp- en productietaken door andere
bedrijven zou moeten gebeuren. Dit team voerde een systeemdynamische analyse
uit die de kort-zichtigheid van deze zo begrijpelijke managementgedachte aan-
toonde (cf. Akkermans en Van Oorschot, 2004). Uit deze analyse bleek dat volle-
dig sequentieel werken zou leiden tot zo’n 35 procent tijdsoverschrijding ten
opzichte van de ‘oude’ manier van werken. Maar sterker nog, als in beide fase-
overgangen volgens concurrent-engineeringprincipes gewerkt zou worden, zou
dat leiden tot ruim 10 procent tijdsbesparing ten opzichte van de bestaande aan-
pak. Weliswaar leidde volledig volgens concurrent-engineeringprincipes werken
tot meer dubbel werk, maar men was ook veel eerder klaar, wat per saldo zou lei-
den tot grofweg hetzelfde aantal bestede mensjaren in alle drie de scenario’s. In
figuur 1 wordt uitgelegd hoe dit komt.
We beginnen met de kwaliteit van het ontwerp. Die moet goed genoeg zijn om de
productie te kunnen laten beginnen. Die wordt primair bepaald door (1) de kwa-
liteit in het ontwerpproces, door hoe goed de ontwerpers bezig zijn. De kwaliteit
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werpfouten vanuit de volgende ontwerpfase. Maar ook informatiefeedback van-
uit productie (4) is nodig voor een echt goed ontwerp: geen enkel ontwerp is
helemaal perfect als de productie start, zeker niet tijdens de prototypeproductie,
maar ook nog niet bij het begin van de productieopschaling. ‘Fout’ betekent
namelijk meer dan ‘niet volgens specs’. Fout betekent bijvoorbeeld ook: ‘onhan-
dig voor de productievolgorde’. Daarbij geldt dan wel dat de productiemedewer-
kers niet moeten overlopen van het werk, want dan heeft men geen tijd voor
nette terugkoppeling. De werklast in de productie (5) is dus ook van belang. Hoe
lager de kwaliteit, hoe hoger het aantal fouten, hoe meer rework. Hoe hoger de
werklast, hoe lager de kwaliteit van de feedback vanuit productie. Niet eens mee-
genomen in dit diagram is dat (6) de expertise van medewerkers ook toeneemt,
naarmate men langer bezig is en meer fouten oplost. Maar duidelijk is wel dat
simpelweg (7) een lage mate van concurrent engineering toestaan, omdat daar-
door de ontwerpkwaliteit uit de voorafgaande ontwerpfase beter wordt, te sim-
plistisch gedacht is. Immers: uiteindelijk leidt werken volgens concurrent-engi-
neeringprincipes (8) eerder tot goede ontwerpkwaliteit. Dit model was enerzijds
gebaseerd op input van interne experts, anderzijds op een breed palet aan litera-

































































tussen mate van concur-
rency, ontwerpkwaliteit
en -doorlooptijd (geba-
seerd op Akkermans en
Van Oorschot, 2004)SCHIPBREUKGEVAAR DOOR DE DYNAMIEK VAN DE PRODUCTIEOPSCHALINGSFASE
Ook als het ontwerp afgerond is, blijft het lastig om de dynamiek goed te
managen. We hebben het dan over productie-ramp-up, de productieopschaling.
De tweede case speelt bij een Amerikaanse computerfabrikant in 1995 (Akker-
mans, 2007). Dit bedrijf was toen een zeer succesvolle leverancier van pc’s, ser-
vers en laptops, maar men had steeds grotere problemen met het halen van de
gewenste productkwaliteit tijdens het opschalen van het productievolume. Ook
hier waren er ogenschijnlijk voor de hand liggende managementprincipes die toe-
gepast konden worden.
• Principe 1: de nieuwste producten moeten zo snel mogelijk in de winkel liggen,
anders is de markt weg; het productieopschaalplan moet buitengewoon scherp
blijven.
• Principe 2: als de kwaliteit te laag is, dan moeten er betere foutdetectieappara-
ten komen.
• Principe 3: producten mogen niet naar de volgende fase in het productiepro-
ces, voordat er een bepaald minimumkwaliteitsniveau geconstateerd wordt.
Zogeheten quality gates moeten ingesteld worden tussen productiefasen.
Weer bleek de realiteit complexer te zijn. Aan de voorkant werd het toeleveringsnet-
werk volgestouwd met steeds nieuwe startorders voor de productie, ongeacht hoe
druk het werd op de werkvloer. Maar door de scherpe quality gates gingen er geen
producten stroomafwaarts, waardoor de hoeveelheid werk bovenstrooms alleen
maar bleef toenemen. Hoe drukker men het had, hoe meer fouten men ging maken,
en dus hoe lager de kwaliteit. En bij zo’n werkdruk schieten er ook steeds meer niet-
gedetecteerde fouten langs zelfs de meest geavanceerde foutdetectieapparatuur. Zou
men daarentegen een minder ambitieus productieplan hanteren, zonder quality
gates of geavanceerde foutdetectie, dan zou er paradoxaal genoeg eerder en meer
productie uit de fabriek komen, en van hogere kwaliteit (Akkermans, 2007).
Het managementteam in kwestie was niet gecharmeerd van deze analyse en de
eruit volgende aanbevelingen. ‘Going slow to go fast’ (Mass en Berkson, 1995)
bleek een te complexe boodschap. De modelbouwers werden bedankt voor de
moeite en de aanbevelingen werden niet overgenomen.
Natuurlijk was dit lang geleden, in 1995. We zijn nu twaalf jaar verder. Desal-
niettemin, op 19 februari 2007 meldde het consumentenprogramma RADAR dat
tussen de 14 en 34 procent van de eerstegeneratieharddisk-dvd-recorders techni-
sche mankementen vertoont... (Radar, 2007).
SCHIPBREUKGEVAAR DOOR DE DYNAMIEK VAN DE VOLWASSENHEIDSFASE
Ook als er al volop volume gedraaid wordt, kan het nog altijd flink misgaan. Bij-
voorbeeld bij een Amerikaanse telefoonbedrijf in het midden van de jaren negen-
tig, waar men grote kwaliteitsproblemen had en daardoor zeer ontevreden klan-
ten als gevolg van de snelle introductie van nieuwe diensten zoals ISDN. Niet al
het management was kort-zichtig hier. Eén projectsponsor onderkende dat in een
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tussen werkdruk en fouten. Hoe meer fouten in het verkoopproces, hoe meer fou-
ten er in de centrale gemaakt worden, en dus ook hoe vaker monteurs bij de men-
sen thuis hun werk niet goed kunnen doen. Dat leidt tot verkeerde rekeningen en
tot boze telefoontjes. Vooral veel telefoontjes van klanten, wat weer leidt tot druk
intern telefoonverkeer, wat weer leidt tot nog meer werkdruk en dus nog meer
fouten. En meer fouten leiden weer tot meer telefoontjes van boze klanten...
Deze ‘waterval’ van fouten en telefoontjes in opeenvolgende processtappen is op
zich normaal in serviceketens, omdat de klant bij alle stappen van het ‘productie-
proces’ van zijn of haar dienst betrokken is. Echter, wat dit telefoonbedrijf extra
gevoelig maakte voor verstoringen was de hoge automatiseringsgraad van zijn
processen. Hierdoor kost een zogeheten ‘schone’ order hoegenaamd geen tijd van
een telecommedewerker – er moet hooguit iemand voor zorgen dat alle compu-
ters en netwerkkasten netjes blijven zoemen – maar als er ook maar iets mis is
met een order, dan kost het corrigeren daarvan disproportioneel veel tijd. Als het
foutenpercentage in de centrale stijgt van 2 naar 8 procent, dan heeft men ineens
vier keer meer mensen nodig in die centrale. En die zijn er niet meer, omdat deze
mensen juist vanwege de succesvolle automatisering ontslagen zijn.
Wat moet men, gegeven deze hoge gevoeligheid voor fouten, dan doen? In elk
geval moet men zorgen dat de kwaliteit aan het begin van de keten, dus bij het
noteren van de order, zo hoog mogelijk is. Investeren in meer fail-proof IT-syste-
men aan de verkoopkant levert namelijk veel meer op. Start men met lage kwali-
teit, dan is het al snel vechten tegen de bierkaai. Dat betekent ook dat salesmen-
sen niet alleen afgerekend moeten worden op hoeveel klanten ze binnengehaald
hebben, maar ook beloond moeten worden voor foutloze orders. Dat laatste ech-
ter was een lastige boodschap voor het management. Nog lastiger was de sugges-
tie om advertentiecampagnes van marketing te coördineren met de ‘fabriek’, en
zo rekening te houden met voorziene fluctuaties in de werklast in de centrale en
bij de monteurs (Voor meer details over de case, zie Akkermans en Vos, 2003).
Simplistische aanbevelingen? ISDN, old hat in deze tijd van breedband? Wellicht.
Evengoed meldde in februari van 2007 KPN Telecom dat het voorlopig niet meer
ging adverteren met haar nieuwe dienst Internetplusbellen, omdat er te veel kwa-
liteitsproblemen waren en men de klachten en ordervolumes niet aankon... (Het
Financieele Dagblad, 2007).
2. De vaart over de golf van de bedrijfstakconjunctuur
De stelling is verdedigbaar dat al de eerdergenoemde problemen door de dyna-
miek van de productlevenscyclus niet zouden zijn ontstaan als er van begin af
aan voldoende productiecapaciteit was geweest. Want dan was de werklast nooit
hoger geworden dan men aankon. En het is juist die te hoge werklast die een pro-
duct of dienst de vicieuze cirkels in laat glijden waarover we het in het voorgaan-
de hadden. Echter, meestal is die capaciteit er niet op tijd. Investeringen ijlen na,
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In 2002 werd in het kader van een afstudeerstage een onderzoek uitgevoerd naar
doorlooptijden en voorraadhoogtes in de productieketen van IC’s bij een grote
Europese producent van halfgeleiders (Bezemer en Akkermans, 2003). De dyna-
mische fenomenen die de student daar aantrof, leken veel op wat de begeleider
van de student zelf acht jaar eerder geconstateerd had in zijn eigen promotie-
onderzoek (Akkermans, 1995). En dat deed weer sterk denken aan wat de pro-
motor van de begeleider indertijd beschreven had in zijn eigen promotieonder-
zoek inzake diezelfde productieketen (Van Aken, 1978). Klaarblijkelijk was hier
sprake van een hardnekkig probleem.
In figuur 2 wordt de kern van het probleem weergegeven. In 2000 had de halfge-
leiderindustrie last van een terugkerend fenomeen: veel meer vraag dan men aan-
kon. De fabrieken draaiden op volle toeren, de bezettingsgraad was zeer hoog. In
2001 had men last van een al even structureel terugkerend probleem: de markt
zakte plots in met maar liefst 30 procent. Het duurde tot 2004 voordat de capa-
citeit weer ten volle benut werd, en ook nog eens zo’n twee jaar voordat de voor-
raad op hetzelfde niveau terug was van vóór de piek. Beide tijdsvertragingen kos-
ten erg veel geld: te veel voorraad is duur, en te veel capaciteit is helemaal duur.
De oorzaak van dit probleem is traagheid. Mensen reageren altijd met vertra-
ging. En doordat ze vertraagd reageren, zullen ze meestal over-corrigeren. Het is
als met een kind dat net leert fietsen: het stuurtje zwabbert veel harder op en neer
dan bij een ervaren fietser, omdat het kind nog moet leren tijdig en gedempt te
corrigeren. Bij dit bedrijf (en de rest van de industrie) waren er medio 2000 al
volop tekenen aan de wand dat de groei in de markt ten einde was. Zo was het
book-to-bill ratio (aantal nieuwe orders gedeeld door aantal geleverde orders)
voor het eerst sinds tijden onder de 1 gekomen, wat een early warning indicator
is voor een krimpende markt. Maar toch werd door de top van het bedrijf begin
2001 nog gesuggereerd dat het hier slechts om een tijdelijke dip ging. En de pro-
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ducent, historisch en gesi-
muleerd (uit Bezemer en
Akkermans, 2003)Hoe lang het duurt voor men in de gaten heeft wat er mis is, en hoe lang het duurt
voor men kan corrigeren, zijn twee verschillende dingen. Ook dit laatste ging met
veel tijdsvertraging gepaard. Zo kost de productie van IC’s normaliter twee tot drie
maanden. Het gevolg blijkt uit de linkerkant van figuur 2: tot eind 2002, dus bijna
twee jaar later, bleef de voorraad nog te hoog. De tijdsvertragingen ten aanzien van
capaciteit zijn nog groter. Het bouwen van een fabriek of het sluiten ervan kost niet
alleen honderden miljoenen, maar ook jaren. In dit geval was het extra wrang dat
in 2004, toen de laatste overtollig geachte fabriek werd gesloten, de markt juist
weer zó hard aantrok dat men spoedig weer productiecapaciteit tekortkwam...
SCHIPBREUKGEVAAR DOOR TRAAG PERSONEELSAANNAMEBELEID
Vertraagd reageren met capaciteitsaanpassingen is een structureel probleem in tal
van bedrijfstakken. Het geldt bijvoorbeeld ook voor arbeidsmarkten: de zorg, het
onderwijs en de ICT zijn bekende voorbeelden. En het wordt steeds veroorzaakt
door de twee eerdergenoemde delays: het duurt een tijd voor men in de gaten heeft
dat er capaciteit af moet of bij moet, en dan duurt het nog een flinke tijd voordat die
capaciteitsaanpassing ook feitelijk gerealiseerd is (Forrester, 1968; Meadows, 1970).
Dat was ook het geval bij verzekeraar Interpolis.2 Het probleem was hier dat er
een spectaculaire toename was gekomen in de vraag naar rechtshulp. Dat kwam
doordat het aantal mensen met een rechtsbijstandsverzekering bij Interpolis sterk
was gestegen. Dit op zijn beurt werd veroorzaakt, doordat de Rabobank, een
belangrijk verkoopkanaal voor Interpolis, een rechtsbijstandsverzekering in haar
verzekeringspakketten had geïntegreerd. Als een vast percentage van de mensen
met zo’n verzekering per jaar een verzoek om rechtshulp indient, en het aantal
verzekerden neemt fors toe, dan zal ook de vraag naar rechtshulp fors stijgen.
Vanaf het begin van deze stijging had men dus al extra juristen kunnen aannemen
om aan de aanrollende ‘tsunami’ van extra rechtshulpvraag te gaan voldoen.
Echter, ook hier zag men pas na enige tijd de structurele aard van de gestegen
vraag in. En ook hier duurde het vervolgens de nodige tijd, voordat er extra per-
soneel gevonden kon worden in de markt. Bovenop deze twee vertragingen
kwam dan nog een derde: de eerste twee jaar zijn nieuwe rechtshulpadviseurs
nog een stuk minder productief: ze moeten het vak nog leren. En dat leren moet
gebeuren door middel van coaching door ervaren adviseurs, die hierdoor nog
minder tijd kunnen besteden aan het zelf afhandelen van cliëntdossiers.
Al deze drie tijdsvertragingen leidden ertoe dat Interpolis zich eind 2001 gecon-
fronteerd zag met een stuwmeer aan af te handelen dossiers, met zeer hoge werk-
druk en dienovereenkomstig lage werknemertevredenheid, met zeer lange behan-
deltijden en dienovereenkomstig lage klanttevredenheid. Om dat te zien was geen
systeemdynamische analyse nodig. Toch werd deze analyse wel gemaakt. Wat
deze analyse aan nieuwe informatie opleverde, was op de eerste plaats dat dit
stuwmeer met de gedane investeringen in personeel binnen een jaar weggewerkt
zou kunnen worden, en dat er op termijn dus geen trade-offs nodig waren tussen
klanttevredenheid en medewerkertevredenheid. Immers, met acceptabele werk-
druk krijgen de medewerkers en de klanten allebei wat ze graag willen.
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halfjaar toenemen. Hierdoor zouden de targets voor doorlooptijd, medewerker-
tevredenheid en klanttevredenheid voor het komend jaar lager moeten liggen dan
in het jaar daarvoor. Accepteren dat het eerst nog slechter wordt en niet meteen
beter is geen vanzelfsprekend gedrag voor managers. Overigens is het wél op
deze manier daadwerkelijk gegaan in 2002...
SCHIPBREUKGEVAAR DOOR TRAAG PRODUCTIEAANPASSINGSBELEID
Een ander bedrijf dat met naam genoemd kan worden, is ASML, in dit geval
omdat de hier gepresenteerde analyse gebaseerd is op publieke gegevens. Dezelf-
de dramatische marktvraagdip die de eerder genoemde IC-fabrikanten raakte in
2001, trof ASML als een mokerslag. Dat verdient een korte toelichting. ASML
maakt machines voor chipproductie. Stel dat de gemiddelde machine tien jaar
meegaat. Als men dan tien machines heeft staan, moet men gemiddeld elk jaar
één nieuwe kopen. Maar als de markt voor IC-producten met 10 procent toe-
neemt, dan heeft men ineens elf machines nodig. Dat betekent een machine extra
kopen, maar dat betekent dus ook 100 procent meer vraag voor ASML, daar
waar de klanten van ASML zelf maar 10 procent meer vraag zien. Omgekeerd
geldt dezelfde investment amplifier (Anderson en Fine, 2000): krimpt de IC-
markt met 10 procent, dan daalt de markt voor ASML met 100 procent.
Terug nu naar 2001. Op 18 januari van dat jaar rapporteerde ASML een vervier-
voudiging van de winst, een geplande verzending van 199 machines in het eerste
halfjaar met nog eens 255 verkochte machines in de productiepijplijn (Wall
Street Journal, 2001a). De CEO meldt dat ASML te weinig capaciteit heeft om
aan de vraag te voldoen, de CFO beklaagt zich over de toeleveranciers, die deze
groei al helemaal niet kunnen bijbenen. Op 16 maart, krap twee maanden later,
meldt ASML echter al dat het verwacht minder machines te verkopen dan het
jaar daarvoor (Wall Street Journal, 2001b). Evenwel, de CEO verwacht op dat
moment nog wel ‘global recovery in the fourth quarter of this year’ (Wall Street
Journal, 2001b). Die verwachting wordt enkele maanden later ingetrokken (Wall
Street Journal, 2001c). Op 16 oktober 2001 ontslaat ASML namelijk 1400 men-
sen, oftewel 17 procent van het personeelsbestand (Wall Street Journal, 2001d).
Wie weet dat meer dan 90 procent van de productie van ASML ligt bij de toele-
veranciers, mag dit aantal dus nog eens met negen vermenigvuldigen om de tota-
le impact op de arbeidsmarkt te begrijpen. ASML is vervolgens nog jaren blijven
kwakkelen, en zit wellicht begin 2007 weer bovenop een vergelijkbare piek in de
markt (Bökkerink en Bueters, 2007).
Maar hoe kwam dit nou? Wat was er aan de hand dat het beeld zo snel verander-
de van strak voor de wind zeilen naar zwaar averij maken en dreigende schip-
breuk? Wederom, de managementstijl was te zeer gericht op de korte termijn.
Wederom, de signalen uit de markt zijn te lang genegeerd. Wederom is er lang
gedacht dat het wel zou meevallen, en heeft het toen te lang geduurd voordat de
benodigde neerwaartse correctie in capaciteit ook in daden omgezet kon worden.
Maar er komt hier wel iets bovenop: dat is het fenomeen van de demand bubble
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enkele aanbieders. De micro-economie leert ons dan dat de prijs omhoog gaat,
maar dat is niet het lastigste. Klanten gaan meer vragen dan ze echt nodig heb-
ben, ze gaan speculatieve orders plaatsen. Speculatief, omdat ze er op gokken dat
de leverancier die orders toch niet kan vervullen, maar hun wel een relatief grote-
re allocatie van de beschikbare capaciteit kan geven. Dus: de klant heeft er 100
nodig, hij krijgt er waarschijnlijk maar 40, maar als hij er nu 200 vraagt, dan
krijgt hij er vast wel 80, zo is de begrijpelijke gedachtegang van de klant. Helaas
doen alle klanten dat, dus per saldo verandert er niet veel voor de klant. Voor de
producent wel, vooral als deze echt gelooft dat die verdubbeling van de vraag er
echt is (Lee, Padmanabhan en Wang, 1997).
ASML verwachtte fors meer dan 400 machines te kunnen leveren in 2001, ter-
wijl men er nog nooit meer dan 200 had weten te verkopen. Een groot deel van
die 400 was echter ‘hete lucht’. Het duurde voor ASML lang voordat men de
capaciteit wist aan te passen aan de échte marktvraag. Veel beter ware het
geweest als men van begin af aan in de gaten had gehad dat de capaciteit hele-
maal niet zo dramatisch omhoog hoefde...
3. De harde vaart over de zachte factoren
Uiteindelijk manifesteert zich kort-zichtig management in duidelijk zichtbare,
‘harde’ factoren. In onterechte ontslagen, in te late of te hoge investeringen, in te
trage productinnovaties. Deze ‘harde’ factoren hebben echter veelal hun oorsprong
in ‘zachte’ factoren, in hoe mensen met elkaar omgaan. Dit is zeker het geval in onze
hedendaagse toeleveringsnetwerken, die het immers echt moeten hebben van de
kwaliteit van de samenwerking. Wederom kijken we naar drie voorbeelden van hoe
de ‘zachte’ factoren de kwaliteit van de samenwerking en dus de prestaties beïnvloe-
den. In alle drie de gevallen gaat het om in eerdere wetenschappelijke publicaties met
bedrijfsnaam vermelde cases: BSO, KPN en Philips Semiconductors.
SCHIPBREUKGEVAAR DOOR TE WEINIG INTERNE SAMENWERKING
In de jaren tachtig was het automatiseringsbedrijf BSO een parel en een buiten-
beentje in het Nederlandse bedrijfsleven. Zijn oprichter, Eckart Wintzen, had
nadrukkelijk gekozen voor een sterk decentrale organisatievorm, waarbij hij de
analogie met de biologie nadrukkelijk zocht. Dit detacheringbedrijf was opge-
splitst in een aantal ‘cellen’, waarbij iedere cel bestond uit maximaal vijftig mede-
werkers, die allen werkten in een bepaalde regio. Werd deze ‘cel’ te groot, dan
trad er ‘celsplitsing’ op: een deel van de medewerkers vertrok naar een andere
locatie en ging zich richten op een specifieke regio of een specifiek werkgebied,
en beide cellen groeiden door. Dit groeimodel was zeer succesvol geweest, zoals
ook blijkt uit figuur 3. Hierin staat de groei van het aantal cellen grafisch weer-
gegeven. De Nederlandse celgroei toont een klassiek voorbeeld van S-vormige
groei, een veelvuldig voorkomend dynamisch gedragspatroon, zowel in de biolo-
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mee zat. Het had twee jaar eerder een deel van de automatiseringsafdeling van
Philips overgenomen en bezat nu een groot aantal buitenlandse afdelingen, en
dus ook grote internationale opdrachten en klanten. En die konden niet goed
bediend worden met relatief kleine, lokaal georiënteerde cellen. Er moest nu
samengewerkt gaan worden tussen de cellen. Die samenwerking kwam echter
niet goed van de grond, of eigenlijk helemaal niet. Er werd alleen een hoop ruzie
gemaakt tussen de celdirecteuren.
Op verzoek van Eckart Wintzen werden deze celdirecteuren ‘in een hok gestopt’ om
samen in een serie systeemdynamische modelbouwsessies te achterhalen waarom het
niet wilde vlotten met de samenwerking (Akkermans, 1995; Vennix, Akkermans en
Rouwette, 1996). Daaruit bleek dat dezelfde mechanismen die het cellenmodel zo
succesvol maakten, nu de root cause waren van het gebrek aan succes in de nieuwe
omgeving. Doordat de cellen zo autonoom waren, moesten ze zich volledig richten
op het zelfstandig overleven. Stel dat een goede medewerker in een dag 1500 gulden
kan verdienen voor de cel. En stel dat door het inzetten van diezelfde medewerker
bij het maken van een offerte voor een andere cel mogelijkerwijs een miljoen aan
omzet gerealiseerd zou kunnen worden. Waarom zou een manager dat dan doen? In
de celstructuur werd men als manager hiervoor niet beloond. En zou men er wel
voor beloond gaan worden, dan betekende dat het einde van het celprincipe.
Hierdoor kwamen projecten tussen meerdere cellen niet van de grond. Hierdoor
raakte men niet gekend als partij voor grotere projecten en hierdoor ontwikkelde
men dus ook niet de hierbij passende projecten. Success to the successful heet dit
archetype van dynamisch gedrag (Senge, 1990). BSO was gevangen in zijn
gedrag, en datgene waarmee men eens succesvol was geweest, belemmerde nu
toekomstige groei. De grootste winst van dit project was wellicht nog dat de cel-
directeuren die dit probleem mede geanalyseerd hadden, zich realiseerden dat ze
kort-zichtig bezig waren. Ze gingen hierna beter samenwerken, of dat nu op de
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en Rouwette, 1996)SCHIPBREUKGEVAAR DOOR TE WEINIG EXTERNE SAMENWERKING
BSO liep voorop met wat in de jaren negentig ‘unitmanagement’ zou gaan heten.
De KPN van vandaag heeft aan dit managementprincipe wellicht zijn voortbe-
staan te danken. Want na het bijna-faillissement in 2001 van KPN kon het alleen
overeind blijven door heel strak te sturen op de individuele rentabiliteit van de res-
terende bedrijfsonderdelen. Alles wat KPN niet per se nodig had om te overleven,
werd verkocht, en zo veranderde de eens zo verticaal geïntegreerde telecommono-
polist ineens in een deel van een netwerk van onderling toeleverende bedrijven.
Wat ook verkocht werd in de crisis, was KPN’s automatiseringspoot. Atos Origin,
waarin (sic!) het eerder genoemde BSO was opgegaan, was de blijde koper. Blij,
want men verwachtte veel groei in de telecomsector en ook zekere inkomsten
door een langdurig contact met KPN. De werkelijkheid pakte anders uit. De groei
in telecom bleef uit, dus ook de omzetgroei van KPN en KPN’s IT-bestedingen.
Tegelijkertijd was KPN steeds minder blij met Atos, want dat leek voor KPN al
gauw tevreden tegen het hek te leunen, in de wetenschap dat het eerder afgesloten
contract zijn inkomsten garandeerde, ongeacht de feitelijk geleverde prestatie.
Eind 2003 was het ruzie. KPN-managers wilden eigenlijk van Atos af, en Atos
wilde meer geld. De toen net aangetreden CPO Willem van Oppen bedacht een
andere oplossing. Managers van KPN en Atos hielden een systeemdynamische
modelbouwsessie (Akkermans en Van Oppen, 2006), waarin de vraag werd
gesteld: hoe komt het dat onze IT-systemen onze dienstverlening aan consumen-
ten belemmeren?
Weer was het antwoord ‘door kort-zichtig management’. Het management van
KPN was ‘kort-zichtig’, doordat men niet wilde zien dat KPN nadrukkelijk de
prestaties van Atos beïnvloedde door het gedrag dat men vertoonde richting deze
strategische leverancier. En het management van Atos was ‘kort-zichtig’, doordat
men niet wilde zien dat alleen als KPN succesvol werd in zijn markt, Atos struc-
tureel kon rekenen op een succesvolle en profijtelijke relatie met KPN. Beide
groepen managers hadden overigens goede redenen om zo te denken, want hun
respectievelijke achterbannen verwachtten niet anders.
Het idee achter unitmanagement is dat ieder deel van de organisatie zo veel
mogelijk de eigen broek ophoudt. En als er dan samengewerkt moest worden,
dan gebeurt dat op een ‘zakelijke’ manier, op grond van vooraf afgesproken per-
formance-indicatoren. Echter, het probleem van die performance-indicatoren in
een dienstverlenende keten zoals voor telefoondiensten is dat ze niet passen. Als
A een dienst levert aan B, dan kan B daarvoor criteria specificeren. Maar als de
kwaliteit van de dienst van A mede bepaald wordt door de kwaliteit van het
werk van B, dan werkt zo’n eenrichtingsconstructie niet.
Wat nodig is, dat zijn zogeheten collaborative Key Performance Indicators (KPI’s)
(Akkermans en Van Oppen, 2006). Deze zijn op twee manieren gericht op colla-
boration, op samenwerking. Ten eerste, doordat er performancecriteria gelden,
niet alleen voor de leverancier, maar ook voor de klant. Als de klant in de commu-
nicatie met de leverancier te laat informatie doorgeeft, of te weinig specifieke
informatie, of te veel foute informatie, dan kost dit de klant ‘punten’ en levert dit
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de klant bij zijn klanten bepaalt. Dus niet: ‘Elk van onze IT-systemen moet 98 pro-
cent van de tijd in de lucht zijn’, maar ‘De callcenteragents van de klant moeten
98 procent van de tijd ongestoord door haperende IT hun werk kunnen doen’.
Tussen KPN en Atos kwam het door dit project op dit terrein weer helemaal
goed, totdat het eerstvolgende grote project zich aankondigde, en nieuwe
managers in een nieuwe context terugvielen in hun ‘oude’ gedrag...
WARE STUURMANSKUNST: HARD EN ZACHT ELKAAR WEDERZIJDS LATEN BEÏNVLOEDEN
Na de vele voorbeelden van een volledige of bijna-schipbreuk een voorbeeld van
superieure stuurmanskunst tijdens stormachtig weer: collaborative planning (CP)
bij Philips. Dit betreft een activiteit om de productie en aflevering van chips voor
cd-rom’s en dvd-drives nauw af te stemmen op de behoefte aan deze chips. En dit
in een markt die, zeker in de periode waar het hier om ging (2000-2004), zeer
steile toppen en zeer diepe dalen vertoonde, zoals we eerder al geconstateerd heb-
ben. Daarenboven vond deze coördinatie plaats tussen een netwerk van onafhan-
kelijke bedrijven en in een zeer innovatieve omgeving. Ware stuurmanskunst was
dus nodig.
Wat doet men in collaborative planning? Eigenlijk is het heel logisch, het is alleen
zo strijdig met veel van het kort-zichtige managementdenken dat in deze tijd zo
domineert. Stel: de klant is vandaag woest, omdat de leverancier morgen te wei-
nig onderdelen kan aanleveren, en het productieproces van die onderdelen kost
al gauw drie maanden, zoals bij IC’s. Dan is die woede alleen terecht als de klant
drie maanden geleden al aan de leverancier heeft verteld wat hij over drie maan-
den nodig zou hebben. Anders moet de klant niet klagen: had hij dit maar tijdig
moeten melden. Het probleem is echter: wat er over drie maanden verkocht kan
worden, weet die klant zelf ook niet zo zeker. En als men het niet zeker weet, dan
plaatst men liever geen bestelling, want voor men het weet, zit men daaraan vast.
Omgekeerd: als u als leverancier boos wordt, omdat uw klant druk op u zet om
volgende maand X te leveren, dan kunt u wel boos zijn, maar u bent dat alleen
met recht als u aan uw klant al verteld had hoeveel er van wat nu in uw produc-
tiepijplijn zit, over een maand kan uitkomen. Is dat minder dan X, dan wéét uw
klant dat u voor volgende maand niet meer hebt en zal hij ook niet om meer vra-
gen. Echter, gewoonlijk geeft men dit soort informatie niet aan de klant, want
men weet het niet helemaal zeker én men geeft daarmee alle speelruimte op om
ook nog een deel aan een andere klant te gunnen.
Dit soort wederzijdse transparantie veronderstelt kort gezegd dat men elkaar kan
vertrouwen, dat er ‘geen spelletjes gespeeld worden’. Omgekeerd is spelletjes spe-
len, het zo populaire shortage gaming in supply chain land (Lee, Padmanabhan
en Wang, 1997), niet vol te houden bij volledige transparantie van de keten zoals
bij collaborative planning, want men speelt dan met de kaarten open. De contra-
intuïtieve logica achter dit principe is geïllustreerd in het diagram in figuur 4.
In de zelfversterkende lus R1 staat weergegeven hoe succesvolle samenwerking
leidt tot nog meer samenwerking, en omgekeerd hoe gebrek aan succes leidt tot
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heeft. Sowieso leidt meer transparantie tot betere besluitvorming (R3). Maar wat
als nu al deze vicieuze cirkels de verkeerde kant op werken of juist niet in bewe-
ging te krijgen zijn? Dan kan ‘samen werken’, dus gewoon met elkaar aan de slag
gaan (travail oftewel ‘barensnood’ in de oorspronkelijke Engelstalige versie van
dit diagram (Akkermans et al., 2005)) een oplossing zijn.
Zo is het ook gegaan in dit project bij Philips. Voordat men startte met het weke-
lijks delen van alle relevante keten- en marktinformatie voor dvd-drives en de
IC’s die hiervoor nodig zijn, was er veel wederzijds wantrouwen, werd er weinig
informatie gedeeld, en kwamen er regelmatig slechte beslissingen en nog slechtere
prestaties uit deze keten. Maar toen het eenmaal ging lopen, doordat men weke-
lijks met elkaar om tafel zat, ging het snel beter met zowel de ‘zachte’ als de
‘harde’ kanten van deze samenwerking. De ‘zachte’ kanten zijn beschreven in een
eerder gepubliceerd artikel (Akkermans et al., 2005), de ‘harde’ kanten van het
succes staan in een ander artikel (De Kok et al., 2005). In dit tweede artikel staan
ook de ‘harde’ miljoenenbesparingen gekwantificeerd en gemotiveerd die men als
gevolg van deze ‘softe’ aanpak heeft gerealiseerd...
4. Conclusies
De bedrijfskunde in het algemeen en de kennis over hoe toeleveringsketens in
dynamische omgevingen het best bestuurd moeten worden in het bijzonder staan
relatief gesproken nog in de kinderschoenen. Toch is er al veel dat bekend is in























































(uit Akkermans et al.,
2005)uitgang is dan ook dat de diffusie van de state of the art in de theorie van supply
network dynamics sneller gaat verlopen. Zoals betoogd in het begin van dit arti-
kel, is op dit terrein nog heel veel onderzoek te doen. Daar levert dit artikel geen
nieuwe bijdrage aan.
Er is echter ook al veel bekend wat nog niet of nauwelijks toegepast wordt in de
praktijk. De intentie van dit artikel was hiervan een staalkaart te geven door
negen casestudies op dit terrein de revue te laten passeren. Overigens is er op al
deze deelterreinen nog veel dat nader onderzocht moet worden. Veel hiervan is
specifiek voor het individuele deelterrein. Echter, sommige inzichten hebben gel-
digheid voor het hele spectrum. Zo komen in de negen casestudies die gepresen-
teerd zijn, twee bevindingen telkens weer naar voren. Ten eerste, de onmisbaar-
heid van een systeemdynamisch perspectief, zowel in het managen van een indivi-
dueel product of dienst over haar levenscyclus, als in het over de tijd in balans
houden van capaciteit en marktvraag voor een portfolio van producten en/of
diensten.
Ten tweede komt de noodzaak van effectieve afstemming in niet-hiërarchische
settings naar voren. In netwerken is immers niemand de baas. Dat hoeft geen
bezwaar te zijn: niemand is de ‘baas’ in de voedselvoorziening van een stad en
toch is overal in Nederland goed en vers eten te krijgen. Maar wel vraagt de net-
werkeconomie om een andere visie op hoe men met klanten en leveranciers
omgaat, zeker in sterk aan verandering onderhevig zijnde bedrijfstakken, in de
zogenaamde high-clockspeed industries die specifiek onderwerp van onderzoek
zijn geweest in dit artikel (Fine, 1998). Daar lijkt meer te verwachten van alter-
natieve coördinerende structuren zoals geschetst binnen het voorbeeld over colla-
borative planning. Een artist’s impression van hoe dat eruit zou kunnen zien,
staat in figuur 5. Een diversiteit aan organisaties wordt enerzijds bestookt door
een veelvoud aan snel wisselende technologieën, anderzijds door snel wisselende
klantvragen. Toch weet men gezamenlijk het geheel goed aan te sturen door een
gezamenlijke community waarin status en plannen van de diverse delen van het
netwerk gedeeld en onderling afgestemd worden. Collaborative planning, CPFR
(www.cpfr.org), federated planning (Oliver et al., 2001), strategic communities


























een hoge kloksnelheidnaam van de methode doet het er niet echt toe. Maar dat we er geen eeuwen de
tijd voor hebben, dat moge aan het eind van dit artikel afdoende duidelijk zijn...
Noten
1. Overigens biedt de geschiedenis van de geneeskunde wel enig relativerend
perspectief. Immers, dat scheurbuik, die ontstaat uit een chronisch tekort aan
vitamine C, voorkomen kan worden door het eten van citrusvruchten, was al
in 1601 empirisch vastgesteld op een verre reis door de Engelse ontdekkings-
reiziger Lancaster. En toch duurde het nog tweeënhalve eeuw voordat het
gebruik van citrusvruchten verplicht werd gesteld op lange zeereizen... 
(Mosteller, 1981).
2. Deze case is eerder met vermelding van bedrijfsnaam gepubliceerd in de
gemeenschappelijke literatuur (Akkermans en Van Oorschot, 2005).
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