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Abstract: MapReduce applications are used to process big data. Therefore, the prediction of the re-
source usage of MapReduce applications is crucially needed. In this paper, we construct multiple linear
regression models to predict the resource usage parameters of MapReduce applications.
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Introduction
Map/Reduce[1] is the computational programming model for processing big data. The execution of
MapReduce applications may need different resource requirements. Therefore, it is important to under-
stand the behaviour of the resource usage of MapReduce applications. L. Bautista Villalpando et al. [2]
modelled the relationship between performance measurements of big data application and the quality
concepts of software engineering. Issa, J A et al. [3] proposed an estimation model based on Amdahl’s
law regression [4] methods to estimate performance and total processing time versus different input
sizes for a given processor architecture. He intended to explore the relationship between processing
time and input size of data. Glushkova. et al. [5] built a new performance model for Hadoop 2.x, which
use the queuing network model to capture the execution flow of a MapReduce job and take architectural
changes into account. These models only concerned the performance analysis with the given resource
and did not mention the factors of the allocated resource which decrease the performance of Hadoop
platform. A resource reuse optimisation mechanism for MapReduce short jobs was developed by Shi
et al. [6], which effectively shortened the execution time of these jobs and significantly improved the
resource utilisation of a cluster. Nghiem. et al. [7] proposed a novel algorithm for optimal resource pro-
visioning to get the exact amount of task resources, which represented the best trade-off point between
performance and energy efficiency for MapReduce jobs. Bakratsas. et al. [8] evaluated the performance
of three algorithms when solid state drives and hard disk drives are used to store the real social network
data. However, none of previous works characterizes the resource usage of MapReduce applications.
In this paper, we establish regression models to predict the resource usage of three MapReduce appli-
cations (Wordcount, Pi and Terasort). Wordcount calculates the number of occurrence of words and the
matches to a regex in a text file. The Pi application estimates the value of the Pi number, and Terasort
application sorts the generated data from Teragen. The resource usage parameters (the total percentage
of time spent of CPU processing job, the total memory usage, the total KB read/second from hard disk
and the total KB write/second to hard disks with time resolution 1 s) of three applications are measured
in the following configuration:
• Bare metal servers with an Intel CoreTM i5-4670 CPU 3.40GHz 4 cores, 16GB Kingston HyperX
Black DDR3 1600MHz RAM and 250GB 7200RPM hard drive.
• Hadoop version 2.7.3 and MapReduce v2 in Ubuntu server 16.04.3 LTS, kernel 4.4.0-62-generic
the block size is set to 512MB.
The workload for Wordcount is a text file of 100 GB. The workload of Terasort is 60 GB data generated
from Teragen. Application Pi is executed with 2000 map tasks in 10000000 times.
Correlation Matrix
The correlation scatter matrix of Terasort application is depicted in Figure 1. All the correlations
between usage parameters and their corresponding lag series show the strong positive linear relevance.
The correlation between the read rate and the write rate shows the moderate negative linear relevance.
Meanwhile, the correlations between read rate and lagged write rate and between the write rate and the
lagged read rate exhibits the similar results. The weak negative relevance is observed in the correlation
between the memory usage and the read rate.
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Figure 3: Scatter Matrix of resource usage parameters of Terasort
Linear Regression Models
Multiple linear regression methods are used to model resource usage parameters of MapReduce ap-
plication. The entire procedure is divided into three parts in order: one is data collection; the second is
filter predictors and the third is to fit model. Firstly, data collection is implemented by running Collectl, a
light-weight performance monitoring tool, in parallel with the execution of applications. Typically, such
kind of collected data is time series data. However, autocorrelation is usually a common characteristic
of time series data. Thus, we extract the lagged usage variables which possess the largest autocorrela-
tion coefficient for each parameter, add them to predictor dataset as well. Secondly, multicollinearity
problem is taken into account and removed to subject to the important assumption of independence as-
sumption of predictors. Furthermore, the best-subset method and ten-fold cross-validation are applied
to filter predictors for regression models. Finally, the least squares methods are used to estimate the
regression coefficients which is shown in Table 1.
Table 1 presents the multiple linear regression models and the corresponding residual standard error
(RSE) and R2 for three MapReduce application and regression models. Note that the Z-score (standard-
ized coefficient), a statistical measure, is used to drop irrelevant variable from the set of predictors.
In Table 1, the estimated coefficient shows the strength of linear dependency and its sign represents
the dependent direction. Except for the dependency between response and itself previous usage param-
eter, others dependency exposes the resource bottleneck of the corresponding application in Hadoop
MapReduce environment. Meanwhile, according to the estimated coefficient, the optimized suggestion
could be given for improving associated usage parameters. For example, read rate, denoted by RIO, in
the model ĈPU ∼ 22.37 + 0.4×RIO+ 0.6× Prv_cpu of Wordcount application has an estimated coef-
ficient 0.4. It means that the average CPU usage might increase 4% when the average read rate increase
10MB/S as well as the corresponding previous CPU usage keeps the fixed value.
Conclusion and Future
We have applied linear regression models to predict the resource usage parameters of MapReduce
applications. The regression models could be beneficial to cloud operators in the assignment of MapRe-
duce tasks in the cloud computing platform. In future, we will study the relationship between the
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