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Abstract
Let X be a 1-connected CW-complex of finite type and ε(X) be the group of homotopy classes of self-equivalences of X which
induce the identity on homotopy groups. In this paper, we prove that every finitely generated 2-solvable rational nilpotent group is
realizable as ε(X) where X is the rationalization of a 1-connected CW-complex of finite type.
© 2007 Elsevier B.V. All rights reserved.
MSC: 55P10; 55P62
Keywords: Rational homotopy; Self-homotopy equivalence; Nilpotent groups
Introduction
Let aut(X) denote the space of (based) homotopy self-equivalences of a pointed CW-complex X with the compact-
open topology. The understanding of the homotopy type of aut(X) is an important problem in homotopy theory. The
path-components of aut(X) form the group ε(X) = π0(autX) of homotopy classes of self-equivalences of X. We
consider the subgroup ε(X) of ε(X) consisting of homotopy classes which induce the identity on the homotopy
groups. The groups ε(X) and ε(X) have been studied extensively, see, for instance, [2,3]. In particular, if X is a finite
1-connected CW-complex, Arkowitz and Curjel prove that ε(X) is finitely generated [2]. On the other hand, if X is
a finite 1-connected CW-complex, or when X has a finite Postnikov tower, then Dror and Zabrodsky prove that ε(X)
is a nilpotent group [5].
A basic problem consists to know if all nilpotent group G can appear as ε(X) [2,11,4,8,9]. Partial answers were
supplied by M. Arkowitz and G. Lupton [2,4], S. Piccarreta [11] and D. Kahn [8,9].
In this text we will consider the case of rational nilpotent groups. Every nilpotent group G has a rationalization GQ
[7] and by a result of Maruyama [10], (ε(X))Q is isomorphic to ε(XQ) where XQ denotes the rationalization of X.
Our main theorem states:
Theorem 1. Every finitely generated 2-solvable rational nilpotent group is realizable as ε(X) for some 1-connected
rational space X.
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2426 J. Federinov, Y. Felix / Topology and its Applications 154 (2007) 2425–2433This theorem shows that a wide class of groups is realizable. This class covers in particular the class of groups
considered by S. Piccarreta in [11].
The main tool for the proof of the theorem is the theory of minimal models developed by Sullivan [13]. We
recall here the basic facts on the theory and refer to [6] for more details. Let V be a graded vector space. The free
commutative graded algebra on V , ΛV , is by definition the tensor product of the symmetric algebra on V even with the
exterior algebra on V odd.
A commutative differential graded algebra (A,d) is called a Sullivan algebra if as an algebra A = ΛV , for some
V , and V admits a basis (xα)α∈A indexed by a well-ordered set such that
d(xα) ∈ Λ(xβ)β<α.
The Sullivan algebra (ΛV,d) is called minimal if dV ⊂ Λ2V . For any commutative differential graded algebra,
(A,d), whose cohomology is connected and finite type, there is a unique (up to isomorphism) minimal algebra
(ΛV,d) provided with a quasi-isomorphism ϕ : (ΛV,d) → (A,d). The differential algebra (ΛV,d) is called the
minimal model of (A,d).
The relation between topology and algebra is given by the PL-forms functor and the geometric realization functor
of Sullivan [13]. They give an equivalence of categories between the homotopy category of differential graded com-
mutative algebras whose cohomology is 1-connected and of finite type, and the homotopy category of rational simply
connected spaces of finite type. The minimal model of X is the minimal model of the algebra APL(X) formed by the
PL-forms on X.
Let us recall now that by the theory of Malcˇev, there is a bijective correspondence between rational nilpotent groups
and rational nilpotent Lie algebras; this correspondence is given by the well-known Baker–Campbell–Hausdorff for-
mula. An algorithmic presentation for this correspondence can be found in [1]. We denote by L(ε(X)) the Lie algebra
associated to the group ε(X) by this correspondence. The calculation of L(ε(X)) is made possible from the minimal
model M = (ΛV,d) of X thanks to the following theorem of Sullivan:
Theorem. (See [13].) There exists an isomorphism of Lie algebras
L(ε(X))= H0(Der# M,d).
Here DerM denotes the differential graded Lie algebra of derivations of M = ΛV and Der# M denotes the differential
graded Lie algebra defined by{
Der#i M = DeriM if i = 0,
Der#0 M = DER# M,
where DER# M denotes the rational sub-vector space of Der0 M formed by the derivations θ that verify θ(V ) ⊂
Λ2V .
More precisely, Derp M is the vector space formed by the linear maps θ :M → M of degree −p, that are deriva-
tions,
θ(ab) = θ(a).b + (−1)p|a|a.θ(b).
The differential d on Derp M is defined by
d(θ)(a) = d(θ(a))− (−1)pθ(da),
and the bracket is defined for θ1 ∈ Derp M and θ2 ∈ Derq M by
[θ1, θ2] = θ1 ◦ θ2 − (−1)pqθ2 ◦ θ1.
The main part of the text will be concerned with the proof of the following theorem
Theorem 2. Every finitely generated 2-solvable rational nilpotent Lie algebra is realizable as H0(Der# M,d) for
some minimal model M .
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correspond exactly to finitely generated 2-solvable rational nilpotent groups by the Baker–Campbell–Hausdorff for-
mula.
The text is decomposed in 2 parts. In the first one we will describe the structure of a 2-solvable rational nilpotent
Lie algebra. The proof of Theorem 2 is contained in the second and main part of the text.
1. 2-solvable nilpotent Lie algebras
Let L be a finitely generated Lie algebra. The descending central series Cn(L) and the derived series Gn(L) are,
respectively, defined by
C1(L) = L, C2(L) = [L,L] . . . Cn(L) =
[
L,Cn−1(L)
]
and
G1(L) = L, G2(L) = [L,L] . . . Gr(L) =
[
Gr−1(L),Gr−1(L)
]
.
The Lie algebra L is n-nilpotent (or nilpotent of index n) if Cn+1(L) = 0 and n-solvable (or solvable of index n) if
Gn+1(L) = 0. So the 1-nilpotent Lie algebras and the 1-solvable Lie algebras are the abelian Lie algebras.
We denote by L(X) the free Lie algebra on a set X. A basis for L(X) is given by a Hall family [12]. For recall a
Hall family is a totally ordered subset H of L(X) formed by Lie monomials such that
(1) X ⊂ H .
(2) If u,v ∈ H with l(u) < l(v) then u < v. Here l(v) denotes the length of v.
(3) Let u = [v,w] be the unique decomposition of u where v,w ∈ L(X). Then u ∈ H if and only if the following
two conditions are satisfied:
(a) v ∈ H, w ∈ H , and v < w.
(b) either w ∈ X or else w = [w′,w′′] with w′ ∈ H, w′′ ∈ H and w′  v.
In particular, if L(X) = L(x1, . . . , xn), then a basis of G2(L(X)G3(L(X)) is given by the elements[
xi1, [xi2, [. . . xir , [xi, xj ] . . .
]
with i1  · · · ir  i and i < j . Indeed, the abelianization supplies an exact sequence
0 →
⊕
i<j
Q[xi, . . . , xn] · aij ϕ−→ L(x1, . . . , xn)
G3(L(x1, . . . , xn))
→
n⊕
i=1
Q.xi → 0,
where
ϕ(xi1 . . . . .xir · aij ) =
[
xi1, [xi2, [. . . [xir , [xi, xj ] . . .
]
for i1  · · · ir  i and i < j .
Let now L be a fixed 2-solvable N -nilpotent Lie algebra generated by X = {x1, . . . , xn}. We form then the Lie
algebra F quotient of L(X)/G3(L(X)) by the ideal generated by the elements xNk · ϕ(aij ) for all i < j and all k and
the elements xN−1i · ϕ(aij ) and xN−1j · ϕ(aij ) for all i < j . We have therefore a short exact sequence
0 →
⊕
i<j
Q[xi, . . . , xn]
(xNk , x
N−1
i , x
N−1
j )
· aij ϕ−→ F →
n⊕
i=1
Q.xi → 0.
By definition of F there is a natural surjection π :F → L that maps each xi on itself. The kernel I is contained in
[F,F ] and is therefore a Q[x1, . . . , xn]-module. We denote by Ir the vector space
Ir = Λr (x1, . . . , xn) · I/Λr+1(x1, . . . , xn) · I.
Each Ir is a finite-dimensional vector space and by taking sections σr of the projections Λr (x1, . . . , xn) · I → Ir , we
get an isomorphism
I ∼=
⊕
rnN
Ir .
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In this section we construct a commutative differential graded algebra (Λ(V ⊕ J ), d) such that F ∼=
H0(Der#(ΛV,d)) and L ∼= H0(Der#(Λ(V ⊕ J ), d)).
2.1. The main lines of the construction of (Λ(V ⊕ J ), d)
Let L, F , N and n be as in Section 1. We first construct the differential graded algebra (Λ(u, x1, x11, x12, x2, x21,
x22, . . . , xn, xn1, xn2), d = 0) with |xi | = |xi1| + |xi2|. We define then derivations ϕi by ϕi(xj ) = xj1xj2 if i = j and
0 otherwise.
We introduce now new variables y1, . . . , yn and z, with d(z) =∏i xN−1i ∏i,j xN−1ij unN and dyi = xi1xi2∏r,j xN−1rj .
The derivations ϕi extend to z and to the yi by
ϕi(yj ) = 0 and ϕi(z) = (N − 1)xN−11 . . . xN−2i . . . xN−1n unNyi.
Denote by V the graded vector space generated by the elements u,x1, . . . , xn, x11, x12, . . . , xn2, z, y1, . . . , yn. We
define the degrees of all those elements in order that the Lie algebra H0(Der#(ΛV,d)) is generated by the classes of
the ϕi . We then prove that H0(Der#(ΛV,d)) is isomorphic to F .
To realize the Lie algebra L, we will remark that the evaluation at z gives an isomorphism between [F,F ] and
H |z|(ΛV,d). We define then the vector space J =⊕r Jr , with Jr isomorphic to Ir and concentrated in degree |z| −
r|u|−1. Recall that I ⊂ [F,F ] is the kernel of the projection π :F → L. The above isomorphism between [F,F ] and
H |z|(ΛV,d) is then the key for the definition of a differential d on Λ(V ⊕ J ) such that H0(Der#(Λ(V ⊕ J ), d)) ∼= L.
2.2. The algebra Λ(V ⊕ J ), its generators and degrees
Proposition 1. Let N and n be as above. There exists then even integers m0 and mij , i ∈ {1, . . . , n} and j ∈ {1,2},
and a prime number  such that
(1) m0 ≡ 0 mod , and mij ≡ 0 mod ,
(2) n2N <m0 < nNm0 <m11 <m12 <m21 <m22 < · · · <mn1 <mn2,
(3) If ∑ij aijmij + am0 =∑ij bijmij + bm0 with aij , a ∈ {1, . . . ,2nN}, b, bij ∈ N, then bij = aij for all i, j , and
b = a.
Proof. We choose odd prime numbers p11,p12,p21,p22, . . . , pn2,  such that
8n2N < p11 <p12 <p21 < · · · <pn1 <pn2 < 
and we define the integers m0 and mij by the formulas⎧⎨
⎩
m0 = 2p11p12 . . . pn1pn2,
mi1 = 2nN(p11 + 1)(p12 + 1) . . . (pi1 + 1)pi2p(i+1)1 . . . pn1pn2,
mi2 = 2nN(p11 + 1)(p12 + 1) . . . (pi2 + 1)p(i+1)1 . . . pn1pn2.
The properties (1) and (2) are trivially satisfied. We write (0,0) = 0, a00 = a and b00 = b, and give to the set
(0,0) ∪ {(i, j) | i = 1, . . . , n; j = 1,2} the lexicographic order. We prove now property (3) by downward recurrence
on the coefficient of mij . Let us suppose that aij = bij for (i, j) > (i0, j0). We then get rid of these terms of the
equation above. We obtain
ai0j0 − bi0j0 ≡ 0 mod pi0j0 .
As 0 ai0j0  2nN < pi0j0 , there exists an integer q  0 such that
bi0j0 = ai0j0 + qpi0j0 .
If q  1, the condition pi0j0 > 8Nn2 assures that∑
(i,j)(i0,j0)
bijmij  bi0j0mi0j0  pi0j0mi0j0 > 8Nn2mi0j0 
∑
(i,j)(i0,j0)
aijmij
what is absurd. 
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⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
u, |u| = m0,
xij , i = 1, . . . n; j = 1,2, |xij | = mij ,
xi, i = 1, . . . , n, |xi | = |xi1| + |xi2|,
z, |z| =
(
2(N − 1)
n∑
k=1
|xk|
)
+ nN |u| − 1,
yi, i = 1, . . . , n, |yi | = (N − 1)
(
n∑
i=1
|xi |
)
+ |xj | − 1.
The vector space J is the direct sum, J =⊕r0 Jr where Jr is isomorphic to Ir as a vector space and is concen-
trated in degree |z| − r|u| − 1. We denote by ars a basis of Jr .
In order to study H0(Der#(Λ(V ⊕ J ), d)), we have to determine for the degree p of every generator, a basis of the
vector space (Λ(V ⊕ J ))p .
By definition the variables u, xij and xi are of even degree and their degrees are congruent to zero modulo . The
variables yj and z are of odd degree congruent to −1 modulo . The variables ars are of even degree congruent to
−2 modulo . Since nN |u| < |xij | for each i, j , we have the sequence of inequalities
|u| < |xij | < |yt | < |ars | < |z| < |yt1yt2 |.
Lemma 1. If q = |xij |, then,
(ΛV )q =Q.xij .
Proof. The only monomials (ΛV )q of the same degree as xij are of the form
∏
xr
∏
xls . Let us suppose that there is
such a monomial. By replacing xr by xr1xr2, we obtain a monomial of the form
∏
xls with (l, s) < (i, j) but this is
impossible by Proposition 1(3). 
All the xi are in different degrees and |xi | < |xj | if i < j . Of course, |xi1xi2| = |xi |.
Lemma 2. If q = |xi |, then
(ΛV )q =Q.(xi1xi2)⊕Q.xi .
Proof. We cannot have in the degree of xi monomials of the form
∏
xls other than xi1xi2 because otherwise, we
would have
|xi1| + |xi2| = |xi | =
∑
|xls |
with at least one (l, s) different of i1 or i2, in contradiction to Proposition 1(3). By replacing the xj by xj1xj2, we see
that there is no other possibility. 
The yj are all in different degrees and |yi | < |yj | if i < j .
Lemma 3. If q = |yi |, then,
(ΛV )q =Q.yi .
Proof. Since yi has odd degree, no product of the elements xi and xij can be of degree q . The only odd generators
are the yj and z. As the product of two of them is of degree strictly bigger to the degree of yi , the only monomials of
degree q are of the form yj
∏
xls with j  i. We then have
|xi1| + |xi2| =
(∑
|xls |
)
+ |xj1| + |xj2|
which is possible only if j = i and ∏xls = 1 by Proposition 1(3). 
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x
ni
i
∏
(xri)
αri yj for some j .
Lemma 4. The only monomials in the degree of z are z and the elements of the form
unN · yj ·
∏
k=1
k =j
(
x
rk
k (xk1xk2)
N−rk−1) · xrjj (xj1xj2)N−2−rj .
All the monomials are obtained by considering all the possible replacements of some xk by xk1xk2 in
unN · yj ·∏ k=1
k =j
(xN−1k ) · xN−2j .
Proof. Let us suppose that
|z| =
∣∣∣∏xnii ∏(xri)αri yjuα∣∣∣.
Once again by replacing |xi | by |xi1xi2|, we can suppose that the ni are zero. We then have,
(N − 1)
n∑
i=1
(|xi1| + |xi2|)+ nN |u| =∑αrs |xrs | + α|u| + |xj1| + |xj2|.
It follows then from Proposition 1(3) that α = nN , αrs = N − 1 if r = j and αjs = N − 2. 
Lemma 5. The only monomials in the degree of an element ars are the monomials ar ′s′ur ′−r with r ′  r .
Proof. Since |ars | ≡ −2 mod , the only monomials of the same degree as ars have the form ar ′s′∏i xnii ∏i,j xnijij un0 .
Once again by Proposition 1(3) above the only possibilities are the ones above. 
2.3. The Sullivan algebra (ΛV,d) and the Lie algebra H0(Der#(ΛV,d))
We make (ΛV,d) a differential graded algebra by putting⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
d(u) = d(xi) = d(xij ) = 0,
d(yj ) =
n∏
k=1
(xk1xk2)
N−1 · xj1xj2,
d(z) =
n∏
k=1
xN−1k ·
n∏
k=1
(xk1xk2)
N−1 · unN .
We define now the derivations ϕ1, . . . , ϕn of ΛV by
ϕi(xi) = xi1xi2,
ϕi(xr ) = 0, i = r,
ϕi(u) = ϕi(xrs) = ϕi(yj ) = 0,
ϕi(z) = (N − 1)
(
n∏
k=1
k =i
xN−1k
)
· xN−2i · unN · yi.
The derivations ϕi commute with d , and their images are contained in Λ2(V ). The ϕi are therefore cocycles in
the complex Der#(ΛV ),
ϕi ∈ Z0Der#(ΛV ).
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ar = (N − 1)
(
n∏
k=1
k =r
xN−1k
)
xN−2r unNyr .
We then have ϕr(z) = ar .
Let us denote be M the sub Lie algebra of Z0 Der#(ΛV,d) generated by the ϕi . On z the derivations do not
commute because
ϕiϕj (z) = ϕi(aj ) = ϕj (ai) = ϕjϕi(z).
On the contrary, on the elements aj the derivations commute and the UM-module generated by aj is
UM · aj = Q[ϕi] · aj
(ϕNi , ϕ
N−1
j )
=
⊕
r1,r2,...,rn
unN · yj ·
∏
k=1
k =j
x
rk
k (xk1xk2)
N−rk−1 · xrjj (xj1xj2)N−2−rjQ.
Lemma 6.
(1) The action of M on z induces a surjection UM → (ΛV )|z|.
(2) The restriction to [M,M] induces an isomorphism [M,M] → Z|z|(ΛV,d).
(3) Z|z|(ΛV,d) ∼= H |z|(ΛV,d) and a basis of Z|z|(ΛV,d) is given by the elements
ϕαnn . . . ϕ
αi+1
i+1 ϕ
αi
i (ϕiaj − ϕjai), i < j,
with αi N − 2, αj N − 2 and αk N − 1 for k = i, j .
Proof. (1) Follows directly from the above description of UM · aj .
(2) Since [M,M] acts trivially on all the generators except z, the evaluation at z, [M,M] → (ΛV )|z| is injective.
To see the surjectivity, we have to show that the cocycles [ϕi,ϕj ](z) = ϕiaj − ϕjai , with i < j , generate the kernel
of d as Q[ϕ1, . . . , ϕn]-module. Recall here that Q[ϕ1, . . . , ϕn] acts by adjunction on the aj . Indeed, let us denote by
L the sub-module generated by these elements. Modulo L, any element can be written
p1a1 + p2a2 + · · · + pnan + vz
with pi ∈Q[ϕ1, . . . , ϕi] and v ∈Q. If d(p1a1 +· · ·+pnan+vz) = 0, then, v = 0 and d(pnan) = 0 because d(pnan) is
the only term containing xn1xn2 and then pn = 0. So we show by recurrence that all the pi are zero. As a consequence,
the map d induces an application d : (ΛV )
q
L
→ (ΛV )q+1 and the quotient map d is injective, which shows well that
ϕiaj − ϕjai form a set of generators.
(3) The isomorphism Z|z|(ΛV,d)  H |z|(ΛV,d) follows directly from the equality (ΛV )|z|−1 = 0. The relation
ϕs(ϕiaj − ϕjai) = ϕi(ϕsaj − ϕjas)− ϕj (ϕsai − ϕias)
valid for s < i < j shows that elements
ϕαnn . . . ϕ
αi+1
i+1 ϕ
αi
i (ϕiaj − ϕjai), i < j,
with αi N − 2, αj N − 2 and αk N − 1 for k = i, j , form a set of generators of Ker d . A linear combination of
these elements can be written∑
i<j
pij (ϕiaj − ϕjai)
with pij ∈ Q[ϕi, . . . , ϕn]. Let us suppose this linear combination is zero. The coefficient of aj is (∑i,i<j pij −∑
i,i>j pji)ϕi = 0. The coefficient of an is then
∑
i,i<n pinϕi = 0 and the coefficient of ϕ1 in this sum is p1nϕ1. It is
then zero and p1n = 0. In the complement, the coefficient of ϕ2 is zero, and then p2n = 0. By induction, all the pin
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Denote now by π :Z0 Der#(ΛV ) → H0(Der#(ΛV )) the natural projection. We then have
Lemma 7. The natural inclusion i :M ⊂ Z0 Der#(ΛV ) and the projection π :Z0 Der#(ΛV ) → H0(Der#(ΛV )) are
isomorphisms.
Proof. To show that i is surjective, let us take a derivation ψ which commutes to the differential and which sends V in
Λ2V . By adding derivations in the Lie algebra M , we can suppose that ψ(xij ) = ψ(xi) = ψ(yi) = 0. In particular,
ψ(z) is a cocycle. By Lemma 6(2), we can add some element in [M,M] in order that ψ(z) = 0.
Remark that (ΛV )q = 0 when q = |xij | ± 1 because then q is congruent to ±1 modulo  and q < |yj |. In a similar
way (ΛV )q = 0 when q = |z| − 1 because then q is congruent to −2 modulo  and there is no element of degree
congruent to −2 modulo  in a degree  |z|. Therefore there is no derivation of degree −1 and Z0 Der#(ΛV ) ∼=
H0(Der#(ΛV )). 
We deduce
Proposition 2.
(a) The morphism ψ :F → M that maps xi to ϕi is an isomorphism of Lie algebras.
(b) The evaluation at z induces an isomorphism [F,F ] → Z|z|(ΛV,d) = H |z|(ΛV,d).
Proof. (a) By definition ψ induces an isomorphism between the Lie algebras made abelian. With the notations of the
introduction, ψϕ(aij ) = [ϕi,ϕj ] and Lemma 6(3) shows that ψ induces an isomorphism between [F,F ] and [M,M].
(b) This is a rephrasing of Lemma 6(2). 
2.4. Construction of (Λ(V ⊕ J ), d)
Let us come back to our original realization problem for the Lie algebra L. Recall that I denotes the kernel of the
projection π :F → L. The ideal I is contained in [F,F ] and we have defined Ir by
Ir = Λr (x1, . . . , xn) · I/Λr+1(x1, . . . , xn) · I.
We denote by σr a section of the projection Λr (x1, . . . , xn) ·I → Ir , and by I ′r its image. We then have isomorphisms
nN⊕
r=r0
I ′r ∼= Λr0(ϕ1, . . . , ϕn) · I.
We now construct the graded vector space J as the direct sum J =⊕j0 Jr where Jr is a vector space isomorphic
to I ′r ,
ψr :Jr → I ′r .
We suppose Jr concentrated in degree |z| − r|u| − 1. We denote by ars , s = 1, . . . ns , a basis of Jr and we construct
the element
br,s = evz ◦ψ ◦ψr(ars).
We then define d(ars) = brs/ur .
By construction we have ϕiψ(I ′r ) ⊂ ψ(
⊕
t>r I
′
t ). In particular, ϕi(brs) =
∑
t>r ct with ct ∈ ψ(I ′t ). The derivation
ϕi extends then to the ars by the formula
ϕi(ars) =
∑
t>r
ut−r · (evz ◦ψ ◦ψt)−1(ct ).
The derivations ϕi are cocycles in the complex Der#(Λ(V ⊕ J ), d). We then have
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Proof. If q = |ars | for some r, s, then the restriction of d to (Λ(V ⊕ J ))q is injective by Lemma 5. Indeed let ω be a
cocycle of the same degree as ars ,
prsars +
∑
pr ′s′ar ′s′u
r ′−r ,
with the prs and the pr ′s′ ∈ Q. By multiplication with ur , we obtain a cocycle of the form ∑prsarsur . This means
that
∑
prsbrs = 0, which is impossible because the brs form a linearly independent family.
This shows that F is isomorphic to the Lie algebra Z0Der#(Λ(V ⊕J ), d). Denote by q :F → H0(Der#(Λ(V ⊕J ),
d)) the projection. A derivation θ belongs to the kernel of q ◦ψ−1 if and only if there is a derivation ρ of degree −1
such that θ = dρ + ρd . Since there is no element of odd degree before the degree of the yi , ρ = 0 on the xi . It
follows that such a ρ exists if and only if there exists an element ρ(z) such that θ(z) = dρ(z). But this exists if
and only if the element θ belongs to the ideal ψ(I). In other words, I is the kernel of q , and L is isomorphic to
H0(Der#(Λ(V ⊕ J ), d). 
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