Carcass weight, Carcass parts, factor analysis score based regression, ridge regression, white turkeys. 
=0
.988 was obtained in the ridge regression model. Since the eigenvalues of the two variables predicted by factor analysis scores were greater than 1, the model can be explained by two factors. The variance explained by two factors constitutes 88.80% of the total variance. The regression equation was statistically significant (p<0.01). In the regression equation, two factors obtained by using factor analysis scores were independent variables and standardized carcass weight was considered as dependent variable. In the regression model created by factor analysis scores, the Variance Inflation Factor values were 1 and R 2 =0.966. Both regression models were found to be suitable for predicting carcass weight of turkeys. However, the ridge regression method, which presented higher R 2 value, has been shown to better explain the carcass weight.
InTRoduCTIon
In Turkey, turkey breeding is a complementary sector to chicken meat production. In addition of offering a flavor alternative to chicken meat, turkey meat is considered an indispensable part of the healthy food trend, establishing a unique consumer market (Cevger & Türkyılmaz, 2001; Sipahi, 2010) .
Turkeys live longer than chickens, have high carcass yields, and can be produced under industrial or grazing systems (Kırkpınar & Mert, 2004) . Growing turkeys have high live body weights, with high edible meat and carcass yields, allowing the production of mass meals and further processed meat products (Kolsarici et al., 1997) . The increasing turkey meat consumption in developed countries due to its healthy qualities and low production costs. Compared with chickens, turkeys have leaner meat and higher body weight and carcass yield, other reasons to produce turkeys (Camci & Sarica, 1991; Ekinci, 1993; Esen, 1993) .
Genotype, genetic selection, breeding system, age at slaughter, pre-slaughter treatment, and sex influence carcass yield. It was shown that male turkeys had higher slaughter efficiency than females (Nestor, 1984; Koçak et al., 1990; Sarıca et al., 1996) Analysis of Variables Affecting Carcass Weight of White Turkeys by Regression Analysis Based on Factor Analysis Scores and Ridge Regression Larsen et al. (1986) reported significant carcass trait differences in turkeys between 12 and 21 weeks of age. Sarıca & Camci (1993) reported that the carcass yield and breast weight increased from 72% to 79%, and 27% to 35%, respectively, between 12-24 weeks of age. Waldroup et al. (1997) 61-19.89%, 11.07-11.11%, 11.35-11.56%, and 11.61-11 .55% in males and females, respectively. Shamseldin et al. (2014) showed average slaughter weight (kg) and carcass weight (kg) in 16-wk-old male and female turkey reared in semi-intensive and extensive systems as 7.3-6.5 and 6.6-6.1 kg, respectively. In a study with 17-wk-old Converter turkeys, males presented higher live weight and carcass weight than females (Chodová et al., 2014) . Ribarski & Oblakova (2016) evaluated the slaughter and carcass weight of wild turkeys, and also obtained higher values in males than females. Roberson et al. (2003) , evaluating British United Turkeys (BUT), Hybrid and Nicholas turkeys, determined that average body weight and carcass yield were 17.12 kg and 75.9% at 18 weeks of age, with no differences among strains. On the other hand, Werner et al. (2008) reported lower carcass weight in slowgrowing compared with fast-growing commercial turkey strains.
The aim of the current study was to investigate the influence of carcass parts (breast, thighs, back, wing, heart, gizzard) weights on the whole carcass weight of White turkeys using Multiple Regression Analysis Techniques obtained with ridge Regression and Factor Analysis Scores.
MATeRIAlS And MeThodS
This study was carried out in poultry facilities of Agriculture Faculty in Bingol University, in Turkey. Recorded average environmental temperature and relative humidity were of 27.5 ºC and 44%, respectively.
A total of 30 white males and females turkeys (Big-6), 15 males and 15 females, were reared in an opensided house on litter until 17 weeks of age together.
Both males and females received the same diet. A three-phase feeding program was applied. The starter (0-8 weeks), grower (9-14 weeks), and finisher (15-17 weeks of age) diets were formulated to meet the birds' nutritional requirements according to the NRC (1994). Feed and water were offered ad libitum. The composition of the diets manufactured in the experimental facilities is presented Table 1 . Turkeys were slaughtered at 17 weeks of age, and the following parameters were measured: carcass weight (CW), thigh weight (TW), breast weight (BRW), wing weight (WW), back weight (BW), gizzard weight (GW), heart weight (HW), and feet weight (FW). These measurements were taken out in Facility of Agriculture in Bingol University, in Turkey.
Regression analysis is a statistical technique for research and modeling the relation among variables. These variables are dependent and independent variables (Montgomery et al., 2012) .
Multiple linear regression model is as in Equation 1.
Where Y is an (n x 1) column vector of observations belonging to the dependent variable, X is an (nxp) fixed matrix of observations if the variables and is of full rank p (p ≤ n), b is a (px1) unknown column vector of regression coefficients, and e is an n x1 vector of random errors; Çelik Ş, Şengül T, Söğüt B, Inci H, Şengül AY, Kayaokay A, Ayaşan T
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E(e) = 0; E(e e 1 ) = s 2 I n , where I n denotes the n x n identity matrix and the prime denotes the transpose of a matrix (Draper and Smith, 1998) . The ordinary least squares (OLS) estimator, b of the parameters is obtained by equation 2 (Draper & Smith, 1998) .
e's are independently and identically distributed as normal with mean 0 and variance s 2 (Montgomery et al., 2012) .
Ridge regression is a statistical tool used to deal with multicollinearity and to avoid problems related to small sample size and/or a large number of predictor variables (Gruber, 1998; Hastie et al., 2001 ). Ridge regression is also known as Tikhonov regularization (Tikhonov et al., 1977) .
The ridge estimator is shown by (equation 3).
where I denotes an identity matrix and k is a positive number determined as ridge parameter. Alkhamisi & Shukur (2007) proposed new estimators by adding (equation 4)
to some well-known estimators to estimate the ridge parameter, where l max is the highest eigenvalue of X'X.
Multiple regression was used to estimate carcass weight from different carcass part measurements. Factor scores derived from factor analysis were used for multiple regression analysis in order to remove multicollinearity problem (Eyduran et al., 2010) . Factors with eigenvalues >1 were employed in multiple regression analysis (Tabachnick & Fidell, 2001; Johnson and Wichern, 2002) .
Kaiser-Meyer-Olkin (KMO) measure of sampling adequacy and Bartlett's test of sphericity were applied to determine whether the correlation matrix is an identity matrix, indicating if the factor model is unsuitable (Sharma, 1996) . In order to simplify the interpretation of factor loading (λ), Varimax rotation was used. Factor coefficients (F) were used to obtain factor scores for selected factors (Eyduran et al., 2010) .
The factor analysis equation can be written in matrix form (Equation 5)
Where Z is a px1 vector of variables, l is a (pxm) matrix of factor loadings, F is an (mx1) vector of factors, and e is a (px1) vector of error or residual factors (Sharma, 1996) .
Score values of selected factors were considered as independent variables for predicting of carcass weight. The regression equation fitted to standardize carcass weight and factor score values are given Equation 6:
Where a is the regression constant (the value of the intercept and its value is zero); b 1 , b 2 and b k are the regression coefficients of factor scores (FS). FS is factor score and e is the error term. Regression coefficients were tested by a t-statistics. The quality of the regression was determined by the coefficient of determination (R 2 ) (Draper & Smith, 1998) .
ReSulTS
As shown in In this study, the standard error of the constant term was found to be high, according to the least squares coefficient results, as shown in Table 3. When Table  3 was examined, the regression relation obtained as the result of LSM was statistically significant (p<0.01). The standard error of the parameters of the regression model shown in Table 3 was high and the coefficients of some parameters were statistically insignificant. Also, some variables (thigh and wing weights) have multiple connection problems because VIF values were greater than 10. The correlation matrix presented in Table 4 has correlation coefficients higher than 0.90. For these reasons, the ridge regression method was applied to estimate the carcass weight of turkeys. Using the equation (5), the value of the k bias constant was approximately k = 0.204. Table 6 shows the ridge regression goodness of fit and standard error values with k = 0.204 bias constant. Using the ridge regression technique and k bias of 0.204, the relationship between carcass weight and carcass parts was 99.4%. Table 4 shows that 98.40% of the variation in carcass weight is explained by the carcass parts. It is shown in Table 5 that the correlation with ridge regression was statistically significant (p<0.01). The predicted parameters of the ridge regression result differ from those obtained with the LSM method. There was a significant decrease in the standard errors and VIF values of the parameters of the ridge regression equation. Thus, a reliable and accurate regression prediction equation was obtained (Table 7) . Another way to estimate carcass weight and to determine the factors that affect carcass weight is the regression model, which is created using factor analysis scores. Bartlett's test for sphericity was performed to check the separability of the correlation matrix to the factors. Since the Bartlett test results were p<0.001, we found that the data presented multiple normal distributions. Since the estimated KMO (Kaiser-MeyerOlkin) coefficient was 0.826, the sample size in the study was sufficient (Table 8) . In order to determine the number of significant factors in the application of factor analysis, the variance explanatory percentages of total variance and factors is given in Table 9 . According to the factor analysis results presented in Table 8 , the eigenvalues of the first 2 out of 7 predicted factors were higher than 1, and therefore, can be used as independent variables in multiple regression analysis. At the beginning, 88.8% of the total variance was explained with 2 factors instead of 7 variables. This value is suitable for determining the optimum number of factors. The total variance ratio described should be at least 2/3 (67%) (Tabachnick & Fidell, 2001) . Considering that the total variance value described here was higher than 2/3 (0.888), the factors considered account for the total variance was at a sufficient level.
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Turned factor loads indicate the relationship between independent variables and factors examined. The highest correlations were estimated between thigh, wing, heart, back weight, feet and breast weights in Factor 1 (0.972, 0.946, 0.909, 0.896, 0.864 and 0.862), and gizzard in Factor 2. In addition, the variance of the variables was reflected effectively, as the amounts of commonality were high. The first two factors considered explained 70.8% and 17.9% of the total variance in all variables, respectively. Factor score coefficients were given in Table 10 . According to these coefficients, the factor score for each animal was established according to 2 factors. The factor scores obtained from the factor analysis were used as independent variables to estimate the carcass weight of turkeys and the findings obtained to determine the important factors in carcass weighting are given in Table 11 . According to the results of the regression analysis with the factor scores shown in Table 11 , the effect of the two factors used as independent variables to estimate the carcass weight of turkeys was statistically significant (p<0.01). With the use of factor scores in the model, the multicollinearity problem was solved, and VIF=1 was found. Factor scores used in the model explained 96.6% of the total variation of white turkey carcass weights. The model was found to be generally significant (F=386.780 and p<0.01). There was no autocorrelation problem since the Durbin-Watson d statistic was 1.854. After these results, the carcass weight estimation equation can be established and, it is expressed as:
It is expected that white turkeys with higher thigh, wing, heart, back, feet, and breast weight values have higher carcass weight because of similar signs of rotated factor loads and regression coefficients of factor scores. Here, thigh weight, wing weight, heart weight, back weight, feet weight, and breast weight were positively related with carcass weight. However, gizzard weight was negatively related with carcass weight. In other words, the carcass weight was positive in FS1 and negative in FS2. 
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According to Wicks et al. (2000) , about 90% of turkey meat produced in Germany was based on heavy processing turkeys. Werner et al. (2008) determined that fast-growing turkeys (BUT=British United Turkeys Ltd. Big 6 and Kelly BBB=Kelly Broad-Breasted Bronze) presented carcass weights of 15.5 and 12.9 kg, respectively.
In the study of İşgüzar (2003) , at 18 weeks of age, average body weights of bronze and white turkeys (males and females) were 7495-4843 g and 15844-11797 g, with average carcass weights of 5445-3548 g and 13107-9676 g, respectively. Lemme et al. (2004) reported carcass weights and carcass yields of 140-d-old male Big 6 turkeys between 13.19-13.89 kg and 71.24-72.7%.
Our results agree with Yakubu et al. (2009) , who using the Varimax rotated factor analysis, extracted two factors which explained 87.53% of the total variability in the body measurements of chickens.
Variance proportions explained by 3 factor scores were found to be 97% for male and 96% in female turkeys, respectively, in study of Ogah (2011) , as well as R 2 values of 53.93 and 78.95 for male and female turkeys, respectively. In the current study, variance explanation rate was lower and R 2 value was higher than those verified by Ogah (2011) . Eyduran et al. (2013) reported a Kaiser-MeyerOlkin values of 0.60, which also confirmed that the factor analysis was applicable to their data. Factor analysis scores obtained by multiple regression analysis reflected that five factors explained 87.7% of variation and had an R 2 =0.65. The number of factors and the total variance value in the present study were very close to the values obtained by Eyduran et al. (2013) , but R 2 was higher. Body weight as determined by morphological characteristics was predicted by factor scores. R 2 (%), adjusted R 2 (%), and RMSE values for weight prediction were estimated as very high using MLRA (87.8, 87.6, and 0.352 for male sheep, and 92.0, 91.9, and 0.284 for female sheep) as MLRA removed the multicollinearity problem (Khan et al., 2014) . The value of R 2 in our study was higher. Beyhan et al. (2016) reported that four factors influenced the core weight of plants by multiple regression method using factor analysis scores, and determined 95.3% of the total variance and R 2 = 0.947. The values obtained in the current study were slightly lower than those obtained in that study.
The use of interdependent explanatory variables should be treated with caution, since multicollinearity has been shown to be associated with unstable estimates of regression coefficients (Yakubu, 2009) , rendering the estimation of single effects of these predictors impossible. In order to eliminate multicollinearity problems, multiple regression analysis after factor analysis was used for male and female turkey data sets. This verifies the use of factor scores for prediction. Factors that are orthogonal to each other are more reliable for estimating outputs.
Although there are many studies in literature using factor analysis scores in multivariate regression analysis of different animals (Keskin et al., 2007; Eyduran et al., 2009; Yakubu et al., 2009; Eyduran et al., 2013) , very few were found on turkeys (Ogah, 2011) . Briefly, it was not possible to compare the results of the present study with earlier studies due to use of different species, traits, sample sizes, and various statistical analysis methods.
ConCluSIon
The use of factor analysis scores of principal component scores in multiple regression and ridge regression models simplifies the fit of multiple regression models by reducing the number of variables, as well as the interpretation of multiple regression model results by removing indirect effects of related explanatory variables. Both regression models showed better results than the multiple linear regression method. However, the ridge regression method, which yielded a higher R
