Let X 1 , . . . , X n be i.i.d. observations, where X i = Y i + Z i and Y i and Z i are independent. Assume that unobservable Y 's are distributed as a random variable U V, where U has a Bernoulli distribution with probability of zero equal to p and V has a distribution function F with density f and U and V are independent. Furthermore, let the random variables Z i have the standard normal distribution. Based on a sample X 1 , . . . , X n , we consider the problem of estimation of the density f and the probability p. We propose a kernel type deconvolution estimator for f and derive its asymptotic normality at a fixed point. A consistent estimator for p is given as well. Our results demonstrate that our estimator behaves very much like the kernel type deconvolution estimator in the classical deconvolution problem.
Introduction
Let X 1 , . . . , X n be i.i.d. observations, where X i = Y i + Z i , and Y i and Z i are independent. Assume that the unobservable Y i 's have the same distribution as a random variable U V, where U and V are independent, U has a Bernoulli distribution with probability of zero equal to p (we assume that p < 1) and V has a distribution function F with density f. The X's will then have a density, which we denote by q. The distribution of Y i is completely determined by f and p. Note that the distribution of Y i has an atom at zero. Furthermore, let the random variables Z i have the standard normal distribution. Based on a sample X 1 , . . . , X n , we consider the problem of estimation of the density f and the probability p.
Our estimation problem is closely related to the classical deconvolution problem, where the situation is as described above, except that in the classical case Y i has a continuous distribution with density f, which we want to estimate. The Y i 's can for instance be interpreted as measurements of some quality characteristic of interest, contaminated by noise Z i . Some works on deconvolution include [2] , [4] , [5] , [7] , [8] , [11] , [13] , [16] , [17] , [18] , [19] , [20] , [23] , [25] , [27] , [31] , [32] , [36] , [37] , [41] . Practical problems related to deconvolution can be found e.g. in [26] , which provides a general account of mixture models. The deconvolution is also related to the empirical Bayes estimation of the prior distribution, see e.g. [1] and [28] . Yet another application includes the nonparametric errors in variable regression, see [21] .
Notice that, unlike the classical deconvolution problem, in our case Y does not have a density, because the distribution of Y has an atom in zero. Hence our results, apart of the direct application below, will also provide an insight into the robustness of the deconvolution estimator when the assumption of absolute continuity is violated.
One practical situation where such a specific problem can arise, is the following: one might think of the X i 's as increments x i − x i−1 of a stochastic process x t = y t + z t , where y = (y t ) t≥0 is a compound Poisson process with intensity λ and jump size density ρ, and z = (z t ) t≥0 is a Brownian motion independent of y. Indeed, the distribution of y i − y i−1 then has an atom in zero with probability equal to e −λ , while z i − z i−1 has a standard normal distribution. Notice that x = (x t ) t≥0 is a Lévy process, see Example 8.5 in [30] . This Lévy process can be completely characterised by f and e −λ . Moreover, estimation of f in the atomic deconvolution context is closely related to estimation of the jump size density of a compound Poisson process y, which is contaminated by noise coming from a Brownian motion. We study this problem in a forthcoming paper.
In what follows, we first assume that p is known and we construct an estimator for f. After this, in the model where p is unknown, we will provide an estimator for p. An estimator for f will be constructed via methods similar to those used in ordinary deconvolution problems. In particular we will use kernel estimators. Let φ X , φ Y and φ f denote the characteristic functions of the random variables X, Y and V respectively. Notice that the characteristic function of Y is given by φ Y (t) = p + (1 − p)φ f (t).
(1.1)
Furthermore, since φ X (t) = φ Y (t)e −t 2 /2 = [p + (1 − p)φ f (t)]e −t 2 /2 , the characteristic function of V can be expressed as φ f (t) = φ X (t) − pe −t 2 /2 (1 − p)e −t 2 /2 .
Assuming that φ f is integrable, by Fourier inversion we get
An obvious way to construct an estimator from this relation is to estimate the characteristic function φ X (t) by its empirical counterpart, φ emp (t) = 1 n n j=1 e itX j , see [22] for the discussion of its applications in statistics, and then obtain the estimator by a plug-in device. Alternatively, one can estimate the density q of X by a kernel estimator
where w denotes a kernel function, φ w is its Fourier transform and h > 0 denotes a bandwidth. The characteristic function of q nh , which is equal to φ emp (t)φ w (ht) will serve as an estimator of φ q , the characteristic function of q. A naive estimator of f can then be obtained by a plug-in device, and would be 1 2π
However, this procedure is not always meaningful, because the integrand in (1.3) is not integrable in general. So, instead of (1.3), we define our estimator of f as
where the integral is well-defined under the assumption that φ w has a compact support on [−1, 1]. Notice that
Hencef nh has the same form as an ordinary deconvolution kernel density estimator based on the sample X 1 , . . . , X n . Under the assumption of continuity of f, the bias of the estimator (1.4) will asymptotically vanish as h → 0. Indeed,
This expression coincides with the bias of an ordinary kernel density estimator based on observations from f and it is known that if f is continuous, it asymptotically vanishes as h → 0, see pp. 36-37 in [29] . In our case f is indeed continuous, because we assume that φ f is integrable, see Theorem 6.2.3 in [6] . In case we know that f belongs to a specific Hölder class, it is possible to derive an order bound for (1.7) in terms of some power of h, see [33, Proposition 1.2] . Further properties of kernel density estimators can be found in [12] , [14] , [29] , [33] , [39] and [40] . Estimation of p is not as easy, as it might appear at first sight. Indeed, due to the convolution nature of X = Y + Z, the random variable X has a density and the atom in the distribution of Y is not inherited by the distribution of X. On the other hand p is identifiable, since φ Y (t) → p as t tends to infinity. This follows from (1.1), because φ f (t) → 0 as t → ∞ by Riemann-Lebesgue lemma and we know that φ Y (t) = φ X (t)e −t 2 /2 . This relation, however, cannot be used as a hint for the construction of a meaningful estimator of p because of the oscillating behaviour of φ emp (t) as t → ∞. As an estimator of p we propose 
The last equality follows from the fact that
Finally, let us consider the general case when both p and f are unknown. Plugging an estimator for p in (1.4) leads to the following definition of an estimator of f,
Here 0 < ǫ n < 1 and ǫ n ↓ 0 at a suitable rate, which will be specified in Condition 1.5. The truncation of p ng in (1.10) is introduced due to technical reasons, see formula (4.16), where we need that the random variable 1 −p ng is bounded away from zero. Concluding this section, we introduce some technical conditions on the density f, kernels w and k, bandwidths h and g and the sequence ǫ n . These are needed in the proof of Theorem 2.5, which is the main theorem of the chapter, and subsequent results. Weaker forms of these conditions are sufficient to prove other results from Section 2 and will be given directly in the corresponding statements. 
for some constants A and α ≥ 0. Moreover, we assume that α ≤ γ/2.
An example of such a kernel is the sinc kernel,
(1.12) Its Fourier transform function is given by φ w (t) = 1 [−1,1] (t). In this case α = 0 and A = 1. The sinc kernel and its Fourier transform are plotted in Fig. 1 and 2 . Another example is a kernel
Its Fourier transform is given by
(1.14)
In this case α = 2 and A = 4. The kernel (1.13) and its Fourier transform are plotted in Fig. 3 and 4. 
as t ↓ 0. Here B and C are some constants, and γ and α are the same as above.
An example of such a kernel is a kernel k defined by
Its Fourier transform is given by The parameter α in Condition 1.3 can in fact be different from the one in Condition 1.2, but we opted for a simpler solution, since unequal α's would require more complicated conditions, in particular those on the bandwidths h and g. Condition 1.4. Let the bandwidths h and g depend on n, h = h n and g = g n , and let
where η n and δ n are such that η n ↓ 0, δ n ↓ 0, η n − δ n > 0, and
Furthermore, we assume that −η n log n + (1 + 2α) log log n → ∞, −δ n log n + (1 + 2α) log log n → ∞.
(1.17)
An example of η n and δ n in the definition above is η n = 2 log log log n log n , δ n = log log log n log n .
Conditions on the bandwidths h and g in Condition 1.4 are not the only possible ones, and other restrictions are also possible. However the logarithmic decay of h and g is unavoidable.
To keep the notation compact, we will suppress the index n when writing h n and g n , since no ambiguity arises.
An example of such ǫ n for η n and δ n given above is (log log log n) −1 . The remainder of the paper is organised as follows: in Section 2 we derive the theorem establishing the asymptotic normality of f nh (x), the fact that p ng is weakly consistent, and finally that the estimator f * nhg (x) is asymptotically normal. Section 3 contains simulated examples and discusses numerical aspects. All the proofs are collected in Section 4.
Main results
We will first study the estimation of f when p is known, and then proceed to the general case with unknown p. The reason for this is twofold. Firstly, it is interesting to compare the behaviour of the estimator of f under the assumption of known and unknown p, and secondly, the proofs of the results for the latter case heavily rely on the proofs for the former case.
The first result in this section deals with the robustness of the estimator f nh . In ordinary kernel deconvolution, when it is assumed that Y is absolutely continuous, the estimator for its density is defined aŝ
Now suppose that the assumption of the absolute continuity of Y is violated. What will happen, if we still use the estimatorf nh (x)? The following result addresses this question. 
where
and * denotes the convolution.
From this theorem it follows that if x = 0, then E [f nh (x)] diverges to infinity as h → 0, because so does h −1 w(0). In practice this will also result in an equally undesirable behaviour of E [f nh (x)] in the neighbourhood of zero. In case when x = 0, with a proper selection of a kernel w, one can achieve that the first term in (2.2) asymptotically vanishes as h → 0. Indeed, it is sufficient to assume that w is such that lim u→±∞ uw(u) = 0. The second term in (2.2) will converge to (1 − p)f (x) as h → 0. These facts address the issue of the robustness of a deconvolution estimator: under a misspecified model, i.e. assumption that the distribution of Y is absolutely continuous, while in fact it has an atom at zero, the classical deconvolution estimator will exhibit an unsatisfactory behaviour in the proximity of zero. This will happen despite the fact thatf nh (x) will be asymptotically normal when centred at its expectation and suitably normalised, see Corollary 4.1. The latter fact follows from the Lemmas 4.2 and 4.3 of Section 4, where only absolute continuity of the distribution of X is required.
Our next goal is to establish the asymptotic normality of the estimator f nh (x). We formulate the corresponding theorem below.
where Γ(t) = ∞ 0 v t−1 e −v dv. Notice that Theorem 2.2 gives asymptotic normality of f nh under an atomic distribution, which constitutes a generalisation of a result in [37] (see also [36] ) for the case of the classical deconvolution problem. The generalisation is possible, because the proof uses only the continuity of the density of X, which is still true whether Y has a distribution with an atom or not. The asymptotics in the case when p = 0 coincide with that of an ordinary deconvolution estimator, when Y has a density, see [37] . In fact there holds a certain form of the 'continuity' of the asymptotic laws: if
Furthermore, notice that in order to get a consistent estimator, from this theorem it follows that √ nh −1−2α e −1/2h 2 has to diverge to infinity. Therefore the bandwidth h has to be at least of order (log n) −1/2 , as it is actually stated in Condition 1.4. In practice this implies that the bandwidth h has to be selected fairly large even for large sample sizes. This is the case for the classical deconvolution problem as well in case of a supersmooth error distribution, cf. [37] . It also turns out that unlike the distribution-free asymptotic variance of the usual kernel deconvolution estimator in [37] , the asymptotic variance depends on the unknown p : the larger p is, the larger is the asymptotic variance. This reflects the fact that it is 'harder' to estimate f for large values of p, since many of the 'signals' Y i are expected to be zero. Now we state a theorem concerning the consistency of p ng , the estimator of p.
∞, and let the kernel k satisfy Condition 1.3. Let p ng be defined as in (1.8) .
Then p ng is a consistent estimator of p,
Here ǫ is an arbitrary positive number.
In fact one can show that p ng is not only consistent, but also asymptotically normal, when centred and suitably normalised. We formulate the corresponding theorem below.
Theorem 2.4. Assume that conditions of Theorem 2.3 hold. Let p ng be defined as in (1.8). Then we have
√ n
Finally, assume that both p and f are unknown. We formulate the main theorem of the paper. 
where Γ(t) = ∞ 0 v t−1 e −v dv. A natural question to consider is what happens when we centre f * nhg (x) not at its expectation, but at the unknown f (x). This has practical importance as well, e.g. for the construction of confidence intervals. Writing
we see, that we have to study √ n
i.e. the behaviour of the bias of f * nhg (x) compared to the normalising factor √ nh −(1+2α) e − 1 2h 2 . We will study the bias of f * nhg (x) in two steps: first we will show that it asymptotically vanishes, which of itself is of independent interest. After this we will provide the conditions under which it asymptotically vanishes when multiplied by √ nh −(1+2α) e 
Such a condition on a target density f is standard in kernel density estimation, see e.g. p. 5 of [33] . Theorem 2.6. Let f * nhg (x) be defined by (1.9) and assume the conditions of Theorem 2.5. Then, as n → ∞, we have
If we assume additionally, that f ∈ H(β, L) and that
Combination of this proposition with Theorem 2.5 results in the following theorem. 
where Γ(t) = ∞ 0 v t−1 e −v dv. One should keep in mind that these results deal only with asymptotics. In the next section we will study several simulation examples, which will thus provide some insight into finite sample properties of the estimator.
Simulated examples
In this section we consider a number of simulated examples, which give a certain, though incomplete, insight into the finite sample properties of our estimator f * nhg . We do not pretend to provide an exhaustive simulation study, rather an illustration, which requires further verification.
Assume that p = 0.1 and that f is normal with mean 3 and variance 9. This is a nontrivial deconvolution problem, because the ratio of 'signal' compared to 'noise' is quite high. We have simulated a sample of size n = 1000. As kernels w and k we selected kernels (1.13) and (1.15), respectively. The bandwidths h = 0.58 and g = 0.5 were selected by hand. To compute the estimator f * nhg , a method similar to the one used in [35] (in turn motivated by [3] ) was employed. Namely, notice that
Using the trapezoid rule and setting v j = η(j − 1), we havê
where N is some power of 2 and
The Fast Fourier Transform is used to compute values off (1) nh at N different points (concerning the application of the Fast Fourier Transform in kernel deconvolution see [10] ). We employ a regular spacing size δ, so that the values of x are
where u = 1, . . . , N. Therefore, we obtain
In order to apply the Fast Fourier Transform, note that we must take
It follows that small η, which is needed to achieve greater accuracy in integration, will result in values of x which are relatively more apart from each other. Therefore, to improve the integration precision, we will incorporate Simpson rule's weights in our sum, i.e.
where δ j denotes the Kronecker symbol (recall, that δ j is 1, if j = 0 and is 0 otherwise). The same reasoning can be applied tof (2) nh (x). The estimate f * nhg can then be obtained by noticing, that
One should keep in mind that even though w h can be evaluated directly, it is preferable to use the Fast Fourier Transform for its computation, thus avoiding possible numerical issues, see [10] . The estimator p ng produced a value equal to 0.11. The estimate of f (bold dotted line), resulting from the procedure described above, together with the target density f is plotted in Fig. 7 . For comparison purposes, we also plotted the estimate f nh (x) (it can be obtained using (1.5) and the true value of the parameter p), see Fig. 8 . As it can be seen from the comparison of two figures, the estimates f * nhg and f nh look rather similar. As the second example, we consider the case when f is a gamma density with parameters α = 8 and β = 1, i.e.
and p = 0.25. We simulated a sample of size n = 1000. The kernels were chosen as above and the bandwidths g = 0.6 and h = 0.6 were selected by hand. The estimate p ng took a value approximately equal to 0.23. The resulting estimate f * nhg is plotted in Fig. 9 . For comparison purposes we also plotted the estimatef nh , see Fig. 10 (notice that the estimate took negative values in the neighbourhood of zero). Both figures look similar. Examination of these figures leads us to two questions: how well does p ng estimate p for relatively small samples? How sensitive is f * nhg to underor overestimation of p?
To get at least a partial answer to the first question, we considered the same model as in our first example in this section (i.e. deconvolution of the normal density) and repeatedly, i.e. 100 times, estimated p for the bandwidth g = 0.5 and the sample size n = 1000 for each simulation run. Then the same procedure was repeated for the bandwidths g = 0.55, 0.6 and g = 0.65. The resulting histograms are plotted in Fig. 11, 12 , 13 and 14. They look satisfactory, especially for such a relatively small number of repetitive simulations. These examples also give a hint that misspecification of bandwidth will affect the bias, variance and skewness of p ng , making its distribution look different from the normal distribution. The sample means and sample standard deviations (SD) of estimates of p for different choices of bandwidth g together with the theoretical standard deviations are summarised in Table 1 . One notices that the sample means in Table 1 are close to the true value of the parameter p. The theoretical standard deviations in the same table were computed using Theorem 2.4, which predicts that they should be equal to (recall, that in our case α = 2)
From Table 1 one sees that there is a large discrepancy between the sample standard deviations and the standard deviations predicted by the theory. The explanation of this discrepancy lies in the fact that the proof of the asymptotic normality of p ng heavily relies on the asymptotic equivalence
see the Lemma 4.1 and the proof of Lemma 4.2. However, by direct evaluation of the integral on the left-hand side of (3.4) for different values of g, it can be seen that this relation does not provide an accurate approximation in those cases where the bandwidth is relatively large, as it actually is in our case. It then follows that the sample standard deviation will not provide a good approximation of the theoretical standard deviation unless the bandwidth is very small, e.g. assuming that we use the kernel (1.15), g should be less than 0.05 to obtain reasonable results. This in turn implies that the corresponding sample size must be extremely large. We can correct for this poor approximation of the integral in (3.4) by using the integral itself as a normalising factor instead of the right-hand side of (3.4). This would mean that the original theoretical asymptotic standard deviation should be multiplied by a correcting factor equal to the ratio of the left and right hand sides of (3.4). The results of this correction are represented in the last line of Table 1 . As it can be seen, the corrected theoretical standard deviation and the sample standard deviation are much closer to each other. Since the kernel k was selected more or less arbitrarily, one is tempted to believe that an inaccurate approximation in (3.4) might be due to a kernel. This might be the case, however to a certain degree this seems to be characteristic of all popular kernels employed in kernel deconvolution (naturally, except of a sinc kernel). Consider for instance the following kernel:
The kernel w and its Fourier transform are plotted in Fig. 15 and 16 , respectively. It was shown in [11] that this kernel performs well in deconvolution setting. Notice that this kernel cannot be used to estimate p, since it does not satisfy Condition 1.3. However it satisfies Condition 1.2 and can be used to estimate f. Nevertheless, the ratio of the left and right hand sides in (3.4) for h = 0.5 is equal to 0.4299, which is still far from one.
To test the robustness of the estimator f * nhg with respect to the estimated value of p, we again turned to the first example in this section. Instead of p ng three different valuesp = 0.05,p = 0.1 andp = 0.15 were plugged in (3.2). The resulting estimates f * nhg are plotted in Fig. 17 in blue, red and green, respectively, while the true density is represented by the dashed black line. As one can see from given range does not have significant impact on the resulting estimatef nh (of course one should keep in mind that p is relatively small in this case). On the other hand, if the value ofp were larger, e.g. ifp = 0.2, that would have a noticeable effect, e.g. it could have suggested bimodality in the case where the density is actually unimodal, see Fig. 18 . At the same time the simulated examples concerning the estimates p ng that we considered above seem to suggest that such instances of unsatisfactory estimates of p are not too frequent, because most of the observed values of p ng are concentrated in the interval [0.05, 0.15].
The simulation examples that we considered in this section suggest that, despite the slow (logarithmic) rate of convergence, the estimator f * nhg works in practice (given that p is estimated accurately). This is somewhat comparable to the classical deconvolution problem, where by finite sample calculations it was shown in [38] that for lower levels of noise, the kernel estimators perform well for reasonable sample sizes, in spite of slow rates of convergence for the supersmooth deconvolution, obtained e.g. in [18] . However, Condition 1.4 tells us, that the bandwidths h and g have to be of order (log n) −1/2 . In practice this implies that to obtain reasonable estimates, the bandwidths have to be selected fairly large, even for large samples.
One more practical issue concerning the implementation of the estimator f * nhg (or p ng ) is the method of bandwidth selection, which is not addressed in this paper. We expect that techniques similar to those used in the classical deconvolution problem will produce comparable results in our problem. However this requires a separate investigation. In the case of the classical deconvolution problem papers that consider the issue of data-dependent bandwidth selection are [7] , [8] , [9] , [15] , [23] and [32] . Yet another issue is the choice of kernels w and k. For the case of the classical deconvolution problem we refer to [11] . In general in kernel density estimation it is thought that the choice of a kernel is of less importance for the performance of an estimator than the choice of the bandwidth, see e.g. p. 31 in [39] , or p. 132 in [40] .
Proofs
Proof of Theorem 2.1. The proof is elementary and is based on the definition off nh (x). We have
Here we used the facts that 1 2π
The proof of Theorem 2.2 is based on the following three lemmas, all of which are reformulations of results from [37] . 
Proof. We follow the same line of thought as in [37] . Using the substitution s = 1 − h 2 v and the dominated convergence theorem in the one but last step, we get
The lemma is proved. 
Proof. Writef Now use some trigonometry to get
where R n,j (s) is a remainder term satisfying
The bound follows from the inequality | sin x| ≤ |x|. By Lemma 4.1, it follows thatf nh (x) equals
For the remainder we have, by (4.3) and Lemma 4.1,
which follows from Chebyshev's inequality. Finally, we get √ n
and this completes the proof of the lemma.
The next lemma establishes the asymptotic normality.
Lemma 4.3. Assume conditions of Lemma 4.2 and let, for a fixed x, U nh (x)
be defined by
Then, as n → ∞ and h → 0,
Proof. Write
For 0 ≤ y < 2π we have
Since h → 0, the last equivalence follows from a Riemann sum approximation of the integral and continuity of the density q of X.
To prove asymptotic normality of U nh (x), first note that it is a normalised sum of i.i.d. random variables. We will verify that the conditions for asymptotic normality in the triangular array scheme of Theorem 7.1.2 in [6] hold (Lyapunov's condition). In our case this reduces to the verification of the fact that
as n → ∞. Hence the conditions of Theorem 7.1.2 in [6] hold true, and consequently, U nh is asymptotically normal,
Corollary 4.1. Under conditions of Lemma 4.2 we have that
The corollary immediately follows from Lemmas 4.2 and 4.3.
Proof of Theorem 2.2. From (1.4) we have that
Hence the result follows from Corollary 4.1.
The following lemma gives the order of the variance of f nh (x). 
Proof. We have
Notice that
Recalling Lemma 4.1, we conclude that
Next we deal with consistency of p ng and prove Theorem 2.3.
Proof of Theorem 2.3. We have
To prove that this expression converges to zero in probability, it is sufficient to prove that Var[p ng ] → 0 as n → ∞, g → 0, and E [p ng ] − p → 0.
We have
By Lemma 4.4,
This converges to zero due to the condition on g in the statement of the theorem, see (1.17) . Furthermore,
The first term here is zero, since φ k integrates to 2, while the second term converges to zero, which can be seen after noticing that φ k is bounded, φ f is integrable and that this term is bounded by
|φ f (t)|dt, which converges to zero as g → 0. This proves the theorem.
Next we prove asymptotic normality of p ng .
Proof of Theorem 2.4.
The result follows from the definition of p ng and Corollary 4.1, because p ng essentially is a rescaled version off ng (0). Indeed, p ng = gπf ng (0). Now we are ready to prove Theorem 2.5.
Proof of Theorem 2.5. Write
We want to prove that the first term is asymptotically normal, while the second term converges to zero in probability. Application of Slutsky's theorem, see Lemma 2.8 in [34] , will then imply that the above expression is asymptotically normal. First we deal with the second term. We have √ n h 2+2α e 1/2h 2 w x h
Notice that due to Condition 1.4,
which can be seen by taking the logarithm of the left-hand side and verifying that under Condition 1.4 it converges to minus infinity. Indeed, we get
Now plug in the expression for h and g into the formula above. We obtain
This converges to minus infinity thanks to the Condition 1.4. Next we prove that √ n g 2+2α e 1/2g 2
is asymptotically normal. Then (4.6) will converge to zero in probability, since convergence to a constant in distribution is equivalent to convergence to the same constant in probability and because w is bounded. We have √ n
which can be seen as follows:
Due to Theorem 2.4 the first term here yields the asymptotic normality. We will prove that the second term converges to zero in probability. To this end it is sufficient to prove that
Let us consider the variance of both terms in the square brackets separately (since we are interested only in the order, the covariance of these two terms can be ignored in this case). We have
Denote t n ≡ 1 − ǫ n − E [p ng ] and select n 0 so large that for n ≥ n 0 , we have t n > 0. Notice that t n → 1 − p, which follows from (4.4). The probability in (4.11) is bounded by
Note that
We want to apply Hoeffding's inequality (see [24] ) to P(|p ng − E [p ng ]| > t n ) and consequently, we have to find a bound for
Using Lemma 4.1, which is applicable in view of Condition 1.2, we see that (4.12) is bounded by a constant times g 2+2α e 1/2g 2 n −1 . The Hoeffding inequality then applies, and we get that 13) where K is some constant determined by Lemma 4.1. Denote
Taking into account (4.9) and (4.10), we have to study the behaviour of
This expression converges to zero, because g is selected in such a way that (ζ n (g)) 2 → ∞, see Condition 1.4. Indeed, to prove that (ζ n (g)) 2 diverges to infinity, it is sufficient to show that its logarithm diverges to infinity and this directly follows from (1.17 
where we can proceed as above, i.e. invoke Lemma 4.1 to bound the first factor in this expression, and use Hoeffding's inequality to bound P(p ng > 1 − ǫ n ). Thus for the probability P(p ng > 1 − ǫ n ) we get
Summarising these observations, in view of (4.9) we notice that when dealing with Var[p ng 1 [png>1−ǫn] ] we have to study the behaviour of n P(|p ng − E [p ng ]| > t n ), but this term also converges to zero, which follows from (4.11) and (4.13). Indeed,
Taking the logarithm of the right-hand side and plugging in the expression for g yields
This converges to minus infinity thanks to (1.17) . Indeed, it is enough to show that (log(1 + δ n )n) 2+2α n δn log n → ∞.
After taking the logarithm of the left-hand side, we obtain (2 + 2α) log((1 + δ n ) log n) − δ n log n − log log n.
This diverges to infinity due to (1.17). Hence
This in turn proves that (4.8) is asymptotically normal. A minor variation of the δ-method then implies that (4.7) is also asymptotically normal (see Theorem 3.8 in [34] for the δ-method). Consequently the second term in (4.5) vanishes in probability. We now consider the first term in (4.5) and want to prove that it is asymptotically normal. Rewrite this term as
Thanks to Corollary 4.1 the first summand here is asymptotically normal. We will prove that the second term vanishes in probability. Due to the Chebyshev-Markov's inequality, it is sufficient to study the behaviour of √ n
By the Cauchy-Schwarz inequality, after taking squares, we can instead consider
It is easy to see that this expression is of order h −2 . Indeed, due to Lemma 3.4 the first term in this expression is of order n −1 h 2(1+2α) e 1/h 2 . For the second term we have
and this is of order h −2 . Consequently, taking into account (4.15), we have to study
Hence we have to prove that Using the identities
and the elementary inequality (a + b) 2 ≤ 2a 2 + 2b 2 , we see that we have to prove 20) and using the Cauchy-Schwarz inequality that
Let us first consider (4.19) . Again, taking into account (4.4), it suffices to study the behaviour of √ n ǫ n h 2+2α e 1/2h 2 (1 − p)
Notice that the expression above expression can be rewritten as √ n ǫ n h 2+2α e 1/2h 2
The factor between the brackets in this expression converges to zero because of Condition 1.4. Indeed, let us take the logarithm and verify that it diverges to minus infinity. We get
This diverges to minus infinity due to Condition 1.4. Therefore it is sufficient to consider
Rewrite this as √ n g 1+2α e 1/2g 2 g
Conditions 1.1, 1.3, 1.4 and 1.5 imply, that this expression converges to zero. This is true, because the integral converges to a constant by the dominated convergence theorem, while √ n g 1+2α e 1/2g 2 g 2+γ → 0.
To see the latter fact, let us take the logarithm of the left-hand side and prove that it converges to minus infinity. We obtain
Since γ ≥ 2α, this diverges to minus infinity. Now we turn to (4.20) . Notice that
Upon using this relation to bound the left-hand side of (4.20), we see that it is enough to prove that √ n ǫ n h 2+2α e 1/2h
Since the second fact implies the first one, we will only consider the latter case. This is possible, because g 2+2α e 1/2g 2 → ∞, which can be seen by taking the logarithm of the left-hand side and proving that it diverges to infinity due to Condition 1.4. Using Lemma 4.1 to bound the left-hand side, we see that it suffices to prove that √ n ǫ n P(p ng > 1 − ǫ n ) → 0.
But this statement is obviously true in view of (4.14) and Condition 1.5. We turn to (4.21) . By the fact that p ng = gπf nh (0) and Lemma 4.4, we have to show that n ǫ 2 n h 2(2+2α) e 1/h 2 g 2(2+2α) e 1/g 2 n → 0. These facts in turn will be implied by n ǫ 2 n h 2(2+2α) e 1/h 2 (1 − ǫ n ) 2 P(p ng > 1 − ǫ n ) → 0, n ǫ 2 n h 2(2+2α) e 1/h 2 1 0 |φ k (t)|e t 2 /2g 2 dt 2 P(p ng > 1 − ǫ n ) → 0.
But the second formula implies the first one, and only it will be considered. By Lemma 4.1, it follows that it is sufficient to prove that n P(p ng > 1 − ǫ n ) → 0, but this indeed is the case, see (4.14) . Combination of all these intermediary results completes the proof of the theorem. Because of (1.7), the second summand in this expression vanishes as h → 0. Indeed, (1.7) coincides with the bias of an ordinary kernel density estimator based on observations from f and it is known that if f is continuous, it asymptotically vanishes as h → 0, see pp. 36-37 in [29] . We consider the first summand in (4.24) . Using the definitions of f * nhg (x) and f nh (x), we get Due to (4.16) this converges to zero, because w is a bounded function (and therefore it can be ignored when considering the limit) and because h 2(1+2α) e 1/h 2 n → 0 under Condition 1.4. This concludes the proof of the first part of the theorem. Now we prove the second part, an order expansion of the bias E [f * nhg (x)]− f (x) under additional assumptions given in the statement of the theorem. The proof follows the same steps as the proof of the first part of the theorem. Notice, that under the condition f ∈ H(β, L), the second summand in (4.24) is of order h β , see Proposition 1.2 in [33] . We have to show then that h β times √ nh −1−2α e −1/2h 2 converges to zero. To this end it is sufficient to show that log h β−1−2α √ ne 1/h 2 → −∞.
By plugging into this formula an explicit expression for h from Condition 1.4, we obtain − 1 2 (β−1−2α) log(1+η n ) log n+ 1 2 log n−(1+η n ) log n ≤ − 1 2 (β−1−2α) log log n.
The right-hand side diverges to minus infinity, because β > 1 − 2α, and consequently the left-hand side also diverges to minus infinity. Now consider (4.25 
