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Abstract
In the last years, simple activity recognition through wearable sensors has been achieved successfully, however complex
activity recognition is still challenging. Simple activities may last just a few seconds, e.g., walking, running, resting, etc.
whereas complex activities involve a combination of the former and they may last from a few minutes to several hours.
In this work long-term activity recognition is performed and modeled as a distribution of simple activities represented
as a histogram. For the experiments, the raw histograms were used for the recognition task and then we added an
additional step which consists of extracting features over the histogram and applying a simple threshold to reduce noise.
This additional step resulted in an increase on the classiﬁcation accuracy.
c© 2013 Published by Elsevier Ltd.
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1. Introduction
Human activity recognition is an important task for ambient intelligence systems. Being able to rec-
ognize the state of a person can provide us with valuable information that can be used as input for other
systems. For example, in health care, fall detection can be used to alert the medical staﬀ in case of an ac-
cident; in security, abnormal behavior can be detected and thus used to prevent a burglary or other criminal
activities. In [1] a framework for activity inference is proposed, which is based on the idea that it is possible
to classify activities from the handled artifacts used to perform each activity. They presented a practical
case in a nursing home to characterize the activities that caregivers perform in providing healthcare of elders
with restricted mobility. Han et al. [2] proposed a healthcare framework to manage lifestyle diseases by
monitoring long-term activities and reporting irregular and unhealthy patterns to a doctor and a caregiver.
In recent years simple human activity recognition has been achieved successfully, however complex
activity recognition is still challenging and is an active area of research. In [3] they pose the following chal-
lenges regarding the nature of human activities: Recognizing concurrent activities, recognizing interleaved
activities, ambiguity of interpretation and multiple residents.
In this work we focus on recognizing long-term activities which can last from a few minutes to several
hours and are composed of a set of simple activities. Speciﬁcally, we recognize the following ﬁve activities:
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1) Commuting, which can include a combination of simple activities like walking, running, driving, traveling
by bus, stand still, etc. 2) Working, which can include simple activities like reading, walking, writing, etc. 3)
At home, which can include simple activities like walking, resting, brushing teeth, sitting, etc. 4) Shopping,
which is composed of simple activities like walking, picking groceries, paying, etc. 5) Exercising, that may
include simple activities like walking, running, squats, crunches, resting, etc.
We performed the long-term activity recognition based on the framework proposed by Zhang M. and
Sawchuk A. [4] for simple activities which is based on a Bag-Of-Features (BoF) approach and consists of
building activity models using histograms of primitive symbols. Previously, Taˆm Huynh et al. [5] used
a similar method and showed that the recognition of complex activities can be achieved with the same
algorithms of simple activities. In this work we perform experiments based on this framework in order to
determine if it can be used to recognize high level activities using just one sensor (a triaxial accelerometer
which is available in most smartphones) so the user does not need to wear several sensors attached to his/her
body. Additionally, a set of features over the histogram are extracted in order to increase the classiﬁcation
accuracy.
This paper is organized as follows. Section 2 presents several recent works in simple and complex
activity recognition. Section 3 describes the methodology which includes: data collection, training, and
classiﬁcation. In Section 4 we describe the details of the experiments and its results. Finally, in Section 5
conclusions and future work are presented.
2. Related Work
In this Section we present a survey of works that tackle the problem of recognizing simple activities
(walking, running, sitting down, falling, etc.) and complex activities (making coﬀee, cleaning the house,
making a drink, having dinner, etc.).
2.1. Simple Activities Recognition
Generally, simple activities do not depend on the context, i.e., they can exist by themselves and they last
only a few seconds. Examples of this type of activities are: running, walking, resting, sitting, etc.
Brezmes, Gorricho and Cotrina [6] implemented a real time activity recognizer on a mobile phone. They
achieved accuracies ranging from 70% to 90% for several activities. Mannini and Sabatini [7] used ﬁve bi-
axial accelerometers located at the hip, wrist, arm, ankle, and thigh and they reported accuracies between
93% and 98.5% for seven diﬀerent activities (sitting, lying, standing, walking, stair climbing, running and
cycling). Karantonis et al. [8] presented an implementation of a real time activity classiﬁer capable of
computing the metabolic energy expenditure. Ravi et al. [9] made a comparison of base-level classiﬁers and
meta-level classiﬁers and concluded that combining classiﬁers using Plurality Voting turned out to be the
best choice for the recognition of simple activities.
2.2. Complex Activities Recognition
Complex activities are composed of a collection of simple activities and may consider information from
the context, time, and interactions between other persons and objects. The recognition of these activities
generally requires more sensors and a ﬁxed infrastructure (video cameras, RFID tags, several accelerome-
ters, magnetic sensors, etc.).
Tao Gu et al. [10] built activity models by mining a set of Emerging Patterns from a sequential activity
trace and used them to recognize sequential, interleaved, and concurrent activities achieving accuracies of
90.96%, 87.98% and 78.58%, respectively. Taˆm Huynh et al. [11] used topic models to recognize activities
such as: dinner, commuting, lunch and oﬃce work. They automatically extract activity patterns from sensor
data (3D accelerometer, clock, binary tilt switches, temperature sensor, and two light sensors) to enable
the recognition of daily routines as a composition of such activity patterns. Experimental results obtained
by Taˆm Huynh et al. [5] suggest that the recognition of complex activities can be achieved with the same
algorithms of simple activities. The complex activities they recognized were preparing for work, going
shopping and doing housework. Tian et al. [12] use accelerometer and GPS information to automatically
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send updates to a micro-blogging website. They used Hidden Markov Models for the activity recognition
and increased the accuracy by constraining the context using GPS location data.
For this work, we focused in using sensors that are commonly available in most smartphones so the user
is freed from having to wear several sensors attached to his/her body. In this case we used a cellphone’s
triaxial accelerometer. A long-term activity will be represented as a set of simple activities. Since our focus
is on the former we are not going to label the simple activities (we will just identify them by an integer id).
3. Method
In this Section we describe the process shown in Figure 1 which includes: data collection, simple activity
extraction, primitives generation, histogram generation, feature extraction/noise reduction, and ﬁnally the
training and classiﬁcation phase.
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Fig. 1. Overall process for long-term activity recognition. Dotted lines mean that the process is performed just in the training phase.
3.1. Data Collection
An Android 2.2 1 application running on a LG Optimus Me cellphone was used to collect the accelerom-
eter data from each of the axes (x,y,z). The sample rate was set at 50Hz but this is approximate since the
Android SDK returns the values just when a change is detected. The cellphone was placed in the user’s
belt and the data collection consisted of 5 long-term activities: commuting, working, at home, shopping and
exercising. A training and a test set were collected in diﬀerent days. The duration of the activities varies
from about 5 minutes to a couple of hours. The total recorded data consists of approximately 41 hours.
The data was collected by one user. This is because some activities are user-dependent, e.g., the work of
some person may involve being at the oﬃce most of the time while the work of someone else may be more
physical demanding.
Before the simple activity extraction, the raw data was smoothed with the moving average ﬁlter (Eq. 1)
using a window length of 15.
vs(t) =
1
n
t−1∑
i=t−n
v(i) (1)
where v is the original vector, vs is the smoothed vector and n is the window length.
3.2. Simple Activity Extraction
Long-term activities are composed of simple activities, so the next step is to extract the latter. We
considered simple activities to have a window length of w seconds (i.e, 50×w samples since we are sampling
at 50Hz) with an overlap of 33%.
Each simple activity is represented as a feature vector. To construct the feature vector we computed 14
features from each w seconds window. The statistical features over the window were: the mean value for
1Android 2.2 Platform. http://developer.android.com/sdk/android-2.2-highlights.html
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each of the axes, the standard deviation for each axes, Pearson correlation for each pair of axes and the mean
value of the derivatives for each axes. Additionally we used two of the physical features described in [4],
the average of the movement intensity and the variance of the movement intensity:
AI. Average of movement intensity.
AI =
1
T
⎛⎜⎜⎜⎜⎜⎝
T∑
t=1
MI(t)
⎞⎟⎟⎟⎟⎟⎠ (2)
VI. Variance of movement intensity.
VI =
1
T
⎛⎜⎜⎜⎜⎜⎝
T∑
t=1
(MI(t) − AI)2
⎞⎟⎟⎟⎟⎟⎠ (3)
MI. The movement intensity is computed as follows:
MI(t) =
√
ax(t)2 + ay(t)2 + az(t)2, (4)
where ax(t)2, ay(t)2 and az(t)2 are the accelerations at time t from the w second window.
At the end of this process we have a set of simple activities that arose from each of the long-term
activities. At this moment the simple activities do not have a type. In the next Section Primitives generation
we describe how primitives are constructed from these “un-typed” activities.
3.3. Primitives Generation
This step is just performed in the training phase. Primitives are the building blocks of long-term ac-
tivities. To generate these primitives, we performed clustering on all simple activities from the training set
generated in the previous step. We used the k-means algorithm, where k is the number of clusters in which
the simple activities are grouped in, i.e, the number of primitives will be k. Once the clustering is ﬁnished
each primitive corresponds to the centroid of each cluster.
3.4. Histogram Generation
The histogram represents the distribution of primitives for each long-term activity, Procedure 1 shows
how to construct it.
Procedure 1 Generate histogram of primitives
1: initialize array H[1..nc] to zeros. nc is the number of centroids
2: count ← 0
3: while long-term activity has more simple activities do
4: id ← NearestCentroid(simpleActivity)
5: H[id]← H[id] + 1
6: count ← count + 1
7: end while
8: divide each element of H by count  Normalize H
The procedure NearestCentroid(simpleActivity) uses the Euclidean distance to ﬁnd the closest centroid
to simpleActivity and returns its id. Table 2 shows one of the generated histograms for each of the ﬁve
activities. As shown in Figure 1, once we have the normalized histograms of primitives, instead of using
them as the ﬁnal instances to train a classiﬁer we ﬁrst extracted a set of features from them and applied a
threshold in order to reduce noise. Each histogram corresponds to one feature vector with the following
features:
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1. Number of primitives with probability > 0 normalized by the number of centroids. (This is a numeric
feature)
2. The id’s of the kth primitives with highest probability where k = #primitives/a ∗ 3. For the experi-
ments a was set to 30. (This is a categorical feature)
3. For each primitive we add a binary feature fi (Eq. 5). This is done to reduce some noise due to isolated
primitives that may appear in the histogram. For the experiments we set the threshold to 0.005. (We
treat this as a numeric feature)
fi =
⎧⎪⎪⎨⎪⎪⎩
1 if H[i] > threshold,
0 otherwise.
(5)
3.5. Training and Classiﬁcation
Once the feature vectors are extracted from the histograms, they can be used to train and test a classiﬁer.
The classiﬁcation is performed using the total information from each of the instances, i.e, without using
ﬁxed length windows. For the experiments, K-Nearest Neighbors (KNN) algorithm was used [13]. Being
a classiﬁer of type lazy, it does not require a model to be built so the training can be performed at running
time.
4. Experiments and Results
For the experiment, 41 hours of data were collected consisting of 13 training instances and 67 for the
test set. The training instances were just used to generate the primitives and the classiﬁcation accuracy was
evaluated using 10-fold cross validation over the entire data set (train + test set). First we performed the
experiments over the histogram of primitives (before feature extraction and noise reduction). Then, we ran
the experiments after feature extraction and noise reduction over the histogram. We evaluated the accuracy
for diﬀerent values of k which represent the number of centroids to use, i.e, the number of primitives. We
also set the simple activity window length to 2, 4 and 10 seconds respectively. Figures 2,3 and 4 show
the classiﬁcation results before and after feature extraction for diﬀerent number of primitives and diﬀerent
simple activity window lengths. The K-Nearest Neighbors [13] method was used for the classiﬁcation with
a K = 1.
The maximum achieved accuracy for a 2 second window length was 92.5% with a k of 25 and 40. For a
window length of 4 seconds the maximum accuracy was 92.5% for k = 14 and with a window length of 10
seconds the maximum accuracy was 91.2% for k = 45 and k = 55. Table 1 shows the average accuracies for
k between 15 and 100; from this Table it seems that using a window length of 2 seconds gives better results
on average.
Figure 5 shows how an exercising instance is classiﬁed over time, i.e, as more primitives are added. At
ﬁrst, it is correctly classiﬁed since the closest instance is of type exercising. Then, suddenly the distance to
the correct class increases and the distance to commuting becomes the shortest. After some time it is then
incorrectly classiﬁed as shopping and at the end it is again correctly classiﬁed as exercising.
Table 1. Average accuracies for k between 15 and 100 for window lengths of 2, 4 and 10 seconds
2 seconds 4 seconds 10 seconds
Before Feature Extraction 85.39% 83.59% 82.25%
After Feature Extraction 87.61% 87.12% 86.42%
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Table 2. One of the generated histograms for each activity with number of primitives = 15. The horizontal axis shows the primitives’
id and the vertical axis the primitives’ probability
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Fig. 2. Accuracies for a window length of 2 seconds
Fig. 3. Accuracies for a window length of 4 seconds
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Fig. 4. Accuracies for a window length of 10 seconds
Fig. 5. Classiﬁcation distances for exercising as more primitives are added over time
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5. Conclusions and Future Work
In this work we showed how the Bag-Of-Features framework proposed by Zhang M. and Sawchuk A. [4]
can be used to recognize long-term activities. Additionally, we extracted a set of features from the distribu-
tion of primitives and used a threshold to reduce noise which helped to increase the classiﬁcation accuracy.
It was shown that using just one sensor (triaxial accelerometer) which is available in most smartphones, it
was possible to accurately recognize the activities.
According to Figures 2, 3 and 4 the number k of primitives does not have a signiﬁcant impact when it
is greater than 15. We showed how an activity is being classiﬁed as more primitives are added over time
(Figure 5). Based on those results it does not seem feasible to perform the recognition in real time using
ﬁxed time windows. One approach to overcome this, would be to use dynamic window sizes thus, posing
the challenge of deciding how much information from the past needs to be used in order to recognize the
current activity. For future work, we are going to explore diﬀerent approaches to perform the long-term
activity recognition in real time.
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