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Problem Description
Truly smart systems need to interface with the behavior of human and non-human
actors in their surroundings and on their terms.
This project aims to develop an intelligent sliding door, which responds to user
intentions. The system is to be developed on a physical door using artificial vision.
Assignment given: 17. January 2011, by Anders Kofod-Petersen (supervisor)
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Abstract
You can see sliding doors everywhere, be it at the grocery store or the hospital.
These doors are today mostly based on naive motion sensing, and hence not very
intelligent in deciding to open or not. Ignoring the user’s intention, can result in a
miscommunication between the door and the user, most often leading to erroneous
openings of the door. I try to solve this problem by using a Kinect sensor capturing
human activity in front of a door. The users are then detected and skeletal joints
tracked using the OpenNI framework. Features are extracted according to a model
of human behavior and intentions. A rule-based reasoning mechanism then makes
a decision whether to open the door or not. In this project I have generalized a
door user’s behavior creating a model of symbols and events. I have implemented
a program that can identify these events and operate a door based on the inferred
intention. I have also built a door that is able to demonstrate the functionality of
the program. The intention-aware, intelligent sliding door achieved an accuracy of
77-86 % in the performed test cases.
Keywords: Computer Vision, Artificial Intelligence, Intention recognition, Be-
havioral model, Rule-based reasoning, Intention-awareness, Sliding door, Xbox
Kinect, OpenNI.
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Preface
This master’s thesis describes the study and work from my master’s project. The
project is the closure of my degree in Computer Science at the Department of
Computer and Information Science at the Norwegian University of Science and
Technology. The project is a continuation of a specialization project, performed
by a fellow student, H˚avar Aambø Fosstveit, and I. Some of the material presented
in this thesis will therefore originate from the specialization project report. Sec-
tion 2.2 is in special written together with H˚avar Aambø Fosstveit. In connection
with a submission to SCAI, Richard Blake also contributed in rewriting parts of
this section.
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Chapter 1
Introduction and Overview
Figure 1.1: Automatic doors (http://xkcd.com/175)
In the following sections the background and motivation for this project is
described. I define the goals and research questions for the work. I also provide a
description of the research method used in the project work. Finally I present an
overview of the report structure; the chapters and their content.
1.1 Background and Motivation
The background for this project is my master’s project within the field of Artificial
Intelligence at the Norwegian University of Science and Technology.
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2 Goals and Research Questions
The main motivation for the work is given in the article by Kofod-Petersen
et al. (2009). This article points out the weaknesses of today’s automated sliding
doors in the context of ambient intelligent systems, and outlines the challenges
of interpreting human intentions. Although the sliding doors are not the main
concern, they point out the miscommunication between the two actors, human
and computer. Sliding doors provide a simple case with a limited set of actions
and make a great starting point for further work.
Can an automated sliding door respond to the user’s intention? This challenge
touches multiple areas: It requires a complete domain model of human behavior,
describing the user’s movement. Further, it requires data collection and feature
extraction together with an inference mechanism for intentions.
Reasoning over intentions based on behavior requires work on the symbolic
level, rather than the more common sub-symbolic level. Lifting the process to this
level generalizes the process, giving a result that can be transferred more easily to
other similar tasks.
Another motivational factor for this thesis is the work that was done in my
specialization project. This project laid the foundations, by exploring the possi-
bilities within the challenge. I now take the previous results further, and try to
solve this task completely – with a functional door. Building an intelligent sliding
door that might actually work, is in itself a motivation. This factor also includes
the motivation for working with an actual door instead of simulating one. Using a
real door alleviates some of the issues that arise when simulating human behavior.
In order to evaluate a solution it is important to work with behavior that is as
close to reality as possible, showing true, unaffected intentions.
1.2 Goals and Research Questions
Goal 1 Design a model of features, human behavior and intentions.
Define a set of features needed in order to describe human behavior in the
context of a door. Quantify the features, in a manner that the model is
suitable both for feature extraction and intentional reasoning.
Goal 2 Design a mechanism for capturing and extracting features according to
the model.
Do a study in Computer Vision in order to find the required components
and suitable tools for capturing and extracting the features as described in
Goal 1.
Goal 3 Design a reasoning mechanism for inference of intention.
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Introduction and Overview 3
Do a study within AI1 theory in order to find a mechanism able to make the
decision about opening a door, based on the type of features as described
in Goal 1. The mechanism must be able to draw conclusions regarding the
intentions of the person interacting with the door.
Goal 4 Implement software comprising the results from Goal 1, 2 and 3
Develop a complete software application for the operation of a door equipped
with sensors giving it the ability to reason.
Goal 5 Build a motorized sliding door
Build a door that can be operated by a computer running the developed
software.
Research question 1 What set of computer vision algorithms will meet Goal 2
efficiently?
Evaluate different algorithms in order to find a combination that performs
well enough for real-time performance.
Research question 2 What is a well suited reasoning mechanism for this task?
Evaluate the different mechanisms found in Goal 3, in order to find the one
with best accuracy regarding the actual intentions of a person in front of a
door.
1.3 Contributions
The 11th Scandinavian Conference on Artificial Intelligence was held during my
thesis work. I participated in this conference with a poster and a demonstration
of the door. The poster can be seen in Appendix D.
1.4 Research Method
The work done in this project can be divided into seven stages. The stages are
described in the following list.
Problem overview In this stage I worked on the problem description, defining
the problem area; what would be included and what would not be included. I
had meetings with my supervisor Anders Kofod-Petersen, where we discussed
the contents of the work in context of the specialization project and the
i
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4 Research Method
Table 1.1: Time budget listing main activities
Week Date Activity
3 17. Jan Planning
4 24. Jan ”
5 31. Jan Build door
6 7. Feb ”
7 14. Feb ”
8 21. Feb Computer Vision
9 28. Feb ”
10 7. Mar ”
11 14. Mar ”
12 21. Mar Reasoning/Decision
13 28. Mar ”
14 4. Apr ”
15 11. Apr Testing
16 18. Apr ”
17 25. Apr Easter vacation
18 2. May Testing
19 9. May Report writing
20 16. May ”
21 23. May ”
22 30. May ”
23 6. June Extra
24 13. June Extra (application needed).
i
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Introduction and Overview 5
previous work done through that project. I worked out a time budget, giving
a rough overview of main activities (see Table 1.1).
During the project, I revised the time budget several times, as additional
activities were needed and some of the activities took longer than initially
planned.
Literature survey This stage was mainly performed in the specialization project,
where we did a research on similar problems, existing works and projects.
For this purpose we made a table of search terms (see Table 1.2) relevant to
the project, dividing it into categories corresponding to the parts as defined
in the previous stage. We ran different combinations of these search terms
in several digital libraries (listed in Table 1.3). Different combinations gave
different levels of quality and relevancy in search results.
Table 1.2: Search terms used in literature survey
Sensor Computer Vision Model/Reasoning Human Behavior
stereo vision stereo vision knowledge base intention
camera motion detection learning movement
motion sensor segmentation reasoning anatomy
sensor fusion kalman filter retrieval body language
facial recognition decision posture
vector semiotics hip
proximity syntax pose
marker-less semantic body alignment
motion tracking gaze
gaze direction
human behavior
kinect hog joint
histogram of oriented gradients
gpu
body tracking
Table 1.3: Search engines used for literature survey
Search engine URL
IEEE Xplore http://ieeexplore.ieee.org
SpringerLink http://www.springerlink.com
ISI Web of Knowledge http://www.isiknowledge.com
ScienceDirect http://www.sciencedirect.com
To determine the relevancy of the resources, we looked at the search results
as follows:
1AI is an abbreviation for artificial intelligence.
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6 Research Method
1. Title – If irrelevant, discard. If relevant, go to step 2.
2. Abstract – If irrelevant, discard. If relevant, go to step 3.
3. Overview – Read quickly through the article, if irrelevant, discard. If
relevant, go to step 4.
4. Catalog – Read through article, save in database, comment and rate
according to relevancy and usefulness.
It was necessary to expand the table of search terms in order to update it to the
focus areas of the master project. This can be seen in the lower row of the table.
Component research and evaluation This stage was performed for all of the
main parts of the project: computer vision, modeling and reasoning. The
research results from the specialization project narrowed down the search
field, and this stage was now mainly about evaluating the previous findings
as well as choosing the technologies and mechanisms to use.
Implementation This stage involved the production of the complete system. It
was not a separate work stage, but continued throughout the span of the
project.
Work that belongs to this stage includes:
• Building a sliding door
• Building a door controller
• Building an intention-aware door operator
– Modeling human behavior
– Programming a human tracking mechanism
– Programming a reasoning mechanism
Testing and evaluation The door was tested using multiple test subjects, in-
structed to interact in various ways with the door. Since this stage included
monitoring third party people using cameras, it was necessary to contact
NSD concerning privacy and the handling of personal data (see Section 3.4.2,
page 49). The collected data was evaluated using standard performance mea-
sures.
Thesis writing This process occurred throughout the time span of the project,
but was concentrated mostly in the end. Here I documented the work that
was done, together with theory and background. The written material from
other stages was revised and structured.
Meetings I had regular contact with my supervisor. In these meetings I gave an
overview of the work being done, and got feedback and input for the work
ahead.
i
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Introduction and Overview 7
1.5 Thesis Structure
The goal of this master’s thesis is to document the work done in my master’s
project. The reader is introduced to a problem concerning the interaction between
human beings and non-human actors in their environment. I then proceed with
a presentation of the theory and background required to get an understanding of
this problem and point out a solution. Further I describe my proposed solution
and evaluate it.
The thesis is structured in chapters. Chapter 1 (this chapter) gives an intro-
duction to the project, describing the background, motivation and goals. It also
explains the work methods. Chapter 2 presents the context of the problem, and
provides background and theory according to the different parts of the project.
Chapter 3 describes the results of my work. It explains decisions and choices, as
well as giving details about each of the solution components. Chapter 4 shows how
the results were tested and evaluated. It also sums up the project with a discussion
and summary. Finally I describe future work; things that can be improved and
ideas for others to pick up. A Bibliography lists the sources referred throughout
the thesis. In the back, Appendices provide details and material that were left out
of the main contents.
i
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Chapter 2
Theory and Background
The work in this project can be separated into different categories, touching several
disciplines within computer science. The motivation lies within semiotics1 and the
need for understanding and modeling human behavior in the context of reading
intentions. The background for this is explained in Section 2.1. A primary part
of managing to read intentions is related to computer vision. This is the capture
and interpretation of raw data, giving the computer eyes. Section 2.2 elaborates
this part. Finally the collected information must be brought to life. Using the
modeled knowledge about human behavior one can reason over the information
and infer an intention. The background for the reasoning part is described in
Section 2.3. Figure 2.1 illustrates how the different parts come together to form
an intention-aware, intelligent agent.
Reasoning,
Decision
Human 
behavioral model
Image streams,
Data capture
Feature extraction,
User tracking
Intention-aware,
intelligent agent
Computer vision
Figure 2.1: Different parts of an intelligent, intention-aware agent.
1The study of signs and symbols and their use or interpretation (Oxford American Dictionary).
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10 Human Behavior and Intention
2.1 Human Behavior and Intention
An intelligent door must understand the intentions of human beings in order to
know if it should open or not. Understanding the intentions of humans is by
no means a trivial task. Human behavior can be complex, and sometimes even
irrational. A person walking towards a door can suddenly change to standing still,
reading the newspaper in the newspaper stand beside the door. Perhaps the stand
was the intended destination all along and not the door. Then again, the door
could have been the initial target, but the front page of the newspaper made the
person change his mind.
Martinec (2001) has done research on resources of movement focusing on in-
terpersonal relations. He describes a model for actions, using parameters like
body angle and distance. He also describes sign functions, mapping movements
to meaning. His work can be used for developing a framework for interpreting
body language. The work is based on previous work by Hall, following concepts
posed by Halliday. Moore (2008) extends the works of Martinec by describing a
context dependency, stating that the values (like distance and angle) valid for one
context may not be valid for another context, using surgery as a point of reference.
Guerra-Filho and Aloimonos (2006) take another approach, presenting a Human
Activity Language (HAL) for symbolic non-arbitrary representation of visual and
motor information. This language is based on the empirical discovery of a lin-
guistic framework for the human action space. The described space has its own
phonemes, morphemes and sentences. This approach uses learning algorithms for
the different actions. Yet another approach is proposed by Amano et al. (2005).
Here we are presented with a linguistic representation of human motion, based
on the knowledge representation scheme proposed in The Mental Image Directed
Semantic Theory (MIDST). A formal language is defined, with syntax and seman-
tics. The suggested application is interpretation of human motion data from a
motion capture system. The movements in this approach is described with Lo-
cus formulas. The approaches made by Guerra-Filho and Aloimonos and Amano
et al. are similar, but while the latter one initially requires a full description of
the modeled actions, the first one uses learning algorithms.
2.1.1 Model
One of the goals for the project is to lift the reasoning process from a sub-symbolic
to a symbolic level. This implies an abstraction of the pixel stream from the
cameras into symbols like position and speed. The symbols to use in this case are
features extracted from the image stream.
The features that can be extracted from one single image stream are numerous.
Adding an additional camera or sensor device gives even more possibilities. Some
i
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Theory and Background 11
of the features are more suited than others, and Kofod-Petersen et al. (2009)
suggest the use of body alignment, proximity and visual target as features of
human behavior suited for modeling intention. The latter one is later discarded
as being of low value concerning intention.
The body alignment feature is divided into two features, the orientation of the
shoulders (shoulder angle) and the hips (hip angle), where the measured angles
are relative to a point of origin. This point will be the door in most of the cases,
but can also include other people, when more than one person is captured by the
cameras.
The proximity feature gives a measure of closeness to the door. When adding
the perspective of time, this feature can be used to extract another feature, mo-
tion. This is useful in distinguishing between people moving towards the door and
moving away from the door. We now have the full model of features suggested by
Kofod-Petersen et al. (2009) as shown in Figure 2.2.
Figure 2.2: Features for modeling intention (from Kofod-Petersen et al., 2009)
The features described here are components of the perceived intention. If we
have these features, we can derive a conclusion concerning the user’s intentions.
2.2 Computer Vision
There has been much research into the low-level processing of image data. As a
result of this, there are several different ways of segmenting and extracting features
from various image sources.
i
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Computer vision is the science and technology of machines that see, where see
in this case means that the machine is able to extract information from an image
that is necessary to solve some task (Sonka et al., 2008).
The detection and tracking of humans are simple tasks for humans, but difficult
for a computer for a variety of reasons. The human body can be morphed into many
different poses, be clothed in a myriad of different clothes and carry accessories.
All this comes in addition to the problem with the scenery, weather and lighting
conditions in which to do the detection.
In the works of Giosan et al. (2009) we can see the use of stereo vision in marker-
less pedestrian detection. This system uses full body contours when detecting
humans. A result of this is that the human model used for comparison is a library
of contours derived from many different poses. The use of stereo vision enables it
to extract 3D information from the captured data, and this information is used
in combination with simple 2D edge detection to provide better results regarding
foreground/background separation.
Caillette and Howard (2004) use a different strategy in which 3D models are
extracted. This is achieved using several cameras capturing an object, in this case
a human, and running calculations on the captured images. It produces a 3D voxel
representation which is then matched to a kinematic representation in the same 3D
space. Because of this kinematic model that has to fit to the object, the tracking
can be very accurate, but it requires the system to know the model beforehand.
A 3D representation is also used by Corazza et al. (2007). In this system they
create the 3D representation by using the technique visual hull.
Another somewhat different approach to the human detection and tracking
task is made by Viola and Jones (2001) where a rapid object detector is proposed
using a boosted cascade of simple features. This solution uses Haar-like features
and is specially useful for face detection. Further improvements to this has been
done by Lienhart and Maydt (2002) strengthening rotational concerns.
Dalal and Triggs (2005) present a detector using Histograms of Oriented Gradi-
ents (HOG). It improves the accuracy of object detection, specially when it comes
to pedestrians.
Further improvements have been suggested lately (Zhu et al., 2006; Jia and
Zhang, 2007), trying to combine the discriminative power of HOG features (Dalal
and Triggs, 2005) with the real-time performance of Viola’s face detection frame-
work (Viola and Jones, 2001). Work has also been done trying to boost the perfor-
mance of the algorithm using the computer’s GPU2 (Lillywhite et al., 2009; Bilgic
et al., 2010; Sugano et al., 2010).
2Graphics Processing Unit
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2.2.1 Computer Vision Tools
Early studies pointed out stereo vision as a useful tool. This is basically due to
the requirement of measuring distances to key points of the objects being tracked.
A stereo vision setup would use two cameras. They would be placed above
the door, and be separated horizontally to give a base-line for the triangulation
from which a distance can be calculated. The process, as explained by Sonka et al.
(2008), is to find the coordinates in the two images of the “corresponding points”.
These are the two representations of easily identifiable structures in the real world
such as corners found by the Moravec operator (Sonka et al., 2008).
The arrangement of the cameras, together with the disparity in the coordinate
positions, allows the distance to be calculated. The equations are often over-
determined and are solved using the SVD method3, to give a least square error
solution. The stereo vision is a module of the system that gives a distance image.
This could be replaced by a different method if a suitable device becomes available.
There are several stages in the data collection pipeline. The first being the
actual image capturing done with simple cameras. Second, the images must be
segmented, separating the regions of interest from the rest. Following this, features
have to be extracted and finally converted to symbols. This is as we can see, a
task of getting from a sub-symbolic level to a symbolic level which is non-trivial
(Sonka et al., 2008).
Segmentation
Segmentation is the process of associating names from the outside world with
collections of pixels. Segmentation is also a pattern recognition task: separating
parts of the image that are of interest for further analysis from those that are
not; often termed foreground and background. Segmentation is tuned to suit the
goal of the system and is conditioned to tolerate data that is expected from the
application domain.
The system for the sliding doors will receive image data that is rather unstable
because of shadowing as people move about and automatic parameter changes
in the camera. There is also a requirement to segment images to support an
acceptable frame rate.
Edge based segmentation uses tools such as Sobel masks, giving thick edges, or
Canny edge detector, giving unit width edges, to isolate intensity transitions in an
image. Figure 2.3 shows the result of a Canny edge detection. The resulting edge
image will be hard, and time consuming, to split into foreground/background.
Thresholding is a technique that is part of statistical decision theory. Essen-
tially, a merit function is calculated and, depending on the value, one of two classes
3Singular Value Decomposition
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14 Computer Vision
Figure 2.3: Application of Canny
is chosen. The effectiveness of the method depends on the merit function and how
much information it uses. The more complicated the function, then the slower the
segmentation will run.
The simplest approach is to use the pixel value as the merit function and to
choose a threshold value from the image statistics. Simple thresholding uses a
threshold that is a local minimum in the image histogram. The choice is easiest
when the histogram is clearly bi-modal, but this is no guarantee of good perfor-
mance.
Preliminary experiments showed that images of people near the door contained
a wide range of intensities and that a separation between foreground and back-
ground was probably going to be complicated.
Otsu’s method for thresholding chooses a threshold that maximizes inter-class
variance. It is calculated for each individual image from the image histogram.
Preliminary experiments showed that Otsu’s method did not reliably separate
foreground from background as illustrated by Figure 2.4.
Anther useful tool is image subtraction, using more than one frame, in order
to find the differences. There are several methods of doing image subtraction, the
most basic being simple background subtraction. This is done by comparing two
frames, pixel by pixel, and marking the pixels with an absolute difference higher
than a given threshold as shown in Figure 2.5. This method can be quite good
in finding movements, but also for separating foreground from background. Oral
i
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and Deniz (2007) compare several image subtraction methods with the purpose of
discovering movement.
As described initially, there are other alternatives to the segmentation problem.
One of the choices is to use an object recognizer. This might be seen as a bridge
between the segmentation and feature extraction process. By using a trained
HOG descriptor (explained in detail in the following section) the system can detect
people in a given frame. This will provide bounding boxes in which there ideally
will be one person. The focus can then be on these boxes for further analysis.
Figure 2.4: Application of Otsu: From left to right; original, gray scale and Otsu
applied.
Figure 2.5: Application of image subtraction: From left to right; background, back-
ground+foreground and difference mask
i
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16 Computer Vision
Histogram of Oriented Gradients Descriptors
Histogram of Oriented Gradients (HOG) descriptors are general feature descriptors
used primarily for object recognition purposes. When trained correctly, HOG
descriptors give a good detection rate for frames containing full body images of
humans as can be seen in Figure 2.6. The algorithm as described by Dalal and
Triggs (2005), uses several steps to compare images to the HOG descriptors (see
Figure 2.7). In general, this algorithm divides the image window into small spatial
regions, called cells. For each cell it accumulates a local 1D histogram of gradient
directions or edge orientations over the pixels of the cell. The combined histogram
entries of all the cells form the representation. Contrast-normalization can be
useful to obtain better invariance to illumination, shadowing, etc. on the local
responses before using them. The normalization can be done by finding a measure
of local histogram “energy” over somewhat larger spatial regions called blocks.This
measure is used to normalize all the cells in the block. It is these normalized
descriptor blocks that are called Histogram of Oriented Gradient descriptors.
Figure 2.6: Application of HOG descriptor
Feature Extraction
The segmentation process reduces the raw image data into a more manageable
amount of relevant data. The ratio of information to data is still too low; the
i
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Figure 2.7: The steps from left to right in the HOG descriptor algorithm (Dalal and
Triggs, 2005)
input data must be transformed into a reduced representation set of features, a
process called feature extraction (Sonka et al., 2008).
Horaud et al. (2009) do this by first obtaining 3D data from several cameras
pointed at the same spot. The images from these cameras are then segmented to
subtract the background from the human body. These segmented images showing
silhouettes, are then compared to an already constructed kinematic model of a
human, consisting of connected ellipsoids. The best match then represents the
pose made by the person in the images.
In this project, the information computed in a segmentation step is not suffi-
cient to give a complete system. Without feature extraction it would not be possi-
ble to provide the features required by the model of behavioral features discussed
by Kofod-Petersen et al. (2009) for inferring human intentions. The reasoning pro-
cess is dependent on these features, and as a result feature extraction is necessary
for making a decision through reasoning.
The next step is then to utilize the 3D range model retrieved from the stereo
vision joined with the detection rectangles from the HOG detector. A skeletal
model can then be fitted in order to locate the points of interest in 3D space. This
will give the measures needed for the feature model. Figure 2.8 shows how this
overlay can provide the points of interest.
2.3 Reasoning
When the wanted feature data has been collected, there is still some work to
be done. The door must either be given a command open, or simply ignore the
activities in front of the door. Reasoning over the collected feature data makes
it possible to automate the decision-making process and thereby the power to
control the door. The model contains sufficient information about the features for
the reasoning process to conclude about intention enabling the system to send the
command.
The reasoning process must be able to take some input parameters, validate
i
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Figure 2.8: A model of a human skeleton simplified to have only the features of interest
namely hip angle, shoulder angle and gaze direction
them against the model, and output a response needed for a command to be sent
to the door. There are several techniques that are suited for this kind of work.
The following sections present the ones most relevant to this project.
2.3.1 Bayesian Network
A Bayesian network or belief network is a network of variables and their depen-
dencies. It is constructed as a directed acyclic graph. The Bayesian network is
a probabilistic model in the sense that each node is associated with a probability
function. The inputs to these functions come from the parent nodes, representing
observed events, and in case of missing observations, the probabilities of these
events.
Figure 2.9 illustrates a simple Bayesian network with three nodes. The network
models headache as an effect of lacking water and/or lacking sleep. The probability
distributions for each of the nodes are given. This model can answer questions like
”What is the probability of getting a headache if I make sure I get enough sleep?”
or ”Why do I have a headache?”.
If using a Bayesian Network for this project, it could model the features (see
Table 3.1, page 27) as nodes, with possible dependencies between them, related to
a child node Intention. The intention is then a probabilistic evaluation of all the
features. This value is in other words the probability of a person wanting to go
i
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Figure 2.9: A simple Bayesian network
through the door. If it is higher than a set threshold the door can be opened, if
not, leave it closed.
A challenge related to this approach would be to define accurate possibilities for
each event. It is crucial to get a correct and close-to-reality model when dealing
with the hard-to-observe intentions of human beings. The possibilities for the
different states leading to an intention can not easily be derived from my model of
behavior (see Section 3.1, page 25), making this approach less desirable.
2.3.2 Decision Network
When making decisions, a useful tool can be decision networks4. This is a gen-
eral mechanism for making rational decisions, following the principle of maximum
expected utility (Russell and Norvig, 2009). The decision network is similar to a
Bayesian network, but includes extra nodes for actions and utilities. The chance
nodes (oval) represent the random variables, like in the Bayesian network. The
decision nodes (rectangle) represent the choices to be made. The utility nodes
(diamond) represent the utility function that describes the value of the results
from a decision. The choices made can influence different parts of the network.
By describing the utility of different states, it is possible to choose the decision
that maximizes the utility.
Figure 2.10 shows how the choice of an Airport Site influences deaths, noise and
cost. This influence is based on the nodes Air Traffic, Litigation and Construction.
The utility node takes the deaths, noise and cost in consideration to conclude about
the best Airport Site.
For this project the network would be the same as the Bayesian network, the
only difference being the addition of a decision node OpenDoor and a utility node.
4Also known as influence diagrams
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The utility function must then evaluate the usefulness of the door opening or not
in the different settings. This extension might not be useful as the value of the
decisions would only reflect the probability of the intention, and most likely give
the same answers as the plain Bayesian network would.
Air Traffic
Litigation
Construction
Deaths
Noise
Cost
Airport Site
U
Figure 2.10: A decision network (recreated from Russell and Norvig, 2009)
2.3.3 Hidden Markov Model
A Hidden Markov model (HMM) is a temporal probabilistic model in which the
state of the process is described by a single discrete random variable (Russell and
Norvig, 2009). HMMs are useful when working with an environment that changes
over time. The model can utilize transition models and sensor models to predict
future states based on current observations. Figure 2.11 illustrates an HMM with
E as the evidence variable, and X as the hidden state variable.
Following this project, an HMM can model the intentions of people picked up
by the sensors above the door. The intention can be seen as the future position
of a person. If a person is outside but the model shows that the future position is
inside, the intention is to go inside. The Hidden Markov model requires a single
variable, but can model more complex environments by combining several variables
into one big variable. Following this procedure, the features can be combined into
one variable in order to model the intention. HMMs are probabilistic, and will
create the same challenge for modeling as the Bayesian Network.
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X(t)
E(t)
X(t+1)
E(t+1)
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Figure 2.11: A general Hidden Markov model
2.3.4 Rule-Based reasoning
Rule-based reasoning utilizes a set of predefined rules in a knowledge base com-
bined with some input facts to find the solution to a problem. The approach is
simple, but effective. It requires a set of rules to be formed that model the problem
domain. When facts are given, the system can run through the rule base looking
for rules that match the given conditions. On match the system performs the
appropriate actions.
Rules are typically of the form IF [condition] THEN [action]. The system loops
over the rules, or a subset of the rules until some condition is met. This gives a
control flow for execution of the different parts of the program.
Working with rule-based systems leaves little room for situations not captured
by any rule at all. This again might lead to either an exhausting set of rules,
capturing most parts of every thinkable situation, or fewer rules but with one or
more all-consuming rules that capture the situations not expected.
For this project it is easy to see that when no intention is shown to go through
the door, no opening of the door is necessary. This captures all the situations that
are not defined by the rule base. The challenge, however, is to define rules that
are good enough for all the situations where the door should open. My application
has a limited context; the input parameters are few and the outcomes are limited.
The rules for the outcome are also unchanging. This makes rule-based reasoning
a viable candidate for the reasoning mechanism. Figure 2.12 demonstrates a small
set of primitive rules that involve features for the door opening.
2.3.5 Machine learning
Machine learning is an approach to reasoning where a complete model of the do-
main is not required. This approach aims at automatically building a knowledge
base substituting the prerequisite of an omniscient model. The techniques de-
i
i
“report” — 2011/6/20 — 15:25 — page 22 — #36 i
i
i
i
i
i
22 Reasoning
WHILE(RUNNING){
IF de t e c t = humanDetect ( ) != TRUE
THEN BREAK
IF dete c t = TRUE
THEN trackHuman ( )
IF hipAngle + shoulderAngle = 0
THEN o r i e n t a t i o n = door
IF proximity < th r e sho ld
THEN closeToDoor = TRUE
IF speed > 0 && o r i e n t a t i o n == door
THEN heading = door
IF heading == door && closeToDoor
THEN i n t e n t i o n = walkThroughDoor
IF speed == 0 && o r i e n t a t i o n == door && headAngle == 0
THEN i n t e n t i o n = walkThroughDoor
IF i n t e n t i o n == walkThroughDoor
THEN openDoor ( )
IF i n t e n t i o n != walkThroughDoor
THEN closeDoor ( )
}
Figure 2.12: Example of a simple rule base for this project.
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scribed in this section are not what I primarily aim for in the project goals, but
they will serve as a perspective of alternative approaches subject to future work
for the reason of comparison. Machine learning can be divided into three cases:
supervised, unsupervised and reinforcement learning (Russell and Norvig, 2009).
Supervised learning requires someone or something giving feedback about the out-
come of a choice. Unsupervised learning is learning in the case of lacking output,
hence no feedback. Reinforcement learning is learning based on reinforcements
rather than being told what to do. The reinforcements can be seen as rewards of
different sizes given according to the choices made.
In the sliding door case, there are some domain knowledge, and the possibility
of telling the agent what is right and wrong. The task of learning from scratch
without feedback, would be impossible, since the door’s only action is to open
or not to open. No knowledge about when to open, results in the door always
being closed5. Since the door must be automated, the learning is better done in a
training process, where the cases are classified by intentions (want to enter, does
not want to enter).
Decision Tree Learning
A decision tree takes objects with a set of attributes, and returns a decision.
Decisions are made by feeding the attributes to the non-leaf nodes of the tree,
following the branches corresponding to the value of the attribute, ending in a leaf
node that gives the result of the decision. A simple and illustrative decision tree
is shown in Figure 2.13.
Outlook
Sunny
Wind
Rain
Yes
Strong
No
Humidity
High
Overcast
Normal
Yes
No Yes
Weak
Figure 2.13: A simple decision tree for the decision problem Should I play tennis; Leaf
nodes annotate decisions. (Recreated from Mitchell, 1997)
5The feedback in a case like this could have been provided by a door opening switch, letting
the door know that it should have opened, when it did not. Perhaps an idea for future work.
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Learning in the decision tree is mainly a classification problem. A set of training
data must be used where the correct decision is supplied. Then, following a decision
tree learning algorithm, a tree can be built that classifies the training data.
The challenges in this approach is handling noise (decisions based on irrelevant
attributes) and overfitting (over-specified tree not addressing new cases). Good,
representative training data, together with a well developed decision tree learning
algorithm provide a robust decision tree, allowing for qualified decisions. A decision
tree can be transformed into a rule set, and is in this way similar to the rule-based
reasoning, where the main difference is the learning process.
Case-Based Reasoning
Case-based reasoning (CBR) is a method for problem solving and learning. Ac-
cording to Aamodt and Plaza (1994) CBR is “to solve a new problem by remem-
bering a previous similar situation and by reusing information and knowledge of
that situation”. The method can be divided into four main steps: Retrieve, Reuse,
Revise and Retain (Aamodt and Plaza, 1994).
The four steps of CBR:
• Retrieve the most similar problems from the case-base
• Reuse the solutions that are applicable
• Revise the suggested solution
• Retain the new problem/solution for later use
This is a strong and adaptive technique, with its strength in the continuous build
of a growing knowledge base. For the reasoning problem in this project, this might
not be the best approach. With few methods of providing continuous feedback, it
is better with a more static learning phase.
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Research Results
3.1 Modeling human behavior
The model of human behavior is the basis for the rest of the work. This model
guides the data capturing process, defining the features to produce. It also provides
the foundation for the rules in reasoning engine. Without a strong, precise model,
it is unclear which data that is useful to collect, and furthermore the reasoning
engine will have no knowledge about human behavior and intentions.
The work of building the model mapping the features to intentions, is based on
the model suggested by Kofod-Petersen et al. (2009) and described in Section 2.1.1
(page 10). The previous work gives a starting point, but I need some further
specifications of this model, in order to make it fit to the problem. When writing
about intentions I will refer to the intention of walking through the door as a
positive intention and the intention of not walking through the door as a negative
intention.
3.1.1 Motion
Motion can be divided into more features. I suggest speed, acceleration and head-
ing. Speed can be used to determine if a person is moving or not. Acceleration can
be useful for predicting future motion, like slowing down for stopping and speed-
ing up for leaving. Heading, or direction of movement, is obvious and necessary in
order to read the intention of people.
The motion feature, with its specifications, requires a perspective of time. A
single captured frame will only give parts of the information needed, thus a se-
quence of frames is required. As a result of this, a tracking mechanism is needed
that follows the subjects in front of the door over time.
i
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3.1.2 Proximity
Proximity is a simple feature defining the distance between the door and the user.
Regardless of its simplicity, this measure is one of the most important in the
model. A user that is far away from the door can easily be ignored, until the
distance is shorter. The door should not open before it is necessary. Although
the user is coming towards the door, and is displaying all the signs of a positive
intention, the final destination might be another. For that reason it is better to
delay the decision. The signs that indicate an intention will also change based on
the distance to the door. In the model three levels of proximity are defined: close,
nearby and distant (see Figure 3.1).
door
Close
Nearby
Distant
Figure 3.1: Different levels of proximity.
3.1.3 Body alignment
The body alignment describes how the user’s body is positioned. Since my focus
has mostly been on the interaction between the user and the door, this positioning
is described only relative to the door and not other people. Kofod-Petersen et al.
(2009) define this feature as a combination of shoulder angle and hip angle. The
body alignment becomes more important when the distance to the door is small
and the generation of movement might be limited.
3.1.4 From feature to intention
We now have six features that can be used to model intentions of the human
behavior related to the interaction with an automated sliding door. Each of the
features have different values, ranges and units. The domain has got a limited
range of values, as this is for human beings. Table 3.1 gives an overview of the
i
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features together with the suggested range of expected1, valid values and units of
measure.
Table 3.1: Features, ranges and units
Main feature Feature Range/Unit
Motion Speed [0, 10] m/s
Acceleration [−5, 5] m/s2
Heading [0, 360〉 ◦
Proximity Distance [0, 10] m
Body alignment Shoulder angle [0, 360〉 ◦
Hip angle [0, 360〉 ◦
Based on these features it is possible to put together symbols, that in com-
bination will form different events. The events express the intention of the user.
Table 3.2 shows events based on symbols that can be created using the features.
Table 3.2: Events, symbols and intention
Event Symbol Feature Intention
Turning in Close Distance Positive
Facing door Body alignment
Incoming Nearby Distance Positive
Headed towards door Heading
Walking Speed
Moving away Nearby Distance Negative
Headed away Heading, acceleration
Walking Speed
Hanging around Nearby Distance Negative
Lingering Speed
Remote ignore Distant Distance Negative
The features, symbols and events as described here will be the model for the
human intentions. The features must be calculated from the raw features extracted
from the video stream. This is then the input to the reasoning mechanism, for the
decision to be made about what is happening.
1This is the expected values, bordering to extreme, as human beings can produce greater
acceleration and speed than one would expect in front of a door.
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3.2 Capturing the intention
With the model of features for human behavior in mind, the capturing process is
given a direction. The features that need to be extracted are defined. In Section 2.2
different approaches were discussed, and a set of tools were presented. A capturing
mechanism must obey the following requirements:
• Real-time handling
• Body recognition
• Body tracking
• Depth mapping
A sliding door operates in a real environment. Since the system must capture,
analyze and respond to a user’s behavior, it is very important with real-time
handling. Time-consuming tasks could create unacceptable delays, resulting in
a non-functional door. It is therefore important to know how the different tools
perform.
3.2.1 Evaluation of computer vision tools
All testing was done on a computer with Intel Core 2 Duo 3.0 GHz and 3.7 GiB of
RAM. The algorithms were tested using a video clip consisting of 114 consecutive
frames, each frame treated separately. Based on the features as defined in Table 3.1
(page 27), I need frame rates of at least 10-15 frames per second (fps).
Traditional segmentation techniques
The traditionally used computer vision techniques build the foundation for many
tasks. Although methods like Sobel and Canny for edge detection function well,
some additional steps are required for detecting humans. The Otsu algorithm for
separating foreground from background was tried out, as well as using image sub-
traction, finding the difference between two images (one serving as a background
model) as raw input for human detection.
The complexity of the scenes and the changing lighting conditions, together
with the auto adjustments of the camera made it hard to get any good results,
without manually tweaking parameters for each separate frame. This is something
that cannot be afforded when working real-time, so a more robust solution is
needed. Table 3.3 shows that all these components in themselves performed very
well and pose no threat to the real-time demand. The average time is the time
used by the tool on the individual frames. The frame rate is calculated using the
average time.
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Table 3.3: Performance of different segmentation tools
Frame size Segmentation tool Average time Frame rate
480x640 Canny edge detection 8 ms 125 fps
Otsu threshold 2.1 ms 474 fps
Image subtraction 1.8 ms 558 fps
Histogram of Oriented Gradients
Object detection using the oriented gradients overcomes some of the problems
with the more traditional methods. It provides a robust mechanism for detecting
objects, even in challenging environments. OpenCV2 has got an implementation
of this detector following the original description by Dalal and Triggs (2005). The
original implementation suffers from low performance and might not deliver the
performance needed for a real-time system, but improvements can be made. The
tests were run using this implementation together with the supplied defaultPeo-
pleDetector, an already trained people detector.
Testing the performance of the HOG-detector using different frame sizes gave
the results as shown in Table 3.4. The initial tests were run on the consecutive
frames from the video clip, all using the default parameters for the method. The
video clip showed a person walking towards a door, turning around and walking
back again. The person was present in all the frames. The accuracy is defined
as frames where the person was detected. The detection time is the time that
the algorithm needed for processing one frame (average). The frame rate is then
calculated based on the average detection time. As can be seen, the performance
is greatly increased by reducing the frame size. The accuracy of the detections is
also kept down to the 50% reduction. The frame rate is not good for real-time
with scales above 35 %.
Table 3.4: Detection time, using HOG on 114 consecutive frames
Frame size Scale Average detection time Accuracy Framerate
480x640 100 % 650 ms 100 % 1.5 fps
360x480 75 % 362 ms 99.1% 2.8 fps
240x320 50 % 151 ms 100 % 6.6 fps
168x224 35 % 65 ms 91.2 % 15.4 fps
120x160 25 % 22 ms 54.4 % 45.5 fps
Although the desired performance was not achieved using HOG descriptors,
2OpenCV is a library aimed mainly at real time computer vision. It was developed by Intel,
but is now supported by Willow Garage. It is free under the open source BSD license.
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work can be done to improve the implementation. Research has been done in
delivering real-time performance with HOG (Zhu et al., 2006; Jia and Zhang, 2007).
Further improvements are suggested where accuracy is improved and detection
time reduced (Wang and Zhang, 2008). Using the computer’s GPU for some of
the workload may also increase the performance radically (Lillywhite et al., 2009;
Bilgic et al., 2010; Sugano et al., 2010).
Attempts have been made in combining stereo vision and HOG descriptors,
achieving better accuracy as well as real-time performance (Toya et al., 2008).
This solution seems promising and might have had advantages for my project
since information provided by stereo vision is needed anyway.
Recognizing human shapes in the images is just one component of the complete
system. Getting the HOG-algoritms up to speed would only solve parts of the
problem. With limited time and no good implementation of the algorithms at
hand, it was better to look for alternatives.
3.2.2 Kinect and OpenNI
Following the development and the usage of the Kinect sensor device within the
Open source community, new possibilities opened. This device is created for track-
ing humans, and can take on the depth calculations, giving more resources to other
important tasks.
Kinect
The Kinect is a controller device produced for Microsoft’s gaming console Xbox
360. It allows for motion tracking and gesture recognition through the built-in
RGB-camera and depth sensor. Although the device is designed for use with a
console, it is also possible to connect it to a computer. This however, requires a
separate driver suitable for the Kinect. The device produces raw data in the forms
of RGB data (color images) and depth data (depth map with distances in millime-
ters). The raw data must then be processed using software specially designed for
the purpose. The device delivers its data well within real-time specifications, and
can support an application that has real-time demands.
After experimenting with the Kinect, I found out that the vertical field of view
is about 47◦. When mounting the sensor above the door, one would have to tilt
it downwards in order to cover the area close to the door. This will limit the
depth of the field. However, this would also be a problem on most of the ordinary
cameras available, the ones I tested included. Figure 3.2 illustrates limitations in
the vertical field of view.
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H = 2.06 m
h = 1.80 m
H
h
w
a
a = 47 deg
w = 0.82 m
Figure 3.2: Vertical field of view. The figure illustrates the limited area that a person
of height h would be visible in, in full height, when the sensor is in height
H, and tilted downwards.
OpenNI
OpenNI is an open source framework that provides an interface for physical de-
vices and for middleware components (OpenNI User Guide, 2010). The frame-
work provides an API3 for writing applications utilizing natural interaction. With
OpenNI it is possible to write applications, that use sensor data, on a higher level,
abstracting unnecessary details concerning different vendors. With the appropri-
ate middleware, it is also possible to write applications that take advantage of
third-party routines for different tasks like speech and command recognition, hand
gesture recognition and body motion tracking.
Middleware - NITE
NITE is a middleware perception component released by PrimeSense intended for
usage with OpenNI. The NITE Middleware focuses on two applications: Control by
Gesture and Games for All allowing developers to track multiple users, handling
movement through skeletal tracking and gesture recognition. NITE provides means
for tracking humans and retrieving skeletal data, through a set of joint coordinates.
3.2.3 Calculating the features of interest
Using OpenNI in combinations with NITE and Kinect, I was able to track users of
the door and retrieve the points of interest in world coordinates. This coordinate
system uses X, Y and Z-axis, and has its origin in the sensor position, point (0,0,0).
The unit used in the system is millimeters. With the points coordiantes available,
3Application programming interface
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Figure 3.3: Layered view of the OpenNI concept (from OpenNI User Guide, 2010)
calculating the necessary features is reduces to a mathematical task. Figure 3.4
shows five points of interest, marked on a user, together with a visualization of the
coordinate system.
The features can be divided into three groups, according to the number of data
sets needed. The features distance, shoulder angle and hip angle, only need one set
of points. Speed and heading need two sets of points and acceleration needs three
sets of points. The calculations must be done in order, from single to multiple data
sets, and can only be done when the sufficient number of data sets are retrieved.
Distance
In order to calculate the distance, I first need to define what the distance is. Here
I choose the distance as the length between a representative point on the user (the
torso) and the sensor, in the XZ-plane since the Y-direction is irrelevant. The
length is found using vector formulas:
Distance between torso and sensor: ‖~t‖ =
√
tx
2 + tz
2
Body alignment
The body alignment in the model is defined as a combination of shoulder angle
and hip angle, representing the alignment of the user’s body. I choose to use the
door as the point of reference and use the average of the two values, making the
body alignment relative to the door. For this feature, the needed data are the
i
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Figure 3.4: Five points of interest marked on a user: Left and Right shoulder, Torso
and Left and Right hip.
shoulder points and the hip points (as shown in Figure 3.4). The Y-direction can
also here be left out.
A simple solution would be to use the x-axis as the “wall” in which the door
would be mounted. Then one could calculate the shoulder angle as the angle
between the x-axis and the line intersecting the two shoulder points, and likewise
with the hip angle. This, however, is not correct as it would neglect variations
along the x-axis. Facing the wall is not the same as facing the door. This can
easily be seen in Figure 3.5 comparing the two angles a and a′. The figure shows
two different people in the coordinate system. While the first one (p1, p2) is
situated on the z-axis , the other one (p′1, p
′
2) is further to the right. The angles
are both 30◦, but the body alignment relative to the door is different in these two
cases.
To get this angle correct, one must take a different approach, involving some
definitions: I define the door to be a point. The angle, either shoulder or hip, is
relative to this point. I define the angle to be 0◦ when the body is aligned with the
door (the user is facing the door). Further, I simplify the model by saying that the
direction of the alignment, either left or right, is indifferent; giving a range from
0◦ to 180◦.
Figure 3.6 illustrates the process of finding the wanted angle. Here p1 and p2
are the two shoulder points. First I find the middle point, m, between p1 and
p2. Second I define an arc, with its center in the door point, intersecting m. The
shoulder angle is then the angle between two lines, line P intersecting p1 and p2,
i
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p1
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Figure 3.5: Failed attempt of modeling the body alignment.
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Figure 3.6: Defining the angles used for body alignment, in the coordinate system.
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and line T being a tangent line to the arc, intersecting m.
Calculating the angle can be done using vectors and trigonometry:
~v1 : vector between m and the shoulder point closest to the z-axis.
~v1 = [px −mx, pz −mz]
~v2 : vector between m and the the intersect with the z-axis (following T ).
Tangent line T : mz = amx + b⇒ mz = −mx
mz
+ b
Intersect: b = mz −
(
−mx
mz
)
mx
~v2 =
[
−mx, mx
2
mz
]
Shoulder angle: a = arccos
(
~v1 · ~v2
‖~v1‖‖~v1‖
)
The same calculations are then done for the hip angle, and an average of these
two values give the body alignment.
Heading
Heading is simply expressed by the direction of the user’s movement. The measure
is chosen to be degrees away from a direction straight towards the door, and can
be in the range from 0◦ to 180◦.
Calculations are done by comparing the user’s position at two different times,
t1 and t2.
~v1: vector defining straight line to door
~v2: direction of movement
~v1 = −[Px2, P z2]
~v2 = [∆X,∆Z] = [Px2 − Px1, P z2 − Pz1]
Heading: h = arccos
(
~v1 · ~v2
‖~v1‖‖~v1‖
)
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Speed
The calculation of speed uses the same data as heading, as well as the time differ-
ence between t1 and t2. The speed as defined here leaves out direction.
Speed: v =
s
t
=
√
(∆X)2 + (∆Z)2
t2 − t1 =
√
(Px2 − Px1)2 + (Pz2 − Pz1)2
t2 − t1
Acceleration
Calculating acceleration requires more data sets than the other calculations. Ac-
celeration can be calculated by using the velocity at two different time points and
the elapsed time between them.
v0: initial velocity, v: final velocity, t: elapsed time
Acceleration: a =
v − v0
t
3.3 To open or not to open
The research done in the preparation work pointed out rule-based reasoning as a
well suited mechanism for infering intentions (see Section 2.3.4, page 21). The
model of human behavior and intention defined symbols and events; they can be
seen as input to the reasoning process.
The user tracking process provides the points of interest that are used for the
calculation of features. All points collected from one sensor update, produce the
features belonging to this set of points. The features can then be grouped into
feature sets, belonging to one specific user with one timestamp.
The feature sets are the input for the reasoning mechanism. Providing a stack
of feature sets for each user, may strengthen the reasoning process, by allowing
the reasoning to be based on events that form over time. Figure 3.7 shows how
the feature sets are related to users.
The system has to be able to tell if a user wants to go through the door at any
time. Rules that analyze the feature sets can do this.
3.3.1 Defining rules
Defining rules for reasoning is really a process of instantiating and grouping the
symbols described in Section 3.1.4. The values as suggested in Table 3.5 are a
product of intuitive measures together with some trial and error and limitations
concerning the sensor equipment and setup.
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User1 User2
FeatureSet1
FeatureSet1
FeatureSet1
FeatureSet1
FeatureSet
FeatureSet1
FeatureSet1
FeatureSet1
FeatureSet1
FeatureSet
FeatureSet 1, ..., n FeatureSet 1, ..., n
Figure 3.7: Each user being tracked, stores a stack of feature sets.
Table 3.5: Instantiating the symbols
Feature Symbol Value
Distance Close d ∈ [0, 1.2] m
Nearby d ∈ 〈1.2, 1.8] m
Distant d ∈ 〈1.8,→〉m
Speed Walking v ∈ 〈0.8, 8] m/s
Lingering v ∈ [0, 0.8] m/s
Body alignment Facing door ba ∈ [0, 4] ◦
Heading Headed towards door h ∈ [0, 4] ◦
Headed away h 6∈ [0, 4] ◦
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The reasoning process can be visualized using a decision tree. Figure 3.8 shows
how the different symbols are used in order to make a decision (note that the tree
is not a product of a learning algorithm).
Distance
Remote
NoHeading
Nearby
Yes
Headed 
awayHeaded towards door
Speed
LingeringWalking
No
Yes No
Body alignment
No
Close
Facing 
door
Not Facing 
door
Figure 3.8: Decision tree visualization of rule base.
The transition from this tree to a rule base, using simple IF-statements, is
trivial using the defined symbols.
3.3.2 Avoiding false positives
For every update from the sensor, new data is available, depending on the number
of users being tracked at the moment, a number of feature sets are made available.
Because of the high update rate it is possible to combine the information from
several feature sets to get a better decision. In order to avoid false positives, I
made the system count three positive intention indications before it would allow
the door to open.
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3.4 An automated sliding door
The most central components in the project are the sensors and the sensor readings
together with the interpretations of these. All the main tasks are solved using
these components. The sensors capture the movements of the users, and the
computer analyzes the sensor readings, inferring an intention and finally decides
the appropriate action. Although this is in its own a complete system, it is not
enough. In order to evaluate the performance of the system altogether, some kind
of feedback is necessary. Strictly speaking, this could have been limited to any
binary output, symbolizing a door opening. The feedback could easily have been
a LED or a light bulb, lighting up whenever the system chose that open was the
appropriate action. However, this is not a very good idea. The system needs to
analyze the behavior of people interacting with a door. A simulated door is harder
to interact with. Walking through a simulated door is unnatural and might result
in abnormal behavior. The need for a real door is therefore present.
Figure 3.9: Abnormal behavior
An automated sliding door is a common device, and something that most
people are accustomed to. Having an actual working sliding door will give the
most desirable conditions and accurate results.
A viable solution would have been to equip an existing door with additional
sensors. It would then be possible to evaluate the performance by comparing the
system outputs (decisions made) with the user’s behavior and the actual door
outputs (door opening or not). This would also provide a comparison between
my system and existing systems. This would however complicate the process, in
several areas. First, a real door in a real environment, although more realistic,
i
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is harder to use both for development and testing. This is mostly because of the
environmental factors that are out of my control, like the amount of people using
the door and the lighting and weather conditions. Second, the feedback would be
indirect, as the door’s actions will not always correspond to the inferred intention.
My system’s output must then be checked in other ways. In other words, the
communication that is going on is actually between the user and the existing
system, rather than the user and my system. Third, using an actual door raises
privacy issues, demanding alternative routes, as described in Section 3.4.2.
Having my own door that can be controlled directly, would be the best solu-
tion. Ready-made, motorized doors are very expensive and buying one was not an
option. This left me with the option of building a door myself.
3.4.1 Building a door (the do-it-yourself way)
A sliding door can be very simple; take a door and put wheels on it. This is
basically how the “household” type of sliding doors are built. One might think
that these doors can be found everywhere. As it turns out, sliding doors are not
so common, and can only be bought as complete sets. These type of doors are
very hard to customize because of the compactness needed for built-in doors. A
motor and a mechanism for pulling the doors would simply not fit in the sets. As
a result of this, I needed to build the door from scratch.
Here are some of the choices for the specifications:
• Double doors – Wider access and lower speed needed in order to open.
• Wood as building material – Cost efficient and easy to work with.
• Belt and cog wheels – Reliable and easy drive system.
The proposed solution consists of different parts:
• Door frame – A self supported frame that can hold the doors, without the
need of a wall.
• Doors – Double doors, with wheels for usage with rails in the door frame.
• Drive system – Belt and cogwheels mounted on top of the door frame, pulled
by an electrical motor.
• Door controller system – Electronic component, computer controlled and
able to run the motor, in both directions, at correct speed.
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Figure 3.10 shows an image of the finished door. The sensor is attached and the
computer controlling the door can be seen on the left side. Further descriptions of
the design of the door frame and door can be found in Appendix B. The total cost
of the door with sensor and door controller was less than 7000 norwegian kroner
(computer excluded). This is about 15 % of the price one would have to pay for
real automated sliding doors.
Figure 3.10: The door frame with the doors mounted
Door controller system
One of the more important features of the door, is its ability to be controlled
by a computer, using plain programming languages. This requires some kind of
communication between the door and the computer. There are many ways to
do this, but one of the simplest ways is to use a relay controller board. A relay
i
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is an electrically operated switch. Using a relay has advantages, both when it
comes to remote controlling a switch and separating the controlled circuit from
the controller. The relay can be used to control a high voltage circuit, using a low
voltage power signal.
There are different types of relays, as with switches, concerning the number of
poles and throws. The purpose of my circuit is to offer three settings; open, close
and off. Opening and closing is simply a matter of changing the direction of the
current in order to change the direction of the motor. This can be achieved by
using two SPDT relays (single pole, dual throw). The circuit must be constructed
in such a way that no combination of the switches will short circuit the system.
This requirement protects the system as timing errors or programming errors could
result in unwanted combination of relay states.
COM
NO
NC
State 1: OFF
COM
NO
NC
State 2: ON
Figure 3.11: An SPDT switch with three terminals. To the left: OFF-position; Nor-
mally closed and Com are connected. To the right: ON-position; Nor-
mally open and Com are connected.
Operating a door is a precision task. Ideally, one would have sensors giving
feedback to the door controller regarding the position of the door. The door con-
troller can then easily stop the doors in the correct positions: fully open and fully
closed. Adding two extra switches to the circuit, of the type push-to-break or nor-
mally open, can give a similar control, by cutting the engine power, preventing the
doors from slamming or even breaking (also protecting engine and transmission)
when in positions fully open or fully closed. These switches must be placed in
the circuit in such a way that even if the circuit is broken for one action (open or
close), it can not be broken for the other, otherwise the control over the doors is
lost.
An electric motor is a type of inductive load because of the magnetic coils
(Sheldon, 2008a). Inductive loads create voltage surges when the circuit is broken.
These surges can cause sparks in the switches and electromagnetic interference.
One effect of this is shortened lifetime of the relays and switches. Another ef-
fect is that the electromagnetic inference can disrupt the communication with the
i
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computer. Since USB is prone to errors, with no error checking or self correction,
USB controllers are not recommended when controlling inductive devices (Sheldon,
2008b). A solution to this problem is to suppress the induction with a capacitor
in the circuit, and to use a controller with another interface than USB.
The designed circuit is shown in Figure 3.12. In the figure we can see the
switching circuit employing all three terminals of the relays in a fail-safe way.
Turning on one of the relays will open the door, and turning on the other will
close the door. Both relays on or off is the same as off or standby. Table 3.6 lists
the possible relay combinations together with their actions. NO and NC in the
figure refer to Normally Open and Normally Closed. The capacitor is placed in
parallel with the motor, close to the com-terminals of the relays.
Table 3.6: Relay settings and action
Relay 1 Relay 2 Action
OFF OFF -
ON OFF Open
OFF ON Close
ON ON -
Drive system
The electric motor required to pull the belt and the doors, does not have to be
very strong, and a moderately sized motor should suffice. However, the speed is
more important. The doors must open in a time and speed that feels natural.
With double doors, the speed can be reduced compared to a single door, in order
to get the wanted time. A simple calculation gives the optimal rotational speed:
Wheel diameter: 5 cm, Wheel circumference: 2pir = 15.7 cm
Door width: 60 cm, Wanted opening time: 1.5 s
Speed:
0.6 m
1.5 s
= 0.4 m/s
Rotational speed:
0.4 m/s
0.157 m
≈ 2.5 Hz
The force needed to pull the belt in order to open the doors, is greatest in
the beginning. Using a scale reveals the that the pulling force needed is 3.5 kg ·
9.81 m/s2 = 34.3N . Another calculation gives us the necessary torque:
τ = F · r
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Figure 3.12: Circuit diagram for the door controller.
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τ = 34.3 N · 0.025 m
τ = 0.86 N m
Both speed and torque of these sizes can easily be supplied by a simple electric
motor like the ones in a battery powered drill. The finished drive system can be
seen in Figure 3.13.
Figure 3.13: Picture showing the drive system. The drill is on the left; the belt
stretches along the door and the wheels are in each end.
Testing and redesigning
The drill that I got for the setup provided faster rotational speed than necessary,
so the circuit was expanded with a resistor. With a battery that gave 12 V, the
ideal door speed was obtained by inserting a resistor of 0.5 Ω. Because of the
high current (about 8 A) and the generated heat, it was necessary to use multiple
resistors of higher resistance in parallel instead of one smaller. Equations (3.1)
and (3.2) show that using three resistors of 1.5 Ω in parallel give the wanted total
resistance. To protect the electronics and the circuit, I also installed a fuse rated
to 10 A.
i
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Resistors in parallel:
1
Rtot
=
1
R1
+
1
R2
+
1
R3
(3.1)
1
0.5 Ω
=
1
r
+
1
r
+
1
r
⇒ r = 1.5 Ω (3.2)
When using the door for a longer period of time, I found that the battery did
not supply a current that was stable enough for controlling the door; the voltage
dropped and the door did not fully open and close. The solution to this problem
was to replace the battery with a wall connected power supply. The power needed
for my circuit is higher than the ones provided by simple power supplies where
a transformer is plugged into the wall socket. A better alternative is to use an
ATX computer power supply unit (PSU). This unit can provide a stable voltage
supporting higher currents. The power needed can easily be calculated:
P = U · I
12 V · 8 A = 96 W
≈ 100 W
A suited power supply was rated to 300 W with max current of 16 A on a 12 V
channel. The design guide for ATX power supplies (Intel, 2007), explained the
layouts for the different connectors and proved helpful when putting the PSU to
use.
Since the PSU is not controlled by a computer, no signal is sent to power up
the unit. This is usually controlled with the PS ON#-pin (pin 16) on the main
power connector. The PS ON# is an active-low, TTL-compatible4 signal. When
PS ON# is pulled to low, the power supply turns on the output rails. When
PS ON# is pulled to high or open-circuited the output rails deliver no current
(Intel, 2007). Connecting PS ON# to a COM (ground) pulled the signal to low,
providing a constant supply of power. The layout of the connectors together with
the used pins can be seen in Figure 3.14 and Table 3.7.
Any one of the power connectors with a +12 V line could have been used
to provide the power for the controller circuit. I chose to use one of the many
peripheral power connectors. The connector layout and the usage is shown in
Figure 3.14 and Table 3.8. The finished door controller can be seen in Figure 3.15.
4TTL – Transistor-transistor logic, digital signaling that uses voltage levels representing log-
ical states.
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1 12
13 24
Main Power Connector Peripheral Power Connector
1 4
Figure 3.14: Connector layout for an ATX power supply unit
Table 3.7: Pin layout for ATX Main Power Connector. Connecting pin 7 and 16 turned
the power supply on.
Pin Signal Color Pin Signal Color
1 +3.3VDC Orange 13 +3.3VDC Orange
2 +3.3VDC Orange 14 -12VDC Blue
3 COM Black 15 COM Black
4 +5VDC Red 16 PS ON# Green
5 COM Black 17 COM Black
6 +5VDC Red 18 COM Black
7 COM Black 19 COM Black
8 PWR OK Gray 20 Reserved N/C
9 +5VSB Purple 21 +5VDC Red
10 +12VDC Yellow 22 +5VDC Red
11 +12VDC Yellow 23 +5VDC Red
12 +3.3VDC Orange 24 COM Black
Table 3.8: Pin layout for ATX Peripheral Power Connector. Pin 1 (yellow wire) and 2
(black wire) were connected to the controller circuit, replacing the battery.
Pin Signal Color
1 +12VDC Yellow
2 COM Black
3 COM Black
4 +5VDC Red
i
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Figure 3.15: Picture of the finished door controller. The relay card is on the right side,
the power supply in the middle and the drill on the left. In front of the
drill the speed control and the fuse box can be seen.
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3.4.2 Personal Data and Privacy
The operation of the door requires recording video sequences by camera, mostly
for processing, but also for storing if necessary for testing and evaluation. The
users of the door are persons. This brings forward the need for correct handling
of personal data. NSD5 is the organ for norwegian universities, that handle some
of the responsibility delegated by the Data Inspectorate concerning these issues.
A notification is needed in a case like this, describing the project, its means and
purposes, as well as the handling of the information that may be considered per-
sonal. A concession was given, provided that I would follow the requirements as
described. See Appendix A for details concerning the issue.
In short, here are some of the requirements:
1. Written notification is posted next to the door, explaining the recording of
data, the handling of the data as well as the purpose of the project.
2. A consent is given by the user. This is given by using the door.
3. People that do not want to participate can choose alternative routes.
4. Collected data must be deleted at the end of the project (20.06.2011).
3.5 Developing an application
In the start-up process I had to choose which technologies and platform to use
for the development of the software components. Research results from the spe-
cialization project proved OpenCV to be a useful tool when developing imaging
software. OpenCV is a library providing functions for computer vision with focus
on real-time applications. It was originally written in C, but it has a full C++ in-
terface. The initial testing and evaluation of tools and algorithms were done using
OpenCV. OpenNI is a more specialized framework, better suited for my project. It
is also written in C, but a C++ wrapper is provided. This led me to the following
choices:
• C++ as programming language – Easy integration of libraries and frame-
works
• Linux (Ubuntu) as platform – Less trouble when working with open source
packages, compiling and building releases.
My background as a Java developer required me to take a two week intensive
course in C++.
5Norwegian Social Science Data Services
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3.5.1 Application components
The application can roughly be divided into three components:
Door controller Component that handles communication with the door. It pro-
vides commands for opening, closing and stopping the door.
Inference engine Component that handles users, calculates features and infers
intentions.
Sensor framework Component that communicates with sensors, interprets the
raw input, and supplies routines for body recognition and skeletal tracking.
Figure 3.16 shows these components in relation to the hardware. The sensor frame-
work consists of external components while the two others had to be developed.
Door ComputerDoor controller
Kinect sensor
Inference engine
User handler
Feature extractor
Reasoning 
mechanism
Sensor Framework
NITE
OpenNI
Door controller
DoorController
RelayController
SerialPortController
Figure 3.16: Component diagram showing implementation.
In Figure 3.17 a class diagram is presented. This diagram gives an overview of
how the implementation was done, including attributes, methods and the relation
between classes. Another view is presented in Figure 3.18 where the different steps
of the inference process are shown.
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3.5.2 Program flow
The main program basically runs as a loop where the sensor data is updated in
each step. It is then possible to retrieve the updated coordinates for each of the
tracked points. For each update, the program calculates new features, adding
feature sets to the corresponding user. The users are then evaluated individually
by the DecisionMaker ; if a user indicates a positive intention, an open-signal is
sent to the door. Figure 3.19 lists the calling order of the primary functions in the
program.
OpenNI requires a calibration of the new users in order to get accurate skeleton
tracking. I generated a general calibration, and saved it to file. This way the
users did not have to make a calibration pose to initiate tracking. Callbacks were
registered for actions like new user and lost user, calling the appropriate methods
in the user handler.
The operation of the door had to be processed in separate threads in order to
get a non-blocking timing functionality for the door controller. Both timers and
thread handling were implemented using boost6.
1 whi l e ( t rue ){
2 context . WaitAndUpdateAll ( ) ;
3 use rhand l e r . updateUserPoints ( ) ;
4 use rhand l e r . runUserCa lcu la t ions ( ) ; // c a l c u l a t e f e a t u r e s
5 use rhand le r . i n f e r U s e r I n t e n t i o n s ( ) ;
6 drawOutput ( ) // update s c r e en
7 }
Figure 3.19: Example code: Main program loop
6Boost is a collection of C++ libraries speeding up development by providing portable func-
tionality that basic C++ is lacking. See www.boost.org for more details.
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Chapter 4
Evaluation and Conclusion
It is necessary to do some practical testing to evaluate the intention-aware sliding
doors. Performance comes as a natural choice for evaluation. The performance
can be judged by different criteria, but there are two aspects that must be covered:
1. How well does the door perform compared to a traditional sliding door?
2. How well does the door perform compared to the real intention?
In order to evaluate these aspects one can allow people to use the door and observe
the results. However, random usage of the door might not cover the useful and
interesting cases, giving low quality results. A simple and effective solution to this
problem is to write a set of manuscripts that cover the cases that are necessary for
a good evaluation. This includes cases where the door should open and where the
door should remain closed. It is also important to explore the cases that are more
unusual, where the outcome is uncertain. The manuscripts are written according to
these criteria and grouped into categories. The categories group the manuscripts
by how they challenge the system: simple, intermediate and challenging. The
simple manuscripts cover basic usage and include cases that should work. The
intermediate manuscripts are considered to be more complex and might pose a
challenge to the system. The challenging manuscripts cover abnormal usage and
cases where the outcome is uncertain. The manuscripts define specifics concerning
speed, acceleration, path, number of actors and intention. Appendix C includes all
manuscripts together with a more detailed presentation of the specifics.
In Langdridge (2006) this type of observation is described as a laboratory test,
with structured observation. This kind of testing makes it easier to control the
environmental variables affecting the results. It also gives a systematic collection
of data. However, as Langdridge points out, it may lead to low ecological validity,
meaning that the observed actions are not as natural and spontaneous as it would
be in a normal environment. Using a camera and giving instructions will certainly
i
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also affect the validity. People behave differently when observed. In my situation
this may lead to overplay, where the test subjects exaggerate their movements. In
order to overcome these effects, I let the persons do each test several times. I also
tried to introduce spontaneity, by changing the instructions during the tests.
4.1 Tests
Testing was done by playing out the manuscripts. Multiple people participated
and they each played the scenarios several times. For every test, the results were
written down; door opened or door did not open. Table 4.1 gives a summary of all
the test results1.
Table 4.1: Summary of test results. Categories denoted by roman numerals; I - Simple,
II - Intermediate, III - Complicated.
Manuscript Intention Opened ¬Opened Total
#1 Positive 26 4 30
#2 Positive 23 7 30
#3 Positive 13 17 30
#4 Negative 1 29 30
#5 Negative 0 30 30
I
SUM 63 87 150
#6 Positive 27 3 30
#7 Positive 19 11 30
#8 Positive 16 4 20
#9 Positive 15 5 20
#10 Negative 1 19 20
#11 Negative 0 30 30
II
SUM 78 72 150
#12 Positive 19 11 30
#14 Positive 18 12 30
#15 Negative 12 18 30
III
SUM 49 41 90
TOTAL 190 200 390
1Tests with Manuscript #13 were excluded, since it proved to be too difficult to perform by
the test participants.
i
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4.1.1 Measuring success
The tests are binary classification tests, giving two possible outputs, which can be
correct or incorrect. In this setting it is common to use the following terms:
True positive (TP) Correctly opening; the door opened when the user wanted
to go through.
True negative (TN) Correctly not opening; the door did not open when the
user did not want to go through.
False positive (FP) Incorrectly opening; the door opened, even though the user
did not want to go through.
False negative (FN) Incorrectly not opening; the door did not open when the
user wanted it to.
A more structured view of the terms are provided by Table 4.2.
Table 4.2: Matrix displaying all possible outcomes of the test, using the defined terms.
This matrix is also known as a confusion matrix
Intention
Positive Negative
Opened
True False
positive positive
¬Opened False True
T
es
t
re
su
lt
s
negative negative
Based on these output classes, one can derive several quality attributes (Guda
et al., 2004):
Accuracy (ACC)
Comparing correct actions to the total number of actions.
ACC =
TP + TN
TP + FN + TN + FP
(4.1)
Sensitivity/True positive rate (TPR)
Is it opening when it should? TP compared to all positive intentions.
TPR =
TP
TP + FN
(4.2)
i
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Specificity/True negative rate (TNR)
Is it opening when it should not? TN compared to all negative inten-
tions.
TNR =
TN
TN + FP
(4.3)
Positive predictive value (PPV)
How good is the system at predicting positive intentions? Precision
rate, TP compared to all test positives.
PPV =
TP
TP + FP
(4.4)
Negative predictive value (NPV)
How good is the system at predicting negative intentions? TN com-
pared to all test negatives.
PPV =
TN
TN + FN
(4.5)
These measures are all ratios, comparing the system performance against the
optimal performance. The values produced are numbers between 0 and 1 where 0
is total failure and 1 is optimal. Table 4.3 gives another view of the test results,
grouped into output classes using the defined terms.
Table 4.4 lists the calculated measures. The values are presented in percent
(1 is 100 %). In general, it is possible to see that the grouping by difficulty was
correct; group III, the challenging manuscripts, score lower than the other two
groups. However, group II has the same or better scores than group I. This might
be related to some scripts being put in the wrong category.
In total, the door has an accuracy of 77.4 %, indicating that the door finds the
user’s intention successfully about 3 out of 4 times. The loss of accuracy is mainly
because of the high rate of false negatives (FN), meaning that the door did not
always open when it should have. This is also confirmed by the sensitivity and
the negative predictive value (NPV), at 70.4 % and 63.0 %. The specificity and
positive prediction value (PPV) are higher, at 90.0 % and 92.6 % (all at 98 % in
group I and II). This indicates that the door is good at keeping closed when it
should not open.
A normal sliding door suffers from the weakness that it cannot read negative
intentions. In this context it means that it cannot produce any true negatives and
that it will produce false positives instead. An advantage is that it produces close
to no false negatives giving a high rate of true positives.
Table 4.5 lists the calculated measurements for how a traditional sliding door
would perform on the manuscripts. A best/worse case is assumed, where the door
i
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Table 4.3: Results ordered by positives and negatives.
Manuscript TP TN FP FN
#1 26 - - 4
#2 23 - - 7
#3 13 - - 17
#4 - 29 1 -
#5 - 30 0 -
I
SUM 62 59 1 28
#6 27 - - 3
#7 19 - - 11
#8 16 - - 4
#9 15 - - 5
#10 - 19 1 -
#11 - 30 0 -
II
SUM 77 49 1 23
#12 19 - - 11
#14 18 - - 12
#15 - 18 12 -
III
SUM 37 18 12 23
TOTAL 176 126 14 74
Table 4.4: Measures of success. Values in percent.
Category Accuracy Sensitivity Specificity PPV NPV
I 80.7 68.9 98.3 98.4 67.8
II 84.0 77.0 98.0 98.7 68.1
III 61.1 61.7 60.0 75.5 43.9
TOTAL 77.4 70.4 90.0 92.6 63.0
Table 4.5: Measures of success for a traditional sliding door. Values in percent.
Category Accuracy Sensitivity Specificity PPV NPV
I 60.0 100.0 0.0 60.0 0.0
II 66.7 100.0 0.0 66.7 0.0
III 66.7 100.0 0.0 66.7 0.0
TOTAL 64.1 100.0 0.0 64.1 0.0
i
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always opens, as long as there is movement within the sensor range. The results
give the expected outcome with a sensitivity of 100 % and specificity of 0 %. With
no true negatives, the negative predictive value is also 0 %. Since the door cannot
produce neither true nor false negatives, the accuracy measure becomes equivalent
with the positive predictive value. The accuracy of 64.1 % is then basically an
indication of the distribution of positive/negative tests rather than the door’s
quality and is thereby not so useful as a general measure
(
9 positive tests
14 tests
= 64.3 %
)
.
However, it is possible to compare the two accuracy values, expressing that for
these tests an intention-aware door will have a higher accuracy.
Some of the tests gave negative outputs because the system either failed to
locate a person in the scene or to locate the points of interest. These results can
be related to limitations in the hardware and the software library components
that are out of my control, and thereby not related to the reasoning process. An
alternative view can then be provided by removing these outcomes (both TN and
FN). Tables 4.6 and 4.7 are updated to this view.
Table 4.6: Modified result table, alternative view. Negatives not related to reasoning
process removed.
Manuscript TP TN FP FN
#1 26 - - 0
#2 23 - - 3
#3 13 - - 7
#4 - 22 1 -
#5 - 23 0 -
I
SUM 62 45 1 10
#6 27 - - 0
#7 19 - - 5
#8 16 - - 1
#9 15 - - 2
#10 - 19 1 -
#11 - 30 0 -
II
SUM 77 49 1 8
#12 19 - - 7
#14 18 - - 8
#15 - 15 12 -
III
SUM 37 15 12 15
TOTAL 176 109 14 33
By removing the false negatives and the true negatives produced by limitations
to the system, the values of the quality measures change. A drop in false nega-
i
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Table 4.7: Measures of success, alternative view. Values in percent.
Category Accuracy Sensitivity Specificity PPV NPV
I 90.7 86.1 97.8 98.4 81.8
II 93.3 90.6 98.0 98.7 86.0
III 65.8 71.2 55.6 75.5 50.0
TOTAL 85.8 84.2 88.6 92.6 76.8
tives (FN) results in a substantially better sensitivity and also a better negative
predictive value (NPV). This drop means that the door is opening correctly more
often than indicated earlier. A drop in true negatives (TN) results in a slightly
worse specificity, meaning that some of the true negatives actually were produced
by accident, and that the door might actually produce more false positives (FP)
than indicated initially. The changes result altogether in an increased accuracy,
going from 77.4 % to 85.8 %. Table 4.8 and Figure 4.1 gather the measures from
the original test results, the alternative view and the traditional sliding doors.
Table 4.8: Comparing the differences. Values in percent
Accuracy Sensitivity Specificity PPV NPV
Intention-aware 77.4 70.4 90.0 92.6 63.0
Alternative view 85.8 84.2 88.6 92.6 76.8
Traditional doors 64.1 100.0 0.0 64.1 0.0
A balanced measure (Matthews correlation coefficient)
In the test cases that I performed (provided by the manuscripts), there was an
overweight of positive classifications. This is due to the fact that most of the
interesting cases lie within this group. When the classes are of different sizes it is
harder to get good measures for comparison. Matthews correlation coefficient is
a measure considered to be more rigorous (Guda et al., 2004). Matthews (1975)
estimates the quality of the prediction by calculating the correlation between the
prediction and the observation2.
The coefficient is given by (Guda et al., 2004):
MCC =
TP × TN − FP × FN√
(TP + FP )(TP + FN)(TN + FP )(TN + FN)
(4.6)
The correlation coefficient gives an indication to how much better the predic-
tion is than a random one. MCC = 1 indicates perfect agreement; MCC = 0 is
2In my case prediction is equal to the test result and observation is equal to the real intention
i
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Figure 4.1: Bar chart presentation of quality measures.
expected for a random prediction and MCC = −1 indicates total disagreement be-
tween prediction and observation (Matthews, 1975). Table 4.9 lists the calculated
coefficients3.
Table 4.9: Matthews correlation coefficient
Matthews correlation coefficient
Intention-aware doors 0.58
Alternative view 0.71
Traditional doors 0
Expressed with this coefficient, the quality of the traditional sliding doors is
equal to a random prediction. The intention-aware sliding doors are closer to a
perfect prediction with coefficients of 0.58 and 0.71.
3The coefficient for the traditional sliding doors could not be calculated directly using (4.6),
since TN + FN = 0, leading to a division by zero. However, it is easy to show that MCC
approaches 0 if any of the sums approaches 0 (Baldi et al., 2000).
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4.2 Summary
In this project I have designed a model of features, human behavior and intentions.
The model suggests a set of features that can be used to describe the interaction
between a human being and an automated sliding door. The model also defines
symbols representing value sets for the features. The symbols are then combined
in order to describe different events, mapping features to intentions. This model
provides a framework guiding the capturing process as well as the reasoning pro-
cess.
Further, I have designed a mechanism for capturing human movement and
extracting the features as suggested by the model of features, human behavior and
intentions. The solution components are based on research done within computer
vision, where different tools and algorithms were reviewed and evaluated. Parts
of the suggested solution are provided as software libraries, while others had to
be implemented. The solution includes using an Xbox Kinect as a sensor device,
and the OpenNI framework together with the middleware NITE for Human body
tracking and skeletal joint extraction.
A reasoning mechanism was designed, that utilizes the designed model in order
to reach a conclusion about the intention of a human interacting with the door.
Different reasoning techniques were reviewed in context of the sliding doors prob-
lem. Based on the review I suggest using rule-based reasoning. By using the events
described in the model and by giving values to the different symbols I was able to
form the rules for the reasoning process.
The designed mechanisms were put together in an implementation in C/C++
comprising depth and RGB image capture, body tracking, user handling and fea-
ture extraction, rule-based reasoning and door control.
A motorized sliding door was built, together with a door controller allowing a
computer to interface with the door, giving open and close commands.
Finally, the door was tested both through a live demo and a laboratory style,
structured observation. The door proved a superior performance to the tradi-
tional sliding doors when it came to identifying negative intentions, thus reducing
the number of false positives drastically. However, both false positives and false
negatives occurred, leaving room for improved accuracy.
With my solution I have managed to interpret the intention of a user interacting
with an automated sliding door. I have lifted the reasoning process to a symbolic
level, dealing with symbols and events easy to understand. Although the model is
limited to a very specific domain, and the solution has got some limitations and
weaknesses, this is a good starting point for further work.
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4.3 Discussion
The final results showed that it is possible to improve the non-verbal commu-
nication between humans and computers. By interpreting human intentions the
automated environment can understand its user in a better way. An automated
sliding door is just one example where miscommunication is present. By giving
the door controller the capability of understanding the behavior of its users, it
is possible to reduce the number of cases where the door opens when it is not
supposed to.
Allowing the door controller to reason, will however introduce the possibility
of the door wrongly deciding not to open. Looking at the test results from my
door one can see that the sensitivity was not very good (70.4 %), meaning that
the door was not always opening when it should. This is also confirmed by the
negative predictive value, stating that just 63 % of the cases where the door did
not open were correct, and that 37 % were incorrect.
Some of the reasons for the low rates are related to limitations in the solution
components and the setup. Together with the presented test results I also pre-
sented an alternative view. This view excluded the cases where the system either
did not manage to detect any person in the scene or did not manage to start
skeletal tracking of the person. In all these cases the door did not open because of
lacking information.
The positioning of the sensor device (above the door) causes some of these
limitations. The Kinect provides a field of view of 47◦ vertically, and in order to
cover the close range, the sensor had to be tilted downwards, limiting the maximum
depth (see Figure 3.2, page 31 for details). In cases where the head was out of range
or arms were partly or fully occluded, the system often failed initiating tracking
of the skeleton. I also observed that the skeletal tracking often failed initiating
when the sensor did not detect both of the user’s arms in a more or less normal
position. Carrying bags or using cell phones often created problems.
If I had lowered the sensor, both the depth and height of the field of view
could have been improved. This would probably have eased the skeletal tracking
initiation problems. However, this would not in any way be an ideal position for
a sensor as it now would be in the middle of the door opening. A solution to this
could have been to put the sensor next to the door. This creates a blind spot on
the opposite side of the door, but by combining multiple sensors one could expand
the field of view.
The alternative view gave more promising results. With a set of false negatives
(but also true negatives) removed, the accuracy increased. In the breakdown of
the test results (Table 4.7, page 61) it is possible to see that the accuracy was
lowest in Category III. This category includes some test cases that are difficult to
determine (late change of mind) as well as giving few relevant feature sets (short
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time before user is in the sensor’s blind spot). The decision about opening the
door must be taken at a certain time; if the user changes his mind after this, there
is no way of avoiding a false positive. In addition, if the sensor was able to cover
the whole area in front of the door, without any blind spots under the camera,
the tracking could have provided more feature sets, and the reasoning in the close
cases could have been strengthened.
It is hard to prove whether better results can be achieved only by adjusting
the values of the symbols, or if it is necessary to add extra symbols, rules, and
possibly even extra features. It would be interesting to see if a machine learning
process could find better values (and rules) for the reasoning, i.e. using decision
tree learning.
The tests revealed a bug in the third-party software libraries, occurring when
some of the tracking points was occluded (especially when the user walked through
the door), leading to a segmentation violation, crashing the program. Since the
middleware is only provided as binaries, I was not able to track down this bug.
Improving the routines for skeletal tracking under occlusion is also impossible
without having source code available. These aspects make it less desirable to use
off the shelf components.
Regardless of what components that are used, it is possible to improve the
communication between humans and computers by analyzing intentions. One of
the main challenges is to provide the system with “perfect” data, covering every
angle and every movement, even under partial occlusion. When testing the system
with multiple actors I used two persons. Dealing with crowds of people provide
even harder challenges, in this case it would be almost impossible to track each
and every joint, inferring the underlying intentions.
4.4 Future Work
The solution proposed in this thesis is by no means the answer to the complex prob-
lem of interpreting human intentions. It is more of a simple, conceptual approach
of merging two disciplines within computer science and artificial intelligence.
As mentioned in the Discussion, it could have been useful to explore the values
of the symbols using machine learning. By learning the classification one could try
to find an optimal set of values that might improve the accuracy, in general and
especially in the more challenging cases. In my work the values were hard coded,
and adjusted manually according to the limitations of the equipment and by trial
and error.
Another interesting approach would be to use probabilistic tools, i.e. Markov
models and Kalman filters, in order to predict the user’s next move, but also in
order to deal with noise and occlusion.
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OpenNI provides a good framework, well suited for human-computer interac-
tion. Using this, it is possible to add multiple sensors. This could remove some of
the limitations that I experienced using only one Kinect, being bound to position-
ing it above the door, tilted downwards. Experimenting with the positioning of
the sensor(s) or even adding different types of sensors could give valuable results
providing better tracking abilities. It would also be possible to develop alternative
implementations to the proprietary NITE middleware. This will, as well as remov-
ing bugs, allow you to control the tracking on a deeper level. This implementations
can then more closely handle intentions and improve the occlusion issues described
earlier.
In the last days of my thesis writing, Microsoft released their official develop-
ment kit (SDK) for use with the Xbox Kinect sensor. It might be desirable to
look into this if planning to continue working with a Kinect sensor. This however
requires the use of Windows 7.
It is also desirable to transfer this solution to other problem areas. My solu-
tion is just a small step towards what could be much larger. Knowing the user’s
intention, without explicitly asking for it, is very helpful. Transferred to other
tasks, this can open a wide range of possibilities. Systems can improve their func-
tionality and efficiency greatly by reading the user’s intentions, and acting upon
them. Operating on a symbolic level also allows the systems to give reasonable
explanations for their choices.
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Appendix A
NSD
NSD (Norwegian Social Science Data Services) is the organ for norwegian univer-
sities, that handles some of the responsibility delegated by the Data Inspectorate
on issues concerning personal information and privacy. Because of my usage of a
camera in a situation that involved other people, I had to notify this organ and
get an approval that allowed me to collect the type of data I needed in order to
test the performance of my door.
A.1 Notification
This notification is a print out of the electronically submitted notification form.
The notification gives detailed specification of the personal information related
activities.
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,XWJDQJVSXQNWHWVNDOLNNHYLGHRPDWHULDOHODJUHV
0LGOHUWLGLJODJULQJNDQDOOLNHYHOY UHQ¡GYHQGLJIRU
PDQXHOODQDO\VH
'DWDPDWHULDOHWVLQQKROG
*M¡UUHGHIRUKYLONH
RSSO\VQLQJHUVRPVDPOHV
LQQ
2PUnGHIRUDQG¡UYLGHRRYHUYnNHVYHGKMHOSDY
NDPHUDPRQWHUWLRYHUNDQWDYG¡UD
6S¡UUHVNMHPDLQWHUYMXJXLGHWHPDOLVWHPPOHJJHV
YHGPHOGHVNMHPDHWWLOVOXWW
6DPOHVGHWLQQGLUHNWH
SHUVRQLGHQWLILVHUHQGH
RSSO\VQLQJHU"
-Dż1HLƔ /HVPHURPKYDSHUVRQRSSO\VQLQJHUHU
1%6HOYRPUHVXOWDWHQHLGHQHQGHOLJH
SXEOLNDVMRQHQYLOY UHDQRQ\PLVHUWPnGHWNU\VVHV
DYKHUGHUVRPGLUHNWHHOOHULQGLUHNWH
SHUVRQLGHQWLILVHUHQGHRSSO\VQLQJHUUHJLVWUHUHVL
GDWDPDWHULDOHWXQGHUYHLVLSURVMHNWHW
+YLVMDKYLONH" Ƒ1DYQ
Ƒ)¡GVHOVGDWR
ƑVLIUHWI¡GVHOVQXPPHU
Ƒ$GUHVVHRJHOOHUHSRVWDGUHVVHRJHOOHU
WHOHIRQQXPPHU
6SHVLILVHUKYLONH
6LGH
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6DPOHVGHWLQQLQGLUHNWH
SHUVRQLGHQWLILVHUHQGH
RSSO\VQLQJHU"
-DƔ1HLż (QSHUVRQYLOY UHLQGLUHNWHLGHQWLILVHUEDUGHUVRP
GHWHUPXOLJnLGHQWLILVHUHYHGNRPPHQGHJMHQQRP
EDNJUXQQVRSSO\VQLQJHUVRPIRUHNVHPSHO
ERVWHGVNRPPXQHHOOHUDUEHLGVSODVVVNROHNRPELQHUW
PHGRSSO\VQLQJHUVRPDOGHUNM¡QQ\UNHGLDJQRVH
HWF
+YLVMDKYLONH" $QVLNWNDQWLOWLGHUY UHV\QOLJHSnYLGHRPDWHULDOH
6DPOHVGHWLQQVHQVLWLYH
SHUVRQRSSO\VQLQJHU"
-Dż1HLƔ
+YLVMDRSSJLKYLONH Ƒ5DVHPHVVLJHOOHUHWQLVNEDNJUXQQHOOHUSROLWLVN
ILORVRILVNHOOHUUHOLJL¡VRSSIDWQLQJ
Ƒ$WHQSHUVRQKDUY UWPLVWHQNWVLNWHWWLOWDOWHOOHU
G¡PWIRUHQVWUDIIEDUKDQGOLQJ
Ƒ+HOVHIRUKROG
Ƒ6HNVXHOOHIRUKROG
Ƒ0HGOHPVNDSLIDJIRUHQLQJHU
6DPOHVGHWLQQRSSO\VQLQJHU
RPWUHGMHSHUVRQ"
-Dż1HLƔ 0HGRSSO\VQLQJHURPWUHGMHSHUVRQPHQHV
RSSO\VQLQJHUVRPNDQVSRUHVWLOEDNHWLOSHUVRQHU
VRPLNNHLQQJnULXWYDOJHW(NVHPSOHUSn
WUHGMHSHUVRQHUNROOHJDHOHYNOLHQWIDPLOLHPHGOHP
+YLVMDKYHPHU
WUHGMHSHUVRQRJKYLONH
RSSO\VQLQJHUUHJLVWUHUHV"
+YRUGDQEOLUWUHGMHSHUVRQ
LQIRUPHUWRPEHKDQGOLQJHQ"
Ƒ6NULIWOLJLQIRUPDVMRQ
Ƒ0XQWOLJLQIRUPDVMRQ
Ƒ%OLULNNHLQIRUPHUW
%OLULNNHLQIRUPHUWUHGHJM¡U
KYRUIRU
,QIRUPDVMRQRJVDPW\NNH
2SSJLKYRUGDQLQIRUPDVMRQ
WLOXWYDOJHWJLV
Ŷ6NULIWOLJLQIRUPDVMRQ
Ƒ0XQWOLJLQIRUPDVMRQ
Ƒ,QJHQLQIRUPDVMRQ
6RPKRYHGUHJHOVNDOGHWJLVLQIRUPDVMRQRJ
LQQKHQWHVVDPW\NNHIUDGHQUHJLVWUHUWH'HUVRP
LQIRUPDVMRQJLVVNULIWOLJOHJJYHGNRSLDY
LQIRUPDVMRQVVNULY
'HUVRPGHWLNNHVNDOJLVLQIRUPDVMRQPnGHWWH
UHGHJM¡UHVIRU
/HVPHURPKYLONHQLQIRUPDVMRQVRPE¡UJLVWLO
XWYDOJHW
5HGHJM¡U 6NLOWVRPUHGHJM¡UIRUSURVMHNWHWVDPWIRU
YLGHRRYHUYnNLQJV\QOLJYHGG¡U
2SSJLKYRUGDQVDPW\NNH
LQQKHQWHV
Ƒ6NULIWOLJVDPW\NNH
Ƒ0XQWOLJVDPW\NNH
Ŷ,QQKHQWHVLNNHVDPW\NNH
'HUVRPGHWEHQ\WWHVVNULIWOLJVDPW\NNHDQEHIDOHV
GHWDWGHWWHI¡OJHULWHNVWHQHWWHULQIRUPDVMRQHQ
'HUVRPGHWLNNHVNDOLQQKHQWHVVDPW\NNHPnGHWWH
UHGHJM¡UHVIRU
/HVPHURPNUDYWLOJ\OGLJVDPW\NNH
,QQKHQWHVLNNHVDPW\NNH
UHGHJM¡U
3HUVRQHUJLUVDPW\NNHYHGnJnLQQLG¡UHQVRPUnGH
,QIRUPDVMRQVVLNNHUKHW
'LUHNWH
SHUVRQLGHQWLILVHUHQGH
RSSO\VQLQJHUHUVWDWWHVPHG
HWUHIHUDQVHQXPPHUVRP
YLVHUWLOHQDWVNLOWQDYQHOLVWH
-Dż1HLƔ 'LUHNWHSHUVRQLGHQWLILVHUHQGHRSSO\VQLQJHUE¡ULNNH
UHJLVWUHUHVVDPPHQPHGGHW¡YULJHGDWDPDWHULDOHW
+YRUGDQODJUHV
OLVWHQNREOLQJVQ¡NNHOHQRJ
KYHPKDUWLOJDQJWLOGHQ"
'LUHNWH
SHUVRQLGHQWLILVHUHQGH
RSSO\VQLQJHUODJUHV
VDPPHQPHGGHW¡YULJH
PDWHULDOHW
-Dż1HLƔ
+YRUIRUHUGHWQ¡GYHQGLJ
PHGRSSEHYDULQJDYGLUHNWH
LGHQWLILNDVMRQVRSSO\VQLQJHU
VDPPHQPHGGHW¡YULJH
GDWDPDWHULDOHW"
/DJUHVGLUHNWH
SHUVRQLGHQWLILVHUEDUH
RSSO\VQLQJHUSnDQGUH
PnWHU"
-Dż1HLƔ
6LGH
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6SHVLILVHU
+YRUGDQUHJLVWUHUHVRJ
RSSEHYDUHVGDWDPDWHULDOHW"
Ŷ)\VLVNLVROHUW3&WLOK¡UHQGHYLUNVRPKHWHQ
Ƒ3&LQHWWYHUNVV\VWHPWLOK¡UHQGHYLUNVRPKHWHQ
Ŷ3&LQHWWYHUNVV\VWHPWLONQ\WWHW,QWHUQHWWWLOK¡UHQGH
YLUNVRPKHWHQ
Ƒ)\VLVNLVROHUWSULYDW3&
Ƒ3ULYDW3&WLONQ\WWHW,QWHUQHWW
Ŷ9LGHRRSSWDNIRWRJUDIL
Ƒ/\GRSSWDN
Ƒ0DQXHOWSDSLU
Ƒ$QQHQUHJLVWUHULQJVPHWRGH
6HWWIOHUHNU\VVGHUVRPRSSO\VQLQJHQHUHJLVWUHUHV
SnIOHUHPnWHU
$QQHQUHJLVWUHULQJVPHWRGH
EHVNULYQ UPHUH
%HKDQGOHVRJHOOHUODJUHV
O\GRJYLGHRRSSWDNRJHOOHU
IRWRJUDILSn3&"
-DƔ1HLż
+YRUGDQHUGDWDPDWHULDOHW
EHVN\WWHWPRWDW
XYHGNRPPHQGHInULQQV\QL
RSSO\VQLQJHQH"
3&HUEHVN\WWHWPHGEUXNHUQDYQSDVVRUG3&KDU
KHOOHULNNHVNMHUPPXVHOOHUWDVWDWXUXQGHU
LQQVDPOLQJHQDYGDWD
(UIHNV3&WLOJDQJHQEHVN\WWHWPHGEUXNHUQDYQRJ
SDVVRUGRJVWnU3&HQLHWOnVEDUWURP"
'HUVRPGHWEHQ\WWHVPRELO
ODJULQJVHQKHWE UEDU3&
PLQQHSHQQPLQQHNRUWFG
HNVWHUQKDUGGLVNRSSJL
KYLONHQW\SHRJUHGHJM¡UIRU
KYRUIRUGHWEHQ\WWHVPRELO
ODJULQJVHQKHW
6NDOSURVMHNWHWKD
PHGDUEHLGHUHVRPYLOIn
WLOJDQJWLOGDWDPDWHULDOHWSn
OLNOLQMHPHGGDJOLJ
DQVYDUOLJVWXGHQW"
-Dż1HLƔ
+YLVMDKYHP"
,QQKHQWHVHOOHURYHUI¡UHV
SHUVRQRSSO\VQLQJHUYHG
KMHOSDYHSRVW,QWHUQHWW"
-Dż1HLƔ
+YLVMDRSSJLKYLONH
RSSO\VQLQJHU
9LOSHUVRQRSSO\VQLQJHUEOL
XWOHYHUWWLODQGUHHQQ
SURVMHNWJUXSSHQ"
-Dż1HLƔ
+YLVMDWLOKYHP"
6NDORSSO\VQLQJHQHVDPOHV
LQQEHDUEHLGHVDYHQ
GDWDEHKDQGOHU"
-Dż1HLƔ 0HGGDWDEHKDQGOHUPHQHVHQVRPVDPOHULQQ
RJHOOHUEHKDQGOHUSHUVRQRSSO\VQLQJHUSnYHJQHDY
GHQEHKDQGOLQJVDQVYDUOLJH(NVHPSOHUSnRIWH
EUXNWHGDWDEHKDQGOHUHHU4XHVWEDFN6\QRYDWH
00,1RUIDNWDHWF
/HVPHURPGDWDEHKDQGOHUDYWDOHUKHU
+YLVMDKYLONHQ"
9XUGHULQJJRGNMHQQLQJIUDDQGUHLQVWDQVHU
6¡NHVGHWGLVSHQVDVMRQIUD
WDXVKHWVSOLNWHQIRUnIn
WLOJDQJWLOGDWD"
-Dż1HLƔ )RUnInWLOJDQJWLOWDXVKHWVEHODJWHRSSO\VQLQJHUIUD
IHNV1$9337V\NHKXVPnGHWV¡NHVRP
GLVSHQVDVMRQIUDWDXVKHWVSOLNWHQ'LVSHQVDVMRQ
V¡NHVYDQOLJYLVIUDDNWXHOWGHSDUWHPHQW)RU
GLVSHQVDVMRQIUDWDXVKHWVSOLNWHQIRU
KHOVHRSSO\VQLQJHUVNDOGHWIRUDOOHW\SHUIRUVNQLQJ
V¡NHV
5HJLRQDONRPLWpIRUPHGLVLQVNRJKHOVHIDJOLJ
IRUVNQLQJVHWLNN
.RPPHQWDU
6NDOGHWLQQKHQWHV
JRGNMHQQLQJWLOODWHOVHIUD
DQGUHLQVWDQVHU"
-DƔ1HLż 'HWNDQIHNVY UHDNWXHOWnV¡NHWLOODWHOVHIUD
UHJLVWHUHLHUIRUWLOJDQJWLOGDWDOHGHOVHQIRUWLOJDQJWLO
IRUVNQLQJLILUPDHWF
+YLVMDKYLONH" /HGHOVHYHGXQLYHUVLWHWIRUWLOODWHOVHWLOnGULYH
YLGHRRYHUYnNQLQJ
3URVMHNWSHULRGH
6LGH
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3URVMHNWSHULRGH 3URVMHNWVWDUW 3URVMHNWVWDUW
7LGVSXQNWIRUQnUI¡UVWHJDQJVNRQWDNWRSSUHWWHV
RJHOOHUGDWDLQQVDPOLQJHQVWDUWHU
3URVMHNWVOXWW
7LGVSXQNWIRUQnUGDWDPDWHULDOHWVNDODQRQ\PLVHUHV
VOHWWHVHOOHUDUNLYHUHVLSnYHQWHDY
RSSI¡OJLQJVVWXGLHU'HWWHVDPPHQIDOOHUJMHUQHPHG
SXEOLVHULQJRJIHUGLJVWLOOLQJDYRSSJDYHDYKDQGOLQJ
HOOHUUDSSRUW
3URVMHNWVOXWW
+YDVNDOVNMHPHG
GDWDPDWHULDOHWYHG
SURVMHNWVOXWW"
Ŷ'DWDPDWHULDOHWVNDODQRQ\PLVHUHV
Ƒ'DWDPDWHULDOHWVNDORSSEHYDUHVPHG
SHUVRQLGHQWLILNDVMRQ
0HGDQRQ\PLVHULQJPHQHVDWGHWLNNHOHQJHUHU
PXOLJnI¡UHRSSO\VQLQJHQHWLOEDNHWLOHQNHOWSHUVRQHU
LGDWDPDWHULDOHW
/HVPHURPDQRQ\PLVHULQJ
+YRUGDQVNDOGDWDPDWHULDOHW
DQRQ\PLVHUHV"
$OOLQQVDPOHWGDWDVOHWWHVYHGSURVMHNWVOXWW +RYHGUHJHOIRUODJULQJDYGDWDPHG
SHUVRQLGHQWLILNDVMRQHUVDPW\NNHIUDGHQUHJLVWUHUWH
cUVDNHUWLORSSEHYDULQJNDQY UHNRQNUHWH
RSSI¡OJQLQJVVWXGLHUXQGHUYLVQLQJVIRUPnOHOOHU
DQQHW
'DWDPDWHULDOHWNDQODJUHVYHGHJHQLQVWLWXVMRQ
RIIHQWOLJDUNLYHOOHUDQQHW
/HVPHURPDUNLYHULQJ
+YRUIRUVNDOGDWDPDWHULDOHW
RSSEHYDUHVPHG
SHUVRQLGHQWLILNDVMRQ"
+YRUVNDOGDWDPDWHULDOHW
RSSEHYDUHVRJKYRUOHQJH"
)LQDQVLHULQJ
+YRUGDQILQDQVLHUHV
SURVMHNWHW"
(JQHUHVVXUVHU
7LOOHJJVRSSO\VQLQJHU
7LOOHJJVRSSO\VQLQJHU
9HGOHJJ
$QWDOOYHGOHJJ 
6LGH
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NSD 81
A.2 Concession
This section includes the response from NSD allowing me to collect the data as
requested.
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82 Concession
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NSD 85
A.3 Consent
When collecting personal data, it is important that this is done with the consent
of the involved persons. This section includes the poster informing the test users
about the collection and handling of data.
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KAMERA-
OVERVÅKNING
Prosjekt: Intensjons-basert dør
Denne døra er en del av et masterprosjekt, som har som formål å konstruere en dør som 
responderer på ditt ønske om å gå gjennom den.
Du er velkommen til å gå gjennom døra, og/eller bevege deg i området rundt døra for å 
teste hvorvidt den faktisk åpner seg når du skal gå gjennom den.
For å muliggjøre dette er døra utstyrt med kamera og datamaskin som analyserer ditt 
bevegelsesmønster i området rundt den.
Samtykke
Ved å gå inn i området samtykker du i at du blir video-overvåket. Video brukes direkte av 
systemet for å åpne døren. Det kan være nødvendig å ta vare på video for evaluering av 
dørens prestasjon. Alle innsamlede data vil bli slettet ved prosjektslutt (juni 2011).
John Sverre Solem! Anders Kofod-Petersen
johnsvs@stud.ntnu.no! anderpe@idi.ntnu.no
Student! Veileder
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Appendix B
Door schematics
In this chapter, some of the schematics of the door used during the building process
are included. For convenience a total height for the construction was set in order
to fit under a standard ceiling height of 2.40 meters, this gave a limited height of
the door opening of about 2 meters. A width of 2.50 meters was also chosen to
limit the total size.
The construction must be portable, and can therefore be disassembled into
pieces of manageable size. The frame consists of two pockets, mounted together
by a top case, holding the drive system and rails, and a floor board. Four feet
support the frame in order to prevent it from tipping over. Figure B.1 shows
the pockets together with the top case. Figure B.2 shows a cross section of the
top case. The top case is designed in such a way that it can support the doors,
providing rails for the wheels, as well as giving a separate room for the drive system
on top. Figure B.3 illustrates the function of the drive system, including the belt,
cog wheels and doors.
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Figure B.1: Front view of the door frame
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Door schematics 91
Figure B.2: Cross-section of door frame with door
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??????
????????
??????????
??????
???????????????????
Figure B.3: Belt and wheels
i
i
“report” — 2011/6/20 — 15:25 — page 93 — #107 i
i
i
i
i
i
Appendix C
Manuscripts
The manuscripts are written to provide a systematic approach to the testing of
the sliding door. When testing the door, it is important to get a broad perspective
covering some odd cases as well as the most frequently used cases. Random usage
could also have provided results, but then you lose control of which situations that
are played out, and the width of the cases is not guaranteed within a reasonable
amount of time. The manuscripts in this section are written to cover what may be
considered as normal use, bordering to abnormal. They are grouped in categories
according to the challenge they provide. The manuscripts cover both positive
cases, where the user wants to go through the door, and negative cases where
the user does not want to go through the door. For all manuscripts the following
parameters are defined:
Category The challenge the case poses to the system – Simple, Intermedi-
ate, Challenging.
Actors The number of actors involved in the scene.
Intention The actors intention of walking through the door – Positive or
Negative.
Speed How the walk is done – Normal or Fast
Acceleration How the speed changes throughout the case
Path The direction of walking – Straight, Changing etc.
Description Detailed instructions on how the case must be played.
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Simple
Positive
Manuscript 1
Category Actors Intention
Simple 1 Positive
Speed Acceleration Path
????
???? ????
???? ????
Normal None Straight
Description: A person walks with normal speed straight towards the door,
intending to walk through it.
Manuscript 2
Category Actors Intention
Simple 1 Positive
Speed Acceleration Path
door
door door
door door
Normal None Straight
Description: A person is standing at the side of the scene. He faces the
door and heads straight towards the door, intending to walk through it. The
incoming path is straight but angled about 30◦ of the z-axis.
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Manuscripts 95
Manuscript 3
Category Actors Intention
Simple 1 Positive
Speed Acceleration Path
door
Normal None Straight
Description: A person is standing at the side of the scene. He faces the
door and heads straight towards the door, intending to walk through it. The
incoming path is straight but angled about 45◦ of the z-axis.
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Negative
Manuscript 4
Category Actors Intention
Simple 1 Negative
Speed Acceleration Path
door
Normal None Straight
Description: A person is standing at the side of the scene. He walks in
a straight line in parallel with the door. Distance between the door and the
person is about 2 meters.
Manuscript 5
Category Actors Intention
Simple 1 Negative
Speed Acceleration Path
door
Normal None Straight
Description: A person is standing next to the door. He walks diagonally
across the scene, away from the door.
i
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Manuscripts 97
Intermediate
Positive
Manuscript 6
Category Actors Intention
Intermediate 1 Positive
Speed Acceleration Path
door
Fast None Straight
Description: A person walks quickly straight towards the door, intending to
walk through it.
Manuscript 7
Category Actors Intention
Intermediate 1 Positive
Speed Acceleration Path
door
Normal Changing Changing
Description: A person walks parallel to the door and is suddenly told to
walk through the door, simulating changing one’s mind.
i
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Manuscript 8
Category Actors Intention
Intermediate 2 Positive
Speed Acceleration Path
door
Normal None Straight
Description: A pair walks together in a straight line, at normal speed, along
the z-axis, both intending to walk through the door.
Manuscript 9
Category Actors Intention
Intermediate 2 Positive
Speed Acceleration Path
door
Normal Mixed Mixed
Description: A pair walks together in a straight line, at normal speed, along
the z-axis, both intending to walk through the door. One person is then told to
exit the scene to the side.
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Manuscripts 99
Negative
Manuscript 10
Category Actors Intention
Intermediate 2 Negative
Speed Acceleration Path
door
None None Standing
Description: Two people are standing in front of the door, facing each other.
They are not moving in any direction. They are talking together, gesticulating
and moving at the spot. This scenario simulates a casual talk in front of a
door.
Manuscript 11
Category Actors Intention
Intermediate 1 Negative
Speed Acceleration Path
door
Normal None Straight
Description: A person is standing at the side of the scene. He walks in a
straight line, diagonally across the scene, aiming at the opposite side of the
door, at a point about 1 m away from the door.
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Complicated
Positive
Manuscript 12
Category Actors Intention
Complicated 1 Positive
Speed Acceleration Path
door
Normal None Straight
Description: A person walks sideways in a straight line, along the z-axis,
with the intention of walking through the door.
Manuscript 13
Category Actors Intention
Complicated 1 Positive
Speed Acceleration Path
door
Normal None Straight
Description: A person walks backwards in a straight line, along the z-axis,
with the intention of walking through the door.
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Manuscripts 101
Manuscript 14
Category Actors Intention
Complicated 1 Positive
Speed Acceleration Path
door
Low None Turning
Description: A person is standing close to the door. He is standing with
his back to the door. He wants to go back inside again, and turns around.
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Manuscript 15
Category Actors Intention
Complicated 1 Negative
Speed Acceleration Path
door
Normal Changing Changing
Description: A person is told to walk through the door. Walking along the
z-axis, he is suddenly ordered to turn left and go to the side.
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Appendix D
SCAI Poster
The 11th Scandinavian Conference on Artificial Intelligence was held during my
thesis work. I participated in this conference with a poster and a demonstration
of the door. A downscaled version of the poster is included in this appendix. The
original size is A0.
Figure D.1: Getting the door ready for SCAI
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Introduction
When a person is interacting with an environment, a non-
verbal body language is used. This language often expresses
intentions. The intentions are not always shown explicitly. How-
ever, human beings can easily read this intentions. If the en-
vironment was able to read these intentions as well, miscom-
munication could be avoided. We attempt to explore this, using
sliding doors as an example.
Sliding doors are today mostly based on naive motion sens-
ing, and hence not very intelligent in deciding to open or not.
Ignoring the user’s intention, can result in a miscommunication
between the door and the user, most often leading to erroneous
openings the door.
We propose a solution to this problem:
•Capture human activity in front of a door using cameras.
•Recognize and track users by processing RGB and range data.
•Extract features according to a model of human behavior and
intention.
•Make a decision using a rule-based reasoning mechanism.
1. Modeling human behavior
PERSONS wanting to go though a door, displaya behavior signaling their intentions. This can
easily be captured by human beings, but how can
a computer do the same?
Figure 1: Features for modeling intention (from
Kofod-Petersen et al. [2009])
This kind of features must be quantified, in order
to be reasoned over:
Table 1: Features, ranges and units
Main feature Feature Range/Unit
Motion Speed [0, 10]m/s
Acceleration [−5, 5]m/s2
Heading [0, 360￿ ◦
Proximity Distance [0, 10]m
Visual target Head angle [0, 360￿ ◦
Body alignment Shoulder angle [0, 360￿ ◦
Hip angle [0, 360￿ ◦
2. Kinect, OpenNI and NITE
KINECT is a sensor created for tracking hu-mans, and can supply both RGB and Depth
image streams.
Figure 2: Microsoft Kinect Sensor for Xbox 360,
providing RGB and Depth data
OpenNI is a framework that helps in the devel-
opment of applications utilizing natural interfaces.
NITE is middleware supplying human tracking ca-
pabilities.
Figure 3: Layered view of the OpenNI concept
(from http://www.openni.org)
3. Capturing an intention
CAPTURING the intention is a matter of trackingthe right key points:
Figure 4: Five keypoints marked on a user in a
coordinate system
The keypoints must be handled in order to extract
the wanted features:
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Figure 5: Pipeline showing the steps in the pro-
cess
The reasoning process is the last step in the pro-
cess, inferring the user’s intention.
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Figure 6: Decision tree, illustrating reasoning
process
Our solution consists of different components,
both on the hardware side and the software side:
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Figure 7: Component diagram showing solution
implementation
4. Prospects
OUR application is a small step towards whatcould be much larger. Knowing the users in-
tention, without explicitly asking for it, is very help-
ful. Transferred to other tasks, this can open a
wide range of possibilities. Systems can improve
their functionality and efficiency greatly by read-
ing the user’s intentions, and acting upon them.
Operating on a symbolic level also allows the
systems to give reasonable explanations for their
choices.
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