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MRI magnetic resonance imaging slikanje z magnetno resonanco
PET positron emission tomography pozitronska emisijska tomografija
EEG electroencephalography elektroencefalografija
SVM support vector machine metoda podpornih vektorjev
LR logistic regression logisticˇna regresija
DT decision tree odlocˇitveno drevo
KNN k-nearest neighbours k-najblizˇjih sosedov
NB naive Bayes naivni Bayes
RF random forest nakljucˇni gozd
NN neural network nevronska mrezˇa
AUC area under curve povrsˇina pod krivuljo
ANCOVA analysis of covariance analiza kovariance
CD critical difference kriticˇna razdalja

Povzetek
Naslov: Napovedovanje Alzheimerjeve bolezni z zlivanjem podatkov
Alzheimerjeva bolezen je vse bolj perecˇ problem v modernem svetu, saj se svetovno
prebivalstvo stara. Ta zahrbtna nevrodegenerativna bolezen povzrocˇa demenco in vpliva
na vsakodnevno zˇivljenje tako obolelega kot njegovih oskrbnikov. Diagnoza bolezni je
trenutno mogocˇa sˇele po smrti osebe, ki trpi za to boleznijo. Raziskovalci se zato trudijo
z razlicˇnimi tipi podatkov in metodami izboljˇsati modele za dovolj zgodnje razlikovanje
med zdravimi in obolelimi osebami.
V magistrski nalogi obravnavamo napovedovanje Alzheimerjeve bolezni z uporabo zli-
vanja podatkov. V ta namen predlagamo metodo zgodnje integracije atributov. Metoda
na skupnih atributih dveh mnozˇic naucˇi modele za nadzorovano ucˇenje in z njimi napove
manjkajocˇe atribute iz druge mnozˇice atributom iz prve mnozˇice. Implementirano metodo
stestiramo na vecˇ mnozˇicah, ki vsebujejo podatke razlicˇnih modalnosti, tako da med seboj
primerjamo vecˇje sˇtevilo modelov, zgrajenih na osnovnih in zlitih mnozˇicah. Obravnavane
implementacije metod znacˇilno ne izboljˇsajo modelov. V nekaterih primerih pa je vse-
eno mogocˇe opaziti izboljˇsanje napovedi in tako potencial zlivanja podatkov za zviˇsanje
klasifikacijske tocˇnosti.
Kljucˇne besede
Alzheimerjeva bolezen, strojno ucˇenje, zlivanje podatkov, napovedovanje, klasifikacija

Abstract
Title: Predicting the Alzheimer’s disease using data fusion
Alzheimer’s disease is an increasingly pressing problem in the modern world, as the
world’s population is aging. This insidious neurodegenerative disease causes dementia and
affects the daily life of both – the diseased and their caregivers. Diagnosing this disease is
currently possible only after the death of the affected person. Researchers are striving to
develop a method for predicting this disease using different types of data.
In this master’s thesis we are trying to improve prediction of Alzheimer’s disease using
data fusion. To this end, we propose an early attribute integration method. Our method
takes common attributes of two sets and builds models to extend the attributes from orig-
inal set with the missing attributes of the other set. We test the our implementation of
the proposed method on multiple sets containing data of various modalities. We compare
classification models built on the fused datasets and on the original datasets. Our imple-
mentation of the method does not significantly improve the models. However, in some
cases, improvement is noticeable and can nevertheless indicate the potential of data fusion
for increasing the classification accuracy.
Keywords




Demenca je sindrom, ki se pojavi zaradi bolezni mozˇganov. Pri tem pride do zmanjˇsanja
oziroma pojemanja mentalnih in intelektualnih funkcij. Med njih spadajo miˇsljenje, spo-
min, presoja, zaznava, orientacija, sklepanje, sposobnost ucˇenja, sposobnost resˇevanja pro-
blemov, racˇunanje itd. [1] Okoli 47 milijonov ljudi po vsem svetu trpi za demenco in vsako
leto se ta sˇtevilka povecˇa za 9.9 milijonov. Svetovna zdravstvena organizacija pricˇakuje
do leta 2030 porast obolelih na 75 milijonov [2].
Demenca se lahko razvije pri komurkoli. Pri mladih ljudeh se lahko nenadoma razvije,
kadar pride do unicˇenja mozˇganskih celic zaradi hude posˇkodbe ali bolezni. Ponavadi se
demenca pocˇasi razvija pri ljudeh, starejˇsih od 60 let, vendar ni normalen del staranja.
Staranje povzrocˇa spremembe pri vseh ljudeh. Pojavljati se zacˇnejo vrzeli v spominu,
tezˇje postane opravljanje vecˇ stvari hkrati, ucˇenje novih stvari zahteva vecˇ cˇasa itd. Te
spremembe vplivajo na izgubo razuma do te mere, da oseba ni vecˇ zmozˇna normalnega
delovanja in vsakodnevnega zˇivljenja [3].
Vzrokov za nastanek demence je vecˇ. Lahko se pojavi po hudi mozˇganski posˇkodbi,
srcˇnem ali mozˇganskem infarktu ali pa je posledica ene izmed vecˇ kot 200 znanih bolezni.
Med njih spadajo med drugim tudi Alzheimerjeva bolezen, bolezen z Lewyjevimi telesci,
Parkinsonova bolezen, AIDS itd. [1] Najpogostejˇsi razlog za pojavitev demence je Alz-
heimerjeva bolezen. Svetovna zdravstvena organizacija pripisuje med 60 in 70 odstotkov
primerov demence Alzheimerjevi bolezni [2].
Alzheimerjeva bolezen je nevrodegenerativna bolezen mozˇganov. Gre za zelo zahrbtno
bolezen, saj povzrocˇa mozˇganske posˇkodbe kar nekaj let, preden se pojavijo kakrsˇnikoli
simptomi cˇustvene, fizicˇne ali kognitivne narave. Tocˇni vzroki za nastanek bolezni sˇe niso
znani, vendar so raziskovalci odkrili precej dejavnikov tveganja, kot so: starost, zˇenski
spol, genetika, visok krvni tlak, visok holesterol, diabetes, debelost in motnje spanja [4].
Postavljanje diagnoze je zaradi tega izjemno tezˇko. Vztrajno napredovanje demence in z
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Slika 1.1: Leva slika prikazuje normalne mozˇgane. Desna prikazuje atrofijo mozˇganov,
ki je posledica Alzheimerjeve bolezni. Iz slike je tudi razvidno zmanjˇsanje volumna in
povecˇanje razmaka med mozˇganskimi rezˇnji. Vir slike: Alzheimer’s association1.
njo povezanih tezˇav, kot je izguba spomina, nakazuje pri starejˇsih ljudeh na prisotnost
Alzheimerjeve bolezni. Zdravniki v teh primerih opravijo vrsto preiskav in pogovorov z
bolnikom in njegovimi svojci. Za bolezen je znacˇilna akumulacija nenormalnih beljakovin
v obliki nevrofibrilarnih pentelj (angl. neurofibrillary tangles) in senilnih plak (angl. amy-
loid plaques). Akumulacija sˇkodljivih beljakovin povzrocˇa odmiranje nevronskih celic in
posledicˇno atrofijo mozˇganov. Razliko med zdravimi in posˇkodovanimi mozˇgani prika-
zuje slika 1.1. Identifikacija teh beljakovin je mogocˇa le z analizo mozˇganskega tkiva.
Posledicˇno se lahko pravilna diagnoza postavi sˇele po smrti [5].
Alzheimerjeva bolezen je trenutno sˇe neozdravljiva, vendar obstajajo zdravila, ki po-
magajo prizatetim ljudem in za nekaj let upocˇasnijo razvoj bolezni. Poleg zdravil obstaja
tudi precej terapevtskih pristopov, ki zaustavljajo hitro napredovanje bolezni. Cˇimprejˇsnja
diagnoza ljudi s kognitivno motnjo je zato zelo pomembna, saj jim to omogocˇi boljˇso iz-
biro nege in tako podaljˇsa samostojnost in posledicˇno kakovost zˇivljenja. Bolezen vpliva
tudi na oskrbovalce, ki so najpogosteje svojci. Z zgodnjim odkritjem se tako lahko bolje
pripravijo na prihodnost. To vkljucˇuje med drugim tudi pogovor o financah, medicinski
oskrbi, razlicˇnih terapijah itd. [5, 6]
Napredki v medicinskem slikanju, identifikaciji biomarkerjev v krvni plazmi in napre-
den razvoj nevropsiholosˇkih testov omogocˇajo uporabo metod strojnega ucˇenja za iskanje
prediktorjev Alzheimerjeve bolezni in njeno napovedovanje. V tej magistrski nalogi se
bomo osredotocˇili na zlivanje razlicˇnih podatkovnih mnozˇic z namenom izboljˇsanja napo-
vedne tocˇnosti Alzheimerjeve bolezni.
V nadaljevanju najprej naredimo pregled sorodnih del in opiˇsemo dosezˇke na podrocˇju
analize Alzheimerjeve bolezni. V tretjem poglavju so podrobno opisane vse uporabljene
metode strojnega ucˇenja. V cˇetrtem poglavju predstavimo nasˇo metodo zlivanja podat-
1https://www.alz.org/braintour/alzheimers_changes.asp
3kov. V petem poglavju predstavimo postopek ucˇenja, uporabljene podatke in metode za
ocenjevanje uspesˇnosti. V sˇestem poglavju predstavimo rezultate in jih ocenimo.
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Poglavje 2
Pregled literature
V literaturi se Alzheimerjeva bolezen (AB) pojavlja od leta 1907, ko jo je prvi opisal
dr. Alois Alzheimer. Od takrat na tem podrocˇju aktivno raziskujemo razlicˇne mozˇnosti
diagnosticiranja bolezni. Veliko poudarka je predvsem na podrocˇjih algoritmov za napo-
vedovanje stadija bolezni in dolocˇanja prediktorjev bolezni. Stadij bolezni je omejen na
tri skupine, kamor delimo osebe glede na stopnjo demence. Kontrolna skupina ne izkazuje
nobenih znakov demence. Osebe z blazˇjo kognitivno motnjo kazˇejo prisotnost demence,
vendar so zmozˇne vsakodnevnega zˇivljenja. V zadnjo skupino spadajo osebe, ki jasno
izkazujejo znake bolezni.
V zadnjih 20 letih so napredki v razvoju medicinskih naprav omogocˇili zajemanje
razlicˇnih tipov podatkov in tako odprli nove mozˇnosti za analizo bolezni. Med njih spa-
dajo magnetno-resonancˇne slike (MRI), slike pozitronske emisijske tomografije (PET), si-
gnali elektroencefalografa (EEG), biomarkerji iz krvi in cerebrospinalne tekocˇine, rezultati
klinicˇnih in kognitivnih testov in demografski podatki.
V tem poglavju predstavimo dosedanje dosezˇke na podrocˇju raziskovanja Alzheimer-
jeve bolezni. Poglavje je razdeljeno na podpoglavja glede na podatke, ki so jih raziskovalci
primarno uporabili v cˇlankih.
2.1 Uporaba medicinskih slik
Vecˇina raziskovalcev uporablja podatke samo ene modalnosti v kombinaciji zˇe uveljavlje-
nimi metodami strojnega ucˇenja, kot so na primer nevronske mrezˇe in metoda podpornih
vektorjev (SVM). Najpogosteje se za napovedovanje AB uporabljajo slike PET ali slike
MRI, iz katerih je mogocˇe izlusˇcˇiti razlicˇne vrste atributov. Surovi podatki teh slik predsta-
vljajo jakosti 3D mnozˇice vokslov, ki jih je mozˇno uporabiti kot atribute. Tak vektor atri-
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butov je poln sˇuma in je za klasifikacijo uporaben sˇele po uporabi algoritma za zmanjˇsanje
dimenzionalnosti. Obstajajo pristopi, kjer lahko z algoritmi racˇunalniˇskega vida izlusˇcˇimo
ogromno mnozˇico razlicˇnih opisnih atributov iz slik, kot so debelina mozˇganske skorje, vo-
lumni in ukrivljenost mozˇganskih regij in podobne atribute posameznih delov mozˇganov
[7, 8, 9].
Chu et al. so v cˇlanku [10] raziskovali vpliv razlicˇnih metod za izbiranje atributov.
Preizkusili so sˇtiri razlicˇne metode. Prva je voksle iz slik sive mozˇganovine razdelila na
27 razlicˇnih regij, ki so jih dodatno zmanjˇsali na 9 z uporabo rezultatov iz drugih sˇtudij.
Druga metoda je voksle oseb z AB primerjala z voksli zdravih oseb z uporabo t-testa.
Tretja je bila kombinacija prvih dveh. Najprej so voksle primerjali z uporabo t-testa, nato
so izracˇunali povprecˇno t-vrednost v posamezni regiji in na koncu razvrstili regije glede na
povprecˇne t-vrednosti. Najboljˇsih n so uporabili za klasifikacijo. Cˇetrta metoda je upora-
bljala rekurzivno eliminacijo atributov z uporabo predelane SVM [11]. Za klasifikacijo so
uporabili SVM. S prvo in tretjo metodo so dosegli klasifikacijske tocˇnosti okoli 85%. Ti
metodi sta prinesli znacˇilno boljˇse rezultate kot klasifikacija brez izbire atributov.
Liu et al. [12] so predlagali uporabo ansambla, ki je uporabljal sˇibke klasifikatorje z
redko predstavitvijo podatkov (angl. Sparse representation-based classifier). Ta klasifika-
tor v fazi ucˇenja z uporabo vseh podatkov zgradi slovar. V fazi napovedovanja testnega
primera v slovarju poiˇscˇe njegovo redko predstavitev. Zakodira ga kot linearno kombina-
cijo vseh ucˇnih primerov in z uporabo normalizacije L1 evalvira rekonstrukcijsko napako
za vsak razred. Razred z najmanjˇso napako uporabi za napoved. Vhod v vsak sˇibki kla-
sifikator je bila nakljucˇna podmnozˇica zaplat vokslov vnaprej dolocˇenih velikosti (3×3×3,
5×5×5, ...). Predlagano metodo so primerjali s SVM z linearnim jedrom. Z narasˇcˇajocˇim
sˇtevilom vokslov je tocˇnost SVM padala, medtem ko je tocˇnost ansambla rastla. Ansambel
je dosegel tocˇnost 91%. Analizirali so tudi posamezne tocˇnosti sˇibkih klasifikatorjev. Ugo-
tovili so, da so sˇibki klasifikatorji z visokimi tocˇnostmi uporabljali zaplate iz mozˇganskih
regij, ki se jih pogosto povezuje z Alzheimerjevo boleznijo. Med njih spadajo med drugim
hipokampus, entorinalna skorja, amigdala, ...
Napovedovanja Alzheimerjeve bolezni so se v [13] lotili z uporabo algoritma LPboo-
sting (angl. Linear Programming Boosting). Z agregacijo napovedi sˇibkih klasifikatorjev
algoritem poskusˇa izboljˇsati napovedno tocˇnost celotnega modela. Avtorji so za sˇibke
klasifikatorje uporabili kar vrednosti posameznih vokslov, transformiranih z uporabo pri-
lagojene sigmoidne funkcije. Razdelitvena ravnina, ki jo je izracˇunal algoritem, je bila
odvisna od napake posameznega sˇibkega klasifikatorja. Za zmansˇanje pretiranega prilaga-
janja ucˇnim primerom je algoritem uporabljal regularizacijo L1. Algoritem so uporabili na
vokslih slik MRI, kjer je dosegel tocˇnost 82% in PET slik, kjer je bila tocˇnost 80%. Tako
kot v [12] je tu analiza utezˇi posameznih sˇibkih klasifikatorjev pokazala, da so klasifika-
torji z visokimi utezˇmi pripadali vokslom iz mozˇganskih regij, ki so jih tudi druge sˇtudije
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oznacˇile za prediktorje bolezni. Poleg tega so za nekatere primere slik ugotovili, da je vecˇ
kot 65% sˇibkih klasifikatorjev narobe ocenilo napoved razreda, kar nakazuje na mozˇnost,
da razred zˇe na zacˇetku ni bil pravilno dodeljen.
Avtorji cˇlanka [14] so se napovedovanja AB lotili z uporabo konvolucijske nevron-
ske mrezˇe (CNN) na surovih slikah MRI. Predlagan klasifikator uporablja spodnje nivoje
mrezˇe za generalizacijo vektorja vokslov v stisnjen vektor atributov, ki jih lahko viˇsji ni-
voji uporabijo za ucˇenje binarne ali vecˇrazredne klasifikacije. Tocˇnost napovedi AB je z
uporabo precˇnega preverjanja dosegla kar 97%.
V cˇlanku [15] so uporabili PCA (angl. Principal Component Analysis) za zmanjˇsanje
sˇtevila atributov pridobljenih iz vokslov PET slik. Pri tem niso uporabili klasicˇne metode
za predstavitev podprostora za izbiro baznih vektorjev glede na zajeto varianco, temvecˇ so
jih izbrali glede na izracˇunan Fisherjev kolicˇnik, za katerega so uporabili tudi informacijo
o razredu. Izracˇunane atribute so uporabili na napoved AB z nevronskimi mrezˇami in
SVM z linearnim in kvadratnim jedrom. Dosegli so klasifikacijsko tocˇnost okoli 90% in
senzitivnost okoli 91%.
Kippenhan et al. so v [16] voksle iz PET slik razdelili v 67 regij in za vsako izracˇunali
povprecˇno aktivnost metabolizma. Z dobljenimi podatki so analizirali napovedno mocˇ
LDA (angl. Linear Discriminant Analysis) in nevronskih mrezˇ. Nevronske mrezˇe so se
izkazale za boljˇso izbiro kot LDA. Rezultate so primerjali z napovedmi eksperta na tem
podrocˇju in ugotovili, da so primerljivi z nevronskimi mrezˇami.
Za klasifikacijo so v [17] prav tako uporabili LDA. Vhodne podatke v algoritem so
izracˇunali iz slik MRI in znizˇali dimenzionalnost s PCA. Vhodni podatki v PCA so bile
debeline mozˇganske skorje, izracˇunane v vsakem ogliˇscˇu 3D rekonsktrukcije mozˇganske
skorje, ki so jih transformirali v frekvencˇno domeno in odstranili visokofrekvencˇne kom-
ponente. Dosegli so specificˇnost 82% in senzitivnost 93%. Najbolj diskriminativna ogliˇscˇa
so bila ogliˇscˇa regij entorinalne in prefrontalne skorje.
Uporaba longitudinalnih podatkov (podatki zajeti ob razlicˇnih pregledih skozi cˇas)
lahko omogocˇi doprinos novih informacij o posamezni osebi. To so pokazali v [18], kjer so
z uporabo procesiranih atributov iz longitudinalnih slik MRI znacˇilno izboljˇsali napovedno
tocˇnost klasifikatorja SVM. Za vsako osebo so imeli po dve sliki – iz prvega pregleda in iz
ponovnega pregleda po 12 mesecih. Iz njih so za 83 regij izracˇunali povprecˇne intezitete
vokslov. Napovedni tocˇnosti za poskuse z atributi iz posameznih pregledov so bile znacˇilno
slabsˇe kot za poskus, kjer so bili uposˇtevani atributi obeh pregledov hkrati. Tocˇnost
napovedi Alzheimerjeve bolezni tega poskusa je bila 88%, senzitivnost 83% in specificˇnost
94%.
Huang et al. [19] so prav tako eksperimentirali z longitudinalnimi slikami MRI. Name-
sto gradnje enega klasifikatorja z optimalno podmnozˇico atributov so predlagali hierarhicˇni
klasifikator, ki uporablja vecˇje sˇtevilo preprostih klasifikatorjev, razdeljenih v tri nivoje.
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Pomembni lastnosti predlaganega klasifikatorja sta zmnozˇnost naslovitve problema previ-
soke dimenzionalnosti podatkov in vljucˇitev in uporaba prostorskih informacij. Prvi nivo
je zgradil klasifikatorje na surovih slikah MRI – intenzitetah vokslov. Na drugem nivoju
je vsak klasifikator uporabil zaplato izhodov iz prejˇsnjega nivoja. Zadnji nivo je zdruzˇil
vse napovedi v eno samo. Predlagana metoda je imela tocˇnost 79% in je bila boljˇsa od
posameznega klasifikatorja.
2.2 Uporaba podatkov o krvnih proteinih
V literaturi se vse pogosteje pojavlja uporaba podatkov o koncentracijah proteinov iz
krvne plazme. Zaradi lazˇjega odvzema vzorca in manjˇse invazivnosti so metode, ki taksˇne
podatke uporabljajo, seveda optimalnejˇse. Doecke et al. [20] so za napovedovanje bolezni
uporabili podatke z meritvami priblizˇno 180 razlicˇnih proteinov. Za izlocˇitev nerelevantnih
atributov so opravili kompleksno analizo. Iz ucˇnega dela podatkov so izbrali 70% primerov
in na njih uporabili 4 razlicˇne metode za izbiro atributov. Ta postopek so ponovili 100-
krat. Atributi, ki jih je vsaka metoda izbrala v vecˇ kot 50% poskusov, so bili uporabljeni
za nadaljnje analize. Najpogosteje izbrani proteini se pojavljajo tudi v drugih raziskavah.
Poleg tega so odkrili tudi protein (angl. Carcinoembryonic antigen), ki ga do takrat sˇe nihcˇe
ni povezal z Alzheimerjevo boleznijo. Na podlagi izbranih atributov so tudi napovedali
bolezen z metodami naivni Bayes, nakljucˇni gozdovi in SVM. Senzitivnost in specificˇnost
so dosegli 85%, AUC pa 0.89.
V cˇlanku [21] so zgornjo raziskavo sˇe dodatno poglobili. Iz skupine 120 proteinov so
s statisticˇnim algoritmom dolocˇili 18 takih, ki so znacˇilno locˇili primere z Alzheimerjevo
boleznijo od kontrolnih primerov. Uporabili so algoritem SAM (angl. Significance Analysis
of Microarrays), ki vsak protein testira z uporabo prilagojenega t-testa. Testiranje se
ponovi vecˇkrat, vsakicˇ pa se vrednosti posameznega proteina permutirajo med ciljnimi
skupinami. Rezultate vseh testov se primerja in dolocˇi, ali je permutiranje vplivalo nanje.
Za znacˇilne proteine so poiskali tudi biolosˇko razlago. Z uporabo orodja za dolocˇanje
genskih omrezˇij so identificirali dve neodvisni regulatorni omrezˇji, ki povezujeta proteine
in dolocˇata njihovo medsebojno odvisnost. Disfunkcija posamezne poti v omrezˇju vpliva
na prisotnost proteinov v krvi, kar pa lahko posledicˇno nakazuje na prisotnost bolezni.
Llano et al. [22] so primerjali vecˇ metod za izbiro atributov v kombinaciji s klasifika-
torji. Analizirali so napovedno mocˇ podatkov o koncentracijah proteinov za napovedovanje
AB in kontrolnega razreda z uporabo testa ANCOVA in t-testa. Na znacˇilnih prediktorjih
so dodatno uporabili eno izmed metod za izbiro atributov: nakljucˇni gozd, metoda del-
nih najmanjˇsih kvadratov, bagging in simulirano ohlajanje. Na optimalni podmnozˇici so
nato zgradili klasifikacijski model z enim od naslednjih algoritmov: nakljucˇni gozd, dia-
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gonalna linearna diskriminantna analiza, SVM, umetna nevronska mrezˇa, metoda delnih
najmanjˇsih kvadratov, bagging in k-najblizˇjih sosedov. Najviˇsjo klasifikacijsko tocˇnost so
dosegli z uporabo nakljucˇnega gozda za gradnjo modela.
2.3 Uporaba drugih vrst podatkov
Raziskovalci uporabljajo tudi druge vrste podatkov. Med njih spadajo signali EEG,
funkcijske slike MRI, rezultati kognitivnih testov in biomarkerji, kot je cerebrospinalna
tekocˇina.
Redkeje lahko zasledimo uporabo signalov EEG. Signali v surovi obliki niso primerni
za obdelavo, saj vsebujejo prevecˇ sˇuma. V [23] so izmerili signale EEG na 19 lokacijah na
glavi in jih s Fourierjevo transformacijo transformirali v frekvencˇno domeno. Za vsako od
19 transformacij so izracˇunali povprecˇno magnitudo signala za 5 frekvencˇnih obmocˇij. Iz
dobljenih rezultatov so dodatno izracˇunali nelinearne atribute. Vse obdelane atribute so
zdruzˇili in jih uporabili kot vhod za algoritme strojnega ucˇenja: diskriminantno analizo,
1-NN in nevronske mrezˇe. Najbolje se je odrezala nevronska mrezˇa s tocˇnostjo 92%,
senzitivnostjo 86% in specificˇnostjo 96%. Ugotovili so tudi, da se frekvencˇna obmocˇja
precej spremenijo pri osebah z boleznijo. Aktivnost je znacˇilno padla predvsem v obmocˇjih
od 8.0-12.5 Hz in od 13.0-18.0 Hz.
Challis et al. [24] so primerjali uspesˇnost logisticˇne regresije Bayesovo-Gaussovih pro-
cesov (angl. Bayesian Gaussian process logistic regression) z linearnimi in nelinearnimi
kovariancˇnimi funkcijami z SVM modelom. Vhodni podatki so bili funkcijske slike MRI.
Zgrajeni modeli so bili zelo primerljivi med seboj, saj so vsi dosegali napovedne tocˇnosti
okoli 80% pri razlikovanju blazˇje kognitivne motnje od kontrol.
Galili et al. [25] so uporabili popolnoma nov pristop k dodeljevanju diagnoze primerom.
Njihovo idejo je gnalo nezaupanje v originalno postavitev diagnoze. Z uporabo klinicˇnih
podatkov in originalne diagnoze so razdelili primere v 10 novih kategorij bolezni. Za to
so uporabili metodo k voditeljev. Preostale podatke (biomarkerje) in nove ciljne spre-
menljivke so uporabili za izgradnjo klasifikacijskega drevesa z uporabo algoritma CART
(angl. Classification And Regression Trees).
Tierney et al. [26] so raziskali mozˇnost uporabe nevropsiholosˇkih testov za napoved
nastopa Alzheimerjeve bolezni. Z uporabo testa ANCOVA so analizirali razlike med ose-
bami z AB in kontrolnimi pacienti. Ugotovili so, da so rezultati testov MMSE (angl. Mini-
Mental State Examination) in DRS (angl. Dementia Rating Scale) znacˇilno drugacˇni za
ti dve skupini. Prav tako so uporabili logisticˇno regresijo za nadaljnjo analizo napovedne
mocˇi testov. Najprej so izracˇunali interkorelacijsko matriko za vse atribute in izlocˇili tiste
z visoko korelacijo. Preostale atribute so uporabili za izgradnjo modela, katerega tocˇnost
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je bila 89%.
Gomar et al. [27] in Ewers et al. [28] so preiskovali zmozˇnost biomarkerjev in kognitiv-
nih testov napovedovanja sprememb iz blage kognitivne motnje v Alzheimerjevo bolezen.
Gomar et al. [27] so uporabili test ANOVA in t-test za dolocˇitev znacˇilnih atributov. Te
atribute so nato uporabili za izgradnjo modela z logisticˇno regresijo. Napovedna tocˇnost
je bila 72%. Ewers et al. [28] so najprej dolocˇili najboljˇsi napovedni model za diskrimi-
nacijo med AB in kotrolami. Najboljˇsi model je bil uporabljen za napoved prehoda iz
blazˇje kognitivne motnje v AB. Z uporabo Coxove regresije so modelirali cˇas do prehoda
med stadijema bolezni. Med najboljˇsimi prediktorji sta bila tudi entorinalna skorja in
hipokampus.
2.4 Uporaba zlivanja podatkov
Integracija podatkov razlicˇnih modalnosti zahteva bolj kompleksen algoritem za uspesˇen
izkoristek vseh dopolnilnih informacij, ki jih modalnosti vsebujejo. Raziskovalci se tega
lotevajo z razlicˇnimi metodami zlivanja, ki jih lahko uvrstimo v tri skupine: metode zgo-
dnje, vmesne in pozne integracije. Pri zgodnji integraciji gre za preprosto konkatenacijo
podatkov po nekem kljucˇu. Pri vmesni integraciji so podatki posameznih modalnosti vhod
v algoritem strojnega ucˇenja, ki izlusˇcˇi informacije in jih uporabi za ucˇenje [29]. Pri pozni
integraciji se zdruzˇuje napovedi algoritmov strojnega ucˇenja, ki jih ucˇimo na podatkih po-
sameznih modalnosti, v koncˇno napoved [30]. Zlivanje podatkov lahko razsˇirimo tudi na
podatkovne mnozˇice iz razlicˇnih virov. Pri tem mnozˇice ne vsebujejo nekega eksplicitnega
kljucˇa, po katerem bi jih lahko zdruzˇili. V literaturi take uporabe fuzije nismo zasledili.
Zhang et al. so v [29] uporabili metodi zgodnje in vmesne integracije. Za to so uporabili
podatke treh modalnosti: volumne regij iz slik MRI, povprecˇne intenzitete vokslov regij iz
slik PET in biomarkerje iz cerebrospinalne tekocˇine. Prispevke posameznih modalnosti so
uporabili v vecˇjedrnem SVM. Za vsako modalnost so izracˇunali svoje jedro, njihovo utezˇeno
vsoto pa uporabili v SVM. To metodo so primerjali s SVM, ki je uporabljal podatke
ene same modalnosti, in s SVM, ki je uporabljal podatke vseh modalnosti zdruzˇene v
eno tabelo. Vecˇjedrni SVM je dosegal viˇsje napovedne tocˇnosti od vseh ostalih metod.
Vecˇjedrni SVM in SVM, ki je uporabljal zdruzˇene podatke, sta bili znacˇilno boljˇsa od
metod, ki so uporabljale podatke ene modalnosti.
Tudi R. Gray et al. so v [30] uporabili vmesno integracijo za zlivanje podatkov razlicˇnih
modalnosti (MRI, PET, cerebrospinalno tekocˇino in gene). Za vsako modalnost so zgradili
model z uporabo nakjucˇnega gozda. Z uporabo vsakega od zgrajenih modelov so izracˇunali
podobnosti med primeri. Tako so dobili matrike podobnosti za vsako modalnost, katerih
linearno kombinacijo so uporabili za izracˇun optimalne raznolike predstavitve (angl. ma-
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nifold representation). Na novo dobljeni predstavitvi primerov so zgradili koncˇni model
za napovedovanje bolezni. Vecˇmodalni model se je izkazal znacˇilno boljˇsega od modelov,
ki so uporabljali podatke ene modalnosti.
Suk et al. [31] so uporabili slike MRI in PET za napovedovanje bolezni. Iz njih
so izlusˇcˇili skupine vokslov, ki so se izkazale za znacˇilne pri locˇevanju med primeri Alz-
heimerjeve bolezni in kontrolnimi pacienti. Iz teh skupin so z uporabo vecˇmodalne DBM
(angl. Deep Bolzman Machine) izlusˇcˇili atribute posameznih modalnosti in jih na najnizˇjem
nivoju te nevronske mrezˇe zdruzˇili. Dobljene atribute so uporabili v ansamblu iz [12]. Pri
tem so kot sˇibek klasifikator uporabili SVM. Predprocesiranje skupin je izboljˇsalo napove-
dno tocˇnost ansambla v vseh poskusih – napovedovanje z uporabo posameznih modalnosti
in napovedovanje z zlivanjem obeh modalnosti. Prav tako je zlivanje izboljˇsalo napovedno
tocˇnost v primerjavi z tocˇnostjo napovedi s podatki ene same modalnosti. Napovedna
tocˇnost je bila 95%. Analiza mozˇganskih regij, ki so prispevale k pravilni klasifikaciji, je
potrdila rezultate drugih sˇtudij. Med najbolj pomembne so se ponovno uvrstile hipokam-
pus, entorinalna skorja in amigdala.
Problema pozne integracije so se lotili v [32], kjer so zˇeleli zdruzˇiti podatke razlicˇnih
kanalov EEG meritev. Za to so predlagali algoritem, ki uporablja model, ki deluje po
principu ansamblov. Ansambel uporablja n osnovnih klasifikatorjev, od katerih je vsak
naucˇen na delu ucˇne mnozˇice. Za vsako modalnost se uporabi tak ansambel za gradnjo mo-
dela. Koncˇna napoved se izracˇuna kot utezˇeno vecˇinsko glasovanje napovedi posameznih
modelov (angl. weighted majority voting). Primerjali so tocˇnost napovedi modelov pre-
dlaganega algoritma, zgrajenih na podatkih posamezne modalnosti in podatkih, zdruzˇenih
v eno tabelo (zgodnja integracija), z modelom, ki je uporabljal zlivanje vseh modalnosti.
Model z zlivanjem je bil znacˇilno boljˇsi od vseh ostalih.
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Poglavje 3
Pregled uporabljenih metod
V raziskavi smo uporabili razlicˇne metode nadzorovanega in nenadzorovanega strojnega
ucˇenja, ki so podrobneje prestavljene v razdelku 3.1. Med metode nadzorovanega ucˇenja
spadajo tiste, s katerimi zˇelimo modelirati ciljno spremenljivko. Glede na tip spremenljivke
locˇimo dve skupini problemov. Cˇe ciljna spremenljika zavzema omejeno sˇtevilo diskretnih
vrednosti, ki jim pravimo razredi, gre za klasifikacijski problem. Spremenljivka je lahko
tudi zvezna in zavzame katerokoli numericˇno vrednost. V tem primeru imamo opravka z
regresijskim problemom. Cilj metod, ki resˇujejo ta tipa problemov, je najti funkcijo, ki
preslika prostor atributov v razred oziroma zvezno vrednost. Ucˇni algoritem mora torej
na podanih primerih, ki imajo znano ciljno vrednost, zgraditi model, ki ga lahko nato
uporabimo za napovedovanje novih primerov, kot to prikazuje slika 3.1.
Poseben primer nadzorovanega ucˇenja so vecˇciljni modeli, ki so zmozˇni napovedati
vecˇ ciljnih spremenljivk naenkrat. To je mozˇno z dvema shemama ucˇenja. Za vsako ciljno
vrednost lahko zgradimo svoj enociljni model ali pa uporabimo algoritem, ki zˇe v osnovi
zgradi model, s katerim napoveduje vektor ciljnih spremenljivk. Slednji se v praksi pogosto
izkazˇe za boljˇsega, saj lahko uposˇteva interakcije med ciljnimi spremenljivkami.
Naloga metod nenadzorovanega ucˇenja je odkriti strukturo v podatkih, ki niso oznacˇeni,
kar nam pripomore ucˇne primere razdeliti v skupine. To informacijo lahko izlusˇcˇijo me-
tode grucˇenja, pri katerih je lahko sˇtevilo zˇelenih skupin podano vnaprej ali pa ga mora
algoritem dolocˇiti sam.
V izogib prevelikemu prilagajanju algoritmov ucˇnim primerom je potrebno pred kakrsˇnim
koli ucˇenjem prostor atributov zmanjˇsati s ciljem izboljˇsanja posplosˇevanja, odstranjevanja
redundatnih in nekoristnih atributov. Z uporabo metod za filtriranje atributov ocenju-
jemo kvaliteto posameznega atributa. Delezˇ najbolje ocenjenih nato uporabimo za ucˇenje.
Filtrirne metode, uporabljene v nasˇi raziskavi, so opisane v razdelku 3.3.
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Slika 3.1: Algoritem za nadzorovano ucˇenje iz primerov.
3.1 Algoritmi za nadzorovano ucˇenje
3.1.1 Enociljni modeli za nadzorovano ucˇenje
Logisticˇna regresija
Logisticˇna regresija (angl. logistic regression) je, kljub svojemu zavajajocˇemu imenu, kla-
sifikator. Ta klasifikator modelira povezavo med atributi xi, i = 1, ..., n in razredom y, ki
lahko zavzame vrednost 0 ali 1. Logisticˇna regresija je v osnovi linearni model, ki upo-
rablja utezˇeno vstoto atributov za napovedovanje ciljne spremenljivke. Rezultat utezˇene
vsote atributov je zvezna vrednost:
yˆ = β0 + β1x1 + ...+ βnxn = β
Tx, (3.1)
ki jo diskretiziramo z logisticˇno funkcijo oziroma izrazimo kot verjetnost, da primer pripada
razredu 1:




1 + e−βT x
. (3.2)
Naivni Bayes
Naivni Bayes (angl. naive Bayes) je verjetnostni klasifikator, ki temelji na Bayesovem
teoremu. Po Bayesovem pravilu je verjetnost, da primer z vrednostmi atributov xi, i =
1, ..., n pripada razredu c, enaka:
P (c|x1, x2, ..., xn) = P (c)P (x1, x2, ..., xn|c)
P (x1, x2, ..., xn)
. (3.3)
Naivnost klasifikatorja pride iz predpostavke pogojne neodvisnosti atributov xi pri
danem razredu yk, kar prejˇsnji izraz poenostavi v:
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Bayesov klasifikator torej izracˇuna pogojne verjetnosti za vsak posamezni razred pri
danih vrednostih atributov za novi primer, ki ga zˇelimo klasificirati. Primer klasificira v
razred z najvecˇjo verjetnostjo [33, 34]:
y = argmax
c
P (c|x1, x2, ..., xn). (3.5)
Metoda k-najblizˇjih sosedov
Ideja metode k-najblizˇjih sosedov (angl. k-nearest neighbours) je najti vnaprej dolocˇeno
sˇtevilo ucˇnih primerov k, ki so po razdalji najblizˇji novemu primeru, in napovedati ciljno
vrednost iz njih. Ucˇenje poteka na “len” nacˇin, kar pomeni torej samo shranitev ucˇnih
primerov oziroma njihove podmnozˇice.
V primeru klasifikacije v ucˇni mnozˇici poiˇscˇemo k najblizˇjih primerov ui, i = 1, ..., k










1, a = b
0, a ̸= b (3.7)








Metoda je obcˇutljiva na izbrano metriko za racˇunanje razdalj med primeri. Ponavadi
se za to uporablja evklidska razdalja [34]. Vseeno lahko najdemo primere, kjer se uporablja
kaksˇna druga metrika, na primer Hammingova razdalja pri klasifikaciji besedil.
Metoda podpornih vektorjev
Metoda podpornih vektorjev (angl. support vector machine) je med najuspesˇnejˇsimi me-
todami za klasifikacijo in regresijo. V osnovi je bila namenjena locˇevanju dveh razredov.
Metoda poiˇscˇe taksˇno hiperravnino, ki v danem prostoru atributov xi i = 1, ..., n optimalno
16 POGLAVJE 3. PREGLED UPORABLJENIH METOD
(a) Klasifikacijski SVM (b) Regresijski SVM
Slika 3.2: Slika prikazuje locˇitveni hiperravnini za obe razlicˇici metode podpornih vektor-
jev.
locˇuje primere dveh razredov. Optimalna hiperravnina je enako in najbolj oddaljena od
najblizˇjih primerov iz obeh razredov. To ravnino lahko podamo z enacˇbo:
(wx)− b = 0. (3.9)
Primeri, ki so najblizˇji hiperravnini, se imenujejo podporni vektorji, razdalja od hi-
perravnine do podpornih vektorjev pa rob. Cilj je maksimizirati to razdaljo [34]. Slika
3.2a prikazuje hiperravnino s podpornimi vektorji, oznacˇenimi z rdecˇo, ki so na robovih.
Pri regresijski razlicˇici je problem zastavljen malo drugacˇe. Metoda mora najti taksˇno
funkcijo f(x), ki se za najvecˇ ϵ razlikuje od ciljnih vrednosti yi ucˇnih primerov. K ceni
kriterijske funkcije, ki jo minimiziramo, prispevajo samo primeri zunaj robu [35]. Slika
3.2b prikazuje to razdelitev primerov. Primeri, zunaj obmocˇja, oznacˇenega s sivimi cˇrtami,
prispevajo k racˇunanju cene kriterijske funkcije.
Velika prednost metode podpornih vektorjev je mozˇnost implicitne transformacije da-
nega atributnega prostora v kompleksnejˇsi prostor z uporabo jeder. Tak prostor je lahko
bolj primeren za linearno modeliranje, predvsem cˇe so interakcije med atributi v original-
nem prostoru nelinearne narave. To lahko naredimo s t.i. jedrnimi funkcijami (radialna
funkcija, sigmoidna funkcija, ...).
Umetna nevronska mrezˇa
Umetna nevronska mrezˇa (angl. artificial neural network) je sistem, ki posnema biolosˇki
zˇivcˇni sistem. Zgrajena je iz majhnih neodvisnih gradnikov, imenovanih nevroni, ki so
med seboj povezani v mrezˇo, ki predstavlja koncˇni usmerjeni aciklicˇni graf (glej sliko 3.3).
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Mrezˇa je torej sestavljena iz vecˇih zaporedno povezanih nivojev, kar pomeni, da je izhod
nevrona na nivoju m lahko le vhod v nevrone na nivoju m+ 1.
Nevronska mrezˇa je razdeljena na en vhodni nivo, enega ali vecˇ skritih nivojev in
en izhodni nivo. Sˇtevilo nevronov na vhodnem nivoju je dolocˇeno s sˇtevilom atributov
ucˇne mnozˇice, topologija vmesnih nivojev je spremenljiva, sˇtevilo nevronov na izhodnem
nivoju, pa je odvisno od tipa problema. Z nevronskimi mrezˇami lahko resˇujemo regresijske
ali klasifikacijske probleme, med katere spada tudi vecˇrazredna klasifikacija. Pri zadnji je
sˇtevilo nevronov na zadnjem nivoju enako sˇtevilu regresijskih spremenljivk oziroma sˇtevilu
razredov.
Slika 3.3: Slika prikazuje primer zgradbe nevronske mrezˇe z enim skritim nivojem in
dvema izhodnima nevronoma. Vsaka povezava med nevroni ima svojo utezˇ, ki se uporabi
za izracˇun izhoda nevrona po enacˇbi 3.10.
Vsak nevron pomnozˇi vhodne vrednosti s trenutnimi utezˇmi, priˇsteje pristranskost
in vse skupaj sesˇteje v eno vrednost, kot je vidno na sliki 3.3. Za vnos nelinearnosti ta







Pogoste aktivacijske funkcije so sigmoidna funckija, Softmax, hiperbolicˇni tangens in
ReLU (angl. Rectified Linear Unit). Na izhodnem nivoju je mozˇna tudi uporaba identitete
kot aktivacijske funkcije. Tako dobimo regresijsko nevronsko mrezˇo.
V fazi ucˇenja se mora nevronska mrezˇa naucˇiti utezˇi wi iz enacˇbe (3.10) za vsak nivo.
Cilj je cˇimbolj natancˇna preslikava iz atributnega prostora v prostor ciljne spremenljivke.
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Za to se uporabljajo algoritmi optimizacije. Najpogosteje uporabljen je algoritem z vzra-
tnim razsˇirjanjem napake.
Odlocˇitvena drevesa
Osnovna naloga odlocˇitvenega drevesa (angl. decision tree) je razdelitev prostora atri-
butov na vecˇ manjˇsih podprostorov. To razdelitev rekurzivno ponavljamo, dokler niso
podprostori tako majhni, da lahko na njih zgradimo preproste modele. Ponavadi je to
konstantana vrednost, lahko pa jo nadomestimo s preprostim modelom, kot je linearni.
Zgrajeno odlocˇitveno drevo sestavljajo notranja vozliˇscˇa, ki ustrezajo atributom, veje, ki
ustrezajo podmnozˇicam vrednosti atributov, in listi, ki predstavljajo majhne podprostore
v celotnem prostoru atributov.
Vsako nekoncˇno vozliˇscˇe na posameznem nivoju predstavlja najbolj informativen atri-
but, ki ga izberemo s pomocˇjo ustreznega kriterija. Pri klasifikacij je to naprimer Gini
indeks, pri regresiji pa povprecˇni kvadrat napake.
Pri napovedovanju ciljne vrednosti novega primera se na podlagi vrednosti atributov
sprehodimo od korena navzdol do lista, ki dolocˇa funkcijo za ustrezno napoved. Ta je
ponavadi kar povprecˇje vrednosti primerov pri regresiji oziroma vecˇinski razred pri klasi-
fikaciji.
Najvecˇji prednosti odlocˇitvenih dreves sta enostavno razumevanje in interpretacija,
saj se jih da med drugim tudi vizualizirati. Med drugim je gradnja razmeroma hitra in
enostavna. Gradnja ni omejena na noben tip podatkov.
Po drugi strani lahko algoritem za gradnjo drevesa zgradi prevecˇ kompleksno drevo,
ki ne generalizira podatkov dovolj dobro. Poleg tega je drevo zelo obcˇutljivo na majhne
spremembe v ucˇni mnozˇici, ki lahko posledicˇno spremenijo strukturo drevesa.
Nakljucˇni gozdovi
Nakljucˇni gozdovi (angl. random forest) deljujejo na principu ansamblov. Ansambli zgra-
dijo mnozˇico preprostih modelov s spreminanjem notranjih parametrov ali z izbiro razlicˇnih
podmnozˇic ucˇnih podatkov. Razlicˇni modeli tako predstavijo podatke iz razlicˇnih pogle-
dov. Koncˇna napoved je zdruzˇena napoved posameznih modelov.
Nakljucˇni gozd sestavlja mnozˇica odlocˇitvenih dreves. Vsakega od teh modelov dobimo
tako, da vpeljemo stohaticˇnost v postopek gradnje. Za posamezen model iz celotne ucˇne
mnozˇice izberemo k primerov kot permutacije ucˇnih primerov s ponavljanjem. Ta nova
podmnozˇica se uporabi za gradnjo drevesa, tako da se v vsakem vozliˇscˇu izbere podmnozˇica
atributov, na podlagi katerih se izracˇuna najbolj informativnega in tako rekurzivno razdeli
vozliˇscˇe.
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Pri klasifikaciji novega primera gozd zbere glasove posameznih dreves in napove razred,
kamor primer uvrsˇcˇa vecˇina klasifikacijskih dreves. Pri regresiji se napovedi posameznih
regresijskih dreves povprecˇijo. Taksˇno zdruzˇevanje napovedi zmanjˇsa varianco posameznih
odlocˇitvenih dreves in robustno napove koncˇno vrednost.
3.1.2 Vecˇciljni modeli za nadzorovano ucˇenje
Umetna nevronska mrezˇa
Umetna nevronska mrezˇa ima lahko po definiciji vecˇ izhodnih nevronov. To lahko, tako
kot pri vecˇrazredni klasifikaciji, izkoristimo tudi pri vecˇciljnem napovedovanju. Za vsako
ciljno vrednost lahko predvidimo namenski izhodni nevron. Pri tej razsˇiritvi si ciljne
spremenljivke delijo notranje povezave nevronske mrezˇe. S tem pride do deljenja informacij
med ciljnimi spremenljivkami, kar lahko izboljˇsa napovedno mocˇ modela, saj se lahko deli
mrezˇe specializirajo za napovedovanje posamezne ciljne spremenljivke, obenem pa izlusˇcˇijo
skupne informacije.
Za ucˇenje vseh nevronskih mrezˇ je v splosˇnem potrebno normalizirati atribute, tako
da zavzemajo vrednosti med 0 in 1. To storimo zato, da je ucˇenje bolj stabilno. Izhod iz
nevronske mrezˇe prav tako zavzema vrednosti na tem intervalu. Za vecˇciljno nevronsko
mrezˇo moramo v cˇasu ucˇenja tudi ciljne spremenljivke normalizirati. Pri napovedovanju
novega primera uporabimo parametre, uporabljene pri normalizaciji posamezne spremen-
ljivke in napovedi nevronske mrezˇe umestimo na originalne intervale.
Odlocˇitvena drevesa
Odlocˇitvena drevesa je mozˇno posplosˇiti za napovedovanje vecˇ ciljnih spremenljivk. Listi v
tem primeru vsebujejo funkcijo za napoved vecˇ vrednosti. Primer take funkcije je povprecˇje
vrednosti primerov pri regresiji oziroma vecˇinski razred pri klasifikaciji za posamezno ciljno
spremenljivko. Pri napovedovanju ciljne vrednosti novega primera veljajo enaka pravila
kot pri enociljnih odlocˇitvenih drevesih. Edina razlika je, da je napoved vektor, ki vsebuje
napovedi za vsako ciljno spremenljivko posebej.
Kriterij za delitev primerov v nekoncˇnih vozliˇscˇih pri vecˇciljnem drevesu uposˇteva vse
ciljne spremenljivke. Za izbiro najbolj informativnega atributa uporabimo povprecˇje vre-
dnosti izbrane mere preko vseh posameznih ciljnih spremenljivk. Taka resˇitev ni primerna
pri mesˇanju klasifikacijskih in regresijskih nalog, saj se mere za ocenjevanje atributov niso
primerljive med seboj. Tam je potrebna uporaba mere, ki za vsako ciljno spremenljivko
rangira atribute glede na pripadajocˇo mero [36].
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Nakljucˇni gozdovi
Nakljucˇni gozd pri vecˇciljnih problemih deluje podobno kot pri enociljnih problemih. Se-
stavljajo ga vecˇciljna odlocˇitvena drevesa, zato lahko tudi gozd napovedove vecˇ hkratnih
ciljnih spremenljivk. Pri novi napovedi se za vsako ciljno spremeljivko uporabi najpogo-
steje napovedana vrednost preko vseh dreves (klasifikacija) ali pa se izracˇuna povprecˇna
vrednost napovedi posameznih dreves (regresija).
3.2 Algoritmi za nenadzorovano ucˇenje
Metoda k-voditeljev
Metoda k voditeljev (angl. k-means) je eden izmed najpreprostejˇsih algoritmov, ki resˇujejo
problem grucˇenja. Metoda poskusˇa razdeliti ucˇne primere xi, i = 1...n v k razlicˇnih skupin,
tako da je razdalja od posameznega primera do centra skupine najmanjˇsa mozˇna. Poskusˇa
torej najti take centre skupin, ki minimizirajo varianco znotraj posamezne skupine. Sˇtevilo
skupin je dolocˇeno vnaprej.
Iskanje tocˇne resˇitve za poljubne podatke predstavlja NP-tezˇek problem, zato namesto
tega iˇscˇemo priblizˇno resˇitev. Seveda to pomeni, da lahko algoritem vrne resˇitev, ki je
neprimerna. Zato se ponavadi algoritem izvaja vecˇkrat z razlicˇnimi zacˇetnimi postavitvami
centroidov skupin. Od zacˇetne lokacije centroidov sta odvisna cˇas izvajanja algoritma in
kvaliteta koncˇne resˇitve. To se lahko naredi nakljucˇno ali pa s kaksˇnim bolj inteligentnim
algoritmom, kot je KMeans++, ki poskrbi, da so zacˇetni voditelji bolj oddaljeni drug od
drugega in postavljeni blizˇje centrom skupin.
3.3 Metode za izbiro atributov
ReliefF in RReliefF
Algoritmi iz druzˇine Relief veljajo za najuspesˇnejˇse za izracˇun kakovosti atributov. Kako-
vost atributov ocenijo glede na to, kako dobro njihove vrednosti locˇijo med primeri, ki so
si blizu. Metode znajo izrabiti lokalne informacije o primerih in pravilno oceniti kvaliteto
med seboj mocˇno odvisnih atributov [37].
Originalna metoda Relief je omejena na dvorazredno klasifikacijo, ni zmozˇna obravna-
vati manjkajocˇih podatkov in ni robustna za uporabo s sˇumnimi podatki. Nadgradnja Re-
liefF te pomanjkljivosti odpravi. Za izracˇun kakovosti atributov ReliefF n-krat nakljucˇno
izbere primer iz podatkovne zbirke in za vsak razred posebej poiˇscˇe njemu k najblizˇjih pri-
merov. Za izracˇun prispevka vsakega najblizˇjega primera se uporabi enacˇba, ki uposˇteva
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tip atributa (diskretni ali zvezni) in morebitne manjkajocˇe vrednosti. Povprecˇja vredno-
sti prispevkov posameznih atributov se uporabijo za izracˇun koncˇne ocene posameznega
atributa.
Za regresijske probleme uporabljamo nadgradnjo – algoritem RReliefF. Pri regresijski
problemih seveda ni mogocˇe dolocˇiti pripadnosti posameznega primera razredu. Name-
sto tega RReliefF uporablja verjetnost, da sta spremenljivki dveh primerov razlicˇni, ki
jo modelira z relativno razdaljo med vrednostima. Za izracˇun kakovosti RReliefF, tako
kot ReliefF, n-krat nakljucˇno izbere primer iz podatkovne zbirke. Za razliko od ReliefFa,
RReliefF poiˇscˇe samo k najblizˇjih primerov in na njih modelira verjetnosti, da so vredno-
sti spremenljivk razlicˇne. Koncˇna ocena posameznega atributa se izracˇuna z enacˇbo, ki
uposˇteva verjetnost, da so vrednosti atributa razlicˇne, verjetnost, da so ciljne vrednosti
razlicˇne, in verjetnost, da so tako vrednosti atributa kot vrednosti ciljnih spremenljivk
razlicˇne [37, 38].
Laplaceova ocena
Laplaceova ocena se uporablja za ocenjevanje atributov v zbirkah podatkov, ki nimajo zna-
nih ciljnih spremenljivk. Metoda bazira na ideji, da dva primera pripadata istemu razredu
oziroma skupini, cˇe sta si v prostoru atributov blizu. Lokalna struktura prostora atributov
je torej pomembnejˇsa od globalne, kot je to znacˇilno za veliko algoritmov strojnega ucˇenja.
Lokalno geometrijsko strukturo metoda modelira z grafom najblizˇjih sosedov, s katerim
oceni kvaliteto atributov. Atribute, zaradi katerih sta dva primera blizu v grafu, metoda
oceni kot kvalitetne [39].






kjer je µr povprecˇje primerov r-tega atributa, D diagonalna matrika z Dii =
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2σ2 , cˇe sta xi in xj soseda
0, drugacˇe.
(3.12)
Pri tem je σ konstanta, xi pa posamezen primer v podatkovni mnozˇici.
Iz enacˇbe (3.11) je razvidno, da z minimizacijo imenovalca zˇelimo dodeliti manjˇso
oceno tistim atributom, ki sposˇtujejo vnaprej definirano strukturo grafa. Torej, vecˇji kot
je Sij , blizˇje sta si primera v grafu, in manjˇsa kot je razlika med posameznima vrednostima
fri in frj , bolj sta si primera podobna v tem atributu. Atributi, ki to sposˇtujejo preko
vseh primerov, so ocenjeni z dobro oceno.
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Poglavje 4
Zlivanje podatkovnih mnozˇic
Za skoraj vsak problem lahko zberemo podatke, zajete z razlicˇnimi meritvami (modal-
nostmi). Podatki so lahko tudi direktno povezani s problemom ali pa opisujejo nek drug
problem, ki je posredno soroden nasˇemu. Demenco, na primer, lahko povzrocˇijo razlicˇne
bolezni in posˇkodbe. Nasˇa naloga je ugotoviti, ali je Alzheimerjeva bolezen razlog za njen
nastanek. Za to potrebujemo razlicˇne podatke o pacientu: rezultate kognitivnih testov,
rezultate laboratorijskih testov, medicinske slike, pretekle bolezni in posˇkodbe, demograf-
ske podatke, podatke o zˇivljenskem okolju, podatke o druzˇinskih boleznih, navadah itd.
Taka mnozˇica podatkov nam pomaga odkriti skrite vzorce in izlocˇiti vzroke, ki bi bili
lahko razlog za nastanek bolezni. Cˇe je oseba dozˇivela hudo posˇkodbo glave ali pa ima
mogocˇe Parkinsonovo bolezen, je verjetnost, da je vzrok demence Alzheimerjeva bolezen,
precej manjˇsa. Prav tako bi lahko, na primer, stresno delovno okolje vplivalo na nastanek
bolezni.
Za integracijo informacij vseh razlicˇnih virov podatkov, ki so na voljo, se uporablja
zlivanje. Glede na [40, 41] lahko algoritme za zlivanje razdelimo v tri skupine, glede na to, v
katerem delu ucˇenja napovednega modela se izvede. Pri zgodnji integraciji se pred gradnjo
napovednega modela zgradi zdruzˇeno podatkovno mnozˇico, ki jo nato uporabimo kot vhod
v algoritem za gradnjo modela. Po navadi gre za preprosto konkatenacijo podatkov po
nekem kljucˇu. Cˇe tak kljucˇ ne obstaja, je potrebno uporabiti algoritem, s katerim lahko
dopolnimo mankajocˇe atribute. Pri vmesni integraciji so posamezne podatkovne mnozˇice
vhod v algoritem strojnega ucˇenja. Pri tem algoritem ne zdruzˇi podatkovnih mnozˇic v
eno skupno, ampak iz vsakega posameznega izlusˇcˇi informacije, ki jih uporabi za gradnjo
modela. Pri pozni integraciji za vsako podatkovno mnozˇico zgradimo svoj napovedni
model. Napovedi posameznih modelov nato zdruzˇimon.
V tej nalogi smo raziskovali vpliv zlivanja na klasifikacijsko tocˇnost pri ucˇenju iz
razlicˇnih podatkovnih mnozˇic. Glede na pregled podrocˇja je apliciranje teh metod za
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raziskovanje Alzheimerjeve bolezni sˇe v povojih. Nasˇ pristop sledi principu zgodnje in-
tegracije in je opisan v razdelku 4.1. Metoda temelji na hipotezi, da lahko z dodatnimi
atributi, pridobljenimi z zlivanjem iz druge mnozˇice, pridobimo koristne informacije, s
katerimi lahko izboljˇsamo napovedni model in posledicˇno zviˇsamo napovedno tocˇnost.
4.1 Zlivanje podatkov na osnovi skupnih atri-
butov
Glavna ideja nasˇe metode je zdruzˇiti podatkovne mnozˇice preko enakih atributov. Slika
4.1 prikazuje postopek zlitja dveh podatkovnih mnozˇic. V prikazanem primeru mnozˇici
A priredimo atribute iz mnozˇice B in tako dobimo razsˇirjeno mnozˇico, na kateri lahko
naucˇimo model za napovedovanje bolezni. Metoda je sestavljena iz 5 korakov:
1. Metoda najprej poiˇscˇe presek atributov podatkovnih mnozˇic A in B. Tako lahko
razdelimo mnozˇico A na dva dela X in Y1 in mnozˇico B na Z in Y2.
2. Podmnozˇico Z ocenimo z algoritmom ReliefF oziroma Laplaceovo oceno, da s tem
izberemo k najboljˇsih za zlitje v mnozˇico A. Izbira algoritma za oceno atributov je
odvisna od prisotnosti ciljne spremenljivke v mnozˇici B.
3. Skupno podmnozˇico atributov Y2 najprej ocenimo in nato izberemo n najboljˇsih z
uporabo algoritma RReliefF.
4. Na selektivno izbranih atributih podmnozˇice Y2 nato gradimo enega ali vecˇ napo-
vednih modelov, ki modelirajo odvisnost med atributi Y2 in vsakim posameznim
atributom iz mnozˇice Z.
5. Z uporabo atributov Y1 in zgrajenih modelov nato napovemo vrednosti manjkajocˇih
atributov v mnozˇici Z ′.
Rezultat je zlitje mnozˇice B v mnozˇico A, ki ga predstavlja podatkovna mnozˇica [X|Y |Z ′].
Mozˇna je seveda tudi obrnjena situacija - torej zlitje mnozˇice A v mnozˇico B. V tem
primeru dobimo zlito mnozˇico [Z|Y |X ′].
Zlita mnozˇica je tako pripravljena na nadaljnjo analizo in napovedovanje Alzheimerjeve
bolezni. Na tej mnozˇici je prav tako zaradi prevelike dimenzionalnosti potrebna izbira
atributov, ki jo naredimo z algoritmom ReliefF. Na izhodni mnozˇici nato zgradimo razlicˇne
osnovne modele, opisane v razdelku 3.1.
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Slika 4.1: Zlitje dveh podatkovnih mnozˇic preko skupnih atributov.
4.2 Modeli za napovedovanje manjkajocˇih atri-
butov
V fazi zlivanja smo uporabili dve razlicˇni vrsti napovednih modelov. Narava problema je
taksˇna, da moramo napovedati vecˇ ciljnih spremenljivk z isto mnozˇico atributov. To lahko
naredimo na dva nacˇina. Za vsako ciljno spremenljivko lahko zgradimo svoj model ali pa
uporabimo model, ki je zmozˇen napovedati vecˇ ciljnih spremenljivk hkrati. Oba pristopa
imata svoje prednosti in slabosti. Enociljni modeli se pri ucˇenju osredotocˇijo na eno samo
spremeljivko in poskusˇajo zgraditi model, ki se bo kar najbolje naucˇil ene odvisnosti. Tako
lahko dosezˇemo, da je napovedovanje posamezne spremenljivke cˇimbolj neodvisno. To je
pomembno predvsem, ko si ciljne spremenljivke niso sorodne. Nasprotje temu je uporaba
vecˇciljnega modela, ki je kompromis preslikav atributov v vse ciljne spremenljike hkrati.
Po eni strani je tak model bolj splosˇen, saj lahko izlusˇcˇi informacijo o medsebojni odvisnosi
ciljnih spremenljivk. Po drugi strani pa lahko prekomerno sˇtevilo ciljnih spremenljivk, ki
si niso sorodne, in premajhno sˇtevilo primerov poslabsˇata natacˇnost takega modela.
Enociljni model v nasˇem primeru modelira preslikavo atributov iz mnozˇice Y2 po
enacˇbi:
f (Y2) = z ∈ Z, (4.1)
kjer je z en atribut iz mnozˇice Z. Za napovedovanje vrednosti vseh atributov iz Z moramo
torej zgraditi k modelov, kjer je k sˇtevilo atributov iz mnozˇice Z.
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V primeru uporabe vecˇciljnega modela preslikamo vrednosti iz prostora atributov
mnozˇice Y2 v prostor vseh atributov mnozˇice Z. Rezultat preslikave je torej vektor spre-
menljivk, ki ga modelira enacˇba:
f (Y2) = Z, (4.2)
kjer je Z vektor vseh atributov mnozˇice Z.
Ciljne spremeljivke so lahko v splosˇnem diskretne ali zvezne. Od tega je odvisno,
ali za modeliranje odvisnosti med atributi in ciljno spremenljivko uporabimo klasifikacij-
ski ali regresijski model. V nasˇem primeru smo to poenostavili, tako da smo diskretne
ciljne spremenljivke binarizirali v zvezne spremenljivke in jih tako pripravili za uporabo v
regresijskih modelih.
Uporabili smo obe metodologiji za grajenje modelov, ki znata napovedati vektor cilj-
nih spremenljivk. Pri metodologiji, ki zgradi za vsako ciljno spremenljivko svoj enociljni
regresijski model, smo uporabili tri razlicˇne algoritme. Dva sta bila algoritma nazdorova-
nega ucˇenja, eden pa je temeljil na algoritmu nenadzorovanega ucˇenja. V prvo skupino
sta spadala nakljucˇni gozdovi in metoda podpornih vektorjev, v drugo pa algoritem, ki
je temeljil na metodi k voditeljev. Algoritem je na mnozˇici Y2 najprej poiskal grucˇe in
vsak primer iz te mnozˇice dodelili eni izmed njih. Na podlagi tega smo za vsako grucˇo
izracˇunali povprecˇje ciljnih vrednosti pripadajocˇih primerov. V cˇasu napovedi smo to
povprecˇje uporabili kot rezultat preslikave.
Druga metodologija je izrabljala mocˇ vecˇciljnih regresijskih modelov. Za dopolnjevanje




V nalogi smo ovrednotili nasˇo metodo za fuzijo na vecˇ razlicˇno velikih mnozˇicah. Na
zdruzˇenih mnozˇicah smo naucˇili vecˇje sˇtevilo osnovnih klasifikatorjev in primerjali rezultate
z osnovnimi mnozˇicami, da bi ugotovili, ali atributi, pridobljeni z zlivanjem, prispevajo k
zviˇsanju klasifikacijske tocˇnosti. V naslednjih poglavjih opiˇsemo uporabljene podatkovne
mnozˇice, postopek ucˇenja in nacˇin vrednotenja napovedi.
5.1 Postopek ucˇenja
Vse klasifikatorje smo testirali z 10-kratnim precˇnim preverjanjem. Pri razdelitvi osnovne
mnozˇice na ucˇni in testni del smo poskrbeli za enako porazdelitev vrednosti ciljne spre-
menljivke. Prav tako smo poskrbeli, da so imeli vsi klasifikatorji enako razdelitev mnozˇice
na ucˇni in testni del v vsakem od preverjanj (kar je potrebno pri statisticˇni evalvaciji).
Pred ucˇenjem modela smo naredili tudi izbor atributov.
Za zlivanje mnozˇic smo znotraj nasˇe metode uporabili razlicˇne ucˇne algoritme. Za
izbiro najboljˇsega smo uporabili postopek 10-kratnega notranjega precˇnega preverjanja.
Znotraj vsake razdelitve osnovne mnozˇice na ucˇni in testni del smo ucˇno mnozˇico razdelili
na nov ucˇni in validacijski del. Na ta nacˇin smo izbrali optimalni algoritem za nadzorovano
ucˇenje in ga uporabili v algoritmu za zlivanje mnozˇic na celotni ucˇni mnozˇici.
Za vse algoritme strojnega ucˇenja smo uporabili privzete nastavitve, analizo njihovega
vpliva pa smo prepustili nadaljnjemu delu. Prav tako smo na zacˇetku omejili sˇtevilo atri-
butov, ki smo jih dodali osnovni mnozˇici, na 50, in sˇtevilo atributov za ucˇenje napovednega
modela na 100. Obe sˇtevili sta bili izbrani bolj kot ne nakljucˇno, zato da bi zmanjˇsali cˇas
izvajanja algoritmov in seveda prekomerno prilagoditev podatkov ucˇni mnozˇici.
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5.2 Uporabljene podatkovne mnozˇice
V literaturi se pojavljajo podatki iz razlicˇnih virov. Velikokrat gre za podatke kaksˇnih
manjˇsih sˇtudij, ki niso javno dostopni. Taksˇne podatkovne zbirke so posledicˇno precej
okrnjene, saj vsebujejo podatke za le okoli 100 razlicˇnih oseb ali manj. Tipi podatkov so v
takih primerih vecˇinoma omejeni na demografske podatke in rezultate kognitivnih testov.
V preostali literaturi lahko zasledimo uporabo podatkov iz vecˇjih sˇtudij. Podatkovne
zbirke teh sˇtudij so bolj raznolike in vsebujejo podatke razlicˇnih modalnosti. Take sˇtudije
so vecˇinoma longitudinalne in v daljˇsem obdobju pridobijo vecˇje sˇtevilo oseb.
Pogosti tipi podatkov, ki se pojavljajo, so klinicˇni podatki. Ti vsebujejo osebne infor-
macije o osebah. To vkljucˇuje demografske podatke (spol, starost, stopnjo izobrazbe ipd.),
druzˇinsko zgodovino (druzˇinske bolezni, podatke o sorodnikih ipd.) in rezultate testov,
ki preverjajo motoricˇne, senzorske in kognitivne sposobnosti. Ponavadi zdravniki izvedejo
vecˇ testov za cˇim natanjcˇnejˇso diagnozo. Najpogostejˇsi testi so MMSE (angl. Mini Men-
tal State exam), NPI (angl. Neuropsychiatric Inventory), CDR (angl. Clinical Dementia
Rating), Camdex (angl. Cambridge Mental Disorders of the Elderly Examination), DE-
MQOL (angl. Health related quality of life test), test za preverjanje motenj motoricˇnih in
zaznavnih sposobnosti itd. Nekatere od teh izvedejo tudi s skrbniki, da ugotovijo, kako
bolezen vpliva nanje. To so predvsem testi o kvaliteti zˇivljenja.
Biomarkerji iz krvi in cerebrospinalne tekocˇine vsebujejo meritve kolicˇine proteinov.
Najpogosteje sta izmerjena proteina tau in amiloid beta, ker njuno nabiranje v mozˇganih
potrjuje Alzheimerjevo bolezen.
Medicinske slike so v zbirkah redko obdelane. Obstajajo trije pristopi za pridobitev
atributov iz slik. Pri prvem se kot atributi direktno uporabijo intenzitete vokslov. Drugi
pristop iz vokslov izracˇuna razlicˇne atribute, kot so debelina skorje, globina rezˇnjev itd.
Pri tretjem se uposˇteva logicˇne skupine vokslov, za katere se izracˇuna atribute, kot je,
npr. volumen.
V nasˇi raziskavi smo uporabili podatke iz treh razlicˇnih virov, ki so opisani v razdelku
5.2.1. V razdelku 5.2.2 predstavimo programe, s katerimi smo obdelali slike MRI in iz njih
izlusˇcˇili atribute.
5.2.1 Uporabljeni viri podatkov
Podatkovna zbirka AddNeuroMed
Sˇtudija AddNeuroMed je rezultat javno-zasebnega partnerstva za odkrivanje biomarkerjev
in replikacijo Alzheimerjeve bolezni. Sˇtudijo so izvajali v 6 razlicˇnih evropskih institucijah
iz Italije, Finske, Grcˇije, Velike Britanije, Poljske in Francije. V obdobju od januarja 2006
do februarja 2008 je bilo v sˇtudijo vkljucˇenih 781 oseb. To je bila longitudinalna sˇtudija,
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kjer so vsako osebo spremljali daljˇse obdobje. Po prvem pregledu je imela vsaka oseba
preglede na 3 mesece. Vsaka oseba je v povprecˇju opravila le nekaj preiskav, nobena se ni
udelezˇila vseh [42].
Podatkovno zbirko sestavljajo slike MRI mozˇganov, analize genov, analize krvnih pro-
teinov, rezultati klinicˇnih in kognitivnih testov. Kljub temu, da je bilo v sˇtudijo vkljucˇenih
781 oseb, je za modalnosti, kot sta slike MRI in analize krvnih proteinov, na voljo le ome-
jena kolicˇina podatkov. Slike MRI so na primer na voljo le za 163 oseb iz prvega obiska,
medtem ko so analize krvnih proteinov na voljo za 659 oseb iz prvega obiska in 272 oseb
iz kasnejˇsih obiskov [42].
Ob vsakem obisku so osebam postavili diagnozo glede na rezultate kognitivnih testov.
Diagnozo sestavljajo 3 kategorije:
• Normalno stanje (266 oseb)
• Blaga kognitivna motnja (257 oseb)
• Alzheimerjeva bolezen (258 oseb)
V kategorijo normalno stanje so bile uvrsˇcˇene osebe brez nevrolosˇkih ali psihiatricˇnih
motenj. V kategorijo blaga kognitivna motnja so bile uvrsˇcˇene osebe, ki so izkazovale
probleme s kognitivnimi sposobnostmi, vendar jih to ni oviralo pri vsakdanjih aktivnostih.
V kategorijo Alzheimerjeva bolezen so bile uvrsˇcˇene vse osebe s kriticˇnimi kognitivnimi
motnjami v vsaj dveh razlicˇnih podrocˇjih, kot so spomin, orientacija, resˇevanje problemov
itd. Pri tem ni bilo prisotne nobene druge bolezni, ki bi lahko povzrocˇila demenco [43, 44].
Srbska podatkovna zbirka
Raziskovalci iz Univerze v Novem Sadu so zbrali tri podatkovne mnozˇice. Ena je direktno
povezana z Alzheimerjevo boleznijo, preostalo dve pa z demenco in mozˇgansko kapjo.
Vse tri mnozˇice vsebujejo demografske podatke o osebah. Poleg tega vsebujejo razlicˇne
teste kognitivnih, motoricˇnih in senzoricˇnih sposobnosti in teste, ki preverjajo sposobnost
samooskrbe. Mnozˇica s podatki o mozˇganski kapi vsebuje tudi podatke o posˇkodbah
mozˇganov za razlicˇne mozˇganske regije. Vse skupaj je bilo pregledanih 245 oseb, od
tega jih je imelo 29 postavljenih diagnozo Alzheimerjeve bolezni, 27 jih je imelo blazˇjo
kognitivno motnjo in 29 je bilo zdravih oseb. Osebe v mnozˇicah o demenci in mozˇganski
kapi niso imele postavljene diagnoze o prisotnosti/odsotnosti Alzheimerjeve bolezni.
Podatkovna zbirka OASIS
OASIS (angl. Open Access Series of Imaging Studies) je projekt, s katerim zˇelijo omogocˇiti
raziskovalcem prost dostop do podatkovnih zbirk s slikami MRI. Zbirko so zbrali in izdali
30 POGLAVJE 5. EKSPERIMENTALNO OKOLJE
raziskovalci iz Univerze v Washingtonu, Harvardske Univerze, Medicinskega insˇtituta Ho-
ward Hughes in bolniˇsnice v Massachusettsu.
Podatkovna zbirka vsebuje MR slike 416 oseb starih od 18 do 96 let. Vsako osebo so
slikali vecˇkrat in tako zmanjˇsali razmerje med signalom in sˇumom. Za razliko od drugih
podatkovnih zbirk ta vsebuje slike oseb iz razlicˇnih zˇivljenjskih obdobij, kar omogocˇa
raziskovanje staranja in ne samo Alzheimerjeve bolezni. Poleg slik MRI so dostopni tudi
demografski podatki in rezultati dveh kognitivnih testov [45]. Nobena od oseb v tej mnozˇici
ni imela postavljene diagnoze o prisotnosti/odsotnosti Alzheimerjeve bolezni.
5.2.2 Predprocesiranje magnetno-resonancˇnih slik
Surove MR slike je tezˇko uporabiti kot vhodne podatke za algoritme strojnega ucˇenja.
Poleg mozˇganov je na slikah tudi lobanja, ki v bistvu predstavlja sˇum. Zato je obvezno
predprocesiranje teh slik. Tudi v literaturi so redki primeri, kjer lahko zasledimo uporabo
surovih slik.
V ta namen se pogosto uporabljajo odprtokodni programi FreeSurfer, ANTs in Min-
dboggle. ANTs in FreeSurfer se uporabljata za procesiranje surovih slik. Med dru-
gim poskrbita za odstranjevanje lobanje, segmentacijo slike v razlicˇne vrste tkiv (sivo
in belo mozˇganovino in cerebrospinalno tekocˇino) in oznacˇevanje regij mozˇganske skorje
in struktur pod mozˇgansko skorjo. FreeSurfer dodatno skonstruira tudi 3D rekonstrukcijo
mozˇganske skorje obeh hemisfer. Rezultat procesiranja so tudi razlicˇne meritve za vsako
od regij. Med njih spadajo debelina mozˇganske skorje in volumetricˇne meritve, kot sta
lokalna ukrivljenost in povrsˇina [7, 8, 9].
Razlika med programoma je, da za nekatere od korakov procesiranja uporabljata
razlicˇne algoritme. ANTs, na primer, za ekstrakcijo mozˇganov in segmentacijo tkiv upo-
rablja algoritme, ki uporabljajo predloge zˇe obdelanih mozˇganov kot dodatno informacijo.
FreeSurfer tega ne uporablja, vendar direktno iz segmentirane bele in sive mozˇganovine
preracˇuna zˇeljeno topologijo rekonstrukcije. Zaradi tega se lahko koncˇne meritve razliku-
jejo [9].
Mindboggle na podlagi vmesnih in koncˇnih rezultatov programov ANTs in FreeSurfer
izracˇuna atribute za vsako izmed regij mozˇganov. Za to uporabi segmentacije, izracˇunane
s programoma FreeSurfer in ANTs, in rekonstruirano 3D mozˇgansko skorjo z oznacˇenimi
regijami. Koncˇni rezultat so atributi, med katere spadajo [8, 46]:
1. volumni vseh oznacˇenih regij,
2. debelina mozˇganske skorje oznacˇenih regij,
3. statisticˇne povzetke meritev oblik (za vsako regijo):







V tej raziskavi smo uporabili slike MRI iz podatkovnih zbirk AddNeuroMed in OASIS.
Slike AddNeuroMed zbirke so bile zˇe spredprocesirane, rezultati pa dostopni na spletu. Za
nasˇe potrebe smo z uporabo zgoraj omenjenih orodij obdelali 167 slik podatkovne zbirke
OASIS.
5.2.3 Priprava podatkovnih mnozˇic za analizo
Analizirali smo podatke treh razlicˇnih virov, opisanih v razdelku 5.2.1. Primeri v posa-
meznih mnozˇicah podatkov niso vsebovali podatkov za vse modalnosti. V AddNeuroMed
mnozˇici so, na primer, manjkali podatki o kolicˇini proteinov v krvi za nekatere primere.
Taksˇno mnozˇico smo razdelili na vecˇ delov, tako da je vsak del vseboval samo modalnosti,
za katere so bili podatki dostopni za vse primere. Atribute, ki so po tej razdelitvi sˇe vedno
vsebovali neznane vrednosti, smo odstranili. S tem postopkom smo izlusˇcˇili 8 razlicˇnih
mnozˇic, primernih za poskuse, ki jih lahko vidimo v tabeli 5.1. V tej tabeli so vidni tudi
osnovni podatki o mnozˇicah.
Pred ucˇenjem smo pregledali vse atribute vseh mnozˇic in ugotovili, kateri so diskretni.
Te smo nato binarizirali in jih pripravili za uporabo v algoritmih strojnega ucˇenja.
Za dolocˇitev parov mnozˇic za zlivanje smo najprej poenotili poimenovanje atributov
iz vsakega vira in ugotovili mozˇne preseke med mnozˇicami. Glede na mocˇ preseka smo
dolocˇili pare za zlivanje, prikazane v tabeli 5.2. Pri tem smo atribute iz druge mnozˇice
dodali atributom iz prve.
5.3 Primerjava uspesˇnosti metod
Uspesˇnost napovedi posameznih zgrajenih modelov smo merili s klasifikacijsko tocˇnostjo.
Uspesˇnost modelov, naucˇenih na zlitih in osnovnih mnozˇicah smo primerjali medseboj. Da
bi ugotovili, ali obstaja znacˇilna razlika med njimi, smo primerjave naredili s statisticˇnimi
testi. Ker imamo opravka s primerjavo vecˇ klasifikatorjev, smo uporabili neparametricˇni
Friedmanov test v kombinaciji s post-hoc Nemenyi testom. Vsako posamezno metodo








TestAndDemo 833/802 19 X
TestAndDemo+Proteins 201/272 1035 X
TestAndDemo+BrainData 117/45 2170 X
Proteins 274/184 1016 X
Oasis Ni podatka 3220 ✗
SrbAlzheimer 24/42 135 X
SrbDementia Ni podatka 107 ✗
SrbStroke Ni podatka 52 ✗
Tabela 5.1: Tabela prikazuje osnovne podatke o mnozˇicah: sˇtevilo atributov, prisotnost
ciljne spremenjlivke in sˇtevilo primerov, ki pripadajo Alzheimerjevi bolezni (AB) in nor-
malnim kontrolam (NK).
Okrajˇsava Par
TTP TestAndDemo - TestAndDemo+Proteins
TTB TestAndDemo - TestAndDemo+BrainData
TBO TestAndDemo+BrainData - Oasis
TBTP TestAndDemo+BrainData - TestAndDemo+Proteins
TPTB TestAndDemo+Proteins - TestAndDemo+BrainData
PTP Proteins - TestAndDemo+Proteins
SASD SrbAlzheimer - SrbDementia
SASS SrbAlzheimer - SrbStroke
Tabela 5.2: Tabela prikazuje pare za zlivanje. Levi mnozˇici smo dodali atribute iz desne
mnozˇice. Zaradi dolgih imen mnozˇic smo za namene lazˇje predstavitve rezultatov dodali
tudi okrajˇsave.
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zlivanja smo statisticˇno primerjali tudi z metodo brez zlivanja. Za to primerjavo smo
uporabili neparametricˇni Wilcoxonov test.
Za graficˇno predstavitev rezultatov smo uporabili graf rangov s kriticˇno razdaljo [47].
Na sliki 5.1 je simbolicˇni primer takega grafa, ki primerja fiktivne rezultate 7 metod.
Metode so rangirane od leve proti desni, pri cˇemer je nauspesˇnejˇsa metoda prva iz leve.
Metode, povezane s temno vodoravno cˇrto niso znacˇilno razlicˇne. Dolzˇina cˇrte, oznacˇene
s CD, ponazarja kriticˇno razdaljo, ki definira, za koliko se morata dve metodi razlikovati,
da ju lahko oznacˇimo kot statisticˇno znacˇilno razlicˇni. Vse teste smo izvedli pri stopnji
zaupanja α = 0.05.









Slika 5.1: Primer grafa rangov s kriticˇno razdaljo.
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Poglavje 6
Rezultati in evalvacija
V tem poglavju predstavimo rezultate, jih primerjamo in evalviramo. Analiziramo, ali ima
predlagana metoda zlivanja podatkov pozitivni ucˇinek na klasifikacijsko tocˇnost. Klasifi-
kacijske tocˇnosti smo izmerili na osnovni in na zlitih mnozˇicah in jih primerjali. Dodatno
analiziramo tudi uspesˇnost posameznih klasifikatorjev, ki smo jih uporabili za gradnjo
modelov za napovedovanje Alzheimerjeve bolezni.
6.1 Uspesˇnost posameznih metod zlivanja
Nasˇa naloga je bila odkriti, ali predlagane metode fuzije izboljˇsajo napovedno tocˇnost
zgrajenega modela. Za gradnjo napovednih modelov smo uporabili linearno regresijo (LR),
naivnega Bayesa (NB), odlocˇitveno drevo (DT), k-najblizˇjih sosedov (KNN), nakljucˇni
gozd (RF), metodo podpornih vektorjev (SVM) in nevronsko mrezˇo (NN). Vsakega od
napovednih modelov smo zgradili na paru zlitih mnozˇic iz tabele 5.2 in samo na osnovni
mnozˇici (levi cˇlan para v tabeli). Za vecˇjo preglednost smo v tabelah v tem poglavju
uporabili indikatorje oblike par mnozˇic-klasifikator.
Tabela 6.1 prikazuje klasifikacijske tocˇnosti za vse mozˇne kombinacije trojic par mnozˇic
- klasifikator - metoda zlivanja. Iz nje je razvidno, da je uporaba zlivanja v nekaterih
primerih izboljˇsala napovedno tocˇnost, v nekaterih pa celo poslabsˇala. Na primer, pri
SASD-NB in SASS-NB se je napoved po zlivanju (vecˇciljno in enociljno regresijsko zliva-
nje) izboljˇsala tudi do 11%, medtem ko se je v primeru SASS-SVM po zlivanju poslabsˇala
(enociljno zlivanje z grucˇenjem) za kar 14%. Povecˇini je bilo izboljˇsanje dokaj minimalno
za nekaj odstotkov. Izboljˇsanje je bilo znacˇilno v devetih primerih, poslabsˇanje pa samo
v enem.
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TTP-LR 0.907 0.902 0.905 0.91
TTB-LR 0.907 0.902 0.906 0.906
TBO-LR 0.858 0.87 0.858 0.889
TBTP-LR 0.858 0.859 0.895 0.864
TPTB-LR 0.869 0.858 0.848 0.865
PTP-LR 0.7 0.673 0.692 0.668
SASD-LR 0.844 0.892 0.908 0.888
SASS-LR 0.844 0.908 0.927 0.789
TTP-NB 0.88 0.884 0.879 0.869
TTB-NB 0.88 0.882 0.881 0.875
TBO-NB 0.865 0.865 0.859 0.859
TBTP-NB 0.865 0.834 0.871 0.833
TPTB-NB 0.856 0.863 0.858 0.812
PTP-NB 0.649 0.651 0.661 0.663
SASD-NB 0.844 0.952 0.952 0.952
SASS-NB 0.844 0.955 0.969 0.886
TTP-DT 0.872 0.876 0.872 0.871
TTB-DT 0.872 0.862 0.872 0.884
TBO-DT 0.778 0.776 0.782 0.764
TBTP-DT 0.778 0.783 0.826 0.785
TPTB-DT 0.81 0.822 0.839 0.822
PTP-DT 0.635 0.612 0.607 0.639
SASD-DT 0.967 0.983 0.967 0.971
SASS-DT 0.967 0.971 0.927 0.952
TTP-KNN 0.868 0.873 0.888 0.868
TTB-KNN 0.868 0.878 0.887 0.876
TBO-KNN 0.827 0.808 0.833 0.809
TBTP-KNN 0.827 0.832 0.871 0.739
TPTB-KNN 0.841 0.839 0.856 0.837
PTP-KNN 0.679 0.667 0.677 0.668
SASD-KNN 0.877 0.882 0.877 0.811
SASS-KNN 0.877 0.842 0.844 0.743
TTP-RF 0.878 0.894 0.898 0.887
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TTB-RF 0.878 0.882 0.888 0.881
TBO-RF 0.85 0.857 0.869 0.815
TBTP-RF 0.85 0.814 0.832 0.85
TPTB-RF 0.848 0.818 0.848 0.837
PTP-RF 0.644 0.658 0.675 0.647
SASD-RF 0.983 0.967 0.954 0.971
SASS-RF 0.983 0.971 0.967 0.911
TTP-SVM 0.899 0.914 0.908 0.897
TTB-SVM 0.899 0.905 0.905 0.896
TBO-SVM 0.845 0.859 0.839 0.858
TBTP-SVM 0.845 0.859 0.877 0.827
TPTB-SVM 0.856 0.865 0.856 0.839
PTP-SVM 0.666 0.673 0.683 0.67
SASD-SVM 0.94 0.904 0.89 0.852
SASS-SVM 0.94 0.892 0.94 0.805
TTP-NN 0.866 0.899 0.895 0.876
TTB-NN 0.866 0.875 0.873 0.874
TBO-NN 0.839 0.858 0.87 0.838
TBTP-NN 0.839 0.8 0.875 0.857
TPTB-NN 0.85 0.843 0.827 0.852
PTP-NN 0.716 0.675 0.666 0.703
SASD-NN 0.869 0.877 0.894 0.861
SASS-NN 0.869 0.861 0.954 0.824
Tabela 6.1: Klasifikacijske tocˇnosti vseh uporabljenih klasifikatorjev pri uporabi osnovne
mnozˇice in zlitih mnozˇic. Z odebeljenim tiskom so napisane najviˇsje klasifikacijske tocˇnosti
za trojico: par mnozˇic - klasifikator - metoda zlivanja. Z rdecˇo barvo so oznacˇene klasifi-
kacijske tocˇnosti, ki so znacˇilno drugacˇne od klasifikacijskih tocˇnosti modela brez zlivanja.
Povzetek rezultatov je prikazan v tabeli 6.2, ki prikazuje sˇtevilo znacˇilnih izboljˇsav/po-
slabsˇanj klasifikacijske tocˇnosti glede na metodo zlivanja in klasifikator. Vsako od metod
zlivanja smo statisticˇno primerjali z metodo brez zlivanja z Wilcoxonovim testom. Eno-
ciljno regresijsko zlivanje je v povprecˇju dosegalo najboljˇse rezultate, takoj za njim pa je
bilo vecˇciljno regresijsko zlivanje. Pri nobeni od teh metod ni bilo znacˇilnega poslabsˇanja.
Edino znacˇilno poslabsˇanje je imelo enociljno zlivanje z grucˇenjem v kombinaciji s klasifi-
katorjem SVM. Klasifikator SVM je imel najvecˇje sˇtevilo znacˇilnih razlik med metodami
zlivanja in metodo brez zlivanja mnozˇic.











LR - - - -
NB - - - -
DT - - - -
KNN - 2/0 - 2/0
RF 1/0 1/0 - 2/0
SVM 1/0 2/0 0/1 3/1
NN 1/0 1/0 - 2/0
skupaj 3/0 6/0 0/1
Tabela 6.2: Sˇtevilo znacˇilnih izboljˇsav/poslabsˇanj klasifikacijske tocˇnosti glede na metodo
zlivanja in klasifikator.
Vse sˇtiri metode smo tudi statisticˇno primerjali s Friedmanovim testom, kjer smo
dobili p-vrednost 0.0008383. To pomeni, da se klasifikacijske tocˇnosti metod med seboj
znacˇilno razlikujejo in da lahko nicˇelno hipotezo zavrzˇemo.
Podrobnejˇsa statisticˇna primerjava posameznih metod s post-hoc testom Nemenyi-
a je pokazala, da nobena od metod zlivanja ni znacˇilno boljˇsa od metode brez zlivanja
podatkov. So pa bile razlike med predlaganimi metodami zlivanja. Kot lahko vidimo na
grafu rangov na sliki 6.1, sta bili enociljno in vecˇciljno regresijsko zlivanje znacˇilno boljˇsa
od enociljnega zlivanja z grucˇenjem. Prav tako je razvidno, da se je to zlivanje v povprecˇju
najslabsˇe odrezalo in je bilo celo slabsˇe od modelov brez uporabe zlivanja.
Statisticˇno primerjavo metod za zlivanje smo naredili tudi locˇeno za vsak posamezni
klasifikator. Rezultati statisticˇnih primerjav so prikazani na sliki 6.2. Znacˇilno razlicˇne so
bile metode samo pri dveh klasifikatorjih. Tudi tu nobena metoda zlivanja ni bila boljˇsa
od metode brez zlivanja podatkov. Enociljno zlivanje z grucˇenjem se je pri obeh odrezalo
najslabsˇe. Bilo je znacˇilno slabsˇe od vecˇciljnega regresijskega zlivanja pri klasifikatorju
SVM in enociljnega regresijskega zlivanja pri klasifikatorju KNN.
6.2 Uspesˇnost posameznih klasifikatorjev
Statisticˇno primerjavo smo naredili tudi za posamezne klasifikatorje preko vseh uporablje-
nih mnozˇic (osnovnih in zlitih). Rezultat Friedmanovega testa je bila p-vrednost 4.6×10−8.
Klasifikacijske tocˇnosti klasifikatorjev se med seboj znacˇilno razlikujejo in nicˇelno hipotezo






Enociljno zlivanje z grucenjem
Slika 6.1: Prikaz uspesˇnosti vseh uporabljenih metod.
lahko zavrzˇemo.
S post-hoc testom Nemenyi-a smo podrobneje statisticˇno primerjali posamezne klasi-
fikatorje in ugotovili:
1. linearna regresija je znacˇilno boljˇsa od nevronskih mrezˇ, metode k-najblizˇjih sosedov
in odlocˇitvenega drevesa, ter
2. nakljucˇni gozdovi in metoda podpornih vektorjev sta znacˇilno boljˇsi od metode
k-najblizˇjih sosedov in odlocˇitvenega drevesa.
Primerjavo klasifikatorjev lahko vidimo na grafu rangov na sliki 6.3. V povprecˇju se je
najbolje odrezala linearna regresija, najslabsˇe pa metoda k-najblizˇjih sosedov.
Prav tako smo naredili statisticˇno primerjavo tudi locˇeno za vsako metodo zlivanja
– brez zlivanja (referencˇna metoda), zlivanje z vecˇciljnimi modeli, zlivanje z enociljnimi
regresijskimi modeli in zlivanje z grucˇenjem. Rezultati statisticˇnih primerjav so razvidni iz
grafov na sliki 6.4. Najbolj konsistentna linearna regresija, ki je pri treh od sˇtirih metod je
dosegla najviˇsji rang. Samo pri uporabi mnozˇic, zlitih z enociljnim zlivanjem z grucˇenjem,
ni dosegla najviˇsjega ranga. Pravo nasprotje je odlocˇitveno drevo, ki samo pri uporabi
mnozˇic zlitih z enociljnim zlivanjem z grucˇenjem, ni padel na zadnje mesto.
Slika 6.4a prikazuje uspesˇnost klasifikatorjev na osnovnih mnozˇicah. Najboljˇsa pov-
precˇna ranga sta dosegla linearna regresija in metoda podpornih vektorjev, ki sta bila tudi
znacˇilno boljˇsa od vseh preostalih klasifikatorjev.
Uspesˇnost klasifikatorjev pri uporabi mnozˇic zlitih z vecˇciljnim regresijskim zlivanjem
prikazuje slika 6.4b. Linearna regresija je bila znacˇilno boljˇsa od metode k-najblizˇjih
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(a) Klasifikator SVM.





Enociljno zlivanje z grucenjem
(b) Klasifikator KNN.
Slika 6.2: Prikaz uspesˇnosti vseh uporabljenih metod glede na klasifikator.
sosedov, naivni Bayes in metoda podpornih vektorjev pa sta bila znacˇilno boljˇsa od
odlocˇitvenega drevesa.
Na sliki 6.4c lahko vidimo uspesˇnost klasifikatorjev na mnozˇicah, zlitih z enociljnim re-
gresijskim zlivanjem. Linearna regresija, metoda podpornih vektorjev in nevronske mrezˇe
so bile glede na klasifikacijsko tocˇnost znacˇilno razlicˇne samo od odlocˇitvenega drevesa.
Zadnja slika 6.4d prikazuje spesˇnost klasifikatorjev pri uporabi mnozˇic zlitih z eno-
ciljnim zlivanjem z grucˇenjem. Klasifikatorja, ki temeljita na grajenju dreves, sta bila tu
v povprecˇju najboljˇsa. Nakljucˇna drevesa so bila tu znacˇilno boljˇsa od nevronske mrezˇe,
linearne regresije in metode k-najblizˇjih sosedov, odlocˇitveno drevo pa je bilo znacˇilno
boljˇse samo od k-najblizˇjih sosedov.
6.3 Diskusija
Razlogov, zakaj zlivanje v povprecˇju ni dosegalo znacˇilno boljˇsih rezultatov, je mozˇnih vecˇ.
Iz tabele 5.1 je razvidno, da imajo mnozˇice s podatki o proteinih in podatki, izlucˇenimi
iz slik MRI, izjemno veliko sˇtevilo atributov. Preostale mnozˇice pa vsebujejo predvsem
manjˇse sˇtevilo diskretnih atributov z velikimi zalogami vrednosti. To pomeni, da se v cˇasu
zlivanja sˇtevilo atributov teh mnozˇic napihne. Nasˇa odlocˇitev je bila, da vedno dodamo
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Slika 6.3: Prikaz uspesˇnosti vseh uporabljenih klasifikatorjev.
50 atributov v procesu zlivanja. V primerjavi z obstojecˇimi atributi osnovne mnozˇice je
to le manjˇsi del. Velik del dodanih atributov je zato pred ucˇenjem klasifikatorja odpadel
(ko smo naredili izbor atributov) in imel posledicˇno manjˇsi vpliv na koncˇni model.
Na enociljno zlivanje z grucˇenjem je verjetno vplivala izbira parametrov. Sˇtevilo skupin
pri metodi k voditeljev je bilo vedno enako, ne glede na ucˇno mnozˇico. To pomeni, da je
bil regresor, ki je uporabljal to metodo za osnovo, razlicˇno natancˇen pri napovedovanju
vrednosti manjkajocˇih atributov. Grucˇenje je na nek nacˇin diskretiziralo zalogo vrednosti
teh atributov. Kvaliteta diskretizacije pa je bila odvisna od kvalitete samih atributov in
sˇtevila grucˇ.
Sˇtevilo atributov in primerov v posamezni mnozˇici je prav tako vplivalo na celoten
proces napovedovanja. V procesu zlivanja smo skupne atribute selektivno izbrali z algo-
ritmom RReliefF, ki ima probleme z ocenjevanjem atributov, ko je sˇtevilo pomembnih
atributov relativno majhno v primerjavi s sˇtevilom nepomembnih atributov. Sˇe vecˇji pro-
blem se pojavi, cˇe je sˇe sˇtevilo primerov majhno. Za mnozˇice z atributi, ki opisujejo
proteine in lastnosti mozˇganov, je to zelo velik problem. Te mnozˇice so imele med 200 in
500 primerov in med 1000 in 3000 atributov. Poleg tega smo algoritem ReliefF uporabili
za izbiro atributov pred grajenjem modelov, kar pomeni, da obstaja mozˇnost, da so bili
atributi dvakrat napacˇno ocenjeni in da je to vplivalo na zgrajeni model.
Na napovedno tocˇnost so vplivale tudi modalnosti podatkov v mnozˇici, uporabljeni
za grajenje modela. Viˇsje napovedne tocˇnosti so dosegale mnozˇice s podatki o rezultatih
razlicˇnih testov. Pri mnozˇicah, ki teh modalnosti niso vsebovale (npr. Proteins), so bile
napovedne tocˇnosti med 10-20% nizˇje kot pri ostalih.
Poleg tega velja tudi omeniti problem pripisane diagnoze posameznih primerov v upo-
rabljenih mnozˇicah. Kljub temu, da so diagnozo dodelili strokovnjaki, to ni nujno pravilna
diagnoza. Pravilno diagnozo je mogocˇe dobiti sˇele ob smrti pacienta. Nepravilne oznake
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(b) Vecˇciljno regresijsko zlivanje.









(c) Enociljno regresijsko zlivanje.









(d) Enociljno zlivanje z grucˇenjem.
Slika 6.4: Prikaz uspesˇnosti vseh uporabljenih klasifikatorjev glede na metodo zlivanja.
primerov negativno vplivajo tako na ucˇenje napovednega modela z ucˇnim delom mnozˇice
kot na preverjanje kvalitete tega modela z uporabo testnega dela mnozˇice. Vse to pa ima
vpliv na napovedno tocˇnost. Ta problem se pojavlja tudi v literaturi. Najbolj viden je bil
ta problem v metodi, ki so jo predlagali v [25].
Presenetljiva je uspesˇnost linearne regresije. Zanjo je znano, da ima probleme z veli-
kim sˇtevilom kategoricˇnih atributov in nelinearnimi atributi. Taki atributi so bili v nasˇih
mnozˇicah prisotni – atributi iz rezultatov kognitivnih testov so bili povecˇini kategoricˇni,
atributi iz slik MRI pa nelinearni. V literaturi se logisticˇna regresija sicer pojavlja, vendar
precej redkeje kot SVM ali nakljucˇni gozdovi. Mi smo zasledili njeno uporabo v samo
nekaj primerih, pri cˇemer so v vecˇini teh primerov raziskovalci uporabljali samo rezul-
tate kognitivnih testov. V nasˇi nalogi je bila enakovredna nakljucˇnim gozdovom, SVM,
naivnemu Bayesu in nevronski mrezˇi.
Poglavje 7
Zakljucˇek
V okviru magistrske naloge smo obravnavali problem napovedovanja Alzheimerjeve bole-
zni. Pregled literature je pokazal, da obstaja veliko sˇtevilo sˇtudij, kjer so zbrani raznoliki
podatki. Vecˇina teh sˇtudij je zasebnih in njihovi podatki niso javno dostopni. Preostale,
ki pa so javne, ciljajo predvsem na raziskovalce z vseh podrocˇij, ki jih zanima cˇimprejˇsnje
odkritje vzrokov za pojavitev Alzheimerjeve bolezni in zdravil za blazˇenje posledic ozi-
roma celo ozdravitev. Kljub temu, da so na voljo razlicˇni tipi podatkov, se raziskovalci
povecˇinoma odlocˇajo za uporabo le enega. V preteklosti so raziskovalci z drugih medicin-
skih podrocˇij zˇe dokazali, da pametna uporaba vecˇ tipov podatkov lahko veliko doprinese
k razumevanju problema in napovedovanju bolezni.
V nasˇi nalogi smo se lotili napovedovanja Alzheimerjeve bolezni z uporabo zlivanja
razlicˇnih tipov podatkov, dobljenih iz razlicˇnih virov. Implementirali smo metodo zgodnje
integracije atributov. Preko skupnih atributov dveh mnozˇic smo prvi mnozˇici dodali manj-
kajocˇe atribute iz druge. Modele, naucˇene na zlitih mnozˇicah, smo primerjali z modeli,
zgrajenimi na originalnih mnozˇicah.
Za cˇimbolj realisticˇno primerjavo in evalvacijo modelov za zlivanje smo zbrali 8 razlicˇnih
mnozˇic podatkov iz treh razlicˇnih virov. Nasˇ cilj je bil pridobiti cˇimbolj razlicˇne mnozˇice za
kvalitetno ocenitev predlagane metode zlivanja. Podatki so bili zato razlicˇnih modalnosti,
mnozˇice pa so imele razlicˇno sˇtevilo tako atributov kot primerov. Podatki iz zbirke OASIS
so bili celo v obliki slik MRI, ki smo jih obdelali in iz njih izvlekli razlicˇne deskriptivne
atribute.
Rezultati so pokazali, da noben od modelov, zgrajenih na podatkih, zlitih s predla-
ganimi metodami, ni bil statisticˇno znacˇilno boljˇsi od modelov, zgrajenih na osnovnih
mnozˇicah. Kljub temu pa so predlagane metode v nekaterih primerih izboljˇsale napove-
dno tocˇnost tudi do 14%. Dve izmed treh metod sta imeli tudi viˇsji povprecˇni rang od
osnovne metode. Za nekatere mnozˇice se je izkazalo, da je bolje zamenjati napovedni mo-
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del kot pa strategijo zlivanja, kar pomeni, da dodani atributi bodisi niso doprinesli nobene
kvalitetne informacije ali pa da jih je bilo v primerjavi z originalnimi premalo in so se
porazgubili med ocenjevanjem atributov za grajenje modela.
Uspeh pri nekaterih poskusih vendarle nakazuje na skriti potencial, ki ga ima zlivanje.
Izboljˇsave so mozˇne v celotnem cevovodu grajenja modela. Za dodajanje atributov smo
v nalogi uporabili klasicˇne metode za nadzorovano ucˇenje in grucˇenje. Zanimivo bi bilo
preiskusiti, kaksˇen drug nacˇin, na primer, s povezovalnimi pravili (Apriori algoritem).
Poleg tega bi lahko uporabili druge algoritme za izbiro atributov. Algoritmi iz druzˇine
Relief imajo velike probleme z dolocˇitvijo pomembnih atributov, cˇe je sˇtevilo nepomembnih
v mnozˇici veliko. Poleg tega potrebujejo veliko sˇtevilo primerov za dobro oceno kakovosti.
Ta dva problema sta se pri nas pojavila v kar nekaj mnozˇicah.
Zanimivo bi bilo tudi raziskati vpliv razlicˇnih parametrov algoritmov strojnega ucˇenja,
predvsem pri zlivanju podatkov. V to spadajo tako preprosti parametri za zmanjˇsevanje
prilagajanja modela podatkom kot tudi bolj kompleksni, kot je na primer struktura ne-
vronske mrezˇe. V tej nalogi se tega problema nismo lotili, vendar lahko na ta nacˇin verjetno
dodatno izboljˇsamo kvaliteto dodanih atributov.
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