Social networks analysis studies the interactions among users when using social media. The content provided by social media is composed of essentially two parts: a network structure of users ' links (e.g. followers, friends, etc.) 
INTRODUCTION
The increasing availability of data sources in recent years has been accompanied by dramatic progress in machine learning theories and algorithms and their application to many domains such as computer vision, speech recognition, natural language processing and predictive analytic, making the data analytic area a prominent and important field of research and exploitation. On the one hand, structured data, gathered by companies as a result of their day-to-day operations, has been widely exploited with Business Intelligence (BI) techniques and tools. Results help decision makers by providing a clear understanding of current situation at hand.
On the other hand, unstructured data (e.g. texts, images, blogs, tweets, etc.) are usually harder to localize (they must be gathered from external sources such a social media, or web blogs) and to mine with classical BI techniques. In fact, a major trend of unstructured data analytics is the use of Social Networking Analysis (SNA) theories and methods. This analysis concerns both underlying network structure of users' links (followers, friends, etc) and the actual data exchanged inside these networks.
Exploitation of the structure of the network is usually based on graphs theory, while extraction information from data resulting from the interactions among users of the network is based on a combination of data analytics and text mining. With the increasing informational size of social networks, those data sources have become an important source of informal data related to the activities and environments of the companies, or useful for companies to understand trends or opinions.
Sentiment analysis "also called opinion mining , is the field of study that analyses people's opinions, sentiments, evaluations, appraisals, attitudes, and emotions towards entities such as products, services, organizations, individuals, issues, events, topics, and their attributes" [1] . The main application of sentiment analysis is to study what is said about a service or a product. When people want to purchase a good or service they can search what the other customers think about it.
This make the companies more attentive of what is said about their brand of products. It gives an idea of the acceptance of what they propose. Other applications can be the study of the opinion about a social or political activity, about an event. These studies can be biased or not precise enough when they are applied to social network. Indeed, social network content and discussions are freely flowing, not necessarily classified into themes; for example, a user can make a political post in a discussion about medicine. Topic modelling studies this issue.
Topic modelling studies the classification of documents by topic or theme. This activity is relevant when dealing with a large amount of data. The extraction of data from a social network is based on a keyword search, which are not put in context. We can therefore be redirected to any content which contains our keyword. For example, when we search the keyword "Apple", we are directed to content linked to the fruit as well as to the well-known company. For better accuracy, we apply topic modelling methods to classify this content and use the context we want to study. We propose a model, based on topic modeling, sentiment analysis and graph databases, that exploits both the network structure of users' links and actual content data from social media. We apply the proposed model to Twitter in order to identify opinion patterns.
SENTIMENT ANALYSIS IN A NUTSHELL
Sentiment Analysis is firstly a natural language processing task at many levels of granularity. The first application can be found at the document level classification task [2, 3] , later it has been done at the sentence level [4, 5] and recently at the phrase level [6, 7] . "Sentiment analysis or opinion mining is the computational study of opinions, sentiments and emotions expressed in text" [6] .This opinion extraction from text is a complex task in the context of social network, this is particularly more challenging with micro-blogs such as tweets and blog reviews. The main challenge is decoding the text [8, 9] . This is because of the non-formal writing style inside these media. One reason can be the limitation of the number of characters in some social media.
Document level sentiment analysis
This method focuses on the entire document. For each d ∈ ∈ ∈ ∈ D, a set of documents, this method computes the value of the sentiment for d. The features are not taken in account or are just assumed as the object; in addition, the opinion of a document is considered as expressed by one opinion-holder. An example is [6] , where this approach was used at a document-level to classify movie reviews into two classes, positive and negative. A drawback of the method is we can have multiple opinion holders for long texts. For example, a blogger can refer the opinion of other people for the sake of a comparison.
Sentence level sentiment analysis
In sentence level analysis, we have two tasks:
• The subjectivity classification: determines if the sentence is an objective or subjective sentence, by searching for opinionated sentences [10, 11] ;
• Sentiment classification: computes the polarity of the subjective sentences.
Sentences have a single opinion expressed by one opinion holder [13, 14] .
Feature based sentiment analysis
The assumption in feature based sentiment analysis is that the overall opinion does not mean complete acceptance of every aspect of an object [12, 15] . One can positively mark a product without liking all the aspect of the product. In our example, one can say that the computer is a good one but simultaneously find the screen too large. Feature based sentiment analysis tries to capture this phenomenon. We have the overall polarity on an object and a polarity of each of its features. The following tasks are performed:
• Identify the features of an object.
• Determine the polarity of the features.
Sentiment analysis approaches a) Machine Learning Approach
We identify the two following methods.
Unsupervised Learning: these methods classify sentiment by assuming some classification rules. Turney [7] used this method to find the sentiment on a review by using some syntactic rules.
Supervised Learning: These methods use labeled data to compute the polarity( [15] , [16] ). The model is trained to exploit the training data and then tested with a training set. Supervised Learning is the most used machine learning method in sentiment analysis. The first challenge is to label the data automatically. The algorithms like naive Bayes (NB),maximum entropy(ME), and support vector machines (SVM) are often used in sentiment analysis.
b) Lexicon-Based Approach
Lexicon-Based approach uses a dictionary of opinionated words. Each word of the dictionary has a polarity. We notice three approaches:
• Manual approach: this method needs a lot of time to be built. Compared to automatic methods, this method is seldom used.
• Dictionary based approach: this dictionary is built automatically. The system starts with a pre-defined list of opinionated words (called seeds) and new words are added when they appear. The list is augmented using synonyms of the words in the seed from online dictionary like WordNet
• Corpus-based approach: this method is more powerful than the others, as it includes the syntactic rules and co-occurrence rules pattern. Another element in this method is the contextualization of a word. This is very important because a word can have a positive or negative polarity based on the domain.
The above different approaches propose a model of capturing the opinion patterns based on database technologies, and an assumed pre-identified topic.
MATERIALS AND METHODS
We first discuss here the system architecture we propose and then explain each step of the process we designed.
System architecture
The process we designed combines topic modelling, sentiment analysis and a graph database storage. Our system (Figure 1 ) is composed of three layers. These levels communicate in a bidirectional manner. We describe here each level of the architecture:
• Sources: We consider only tweets with a text content (we do not consider multimedia tweets) The whole content data is extracted from the source and stored in the storage (RDBMS)
• Storage: this layer includes all the kind of storage we use during all the process. In our case we use a relational database for content data and a graph database for storing the network structure of users' links.
• Application: this covers all the programs used during the process: topic modeling, sentiment analysis, and opinion pattern extraction. The process starts by crawling data from Twitter followed by a cleaning phase. We then perform topic modelling using LDA (see Section 3.2 below). For each dataset we do a first run of LDA to identify the most relevant topic we want to study (we call it "Main Topic"), ie, the topic that gathers more tweets. We then run a second time LDA on this topic to extract sub-topics. Once we performed the sub-topic modelling we need to prepare the sentiment analysis by finding the remaining information included in the MySQL database. To run topic modelling, we just extracted the text from the database. To continue the analysis we extracted the user_name, the screen_name and other metadata linked to each tweet. The sentiment analysis is then done. For each tweet we have the Id of the user, his name, the time it was posted, the text of the tweet, the sentiment polarity. We store all this in a file. We created another file containing the relation between users in the file (the followers' graph). These two files are then imported into the graph database. From this database we then extract the pattern of opinion in the network for the different sub-topics identified earlier.
Latent Dirichlet Allocation (LDA)
Topic modeling techniques are designed to discover statistically latent topics inside a collection of documents. The first known method is probabilistic latent semantic indexing (pLSI) sometimes called Latent Semantic Analysis (LSA) [17] . In this method, each word in a document is a sample from a mixture model where topics are represented as the multinomial random variables and documents as a mixture of topics. The approach makes three assumptions:
• The semantic information can be derived from a word-document co-occurrence matrix
• This dimensionality reduction is an essential part of this derivation
• And the words and documents can be represented as points in Euclidean space.
LDA is an unsupervised machine learning technique used to identify random topic information in large document collections. It is based on a "bag of words" approach. [18] In this approach, each document is seen as a vector of word counts. Each document is represented as a probability distribution over some topics, while each topic is represented as a probability distribution over a number of words. The generative process used by LDA in a collection for each document is:
• For each document, pick a topic from its distribution over topics.
• Sample a word from the distribution over the words associated with the chosen topic.
• The process is repeated for all the words in the document.
We applied LDA on all tweets, identified a relevant topic, and focused the rest of our study on the tweets that relate to that topic. We additionally manually evaluated the tweets to ensure they are pertinent. From here we run a second time LDA to extract sub-topics to have a more fine-grained list of topics.
Sentiment Analysis
Vader (Valence Aware Dictionary for Sentiment Reasoning) is based on a powerful and extendible lexicon for sentiment analysis [19] . We have decided to use it because of its social network oriented capabilities. The reason is that the sentiment analysis methods are not all appropriated to social network text, in particular micro-blogging such as tweets. With VADER we need no training of the model because it has already been trained and tested. Another advantage of Vader is the calculation of the strength of the sentiment. The strength goes from extremely negative to extremely positive. In our case we have defined 5 polarity types: extremely negative, negative, neutral, positive and extremely positive. We performed the sentiment analysis with Vader Sentiment implementation in Python. For each tweet we extract its sentiment. We extract the strength of the sentiment which is called compound. The compound is a number between -1 and+1. We then assign to each tweet its polarity types based on the compound value. Table 1 shows the polarity type and the lower and upper bound of each polarity. The definition of the name of the polarity will help us querying the graph database. 
Neo4j
Neo4j is a native graph databases management system with NoSQL capabilities written in JAVA. The system is very strong and easy to deploy in a personal computer. It gives a web base interface for visualizing the graph. Figure 2 represents the database model. We have three types of nodes:
• User: this node represent a user of our dataset: its properties are a unique id and a unique screen_name. We have reflexive links between users that represents a user following another user. We name the relation Follow.
• Tweet: represents a tweet published by a user. That's why we define a relation between node user and node Tweet (Publish_A). The Tweet node contains the id of the tweet, the time it was posted and the text of the tweet.
• PolarityType: is a node that stores the polarity of a tweet contained in node Tweet. The two nodes are connected by a relationship called Has_Polarity. The properties of node Polarity are the value of the sentiment (Compound) and the polarity type (extremely positive, positive, neutral, negative and extremely negative). To define and manipulateNeo4j databases we use a declarative graph query language called Cypher. This query language is based on Pattern matching. It allows finding a node or a group of node based on specific conditions. It also allows implementing some graph theory algorithms like the shortest path discovery, calculate the degree of a node etc. Cypher and SQL are very similar in the way they build queries.
IMPLEMENTATION RESULTS
We discuss here the application of our model to a Twitter dataset in order to extract opinion change patterns.
Dataset
Our data set is a mixed dataset obtained from the Twitter API using a series of keywords related to different topics (such as movie, Obama, Tesla).This dataset contains 600,000 tweets crawled during one month period in April 2016.
Results
Figure 1shows the key elements of each step of the process. From the 600,000 tweets on our dataset, we had 460,743 tweets after the cleaning process. Then we applied topic modelling on this last number of tweets and produced 46,254tweets for the topic we considered as having the most relevant content (the "main topic"). This set of tweets has been processed a second time in order to extract the sub-topics (10 sub-topics). The sentiment analysis of the 46,254 tweets constituting the chosen main topic shows that the majority of opinionated tweets in that topic were positive (20%) or extremely positive (24%). Table 2 shows the structure of the results we obtained from this process. 
Follower Graph
Number of users in the follower graph: 235
Number of connections: 420
The graph database stores the information of Figure 2 , as a result of the process we discussed above. For a given user and his followee, we can now extract opinion pattern of that user for a given topic using the Cypher query language. Figure 3 shows the tweets of a user (in red) following three other users. The opinions of the different users are very heterogeneous in the example. But the positive sentiments are more present than negative ones.
In the same manner we can extract other opinion changes in the database for all users and topics. This provides an overview of the trend of sentiment in the database. We can also organize the results according to the network structure of users' links (e.g. number of followees, followers…). 
CONCLUSIONS
We proposed a model for extracting patterns of opinion using topic modelling, sentiment analysis and the great opportunities provided by graph databases. We applied the model to a Twitter dataset. The model allowed us to extract opinion by combining the network of user's followers links with content data. Future works will: (1) study recurrent opinion changes across users and topics in order to identify opinion change patterns; (2)understand the dynamics of opinions change within social networks; extracting other patterns (recurrent discussions, volume of discussions…). The work can also be extended to community detection [20] . This can lead to a method of detecting influencers withincommunities.
