We consider the problem of constructing nonnegative matrices with prescribed extremal singular values. In particular, given 2n − 1 real numbers σ ( j) 1 and σ ( j) j , j = 1, . . . , n, we construct an n × n nonnegative bidiagonal matrix B and an n × n nonnegative semi-bordered diagonal matrix C, such that σ ( j) 1 and σ ( j) j are, respectively, the minimal and the maximal singular values of certain submatrices B j and C j of B and C, respectively. By using a singular value perturbation result, we also construct an n × n nonnegative matrix with prescribed singular values σ 1 ≥ · · · ≥ σ n .
Introduction
A singular value decomposition of a matrix A ∈ C m×n is a factorization A = U Σ V * , where Σ = diag(σ 1 , σ 2 , . . . , σ r ) ∈ R m×n , r = min{m, n}, σ 1 ≥ σ 2 ≥ · · · ≥ σ r ≥ 0 and both U ∈ C m×m and V ∈ C n×n are unitary. The diagonal entries of Σ are called the singular values of A. The columns u j of U are called left singular vectors of A and the columns v j of V are called right singular vectors of A. Every A ∈ C m×n has a singular value decomposition A = U Σ V * and the following relations hold: Av j = σ j u j , A * u j = σ j v j and u * j Av j = σ j . If A ∈ R m×n , then U and V may be taken to be real (see [1, 2] ).
In this paper we consider the following two special nonnegative inverse singular value problems, related with real matrices of the form: j , j = 1, . . . , n, to construct an n × n nonnegative semibordered diagonal matrix C of the form (2) , such that σ 
To solve Problem 1 and Problem 2 we use results related with similar problems for extremal eigenvalues of symmetrical tridiagonal matrices and symmetrical bordered diagonal matrices considered in [3, 4] , respectively. The inverse singular value problem has been considered, among others, in [1, 5] . However, as far as we know, the problem of constructing a nonnegative matrix A from the minimal and maximal singular values σ ( j) 1 and σ ( j) j of its leading principal submatrices A j , j = 1, . . . , n, has not been considered.
In [3] , the authors solve the following extremal inverse eigenvalue problem: Given 2n − 1 real numbers λ ( j) 1 and λ ( j) j , j = 1, . . . , n, find necessary and sufficient conditions for the existence of a real symmetrical tridiagonal matrix A of the form
1 and λ ( j) j are, respectively, the minimal and the maximal eigenvalues of the leading principal submatrix
Moreover we shall need the following results in [3] :
). Let A be an n × n matrix of the form (4) and let A j be the j × j leading principal submatrix of A, with characteristic polynomial P j (λ) , j = 1, 2, . . . , n. If λ ( j)
1 and λ ( j) j are, respectively, the minimal and the maximal eigenvalues of A j , then
1 and λ ( j) j , j = 1, . . . , n, be 2n − 1 given real numbers. Then, there exists an n × n symmetrical tridiagonal matrix A of the form (4), such that λ ( j) 1 and λ ( j) j are, respectively, the minimal and the maximal eigenvalues of the leading principal submatrix A j of A, j = 1, 2, . . . , n, if and only if
The proof is constructive and it generates an algorithmical procedure to compute the required solution matrix.
. . , n, be 2n − 1 given real numbers. Then, there exists an n × n nonnegative symmetrical tridiagonal matrix A of the form (4), such that λ ( j) 1 and λ ( j) j are, respectively, the minimal and the maximal eigenvalues of the leading principal submatrix A j , j = 1, . . . , n, of A if and only if
The paper is organized as follows: In Section 2 we discuss Problem 1 and give a necessary and sufficient condition for the problem to have a solution. In Section 3 we consider Problem 2 and we also give a necessary and sufficient condition for a solution. In Section 4 we use a singular value perturbation result to construct nonnegative matrices with prescribed singular values σ i , i = 1, . . . , n. Finally, in Section 5 we give some examples to illustrate the results. 
Proof. Let σ ( j) 1 and σ ( j) j , j = 1, . . . , n, be 2n − 1 given positive real numbers satisfying (9) . Consider the squares [σ
. . , n, which also satisfy (9) . Then, from Theorem 2, there exists an n × n symmetrical tridiagonal matrix
such that [σ
. . , n, are, respectively, the minimal and the maximal eigenvalues of the leading principal submatrix A j of A, j = 1, 2, . . . , n. From the proof of Theorem 2 in [3] , the β j can be chosen positive. Then, in order that A be nonnegative [σ
. . , n, must satisfy conditions (7) and (8) 
with b 0 = 0. Now we set
to compute the nonzero entries of an n × n nonnegative lower bidiagonal matrix B with the prescribed extremal singular values.
To prove the converse, let B be an n ×n nonnegative lower bidiagonal matrix of the form (1), with positive diagonal and codiagonal entries, such that σ 
Observe that if σ ( j) 1 and σ ( j) j , j = 1, . . . , n, are all positive, then the nonnegative symmetrical tridiagonal matrix A in (10) is positive definite. Hence, the entries a j and b j of the lower bidiagonal matrix B of the form (1), can be computed from the Cholesky decomposition of A. Although, in general, the Cholesky algorithm does not preserve nonnegativity, in our case the resulting bidiagonal matrix B is nonnegative. In fact, from the Cholesky decomposition the diagonal entries of B must be positive and since the codiagonal entries of the tridiagonal matrix A are also positive, then the codiagonal entries b i of B become positive.
Also observe that by permuting the columns of the lower bidiagonal matrix B in (1) we obtain the lower antibidiagonal matrix
where P is the appropriate permutation matrix. Both matrices have the same singular values. However they have not the same extremal singular values. Since (B P)(B P) T = B B T we may consider the submatrices
.
of B P to establish the following
. . , n, be 2n − 1 given positive real numbers. Then, there exists an n × n nonnegative anti-bidiagonal matrix B P of the form (13), with positive anti-diagonal and anti-codiagonal entries, such that σ ( j) 1 and σ ( j) j are, respectively, the minimal and the maximal singular values of the submatrix B j P j of the form (14), j = 1, 2, . . . , n, if and only if σ ( j) 1 and σ ( j) j , j = 1, . . . , n, satisfy (9). Now, consider the n × (n + 1) bidiagonal matrix of the form
with submatrix
Observe that B B T and B j B T j are n × n and j × j tridiagonal matrices of the form (11), respectively. Then we have the following Remark 7. We may compute, for the symmetrical tridiagonal nonnegative matrix A in (10) , an eigenvector u = (u 1 , u 2 , . . . , u n ) T associated to the eigenvalue λ as follows: From the characteristic equation (A − λI ) u = 0, we have
. . , u n are determined as functions of λ, from the first (n − 1) equations. From the last equation let
Hence, if λ is a root of u n+1 (λ) then λ is an eigenvalue of A with eigenvector u (λ) = (1, u 2 (λ) , . . . , u n (λ)). Then, the left singular vectors of the nonnegative lower bidiagonal matrix B in Theorem 4 are of the form
If λ is the Perron root of A, u(λ) = u 1 is the Perron vector of A and from the relation B T u i = σ i v i we may compute the right singular vectors v i of B. Since B is nonnegative, v 1 is a nonnegative vector.
Nonnegative semi-bordered diagonal matrices with prescribed extremal singular values
In this section we consider the Problem 2: to construct an n × n nonnegative semi-bordered diagonal matrix of the form
with prescribed extremal singular values. That is, given 2n − 1 positive real numbers, σ 
To solve this problem, we shall use the following results in [4] There, given 2n − 1 positive real numbers, λ
1 and λ ( j) j , j = 1, . . . , n, the authors solve the problem of constructing an n × n real symmetrical bordered diagonal matrix
such that λ 
, and
j , i = 2, 3, . . . , j, for each j = 2, 3, . . . , n. 
Now we are in position to solve Problem 2.
Theorem 11. Let σ ( j)
1 and σ ( j) j , j = 1, . . . , n, be 2n − 1 given positive real numbers. Then, there exists an n × n nonnegative semi-bordered diagonal matrix C of the form (17), such that σ ( j) 1 and σ ( j) j are, respectively, the minimal and the maximal singular value of the submatrix C j of C, of the form (18), j = 1, 2, . . . , n, if and only if
Proof. Let σ j ] 2 , j = 1, . . . , n, which also satisfy (23). Then, from Theorem 9, there exists an n × n symmetrical bordered diagonal matrix
with α j ∈ R and β j > 0 such that [σ
. . , n, are, respectively, the minimal and the maximal eigenvalues of the leading principal submatrix A j of A, j = 1, 2, . . . , n. In order that A be nonnegative, [σ 
. . , n, and β j = a j+1 b j , j = 1, 2, . . . , n − 1, to compute the entries of an n × n nonnegative semi-bordered diagonal matrix C, of the form (17), with the prescribed extremal singular values for the submatrices C j .
To prove the converse, let C be an n × n nonnegative semi-bordered diagonal matrix of the form (17), such that σ ( j) 1 and σ ( j) j are, respectively, the minimal and the maximal singular values of the submatrix C j of C, of the form (18) , j = 1, 2, . . . , n, Then [σ
j ] 2 are, respectively, the minimal and maximal eigenvalues of the leading principal submatrix (CC T ) j of order j, of CC T , and since CC T is an irreducible symmetric matrix, then from the Cauchy Interlacing Theorem we have
Remark 12. It is easy to see that an eigenvector of the bordered diagonal matrix A of the form (24), associated with the eigenvalue λ, is given by
If λ is the Perron root of A, then from Lemma 8, u(λ) is the Perron vector of A. Then the left singular vectors of C are
and from the relation C T u i = σ i v i , we may compute the right singular vectors v i of C, i = 1, . . . , n. In particular, u 1 and v 1 are nonnegative vectors.
Matrices with prescribed singular values
In [6] [7] [8] the authors have exploited, in connection with the nonnegative inverse eigenvalue problem, a perturbation result due to Brauer [9] , which shows how to modify one single eigenvalue of a matrix via a rank-one perturbation, without changing any of the remaining eigenvalues. This result has been extended by Rado and presented by Perfect in [10] , to modify r eigenvalues of a matrix of order n, r ≤ n, via a perturbation of rank-r , without changing any of the n − r remaining eigenvalues. Here, we give a singular value version of these results and apply them to construct n × n nonnegative matrices with prescribed singular values σ i and prescribed extremal singular values σ 1 and σ n .
Theorem 13. Let A be an m × n matrix with singular values σ 1 ≥ σ 2 ≥ · · · ≥ σ r ≥ 0 and r = min {m, n}. Let
matrices of order m × p and n × p, respectively; whose columns are the left and right singular vectors, respectively, corresponding to
Proof. Let r = m and let W = U . . . U and Z = V . . . V be unitary matrices, where U = u p+1 , . . . .u r , V = v p+1 , . . . ., v r and W * AZ = Σ is the singular value decomposition of A. Then, V * V = U * U = 0, U * AV = diag{σ 1 , . . . , σ p } and 
The singular values of A + U DV * are not necessarily in nondecreasing order. However we can order them by an appropriate permutation. 
Proof. From Theorem 13, we only need to show that U DV * is a symmetric matrix. Since A is symmetric, then σ i = |λ i |, where λ i is an eigenvalue of A, i = 1, . . . , n. Then there exists an orthogonal matrix Q such that
Now, under the notation of Theorem 13, let W = Q diag{±1, . . . , ±1}, Z = Q and Σ = diag{|λ 1 | , . . . , |λ n |}. Hence W * AZ = Σ . Observe that the columns of W and Z are equal or they differ in sign. Then
Now we consider the problem of constructing n × n nonnegative matrices with prescribed singular values σ 1 ≥ · · · ≥ σ n > 0 and prescribed extremal singular values σ 1 and σ n . We have the following simple result:
Theorem 16. Given the real numbers σ 1 ≥ σ 2 ≥ . . . ≥ σ n > 0, there exists an n × n nonnegative lower bidiagonal matrix with singular values σ i , i = 1, . . . , n.
Proof. Let µ i = σ 2 i and consider the set {µ 1 , µ 2 , . . . , µ n }. The 2 × 2 nonnegative symmetric matrix
has eigenvalues µ i = σ 2 i and µ n−i+1 = σ 2 n−i+1 , i = 1, . . . , n 2 for even n. If n is an odd number, we also consider the 1 × 1 matrix A n+1
is an n × n nonnegative symmetrical tridiagonal matrix of the form
with spectrum {µ 1 , . . . , µ n } = {σ 2 1 , . . . σ 2 n }, where
Observe that if
with 
and the following relations,
allow us to obtain the required nonnegative lower bidiagonal matrix B with singular values σ i .
Corollary 17. Given the real numbers σ 1 > σ 2 ≥ · · · ≥ σ n > 0, there exists an n × n nonnegative tridiagonal matrix with singular values σ i , i = 1, . . . , n.
Proof. Let µ i = σ 2 i and consider the set {µ 2 , µ 2 , . . . , µ n }. From Theorem 16 we construct the nonnegative lower bidiagonal matrix B of the form (26), with singular values σ 2 = σ 2 ≥ σ 3 ≥ · · · ≥ σ n > 0. Now we use Corollary 14, with α = σ 1 − σ 2 , to obtain the matrix B + αu 1 v T 1 , with singular values σ 1 = σ 2 + α > σ 2 ≥ · · · ≥ σ n > 0. Because of the structure of the singular vectors of B, the matrix B + αu 1 v T 1 becomes tridiagonal. Since u 1 is the Perron vector of the nonnegative matrix B B T and B T u 1 = σ 1 v T 1 , then v 1 is nonnegative and the nonnegativity of B + αu 1 v T 1 follows. In Section 2 we constructed an n × n nonnegative bidiagonal matrix B, with positive diagonal and codiagonal entries, such that the leading principal submatrix B j has prescribed minimal and maximal singular values. Now, by applying Corollary 14 we may construct, from the matrix B, an n × n positive matrix with prescribed maximal and minimal singular values σ 1 and σ n . In the same way, we may construct, from the n × n nonnegative semi-bordered diagonal matrix C in Section 3, an n × n positive matrix with prescribed maximal and minimal singular values σ 1 and σ n .
Corollary 18. There exists an n × n positive matrix A with prescribed maximal and minimal singular values
be positive real numbers, such that µ 1 = σ 1 − α > µ 2 , µ 2n−1 = σ n , α > 0. From Theorem 11 (Theorem 4) we construct an n × n nonnegative semi-bordered diagonal matrix C of the form (17) (n × n nonnegative bidiagonal matrix B of the form (1)), such that µ 1 = σ 1 − α and µ 2n−1 = σ n are, respectively, its maximal and minimal singular values. Next we compute, respectively, the left and right singular vectors u 1 and v 1 , of the matrix C (matrix B) according to Remark 12 (Remark 7). Since CC T (B B T ) is irreducible, u 1 and v 1 are positive vectors. Now we apply Corollary 14 to obtain the positive matrix A = C + αu 1 v T 1 (A = B + αu 1 v T 1 ), with maximal and minimal singular values σ 1 = µ 1 + α and σ n , respectively.
Examples
Example 19. Consider the following given real numbers 
