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Abstract— In the last year more than 70,000 people have 
been brought to the UK hospitals with serious injuries. Each 
time a clinician has to urgently take a patient through a 
screening procedure to make a reliable decision on the trauma 
treatment. Typically, such procedure comprises around 20 
tests; however the condition of a trauma patient remains very 
difficult to be tested properly. What happens if these tests are 
ambiguously interpreted, and information about the severity 
of the injury will come misleading? The mistake in a decision 
can be fatal – using a mild treatment can put a patient at risk 
of dying from posttraumatic shock, while using an over-
treatment can also cause death. How can we reduce the risk of 
the death caused by unreliable decisions? It has been shown 
that probabilistic reasoning, based on the Bayesian methodol-
ogy of averaging over decision models, allows clinicians to 
evaluate the uncertainty in decision making. Based on this 
methodology, in this paper we aim at selecting the most impor-
tant screening tests, keeping a high performance. We assume 
that the probabilistic reasoning within the Bayesian methodol-
ogy allows us to discover new relationships between the screen-
ing tests and uncertainty in decisions. In practice, selection of 
the most informative tests can also reduce the cost of a screen-
ing procedure in trauma care centers. In our experiments we 
use the UK Trauma data to compare the efficiency of the pro-
posed technique in terms of the performance. We also compare 
the uncertainty in decisions in terms of entropy.
Keywords— Bayesian model averaging, MCMC, decision 
tree, trauma care, feature selection.
I. INTRODUCTION 
As it has been reported in [1], more than 70,000 people 
have been admitted into the UK hospitals with serious inju-
ries. To make a reliable decision on the trauma treatment, a 
clinician has to urgently take a patient through a screening 
procedure which typically comprises around 20 tests [2]. 
However, the condition of a trauma patient is still very 
difficult to be tested properly. If the screening tests are 
ambiguously interpreted, and information about the severity 
of the injury is misleading, the mistake in a decision can be 
fatal; the choice of a mild treatment can put a patient at risk 
of dying from posttraumatic shock, while the choice of an 
overtreatment can also cause death [1]. How can we reduce
the risk of the death caused by unreliable decisions? 
It has been shown in [3 - 6] that probabilistic reasoning, 
based on the Bayesian methodology of averaging over deci-
sion models, enables to evaluate the uncertainty in decision 
making. The use of the Bayesian Model Averaging (BMA) 
over Decision Trees (DTs) makes decision models inter-
pretable for clinicians as shown in [7]. The Bayesian aver-
aging over DTs (BDTs) enables to select attributes which 
make the most significant contribution to decisions. Within 
the Bayesian DTs averaging we would expect that discard-
ing weakest attributes would improve the performance. 
However, in our experiments, we observed that the per-
formance decreased. Obviously, we can explain that this 
happened because the discarded attribute was still important 
for a small amount of the data. If this is the case, then we 
can expect that the replacement of this attribute by noise 
will further decrease the performance. Alternatively, we can 
assume that the weakest attribute makes a contribution to 
the BMA. Would it be possible to discard the weakest at-
tribute without decreasing the performance?  If so, then we 
can reduce the number of screening tests required for mak-
ing reliable decisions within BDT methodology.
In theory, BMA methodology is immune to overfitting 
problem [3]. However, in some cases, overfitting was 
shown to affect the BMA performance [8]. Based on these 
results we can assume that if the replacement of the weakest 
attribute by noise does not decrease the BMA performance, 
this attribute, making negligible contribution, provides bet-
ter conditions for mitigating BMA overfitting. 
Based on these assumptions, in this paper we aim at se-
lecting the most important screening tests, keeping the BDT 
performance high. This is important because selection of the 
most informative screening tests can reduce the cost of a 
screening procedure in trauma care centers. In our experi-
ments we use the UK Trauma data to compare the effi-
ciency of the proposed BMA technique in terms of the per-
formance. We also compare the uncertainty in decisions in 
terms of entropy.
Section 2 of the paper describes the bases of BMA over 
DTs, and section 3 describes the Trauma data used for the 
experiments. The experimental results are presented in sec-
tion 4, and section 5 concludes the paper.
II. METHODOLOGY OF BAYESIAN MODEL AVERAGING
For a DT given with parameters , the predictive distri-
bution is written as an integral over the parameters 
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where y is the predicted class (1, …, C), x = (x1, …, xm) is 
the m-dimensional vector of input, and D are the given 
training data.
This integral can be analytically calculated only in simple 
cases, and in practice part of the integrand, which is the 
posterior density of  conditioned on the data D, p( |D),
cannot usually be evaluated. However if values (1), …, (N)
are the samples drawn from the posterior distribution 
p(|D), we can write
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The above integral can be approximated by using 
Markov Chain Monte Carlo (MCMC) technique [3]. To 
perform such an approximation, we need to run a Markov 
Chain until it has converged to a stationary distribution. 
Then we can collect N random samples from the posterior 
p(|D) to calculate the desired predictive posterior density. 
Using DTs for the classification, we need to find the 
probability tj with which an input x is assigned by terminal 
node t = 1, …, k to the jth class, where k is the number of 
terminal nodes in the DT. The DT parameters are defined as 
 = (sipos, sivar, sirule), i = 1, …, k – 1, where sipos, sivar and sirule
define the position, predictor and rule of each splitting 
node, respectively. For these parameters the priors can be 
specified as follows. First we can define a maximal number 
of splitting nodes, say, smax = n – 1. Second we draw any of 
the m predictors from a uniform discrete distribution U(1, 
…, m) and assign },...,1{var msi  . 
Finally the candidate value for the splitting variable xj = 
si
var can be drawn from a discrete distribution U(xj
(1), …, 
xj
(L)), where L is the number of possible splitting rules for 
variable xj, either categorical or continuous. Such priors 
allow us to explore DTs which split data in as many ways as 
possible. However the DTs with different numbers of split-
ting nodes should be explored in the same proportions [3]. 
To sample DTs of a variable dimensionality, the MCMC 
technique exploits the Reversible Jump extension [3]. To 
implement the RJ MCMC technique, Denison et al. [3] and 
Chipman et al. [6] have suggested exploring the posterior 
probability by using the following types of moves:
1. Birth. Randomly split the data points falling in one 
of the terminal nodes by a new splitting node with 
the variable and rule drawn from the corresponding 
priors.
2. Death. Randomly pick a splitting node with two ter-
minal nodes and assign it to be one terminal with the 
united data points.
3. Change-split. Randomly pick a splitting node and 
assign it a new splitting variable and rule drawn 
from the corresponding priors. 
4. Change-rule. Randomly pick a splitting node and as-
sign it a new rule drawn from a given prior.
The first two moves, birth and death, are reversible and 
change the dimensionality of . The remaining moves pro-
vide jumps within the current dimensionality of . Note that 
the change-split move is included to make “large” jumps 
which potentially increase the chance of sampling from a 
maximal posterior whilst the change-rule move does “local” 
jumps.
The RJ MCMC technique starts drawing samples from a 
DT consisting of one splitting node whose parameters were 
randomly assigned within the predefined priors. So we need 
to run the Markov Chain while a DT grows and its likeli-
hood is unstable. This phase is said burn-in and it should be 
preset enough long in order to stabilize the Markov Chain. 
When the Markov Chain will be enough stable, we can start 
sampling. This phase is said post burn-in. 
III. THE PROPOSED METHOD
To test the assumptions made in section I, we propose 
two methods – the first is based on selection of DTs ensem-
ble, and the second is based on the randomization of vari-
ables. The selection technique aims to omit the DTs which 
use the weakest variable. The randomization technique aims 
to provide better conditions for mitigating DT ensemble 
overfitting. In the following sections we test and compare 
these techniques on the Trauma data.  
IV. EXPERIMENTS AND RESULTS
A. Trauma Data
The Trauma data collected at the Royal London Hospital 
comprises 16 screening tests and attributes and the outcome 
(lived or died) for 316 injured patients. Among these vari-
ables 5 are continuous and 11 are categorical, see Table 1.
B. Variable’s Importance
In our experiments we collected 10,000 DTs during post 
burn-in phase after sampling 200,000 DTs during burn-in 
phase. The sampling rate for post burn-in phase was 7; the 
3number of minimal data instances allowed in DT nodes was 
3; the acceptance rate was around 0.25.  
Having obtained the ensemble of DTs, we estimated the 
importance of all 16 variables for the prediction. The esti-
mates were calculated as the posterior probabilities of vari-
ables used in the DTs ensemble as shown in Fig. 1.
Table 1 Screening tests and attributes of the Trauma data
No Screening Tests and Attributes Type
1 Age Continuous
2 Gender: Male = 1, Female = 0. 0,1
3 Injury type: Blunt = 1, penetrating = 0 0,1
4 Head injury, no injury = 0 0,1,2,3,4,5,6
5 Facial injury 0,1,2,3,4
6 Chest injury 0,1,2,3,4,5,6
7 Abdominal or pelvic contents injury 0,1,2,3,4,5
8 Limbs or bony pelvis injury 0,1,2,3,4,5
9 External injury 0,1,2,3
10 Respiration rate Continuous
11 Systolic blood pressure Continuous
12 Glasgow coma score (GCS) eye response 0,1,2,3,4
13 GCS motor response 0,1,2,3,4,5,6
14 GCS verbal response 0,1,2,3,4,5
15 Oximetry Continuous
16 Heart rate Continuous
17 Died = 1, living = 0. 0,1
Fig. 1 Posterior probabilities of variables used in the ensemble
From Fig. 1 we can observe that the posterior probability 
of variable 9 is the smallest, around 0.005, while the maxi-
mal value is around 0.16 for variable 6. Therefore we can 
assume that the variable 9 makes negligible contribution to 
the ensemble’s outcome. 
To test our assumptions, we aim to discard this variable 
from the Trauma data. Table 2 shows the maximal values of 
loglikelihoods calculated within 5-fold cross-validation for 
two sets including 16 and 16\9 variables. From this table, 
we can observe that the loglikelihood value for the 16\9 set 
becomes greater than that for the set of all 16 variables.
However the performance of the ensemble using the set of 
16\9 variables is slightly fewer than that using the set of 16 
variables. This can happen because the ensemble using the 
set of 16\9 variables becomes more overfitted to the training 
data. Thus, we can conclude that the weakest variable 9 
provides better conditions for mitigating the DT ensemble 
overfitting. 
Table 2 Maximal loglikelihoods, L16 and L16\9, performances and entropies 
of the ensembles using sets of 16 and 16\9 variables within 5-fold cross-
validation
Fold Loglikelihood (L16) Loglikelihood (L16\9)
1 -36.14 -33.4
2 -44.29 -37.33
3 -37.23 -33.19
4 -36.24 -38.37
5 -37.98 -40.41
Loglikelihood -38.37 ±3.39 -36.48 ±3.23
Performance, % 84.66 ±4.70 83.85 ±6.95
Entropy 29.8 ±2.1 30.0 ±4.7
C. Selection of DT Ensemble
As shown above, the presence of the weakest variable 
has the positive effect on mitigating overfitting of the DT 
ensemble. This means that the DT ensemble should use all 
16 input variables during sampling, but then we can exclude 
those DTs which use the weakest variable 9. After such 
selection of DTs there is no need to use the variable 9. 
In our experiments this technique was tested within 5-
fold cross-validation and results shown in Table 3 which 
compares the performance of the original DT ensemble 
using all 16 variables with the performance of the selected 
ensemble. This table also shows the number of DTs omitted
after the selection. 
Table 3 Performances and entropies of the original and selected ensembles 
within 5-fold cross-validation 
Original ensemble Selected ensemble
Fold
Performance, 
%
Entropy
BDTs 
omitted 
 Performance, 
%
Entropy
1 85.93 26.47 314 85.93 26.46
2 80.95 28.89 467 80.95 28.91
3 84.13 31.80 217 84.13 31.79
4 82.54 32.05 631 82.54 32.04
5 87.30 31.44 336 87.30 31.46
84.17±2.54 30.13±2.40 393±160 84.17±2.54 30.13±2.40
This table show that the performance of the selected 
ensemble using 16\9 variables is the same as that of the 
4original ensemble using all 16 input variables. The entropies 
in decisions are also the same. Thus from this experiment 
we can see that proposed technique allows us to use a re-
duced set of variables.
D. Addition of Noise to Variables
In our experiments some amount of noise added to a 
weak variable can provide better conditions for mitigating 
DTs ensemble overfitting. Therefore, we can assume that 
the addition of noise to all variables will further improve 
conditions for mitigating DTs ensemble overfitting.
To test this assumption we removed the variable 9 and 
added a uniform noise to the remaining 15 variables. The 
intensity of the noise was 0.01. Table 4 shows the perform-
ances of DT ensembles using the set of 16 variables and the 
set of 16\9 with the added noise compared within 5-fold 
cross-validation. This table shows that the performance of 
the DT ensemble using the set of 16\9 + noise is better on
2%, than that of the ensemble using the original 16 inputs. 
Table 4 Performance and entropy of the ensembles using 16 variables and 
16\9 variables with noise estimated within 5-fold cross-validation
Fold Trauma (16 variables) Trauma (16\9 variables + noise)
Performance, % Entropy Performance, % Entropy
1 84.37 26.63 85.93 26.52
2 79.36 28.70 80.95 30.31
3 84.12 32.54 88.88 32.47
4 88.88 31.24 90.47 32.00
5 88.88 28.11 88.88 32.65
85.13± 7.94 29.4± 4.80 87.03± 7.54 30.8± 5.10
Thus we can see that the addition of the noise to the set of 
16\9 variables allows us to exclude the weakest variable 9 
and, at the same time, this enables to improve the DT en-
semble performance.
V. CONCLUSIONS & DISCUSSION
We have expected that discarding weakest attributes can
improve the performance of the BDT ensemble. However,
in our experiments, the performance has oppositely de-
creased. We have assumed that this happened because the 
discarded weakest attribute was still important for a small 
amount of the data. Alternatively, we have assumed that the 
weakest attribute makes a noticeable contribution to the 
BDT ensemble’s outcome. The question was would it be 
possible to discard the weakest attribute without decreasing 
the performance? This is important for clinical practice if
the number of screening tests required for making reliable 
decisions within BDT methodology can be reduced.
Although BMA methodology in theory is immune to 
overfitting problem, in some cases, it was shown that over-
fitting affects the BMA performance. We have observed
that the replacement of the weakest attribute by noise did
not decrease the BDT performance, and therefore this at-
tribute, making negligible contribution, provided better 
conditions for mitigating BDT ensemble overfitting. 
In this paper we aimed at selecting the most important 
screening tests, keeping the BDT performance high. In our 
experiments we used the UK Trauma data to compare the 
efficiency of the proposed technique in terms of the per-
formance. We also compare the uncertainty in decisions in 
terms of entropy.
As a result we found that the proposed techniques allow 
clinicians to reduce number of screening tests, keeping the 
performance and reliability of making decisions high. The 
optimized solutions can reduce the cost of a screening pro-
cedure in trauma care centers.
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