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 要  旨 
 本研究では Constrained Interpolation Profile-Basis Set (CIP-BS)法の粗い離散化であって
も時間ステップを減少させることで位相誤差を低減可能という性質を利用し、波長に対し広大
な解析領域を考慮する問題への適用とその評価を行う。 












 最後に波長に対し大規模な解析領域を有する散乱問題として3 × 3アレー状に配置した円筒
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減が見られるが直径あたりのセル数 Nm が 12より大きいとき Nm の増加と共に誤差の低減割合は減少
する。即ち振幅誤差にモデリングの影響が強く現れるため、モデリングのためのセル数は振幅の精度が
所望の値となる様にすべきと考える。
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図 2.1: K=1の 1次元 CIP法補間関数の拘束条件の模式図
CIP-BS法では電磁場とその 1次からK 次導関数までを計算するため、電磁場を展開する際それら導
関数も用いる。1次元の解析領域を任意の間隔で離散化し、i番目のノードの座標をxiとする。CIP-BS
法における電磁場 F (x)の展開式は、x = xi の F (x)の p次導関数の値である F
(p)
i を係数とする基底関













ここで φ(p)i は基底関数である。この展開式と CIP法補間関数が一致する様に φ
(p)
i は決定される。CIP









i (x = xi)
F
(d)
i+1 (x = xi+1)
(2.1.2)









i+1の条件は i = i−1
















xi ≤ x ≤ xi+1 において φ(p)i が満たすべきは xj = xi, xi+1 の式 (2.1.3)であり、これは 2(K + 1)元連立
























1 1 · · · 1
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これを解くことでxi ≤ x ≤ xi+1でのφ(p)i が求まる。同様にxj = xi, xi−1の式 (2.1.3)よりxi−1 ≤ x ≤ xi
でのφ(p)i が求めるが、xj = xiの式 (2.1.3)よりφ
(p)
i が式 (2.1.4)で表されることに変わりは無く、xj = xi−1
の式 (2.1.3)は xj = xi+1 の式 (2.1.3)が xi+1 が xi−1 に置き換わっただけであるため、∆xが負となっ
てしまうが ∆x = xi−1 − xi とすれば xi−1 ≤ x ≤ xi での φ(p)i の係数 an を決定する連立方程式は式
(2.1.5)と全く同じ式に帰着する。以下に本研究で主に用いるK = 1の基底関数 φ(0)i 、φ
(1)
i を示す。こ

























































































xi - 1 xi xi + 1
図 2.2: 基底関数 φ(0)i の概形
 0
xi - 1 xi xi + 1




数を多次元化しなくてはならない。そこで 1次元と同様に 2次元の電磁場 F (x, y)の展開式から基底関
数が満すべき要件を考え、基底関数を導出する。xy平面上の解析領域を x方向にNxセル、y方向にNy
セルに任意の間隔で離散化し x方向に ix 番目、y方向に iy 番目のノードの座標を (xix , yiy )とする。電
磁場 F (x, y)はノード (xix , yiy )上の xについて px次、yについて py 次の F (x, y)の導関数の値 F
(px,py)
ix,iy
を係数に持つ二次元の基底関数 Φ(px,py)ix,iy (x, y)を用いて次式で展開される。




















展開式を xについて px 階、yについて py 階微分した導関数は (x, y) = (xix , xiy )で
∂px+pyF
∂xpx∂ypy













1 ( dx = px, dy = py, jx = ix, jy = iy )
0 otherwise
(2.2.3)

















1 ( dy = py, jy = iy )
0 otherwise
(2.2.5)
式 (2.2.4)、(2.2.5)は 1次元の基底関数が満たすべき条件である式 (2.1.3)と一致するため、これらの条











































となる。時間についての離散化幅である時間ステップを∆tとし式 (2.3.1)は時刻 t = n∆tを中心に、式































ここでの上付き文字は時刻を表す。空間については x方向に ∆x間隔で Nx セル、y 方向に ∆y 間隔で









































ここで下付きの iは i = {(ix, iy) ∈ N 2|0 ≤ ix ≤ Nx, 0 ≤ iy ≤ Ny}、上付きの pは p = {(px, py) ∈
N 2|0 ≤ px ≤ K, 0 ≤ py ≤ K}であり展開係数が座標 (ix∆x, iy∆y)の xついて px次、yについて py 次
の電磁場の導関数であることを示す。式 (2.3.10)において未知係数は未来の時刻の電界En+1,pz,i である。
基底関数 Φ(p)i は係数と同数存在しているため、全ての基底関数を試験関数とし式 (2.3.10)の両辺と内積



































































































































































































































































































































Ez|n,(0,0)0,0 , Ez |
n,(0,1)




0,0 , Ez |
n,(0,0)
0,1 , · · ·
]
(2.3.19)
またMµ、Mε、Mx、My は係数行列である。式 (2.3.17)、(2.3.18)、(2.3.19)より要素 F
(p)
































































































以下では解析領域全体が真空で光速 c0、誘電率 ε0、透磁率 µ0 であり、x方向を ∆x間隔、y 方向を
∆y 間隔で離散化する状況を考える。CIP-BS法の解として x軸に対し θ 方向に伝搬する周波数 ωの平
面波 F (x, y)を考える。この平面波の xについて px次、yについて py 次の導関数の座標 (ix∆x, iy∆y)、









(cos θ ix∆x+sin θ iy∆y) (3.1.1)
ここで k̃は規格化数値波数であり数値波数ベクトルは 2πk̃
λ









i (x, y) (3.1.2)
ここで i = (ix, iy)、p = (px, py) である。式 (3.1.1) と式 (3.1.2) を用いて時刻 t = n∆t の平面波
F (n∆t, x, y)を展開すると次式となる。






(cos θ ix∆x+sin θ iy∆y) Φ̃
(p)
i (x, y) (3.1.3)
x方向サンプリング密度νx = λ∆x、y方向サンプリング密度νy =
λ


























パラメータ νx、νy、ξを用いて ηと ζ(i)を次式で定義する。




















































































z は式 (3.1.7)の F̃ (p)に対応する無次元























































































































ここで a = {(ax, ay) ∈ N 2| − 1 ≤ ax ≤ 1,−1 ≤ ay ≤ 1}である。無次元化された基底関数同士の内積は











ηM̃ZHx = M̃ZHx − η 12 ξ cosβ M̃yEz
ηM̃ZHy = M̃ZHy + η
1
2 ξ sinβ M̃xEz
ηM̃Ez = M̃Ez + η
1
2 ξ sinβ M̃xZHy − η
1
2 ξ cosβ M̃yZHx
(3.1.10)
































































(η − 1)2M̃ − ξ2 sin2 β ηM̃xM̃−1M̃x − ξ2 cos2 β ηM̃yM̃−1M̃y
)





∣(η − 1)2M̃ − ξ2 sin2 β ηM̃xM̃−1M̃x − ξ2 cos2 β ηM̃yM̃−1M̃y
∣
∣
∣ = 0 (3.1.15)
この式 (3.1.15)が CIP-BS法の数値分散関係式である。式 (3.1.11)、(3.1.12)、(3.1.13)より係数行列は






以下では νx = νyの正方形のセルで領域が離散化された状況を考え、式 (3.1.15)を解き数値分散の性質
































に近いほど位相速度は厳密な値に接近する [8]。そこでK = 1、ξ一定とした時のCIP-BS法と ξ = 0.99
とした時の FDTD法の数値位相速度とサンプリング密度の関係を図 3.1に示す。図 3.1では縦軸が数値
位相速度 vを真空中の光速 c0で割った規格化位相速度 vc0 であり、1に近づくほど vが厳密な値に近い事
を表す。図 3.1より高橋らの報告と同様に [6]、CIP-BS法は ξが小さくなるほど位相速度は厳密な値に
近づくことが確認できる。またいずれの手法でも νxが大きくなるにつれ位相速度が厳密な値に近づく事
が分かるが、その傾きは ξによって異なる。まず ξ = 0.1では FDTD法と同様にO(ν−2x )の傾きを持ち、
ξ = 0.001では O(ν−5.5x )となり、早く収束している。そして ξ = 0.01は θ = 0度では νx = 10、θ = 45
度では νx = 5をそれぞれ境にO(ν−2x ) とO(ν−5.5x )の傾きが共存しており、O(ν−5.5x )となっている領域
では ξ = 0.001の位相速度分布と一致している。即ち、ξを減少させ続けてもO(ν−5.5x )の傾きを持つ分




数値波数が虚部を持つとき、伝搬距離に応じた数理減衰が生じる。図 3.2にK = 1の CIP-BS法にお
ける数値減衰とサンプリング数の関係を示す。伝搬方向 θ = 45度の場合、νx ≥ 1範囲では数値減衰が
























































































Sampling density νx =  νy
FDTD ξ = 0.99
CIP-BS ξ = 0.1
CIP-BS ξ = 0.01
CIP-BS ξ = 0.001






















































































Sampling density νx =  νy
FDTD ξ = 0.99
CIP-BS ξ = 0.1
CIP-BS ξ = 0.01
CIP-BS ξ = 0.001
(b) 伝搬方向 θ =45 度の場合






























Sampling density νx =  νy
CIP-BS ξ = 0.1
CIP-BS ξ = 0.01
CIP-BS ξ = 0.001
図 3.2: K = 1の CIP-BS法における伝搬方向 θ = 0度の数値減衰とサンプリング密度 νx の関係
3.2.2 高次化の影響
CIP-BS法において高次化の試みは今までに成されてきており、K = 2 の CIP-BS法は時間依存の
Schrodinger方程式への適用が行われ、高精度化に成功している [2][3]。そこで本節ではMaxwellの方程
式では高次化はいかなる意味を持つのかを明らかにするためK = 1, 2の時の数値分散の影響を比較す
る。図 3.3にK = 1, 2の CIP-BS法におけるサンプリング密度 νx = νy と数値位相速度の関係を示す。
図 3.3において実線は数値位相速度が厳密な値 c0 より速い領域 (左縦軸を参照)、破線は c0 より遅い領
域 (右縦軸を参照)を意味している。K = 1の位相速度は図 3.1で見た通り、ξが大きいとき O(ν−2x )の
傾きを持ち、ξが減少するとO(ν−5.5x )の分布に収束していく。一方K = 2の場合は、ξが大きい場合は
K = 1の時と同様O(ν−2x )の傾きをもつが、K = 1より高精度まで ξの減少と共に厳密な位相速度に接
近し、ξ = 10−7の分布に収束する。その収束の仕方は ξ が減少していくにつれ c0 より位相速度が遅く
なる区間がより大きい νx まで徐々に広がり、ξ = 10−7まで減少すると観測した νx の区間全体が c0 よ
り遅くなっている。観測した区間内で最も厳密値に近いのは ξ = 10−7、νx ∈ [7, 10]の時であり、この区
間のパラメータを用いることが効率的であると考えられるが、そのときの位相速度の相対誤差は 10−13
とかなり小さなものとなっている。しかし単精度の仮数部は 7桁、倍精度でも 15桁程であり丸め誤差
を考えると過剰な高精度である。また ξが大きい場合K = 1のO(ν−2x )の傾きをもつ分布と一致してお
り、高次化の意味がない。そしてK = 1のときの未知数はセル数の 4倍に比例していたが、K = 2の倍
はセル数の 9倍に比例する。LU分解の計算時間が未知数の 2乗に比例することを考えれば、K = 2の
ときの計算時間は K = 1のときの 8116 倍程度であり、4倍以上の計算時間を要する。したがって高次化
で高精度になるとは限らず、なったとしても効率が良いとは考えにくい。もし用いるのであれば 4倍精










































































Sampling density νx =  νy








































































Sampling density νx =  νy
(b) 伝搬方向 θ =45 度の場合
K = 2, ξ = 10
-1
K = 2, ξ = 10
-2
K = 2, ξ = 10
-3
K = 2, ξ = 10
-4
K = 2, ξ = 10
-6
K = 2, ξ = 10
-7
K = 1, ξ = 10
-1
K = 1, ξ = 10
-2
K = 1, ξ = 10
-3
図 3.3: K = 1, 2の CIP-BS法と数値位相速度 v
c0















































































































(b) 伝搬方向 θ =45 度の場合

































Time step  ∆t































Time step  ∆t







(b) 伝搬方向 θ =45 度の場合

























































図 4.3に示す通り、直径 d、比誘電率 εr = 2の無限長円筒散乱体に対する散乱問題を考える。この散
乱体に図の矢印の向きに波長 λ = d, 2dの平面波を入射しそれぞれの散乱場を確認する。観測地点は円筒
散乱体の中心を重心とした 1辺 2dの正方系 ABCD である。ここで辺 DAで後方散乱、辺 BC で前方
散乱を観測できる様に配置する。
CIP-BS法で数値計算を行う際、図 4.4に示す通り解析領域を 1辺 5dの正方形としその中心に円筒誘
電体を配置する。入射波は電界が次式となる中心周波数 ω = 2π
λ
c0のパルス波とする。







ここでE0は振幅、k = 2πλ は波数、σp = 0.32dである。dあたりのセル数は自由空間では 10セル散乱体内
部ではNmセル、となる様に離散化し、時間ステップ∆tは自由空間中の自由空間中のセルサイズ∆x = d10




と設定する。不均一離散化境界の 2セル外側を囲む様に Total Field/Scattered
Field(TFSF)境界を配置し入射波と散乱場を分離し、解析領域の外側に 8層のNearly Perfectly Matched
Layer(NPML)を配置し反射波を抑制する [6][9]。
4.2.2 計算結果
図 4.5、4.6に散乱場の厳密解とNs = 10のCIP-BS法の数値解を示す。図 4.5は入射波の波長がλ = d、

































































































図 4.6: λ = 2dの入射波に対する散乱場の (a)振幅及び (b)位相
20
この散乱場に現れた誤差を定量的に調査するため、振幅を式 (4.2.2)で表される平均二乗相対誤差(Mean


























一方、位相誤差は傾きが一定ではなく、Nm < 12のとき入射波長に関わらずO(N−1m )の傾きを持ち、




ると考える。また入射波長によって位相誤差の傾きの変化に差が生じたのは λ = dの数値解より λ = 2d
の解の方が 1波長あたりのセル数が多いため数値分散は少ないためであると考える。事実、数値分散解
析より自由空間中をグリッドに沿った方向に伝搬する波の数値位相速度はλ = dのとき∆t = 0.0007λ
c0
な
ので v = (1 + 10−6)c0、λ = 2dのとき∆t = 0.00035λc0 なので v = (1 + 0.2× 10

































Num. of cells per diameter of the scatterer Nm [cells]
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NPML or PML8 cells
8 cells 8 cells
8 cells
TFSF





を解析する。波長を λとしたとき無限長円筒散乱体の直径は λ、比誘電率は εr = 2であり、これが 3× 3
のアレー状に中心間距離 6λの間隔で並んでいる。ここに図 5.1の矢印の方向に平面波を入射する。観測
地点はアレー中央の散乱体中心を重心とする 1辺 15λの正方形 ABCD辺上である。
以上の散乱問題の数値解析を行う際は図 5.2の様にパラメータを設定する。解析領域を 1辺 17λの正
方形としこの重心とアレーの中央の散乱体中心が一致する様に散乱体を配置する。入射波電界は次式で
表される中心周波数 ω = 2π
λ
c0のパルス波とする。








ここで E0は振幅、k = 2πλ は波数、σp = 0.32λである。












と設定する [8]。各散乱体の 4セル外側を囲むように TFSF境界を配置し入射波と散乱場を分離し、解析





図 5.3に評価対象である正方形 ABCD辺上の散乱場の振幅と位相を示す。CIP-BS法の結果は LU分
解を用いたものである。Ns =1000セルとした時のFDTD法の散乱場を参照解として振幅と位相の誤差
を評価する。CIP-BS法と FDTD法による数値解の振幅の平均二乗相対誤差 (MSRE)をそれぞれ図 5.4、
5.5に示す。CIP-BS法のNs = 4の振幅誤差は他のサンプリング密度に比べ 0.5×10−2程大きい。これは
セルが大きくTF領域が広くなる事で生じるTFSF境界での入射波の分離精度の低下や不均一離散化境界
での反射などの誤差要因が強く現れていると考えられる。またNs = 6, 8の振幅の誤差は∆t > 8× 10−3






現れたものであると考えられる。また図 5.4では散乱体内部のサンプリング密度を Nd =20としていた
が、Nd =30に変更し、Ns = 6、∆t = 0.071 λc0 と設定して CIP-BS法を用いて解析した結果、振幅誤
差は 0.51× 10−2となった。モデリングの粗さに対する振幅誤差の依存性は図 4.7(a)に示しており、そ
の結果では円筒散乱体の直径あたりのセル数の −1.4乗に比例していたが、今回の結果では −0.15乗に
比例する程度であるため、モデリングの粗さは支配的でなく Nd = 20で十分であると考えられる。図
5.5は FDTD法の振幅の誤差を示していおり、振動を繰り返す複雑な分布が確認できる。CIP-BS法で








































































































Sampling density Ns of FDTD
図 5.5: FDTD法での振幅の平均二乗相対誤差
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CIP-BS 法と FDTD 法による数値解の位相の平均二乗誤差 (MSE) を図 5.6 に示す。振幅と同様に
CIP-BS法では LU分解と CG法を用いたが図 5.6では FDTD法と Ns = 6の CIP-BS法の結果の位相
誤差の近似曲線が一致する様にプロットしている。図 5.6より CIP-BS法の位相誤差はO(∆t0.9)の傾き
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を行った。K = 1の時クーラン数 ξ一定の下でサンプリング数 νxと数値位相速度の関係を調査した。νx
を減少させると、ξ が大きいときはO(ν−2x )の傾きで厳密な速度に接近し、ξ が小さくなるとO(ν−5.5x )
の傾き持つ分布に収束した。O(ν−2x )の分布は伝搬方向依存性が見られなかった。数値減衰は νx < 1.4
でしか確認出来ず実際のシミュレーションでは用いない範囲であるため減衰は無視できると考えた。ま
たサンプリング密度 νx 一定のもとで時間ステップ ∆tと数値位相速度の関係を調査した結果、∆tを減
少させていくと、νx が大きいときは νxに関係無く数値位相速度はO(∆t2)で厳密値に接近していくが、
νx が小さくなると傾きは小さくなり数値位相速度は収束し、その収束した値の νx の-5.5乗に比例する
ものである。よってパラメータ決定に際しパラメータ決定に際し νx大きいときに所望の精度を得ること
ができる∆tを選択し、その中で νxを最小になる様に決定すべきであると提案した。
そして高次化した CIP-BS法についても数値分散解析を行った。K = 2としたとき、ξ一定のもとで
νxと数値位相速度の関係を確認した。K = 2の時もK = 1のときと同様、ξが大きければ O(ν−2x )の傾
きで厳密値に接近し、K = 1の同じ ξでもO(ν−2x )の傾きを有するとき、K = 1とK = 2の数値位相速
度の分布は一致し、ξが大きいときはK = 1で十分であると考えた。またK = 2のとき ξを減少させて
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