The LEP control system will be constructed as a global communication system where microprocessors will be used everywhere, from the management of the communication mechanisms, the execution of complex control procedures, and the supervision of the equipment. To achieve this, the global control problem has been cut into sizeable functions which will be encapsulated into microprocessor modules containing enough hardware for the function to be mostly self-contained. This leads to a function architecture where messages are exchanged between the functions on miscellaneous media. It will be shown how these message exchanges can be organized into a uniform flow of data all through the system.
Introduction
The LEEP machine is an e*e collider which CERN is constructing on the French/Swiss border. The machine itself is located in a 30 km ring which lies 100 metres below the surface of the ground. Control equipment is housed in galleries which are parallel to the ring and in surface buildings which are grouped on the top of the eight access points.
In 1983 the control system design and implementation was assigned to the controls group which constructed the control system of the SPS, a currently operating proton-antiproton collider and fixed-target machine. This group had to face two conflicting requirements: -To design in 1983 a control system which will start operation in 1988. - The design must be compatible with the SPS control system which was conceived in the early seventies.
Fortunately these two requirements can be satisfied due to the architecture of the SPS control system: a distributed network of minicomputers [1] .
The global SPS control problem has been cut into functional units of a practical size which can be solved separately. Each of the functional units has been embedded into an autonomous minicomputer. This method leads to the concept of the control system as a conmunication system, the communicating elements being programs, the information exchanged being messages. This concept will be further extended for the LEP control system, making use of microcomputers which allow the construction of autonomous entities much smaller than the minicomputers of the 70's. This therefore suggests the construction of a control system where microprocessor-driven equipment are supervised by process control assemblies (PCA) a cluster of microprocessor-based modules playing the role of a former minicomputer, the PCA being interconected by a network. Methods and protocols similar to those which were used for connecting minicomputers of the SPS control system will be implemented between the PCA's, between the microprocessor module of a PCA as well as between a PCA and the microprocessor-driven equipment. The Indeed an essential aspect of a machine like LEP is that it will be a day-to-day production plant as well as an experimental device. In effect the behaviour of a machine of this kind is never well-known and it is under continuous development, new equipment being added, new control strategies being experienced. Similar requirements for the SPS accelerator have been satisfied by using an interpretive language called NODAL [2] . The NODAL interpreter has been enhanced by statements allowing a piece of source code, together with the essential parameters, to be exported from the control procedure body to any remote minicomputers, which includes the interpreter.
In addition to its simplicity, this mechanism has two outstanding advantages for the saving of communication resources. Firstly, as the program is sent towards the data, packing and data reduction can be performed in the remote computer thus reducing the amount of data to be remitted. Secondly, as this remote tasking mechanism exists everywhere, it allows a non-hierarchical arrangement where every minicomputer can be a master for a given control procedure while being a slave for another one.
An identical interpreter scheme will be used for the LEP control system. Investigations are currently going on to extend other languages such as Fortran with similar features.
Communication
LEP is a very large machine with its 30 km of tunnel and distance between control sites in the order of 3.5 km. The networking mechanism between the PCA's should make use of a shared medium and should allow long distance.
The protocol described in the IEEE recommendation 802.5 and usually known as token ring, accommodates itself very well to this requirements. In addition, it provides a deterministic response time as well as good behaviour on heavy loads which are two major advantages for real-time operations. Moreover it offers enough recovery features to be considered as a safe way to transport security information. The LEP network between PCA's will be constructed from two rings: a machine control ring and a service ring which will be fed by a secure mains and which may be duplicated (Fig. 1) .
Nowadays, any protocol is only worth the VLSI glue chips which implement it; thus a collaboration has been set-up between CERN and the IBM Corporation which is actively developping a token-ring chips set. Since more than a year, an evaluation has been going on with the joint efforts of the Roeschlikon and Raleigh Laboratories, the results being very positive.
Communication with the equipment Equipment structure
The LEP machine is composed of many thousands of pieces of equipment. Few of the devices under control are unique;
there are, for example, many vacuum pumps, many power supplies, many beam position instruments. The equipment has already been organized into geographical/functional groups under the supervision of a dedicated PCA. This leads to a further level of organization where equipment is made into families and where equipment within a family is identical from the PCA point of view.
The equipment interfaces are grouped into a crate and bus system which operates in the classical address/data mode. In each of these crates there is a single master microprocessor which drives the I/O interfaces. In a crate like this one can have a unique equipment, several pieces of equipment of the same family, or several families of equipment. The crates are connected to the appropriate PCA as mentioned above.
To make the maximum use of the autonomy of the equipment, the local microprocessor will execute regular surveillance of the devices attached, perform systematic acquisition of time consuming ADC parameters, or of table of parameters. It will also survey the fluctuation of an analogic value and perform close loop regulation.
Language
This organization of the equipment naturally leads to a programming method in which variable control procedures are executed in the PCA, calling for the execution of elaborated fixed functions in the equipment crate. Most of the initiative comes from the PCA towards the equipment, in the turn the equipment is able, if necessary, to trigger the execution of a procedure in the PCA (alarm conditions for example).
The programming languages for the procedures in the PCA will have a uniform calling sequence for the equipment. The calling sequence will convey the generic name of the family to which the equipment belongs, its logical/serial number within the family, the desired action and the necessary parameters. An extra level of parallelism will be obtained by adding to the individual equipment call described above, the ability to invoke several equipment within a family in a unique call, the parameters/results being grouped into one array. A convenient arrangement for the construction of a PCA is a crate and a multi-master backplane bus [41: The bus that interconnects the functional CPU's will be used almost exclusively for message exchange between GPU's rather than for program execution as in many classical microcomputer systems. Indeed this obeys the principles quoted earlier as it reduces considerably the flow of data on the common ressource, i.e. the bus. There are basically two possible protocols for exchanging messages in a crate and bus system of this kind.
The pass-by-reference protocol makes use of a global memory shared between modules and which contains the message. Message communication between module is simply done by exchanging pointers, the data are not moved in the transaction. This method which is very fast suffers from two major defects. Firstly when more than two modules are involved the software for managing the shared data structure becomes complex without the help of special memory management hardware. Secondly this protocol is very sensitive to failure or misbehaviour of any of the modules.
The pass-by-value protocol copies the message from source module to destination module. This is of course a time consuming process but it is very well adapted to a many modules configuration and it provides a much higher degree of security compared to the pass-by-reference protocol. The communication within the PCA will make use of the pass-by-value protocol, the time prenalty being compensated by the reduction of the flow of data.
The uniform message scheme
In the LEP control system messages will be exchanged via three types of protocol: 
(1)
(2) 
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