Radial Basis Functions (RBF) consists of a two-layer neural network, where each hidden unit implements a kernel function. Each kernel is associated with an activation region from the input space and its output is fed to an output unit. In order to nd the parameters of a neural network which embeds this structure we take into consideration two di erent statistical approaches. The rst approach uses classical estimation in the learning stage and it is based on the learning vector quantization algorithm and its second order statistics extension. After the presentation of this approach, we introduce the Median Radial Basis Functions (MRBF) algorithm based on robust estimation of the hidden unit parameters. The proposed algorithm employs the marginal median for kernel location estimation and the median of the absolute deviations for the scale parameter estimation. A histogram-based fast implementation is provided for the MRBF algorithm. The theoretical performance of the two training algorithms is comparatively evaluated when estimating the network weights. The network is applied in pattern classi cation problems and in optical ow segmentation.
Functional estimation is an important problem in data analysis and pattern recognition applications. The properties of Radial Basis Functions (RBF) make them suitable to be used as universal approximators 1]-3]. A continuous function can be described as a weighted sum of kernels. A kernel decomposition is suitable to be embedded in a two-layer neural network structure where each kernel is implemented by a hidden unit. In supervised learning, the network is provided with input-output pairs of samples drawn from an observation set and the learning algorithm nds the rules that model the given mapping.
In 4] a window function was associated with each data sample. In other approaches, a distribution function is approximated by the superposition of a set of basis functions whose centers are situated on a regular grid 5] . The assignment of so many functions is not practical in most of the applications and further work was devoted to representing a set of data with one function, with the closest approximation possible. In RBF networks, an activation region with respect to the data sample local densities is assigned, after the learning stage, to each hidden unit. In 6] the RBF weights are found by solving the given system of equations and considering the desired values for the training set. The adaptive implementation of this approach 7] is related with clustering techniques such as adaptive k-means clustering algorithm 8] and learning vector quantization 9].
The RBF neural networks can be used to model the probability density functions (pdf) in nonparametric classi cation tasks 10]-12]. The basis functions, when used as activation functions for hidden units, provide the network with the capability of forming complex separation boundaries between classes, which is equivalent to what perceptron networks can provide through an intermediate mapping. The main applications for the RBF have been so far in pattern classi cation where the network approximates the Bayesian classi er 12]-14] and in system modeling 7, 15, 16] . In both areas, RBF networks gave better results when compared to other methods. The RBF network requires less computation time for the learning 7] and a more compact topology than other neural networks 17]. Various learning algorithms have been used in order to nd the most appropriate parameters for the RBF decomposition. They can be classi ed in two major branches: batch learning, where the learning is done on groups of patterns 6, 13, 14, 18] and on-line learning, where the learning is adaptive, on a per pattern basis 7, 15, 16, 19] . These algorithms were employed for time series prediction 15], speech recognition 7], channel equalization 16] and image quantization 12] .
The Gaussian function is usually chosen as kernel function and it will be considered in this study as well. The parameters to be estimated in this case are the center vector and the covariance matrix for each kernel as well as the weighting parameters corresponding to the output connections. The calculation of Gaussian centers 7] is similar to the Learning Vector Quantization (LVQ) algorithm 9, 20] and this approach can be extended for the calculation of the covariance matrices 16, 21] . The Gaussian centers correspond to the local estimates for the rst order statistics and covariance matrices for the second order statistics. However, the estimators based on classical statistics produce bias in parameter estimation, if data are not normally distributed 22] . Robust statistics, which are extensively used in image processing algorithms 23] are known to give good results when data are contaminated with outliers or when the distributions are long-tailed. In this paper we introduce a learning algorithm for RBF networks based on robust estimation.
The RBF network is presented in detail in Section 2. The classical approach as well as its statistical interpretation are described in Section 3.1. In Section 3.2 we introduce a novel on-line learning algorithm called Median Radial Basis Functions (MRBF). For the estimation of the covariance matrix, the Median of the Absolute Deviations (MAD) algorithm 22]. The median algorithm relies on the ordering of the coming data samples in a running window with the decision to be assigned to that pattern situated in the middle of the window. The number of patterns to be taken into account by the algorithm depends on how fast the distribution of the data changes in time. A fast computing algorithm based on data sample histogram analysis is derived for the MRBF in Section 3.3. This implementation is very useful in the case when data have discrete values, e.g., in image processing and computer vision applications. In Section 4 the expected stationary values are derived in the case when we estimate the parameters from a mixture of one-dimensional (1-D) Gaussian functions. We provide the theoretical bounds for mean and variance estimators in the case when we use either classical or robust estimation. In the case where estimating the parameters of each function from a mixture of distributions we investigate the parameter convergence to the stationary values. In Section 5.1 both algorithms are applied in arti cially generated data classi cation problems. In this application, the networks model the underlying probability for each class using the decomposition in RBF kernels. In order to decide the class for a new data sample, both Euclidean and Mahalanobis 8, 25] distances are used. The gures of merit are the classi cation error, the capability of functional approximation as well as the estimation of the optimal boundary between the classes. In Section 5.2 the proposed algorithm is applied for optical ow segmentation and in Section 6 we draw the conclusions of the present study.
RBF network and optimal classi cation
The RBF network has a feed-forward topology which models a mapping between a set of vector entries and a set of outputs, by using an intermediate level of representation implemented by the radial basis functions. The structure of this network is represented in Figure 1 . Each network input is assigned to a vector entry (feature in a pattern recognition application) and the outputs correspond either to a set of functions to be modeled by the network or to various associated classes.
In supervised learning, the network is provided with a training set of patterns consisting of vectors and their corresponding classes. Each pattern is considered assigned only to one class C k , according to an unknown mapping. After an e cient learning stage, the network implements the mapping rule and generalizes it for patterns which are not from the training set. According to Bayes theorem 25] we can express the relation among the a posteriori probabilities P(C k jX) of di erent classes by using their a priori probabilities P(C k ) : P(C k jX) = M max j=1 P(C j jX) (1) 
where M is the number of classes and X is an N-dimensional vector denoting a pattern.
Providing their capabilities of approximation 1]-3], RBF networks can be used to describe the underlying probability as a sum of components with respect to a base (denoted by the function family ) :
where L is the number of kernel functions and k;j are the hidden unit to output weights.
for j = 1; : : : ; L, where j is the mean vector and j is the covariance matrix. Geometrically, j represents the center and j the shape of the j-th basis function. A hidden unit function can be represented as a hyper-ellipsoid in the N-dimensional space. According to the function used (4), an activation region is de ned around the mean vector. If a pattern falls inside the activation region of a hidden unit, that neuron will re. The maximum activation for the hidden unit is obtained when the sample is identical to the center.
The activation region for a neuron is similar to the Voronoi neighborhood for a vector quantizer 26]. Let us denote by V j the activation region of the j-th kernel with respect to a metric distance V j = fX 2 IR N j kX ? j k kX ? i k i = 1; : : : ; L; i 6 = jg (5) where k k represents a distance metric e.g., Euclidean. The separating boundary between two classes is the location of the vectors which have the same a posteriori probabilities for both classes
If we consider 1-D data, then we can express V j = T j ; T j+1 ).
Each output implements a weighted sum of kernels as given by (3) . Classes can be coded in di erent ways by the outputs. For a more accurate representation of the classes we choose the number of outputs as equal to the number of classes. In this case, the class decision is assigned to the maximal activated output unit (winner take all). The sigmoidal function is used in order to limit the output values in the interval (0; 1] :
for k = 1; : : :; M, where M represents the number of outputs and p k (X) is given by (3).
The sign of the weights k;j shows the activation or the inhibition of the hidden unit to output connection. If the sign of the weight k;j is positive, then the activation region of the kernel j corresponds to the class k; otherwise, it is not associated with the class k.
Learning in RBF Networks

Classical statistics approach
A combined unsupervised-supervised learning technique has been widely used 7, 16, 21] in order to estimate the RBF weights. This is an on-line technique which employs the LVQ algorithm 9, 20] in order to nd the input to hidden unit weights in the unsupervised part and the Least Mean Squares 27] for nding the k;j weights in the supervised part. At each iteration we rst update the kernel parameters and afterwards the output weights. The unsupervised part of the learning stage is based on classical statistics assumptions.
In the classical statistics approach, the estimation of the mean and of the covariance matrix for a given population of data samples is given by :
where n j is the number of data samples from the given data population 25].
In order to decide which class center will be updated, in Learning Vector Quantization (LVQ) the Euclidean distance is computed between the data sample and each center :
where C j is the winner class and k k denotes the Euclidean distance. The LVQ algorithm is the adaptive version for (8) , computed for patterns assigned to an activation region according to (10) . In the original LVQ algorithm, used for RBF training 7, 16] , only one center vector is updated. The centers are updated according to the rulê j (t + 1) =^ j (t) + (X i ?^ j (t)) (11) where is the learning rate and^ j (t) is the center vector estimate at the moment t. Various decaying rules for the learning rate were tested for the LVQ algorithm 28]. The learning rate which achieves the minimum output variance 29] is = 1 n j (12) where n j is the number of samples assigned to the cluster j. For the covariance matrix calculation we use the extension of the LVQ algorithm for second order statistics 16, 19] :
where^ j (t) is the covariance matrix estimate at the moment t. We can observe that the formulae (11, 13) are the adaptive versions of (8, 9) . In some applications it is worthwhile to use the Mahalanobis distance instead of the Euclidean one for the choice of the winner class. The Mahalanobis distance takes into consideration the covariance matrix for each basis function (14) However, at the start of the learning algorithm, an imprecision in estimating the covariance parameters may occur and this can lead to a singular covariance matrix. Thus, for the rst few data samples we can use the Euclidean distance (10) and afterwards employ the Mahalanobis distance (14) . The initial values for the centers^ are randomly generated and the covariance matrices are initialized with 0.
Median based estimation for RBF parameters
In the training stage it is desirable to avoid using outliers which may cause bias in the estimation of the RBF network parameters. The patterns which are not consistent with data statistics (noisy patterns) should be rejected rather than used for training 30]. Robust or have long-tailed distributions 22, 23] . They are insensitive at extreme observations and this makes them attractive for parameter estimation. In Marginal Median LVQ algorithm 24, 31] , the data samples are marginally ordered and the centroid is taken as the marginal median 23] :^ j = med fX 0 ; X 2 ; : : :; X n?1 g (15) where X n?1 is the last pattern assigned to the j-th neuron.
In order to avoid an excessive computational complexity, the median operation can be done on a nite set of data, extracted through a moving window that contains only the last W data samples assigned to the hidden unit ĵ j = ( med fX 0 ; X 1 ; : : :; X n?1 g if n < W med fX n?W ; X n?W+1 ; : : :; X n?1 g if n W (16) where X k , k = n ? W; : : :; n ? 1 are the data samples assigned to the j-th neuron according to (10) or (14 
In marginal median LVQ, both Euclidean (10) and Mahalanobis distances (14) can be used. In the case of Mahalanobis distance, a good estimation is desired for the covariance matrix in order to be appropriately used for winner class selection. By using a robust estimation of the covariance matrix as in (17)- (20) we can be con dent in the evaluation of the Mahalanobis distance. The order of RBF network weights updating is well de ned : afterwards the hidden unit to output weights. The network found by means of the proposed training algorithm is called Median Radial Basis Functions (MRBF) neural network.
The second layer is used in order to group the clusters found in the unsupervised stage in classes. The output weights are updated as follows : (21) for k = 1; : : : ; M and j = 1; : : : ; L, where the learning rate is 2 (0; 1]. F k (X) is the desired output for the pattern vector X and it is coded as: The network topology represents the number of neurons on each layer. The number of inputs and outputs can be set up from the given supervised problem. For evaluating the number of hidden units we can use various approaches : growing architecture, decreasing number of hidden units, or a combination of these two. When the performance of the network is poor, the number of hidden units should be increased 14, 15, 17] . If some hidden units are not relevant for the classi cation, or their activation elds are overlapping, the network should be pruned 13]. The relevance of the hidden units is calculated based on the ratio between the number of data samples contained in their activation eld and the total number of data samples. The overlapping of the activation elds can be evaluated by clustering similarity measures 8].
Fast training in Median RBF based on data sample histograms
When the data samples are distributed in a discrete range of values we can nd solutions for a fast MRBF training stage. A fast implementation for the median algorithm based on histogram updating, used in image ltering, was proposed in 34]. The rst data sample assigned to a unit becomes the starting point in nding the median. In the updating stage we take into consideration pairs of data samples X i and X i+1 , assigned to the same unit according to either (10) or (14) . We build up the marginal histogram associated with each activation region, denoted here as H jh k], where j is the hidden unit, h is the data sample entry and k represents the histogram level. We denote by^ j;h (t) the center estimate at instant t, and let us assume X i;h < X i+1;h . Median updating can be performed according to the rank of the incoming data samples :
where K is the number of histogram levels necessary to add/subtract in order to obtain the new location for the median. K is evaluated on the condition that median is located where the data marginal histogram splits in two sides containing equal number of samples :
histograms it is not possible to obtain exact equality in the relation (24) . The median is chosen such that (24) is best approximated. We implement a fast calculation of MAD (17) by using the histogram of data samples. In order to estimate the dispersion parameter we use the histograms obtained during median calculation by (23, 24 (27) where n j is the total number of samples assigned to the j-th hidden unit and where 0.5 should be subtracted in order to compensate for the rst term of the folded histogram H jh;MAD 0] from (25) . The second term represents the quantization error and can be omitted if a faster implementation is desired. It can be easily seen that this term is zero for a properly balanced histogram associated with MAD estimation. For the o -diagonal components of the covariance matrix we can employ a similar approach to that used for calculating the MAD estimator (25, 26) . We calculate the joint histograms of Z + hl and Z ?
hl based on (18, 19) and we evaluate the median and MAD estimators similarly with (27) . Afterwards, the covariance matrix components are derived as in (20) . 4 The estimation of the network weights
The marginal median estimator operates independently on each data axis. Therefore, the performance analysis can be done for the 1-D case without loss of generality. In this Section we estimate the parameters, i.e., the centers and variances of 1-D normal distribution mixtures. The proposed robust estimation techniques are compared against the classical estimators. A mixture of Gaussians is a very general model, used in many applications. We shall perform an asymptotic analysis of performance when we have a su ciently large number of observations for each class.
Let us take a pdf function f(X) equal to a mixture made up of L 1-D normal distributions N( j ; j ), each of them with a priori probability " j
The second equation represents the normalization relation for the a priori probabilities. We assume that each distribution in the mixture (28) corresponds to one data class. Our aim is overlapping Gaussian distributions separated by thresholds T 1 and T 2 is provided in Figure 2 .
When estimating the components of (28) we have to consider the overlapping among di erent distributions. The normalized distribution is given by : (30) where T j and T j+1 are the optimal boundaries of the j-th function with its neighboring functions. The expected value of the center can be obtained from :
whereT j andT j+1 are the estimates of the separating boundaries for the j-th Gaussian kernel and f(X) is given by (28) .
In an estimation problem, the bias represents the di erence between the estimated value and the optimum one 22]. It is desirable to obtain as small bias as possible. The bias of the boundary between two classes is directly related to the estimation of the class probabilities (6) . If the class probabilities are well estimated, then the bias is small. If not, then the bias is large.
When^ j is evaluated as in classical LVQ (11), the stationary estimate for the j-th Gaussian kernel center is given by :
where is = 
When employing the median estimator (15), the pdf for n = 2i + 1 independent and identically distributed data is given by 23] :
where F(X) is the cumulative distribution function for the data whose pdf is (28). If we insert (35) in (31) we obtain the expected value of the median estimator assuming n data samples.
The median is located where the pdf of the given data samples splits in two equal areas 23]
j-th distribution center estimate using the median estimator is obtained after inserting (28) in (36) :
where is provided in (33) .
In the case where we want to nd the expectation for the variance estimator^ 2 j we use a similar approach. The expected stationary estimate for^ 2 j based on classical estimation (13) is :
where f(X) is given by (28) and E C ^ j ] is evaluated in (32) .
When MAD is used as dispersion estimator (17), its expected value when assigning n data samples is :
where f i+1 (X) is given in (35), E R;n ^ j ] is evaluated after inserting (35) in (31) and c = 0:6745. By taking into account the median property of splitting the data distribution into two equal areas as in (36), we obtain the expected stationary state of the MAD estimator, denoted
where E R ^ j ] can be calculated from (37). E R ^ j ] can be derived from :
where is (33) . In order to evaluate the parameters for the Gaussian kernel we must also estimate the activation domains T j ;T j+1 ) for each Gaussian function. If Euclidean distance is used for deciding the corresponding activation region for a new data sample (10), we estimate the boundaryT j between two activation regions j and j + 1 as :
for j = 1; : : : ; L?1. When the Euclidean distance is replaced with the Mahalanobis distance (14) , the boundary condition can be found by solving the equations :
for j = 1; : : : ; L ? 1. The rst and last boundaries are de ned as T 0 = ?1 and T L = 1. The 2L ? 2 parameters (Gaussian centers and boundaries) for the case described by (42) to do this, analytical methods can be employed by calculating iteratively the centers of the Gaussian functions and the class boundaries.
From the condition (6), the relationship which gives the optimal boundary T 1 between two classes, each of them modeled by a Gaussian pdf, can be derived as :
Two Gaussian pdf functions are shown in Figure 3 : p 1 (X) with 1 = 3, 1 = 2, " 1 = 0:7 and p 2 (X) with 2 = 12, 2 = 4, " 2 = 0:3. The optimal boundary (44) is compared with the boundary obtained based on the marginal median estimator and with the boundary given by classical LVQ. The bias j T 1 ?T 1 j provided by the robust estimator is smaller than that of the classical LVQ.
We make the assumption that the a priori probabilities and the variances of the Gaussian functions are equal to each other. In the two-distribution estimation case, the expected values of the median estimator for the two centers can be derived from (37) 
The particular examples considered here are :
f(X) 
where N( ; ) denotes a Gaussian distribution.
The convergence is the property of a neural network to achieve a stable state after a nite number of iterations. The convergence can be de ned individually for a weight or globally, expressing the state of the network by a cost function. In the following we analyze the capacity of various weights to achieve a stable state. In the example (48) let us assume = 2. We use MRBF to estimate the parameters of the distribution N(5; 2). We nd the expectation for the median by replacing the formula (35) in (31) and computing the integral numerically. In Figure 4 (a) we compare the expected bias for the marginal median against the bias of the stationary estimate of the mean, when estimating the Gaussian center. In Figure 4 (b) we provide a comparison between the expected bias of the MAD estimator (41) and that of the stationary estimate of the classical estimator for scale, which can be derived from (38). The expectation for scale parameter using the MAD estimator is obtained after
case of (48). Thus, in the case of (48), the data samples used for training are drawn from a \medium-tailed" distribution and in the case of (49) from a \short-tailed" one. The stationary state of the bias E ^ ] ? is depicted in Figure 5 (a) for the distribution (48) and in Figure 5 (b) for the distribution (49), both with respect to the assumed dispersion (scale parameter) . The comparison results for estimating the stationary state of the bias for the scale parameter E ^ ] ? , are given in Figure 5 (c) and in Figure 5 (d) . From these plots it is evident that if certain overlaps occur among various Gaussian functions from the mixture, the respective amount of data samples contains outliers, while median and MAD estimators provide lesser bias than mean and classical sample deviation estimators. If the Gaussian functions are far away from each other with respect to their dispersions, the amount of outliers decreases and both algorithms provide similar results. However, if the isolated Gaussian functions are truncated, e.g., due to the decision (10), the robust estimators are more accurate than those based on classical statistics.
5 Simulation results
Estimating probability density functions
In the previous Section we have evaluated the theoretical performance in parameter estimation for both algorithms described in Section 3. In this Section we test these algorithms for the estimation of mixed bivariate normal and contaminated normal distributions.
The problem of nding the parameters for the Gaussian functions is seen as a supervised learning task. We consider four arti cially generated distributions 
where k 2 f1; 2g and = 0:9. We denote by U( ?5 (16) . Both Euclidean and Mahalanobis distances were considered in order to decide which neuron to be updated for a new data sample. The same data were used for training both algorithms. We have tested the ability of classi cation for both networks after the learning stage was concluded. The misclassi cation error compares the true output F k (X) with the output Y k (X) given by the network and is represented as a fraction of the total number of samples. The second comparison criterion is the approximation of the pdf functions by the networks. The optimal network is obtained when the network weights are equal with the parameters of the Distribution I or II (50, 51). The mean square error calculated between the ideal function and the estimated one is de ned as:
wherep k (X) is the hypersurface modeled by the k-th output unit. This consists of a global performance estimation measure. The comparison results provided by the networks are provided in Table 1 . Each experiment was repeated many times for di erent data, drawn from the same distributions. Patterns from the rst two distributions are represented in Figures 6 and 7 . The two gures display also the boundaries found by means of neural networks as well as the optimal boundaries. The same number of hidden units are assumed for each network. From these gures it is evident that MRBF approximates better the boundaries between the classes than RBF based on classical statistics estimators. The advantage is clear for MRBF in all the cases considered in Table 1 . However when the mixture of bivariate normal distributions is contaminated with uniform distributed patterns (e.g., in Distributions III and IV) the di erence becomes very large because robust type learning is insensitive at extreme observations. By using the Mahalanobis distance (14) instead of the Euclidean one we obtain better results for both algorithms, excepting for the case when we use the classical estimators for the uniform contaminated model (52,53). In this case, because of the noise corruption, the estimation of the covariance matrices is poor. The MRBF algorithm based on the Mahalanobis data assignment rule gives the best results in all the assumed cases, as it can be seen from Table 1 .
In Figure 8 we evaluate the global convergence of the algorithms in the case when the data are drawn from Distribution I. The learning curves represent the estimation of the pdf functions given by MSE (54), with respect to the number of drawn samples. From this plot it is clear that MRBF network provides a smaller MSE when compared to the classical RBF network. The improvement produced when using Mahalanobis distance is evident from this plot as well.
Optical ow segmentation
Motion representation and modeling is an important step towards dynamic image understanding. The optical ow eld consists of the distribution of the velocities associated with the image element displacement. A variety of motion estimation techniques exists 35]. Block matching motion estimation techniques are widely used in video coding. A block matching elements. The block displacement is estimated by using correlation or matching techniques. The 2-D vector is chosen such that it minimizes the mean absolute error or mean square error between two blocks from a certain neighborhood from two di erent frames 35]. The best results are obtained when a full search is employed. This method takes into consideration all the possible pixel blocks within a region around the original block. The search region is chosen according to the expected maximal speed in the sequence. By employing block matching techniques, good results can be obtained in the regions having many details. However, in regions with almost constant pixel intensity, this algorithm usually gives a certain number of erroneous decisions. Optical ow segmentation algorithms identify the regions having similar motion vectors. Various algorithms based on clustering were proposed to be used in optical ow segmentation 36, 37]. When applying RBF networks for optical ow segmentation, the centers of the hidden units represent groups of motion vectors 38]. Each set of vectors corresponds to an object or to a part from an object, moving with a certain velocity.
We have applied the algorithms presented in Section 3 in the \Hamburg taxi" sequence. The rst and third frames of this sequence are shown in Figures 9 (a) and (b) . Their frame size is 256 190 and they contain three important moving objects: a taxi turning around the corner, a car in the lower left moving from left to right and a van in the lower right moving from right to left. In the rst processing stage we have estimated the optical ow by using the full search block matching algorithm, when assuming blocks of 4 4 pixels. The block matching search region is taken ?8; 8] ?8; 8] pixels wide. The motion eld provided by the block matching is shown in Figure 10 (a). The optical ow histogram is represented in Figure 11 (a). The four moving objects (including the background) can be easily identi ed as histogram peaks (a concentration of motion vectors with similar velocity) in Figure 11 (a).
We have employed both RBF and MRBF neural networks for optical ow segmentation. The input to hidden unit weights are calculated in an unsupervised manner as it was presented in Section 3. We have considered a second level clustering algorithm for nding the output weights k;j . Each cluster of motion vectors which activates a hidden unit is assigned to an output unit based on the Euclidean distance between each two hidden unit centers.
We have evaluated the performance of the algorithms in terms of mean square error (MSE) as well as mean absolute error (MAE) of the optical ow with respect to the center selection 
where X i , i = 1; : : : ; n j are data samples assigned to the j-th unit. Image sequence processing needs fast algorithms in most applications. Thus, we have implemented the histogram-based algorithm for MRBF as presented in Section 3.3. Both algorithms were tested in the same conditions. The hidden units which have assigned only a very small amount of motion vectors, are pruned out. Only one pass through data is enough in order to achieve a good motion segmentation. The comparison results in terms of MAE, MSE and training time are shown in Table 2 . The time for the rst layer updating corresponds to the calculation of the hidden unit weights. The total time includes also the output weights calculation. All these times correspond to an implementation on a Silicon Graphics Indigo Workstation. The implementation algorithm proposed in Section 3.3 for MRBF parameter evaluation proved to be fast.
The optimal velocity was calculated as the average of the clear feature displacements from each moving object, obtained independently, in a semiautomatic way. The comparison results between the real speed of the objects and the speed obtained by means of the RBF and MRBF algorithms are given in Table 3 . The velocity vectors found in the \Hamburg taxi" sequence by MRBF and RBF algorithms are displayed in Figure 10 (b) and Figure 10 (c) . The smoothing obtained after the optical ow processing by using either MRBF or RBF algorithm is clear from these gures. A more complex criterion taking into account the block average graylevel and the position of the blocks would provide better moving object segmentation results 38]. The histograms representing the optical ow modeled by means of MRBF and RBF networks as P L j=1 j k;j j j (X) are shown in Figure 11 (b) and Figure 11 (c), respectively.
Comparing these histograms to the initial optical ow histogram from Figure 11 (a) we can observe that MRBF network approximates it better than RBF network using classical statistics based training. From Figure 10 (c) and Figure 11 (c), as well as from Table 3 we can see that the algorithm based on classical training was not able to identify correctly the movement of the \taxi" moving object. According to these experiments, the proposed learning algorithm MRBF, provides better estimation for the desired parameters when compared to the classical statistics based training for the RBF network.
Conclusions
In this paper we present a novel algorithm for estimating the RBF weights based on robust estimation and called Median RBF (MRBF). This algorithm is presented in comparison with a classical approach for training an RBF network. We have employed the marginal median estimator for evaluating the basis function centers and the median of the absolute deviations for estimating the dispersion parameters. We propose an implementation for MRBF network based on data histogram updating which proved to be fast. We provide the theoretical evaluation of the bias for both algorithms in the case when estimating overlapping Gaussian distributions. The MRBF-based training is less biased by the presence of the outliers in the training set and was proved to provide an accurate estimation of the implied probabilities.
Both RBF and MRBF algorithms were compared in pdf estimation of arti cially generated data as well as in motion segmentation of a real-life image sequence. In both cases, the MRBF gave better estimation of the implied pdfs and has shown better classi cation capabilities. The separation boundary between two Gaussian probability density functions where`-' denotes the optimal boundary,`--' the boundary found by using marginal median estimator and`-' the boundary found by using classical LVQ. 
