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In ultrasonic nondestructive evaluation (NDE), flaw characterization 
is inhibited by the effects of the measurement system and by acoustic 
noise due to non-flaw related scattering of the sound. The Wiener 
filter can be formulated to optimally remove the effects of the 
measurement system and suppress the noise; however, prior information 
must be available abeut the neise and flaw distributions, respectively. 
The objective of this research is to develop an approach for the optimal 
implementation of the wiener filter given prior noise information but no 
prior flaw information. 
This paper beg ins with a background section in which necessary 
models are formulated, previous work is discussed, and the objective of 
the research is restated. The estimation error is then stated and 
analyzed. Finally, three techniques for the optimal application of the 
Wiener filter with limited prior information are formulated and tested. 
BACKGROUND 
A measured flaw signal can be modeled in the time domain as the 
convolution of the measurement system impulse response function, H(t), 
with the flaw's impulse response function, R(t), plus noise, n(t). The 
model can be written as 
F(t) = H(t)*R(t) + n(t) (1) 
Review of Progress in Quantitative Nondestructive Evaluation, Vol. 11 
Edited by D.O. Thompson and D.E. Chimenti, Plenum Press, New York, 1992 991 
The measured signal, F(t), is a blurred and noise-corrupted estimate of 
the flaw's true signature, R(t). The model can be stated in the 
frequency domain as 
F(oo) = H(oo)A(oo) + n(oo) (2) 
Here, F(oo) is a band-limited, distorted, and noise-corrupted estimate 
of the flaw's true frequency domain signature, A(oo), known as the 
flaw's far-field scattering amplitude. 
The problem is to estimate A(oo). A common approach is via the 
frequency domain application of a filter of the Wiener filter variety [1-
9]. The Wiener filter can be formulated based on the model stated in 
Eq. (2) with A(oo) and n(oo) taken to be uncorrelated, complex Gaussian 
random variables with known power spectral density functions and known 
mean [2,5,6,10,11]. Using ~(oo) to denote an estimate of A(oo), the 
Wiener filter as formulated by Neal and Thompson [5,6] specifically for 
the scattering amplitude estimation problem can be stated as 
F (00) H* (00) Q2 (00) E [A (00) ] 
~(oo) + (3) 
IH (00) 1 2 + Q2 (00) 1 H (00) 12 + Q2 (00) 
where E[A(oo)] is the expected value or mean of the scattering amplitude 
distribution, and Q2(00), known as the desensitization term, desensitizes 
the deconvolution to division by near-zero values in IH(OO) 12 . For the 
filter to be applied optimally, Q2(00) must be equal to Sn (oo)/SA(oo) where 
these are the. power spectral density functions of the noise and 
scattering amplitude, respectively. Since the noise has zero mean, 
Sn (00) is the average power spectrum of the noise. 
The Wiener filter is typically applied with E[A(oo)] equal to zero at 
all frequencies and Q2(00) is taken to be a non-optimally chosen, 
frequency independent constant [1-6]. The most commonly used value for 
Q2 has been 0.01 times the maximum value of IH(oo) 12 [3-6]. This non-
optimal form of the Wiener filter can be written as 
F (00) H* (00) 
~(oo) where Q2 (4) 
The Wiener filter with Q2=0.01(IH(00) 12 )max works weIl in removing the 
effects of the measurement system, but it is independent of noise and is 
thus unacceptable for noise-corrupted data [5,6]. Neal and Thompson 
[5,6] have shown that the optimal wiener filter works weIl even for 
noise-corrupted data, but it requires SA(oo) and E[A(oo)] as input and 
thus has limited applicability. 
The objective of this research is to investigate the application of 
the Wiener filter with Q2 (00) =ASn (00) . In this form, the frequency 
independent constant, A, replaces the unknown l/SA(oo), and E[A(oo)] is 
set equal to zero since it is assumed that its actual value is unknown. 
This non-optimal form of the Wiener filter can be stated as 
F (00) H* (00) 
~(oo) (5) 
IH (00) 1 2 + ASn (00) 
The goal is to choose A in order to minimize the scattering amplitude 
estimation error for this form of the wiener filter. This goal will be 
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pursued in two major tasks: 1) analysis of the estimation error and 2) 
formulation and application of techniques for optimally choosing A. 
ERROR ANALYSIS 
Since the task is to choose that A at which the error between the 
actual scattering amplitude for a given flaw, A(m), and the estimate, 
~(m), is minimum, a plot of estimation error versus A should show a 
clear and unique minimum. The error used here was determined by summing 
IA(m)-~(m) 1 2 over the bandwidth of the system response for a 15 MHz 
planar transducer [6]. Errors were determined by summing from 
approximately 2-18 MHz. Using ~i to denote the i th flaw, the sum of 
squared errors for the i th flaw can be stated as 
lerrorl 2 = I. IA(m,~il-~(m'~i) 12 
m 
(6) 
The empirical or sampie mean square error (SMSE) determined by averaging 
the sum of squared errors over N flaws can be stated as 
MSE 
1 N 
I. (I. JA(m'~i)-~(m,U J2) 
N i=l m 
(7) 
The theoretical MSE can be calculated by evaluating E[lerrorI 2]. It 
is assumed that each flaw to be considered is out of a flaw distribution 
with SAlm) and E[A(m)] unknown. In general, E[A(m)] is non-zero. 
Therefore, by forcing the estimate to zero when Q2(m) is large relative 
to IH(m) 12, the filters given in Equations (4) and (5) are introducing a 
bias to the estimate. This bias is represented by E[A(m)]2 in Eq. (8). 
From Equations (3) and (6), a fairly straightforward calculation shows 
that the theoretical MSE is given by 
Sn (m) 1 H (m) 12 (SA (m) + E [A (m) ]2) Q4 (m) 
MSE 
------------------- + ------------------------ (8) 
(IH(m) 1 2 + Q2(m»2 
The theoretical MSE for the most commonly applied form of the Wiener 
filter with Q2(m)=0.01(IH(m) 12 )max can be evaluated by substituting this 
value for Q2(m) into Eq. (8). The theoretical MSE for the form of 
interest with Q2(m)=AS n (m) can be similarly evaluated. 
Having stated the theoretical error, the next steps are to 1) 
evaluate the behavior of the error as a function of A to determine if it 
has a clear and unique minimum, and 2) compare the theoretical error 
with empirically determined errors from actual noise-corrupted flaw 
signals. Noise-corrupted flaw signals were generated using measured 
acoustic noise from a stainless steel block [11], the measurement system 
response for an actual ultrasonic system, and computer genera ted flaw 
signatures [5,6]. The noise-corrupted flaw signal for the i th flaw was 
created as F(t'~i)=H(t'~i)*R(t'~i)+Bn(t'~i) where B is a scale factor used 
to scale the noise in order to achieve the desired S/N. The acoustic 
noise power spectrum, Sn(m), was estimated from measured noise signals 
[11] and was scaled by B2 when the noise was scaled by B. Flaw sizes 
were chosen at random from an assumed lognormal distribution of 
spherical voids in stainless steel with a mean radius of 250 ~ and a 
standard deviation of 25 ~ [5,6,10]. Three different signal-to-noise 
ratios (10/1, 2/1, and 1/1) were considered. Representative noise-
corrupted flaw signals are shown in Fig. 1 for each S/N. 
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Fig. 1. Noise-corrupted flaw signals for three signal-to-noise ratios. 
The graphs in Fig. 2 show the theoretica1 average error versus A for 
Q2=0.01(IH(OO) 12 )max and Q2(OO)=ASn (OO), respectively, for the 2/1 and 1/1 
S/N cases . Also shown is the empirical average error for a sampIe of 50 
noise-corrupted flaw signals. Note three points: 1) the graphs of 
error versus A show clear and unique minima; 2) the theoretical and 
empirical errors agree weIl; and 3) as the S/N decreases, the potential 
advantage of incorporating Sn(OO) into the Wiener filter becomes clear. 
SCATTERING AMPLITUDE ESTlMATION 
The problem is to choose A such that the error with Q2 (OO)=ASn (OO) is 
near the minimum error for this form of the filter. While the plots in 
Fig . 2 demonstrate that an optimum value of A exists, for the realistic 
ca se of scattering amplitude estimation for an unknown flaw out of an 
unknown distribution, neither the theoretical nor the empirical error 
can be calculated. The theoretical error cannot be calculated since 
SA(OO) and E[A(OO)] are not known, and the empirical error obviously 
cannot be calculated since the quantity to be estimated, A(OO), is 
unknown. Therefore, the task is to find some other function which has a 
minimum near the value of A at which the minimum in the actual error 
curve occurs. This function must be such that it can be calculated 
based on the known quantities F(W), H(W), and Sn(W) . 
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Fig. 3. Actual error and estimation function value versus L 
Three approaches were considered. For each approach, it is assumed 
that H(oo) is known and fixed (i.e., not a random variable), F(oo) has 
been measured, and n(oo) is an uncorrelated, complex normal random 
variable with zero mean and variance given by Sn (00) . The assumption 
relative to A(oo) is stated below for each technique. Due to space 
limitations, only the resultant function is stated for each approach. 
The summations in each function are over the frequency range previously 
indicated. 
Unbiased Risk for A(W) (UBRA) For this approach, it is assumed that 
A(oo) is unknown but fixed. The function to be minimized, denoted 
UBRA(A), is given by 
where <1>2 = (I H (00) 12 +ASn (00) ) 2 and 1"(00) =H (00) ßI (00) is an estimate of 
H(oo)A(oo). This estimate is motivated by Bowman [12] for the related 
density estimation problem, and it can be shown that E[UBRA(A)]=MSE. 
Unbiased Risk for F(W) (UBRF) For this approach, A(oo) is again 
assumed unknown but fixed. The resultant function, denoted UBRF(A), is 
where <I> = IH (00) 1 2+ASn (00). UBRF is similar to UBRA except that the 
target function is the theoretical MSE for H(oo)A(oo) rather than A(oo) . 
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Fig. 4. Empirical average error and empirical average likelihood 
function versus A. 
Maximum Likelihood Estimation for A (MLE) A(ffi) is assumed to be an 
uncorrelated, complex normal random variable with zero mean and 
frequency independent variance given by A-l. The resultant function is 
(11) 
Each of the two summation terms has been multiplied by (-1) so that the 
function is to be minimized rather than maximized as imp1ied by MLE. 
The use of maximum likelihood here is related to the method of 
generalized maximum 1ikelihood (GML) given by Wahba [13]. 
The graphs in Fig. 3 are resu1ts for a single flaw and for S/N=2/1. 
The actua1 errar and the function for each approach are plotted versus 
A. The function va1ue is irrelevant since only the value of A at the 
minimum of the function is important. As shown, the function for each 
approach is well-behaved and shows a clear minimum near the value of A 
at which the minimum in the actual error curve occurred. 
Figure 4 shows empirical average results for each of the three 
signal-to-noise ratios considered. The vertical scale has been set 
differently for each plot to clearly show the minimum. The average as a 
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Fig. 5. Empirical average error versus signal-to-noise ratio. 
function of A was determined by averaging over the 50 noise-corrupted 
flaw signals. Results are shown for the maximum likelihood approach 
only. Similar results were obtained for the other two approaches. As 
the S/N changes, the function minimum for each technique identified 
approximately the optimum A remained virtually stationary as did the 
minimum of the empirical average error. 
Figure 5 shows empirical mean square errors versus S/N based on the 
sample of 50 flaws. For each signal, five wiener filter variations were 
applied: 
1. Q2=0.01(IH(Ol)1 2 )max 
2. Q2(Ol)=AS n (Ol); A chosen by UBRA 
3. Q2 (Ol)=AS n (Ol); A chosen by UBRF 
4. Q2(Ol)=AS n (Ol); A chosen by MLE of A 
5. Q2 (Ol)=AS n (Ol); A chosen to minimize the actual (unobservable) 
error ... this is the optimal A 
The left graph in Fig. 5 shows results for all five filter variations at 
each of the three signal-to-noise ratios considered. The right graph 
shows on1y the three estimation techniques involving Q2(Ol)=AS n (Ol) and 
the minimum error for the 1 / 1 and 2/1 S/N cases. 
For the high S/N case, any of the techniques is acceptable. For the 
low S/N ratio cases, estimates with Q2(Ol)=AS n (Ol) and A determined by any 
of the estimation techniques is significantly better than estimates for 
the most commonly used form of the filter with Q2=0.01(IH(Ol) 12 ) max. On 
the average, the maximum likelihood estimation approach appears to be 
slightly superior to the other two estimation approaches. 
SUMMARY AND DISCUSSION 
The significance of this research is that it provides a method of 
incorporating prior noise information, in the form of an estimate of the 
average noise power spectra, into the Wiener filter, and, thus, make the 
filter sensitive to increased noise-corruption. 
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Future research will focus in a number of directions: 1) further 
studies of the three data-driven methods for choosing Ä, 2) formulation 
of the data driven methods for the two-dimensional case where spacial 
rather than temporal frequency is of interest, 3) investigation of the 
application of the Wiener filter with no prior information where Q2=Ä 
and the choice of Ä is data-driven, 4) modeling of the noise as an auto-
regressive process in order to improve the characterization of Sn(oo), 
and 5) investigation of data-driven adaptive models for SA(oo) and 
IA(OO) 12 in order to allow Q2(00) to more closely approximate the 
frequency dependence of Q2(00) for the optimal wiener filter. 
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