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1
Introduction
The last decades, especially with the advent of the “-omics” [1], have seen a paradigm change
in (bio-)chemical analysis and chemometrics. Instead of measurements and analyses that are
hypothesis-driven, current pracƟce is moving more and more towards a data-driven approach.
Modern techniques like mulƟdimensional FT-NMR Spectroscopy, mulƟdimensional chromatog-
raphy and hyphenated methods such as Liquid Chromatography-Mass Spectrometry together
with fast computers and enormous data storage capabiliƟes enable the measurement and anal-
ysis of huge sets of data.
The mathemaƟcal structure of the representaƟon of these huge data sets is keeping track
with the level of sophisƟcaƟon of the measuring machinery. Whereas the concentraƟons re-
sulƟng from ƟtraƟons of a number of samples are simple scalar numbers that can be collected
in a data vector, infrared spectra measured on the same samples are themselves vectors that
can be collected in a matrix. Then again, the results of LC-MS analyses can – in an admiƩedly
simpliﬁed view – be represented as matrices that together form data cubes, and so on.
The increased data complexity and the change in paradigm are two sides of the same coin
and pose huge challenges for chemometrics. Single measurements can be compared using
univariate methods, such as a t-test or one of its non-parametric counterparts. Spectra are
amenable to both univariate andmulƟvariate analysis. When using univariate tests in repeated
fashiononmulƟvariate data, correcƟonsmust bemade formulƟple-hypothesis tesƟng [2, 3]. For
mulƟvariate analysis, a plethora of methods is available. The diﬃculty here is choosing which
method to use, although in the end the diﬀerences in performance are oŌen small [4]. For even
more complex data, that fall in the so-called ‘mulƟway’ category, a number of methods such as
PARAFAC / CANDECOMP and Tucker models are available [5, 6]. The inherent elegance of these
methods notwithstanding, they are very restricƟve. A number of condiƟons must be strictly ful-
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ﬁlled in order for them to provide meaningful results. Therefore, there is a strong incenƟve for
other, more ﬂexible methods that are capable of extracƟng informaƟon from mulƟway data.
Concurrently with increased data complexity, hypotheses have become more and more as-
peciﬁc. A t-test tries to conﬁrm or falsify a single speciﬁc hypothesis (‘The concentraƟon of x
diﬀers between groups A and B’). A current-day aspeciﬁc counterpart of this hypothesis could
be something like: ‘One or more of the concentraƟons xijk..., alone or together, can be used to
disƟnguish between groups A and B’. An obvious example in the context of this thesis would be
protein levels in, say, the cerebrospinal ﬂuid of Alzheimer paƟents and of people that do not
have Alzheimer, measured with LC-MS.
Another way to view these developments is that the posiƟon of chemometrics has shiŌed to
an earlier stage of research projects. Instead of tesƟng a ﬁnal hypothesis, data analysis has be-
come hypothesis-generaƟng. In many cases, its objecƟve is not to provide a conclusive answer
to a research quesƟon, but to enrich data for candidate variables / features. Further tesƟng of
this limited set1 can then be done using simpler staƟsƟcs with more power, using single, speciﬁc
hypotheses.
1.1 Thesis Objective
At the outset of the research described in this thesis, the objecƟve was to develop a methodol-
ogy, capable of extracƟng diﬀerenƟal paƩerns from proteomic LC-MS/MS data. Two things were
soon realised: 1. When the objecƟve is to idenƟfy biomarkers, the tandemMS data is only used
to establish correspondence between features in diﬀerent samples. For data of good quality
and reproducibility, this correspondence is implicit, and, in principle the MS/MS data should be
superﬂuous for the idenƟﬁcaƟon of paƩerns. 2. Although, judging from chromatographic cri-
teria, the reproducibility in proteomic nanoLC chromatography is excellent, it is by far not good
enough to establish correspondence directly: the data suﬀer frommisalignment. Moreover, the
reproducibility of intensiƟes is also below the standards that chemometricians are used to.
Our idea was to develop an alignment procedure for proteomic LC-MS data that would en-
able us to apply some of our established tools such as PCA, LDA, PLS, etc. to ﬁnd the diﬀerenƟal
paƩerns that we were looking for. To this end, we designed an elaborate proteomic spike-in
dataset (the E. coli set described in Chapter 4) that was measured at the Nijmegen Proteomics
Facility. Since the details of LC-MS measurements may not be known to all readers, a short gen-
eral descripƟon in chapter 2 will set the stage.
As described in Chapter 5, the alignment procedure was developed starƟng from parametric
Ɵme warping (ptw), a restrained warping method that was fast, easy to understand and concep-
1To be precise, newmeasurements of the candidate variables or features should be tested to exclude bias due
to dependency.
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tually beauƟful. Along the way, we were able to generalize the method to accomodate diﬀerent
types of opƟmizaƟon. We also became aware that the eluƟon of pepƟdes was not so well-
behaved as we thought; the observed misalignments were very non-uniform, to the extent that
peaks would even swap places in diﬀerent chromatographic runs of the same sample. This led
us to apply ptw to individual chromatographic traces rather than in what is known as ‘global
alignment’ to all traces at once. The individual alignment signiﬁcantly enhanced our results and
we were conﬁdent that we could proceed with the actual data-analysis of the E. coli set. Mean-
while, the knowledge we had acquired about warping was put to good use in a cooperaƟon with
the NTNU from Trondheim, Norway, resulƟng in the research presented in Chapter 7. Chapter 3
serves as a general, extensive, introducƟon to warping methods.
To ﬁnd candidate features (or biomarkers as they are called in an ‘-omics’ context) in pro-
teomic datasets, we had developedMWDA, an applicaƟon of Linear Discriminant Analysis (LDA)
to mulƟway data such as LC-MS data. The method was tested on simulated sets and on the
aligned E. coli set. To our surprise and disappointment, aŌer spending a lot of Ɵme to align
it, applying MWDA to the E. coli set resulted in values that were hardly disƟnguishable from
the values obtained for the data with permuted class labels. Previously, we had already tested
MWDA on the unaligned E. coli set and, alsomuch to our surprise and, in that case, elaƟon, clear
diﬀerenƟal paƩerns were found that could be veriﬁed by ‘manually’2 looking into the data. We
decided to proceedwith the results obtained on the unaligned data. The ﬁnal result is Chapter 6.
2I have repeatedly stumbled across the problem that there is no expression corresponding to ‘manual(ly)’ for
using one’s eyes, but also with the connotaƟon of ‘doing it yourself’. On the other hand (…), something like ‘ocularly
looking’ would be pleonasƟc. I guess I’ll just have to live with the feeling that scienƟsts look into data with their
hands…
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LC-MS Measurements in Proteomics:
Shotgun Proteomics
One of the main targets for proteomic analyses is the idenƟﬁcaƟon of so-called biomarkers:
molecules (in this case proteins) whose presence, absence or expression level is speciﬁc for a
certain biological state. A protein that is validated as having an elevated (or reduced) expres-
sion level in Alzheimer paƟents is a biomarker. But a biomarker need not be a single molecule.
Given the intertwined nature of reacƟons at a cellular level, it is highly unlikely that only a single
protein shows a diﬀerenƟal expression paƩern in a certain condiƟon. At the same Ɵme, it is a
well-known fact that mulƟvariate methods can combine variables tomake a diﬀerence between
groups that cannot be diﬀerenƟated by any of the individual variables. As a result, biomarkers
can be sets of (e.g.) proteins of which no single consƟtuent is a biomarker in its own right.
Ideally, a type of apparatus would exist that would be able to idenƟfy all proteins in a sample
and measure their concentraƟons. Predictably, such machinery does not exist. To idenƟfy and
quanƟfy individual proteins in a complexmixture, separaƟng themusing chromatographywould
be a necessity. Mass spectrometry would then be an ideal tool to idenƟfy and quanƟfy the sep-
arated proteins. In pracƟce, proteins vary widely in size (from 3 amino acids for the pepƟde
glutathione to 34350 for ƟƟn [7]), chemical properƟes and, importantly, expression levels. (The
concentraƟon levels of diﬀerent proteins in human blood plasma vary over a range of at least
1010, with albumin being present at 35–50 mg/ml and interleukin 6 at 0–5 pg/ml [8].) Although
technology keeps improving, it was and is impossible to separate all these diﬀerent proteins
using chromatography as well as to ‘weigh’ them across the large range of masses as well as
to quanƟfy them over their enormous concentraƟon range. Instead, the most common way to
idenƟfy and quanƟfy a large number of proteins in a biological sample is a rather roundabout
procedure – roundabout by necessity – known as ‘shotgun proteomics’ [9, 10].
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Prior to the development of shotgun proteomics, the common way to idenƟfy and quanƟfy
proteins in a complexmixturewas by separaƟng themusing two-dimensional polyacrylamide gel
electrophoresis (2D-PAGE). Each individual spot on such a gel had to be extracted, digested and
analysed individually. One of the crucial points of shotgun proteomics is the digesƟon of the pro-
teins prior to separaƟon. DigesƟon results in small pepƟde fragments that are all amenable to
the same chromatographic and mass spectrometric procedures. Before digesƟon, the disulﬁde
bridges in proteins are cleaved by reducing them with a suitable agent such as dithiothreitol
under denaturing condiƟons (8M urea). ReformaƟon of the disulﬁde bridges is prevented by
alkylaƟng the thiol groups of the cysteine residues using iodoaceƟc acid or iodoacetamide. Af-
ter this, the pepƟde fragments have eﬀecƟvely lost any secondary structure and can be digested
using an endoprotease. In most cases, trypsin is used, because of its speciﬁcity (it strictly cuts
pepƟde bonds at the C-terminal side of lysine or arginine, except when they are followed by a
proline) and aggressivity, i.e. it will miss only a small number of cleavage sites. The majority of
pepƟde fragments produced by trypsin digesƟon have a length of 7 to 35 amino acids [11, 12].
The mixture of proteins has now become a mixture of pepƟdes, which (aŌer some preparatory
preconcentraƟon and desalƟng steps [13]) are amenable to chromatography and mass spec-
trometry. The common set-up is to use a reversed-phase nanoﬂow LC (‘nanoLC’) column with
gradient eluƟon (normally going from water to acetonitrile) to separate the pepƟdes.
NanoLC columns typically have inner diameters (ID) ranging from 100 µm downto 50 µm,
leading to ﬂow rates in the nanoliter per minute range. A nanoLC column does not oﬀer bet-
ter separaƟon power than a convenƟonal HPLC column with a typical ID of 4.6 mm; peak widths
(and hence resoluƟon) in both columns are essenƟally the same. Themain advantage of nanoLC
over HPLC is an increase in sensiƟvity [14], due to the smaller ID. The sensiƟvity increase is cal-
culated as the quoƟents of the IDs, squared. Thus, for HPLC, when equal amounts of analyte
are introduced, the amount of eluent that elutes during the eluƟon of an analyte (a peak) is
(4.6 · 10−3/50 · 10−6)2 = 8464 Ɵmes larger than for a nanoLC column of ID 50 µm. The con-
centraƟon of the analyte in the eluent of the nanoLC column is therefore also 8464 Ɵmes larger
than for the HPLC column.
To introduce the pepƟdes in the chromatographic eluent into a mass spectrometer, a soŌ
ionizaƟon interface is needed. ‘SoŌ’ signiﬁes that molecules are ionized intact, rather than shot
into pieces as in electron ionizaƟon (EI), a common hard ionizaƟon interface. Many diﬀerent
types of interface exist [15], but the one that is currently used in the majority of proteomics
LC-MS set-ups is electrospray ioniziaƟon (ESI [16]). As depicted schemaƟcally in Figure 2.1a, in
ESI a potenƟal diﬀerence is applied between a narrow capillary Ɵp at the end of the chromato-
graphic column (the emiƩer) and a counter electrode at close distance (2 cm maximally), such
that an electric ﬁeld on the order of 106 V m−1 is achieved. As a result, charges accumulate in
the droplet eluƟng from the capillary. These charges repel eachother, thereby overcoming the
surface tension of the droplet, causing it to break up in a spray of small droplets. Due to the
electric ﬁeld, these droplets explode in even smaller secondary droplets which evaporate under
the inﬂuence of hot surroundings. At the end of this proces, the ‘naked’ pepƟde ions are leŌ
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over in the gas phase. Typically, ESI results in mulƟply charged pepƟde ions; normally about one
charge is present per 1000 Daltons. The fact that larger ions become more strongly charged is
an advantage, because it leads to a sensiƟvity increase and an upper detecƟon limit that can
be substanƟally lower than for singly charged ions, whilst sƟll being able to detect even very
heavy ions. At the same Ɵme, however, especially for shotgun proteomics experiments, it leads
to more crowded data: light and heavy ions both turn up between about m/z = 300 Th and
m/z= 2000 Th1. Moreover, pepƟde ions are oŌen present in mulƟple charge states, i.e. part of
pepƟde X is present as a 2+ ion, whereas another part has a 3+ charge. AddiƟonal data analysis
steps are therefore necessary to deconvolute the actual masses of pepƟde ions.
Regardless of their exact charge, the ionized pepƟde ions can now be introduced in themass
spectrometer. Again, many diﬀerent mass spectrometers exist, all with their pros and cons [15].
The main workhorse for high-resoluƟon proteomics experiments used to be the Fourier Trans-
form Ion Cyclotron Resonance (FT-ICR) mass spectrometer [18], but this expensive machine is
gradually being replaced by a recent invenƟon, the Orbitrapmass spectrometer [19]. In the con-
text of this thesis however, the FT-ICR is most important sƟll and I will shortly introduce it.
An FT-ICR mass spectrometer consists of a strong superconducƟng electromagnet, compa-
rable to the ones used for NMR spectroscopy. Ions are introduced into the mass spectrometer
along the direcƟon of the magneƟc ﬁeld (commonly denoted as the z direcƟon). Once inside
the mass spectrometer, they enter the ICR cell (Figure 2.1b), where they are subjected to an
oscillaƟng electric ﬁeld between two emiƩer plates, that is perpendicular to the magneƟc ﬁeld,
in the x direcƟon, say. The emiƩer plates are thus posiƟoned in the yz-plane. As a result, the
ions start moving in the direcƟon of the electric ﬁeld and thus experience a Lorentz force that
is perpendicular to both their direcƟon of movement and the magneƟc ﬁeld: the ions move in
a circle. Similar to a father pushing his daughter in a swing on the playground, the electric ﬁeld
accelerates ions of a certainm/z to a larger and larger circular trajectory. When the acceleraƟon
is quick enough (i.e. the electric ﬁeld is strong enough), these ions will move together along the
trajectory, rather than being spread out over the circle. This enables them to be detected by
receiver plates that are placed orthogonally to the emiƩer plates (so, in the xz-plane). The ion
packet induces a so-called image charge on the receiver plates, which leads to a small oscillaƟng
electric current that can bemeasured. Ions that have the rightm/z to be accelerated by an elec-
tric ﬁeld oscillaƟng at a certain frequency are called ‘resonant’. The other, non-resonant ions
will alternately experience accelaraƟon and deceleraƟon. They will therefore remain close to
the center of the ICR cell. By scanning through frequencies for the electric ﬁeld, ions with diﬀer-
entm/z will be accelerated and can be detected. This is the classical form of ICR MS. Figure 2.2
shows six steps in a Matlab [20] simulaƟon of two ions of diﬀerent mass in an ICR cell.
1The Thomson [17] is the unit deﬁned as: 1Th = 1u/e= 1.036426 · 10−8kgC−1. Although the Dalton (Da) or
unit mass (u) are also used in mass spectrometric literature when describing mass-over-charge raƟos, I ﬁnd their
use ambiguous. Throughout this thesis, the Thomson will therefore be used to indicate mass-over-charge raƟos.
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(a)
(b)
Figure 2.1 – (a) SchemaƟc drawing of Electrospray IonizaƟon (ESI). Due to the applied electric ﬁeld, the
eluate from the capillary Ɵp forms a so-called Taylor cone, that draws out to a jet and ﬁnally forms a spray
of droplets. These droplets explode and evaporate due to a ﬂow of warm nitrogen gas, leaving the bare,
mulƟply charged pepƟde ions that pass the skimmer and enter the mass spectrometer. (b) SchemaƟc
drawing of an ICR cell. A magneƟc ﬁeld points out of the paper, parallel to the z-axis. The leŌ and right
plates are the emiƩer plates. A rapidly oscillaƟng electric ﬁeld is generated by the AC source at the top.
The receiver plates that form the top and the boƩom of the cell are used to acquire the signal caused by
ions on a circular trajectory inside the cell. The spiral and small squares are explained in Figure 2.2
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(a) (b)
(c) (d)
(e) (f)
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Figure 2.2 – Previous page: six steps in a simulaƟon of ion cyclotron resonance for two ions of diﬀerent
mass (red: m=100, blue: m=200), and charge +1. Thus, the ions’ mass-over-charge raƟos are 100 Th
and 200 Th, respecƟvely. The mutual interacƟon of the ions is not taken into account. (a,b) Thermal
equilibrium. For clarity, the four ions of each type start at the origin (in reality they would not) and acquire
thermal velociƟes sampled from a Boltzmann distribuƟon at T = 350K (77 ◦C). To enable comparison, pairs
of 100 Th and 200 Th ions are assigned the same iniƟal velociƟes. Clearly, the heavier ions rotate in wider
trajectories and take longer to ﬁnish a full circle. (c) An oscillaƟng uniform electric ﬁeld, at this moment
parallel to the x-axis, is switched on. The posiƟve ions are accelerated towards the negaƟve emiƩer plate
at the right. (d) Due to the oscillatory character of the electric ﬁeld, the posiƟve and negaƟve emiƩer
plates switch roles conƟnually. The light ions are exactly able to follow the changes in the electric ﬁeld.
The heavy ions respond slower. (e) The light ions conƟnue to be accelerated in an outward spiralling
moƟon. The heavy ions remain near the center of the ICR cell. (f) Finally, when the ions have reached
the required trajectory, the electric ﬁeld is switched of and the receiver plates at top and boƩom acquire
a negaƟve ‘image’ charge when the ions pass by. From the resulƟng oscillaƟng current, the amount of
charge accumulated in the ions can be inferred. The black squares in ﬁgures d, e and f show the relaƟve
size and the area depicted by the previous plot(s).
In 1974, Comisarow andMarshall [21] developed an enhanced version of the ICRmass spec-
trometer. Similar to Nuclear MagneƟc Resonance (NMR) spectroscopy, where conƟnuous-wave
(CW)NMR spectroscopy had been replaced by its farmore sensiƟve Fourier Transform (FT) coun-
terpart by the perseverance of Ernst and Anderson a decade earlier [22, 23], Comisarow and
Marshall adapted ICR into FT-ICR. Now, the thing that is commonly understood about FT spec-
troscopy (and spectrometry), is that it involves a smart form of detecƟon. That is only half the
story though. The ﬁrst half invariably involves the excitaƟon. The crucial point to realise is that
the Fourier Transformof a very short burst (short in Ɵme) of radiaƟon is a very broad band (broad
in frequency). In other words: a very short burst of radiaƟon contains radiaƟon of a very wide
range of frequencies2. In FT-NMR, a short, intense burst of radiowaves (101–103 MHz) is used to
ﬂip all proton spins to the xy-plane, regardless of their exact chemical shiŌ. In FT-ICR, a short,
intense burst of radiowaves (kHz – MHz) is used to accelerate all ions to the same, detectable
cyclotron radius.
The second half of the story is the detecƟon: although all ions are moving in the same circle,
they have diﬀerent speeds and thus diﬀerent rotaƟon frequencies. The ICR response measured
through the receiver plates thus is a complex mixture of frequencies, again similar to the free
inducƟon decay (FID) in NMR. The consƟtuent frequencies in the ICR response can be obtained
by Fourier Transforming it. This results in a spectrum, similar to the one that would have been
obtained by sweeping the frequency in the regular ICR set-up, but obtained much faster. The
rotaƟon frequencies of the ions have a ﬁxed relaƟon to their m/z raƟos, thus the axis of the
frequency spectrum can easily be transformed into anm/z axis.
2This fact can be expressedmathemaƟcally as an uncertainty theorem, similar to the famous one by Heisenberg.
In this case, the more certain the Ɵme of the burst, the more uncertain its frequency.
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Altogether, we started with a sample of proteins, digested those with trypsin to give a mix-
ture of pepƟdes, which we introduced into a nanoLC column. On the column, the pepƟdes
are separated based on their hydrophilicity; they elute from the column and are ionized by the
electrospray ionizaƟon interface. The resulƟng mulƟply-charged pepƟdes are introduced in a
mass spectrometer that measures a mass spectrum of all ions resulƟng from the eluate at once.
This can be done every second or so, and we end up with a large collecƟon of mass spectra
which, when placed aŌer eachother, produce an LC-MS matrix with chromatographic peaks for
all pepƟdes in the eluate (Figure 2.3). However, we are interested in the original proteins, whose
fragments can lead to peaks anywhere in the LC-MS matrix. It is as if we have a bag with puzzle
pieces, but not from one, but several thousands of puzzles of diﬀerent sizes!
Figure 2.3 – LC-MS data from [24–26]. The boƩomﬁgure shows the fullMS data as amatrix, seen from the
top. Mass spectra run verƟcal and chromatograms horizontal. The 3D plot at the top is just a zoomed-in
view of the data in the black rectangle. The 3D plot is rotated to show the isotope paƩerns.
Now, the challenge is not too make all the puzzles, but to ﬁnd out which puzzles have pieces
in the bag. If we have a database of puzzles, it is oŌen enough if we can posiƟvely idenƟfy a
single piece as belonging to puzzle X. Going back to proteins and pepƟdes, if we are able to pos-
iƟvely idenƟfy one or more disƟnct pepƟdes for a protein, we can be certain that the protein
was present in the original sample. However, the informaƟon in the LC-MS matrix is too limited
to idenƟfy a pepƟde. Only the ions’ exact m/z raƟos and an indicaƟon for its overall hydropho-
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bicity are known. Due to the fact that the pepƟdes come in diﬀerent isotopologues3, they will
not show up as single peaks in the mass spectra, but as isotope paƩerns (Figure 2.3). Using the
distances between the isotope peaks, the charge and mass of the pepƟde ion can be calculated
individually. For instance, isotope paƩerns with a distance of 1 Th between their peaks are due
to 1+ ions; if the distance is 0.5 Th, they are due to 2+ ions, 0.333…Th corresponds to +3, etc.
SƟll, the combinaƟon of mass, charge and eluƟon Ɵme (hydrophobicity) is by far not enough
informaƟon to deduce the sequence of amino acids that consƟtute a pepƟde. Another trick is
needed.
That trick is the actual sequencing step where the consƟtuent amino acids of a pepƟde and
their order is determined via tandem mass spectrometry, database searching and brute force
compuƟng power. Let’s go back to the pepƟde ions in the mass spectrometer. As we have seen,
the m/z raƟos of all ions inside the ICR cell can be determined simultaneously via broadband
excitaƟon and Fourier TransformaƟon. Nevertheless, the ICR cell is of course sƟll capable of
selecƟvely acceleraƟng ions of a parƟcular m/z. Now, what happens is that aŌer measuring a
so-called ‘full MS scan’ (all ions simultaneously), the mass spectrometer soŌware detects the
posiƟons of the peaks in the mass spectrum and orders the ICR cell to selecƟvely accelerate
the most abundant ion from the next bit of eluate (of which the composiƟon will not diﬀer very
much from that of the eluate that gave rise to the full MS scan). Just measuring amass spectrum
of this ion only would be a fuƟle excerciƟon, since its mass is already known. Instead, a small
amount of an inert gas, generally helium, is let into the ICR cell. The rapidly moving ions collide
with the helium atoms and dissociate into charged fragments, not unlike the ones that would
have been obtained by a direct hard ionizaƟon technique. A mass spectrum is then acquired of
the fragments. This ‘tandem mass spectrum’ contains a wealth of informaƟon about a single
ion and can be used to derive the ion’s structure. In principle, this could be done based on the
informaƟon in the tandem mass spectrum only, but such de novo sequencing is very diﬃcult
and Ɵme-consuming.
Instead, the tandem mass spectrum is compared with a huge number of calculated mass
spectra [27]. These are generated by starƟng from one of the huge protein databases like
UniProtKB/Swiss-Prot [28] or that are derived from genome databases. The protein sequences
in these databases are submiƩed to digesƟon in silico, which basically means that they are cut
at the same posiƟons where trypsin would cut the real proteins. In a second step, the pepƟde
sequences are subjected to collision induced dissociaƟon (CID) in silico so as to calculate tan-
dem mass spectra, based on empirical fragmentaƟon rules. The real tandem mass spectrum,
together with the mass of the original or ‘parent’ pepƟde ion are now compared with the cal-
culated mass spectra, using some sort of correlaƟon measure as a matching score. The pepƟde
sequences connected to the calculatedmass spectra are ranked in decreasing order of matching
scores. The pepƟde ion thus has the highest probability of having the sequence with the highest
3Not to be confused with isotopomers. Isotopologues are the same molecules with diﬀerent masses, due to
diﬀerent numbers of one or more of their isotopic consƟtuents, e.g. 12C6H12O6 and 13C12C5H12O6. Isotopomers
have the same mass and consist of the exact same isotopes, but in diﬀerent posiƟons, CDH2CH2OH and CH3CH2OD
for example (both probably making for an extremely heavy hangover…).
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matching score. Since it is known fromwhich protein this sequence originates, this immediately
provides a probability that that parƟcular protein was present in the sample. Of course, there
are many improvements to bemade to this basic scheme: larger pepƟdes will normally bemore
disƟncƟve, since the chance of two proteins containing the exact same pepƟde sequence goes
down with increasing sequence length. Equally, when we idenƟfy two pepƟdes belonging to a
protein, there is a higher chance that this parƟcular protein was present in the original sample.
In general, the higher the ‘sequence coverage’ of a protein provided by the tentaƟvely idenƟﬁed
pepƟdes, the higher the chance that the protein was present.
The acquisiƟon of tandemmass spectra alternates with the acquisiƟon of full MS scans; gen-
erally, three to ﬁve tandem mass spectra are measured aŌer each full MS scan. To prevent the
same ions to be sequenced more than once, their masses are placed on a so-called dynamic
exclusion list that prohibits their being selected for a predetermined period of Ɵme. Another
pepƟde ion with a somewhat lower abundance will be selected instead, sequenced and placed
on the exclusion list, etc. In this way, using tandem MS, several hundreds to thousands of pro-
teins can be idenƟﬁed in a typical sample.
Although the shotgun approach is commonly used and is a smart way to obtain protein iden-
ƟﬁcaƟons and quanƟﬁcaƟons, given the constraints imposed by LC-MS technology, it has sev-
eral drawbacks. For one, the process of selecƟng pepƟdes for sequencing is normally done by
virtue of their abundance. It is hard to come up with a beƩer general selecƟon strategy, but the
abundance criterion is normally not related to the problem under invesƟgaƟon4. Moreover, the
selecƟon process has no built-in assurance that the same features are selected for sequencing
in all samples, making it harder to ﬁnd corresponding features in diﬀerent samples or sets of
samples.
Another problem is that the only proteins that can be idenƟﬁed are the ones present in the
database that is used. This means that a bacterial or viral protein can not be idenƟﬁed when a
database with human protein sequences is used. Proteins that diﬀer from the ones described
in the database by mutaƟons or (posƩranslaƟonal) modiﬁcaƟons are also unlikely to be found.
On the other hand, simply enlarging the database is not such a good idea either, because the
false posiƟve raƟo (the number of correctly idenƟﬁed proteins divided by the proteins wrongly
idenƟﬁed) will increase as well, because it is more likely that there are calculatedMS/MS spectra
with a good match to an experimental spectrum. Moreover, a larger database quickly leads to
unsuitably long computaƟon Ɵmes.
4At this point, it is interesƟng to note that shotgun proteomics derives its name from shotgun DNA sequenc-
ing [27] in which the sequence of a long chain of DNA is determined by sequencing random fragments produced
by restricƟon enzymes, and computaƟonally puƫng them together by looking for overlapping subsecƟons. As we
have seen, the digesƟon and piecing together in shotgun proteomics closely resembles this process. The term shot-
gun thus relates to the randomness of the DNA or protein fragments that are produced. In my opinion, the term
shotgun is even beƩer suited for the selecƟon process of pepƟdes to be sequenced. In shotgun proteomics, two
shotguns are used!
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Warping Methods for Spectroscopic and
Chromatographic Signal Alignment: A
Tutorial Review
Warping methods are an important class of methods that can correct for misalignments in (a.o.)
chemical measurements. Their use in preprocessing of chromatographic, spectroscopic and
spectrometric data has grown rapidly over the last decade. This tutorial review aims to give
a criƟcal introducƟon to the most important warping methods, the place of warping in pre-
processing and current views on the related maƩers of reference selecƟon, opƟmizaƟon, and
evaluaƟon. Some piƞalls in warping, notably for liquid chromatography-mass spectrometry (LC-
MS) data and similar, will be discussed. Examples will be given of the applicaƟon of a number of
freely availablewarpingmethods to aNuclearMagneƟc Resonance (NMR) spectroscopic dataset
and a chromatographic dataset. As part of the published version of this Chapter (see boƩom
of this page), or upon request to the author(s), we provide a number of programming scripts in
Matlab and R, allowing the reader to work the extended examples in detail and to reproduce
the ﬁgures in this paper.
Bloemberg, T. G., Gerretzen, J., Lunshof, A., Wehrens, R., Buydens, L. M. C.
AnalyƟca Chimica Acta (2013), DOI:10.1016/j.aca.2013.03.048, In Press.
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3.1 Introduction
3.1.1 Misalignment and alignment
With the ever-increasing size and complexity of measurement output, the need for proper pre-
processing of spectra and chromatograms as a part of data analysis is sƟll growing. Most data
preprocessing techniques (denoising, baseline removal, scaling) and data analysis techniques,
from t-tests to support vector machines (SVMs), are related to the intensiƟes of features. There
is a clear tendency towards interest in their posiƟons, however. The aƩenƟon for misalignment
is an example. Misalignment is the situaƟon in which idenƟcal features in diﬀerent spectral or
chromatographic measurements appear at diﬀerent posiƟons along e.g. a frequency or reten-
Ɵon Ɵme axis. An example of misaligned chromatographic data (four so-called total ion currents
or TICs from LC-MS measurements of metabolites) is shown in Figure 3.1a. Misalignment is a
big problem when computaƟonally comparing features’ intensiƟes, especially in today’s large,
complex and dense datasets. These datasets originate from measurement methods such as
NMR and hyphenatedmethods like gas chromatography-mass spectrometry (GC-MS) and LC-MS
that all play a big role in the ’-omics’ sciences. It is therefore not surprising that alignment, the
computaƟonal process to correct misalignments, is one of the latest addiƟons to the set of com-
monly used data preprocessing techniques. Figure 3.1b shows the same chromatographic data
as Figure 3.1a, aŌer baseline removal and alignment using parametric Ɵme warping [24, 29].
Removing uninteresƟng variance in data due to misalignment is the main purpose of alignment
techniques, but interest in them stretches out to their use in idenƟﬁcaƟon of similariƟes be-
tween measurements, or even to the retrieval of informaƟon from peaks’ posiƟons.
(a) (b)
Figure 3.1 – (a) Chromatographic data prior to baseline correcƟon and alignment. (b) The same data,
aŌer baseline correcƟon and alignment using parametric Ɵme warping. The inset shows a group of peaks
that is diﬃcult to warp correctly. See secƟons 3.2.10 and 3.6 for an explanaƟon.
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3.1.2 Warping versus Alignment
It is apparent from the literature that diﬀerent, overlapping deﬁniƟons of warping and align-
ment (or ‘registraƟon’) exist. There seems to be consensus, however, about a demarcaƟon line
betweenmethods that can, andmethods that cannot swap peaks (i.e change their order). Since
warping is generally understood to comprise the laƩer methods, we will use the term ‘warping’
strictly to describemethods that only shiŌ, stretch, and / or compress proﬁles (either completely
or piecewise). We will use ‘alignment’ as a more general term to describe allmethods that aim
to align proﬁles, regardless of their exact methodology.
Although the descripƟons and discussions in this tutorial will be limited to warpingmethods,
this is not to say that all alignment problems can be solved using warping methods. For NMR
spectroscopy data, it is an established fact that peaks could swap places. This is especially the
case in the complex samples encountered in, e.g., metabolomics. Ionized metabolites such as
citrate, taurine, succinate and lactate have been found to give rise to peaks with strong varia-
Ɵons in posiƟon [30, 31]. Although it is a bit more counterintuiƟve, more and more examples
are becoming available of peaks swapping places along the eluƟon Ɵme axis in LC-MS data of
even more complex proteomics samples [24, 32, 33]. Alignment problems with swapped peaks
cannot, in principle, be solved by applying warping methods alone, but are in need of methods
or methodologies with fewer restraints. In many cases, however, the monoƟc warping model
applies and is normally to be preferred over methods with more freedom, to prevent overﬁƫng
(‘overaligning’) for instance.
Some methods make use of feature idenƟﬁcaƟon techniques to ﬁnd corresponding peaks
in diﬀerent measurement and thereby facilitate warping. Whether to idenƟfy features prior to
warping or only aŌer warping is a chicken-or-egg problem; the idenƟﬁcaƟon of features for un-
aligned data is much harder than for aligned data. Conversely, as soon as (landmark) features
are idenƟﬁed, the warping problem becomes much simpler: piecewise interpolaƟon or ﬁƫng a
polynomial model are common soluƟons. The methods that we discuss in this paper warp com-
plete proﬁles (i.e. spectra or chromatograms) and do not rely on prior feature idenƟﬁcaƟon.
The method that comes closest to the ones that rely on feature idenƟﬁcaƟon is Fuzzy Warping
(FW), which uses peak detecƟon, but does not idenƟfy corresponding peaks.
3.1.3 This Tutorial Review
In this paper, we will provide descripƟons of arguably the most important warping techniques,
with an eye for possible misconcepƟons or unclariƟes in the literature. Although warping can
in principle be applied to many types of data, we will limit our discussion to warping of spec-
troscopic and chromatographic data along a single axis. More speciﬁcally, we will focus on two
real datasets: the chromatographic dataset shown in Figure 3.1a and a dataset from NMR spec-
troscopy [34] shown in Figure 3.2. For explanatory purposes, we will use a simple arƟﬁcial ex-
ample of two misaligned Gaussians, shown in Figure 3.3.
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The real datasets are detailed in SecƟon 3.7. Brieﬂy, we expect that the chromatographic
data needs to be adapted most at their right side, whereas the shiŌ in the NMR data is – in this
case – quite uniform: the black spectrum needs to be shiŌed to the right, the red one to the
leŌ and the blue one is already aligned quite well on average. Throughout the elaboraƟon on
warping methods, examples of their applicaƟon to these datasets will be given. Note already
that most alignments of the chromatographic data look right, but are actually partly wrong! See
secƟons 3.2.10 and 3.6 for an explanaƟon. Special aƩenƟon will also be given to the warping
funcƟon or warping path, the enƟty that describes the actual shiŌs used in correcƟng the data.
Figure 3.2 – NMR data prior to alignment. The inset shows a double doublet around 3.90 ppm where the
misalignment is clearly visible.
Figure 3.3 – Two Gaussian proﬁles with added noise, shiŌed 6 points with respect to each other.
Amore elaborate example secƟon (using the same datasets) is to be found at the end of the
paper. The Matlab [20] and R [35] scripts for these examples, as well as for almost all ﬁgures
in the paper are provided as part of the SupporƟng InformaƟon of [36]. The scripts can be run,
provided Matlab or R are installed and the required implementaƟons of the warping methods
have been downloaded from the sources detailed in Table 3.1.
Apart from the diﬀerent methods themselves, there is a number of general important issues
connected towarping. SecƟon 3.3 discusses the place ofwarping in preprocessing: shouldwarp-
ing (or alignment) always be applied? And, if warping is used, should one scale data before or
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Table 3.1 – Notable implementaƟons of most of the warping algorithms discussed in this paper. ∗ The
implementaƟon used in producing ﬁgures and examples in this paper, if mulƟple implementaƟons are
available.
Method ImplementaƟon Plaƞorm / References
Language
dtw http://cran.r-project.org/web/packages/dtw/index.html R [37]∗
http://cran.r-project.org/web/packages/VPdtw/index.html R [38]
http://www.models.life.ku.dk/DTW_COW Matlab [39]
COW http://www2.imm.dtu.dk/∼jmc/papers/cow/cow.html C [40]
http://www.models.life.ku.dk/DTW_COW Matlab [41]∗
PAGA http://www.forshed.se/jenny Matlab [42]
/index.php?n=Research.SoftwareAmpCode
PAFFT, http://powcs.med.unsw.edu.au/research/adult-cancer- Matlab [43]
RAFFT program/services-resources/specalign
icoshiŌ http://www.models.life.ku.dk/DTW_COW Matlab [31]
ptw http://pubs.acs.org/doi/suppl/10.1021/ac034800e Matlab [29]
http://cran.r-project.org/web/packages/ptw/index.html R [24]∗
CPM http://www.cs.toronto.edu/∼jenn/CPM/ Matlab [44]
aŌer it, for instance? SecƟon 3.4 reviews the diﬀerent opinions about selecƟng (or construcƟng)
a reference spectrum or chromatogram: could one use an average spectrum to align all spectra
in a dataset with? And how to obtain an unbiased reference when data contain two or more
classes? Some of the criteria used to ﬁnd opƟmal warpings and to evaluate the eventual result
are discussed in SecƟon 3.5. Finally, SecƟon 3.6 will shortly introduce the alignment of LC-MS
data and similar. Such data normally need to be aligned only along their Ɵme axis, making the
alignment problem comparable to the other ones in this paper. Nevertheless, we will show that
there are some piƞalls, but also some advantages to be had when aligning this type of data.
3.2 Warping Methods
Below, we will discuss the most important and currently best-known warping methods. To set
the stage, we will start the discussion with a simple example of warping, based on paramet-
ric Ɵme warping (SecƟon 3.2.10) and coshiŌ (SecƟon 3.2.9). The rest of the descripƟons is
roughly ordered on type of warping. We start with pointwise warping by the seminal warp-
ing method dtw, which is followed by COW, a segmentwise method that – like dtw – employs
dynamic programming. AŌer that, FW is discussed as a method that results in a similar type of
warping (stretching segments) as COW, albeit with a completely diﬀerent approach. Whereas
dtw, COW and FW originate from the ﬁeld of chromatography, the methods discussed aŌer FW
(PAGA, PABS, PAFFT, RAFFT, RSPA and icoshiŌ) have their roots in the NMR ﬁeld. The ﬁrst two
methods both shiŌ and stretch segments, the last four only shiŌ segments. From the point-
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wise via the segmentwise methods, we arrive at ptw, which aligns complete proﬁles (spectra,
chromatograms) at once. As a result, it is a restrainedmethod (which has its advantages and dis-
advantages as we will see). A more ﬂexible alternaƟve to ptw is formed by stw, which logically
follows it and ends our discussion of warping methods.
3.2.1 Simple warping
In general terms, warping aims to enhance the similarity of proﬁles by shiŌing and / or stretching
and / or compressing them along their x-axis (i.e. the retenƟon Ɵme axis for chromatographic
data and the frequency or chemical shiŌ axis for NMR data). Thus, arguably the simplest (but
sƟll quite useful) way of warping two proﬁles would be to shiŌ one of the proﬁles (the ‘query’
proﬁle1 q) with respect to the other (the ‘reference’ proﬁle2 r). MathemaƟcally, the operaƟon
of shiŌing the original query proﬁle q(x) a number of points c to the leŌ can be expressed as:
qw(x) = q(w(x)) = q(x+ c) .
Here, qw(x) is the warped proﬁle, expressed on the original x-axis, w(x) is the warping funcƟon
describing how x is to be transformed, and c is a constant describing the number of points that
q shiŌs to the leŌ. It is notoriously counterintuiƟve that a posiƟve value for cmeans a leŌ shiŌ.
It helps to ﬁll in numbers for x and c, 1 and 6 for instance, and to remember that the equality
qw(1) = q(1+6)means so much as: the value of the warped query proﬁle at posiƟon 1 is equal
to the value of the original query proﬁle at posiƟon 7. This is exactly what would be needed to
correct the misalignment shown in Figure 3.3.
Already for this simple example, a number of quesƟons come to mind: How to determine
the number c (or, more generally, how to determine the opƟmal warping funcƟon)? What val-
ues can c have? Can it only be an integer number? What if the peaks in q do not all have the
same shiŌwith respect to their corresponding peaks in r? Andwhat about that warping funcƟon
w(x)? Is it useful to visualize it? Before discussing a number of published warping methods, we
will brieﬂy try to provide answers to these quesƟons.
How to determine the number c? The determinaƟon of the number c or, more generally
and regardless of its exact form, the warping funcƟon, requires an opƟmizaƟon procedure and a
similarity criterion for the similarity between r and q. The opƟmizaƟon procedure can be every-
thing from a grid search, simply trying out all possible values for c (general: all combinaƟons of
values of warping funcƟon parameters), to the somewhat more advanced simplex opƟmizaƟon
to dedicated methods like dynamic programming (dtw, COW), iteraƟve regression (ptw), and
cross-correlaƟon via Fast Fourier TransformaƟon (PAFFT, RAFFT, icoshiŌ). The similarity crite-
rion (or dissimilarity criterion, distance measure, etc.) is the criterion that is to be maximized
1also known as ‘test’ or ‘sample’
2also known as ‘target’, ‘template’ or ‘anchor spectrum’
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(or minimized) by the opƟmizaƟon procedure. Criteria like the Pearson correlaƟon, the covari-
ance and the root mean square error are oŌen used.
What values can c have? Obviously, for two proﬁles it does not normally make sense to
shiŌ proﬁle q further than just beyond proﬁle r, i.e. further to the right or the leŌ than the num-
ber of points nr in proﬁle r. In pracƟce, the number of points to shiŌ will (hopefully) be much
lower than that: |c| < nr. It is very likely, though, that the opƟmal match of proﬁles q and r
requires shiŌing q a non-integer number of points. In that case it will be necessary to interpo-
late q. If q is to be shiŌed 6.4 points to the leŌ, for instance, the value of qw(1) will be equal to
q(7) + 0.4 · q(8), assuming simple linear interpolaƟon. Obviously, interpolaƟon is a necessity
alsowhenmore complicatedwarping funcƟons are used that employ stretching or compression,
for instance. The interpolaƟon step is normally included in the opƟmizaƟon procedure.
What if peaks have diﬀerent shifts? Due to the fact that in many spectral or chromato-
graphic measurements, peaks have diﬀerent shiŌs at diﬀerent posiƟons along the x-axis, there
oŌen is a need for more complex warping funcƟons than just a constant shiŌ applied to the
enƟre query proﬁle. That is exactly why there are so many diﬀerent warping methods. Below,
we will discuss several of them that oﬀer diﬀerent soluƟons to obtaining warping funcƟons that
are suited for the alignment of real spectral or chromatographical data. Table 3.1 lists a number
of noteworthy implementaƟons and where to ﬁnd them.
What is the use of visualizing the warping function? Visualizing the warping funcƟon
allows one to appreciate what is actually happening to the proﬁles. Figure 3.4 shows the result
of applying a number of simple warping funcƟons to the query Gaussian: w1(x) = x, the ‘iden-
Ɵty warp’ that leaves q as it is (qw1(x) = q(x); w2(x) = x+ 6, a funcƟon that shiŌs the query six
points leŌwards (and is thus expected to correct the misalignment in Figure 3.3); w3(x) = 2x, a
warping funcƟon that compresses proﬁle q by a factor of 2; andw4(x) = 0.75x, which stretches
it by a factor of 113 . In this example, because of the small number of data points, the simplicity
of the data (a single peak) and the simplicity of the warping funcƟons, the eﬀect of warping is al-
ready clear from Figure 3.4 itself. For real, more complex data, that tend to consist of more than
60 data points, and for which warping funcƟons are mostly more complex as well, visualizaƟon
of the warping funcƟon itself is a must if one wants to see what is going on. Figure 3.5a depicts
the four warping funcƟons discussed above. From this ﬁgure it is immediately clear that w2(x)
is parallel to the idenƟty warp w1(x) and thus describes a shiŌ only. w3(x) is steeper than the
idenƟty warp and signiﬁes a compression, whereas w4(x) is more gentle and means a stretch.
SƟll, for real datasets that are larger andwherewarping funcƟons deviate relaƟvely less from the
idenƟty warp (albeit being more complex), it may be hard to appreciate the details from a plot
of the warping funcƟon itself. Eilers [29], therefore proposed ploƫng w(x) − x instead of just
w(x) (Figure 3.5b) and ∆w(x), the derivaƟve of w(x) (Figure 3.5c). Even here, for simple data
and diƩo warping funcƟons, it is already visible that the angles in Figure 3.5b are larger than the
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corresponding ones in Figure 3.5a, making diﬀerences between the warping funcƟons (even)
more pronounced. Figure 3.20 in SecƟon 3.7 shows a plot of w(t) − t for the more complex
warping funcƟons obtained by applying a number of warping methods to the chromatographic
example data. The corresponding warping funcƟons (without subtracƟon of t), or parts thereof,
are shown in Figure 3.21.
Figure 3.4 – The two Gaussian proﬁles aŌer applicaƟon of the four simple warping funcƟons w1(x) = x,
w2(x) = x+ 6, w3(x) = 2x, w4(x) = 0.75x.
MathemaƟcally, the requirement thatwarpingmethods cannot swap peaks, means that they
always result inmonotonic increasing relaƟons between an original x-axis and its warped version
y = xwarped. Other, non-warping alignment methods that can swap peaks do not (necessarily)
result in monotonic relaƟons. It is tempƟng to deﬁne warping in an even stricter sense as result-
ing in a funcƟonal relaƟon in which each original x-value is strictly connected to one, and only
one, y-value. Although this is true for most warping methods, there is one notable excepƟon:
the seminal warping method, dynamic Ɵmewarping, can result in mulƟvalued relaƟons (several
y-values for a single x).
3.2.2 Dynamic Time Warping – dtw
Dynamic Ɵme warping (dtw) was the ﬁrst full-ﬂedged warping (and alignment) method to be
applied to chromatographic data [45]. The method originates from the area of speech recog-
niƟon [46, 47]. InteresƟngly, in this ﬁeld the original output of interest was the value of the
warping criterion, rather than the aligned paƩerns; this ‘dtw distance’ is sƟll widely known and
used as a distance measure in its own right. Also notable is the fact that the original formula-
Ɵon by Sakoe and Chiba [46] from 1978 already takes mulƟvariate paƩerns as its input: at every
Ɵme point a spectrum of sound from the frequency range of human speech is present, not just
a single intensity. Finally, although the terms ‘warping’ and ‘warping funcƟon’ originate from
the original dtw paper [46], exactly this warping method is the one that does not lead to a truly
funcƟonal relaƟon between x and xwarped. We will therefore refer to the ‘warping path’ in the
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(a) (b) (c)
Figure 3.5 – (a) Four simple warping funcƟons; (b) Diﬀerences between the four warping funcƟons and the
original x-axis.; (c) DerivaƟves of the four warping funcƟons. The upper edge of the grey area in (a) and
(b) signiﬁes where the query proﬁle would be shiŌed leŌward completely beyond the reference proﬁle.
case of dtw and the ‘warping funcƟon’ otherwise.
The machinery behind dtw is dynamic programming, an opƟmizaƟon algorithm formalized
by Bellman [48] and one of theworkhorses of sequence alignment programs in the ﬁeld of bioin-
formaƟcs. Dynamic programming is not the easiest opƟmizaƟon method to understand, but an
excellent and concise primer about it containing an example of a DNA sequence alignment has
been wriƩen by Eddy [49]. Rather than explaining dtw again in an undoubtedly less saƟsfactory
manner here, we will use the noisy Gaussians as a simpliﬁed chromatography-like extension to
Eddy’s primer and oﬀer some addiƟonal explanaƟon that is of relevance for spectra and chro-
matograms. R [35] code for reproducƟon and extension of the example is available from the
SupporƟng InformaƟon of [36].
Example Figure 3.6a shows an image of the pairwise Euclidean distances between the indi-
vidual points of the two Gaussians that are shiŌed 6 points with respect to each other. Note
that the Euclidean distance between two scalars is simply the absolute value of their diﬀerence,
i.e. equal to their ManhaƩan distance. To give an example: the value of the reference Gaussian
at point 29 (its top, actually) is 1.01; the value of the query Gaussian at that point is 0.60. Their
(absolute) diﬀerence is 0.41, which is the value at (29,29) in the distance matrix of Figure 3.6a.
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(a) (b)
(c)
Figure 3.6 – (a) Euclidean distancematrix for the shiŌedGaussians of Figure 3.3with the dtwwarping path
superimposed in red; (b) The corresponding dynamic programmingmatrix. (c) The dynamic programming
matrix and dtw warping path for two shiŌed Gaussians without added noise. Green colors correspond to
lower (beƩer) values.
The quanƟƟes on the axes in Figure 3.6a (and in Figures 3.6b and 3.6c) reﬂect this way of looking
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at the distancematrix. However, for the superimposed redwarping paths, onewould expect the
same quanƟƟes as in Figure 3.5a. Luckily, in this case (due to the chosen step paƩern, see be-
low), for the warping path, the quanƟƟes are interchangeable: a point (treference, tquery) = (1, 7)
on the path would mean that point 1 of the reference should be matched with point 6 of the
query. As explained earlier, a point (t,w(t)) = (1, 7) would mean that the value of the warped
query proﬁle at posiƟon 1 is equal to the value of the original query proﬁle at posiƟon 7. The
two interpretaƟons are equivalent in this case.
The dynamic programmingmatrix in Figure 3.6b is calculated from the distancematrix in Fig-
ure 3.6a and the so-called ‘step paƩern’ (see below) in the recursive manner explained in [49].
The dynamic programming matrix displayed here is ‘upside down’ compared to the numerical
example in Eddy’s primer. Moreover, lower values (indicated by green colours) are beƩer in this
case, as opposed to the DNA example, where higher values are beƩer.
In this example, the dynamic programmingmatrix contains, for each coordinate pair (tr,i, tq,j)
, the minimum of the cumulaƟve sums of all paths through the distance matrix in Figure 3.6a,
from the boƩom leŌ to that parƟcular coordinate pair. In other words: taking any path through
the distance matrix to the coordinate pair (tr,i, tq,j) and summing the pairwise distances encoun-
tered on the way will always result in a value that is higher than, or equal to the value that is
stored in the dynamic programming matrix at (tr,i, tq,j); it is in this sense that dynamic program-
ming provides opƟmal results. The value of the top right pixel thus is the dtw distance between
the complete reference and query proﬁles. The warping path through the distance matrix that
leads to this value can nowbe traced back in themanner described in [49], or by explicitly storing
the sequence of steps during the calculaƟon of the dynamic programming matrix and extracƟng
it aŌerwards.
The dynamic programming matrix in dtw is not simply a sum of pairwise distances. Apart
from the distance measure (e.g. Euclidean distance, correlaƟon, etc.), the scoring system in dtw
is also deﬁned by the step paƩern [37], which speciﬁes the types of steps that are allowed for
the warping path to navigate through the distance matrix and the weights aƩributed to each
type of step. In the example above, an asymmetric step paƩern was used, that allows verƟcal
steps and two types of diagonal steps, one from (tr,i, tq,j) to (tr,i+1, tq,j+1) (a slope of 1) and one
to (tr,i+2, tq,j+1) (a slope of 12 ), all with equal weight. Via the allowed types of steps, the step
paƩern imposes constraints on the warping path. The diagonal lower edge of the landscape in
Figures 3.6b and 3.6c is due to these constraints: in themost extreme case of only diagonal steps
with slope 12 , the path would follow this edge exactly. Also note the three diﬀerent slopes of the
steps in the warping path. Importantly, a symmetric step paƩern would allow changes in both
the reference and the query, whereas the asymmetric paƩern used here only allows changes
in the query. Normally, when aligning more than two proﬁles, the asymmetric step paƩern is
used, thus leaving the predetermined reference unchanged and only adapƟng the query pro-
ﬁles. Another example of this can be found in the examples secƟon.
Although the query Gaussian in the example has a uniform shiŌ of 6 datapoints with respect
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(a) (b)
Figure 3.7 – (a) The baseline-corrected chromatographic data. Query 2 is aligned wrongly in the region
shown in the inset. (b) Part of the NMR data aŌer dynamic Ɵme warping.
(a) (b)
Figure 3.8 – The dtw warping paths for (a) the chromatographic example data and (b) the NMR example
data.
to the reference, it is clear that thewarping path in ﬁgures 3.6a and 3.6b is not a straight diagonal
line, due to the inﬂuence of the low amount of noise that was added to the proﬁles. Figure 3.6c
depicts the proﬁles without added noise, the corresponding dynamic programming matrix and
warping path. This straight path is the one that correspondsmost closely to the dashed red path
in Figure 3.5a, for a uniform, constant shiŌ of 6 points. It is the path that we would actually have
liked to ﬁnd, also for the noisy Gaussians. Accordingly, the main criƟcisms of dtw are its ‘jumpi-
ness’ and its tendency to overﬁt. This behaviour may cause artefacts in the aligned proﬁles,
such as truncated peaks. This is nicely illustrated by Figure 3.7 in which the result of aligning
the chromatographic and NMR datasets is shown. When comparing this ﬁgure with ﬁgures 3.1a
and 3.2, the deformaƟon of the peaks is quite obvious. The cause is apparent from the warping
paths in Figure 3.8; the paths show too much local variaƟon. This unwanted behaviour of dtw
can be partly alleviated by changing the scoring system, by applying hard constraints or by soŌ
penalƟes [38, 50], but it is worth remembering that dtw was not intended, originally, to align
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proﬁles, but only to serve as a distance measure.
3.2.3 Correlation Optimized Warping – COW
CorrelaƟon OpƟmized Warping was developed by Nielsen et al. [40] as a method for aligning
either single-trace (e.g. GC-FID) or mulƟ-trace (e.g. HPLC-DAD) chromatographic proﬁles. Like
dtw, COW is formulated using a dynamic programming opƟmizaƟon. But where dtw is criƟcized
for its deformaƟon, COW was developed with the express intent of providing aligned, but less
coarse proﬁles than the dtw method by Wang and Isenhour [45]. To achieve this, COW applies
piecewise linear stretching or compression of the query chromatogram, instead of pointwise
warping like dtw. The dynamic programming opƟmizaƟon is used to determine the opƟmal po-
siƟons of end-points or nodes of the predetermined segments.
For a COW alignment, two parameters need to be speciﬁed: the query segment length m
and the so-called slack t, i.e. the maximal number of points each individual query segment may
be compressed or elongated. The reference proﬁle is divided in the same number of secƟons
as the query proﬁle. When the reference and query proﬁles have diﬀerent lengths, the result-
ing segment length diﬀerence ∆ serves as a default compression / elongaƟon that causes the
proﬁles to have the same length aŌer warping. The slack is set with respect to this∆ to ensure
that the maximal amounts of compression and elongaƟon per segment are equal [40].
Nielsen et al. imply that COW works beƩer than dtw because of the use of correlaƟon,
rather than the Euclidean distance, as a (dis)similarity criterion. However, Tomasi et al. [39], by
expressing COW as a constrained version of dtw (working on segments instead of points), con-
vincingly argue that its success is caused by its constrained nature, rather than by the use of the
correlaƟon. (In that respect, ‘constraint-opƟmized warping’ might have been a beƩer meaning
for the acronym.)
The COW implementaƟon that is currently most widely used is that of Skov et al. [41]. It
is worth noƟcing that this implementaƟon corrects an inconsistency in the paper by Tomasi et
al. [39] (from the same group) with the original paper by Nielsen et al. The original paper is
rather unclear about the “end points of the secƟons” being ‘end’ points only or starƟng points
or both, apparently leading Tomasi et al. to (mistakenly) conclude that “the ﬁrst point of one
segment is adjacent to the last of the previous one” and to impose the constraint that “a diag-
onal transiƟon with zero weight (...) connects the boundaries for the two segments.” for their
dtw formulaƟon to completely resemble COW. On careful reading, it is clear that Nielsen et al.
intend the segments to share their common boundary, and this is recognized and correctly im-
plemented in the Matlab COW algorithm by Skov et al.
Apart from an implementaƟon of COW itself, Skov et al. also provide an applicaƟon that
opƟmizes the segment length and slack parameters for a given dataset, according to the sim-
plicity value and the peak factor, two criteria that will be discussed in the ‘warping criteria’
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secƟon. Although both the COW algorithm and the opƟmizaƟon procedure require a signiﬁcant
computaƟonal overhead, COW (in the implementaƟon of Skov et al.) is widely recognized as
an algorithm with good performance on a wide range of datasets. As such, it is oŌen used in
benchmarking other warping or alignment algorithms.
Figure 3.9 shows the result of aligning both example data sets using COW. Clearly, the de-
formaƟon is much less than for dtw, due to less variaƟon in the warping funcƟons (Figure 3.10).
It is also clear that both sets of warping funcƟons conform to the predicƟons made in the intro-
ducƟon: the chromatographic queries (at least query 1) are adapted most on their right side,
for the NMR spectra, query 1 is shiŌed to the right (remember, posiƟve numbers mean a shiŌ
to the leŌ, negaƟve numbers a shiŌ to the right), query 2 to the leŌ and query 3 remains where
it is, on average.
(a) (b)
Figure 3.9 – (a) The baseline-corrected chromatographic data. Query 2 is again aligned wrongly in the
region shown in the inset. (b) Part of the NMR data aŌer warping with COW.
(a) (b)
Figure 3.10 – The COW warping funcƟons for (a) the chromatographic example data and (b) the NMR
example data.
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The dynamic programming matrix in COW diﬀers from that in dtw; only the posiƟons of sec-
Ɵon end-points (nodes) are considered. This is shown schemaƟcally in Figure 3.11a for imaginary
reference and query proﬁles of 31 points (0–30) each. The black dots are all coordinate pairs,
just like in dtw. The yellow dots are the original posiƟons of the secƟon nodes. Here, we have
chosen a segment length of ﬁve, so posiƟon 0 in the reference matches with 0 in the query, 5
matches with 5, etc. Whereas in dtw the posiƟon of all coordinate pairs can be changed, COW
only allows an explicit change to the posiƟons of the secƟon nodes of the query, signiﬁed by the
red dots. We chose a slack of two, resulƟng in two extra opƟonal end point posiƟons on either
side of the second end point, four on either side of the third end point, etc. (Since the reference
and query have equal length in this case, the secƟon length diﬀerence∆ is equal to zero). The
black lines together make up all 1×5× 9×13× 9×5×1 = 26325 possible warping paths. An
example warping path is indicated in blue. The resulƟng posiƟons of points within secƟons do
not fall on the black dots (except by incident) and are calculated via linear interpolaƟon. Nielsen
et al. use a small form (F) of the dynamic programming matrix, containing the secƟon nodes
only (Figure 3.11b).
(a) (b)
Figure 3.11 – The possible node posiƟons and warping paths for a COW alignment of two imaginary
proﬁles of length 31 (i.e. 30 sample intervals), using a segment length m = 5 and slack t = 2. (a) The
full form of the dynamic programming matrix (adapted from [39].), (b) The small form of the dynamic
programming matrix used by Nielsen et al. (adapted from [40].)
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3.2.4 Fuzzy Warping
Walczak and Wu proposed fuzzy warping (FW [51]), a method in which instead of the complete
proﬁles, only the most intense peaks in the reference and query proﬁles are used to construct a
piecewise linear warping funcƟon. A temporary arƟﬁcial reference proﬁle is created with Gaus-
sian (’fuzzy’) funcƟons at the posiƟons of the landmark peaks in the real reference (’target’) pro-
ﬁle, whereas an arƟﬁcial query proﬁle is constructed with sƟcks (’crisp peaks’) at the posiƟons
of landmark peaks in the real query. The values of the Gaussians at intersecƟons with the sƟcks
are considered as measures of the peaks’ similariƟes and placed in a matrix with dimensions
nR × nQ (it is unclear whether the Gaussians’ heights or surface areas are used). Subsequently,
an iteraƟve procedure using Sinkhorn normalizaƟon [52] is used to establish peak correspon-
dence in an automated fashion. AŌer convergence of the algorithm, corresponding peaks serve
as segment edges according to which the original query proﬁle is warped. As such, when lin-
ear interpolaƟon is used to warp the segments, the warping funcƟon obtained is comparable
to that of COW, which the authors consider an eﬀecƟve, albeit Ɵme consuming method. FW
is considerably faster and the warping of a number of examples discussed in [51] result in just
slightly lower correlaƟons than COW. Unfortunately, the complete raƟonale behind the use of
the Sinkhorn procedure is not provided in the paper and the robustness of the procedure in
terms of peak selecƟon and convergence of the algorithm is not discussed.
Apart from COW and FW, there are many other warping methods that are applied to seg-
ments of the query and reference proﬁles. Contrary to these two methods, which originate
from the ﬁeld of chromatography, most of these methods (PAGA, PABS, PAFFT, RAFFT, RSPA and
icoshiŌ) have their origin in the ﬁeld of NMR. This is clear from the type of warping. In chro-
matography the assumpƟon oŌen is that a change in circumstances leads to an overall shiŌ of
all peaks in the chromatogram. In NMR, peak shiŌ are oŌen independent. Thus, NMR-based
warping methods treat the spectral segments independently. A shiŌ of a segment does not in-
ﬂuence the neighbouring segments. Contrarily, stretching a segment in COW may eﬀecƟvely
lead to a shiŌ of the next segments (if it is not compensated for by a compression).
3.2.5 PAGA
Peak alignment bymeans of a geneƟc algorithm [42] (PAGA) automaƟcally selects segments and
allows them both to be shiŌed and to be linearly stretched or compressed. The subsequent seg-
ments are not required to have the same length and are chosen in such a way that segment
borders are located in areas free of peaks. As the Ɵtle of the method suggests, the opƟmal com-
binaƟon of shiŌs and stretches / compressions for the individual segments is found by means
of a geneƟc algorithm. The opƟmizaƟon criterion is the correlaƟon per segment. If shiŌing and
stretching a segment results in overlap with another segment, the overlapping points are re-
moved, whereas gaps are ﬁlled by repeaƟng the edge value.
The strong point of PAGA is not its opƟmizaƟon procedure. Because of the fact that the
segments are warped individually, the use of a geneƟc algorithm is superﬂuous. However, the
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segmentaƟon procedure has been adopted in other methods and is, also according to our own
experiences, quite useful.
3.2.6 PABS
Peak alignment by beam search [53] (PABS [43], or ‘fastpa’ [54, 55] based on the name of the
Matlab implementaƟon) is an adaptaƟon of PAGA that employs beam search [56] for opƟmiza-
Ɵon instead of the original geneƟc algorithm. Instead of trying to ﬁnd the warpings of all seg-
ments simultaneously, PABS ﬁnds them one-by-one, which is possible since the warpings of the
individual segments are independent, i.e. they do not inﬂuence eachother, apart from the re-
quired subsequent removal or addiƟon of points. In a comparison of PABS (fastpa), with other
warping methods, Bloemberg & Giskeødegård et al. [55] note that it seems to result in more
extreme warping paths than the other methods.
3.2.7 PAFFT / RAFFT
Inspired by PABS, Wong, Durante and Cartwright [43] developed two methods, dubbed PAFFT
(‘peak alignment by FFT’) and RAFFT (‘recursive alignment by FFT’), that again use the same seg-
mentaƟon method as PAGA and PABS. Instead of beam search, they propose to calculate the
cross-correlaƟon of corresponding reference and query segments via the fast Fourier transform
(vide infra) to determine how many points query segments should be shiŌed so as to maximize
the correlaƟon with their reference segments. Whereas PAFFT uses a similar method as PAGA
and PABS for segmentaƟon, RAFFT starts from the full spectrum, aligns it and subsequently splits
it in two segments that are again aligned and split, etc. Thus, RAFFT recursively aligns progres-
sively smaller segments, unƟl a predetermined minimum segment size is reached. In this way,
both global and local shiŌs can be corrected.
Although [43] alludes a few Ɵmes to the intrinsic similarity of the warping funcƟons of PAFFT
and PABS, the former strictly applies shiŌs only, whereas the laƩer both shiŌs and stretches or
compresses segments. The speed advantages of PAFFT and RAFFT over PABS are therefore not
completely due to the use of FFT cross-correlaƟon, but partly also to a lower complexity of the
opƟmizaƟon problem. Nevertheless, the algorithm is fast and the shiŌ-only approach seems to
lead to less extreme warping paths than PABS.
Figures 3.12 and3.13 show the results of applying PAFFT andRAFFT to both example datasets.
For these methods, we have not constructed warping funcƟons, which immediately makes it
harder to judge what is going on on a detailed level. Judging from the ﬁgures, both methods
deliver good alignments. On close invesƟgaƟon, RAFFT appears to be a bit more precise in plac-
ing the NMR peaks exactly on top of eachother. It also adapts the chromatographic data to ﬁt
more closely, as can be seen when comparing the inset regions for PAFFT and RAFFT. Horizontal
stretches are apparent, and the leŌ red peak seems to have disappeared.
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(a) (b)
Figure 3.12 – (a) The baseline-corrected chromatographic data. Again, query 2 is aligned wrongly in the
inset region. (b) Part of the NMR data aŌer warping with PAFFT.
(a) (b)
Figure 3.13 – (a) The baseline-corrected chromatographic data. Although query 2 is again alignedwrongly
in the inset, RAFFT has adapted it when compared with PAFFT. Note the horizontal stretches in the data.
(b) Part of the NMR data aŌer warping with RAFFT.
3.2.8 Recursive segment-wise peak alignment (RSPA)
Recursive Segment-wise Peak Alignment (RSPA [57]) is an algorithm that bears strong similariƟes
to RAFFT. The main diﬀerence in the warping algorithm itself seems to be the absence of align-
ment of the complete proﬁle as a ﬁrst step of the recursive procedure. Veselkov et al. criƟcize
this step in RAFFT (without proof) from the viewpoint of NMR, by reasoning that it will compro-
mise the posiƟons of stable peaks or peaks that exhibit posiƟonal variaƟon opposite to the shiŌ
direcƟon. In addiƟon to the recursive warping algorithm, Veselkov et al. provide a segmenta-
Ɵon procedure that uses robust peak detecƟon and is designed to prevent mulƟplet paƩerns
from being split across segments. If the distance between maxima of two consecuƟve peaks
is smaller than a speciﬁed lower limit, based on the maximally observed J-coupling constants,
the peaks are considered to be part of the same mulƟplet. Because of the recursive segmen-
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taƟon and local scaling, RSPA is claimed to be unbiased towards larger peaks, instead aligning
both large and small peaks. The authors compare the performance of RSPA to those of COW
and PAFFT (but not to RAFFT, unfortunately) and convincingly conclude that RSPA outperforms
both. Unfortunately, no source code for the algorithm is made available.
3.2.9 Icoshift
Signaling a trend towards interval-based algorithms for the alignment of NMR signals, Savorani
et al. [31] developed interval-correlaƟon-shiŌing, or icoshiŌ for short, as a versaƟle and rapid
algorithm that can be used as is, but also as aworkhorse formethods like RSPA. Themethod uses
the cross-correlaƟon-by-FFT trick to determine the opƟmal shiŌ of query segments with respect
to their corresponding reference segments. Moreover, it does so simultaneously for all proﬁles
in the dataset, reducing the Ɵme required for alignment of a complete dataset to a couple of sec-
onds, even for datasets consisƟng of many spectra with large numbers of points. Although the
data discussed in [31] consist of data matrices (two-mode data), the ‘workhorse’ funcƟon in the
authors’ Matlab implementaƟon seems to be capable of handling data with moremodes as well
(e.g. LC/MS-data). Recently, icoshiŌ was also successfully applied to chromatographic data [58].
Although icoshiŌ comes with a basic segmentaƟon algorithm and the possibility to input
segments deﬁned by other algorithms, the authors express a reasoned preference for manual
selecƟon and provide interacƟve faciliƟes for this. They discuss an example in which the auto-
mated segmentaƟon methods of both COW and their own reproducƟon of RSPA, based on the
descripƟon in [57], result in poor alignments of a strongly misaligned NMR peak due to succinic
acid.
With respect to the gaps that occur aŌer shiŌing segments diﬀerent amounts, the authors
provide the possibility to ﬁll them with edge values, or, preferably, with missing values, that re-
duce the occurrence of arƟfacts that could inﬂuence subsequent staƟsƟcal analyses. Whereas
Veselkov et al. [57] dismiss the shiŌing of complete proﬁles prior to segmentaƟon, Savorani et
al. note that it is an advantage in cases with large shiŌs and explicitly provide it as an opƟon
(‘coshiŌ’) in the algorithm. It should be noted however, that using this opƟon in the current
implementaƟon of the algorithm may result in the unnecessary removal of points from inter-
vals that are shiŌed back and forth by a subsequent applicaƟon of coshiŌ and icoshiŌ. An im-
provement over this behaviour would be possible by calculaƟng net shiŌs from the subsequent
applicaƟon of coshiŌ and icoshiŌ and applying these to the data, rather than two subsequent
indepent shiŌs.
The alignments of the example datasets obtained with icoshiŌ are comparable with those
of PAFFT and RAFFT, as expected. Again, the recursive segmentaƟon of RAFFT leads to slightly
more precise alignments in the NMR case. In the chromatographic data, icoshiŌ seems to have
cut out the shallow peak of query 2 between the two larger peaks in the inset.
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(a) (b)
Figure 3.14 – (a) The baseline-corrected chromatographic data with the diﬃcult region in the inset.
IcoshiŌ has cut out a small part of the data. (b) Part of the NMR data aŌer warpingwith icoshiŌ, preceded
by a coshiŌ warping.
3.2.10 Parametric Time Warping – ptw
StarƟng from pointwise dtw and going via segmented methods, the other end of the scale is
formed by methods that consider the complete proﬁle at once. With the notable excepƟon of
shiŌing a complete proﬁle as (opƟonally) in icoshiŌ, parametric Ɵme warping (ptw) is, to our
knowledge, the only warping method that does this. The related semi-parametric Ɵme warping
(stw) has a penalty parameter that can be thought of as a way of tuning its sensiƟvity for local
eﬀects; for high penalƟes, its results are similar to ptw.
We based the descripƟon of ‘simple warping’, which started this secƟon, on the formulaƟon
of Parametric Time Warping (ptw) by Eilers [29]. One of the main diﬀerences between ptw
and other warping methods is that it provides an explicit polynomial warping funcƟon that can
readily be interpreted:
w(t) =
K∑
k=0
aktk . (3.1)
The zeroth order term describes the same shiŌing of a proﬁle as in ‘simple warping’. The
ﬁrst order term describes linear stretching or compression, and higher order stretching or com-
pression is described by the higher order terms. If the coeﬃcient of such a term is nonzero, this
means that the amount of stretching or compression changes as a funcƟon of the independent
variable (x-axis, e.g. Ɵme or frequency).
Originally, ptw was described in terms of an iteraƟve regression that minimized the sum of
squared diﬀerences between the chromatograms, but an adaptaƟon to general opƟmizaƟon
methods was later described [24] that oﬀers the possibility to use other criteria, such as the
weighted cross correlaƟon, (vide infra) than the sum of squared diﬀerences.
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Compared to dtw and piecewise warping methods, ptw is relaƟvely inﬂexible [55, 59] which
can be considered both an asset, since it prevents overﬁƫng or the formaƟon of artefacts, and
a limitaƟon, when misalignments cannot be described well by a polynomial model, such as in
NMR data [55], where local, unrelated shiŌs are common.
These advantages and drawbacks of ptw constrained nature are nicely summarized in the
results of warping the chromatographic data. Ptw is the only method up Ɵll now that aligns the
rightmost query 2 peak in the inset of Figure 3.15a with the righmost grey peak (t = 162) in that
area. All other methods align it with the larger grey peak at t = 153. As will be explained in
SecƟon 3.6 on warping mulƟ-trace data, this alignment is actually the correct one. On the other
hand, the other methods are beƩer capable of aligning the blue and black peaks at t = 153
(these should indeed be aligned with the grey peak at t = 153).
(a) (b)
Figure 3.15 – (a) The baseline-corrected chromatographic data with the diﬀerently warped diﬃcult region
in the inset. (b) Part of the NMR data aŌer warping with ptw.
(a) (b)
Figure 3.16 – The ptw warping funcƟons for (a) the chromatographic example data and (b) the NMR
example data.
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3.2.11 Semi-parametric Time Warping – stw
stw [59] is similar to ptw. The main diﬀerence between the two methods is stw’s ﬂexibility,
caused by a diﬀerent type of basis funcƟon used for construcƟng the warping funcƟon. Where
ptw uses a polynomial basis, stw uses B-splines [60]. These are constructed from polynomial
pieces, joined together smoothly, in such a way that the spline is only locally non-zero. When
using B-splines bj as a basis:
w(t) =
n∑
j=1
ajbj(t) , (3.2)
the coeﬃcients aj can be found via iteraƟve regression. For a high number of B-splines, this
will, however, result in ‘wild swings’ in the warping funcƟon, a clear sign of overﬁƫng. There-
fore Van Nederkassel et al. [59] propose to use what is known as the P-spline approach [60],
adding a smoothness penalty to the target equaƟon, and to augment the equaƟon further with
a ridge penalty. Combined, the two penalƟes allow controlling the smoothness and ﬂexibility of
the warping funcƟon. It is shown in [59] that stw outperforms both ptw and COW in terms of
the resulƟng alignment and, in the case of COW, speed.
In a related paper [61], Daszykowski et al. propose to align chromatograms in a more-or-less
automated fashion, using a low number of B-splines, instead of using a high number and penal-
izaƟon. Also in this case, stw is shown to outperform COW.
As can be seen in Figure 3.17, stw indeed leads to a very good alignment of the chromato-
graphic example data: all peaks are correctly aligned. At the same Ɵme, there is quite some
deformaƟon, not as bad as in dtw, but sƟll too much to be acceptable. Accordingly, the warping
funcƟon shows appreciable variaƟons at the posiƟons of the peaks. This is one of the reasons
why stw is sƟll under development and not yet freely available at the moment. Stw was not
applied to the NMR example dataset.
(a) (b)
Figure 3.17 – (a) The baseline-corrected chromatographic data aŌer warping with stw and (b) the corre-
sponding warping funcƟons.
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3.3 Place in Preprocessing
Alignment is normally one of the steps in a chain of preprocessing steps. One of the diﬃculƟes
in preprocessing data is the order in which to apply these steps. Similar to other steps, warping
results certainly depend on prior processing and it is interesƟng to note that in at least some
cases [62, 63] only a small minority of combinaƟons of preprocessing steps actually result in an
enhancement of the ﬁnal data analysis outcome. Especially for warping (but similar for smooth-
ing or baseline correcƟon), it is easy to fall in the trap that themost aestheƟcally pleasing results
are supposed to be the best. This is not necessarily true. (See SecƟon 3.5.2 for some ways to
assess the quality of a warping result.) Unless we become beƩer at predicƟng which prepro-
cessing steps and combinaƟons of steps actually lead to a beƩer result, not preprocessing (and
not warping in parƟcular) is oŌen not a bad choice. Or, at least, not the worst…Moreover, as
discussed in SecƟon 3.5.2, preprocessing should always be done with the ﬁnal goal in mind:
variance that might not be of interest in some cases can actually be of value in others. Again,
refraining from performing a certain preprocessing step may be the wiser choice in such a case.
In this secƟon, however, we will start from the assumpƟon that warping is a necessary prepro-
cessing step and invesƟgate its relaƟon to other steps in the chain.
3.3.1 Scaling and centering
Diﬀerent scalings lead to diﬀerent warping results. An important thing to realize at the outset is
that many warping paths are models, or can be made into models, and can therefore be saved
and reapplied. Thus, a completely diﬀerent preprocessing can in principle be used for warping
and for aƩaining some ﬁnal data analysis objecƟve for which warping is itself a preprocessing
step. A simple example would be diﬀerent scalings: suppose we want to build a PCA model of
autoscaled data, but have evidence that our warping algorithm of choice performs best on log-
scaled data. In that case, we can simply opƟmize our warping funcƟon using the log-scaled data
and apply the obtained warping funcƟon to the original unscaled data, aŌer which we apply au-
toscaling. It should be clear that applying autoscaling aŌer warping is normally to be preferred
over applying autoscaling before warping the signal. Otherwise, the centering part of autoscal-
ing would, for instance, result in negaƟve peaks in proﬁles that have no matching peak at the
same posiƟon, thus leƫng themisalignment becoming an inherent part of the data. Figure 3.18
shows an extreme example, obtained by mean centering the two misaligned Gaussians from
Figure 3.3.
With respect to the warping itself, it is hard to ﬁnd examples in the literature, let alone proof,
of speciﬁc inﬂuences of scaling or normalizaƟon. In most applicaƟons of warping, normalizaƟon
is performed prior to warping, but it is leŌ unclear whether the normalizaƟon is done for the
purpose of obtaining a beƩer warping or for some other ﬁnal purpose, and what – if any – its
inﬂuence on the warping result is. Tomasi et al. [39] state that it is suggested that normalizaƟon
of the proﬁles to be warped remedies the artefacts that are common in dtw alignment, but
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Figure 3.18 – The eﬀect of meancentering the misaligned Gaussians from Figure 3.3. The misalignment
is now coded in the data as an intensity diﬀerence.
the authors ﬁnd no proof of that suggesƟon in their experiments. Cliﬀord and Stone [38, 50]
perform their VPdtw alignment on the log-scaled data, “due to the large dynamic range of the
chromatogram signals”, but do not provide evidence for a beneﬁcial eﬀect of the scaling.
3.3.2 Baseline removal
Baseline removal in connecƟon to warping has not received much aƩenƟon in the literature,
probably because it is not an absolute requirement for obtaining good alignment results. Nielsen
et al. [40] even note that the relaƟvely slow variaƟons in the baseline intensity mean “[...] that
the diﬀerence in correlaƟon between a good and a poor alignment is small [...]”. Nevertheless,
Eilers [29] notes for ptw that “Baseline removal is important to get a sharply deﬁned minimum
of [the sum of squared diﬀerences]. Especially if y and x have diﬀerent baseline levels, there is
a permanent contribuƟon to the sum of diﬀerences.” We tend to concur with Eilers’ opinion,
especially aŌer noƟng that for the VPdtw implementaƟon of Cliﬀord and Stone [38, 50] the
presence of a baseline has the exact same eﬀect as adding a constant penalty over the enƟre
range of the proﬁles. Although a constant penalty – and thus a baseline – may actually have
a posiƟve eﬀect in the case of dtw, it seems beƩer sƟll to add a properly quanƟﬁed penalty
to baseline-free proﬁles than to rely on the presence of an eventual baseline with unknown
intensity. All in all, baseline removal does not seem to be a necessity to obtain good alignment
results but, depending on the alignment algorithm, might be beneﬁcial in ﬁnding the absolute
opƟmal warping funcƟon.
3.3.3 Zero padding
For some algorithms, padding the proﬁles with zeros can be beneﬁcial. Both COW and dtw nor-
mally have ﬁxed begin and end points that allow smaller ﬂexibility at the edges of the proﬁles.
Peaks that are located close to the edge of a proﬁle, can therefore suﬀer from edge eﬀects that
cause them to be less well aligned than the rest of the proﬁle. Although this can be solved
algorithmically (cf. [37]), zero padding is a simple soluƟon that can quickly be tried out for im-
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plementaƟons that do not allow open-end warping. For icoshiŌ [31], the authors note that it is
someƟmes necessary to pad the proﬁleswith zeros to “avoid contaminaƟon of the end secƟons”.
In principle, padding the signals with zeros to the nearest power of two should help in speeding
up calculaƟon of the cross-correlaƟon via FFT, but the authors show this is not always true if
mulƟple proﬁles are aligned at the same Ɵme. In the case of ptw [24], zero padding may be
helpful in prevenƟng the algorithm from shiŌing peaks ‘over the edge’ and thereby improperly
increasing the proﬁles’ similarity. To be able to use the ptw warping funcƟon as a model with
respect to the non-zeropadded case, the authors show that it is possible to ‘back-transform’ the
warping funcƟon’s coeﬃcients mathemaƟcally.
3.4 Reference Selection
A criƟcal step in any aligment procedure is the selecƟon of the reference proﬁle towards which
the query proﬁles are to be aligned. Daszykowski andWalczak [64] review a number of diﬀerent
proposals for reference selecƟon and study them using simulated chromatographic data sets.
They discern two diﬀerent basic opƟons: selecƟng a proﬁle from the dataset, or calculaƟng
some sort of average proﬁle.
3.4.1 A reference proﬁle from the data set
Obviously, the simplest opƟon is picking a proﬁle at random, as in [65]. In general, however,
some sort of reasoning is used to choose a reference proﬁle. Eilers [29] suggests using the ﬁrst
(calibraƟon) chromatogram of a series of chromatograms as the reference, since it can be as-
sumed that that is obtained under themost favourable circumstances (e.g. least column ageing).
Tomasi, Van den Berg and Andersson [39] apparently follow a similar reasoning and pick as the
reference a chromatogram from the beginning of a series of measurements, based on the a
priori knowledge that it contains the highest number of chemical consƟtuents compared with
other chromatograms measured at the beginning of the measurement series. They later note
that when no prior knowledge is available, any proﬁle can potenƟally be used, possibly leading
to very diﬀerent results. Daszykowski and Walczak [64] agree with Eilers, but note that the ﬁrst
chromatogram of a series may not be the most representaƟve one (in the context of [64], the
onewith an average amount of shiŌ compared to the other proﬁles), thus hampering alignment.
They demonstrate that the choice of reference can have an inﬂuence on the alignment outcome
and conclude that opƟmal results are obtained using the chromatogram with the highest mean
correlaƟon coeﬃcient with respect to the remaining chromatograms as the reference. Choosing
the proﬁle that is most similar on average to all others in a data set as the reference is an ap-
proach that is frequently observed in the warping literature, albeit with diﬀerent formulaƟons
of similarity: e.g. Wu et al. [66] use the mean correlaƟon, Skov et al. [41] use the product of the
absolute value of the pairwise correlaƟon coeﬃcients, Veselkov et al. [57] use the same mea-
sure, aŌer scaling local areas to equal variance to reduce the inﬂuence of high peaks, etc.
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Bloemberg and Giskeødegård et al. [55] invesƟgate the inﬂuence of the reference in an eval-
uaƟon of the performance of ﬁve alignment techniques on three HR-MAS NMR data sets. They
conclude that the spectrum with the highest average correlaƟon is not a bad choice, but does
not necessarily lead to the best alignments. They advocate picking a number of spectra as ref-
erences, repeaƟng the alignment procedure for each reference and picking the best result. Ob-
viously, for this to be a feasible approach, the warping algorithm must be fast.
3.4.2 Average proﬁles
Many authors describe the ideal reference proﬁle as containing all peaks in the data set [41, 57].
This is themain reason for using an average proﬁle as the reference. However, most papersmen-
Ɵoning the possibility of using an average proﬁle immediately proceed to discuss its drawbacks.
Daszykowski andWalczak [64] note that an average proﬁle will generally contain broadened, de-
formed and split peaks. When proﬁles containmany narrow peaks close to eachother, the risk of
misalignment is increased. To prevent unique peaks from atypical chromatograms from entering
the average, Johnson et al. [67] use a trimmed mean. Nielsen et al. [68] use (smoothed) me-
dian chromatograms as references for assigning new chromatograms to diﬀerent classes (vide
infra). As signiﬁed in [64], however, these robust averages are not a soluƟon for the uncertainty
in ﬁnding the opƟmal posiƟon of peaks due to the broadness of the peaks in the reference.
As a soluƟon to this, Bloemberg and Giskeødegård et al. [55] menƟon successfully using an it-
eraƟve procedure in which the mean proﬁle is recalculated aŌer alignment and the (original)
proﬁles are aligned again with the new mean. This method has parallels with that of the latent
trace in the ConƟnuous Proﬁle Model (CPM) of Listgarten et al. [44]. Another possible soluƟon,
the ‘recursive target update’ (RTU) is oﬀered in [69]. This method starts from a single reference
spectrum, adding any unmatched peaks from a query aŌer aligning it. RTU requires peak picking
and works with ‘needle’ or ‘sƟck’ spectra, however, limiƟng its general applicability.
3.4.3 References for samples from diﬀerent classes
An addiƟonal problem in selecƟng a reference proﬁle is raised when e.g. the ﬁnal objecƟve is to
build a classiﬁcaƟon model for the proﬁles under invesƟgaƟon. In that case proﬁles from class
A are expressly supposed to be not representaƟve for samples from class B and vice versa. As
noted in [55], it is conceivable that the alignment will be aﬀected by the class the reference be-
longs to. As Forshed et al. [69] note, it is possible to select a reference proﬁle per class and align
the proﬁles of that class with it, but a single classiﬁcaƟon model of all classes, such as in [70]
is not valid in that case. In other words: deﬁning one reference sample per class can lead to
very diﬀerent warpings for individual classes, even if the samples are measured in one random
sequence. Instead of only removing uninformaƟve variance, warping in this fashion is likely to
induce between-class variance. Forshed et al. suggest using SIMCA [71, 72] for classiﬁcaƟon
purposes in that case, since this method models classes separately to begin with. A similar ap-
proach, but without explicit modelling, is used in [68]: chromatograms of unknown class are
aligned, using COW, with the medians of standard chromatograms of known class. Class mem-
bership of the new sample is then assigned, based on the COW similarity scores. In this case,
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warping is used directly as a classiﬁcaƟon technique! Another opƟon pointed out by Forshed et
al. [69] is simply taking a reference from a single class. In principle, no systemaƟc class diﬀer-
ences should then be induced by the alignment procedure and the single classiﬁcaƟon model
would be valid. Unfortunately, this does not seem to be true in pracƟce. As pointed out ear-
lier, diﬀerent references can lead to diﬀerent warping results. Our own experience suggests
that warping is more reliable if the reference a priori resembles the queries beƩer. This may
seem like forcing an open door, but the consequence for a two (or more) class problem is that
systemaƟc class diﬀerences may be induced, even when selecƟng a single reference. In chro-
matography, the use of quality control samples could be helpful in solving this problem.
3.4.4 Quality Control Samples
Assuming a gradual well-behaved change of misalignment in chromatography, Eilers [29] sug-
gests measuring so-called Quality Control (QC) samples in-between the samples of interest. In-
stead of directly warping these, warping funcƟons can then be calculated for the QC samples
with the ﬁrst QC sample as the reference. The warping funcƟons thus obtained can be applied
to the surrounding samples, regardless of their class, as long as themisalignments do not change
too quickly. Otherwise, an opƟon would be to interpolate between two subsequent QC warp-
ing funcƟons or even to develop a full metamodel of the warping funcƟons (which are models
themselves). Instead of directly warping the queries with the reference, the fact that warping
funcƟons are transferablemodels is exploited and the queries arewarped indirectly. In any case,
this approach alleviates the diﬃculty of ﬁnding a singlemeaningful reference, which is especially
interesƟng for samples from two (or more) diﬀerent classes.
But, also here, there is a catch. In unpublished work on apples, we invesƟgated the use
of two diﬀerent types of QC samples: a pooled sample containing one representaƟve of each
of seven apple varieƟes, and a sample consisƟng of a mixture of commercial standards, repre-
senƟng compounds that are expected to be present in apples. In the laƩer, peaks were well
separated and of relaƟvely high intensity, whereas the former led to data that were very sim-
ilar to the experimental data. The ptw warping funcƟons obtained from aligning the mixture
of standards, however, did not lead to a saƟsfactory alignment of the real samples. Alignment
based on the pooled sample was much beƩer. The reason is that the mixture of standards has
features at diﬀerent retenƟon Ɵmes and diﬀerent intensiƟes, compared to the real samples, and
as a result the warping is giving diﬀerent weights to diﬀerent parts of the chromatogram. On the
other hand, the peaks in the data from the pooled sample show a distribuƟon that is very sim-
ilar to the real samples, and the warping is much more relevant. The take-home messages are
that references should resemble queries as much as possible, even when warping the queries
indirectly, and that they should resemble all queries equally well.
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3.5 Similarity Criteria
In order to ﬁnd the opƟmalwarping, warping algorithms need away to assess the quality of (ten-
taƟve) warps. In general, the criteria that are used in warping algorithms are the well-known
similarity or distance criteria that also play an important role in typical paƩern recogniƟon ap-
plicaƟons like clustering, for instance.
3.5.1 Optimization
Dynamic Ɵme warping tradiƟonally uses the Euclidean distance (or L2 norm). This is the length
of the diﬀerence vector between the feature vectors at the two Ɵme points. For GC-MS for in-
stance, the Euclidean distance between two Ɵme points is the length of the diﬀerence vector
formed by subtracƟng the mass spectrum at Ɵme point 2 from that of Ɵme point 1. For 1D data,
i.e. resulƟng from the use of a ﬂame ionizaƟon detector in chromatography, it is simply the ab-
solute value of the diﬀerence in intensity between the two Ɵme points under consideraƟon.
Most warping algorithms use correlaƟon-based criteria. In their original COW implementa-
Ɵon, Nielsen et al. [40] use the sum of the segment-wise Pearson correlaƟons between refer-
ence and query, centered by the total mean in case of mulƟ-trace data. As an alternaƟve, they
use the correlaƟon coeﬃcient raised to the third power to make COW “prefer few, very good
alignments [of individual segments] tomany, poorer alignments” Bylund et al. [73] argue that for
LC-MS data, both the use of covariance instead of correlaƟon and trace-wise centering instead of
centering with the total mean reduce the inﬂuence of noise and background. ChrisƟn et al. [74]
instead take the product of the segment-wise correlaƟons and sum the correlaƟon products over
the LC-MS traces. This clearly has the opposite eﬀect of using the cubed Pearson correlaƟons,
making COW favour an alignment in which all segments are reasonably well aligned, instead of
having a few very well-aligned segments compensaƟng for ones that are aligned poorly.
Most recent algorithms that perform segment-wise shiŌing only [31, 43, 57] make proper
use of the cross-correlaƟon, which can be calculated quickly via the fast Fourier-transform (FFT).
There seems to be some confusion about the cross-correlaƟon: it is not a single value, but a func-
Ɵon of the shiŌ of one proﬁle (in case of warping: the query proﬁle) with respect to another (the
reference). The opƟmal shiŌ thus corresponds to the maximum in the cross-correlaƟon func-
Ɵon.
In their adapted version of parametric Ɵme warping, Bloemberg et al. [24] use the weighted
cross-correlaƟon (‘wcc’), a criterion iniƟally developed by De Gelder et al. [75] for comparing
powder diﬀracƟon data. The criterion is speciﬁcally suited for comparison of proﬁles with nar-
row peaks that are shiŌed with respect to eachother. The wcc takes the neighbourhood of data
points into account via a triangular weighƟng funcƟon, thus enhancing the ability of the opƟ-
mizaƟon algorithm to ‘recognize’ similarity and adapt the tentaƟve warping funcƟon in the right
direcƟon. In the ptw paper, it is shown that the wcc outperforms the root-mean-square-error
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in combinaƟon with smoothing, as described for the original implementaƟon of ptw [29]. In the
current implementaƟon, the wcc is calculated explicitly, instead of via FFT, which might leave
room for an enhancement in speed of the algorithm.
Although a goodwarp is always associated with an increase in similarity (or, at the very least,
the same similarity, but not a decrease), a possible piƞall that has not been givenmuch aƩenƟon
in the literature, is the realizaƟon that an increase in similarity need not be caused by correc-
Ɵon of misalignments alone. With the excepƟon of shiŌ-only warping methods like PAFFT and
icoshiŌ (not considering edge eﬀects), most algorithms are capable of changing peak shapes,
heights and, hence, areas to a certain extent.
Such an improper similarity increase could, in principle, be prevented by imposing restraints
on the warping algorithm. A somewhat diﬀerent approach is described in a paper by Skov et
al. [41]. Brieﬂy, the authors describe an automaƟc opƟmizaƟon procedure in which COW align-
ment of all subsequent proﬁles of a complete dataset forms the inner loop. In the outer opƟ-
mizaƟon loop, the alignment of the complete dataset as a funcƟon of the two COW parameters
slack and segmenth length, is evaluated on the basis of two criteria: the simplicity value and
the peak factor. The simplicity value quanƟﬁes the improvement in the dataset due to align-
ment and is based on the familiar singular value decomposiƟon (SVD). It approaches one as
the relaƟve amount of variance in the dataset that is explained by the ﬁrst singular (or princi-
pal) components increases. The peak factor, on the other hand, measures the relaƟve change
in the Euclidean length of a proﬁle before and aŌer warping. It approaches one as the length
change approaches zero. By simply summing the two measures (noƟng that alternaƟve weight-
ing schemes are possible), the authors ﬁnd combinaƟons of the slack and segmenth length that
are near-opƟmal in terms of an increase in alignment without overly compromising the peak
shapes and areas of the proﬁles.
3.5.2 Evaluation and Validation
Although the simplicity value and the peak factor are used to ﬁnd an opƟmal warping, they are
used to ﬁnd opƟmal parameter seƫngs for the actual warping algorithm, which uses the corre-
laƟon as its opƟmizaƟon criterion. They can therefore be regarded as examples of evaluaƟon,
rather than opƟmizaƟon criteria. AdmiƩedly, the disƟncƟon is somewhat arbitrary, but it is in-
teresƟng to note that many authors do actually employ two disƟnct types of criteria. Generally,
a relaƟvely simple and quick-to-calculate criterion is used in the actual opƟmizaƟon of the warp-
ing funcƟon for alignment of a single query proﬁle with the reference proﬁle. A more elaborate,
but alsomore compuƟonally expensive criterion is then used aŌerwards to assess the alignment
of the complete dataset in absolute terms or to compare it with other, possibly tentaƟve, align-
ments or the starƟng situaƟon.
Nielsen et al. [40], for example, note that ‘calculaƟng [the correlaƟon coeﬃcient] for the
aligned chromatographic proﬁles would only give a poor indicaƟon of the actual quality of the
alignment.’ The authors propose to apply a Wallis ﬁlter to the proﬁles, prior to calculaƟng the
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correlaƟon coeﬃcient. In the ‘Wallis correlaƟon coeﬃcient’ thus obtained, local variaƟons are
given equal weight, regardless of the size of the peaks involved. Veselkov et al. [57] basically use
the same approach to calculate a local correlaƟon coeﬃcient ccbin, noƟng that ‘[...] the [correla-
Ɵon coeﬃcient] is a poor indicator of the similarity or peakmatching between two given spectra
as it is unduly inﬂuenced by the covariance of the highest peaks and by diﬀerences in sample
composiƟon between spectra.’ ChrisƟn et al. [74] take another approach and calculate the sum
of the overlapping peak areas between pairs of chromatograms before and aŌer alignment.
Principal Component Analysis is also used oŌen to provide measures of alignment quality:
Both Tomasi et al. [39] and Fonville et al. [76] note that misalignment leads to dispersive peak
shapes in the PCA loadings and correcƟon of the misalignments results in beƩer interpretable
models. Furthermore, it is clear that the proporƟon of variance explained by the ﬁrst PCs in-
creases upon alignment, as is quanƟﬁed by the simplicity factor explained above. It should be
noted, however, that a beƩer alignment does not automaƟcally lead to a beƩer interpretable
model. Savorani et al. [31] convincingly show that informaƟon may actually be lost upon align-
ment (interesƟngly, in their example, the proporƟon of variance explained by the ﬁrst PCs also
goes down). Both Cloarec et al. [30] and Giskeødegård et al. [55] show that there may be infor-
maƟon in the peak posiƟons that is lost upon alignment, but can be extracted in the alignment
process.
3.6 Warping multi-trace data
Although, in this paper, we will not review the literature on warping mulƟ-trace data such as
LC-MS, GC-MS and LC-DAD (diode array detecƟon) data, a short discussion about diﬀerences,
addiƟonal requirements and some piƞalls of warping such ‘2D’ data will be provided.
First of all, although these types of data are mostly referred to as two-dimensional data, it
should be clear that they are actually three-dimensional, having two independent variable axes
(e.g. retenƟon Ɵme and mass-over-charge, or m/z for short) and a dependent intensity axis.
Both independent variable axes can be aligned individually or simultaneously, a pracƟce that is
normally referred to as 2D-alignment. However, normally only the retenƟon Ɵme axis is actu-
ally in need of alignment, as opposed to data such as GC×GC, or 2D (3D, 4D, etc.) NMR spectra
where all axes may need to be aligned, leading to ‘nD warping’ in which two or more axes are
aligned simultaneously. Here we will only elaborate on warping two-dimensional GC-MS or LC-
MS data along their retenƟon Ɵme axis.
The simplest way of warping this data is by warping what is called the total ion current or TIC.
This is exactly what we have done in the examples concerning chromatographic data through-
out the paper. Basically, the TIC is the result of summing up all mass spectral intensiƟes at the
consecuƟve retenƟon Ɵme points (Figure 3.19). The mass spectral informaƟon is therefore lost
and, per measurement, a single chromatographic proﬁle remains, which can be aligned in the
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same fashion as ‘1D’ spectral or chromatographic data. The main reason not to warp TICs is the
simple fact that onemisses out on the opportunity of using the informaƟon in the mass spectra.
This can be very worthwhile in obtaining a correct alignment. As stated in the example of align-
ing the chromatographic data with ptw (SecƟon 3.2.10), most methods fail to deliver the correct
alignment of query 2. When looking at the full LC-MS data (not shown), it is clear that the mass
spectra of the red peak correspond to those of the rightmost grey peak at around t = 160, but
are completely dissimilar to the mass spectra of the grey peak at t = 150. This informaƟon
is lost in the TIC and leads to wrong alignments that would not have been obtained when we
would have used the full LC-MS data instead!
Another important piƞall in using the TIC is its possible crowdedness. As can be observed in
Figure 3.19, the large amount of peaks in a proteomic measurement results in a very crowded
TIC with an apparent baseline. Even with the absence of noise or a true background signal, such
baselines result, simply from summing up many peaks. Correctly aligning two of these TICs is a
diﬃcult job, since their crowdedness results in a large number of local opƟma for the warping
criterion: peaks in the query proﬁle can as easily be aligned with their corresponding peaks in
the reference proﬁle, as with peaks that eluted a few seconds earlier or later, resulƟng in very
similar values of the warping criterion. In other words: for moderate shiŌs and stretches, the ﬁt-
ness landscape of thewarping criterionwill be quite ﬂat, withmany shallow valleys and hills [24].
Figure 3.19 – LC-MS data from [24–26]. The top graph is the crowded total ion current chromatogram.
The apparent presence of a baseline is clearly visible.
Except for very sparse data, in which all peaks are clearly disƟnguishable along the retenƟon
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Ɵme axis only, it is therefore a beƩer idea to use the full LC-MS or GC-MSmatrices. Note that the
problem is smaller in GC-MS, where peaks are generally well-separated and have small widths.
Nevertheless, the informaƟon from the mass spectral dimension makes it easier to see if two
peaks eluƟng around the same Ɵme in query and reference measurement are actually the same
(in which case they are present at the same mass-over-charge raƟo) or diﬀerent (showing up at
diﬀerent mass-over-charge raƟos). In pracƟce, this implicates that the warping criterion must
be changed from a ‘single trace’ to a ‘mulƟ-trace’ criterion like a sum or product of correlaƟons
over all mass spectral traces [74] or an overall root mean square diﬀerence [24]. Warping 2D
data using such a mulƟ-trace criterion is someƟmes referred to as ‘global’ warping. Although
this is certainly defendable, it should be noted that this terminology presents diﬃculƟes when
opposed to ‘local’ warping, which implies warping applied to only a part (a short retenƟon Ɵme
range) of the proﬁle. In that context, global warping would imply warping the complete reten-
Ɵon Ɵme range of the proﬁle, rather than warping 2D data using a mulƟ-trace criterion. There-
fore, in that case, using a phrase like ‘mulƟ-trace warping’ might be advisable.
VisualizaƟon of the eﬀect of mulƟ-trace warping is diﬃcult; just noƟng the change in the
warping criterion is no guarantee for a good alignment, and showing a small selecƟon of peaks
from the enormous number that are present is prone to bias. A 2D image in which the query and
reference samples are overlaid is more objecƟve, but it is hard to appreciate the exact overlap of
peaks from such a crowded image. The same holds for a 3D overlay plot of the data. However,
since well-aligned mulƟ-trace data would be expected to result in well-aligned TICs, a simple
soluƟon that provides an objecƟve and well-interpretable overview is an overlay of the two
TICs. However, as discussed above, the converse is not true: an apparently well-aligned TIC
resulƟng from warping the TIC itself need not imply well-aligned mulƟ-trace data. The context
is important!
3.7 Examples
In this secƟon, somemore examples will be given of a number of the previously described warp-
ing methods applied to chromatographic data and 1H NMR spectroscopy data. In some cases, a
small invesƟgaƟon is carried out to illustrate the possibiliƟes of the use of the warping funcƟons
and diﬀerent visualizaƟon methods, and to point out some interesƟng observaƟons pertain-
ing to speciﬁc warping methods. Only methods for which implementaƟons are freely available
were used. The examples concerning COW, icoshiŌ, PAFFT and RAFFT are calculated using two
Matlab scripts: Chrom_example.m and NMR_example.m. The other examples (and the ﬁg-
ures used in this paper) are performed using the corresponding R scripts Chrom_example.R and
NMR_example.R.
3.7.1 Data
The chromatographic data consist of the total ion currents of four LC-MS measurements of a
small number of testosterone metabolites (unpublished data). Note again that warping TICs
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is not, generally, a good idea (see SecƟon 3.6); this data, albeit simple, shows why. The 1H
NMR data consist of four measurements of the metabolome of rat cerebrospinal ﬂuid [34]. The
diﬀerences between these datasets are large: the chromatographic data has a low resoluƟon,
a small number of peaks, and the chromatograms consist of only 261 data points. The 1H NMR
data were measured on an 800 MHz system and have, therefore, a high resoluƟon; the spectra
consist of 9900 data points each. The CSF metabolome gives rise to many peaks in diﬀerent
sizes. Compared to other NMR datasets, the one used here is quite well-behaved. There are no
large individual peak shiŌs.
3.7.2 Warping Methods
Both datasets were aligned with COW, dtw, icoshiŌ, PAFFT, ptw, and RAFFT. The chromato-
graphic data was also aligned with a development version of stw. Apart from stw, these meth-
ods are all freely available. Table 3.1 lists the places where they can be obtained and – if mulƟple
implementaƟons are available – which versions were used to produce the ﬁgures in the current
paper. The four scripts (two in Matlab and two in R) that were used to generate the ﬁgures in
this secƟon, as well as a substanƟal number of other ﬁgures and some numerical results are
available as supplementary material of [36].
3.7.3 Preprocessing
Prior towarping, Asymmetric Least Squares baseline correcƟon [77]was applied to both datasets
(the processing step with opƟmized parameter seƫngs is part of the script Chrom_example.R
in the supplementary material of [36]). Reference selecƟon was automaƟcally done by COW
and icoshiŌ. For comparison, the ‘bestref’ funcƟon from the ptw package was also applied. In
the chromatographic case, all three selecƟons gave the same result: chromatogram 3 was cho-
sen as the reference. In the NMR case, COW and icoshiŌ select spectrum 1 as the reference,
whereas ptw selects number 4. For reasons of further comparison, spectrum 1 was sƟll used as
the reference in all alignments of the NMR data.
3.7.4 Warping the Chromatographic Data
COW For COW applied to the chromatographic data, the Matlab script Chrom_example.m
shows a comparison between the use of zeropadded and non-zeropadded data. The opƟmiza-
Ɵon procedure of Skov et al. [41] results in two diﬀerent parameter seƫngs for these situaƟons
(a segment length of 26 and a slack of 7 for the non-zeropadded data, and a segment length of
25 and a slack of 3 for the zeropadded data). The script shows both a direct comparison and
two cross-comparisons in which the parameters for the zeropadded data are used to warp the
non-zeropadded data and the other way around. This example illustrates the use of the opƟ-
mizaƟon procedure, subsequent applicaƟon of the result to other data and the use of the plots
proposed by Eilers [29] to compare warping funcƟons. Although there are some minor diﬀer-
ences, mostly due to edge eﬀects, the conclusion in this case would be that COW is not very
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sensiƟve to zeropadding. Of course, when peaks are located very close to the edges, diﬀerences
would probably be observed and might be important. Curiously, the warping funcƟon moves
away from the idenƟty warp at the posiƟons of the added zeros (this is clearest in the plots
where chromatogram 3 is warped with itself as the reference). Although this behaviour is not
directly harmful, it is deﬁnitely superﬂuous. It might be interesƟng to invesƟgate its cause, but
we did not pursue the maƩer further here.
icoshift The chromatogramswarpedwith icoshiŌ show some gaps that are due to the removal
of data at segment edges. The example script invesƟgates the cause of these gaps. As discussed
above, in the explanaƟon of icoshiŌ, it turns out that more data is removed than is strictly nec-
essary. The removal occurs when a complete chromatogram is shiŌed one way with coshiŌ and
back again with icoshiŌ, but also when icoshiŌ is applied on its own. Again, thewarping funcƟon
and the diﬀerence plots are helpful tools in invesƟgaƟng the maƩer. We did not invesƟgate the
cause of the observaƟon, but it seems apparent that icoshiŌ could be improved a bit by correct-
ing the observed behaviour.
PAFFT, RAFFT Next to COW and icoshiŌ, the Matlab script contains two short tentaƟve
opƟmizaƟons of PAFFT and RAFFT parameters. Although the implementaƟons of both meth-
ods are not as extensive as those of COW, icoshiŌ, ptw and dtw, the methods work well. Both
methods give results that are very similar to those of icoshiŌ and they are quite fast, though
not as fast as icoshiŌ. COW, on the other hand, is slow, which is partly due to the opƟmizaƟon
procedure. It takes minutes, rather than seconds to warp the chromatographic samples.
ptw, stw For ptw, the chromatographic data was padded with 100 zeros on both sides to
exemplify the possibility and the associated use of back calculaƟon of the coeﬃcients. The ob-
tained coeﬃcients are compared with the ones that are obtained when directly warping the
non-zeropadded data. For chromatograms one and two, the coeﬃcients diﬀer slightly and for
chromatogram four they are almost exactly the same. This is to be expected, since there are no
peaks located close to the edges.
Stw was applied, starƟng from the ptw result. The diﬀerence plot of the warping funcƟons
for chromatogram 1 in Figure 3.20 shows that it adapts the ptw result at the locaƟons of the
peaks, but does not stray away from it at other posiƟons.
dtw The chromatograms warped with dtw match the reference very well, but at the cost of
severe deformaƟon. Such deformaƟon can be ameliorated by constraining the dtw warping
funcƟon [46] or by adding penalƟes to the distance metric [38, 50].
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Figure 3.21a shows the dtw warping path for chromatogram 1 superimposed on the corre-
sponding dynamic programming matrix, similar to Figure 3.6. As is also visible in Figure 3.20,
the warping path is very irregular, but, similar to the Colorado river winding its way through
the Grand Canyon, it threads exactly through the lowest part of the dynamic programming ma-
trix. Figure 3.21b shows the warping funcƟons of COW, icoshiŌ, ptw and stw. Although these
methods do not make use of dynamic programming, it is interesƟng to observe that their warp-
ing funcƟons follow the landscape almost perfectly. The strongest deviaƟon is visible for COW,
which is probably due to the opƟmizaƟon procedure that prevents too extreme deformaƟons
of the chromatograms. This shows that it is not necessarily a bad thing to stray away from the
‘opƟmal’ (in a dynamic programming sense) warping path.
Figure 3.20 – Diﬀerence plot (w(t) − t) of the warping funcƟons of COW, ptw, icoshiŌ, dtw and stw for
warping chromatogram 1 warped with 3 as reference.
3.7.5 Warping the NMR Data
Because of the size of the NMR spectra, diﬀerences in speed and use of computer resources be-
tween the methods becomemore pronounced. The two dynamic programming methods (COW
and dtw) are the slowest ones. Especially dtw uses a large amount of resources to calculate
and store the large dynamic programming matrices. The VPdtw implementaƟon of Cliﬀord et
al. [38, 50] is considerably faster and more economical in its use of resources. IcoshiŌ clearly is
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(a) (b)
Figure 3.21 – (a) Chromatogram 1warped with 3 as reference using asymmetric dtw. The warping path is
superimposed on an image of the dynamic programmingmatrix. (b) The upper parts of the corresponding
warping funcƟons of COW, icoshiŌ, ptw and stw superimposed on the dtw dynamic programming matrix.
the fastest method of all.
Again, dtw results in strongly deformed peaks and shows a wildly varying warping funcƟon.
All other methods show comparable results when looking at the spectra, although RAFFT seems
to perform slightly beƩer in precisely aligning all individual mulƟplets than the rest of the meth-
ods. COW suﬀers a bit from the edge eﬀect, resulƟng in the leŌmost quartet being slightly less
well aligned than the rest of the peaks in the NMR spectra. Despite COW’s opƟmizaƟon proce-
durewith the ‘warping eﬀect’ as a safeguard against toomuch deformaƟon, its warping funcƟon
also shows appreciably more variaƟon than the one of ptw, without a noƟceable eﬀect on align-
ment quality. Thus, ptw’s restrained nature acts as an inherent safeguard. For COW, in this case,
a stronger weight aƩached to the warping eﬀect might be beneﬁcial.
3.8 Conclusion
Alignment is becoming more and more important as a preprocessing step in today’s data analy-
sis projects. Warping methods are important tools for correcƟng misalignments. In this paper,
we have deﬁned them as the subset of alignment methods that only use shiŌing, stretching and
/ or compressing. As a result, they lead to monotonic relaƟons between the original x-axis and
its aligned counterpart. Our objecƟve in this tutorial review was not to provide an extensive
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overview of the warping literature. Instead, we have discussed several of the best-known warp-
ing methods and their peculiariƟes to serve as an introducƟon and comparison for those who
are interested in the backgrounds of warping, or who want to try out diﬀerent algorithms in or-
der to ﬁnd the one that best suits their need. We provide extensive examples of the applicaƟon
of the diﬀerent warping methods as SupporƟng InformaƟon of [36].
Apart from the methods themselves, we have paid aƩenƟon to similarity and dissimilarity
criteria, reference selecƟon, and preprocessing. To our opinion, especially these ‘associated
maƩers’ are the ones that are in need of more research and criƟcal assessment. A set of rules-
of-thumb that specify when to use which warping method, with what criterion, and how to
choose the opƟmal reference would be of great beneﬁt to researchers in analyƟcal chemistry.
We hope this tutorial review provides a starƟng point also for researchers willing to undertake
such assessments.
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3.10 Supporting Information
Except for ﬁgure 3.19, all ﬁgures in this paper (in their basic forms) can be reproduced using a
number of R andmatlab scripts and datasets that are available as SupporƟng InformaƟon of [36].
The COW, icoshiŌ, PAFFT and RAFFT examples where all calculated in Matlab, but for reasons
of uniformity, the results were visualized using R. Table 3.2 lists all ﬁgures and the scripts used
to produce them. The scripts also generate some extra ﬁgures that are brought together in a
separate document, which is also available as SupporƟng InformaƟon of [36].
Table 3.2 – Figures in this paper and the scripts used to produce them.
Figures Script
3.1a, 3.1b, 3.7a, 3.8a, 3.9a, 3.10a, 3.12a, 3.13a, 3.14a, 3.15a, Chrom_example.R
3.16a, 3.17a, 3.17b, 3.20, 3.21a, 3.21b
3.2, 3.7b, 3.8b, 3.9b, 3.10b, 3.12b, 3.13b, 3.14b, 3.15b, 3.16b NMR_example.R
3.3, 3.4, 3.5a, 3.5b, 3.5c, 3.18 simpleWarping.R
3.6a, 3.6b, 3.6c dtwPictures.R
3.11a, 3.11b COWpictures.R
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A Comprehensive Full Factorial
LC-MS/MS Proteomics Benchmark
Data Set
An important prerequisite for the development and benchmarking of novel analysis methods is
a well-designed comprehensive LC-MS/MS data set. Here, we present our data set consisƟng of
59 LC-MS/MS analyses of 50 protein samples extracted individually from Escherichia coli K12 and
spiked with diﬀerent concentraƟons of bovine carbonic anhydrase II and/or chicken ovalbumin,
according to a 2 × 3 full factorial design. Using the well-annotated and commonly used E. coli
proteome as the sample background ensures that the complexity of the data is on a par with
most current proteomic analyses. Data were acquired over a 2-month period using mulƟple
reversed-phase columns and instrument calibraƟons to include real-life challenges faced when
analyzing large proteomics data sets. Moreover, so-called “ground truth” data, comprised by LC-
MS/MS measurements of the pure spikes are included in the data set. The current manuscript
elaborates this comprehensive benchmark data set for future development and evaluaƟon of
analysis methods and soŌware.
Wessels, H. J. C. T.†, Bloemberg, T. G.†, Van Dael, M.†, Wehrens, R., Buydens, L. M.
C., Van den Heuvel, L. P. & Gloerich, J. Proteomics 12, 2276–2281 (2012).
† Equal contribuƟons
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4.1 Introduction
A criƟcal requirement for the development, evaluaƟon, and objecƟve comparison of novel data
analysis strategies is the availability of comprehensive benchmark data sets. Such sets should
have the intrinsic quality to present the methods with a challenge and come with an associ-
ated ground truth. Many research areas have speciﬁc data sets that are frequently used to
benchmark the performance of new algorithms, visualizaƟon tools, staƟsƟcal methods, etc.
A famous example in the ﬁelds of paƩern recogniƟon and machine learning is Fisher and An-
derson’s iris ﬂower data set [78]. In the ﬁeld of Genomics, spike-in benchmark data sets are
readily available [79–81]. Other widely used data sets from ﬁelds as diverse as the social sci-
ences, computer sciences, and life sciences can be found at the UCI Machine Learning Reposi-
tory (http://archive.ics.uci.edu/ml/). Although many proteomics LC-MS data sets and separate
measurements have been deposited in proteomics databases, only a relaƟvely small number
have merit as benchmark data sets, or were even designed for that purpose. Some of the beƩer
known examples are the LaƟn Square “Superhirn” data set by Mueller et al. [82], the standard
proteinmix database by Klimek et al. [83], a number of data sets analyzed by diﬀerent labswithin
the CPTAC network (http://cptac.tranche.proteomecommons.org/data.html) [84–86] and data
sets for the yearly ABRF studies (http://www.abrf.org/index.cfm/group.show/ ProteomicsInfor-
maticsResearchGroup.53.htm).
Compared to the above-menƟoned sets, the data set described in this manuscript presents
a unique set of features: it contains measurements of a relaƟvely large number of samples and
comes with an included ground truth (or “answer key”: separate measurements of the spiked
proteins) and separate background measurements (the Escherichia coli proteome without any
spiked pepƟdes). All sample preparaƟons including digesƟon of the complete sample (the E.
coli proteome plus any spiked protein) were done individually and independently. The formal
experimental design makes it possible to extract several diﬀerent meaningful subsets of suﬃ-
cient size. It was generated exactly for the purpose of benchmarking data analysis tools, which
is illustrated by the development of our recent LC-MS alignment and biomarker idenƟﬁcaƟon
strategies [24, 25]. The current manuscript provides the fundamental characterisƟcs of the data
set in terms of design andmeasurement as well as NISTMSQC [87] evaluaƟons of the chromato-
graphic and mass spectrometric quality of the measurements. Besides characterizaƟon of the
data set, we also performed Mascot [88] database searches to provide a comprehensive collec-
Ɵon of validated pepƟde idenƟﬁcaƟons for evaluaƟon purposes.
4.2 Experimental – short
In short, we spiked bovine carbonic anhydrase II (CA) and chicken ovalbumin (OVA) in Escherichia
coli homogenates prior to trypƟc digesƟon, with concentraƟons according to a 2× 3 full factorial
design. Both CA and OVA were selected for spike-in purposes as trypƟc digesƟon yields many
detectable pepƟdes that are not shared by E. coli proteins. Such a formal experimental design
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is simply a systemaƟc way of varying factors (in this case: concentraƟons) with the purpose of
obtaining a data set that contains as much relevant informaƟon as possible in as few measure-
ments as possible. Many diﬀerent designs and ways of devising them exist [89]. Speciﬁcally, a
2 × 3 full factorial design varies two factors (here: CA concentraƟon and OVA concentraƟon)
on three levels (here: concentraƟons) in such a way that all 32 = 9 possible combinaƟons are
measured (see Table 4.1 for the design matrix). An essenƟal feature of a full factorial design,
such as the one used here is that for each level of a factor (each CA concentraƟon for instance)
all levels of the other factor (in that case: OVA) are measured. So, for [CA] = 0, all levels (0, L and
H) of OVA are measured, for [CA] = L, again all OVA levels are measured and the same also holds
for [CA] = H. AutomaƟcally, this means that the reverse is also true and for [OVA] = 0, all levels
(0, L and H) of CA are measured, as well as for [OVA] = L and [OVA] = H. In this way, all variaƟon
(formally: variance) between levels of a factor that is not due to that factor is averaged out. This
is not true for the LaƟn square design in Mueller et al. [82] for instance.
Table 4.1 – Experimental design matrix. All nine classes corresponding with the full factorial 2× 3 design
at two levels are shown. CA; carbonic anhydrase II, OVA; ovalbumin, 0; no spike, L; 0.125 µg spike, H; 0.5
µg spike, # samples; number of individually prepared samples. A single technical replicate, indicated by
(+1), was measured for each class.
Class [CA] [OVA] # Samples
1 0 0 10 (+1)
2 L 0 5 (+1)
3 H 0 5 (+1)
4 0 L 5 (+1)
5 0 H 5 (+1)
6 L L 5 (+1)
7 L H 5 (+1)
8 H L 5 (+1)
9 H H 5 (+1)
Apart from the0–0 combinaƟoneach combinaƟon in the designmatrixwas prepared, worked
up, and measured ﬁve Ɵmes in an independent fashion. The 0–0 combinaƟons (pure E. coli ho-
mogenates) were prepared, individually worked up, and measured ten Ɵmes. Finally, for each
combinaƟon, a technical replicate was measured of one sample for each class, leading to a to-
tal number of 59 LC-MS/MS measurements. All measurements were conducted in randomized
order, spread over 5 days in a period of 2 months, using six chromatographical columns and
retuning/recalibraƟng the LTQ-FT instrument once. Details for each analysis are available from
Table 4.2. Carry-over eﬀects were avoided via the analysis of blank samples in between every
LC-MS/MS run. For evaluaƟon purposes, LC-MS/MS measurements of pure CA and OVA trypƟc
digests were performed as an addiƟon to the data set.
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4.3 Experimental – Extended
4.3.1 Measurements
Sample preparation
Escherichia coli K12 was grown on glucose medium and cells were harvested by centrifugaƟon
(5 minutes at 2000 × g). Cells were taken up in 500 µL 8M urea / 10mM Tris-HCl buﬀer pH 8.0
and were sonicated for 5 minutes. Cell debris was removed by centrifugaƟon for 5 minutes at
14000 × g. Protein concentraƟons were determined using the 2D Quant kit (GE Healthcare)
and 5µg was used for further processing. Samples for each of the classes listed in Table 4.1
were spiked with either 0µg, 0.125µg, or 0.5µg of carbonic anhydrase II (CA; Sigma: C2273-1VL)
and/or ovalbumin (OVA; Sigma: A7642-1VL). Proteins were digested (in-soluƟon) using trypsin
as described elsewhere [90] and 5µg of trypƟc pepƟdes was concentrated and desalted using
stop-and-go eluƟon (STAGE) Ɵps for each analysis according to Rappsilber et al. Pure CA and
OVA trypƟc digests were prepared in the same manner.
LC-MS/MS analyses of spiked and unspiked E. coli tryptic digests
All E.coli LC-MS/MSmeasurements were performed using nanoﬂow reversed phase liquid chro-
matography (Agilent 1100 nanoﬂow system) using fused silica emiƩers (NewObjecƟve, PicoTip®
EmiƩer, Tip: 8± 1 µm, ID: 100 µm, FS360-100-8-N-5-C15) packed with reversed phase ReproSil-
Pur C18AQ 3µm resin (Dr. Maisch GmbH) [91]. The chromatographic system was coupled on-
line via a nano-electrospray ionizaƟon (NSI) source to a 7T linear ion trap Fourier-transform ion
cyclotron resonance mass spectrometer (LTQ-FT, Thermo Fisher ScienƟﬁc). Chromatographic
separaƟons were performed by direct loading of samples onto the analyƟcal column at a ﬂow
rate of 600 nL/min buﬀer A (0.5% aceƟc acid) in combinaƟon with a linear gradient of 10–40%
buﬀer B (80%acetonitrile, 0.5% aceƟc acid) in 60minutes at a ﬂow rate of 300 nL/min for pepƟde
separaƟons. Flow lines and column were washed by ramping the buﬀer B mixture from 40 to
100% at 600 nL/min in 10 minutes followed by an isocraƟc ﬂow of 100% buﬀer B at 600 nL/min
for 10 minutes. The system was then equilibrated using an isocraƟc ﬂow of 100% buﬀer A at
600 nL/min during 10 minutes. Each sample analysis was followed up by a blank run (buﬀer A
injecƟon) using the abovemenƟoned parameters. The LTQ-FT was operated in data-dependent
mode so that each duty cycle encompassed a survey scan in the ICR cell in combinaƟon with
parallel CID MS/MS acquisiƟon by the linear ion trap targeƟng the top 4 most abundant ions.
Survey scans acquired by the ICR cell were set to span a mass range of 350–2000m/z at resolu-
Ɵon R = 1 ·105 using 1 ·106 ions with a single microscan. FragmentaƟon scans were acquired by
the linear ion trap for ions with charge states 2+ and up using 3 · 103 ions and dynamic exclusion
for 3 minutes. Seƫngs used for CID experiments included 3 Th isolaƟon width, 27% normalized
collision energy, acƟvaƟon Q = 0.25 and 30 ms acƟvaƟon Ɵme. Maximum injecƟon Ɵmes were
set to 500 ms for FT-ICR survey scans and 750 ms for linear ion trap CID experiments.
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LC-MS/MS analyses of tryptic digests of spiked proteins
AddiƟonal LC-MS/MS analyses of CA and OVA digests were performed using an Easy nano LC
(Proxeon) coupled online to a linear ion trap Fourier-transform ion cyclotron resonance mass
spectrometer (LTQ FT Ultra, Thermo Fisher ScienƟﬁc) equipped with an electron-capture dis-
sociaƟon (ECD) module. Full MS spectra were acquired by the ICR cell using 1 microscan at a
resoluƟon of R = 1 · 105 using 1 · 106 ions. Both CID and ECD spectra were acquired. The CID
fragmentaƟon spectra were acquired using the linear ion trap (1 microscan, 3 · 103 ions, 3 Th
isolaƟon width, 30% normalized collision energy, 30 ms acƟvaƟon Ɵme, acƟvaƟon Q = 0.25) and
ECD spectra were acquired by the FT-ICR cell (1 microscan, 1 · 106 ions, 3 Th isolaƟon width,
resoluƟon R = 1 · 105, 5% normalized ECD energy, 70 ms acƟvaƟon Ɵme, 0 ms delay). The CID
spectra were exclusively acquired for ions with charge states 1+, 2+, 3+ whereas ECD spectra
were acquired for ions detected with charge states 2+ and higher. Chromatographic condiƟons
were idenƟcal to those menƟoned previously in this manuscript. The instrument was set to run
cycles that consisted of a survey scan (350–1600 Th) followed by either 4 data dependent CID
linear ion trap fragmentaƟon spectra (in parallel to the survey scan) or 3 ECD FT-ICR fragmenta-
Ɵon spectra.
4.3.2 LC-MS/MS Data Analysis
Data processing and database searches
Raw LC-MS/MS data (proprietary Thermo ScienƟﬁc .RAW format) were converted tomzXML [92]
ﬁles using ReAdWversion 1.1 [93]. For database search purposeswe generatedMascot compaƟ-
ble peaklists using extractMSn (Thermo Fisher ScienƟﬁc). All database searches were performed
using Mascot v2.2 (Matrix Science) [88] and a curated Refseq [94] release 33 E. coli database
(supplemented with sequences of expected skin contaminant proteins, LysC, Trypsin, CA, and
OVA) with the following seƫngs: trypƟc speciﬁcity, a maximum of 1 missed cleavage, 20 ppm
precursor mass tolerance, #13C = 1, carbamidomethyl as a ﬁxed modiﬁcaƟon, and acetyl (pro-
tein N-terminus) and methionine oxidaƟon as variable modiﬁcaƟons. Fragment ions from linear
ion trap CID spectra were searched with 0.8 Da mass tolerance and instrument type speciﬁed as
“ESI-TRAP”. A decoy database with reversed protein sequences was used for false discovery rate
(FDR) esƟmates. Mascot search results were validated according to Weatherly et al. [95] speci-
fying a false discovery rate (FDR) of less than 1%. Brieﬂy, this method calculates pepƟde score
cutoﬀs for proteins idenƟﬁed by 1–5 and 6 or more unique pepƟdes to achieve the speciﬁed
FDR for each protein idenƟﬁcaƟon class using the normal and decoy database search results.
Only pepƟdes with Mascot idenƟﬁcaƟon score ≥ 16 and with a minimum pepƟde length of 6
amino acids were considered. For the LC-MS/MS analyses of pure CA and OVA digests we used
Mascot search parameters idenƟcal to the ones menƟoned above with the following excepƟon:
ECD fragmentaƟon data was searched with 0.05 Da fragment ion mass tolerance and speciﬁed
“FT-ECD” as instrument type. PepƟde idenƟﬁcaƟons with a minimum pepƟde length of 6 amino
acids and Mascot pepƟde idenƟﬁcaƟon score≥ 30 were considered valid.
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Recovery of the spiked-in proteins was analyzed using quanƟtaƟon data generated by the
IDEAL-Q [96] soŌware tool (v1.0.3.5). The label-free quanƟtaƟon strategy applied by IDEAL-Q
uses accurate mass, normalized retenƟon Ɵme, charge state, and isotope distribuƟon paƩern to
quanƟfy pepƟdes that were not idenƟﬁed via database searches in individual LC-MS/MS data
ﬁles to maximize the number of quanƟﬁed pepƟdes. The top 50 proteins (based on unique
pepƟde idenƟﬁcaƟons) from E. coli were used to normalize the quanƟtaƟon data via median
centering. Sample EC09, which was spiked with high levels of both CA and OVA, was set to 100%
to determine the recovery of CA and OVA in relaƟonship with their spike-in levels.
NISTMSQC Characterization
Individual LC-MS/MS analyses were characterized for 46 parameters using the soŌware NISTM-
SQC developed by Rudnick et al. [87]. The output data ﬁle is available from our server. NISTM-
SQCwas runusing theMSPepsearch algorithm in combinaƟonwith the E. coli sequencedatabase
as supplied with the soŌware distribuƟon. Signiﬁcance tesƟng to idenƟfy aberrant column de-
pendentmetrics was performed using Grubb’s outlier tests which used criƟcal Z threshold values
to idenƟfy outliers with signiﬁcance level p < 0.05 for n = 5. Column number six was excluded
from the outlier tests as it represented a single measurement.
Chromatographic performance
Chromatographic performance across all samples was excellent as illustrated by the average
peak width at half maximum height (FWHM) of 10.2 ± 0.7 seconds. PepƟde eluƟon repro-
ducibility for all measurements was found to have an average retenƟon rank diﬀerence of 0.8±
0.1 percent for all recurring pepƟde ions. In other words, only 0.8 percent of all pepƟde ions that
are common to all samples showed a variable eluƟon order in the analyses. Besides the individ-
ual pepƟde eluƟon order shiŌs, we also invesƟgated all LC-MS/MS analyses for global retenƟon
Ɵme shiŌs. Global shiŌs may result from incorrect gradient mixing by the liquid chromatograph,
deterioraƟng column condiƟon, leaks, or internal dead volumes. From theNISTMSQC outputwe
could not idenƟfy signiﬁcant global shiŌs in retenƟon Ɵme for any of the LC-MS/MS analyses.
However, it is apparent from the summary in Table 4.2, that analyses speciﬁcally performed us-
ing column number 4 exhibited a signiﬁcantly lower number of acquiredMS andMS/MS spectra
(also see Figure 4.1A). This is likely caused by a relaƟvely poor electrospray emiƩer performance
as illustrated by the lower average ion intensiƟes for these analyses (Figure 4.1B), higher scan-
to-scanMS signal variaƟons (Figure 4.1C), and increased frequency of ESI drop-oﬀs (Figure 4.1D).
No signiﬁcant diﬀerence in terms of chromatographic performance was noted for this column
as illustrated by the average peak widths and average retenƟon rank diﬀerences shown in ﬁg-
ures Figure 4.1E and Figure 4.1F, respecƟvely. Note that, for this dataset, emiƩer performance
is column speciﬁc since chromatographic columns with integrated emiƩers were used in the in-
strument setup. Figure 4.2 visualizes the total ion current chromatograms from all analyses as
a heat map. This ﬁgure again shows the generally lower signal intensity for analyses performed
using column number 4. InteresƟngly, analysis EC44 shows normal signal intensiƟes, compa-
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rable to the ones obtained with the other columns. Even more surprising is that this analysis
exhibited no ESI emiƩer stuƩering (Table 4.2) albeit being one of the last measured samples (in
our experience the emiƩer quality gradually degrades in Ɵme with each analysis unƟl it eventu-
ally drops rapidly). At present we have no suitable explanaƟon for this phenomenon. Figure 4.2
also shows the presence of some early eluƟng pepƟde ions in analyses EC56 and EC57 but not
in their duplicate measurements EC09 and EC10. These minor arƟfacts appear to be random
events as they are independent of the column, sample, and injecƟon order.
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Table 4.2 – Detailed descripƟon of individual analyses. For each analysis the sample spike level of CA and
OVA is indicated together with themeasurement date, tune & calibraƟon date, and column index number.
A selecƟon of important performance metrics for each analysis is shown. MS spectra: total number of
acquired MS spectra; MS/MS spectra: total number of acquired MS/MS spectra; Avg ion intensity / 1000:
average precursor ion intensity divided by 1000; Avg FWHM peaks (s): average chromatographic peak
width in seconds at half maximum height; Mass error (ppm): precursor mass error in parts per million;
scan-to-scan signal variaƟon: average precursor ion signal raƟobetweenadjacent survey scans;MS jumps
+ falls: total number of events wherein theMS signal jumps or falls with a 10-fold raƟo ormore in adjacent
survey spectra. Duplicate measurements for a single sample from each class (EC51-EC59) are listed at the
boƩom with corresponding sample ID for which the duplicate measurement was performed in brackets.
Sample CA OVA
Measured 
(date)
Tune & cal 
(date)
RP column 
index
MS spectra
MS/MS 
spectra
Avg ion 
intensity / 
1000
Avg FWHM 
peaks (s)
Mass error 
(ppm)
Scan-to-scan 
signal 
variaion
MS jumps + 
falls
EC01 0 0 06/05/2008 01/04/2008 1 4207 8902 241943 11.22 4.05 1.039 0
EC02 0 0 06/05/2008 01/04/2008 1 4112 9241 178302 11.46 3.83 1.042 0
EC03 H 0 06/05/2008 01/04/2008 1 4031 8950 152549 11.40 3.75 1.044 0
EC04 H L 06/05/2008 01/04/2008 1 4042 8936 159435 11.52 3.57 1.044 0
EC05 0 0 07/05/2008 01/04/2008 1 4014 8971 154487 11.52 3.69 1.038 0
EC06 0 H 07/05/2008 01/04/2008 1 3999 8821 152208 11.46 3.70 1.041 0
EC07 0 L 07/05/2008 01/04/2008 1 4022 8987 147795 11.58 3.78 1.038 0
EC08 0 L 07/05/2008 01/04/2008 1 3976 8827 123483 11.46 3.62 1.048 0
EC09 H H 07/05/2008 01/04/2008 2 4325 8463 186265 9.06 2.47 1.065 0
EC10 L H 07/05/2008 01/04/2008 2 4201 9001 141595 9.78 2.50 1.052 0
EC11 0 0 08/05/2008 01/04/2008 2 4135 8947 122322 10.08 2.23 1.050 0
EC12 0 L 08/05/2008 01/04/2008 2 4227 8995 173017 9.96 2.42 1.052 0
EC13 0 0 08/05/2008 01/04/2008 2 4158 9039 150464 10.08 2.41 1.052 0
EC14 H 0 08/05/2008 01/04/2008 2 4150 8763 150106 10.14 2.60 1.053 0
EC15 0 H 08/05/2008 01/04/2008 2 4138 8694 148426 10.02 2.43 1.050 0
EC16 L L 08/05/2008 01/04/2008 2 4186 8779 153807 10.14 2.67 1.046 0
EC17 0 H 08/05/2008 01/04/2008 2 4112 8624 147050 10.14 2.79 1.050 0
EC18 0 L 08/05/2008 01/04/2008 2 4153 8489 126903 10.14 2.70 1.047 0
EC19 L 0 08/05/2008 01/04/2008 2 4095 8360 113169 10.14 2.68 1.051 0
EC20 L L 08/05/2008 01/04/2008 2 4059 8289 116211 10.20 2.65 1.048 0
EC21 L 0 08/05/2008 01/04/2008 2 4096 8509 122865 10.14 2.64 1.049 0
EC22 H H 20/05/2008 01/04/2008 3 4124 8256 235040 9.36 4.53 1.058 0
EC23 L H 20/05/2008 01/04/2008 3 4094 8487 172244 10.02 4.56 1.069 0
EC24 L 0 20/05/2008 01/04/2008 3 4119 8529 170566 9.78 4.58 1.068 0
EC25 L H 20/05/2008 01/04/2008 3 4098 8348 195269 9.90 4.90 1.068 1
EC26 0 0 20/05/2008 01/04/2008 3 4142 8480 169005 9.84 4.72 1.078 1
EC27 0 H 20/05/2008 01/04/2008 3 4072 8282 156192 9.96 4.72 1.087 6
EC28 H H 21/05/2008 01/04/2008 3 3933 7819 104465 9.84 4.78 1.107 4
EC29 0 L 21/05/2008 01/04/2008 3 3952 8414 132664 9.84 4.58 1.138 0
EC30 H L 05/06/2008 03/06/2008 4 3293 6247 48718 9.48 2.40 1.678 30
EC31 0 0 05/06/2008 03/06/2008 4 3353 6686 64746 9.66 2.35 1.560 15
EC32 L L 05/06/2008 03/06/2008 4 3337 6486 55368 9.72 2.44 1.538 9
EC33 L H 21/05/2008 01/04/2008 3 3990 7338 162360 8.70 5.28 1.062 0
EC34 L L 21/05/2008 01/04/2008 3 4007 7956 150376 9.48 5.17 1.063 0
EC35 L 0 21/05/2008 01/04/2008 3 4019 8046 122559 9.60 5.00 1.092 0
ConƟnued on next page.
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Table 4.2 – ConƟnued from previous page.
Sample CA OVA
Measured 
(date)
Tune & cal 
(date)
RP column 
index
MS spectra
MS/MS 
spectra
Avg ion 
intensity / 
1000
Avg FWHM 
peaks (s)
Mass error 
(ppm)
Scan-to-scan 
signal 
variaion
MS jumps + 
falls
EC36 H 0 21/05/2008 01/04/2008 3 4028 8120 131266 9.54 4.79 1.079 0
EC37 H H 22/05/2008 01/04/2008 3 3839 7482 76384 9.78 4.74 1.079 2
EC38 0 0 22/05/2008 01/04/2008 3 3929 7825 111518 9.66 4.73 1.102 0
EC39 H H 22/05/2008 01/04/2008 3 3872 7524 103318 9.36 4.70 1.151 6
EC40 H 0 22/05/2008 01/04/2008 3 3914 7730 105990 9.42 4.65 1.169 2
EC41 0 H 05/06/2008 03/06/2008 4 3374 6463 61682 9.72 2.65 1.382 3
EC42 L 0 05/06/2008 03/06/2008 4 3480 6781 74048 9.84 2.55 1.205 4
EC43 H L 06/06/2008 03/06/2008 4 3345 6163 57321 10.02 2.46 1.298 8
EC44 L L 06/06/2008 03/06/2008 4 3634 7570 139291 9.96 2.56 1.075 0
EC45 H L 06/06/2008 03/06/2008 4 3466 6332 89366 9.48 2.88 1.434 20
EC46 0 0 06/06/2008 03/06/2008 4 3352 5968 62490 9.54 3.49 1.892 44
EC47 H L 24/06/2008 03/06/2008 6 3754 8455 201326 10.20 5.19 1.047 0
EC48 0 0 19/06/2008 03/06/2008 5 3672 8459 153074 10.50 4.82 1.042 0
EC49 L H 19/06/2008 03/06/2008 5 3609 7940 126824 10.56 4.69 1.049 0
EC50 H 0 19/06/2008 03/06/2008 5 3623 8218 145227 10.56 4.78 1.048 0
EC51 (EC01) 0 0 19/06/2008 03/06/2008 5 3718 8695 216870 10.92 5.02 1.049 0
EC52 (EC03) H 0 19/06/2008 03/06/2008 5 3679 8467 181012 10.74 5.18 1.044 0
EC53 (EC04) H L 19/06/2008 03/06/2008 5 3645 8384 166552 10.56 5.13 1.044 0
EC54 (EC06) 0 H 19/06/2008 03/06/2008 5 3652 8220 180070 10.62 4.60 1.052 0
EC55 (EC07) 0 L 19/06/2008 03/06/2008 5 3667 8808 174096 10.50 4.75 1.048 0
EC56 (EC09) H H 19/06/2008 03/06/2008 5 3502 9165 155061 10.62 4.72 1.049 0
EC57 (EC10) L H 19/06/2008 03/06/2008 5 3615 8946 151325 10.62 4.78 1.049 0
EC58 (EC16) L L 19/06/2008 03/06/2008 5 3737 8451 154808 10.74 5.03 1.049 0
EC59 (EC19) L 0 19/06/2008 03/06/2008 5 3701 8476 149235 11.52 4.91 1.062 0
Mass spectrometric performance
Mass spectrometric performance in our analyses was robust, i.e. no noteworthy variaƟons were
found in any of the mass spectrometer performance metrics from the NISTMSQC output for the
analyses. Accordingly, no signiﬁcant eﬀectswere found that related to retuning and recalibraƟng
the mass spectrometer (e.g. charge state distribuƟon of precursor ions, mass accuracy, signal-
to-noise raƟos, and spectral resoluƟon). Collision induced dissociaƟon (CID) MS/MS scans were
also evaluated for consistent performance with respect to database searches. FragmentaƟon
scans were searched by NISTMSQC versus the provided E. coli reference database to calculate
the raƟo of matched versus acquired MS/MS spectra from all respecƟve measurements. Ideally
this matching rate would have a value of 1 so that that all acquired MS/MS spectra are matched
with theoreƟcal pepƟdes in the database search. However, several factors prohibit this 1 to
1 raƟo such as spectral quality, amino acid discrepancies between the pepƟde and database
sequences, and the presence of unspeciﬁed modiﬁcaƟons. Nevertheless, as the overwhelm-
ing majority of pepƟdes (derived from E. coli) are common to all samples one would expect a
consistentmatching rate throughout the experiment. For our data we found a consistentmatch-
ing rate of 0.70 ± 0.01 for MS/MS spectra from all analyses. Please note that here “matched”
does not imply “idenƟﬁed” due to the lack of proper validaƟon criteria. On average about 8000
MS/MS spectra were acquired per analysis. The dynamic exclusion seƫngs together with chro-
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Figure 4.1 – SelecƟon of relevant descripƟve performance metrics. (A) Average total number of acquired
MS and MS/MS spectra, (B) Average precursor signal intensity, (C) average scan-to-scan precursor ion
signal raƟo, (D) total number of MS1 signal jumps and falls, (E) average retenƟon rank diﬀerence, and (F)
average chromatographic peak width at half maximum for each respecƟve column. Signiﬁcant outliers
(p < 0.05) based on Grubb’s outlier tests are indicated by an asterisk. The number of measurements for
each respecƟve column is shown at each column base. Standard deviaƟons are shown using bars.
matographic performance resulted inminimalMS/MSoversampling of about 10% in all analyses.
Minimizing this oversampling (mulƟple spectra acquired per pepƟde ion) is a key parameter to
prevent Ɵme being wasted on re-sampling of already analyzed pepƟde ions, thus maximizing
pepƟde idenƟﬁcaƟon diversity and number of unique pepƟdes.
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Figure 4.2 –Heatmap visualizaƟon for the signal intensity (color scale) versus retenƟon Ɵme (y-axis, rows)
for each of the 59 analyses (x-axis, columns). Analyses are ordered on column and respecƟve measure-
ment order. The top part of the ﬁgure shows the total relaƟve signal intensity for each analysis. The
numbers on top of the bars correspond with the numbers in Table 4.2. Chromatographic columns are in-
dicated with their respecƟve index number. The diﬀerent liquid chromatography stages (sample loading,
analysis, wash, and equilibraƟon) are indicated on the right side of the ﬁgure.
Undersampling is a common problem associated with LC-MS/MS analyses of complex sam-
ples as the mass spectrometer is not able to acquire fragmentaƟon spectra for all ions detected
in the precursor scans. Together with minute variaƟons in relaƟve retenƟon Ɵme and MS sig-
nals between analyses lead to a certain extent of random (data dependent) selecƟon of precur-
sor ions for fragmentaƟon experiments by the mass spectrometer between analyses. Replicate
measurements of a sample therefore yield only a certain amount of shared pepƟde idenƟﬁ-
caƟon data. Such replicate analyses can thus be used to increase the number of pepƟde and
protein idenƟﬁcaƟons to some extent. In Figure 4.3 we have ploƩed the number of idenƟﬁed
unique pepƟde ions, unique pepƟde sequences, and proteins for each subsequent analysis of
the E. coli samples. Here, only E. coli proteins were considered to minimize the inﬂuence of the
sample class speciﬁc protein spike-ins. The ﬁgure shows that replicate analyses of the E. coli
sample increase the number of ions, pepƟdes, and proteins idenƟﬁed in the experiment. It is
also apparent from this ﬁgure that this eﬀect is most pronounced at the ion and pepƟde levels.
Protein idenƟﬁcaƟons beneﬁt the least of replicate analyses. This is best shown by the relaƟve
contribuƟon of novel data for each replicate analysis in Figure 4.3. The ﬁrst analysis intuiƟvely
yields 100% novel data whereas replicate analyses 2 Ɵll 4 provided only about 25%, 16%, and
8% novel data at the unique ion and pepƟde levels. The contribuƟon of replicate analysis to
increase the number of idenƟﬁed proteins shows an even steeper decline as analyses 2 Ɵll 4
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provided only 8%, 4%, and 2% novel protein idenƟﬁcaƟons. IdenƟcal replicate analyses with
the sole purpose to increase the number of pepƟde and protein idenƟﬁcaƟon is not eﬃcient.
It would make more sense to exclude already idenƟﬁed pepƟde ions from previous analyses in
subsequent measurements for this parƟcular purpose using either inclusion or exclusion parent
mass lists.
Figure 4.3 – Eﬀect of replicate analyses on the number of (A) idenƟﬁed unique ions, (B) pepƟdes, and (C)
proteins for the E. coli sample. The relaƟve contribuƟon of each replicate analysis at all three levels is
shown in panel D. To determine the relaƟve contribuƟon, the ﬁrst analysis was set to 100% novel data.
4.3.3 Database Searches
Combined Data Search Results
A total number of 482603 MS/MS spectra were acquired for the E. coli samples. The Mascot
database search results were validated using the FDR validaƟon strategy ofWeatherly et al. [95].
Mascot pepƟde idenƟﬁcaƟon score thresholds to achieve 1% FDR or beƩerwere calculated to be
18, 20, 23, 28, 31, and 45 for proteins idenƟﬁedwith≥ 6, 5, . . . , 1 unique pepƟdes, respecƟvely.
A total number of 304321 MS/MS spectra were successfully matched with pepƟde sequences
in the database, leading to the idenƟﬁcaƟon of 10166 unique pepƟdes, or 968 proteins in total.
These 968 proteins cover 23% of the E. coli protein sequences available in the Refseq database.
On average, each protein was idenƟﬁed using 10 unique pepƟdes. For idenƟﬁed pepƟde ions,
Figure 4.4 shows histograms of their m/z raƟos, sequence lengths, charge states, and Mascot
idenƟﬁcaƟon score distribuƟons. Figure 4.4A shows that the majority of idenƟﬁed unique pep-
Ɵde ions are distriDistribuƟons of pepƟde ion characterisƟcs. RelaƟve frequency distribuƟons
of unique pepƟde ions for (a) the selected m/z detecƟon range, (b) charge states, (c) pepƟde
amino acid length. Figure (d) shows the relaƟve frequency distribuƟon of all pepƟde ions for
Mascot pepƟde idenƟﬁcaƟon scores.buted around m/z = 550 Th. The overwhelming majority
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has a charge state of z = 2+ (Figure 4.4B). Sporadically, ions with charge states z = 4+ have been
selected for CID fragmentaƟon scans. The relaƟve frequency of ions with z = 4+ is negligible,
however (2.6%). Figure 4.4C shows that the majority of unique pepƟde ions derived from pep-
Ɵdes with a sequence length of 6–15 amino acids. The Mascot pepƟde idenƟﬁcaƟon scores in
the range of 20–151 show a tailed distribuƟon with an average score of 46, as shown in Fig-
ure 4.4D.
Figure 4.4 –DistribuƟons of pepƟde ion characterisƟcs. RelaƟve frequency distribuƟons of unique pepƟde
ions for (A) the selected m/z detecƟon range, (B) charge states, (C) pepƟde amino acid length. Panel (D)
shows the relaƟve frequency distribuƟon of all pepƟde ions for Mascot pepƟde idenƟﬁcaƟon scores.
Spiked proteins
Separate analyses of the pure CA and OVA digests is performed tomaximize the number of iden-
Ɵﬁed pepƟdes for these proteins that serves as a ground truth for the data set. For CA, we were
able to idenƟfy 41 unique ions, corresponding with 19 unique pepƟdes and a protein sequence
coverage of 87% from the pure spike sample. From the OVA trypƟc digest, we idenƟﬁed 17
unique ions for 8 unique pepƟdes with a protein sequence coverage of 26%. This relaƟvely low
sequence coverage of OVA is presumably caused by trypƟc pepƟdeswith a highmass (more than
27 amino acids) and poor mass spectrometric detecƟon. The three largest pepƟdes were not
detected, and this alone accounts for 25% of the protein sequence. Recovery of spiked-in levels
of CA and OVA from IDEAL-Q are shown for each sample class in Figure 4.5A and the expected
recoveries are shown in Figure 4.5B. From Figure 4.5, we conclude that the measured levels of
CA and OVA correlate with the expected levels for each sample class.
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Figure 4.5 – (A) Measured and (B) expected levels of CA and OVA for each sample class. Measured CA
and OVA levels were determined by label-free quanƟtaƟon using IDEAL-Q soŌware. Sample EC09 was
arbitrarily set to 100% (class H-H) aŌer median centered normalizaƟon using the top 50 E. coli proteins
(based on the number of unique pepƟde idenƟﬁcaƟons).
4.4 Discussion
With respect to the relevance of this data set, we used a digested E. coli protein homogenate
as background for each sample to achieve a high level of complexity typical for most proteomic
analyses. E. coliwas selected as themodel organismbecause of its well-annotated protein FASTA
database and its common use in proteomics and biochemical research in general. At the same
Ɵme, the use of characterized CA andOVA protein spikes according to a 2× 3 full factorial design
provides a well-deﬁned situaƟon needed for the development and evaluaƟon of data analysis
tools. In combinaƟon with the repeated, but completely independent, work-up and measure-
ment of the samples, several useful subsets can be extracted from the full data set, a feature
that is lacking in most other available proteomic data sets. An example hereof is provided by
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the research described in Bloemberg et al. [24], in which a 17-sample subset of the current 59-
sample set is analyzed, using a new mulƟvariate method to ﬁnd the spiked proteins in the E.
coli background. The subset consists of all eleven samples of the 0-0 class of samples (i.e. the
unspiked E. coli proteome, see Tables 4.1 and 4.2 and the six samples of the H-0 class (the E.
coli proteome with a “high” concentraƟon of CA spike). Other subsets can be selected to ob-
tain evenmore challenging problems and/or to emulatemore realisƟc situaƟons than the binary
“present”/“not present” behavior of the 0-0 versus H-0 sets. An obvious example in that respect
would be to try and ﬁnd the CA spikes from comparing the L-0 and H-0 sets. Other examples
are: a 0-0 versus 0-L set (challenge: ﬁnd the OVA spike), an L-H versus H-L set (challenge: ﬁnd
both spikes and tell if they are up- or downregulated), and ﬁnally a (L-0 and L-L and L-H) ver-
sus (0-0 and 0-L and 0-H) set, where the challenge again is to ﬁnd the CA spike as the common
change between the two parts, while NOT ﬁnding the OVA spike that shows the same varying
“expression” behavior between the parts. The ulƟmate challenge (in terms of staƟsƟcal data
analysis at least) would be to ﬁnd and quanƟfy the levels of both spiked proteins at once from
the complete data set, using an ANOVA-like approach for instance. Since sample preparaƟons
and measurements were performed in randomized order, possible eﬀects of Ɵme, column, and
tuning are not confounded with the eﬀects of the factors in the experimental design and can
thus be studied separately; even more so because of the replicate preparaƟons and analyses.
The excellent chromatographic performance across all samples notwithstanding, chromato-
graphic reproducibility for the 59-sample set is (as in any LC-MS/MS study) not perfect. Chro-
matographic alignment of LC-MS data is sƟll one of the most challenging aspects in LC-MS data
analysis, as is illustrated by the ongoing development of novel alignment techniques [24, 82, 96–
102]. As such, the 59 LC-MS/MS analyses are also well suited for benchmarking and developing
these techniques. All normal variaƟon that would be expected in real-life proteomics studies is
readily available in the data. As an example of this, the feature-rich part spanning the ranges
of 400–1600 Th and t = 2000–5500 s of all eleven 0-0 measurements was used as a benchmark
set for chromatographic alignment using an improved version of parametric Ɵme warping [29]
in Bloemberg et al. [24].
Besides its applicaƟon in the development of chromatographic alignment and quanƟtaƟve
analysis methodologies, the data set may readily be used in research that focuses on improving
pepƟde or protein idenƟﬁcaƟon approaches. ParƟcularly interesƟng is the availability of many
redundant MS/MS fragmentaƟon spectra with varying spectral quality for the majority of E. coli
pepƟdes, thanks to the 59 repeated analyses of the E. coli pepƟdes. This collecƟon of redun-
dant fragmentaƟon spectra may be parƟcularly useful to develop novel methods for classifying
or ﬁltering MS/MS spectra based on their spectral quality. Another applicaƟon could be the im-
provement of database searching algorithms with respect to spectrum quality and FDR control.
Even more important is that this large collecƟon of 482603 high-quality ion trap MS/MS spec-
tra in combinaƟon with the available mzXML ﬁles allow for benchmarking any type of label-free
quanƟtaƟve analysis, be it MS or MS/MS driven (or even synergeƟc methods).
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4.5 Conclusion
In conclusion, the data set described in thismanuscript presents a unique resource for researchers
due to its design, available ground truth, high-quality data, and in-depth characterizaƟon. We
therefore believe it to be important in future development and benchmarking of various types
of novel analysis methods for proteomics data.
4.6 Supporting Information
The complete data set in mzXML format, together with validated individual Mascot database
search results,Mascot DAT ﬁles, peak lists, andmatrix representaƟon of all samples in .mat (Mat-
lab, The Mathworks, NaƟck-USA) and .RData (R [35]) formats are publicly available. The mzXML
ﬁles encompass proﬁle-type survey scans and centroidedMS/MS fragmentaƟon scans. Peak lists
used for database searches are compliant with theMascot generic peak list format. All validated
database search results are readily available from the deposited MicrosoŌ Excel ﬁles. QuanƟta-
Ɵon data from the IDEAL-Q analysis is also available as a MicrosoŌ Excel ﬁle. Detailed informa-
Ɵon regarding the deposited ﬁles is provided with the deposited data. The related LC-MS/MS
measurements of pure CA and OVA trypƟc digests are also included for evaluaƟon purposes. All
data can be downloaded from our server (http://www.cac.science.ru.nl/research/data/ecoli).
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Improved Parametric Time Warping for
Proteomics
We present an improved version of Parametric Time Warping, which enables the method to be
used in LC-MS measurements in proteomics. The new features include a new similarity mea-
sure for comparing warped chromatograms, an insurance against peaks at the extremes of the
chromatograms disappearing because of the warping, and the possibility to select and use mul-
Ɵple traces in searching the opƟmal alignment. Moreover, we present an alignment strategy
combining global and individual alignments for aligning LC-MS data showing diﬀerent shiŌs per
mass chromatogram. Using an LC-MS data set of E. coli homogenates, we show the beneﬁts of
the improved algorithm and the merits of the new strategy. The algorithm is publicly available
as the R package ptw.
Bloemberg, T. G., Gerretzen, J., Wouters, H. J. P., Gloerich, J., Van Dael, M.,
Wessels, H. J. C. T., Van den Heuvel, L. P., Eilers, P. H. C., Buydens, L. M. C. &
Wehrens, R. Chemometrics and Intelligent Laboratory Systems 104, 65–74
(2010).
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5.1 Introduction
Misalignment of chromatograms is a major problem in analyƟcal chemistry. Measuring a single
sample several Ɵmes on the same LC column already results in a number of slightly diﬀerent
chromatograms: peaks shiŌ a bit from measurement to measurement. This eﬀect is mostly
aƩributed to column ageing, but can also be caused by temperature diﬀerences or minute pres-
sure changes. The variaƟon gets more pronounced in samples of diﬀerent composiƟon.
Human interpreters can easily idenƟfy corresponding peaks in simple chromatograms, but
for the current high-throughput techniques and complex samples, automated analyses and com-
parisons are a prerequisite. A typical example in this respect is formed by the chromatograms
obtained from liquid chromatography coupled to mass spectrometry (LC-MS) in the ﬁeld of pro-
teomics. Typical proteomic samples, aŌer digesƟon, contain several thousands of pepƟdes in
concentraƟons that vary across a scale of several orders of magnitude.
Therefore, to enable direct comparison of the data of diﬀerent proteomic samples (i.e. with-
out relying on feature extracƟon and/or data-bases) the data have to be aligned in a more or
less automated fashion. Several so-called Ɵme-warping algorithms are available for this, no-
tably Dynamic Time Warping (dtw) [39, 45, 46], CorrelaƟon OpƟmized Warping (COW) [39–41]
and Parametric Time Warping (PTW) [29]. Among these three, dtw is the oldest. It originates
from the ﬁeld of speech recogniƟon. Whereas local stretching of features in the data (to make
the sounds of “oh” and “ooh” more alike for instance) is a posiƟve feature there, it is a disƟnct
disadvantage with respect to chromatography, because peaks oŌen get badly deformed aŌer
warping. Therefore, dtw normally is not the preferred method in this case. COW, which can be
regarded as a special case of dtw [39] is much more frequently used in this ﬁeld and has a good
performance [59]. A drawback of COW is the need of ﬁnding an opƟmal combinaƟon of two pa-
rameters (“slack” and “segment length”) for a certain data set before the actual alignment can
be done. PTW is an interesƟng alternaƟve. Based on explicitly modelling the warping funcƟon
by a polynomial, it is the fastest method of the three, it hardly leads to peak deformaƟon and
provides interpretable results. These three algorithms are by far not the only ones available,
more can be found in (a.o.) [42, 50, 51, 101, 103, 104]. In this paper we describe several im-
provements that make the method more widely applicable in the ﬁeld of proteomics.
The basic PTW algorithm is suitable for aligning individual chromatograms. However, the
complexity of proteomic samples renders directly aligning the Total Ion Currents (TICs) of LC-MS
data unfeasible because the large number of peaks result in numerous ambiguiƟes, see Fig-
ure 5.1. For well-behaved data where misalignment is purely an overall eﬀect, this problem
can be solved by adapƟng alignment algorithms to use the mulƟvariate nature of mass spec-
tra [74, 101, 104–106]. However, such “global alignments” are only a parƟal soluƟon when
individual mass chromatograms also shiŌ with respect to eachother, something which is possi-
ble in complex proteomic samples in LC-MS [32].
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Here, we present the applicaƟon of PTW to a complex proteomic LC-MS data set, via a num-
ber of diﬀerent strategies. We show that global alignment with PTW, analogous to global align-
ment with othermethods such as COW [74], leads to beƩer results than aligning the TIC directly.
We also show that individual chromatograms are shiŌed diﬀerently in this data set and that in-
dividual alignment of mass chromatograms is a necessity in such a case. As a ﬁnal strategy, we
discuss the combinaƟon of global and individual warping and show that it leads to even bet-
ter results than individual warping only. We provide a mathemaƟcal way of combining the two
consecuƟve warpings.
Figure 5.1 – The two total ion currents (TICs) of samples seven (grey) and nine (black) of the E. coli data
set. The huge number of peaks cause an apparent baseline. Alignment is impossible because the TICs are
incongruent.
A second improvement is made in the opƟmizaƟon criterion, which describes how well the
chromatograms under consideraƟon match. The original implementaƟon of PTW employs the
root mean square diﬀerence between chromatograms (RMS). This measure has a number of
drawbacks, including a strong dependence on the intensity of signals. Moreover, when mis-
alignment is large, chromatograms need to be smoothed in order to ensure at least some over-
lap between idenƟcal peaks. This is necessary, so that the algorithm “knows” how to adapt the
polynomial warping funcƟon in the direcƟon of the opƟmal alignment. However, smoothing can
also hamper the procedure by distorƟng the chromatograms too much. The opƟmal smoothing
will thus be dependent on the width of the peaks, their number, and the severity of the mis-
alignment. By using the weighted cross correlaƟon (WCC) [75], a criterion that is designed to
take shiŌs into account, beƩer and more stable alignment results are obtained. To facilitate the
incorporaƟon of new criteria in PTW, the algorithm was adapted from its original opƟmizaƟon
by iteraƟve regression to a more general, ﬂexible and robust opƟmizaƟon approach.
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Finally, PTW is sensiƟve for peaks located at the extremes of the retenƟon Ɵme axis; some-
Ɵmes thewarping incorrectly pushes peaks “oﬀ the edge”, which again leads to subopƟmal align-
ment. We show here that padding the signal with zeros at the beginning and the end alleviates
this problem.
In this paper, we show that these enhancements to the original PTW method make the
method suitable for high-throughput alignment of large proteomic data sets. An implemen-
taƟon of this is made available in the R package ptw [35, 107].
5.2 Theory
5.2.1 Parametric Time Warping
PTW ﬁts an explicit polynomial model of degree K for the warping funcƟon w(ti), used to align
a sample signal S(ti) to a reference signal R(ti):
w(t) =
K∑
k=0
aktk (5.1)
Thus, w(t) describes which value S(w(tj)) to match with R(tj). Because w(tj) is unlikely to be
exactly at another Ɵme point ti, these values have to be calculated via linear interpolaƟon1:
Sˆ(tj) = S(w(tj)) = S(ti) + (w(tj)− ti) · (S(ti+1)− S(ti)), (5.2)
where i, j ∈ {1, . . . ,m} and ti ≤ w(tj) < ti+1. Sˆ is the sample chromatogram aŌer warping and
m is the total number of Ɵme points in the chromatograms.
The relaƟve importance of the terms in the polynomial warping funcƟon can be assessed
by mulƟplying their coeﬃcients ak with mk or mk−1 (aŌer subtracƟng 1 from the second coeﬃ-
cient). The former mulƟplicaƟon will provide new coeﬃcients a′k on a scale of datapoints, the
laƩer on a fracƟonal scale.
In order to ﬁnd the coeﬃcients of the best warping funcƟon, a loss funcƟon must be op-
Ɵmized. To this end, the root mean square diﬀerence (RMS) between the reference and the
warped sample was used in the original implementaƟon of PTW:
RMS =
√√√√∑
i
[R(ti)− S(w(ti))]2
N (5.3)
where N is the total number of points being compared. An important reason for using the RMS
measure in the original version of PTW is that it leads to an elegant and short iteraƟve regression
1Note that this formula appears wrong in the original PTW paper [29].
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algorithm for ﬁnding good coeﬃcients ak [29].
The total number of points being compared (N) generally is smaller than the original number
of points in the signals: shiŌing, stretching or compressing the sample can result in points of the
sample and/or reference no longer having a matching point in the other chromatogram. Only
those points that are within the domain of both chromatograms (the “comparison domain”)
contribute to the RMS value. A consequence is that warping is asymmetric: stretching the sam-
ple signal in one case means the reverse will happen when sample and reference are swapped.
This leads to a diﬀerent number of points lying within the comparison domain. RMS values will
thus be slightly diﬀerent for inverse warpings.
5.2.2 Zero padding
Padding signals with zeroes serves two purposes. For one, it makes peaks at the edges of the
signals less prone to shiŌing out of the comparison domain. When this happens, they do not
contribute to the loss funcƟon anymore. The other reason becomes important when two warp-
ings are done in consecuƟve fashion (see below). Without zero padding, the ﬁrst warping may
lead to a part of the signal being clipped oﬀ. A second warping is then unable to take the lost
part into account. The number of zeroes depends on the original signal length, but cannot be
determined precisely beforehand.
5.2.3 WCC
In many cases in chromatography, peak shiŌs are much larger than the peak width. An obvi-
ous disadvantage of the above-menƟoned RMS measure is that it does not disƟnguish between
large and small shiŌs – as soon as there is no peak overlap for a peak in the reference and the
sample, the contribuƟon to the overall error is maximal. As a result, the opƟmisaƟon landscape
contains large ﬂat areas which are hard to navigate, and the danger of geƫng stuck in a sub-
opƟmal soluƟon is very real. To alleviate this, in the original PTW implementaƟon, smoothing is
applied to broaden the peaks. Nevertheless, as we will see, this does not always lead to opƟmal
results.
An alternaƟve is to explicitly consider the neighbourhood of peaks. One measure that does
this is the weighted cross-correlaƟon [75], which basically consists of a convoluƟon of the cross-
correlogram with a triangular weight funcƟon [108]:
WCC = f
TWg√
fTWf
√
gTWg
. (5.4)
In this equaƟon, f and g are vectors containing mass chromatograms, andW is a banded weight
matrix containing values of oneon the diagonal, and values that are linearly decreasingwith their
distance to the diagonal. Further away than a speciﬁc distance (the triangle width), weights are
zero. The denominator contains the autocorrelograms of f and g, weighted in the same fashion,
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to obtain a WCC value that is independent of the scale of the data. In this way, paƩerns with a
small shiŌwill be judgedmore similar than paƩernswith a large shiŌ. The ﬁnal result is a number
on a scale of 0 to 1, where a value of 1 indicates a perfect match. This measure has successfully
been used in ﬁƫng laser-induced ﬂuorescence spectra [109] and X-ray powder paƩerns [110],
and for the clustering of crystal structures [111, 112]. In the current applicaƟon, we use the
diﬀerencemeasureWCC∗ = 1−WCC rather than theWCC itself, such that bothmeasures (RMS
and WCC∗) obtain an opƟmal result when they are equal to zero. For the sake of simplicity, we
will refer to the diﬀerence measure simply as WCC, unless indicated otherwise.
5.2.4 Global alignment
As noted in the introducƟon, aligning the TIC directly is not feasible. Even for well-behaved data
that can, in principle at least, be corrected with a single overall warping, the large number of
peaks and the resulƟng apparent baseline in the TIC will lead to ambiguous results. These ambi-
guiƟes can be resolved by global alignment procedures, as described in the literature [74, 101,
104–106].
Brieﬂy, global alignment explicitly uses the mass spectral informaƟon contained in LC-MS
data. Whereas peaks with similar retenƟon Ɵmes but diﬀerent values of m/z cannot be disƟn-
guished in the TIC, they are disƟnct in the full LC-MS data. This is put to use by a mulƟtrace
criterion, which only decreases in value when peaks with the samem/z overlap. In our current
PTW implementaƟon, the mulƟtrace RMS is calculated as:
RMS =
√√√√ N∑
i
M∑
j
[R(tij)− S(w(tij))]2
NM (5.5)
for Ɵme points j in traces i. This can be regarded as an overall RMS, as opposed to simply taking
the sum of the individual RMSs. As a mulƟvariate WCC, we use the average over all traces.
Global alignment oﬀers considerable improvement over warping the TIC. Nevertheless, it
sƟll results in a single overall warping funcƟon and is therefore fundamentally unable to provide
a correct warping when diﬀerent mass chromatograms suﬀer from diﬀerent shiŌs. Figure 5.2
provides a pathological example of diﬀerent shiŌs from the data set discussed in this paper:
comparing two samples (green and red) the singly charged paƩern has swapped has swapped
places with the doubly charged paƩern which has peaks at slightly lower m/z values. Another
example can be found in [32]. The cause of such phenomena is open to speculaƟon; a number
of possible causes is menƟoned in [32] and it is noteworthy to remember that the solubility of
molecules at, or close to, their isoelectric point (pI) is parƟcularly sensiƟve to slight changes in
pH.
EﬀecƟvely, these diﬀerent shiŌs cause the TICs in Figure 5.1 to become incongruent: they
can not be made to match by any amount of shiŌing, stretching or compressing, be it locally or
globally. Put diﬀerently: it is impossible to ﬁnd a single monotonic warping funcƟon that aligns
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Figure 5.2 – Overlay of a small region from two samples (green and red) of the LC-MS data set. The
diﬀerence in shiŌs between the mass chromatograms containing the peaks of the small, singly charged,
isotope paƩern and the ones containing the large doubly charged paƩern is so large as to cause the two
paƩerns to swap places along the Ɵme axis.
all peaks.
5.2.5 Multiple individual alignments
We consider themisalignment as consisƟng of two diﬀerent components: a globalmisalignment
and diﬀerent misalignments of the individual traces. If a global misalignment is present, this
should automaƟcally be incorporated in the individual warping funcƟons aŌer aligning the indi-
vidual mass chromatograms. We show, however, that a two-step procedure employing global
warping, followed by individual warpings, leads to beƩer results. The part of the misalignment
that is due to overall eﬀects will have been removed before the second step, leading to beƩer
individual warpings.
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5.2.6 Back-transforming coeﬃcients
When warping a zero-padded chromatogram or an already warped chromatogram in a two-
step procedure, the ﬁnal warping funcƟon should be described with respect to the original Ɵme
frame. The warping funcƟon in the zero-padded case wzp(t) is related to the warping funcƟon
aŌer back-transformaƟon by:
w(t) = wzp(t+ n)− n, (5.6)
where n is the number of zeroes that was added to the beginning of the signal. The coeﬃcients
of this w(t) can now be found using the binomial theorem and are described by:
ak =
K∑
i=k
azpi ni−k
(
i
k
)
− δkn. (5.7)
δk is the Kronecker delta, implying here that n should only be subtractedwhen back-transforming
azp0 .
The net resultwnet(t) =
∑M
m=0 dmtm of applying two warping funcƟons in consecuƟve fash-
ion is an overall warping funcƟon of a degree equal to the product of the degree of the two
original warping funcƟons w1(t) =
∑K
k=0 aktk and w2(t) =
∑L
l=0 bltl, so M = K × L. The new
coeﬃcients dm can be calculated according to:
dm =
K∑
k=0
akcm(k), m ∈ {0, . . . ,M} , (5.8)
where cm(k) are the coeﬃcients of tm in the expansionw2(t)k. These can be calculated using the
mulƟnomial theorem. Note that similar resultswill be obtained by using thewarping coeﬃcients
of the ﬁrst warping as iniƟalizaƟon for a second warping.
5.3 Materials and methods
As abenchmark set, parts of eleven LC-MSmeasurements of Escherichia coli protein homogenates
are used. Escherichia coli K12 strain was grown on glucose medium and cells were harvested
by centrifugaƟon (5 minutes at 2000 g). Cells were taken up in 500 µL 8M urea 10mM Tris-HCl
buﬀer pH 8.0 and were sonicated for 5 minutes. Cell debris was removed by centrifugaƟon for 5
minutes at 14000 g. Protein concentraƟon was determined using the 2D Quant kit (GE Health-
care) and proteins were digested (in-soluƟon) using trypsin as described elsewhere [113]. For
each analysis 5 µg of trypƟc E. coli pepƟdes were extracted using Stop And Go EluƟon (STAGE)
Ɵps according to [13]. Measurements were performed using an Agilent 1100 nanoﬂow liquid
chromatograph coupled online via a nano electrospray ionizaƟon source to a 7 T linear ion trap
Fourier Transform ion cyclotron resonance mass spectrometer (LTQ FT, Thermo ScienƟﬁc). Sam-
ples were analyzed using diﬀerent in-house packed columns over a period of 6 months at diﬀer-
ent days to include real life chromatographic andmass spectrometric variaƟons. Amore detailed
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descripƟon of the procedure will be given elsewhere [25, 26].
To make the LC-MS data amenable to analysis, the raw data were converted from the propri-
etary Thermo format (.RAW) to mzXML, using ReAdW version 1.1 [114]. The mzXML ﬁles were
subsequently imported in the staƟsƟcal computaƟon environmentR [35] using the read.mzXML
funcƟon from the caMassClass package [115]. Spikes in the data (having, in general, a low in-
tensity) were removed using in-house wriƩen funcƟons. The data were converted from a list
ofm/z-Ɵme-intensity triplets that is typical for mass spectrometric data, to matrix format. This
was done by binning along them/z axis, using 401 bins of width 0.5 Th spanning the feature-rich
range 400 Th – 600 Th. The relevant part of the Ɵme axis between 2000 s and 5500 s typically
consisted of 1500 – 1600Ɵmepoints andwas converted to 2000Ɵmepoints for all samples by lin-
ear interpolaƟon. The individual 401×2000 matrices were then combined in a 401× 2000× 11
array. Because the RMS measure is sensiƟve for the scale of the signals, all chromatographic
traces were scaled by dividing them by their mean prior to alignment.
We have developed an R package called ptw [107], based on the originalMatlab implemen-
taƟon [29]. A number of new funcƟonaliƟes have been added and some changes and improve-
ments have been made. For reasons of generality and ﬂexibility, the original PTW opƟmizaƟon
procedure employing iteraƟve regression has been replaced by a call to the optim rouƟne in the
stats package. Fast C implementaƟons of theWhiƩaker smoother [29, 77] and theWCCmeasure
are included in the package. For selecƟng traces, as proposed in [74] and [116], an enhanced im-
plementaƟon of the component detecƟon algorithm (CODA) by Windig et al. [117] is included.
In short, the enhancement consists of replacing means with medians. Finally, rouƟnes for zero
padding and back-transforming the warping coeﬃcients have been wriƩen. Both a subset from
the LC-MS data set studied in the current paper, and a subset of the GC data described in [29]
have been included in the package as exemplary data sets. Table 5.1 lists a few indicaƟve Ɵme
benchmarks for PTW alignments of the LC-MS data.
Table 5.1 – IndicaƟve Ɵme benchmarks for four alignments on two computers, using the ptw package.
Individual warping: 100 individual warpings of 2 LC-MS traces of 2000 data points. Global warping: a
single global warping of 2 samples consisƟng of 100 LC-MS traces with length 2000 data points. ‘degree’:
degree of the polynomial warping funcƟon used for alignment. ‘trwdth’: width in Ɵme points of the WCC
triangular weighƟng funcƟon. Computer 1: Intel Core 2 Duo E6600 processor w. 8 GB RAM running 64b
Kubuntu Linux 8.04. Computer 2: Intel Core 2 Duo processor T9600 w. 3 GB RAM running 32b Windows
XP.
warp type degree trwdth Comp. 1 Comp. 2
Individual 2 20 ∼30 s ∼25 s
Individual 5 100 ∼90 s ∼65 s
Global 2 20 ∼30 s ∼30 s
Global 5 100 ∼65 s ∼50 s
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5.4 Results and discussion
Zero padding. To show the eﬀect of peaks very close to the beginning or the end of the signals
we calculate the value of the distance criteria, RMS and WCC, on a ﬁne grid of (a0, a1) (“shiŌ”
and “stretch”) combinaƟons. The RMS landscape of warping trace 389 for samples one (as the
“reference” signal) and two (as the “sample” signal) of the E. coli data is shown in the top leŌ
plot in Figure 5.3. This parƟcular trace nicely illustrates the result of peaks being “pushed out”
of the comparison domain. Darker (red) colours indicate smaller values for the criterion, i.e.
beƩer agreement. The opƟmal warping, indicated by an open circle, is found at (−239, 1.15).
This point is located at the intersecƟon of the two red lines which correspond to correct align-
ment of either of the twomajor peaks. Figure 5.4 shows the chromatograms themselves for the
situaƟons indicated in Figure 5.3.
Clearly, shiŌ and stretch combinaƟons in the top right and boƩom leŌ corners of the land-
scape are far away from the opƟmal warping; nevertheless, these combinaƟons lead to regions
with relaƟvely low RMS values, incorrectly indicaƟng a good similarity for this warping. This is
the result of peaks that are no longer taken into account because they have come to lie outside
the comparison domain. An opƟmizaƟon rouƟne that enters one of these triangular regions will
never be able to reach the global opƟmum.
In contrast, adding zeros before and aŌer the reference and sample signals forces the peaks
at the extremes to be taken into account, even for larger distorƟons of the Ɵme axis. In this case,
we add 250 zeros both before and aŌer the signals. The result is shown in the top right plot:
the triangular regions with low RMS values have shiŌed away from the opƟmum warping and
more bad warpings now correctly lead to high RMS values. Thus, opƟmizaƟon is more likely to
be driven in the direcƟon of the true global opƟmum.
The boƩom plots in Figure 5.3 show the corresponding plots for the WCC criterion. Clearly,
it is much less aﬀected by runaway peaks than the RMS. The reason is that in contrast to the
RMS, WCC is a sum of posiƟve contribuƟons: if a peak falls outside the window, it will no longer
posiƟvely contribute to the crosscorrelaƟon, and the result will be a bad similarity. Even though
the net eﬀect of zero padding is much smaller than with RMS, there sƟll is an improvement.
Therefore, in the remainder of the paper, zero padding with 250 zeros on both sides of the chro-
matograms under consideraƟon is used by default for opƟmizaƟon.
LC-MS data is generally characterized by long low-intensity regions of chemical or instrumen-
tal noise before and aŌer peak eluƟon. These can – in principle – serve the same funcƟon as
zero padding. However, the end of the gradient eluƟon region in LC-MS is a place where many
previously uneluted compounds accumulate, resulƟng in a region of closely-packed and badly
separated chromatographic peaks. This region may hamper alignment and it can be beneﬁcial
to remove it. One might even be interested in aligning only a small, but parƟcularly interesƟng
part of the data. In both these cases, peaks are likely to end up at the edges of the signal and
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(a) (b)
(c) (d)
Figure 5.3 – Top row: RMS landscapes of comparing traces 389 from samples one (reference) and two
from the E. coli data. (a) without zero padding. (b) with zero padding. BoƩom row: similar, but now using
WCC as the criterion. Darker (red) colours indicate lower (‘beƩer’) values, lighter (yellow) colours indicate
higher (‘worse’) values. The idenƟty warp (0, 1) is indicated with ×, the global opƟmum with ◦; these
symbols and the numbers in the top leŌ ﬁgure correspond with those in the plots of Figure 5.4.
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(a) (b) (c)
(d) (e) (f)
Figure 5.4 – Traces 389 from samples one (the reference, in black) and two (orange) for linear warpings
according to diﬀerent combinaƟons (a0, a1) of shiŌ and stretch parameters. The symbols and numbers
correspond with those in the landscapes of Figure 5.3.
zero padding is required. In general, it is important to realize the eﬀects that zero padded / low
intensity regions have on alignment for the reasons that we have outlined above.
WCC versus RMS. Sample seven is chosen as the reference, because it has the highest sim-
ilarity to all other samples. All 401 traces of the ten other samples are individually aligned to
the corresponding traces in sample seven, using 401 trace-speciﬁc quadraƟc warping funcƟons.
StarƟng coeﬃcients of {0, 1, 0} are used, corresponding to the idenƟty warp (i.e. no warping).
This procedure is performed using RMS and eight diﬀerent grades of smoothing, and also using
WCC with eight comparable triangle widths (see Figure 5.5). Only results are taken into account
where at least 1500 out of 2000 Ɵme points of the warped sample are within the Ɵme range of
the reference; alignments for which this number is lower are considered “runaways”.
To assess which method performs best as an opƟmizaƟon criterion, the warping results are
evaluated cross-wise: aŌer an opƟmizaƟon using RMS, both WCC (for a ﬁxed triangle width of
20 points) and RMS (for unsmoothed data) are used to evaluate the quality of the ﬁnal result.
Similarly, for the result of a WCC-based opƟmizaƟon both RMS and WCC values are calculated,
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(a) (b)
Figure 5.5 – (a) RMS values of alignments obtained using RMS (orange) and WCC (red) as opƟmizaƟon
criteria. Values for the smoothing parameter with RMS and the comparable triangle width in WCC can be
found at the boƩom and top axes, respecƟvely. (b) The same ﬁgure, but now usingWCC as the evaluaƟon
criterion for the same opƟmizaƟon results.
again using unsmoothed data and a WCC triangle width of 20 points for evaluaƟon. In this way,
any bias of the outcome towards one of the methods used for evaluaƟon is circumvented.
Figure 5.5 shows the results of the 2×8×4010 quadraƟc alignments of the samples from the
E. coli set. The leŌ plot shows the RMS values of the ﬁnal alignments; the right plot shows WCC
values. RMS opƟmizaƟons are indicated with the light-coloured (orange) bars; WCC opƟmiza-
Ɵons with the darker, red, bars. Both criteria are dependent on the size of the neighbourhood
taken into account: for RMS, this is given by the degree of smoothing (and the corresponding
peak broadening) – forWCC, the relevant parameter is the triangle width. Similar opƟmal values
are found: the WCC performs best with a triangle width of around 200 points; the RMS using
a smoothing of 104 to 106. For small neighbourhoods, the RMS fares beƩer: however, in this
regime both opƟmizaƟons fail to deliver opƟmal results. In the appropriate region, opƟmiza-
Ɵon based on WCC values is consistently and signiﬁcantly (p < 1 · 10−15) beƩer, whether the
ﬁnal evaluaƟon is done by WCC or RMS. Moreover, the spread for WCC-based opƟmizaƟons
is smaller. The important point is that WCC-based opƟmizaƟons not only give the best WCC
values, but also the best RMS values.
Global warping. Figure 5.6 shows WCC landscapes obtained for warping sample nine, with
sample seven as a reference. Again, for the purpose of visualizaƟon, only constant shiŌ and lin-
ear stretch (a0, a1) are varied. The top leŌ ﬁgure depicts the landscape for warping the TIC. The
large dark (red) area of low WCC values is the result of the extremely high peak density in the
TIC. This leads to a very large overlap, almost regardless of the exact warping funcƟon, and an
unstable and ambiguous alignment result. When binning the data in increasingly smaller bins
and using a mulƟtrace criterion, however, the ambiguiƟes resolve and for 400 bins of width 0.5
Th the result at the top right is obtained. Here, the opƟmal warping (164, 0.79) is immediately
clear.
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(a) (b)
(c) (d)
Figure 5.6 –WCC landscapes for warping samples seven and nine from the E. coli set. Darker (red) colours
indicate low (‘good’) WCC values, lighter (yellow) colours indicate high (‘bad’) WCC values. (a) warping
TICs, using a triangle width of 1. (b) for a global alignment using all 401 bins of width 0.5 Th. (c) for a
global alignment using the ﬁrst 10 CODA-selected traces. (d) idem, but with a triangle width of 40.
The boƩom row of ﬁgures shows the landscapes obtained when only a small subset of all
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401 traces is used. In this case, ten traces, selected by the slightly modiﬁed version of the com-
ponent detecƟon algorithm of Windig et al. [117] were used. The boƩom leŌ ﬁgure shows that,
for a triangle width of 1, i.e. not taking into account any neighbourhood informaƟon, a number
of local minima are visible as straight lines. These result from combinaƟons of shiŌ and stretch
that each properly align a part of the peaks present in these traces. For well-behaved data, all
lines should cross in a single point in (a0, a1, a2, . . .) space, at the combinaƟon of parameters
that results in the alignment of all peaks. For data suﬀering from diﬀerent shiŌs in diﬀerent
traces, the lines will not even cross in an inﬁnite-dimensional parameter space and global warp-
ing can only be used to ﬁnd the best average warping.
A larger triangle width has a smoothing eﬀect on the landscape, which should help the opƟ-
mizaƟon procedure in ﬁnding this best average warping. The boƩom right plot shows a picture
that is quite similar to the situaƟon in the top right, with a clear opƟmum and a smooth land-
scape. Thus, it would seem there are two possible ways of ﬁnding a meaningful global warp,
either by using all (or at least a large part) of the available chromatographic traces, or by using
a small ‘high quality subset’ of traces in combinaƟon with a larger triangle width. This implies
that, given enough high-quality mass chromatograms, any similarity funcƟon will lead to sat-
isfactory results for global alignments. Indeed, we observe that the diﬀerences between RMS
andWCC all but disappear when performing global warping with all 401 traces and that a only a
small amount of smoothing (≥ 2 · 103) or a small triangle width (≥ 40) suﬃce to obtain opƟmal
results (cf. Figure 5.10 at the end of this Chapter). When applying global alignment to a number
of CODA-selected traces, the evaluaƟon with WCC suggests a slight advantage for WCC, but this
advantage does not showwhen evaluaƟng the results with RMS. The alignment results obtained
when using all 401 traces compare favourably with those obtained for small subsets (10, 20, 50)
of CODA-selected traces (Figures. 5.10, 5.11 and 5.12 at the end of this Chapter). A large set of
CODA-selected traces (300) gives virtually idenƟcal results as the complete set (Figures 5.13 at
the end of this Chapter). Thus, CODA does not seem to enhance the alignment result compared
to using the whole set and low-quality traces seem to have no detrimental eﬀect on the align-
ment. The only reason to select a smaller subset of (high quality) traces is a somewhat faster
alignment, but, considering the speed of our PTW algorithm (see table 5.1), this is only of mi-
nor importance. A very recent paper by ChrisƟn et al. [116] suggests using a localized version
of CODA (LCODA) in combinaƟon with (a.o.) PTW, but it is unclear if this leads to a signiﬁcant
improvement over simply using all traces.
Multiple individual alignments Figure 5.6a shows the results for TIC alignment, global align-
ment, individual alignments, and global alignment followed by individual alignments of the ten
samples with sample seven as a reference. All results shown are for fourth degree warping
funcƟons overall, meaning that the ﬁrst three alignments used fourth degree warping func-
Ɵons and the last one is the back-transformed result of a quadraƟc global warping followed
by quadraƟc individual aligments (“2×2 warping”). All warping funcƟons are obtained on zero-
padded samples, transformed back to the original Ɵme frame and applied to non-zero-padded
chromatograms, leading to the results depicted in Figure 5.6a.
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(a) (b)
Figure 5.7 – Boxplots of (a) the results of four alignment strategies, expressed as the averageWCC over all
traces, using a triangle width of 20, and (b) the global WCC values obtained for warping the ten samples
using, from leŌ to right: 400 eighth-degree warping funcƟons, 4× 2 warping, and 2× 4 warping.
The plot shows the average WCC values calculated from the 400 individual traces. For eval-
uaƟng the TIC-based alignment and global alignment results the individual traces are all warped
using 400 instances of the same warping funcƟon, whereas for the other two alignment strate-
gies, the individual warping funcƟons can be applied directly aŌer the necessary transforma-
Ɵons.
It is directly obvious that TIC alignment is the worst alignment strategy and that global warp-
ing improves on it. The individual alignments, however, are a large improvement again over
global warping, but the combinaƟon of global and individual warping leads to the best results.
At this point, it is important to assess whether the strong decrease in WCC values is not due
to overﬁƫng, i.e. falsely aligning peaks in the sample with diﬀerent peaks in the reference. By
visual inspecƟon of the aligned traces, we have found no evidence of overﬁƫng. Moreover, the
fact that the very restrained 2 × 2 warping results in a lower average WCC than the relaƟvely
‘free’ individual fourth degree warping is strong proof that the lowering of the WCC cannot be
due to overﬁƫng.
We also compare two diﬀerent combinaƟons of global and individual warpings: once using
a fourth degree global warping and quadraƟc individual warpings (“4×2” warping) and once us-
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ing a quadraƟc global warping and fourth degree individual warpings (“2× 4” warping). In both
cases, the overall warping funcƟon is of degree eight. The results – aŌer the necessary trans-
formaƟons and re-applicaƟons – are shown in Figure 5.6b, together with the result for using in-
dividual warpings of degree eight. Again, the global WCC values for both combined approaches
are lower than when using individual alignments only, but those of 2× 4 warping are lower sƟll
than those of 4 × 2 warping. This result also shows once more that there is an actual eﬀect of
the global warping: it eﬀecƟvely guides the nine-dimensional search to a “more relevant” part
of parameter space. The 2 × 4 warping is therefore what is used to produce Figure 5.8, a plot
of the two TICs shown before in Figure 5.1. This ﬁgure clearly shows that 2 × 4 PTW with zero
padding does not only lead to good results in a numerical sense or when assessing the alignment
quality of a limited number of individual peaks, but is actually capable of providing congruent
and well-aligned TICs. Again, no indicaƟons for overﬁƫng were found.
Figure 5.8 – The same two TICs as in Figure 5.1, aŌer alignment with 2× 4 warping.
Decreasing the bin size may also lead to improved results for the individual warpings. The
step of going from bins of a certain width to smaller bins in individual warping resolves ambigu-
iƟes in much the same way as when going from warping the TIC to a global warping of mulƟple
bins. For global warping, however, the minimal WCC with respect to binsize is already reached
for a relaƟvely small number of bins, as can be seen in Figure 5.8a. As Figure 5.8b shows, for
individual warpings the results keep geƫng beƩer for increasingly smaller bins. Here, the de-
crease in WCC values can be expected to level oﬀ at a resoluƟon where most individual peaks
occupy their own bins, or, stated diﬀerently, at the point where most bins contain a single peak
or are empty. From one point of view the risk of overﬁƫng becomes greater for smaller bins
containing fewer peaks, but, reciprocally, the smaller the bin, the less likely it is that peaks that
85
5 Improved Parametric Time Warping
are in it are not idenƟcal. Nevertheless, the danger of overﬁƫng should be kept in mind when
performing individual and combined warping and visual inspecƟon of the results is – as always
– mandatory.
(a) (b)
Figure 5.9 – WCC values of (a) warping the ten samples in global fashion with a fourth degree warping
funcƟon, using the number of bins indicated at the boƩom, and (b) warping the ten samples in individual
fashion.
The cauƟonary principle is of course even more important for data that are not exact repli-
cates. The data used in this paper consist of replicates, albeit being very complex and originaƟng
from diﬀerent individual samples, being measured over a Ɵme course of months on diﬀerent
columns and using diﬀerent tunings of the equipment. In the context of looking for biomarkers
in proteomics or metabolomics, one uses data that contain a lot of biological variaƟon and one
explicitly searches for peaks that are either consistently diﬀerent in magnitude or even present
in one group and absent in the other. EﬀecƟvely, all peaks that are not present in both the
sample and reference chromatograms for alignmnent provide “noise” that makes it harder to
ﬁnd the correct warping funcƟon. Individual warpings suﬀering from this noise might lead to
wild results. It is advisable then not to make the bins too small. Moreover, the warping funcƟon
should be of a relaƟvely low degree so that the number of peaks that are common in a bin across
the two samples is large enough.
As a ﬁnal remark, note that baselines contribute strongly to both the WCC and the RMS,
especially when R and S have diﬀerent baseline levels [29]. In general, it is therefore important
to remove them prior to alignment. A procedure for this, using asymmetric least squares, is
described in [29]. However, the LC-MSdata used in the current paper possess no visible baseline.
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Baseline removal was, therefore, not used in producing the results.
5.5 Conclusion
We have presented a number of improvements to the Parametric Time Warping algorithm and
discussed some strategies that improve warping results. Padding the signals with zeros before
starƟng the opƟmizaƟon process leads to improved results, because it prevents peaks from
being pushed out the comparison domain and prevents clipping in a two-step warping. The
weighted cross correlaƟon is shown to be a signiﬁcantly beƩer measure of similarity than the
original root mean squared diﬀerence between chromatograms. Moreover, it does not require
a separate smoothing step. The enhanced PTW algorithm, available in the R package ptw is ca-
pable of performing both global warping and individual warping. It makes use of a more robust
and ﬂexible opƟmizaƟon method than the original iteraƟve regression opƟmizaƟon.
Furthermore we have shown that, although global warping in itself improves the alignment
of LC-MS data, it cannot always resolve the diﬀerences between individual traces. This is appar-
ent from the fact that it does not lead to congruent TICs. Using our two-step procedure resolves
this problem.
Although we have only discussed these improvements in the context of PTW, most of them
are in principle not dependent on this parƟcular alignment method. Other warping methods
may beneﬁt from similar improvements.
We have discussed the applicaƟon of PTW to LC-MS data only, but this is by far not its only
possible applicaƟon area. The original PTW paper [29] discusses a successful applicaƟon to GC
data and we have good experiences with applicaƟon to replicate NMR measurements as well.
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(a)
(b)
Figure 5.10 – Top plot: RMS values of alignments obtained using RMS (orange, green) andWCC (red, blue)
as opƟmizaƟon criteria. The orange and red boxes depict the results obtained using the best 10 CODA-
selected traces, the green and blue ones stand for the results obtained using all 401 traces. Values for the
smoothing parameter with RMS and the comparable triangle width in WCC can be found at the boƩom
and top axes, respecƟvely. BoƩom plot: the same ﬁgure, but now using WCC as the evaluaƟon criterion
for the same opƟmizaƟon results.
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(a)
(b)
Figure 5.11 – The same as Figure 5.10, but the orange and red results are for the best 20 CODA-selected
traces.
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(a)
(b)
Figure 5.12 – The same as Figure 5.10, but the orange and red results are for the best 50 CODA-selected
traces.
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(a)
(b)
Figure 5.13 – The same as Figure 5.10, but the orange and red results are for the best 301 CODA-selected
traces (i.e. the 100 ‘worst’ traces have been removed.)
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Pinpointing Biomarkers in Proteomic
LC-MS Data by Moving-Window
Discriminant Analysis
The idenƟﬁcaƟon of diﬀerenƟal paƩerns in data originaƟng from hyphenated measurement
techniques like LC-MS is pivotal to proteomics. Although ‘shotgun proteomics’ has been em-
ployed successfully to this end, this method also has severe drawbacks, because of its depen-
dence on largely untargeted MS/MS sequencing and databases for staƟsƟcal analyses. Alter-
naƟvely, several MS-signal-based (MS/MS-independent) methods have been published that are
mainly based on (univariate) Student’s t-tests. Here, we present a more robust mulƟvariate al-
ternaƟve employing Linear Discriminant Analysis. Like the t-test-based methods, it is applied
directly to LC-MS data, instead of using MS/MS measurements. We demonstrate the method
on a number of simulated data sets as well as on a spike-in LC-MS data set, and show its superior
performance over t-tests.
Bloemberg, T. G., Wessels, H. J. C. T., Van Dael, M., Gloerich, J., Van den Heuvel, L.
P., Buydens, L. M. C., & Wehrens, R. AnalyƟcal Chemistry 83, 5197–5206 (2011).
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6.1 Introduction
Liquid Chromatography-Mass Spectrometry (LC-MS) has become the de facto standard as a plat-
form for proteomic biomarker discovery studies [118, 119]. In a typical proteomic biomarker
search, samples originate from a Ɵssue biopt or bodyﬂuid (plasma, urine, cerebrospinal ﬂuid) of
two groups: a case group and a control group [120, 121]. Currently themost important method-
ology for ﬁnding systemaƟc diﬀerences between these groups of samples by means of LC-MS
is shotgun proteomics [27, 122]. This methodology comprises MS/MS sequencing measure-
ments in combinaƟon with database searching to idenƟfy proteins in the sample, aŌer which
the abundances (based onMS signal intensiƟes or spectral counts) of the idenƟﬁed proteins are
compared. There are intrinsic problems associated with this approach: the MS/MS sequencing
is largely random, and quanƟtaƟon of pepƟdes is dependent on their idenƟﬁcaƟon.
The sequencing problem is immediately obvious from the term ‘shotgun’. Although pepƟde
sequencing by MS/MS is oŌen referred to as data-dependent, this means in pracƟce that only
the most intense pepƟde signals in a certain retenƟon Ɵme range will be selected for sequenc-
ing. Thus, many pepƟdeswill not be sequenced at all and the choice of pepƟdes to be sequenced
is random insofar that it is generally unrelated to the problem under invesƟgaƟon. Moreover,
when mulƟple samples are considered—as in a biomarker search—there is no assurance that a
protein that is present in certain samples will actually be detected in all of them.
On top of the limited number of sequencing events, a general problem that any MS/MS
based biomarker search strategy faces is its dependence on pepƟde idenƟﬁcaƟons and quanƟ-
taƟons [27]. Any pepƟde ion not readily idenƟﬁed via database searches (typically about 70-80%
of the acquired MS/MS spectra aŌer validaƟon, in our experience) is therefore not quanƟﬁed
(and thus neglected), even when it might be the most signiﬁcant dissimilarity between sam-
ple sets. AlternaƟve strategies for the idenƟﬁcaƟon of pepƟde sequences from fragment ion
spectra, such as computer-assisted de novo sequencing or manual interpretaƟon, might help to
alleviate this problem. However, these methods also have a limited success rate and are ex-
tremely Ɵme and computer intensive. With the hardware and soŌware currently available, it is
therefore simply impossible to successfully idenƟfy the majority of pepƟdes in a sample, thus
presenƟng an intrinsic problem for MS/MS driven quanƟtaƟon strategies.
For the abovemenƟoned reasons, there is an incenƟve for database-free and MS/MS-free
analysis methods that are able to extract diﬀerenƟal paƩerns from LC-MS data without the need
for a pepƟde or protein idenƟﬁcaƟon step in the search process [123]. Several such methods
have been described in literature [124–126]. Commonly, they employ some modiﬁed version
of a t-test to locate diﬀerenƟal paƩerns in LC-MS data. For perfect data, with a large number
of samples, no noise or intensity changes and no misalignments in the chromatographical di-
recƟon, these methods perform adequately. Unfortunately, real-life data are far from perfect;
noise is omnipresent and the requirement for many samples opposes that of no misalignments
due to, e.g., column replacements and variable performance of the ionizaƟon source, liquid
94
6.2 Theory
chromatograph and mass spectrometer over Ɵme.
In this paper, we introduce the concept of Moving-Window Discriminant Analysis (MWDA).
This approach uses a combinaƟon of Principal Component Analysis (PCA [71, 72, 127] and Lin-
ear Discriminant Analysis (LDA [71, 72, 128, 129]), collecƟvely known as PCA-LDA [130–134] to
compare complete mass chromatograms or mass spectra extracted from the LC-MS data rather
than single intensiƟes, as in t-tests. We show that, for perfect data, its performance is similar
to that of mulƟple t-tests, but that it is far more robust to imperfecƟons, thus outperforming
t-tests in realisƟc situaƟons. We also apply both methods to a set of spike-in LC-MS data (the ‘E.
coli data set’) that will be made publicly available as a benchmark model for complex samples
with biomarkers [26]. We show that MWDA has a much steeper iniƟal true posiƟve rate than t-
tests for these real data also and that it is capable of idenƟfying a signiﬁcant number of spiked-in
pepƟdes in the data. We expect the method to be of use in current boƩom-up (pepƟde-based)
as well as in upcoming top-down (whole-protein-based) proteomics [135, 136].
6.2 Theory
AŌer the typical data processing steps described in the SupporƟng InformaƟon secƟons at the
end of this Chapter, an LC-MS sample can be represented as a matrix. Figure 6.1 shows matrix
representaƟons of sample 1 from the E. coli data set and sample 1 from a small noiseless data set
that was simulated purely for illustraƟve purposes (the ‘illustraƟon data set’). The columns of
both matrices are mass spectra separated by (eluƟon) Ɵme, and their rows are chromatograms
disƟnguished by mass-over-charge (m/z) raƟo. Generally, complete proteomic LC-MS studies
consist of several tens of samples. Stacked on top of each other, their matrix representaƟons
form a 3-dimensional array or data cube of dimensions # m/z-values × # Ɵme points × #
samples. Figure 6.2A shows such a data cube of samples 1–4 of the illustraƟon data set; the
horizontal slices are matrices like the one in Figure 6.1 represenƟng the individual LC-MS mea-
surements.
6.2.1 Multiple t-tests
A basic univariate approach for ﬁnding potenƟal biomarkers applies two-sample Student’s t-
tests [137] to the intensiƟes of the case and control samples in the verƟcal columns (Figure 6.2C)
at all Ɵme-m/z combinaƟons in the data cube. Formally, when a set ofmulƟple inferences is con-
sidered simultaneously, a mulƟple tesƟng correcƟon is indicated to prevent the null hypotheses
from being rejected incorrectly too oŌen. In the context of biomarker searches however, it is
not so much the parƟcular p-values for the individual hypothesis tests that are of interest, but
rather their order [126]: the smallest p-value is most likely to be caused by a true biomarker.
Since mulƟple tesƟng correcƟons are one-to-one funcƟons of the input p-values, their order
does not change and the correcƟon can safely be leŌ out.
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Figure 6.1 – Images of the matrix representaƟons of the ﬁrst LC-MS measurement of the E. coli data
set (A) and of the ﬁrst sample from the illustraƟon data set (B). Columns are mass spectra, rows are
chromatograms. In both ﬁgures, the blue chromatogram at the top is the sum of all ion intensiƟes at
each given Ɵmepoint: the total ion current (TIC). The red mass spectra at the right are the total mass
spectra. The colour scale for both images is similar, but relaƟve to the samples’ intensity distribuƟons.
The rectangle in ﬁgure (A) indicates the part of the E. coli samples that is analyzed in this paper.
Figure 6.2 – Part of the data cube of the illustraƟon data set. The black horizontal slices in ﬁgure A rep-
resent the ﬁrst four LC-MS samples of the data set. The blue verƟcal slice is an LC-matrix, containing
chromatograms; the red slice contains mass spectra and thus is an MS-matrix. The verƟcal column in
ﬁgure C contains a single intensity per sample. These intensiƟes can be subjected to a t-test, whereas the
LC- and MS-matrices are amenable to mulƟvariate analyses such as LDA.
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Figure 6.3 – The MWDA procedure applied to LC-matrices of the illustraƟon data set: PCA-LDA is applied
to the subsequent LC-matrices of the small simulated data set. Each applicaƟon results in a discriminant
coordinate a (a vector) and a Fisher quoƟent F (a scalar). Combined, the Fisher quoƟentsmake up a vector
f⃗ that can be ploƩed as a mass spectrum-like structure, with the intensiƟes represenƟng the classiﬁability
of the corresponding LC-matrices. The discrimininant coordinates together make up a matrix A that is
similar to the matrix of an LC-MS measurement (Figure 6.1). A high Fisher quoƟent means that the corre-
sponding LC-matrix is well-classiﬁable and thus is likely to contain one or more chromatographic proﬁles
that disƟnguish between the sample classes. The proﬁle of interest can be found from the associated
discriminant coordinate.
6.2.2 Moving-Window Discriminant Analysis
Instead of just columns, it is also possible to take complete verƟcal slices from the data cube
(Figures 6.2A and B). There are two opƟons: slicing along the retenƟon Ɵme axis gives matri-
ces containing chromatograms (LC-matrices, blue slice in Figure 6.2B), whereas slicing along the
mass-over-charge axis results in a matrix of mass spectra (MS-matrices, red slice in Figure 6.2B).
These matrices are amenable to mulƟvariate analyses, which are commonly employed for regu-
lar one-dimensional spectroscopical or spectrometrical data (e.g. infrared spectra, NMR spectra,
mass spectra, etc.) and chromatographical data [130–134, 138].
MWDA proper comprises the applicaƟon of PCA-LDA (see SupporƟng InformaƟon secƟons
at the end of this Chapter) to the subsequentmean-centered LC-matrices in the data cube. Mov-
ing the window along themass-over-charge axis or along the Ɵme axis, MWDA produces a scalar
Fisher quoƟent F and a discriminant coordinate vector a for each subsequentmatrix (Figure 6.3).
Combined, all the Fisher quoƟents make up a vector resembling a mass spectrum. Complemen-
tary to the Fisher quoƟents, the individual discriminant coordinates resemble chromatograms.
Taken together, all discriminant coordinates form a matrix A of dimensions # m/z-values × #
Ɵme points, i.e. resembing a sample from the original data set.
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PotenƟal biomarkers are now expected to be found in A at the m/z-values (rows) speciﬁed
by high values of the Fisher quoƟent and in the orthogonal Ɵme direcƟon (columns) by the high-
est peak (absolute value) in the previously speciﬁed row. In the original samples, disregarding
misalignments, the peak of the biomarker-pepƟde is located at that same posiƟon.
Here, we use the LDA Fisher quoƟents F to determinewhether or not an LC-matrix contains a
biomarker signal. The percentage of correctly classiﬁed samples (PCC) in a cross-validaƟon set-
Ɵng can be used to the same end. As opposed to F, which is on a conƟnuous scale, the discrete
nature of the computaƟonally intensive PCC can obscure interesƟng diﬀerences between the
LC-matrices for small sample numbers, however. Apart from opƟmizing the seƫngs of PCA-LDA
in MWDA, it may also be worth considering other discriminant methods (e.g. PLS-DA, elasƟc
nets [139]) in similar fashion. Similarly, regression methods (e.g. PLS, PCR) would be of interest
to use in a similar approach for data fromƟme series or other seƫngs that diﬀer from the typical
two-class case-control setup.
6.3 Experimental
Both simulated and real LC-MS data sets are used in this paper. A short descripƟon of both
types of data sets follows below; more elaborate informaƟon is presented in the SupporƟng
InformaƟon secƟons at the end of this Chapter.
Thirty-two data sets were simulated in R [35], to assess the relaƟve performances of MWDA
and t-tests for diﬀerent amounts of misalignment. All of these data sets have the same dimen-
sions (1000×2000×17). The number of samples (seventeen) and their class distribuƟon (eleven
from class one, six from class two) are equal to those in the real E. coli data set. All class one
samples in all thirty-two data sets contain one-thousand compounds, characterized by a single
gaussian eluƟon proﬁle, but diﬀerent numbers (between one and ten) of MS-peaks. That is, the
number of peaksmay diﬀer slightly between data sets A and B, but is the samewithin data set A.
Compared to class one samples, class two samples contain ﬁve extra compounds that represent
the biomarkers. The peakwidth along them/z axis is a single datapoint; along the retenƟon Ɵme
axis it gets wider gradually according to sd = max(1, 1 + log10(t)), i.e. the standard deviaƟon
for the gaussian lineshape goes from 1 at t = 0 to 4 at t = 1000.
The parameter of interest in the simulated data is the misalignment between idenƟcal com-
pounds in diﬀerent samples. To invesƟgate its inﬂuence, the thirty-two simulaƟons consist of
four groups (1-4) of eight data sets (A-H) each. Each group is essenƟally a copy of the other ones,
i.e. the compounds in data set A of group 2 are exactly the same as those of data set A in group
1, but the groups diﬀer in one main aspect: in group 1, idenƟcal compounds in all samples are
located at the exact same posiƟons along the eluƟon Ɵme axis, whereas in groups two, three
and four they have a random normal shiŌwith standard deviaƟons of ten, ﬁŌy and one-hundred
datapoints, respecƟvely.
The E. coli set is a real 1801×2000×17 (#m/z values× #Ɵmepoints× # samples) proteomics
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data set that consists of LC-MS measurements of trypƟc digests [90] of Escherichia coli protein
homogenate. Six of the seventeen samples are spiked with bovine carbonic anhydrase. As op-
posed to the simulated data sets, there is no ground truth (i.e. prior knowledge about carbonic
anhydrase pepƟdes) available for this set; MWDA and t-tests results are assessed aŌerwards,
based on two further types of experiments: LC-MS/MS measurements and direct infusion nano
electrospray ionizaƟon (‘nanospray ionizaƟon’, NSI) MS measurements of trypƟcally digested
carbonic anhydrase only.
6.3.1 Data Analysis
Simulated Sets: MWDA and t-tests
In principle, MWDA can be applied to either the LC-matrices or the MS-matrices of LC-MS data.
Misalignments along the retenƟon Ɵme (LC) axis inhibit its applicaƟon toMS-matrices, however.
Thus, MWDA was applied only to the LC-matrices of each set. The performance of PCA-LDA is
sensiƟve to the number of principal components that is retained prior to LDA. We therefore
opted to use the ﬁrst three data sets (A, B and C) out of each group of eight as a training set to
determine a tentaƟve opƟmum for the number of principal components to retain. The number
of PCs was then ﬁxed for the subsequent MWDA analyses of the ﬁve sets (D–G) with similar
characterisƟcs per group (the test sets). For each set, the thousand Fisher quoƟents of the re-
specƟve LC-matrices were used to determine which matrices to designate as posiƟves.
For comparison, two-sample, two-sided Student’s t-tests were applied to the intensiƟes at
the twomillion individualm/z–Ɵmepoints of each set, using pooled variances. The resulƟng two
million p-values cannot be directly compared to the thousand F-values obtained by applying
MWDA to the LC-matrices. Therefore, to enable comparison with MWDA, the lowest p-value
out of the two-thousand for each LC-matrix was used to determine if the matrix was a posiƟve
according to the t-tests.
E. coli Benchmark Set: MWDA and t-tests
AŌer the data processing steps described in the SupporƟng InformaƟon secƟons at the end of
this Chapter, the LC-matrices of the real spike-in set were analyzed using MWDA in two steps:
ﬁrst, the complete 1801×2000×17 array was analyzed, similar to the simulated sets. The num-
ber of PCs to use could not be based on a training set with a known ground truth in this case and
was therefore determined as the rounded average of the ﬁrst ’knees’ or ’elbows’ in the scree
plots [127] of ten randomly chosen LC-matrices, resulƟng in ﬁve PCs being retained for every
LC-matrix. Assuming equal null-distribuƟons for MWDA on all LC-matrices, a permutaƟon test
of 18010 total permutaƟons was performed by making ten class permutaƟons per LC-matrix.
The signiﬁcance level was set at 0.10, i.e. only Fisher quoƟents that were higher than the 90%
lowest Fisher quoƟents of the permuted data sets were designated posiƟve. FiŌy out of 1801
Fisher quoƟents were larger than the corresponding threshold. Put diﬀerently: ﬁŌy out of 1801
null hypotheses of ‘no diﬀerence’ were rejected. About half of the peaks were idenƟﬁed as cor-
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responding to m+1z , m+2z and m+3z peaks of isotope paƩerns of which the monoisotopic peak was
also idenƟﬁed. These isotope peaks were retained in the further analysis.
To increase the precision of the ﬁŌy m/z-values, binning, as described in the SupporƟng In-
formaƟon secƟons at the end of this Chapter, was performed again, starƟng all over from the
LC-MS data inmzXML format andmaking ﬁŌy-one new bins of width 0.01 Th spanning the range
of each original 0.5 Th wide bin that was posiƟve in the ﬁrst analysis. The resulƟng 2550 new
chromatographic matrices were subjected to MWDA again and for each group of ﬁŌy-one sub-
bins, the m/z-value of the one with the highest Fisher quoƟent was noted down. These ﬁŌy
precise m/z-values were subsequently used for comparison with the addiƟonal LC-MS/MS and
direct NSI MS measurements (i.e. without chromatographic separaƟon) of carbonic anhydrase
only.
For the t-tests, a similar procedure was followed: again the complete E. coli array was an-
alyzed, similar to the simulated sets. Rather than making use of the theoreƟcal t-distribuƟon,
permutaƟon tests were used here as well: the class labels were permuted ten Ɵmes and aŌer
each Ɵme the complete E. coli array was analyzed, using the permuted class labels. Both for the
permuted and original class labels, the lowest p-value per LC-matrix was determined, as for the
simulated sets. Next, the posiƟve LC-matrices, with p-values below the 0.10 signiﬁcance level
were determined, resulƟng in eighty-ﬁve posiƟves. For these, the LC-MS data were re-binned
and re-analyzed and the precise results were again compared with those from the addiƟonal
measurements.
Finally, aŌer comparing the performance of MWDA and t-tests for the E. coli set, we decided
to compare the performance of the t-testswith that of randomm/z values, to assess the baseline
level for the procedure. To this end, the enƟre t-test procedurewas applied to the E. coli set with
permuted class labels. Since a permutaƟon test for permuted data would be meaningless, an
arbitrary number of seventy-two p-values were designated posiƟve, corresponding to an integer
percentage of 4% of the total number of p-values, and in between the numbers of posiƟves for
MWDA and t-tests. The rest of the procedure was as described for the t-tests on unpermuted
data, above.
6.4 Results
For a comparison of classiﬁers, it is good pracƟce to draw ROC-curves. In short, an ROC-curve is
a plot of the true posiƟve rate (the fracƟon of posiƟves that are true posiƟves) versus the false
posiƟve rate (the fracƟon of negaƟves that are false negaƟves). For a comprehensive explana-
Ɵon, the reader is referred to the excellent paper by FawceƩ [140]. A prerequisite for making
an ROC-curve thus is the idenƟﬁcaƟon of both posiƟves and negaƟves as being true or false
posiƟves and negaƟves, respecƟvely. IdenƟﬁcaƟon of the posiƟves for the E. coli set is already
a cumbersome task, but manageable in this parƟcular case, since the spiked protein is known
and can be measured separately, aŌer which its NSI MS or LC-MS signals can be compared with
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those on the limited list of posiƟves. IdenƟfying and quanƟfying the number of negaƟves in an
objecƟve manner is a problem of a diﬀerent order, however, since it involves many more sig-
nals, oŌen of lower quality, and the number of true and false negaƟves is very dependent on
the exact criteria that are chosen. Therefore, for ease and objecƟvity, instead of ROC-curves, we
choose to plot the true posiƟve rates versus the total number of LC-matrices designated posiƟve
for the E. coli set, as well as, consequenƟally, for the simulated sets. For the laƩer, the two types
of plots are near-idenƟcal, as can be seen from comparing the ROC-curves in the SupporƟng In-
formaƟon secƟons at the end of this Chapter with the plots below, and in all cases discussed in
this paper the plots convey the same message, namely that the curve that shows the steepest
ascent near the origin represents the best biomarker idenƟﬁcaƟon method.
6.4.1 Simulated sets
Figure 6.4 shows plots of the average percentage of true posiƟves vs. the number of LC-matrices
designated posiƟve for the training set. The curves are constructed in similar fashion as ROC-
curves [140], by simply ordering the F- or p-values from high to low ‘signiﬁcance’ and comparing
the associated LC-matrices with the list of LC-matrices known to contain an isotope peak of an
added component. Percentages rather than numbers are used, since the total number of true
posiƟves in each of the eight data sets varies, because components can have diﬀerent numbers
of isotope peaks. Averages are taken over the three data sets from each group with similar
shiŌs. Based on Figure 6.4, the numbers of principal components retained for MWDA analyses
of the test sets are ﬁve for the perfectly aligned set and ten for the consecuƟve misaligned sets.
The shaded blue areas are the arbitrary ‘regions of interest’ where up to ten percent of the LC-
matrices is designated posiƟve. For ROC-curves, the parƟal area under the curve (pAUC) could
be calculated in the similar region.
Figure 6.5 depicts the results of MWDA analyses of the test sets, using the numbers of PCs
indicated by the training sets. It is clear that for the perfect case of no misalignment, t-tests
andMWDA perform likewise. For a small misalignment on the order of the peak width, the per-
formance of the t-tests is hardly aﬀected and the performance of MWDA drops. For stronger
misalignments comparable to the ones observed in the E. coli set, however, the performance of
the t-tests drops rapidly and becomes signiﬁcantly lower than that of MWDA.
6.4.2 E. coli Benchmark Set
MWDA and t-tests were applied to the E. coli set blind to any ground truth. Subsequently, LC-
MS/MS and direct NSI MS measurements of trypƟcally digested pure carbonic anhydrase were
performed and the results were compared with the MWDA and t-tests lists of posiƟves. The
ﬁnal results of these comparisons are summarized in Table 6.1.
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Figure 6.4 – Averaged percentage true posiƟve rates for the simulated training sets, using t-tests and
MWDA. The shaded blue areas represent the interesƟng regions of the plots where up to ten percent of
the LC-matrices is designated posiƟve.
Two things are immediately clear from this table: 1. both the real t-test andMWDA perform
substanƟally beƩer than the baseline level, given by the applicaƟon to t-tests in the permuted-
class situaƟon, and 2. MWDA leads to much beƩer results than the t-tests: Even despite the
much larger number of posiƟves for the t-tests, the number of true posiƟves for MWDA is con-
siderably higher. This fact is also clearly visible in Figure 6.7, which shows the iniƟal true posiƟve
rates for the three biomarker searches. Conversely, the number of false posiƟves is much lower
for MWDA than for the t-tests. Finally, as is also clear from Figure 6.6, most true posiƟves are
already idenƟﬁed by the relaƟvely simple direct NSI measurement of carbonic anhydrase. For
MWDA, a number of posiƟve F-values clearly sƟck out and match with peaks in the mass spec-
trum. For the t-tests, some matches can also be observed and the t-tests on permuted data do
not show obvious matches, as expected. The LC-MS/MS measurements supply a few addiƟonal
idenƟﬁcaƟons.
6.5 Discussion
With respect to the simulated data, the similar performance of t-tests and MWDA for perfectly
aligned data is not unexpected. A complete LC-MS measurement contains many correlated fea-
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Figure 6.5 –Averaged true posiƟve rates for the simulated test sets, using t-tests andMWDA. The numbers
of principal components used for MWDA are based on the results of the training sets. Y-scale and shaded
areas as in Figure 6.4.
tures, e.g. pepƟdes originaƟng from the same protein, or pepƟdes originaƟng fromproteins that
are part of the same biochemical pathway. However, these pepƟdes are far more likely to dis-
play diﬀerent retenƟon behaviors and to have diﬀerent mass-over-charge raƟos than idenƟcal
ones. Therefore, apart from chance eﬀects and near-perfect correlaƟons within a peak or iso-
tope paƩern, a perfect (i.e. perfectly aligned, noiseless, etc.) LC-MS data set will show very liƩle
correlaƟons in its individual mass spectra or chromatograms. As Zuber and Strimmer [141] point
out, for non-correlated data LDA reduces to Diagonal Discriminant Analysis (DDA), for which t-
tests provide the opƟmally achievable results [141, 142].
When peaks are shiŌed, however, a t-test applied at the top of a peak in sample x, will
partly or completely miss the corresponding peak in sample y. Thus, the test ‘observes’ a large
variance (top and baseline) which ulƟmately obscures any remaining variance from diﬀerences
between case and control samples. PCA-LDA, on the other hand, is able to combine variables
that are stronger correlated within the case and control groups, respecƟvely, than between the
two. Thus, as long as shiŌs are not overly large and the number of samples is not exceedingly
small, shiŌed peaks can sƟll be compared. For a large number of samples, it can be expected
that the performance of the t-tests catches up with MWDA again, simply because of the 1/√n
relaƟon in the test staƟsƟc.
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Table 6.1 – Results for MWDA and t-tests (baseline: data with permuted class labels) applied to the E.
coli set; P: the number of posiƟves as determined by the methods, TP: the number (percentage) of true
posiƟves, FP: the number (percentage) of false posiƟves, # CA ions: the total number of carbonic anhydrase
pepƟde ions idenƟﬁed via LC-MS/MS, m/z (NSI): the number of m/z-values for which a peak is idenƟﬁed
in the direct NSI mass spectrum.
Method P TP FP # CA ions m/z (NSI)
MWDA 50 44 (88%) 6 (12%) 44 (88%) 41 (82%)
t-tests 85 28 (33%) 57 (67%) 25 (29%) 23 (27%)
t-tests (baseline) 72 9 (13%) 63 (88%) 8 (11%) 3 (4%)
As menƟoned in the Theory secƟon, the importance of the exact p-values or F-values that
are obtained for t-tests andMWDA, respecƟvely, is limited. Their rank order is of greater impor-
tance here. Therefore, in retrospect, the signiﬁcance levels that we used to separate LC-matrices
into posiƟves and negaƟves are rather arbitrary. Another reasonable choice could have been to
use a predetermined cut-oﬀ for the number of posiƟves, based on reasonable limits for the num-
ber of sequencing events in the ﬁnal LC-MS/MSmeasurements used for idenƟﬁcaƟon purposes.
All in all, the choice of a cut-oﬀ level should strike a balance between the work-load associated
with the idenƟﬁcaƟon and validaƟon of larger numbers of posiƟves and the need or wish to ﬁnd
more true posiƟves by analyzing more and more posiƟves with a decreasing likelihood of being
true posiƟves.
It is an interesƟng observaƟon that MWDA selects mulƟple isotope peaks of the same pat-
tern more oŌen than t-tests. This increases the conﬁdence that an actual biomarker has been
found. One could argue about whether posiƟves should be deﬁned on the level of peaks, iso-
tope paƩerns, pepƟdes (includingmulƟple charge states, adducts and intramolecular rearrange-
ments) or proteins (which is not really an alternaƟve in this case). Here, we have chosen to
present the posiƟves as they are found, without an addiƟonal interpretaƟon step.
Instead of using a ﬁxed number of PCs in MWDA for all LC-matrices, it may seem that opƟ-
mizing the number of PCs per LC-matrix, using a cross-validaƟon approach for instance, might
enhance the results. This is not the case, though! Generally, classiﬁcaƟon methods are applied
to single matrices, and the hypothesis is that class informaƟon is contained in the matrix. OpƟ-
mizing the number of PCs in that case is warranted. For the LC-MS data discussed here, however,
themajority of the LC-matrices is expected to contain no classiﬁcaƟon informaƟon. The eﬀect of
opƟmizing the classiﬁcaƟon performance on each and every matrix is that the posiƟves get lost
in the noise of negaƟves (results not shown) that are also opƟmized to give the best classiﬁca-
Ɵon result possible. Therefore, choosing an overall number of PCs based on the discriminaƟon
between posiƟve and negaƟve matrices of the training set is actually the beƩer approach. In
pracƟcal situaƟons where no training set with a known ground truth is available, like for the E.
coli set, the opƟmal number of PCs needs to be chosen in a diﬀerent, but sƟll unbiased, way.
Here, we have adopted the frequently used approach of picking the number of PCs before the
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Figure 6.6 – A direct comparison of (A) the carbonic anhydrase direct NSI mass spectrum, (B) the square
roots of MWDA Fisher quoƟents, (C)− ln p for the t-tests, and (D)− ln p for the t-tests on permuted data,
obtained for the E. coli data set. The dashed horizontal lines in ﬁgures B and C are the respecƟve 10%
signiﬁcance levels obtained from permutaƟon tests. The similar line in ﬁgure D is the 4% cut-oﬀ used for
the permuted data. Dashed verƟcal lines are drawn as a guide to the eye from F- / p-values that are
posiƟves, i.e. above the signiﬁcance level / cut-oﬀ.
ﬁrst ‘elbow’ or ‘knee’ in a scree plot [127]. The rounded average number of PCs for ten randomly
chosen LC-matrices was used for all LC-matrices. Other methods are conceivable, however.
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Figure 6.7 – ParƟal true posiƟve rates for MWDA, t-tests and t-tests with permuted class labels applied to
the E. coli set. Unbroken lines represent evaluaƟon based on idenƟﬁcaƟons by LC-MS; dashed lines are for
evaluaƟon based on direct NSI MS. The doƩed grey line presents the maximally achievable true posiƟve
rate, i.e. when all LC-matrices designated posiƟve would be true posiƟves.
In this paper we have only appliedMWDA to the LC-matrices of LC-MS data sets. In principle,
it is also possible to apply it to theMS-matrices, inwhich case the F-values forma chromatogram-
like structure and the discriminant coordinates resemble mass spectra. However, in that case
misalignments larger than the chromatographical peak width along the retenƟon Ɵme axis truly
prohibit analysis: since the shiŌs are orthogonal to the mass spectral direcƟon, corresponding
peaks will simply not be present in the same MS-matrices anymore.
In principle, it is possible to correct for shiŌs by using alignment techniques [24, 55, 143].
When a good alignment is obtained, the results of both t-tests and MWDA will improve, with
MWDA being robust over a wider range of (remaining) misalignment. In our experience, obtain-
ing a good alignment is not trivial, however; although in general alignment techniques will im-
prove the agreement between retenƟon Ɵmes, perfect alignment in pracƟce is never achieved.
Preliminary experiments for the E.coli data show that it is verywell possible for biomarker search
results to deteriorate upon using data that have been aligned and are well-aligned according to
generally used criteria like the correlaƟon between samples and visual inspecƟon. Further in-
vesƟgaƟons in this direcƟon are under way.
Although we have focused on comparing a univariate and a mulƟvariate technique for the
analysis of LC-MSdata, it should bemenƟoned that LC-MS data have an extra level of complexity;
not only are they intrinsically mulƟvariate, but they are also ofmulƟway nature [5, 6]. MulƟway
data need mulƟway data analysis, but the more sophisƟcated mulƟway methods like PARAFAC
and Tucker modelling impose very strict condiƟons on the data, which LC-MS data does not ful-
ﬁll. We have, however, applied averaging and unfolding, two basic techniques from the ﬁeld of
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mulƟway analysis that reduce the data cube to a singlematrix and subsequently apply mulƟvari-
ate techniques in the normal fashion. The performances of these methods were considerably
lower than those of both t-tests and MWDA and we have therefore not discussed them further
here.
Finally, the MWDA method described here oﬀers not only a soluƟon for current boƩom-
up (pepƟde-based) proteomics but holds great promise for future top-down (protein-based)
proteomics by LC-MS. Current advances in top-down instrumentaƟon enable rouƟne analysis
of intact proteins by LC-MS. Electron transfer dissociaƟon (ETD) on these instruments allows
for intact protein idenƟﬁcaƟon but requires manual opƟmizaƟon of MS/MS fragmentaƟon set-
Ɵngs for each individual protein. This criterion thus implies a limit to the number of proteins
amenable for ETD analysis and therefore depends on methods such as MWDA that select ions
of interest for further idenƟﬁcaƟon from MS level data. We therefore believe that our current
MWDA method holds great potenƟal for applicaƟon in top-down LC-MS based proteomics in
contrast to idenƟﬁcaƟon driven quanƟtaƟon strategies.
6.6 Conclusion
In this paper, we have extended the use of a mulƟvariate paƩern recogniƟon technique to com-
plex LC-MS data. We have applied the technique to a number of simulated data sets, as well as
to real spike-in LC-MS data. We have shown that the method is inherently more robust to mis-
alignment imperfecƟons than the commonly applied t-tests – resulƟng in signiﬁcantly higher
true posiƟve rates – and that it idenƟﬁes more biomarkers in a pracƟcal seƫng, characterized
by a relaƟvely low number of samples, misalignments and noise. The current paper is mainly a
proof of principle and more research to establish the exact applicaƟon ranges of the method is
warranted. However, given the robustness of the method to data imperfecƟons, we believe the
method to be of importance for the idenƟﬁcaƟon of biomarkers in current proteomics studies
as well as in upcoming top-down proteomics and other LC-MS analyses of complex samples (e.g.
metabolomics).
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6.8 Supporting Information
The E. coli set discussed in the current paper is part of the larger set of 59 samples that is dis-
cussed in Chapter 4. The raw data (inmzXML-format) is publicly available in an online repository.
The secƟons below contain SupporƟng InformaƟon for this Chapter.
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6.8.1 LDA and PCA-LDA
LDA [71, 72, 128, 129] is a classic mulƟvariate classiﬁcaƟon technique whose performance sƟll
rates amongst the best [4, 129, 134]. More importantly, its results are readily interpretable,
a feature that is lacking in some modern techniques like Support Vector Machines (SVMs) for
instance, although recent advances have been made [144]). Two main types of LDA can be
disƟnguished: Fisher LDA and maximum likelihood LDA. For a two-class problem, such as in the
current paper, both formulaƟons give exactly the same result. Here, we will use the formulaƟon
of Fisher [128].
Fisher LDA makes a linear combinaƟon of the variables (Ɵme points in chromatograms or
m/z-values in mass spectra) in such a way as tomaximize the raƟo of the between-class variance
and the within-class variance:
F = a
TBa
aTWa , (6.1)
with B and W the between-class and within-class covariance matrices, respecƟvely and a
the so-called discriminant coordinate [129] which contains the weights of the individual vari-
ables in the linear combinaƟon. PracƟcally, performing LDA means ﬁnding the a (and thus the
variable weights in it) that maximizes the raƟo F. The value of the maximized raƟo itself (the
‘Fisher quoƟent’, a scalar number) is a measure for the classiﬁability of the data: a high value of
Fmeans that the between-class variance is large compared to the within-class variance, so the
two diﬀerent groups of samples can easily be disƟnguished on the basis of the data. At the same
Ɵme, the discriminant coordinate a is comparable to the loadings in principal component analy-
sis (PCA) and contains the weights of the original variables in the linear combinaƟon. A variable
or group of variables that has a high weight in the discriminant coordinate of a well-classiﬁable
data matrix (i.e. with a high value of F) will be very likely to contain the speciﬁc informaƟon that
leads to the good classiﬁcaƟon result, i.e. a peak caused by a potenƟal biomarker.
Commonly, in chemical data, the number of samples n is much smaller than the number
of measured variables p. This poses a problem, since the within-class covariance matrix W be-
comes singular, and LDA cannot be applied directly. Many soluƟons to this problem have been
proposed [145, 146], but a parƟcularly popular one is the combinaƟon of PCA and LDA [130–
134], which we will refer to as PCA-LDA here. Brieﬂy, PCA is used to reduce the number of
variables before LDA is applied, thus prevenƟngW from becoming singular.
6.8.2 Datasets
Simulated Sets
Most relevant details about the simulated data sets are available from the main paper. Some
addiƟonal details are provided here.
The eluƟon density of the compounds in the data sets is not constant. Instead, the probabil-
ity of ﬁnding a compound varies as a block funcƟon with a value of 0.7 in the range t = 200–600
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and 0.2 outside that area, so as to qualitaƟvely emulate the behaviour observed in real LC-MS
measurements.
Peak heights were sampled from the set {1,2,...,500} with probabiliƟes according to a normal
distribuƟon (posiƟve half only), adapted by adding 0.3 to all probabiliƟes.
Apart from spikes (that were removed, see below), noise in the E. coli data is only present on
the peaks, due to thresholding by the spectrometer soŌware. The simulated noise was made
to qualitaƟvely resemble this by adding half of the absolute value of random standard normally
distributed values only to values in the data larger than 0.01.
Apart from the random noise on the peaks, the exact simulated data described above and in
the main paper can be reproduced via installing the SimSpec-package (provided as part of this
SupporƟng InformaƟon) in R and following the instrucƟons in the GenerateDataset.R script.
E. coli Benchmark Set: Sample Preparation and Data Collection
The spike-in set consists of LC-MS measurements on ﬁŌeen samples that each consist of trypƟc
pepƟdes originaƟng from 5 µg Escherichia coli protein homogenate. Ten samples are spike-free
and ﬁve were spiked with 0.5 µg carbonic anhydrase (Bos taurus), prior to trypƟc digesƟon.
One sample from each class (with and without spike) was measured in duplicate, the rest was
measured once, leading to a total of seventeen LC-measurements, eleven of class one (without
spike) and six of class two (with spike).
E. coli K12 strain was grown on glucose medium and cells were harvested by centrifugaƟon
(5 minutes at 2000 g). For each sample, cells were taken up in 500 µL 8M urea 10mM Tris-
HCl buﬀer pH 8.0 and were sonicated for 5 minutes. Cell debris was removed by centrifugaƟon
for 5 minutes at 14,000 g. Protein concentraƟon was determined using the 2D Quant kit (GE
Healthcare), carbonic anhydrase spike was added as required, and proteins were digested (in-
soluƟon) using trypsin as described elsewhere [90]. For each analysis 5 µg of trypƟc E. coli
pepƟdes were extracted using stop and go eluƟon (STAGE) Ɵps according to [13].
Measurements were performed using an Agilent 1100 nanoﬂow liquid chromatograph cou-
pled online via a nano electrospray ionizaƟon source to a 7 T linear ion trap Fourier Transform
ion cyclotron resonance mass spectrometer (LTQ FT, Thermo ScienƟﬁc). The acquiredm/z range
was 350–2000 Th. Samples were analyzed using mulƟple in-house packed columns over a pe-
riod of 2 months at diﬀerent days and in random order to include real life chromatographic and
mass spectrometric variaƟons.
Chromatographic separaƟons were performed using fused silica emiƩers (New ObjecƟve,
PicoTip® EmiƩer, Tip: 8 ± 1µm, ID: 100 µm, FS360-100-8-N-5-C15) that were packed in-house
with reversed phase ReproSil-Pur C18AQ 3 µm resin (Dr. Maisch GmbH) [91]. PepƟdes were
loaded directly onto the analyƟcal column at a ﬂow of 600 nL/min buﬀer A (0.5 % aceƟc acid).
Next, a 60 minutes linear gradient was applied of 10-40 % buﬀer B (80 % acetonitrile, 0.5 %
aceƟc acid) at a ﬂow of 300 nL/min for pepƟde separaƟons. All measurements were performed
with intermediate blank runs to avoid carry-over eﬀects. MS scans of m/z 350–2000 Th were
acquired by the ICR cell at a selected resoluƟon of R = 1 · 105 using 1 · 106 ions and allowed for
a maximum injecƟon Ɵme of 500 ms.
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E. coli Benchmark Set: Preprocessing To make the LC-MS data amenable to analysis, the
raw data were converted from the proprietary Thermo format (.RAW) to mzXML, using ReAdW
version 1.1 [114]. The mzXML ﬁles were subsequently imported in the staƟsƟcal computaƟon
environmentR [35] using the read.mzXML funcƟon from the caMassClass package [115]. Spikes
in the data (having, in general, a low intensity) were removed using in-house wriƩen funcƟons.
The data were converted from a list of m/z-Ɵme-intensity triplets that is typical for mass spec-
trometric data, tomatrix format. This was done by binning along them/z axis, using 1801 bins of
width 0.5 Th spanning the range 350–1250 Th. The relevant part of the Ɵme axis between 2000
s and 5500 s typically consisted of 1500–1600 Ɵme points andwas converted to 2000 Ɵmepoints
for all samples by linear interpolaƟon. The individual 1801×2000matrices were then combined
in a 1801× 2000× 17 array.
Carbonic Anhydrase: Sample Preparation and Data Collection
Carbonic anhydrase was digested (in-soluƟon) using trypsin [90] and pepƟdes were extracted
using stop and go eluƟon Ɵps [13]. The trypƟc carbonic anhydrase digest was ﬁrst measured
by NSI MS using a TriVersa NanoMate robot (Advion) coupled to a 7 T linear ion trap Fourier-
Transform ion cyclotron resonance mass spectrometer (LTQ FT Ultra, Thermo ScienƟﬁc). Full
MS spectra were acquired by the ICR cell using 5 microscans at a resoluƟon of R = 1 · 105 using
1 · 106 ions. Both collision induced dissociaƟon (CID) and electron capture dissociaƟon (ECD)
fragmentaƟon spectra were acquired. The CID fragmentaƟon spectra were acquired using the
linear ion trap (3 microscans, 3 · 103 ions, 3 Th isolaƟon width, 30% normalized collision energy,
30 ms acƟvaƟon Ɵme, acƟvaƟon Q = 0.25) and ECD spectra were acquired by the ICR cell (3
microscans, 1 · 106 ions, 3 Th isolaƟon width, resoluƟon R = 1 · 105, 5% normalized ECD energy,
70 ms acƟvaƟon Ɵme, 0 ms delay). The CID spectra were only acquired for ions with charges-
tates 1+, 2+, 3+ whereas ECD spectra were acquired for ions detected with chargestates 2+ and
higher. AddiƟonal LC-MS/MS analyses of carbonic anhydrase digest were performed using an
Easy nano LC (Proxeon) coupled online with the 7 T linear ion trap FT-ICR mass spectrometer
with seƫngs for CID and ECD spectra as described above. Chromatographic condiƟons were
idenƟcal to those menƟoned previously in this manuscript. The instrument was set to run cy-
cles that consisted of a survey Full MS scan (m/z = 350–1600 Th) which was followed by either 4
data dependent CID linear ion trap (in parallel to the survey scan) or 3 ECD FT-ICR fragmentaƟon
spectra for each separate analysis. Peaklists were generated from the raw mass spectrome-
ter data using ExtractMSn (Thermo ScienƟﬁc) and in-house developed Perl scripts. Database
searches were performed using Mascot v2.2 (Matrix Science) against a curated NCBI Refseq Es-
cherichia coli K12 database supplemented with known contaminant proteins (e.g. skin proteins,
trypsin, LysC) and carbonic anhydrase II sequence. Search parameters for both CID and ECD
spectra speciﬁed trypƟc speciﬁcity (allowing for 1 missed cleavage) with a precursor mass toler-
ance of 20 ppm and “Error tolerant” search type. Speciﬁc seƫngs for linear ion trap CID spectra
included 0.8 Da mass tolerance and ESI-TRAP was set as instrument type (b & y ions). ECD spec-
tra were searched using a mass tolerance of 0.05 Da and speciﬁed FT-ECD as instrument type (c
& z ions). PepƟdes idenƟﬁed with a Mascot idenƟﬁcaƟon score of 20 or higher were manually
validated when their chargestate, retenƟon Ɵme (when applicable) and m/z value (tolerance
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0.05Th) corresponded with selected ions (MWDA, t-tests, or randomized target list). PepƟdes
idenƟﬁed for each selecƟon list were used to assess the performance of both MWDA and t-test
methodologies versus a random target list.
6.8.3 Results
In the main text, it is stated that the plots of the true posiƟve rates versus the total number
of LC-matrices designated posiƟve for the simulated sets are near-idenƟcal with the complete
ROC-curves. To substanƟate that claim, the indicated ROC-curves are provided in Figures 6.7a
and 6.7b.
(a) Training sets (b) Test sets
Figure 6.8 – Averaged ROC-curves for the simulated training and test sets, respecƟvely, using t-tests and
MWDA. Averaging was performed via the merge-sorƟng approach discussed by FawceƩ [140].
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Alignment of High-Resolution Magic
Angle Spinning Nuclear Magnetic
Resonance Spectra Using Warping
Methods
The peaks of nuclearmagneƟc resonance (NMR) spectra can be shiŌed due to variaƟons in phys-
iological and experimental condiƟons, and correcƟng for misaligned peaks is an important part
of data processing prior to mulƟvariate analysis. In this paper, ﬁve warping algorithms (icoshiŌ,
COW, fastpa, VPdtw and ptw) are compared for their feasibility in aligning spectral peaks in
three sets of high resoluƟon magic angle spinning (HR-MAS) NMR spectra with diﬀerent de-
grees of misalignments, and their merits are discussed. In addiƟon, extracƟon of informaƟon
that might be present in the shiŌs is examined, both for simulated data and the real NMR spec-
tra. The generic evaluaƟon methodology employs a number of frequently used quality criteria
for evaluaƟon of the alignments, together with PLS-DA to assess the inﬂuence of alignment on
the classiﬁcaƟon outcome.
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Peak alignment greatly improved the internal similarity of the data sets. Especially icoshiŌ
and COW seem suitable for aligning HR-MAS NMR spectra, possibly because they perform align-
ment segment-wise. The choice of reference spectrum can inﬂuence the alignment result, and
it is advisable to test several references. InformaƟon from the peak shiŌs was extracted, and
in one case cancer samples were successfully discriminated from normal Ɵssue based on shiŌ
informaƟon only. Based on these ﬁndings, general recommendaƟons for alignment of HR-MAS
NMR data are presented. Where possible, observaƟons are generalized to other data types (e.g.
chromatographic data).
Giskeødegård, G. F.†, Bloemberg, T. G.†, Postma, G. J., SiƩer, B., Tessem, M. B.,
Gribbestad, I. S., Bathen, T. F. & Buydens, L. M. C. AnalyƟca Chimica Acta 683, 1–11
(2010).
† Equal contribuƟons
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7.1 Introduction
Nuclear magneƟc resonance (NMR) spectroscopy, or magneƟc resonance spectroscopy (MRS)
in a medical context, is a highly reproducible and robust technique for examining the metabolic
proﬁles of ﬂuids or Ɵssue specimens. By using high resoluƟon magic angle spinning (HR-MAS)
NMR, intact Ɵssue samples can be analysed while peak broadening caused by anisotropic inter-
acƟons is reduced [147]. The result is well-resolved spectra in which the metabolites are rep-
resented by sharp peaks. The peak posiƟons in an NMR spectrum may however be shiŌed, or
misaligned, among spectra in a data set. In general, two types of misalignment are conceivable:
non-systemaƟc and systemaƟc misalignments. Non-systemaƟc misalignments can be caused by
diﬀerences in temperature, intermolecular interacƟons and other variaƟons due to imperfect
control of experimental condiƟons [66, 148–151], while systemaƟc misalignments contain in-
formaƟon about the biological origin of the sample. It has for instance been shown that tumour
Ɵssue has a lower pH than normal Ɵssue, possibly due to the Warburg eﬀect [152]. A diﬀerent
pH or ionic strength of samples inﬂuences the ionizaƟon state of basic or acidic groups and thus
their associated chemical shiŌs [66, 153, 154]. Metabolite-protein interacƟons are another pos-
sible source of misalignment [30] which is especially important to consider when dealing with
HR-MAS data of whole-Ɵssue samples. In general, chemical interacƟons between substances
and diﬀerent background matrices might provide circumstanƟal evidence for diﬀerences be-
tween samples by systemaƟc changes in chemical shiŌs [30, 66, 155].
Misalignments between corresponding peaks will aﬀect mulƟvariate analysis of the data.
Therefore, it is generally recommended to correct for them [149, 150, 153, 156]. Minor mis-
alignment problems can be overcome by binning the data (typically using a bin width of 0.04
ppm), or by using more sophisƟcated peak alignment algorithms. An important disadvantage
of binning is the loss of resoluƟon and the resulƟng loss of interpretability [154]. For major
misalignments, binning is not a feasible approach due to the resulƟng loss of resoluƟon, and
alignment would be preferable. Several diﬀerent alignment methods exist. Amongst these, the
so-called warping methods are most prominent [24, 29, 31, 39, 40, 50, 53], but other methods
have been described as well [151, 157–159]. Most algorithms have their roots in chromatogra-
phy, but some were speciﬁcally developed for NMR. It is not clear, however, which algorithm
is the best choice for aligning HR-MAS NMR data and whether the methods originaƟng in chro-
matography are indeed less suited for this type of data.
In this study, we invesƟgated the suitability of ﬁve diﬀerentwarping algorithms – icoshiŌ [31],
COW [39, 40], fastpa [53], VPdtw [50], and ptw [24] – for aligning HR-MAS NMR data. Of these,
icoshiŌ and fastpa were developed speciﬁcally for NMR data. The performances of COW and
ptw have previously been compared for chromatographic data [59] and capillary electrophore-
sis (CE) data [160].The performance of VPdtw for chromatographic data was brieﬂy compared
with that of ptw in the original VPdtw paper [50], and the original icoshiŌ [31] paper discusses
comparisons with COW and a number of fastpa-related methods for NMR data. We used three
diﬀerent cancer-related HR-MAS NMR data sets for evaluaƟon, all containing samples from two
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disƟnct classes. All three data sets represent complex biological samples with varying degrees of
misalignments. The various algorithms are compared, and their pros and cons will be discussed
in this paper. Because there is no gold standard for assessing alignment quality, the alignments
were evaluatedwith a number of commonly used criteria describing the similarity of the spectra
and quanƟfying their change due to alignment. In addiƟon, the data were classiﬁed using par-
Ɵal least squares discriminant analysis (PLS-DA) [72, 161] to invesƟgate the eﬀect of alignment
on the classiﬁcaƟon outcome. Although we limited our evaluaƟon to MRS data, the presented
evaluaƟon methodology is generic and equally valid for other types of data.
Apart from the warping algorithm, the spectrum to use as the reference for aligning might
inﬂuence the end result. Therefore, in all evaluaƟons a number of diﬀerent references were
considered and their inﬂuence will be discussed.
A possible drawback of correcƟng for misalignments is that any informaƟon that might be
present as systemaƟc misalignments in the chemical shiŌs is lost from the spectra. In that case,
correcƟon via alignment or binning might be counterproducƟve. At the same Ɵme, it may be
possible to align the spectra while extracƟng potenƟal shiŌ informaƟon from the warping path
that describes the transformaƟon from unaligned into aligned spectra. This possibility will be
discussed in this paper.
To evaluate the eﬀect of alignment on data that display systemaƟc shiŌs, a number of sim-
ple data sets were simulated in which class informaƟon was added as intensity diﬀerences, shiŌ
diﬀerences or a combinaƟon of the two. These data were aligned, and classiﬁcaƟon was per-
formed on both the raw and aligned data, as well as on the shiŌ informaƟon (i.e. the coeﬃcients
resulƟng from the alignment procedures) and to a combinaƟon of these with the aligned spec-
tra. The insights from this procedure were subsequently used in an aƩempt to enhance the
classiﬁcaƟon results for the real data.
Based on the results from this study, general recommendaƟons for choosing an alignment
method for HR-MAS MRS data and geƫng the opƟmal alignment are described. The validity of
these results and recommendaƟons for other types of data will be discussed.
7.2 Experimental
7.2.1 Description of the alignment algorithms
Five diﬀerent alignment methods were used in this study, and will be elaborated here. Char-
acterisƟcs of the diﬀerent alignment algorithms are summarized in Table 7.1. Figure 7.1 shows
typical warping paths, or warping funcƟons, (the new x-axes as a funcƟon of the old x-axis) for all
ﬁve methods. For clarity, the diﬀerences between the new x-axes and the old x-axis are drawn,
rather than just the new x-axes.
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Figure 7.1 – A comparison of the warping paths of the diﬀerent alignment methods. Warping paths de-
picƟng the ﬁne structures of the diﬀerent alignment methods are shown. The same query and reference
spectra were used for all methods. For clarity, the y-scale is set to the diﬀerence between the warping
paths proper and the original x-axis.
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Table 7.1 – CharacterisƟcs of alignment algorithms. 1Default, diﬀerent opƟmizaƟon algorithms are avail-
able.
Alignment OpƟmizaƟon OpƟmizaƟon Alignment Aligns # Parameters
method criterion method unit by to opƟmize
icoshiŌ CorrelaƟon Cross-correla- segments shiŌing 2
per segment Ɵon by FFT
COW Total Dynamic segments stretching / 2
correlaƟon programming shrinking
Fastpa CorrelaƟon Beam search segments shiŌing and 3
per segment stretching /
shrinking
VPdtw L1 norm Dynamic points shiŌing 2
programming
ptw Weighted cross- Nelder-Mead1 complete polynomial 2
correlaƟon simplex [162] spectrum model
Interval correlated shifting (icoshift)
Interval correlated shiŌing (icoshiŌ)was developed speciﬁcally forMRSdata [31]. It divides spec-
tra into segments, and aligns these to the corresponding segments of a reference spectrum. The
alignment is performed by shiŌing the segments sideways so as tomaximize their correlaƟon. In
pracƟce, this involves calculaƟng the cross-correlaƟon between the segments by a fast Fourier
transform (FFT) engine that aligns all spectra of a data set simultaneously. The segments can
be user-deﬁned or of constant length. Missing parts on the segment edges are either ﬁlled with
‘missing values’, or by repeaƟng the value of the boundary point. The maximum shiŌ correcƟon
of the segments can either be equal to a constant deﬁned by the user, or the algorithm can
search for the best value for each segment [31]. IcoshiŌ is available as a tool for Matlab from
hƩp://www.models.kvl.dk/source/ (accessed january 2010).
Correlation optimized warping (COW)
CorrelaƟon opƟmized warping (COW) [39, 40] is another segmented warping method. It aims
to opƟmize the overall correlaƟon between two spectra. The spectra are aligned by shrinking
or stretching the segments, rather than by shiŌing them as in icoshiŌ. Another diﬀerence with
icoshiŌ is that the opƟmizaƟon takes all segments into account instead of aligning each seg-
ment separately, i.e. stretching a segment causes subsequent segments to shiŌ. The maximum
allowed change in segment length is determined by the so-called slack parameter deﬁned by
the user. In addiƟon, the user must specify the segment length.
The alignment is performed using a dynamic programming algorithm [49]. The algorithm
uses linear interpolaƟon to create stretched (or shrunken) versions of the individual segments
within the limits determined by the slack parameter. It calculates the sums of the individual cor-
relaƟon coeﬃcients for all combinaƟons of the stretched segments and picks the combinaƟon
that leads to the largest sum (and hence the largest overall correlaƟon) to construct the aligned
spectrum. As all possible combinaƟons are considered, dynamic programming will always yield
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the global opƟmum for the chosen parameters [39, 40].
The slack and segment length parameters of COWcan be opƟmized by a discrete simplex-like
opƟmizaƟon rouƟne described by Skov et al. [41]. An opƟmizaƟon space for both parameters
must be speciﬁed, and the iniƟal search is deﬁned by a 5× 5 grid in both parameter direcƟons.
Each of the 25 parameter combinaƟons is evaluated by calculaƟng the sum of the simplicity
value and average peak factor (see SecƟon 7.2.5) of the corresponding trial alignment of the
data set. By default, the three best combinaƟons are used as starƟng points for further simplex
opƟmizaƟon. COW is available as a tool forMatlab, also fromhƩp://www.models.kvl.dk/source/
(accessed january 2010).
Peak alignment by beam search (fastpa)
Like icoshiŌ, peak alignment by beamsearch (fastpa)was developed forNMRdata [53]. It also di-
vides the spectra into segments, but aligns these by both shiŌing and stretching/shrinking them
to maximize their respecƟve correlaƟons. Fastpa is based on a rouƟne by Forshed et al. [42]
where the segments are chosen automaƟcally to avoid cuƫng in a peak. However, instead of
Forshed’s geneƟc algorithm, fastpa uses a faster beam search [56, 163] as the opƟmizaƟon rou-
Ɵne for ﬁnding the opƟmal alignment. This change of opƟmizaƟon algorithm is possible because
the segments are aligned independently, as opposed to COW.
Fastpa requires three input parameters to be speciﬁed: the maximum number of segments,
the maximum range of shiŌing, and the maximum range of stretching or shrinking. In addiƟon,
the beam width k [56, 163] has to be speciﬁed as either 1 or 2. From the viewpoint of opƟ-
mizaƟon, a larger beam width is always preferable [56], and we considered k to be constant at
a value of 2.
AŌer choosing segments [42], the algorithm starts by adapƟng an iniƟal trial soluƟon of
stretches and shiŌs for the individual segments. The 2 best adaptaƟons are used as the next trial
soluƟons in the algorithm. This is repeated unƟl the opƟmal soluƟon within the beam search
space is found [53]. Fastpa is available as a Matlab tool upon request from the authors [53].
Variable penalty dynamic time warping (VPdtw)
Dynamic Ɵme warping (DTW) [46] is generally considered to be the ﬁrst full-ﬂedged warping
method that has been developed. It works by shiŌing individual points of the query spec-
trum, rather than complete segments, as in icoshiŌ. Many diﬀerent sets of rules exist for al-
lowed shiŌs [37, 46]. Variable penalty DTW (VPdtw) is a recent implementaƟon of asymmetric
DTW [50]. Instead of opƟmizing the correlaƟon between the spectra, VPdtw tries to opƟmize
the L1 norm, i.e. the sum of the absolute diﬀerences between the variables in the spectra.
Regular DTW is notorious for causing arƟfacts in aligned data, by allowing toomany shiŌs [50,
164]. The variable penalty in VPdtw aims to prevent these from occurring by adding a penalty to
the L1 norm for each shiŌ. Cliﬀord and Stone [50] propose to use a morphological dilaƟon (i.e.
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a running maximum) of the reference spectrum as a penalty. This results in a high penalty being
added to the L1 norm for a shiŌ at or near the posiƟon of peaks, whereas in a baseline region,
it would result in almost no extra increase. A maximum allowed shiŌ and the penalty must be
speciﬁed by the user [50]. VPdtw is available as a package in R from Reference [38].
2.1.5 Parametric Ɵme warping (ptw) Rather than point-wise shiŌing, or dividing the spectra
into segments that can subsequently be shiŌed and/or stretched, ptw [29] explicitly produces a
global polynomial model (the warping funcƟon) of the misalignment:
w(t) =
K∑
k=0
aktk
The ﬁrst two coeﬃcients, a0 and a1, in the warping funcƟon can readily be interpreted as
an overall shiŌ and stretch / shrinkage, respecƟvely. Further coeﬃcients correspond to higher
order stretching or shrinking that are useful to model changes in the misalignment along the
retenƟon Ɵme axis. Bloemberg et al. recently proposed to use the weighted cross correlaƟon
(WCC) [75] as the opƟmizaƟon criterion in ptw [24]. In their implementaƟon, the user has to
specify the order of the warping funcƟon and the width of the triangular weighƟng funcƟon for
the WCC.
The conƟnuity and smoothness of the ptw warping funcƟon imply that ptw does not lead
to arƟfacts like ‘decapitated’ peaks. In the absence of many high-order terms, the polynomial
model makes ptw a somewhat restrained method. This means that it may have diﬃculƟes in
correcƟng strongly nonlinearmisalignments, but also that overﬁƫng is very unlikely to occur [24,
29]. ptw is available as a package in R from Reference [107].
7.2.2 Data
Three diﬀerent cancer-related data sets were used in this study: data from cervix, breast, and
colon Ɵssue. All three data sets contain data from two biologically disƟnct classes of Ɵssue. The
data sets represent diﬀerent degrees of misalignment: the cervical cancer data display minor
misalignments, colon cancer has major misalignments and the breast cancer data show some-
thing in between. Figure 7.2 2 shows the NMR spectra from the breast cancer set as an example.
In addiƟon to these HR-MAS NMR data sets, simulated data sets with varying degrees of mis-
alignment were generated.
Simulated data
A large number of simple data sets were simulated. Each set consists of 100 spectra – 50 of class
1 and50of class 2 –with a spectralwidth of 1000 variables and twopeaks only ofwidth 1̃0 points.
Bivariate class informaƟonwas added as intensity diﬀerences (meandiﬀerences ranging from1%
to 10% of peak height), shiŌ diﬀerences (means ranging from 1 to 25 points) or a combinaƟon
of the two. For each set, six copies were produced with increasing non-systemaƟc shiŌs (see
Figure 7.3), but exactly similar simulaƟon parameters otherwise. Furthermore, all simulaƟons
were performed in triplicate; all reported results are the averages of the results obtained on
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three sets with similar seƫngs for the randomly generated normal distribuƟons that were used
to generate realisƟc intensity and shiŌ distribuƟons.
Cervical cancer data
This data set is fully described in Reference [165]. In short, cervical Ɵssue samples (n = 16) were
collected aŌer hysterectomy of cervical cancer paƟents (n = 8) and paƟents with non-malignant
disease (n = 8). The samples were analysed by HR-MAS NMR on a Bruker Avance DRX600, using
awater and lipid suppressing spin-echo sequence (cpmgpr, Bruker BioSpin GmbH, Germany). All
experiments were performed at room temperature and without buﬀering. The chemical shiŌs
were referenced to the lactate doublet at 1.32 ppm, and the spectral region between 4.7 and
0.5 ppm was saved in a matrix of 16 × 3736 variables. The spectra were baseline corrected
using asymmetric least squares [29] with parameters λ = 1 · 105 and p = 1 · 10−4, and the
minimum value of each spectrum was set to zero by subtracƟng the lowest value. The spectra
were normalized to equal total area.
Breast cancer data
This data set is fully described in Reference [166]. Breast cancer Ɵssue samples (n = 208) were
excised from estrogen receptor (ER) posiƟve (n = 161) and negaƟve (n = 47) paƟents. The
samples were analysed by HR-MAS NMR using a cpmgpr sequence. All experiments were per-
formed at 4◦C, and the samples were buﬀered with phosphate-buﬀered saline (PBS). Chemical
shiŌs were referenced to the TSP peak at 0 ppm. The spectral region between 4.8 and 0.6 ppm,
represented by 8251 variables, was extracted for further analyses. The spectra were baseline
corrected by subtracƟng the lowest value of each spectrum, and normalized to equal total area.
Colon cancer data
Colon Ɵssue samples (n = 32) were excised from the tumour area (n = 17) and normal mucosa
(n = 15) of colon cancer paƟents, and the samples were analysed by HR-MAS NMR using a cp-
mgpr sequence. These samples are part of a larger paƟent cohort described in Reference [167].
All experimentswere performedat 4◦C, and the sampleswere buﬀeredwith phosphate-buﬀered
saline (PBS). In order to induce randommisalignments in the data, this data set was not chemical
shiŌ referenced. The spectral region between 4.8 and 0 ppm, represented by 9661 variables,
was extracted for further analyses. The spectra were baseline corrected by subtracƟng the low-
est value of each spectrum, and normalized to equal total area (excluding polyethylene glycol
polluƟon at 3.71 ppm).
7.2.3 Alignment of simulated data
All simulated data sets were aligned using the ﬁve warping methods and alignment was per-
formed using the ﬁrst spectrum as the reference. IcoshiŌ was set to align the data in two seg-
ments, whereas ptwwas set to align using a linear warping funcƟon, corresponding to an overall
shiŌ and stretch. Unexpectedly, COW ran into memory problems when the segment length was
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Figure 7.2 – Breast cancer data. A representaƟve HR-MAS NMR spectrum from the breast cancer data
set. The inset shows the misalignment for the peaks between 3.18 and 3.30 ppm. ([a.u.], arbitrary units)
chosen to be half the spectral width (500 points), and the segment length was set to one tenth
of the spectral width (100 points). VPdtw was unable to produce well-aligned data consistently
and the fastpa algorithm was too unstable in its current form to allow high-throughput analysis
of a large number of data sets.
The obtained warping coeﬃcients correspond to two (integer) shiŌs for icoshiŌ (one shiŌ
coeﬃcient per segment), a shiŌ and a stretch coeﬃcient for ptw and ten segment endpoints for
COW. For classiﬁcaƟon purposes, the icoshiŌ coeﬃcients were used ‘as is’, whereas the stretch
coeﬃcient for ptw was mulƟplied by the number of data points (1000) aŌer subtracƟng 1 (the
default for ‘no alignment’) from it, as described in [24]. In this way, the shiŌ and stretch coef-
ﬁcients are on comparable scales. For COW, the original segment endpoints were subtracted
from the new endpoints, so as to provide the diﬀerences between them.
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7.2.4 Alignment of real data
The cervix, colon, and breast cancer data setswere aligned using the ﬁve diﬀerentwarpingmeth-
ods, as described below. Ten diﬀerent reference spectra were used subsequently for aligning
the data; this in order to examine the inﬂuence of choosing diﬀerent references and also to ex-
amine the robustness of the warping methods. Four spectra were chosen from each of the two
classes in a data set: two randomly chosen ones and the two spectra having the highest average
correlaƟon with the other spectra in the data set. In addiƟon, the mean and the median spectra
were used as references.
Icoshift
The opƟmal number of segments for icoshiŌ was determined by visual inspecƟon of trial align-
ments and by the average overall correlaƟon, and ranged from 20-150 for the diﬀerent data sets
and references. The maximum allowed shiŌs were determined by the algorithm. For some ma-
trices this led to arƟfacts, and the maximum allowed shiŌ was manually determined instead. A
full spectrum correcƟonwas performedprior to alignment of the segments. Missing parts on the
segment edges were replaced by repeaƟng the value of the boundary point. Both user-deﬁned
segments and segments of constant length were tested.
COW
Parameters for COW were determined using the opƟmizaƟon rouƟne by Skov et al. [41]. The
search interval for segment length was based on the average peak width, as suggested by the
authors, and the slack size search space ranged from 1 to 15. The search space was increased
if the limit values were chosen as the opƟmal parameter. OpƟmal segment length ranged from
30 to 300 variables.
Fastpa
Fastpa parameters were opƟmized by visual inspecƟon of trial alignments, and the overall aver-
age correlaƟon. The spectra were zero padded prior to alignment to avoid cuƫng oﬀ peaks at
the spectrum edges. This was also done because fastpa does not align the last segment of the
spectra. The ranges of segment number, sideways movement and interpolaƟon were 40–170,
10–150 and 10–100, respecƟvely.
VPdtw
Alignments were performed on the normalized data, aŌer addiƟonal square-root scaling, as this
turned out to provide beƩer alignment results than for unscaled data. The resulƟng warping
paths were applied to the normalized data. The penalƟes that were used for the alignment
were morphological dilaƟons of the data, as described in [50]. PenalƟes were determined by
trial and error unƟl saƟsfactory alignment results were produced. The maximum allowed shiŌ
(the width of the Sakoe-Chiba band [46]) ranged from 100 to 300 variables.
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ptw
Prior to alignment, the data were zero-padded, as described in [24]. The resulƟng warping co-
eﬃcients were transformed accordingly and applied to the unpadded data. Triangle widths for
the weighted cross-correlaƟon measure were on the order of the largest misalignment in the
data, as determined by visual inspecƟon and ranged from 2 to 100 variables.
7.2.5 Evaluation criteria
The alignment results were assessed based on diﬀerent measures:
Correlation
The spectra of a data set will be more uniform aŌer successful alignment, and thereby have a
higher correlaƟon. The correlaƟon between all the spectra of a data set was calculated before
and aŌer alignment.
Simplicity value
The simplicity value is related to principal component analysis (PCA) by singular value decompo-
siƟon (SVD) of a matrix, where the singular values state howmuch variance is explained by each
component. Aligned spectra will have more variance explained by the ﬁrst components. The
simplicity value of a matrix is deﬁned as the sum of all singular values of the matrix – scaled to a
total sum of squares of one – taken to the fourth power, and will be larger when more variaƟon
is explained by the ﬁrst components [41].
Simplicity = (SVD( X√∑
i
∑
j x2ij
))4 .
Peak factor
Thepeak factor gives an esƟmate of howmuch the area and the shapeof the peaks have changed
in a spectrum aŌer alignment. It compares the Euclidian length, or norm, of a spectrum before
and aŌer alignment. If the peak area and shape stay almost the same, the diﬀerence between
the norms before and aŌer alignment will be small [41]. The opƟmal value for the peak factor
is 1, meaning that there is no change in peak shape.
Peakfactor =
∑I
i=1(1−min(ci, 1)2)
I ,
where
ci =
|xi,after| − |xi,before|
|xi,before| .
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Classiﬁcation
CorrecƟng for misalignments should improve the classiﬁcaƟon results for data sets distorted by
random shiŌs. However, it is also possible that informaƟon arising from biological diﬀerences
between diﬀerent classesmay be removedwhen the spectra are aligned. In PLS, latent variables
(LVs) are derived tomaximize the covariance between the spectra and a quanƟty to bemodelled.
PLS-DA is a special case of PLS that aƩempts to discriminate between classes, represented by
discrete numbers. Here, PLS-DA was used to evaluate the classiﬁability of aligned and unaligned
data. In addiƟon, the warping path or warping parameters were used as input to invesƟgate
possible shiŌ informaƟon.
Visual inspection
QuanƟtaƟve measures are valuable means for comparing speciﬁc characterisƟcs of large sets of
data at a glance, but they also have their limits. The human eye and brain are sƟll unsurpassed as
a paƩern recogniƟon tool. In the context of alignment, especially the assessment of alignment
quality and detecƟon of arƟfacts beneﬁt from visual inspecƟon.
7.2.6 Classiﬁcation of simulated sets
Each data set was classiﬁed using PLS-DA. ClassiﬁcaƟon was performed on the unaligned spec-
tra, the aligned spectra, the warping coeﬃcients and a combinaƟon of the aligned spectra and
the coeﬃcients. The laƩer was achieved by simply concatenaƟng the spectra with the coeﬃ-
cients andmulƟplying the laƩer with a large number (on the scale of the average-scaled spectra,
typically 100 was used) to make sure they would be contained in the ﬁrst latent variables (LVs)
of the PLS model.
PLS-DA, including mean centering, was performed using full leave-one-out cross-validaƟon
(LOO-CV), and the number of LVs giving the ﬁrst minimum in predicƟon error was chosen for the
model. PLS-DA was performed in Matlab 7.7.0.471 (R2008b, The Mathworks, Inc., NaƟck, USA)
using PLS_toolbox 5.5.1 (Eigenvector Research, Wenatchee, USA).
7.2.7 Classiﬁcation of real data
The data sets were classiﬁed using PLS-DA, as described for the simulated data. ClassiﬁcaƟon
was performed on the unaligned spectra, the aligned spectra, the warping coeﬃcients, and a
combinaƟon of aligned spectra and coeﬃcients (mulƟplied by 100).
PolluƟons from ethanol and faƩy residuals, and from polyethylene glycol for the colon can-
cer data, were removed from the spectra prior to classiﬁcaƟon. Single outlying spectra were
removed from the colon cancer and breast cancer data sets. For the breast cancer data, the
spectra were square-root scaled prior to analysis.
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7.3 Results and discussion
7.3.1 Simulated data
Figure 7.3a shows the average classiﬁcaƟon results for the sets in which classes are coded as
intensity diﬀerences. Fastpa and VPdtw were not capable of correctly aligning the simulated
data. As expected, classiﬁcaƟon rates for unaligned data decreased as random misalignment
increased. Aligned data, on the other hand, delivered stable classiﬁcaƟon results. The warping
coeﬃcients did not contain class informaƟon, as expected, since the simulated shiŌs were com-
pletely random.
The average classiﬁcaƟon results for three data sets where class informaƟon is purely con-
tained as peak shiŌs are depicted in Figure 7.3b. As expected, the situaƟon here was completely
opposite to the previous one. The raw data gave beƩer results than the aligned data; alignment
removes the informaƟon of interest from the spectra. Now, the coeﬃcients do contain infor-
maƟon and in this case the coeﬃcients give even beƩer classiﬁcaƟon results than the raw data
themselves. This ismost likely due to less noise being present in the coeﬃcients than in the data.
Because classiﬁcaƟon is based on intensiƟes, the intensity noise in the unaligned data will have
a negaƟve inﬂuence on the result. By extracƟng the posiƟonal informaƟon of the peaks into the
warping coeﬃcients, it eﬀecƟvely becomes available as informaƟon without the intensity noise
that was present in the spectra.
When class informaƟon is present in both the shiŌs and the intensiƟes, asmight be expected
with real data, the situaƟon will be somewhere in between the two extremes discussed above.
Where exactly depends on the data at hand. In that respect, any simulaƟon is rather arbitrary
andwe should not over-interpret the results. It is clear from the example in Figure 7.3c however,
that – if discriminaƟon is the main interest – there are situaƟons in which aligned data on their
own can be a sub-opƟmal choice as input for mulƟvariate analyses when there is informaƟon
present in the shiŌs. In these cases, for icoshiŌ and ptw, the combinaƟon of aligned data with
the warping coeﬃcients delivered the best classiﬁcaƟon results. The COW results for the combi-
naƟon of data and coeﬃcients were a lot worse than those of the other two methods; this may
have to do with the subopƟmal parameter seƫngs that were used to prevent the program from
running into memory problems. Furthermore, it is likely that the good results for ptw are due to
the simplicity of the data and the resulƟng suitability of a warping funcƟon of degree 1 for mod-
elling the misalignments. Bearing in mind the conclusions from References [59, 160], it is to be
expected that individual shiŌs in more complex MR data cannot be modelled very well with the
global ptw model. IcoshiŌ and COW are more likely to extract posiƟonal informaƟon in a way
that is suited for mulƟvariate analyses, although the cumulaƟve character of the COW warping
path might ‘smear out’ misalignment informaƟon over several segments, making it harder to
interpret.
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Figure 7.3 – ClassiﬁcaƟon results of simulated data. The results are the averages of three replicates.
(a) Class informaƟon is contained in the intensiƟes; (b) Class informaƟon is contained in the peak shiŌs;
(c) Class informaƟon is contained in both intensiƟes and shiŌs. (%CC, Percentage of correctly classiﬁed
samples.)
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7.3.2 Real data
Correlation and simplicity value
A plethora of similarity and distancemeasures are used as opƟmizaƟon criteria in diﬀerent align-
ment algorithms. IcoshiŌ, COWand fastpa are all opƟmized using correlaƟon as a criterion. DTW
is availablewith various distancemeasures [37] and VPdtw employs the L1 normas a criterion for
opƟmizaƟon. ptw opƟmizaƟon was originally based on the root mean square diﬀerence (RMS)
between spectra [29] [18], but the current implementaƟon uses the weighted cross correlaƟon
(WCC) as a similarity measure [24]. There is sƟll no generally accepted gold standard measure
for assessing alignment quality. However, the combinaƟon of simplicity value and peak factor
introduced by Skov et al. [41] is an interesƟng choice. Bothmeasures, together with the correla-
Ɵon, were used to assess alignment quality in this study. In addiƟon, the RMS and WCC criteria
were examined, but thesemeasures did not provide extra informaƟon. It should be kept inmind
that methods opƟmizing the correlaƟon will very likely be biased towards that measure and it
is not certain that the results for the simplicity value will be completely independent.
Figure 7.4 shows box plots of the mutual correlaƟons between all samples in the three HR-
MAS data sets, before alignment and aŌer alignment with each of the ﬁve warping methods
for ten diﬀerent references. It is clear that for all methods, the correlaƟon distribuƟons of the
aligned data are beƩer than for the unaligned data. This is especially pronounced for the colon
cancer data set which has the largest misalignments. Here, all warping methods greatly im-
proved the correlaƟons, with ptw scoring lower than the other methods. For the cervical cancer
data, where the unaligned data displayed only minor misalignments, VPdtw resulted in the low-
est correlaƟon values, while the other methods performed comparable.
The simplicity values for the raw and aligned data in Figure 7.4 convey the same general
picture as the correlaƟons. There are some diﬀerences, however. The most striking ones are
the ptw and VPdtw results for the colon cancer data set. When looking at the correlaƟons, the
ptw correlaƟons are clearly lower than the ones for icoshiŌ, COW, and fastpa, and comparable to
the VPdtw correlaƟons. The ptw simplicity values, however, are comparable to those of icoshiŌ,
COW, and fastpa, whereas the VPdtw simplicity values are much lower. The simplicity value is
inﬂuenced by the intensiƟes of the peaks, and peaks with high intensiƟes inﬂuence the value
more than low intensity peaks. The colon cancer data displayed a high intensity peak at 3.71
ppm, resulƟng from polyethylene glycol. When the peak was removed from the data set, the
simplicity valuesweremore in accordancewith the correlaƟons. This example shows aweakness
of the simplicity value, and it might be advisable to scale the data prior to simplicity calculaƟons.
Figure 7.4 also shows that the choice of reference can have a large inﬂuence on the alignment
result for one-dimensional HR-MAS NMR spectra, contrary to the observaƟon made in [158] for
LC-MS data. The breast cancer data generally provided stable results, but demonstrated that a
bad choice of reference had a larger inﬂuence on the correlaƟons than the parƟcular warping
method that is used. IcoshiŌ, COW and fastpa, which are all segmented warping methods, ap-
peared to be less inﬂuenced by the choice of reference, whereas ptw gave worse results than
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Figure 7.4 – CorrelaƟon and simplicity values for diﬀerent alignment methods. In all plots, for each
method, results from 10 diﬀerent reference spectra are shown. From leŌ to right: the spectrum hav-
ing the highest average correlaƟon with all other spectra, the (on average) second most highly correlated
spectrum from the same class, and two random spectra from the same class; the most highly correlated
spectrum, the secondmost highly correlated spectrum, and two random spectra from the other class, and
the overall mean and median spectra. The box plots show the distribuƟons of correlaƟon values for the
data sets; the leŌmost box stands for the unaligned data. The scaƩer plots show the simplicity values of
the data sets; the dashed horizontal line depicts the simplicity value of the unaligned data. (a) Correla-
Ɵons of the cervical cancer data; (b) Simplicity values of the cervical cancer data; (c) CorrelaƟons of the
breast cancer data; (d) Simplicity values of the breast cancer data; (e) CorrelaƟons of the colon cancer
data; (f) Simplicity values of the colon cancer data.
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the unaligned data for some of the randomly chosen reference spectra. It is therefore advisable
to try diﬀerent references when aligning. Using the spectrum that has the highest average cor-
relaƟon to the other spectra does not seem to be a bad choice; however, it does not always give
the opƟmal alignment. For data sets consisƟng of two or more classes, it is conceivable that the
alignment will be aﬀected by the class the reference belongs to. Trying references from both
classes may therefore be advisable. Using the mean or median spectrum as a reference is also
an opƟon. This may not be a good choice for data sets with big misalignments though, as the
mean/median spectrum will have broad peaks and may not resemble a real spectrum. This can
be overcome by using an iteraƟve procedure, i.e. by aligning the data and then recalculaƟng the
reference spectrum. This was tested for the colon cancer data in this study, and the resulƟng
alignments then resembled those for the other references (results not shown).
In some cases, similarity measures can give the wrong impression of the alignment quality.
An example of this is when peaks are badly deformed in order to give a high correlaƟon, as in
unpenalized DTW [50, 164]. Other examples were encountered when using icoshiŌ: when using
segments of constant length, the segment edges would someƟmes be located in a peak, leading
to major arƟfacts in the peak shapes, while the correlaƟon of the spectra remained high. For
some parameter choices for icoshiŌ, the peaks were displaced to the wrong posiƟon, but again
correlaƟons remained high. Therefore, visual inspecƟon of the data aŌer alignment remains of
the utmost importance. This will however put a limit to the complexity of the data of interest.
While HR-MAS spectra of Ɵssues have quite well-deﬁned peaks, NMR spectra from ﬂuidsmay be
more crowded, making visual inspecƟon of the aligned data challenging. For these data, other
methods may be more suitable, for instance the one described by Alm et al. [151].
Peak factor
Peak factor calculaƟons for the diﬀerent warping methods are shown in Figure 7.5. The diﬀer-
ences between the methods are small, and overall, all methods performed well. IcoshiŌ and
VPdtw gave the highest peak factors. This result was as expected for icoshiŌ, as it only shiŌs
segments of the spectra, as opposed to fastpa, COW and ptw that do shrinking and stretching.
For VPdtw, the high peak factors are noteworthy, given that DTW has a history of strongly de-
forming peaks. Clearly, the variable penalty of VPdtw does what it is intended to do.
COW’s parameters are opƟmized based on peak factor, and COW gave the best results of
the warping methods that do shrinking and shiŌing. On average, fastpa had the lowest peak
factor values, and was thus the method that changed the data most aŌer alignment. This is
also obvious from the warping funcƟons in Figure 7.1; fastpa typically had the most extreme
warping path. As for correlaƟon and simplicity value, icoshiŌ and COW provided stable results
for diﬀerent reference spectra. The results for fastpa and ptw varied more, and it appears that
the choice of reference is more criƟcal for these methods.
130
7.3 Results and discussion
Figure 7.5 – Peak factors for diﬀerent alignment methods. Results from the same 10 diﬀerent references
as in Figure 7.4 are shown (a) Peak factors for the cervical cancer data; (b) Peak factors for the breast
cancer data; (c) Peak factors for the colon cancer data.
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Classiﬁcation results
The classiﬁcaƟon results for unaligned and aligned data are shown in Figure 7.6. For the cervi-
cal cancer data, the unaligned data already gave good results, with only one out of 16 samples
misclassiﬁed. In general, the aligned cervical cancer data gave beƩer classiﬁcaƟon results for all
methods. For the breast cancer data, the average classiﬁcaƟon results, based on the 10 diﬀer-
ent references, improved for all methods except ptw. Here, the use of some reference spectra
improved the classiﬁcaƟon results while others gave worse results. Despite the fact that both
the correlaƟon and the simplicity value of the colon cancer data greatly improved by aligning,
the classiﬁcaƟon results did not improve. AŌer alignment the average classiﬁcaƟon results de-
creased by one or two addiƟonal samples. It is not unlikely that the results for the unaligned
data are beƩer simply by chance. In theory, it is also possible that peaks have been aligned to
the wrong peaks of the reference spectrum. This is unlikely however, as visual inspecƟon of the
alignment results gave no indicaƟon of wrong alignments.
Another possibility is that the shiŌs of the colon cancer data contained informaƟon, resulƟng
from systemaƟc misalignments of the spectra. InformaƟon present in the shiŌs would get lost
aŌer alignment. This was invesƟgated for all the data sets by classiﬁcaƟon of thewarping param-
eters and a combinaƟon of spectra and parameters. It should be noted that the predicƟon error
from cross-validated PLS-DA was based on the same data set as the one used for choosing the
opƟmal number of LVs. Thus, the predicƟon error will be slightly biased towards values lower
than 0.5, and only results that diﬀered strongly from 0.5 were considered important. Classiﬁca-
Ɵon of the warping parameters alone did not give reliable predicƟons for the breast cancer and
the colon cancer data. Furthermore, combining the warping parameters with the spectra did
not improve classiﬁcaƟon. As previously described, cancer Ɵssue can have a diﬀerent pH than
normal Ɵssue, and the pH of a sample is an important source of shiŌ variaƟon. For the breast
cancer samples, there are no established hypotheses for pH diﬀerences between ER posiƟve
and negaƟve samples, and the results were as expected. For colon cancer, the samples in the
data set were from either normal or cancer Ɵssue. Therefore, diﬀerences in pH are more likely,
even though the samples were buﬀered prior to HR-MAS analysis [168]. However, it is likely that
shiŌ informaƟon that might have been present in the data was masked by the major random
shiŌs of the data set, similar to what is shown in Figures 7.3b and 7.3c for the simulated data.
For the cervical cancer data, the results clearly indicate that the warping parameters of
icoshiŌ, COW and fastpa contain class informaƟon. ClassiﬁcaƟon of the parameters gave an
average correct classiﬁcaƟon of 87 %, 84 % and 76 % for icoshiŌ, COW and fastpa, respecƟvely
(Figure 7.6d). Combining the spectra with the parameters was not beneﬁcial for the overall
classiﬁcaƟon. Thus, the informaƟon from the parameters was redundant. Nevertheless, the
fact that shiŌ informaƟon alone can discriminate between normal cervical Ɵssue and cancerous
Ɵssue is very interesƟng. The cervical samples were analysed by HR-MAS without buﬀering, and
therefore pH diﬀerences related to cancer-induced changes in Ɵssue may be more pronounced
here than for the colon cancer samples. So despite the redundancy of the shiŌ informaƟon for
the cervical data, this result indicates that measuring biological samples without buﬀeringmight
reveal biologically relevant diﬀerences that would be obscured otherwise.
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Figure 7.6 – PLS-DA ClassiﬁcaƟon results for diﬀerent alignmentmethods. Results from the same 10 diﬀer-
ent references as in Figure 7.4 are shown. The dashed horizontal line denotes classiﬁcaƟon results of the
unaligned data (a) ClassiﬁcaƟon results of the cervical cancer data; (b) ClassiﬁcaƟon results of the breast
cancer data; (c) ClassiﬁcaƟon results of the colon cancer data; (d) ClassiﬁcaƟon results of the cervical
cancer warping coeﬃcients.
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It is not hard to see why icoshiŌ and fastpa provided warping coeﬃcients that are suitable
for subsequent mulƟvariate analysis. These NMR-oriented methods align their segments inde-
pendently; therefore corresponding shiŌs will always occur at the same posiƟon in the spectra.
Opposed to that, for VPdtw, the eﬀect of warping is cumulaƟve, and the actual stretching occurs
at slightly diﬀerent places for diﬀerent spectra even if they have similar misalignments (results
not shown). The alignment of COW is also cumulaƟve, but its segmented nature largely prevents
it from showingmany local diﬀerences. Thus, it is not surprising that COW’s warping coeﬃcients
for the cervical cancer data also led to good classiﬁcaƟon results. Both for VPdtw and COW, clas-
siﬁcaƟon was also aƩempted using the cumulaƟve sums of their warping funcƟons instead, to
(further) alleviate the local diﬀerences, but this did not improve the results. For ptw, alignment
was performed using a quadraƟc funcƟon, and it can be assumed that the relevant shiŌs in the
spectra were too complex to be modelled well by this funcƟon.
To summarize, the results presented here show that alignment of the data using the warp-
ing methods examined in this work not always improves the classiﬁcaƟon results compared to
unaligned data. However, alignment improved the interpretability of the resulƟngmodel by pro-
viding less ambiguous loading proﬁles for PLS-DA, similar to the observaƟons in [76, 169, 170].
This is especially important in situaƟons where discriminaƟng between two classes is not the
only interest, but where one is also interested in looking at the diﬀerences in metabolic pro-
ﬁles to interpret biological incidences in the Ɵssue. For that purpose, alignment will always be
preferable.
Algorithms
Table 7.2 summarizes the evaluaƟons of the diﬀerent warping algorithms. Overall, icoshiŌ and
COW gave good alignment results and preserved the peak shapes. For COW, the opƟmizaƟon
rouƟne has a large part in this. IcoshiŌ required quite some manual opƟmizaƟon, but this was
not considered a problem because of its speed, and the end results were saƟsfactory. For the
parameter combinaƟons allowed by the algorithm, fastpa also gave good alignment results, but
at the expense of larger peak shape changes. This is not surprising when looking at Figure 7.1:
fastpa’s warping paths were typicallymore extreme than those of the other algorithms. The seg-
mentaƟons of the spectra oﬀered by fastpa and its predecessor [42] were typically good, how-
ever. A combinaƟon of this part of the algorithm with the alignment power of COW or icoshiŌ
may be worthwhile. Both VPdtw and ptw delivered variable results. The variable penalty in
VPdtw clearly prevents the algorithm from deforming the spectra, but opƟmizing the resulƟng
alignments is not trivial. The polynomial warping funcƟon of ptw is probably not ﬂexible enough
to model the local shiŌs occurring in NMR spectra very well.
The Ɵme consumpƟon for alignment varies a lot among the methods. Table 7.3 shows the
benchmarks for alignment of the breast cancer data set using the same reference spectrum. The
benchmarks were obtained on a Dell LaƟtude E6400 laptop, equipped with an Intel Core 2 Duo
P9500 processor running at 2.53 GHz and 3.48 GB of RAM. The operaƟng system was MicrosoŌ
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Table 7.2 – EvaluaƟon of alignment methods. ++, very good; +, good; o, moderate; -, improvement ad-
visable; –, improvement necessary. 1COW parameters were opƟmized to conserve peak shape prior to
alignment. 2The alignment quality is assessed based on the end result aŌer opƟmizaƟon of the parame-
ters.
Alignment Program- Memory Speed OpƟmisa- Peak con- ArƟfact- Alignment1
method ming eﬃciency Ɵon of pa- servaƟon free quality
stability rameters
icoshiŌ + + ++ ◦ ++ – +
COW + – – + +2 ++ ++
Fastpa – – + ◦ – ◦ ◦ +
VPdtw + + + ◦ + ◦ ◦
ptw + + ◦ ◦ ◦ ++ ◦
Windows XP SP3 (32 bit). Alignments with icoshiŌ, COW and fastpa were performed in Matlab,
version 7.7.0.471 (R2008b), while VPdtw and ptw alignmentswere performed in R, version 2.9.2.
Table 7.3 – Benchmarks. Time consumpƟons for alignment of the breast cancer data set using the same
reference spectrum.
Alignment method Time (s)
icoshiŌ 3.73
COW 292
Fastpa 87.0
VPdtw 42.8
ptw 149
IcoshiŌ was the fastest warping method, and alignment of a data set of 209 spectra was
done in a few seconds. COW, on the other hand, was the most Ɵme-consuming of the methods
tested here, and used minutes to perform the same alignment. Also, COW someƟmes runs into
memory problems for large data sets. This can be overcome by choosing diﬀerent parameters,
or by dividing the data set in smaller subsets. Obviously, this may result in a ﬁnal alignment that
is not the opƟmal one for the data set.
The benchmarks shown here do not include opƟmizaƟon of the parameters, as that largely
depends on the eﬀort put into the procedures by the user. For fastpa, three parameters have
to be opƟmized, as opposed to the other methods with only two parameters. This made fastpa
more Ɵme-consuming to opƟmize. In addiƟon, some combinaƟons of fastpa parameters will
give an error without any obvious reason. COW has an automaƟc opƟmizaƟon procedure that
is Ɵme-consuming; however, it requires a minimum of eﬀort from the user.
Although the evaluaƟons in this paper were limited to MRS data, some of the observaƟons
above can safely be generalized to other types of data. Togetherwith the conclusions in [59, 160]
it is clear that the rigidness of ptw’s polynomial warping funcƟon limits its general applicability
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compared to COW. (At the same Ɵme, this is not to say that there are no situaƟons in which such
a rigid but also relaƟvely simplewarping funcƟonmay be preferable; the data in the original ptw-
paper were aligned in a saƟsfactory manner, for instance.) The ‘wild’ behaviour of fastpa is also
something that seems to be inherent to that method and is expected to be independent of the
exact type of data. Time consumpƟon of alignments will mostly depend on data size and data
complexity; the benchmarks in Table 7.3 can thus safely be used as an indicaƟon, regardless of
the origins of the data.
General Recommendations
Based on the observaƟons in this study, we have the following recommendaƟons for the align-
ment of HR-MAS NMR data from Ɵssue samples:
• As a default method, icoshiŌ is a good choice. It is fast, stable and gives good results.
Its results should be thoroughly checked by visual inspecƟon, though, and it may require
some trial and error to prevent peaks from disappearing or arƟfacts to occur. However, its
speed makes this feasible.
• When large local shiŌs occur in crowded data, or the results do not get saƟsfactory, COW
is a good alternaƟve. Although it is rather slow and memory intensive, this problem is
alleviated somewhat by the computaƟonal power of current computers. COW robustly
provides good alignment results and because it uses stretching instead of independent
shiŌing for alignment, it is well-suited to provide alignments exactly when icoshiŌ runs
into trouble. The pre-alignment opƟmisaƟon of the slack and segment length parameters
ensures that peak shapes will be minimally aﬀected.
• It is a good idea to try out a number of references for alignment. Although choosing the
sample with the highest average correlaƟon never seems to give bad results, it does not
necessarily lead to the opƟmal result. Trying more references is a small eﬀort and gives
an idea of the variability of the results. Moreover, it is likely to provide a result close to
the opƟmum that can be achieved.
• In general, a truly automaƟcwarping procedure does not exist. The best alignmentwill not
be achieved without puƫng some eﬀort into opƟmizing alignment parameters, scaling,
and ﬁnding a good reference.
• Visual inspecƟon of the end result is an absolute necessity. Numerical measures can indi-
cate a good result even if arƟfacts are present. At the same Ɵme, it should be kept in mind
that visual inspecƟon on its own is not infallible, since it is prone to subjecƟve judgment.
7.4 Conclusion
In this paper, we invesƟgated the suitability of ﬁve warping algorithms for aligning HR-MAS NMR
spectra to make them amenable to further mulƟvariate analysis. Furthermore, we extracted
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shiŌ informaƟon from the spectra and tested if it can be used in mulƟvariate analysis.
Alignment of the data sets greatly improved their internal similarity compared to unaligned
data. The diﬀerences in alignment quality between the algorithms examined in this study were
not very large in general. IcoshiŌ, COW and fastpa gave a good overall alignment result for
HR-MAS data, but fastpa currently has too many drawbacks for general use. Both icoshiŌ and
COW also conserved the peak shapes of the spectra. Whether the algorithms were designed
for chromatographic data or NMR spectra did not seem to have an inﬂuence in general on their
suitability for aligning NMR data. Comparison of our results with previous studies on chromato-
graphical and CE data allowed generalizaƟon of some observaƟons.
Both the choice of reference and the eﬀort that is put into aligning are important factors
in reaching the opƟmal alignment result. It is therefore advisable to try a number of diﬀerent
spectra as references and to opƟmize the parameter seƫngs of the algorithms.
Based on the previous evaluaƟons, general recommendaƟons for aligningHR-MASNMRdata
were proposed, including a suggesƟon for the algorithms to choose. The evaluaƟon methodol-
ogy discussed in this paper is generic and appropriate for assessing the suitability of warping
methods for other types of data.
Finally, the extracƟon of shiŌ informaƟon from spectra by means of the ﬁve warping algo-
rithms has been demonstrated in this paper. Cancer samples and samples from normal Ɵssue
in the cervical cancer data could successfully be discriminated based on the shiŌ informaƟon,
but this did not provide extra informaƟon next to the intensiƟes in the aligned spectra.
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Discussion, Conclusion and Outlook
As discussed in the introducƟon of this thesis, the applicaƟon of MWDA to proteomic data
aligned with our ptw methodology did not give the expected results, whereas its applicaƟon to
unaligned data unexpectedly did. Thus, we have obtained the results that we aimed for, albeit
in a somewhat diﬀerent manner than we thought originally. Moreover, the warping method-
ology that we developed gives very good results judging from the criteria for alignment. The
quesƟon remains what is the cause of the worse-than-expected results for the combinaƟon of
the methods.
8.1 Probable Cause and Improvements
It is reasonable to assume the cause must be the warping aŌer all. In Chapter 6 we have shown
thatMWDAworks on both aligned and unaligned simulated data. It also works on the unaligned
real proteomicmeasurements. It is hard to imagine that it would suddenly fail towork on aligned
data, unless these data themselves have come to possess a quality that renders MWDA unable
to extract diﬀerenƟal paƩerns from it. Of course, there’s always the possibility that a human
error was made in the analysis of the aligned data. Moreover, the MWDA procedure has devel-
oped and matured aŌer the choice to proceed with the unaligned data. It would therefore be a
good idea to try and apply the ﬁnal MWDA procedure once more on the aligned data.
Assuming, however, that the cause is the alignment, how can we explain that a warping
method that has been proven to work produces results that are unsaƟsfactory? First, note that
the criteria that we used to assess the quality of the warping procedure are not related per se to
the quality of the aligned data for further data analysis. We have shown that our ptwmethodol-
ogy is capable of producing aligned chromatograms. But, at its core, this is not much more than
139
8 Discussion, Conclusion and Outlook
concluding that the chromatograms look more aestheƟcally pleasing aŌer alignment. We have
not invesƟgated if the informaƟon content in the individual chromatograms has remained the
same or if the aligned chromatograms are indeed intrinsically beƩer suited for data analysis pur-
poses. Moreover, I would like to refer once more to the fact that most accepted preprocessing
steps and combinaƟons thereof actually lead to results that are worse than the ones obtained
from unpreprocessed data (SecƟon 3.3). Many may have tentaƟvely encountered this in their
own research, but it is nicely and quanƟtaƟvely illustrated in a paper by Bocklitz et al. [62] and
similarly in Figure 8.1, kindly provided by my colleague Jasper Engel [63]. The ‘aestheƟcs argu-
ment’ is a piƞall lurking under many preprocessing steps: data simply look beƩer aŌer having
been smoothed, aŌer they have had their baseline removed, when they have been deconvo-
luted and when they have been aligned. Of course, there are logical arguments for the applica-
Ɵon of these preprocessing steps, but evaluaƟons of the intrinsic beneﬁts of their applicaƟon in
certain forms, combinaƟons and to speciﬁc types of data are very hard to ﬁnd if present at all.
In this light, with respect to the alignment of the proteomic dataset by ptw, it should not
come as a surprise that the result is worse than the result for the unpreprocessed data, even
though ptw has been shown to work perfectly well. It is symptomaƟc for many preprocessing
procedures. Despite ptw’s speed, the alignment of the E. coli data is a very lengthy procedure.
AŌerMWDA failed to produce results, we have not tried to preprocess the data anew (and anew
and anew), but proceededwith the unaligned data instead. In the plots in [62] and Figure 8.1 we
have only generated two data points: one of a single failed preprocessing aƩempt and one for
the unprocessed data. Now, I am conﬁdent that trying out slightly diﬀerent preprocessing pro-
cedureswould ulƟmately lead to results that are (even) beƩer than the ones for the unprocessed
data. Of course, it would be highly preferably to take a reasoned approach and ﬁnd a cause for
why this parƟcular preprocessing did not lead to the expected results. The same holds for many
preprocessing steps in less complex data analysis projects that can be performed quickly. In
those cases, it is not a big obstacle to try diﬀerent combinaƟons of preprocessing steps over and
over unƟl a working combinaƟon has been found. But why are all the other ones not working?
This conundrum is wanƟng for research!
Having said that, we have already idenƟﬁed a number of possible improvements that can be
applied to ptw, but may also be of beneﬁt to other warping techniques. In Chapter 3, I men-
Ɵoned that dynamic Ɵmewarping (dtw) was originally meant as a distancemeasure, rather than
an alignment method. Although dtw is, in my opinion, a bad alignment method, I think that it
might just be the distancemeasure that is best suited for other alignment andwarpingmethods.
We have already shown (in Chapter 5) that it maƩers which distance measure is used in ptw.
No doubt, something similar holds for other alignment methods and it would be interesƟng to
try out dtw as a distance measure for ptw and other warping methods.
Ptw’s outcome is dependent on its iniƟal warping funcƟon. Currently, this is the idenƟty
warp w(x) = x, but it might be beneﬁcial to develop a method in which several starƟng points
are tried, or even a complete global opƟmizaƟon is employed. At the same Ɵme, ptw someƟmes
‘runs away’, even when using zeroﬁlling. A constrained or penalized opƟmizaƟonmight alleviate
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Figure 8.1 – Top: model complexiƟes versus classiﬁcaƟon results for the data described in [63] aŌer diﬀer-
ent combinaƟons of preprocessing steps. Points in this plot may be superimposed on eachother. BoƩom:
a histogram for the classiﬁcaƟon results of the same data. Both ﬁgures show that the large majority of
the classiﬁcaƟon results aŌer one of the preprocessing combinaƟons is worse than the results obtained
for the raw data.
141
8 Discussion, Conclusion and Outlook
this.
Last but not least, all warping methods that stretch and/or compress the proﬁles they work
on also adapt the areas of the features in those proﬁles (See for instance Figure 3.4). Mostly, the
change is much smaller than in that ﬁgure, but it is there nevertheless. Prof. Eilers, the inventor
of ptw, suggested to mulƟply the warped proﬁle with the derivaƟve of the warping funcƟon to
compensate for this. Indeed, we have tentaƟvely proven that this preserves the features’ areas
(results not shown), but problems sƟll arise due to the discrete nature of data. Nevertheless,
the idea could provide a clear improvement to a number of warping methods.
8.2 Proteomics
In Chapter 2, I described shotgun proteomics as a methodology that is circuitous, but given the
state of technology, probably the best opƟon for sequencing proteins. Technology improves,
though, and nowadays, high-throughput, large-scale top down proteomics is dawning. Devel-
opments in mass spectrometry hardware enable a larger and larger range of complete proteins
to be measured. At the same Ɵme, rapid improvements are achieved in solid phase immobi-
lizaƟon of enzymes, that would enable post-column digesƟon of proteins. In both cases, chro-
matographic separaƟon is performed at the level of proteins rather than pepƟdes. Even when
digesƟng them aŌerwards, one is certain that the pepƟde fragments measured by the mass
spectrometer are all present in the same mass spectra, rather than being spread out over the
retenƟon Ɵme range. This will be a huge beneﬁt in protein idenƟﬁcaƟon and in the search for
diﬀerenƟal paƩerns. Techniques such as MWDA currently suﬀer from the fact that correlated
variables are spread over the enƟre LC-MS matrix, so that their correlatedness does not posi-
Ɵvely contribute to a search for diﬀerenƟal paƩerns. When all pepƟde fragments are present in
the same mass spectra, their being correlated does contribute and will make paƩerns become
more disƟnct. If whole proteins are measured instead, the data will become much sparser and
will probably have a much higher signal-to-noise raƟo, also facilitaƟng data analysis.
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Summary
The increase in size and complexity of current (bio-)chemical datasets poses a challenge for data
analysis techniques. This thesis describes the development and invesƟgaƟon of both a method
for extracƟng diﬀerenƟal paƩerns (i.e. biomarkers) from proteomic LC-MS/MS data and of
methods for aligning these and other types of complex data through warping techniques. To
test all these methods, a special dataset was designed and measured.
Chapter 1 brieﬂy introduces the challenges and objecƟves for the research described in this
thesis: (bio-)chemical datasets are complex and have an inherent structure that make them un-
suitable for the applicaƟon of ‘standard’ data analysis techniques. Moreover, they suﬀer from
ﬂaws like misalignment that need to be corrected for prior to analysing them. The main goal of
the research described in this thesis is to develop a method that is capable of extracƟng the in-
formaƟon of interest from these complex datasets. The need for the development of a method
for alignment of the data is a resultant of this.
Shotgun proteomics is the standard methodology for ﬁnding proteomic biomarkers. Since
most of the research described in this thesis is applied to a proteomic dataset measured accord-
ing to this methodology, Chapter 2 describes how it works and also how the most important
pieces of equipment work that enable it.
Chapter 3 provides an in-depth introducƟon to warping methods and their applicaƟon to
spectroscopic and chromatographic data, the types most commonly encountered in analyƟcal
chemistry. AŌer introducing the concepts ofmisalignment, alignment anwarping (and especially
the diﬀerence of the laƩer two), the chapter proceeds to elaborate diﬀerent types of warping
methods. The performance of the methods is compared on the basis of their aplicaƟon to two
datasets.
Warping is normally a part of a sequence of data preprocessing steps; the place of warping in
that sequence (when should it be applied and what interacƟons with other steps are possible?)
is described.
Reference selecƟon is an important issue in warping (and alignment). The chapter discusses
diﬀerent possibiliƟes for selecƟng or construcƟng a suitable reference and their merits.
AŌer this, the diﬀerent similarity criteria that can be used for warping are discussed and a
disƟncƟon is made between criteria that are used to achieve an opƟmal alignment and the ones
that are used to evaluate an alignment result.
Although the chapter mostly discusses warping methods in the context of data with a single
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independent variable axis (the x-axis), some types of higher-dimensional data can be treated in
a similar manner. A short discussion of requirements and possible piƞalls is provided.
The chapter ends with an elaboraƟon of examples of warping, some of which were already
brieﬂy introduced in the ﬁrst secƟons of the chapter.
Well-designed and comprehensive datasets are an important prerequisite for developing and
tesƟng data analysismethods. Chapter 4 introduces the benchmark dataset used in the research
described in Chapters 5 and 6. This dataset was speciﬁcally designed and measured for tesƟng
both alignment (warping) and biomarker searchmethods. Tomake it both well-deﬁned and ver-
saƟle, two well-known proteins of bovine and phasianine (cow and chicken, respecƟvely) origin
were spiked in a (bacterial) E. coli proteome according to a formal 2 × 3 full factorial design
with at least 5 replicates for each condiƟon. Moreover, the samples were prepared and mea-
sured independently and in random order. The chapter describes the methods that were used
in preparaƟon and measurement, as well as the raƟonale behind the design, the outcome of
several characterisaƟons of the acquired data and possible applicaƟons for this versaƟle dataset.
The ﬁrst applicaƟon of (part of) the dataset is described in Chapter 5. This chapter describes
the development of an improved version of parametric Ɵme warping (ptw). The original version
of this warping method was not directly applicable to LC-MS data, due to its dependence on it-
eraƟve regression as an opƟmizaƟon method and the associated use of the (root) mean square
as a (dis)similarity criterion. The chapter describes the generalizaƟon of the applicability of ptw
to include LC-MS and similar data via the use of more general opƟmizaƟon methods. The chap-
ter also introduces the weighted cross-correlaƟon as a beƩer similarity measure for ptw and an
alignment strategy combining global and individual alignments for aligning LC-MS data.
Chapter 6 describes the research directly related to themain goal of this thesis: the develop-
ment of a technique to ﬁnd diﬀerenƟal paƩerns in LC-MS data. The use of shotgun proteomics
(explained in Chapter 2) has somemajor drawbacks, related to the use ofMS/MS spectra in com-
binaƟon with database searching. The MWDAmethod (Moving-Window Discriminant Analysis)
introduced in this chapter does not suﬀer from these drawbacks and is shown to outperform a
number of other database-independent methods based on (univariate) Student’s t-tests.
Whereas the combinaƟon of warping and MWDA led, unexpectedly, to a deterioraƟon of
MWDA’s results, rather than an improvement, the work described in Chapter 7 shows the bene-
ﬁcial eﬀects of warping on three high-resoluƟon (HR) magic angle spinning (MAS) nuclear mag-
neƟc resonance (NMR) datasets. Diﬀerent warping methods are compared and a generic eval-
uaƟon methodology for alignment quality is introduced. Moreover, the chapter shows that in-
formaƟon can actually be extracted from peak shiŌs, rather than from intensiƟes only, as is
customary.
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Samenvatting
De toename in grooƩe en complexiteit van de huidige (bio-)chemische datasets zijn een uitda-
ging voor data-analysetechnieken. Dit proefschriŌ beschrijŌ de ontwikkeling en het onderzoek
van zowel een methode om diﬀerenƟële patronen (biomerkers) te extraheren uit LC-MS/MS
data uit het proteomicsveld als van methodes om deze en andere typen complexe data te alini-
ëren met behulp van zogenaamde ‘warping’-methodes. Om al deze methodes te testen werd
een speciale dataset ontworpen en gemeten.
Hoofdstuk 1 introduceert kort de uitdagingen en doelen voor het onderzoek dat in dit proef-
schriŌ beschrevenwordt: (bio-)chemische datasets zijn complex en hebben een inherente struc-
tuur die ze ongeschikt maakt voor de toepassing van ‘standaard’ data-analysetechnieken. Daar-
naast hebben ze last van onvolkomendheden, zoals niet-gealinieerd zijn, die gecorrigeerd moe-
ten worden voordat ze geanalyseerd kunnen worden. Het hoofddoel van het onderzoek dat in
dit proefschriŌwordt beschreven is de ontwikkeling van eenmethode die in staat is bepaalde in-
formaƟe aan deze datasets te onƩrekken. De noodzaak voor de ontwikkeling van een methode
voor aliniëring van de data is hier een resultante van.
Shotgun (‘hagelgeweer’) proteomics is de standaardmethodologie voor het vinden van ei-
witbiomerkers. Omdat het grootste deel van het onderzoek uit dit proefschriŌ zich afspeelt
rondom een eiwitdataset die volgens dit stramien is gemeten, beschrijŌ hoofdstuk 2 hoe het
werkt en ook hoe de belangrijkste apparaten werken die de methodologie mogelijk maken.
Hoofdstuk 3 voorziet in een diepgaande inleiding in warpingmethodes en hun toepassing op
spectroscopische en chromatograﬁsche gegevens, de meestvoorkomende gegevenstypen bin-
nen de analyƟsche chemie. Na het introduceren van de concepten misaliniëring, aliniëring en
warping (en met name het verschil tussen de laatste twee) wijdt het hoofdstuk uit over de ver-
schillende typen warpingmethoden. De prestaƟe van de methoden wordt vergeleken, geba-
seerd op hun toepassing op twee datasets.
Warping is normaalgesproken onderdeel van een serie van datavoorbewerkingsstappen; de
plaats van warping in die serie (wanneer moet het worden toegepast en welke interacƟe met
andere stappen zijn mogelijk?) wordt beschreven.
De selecƟe van een referenƟe is een belangrijke kwesƟe in warping (en aliniëring). Verschil-
lende mogelijkheden voor selecƟe of construcƟe van een geschikte referenƟe en hun voor- en
nadelen worden in dit hoofdstuk bediscussieerd.
Hierna worden de verschillende similariteitscriteria bediscussieerd die voor warping kunnen
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worden gebruikt; hierbij wordt onderscheid gemaakt tussen de criteria die gebruikt worden om
een opƟmale aliniëring te verkrijgen en de criteria die gebruikt worden om het aliniëringsresul-
taat te evalueren.
Hoewel het hoofdstuk hoofdzakelijk warpingmethodes bediscussieert in de context van data
met één enkele onaĬankelijke variabele-as (de x-as), is het mogelijk om sommige typen hoger-
dimensionale data op een soortgelijke manier te behandelen. Voorwaarden hiervoor en moge-
lijke valkuilen worden kort bediscussieerd.
Het hoofdstuk besluit met een aantal uitgebreide voorbeelden van warping, waarvan een
aantal al kort de revue zijn gepasseerd in de eerste paragrafen.
Goed ontworpen en gedetailleerde datasets zijn onontbeerlijk voor de ontwikkeling en het
testen van data-analysemethoden. Hoofdstuk 4 introduceert de referenƟedataset die gebruikt
wordt in het onderzoek in hoofdstukken 5 en 6. Deze dataset is speciﬁek ontworpen en geme-
ten voor het testen van zowel alignment- (warping-) als biomerker-zoekmethoden. Omeen goed
gedeﬁnieerde en veelzijdige dataset te maken werden twee welbekende eiwiƩen van bovine en
phasianine (respecƟevelijk koe en kip) oorsprong toegevoegd aan een (bacterieel) Escherichia
coli-proteoom volgens een formeel 2 × 3 volledig factorieel ontwerp met minimaal 5 herhalin-
gen voor elke factorinstelling. Daarnaast werden alle monsters onaĬankelijk van elkaar en in
willekeurige volgorde bereid en gemeten. Het hoofdstuk beschrijŌ de methoden die gebruikt
werden voor de bereiding enmeƟng van demonsters, zowel als de raƟonale achter het ontwerp,
de uitkomst van een aantal karakterisaƟes van de verkregendata enmogelijke toepassingen voor
deze veelzijdige dataset.
Een eerste toepassing van (een deel van) de dataset wordt beschreven in hoofdstuk 5. Dit
hoofdstuk beschrijŌ de ontwikkeling van een verbeterde versie van ‘parametric Ɵme warping’
(ptw). De originele versie van deze warpingmethode was niet direct toepasbaar op LC-MS-data,
vanwege zijn aĬankelijkheid van iteraƟeve regressie als opƟmalisaƟemethode en het daarmee
samenhangende gebruik van het kwadraƟsch gemiddelde als (dis)similariteitscriterium. Het
hoofdstuk beschrijŌ de veralgemenisering van de toepasbaarheid van ptw tot LC-MS en gelijk-
soorƟge gegevens via het gebruik van meer algemene opƟmalisaƟemethoden. In dit hoofdstuk
wordt ook de gewogen kruiscorrelaƟe geïntroduceerd als een betere similariteitsmaat voor ptw.
Daarnaast wordt een aliniëringsstrategie beschreven die globale en individuele aliniëring com-
bineert voor het aliniëren van LC-MS data.
Hoofdstuk 6 beschrijŌ het onderzoek dat direct gerelateerd is aan het hoofddoel van dit
proefschriŌ: de ontwikkeling van een methode om diﬀerenƟële patronen te vinden in LC-MS-
data. Het gebruik van shotgun proteomics (uitgelegd in hoofdstuk 2) heeŌ een aantal majeure
nadelen, die samenhangen met het gebruik van MS/MS-spectra gecombineerd met het zoeken
in databases. De MWDA-methode (Moving-Window Discriminant Analysis) die in dit hoofdstuk
wordt geïntroduceerd ondervindt deze nadelen niet. Er wordt aangetoond dat MWDA een aan-
tal andere database-onaĬankelijke methoden, gebaseerd op de (univariate) Student t-testen,
verslaat.
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Samenvaƫng
Daar waar de combinaƟe van warping met MWDA onverwacht leidde tot een verslechtering
van de resultaten vanMWDA, in plaats van tot een verbetering, laat het werk dat in hoofdstuk 7
beschreven wordt de posiƟeve eﬀecten zien van warping op drie hoge-resoluƟe (HR) ‘magic an-
gle spinning’ (MAS) kernspinresonanƟe (NMR) datasets. Verschillende warpingmethoden wor-
den vergeleken en een generieke methodologie voor de evaluaƟe van aliniëringskwaliteit wordt
geïntroduceerd. Daarnaast laat dit hoofdstuk zien dat er zelfs informaƟe kanworden onƩrokken
aan piekverschuivingen in plaats van aan de gebruikelijke piekintensiteiten.
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Dankwoord
Hoewel er verschillen zijn tussen vakgebieden, heeŌ een wetenschappelijk arƟkel meestal een
vaste opbouw. Datzelfde geldt voor een proefschriŌ; vandaar dat velen van jullie meteen door-
gebladerd zullen hebben naar de laatste pagina’s, waar de samenvaƫng en dit stuk – het dank-
woord – te vinden zijn. Ook de auteursvolgorde boven een arƟkel volgt een vast stramien: in
de bètawetenschappen staat vooraan degene (vaak een promovendus) die het arƟkel woord
voor woord geschreven heeŌ; achteraan staat de begeleider (vaak een hoogleraar) die de ex-
perƟse heeŌ om de grote lijnen van het onderzoek uit te zeƩen en de kwaliteit te bewaken. Het
midden wordt van buiten naar binnen opgevuld met de andere mensen die in meer of mindere
mate betrokken zijn geweest bij het in het arƟkel beschreven onderzoek. Het midden is dus
eigenlijk de ondankbaarste plaats. Ook een dankwoord in een proefschriŌ heeŌ meestal een
vaste volgorde: hier komen de begeleiders, die dag na dag het onderzoek van de promovendus
hebben begeleid, eindelijk weer eens vooraan te staan, terwijl naaste familie en geliefden, die
in zekere zin de grote lijnen van het leven van de promovendus hebben uitgezet en de kwaliteit
ervan bewaken, achteraan te vinden zijn. Wat mij betreŌ betekent ‘de ondankbaarste plaats’ in
het midden echter níet ‘de plaats van diegenen die ik het minst dankbaar ben’, maar ‘de plaats
van diegenen die verhoudingsgewijs minder dank krijgen dan ze eigenlijk toekomt’. Laat het dus
duidelijk geschreven zijn: ik ben jullie allemáál heel, heel dankbaar voor alle manieren waarop
jullie me Ɵjdens de totstandkoming van dit proefschriŌ tot steun zijn geweest!
Lutgarde, ik ben je vanzelfsprekend dankbaar voor de mogelijkheid die je me geboden hebt
om bij AnalyƟsche Chemie te promoveren. Maar in het bijzonder wil ik je bedanken voor je ge-
duld en voor de ‘begeleide zelfstandigheid’ die ik naar mijn idee genoot in mijn onderzoek, voor
de expliciete mogelijkheden ommezelf ook te ontplooien op educaƟef gebied, voor het gestand
doen aan je beloŌe open te staan voor gesprekken over dingen die me dwarszaten en – op wat
eigenlijk ongeveer het einde van mijn promoƟe-traject had moeten zijn – voor de steun bij het
verkrijgen van de fantasƟsch leuke baan die ik nu heb!
Ron, jij bent eigenlijk degene die me bij AnalyƟsche Chemie heeŌ binnengeloodsd; ik herin-
ner me in dat opzicht vooral nog ons preƫge gesprek Ɵjdens een IMM-symposium aan het eind
van mijn studie. Ook Ɵjdens mijn promoƟe was je als mijn dagelijks begeleider heel toeganke-
lijk en ik kwam nooit tevergeefs met een probleem bij je. Ook na je vertrek naar Italië ben je,
ondanks je drukke werk aldaar, alƟjd benaderbaar en geïnteresseerd gebleven. Tot slot wil ik
graag nogmemoreren aan de hilarischemailwisselingen tussen Uwedele, heerMelssen, Patrick,
Bülent en ondergetekende; alleen jammer dat die ‘inﬂatable port-a-poƫ’ ter vervanging van het
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afgesloten linkertoilet er nooit is gekomen…
BrigiƩe, bedankt voor je vrolijke ondersteuning: als er iets geregeld of opgezochtmoest wor-
den deed ik nooit vergeefs een beroep op je. Een goed voorbeeld is de keer dat ik een USB-sƟck
vergeten was mee te nemen naar Lunteren en jij op mijn computer het benodigde bestand hebt
opgezocht en naar me hebt gemaild: een super-reddingsacƟe! En natuurlijk ben ik jou ook in
het bijzonder dankbaar voor de goed gevulde koekjestrommel Ɵjdens de koﬃepauzes op don-
derdag!
Dank aan mijn studenten Jan, Hans, Joram, Rob, Paula en Onno. Hoewel lang niet al jullie
onderzoek dit proefschriŌ heeŌ gehaald (evenmin als het mijne, overigens) zijn al jullie bijdra-
gen voor mij van groot belang geweest voor het verwerven van het inzicht dat noodzakelijk was
voor het onderzoek dat wél in dit proefschriŌ terecht is gekomen. Ik heb dus ván en mét jullie
geleerd, maar natuurlijk ook geprobeerd iets áán jullie te leren en heb dat alƟjd een hele leuke
en dankbare taak gevonden. Bedankt voor jullie enthousiasme en leergierigheid!
Grote Dank ook aan mijn collega’s van AnalyƟsche Chemie: Jorn, Egon, Bülent, Patrick (ik
krijg een krat ‘bier’ van je!), Agi, Lionel, Olaf, Geert en Willem, bedankt voor de hulp bij lasƟge
chemometrische problemen, samenwerking bij het geven van onderwijs, de gezellige uitjes en
acƟviteiten, ondersteuning bij computerproblemen, het samen maken van (te) lange dagen en
natuurlijk alle grappen en grollen (ik vind Willems 53535 nog steeds wat beter geslaagd dan de
verstopte computer van Bülent…).
A special word of thanks for ‘temporary colleague’ Guro: I have greatly enjoyed our coop-
eraƟon in producing the paper on alignment of (N)MR data. If the rest of my PhD would have
been as fast-paced, I would have been ﬁnished in about two-and-a-half years; you should have
come earlier and stayed a bit longer! Thank you also for your and Magnus’ friendship and your
hospitality during my visits to Trondheim. And thanks to Ingrid, Tone and all the groupmembers
of MR-senteret for their hospitality, also.
Het grootste deel van het werk in dit proefschriŌ is het resultaat van een vruchtbare samen-
werking met de Nijmegen Proteomics Facility (nu het Radboud Proteomics Centre). In eerste
instanƟe (lang, lang geleden) samenmetWendy en Bert en naWendy’s vertrek met Hans, Jolein
en Maurice. Wendy, van jou herinner ik me vooral je vrolijke enthousiasme. Bert bedankt voor
je interesse en posiƟef-kriƟsche houding. Hans, Jolein enMaurice hebben veel werk gestoken in
alle meƟngen en analyses, geen moeite leek jullie te veel! Bedankt daarvoor en natuurlijk ook
voor alle goede discussies over de richƟng van het onderzoek en de behaalde resultaten!
Paul Eilers verdient ook een plek in dit dankwoord. En een compliment: onbaatzuchƟgheid
is zeldzaam in de wetenschap, maar Paul toont wat mij betreŌ aan dat het kán, dat het je maakt
tot een heel aangenaam persoon om mee samen te werken en vreemd genoeg dat het daarom
ook een uitstekende tacƟek is om tóch iets terug te krijgen voor je inspanningen. Bedankt voor
je hulp Paul, en voor deze en andere wijze levenslessen (impliciet en expliciet)!
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Gedurende mijn studie en promoƟe heb ik me, ondanks mijn niet-aﬂatende verstrooidheid
op het gebied van afspraken, mijn door alle drukte vaak wel zeer gebrekkige communicaƟe en
mijn emigraƟe naar het verre Duitsland mogen verheugen in de vriendschap van een groot aan-
tal mensen:
Gerbe en Stefanie, Arjan en Irmgard, Dick, Harm enMarlies, Jordy, Bram en CharloƩe, Sanne
en Morten, Marlinda en Michiel, bedankt voor de parƟjtjes squash, het hardlopen, de poker-
avonden, het wekelijkse avondje ‘ReŌeren’, de skivakanƟes en nog veel meer sociale acƟvitei-
ten, die regelmaƟg voor de broodnodige aﬂeiding hebben gezorgd en dat nog steeds doen!
Esther, Femke en Marieke, aan de lange mailconversaƟes van de beginjaren komen we de
laatste Ɵjd niet meer toe, maar het was geweldig om over alles m’n hart bij jullie te kunnen luch-
ten. Ondanks het minder intensieve contact van de laatste Ɵjd zijn jullie nog steeds bijzonder
(en) belangrijk voor me!
Daan, Teun en Erik, CandeAVrienden van de middelbare school, ook ons contact is niet zo
veelvuldig (Daan, heb je je inbox-prioriterings-script nou al geschreven?), maar daaromnietmin-
der waardevol! Ik beleef alƟjd veel plezier aan de paar keer per jaar dat we samenkomen.
Ik heb sowieso goede herinneringen aan mijn middelbare-schoolƟjd, niet in het minst door
leraren als Sjef en Emiel, met wie ik nog steeds goed contact heb en die een belangrijke rol heb-
ben gespeeld bij het kiezen voor een bètastudie. Bedankt voor jullie enthousiasme!
Het al dan niet regelmaƟg spelen van allerlei spellen met SƟjn, Willem, Nearchos, Kess, Ture,
Eline, Koekkoek, Hilde, Fieke, Corneel, Hans, Ruben en Tristan enmet nameook de bijbehorende
gezamenlijke kookfesƟjnen zijn steeds een welkom Ɵjdverdrijf geweest.
Op sporƟef gebied bood en biedt (ulƟmate) frisbee me een belangrijke uitlaatklep. Een paar
uur achter zo’n schijf aandraven en ik kan er mentaal weer een weekje tegen. Toch jammer dat
zo weinig mensen snappen dat een frisbee veel leuker is dan een bal! Gelukkig zijn de mensen
die dat wel begrijpen ook stuk voor stuk bijzonder aardig en mag ik ook een grote groep BFris-
Bee2ers tot mijn vrienden rekenen. Bedankt voor jullie sporƟviteit, vriendschap en alle andere
leuke acƟviteiten die we naast het frisbeeën ondernemen!
Hoewel mijn baan meer afgeleid heeŌ van mijn promoƟe dan eraan heeŌ bijgedragen, ben
ik Tom vanWeerd toch erg dankbaar voor de preƫge Ɵming van zijn pensioen en de hulp die hij
me bood (en nog steeds biedt) bij het overnemen van zijn taken. Ik waardeer de preƫge en uit-
dagende werkomgeving op de universiteit en de vele leuke en geïnteresseerde collega’s enorm.
En natuurlijk heeŌ juist een baan op de universiteit, dicht bij het vuur en met betrekkelijk grote
vrijheid ook het voordeel dat het afmaken van dit boekje toch gestaag door heeŌ kunnen gaan.
Daarom dus ook dank aan alle collega’s binnen het OnderwijsinsƟtuutMoleculaireWetenschap-
pen, voor jullie interesse en sƟmulans!
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Dankwoord
Tot slot, zoals aangekondigd, de ereplaats aan het eind voor mijn familie. Oma Bloemberg,
ik ben blij dat ondanks mijn getreuzel toch een grootouder mijn promoƟe mee kan maken. Jou
en opa, en opa en oma Weusthof ben ik dankbaar voor jullie interesse en de ﬁjne families die
jullie belichamen.
Loes, Ank en Joost ik ben blij met drie geweldige ‘Geschwister’1, elk met hun eigen leven en
tóch een sterke familieband, met interesse voor elkaar en waar nodig een kriƟsche noot (niet
in het minst van mijn kant natuurlijk…). Ik ben jullie dankbaar voor de steun op allerlei gebied,
voor het luisterend oor als daar behoeŌe aan was en voor jullie verdraagzaamheid als ik eens
een keer ergens níet over wilde praten.
Papa en mama, bedankt voor jullie onvoorwaardelijke sƟmulans; van kinds af aan hebben
jullieme gesƟmuleerd te leren, te doenwat ik leuk vind, maar wel te proberen goed te zijn in wat
ik doe. Jullie hebben dus alle reden om trots te zijn op de prestaƟe die met het gereedkomen
van dit boekje gestalte krijgt; het is ten dele ook die van jullie!
Lieve familie, ik ben jullie dankbaar voor jullie liefde en zorgzaamheid!
1For lack of a Dutch word…
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