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Uniqueness of fast travelling fronts in
reaction-diffusion equations with delay
By Maitere Aguerrea, Sergei Trofimchuk∗ and Gabriel Valenzuela
Instituto de Matema´tica y Fisica, Universidad de Talca, Casilla 747, Talca, Chile
We consider positive travelling fronts u(t, x) = φ(ν ·x+ct), φ(−∞) = 0, φ(∞) = κ,
of the equation ut(t, x) = ∆u(t, x)−u(t, x)+g(u(t−h, x)), x ∈ Rm (∗). It is assumed
that (∗) has exactly two non-negative equilibria: u1 ≡ 0 and u2 ≡ κ > 0. The birth
function g ∈ C2(R,R) may be non-monotone on [0, κ]. Hence, we are concerned with
the so-called monostable case of the time-delayed reaction-diffusion equation. Our
main result says that for every fixed and sufficiently large velocity c, the positive
travelling front φ(ν · x+ ct) is unique (modulo translations). Notice that φ can be
non-monotone. To prove the uniqueness, we introduce a small parameter ε = 1/c
and realize the Lyapunov-Schmidt reduction in a scale of Banach spaces.
Keywords: Time-delayed reaction-diffusion equation; monostable case;
uniqueness; travelling front; single species population model.
1. Introduction and main result
In this paper, we consider the time-delayed reaction-diffusion equation
ut(t, x) = ∆u(t, x)− u(t, x) + g(u(t− h, x)), u(t, x) ≥ 0, x ∈ Rm. (1.1)
Eq. (1.1) and its non-local versions are used widely to model many physical, chem-
ical, ecological and biological processes, see Faria et al. (2006) for more references.
The nonlinearity g is referred to in the ecology literature as the birth function,
and we will suppose that −x+ g(x) is of the monostable type. Thus Eq. (1.1) has
exactly two non-negative equilibria u1 ≡ 0, u2 ≡ κ > 0. We say that the wave
solution u(x, t) = φ(ν · x + ct), ‖ν‖ = 1, of (1.1) is a wavefront (or a travelling
front), if the profile function φ satisfies the boundary conditions φ(−∞) = 0 and
φ(+∞) = κ. After scaling, such a profile φ is a positive heteroclinic solution of the
delay differential equation
ε2x′′(t)− x′(t)− x(t) + g(x(t− h)) = 0, ε := 1/c > 0, t ∈ R. (1.2)
Notice that φ may not be monotone. Since the biological interpretation of u is the
size of an adult population, we will consider only positive travelling fronts.
If we take h = 0 in (1.1), we obtain a monostable reaction-diffusion equations
without delay. The problem of existence of travelling fronts for this equation is quite
well understood. In particular, for each such equation we can indicate a positive
real number c∗ such that, for every c ≥ c∗, it has exactly one travelling front
u(x, t) = φ(ν · x + ct). Furthermore, Eq. (1.1) does not have any travelling front
∗Author for correspondence (trofimch@inst-mat.utalca.cl)
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propagating at the velocity c < c∗. The profile φ is necessarily strictly increasing
function. See, for example, Theorem 8.3 (ii), Theorem 8.7 and Theorem 2.39 in
Gilding & Kersner (2004).
However, the situation will change drastically if we take h > 0. Actually, at the
present moment, it seems that we are far from proving similar results concerning
the existence, uniqueness and geometric properties of wavefronts for delayed equa-
tion (1.1). This despite that fact that the existence of travelling fronts in (1.1) was
recently intensively studied for some specific subclasses of birth functions. E.g. see
So, Wu & Zou (2001), Wu & Zou (2001), Faria et al. (2006), Ma (2007), Trofim-
chuk & Trofimchuk (2008) and references wherein. Certainly, so called monotone
case (when g is monotone on [0, κ]) is that one for which the most information is
available. But so far, even for equations with monotone birth functions very little is
known about the number of wavefronts (modulo translation) for an arbitrary fixed
c ≥ c∗. In effect, there exist a very few theoretical studies devoted to the uniqueness
problem for equations similar to (1.1). To the best of our knowledge, the uniqueness
was established only for small delays in Ai (2007) and for a family of unimodal and
piece-wise linear birth functions in Trofimchuk et al. (2007). The mentioned family
is rather representative since ’asymmetric’ tent maps mimic the main features of
general unimodal birth functions. In fact, we believe that the uniqueness of positive
wavefront can be proved for delayed equations with the unimodal birth function
satisfying the following assumptions:
(H) The steady state x1(t) ≡ κ > 0 (respectively x2(t) ≡ 0) of the equation
x′(t) = −x(t) + g(x(t− h)) (1.3)
is exponentially stable and globally attractive (respectively hyperbolic).
(G) g ∈ C1(R+,R+), p := g′(0) > 1, and g′′(x) exists and is bounded near 0. We
suppose that g has exactly two fixed points 0 and κ > 0. Set A = sup{a ∈
(0, κ/2] : g′(x) > 0, x ∈ [0, a)} and ζ2 = maxx∈[0,κ] g(x), we assume that
g(x) > 0 for x ∈ (0, ζ2]. Then there exists a positive ζ1 ≤ min{g(ζ2), A}
such that g(ζ1) = mins∈[ζ1,ζ2] g(s). Notice that g([ζ1, ζ2]) ⊆ [ζ1, ζ2]. Without
restricting the generality, we can suppose that sups≥0 g(s) ≤ ζ2.
In this paper, we follow the approach of Faria et al. (2006) to prove the uniqueness
(up to translations) of positive wavefront for a given fast speed c. In the case of
(1.1), this approach essentially relies on the fact that, in ’good’ spaces and with
suitable g′(0), g′(κ), the linear operator (Lx)(t) = x′(t)+x(t)−g′(ψ(t−h))x(t−h)
is a surjective Fredholm operator. Here ψ is a heteroclinic solution of equation
(1.2) considered with ε = 0. In consequence, the Lyapunov-Schmidt reduction can
be used to prove the existence of a smooth family of travelling fronts in some
neighborhood of ψ. As it was shown in Faria & Trofimchuk (2006) this family
contains positive solutions as well. However, an important and natural question
about the number of the positive wavefronts has not been answered in the past. We
solve this problem in the present paper, establishing the following result:
Theorem 1.1. Assume (H), (G). Then there exists a unique (modulo translations)
positive wavefront of Eq. (1.1) for each sufficiently large speed c.
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In order to apply Theorem 1.1, one needs to find sufficient conditions to ensure
the global attractivity of the positive equilibrium of (1.3). Some results in this
direction were found in Liz et al. (2005) for nonlinearities satisfying a generalized
Yorke condition. In particular, Corollary 2.3 of the latter paper implies the following
Corollary 1.2. Assume (H) and (G), and that either Γ := g′(κ) ∈ [0, 1] or
Γ < 0 and e−h > −Γ ln Γ
2 − Γ
Γ2 + 1
.
Suppose also that g ∈ C3(R+,R+) has only one critical point xM (maximum) and
that the Schwarzian (Sg)(x) = g′′′(x)(g′(x))−1−(3/2) (g′′(x)(g′(x))−1)2 is negative
for all x > 0, x 6= xM . Then the conclusion of Theorem 1.1 holds true.
Notice that Corollary 1.2 applies to both the Nicholson’s blowflies equation and
the Mackey-Glass equation with non-monotone nonlinearity.
The structure of this paper is as follows: the next section contains preliminary
facts and fixes some notation. In the third section, following Faria et al. (2006),
we realize the Lyapunov-Schmidt reduction in a scale of Banach spaces. Section
4 contains the core lemma of the paper. As an applications of this lemma, we
obtain an alternative proof of the existence of positive wavefronts, see Theorem
4.2. Finally, in Section 5 we show that there exists exactly one wavefront for each
fixed fast speed.
2. Preliminaries
This section contains several auxiliary results that will be needed later. Proofs
of them (excepting Lemma 2.7) can be found in Liz et al. (2002) [Lemma 2.1],
Trofimchuk et al. (2007) [Lemma 2.2], Faria & Trofimchuk (2006) [Lemmas 2.3-
2.6].
Lemma 2.1. Assume (G). If x 6≡ 0 is a non negative solution of Eq. (1.3), then
ζ1 ≤ lim inf
t→+∞
x(t) ≤ lim sup
t→+∞
x(t) ≤ ζ2.
Lemma 2.2. Assume (G). Consider wavefront u(x, t) = φ(ν · x+ ct), ‖ν‖ = 1, to
Eq. (1.1). Then there exists a unique τ such that φ(τ) = A, φ′(s) > 0 for all s ≤ τ .
Lemma 2.3. Suppose that p > 1 and h > 0. Then the characteristic equation
z = −1 + p exp(−zh) (2.1)
has only one real root 0 < λ < p− 1. Moreover, all roots λ, λj , j = 2, 3, . . . of (2.1)
are simple and we can enumerate them in such a way that λ > ℜλ2 = ℜλ3 ≥ . . .
Everywhere in the sequel, λj stands for a root of (2.1). Notice that we write λ
instead of λ1.
Lemma 2.4. Assume (H), (G) and let λ be as in Lemma 2.3. Then (1.3) has a
unique (modulo translations) positive heteroclinic solution ψ. Moreover, ψ(t− t0) =
exp(λt) +O(exp((2λ− δ)t)), t→ −∞, for each δ > 0 and some t0 ∈ R.
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Lemma 2.5. Let {λα(ε), α ∈ A}, where N ∪ {∞} ⊂ A, denote the (countable) set
of roots to the equation
ε2z2 − z − 1 + p exp(−zh) = 0. (2.2)
If p > 1, h > 0, ε ∈ (0, 1/(2√p− 1)) then (2.2) has exactly two real roots
λ1(ε), λ∞(ε) such that
0 < λ < λ1(ε) < 2(p− 1) < ε−2 − 2(p− 1) < λ∞(ε) < ε−2 + 1.
Moreover: (i) there exists an interval O = O(p, h) ∋ 0 such that, for every ε ∈ O,
all roots λα(ε), α ∈ A of (2.2) are simple and the functions λα : O → C are
continuous; (ii) we can enumerate λj(ε), j ∈ N, in such a way that there exists
limε→0+ λj(ε) = λj for each j ∈ N, where λj ∈ C are the roots of (2.1), with
λ1 = λ; (iii) for all sufficiently small ε, every vertical strip ξ ≤ ℜz ≤ 2(p − 1)
contains only a finite set of m(ξ) roots (if ξ 6∈ {ℜλj , j ∈ N}, then m(ξ) does
not depend on ε) λ1(ε), . . . , λm(ξ)(ε) to (2.2), while the half-plane ℜz > 2(p − 1)
contains only the root λ∞(ε).
Assume (H), (G), and let ψ be the positive heteroclinic solution from Lemma 2.4.
For a fixed µ ≥ 0, we set #{λj : µ < ℜλj} := d(µ) and ‖x‖+ = supR+ |x(s)|,
‖x‖−µ = supR− e−µs|x(s)|, |x|µ = max{‖x‖+, ‖x‖−µ }. Consider the Banach space
Cµ(R) = {x ∈ C(R,R) : ‖x‖−µ <∞, x(−∞) = 0, and x(+∞) is finite},
equipped with the norm |x|µ. We will need the operators G, I, Iε, I+ε , I−ε ,N :
Cµ(R)→ Cµ(R), where (Gx)(t) = g(x(t)) is the Nemitski operator, I = I−0 , I+0 = 0,
Iε = σ−1(ε)(I+ε + I−ε ), σ(ε) :=
√
1 + 4ε2, and
(I+ε x)(t) =
∫ +∞
t
e
(1+σ(ε))(t−s)
2ε2 x(s − h)ds, (I−ε x)(t) =
∫ t
−∞
e
−2(t−s)
1+σ(ε) x(s− h)ds,
(Nx)(t) =
∫ t
−∞
e−(t−s)q(s)x(s − h)ds, q(s) := g′(ψ(s− h)).
Since g′(x) = p+O(x), x→ 0, and ψ(t) = O(exp(λt)), t→ −∞, we obtain that
q(t) = p+ ǫ(t), ǫ(t) = O(exp(λt)), t→ −∞; and q(−∞) = p > 1, q(∞) = g′(κ).
Observe that I±ε ,N are well defined: e.g. (Nx)(+∞) = g′(κ)x(+∞) and, for t ≤ h,
|(Nx)(t)| ≤
∫ t
−∞
e−(t−s)|q(s)|‖x‖−µ eµ(s−h)ds ≤
‖x‖−µ supt≤h |q(t)|
1 + µ
eµ(t−h).
Lemma 2.6. Operator families I±ε : (−1/√µ, 1/√µ) → L(Cµ(R)), µ ≥ 0, are
continuous in the operator norm. In particular, Iε → I as ε→ 0.
Lemma 2.7. If (H) holds and µ 6∈ {ℜλj}, µ ≥ 0, then I − N : Cµ(R) → Cµ(R)
is a surjective Fredholm operator and dim Ker (I −N ) = d(µ).
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Proof. First, we establish that I−N is an epimorphism. Take some d ∈ Cµ(R) and
consider the following integral equation
x(t)−
∫ t
−∞
e−(t−s)q(s)x(s− h)ds = d(t).
If we set z(t) = x(t)− d(t), this equation is transformed into
z(t)−
∫ t
−∞
e−(t−s)q(s)(z(s− h) + d(s− h))ds = 0.
Hence, in order to establish the surjectivity of I−N , it suffices to prove the existence
of Cµ(R)-solution of the equation
z′(t) = −z(t) + q(t)z(t− h) + q(t)d(t− h). (2.3)
First, notice that all solutions of (2.3) are bounded on the positive semi-axis R+ due
to the boundedness of q(t)d(t−h) and the exponential stability of the homogeneous
ω-limit equation z′(t) = −z(t) + g′(κ)z(t − h). Here we use the persistence of
exponential stability under small bounded perturbations (e.g. see Section 5.2 in
Chicone & Latushkin (1999)) and the fact that q(+∞) = g′(κ). Furthermore, since
every solution z of (2.3) satisfies z′(t) = −z(t) + g′(κ)z(t− h) + g′(κ)d(+∞) + ǫ(t)
with ǫ(+∞) = 0, we get z(+∞) = d(+∞)g′(κ)(1− g′(κ))−1. Next, by effecting the
change of variables z(t) = exp(µt)y(t) to Eq. (2.3), we get a linear inhomogeneous
equation of the form
y′(t) = −(1 + µ)y(t) + [p exp(−µh) + ǫ1(t)]y(t− h) + ǫ2,µ(t), (2.4)
where ǫ1(−∞) = ǫ2,0(−∞) = 0 and ǫ2,µ(t) = O(1), µ > 0, at t = −∞. Since
the α-limit equation y′(t) = −(1 + µ)y(t) + p exp(−µh)y(t− h), µ 6∈ {ℜλj}, to the
homogeneous part of (2.4) is hyperbolic, due to the above mentioned persistence of
the property of exponential dichotomy, we again conclude that Eq. (2.4) also has
an exponential dichotomy on R−. Thus (2.4) has a solution y
∗
µ which is bounded
on R− (while y
∗
0(−∞) = 0) so that z∗(t) = exp(µt)y∗µ(t) = O(exp(µt)), t → −∞,
is a Cµ(R)-solution of Eq. (2.3).
Next we prove that dim Ker(I − N ) = #{λj : µ < ℜλj}. It is clear that
φj ∈ Ker(I −N ) if and only if φj is a Cµ(R)−solution of the equation
φ′(t) = −φ(t) + q(t)φ(t− h). (2.5)
We already have seen that every solution of (2.5) satisfies φ(+∞) = 0, thus we
only have to show that there exist solutions φj with ‖φj‖−µ < ∞. In fact, we will
prove that for each ℜλj > µ and δ ∈ (0, min
ℜλj>0, λ>ℜλi>0
{ℜλj , λ − ℜλi}) there is
φj(t) = e
λjt + eσtvj(t) ∈ Ker(I −N ), with σ = λ+ δ, vj(t) = O(1), t→ −∞. Set
q(t) = p+ ǫ(t), then vj(t) can be chosen as a bounded solution of the equation
v′(t) + (1 + σ)v(t) − (p+ ǫ(t))e−σhv(t− h) = e−λjh+(λj−σ)tǫ(t). (2.6)
Since e−λjh+(λj−σ)tǫ(t) = O(e(ℜλj−δ)t) at −∞, we get the following α-limit form
of (2.6)
v′(t) + (1 + σ)v(t) − pe−σhv(t− h) = 0.
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This autonomous equation is exponentially stable since its characteristic equation
z + λ+ δ = −1 + pe−(z+λ+δ)h
has roots zj = λj−λ−δ with ℜzj = ℜλj−λ−δ < 0. Thus (2.6) has a unique solution
vj bounded in R−. Is clear that d(µ) solutions {φj} are linearly independent, we
claim that, in fact, system {φj} generates Ker(I − N ). Indeed, suppose for an
instance that φ ∈ Ker(I −N )− < φj >.
As φ solves the equation
x′(t) = −x(t) + px(t− h) +O(exp((λ + µ)t)), t→ −∞,
we get (e.g. p. 28 in Mallet-Paret (1999))
φ(t) = z(t) +O(exp ((λ+ µ− δ)t)), t→ −∞,
where z(t) is the eigensolution corresponding to the eigenvalues ζ with µ ≤ ℜζ <
λ+ µ. In this way,
φ(t) = C exp (λt) +
d(µ)∑
j=2
Cj exp (λjt) +O(exp ((λ+ µ− δ)t)), t→ −∞. (2.7)
Now take
w(t) = C(exp (λt) + exp (σt)v1(t)) +
d(µ)∑
j=2
Cj(exp (λjt) + exp (σt)vj(t)) ∈< φj > .
Since exp (σt)vj(t) = O(exp (λ+ δ)t), t→ −∞, we can write
w(t) = C exp (λt) +
d(µ)∑
j=2
Cj exp (λjt) +O(exp ((λ + δ)t)), t→ −∞.
Thus ∆(t) := φ(t)− w(t) satisfies ∆(t) = O(exp (λ− δ)t), t→ −∞, and solves
x′(t) = −x(t) + px(t− h) +O(exp ((2λ− δ)t)), t→ −∞. (2.8)
Applying Proposition 7.1 from Mallet-Paret (1999) we conclude that
∆(t) = z(t) +O(exp ((2λ− δ − δ/2)t)), t→ −∞,
where z(t) is the eigensolution corresponding to the eigenvalues ζ such that λ− δ ≤
ℜζ < 2λ− δ and in consequence z(t) = C1eλt, for some C1. Hence,
φ(t) = w(t) + ∆(t) = C′ exp (λt) +
d(µ)∑
j=2
Cj exp (λjt) +O(exp ((λ+ δ)t)), t→ −∞,
for small δ > 0. The latter formula improves (2.7), and if we take
w1(t) = C
′(exp (λt) + exp (σt)v1(t)) +
d(µ)∑
j=2
Cj(exp (λjt) + exp (σt)vj(t)) ∈< φj >,
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then ∆1(t) = φ(t) − w1(t) = O(exp (λ + δ)t), t→ −∞. Since ∆1(t) satisfies
x′(t) = −x(t) + px(t− h) +O(exp ((2λ+ δ)t)), t→ −∞,
we can proceed as before to get ∆1(t) = z1(t) + O(exp (2λ+ δ − δ/2)t), t → −∞,
where z1(t) is the eigensolution corresponding to the eigenvalues ζ such that λ+δ ≤
ζ < 2λ+δ. Thus z1(t) = 0 and ∆1(t) = O(exp (2λ+ δ − δ/2)t), t→ −∞. Iterating
this procedure (and subtracting δ/2k from the exponent 2λ+δ on the step k), we can
conclude that ∆1(t) = O(exp (kλt)), t→ −∞, k ≥ 2. This means that ∆ is a small
solution of (2.5). However, Eq. (2.5) cannot have solutions with superexponential
decay at −∞ (e.g see p. 9 in Faria & Trofimchuk (2006)) and thus ∆(t) = 0. This
implies that φ ∈< φj >, a contradiction.
Throughout the rest of the paper, we will suppose that the C1-smooth function
g is defined and bounded on the whole real axis R. This assumption does not
restrict the generality of our framework, since it suffices to take any smooth and
bounded extension on R− of the nonlinearity g described in (G). Notice that,
since there exists finite g′(0), we have g(x) = xγ(x) for a bounded γ ∈ C(R). Set
γ0 = supt∈R |γ(x)|. As it can be easily checked, |Gx|µ ≤ γ0|x|µ so that actually G is
well-defined. Furthermore, we have the following lemma:
Lemma 2.8. Assume that g ∈ C1(R). Then G is Fre´chet continuously differentiable
on Cµ(R) with differential G′(x0) : y(·)→ g′(x0(·))y(·).
Proof. We have that |G′(x)u|µ = |g′(x(·))u(·)|µ ≤ supt∈R |g′(x(t))||u|µ. By the Tay-
lor formula, g(v) − g(v0) − g′(v0)(v − v0) = (g′(θ) − g′(v0))(v − v0), θ ∈ [v, v0].
Fix some x0 ∈ Cµ(R). Since functions in Cµ(R) are bounded and g′ is uniformly
continuous on bounded sets of R, for any given δ > 0 there is σ > 0 such that
for |x − x0|µ < σ we have that |Gx − Gx0 − g′(x0(·))(x − x0)|µ ≤ δ|x − x0|µ and
‖G′(x)− G′(x0)‖L(Cµ(R)) < δ.
3. Lyapunov-Shmidt reduction
Being a bounded solution of Eq. (1.2), each travelling wave should satisfy
x(t) =
1
σ(ε)
(
t∫
−∞
e
−2(t−s)
1+σ(ε) g(x(s− h))ds+
+∞∫
t
e
(1+σ(ε))(t−s)
2ε2 g(x(s− h))ds), (3.1)
For Cµ(R)-solutions, this equation takes the form x = (Iε ◦ G)x.
Theorem 3.1. Assume (H), (G). Let ψ be the positive heteroclinic from Lemma
2.4. Then for every µ 6= ℜλj , µ ∈ [0, λ), there are open balls Eµ = (−εµ, εµ),
Vµ ⊂ Rd(µ), and continuous family of heteroclinics ψε,v : Eµ × Vµ → Cµ(R) of Eq.
(1.2) such that ψ0,0 = ψ. For each ε˜ ∈ Eµ, the subset {ψε˜,v : v ∈ Vµ} ⊂ Cµ(R) is
C1−manifold of dimension d(µ). Moreover, there exists a Cµ(R)−neighborhood U
of ψ and ε1 > 0 such that every solution ψε ∈ U , |ε| < ε1, of Eq. (1.2) satisfies
ψε = ψε,v for some v ∈ Vµ. Finally, given a closed subinterval S ⊂ [0, λ) \ {ℜλj},
we can choose open sets Eµ,Vµ to be constant on S.
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Proof. Set Rµ = (−1/√µ, 1/√µ) and then define F : Rµ × Cµ(R) → Cµ(R) by
F (ε, φ) = ψ+φ− (Iε ◦G)(ψ+φ). We have that F (0, 0) = 0. Furthermore, Lemmas
2.6 and 2.8 imply that F ∈ C(Rµ × Cµ(R), Cµ(R)) and Fφ(ε, φ) is continuous in a
neighborhood of (0, 0). Set
L := Fφ(0, 0) = I −N , V := KerL, r(ε, φ) := F (ε, φ)− Lφ.
Then rφ(0, 0) = Fφ(0, 0) − L = 0. By Lemma 2.7, we have that dimV < ∞ and
that L is surjective. Thus V has a topological complement W in Cµ(R) so that
Cµ(R) = V ⊕W and any φ ∈ Cµ(R) can be written in the form φ = v + w, v ∈ V
and w ∈ W . Recalling that Lv = 0 we get F (ε, φ) = Lw+ r(ε, v+w). This suggests
the following definition:
Φ(ε, v, w) := L|Ww + r(ε, v + w),
where Φw(0, 0, 0) = L|W is the restriction of L to W . Is clear that Φ ∈ C(Rµ×V ×
W,Cµ(R)) and Φw(ε, v, w) = L|W + rφ(ε, v+w) is continuous in a neighborhood of
(0, 0, 0). Since L|W : W → Cµ(R) is bijective we have that (L|W )−1 is continuous
from Cµ(R) to W . As a consequence, we can apply the Implicit Function Theorem
(e.g. see Theorem 2.3(i) in Ambrosetti & Prodi (1993)) to
Φ(ε, v, w) = L|Ww + r(ε, v + w) = 0, Φ(0, 0, 0) = 0.
In this way, we find neighborhoods of 0, Eµ ⊂ Rµ, Vµ ⊂ V and Wµ ⊂ W and
a continuous map γ ∈ C1v (Eµ × Vµ,Wµ), such that Φ(ε, v, γ(ε, v)) = 0 for all
(ε, v) ∈ Eµ × Vµ. Moreover, without restricting the generality, we can suppose that
Φ(ε, v, w) = 0 with (ε, v, w) ∈ Eµ × Vµ ×Wµ implies w = γ(ε, v) (e.g. see Theorem
2.3(ii) in Ambrosetti & Prodi (1993)).
Hence, the continuous family ψε,v = ψ+ v+ γ(ε, v) : Eµ×Vµ → Cµ(R) contains
all solutions of Eq. (1.2) from small neighborhoods of ψ, with ψ0,0 = ψ. Since
γv(0, 0) = 0 and γv(ε, v) is continuous for each fixed ε ∈ Eµ, we conclude that
{ψε,v : v ∈ Vµ} ⊂ Cµ(R) is C1−smooth manifold of dimension d(µ). Notice that
(3.1) implies that g(ψε,v(+∞)) = ψε,v(+∞). Thus ψε,v(+∞) = ψ0,0(+∞) = κ, so
that {ψε,v} are heteroclinic solutions of (1.2).
Finally, the last conclusion of the theorem follows from the simple observations
that (a) the sets Eµ,Vµ,Wµ are non-increasing in µ and (b) the function d(t) is
piece-wise constant, with discontinuities at {ℜλj} ∩ [0, λ).
4. Asymptotic formulae
Throughout this section, we denote by β, γ, η, b, C, Cj , C∗, . . . some positive con-
stants that are independent of the parameters ε ∈ Λj := (−εj, εj), v ∈ Ω, where
1 > ε0 > ε1 > · · · > ε∗ > 0, and Ω ⊂ Rq. We also assume that h > 0, p > 1.
Lemma 4.1. Let continuous xε,v(·), fε,v(·) : Λ0 × Ω× R→ R satisfy
ε2x′′(t) + x′(t)− x(t) + px(t+ h) = fε,v(t), t ∈ R. (4.1)
Suppose further that sup
t≤0
[|xε,v(t)|+ |fε,v(t)|] ≤ C, |xε,v(t)| ≤ Ce−γt, t ≥ 0, and
that |fε,v(t)| ≤ Ce−bt, t ≥ 0, (ε, v) ∈ Λ0 × Ω. Then, given σ ∈ (0, b), it holds
xε,v(t) = zε,v(t) + wε,v(t), t ∈ R,
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where, with some continuous and bounded Bj : (−ε∗, ε∗)× Ω→ C,
zε,v(t) =
∑
γ≤ℜλj(ε)<b−σ
Bj(ε, v)e
−λj(ε)t
is a finite sum of eigensolutions of (4.1) associated to the roots λj(ε) ∈ {γ ≤
ℜλj(ε) < b− σ} of (2.2) and |wε,v(t)| ≤ C∗e−(b−σ)t, t ≥ 0, (ε, v) ∈ (−ε∗, ε∗)× Ω.
Proof. Applying the Laplace transform L to equation (4.1), we obtain
χ(z, ε)x˜ε,v(z) = f˜ε,v(z) + rε,v(z),
where χ(z, ε) = ε2z2 + z − 1 + p exp(zh), x˜ε,v = L{xε,v}, f˜ε,v = L{fε,v}, and
rε,v(z) = ε
2(x′ε,v(0) + zxε,v(0)) + xε,v(0) + pe
zh
∫ h
0
e−zuxε,v(u)du.
Since xε,ve
γt is bounded, x˜ε,v is holomorphic in the open half-plane {ℜz > −γ}.
Similarly, f˜ε,v is holomorphic in {ℜz > −b}. Since rε,v is entire, the function
Hε,v(z) := (f˜ε,v(z) + rε,v(z))/χ(z, ε)
is meromorphic in ℜz > −b, with only finitely many poles there.
Step I. We claim that there are σ′ ∈ (0, σ), ε1 > 0, such that |Hε,v(z)| ≤ C1/|z|, if
ℜz = −b+σ′, (ε, v) ∈ Λ1×Ω. Indeed, take σ′ ∈ (0, σ) such that the line ℜz = −b+σ′
does not contain any eigenvalue −λj(ε), ε ∈ Λ1, and 1− b+ σ′ 6= 0. We have
|f˜ε,v(z)| ≤
∫ +∞
0
e−ℜzt|fε,v(t)|dt ≤ C
∫ +∞
0
e−ℜzte−btdt ≤ C
σ′
, ℜz ≥ −b+ σ′;
|rε,v(z)| ≤ ε2(|x′ε,v(0)|+ |z||xε,v(0)|) + |xε,v(0)|+ peℜzh
∫ h
0
e−ℜzu|xε,v(u)|du.
As a bounded solution of (4.1), xε,v should satisfy, for all t ∈ R,
xε,v(t) =
1√
1 + 4ε2
(∫ t
−∞
eλ¯(t−s)Gε,v(s)ds+
∫ +∞
t
eµ¯(t−s)Gε,v(s)ds
)
, (4.2)
where λ¯ < 0 < µ¯ are the roots of ε2z2+z−1 = 0 and Gε,v(t) := pxε,v(t+h)−fε,v(t).
Differentiating (4.2), we obtain
x′ε,v(t) =
1√
1 + 4ε2
(
λ¯
∫ t
−∞
eλ¯(t−s)Gε,v(s)ds+ µ¯
∫ +∞
t
eµ¯(t−s)Gε,v(s)ds
)
, (4.3)
so that
|x′ε,v(0)| ≤
µ¯√
1 + 4ε2
∫ +∞
0
e−µ¯s|Gε,v(s)|ds+ |λ¯|√
1 + 4ε2
∫ 0
−∞
e−λ¯s|Gε,v(s)|ds ≤
(p+ 1)C
(∫ +∞
0
µ¯e−µ¯sds+ |λ¯|
∫ 0
−∞
e−λ¯sds
)
= 2C(p+ 1).
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Fix k > −b+ σ′ and consider the vertical strip Σk := {−b+ σ′ ≤ ℜz ≤ k}, then
peℜzh
∫ h
0
|e−zuxε,v(u)|du ≤ Cpekh
∫ h
0
ebudu := C3, z ∈ Σk,
so that |rε,v(z)| ≤ C4(1 + ε2|z|), z ∈ Σk.
Set b(z) = −1 + pezh, then |b(z)| ≤ 1 + pekh := β, z ∈ Σk, and
|z||Hε,v(z)| ≤ C5(|z|+ ε
2|z|2)
|ε2z2 + z + b(z)| , z ∈ Σk. (4.4)
Now, set y0 = ηβ for some η > 2 satisfying η
2 ≥ 2β−1
√
η2β2 + b2 and ηβ > b− σ′.
For all z such that ℜz = −b+ σ′, and |ℑz| ≥ y0, we have
|εz2 + z| = |z||ε2z + 1| ≥ y0|ε2z + 1| ≥ y
2
0√
y20 + (b − σ′)2
≥ 2β.
Thus |ε2z2 + z + b(z)| ≥ |ε2z2 + z| − |b(z)| ≥ |ε2z2 + z| − β ≥ |ε2z2 + z|/2, so that
(|z|+ ε2|z|2)
|ε2z2 + z + b(z)| ≤ 2
1 + ε2|z|
|ε2z + 1| ≤ η + supℜz=−b+σ′
2|ε2z|
|ε2z + 1| ≤ 2η, (4.5)
for all |ℑz| ≥ y0, ℜz = −b+ σ′ and ε ∈ Λ1.
Finally, for all (z, ε) ∈ {z : ℜz = −b+ σ′, |ℑz| ≤ y0} × Λ1, we have that
|z|+ ε|z|2
|εz2 + z + b(z)| ≤ C6.
Combining this inequality with (4.4), (4.5), we prove the main assertion of Step I.
Step II. Taking k > 0, in virtue of (4.4) we can use the inversion formula
xε,v(t) =
1
2πi
∫ k+∞i
k−∞i
eztx˜ε,v(z)dz =
1
2πi
∫ k+∞i
k−∞i
eztHε,v(z)dz, t ≥ 0. (4.6)
By Lemma 2.5, Hε,v(z) has only finitely many poles in the strip −b < ℜz ≤ −γ.
Also, Hε,v(z) → 0 uniformly in the strip −b + σ′ ≤ ℜz ≤ k, as |ℑz| → ∞, and
Hε,v(−b+ σ′ + i·) ∈ L2. Thus, we may shift the path of integration in (4.6) to the
left, to the line ℜz = −b+ σ′, and obtain xε,v(t) = zε,v(t) + wε,v(t), where
zε,v(t) =
∑
γ≤ℜλj(ε)<b−σ′
Res−λj(ε)e
ztHε,v(z), wε,v(t) =
1
2πi
−b+σ′+∞·i∫
−b+σ′−∞·i
eztHε,v(z)dz.
By Lemma 2.5, the roots of equation χ(z, ε) = 0 are simple for all small ε. Hence
zε,v(t) =
∑
γ≤ℜλj(ε)<b−σ′
e−λj(ε)tBj(ε, v), with Bj(ε, v) =
f˜ε,v(−λj(ε)) + rε,v(−λj(ε))
χ′(−λj(ε), ε) .
It is easy to check that Bj(ε, v) is continuous on its domain of definition (observe
here that the continuity of x′ε,v(0) follows from (4.3)). Take j such that −b+ σ′ <
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−ℜλj(ε) ≤ −γ, then |rε,v(−λj(ε))| ≤ C4(ε2|λj(ε)|+1) ≤ C4(max
j,ε
|λj(ε)|+1) := C7.
In addition, if ε→ 0 then
0 < |χ′(−λj(ε), ε)| = | − 2ε2λj(ε) + 1 + phe−λj(ε)h| → |1 + phe−λjh| 6= 0.
Hence, |Bj(ε, v)| ≤ |f˜ε,v(−λj(ε))|+ |rε,v(−λj(ε))||χ′(−λj(ε), ε)| ≤
C/σ′ + C7
min
j,ε
|χ′(−λj(ε), ε)| ≤ C8
if ε ∈ Λ2, for some small ε2 > 0 and v ∈ Ω.
Step III. Consider uε,v(t) = e
(b−σ′)twε,v(t) and vε,v(t) = e
(b−σ)twε,v(t). We have
uε,v(t) =
1
2πi
∫ −b+σ′+∞·i
−b+σ′−∞·i
e(s+b−σ
′)tHε,v(s)ds =
1
2π
∫ +∞
−∞
eiξtHε,v(−b+ σ′ + iξ)dξ.
By Plancherel theorem,
‖uε,v‖2 = 1
2π
‖Hε,v(−b+ σ′ + i·)‖2 ≤ C1
2
√
π(b − σ′) .
Hence, vε,v(t) = e
−(σ−σ′)tuε,v(t) is integrable on [0,+∞), and by the Cauchy-
Schwarz inequality
‖vε,v‖1 ≤ ‖uε,v‖2√
2(σ − σ′) ≤
C1
2
√
2π(b− σ′)(σ − σ′) .
Step IV. We claim that there exist real numbers C9 > 0 and ε3 > 0 such that
|wε,v(t)| ≤ C9e−(b−σ)t, t ≥ 0, for all (ε, v) ∈ Λ3 × Ω. In order to prove this, it
suffices to show that vε,v is uniformly bounded for small ε ∈ Λ3. Since
ε2w′′ε,v(t) + w
′
ε,v(t)− wε,v(t) + pwε,v(t+ h) = fε,v(t), t ∈ R,
we find that vε,v(t) = e
(b−σ)twε,v(t) satisfies
ε2v′′ε,v(t) + (1− 2ε2(b− σ))v′ε,v(t) = Pε,v(t),
where α = 1− 2ε2(b − σ) > 0 and Pε,v ∈ L1[0,+∞) is defined by
Pε,v(t) = e
(b−σ)tfε,v(t) + (1 + (b − σ)− ε2(b− σ)2)vε,v(t)− pe−(b−σ)hvε,v(t+ h).
The variation of constants formula yields
v′ε,v(t) = e
− α
ε2
t
(
v′ε,v(0) +
1
ε2
∫ t
0
e
α
ε2
sPε,v(s)ds
)
, ε 6= 0. (4.7)
A direct integration of (4.7) gives
vε,v(t) = vε,v(0) +
ε2
α
v′ε,v(0)(1 − e−
α
ε2
t) +
1
ε2
∫ t
0
∫ u
0
e
α
ε2
(s−u)Pε,v(s)dsdu.
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After changing the order of integration in the iterated integral, we get
1
ε2
∣∣∣∣
∫ t
0
∫ t
s
e
α
ε2
(s−u)Pε,v(s)duds
∣∣∣∣ = 1α
∣∣∣∣
∫ t
0
Pε,v(s)(1− e αε2 (s−t))ds
∣∣∣∣ ≤ 1α
∫ t
0
|Pε,v(s)|ds.
Additionally, recalling Step II, we find that |v′ε,v(0)| ≤ (b−σ)|wε,v(0)|+ |w′ε,v(0)| ≤
≤ (b− σ)(|xε,v(0)|+ |zε,v(0)|) + |x′ε,v(0)|+ |z′ε,v(0)| < C10.
As a consequence, for all small ε and v ∈ Ω, we have that
|vε,v(t)| ≤ |vε,v(0)|+ ε
2
α
C10(1 + e
− α
ε2
t) +
1
α
∫ +∞
0
|Pε,v(s)|ds ≤ C11, t ≥ 0.
Finally, since wε,v(t) = vε,v(t)e
−(b−σ)t, Lemma 4.1 is proved.
Theorem 4.2. In Theorem 3.1, take µ = λ−δ, with small δ > 0. Assume that ψ is
the positive heteroclinic of (1.3) normalized by ψ(t) = exp(λt) +O(exp((2λ− δ)t)),
t→ −∞. Then we can choose a neighborhood U ⊂ Cµ(R) of ψ and a neighborhood
E∗µ × V∗µ of 0 ∈ R2 in such a way that ψε,v ∈ U , (ε, v) ∈ E∗µ × V∗µ, is positive and
unique in U (up to translations in t) for every fixed ε. Moreover, ψε,v(t − t0) =
exp(λ1(ε)t) +O(exp(1.99µt)) at t→ −∞ for some t0 = t0(ε, v) ∈ R.
Proof. First, we take Vµ, Eµ ⊂ (−ε1, ε1), U as in Theorem 3.1. It follows from
Lemma 2.5 and Theorem 3.1 that Vµ ⊂ R and that we can choose positive δ and
Eµ such that ℜλj(ε) < µ < λ < λ1(ε) < 1.99µ < λ∞(ε) for all ε ∈ Eµ. If we set
yε,v(t) = ψε,v(−t), then yε,v satisfies (4.1) where
|fε,v(t)| = |g(yε,v(t+ h))− g′(0)yε,v(t+ h)| ≤ C1e−2µt, t ≥ −h.
Lemma 4.1 assures that there are V ′µ ⊂ Vµ, E ′µ ⊂ Eµ such that
yε,v(t) = B(ε, v)e
−λ1(ε)t + wε,v(t), (ε, v) ∈ E ′µ × V ′µ.
Here B : E ′µ × V ′µ → R+, B(0, 0) = 1, is continuous and |wε,v(t)| ≤ C∗e−1.99µt,
t ≥ 0, for some C∗ > 0.
Hence, there are E ′′µ × V ′′µ and T > 0 (independent of ε, v) such that yε,v(t) >
0.5e−λ1(ε)t, t > T , for all (ε, v) ∈ E ′′µ × V ′′µ . On the other side, lim(ε,v)→0 yε,v(t) =
ψ(−t) uniformly on R. In consequence, since ψ is bounded from below by a positive
constant on [−T,∞), we conclude that yε,v is positive on R, if (ε, v) belongs to
sufficiently small neighborhood E∗µ × V∗µ ⊂ E ′′µ × V ′′µ of the origin. Without the loss
of the generality, we can assume additionally that ψε,v ∈ U for all (ε, v) ∈ E∗µ ×V∗µ.
Next, for every fixed ε ∈ E∗µ, the subset F = {ψε,v : v ∈ Vµ} ⊂ Cµ(R) is
homeomorphic to Vµ. On the other hand, for every n > 0, the collection Pn =
{ψε,0(t − s), s ∈ (−n, n)} of positive heteroclinics is a continuous 1-manifold in
Cµ(R). Since ψε,0 ∈ F ∩Pn we obtain that {ψε,v : v ∈ V∗µ} ⊂ P∞. In consequence,
ψε,v(t) is unique in U (up to shifts in t) for every fixed small ε.
Theorem 4.3. Set P = {(ε, v) ∈ E0×V0 : ψε,v(t) > 0, t ∈ R}, where E0,V0 are as
in Theorem 3.1. Then there exist a neighborhood E∗×V∗ ⊂ E0×V0 of 0 and C > 0
such that, for all (ε, v) ∈ P∗ := P ∩ (E∗ × V∗), we have that
ψε,v(t) = B(ε, v)e
λ1(ε)t + wε,v(t), (4.8)
where |wε,v(t)| ≤ Ce1.99λt, t ≤ 0, and B : E∗ × V∗ → (0,∞) is continuous.
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Proof. Let E ′ ⊂ E0 be such that λ∞(ε) > 3λ, for all ε ∈ E ′. The last assertion of
Theorem 3.1 implies that, for some γ > 0, C1 > 0,
sup
t≥0
|ψε,v(t)| ≤ C1, |ψε,v(t)| ≤ C1eγt, t ≤ 0. (4.9)
If we set yε,v(t) = ψε,v(−t), then yε,v satisfies (4.1) where
|fε,v(t)| = |g(yε,v(t+ h))− g′(0)yε,v(t+ h)| ≤ C2e−2γt, t ≥ −h.
Set Γ = sup{γ > 0 such that (4.9) holds for all (ε, v) ∈ P ∩ (E ′ × V0)}. Applying
Lemma 4.1, we get
yε,v(t) =
∑
0<λj(ε)<2Γ
Bj(ε, v)e
−λj(ε)t + w˜ε,v(t),
where Bj : E ′′ × V0 → C are continuous and |w˜ε,v(t)| ≤ C3e−1.99Γt, t ≥ 0, (ε, v) ∈
P ∩ (E ′′ × V0), for some C3 > 0 and open E ′′ ⊂ E ′. Since Γ > 0 is finite and
yε,v(t) > 0, we obtain
∑
0<λj(ε)<2Γ
Bj(ε, v)e
−λj(ε)t = B(ε, v)e−λ1(ε)t,
so that Γ ≥ λ, see Lemma 2.5. Next, due to Lemma 2.4, it holds that B(0, 0) > 0.
Hence, Γ = λ.
Corollary 4.4. Given δ ∈ (0, λ) and (εj , vj) ∈ P∗, j = 0, 1, . . . , the convergence
ψεj ,vj
C0(R)−→ ψε0,v0 implies ψεj ,vj
Cλ−δ(R)−→ ψε0,v0 .
Proof. By the contrary, suppose that there are a sequence {ψεj ,vj , (εj , vj) ∈ P∗}j≥0
and η > 0 such that
lim
j
|ψεj ,vj − ψε0,v0 |0 = 0, |ψεj ,vj − ψε0,v0 |λ−δ > η, j = 1, 2, . . .
It follows from (4.8) that there exist C > 0 and T < 0 such that
ψεj ,vj (t)e
−(λ−δ)t ≤ Ceδt < η/4, j = 0, 1, 2, . . . , t ≤ T.
Thus
sup
s≤T
[
e−(λ−δ)s|ψεj ,vj (s)− ψε0,v0(s)|
]
≤ η/2, j = 1, 2, . . . .
Next, since ψεj ,vj (t)→ ψε0,v0(t) uniformly on R, we can find j∗ such that
sup
s∈[T,0]
[
e−(λ−δ)s|ψεj ,vj (s)− ψε0,v0(s)|
]
≤ η
2
, sup
s≥0
|ψεj ,vj (s)−ψε0,v0(s)| ≤
η
2
, j ≥ j∗.
But all this means that |ψεj ,vj−ψε0,v0 |λ−δ ≤ η/2 for all j ≥ j∗, a contradiction.
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5. Proof of Theorem 1.1
Everywhere below, all positive wavefronts φ will be normalized by the conditions
φ(0) = ζ1/2 and φ(s) < ζ1/2, s < 0, with ζ1 defined in (G). Let ψ, ψ(0) = ζ1/2,
ψ(s) < ζ1/2, s < 0, be the positive heteroclinic of (1.3) given in Lemma 2.4. By
Theorem 4.2, there exists a neighborhood (−ε0, ε0)×U ⊂ R×Cλ−δ(R) of (0, ψ) such
that for every fixed ε ∈ (−ε0, ε0) there is a unique normalized positive wavefront
ψε ∈ U . We claim that, if ε is sufficiently small, then this ψε will be the unique
normalized positive wavefront of Eq. (1.2). Indeed, let us suppose, for instance, that
we can find a sequence εj → 0 and normalized positive wavefronts φεj 6= ψεj .
Lemma 5.1. Assume (H) and (G). Then φεj → ψ uniformly on R.
Proof. First, we prove the uniform convergence φεj → ψ on compact subsets of R.
Since g is a bounded function, we obtain from (3.1) that
|φ′εj (t)|+ |φεj (t)| ≤
maxx≥0 g(x)
ε2(µ− λ) + maxx≥0 g(x) ≤ 2ζ2, j ∈ N.
Hence, by the Ascoli-Arzela` theorem combined with the diagonal method, {φεj} is
precompact in C(R,R). Thus, every {φεjk } has a subsequence converging in C(R,R)
to some continuous positive bounded function ϕ(s) such that ϕ′(s) ≥ 0, s ≤ 0, and
ϕ(0) = ζ1/2. Making use of the Lebesgue’s dominated convergence theorem, we
deduce from Eq. (3.1) that
ϕ(t) =
∫ t
−∞
e−(t−s)g(ϕ(s− h))ds.
Therefore ϕ is a positive bounded solution of Eq. (1.3) and since the equilibrium
κ of Eq. (1.3) is globally attractive, it holds that ϕ(+∞) = κ. On the other hand,
since ϕ(−∞) ≤ ϕ(0) = ζ1/2, we have that ϕ(−∞) = 0. Hence, due to Lemma 2.4,
we obtain that ϕ(t) = ψ(t), t ∈ R. Next, if ϕεn 6→ ψ uniformly on R then there
exist a subsequence {ϕεjn } ⊂ {ϕεj} (for short, we will write again {ϕεj} instead of{ϕεjn }), a sequence {Sj} and positive numbers T, δ < κ/6 such that
|ψ(Sj)− ϕεj (Sj)| = 2δ, |ψ(t)| < 0.25δ, t ≤ −T, |ψ(t) − κ| < 0.25δ, t ≥ T.
Since ϕεn converges uniformly on [−2T, 2T ] to ψ, and ϕεn , ψ are monotone in-
creasing on (−∞, 0], we can suppose that |ψ(t) − ϕεn(t)| < δ for all t ∈ (−∞, 2T ]
and n ≥ n0. In this way, Sj → +∞ and we can suppose that
|ψ(t) − ϕεj (t)| < 2δ, t ∈ (−∞, Sj).
Consider the sequence yj(t) = ϕεj (t + Sj) of heteroclinics to Eq. (1.2). We have
that |yj(0)− κ| > 1.5δ and |yj(t)− κ| < 3δ when t ∈ (T −Sj , 0). Arguing as above,
we find that {yj} contains a subsequence converging, on compact subsets of R, to
some solution y∗(t) of (1.3) satisfying |y∗(0) − κ| ≥ 1.5δ and |y∗(t) − κ| ≤ 3δ < κ2
for all t < 0. Lemma 2.1 implies that infR y∗(t) > 0. Since y∗(0) 6= κ, we have
established the existence of a non-constant positive bounded and separated from 0
solution to (1.3). This contradicts to the global attractivity of κ.
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Corollary 5.2. φεj → ψ in Cλ−δ(R).
Proof. Since φεj → ψ in C0(R), we have that φεj = ψεj ,vj for some vj ∈ V0. Now
we can apply Corollary 4.4 to find that φεj → ψ in Cλ−δ(R).
Lastly, Theorem 4.2 and Corollary 5.2 implies that φεj = ψεj , a contradiction
which completes the proof of Theorem 1.1.
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