Overlap between treatment groups is required for nonparametric estimation of causal effects. If a subgroup of subjects always receives (or never receives) a given intervention, we cannot estimate the effect of intervention changes on that subgroup without further assumptions. When overlap does not hold globally, characterizing local regions of overlap can inform the relevance of any causal conclusions for new subjects, and can help guide additional data collection. To have impact, these descriptions must be interpretable for downstream users who are not machine learning experts, such as clinicians. We formalize overlap estimation as a problem of finding minimum volume sets and give a method to solve it by reduction to binary classification with Boolean rules. We also generalize our method to estimate overlap in off-policy policy evaluation. Using data from real-world applications, we demonstrate that these rules have comparable accuracy to black-box estimators while maintaining a simple description. In one case study, we perform a user study with clinicians to evaluate rules learned to describe treatment group overlap in post-surgical opioid prescriptions. In another, we estimate overlap in policy evaluation of antibiotic prescription for urinary tract infections.
Introduction
To estimate the causal effect of a binary intervention, we must use the outcomes of treated individuals to infer the outcomes of untreated individuals under treatment, and vice versa [21] . However, the set of subjects that were considered for either treatment group-the overlap set-is the only set for which we can learn provably optimal policies without assumptions on function class [27] . This motivates the construction of an explicit, interpretable characterization of the overlap set, to provide domain experts with insight into the relevance of learned policies for new subjects. For example, physicians We highlight data points represented by their activations, a 1· , a 2· of rules from the set K of all possible rules. C is the region described by the rule set and r indicators for the rules. who practice evidence-based medicine (EBM) need to know whether the results of a clinical trial or observational study apply to their specific patient [29] . Providing inclusion/exclusion criteria is insufficient in either setting, as these often apply to a larger cohort than the overlap set. For instance, if certain subgroups are included in the retrospective cohort, but never received the intervention, then the conclusions of the study should not be considered applicable for that subgroup.
Characterizing overlap between distributions is also relevant beyond causal inference. A closely related problem is unsupervised domain adaptation [3] , in which predictive models trained on a source domain are applied to a target domain from which no labels are observed. By describing the overlap between domains, we gain insight into the inputs for which transfer is likely to succeed. Another use case is understanding areas of difficulty in classification tasks. Describing the overlap between inputs from different classes illustrates which inputs are "hard" to classify, and the complement of the overlap (limited to the observed distribution) describes which inputs are "easy".
With this context in mind, our main contributions are as follows: (i) We propose desiderata in overlap estimation, and note how existing methods fail to satisfy them. (ii) We give a method for interpretable characterization of distributional overlap which satisfies these desiderata, by reducing the problem to two binary classification problems, and using a linear programming relaxation of learning optimal Boolean rules. (iii) We demonstrate that small rule sets often perform comparably to black-box estimators on a suite of real-world tasks. (iv) We show how a generalized definition and method applies to policy evaluation and apply it to describing overlap in policies for antibiotic prescription. (v) We evaluate the interpretability of rules for describing treatment group overlap in post-surgical opioid prescription in a user study with medical professionals.
Related work
Distributional (treatment group) overlap is a central assumption in the estimation of causal effects from observational data. A simple yet common method to estimate overlap is to compare group-specific covariate bounds and low-order moments [26, 42, 9] . A more flexible approach is to estimate the group propensity-the probability that a subject was prescribed treatment. Propensities bounded away from 0 and 1 at a point indicates that groups overlap [20, 27] . This idea was used by [9] to learn "interpretable study populations", by identifying the largest axis-aligned box that contains only subjects with bounded propensity. Matching methods [14, 25, 16] , which compute an optimal cross-group matching of subjects with a limit on matching distance may also be used to estimate overlap but do not provide an explicit and generalizable description. Rule-based models have been widely considered also for classification tasks [24, 1, 40, 18, 38, 7, 10, 37] and subgroup discovery [13] , but have to the best of our knowledge not been applied to support or overlap estimation. Authors have proposed rule-based algorithms for density estimation, using decision trees [23] and Bayesian histograms [11] , but small models of two densities are often not straightforward to combine into one small model of their overlap.
Problem Statement and Overlap Definition
We address rule-based overlap estimation-characterization of the intersection of two or more populations or densities. Our primary motivation is to aid policy making based on estimates of causal effects, the validity of which relies on knowing and communicating the set of subjects to which the policy applies. This often places restrictions on the overlap description [2] . We identify the following desiderata for estimates of overlap: (D.1) They include regions where all groups are well-represented; (D.2) They exclude all other regions, including those outside the support (see Figure 1a) ; (D.3) They can be expressed using a small set of simple rules. First, we discuss definitions of overlap satisfying (D.1) and (D.2) and establish notation. We address (D.3) in Sections 4 and 5.
Let subjects i = 1, ..., m be observed through samples (x i , t i ) of covariates X ∈ X ⊆ R d and a group indicator T ∈ T . We assume that samples are independently and identically distributed according to a density p(X, T), that X is bounded. Let p t (X) := p(X | T = t) denote the covariate density of group t ∈ T . In causal effect estimation, it is most common to assess overlap between two groups with conditional densities p 0 and p 1 on X, and T = {0, 1}. In this case, overlap is often described as either a) the intersection of supports, supp(p 0 ) ∩ supp(p 1 ), where supp(p) := {x ∈ X : p(x) > 0}, or b) the set of covariates values for which the conditional probability of group membership (referred to as propensity) is bounded [6, 20] . We generalize this notion to an arbitrary set of groups T ,
Both of these definitions have shortcomings: the former is somewhat vacuous for variables with infinite support (e.g., a normal random variable), and even with finite support, we may wish to restrict it to "essential support" to avoid including distant outliers; The latter does not satisfy (D.2) since a point may have bounded propensity but lie outside the support of the population p(X) (see Figure 1a) . Our preferred definition combines the propensity-based definition with a generalized notion of support in α-minimum-volume sets [30] , based on the multi-dimensional quantile function [8] . Let C be a set of measurable subsets of X, let V(S) denote the volume (Lebesgue measure) of a set S ∈ C, and define P(S) := ∫ x ∈S dp. An α-minimum-volume set S α of p is then
When α = 1, S α = supp(p). S α may not always be unique, but the difference between any two α-MV sets (for the same α) is small for large α.1 In this work, we consider only α < 1 in order to 1For two α-MV sets C 1 , C 2 where α = 1 − δ for some δ > 0, their intersection is large in that P(
handle distributions with infinite support and unwanted outliers, and refer to S α as the support of p. Defining overlap as the intersection of group-specific α-MV sets is feasible but has the downside that empirical estimates scale poorly with |T |. Moreover, it does not facilitate the generalization to policy evaluation described at the end of this section, and the intersection of several descriptions is often less interpretable than a single description. Instead, we define the α, -overlap set, for α, ∈ (0, 1), to be
We define the problem of overlap estimation under definition (3) as one of characterizing the set O α, given thresholds α and . In line with (D.3), these characterizations should be useful in policy-making, and interpretable by domain experts, at small or no cost in accuracy. In the sequel, for notational convenience, we sometimes leave out superscripts from S α , B and O α, , assuming them fixed.
Generalization to policy evaluation. The definition of B in (1) is motivated by causal effect estimation-comparison of outcomes under two or more alternative interventions. We may instead be interested in policy evaluation, which involves estimating the expected outcome under a conditional intervention π, which assigns (possibly stochastically) a treatment t to each x following a conditional distribution we write as π(T |X) [22] . To perform this type of evaluation, we only require that the propensity p(T |X) be bounded away from zero for treatments T which have non-zero probability under the policy π. To describe the inputs for which this is satisfied, we may generalize B to be a function of the target policy π by defining B (π) := {x ∈ X; ∀t :
See the supplementary material for more details, and Section 6.4 for experimental results in this setting. The full application of this modified procedure is also given in the supplement for clarity.
OverRule: Rule-Based Overlap Estimation
We propose OverRule, an algorithm for identifying the overlap set O by separately estimating the α-MV support set S (2) and the bounded-propensity set B (1), thereby satisfying desiderata (D.1)-(D.2). Our approach to estimating S and B, described in Sections 4.1 and 4.2, aims to fulfill desideratum (D.3) by using Boolean rules-logical formulae in either disjunctive (DNF) or conjunctive (CNF) normal form approximators that have received renewed attention because of their interpretability [7, 35] (see Figure 3 for an example). It was observed in preliminary experiments that learning rules for S and B separately improved interpretability, as it makes clear which rules apply to which task and prevents the capacity of the function from being consumed by one task. The conjunction of the two rules yields a description of O. OverRule proceeds in the following steps: (i) Fit an estimateŜ of the marginal support using Boolean rules, (ii) Fit a group propensity-based estimatorb indicating membership in B, (iii) Approximateb onŜ using Boolean rules.
Our main contribution in this section is to demonstrate how rule learning of S and B, steps (i) & (iii), can be reduced to binary classification. This enables us to exploit the rich set of existing methods for rule-based classification [10] in our effort to improve the interpretability of the overlap estimate.
Estimation of S α as Binary Classification
In the first step of OverRule, we learn a rule set to approximate the α-MV set of the marginal distribution p(X), S α , by reducing the α-MV set problem to one of binary classification between the observed samples and uniform background samples. With an abusive reuse of notation, let C ⊆ {C ⊆ X} denote a class of subsets of X where each subset C corresponds to a candidate α-MV set. In Section 5, we parameterize C using Boolean rules, where C is the set of inputs for which a rule holds (see Figure 1b) 
denote the observed set of covariates. Then, the empirical version of (2) specialized to rule sets is as follows:
with the addition of a regularization term R(C) to control the complexity of the rule set. In practice, the volume V(C) may be difficult to compute during optimization for general classes C, and the size of C is often too large to allow pre-computation of V(C) for all C. In particular, in the case of DNF Boolean rules, each C is a union of several potentially overlapping rules (see Figure 1b) . Even if the volume spanned by each rule is known or quick to compute on the fly, V(C) may not be.
To estimate V(C), we use the fact that volume is a uniform measure on X: The volume of C can be estimated as a fraction of the volume of X by means of uniform samples {x m+1 , . . . , x m+n } over X. Let U be the index set of these uniform samples. Then
is distributed as a scaled binomial random variable with mean µ C = vol(C)/vol(X) and variance µ C (1 − µ C )/n.
If C places conditions on only s of the d dimensions, then µ C would be expected to scale exponentially with s, not d. Thus n does not need to be overly large to accurately estimate the volume of the rule set.
Given the above empirical estimator of volume, we reduce support estimation to a classification problem between the marginal density p(X) and a uniform distribution over X. This is inspired by a similar reduction of support estimation (see Conclusion, p.695 in [31] ).
where I = {1, . . . , m}. Problem (5) is a Neyman-Pearson-like classification problem with a false negative rate constraint of 1 − α (instead of the usual false positive constraint).
Estimation of B as Binary Classification
Towards estimating B , we follow in the tradition of using non-parametric (black-box) estimators of the group propensity p(T | X) to identify balanced cohorts in the study of causal effects [20, 9] . In particular, given an estimator of propensityp(T | X), e.g. a random forest model, we assign labels to each data point indicating that propensity is bounded away from 0 and 1 in the following way:
LetB = {x i :b i = 1}. Similar to the case of S α , we may now reduce rule set estimation of B to binary classification. GivenŜ, the minimizer of (5), we restrict attention to samples inŜ and again set up a Neyman-Pearson-like classification problem regarding the intersectionŜ ∩B as the positive class:
The setsŜ \B andŜ ∩B are defined by the solution to (5) and the base estimator (6) . To accommodate the policy evaluation setting described in Section 3, we can modify the pseudo-labels labels defined in (6) 
, and solve (7) usingB(π) = {x i :b i (π) = 1} in place ofB. The resulting full procedure is given in the supplement.
Neyman-Pearson Classification with Boolean Rules
In this section, we derive an optimization procedure for (5) in the case where the hypothesis class C consists of Boolean DNF rules. The same procedure also solves (7) . As the resulting DNF rule learning problem is an integer program (IP), we derive several heuristics for reducing computation.
DNF rules are also commonly known as rule sets, where the conjunctive clauses in the DNF correspond to individual rules in the set. As pointed out by [35] , CNF rules can be learned by swapping class labels and fitting a DNF. Figure 1b exemplifies a DNF rule in R 2 . We assume that base features X have been binarized to form literals such as (Age > 30) or (Sex = Female) indexed by a set L, as is standard in e.g. decision tree learning. We let K index the set of all possible (exponentially many) conjunctions of literals in L, e.g. (Age > 30) ∧ Female. Then, for k ∈ K, let a ik ∈ {0, 1} denote the value taken by the k-th conjunction at sample x i . Let the rule set be defined by r ∈ {0, 1} | K | such that r k = 1 indicates that the k-th conjunction is used in the rule set.
Recall that U indexes samples from a uniform reference measure and define an error variable ξ i for i in U ∪ I representing the penalty for covering or failing to cover point i, depending on its set membership.
Problem (5) may be reformulated accordingly as follows (similar to [7] ),
Problem (8) is an IP with an exponential number of variables and is intractable as written. We follow the column generation approach of [7] to effectively manage the large number of variables and solve (8) approximately. As in that previous work, we bound from above the max operators in the constraints of (8) with sums (Hamming loss instead of zero-one loss) as it gives better numerical results. We also let R(r) := k ∈K λ k r k with λ k = λ 0 + λ 1 (# conditions in conjunction k) so that higher-degree conjunctions are more costly. These modifications yield an objective that is linear in r, k ∈K (1/|U| i ∈U a ik + λ k ) r k , with the same constraints as (8) except that ξ i , i ∈ U has been absorbed into the objective. We then follow the overall procedure in [7] of solving the linear programming (LP) relaxation, using column generation to add variables only as needed. We make the following departures from [7] . As noted, (8) has a constraint on false negative rate instead of a corresponding objective term and a penalty R(r) on rule set complexity while [7] use a constraint. As a result, the LP reduced costs, used in column generation, are different. With µ i ≥ 0, i ∈ I the dual variable for the top right constraint in (8) , the reduced cost of conjunction k is now 1/|U| i ∈U a ik + λ k − i ∈I µ i a ik , which remains a linear function of a ik , allowing the same column generation method to be used. We also simplify the procedure of [7] to avoid the need for an IP solver by a) solving the column generation problem using a heuristic algorithm from [39] , and b) once column generation terminates, we obtain an integer solution by taking the restriction of (8) to the final columns, converting to a weighted set cover problem, and applying a greedy set cover algorithm.
Experiments
We compare OverRule to black-box and rule-based estimators of overlap. The first baseline approximates the overlap region with the intersection of covariate (marginal) bounding boxes (CBB) to evoke classical balance checks in causal inference. The bounding boxes are selected to cover the [(1 − α)/2, (1 + α)/2] percentiles of the data. Second, we use propensity score estimators as described in (6) with standard logistic regression (PS-LR) or k-nearest neighbors (PS-kNN) estimates of the propensity. Finally, we use One-Class Support Vector Machines (OSVM) to first estimate conditional supports and then overlap as their intersection.
The PS estimators can be viewed as a binary version of overlap weights [20] and CBB as the standard practice of comparing basic covariate metrics. These baselines are also used as black-box estimators by OverRule. In addition, we compare our results to the MaxBox (MB) framework used by [9] to learn interpretable study populations.
When estimating support in OverRule, we use m R = m · d uniform reference samples where m is the number of data samples and d their dimension. Parameters λ 0 , λ 1 were selected from the range [10 −4 , 1] for estimation of both S and B. The choice of λ 1 had small impact and was set to λ 1 = 0 unless otherwise specified. For propensity-based base estimators, we used a threshold = .1. For k-NN we selected k based on held-out accuracy in predicting group membership and used 1/k as threshold. For OSVM, we use a Gaussian RBF-kernel with bandwidth selected based on the held-out likelihood of kernel density estimator with the same bandwidth. To select hyperparameters for the rule-based models, and to assess quality when overlap is known, we use the balanced accuracy [5] .
We evaluate OverRule in a series of real-world experiments. To give an understandable illustration of our definition and method, we estimate regions of classifier uncertainty in the famous Iris dataset. Estimation of treatment group overlap in the Jobs dataset [19, 32] provides an example with "ground truth". A study of overlap in opioid prescriptions gives us a large-scale real-world example with a user study, and policy evaluation for antibiotic prescriptions points to the versatility of the core methodology. A synthetic experiment showing the utility of characterizing overlap in observational studies of causal effects both before and after estimation can be found in the supplement.
Classifier Uncertainty: Iris
We use OverRule to identify the overlap between members of two species of Iris, as represented by their sepal and petal length and width, based on the famous Iris dataset. We fit OverRule using a k-NN base estimator (k = 8) and DNF Boolean rules with high regularization (λ 0 = 0.7, λ 1 = 0.01). In Figure 2 , we present the rules learned to characterizeB and compare them with the rules learned for a binary classifier of group membership. In contrast, the coefficients of a logistic regression propensity score model, β = [−1.7, −1.5, 2.5, 2.6] reveal very little about which points lie in the overlap set.
Observational Study: Jobs
In a famous trial performed to study the effects of job training [19, 34] , eligible US citizens were randomly selected into (T = 1), or left out of (T = 0) job training programs. The RCT (E = 1), which satisfies overlap by definition, has since been combined with non-experimental control samples (E = 0, T = 0), forming a larger observational set (Jobs), to serve as a benchmark for causal effect estimation [19] . Here, we aim to characterize the overlap between treated and control subjects. As a consequence of the trial's eligibility criteria, the experimental and non-experimental cohorts barely overlap; a standard logistic regression estimator separate the experimental and non-experimental groups with held-out balanced accuracy of 0.96. Since all treated subjects were part of the experiment, the experimental cohort perfectly represents the overlap region. For this reason, we use the experiment indicator E as ground truth for O.2 In studies of causal effects in this data, the following features were included to adjust for confounding: Age, #Years in education (Educ), Race (black/hispanic/other), Married, No degree (NoDegr), Real earnings in 1974 (RE74) and in 1975 (RE75). These are the features X for which we estimate overlap between treated and controls.
The results for Jobs can be seen in Table 1 . We present the results for the smallest rules that achieve balanced accuracy within 1% of that of the best performing model within each class. We see that for most base estimators, the OverRule approximations perform slightly worse than the base estimator, but with a simpler description. OverRule compares favorably to MaxBox in all cases. In the supplement, we give plots which show that the held-out balanced accuracy quickly converges with the number of literals in the rules and correlates strongly with the quality by which the rule set approximates the base estimator. The learned rules in Table 1b conform to our expectations as the eligibility criteria for the RCT allow only subjects who were currently unemployed and had been so for most of the time leading up to the trial-factors that correlate with education and marital status [34] .
Observational Study: Opioid Misuse
Opioid misuse affects millions of Americans and understanding the factors that influence the risk of misuse is of great importance. To this end, [4] and [41] study the effect of choices in opioid prescriptions on the risk of future misuse. In this experiment, we study a group of post-surgical patients who were given opioid prescriptions within 7 days of surgery. We compare patients who were given doses, morphine milligram equivalent (MME), above and below the 85th percentile in the selected cohort, MME=450. We replicate the cohort eligibility criteria of [4] , using a subset of the MarketScan insurance claims database. Subjects were represented by basic demographics (age, sex), diagnosis history and procedures billed as surgical on the index date. Note that surgical procedures are not mutually exclusive. We list first-order statistics of these features in the supplement.
We fit an OverRule model (OR) to a random forest base estimator with β = 0.8 for B and α = 0.9 for S picked a priori. The hyperparameter λ 0 was set to λ 0 =1e−3 for B, chosen based on balanced accuracy w.r.t. the base estimator, and λ 0 =1e−5 for S based on accuracy in classifying the reference measure. For comparison, we fit a MaxBox model (MB) [9] to the same base, and another OverRule model describing the complement of O (OR-C). The balanced accuracy of these models w.r.t. the base were 0.90 (OR), 0.77 (MB) and 0.92 (OR-C). In Figure 3 , we summarize the rules learned by OR which cover 27% of the overall population. MB learned the rule: Musculoskeletal surg. ∧ ¬Mediastinum surg. ∧ ¬Male genital surg. ∧ ¬Maternity surg. ∧ ¬ Lumbosacral spondylosis without myelopathy which covers 17% of patients. The rules learned by OR-C are presented in the supplement. To evaluate the interpretability of learned overlap sets, we conducted a qualitative user study through a moderated discussion with three participants: two attending surgeons (P1 & P2) and a 4th year medical student (P3) at a large US teaching hospital. Before seeing the outputs of any method, the participants were asked to give their expectations for what to find in the overlap set. The full discussion was transcribed, anonymized, and included in the supplement.
The participants expected that the overlap set would mostly correspond to patients in the higher dose range, as these patients are often considered also for smaller doses, and that overlap would be driven largely by surgery type. All participants expected Musculoskeletal and Cardiovascular surgery patients to be predominantly in the higher dose group, and sometimes in the lower, and one suggested 2This may introduce a small number false negatives in the label used as ground truth. that Maternity surgeries (e.g., C-sections) would be only in the lower range. These comments are all consistent with the findings of OverRule, which identified all of these surgery types as important. MaxBox identified only Musculoskeletal surgery patients as overlapping. One participant expected history of psychiatric disease and Tobacco use disorder to be predictive of higher prescription doses for some patients, and thus overlap. Neither method identified psychiatric disease, but Tobacco use disorder was identified by OR-C as anti-correlated with exclusion from overlap (see the supplement). The participants found the support rules (Ŝ) output by OR (Figure 3 left) intuitive and P1 stated that Endocrine surgeries are not typically followed by opioid prescriptions. They found the MaxBox and OR rule descriptions easy to interpret, and discussion focused on their clinical meaning. The first three propensity overlap rules B.1-B.3 were all consistent with expectation as described above, with the caveat that Cardiovascular patients are not typically stratified by Urinary and Genital surgeries. This was later partially explained by catheters being billed as Urinary and P3 interpreted it as a proxy for more severe Cardiovascular surgeries. P1 pointed out the value in discovering such surprising patterns that may be hidden in black-box analyses. The OR-C rules were found hard to interpret due to many double negatives ("excluded from exclusion"), but were ultimately deemed clinically sound.
Observational Study: Policy Evaluation of Antibiotic Prescription Guidelines
Using the policy evaluation formulation of B (π) (see Section 3), we apply OverRule to assess the overlap set for a policy that follows clinical guidelines published by the Infectious Disease Society of America (IDSA) for treatment of uncomplicated urinary tract infections (UTIs) in female patients [12] . We use data derived from the electronic medical record of two academic medical centers.
We apply the OverRule algorithm to a broad cohort (e.g., including men) of 65,000 UTI patients to test whether or not it can recover a clinically meaningful overlap set. From a qualitative perspective, we discussed the results with an infection disease specialist, who verified that the resulting rules have a clear clinical interpretation which aligns with how the guidelines are applied in practice, identifying primarily female outpatient cases and uncomplicated female inpatient cases. From a quantitative perspective, we compared the learned region (covering 42k patients, 64% of total) with a subset of patients selected a-priori to be eligible for the guidelines (14k patients, 21% of total). We found that the former covers 96% of the latter while also including a much broader, but clinically intuitive, cohort. The experimental setup and results are described in more detail in the supplement.
Conclusion
We have presented OverRule-an algorithm for learning rule-based characterizations of overlap between distributions, or the inputs for which policy evaluation is feasible. The algorithm learns to exclude points marginally out-of-distribution, as well as points where either distribution/policy has low density. We evaluated the algorithm in characterizing overlap in causal effect estimation, and demonstrated that our rule descriptions often have similar accuracy to black-box estimators and outperform a competitive baseline. In an application to study treatment group overlap in post-surgical opioid prescription, a qualitative user study found the results interpretable and clinically meaningful. Similar observations were made in an application to evaluation of antibiotic prescription policies.
Appendix

A Generalization to Policy Evaluation
In this section we give the detailed algorithm for applying OverRule to policy evaluation, as described in the main paper. In this context, we wish to evaluate not a specific treatment decision (e.g., the average treatment effect of giving a drug vs. withholding it), but rather a conditional policy representing a personalized treatment regime, which we will refer to as the target policy. This problem falls under the setting of off-policy policy evaluation when this target policy π differs from the policy which generated the data, which we observe in the observational data as p(T = t | x).
Rationale for B (π)
In the main paper, we drew a connection between the set B and the following set, which is a function of the target policy π, B (π) := {x ∈ X; ∀t :
In this section, we will provide theoretical justification for why we are restricted to this set, if we wish to evaluate the policy π given samples generated according to p(T = t | x).
Following similar notation to [17] , we will let X ∈ X correspond to covariates, Y ∈ Y to an outcome of interest, T ∈ T to a treatment decision. We write π(t|x i ) as the probability of each treatment under the policy, which may be stochastic. We write Y (t) to represent the potential outcome under treatment t. In this setting, we wish to evaluate the expected value of Y under the target policy, which we denote as E[Y (π)]. For our purposes, we note the following as motivation for our definition of B (π)
Proposition 1 (Informal). The expectation E[Y (π)] is only defined w.r.t. the observed distribution p(X, T, Y ) for the subset
Proof. Under the assumption that ignorability [21] holds, we can write out our desired quantity as follows in terms of observed distribution p(X, T, Y )
Where in Equation (10) we multiply by one, in Equation (11) we use the assumption of ignorability to write p(Y (t) = y | X = x, T = t) = p(Y = y | X = x, T = t) and rearrange terms, and in Equation (12) we collect the terms which represent the observed distribution. For our purposes, it is sufficient to look at the integral in Equation (12) to see that it requires the condition that for all (x, t) ∈ X × T , the relationship π(T = t | X = x) > 0 =⇒ p(T = t | X = x) > 0 must hold.
The condition given in Proposition 1 is sometimes referred to as the condition of coverage [see 36, Section 5.5] in off-policy evaluation. Rewriting Equation (12) as an expectation over the observed distribution, we can see that this leads naturally to the importance sampling [15] estimator
which approximates our desired quantity. If > p(t|x) > 0 for some small value of , then the variance of the importance sampling estimator increases dramatically. This motivates our notion of "strict" coverage, that for each value of x ∈ B (π), we require that for all actions t such that π(t|x) > 0, the condition p(t|x) > must hold. Note that this differs conceptually from the binary treatment case in an important respect: Since we are not seeking to contrast all treatments, we do not require that µ(t|x) > , ∀t ∈ T , but rather just for those treatments which have positive probability of being taken under the target policy.
Algorithmic Details As described in the main paper, applying OverRule to the policy evaluation setting only requires a single change to the procedure, which is that the setB (π) is used in place of the setB in Equation 7 in Section 4.2. Nonetheless, we provide an explicit self-contained sketch of the procedure here to avoid any confusion:
1. Given a dataset, find an α-MV set S α using the approach given in the main paper.
Using this set, learn the conditional probabilities of each possible treatment t ∈ T , resulting in estimated propensitiesp(T = t | X = x)
3. For each data point in the support set S α , assign the label
where π(x i ) {t : π(t|x i ) > 0}. The setB (π) is the collection of data points such that b i (π) = 1. Note that we know the target policy π that we are evaluating, so we can evaluate π(t|x i ) for each data point. 4 . Solve the following Neyman-Pearson-like classification problem, using the techniques discussed in the main paper. Note that this is identical to solving Equation 7 in Section 4.2, with the substitution ofB (π) forB :
B Additional experimental results
B.1 Synthetic task: Estimating causal effects
To illustrate the utility of characterizing overlap before estimating causal effects, we perform a synthetic observational study of the average treatment effect (ATE) of a treatment T on an outcome Y under confounding by a variable X. Under the distribution p(X, T, Y ), the true ATE on the overlap set
. We compare estimates of ATE O 
MAE 0.39 ± 0.01 0.10 ± 0.02 0.04 ± 0.01 0.02 ± 0.01 0.03 ± 0.01 0.01 ± 0.01 Table 3 : Example rule set describing the support S for the Jobs dataset learned using OverRule. The support rule set had parameters α = 0.95, λ 0 = 10 −2 .
Rule S.1
Age
based on a) all available data D and b) an estimate of the overlap regionÔ. For global estimators that are sensitive to misspecification, using samples outside of O often worsens estimates of ATE O .
We generate X, T according to a 2D Gaussian mixture model with T ∼ U({0, 1}) the mixture component and X | T ∼ N (2T, 1). We let Y = σ(W 1 X + W 2 XT + b + n ), with σ the logistic function, W 1 , W 2 linear weights, b a constant offset, and n ∼ N (0, 1) noise. We compare two estimators of ATE: difference in means (DiM) (ATE DiM (D) = 1/n 1 i ∈ D:t i =1 y i − 1/n 0 i ∈ D:t i =0 y i ) and ordinary least-squares regression (ATE OLS 
where f 1 and f 0 are OLS models fit to X, Y for treatment groups 0 and 1, respectively. We also fit two OverRule models (Ô r andÔ u ) with λ 0 = 0.01 and λ 0 = 0, respectively, corresponding to weak and no regularization.
We report the mean absolute O over repeated experiments to measure performance. As seen in Table 2 , models based onÔ u orÔ r , using only samples in the estimated overlap regions, give better mean absolute error (MAE) than using the whole data, DiM(D) and OLS(D). ATE OLS performs better than ATE DiM for all three cases as it adjusts for confounding and regularizedÔ r outperforms unregularizedÔ u . The results show that, under model mis-specification, restricting the study to comply with the overlap assumption can be beneficial also prior to estimation.
B.2 Jobs
In figure 5 we see the correlation between held-out AUC for the rule set w.r.t. the experimental label, and the AUC for the rule set in approximating the base estimator. AUC is equal to balanced accuracy for binary predictions.
B.3 Opioids
For a full table of covariate statistics for the Opioids dataset, see Table 4 . For a illustration of the rules learned by OverRule to describe the complement of the overlap set, see Figure 4 . Table 4 : Population averages for covariates in Opioids in order of difference between the overlapping and non-overlapping set. DMME, MME and Duration are the medians of daily MME, total MME and prescription duration days in each group. Total sample  35106  46  225  5  Male  9301  50  300  5  Female  25805  45  225  5   Age groups  <15  847  20  100  5  15-24  3334  45  200  5  25-34  9994  45  210  4  35-44  6820  46  225  5  45-54  6196  50  250  5  55-64  7915  50  300  5  >=65  0  0  0  0   Surgery type  Auditory  29  18  135  6  Cardiovascular  3633  45  270  5  Integumentary  1507  48  225  5  Mediastinum  54  47  300  5  Female genital  3913  48  225  5  Hemic  885  50  225  5 Respiratory   665  45  250  5  Endocrine  214  45  200  5  Nervous  4350  60  375  6  Urinary  1476  45  225  5  Musculoskeletal  6678  60  450  7  Maternity  13553  45  200  4  Male genital  585  45 
Total DMME MME Duration
B.4 Observational Study: Policy Evaluation of Antibiotic Prescription Guidelines
Antibiotic resistance is a growing problem in the treatment of urinary tract infections (UTI) [28] , a common infection for which more than 1.6 million prescriptions are given annually in the United States [33] . With this in mind, we are interested in the following clinical problem: When a patient presents with a UTI, the physician needs to choose between a range of antibiotics, with the dual goals of (a) treating the infection, and (b) minimizing the use of broad-spectrum antibiotics, which are more likely to select for drug-resistant strains of bacteria. In this context, we might be interested in evaluating a range of potential treatment policies. For our purposes, we will use a pre-defined policy: The clinical guidelines published by the Infectious Disease Society of America (IDSA) for treatment of uncomplicated UTIs in female patients [12] . Using the policy evaluation formulation of B (π), we will apply OverRule to a conservative interpretation of the IDSA guidelines, using data curated from the Electronic Medical Record (EMR) of two academic medical centers.
The official guidelines discuss the importance of patient and population level risk factors in predicting resistance, and include some factors that we do not observe in our data (such as drug allergies). In order to characterize the guideline explicitly as a policy that we can evaluate in our dataset, we used the following interpretation:
• • If neither of the first-line agents are indicated, then prescribe Ciprofloxacin (CIP), a second-line agent.
Experimental details From our data set, we selected all patients from 2007-2017 which had a UTI, and were prescribed one of the four most common antibiotics: NIT, SXT, CIP, or Levofloxacin (LVX). Features include demographics (race, gender, age, and veteran status), comorbidities observed in the past 90 days, information about previous infections (organism, antibiotics given, and resistance profile), hospital ward (inpatient, outpatient, ER, and ICU), and indicators for pregnancy and nursing home residence in the past 90 days. The local rates of resistance (for each hospital ward) are given over the past 30-90 days, and used at the patient level as a feature, as well as an input to the decision of the guidelines. We preprocess our data first, removing any binary feature with a prevalence of less than 0.1%, and any associated subject: This results in the removal of 48 binary features with less than 0.1% prevalence and 888 corresponding subjects. This leaves a total of 156 (150 binary, 6 continuous) features and 64593 subjects. Detail on all remaining features are given in Table 5 . For the purposes of running our algorithm, we convert all continuous variables into binary variables by using indicator functions for deciles.
We then characterize the support set S α as described in the main paper, using α = 0.95, λ 0 = 0.01, λ 1 = 0. Using the data points which fall into the support set, we then estimate the propensity p(t|x) of prescribing each of the four drugs using a random forest classifier, with hyperparameter selection done using 5-fold cross-validation on 80% of the remaining cohort used as a training set, over the following parameter grid: Number of estimators ∈ [100, 500], Minimum samples per leaf (as fraction of total) ∈ [0.005, 0.01, 0.02]. The resulting calibration curves for each antibiotic are given in Figure 6 , using the remaining held-out 20% of the data. Using these propensity scores, we apply the procedure described in Section A to estimate the region of strict coverage,B (π) using Boolean rules, and the resulting rules are given in Figure 7 . For this stage, we used hyperparameters of β = 0.9, λ 0 = 0.03, λ 1 = 0.
Clinical Validity / Interpretation Towards understanding the clinical validity of these rules, we interviewed a clinician who specialises in infectious diseases. First, we asked them, based on the Numbers indicate the number of samples, and are given when when the number of samples in a bin is less than 0.5% of the total. The cutoff is a reminder that = 0.1 in this experiment: For any subject with covariates x, the propensity must be above this cutoff for every treatment under the target policy (i.e., for all t such that π(t|x) > 0) for them to be included in the coverage region. available features, which they would expect to differentiate between subjects for whom the policy is or is not followed. They noted that the guidelines are designed for uncomplicated cases: In particular, patients who have a Foley catheter (a catheter used to drain urine from the bladder) are not covered under these guidelines, because infections in these patients tend to be more complex (e.g., the infection could have been introduced by the catheter itself). The use of the Foley catheter is common during intensive care (e.g., in the ICU), so complex hospitalized patients are less likely to Beside each rule we give the percentage of subjects that are covered by the rule in the test set. Overall, the rules forB cover 65.4% of the data points in the support region (compared to the 71% of points labelled by our base estimator), and they have an balanced accuracy of 0.96 versus the base estimator.
be treated according to the guidelines.
With that in mind, they reviewed the available features and noted the following: (i) While UTIs are common for women, they are rare for men; Men with UTIs tend to be more complicated cases, because it is indicative of deeper abnormalities. Similarly, pregnant women are excluded from the guidelines. (ii) Of the comorbidities given, none of them should directly disqualify patients from the guidelines, except potentially for complicated diabetes. (iii) Prior organisms / resistance / prescriptions should not directly disqualify patients from the guidelines, though they will influence the type of antibiotic given. In particular, if a patient has had previous resistance to an antibiotic, they are unlikely to be prescribed it again. (iv) The previous procedures given (with the exception of surgery) are associated with ICU patients. For instance, mechanical ventilation and parenteral nutrition are exclusive to the ICU, and those patients likely have a Foley catheter as well. Surgery is too broad of a category to draw any conclusions. (v) In terms of locations besides the ICU, patients who are admitted to the hospital and who are on intravenous (IV) antibiotics already will be treated differently. The guidelines are focused on oral antibiotics, whereas if an IV already exists, additional IV antibiotics are likely to be given instead.
Having discussed these points first, we then showed them the rules learned by the OverRule algorithm, and asked for their interpretation, as well as for any critiques of the rules based on their clinical knowledge. Their reaction to each of the rules was as follows:
• Rule B.1: This appears to correspond to a relatively straightforward young inpatient female (given that Rule B.2 covers all outpatient females). In particular, it rules out ICU patients directly, as well as those with recent mechanical ventilation, which would indicate a recent ICU stay. It also rules out patients with current bloodstream infections, and those who had previously been tested for (and found to be) resistance to Streptomycin (synergistic): This is only tested for in the context of bloodstream infections by enterococcus, and would be an indicator of previous bloodstream infections. Imipenem is an IV antibiotic only given in inpatient settings, and posaconazole is an antifungal used in bone marrow transplant patients. Patients who are both young and in a nursing home tend to be more complex, e.g., they may be paralysed or otherwise unable to perform activities independently. Finally, the excluded comorbidities are less intuitive, because some of them (e.g., congestive heart failure) manifest with a range of severity: For patients with controlled congestive heart failure, this is not a contraindication for following the guidelines, but if they are fully decompensated, then they would likely be on a Foley catheter.
• Rule B.2: This concisely describes the most common manifestation of UTI and the set of patients who are most likely to be treated according to the guidelines3.
• Rule B.3: The conjecture is that this represents patients who have had an uncomplicated UTI in the past, since patients are usually tested for the antibiotics under consideration by a physician, and since nitrofurantoin is one of the first-line treatments for uncomplicated UTIs.
From a quantitative perspective, we compared the learned region with an explicitly constructed cohort of patients whose inclusion criteria were explicitly designed to make them eligible for application of the IDSA guidelines. In particular, we defined this cohort as including non-pregnant women between the ages of 18 to 55 years of age with no record of genitourinary surgery or instrumentation, immunosuppression, indwelling catheters, or neurologic dysfunction in the preceding 90 days.
In relationship to this conservative subset, the learned region (covering 42k patients, 64% of total) covers 96% of the explicitly constructed cohort, while also demonstrating that a broader set of patients are treated according to these guidelines in practice.
3Note that outpatient and "not inpatient" can appear in the same rule without being redundant, because multiple specimens collected on the same day for the same patient are collapsed into a single subject. 
