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In the present paper three types of covering dimension invariants of a space X are dis-
tinguished. Their sets of values are denoted by d-SpU (X), d-SpW (X) and d-Spβ(X). One
of the exhibited relations between them shows that the minimal values of d-SpU (X),
d-SpW (X) and d-Spβ(X) coincide. This minimal value is equal to the dimension in-
variant mindim deﬁned by Isbell. We show that if X is a locally compact space, then
either d-SpU (X) = [mindim X,∞], or d-SpU (X) = d-Spβ(X) = {dim X}. If X is not a pseu-
docompact space, then [dim X,∞] ⊂ d-SpU (X); if X is a Lindelöff non-compact space,
then d-SpU (X) = [dim X,∞]; if X is a separable metrizable non-compact space, then
d-SpW (X) = [mindim X,∞]. Among the properties of covering dimension invariants the
generalization of the compactiﬁcation theorem of Skljarenko is presented. The existence of
compact universal spaces in the class of all spaces X with w(X) τ and mindim X  n is
proved.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction and preliminaries
The covering dimension dim is one of the three main dimensions. Though it appeared in the work of H. Lebesgue
the formal deﬁnition was given by E. Cˇech. Its modiﬁcation for Tychonoff spaces was given by M. Katetov. Yu. Smirnov
introduced the covering dimension invariants: δ-dimensions. A δ-dimension of a space is equal to the dimension dim of its
δ-compactiﬁcation. Moreover, dimension dim is one of the δ-dimensions. Therefore, these invariants give more dimensional-
type information about the space.
Other covering dimension invariants appeared in works of J. Isbell, M. Charalambous, A. Chigogidze, and S. Iliadis. Their
common feature is that a given covering dimension invariant is equal to the dimension dim of some concrete compactiﬁca-
tion. Many classical theorems of dimension theory hold for them. They turned out to be a good tool for the investigation of
dimensional properties of spaces.
In Section 2 we classify and give relations between δ-dimension of Smirnov [28], uniform dimension δd of Isbell [17],
dimension d by a normal base of Iliadis [15] (see, also, [13]), uniform dimension μ-dim of Charalambous [4] (see, also, [5]),
relative dimension d of Chigogidze [8], and the classical dimension dim. Three types of covering dimension invariants of
a space X are distinguished. Their sets of values are denoted by d-SpU (X), d-SpW (X), and d-Spβ(X). d-SpU (X) is the set
of dimensions of all compactiﬁcations of X , d-SpW (X) is the set of dimensions of all Wallman-type compactiﬁcations of X ,
and d-Spβ(X) is the set of dimensions of all β-like compactiﬁcations of X [19].
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d-SpU (X), d-SpW (X) and d-Spβ(X) coincide. This minimal value is equal to the dimension invariant mindim introduced by
Isbell [17].
In Section 4 rangers of d-SpU (X), d-SpW (X), and d-Spβ(X) are investigated. It is proved that if X is a locally compact
space, then either d-SpU (X) = [mindim X,∞], or d-SpU (X) = d-Spβ(X) = {dim X}. If X is not a pseudocompact space,
then [dim X,∞] ⊂ d-SpU (X). If X is a Lindelöff non-compact space, then d-SpU (X) = [dim X,∞], and if X is a separable
metrizable non-compact space, then d-SpW (X) = [mindim X,∞]. For the rangers of transﬁnite dimensions in the class of
separable metrizable spaces see [6].
In Section 5 further properties of covering dimension invariants of a space X are presented. The generalization of the
compactiﬁcation theorem of E. Skljarenko [22] is given. The existence of compact universal spaces in the class of all spaces X
with w(X) τ and mindim X  n is proved.
All spaces under consideration are assumed to be Tychonoff and maps of spaces continuous. Our terminology mostly
follows [10,11]. The closure in a space X of a subset A is denoted by clX A. By C∗(X) the ring of all real valued bounded
continuous functions on space X is denoted.
Let u, v be covers of a space X . The notation u  v means that u is a reﬁnement of v . For u = {Uα: α ∈ A} and M ⊂ X
we set M ∧ u = {Uα ∩ M: α ∈ A}.
We consider uniform structures on spaces by using families of covers. All uniformities are compatible with the topology
of a space. The necessary information about uniformities and proximities can be found in [10,17].
For information about normal bases see [2]. By ω(X, F) we denote the Wallman-type compactiﬁcation of X with respect
to normal base F , and by ωF we denote the normal base on ω(X, F) which elements are the closures in ω(X, F) of the
elements of F .
We denote by ω the set of all nonnegative integers, by N the set of all natural numbers, by I the closed interval [0,1],
by Q the set of rational numbers of I , and by N∗ the set βN \N.
A general approach for deﬁning covering dimension invariants is the following. Let C be a family of ﬁnite open covers
of a space X . We say that C-dim X  n if and only if any cover u ∈ C has a reﬁnement v ∈ C with ord v  n. In the
case, where each element from C has an extension on some ﬁxed compactiﬁcation bX , it is natural to require the equality
C-dim X = dimbX .
General Theorem (On the equality C-dim X = dimbX). Suppose that for a family C of ﬁnite open covers of a space X and a com-
pactiﬁcation bX of X the following two conditions hold.
(A) Every element from C has an extension on bX (that is, for any v = {V1, . . . , Vk} ∈ C there is an open cover v ′ = {V ′1, . . . , V ′k}
of bX such that V ′i ∩ X = Vi , i = 1, . . . ,k).
(B) Every ﬁnite open cover of bX has a shrinking which is an extension of some element from C .
Then, we have
C-dim X = dimbX .
Proof. The proof of the inequality C-dim X  dimbX . Let v ∈ C be an arbitrary cover of X and v ′ its extension on bX . There
is a ﬁnite open cover u′  v ′ of bX with ordu′  dimbX . By condition (B), without lost of generality, u′ may be considered
as an extension of u ∈ C . Hence, ordu  dimbX and u  v .
The proof of the inequality C-dim X  dimbX . Let v ′′ = {V ′′i : i = 1, . . . ,k} be an arbitrary ﬁnite open cover of bX .
There is an open shrinking v ′ = {V ′i : i = 1, . . . ,k} of v ′′ such that clbX V ′i ⊂ V ′′i , i = 1, . . . ,k. Without lost of generality,
v ′ may be considered as an extension of v ∈ C . There is a ﬁnite open cover u = {Ui: i = 1, . . . ,m} ∈ C such that u  v and
ordu  C-dim X . Let u′ = {U ′i: i = 1, . . . ,m} be an extension of u on bX . Then, since X is dense in bX , we have⋂{
U ′it : t = 1, . . . , l
} 
= ∅ if and only if X ∩
⋂{
U ′it : t = 1, . . . , l
} 
= ∅
and, therefore,
if and only if
⋂
{Uit : t = 1, . . . , l} 
= ∅.
Thus, ordu′ = ordu  C-dim X . If Ui ⊂ V j ∈ v , then clbX Ui ⊂ clbX V j ⊂ V ′′j . Besides, U ′i ⊂ clbX Ui . Hence, u′  v ′′ . 
Since all ﬁnite open covers of a compact space is the basis of its unique uniformity, the above General Theorem shows
that the family C of the theorem is the basis of that totally bounded uniformity μ on X , the completion of X with respect
to which is bX . This observation shows that the choice of a suitable family C is equivalent to the choice of a basis of some
totally bounded uniformity.
2. Covering dimension invariants
Let us remind deﬁnitions of covering dimension invariants using the approach and terminology suggested in the intro-
duction.
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where C is the family of all δ-uniform covers. In fact, C is a basis of the totally bounded uniformity induced by proximity δ
(see, for example, [10, Ch. 8.4]).
The uniform dimension δdμ of Isbell [17] for uniform space (X,μ) corresponds to the case C-dim, where C is the family
of all ﬁnite covers u ∈ μ. Therefore, C is a basis of the precompact reﬂection of μ (that is the totally bounded uniformity
which is the supremum of all totally bounded uniformities less or equal to μ) [17, Ch. 2]. For all uniformities μ on X for
which precompact reﬂections are the same, the covering dimension invariants δdμ coincide.
For any space X there is a one-to-one correspondence between proximities and totally bounded uniformities. Hence, the
collections of δ-dimensions and uniform dimensions coincide. We put
d-SpU (X) = {δdμX: μ is the uniformity on X}.
From the General Theorem and the one-to-one correspondence between totally bounded uniformities and compactiﬁcations,
it follows that
d-SpU (X) = {dimbX: bX is the compactiﬁcation of X}.
This equality may be revised. For a uniform space (X,μ), let δ be the proximity corresponding to the precompact reﬂection
of μ and bμX the Samuel compactiﬁcation of X with respect to μ. Then,
δdμX = δ-dimension X = dimbμX .
2. Let ωX = ω(X, F) be the Wallman-type compactiﬁcation of a space X with respect to the normal base F (see,
for example, [2]). Then, C , the family of all ﬁnite covers by sets from F c , satisﬁes conditions (A) and (B) of the General
Theorem. For the proof of this fact it is enough to apply Theorem 2.2 (d) from [2] (which states that any element from C
has an extension on ωX ), and Lemmas 2.2, 2.3 from [13] (asserting that any ﬁnite open cover of ωX has a shrinking which
is an extension of some element from C).
From this observation it follows that the dimension d(X, F) by a normal base F of a space X introduced by Iliadis in [15]
(see, also, [13]) corresponds to the case C-dim where C is the family of all ﬁnite covers by sets from F c . As it is noted in
the introduction, C is the basis of some uniformity μ. The Samuel compactiﬁcation of X with respect to μ is ωX . Hence,
d(X, F) = δdμX = dimωX .
Different normal bases on topological space X allow to introduce the variety of covering dimension invariants:
d-SpW (X) =
{
d(X, F): F is the normal base on X}
(let us remind that if for normal bases F and G on X the Wallman-type compactiﬁcations are the same (it is the case,
where F separates G [23] and vice versa) then d(X, F) = d(X, G)) which obviously coincide with the set
{dimωX: ωX is the Wallman-type compactiﬁcation of X}.
V. Uljanov [30] showed that not all compactiﬁcations are of the Wallman-type.
3. There is a one-to-one correspondence between complete rings of bounded functions R on X (they are also called
uniformly closed rings of bounded functions) and compactiﬁcations of X (see, for example, [10, Problem 3.12.22]). Zero-sets
Z(R) of functions from R is a normal base on X which is a separating, nest-generated intersection ring of subsets [26].
Among the rings which generate the same family Z(R) there is the largest one Rmax. The ring Rmax will be called the
z-supremum of R. The ring Rmax is precisely the ring of functions on X which can be extended on the Wallman-type com-
pactiﬁcation ω(X, Z(R)) of X with respect to the normal base Z(R). This compactiﬁcation is the maximal among compact-
iﬁcations determined by rings with z-supremum Rmax (see, for example, [14,26]). It is called a β-like compactiﬁcation [19].
Denote by C∗(X, Y ) the uniformly closed ring of functions on X which are restrictions on X of all functions from C∗(Y ). The
β-like compactiﬁcation ωX will be called the z-supremum of compactiﬁcation bX if ωX = ω(X, Z(C∗(X,bX))). It is equivalent
that C∗(X,ωX) is the z-supremum of C∗(X,bX).
For a uniformly closed ring R of bounded functions on a space X it is possible to deﬁne dimension d(X, R) by a ring R
of X as C-dim where C is the family of all ﬁnite covers by sets from Z(R)c . As in item 2, the family C is the basis of some
uniformity μ such that the Samuel compactiﬁcation of X with respect to μ is ω(X, Z(R)). Hence,
d(X, R) = d(X, Z(R))= δdμX = dimω
(
X, Z(R)).
We put
d-Spβ(X) =
{
d(X, R): R is a uniformly closed ring of bounded functions on X}.
The set d-Spβ(X) coincides with the set
{dimbβ X: bβ X is a β-like compactiﬁcation of X}.
Remark 2.1. In order to study dimensions by rings of a space X it is enough to examine only the largest rings of functions
on X which are exactly those that are extended on the corresponding β-like compactiﬁcations of X . Characterization of
such rings can be found in [16,19,26].
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open [4]. The uniform dimension μ-dim of Charalambous of a uniform space (X,μ) [4] (see, also, [5]) corresponds to the
case C-dim where C is all ﬁnite covers of uniformly open sets.
For a space Y let C Z(Y ) (respectively, Z(Y )) be the set of all cozero-sets (respectively, zero-sets) of Y and for X ⊂ Y we
put C Z(X, Y ) = X ∧ C Z(Y ) and Z(X, Y ) = X ∧ Z(Y ). The relative dimension d(X, Y ) of Chigogidze of X ⊂ Y [8] corresponds
to the case C-dim where C is all ﬁnite covers by sets from C Z(X, Y ).
Theorem 2.2. The following statements are true:
(a) For a uniform space (X,μ),
μ-dim X = d(X, Rμ),
where Rμ is the ring of all bounded uniformly continuous functions on X.
(b) For a subset X of a space Y ,
d(X, Y ) = d(X,C∗(X, Y )).
(c) For a space X
d-Spβ(X) = {μ-dim X: μ is the uniformity on X} =
{
d(X, Y ): X ⊂ Y }.
Proof. (a), (b) It is easy to verify, that for a uniformity μ on X (X ⊂ Y ) the set of all bounded uniformly continuous
functions Rμ (the family C∗(X, Y )) is a uniformly closed ring of bounded functions. The equality μ-dim X = d(X, Rμ)
(d(X, Y ) = d(X,C∗(X, Y ))) immediately follows from deﬁnition.
(c) The rings of bounded uniformly continuous functions on two uniform spaces (X,μ) and (X,μ′) are the same iff
the precompact reﬂections of μ and μ′ coincide. Since there is a one-to-one correspondence between totally bounded
uniformities and uniformly closed rings of bounded functions, we have
d-Spβ(X) = {μ-dim X: μ is the uniformity on X}.
Since C∗(X, Y ) = C∗(X, clβY X) for X ⊂ Y , and
C∗(X, Y ) = C∗(X, Y ′) if and only if C∗(X, clβY X) = C∗(X, clβY ′ X)
there is a one-to-one correspondence between uniformly closed rings of bounded functions on X and different rings of the
form C∗(X, Y ) for X ⊂ Y . Hence,
d-Spβ(X) =
{
d(X, Y ): X ⊂ Y }. 
Remark 2.3. In [12] the notion of a (multiplicative) perfectly normal base was introduced and the question was put whether
each multiplicative perfectly normal base on a space X arises from zero-sets or, precisely, if it is a separating, nest-generated
intersection ring. In [7] it is shown that this is true for multiplicative normal bases on a separable metrizable space. In [14]
it is shown that every multiplicative normal base F with the property that any O ∈ F c is a countable union of elements
from F , is a separating, nest-generated intersection ring. From Propositions 1 and 2 of [12] it follows that such normal
bases coincide with multiplicative perfectly normal bases. Thus, every multiplicative perfectly normal base on a space X is
a separating, nest-generated intersection ring. Hence,
d-Spβ(X) =
{
d(X, F): F is the multiplicative perfectly normal base on X}.
4. The classical dimension dim which is due to Cˇech for normal and to Katetov for Tychonoff spaces is the special case
of uniform dimensions δd where the ﬁnest uniformity μ on X is considered. Hence,
dim X = d(X,C∗(X))= d(X, Z(X))= δdμ(X).
Relations between covering dimension invariants of a space X and covering dimensions dim of its compactiﬁcations
show that the investigation of the collections
{dim X}, d-Spβ(X), d-SpW (X), d-SpU (X)
is closely connected with the investigation of dimensional properties of compactiﬁcations of X .
3. Relations between covering dimension invariants
Theorem 3.1. For any space X we have:
(a) dim X ∈ d-Spβ(X) ⊂ d-SpW (X) ⊂ d-SpU (X);
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d-Spβ(X) = d-SpW (X) = d-SpU (X);
(c) (CH) if X is a separable space, then
d-SpW (X) = d-SpU (X);
(d) if X is a ﬁnite-dimensional separable metrizable non-compact space, then
{dim X} = d-Spβ(X) 
= d-SpW (X).
Proof. The relations in (a) follow from observations in Section 2.
The equalities in (b) follow from the fact that every compactiﬁcation of a Tychonoff space X is a β-like compactiﬁcation
if and only if X is pseudocompact [19].
The equality in (c) follows from the fact that under CH every compactiﬁcation of a separable Tychonoff space is a
Wallman-type compactiﬁcation [3].
The equality in (d) follows from [26, Lemma 2.7]. To prove inequality in (d) it is enough to show that X has a Wallman-
type compactiﬁcation of dimension  n = dim X + 1. We shall use the graph closure compactiﬁcations [25]. Let bX be
a metrizable compactiﬁcation of X . For a point x ∈ bX \ X , bX is the Alexandroff one-point compactiﬁcation of X ′ = bX \ {x}.
Let D be a countable discrete subset of X ′ and f : D → In any mapping with a dense image in In . The mapping f can
be extended to the mapping F : X ′ → In . The closure of the subset {(t, F (t)): t ∈ X ′} in the product bX × In is a metriz-
able compactum, containing {x} × In , and X is homeomorphic with the graph {(t, F (t)): t ∈ X} of F |X . Thus, a metrizable
compactiﬁcation of X of dimension  n is obtained. From [24] or [1] it follows that any metrizable compactiﬁcation is a
Wallman-type compactiﬁcation. Hence, (d) is proved. 
Question 3.2.
(1) Is there a space X such that d-SpW (X) 
= d-SpU (X)?
(2) For what spaces X , d-Spβ(X) = d-SpU (X)?
(3) For what spaces X , d-Spβ(X) = d-SpW (X)?
Theorem 3.3. For a space X and its compactiﬁcation bX there is a β-like compactiﬁcation bβ X such that bβ X  bX and
dimbβ X  dimbX.
Proof. If dimbX = ∞, then βX is the required β-like compactiﬁcation. Let dimbX < ∞. Then,
dimbX  d(X,bX) = dimω(X, Z(X,bX))
[9, Theorems 2.13 and 2.5] and
ω
(
X, Z(X,bX)
)
 bX
[26, Lemma 2.8]. Hence, bβ X = ω(X, Z(X,bX)) is the required β-like compactiﬁcation of X . 
Corollary 3.4. For every space X we have:
(a) If d-SpU (X) 
= {∞}, then
d-SpW (X) 
= {∞} and d-Spβ(X) 
= {∞}.
(b) If d-Spβ(X) = {∞}, then d-SpW (X) = {∞} and d-SpU (X) = {∞}.
The following corollary follows from the proof of Theorem 3.3.
Corollary 3.5. Let {bα X: α ∈ A} be the family of compactiﬁcations of a space X with the same z-supremum bβ X. Then, bβ X is a
β-like compactiﬁcation of X , bβ X  bα X and dimbβ X  dimbα X, α ∈ A.
The dimension invariant mindim X is deﬁned in [17] as
mindim X =min{k: k ∈ d-SpU (X)
}
.
Evidently, from Theorem 3.1 (a), it follows that
min
{
k: k ∈ d-Spβ(X)
}
min
{
k: k ∈ d-SpW (X)
}
min
{
k: k ∈ d-SpU (X)
}
.
Thus, from Theorem 3.3 we have the following theorem.
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mindim X =min{k: k ∈ d-Spβ(X)
}=min{k: k ∈ d-SpW (X)
}=min{k: k ∈ d-SpU (X)
}
.
Remark 3.7.
(a) For a space X , mindim X = 0 iff ind X = 0 [17, Ch. VI, 3].
(b) For a locally compact space X , mindim X = sup{dim K : K ⊂ X, K is compact} [17, Ch. VI, 15].
(c) For a Lindelöff space X , βX is the only β-like compactiﬁcation of X (see, for example, [26, Lemma 2.7]) and, hence,
mindim X = dim X [17, Ch. VI, 23].
Example 3.8. (1) A Roy metrizable space M with dimM = 1 and indM = 0 [20] is an example of a space with
dimM = 1 > mindimM = 0.
For any n ∈N∪{∞}, normal zero-dimensional spaces Xn with dim Xn = n [27] make the gap between dim Xn and mindim Xn
to equal n.
(2) Let Xkn = Xk ⊕Yn , where k,n ∈N, Xk is the space from (1), and Yn is a compact space with dim Yn = 1 and ind Yn = n
(see, for example, [31]). Then, ind Xkn = n, dim Xkn = k, and mindim Xkn = 1. Hence, there are spaces X and X ′ such that
both double inequalities are possible:
ind X > dim X > mindim X, dim X ′ > ind X ′ > mindim X ′.
Question 3.9.
(1) For what spaces X , dim X =mindim X?
(2) For what spaces X , ind X =mindim X?
(3) Is there a space X for which dim X > mindim X > ind X?
4. Ranges of covering dimension invariants
For a nonnegative integer k we put [k,∞] = {n ∈ ω: n k} ∪ {∞}, and for k = ∞, [k,∞] = {∞}.
Deﬁnition 4.1. Let bX be a compactiﬁcation of X with dimbX = k 
= {∞}. A family
{
bn X: n ∈ ω ∪ {∞}, n k
}
of compactiﬁcations of X with dimbn X = n, such that
bX = bk X  bk+1X  · · · ; bX  b∞X (bX  b∞X  · · · bk+1X  bk X)
is called an increasing (decreasing) chain of compactiﬁcations beginning from bX .
An in(de)creasing chain of compactiﬁcations beginning from bX which z-suprema coincide, is called an in(de)creasing
z-chain of compactiﬁcations beginning from bX .
Theorem4.2. Suppose that the remainder bX \ X of a ﬁnite-dimensional compactiﬁcation bX of a space X contains a compact subset K
which can be mapped onto I = [0,1]. Then, there exists an in(de)creasing chain of compactiﬁcations beginning from bX. Hence,
[dimbX,∞] ⊂ d-SpU (X).
If, moreover, K is a Gδ-subset, then there exist an in(de)creasing z-chain of compactiﬁcations beginning from bX whose z-suprema
coincide with z-supremum of bX.
Proof. Since the set X ′ = bX \ K is locally compact, for any continuous image K ′ of K , the space X ′ has a compactiﬁcation
whose remainder is K ′ (see for example [10, Theorem 3.5.13]). This compactiﬁcation is also a compactiﬁcation of X .
Let b′X be any such compactiﬁcation of X and K ′ the corresponding continuous image of K . By Dowker’s theorem [11,
Problem 3.1.B.(b)],
dimb′X max
{
dim K ′, rd
(
b′X \ K ′)},
where
rd
(
b′X \ K ′)= sup{dim F : F ⊂ b′X \ K ′, F is closed in b′X}.
Closed subsets of b′X are compact. Since b′X \ K ′ = bX \ K , their compact subsets coincide. Therefore,
rd
(
b′X \ K ′)= rd(bX \ K ) dimbX and dimb′X  dim K ′.
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dimb′X = dim K ′ for any K ′ with dim K ′  dimbX .
Any Peano space (that is, compact, connected, locally connected metric space) is a continuous image of K . The required
increasing chain of compactiﬁcations beginning from bX is constructed by induction. Let dimbX = k 0. The compactiﬁca-
tion bk+1X is a continuous image of bk X = bX under a map fk+1 such that fk+1 is identical on bX \ K and fk+1(K ) = Ik+1.
For n ∈ ω, n > k + 1, the compactiﬁcation bn X is a continuous image of bn−1X under a map fn such that fn is identical on
bX \ In−1 and fn(In−1) = In . Compactiﬁcation b∞X is a continuous image of bX under a map f∞ such that f∞ is identical
on bX \ K and f∞(K ) = I∞ .
The fulﬁllment of inclusion [dimbX,∞] ⊂ d-SpU (X) is evident.
In order to prove the second statement of the theorem it suﬃces to show that
Z(X,bX) = Z(X,bn X), n ∈ ω ∪ {∞}, n k.
Since, bX  bn X , the inclusion Z(X,bX) ⊃ Z(X,bn X) is evident.
Since in a normal space any closed Gδ-subset is a zero-set, there is a function f :bX → I such that K = f −1(0). For any
function g :bX → I , we can consider the function g f = f · g . Then, we have
g−1f (0) ∩ (bX \ K ) = g−1(0) ∩ (bX \ K ) and K ⊂ g−1f (0).
Hence, a function h may be deﬁned on bn X such that h ◦ prn = g f , where prn :bX → bn X is a natural map of compactiﬁca-
tions. For this function we have
h−1(0) ∩ (bn X \ prn(K )
)= g−1f (0) ∩ (bX \ K ).
This equality proves the inclusion
Z(X,bX) ⊂ Z(X,bn X).
The required decreasing chain of compactiﬁcations beginning in bX is constructed taking as b∞X a continuous image
of bX under a map g∞ such that g∞ is identical on bX \ K and g∞(K ) = I∞ . We can choose faces of cube I∞ in such
a way that In is a face of In+1 and projections pn : I∞ → In satisfy condition pn = pn+1,n ◦ pn+1, n ∈ ω (pn+1,n is a natural
projection of In+1 onto In). The compactiﬁcation bn X is a continuous image of b∞X under a map gn such that gn is identical
on b∞X \ I∞ and gn(I∞) = In , n ∈ ω, n k. The rest of the proof is the same as above. 
Corollary 4.3. The following statements are true:
(a) For every ﬁnite-dimensional β-like compactiﬁcation bβ X of a space X either there is a z-chain of compactiﬁcations beginning
from bβ X or the set of compactiﬁcations with z-suprema bβ X is {bβ X}.
(b) If a space X is not Gδ-dense in a ﬁnite-dimensional β-like compactiﬁcation bβ X, then [dimbβ X,∞] ⊂ d-SpU (X).
(c) If X is not a pseudocompact space, then [dim X,∞] ⊂ d-SpU (X). If X is a Lindelöff non-compact space, then d-SpU (X) =
[dim X,∞]. Moreover, if dim X = ∞, then d-SpU (X) = d-SpW (X) = d-Spβ(X) = {∞}.
(d) If among β-like compactiﬁcations bβ X of a space X with dimbβ X = mindim X or dimbβ X = mindim X + 1 there is one, the
remainder of which contains a compact subset K which can be mapped onto I , then d-SpU (X) = [mindim X,∞].
(e) If X is Gδ-dense in a β-like compactiﬁcation bβ X of X and the remainder bβ X \ X contains a compact subset K which can be
mapped onto I , then [dimbβ X,∞] ⊂ d-Spβ(X).
(f) If among β-like compactiﬁcations bβ X of X with dimbβ X =mindim X or dimbβ X =mindim X + 1 there is one, the remainder
of which contains a compact subset K which can be mapped onto I and in which X is Gδ-dense, then d-SpU (X) = d-Spβ(X) =
[mindim X,∞].
(g) If there are β-like compactiﬁcation bβ X and compactiﬁcation bX of X such that bβ X  bX and dimbβ X > dimbX, then
[dimbβ X,∞] ⊂ d-SpU (X). Moreover, if X is Gδ-dense in bβ X, then [dimbβ X,∞] ⊂ d-Spβ(X).
Proof. (a) If bβ X is a β-like compactiﬁcation of X , then either there is a compact Gδ-subset F in bβ X \ X which contains N∗
or X is Gδ-dense in bβ X (see, for example, [19, §3]). Surjection of N on rationals Q⊂ I can be extended to the surjection
of βN on I . The image of N∗ is dense in I and compact. Hence, I is a continuous image of N∗ and thus of F . It remains
to apply Theorem 4.2 to construct a z-chain of compactiﬁcations beginning from bβ X . If X is Gδ-dense in bβ X then X
is Gδ-dense in any compactiﬁcation bX such that bX < bβ X and, thus, bX is a β-like compactiﬁcation of X [19, §3].
Hence, z-supremum of bX is bX 
= bβ X , and there is no compactiﬁcations of X with z-supremum bβ X and which differs
from {bβ X}.
(b) Immediately follows from (a) and Theorem 4.2.
(c) If X is not a pseudocompact space, then X is not Gδ-dense in βX (see, for example, [32, Theorem 3.6]). It remains to
apply (a). The second statement follows from Remark 3.7 (c) and Corollary 3.4 (b).
(d) Follows from Theorem 4.2.
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(f) Follows from (e).
(g) From Hurewicz theorem on dimension-lowering maps (see, for example, [11, Theorem 3.3.10]) it follows that
if dimbβ X > dimbX then bβ X \ X contains a compact subset of positive dimension (as an inverse image of some
point) and, hence, β-like compactiﬁcation bβ X contains a compact set which can be mapped onto I . The rest follows
from (e). 
Recall [10, Problem 1.7.10] that any topological space is the disjoint union of a perfect closed set and a scattered set. It
is easy to prove that any nonempty perfect compact space F can be mapped onto I .
Theorem 4.4. Let X be a locally compact space. The following statements are true:
(a) If X∗ = βX \ X contains a nonempty perfect set, then
d-SpU (X) = [mindim X,∞].
(b) If X∗ is a scattered space, then X is pseudocompact and
d-SpU (X) = d-Spβ(X) = {dim X}.
Proof. (a) By Remark 3.7 (b) mindim X = max{dim K : K ⊂ X, K is compact}. Put mindim X = k. Evidently, for any com-
pactiﬁcation bX of X we have dimbX  k and dimbX  dim(bX \ X). On the other hand,
dimbX max
{
dim(bX \ X),k}
since k = rd(bX \ (bX \ X)). Hence, dimbX = k if dim(bX \ X) k and dimbX = dim(bX \ X) if dim(bX \ X) > k. Since βX \ X
is compact and contains a compact space which can be mapped onto I , the dimensions of remainders of compactiﬁcations
may be arbitrary integer  0 or ∞.
(b) If X∗ is a scattered space, then X is pseudocompact because, otherwise, X∗ must contain N∗ , and, thus, a nonempty
perfect subset. The continuous image of a scattered compact space is scattered [21] and, hence, all continuous images of X∗
are zero-dimensional. Thus, for any compactiﬁcation bX of X , dimbX = dim X . 
Corollary 4.5. If X is a locally compact not pseudocompact space, then
d-SpU (X) = [mindim X,∞].
Example 4.6. (1) There is a locally compact pseudocompact space X such that
d-Spβ(X) = [0,∞].
Indeed, let X be a Mrówka’s countable locally compact pseudocompact space [10, Exercise 3.6.I.(a)] such that βX \ X is an
uncountable metrizable compact space K (see [29, Theorem 2.1]). Then, every compact subset of X is zero-dimensional [29,
Lemma 1.1] and, hence,
dimbX = dim(bX \ X)
for any compactiﬁcation bX of X . Since an uncountable metrizable compactum K contains a perfect set (by the Cantor–
Bendixson theorem), the rest of the proof follows from Theorem 4.4.
(2) Countable ordinals is an example of a locally compact pseudocompact space X with
d-Spβ(X) = {0}.
(3) There is a pseudocompact space X such that
d-Spβ(X) = {0,1}.
From Corollary 4.3 (g) it follows that for such a space X , dimβX = 0 and there is a compactiﬁcation bX of X with
dimbX =mindim X = 1.
Let
X = (W1 × C) \
({ω1} × D
)
,
where W1 is the union of the set of all countable ordinals and the singleton {ω1}, C ⊂ I is the Cantor set, and D is the
countable set of end points of adjoint intervals. Evidently, βX = W1 × C and the remainder X∗ is countable. Let ∼ be the
equivalence relation on βX such that two points (α, t) and (α′, t′) of = W1 × C are equivalent if and only if α = α′ and
t = t′ or α = α′ = ω1 and t , t′ are the end points of some adjoint interval to C . It is easy to check that bX = βX/∼ is
a compactiﬁcation of X with dimbX = 1 (bX contains a segment I).
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for any continuous map f of C for which f (C \ D) ∩ f (D) = ∅ and f |C\D is a homeomorphism, dim f (C)  1. The space
f (C) is compact metrizable (see, for example, [10, Theorem 4.4.15]) and, thus dim f (C) = Ind f (C). The image of a countable
set D is countable and, thus, zero-dimensional. If dim f (C) > 1, then there is a pair of disjoint closed subsets of f (C) such
that any partition between them is at least one-dimensional. By the separation theorem [11, Theorem 1.2.11] we can ﬁnd
a partition L which misses f (C) and dim L > 0. But L is a subset of C and, thus, zero-dimensional. This contradiction
completes the proof.
Question 4.7.
(a) Does equality
d-SpU (X) = [mindim X,∞]
hold for a not pseudocompact space X?
(b) What can be said about d-Spβ(X) of a pseudocompact not locally compact space X?
Theorem 4.8. If X is a ﬁnite-dimensional separable metrizable non-compact space, then
d-SpW (X) = [mindim X,∞].
Proof. From Remark 3.7 (c) it follows that mindim X = dim X and by the compactiﬁcation theorem (see, for example, [11,
Theorem 3.4.2]), X has a metrizable compactiﬁcation bX with dimbX = mindim X . As in the proof of item (d) of Theo-
rem 3.1, a metrizable compactiﬁcation b′X of X with dimb′X  dimbX + 1 containing segment I can be constructed. By
Corollary 4.3 (d), d-SpU (X) = [mindim X,∞]. Moreover, all compactiﬁcations on which rangers of d-SpU (X) are realized,
are metrizable spaces. It remains to remind that metrizable compactiﬁcations of a space are Wallman-type compactiﬁca-
tions. 
Problem 4.9.
(1) Characterize those subsets of the set ω ∪ {∞} which can be d-SpW (X) or d-Spβ(X) for some space X .
(2) Characterize those spaces X which have as d-SpW (X) or d-Spβ(X) a given subset of ω ∪ {∞}.
Some concrete questions which arise from Problem 4.9 may be interesting.
Question 4.10.
(a) Is there a not pseudocompact space X with
d-SpW (X) = {dim X} 
= {∞}?
(b) Is there a not pseudocompact space X such that {∞} /∈ d-SpW (X)?
(c) Is there a space X with d-SpW (X) = {1,2,3} (respectively, d-Spβ(X) = {1,2,3})?
5. Some properties of covering dimension invariants
Theorem 5.1. For every normal base G on a space X and any compactiﬁcation bX of X such that bX ω(X, G) there exists a normal
base F on X contained in G such that bX ω(X, F)ω(X, G), |F | = w(bX) and d(X, F) d(X, G).
Proof. Let d(X, G) = n, n ∈ ω∪{∞}, and w(bX) = τ . Without lost of generality we can assume that τ is an inﬁnite cardinal.
For every k ∈ ω we shall construct an indexed family Fk = {F δk : δ ∈ τ } such that the family F =
⋃{Fk: k ∈ ω} will be the
required normal base on X which is contained in G . The construction of these indexed families will be done by induction
on k.
Let f :ω(X, G) → bX be the natural map of compactiﬁcations. Since f is perfect, f (ωG) = { f (ωF ): F ∈ G} is a base
for closed sets on bX and we can choose a base F ′−1 of |F ′−1|  τ which is contained in f (ωG). Put F−1 = {F ∈ G:
f (ωF ) ∈ F ′−1}. It is easy to see that F−1 is a base on X .
A pair (G, K ) of elements of F−1 is called G-separated if there exists an element F ∈ G such that G ⊆ X \ F ⊆ K . In this
case, F is called a G-separator for (G, K ).
For every G-separated pair of elements of F−1 we choose a ﬁxed G-separator and denote by F0 the union of the set of
all such G-separators and the set F−1. Obviously, F0 is a base of cardinality  τ for the closed subsets of X . We prove that
F0 is disjunctive.
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an element Q ′ of F−1 such that Q ⊆ Q ′ and x /∈ Q ′ . Since G is disjunctive there exists an element F ′ of G such that x ∈ F ′
and F ′ ∩ Q ′ = ∅. Since G is base-normal there exist elements L and H of G such that the pair (L, H) is a screening of the
pair (F ′, Q ′). Let H ′ be an element of F−1 such that x /∈ H ′ and H ⊆ H ′ . Therefore, we have Q ′ ⊆ X \ L ⊆ H ′ , which means
that the pair (Q ′, H ′) is G-separated. Let F be the chosen G-separator of (Q ′, H ′). Then, x ∈ F and Q ∩ F = ∅, which means
that F0 is disjunctive.
Let F0 = {F δ0: δ ∈ τ }. Suppose that the indexed families Fm have been constructed for all integers m, 0 m < k. We
shall construct the indexed family Fk . First we consider the family {F δm: (m, δ) ∈ {0, . . . ,k − 1} × τ } which is considered as
an indexed family having the set {0, . . . ,k − 1} × τ as the indexing set.
Below, for every set S we denote by Fin(S) the set of all nonempty ﬁnite subset of S and by Finp(S), p ∈ ω \ {0},
the subset of all elements of Fin(S) consisting of p elements. Furthermore, we denote (a) by f k∨ and f k∧ two one-to-one
mappings of the set Fin({0, . . . ,k − 1} × τ ) into the set {k} × τ , (b) by f kcov a one-to-one mapping of the set Fin({0, . . . ,
k − 1} × τ ) into the set Fin({k} × τ ) such that if f kcov(x) = y, where x ∈ Fin({0, . . . ,k − 1} × τ ) and y ∈ Fin({k} × τ ), then
|x| = |y|, and (c) by f k2 a one-to-one mapping of Fin2({0, . . . ,k−1}×τ ) into the set Fin2({k}×τ ). Without loss of generality,
we can assume that (a) the ranges of the mappings f k∨ and f k∧ are disjoint, (b) any two different elements of the range
of f kcov or of the range of f
k
2 are disjoint, (c) any element of the range of f
k
cov or of the range of f
k
2 does not intersect the
union of ranges of f k∨ and f k∧ , and (d) any element of the range of f kcov does not intersect any element of the range of f k2 .
Now, we construct the indexed family Fk . Let (k, ε) be an element of {k} × τ . If there exists an element x =
{(m0, δ0), . . . , (mp, δp)} of Fin({0, . . . ,k − 1} × τ ) such that f k∨(x) = (k, ε) (respectively, f k∧(x) = (k, ε)), then we set F εk =⋃{F δimi : i ∈ {0, . . . , p}} (respectively, F εk =
⋂{F δimi : i ∈ {0, . . . , p}}).
Let x = {(m0, δ0), . . . , (mp, δp)} be an element of Fin({0, . . . ,k − 1} × τ ) and f kcov(x) = y, where y = {(k, ε0), . . . , (k, εp)}.
If the set π = {X \ F δ0m0 , . . . , X \ F δpmp } is not a cover of X , then we put F εik = ∅ for every i ∈ {0, . . . , p}. If the set π is a cover
of X , then there exists an open cover π ′ = {U0, . . . ,Up} of X with the order  n consisting of elements of Gc such that
Ui ⊂ X \ F δimi , i ∈ {0, . . . , p}. In this case we put F εik = X \ Ui , i ∈ {0, . . . , p}.
Let f k2 ({(m0, δ0), (m1, δ1)}) = {(k, ε0), (k, ε1)}. If the intersection of the sets F δ0m0 and F δ1m1 is not empty, then we put
F ε0k = F ε1k = ∅. If the pair (F δ0m0 , F δ1m1 ) consists of disjoint elements of G , then there exists a screening (F0, F1) of this pair by
elements of G . In this case we put F ε0k = F0 and F ε1k = F1.
Finally, if an element (k, ε) of {k} × τ does not belong to the ranges of the mappings f k∨ and f k∧ and does not belong to
any element of the ranges of the mappings f kcov and f
k
2 , then we put F
ε
k = ∅. Thus, the indexed set Fk is constructed.
Let ψ be a one-to-one mapping of the set ω × τ onto the set τ . Then, the indexed set {Fη: η ∈ τ } where Fη = F δm if
η = ψ(m, δ), is an indexation of the set F =⋃{Fk: k ∈ ω}. We prove that this indexed set is the required normal base
contained in G . Obviously, by the construction, F ⊂ G and |F | = τ . Since the subfamily F0 of F is a disjunctive base for
closed subsets of X , F is also a disjunctive base for closed subsets of X .
We prove that F is a ring. Let Fη0 , . . . , Fηp be elements of F and ψ−1(ηi) = (mi, δi), i ∈ {0, . . . , p}. Let also
k = max{m0, . . . ,mp} + 1. Then, the set {(m0, δ0), . . . , (mp, δp)} is an element of Fin({0, . . . ,k − 1} × τ ). Let (k, ε) =
f k∨({(m0, δ0), . . . , (mp, δp)}) and η = ψ(k, ε). Then, by the construction, Fη = F εk =
⋃{F δimi : i ∈ {0, . . . ,k− 1}} proving that F
is closed under ﬁnite unions. Similarly we prove that F is closed under ﬁnite intersections. Therefore, F is a ring.
We prove that F is base-normal. Let (Fη0 , Fη1 ) be a pair of disjoint elements of F . Let ψ−1(η0) = (m0, δ0), ψ−1(η1) =
(m1, δ1), k = max{m0,m1} + 1, f k2 ({(m0, δ0), (m1, δ1)}) = {(k, ε0), (k, ε1)}, ψ(k, ε0) = η′0, and ψ(k, ε1) = η′1. Then, by the
construction, the pair (Fη′0 , Fη′1 ) = (F
ε0
k , F
ε1
k ) is a screening of the pair (Fη0 , Fη1 ) = (F δ0m0 , F δ1m1 ) proving that F is base-
normal.
Finally, we prove that d(X, F) n. Let π = {X \ Fη0 , . . . , X \ Fηp } be a ﬁnite cover of X by elements of F c . Let ψ−1(ηi) =
(mi, δi), i ∈ {0, . . . , p}, k = max{m0, . . . ,mp} + 1, f kcov({(m0, δ0), . . . , (mp, δp)}) = {(k, ε0), . . . , (k, εp)}, and ψ(k, εi) = η′i for
every i ∈ {0, . . . , p}. Then, by the construction, π ′ = {X \ Fη′0 , . . . , X \ Fη′p } = {X \ F
ε0
k , . . . , X \ F
εp
k } is a cover of X of the
order  n by elements of F which is a reﬁnement of π = {X \ F δ0m0 , . . . , X \ F δpmp } proving that d(X, F) n.
In order to prove that bX  ω(X, F) we shall use Theorem 3.2.1 from [10]. Let T1, T2 be disjoint closed subsets
of bX . Since F ′−1 is a base on bX and T1, T2 are compact, there are elements T ij ∈ F ′−1, j = 1, . . . , l, i = 1,2, such
that Ti ⊂ T i = ⋂{T ij: j = 1, . . . , l}, i = 1,2, and T 1 ∩ T 2 = ∅. Moreover, by the construction T i ∩ X ∈ F , i = 1,2, and
ω(T 1, F) ∩ ω(T 2, F) = ∅. Hence, the identity map of X into bX can be extended onto ω(X, F), which means that
bX ω(X, F). The order ω(X, F)ω(X, G) follows from the fact that F ⊂ G . 
Remark 5.2. Theorem 5.1 may be examined as a reformulation of Theorem 2 from [18] where the outline of the proof
is presented. Here, we give its complete proof using another method of the construction of the required normal base F
from G , with indication of the mappings f k∨ , f k∧ , f kcov , f k2 and ψ . This method can be found in [2]. Our aim is to underline
that these mappings are independent from the considered space. This independence plays an important role in the proof of
Theorem 5.6 below, where Theorem 5.1 is used simultaneously for a collection of spaces.
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lated in the following way.
For the Stone–Cˇech compactiﬁcation βX of X there exists a compactiﬁcation bX such that: (1) bX  βX ; (2) w(bX)  w(X);
(3) dimbX  dimβX.
Since for any compactiﬁcation bX of a space X there is a compactiﬁcation b′X such that b′X  bX and w(b′X) = w(X), the
following results follow from Theorem 5.1 and are a generalization of Skljarenko’s theorem on the Wallman-type compacti-
ﬁcations.
Corollary 5.3. The following statements are true:
(a) For every Wallman-type compactiﬁcation ωX of X there exists a Wallman-type compactiﬁcation ω′X of X such that ω′X ωX,
w(ω′X) = w(X) and dimω′X  dimωX.
(b) For every Tychonoff space X there exists a Wallman-type compactiﬁcation ωX of X such that
dimωX =mindim X and w(ωX) = w(X).
Question 5.4. Does Corollary 5.3 (a) remain true if we replace the Wallman-type compactiﬁcation ωX by an arbitrary
compactiﬁcation bX?
Theorem 5.5. For any compactiﬁcation bX of X there are Wallman-type compactiﬁcations ωX and ω′X such that:
(a) bX ωX ω(X, Z(X,bX)), dimωX  dimω(X, Z(X,bX)) dimbX and w(ωX) w(bX);
(b) ω′X ωX, dimω′X  dimωX and w(ω′X) = w(X).
Proof. (a) Follows from Theorems 3.3 and 5.1. (b) Follows from Corollary 5.3 (a). 
Theorem 5.6. Let τ be an inﬁnite cardinal and n ∈ ω ∪ {−1,∞}. In the class of all spaces X with w(X) τ and mindim X  n there
exist compact universal spaces.
Proof. Let P be the considered class and S a collection of elements of P such that each element of P is homeomorphic
to an element of S. For every X ∈ S we take a normal base G X on X such that d(X, G X )  n. In the same manner as in
Theorem 5.1 for every X ∈ S we construct an indexed normal subbase F X = {Fη: η ∈ τ } of G X on X such that |F X |  τ
and d(X, F X ) n. Moreover, in this construction the corresponding mappings f k∨ , f k∧ , f kcov , f k2 , and ψ are considered to be
independent of the space X .
Let M be the co-mark {{Fη: η ∈ τ }: X ∈ S} of S and R an M-admissible family of equivalence relations on S. Then,
similarly to the proof of Lemma 5.4.4 from [15] it can be proved that the base F = CT,♦τ (see [15, Section 5.1]) for the
closed subsets of the containing space T= T(M,R) is a normal base such that d(T, F) n. Therefore, mindim(T) n.
By Corollary 5.2 (a) there exists a compactiﬁcation b(T) of T such that w(T) = τ and mindim(b(T)) n. This compactiﬁ-
cation is a required compact universal space. 
In [17, VI, Exercise 2] it is noted that mindim X × Y mindim X + mindim Y . A simple proof of this inequality is given
below.
Theorem 5.7. For any spaces X1 and X2 we have
mindim(X1 × X2)mindim X1 +mindim X2.
Proof. Let F j be a normal base on X j such that d(X j, F j) = mindim X j , j = 1,2. Then, by the Product Theorem 2.22
from [13],
mindim X1 × X2  d(X1 × X2, F1 ⊗ F2) d(X1, F1) + d(X2, F2) =mindim X1 +mindim X2. 
References
[1] J.M. Aarts, Every metric compactiﬁcation is a Wallman-type compactiﬁcation, in: P.R. Kurepa (ed.), Proc. Intermat. Symp. on Top. and Its Appl., Herceg-
Novi, Yugoslavia, 1968.
[2] J.M. Aarts, T. Nishiura, Dimension and Extensions, North-Holland, 1993.
[3] C. Bandt, On Wallman–Shanin-compactiﬁcations, Math. Nachr. 77 (1977) 333–351.
[4] M.G. Charalambous, A new covering dimension function for uniform spaces, J. Lond. Math. Soc. (2) 11 (1975) 137–143.
D.N. Georgiou et al. / Topology and its Applications 159 (2012) 2392–2403 2403[5] M.G. Charalambous, Further theory and applications of covering dimension of uniform spaces, Czechoslovak Math. J. 41 (116) (1991) 378–394.
[6] V.A. Chatyrko, On compactiﬁcations of inﬁnite-dimensional spaces, Math. Scand. 84 (1999) 62–70.
[7] V.A. Chatyrko, S.D. Iliadis, K.L. Kozlov, On the base dimension I for (compact) spaces, Questions Answers Gen. Topology 28 (2) (2010) 173–185.
[8] A.Ch. Chigogidze, On relative dimensions of completely regular spaces, Sakhath. SSR, Mech. Acad. Moabe 85 (1) (1977) 45–48 (in Russian).
[9] A.Ch. Chigogidze, Relative dimensions, in: General Topology. Spaces of Functions and Dimension, Moskov. Gos. Univ., Moscow, 1985, pp. 67–117 (in
Russian).
[10] R. Engelking, General Topology, Heldermann, Berlin, 1989.
[11] R. Engelking, Theory of dimensions. Finite and Inﬁnite, Sigma Ser. Pure Math., vol. 10, Heldermann, 1995.
[12] D.N. Georgiou, S.D. Iliadis, K.L. Kozlov, The inductive dimension of a space by a normal base, Vestnik Moskov. Univ. Ser. I Mat. Mekh. 3 (2009) 7–14
(in Russian); English translation: Moscow Univ. Math. Bull. 64 (3) (2009) 95–101.
[13] D.N. Georgiou, S.D. Iliadis, K.L. Kozlov, Covering dimension d by a normal base, Topology Appl. 158 (15) (2011) 1990–1996.
[14] H. Gordon, Rings of functions determined by zero-sets, Paciﬁc J. Math. 36 (1971) 133–157.
[15] S.D. Iliadis, Universal Spaces and Mappings, North-Holland Math. Stud., vol. 198, Elsevier Science B.V., Amsterdam, 2005, xvi+559 pp.
[16] J.R. Isbell, Algebras of uniformly continuous functions, Ann. of Math. 68 (1958) 96–125.
[17] J.R. Isbell, Uniform Spaces, Amer. Math. Soc., Providence, 1964.
[18] V.A. Matveev, Bicompactiﬁcations of Wallman type, Vestnik Moskov. Univ. Ser. I Mat. Mekh. 2 (1991) 78–80 (in Russian); English translation: Moscow
Univ. Math. Bull. 46 (2) (1991) 46–47.
[19] S. Mrówka, β-like compactiﬁcations, Acta Math. Acad. Sci. Hung. 24 (3–4) (1973) 279–287.
[20] P. Roy, Nonequality of dimensions for metric spaces, Trans. Amer. Math. Soc. 134 (1968) 117–132.
[21] Z. Semadeni, A. Pelcynski, On spaces of continuous functions III, Studia Math. Soc. 18 (1959) 211–222.
[22] E.G. Skljarenko, On the embedding of normal spaces into bicompacta of the same weight and dimension, Dokl. Akad. Nauk SSSR 123 (1) (1958) 36–39
(in Russian).
[23] A.K. Steiner, E.F. Steiner, Wallman and z-compactiﬁcations, Duke Math. J. 35 (1968) 269–276.
[24] A.K. Steiner, E.F. Steiner, Products of compact metric spaces are regular Wallman, Indag. Math. 30 (1968) 428–430.
[25] A.K. Steiner, E.F. Steiner, Compactiﬁcations as closures of graphs, Fund. Math. 63 (1968) 221–223.
[26] A.K. Steiner, E.F. Steiner, Nest generated intersection rings in Tychonoff spaces, Trans. Amer. Math. Soc. 148 (1970) 589–601.
[27] Yu.M. Smirnov, An example of zero-dimensional space having inﬁnite covering dimensions from the standpoint of coverings, Dokl. Akad. Nauk SSSR
123 (1) (1958) 40–42 (in Russian).
[28] Yu.M. Smirnov, On the dimension of proximity spaces, Mat. Sb. N.S. 38 (80) (1956) 283–302 (in Russian); English translation: Amer. Math. Soc. Transl.
Ser. 2 21 (1962) 1–20.
[29] J. Terasawa, Spaces N∪R and their dimensions, Topology Appl. 11 (1980) 93–102.
[30] V.M. Uljanov, Solution of the fundamental problem of bicompact extensions of Wallman type, Dokl. Akad. Nauk SSSR 233 (6) (1977) 1056–1059 (in
Russian).
[31] P. Vopenka, On the dimension of compacta, Czechoslovak Math. J. 8 (83) (3) (1958) 319–327 (in Russian).
[32] R. Walker, The Stone–Cˇech Compactiﬁcation, Springer-Verlag, New York/Berlin, 1974.
