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Abstract  
We give an improved graph-entropy bound on the 
size of families of perfect bash functions. Examples 
are given illustrating that the new bound improves 
previous bounds in several instances. 
Perfect hashing is a method of information storage and re- 
trieval [l]. It  is also equivalent to certain zero-error list-coding 
problems of information theory [4]. Following [3], call a set of 
sequences of length t over a bletter alphabet k-sepamtedif for 
every k-tuple of sequences there exists a coordinate in which 
they all differ. Let N(t, b, k) denote the largest possible size 
for such a set of sequences. Perfect-hashing is the problem of 
finding such maximal sets. Here, we give an upper bound on 
the asymptotic quantity (the capacity) 
1 
c b , k  := h n  SUP -log N(f ,  1, k) 
(-00 t 
(Logarithms are to base 2.) This bound extends earlier results 
given in [5] and is based on a refinement of the graph-entropy 
bound [2]-[4]. 
Kiimer and Marton [3] show that 
where S = b(6 - 1) t.. ( 6  - a + 1) .  We give here the bound 
c b , k  5 sup{z : z 5 a,(z), j = 2 , . .  . , k - 2)  (2) 
where 
for j = 2, ..., 6 -  k and 
a J ( z ) = ( l - ~ ( l - 2 - = ) ) ( l - - ) - l o g -  z Y 6 - j  
b - k + l  logb bJ k - 1 - j  
for j = b - k + 1,. . . , k - 2. 
The following table lists the values of the new bound (2) and 
the Kiirner-Marton bound (1). The integers in parentheses 
indicate the values of j which optimize the corresponding 
bounds. The table demonstrates that  the new bound improves 
the earlier graph-entropy bound in many instances. To our 
knowledge, t h e  values in the table conskute  the 






0.2359 (3)  
0.8390 (2)  
0.4414 (3) 
0.1548 (4) 
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