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Abstract. We study a new optimal stopping problem: Let G be a fixed
graph with n vertices which become active on-line in time, one by another, in
a random order. The active part of G is the subgraph induced by the active
vertices. Find a stopping algorithm that maximizes the expected number of
connected components of the active part of G.
We prove that if G is a k-tree, then there is no asymptotically better
algorithm than ‘wait until 1
k+1
fraction of vertices’. The maximum expected
number of connected components equals to(
kk
(k + 1)k+1
+ o(1)
)
n.
1. Introduction
Optimal stopping is an area of mathematics gathering problems of choosing
a right time in order to maximize an expected reward. The difficulty of these
problems comes from the fact that the algorithm can choose only the currently
available reward. The algorithm has to make a decision knowing only the current
reward and rewards that were possible in the past, while about the future rewards
it knows only the distribution.
Optimal stopping problems emerged as direct abstractions of real-life questions,
that is why they can be found in several areas of applied mathematics, statistics,
economics, and mathematical finance.
Probably the most famous optimal stopping problem is the ‘secretary problem’,
see [12, 5, 2]. The problem has many generalizations into other combinatorial
objects: orders [6, 13, 14, 4, 10, 3], direct graphs [15, 11, 7, 8, 1], and others.
Morayne and Sulkowska proposed a new natural optimal stopping problem:
Vertices of an unlabelled path of length n appear on-line, one by another, in a
random order. At a time only the induced subgraph on vertices that came already is
visible. Find a stopping algorithm that maximizes the expected number of connected
components of the visible subgraph.
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In this paper we consider a slight generalization of Morayne–Sulkowska model.
We introduce three variants of the problem on a graph with growing amount of
information a stopping algorithm gets during the game – starting from no informa-
tion (blindness), via Morayne–Sulkowska model, up to full information. As it will
turn out, on k-trees asymptotically there is no difference between the scores in all
three variants. Here we introduce the problem in full detail and necessary notions.
Setting: Let G be a fixed graph with n vertices which become active on-line
in time, one by another, in a random order (permutation) σ ∈ Sn. An edge of G
is active if both its endpoints are active, thus the active part of G is the subgraph
induced by the active vertices. Denote by CC(σ, t) the number of connected com-
ponents in the active part of G at a time t on a permutation σ – that is, the number
of connected components in the induced subgraph G[{σ(1), . . . , σ(t)}].
We consider stopping algorithms – algorithms A that know G in advance, on a
permutation σ get some information about its active part I(σ(1), . . . , σ(t)) on-line
in t, and choose a stopping time A(σ). Equivalently, a stopping time is a function
A such that: if I(σ(1), . . . , σ(A(σ))) = I(τ(1), . . . , τ(A(σ))), then A(τ) = A(σ).
Problem: Find a stopping algorithm A that maximizes the expected value
of the number of connected components, that is CC(A) = 1
n!
∑
σ∈Sn
CC(σ,A(σ)).
Find this maximum expected value maxACC(A).
Variants: What information about the active part of G algorithm gets on-line:
(B) Blind – during the game the algorithm knows only the number of vertices
that came already. In particular, the algorithm does not know which
vertices are active, or how many connected components are there, etc.
(PI) Partial information – during the game the algorithm has some partial
information about the active part. E.g. if it is the current active part up
to isomorphism, then it coincides with Morayne–Sulkowska model.
(FI) Full information – during the game the algorithm knows which vertices are
active, so it knows everything that is possible. Of course, the algorithm
does not know the order of vertices that are about to come.
Results: In Section 3 we prove, within the realm of graphs, that for a tree G:
(B) in the Blind variant (Theorem 3.1):
the optimal algorithm A is to ‘wait until half of vertices’, for which
CC(A) = 14n± 1,
(FI) in the Full information variant (Theorem 3.2):
maxACC(A) =
(
1
4 + o(1)
)
n.
A natural generalization of trees are k-trees. Recall that a graph G is a k-tree
if it is maximal (w.r.t. the inclusion of edges) graph with treewidth equal to k. In
Section 4 we generalize the above results to k-trees. In particular, we reprove the
case of trees, however using a more abstract approach. If G is a k-tree, then:
(B) in the Blind variant (Theorem 4.1):
an almost optimal algorithm A is to ‘wait until 1
k+1 fraction of vertices’,
CC(A) = k
k
(k+1)k+1
n± k+2
e
,
(FI) in the Full information variant (Theorem 4.3):
maxACC(A) =
(
kk
(k+1)k+1 + o(1)
)
n,
this upper bound holds also for all maximal k-degenerate graphs.
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To conclude – in all three variants of the optimal stopping problem maximiz-
ing the expected number of connected components (including Morayne–Sulkowska
model) on a k-tree there is no asymptotically better algorithm than simply ‘wait un-
til 1
k+1 fraction of vertices’. This gives the maximum expected number of connected
components (
kk
(k + 1)k+1
+ o(1)
)
n.
Surprisingly, for k-trees when only asymptotics matter, full information does not
give any advantage compared to blindness. However, this is not the case for all
graphs – see Remark 4.4.
Firstly, in Section 2 we show a general framework for an optimal algorithm on
a graph in the full information variant.
2. Arbitrary graphs
Full information variant. It is reasonable not to stop whenever the expected
gain of the next move is nonnegative.
Proposition 2.1. Let G be an arbitrary graph. Suppose in l-th step G[l] has
exactly c connected components C1, C2, . . . , Cc. Denote by N(Ci) the neighborhood
in G of the component Ci . An optimal strategy does not stop whenever an inequality
n− l ≥ |N(C1)|+ · · ·+ |N(Cc)| holds.
Proof. LetDj denote the set of non active vertices that are in exactly j among
neighborhoods N(Ci), for j = 1, . . . , c, and let dj be their cardinalities. Then, the
number c′ of connected components after (l+1)-th step increases by one c′ = c+1
if (l + 1)-th vertex is from the set of non active vertices and it does not belong to
any neighborhood N(Ci), that is, if it is from the set of cardinality
|(V \ (C1 ∪ · · · ∪ Cc)) \ (N(C1) ∪ · · · ∪N(Cc))|
= |V \ (C1 ∪ · · · ∪Cc)| − |N(C1) ∪ · · · ∪N(Cc)|
= n− l − |D1| − · · · − |Dc| = n− l− d1 − · · · − dc.
The number c′ of connected components after (l + 1)-th step decreases exactly by
j−1 if (l+1)-th vertex is from the set Dj . Thus, the expected number of connected
components after (l + 1)-th step equals to
E(c′) = c+
1
n− l
((n− l − d1 − · · · − dc)− d2 − 2d3 · · · − (c− 1)dc)
= c+
1
n− l
((n− l − d1 − 2d2 − · · · − cdc) .
Thus,
E(c′ − c) =
1
n− l
(n− l − (|N(C1)|+ · · ·+ |N(Cc)|)) ,
so it is profitable to make the next step if n− l ≥ |N(C1)|+ · · ·+ |N(Cc)|. 
It is tempting to guess that the above inequality describes an optimal algorithm.
However, already on a tree it may happen that the expected gain of the next move
is negative, but even though it is profitable to continue. This gives a warning that
an exact description of an optimal algorithm could be out of reach.
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Remark 2.2. Sometimes it is profitable to continue, even though the expected
gain of the next step is negative – that is, when the inequality from Proposition 2.1
is opposite: n− l < |N(C1)|+ · · ·+ |N(Cc)|.
Consider a star with n+1 leafs and one path of length n−1 attached. Suppose
that exactly all leafs of the star are active. Then, the number of vertices which
are about to come is n, and the sum of sizes of neighborhoods is n + 1. However,
still it is profitable to continue – consider the following continuation strategy: if
the next vertex is not the center of the star then ‘stop’, otherwise (when the center
of the star came) ‘take n−12 more vertices’. The expected value of the continuation
strategy is
n− 1
n
· 1 +
1
n
(
−(n+ 1) +
1
4
(n− 1)
)
≃
3
4
> 0.
3. Trees
Blind variant.
Theorem 3.1. Suppose G is a tree. An optimal strategy is to stop after l =
⌊n+12 ⌋ or ⌈
n+1
2 ⌉ vertices. The maximum expected number of connected components
satisfies
1
4
n < max
A
CC(A) <
1
4
n+ 1.
Proof. Suppose the algorithm stops after l(n) steps. Notice that the stop-
ping function l depends only on n, since the algorithm doesn’t have any other
information.
For any forest F we have CC(F ) = |V (F )| − |E(F )|. Thus, for forests G[l] we
have E(CC[l]) = E(|V [l]|)− E(|E[l]|). Clearly, |V [l]| = l, so E(|V [l]|) = l.
E(|E[l]|) =
∑
e∈E(G)
P(e ∈ G[l]) =
∑
vw∈E(G)
P(v, w ∈ G[l])
=
∑
vw∈E(G)
l(l− 1)
n(n− 1)
=
l(l − 1)
n
.
Hence,
E(CC[l]) = l −
l(l− 1)
n
=
l(n− l + 1)
n
.
It maximizes for integer l = ⌊n+12 ⌋ or ⌈
n+1
2 ⌉, and then
n
4 < E(|CC[l]|) <
n
4 +1. 
Full information variant. We prove that asymptotically there is no better
algorithm than ‘wait until half of vertices’. Thus, the best result is
(
1
4 + o(1)
)
n
connected components. In particular, when only asymptotic constant matters full
information does not give any advantage to the algorithm compared to blindness.
Theorem 3.2. For every ε > 0 there exists an integer Nε such that if G is a
tree with n ≥ Nε vertices, then
max
A
CC(A) ≤
(
1
4
+ ε
)
n.
We recall Janson’s inequality, which will be used in the proof.
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Theorem 3.3 (Janson [9]). Suppose a subset R is drawn randomly from a
finite set V such that the inclusions of individual elements are independent. Let A
be a family of subsets of V . For every set A ∈ A consider a random variable XA
indicating whether A ⊂ R. Denote X =
∑
A∈AXA. Then, for every 0 < ε ≤ 1
P(X ≤ (1− ε)EX) ≤ exp
(
−
1
2
(εEX)2
EX +
∑
(A,B):A 6=B,A∩B 6=∅EXAXB
)
.
First we prove a concentration lemma for forests with not too large maximum
degree. Notice that this assumption is essential. For a star the assertion of the
lemma is false.
Lemma 3.4. For every ε > 0 there exists δε > 0 and an integer Mε such that if
G is a forest on n ≥ Mε vertices with βn edges and maximum degree at most δεn,
then for every α ∈ [0, 1] the probability that
CC(G[αn]) > (α − α2β)n+
3ε
10
n
is at most ε
3
2000 .
Proof. Let G = (V,E) be a forest with n vertices and βn edges. When
α < 3ε10 , or βn <
ε
10n the assertion is clear. Thus, α ≥
3ε
10 and βn ≥
ε
10n.
We choose from V a subset S of αn vertices at random, i.e. such that every set
of αn vertices is equally probable. We want to argue that the number of connected
components of G[S] exceeds its expected value by a positive fraction only with a
small probability.
We can make such a random choice of S by a following procedure:
(1) drawn subset R of V randomly, such that each vertex is taken indepen-
dently with probability α− ε10 ,
(2) then E|R| = (α− ε10 )n and already from the binomial distribution it follows
that the probability P
(
|R| ∈
(
(α− 2 ε10 )n, αn
))
grows to 1 as n tends to
infinity, in particular for sufficiently large n this probability is at least 12 ,
(3) if the size of R is not from the interval
(
(α − 2 ε10 )n, αn
)
resample R,
(4) if the size of R is from the interval
(
(α− 2 ε10 )n, αn
)
, add αn−|R| < 2 ε10n
vertices at random (such that every set is equally probable) and return S.
Inclusions of individual elements in R are independent, so we may use Janson’s
inequality (Theorem 3.3) for R and A = E. Then, X is the number of edges in R,
EX = βn(α− ε10 )
2, and
P
(
X ≤
(
1−
ε
10
)
EX
)
≤ exp
(
−
1
2
( ε10βn(α−
ε
10 )
2)2
βn(α− ε10 )
2 + 2βnδεn
)
=
= exp
(
−
1
2
( ε10 )
2(α− ε10 )
4βn
(α − ε10 )
2 + 2δεn
)
≤ exp
(
−
1
2
( ε10 )
2(α− ε10 )
4 ε
10n
(α− ε10 )
2 + 2δεn
)
,
so for sufficiently large n and small δε this probability is smaller than
ε3
4000 . Hence,
with probability greater than 1− ε
3
2000 (the probability of failure is doubled because
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of point (2)) the number of connected components of G[S] is at most
CC(G[S]) = |V (S)| − |E(S)| ≤ |V (S)| − |E(R)| = αn− |X |
≤ αn−
(
1−
ε
10
)
EX = αn−
(
1−
ε
10
)
βn
(
α−
ε
10
)2
≤ (α− α2β)n+
3ε
10
n,
or, in other words, the number of components exceeds (α−α2β)n+ 3ε10n only with
probability at most ε
3
2000 . 
We are ready to prove a part of the theorem for trees with not too large maxi-
mum degree.
Lemma 3.5. For every ε > 0 there exists an integer M ′ε such that if G is a tree
with n ≥M ′ε vertices and the maximum degree at most δεn, then
max
A
CC(A) ≤
(
1
4
+
8
10
ε
)
n.
Proof. Fix ε > 0 and a tree G with n vertices and maximum degree at most
δεn. G satisfies the assumptions of Lemma 3.4 with β = 1 −
1
n
. Suppose Aopt
is an optimal algorithm – an algorithm that maximizes the expected value of the
number of connected components at the stopping time. For every permutation
σ ∈ Sn algorithm Aopt stops at some time Aopt(σ). We consider threshold αn for
every α ∈ {0, ε10 , 2
ε
10 , . . . , ⌊
10
ε
⌋ ε10}. Let Sα be the set of all permutations σ such
that Aopt(σ) ∈ [αn, (α +
ε
10 )n). Notice that for σ ∈ Sα
CC(σ,Aopt(σ)) ≤ CC(σ, αn) +
ε
10
n,
and by Lemma 3.4 except for ‘odd’ events of small probability it is bounded by
≤
(
α− α2
(
1−
1
n
))
n+
3ε
10
n+
ε
10
n ≤
1
4
n+ 1 +
4ε
10
n,
since the maximum of the function α − α2 is 14 and it is attained for α =
1
2 . The
probability of all ‘odd’ events (over all α’s) is at most (⌊ 10
ε
⌋ + 1) ε
3
2000 ≤
2ε
10 (the
last inequality holds, because we can assume ε < 1) and the maximum number of
connected components is at most n. Hence,
CC(Aopt) ≤
1
4
n+ 1 +
4ε
10
n+
2ε
10
· n ≤
(
1
4
+
8
10
ε
)
n.

Next we prove the theorem for ‘star-like’ trees, that is for trees with at most
one vertex of large degree.
Lemma 3.6. For every ε > 0 there exists an integer M ′′ε such that if G is a tree
with n ≥M ′′ε vertices, a fixed vertex v of arbitrary degree, and the maximum degree
of remaining vertices at most δεn, then
max
A
CC(A) ≤
(
1
4
+
8
10
ε
)
n.
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Proof. Let H be a forest constructed from G by deleting edges incident to v.
Notice that H satisfies the assumptions of Lemma 3.4. Let β ∈ [0, 1] be such that
|E(H)| = βn.
Denote the neighborhood (or, the closed neighborhood together with a vertex)
in G of the vertex v by N (and N respectively). Clearly, |N | = (1 − β)n− 1.
Suppose Aopt is an optimal algorithm for G – an algorithm that maximizes the
expected number of connected components at the stopping time. Namely,
max
A
CC(A) = CC(Aopt).
Let Acutopt be the algorithm Aopt with an additional rule, that it stops at latest at a
time (1− ε10 )n. Namely, A
cut
opt(σ) = min{Aopt(σ), (1 −
ε
10 )n}. Clearly,
CC(Aopt) ≤ CC(A
cut
opt) +
ε
10
n.
For every permutation σ ∈ Sn the algorithm Acutopt stops at some time A
cut
opt(σ). We
consider thresholds (steps) αn for every α ∈ { ε
2
200 , 2
ε2
200 , . . . , ⌊
200
ε2
⌋ ε
2
200}. Let Sα be
the set of all permutations σ such that Acutopt(σ) ∈ [(α−
ε2
200 )n, αn). Let Astep be a
step-algorithm made from Acutopt – an algorithm such that Astep(σ) = αn for σ ∈ Sα.
Clearly, it is a stopping algorithm (Astep stops at a next step after Acutopt stops).
Notice that for any permutation σ ∈ Sα we have
CC(σ,Acutopt(σ)) ≤ EτCC(τ, αn) +
ε
10
n = EτCC(τ,Astep(τ)) +
ε
10
n,
where the expected value is taken over all permutations τ such that σ(i) = τ(i)
for i = 1, . . . ,Acutopt(σ). Indeed, the sum of degrees of all the remaining vertices
(not among σ(1), . . . , σ(Acutopt(σ))) is at most 2n. The number of all the remaining
vertices is at least ε10n. And, the number of vertices to come (from A
cut
opt(σ) to
αn) is at most ε
2
200n. Thus, in average, in the worst case, at most that many new
connections between connected components appear (which is the decrease in the
number of connected components)
2n ·
ε2
200n
ε
10n
=
ε
10
n.
Therefore, just from the definition
CC(Acutopt) ≤ CC(Astep) +
ε
10
n.
Now, for every σ ∈ Sα
CCG(σ,Astep(σ)) = CCG(σ, αn) = CCH(σ, αn)− E(N)(σ, αn) +
ε
10
n,
where, by compatibility of our notion, E(N)(σ, αn) is the number of edges from
G[N ] between the first αn vertices in the permutation σ.
By a similar argument to the proof of Lemma 3.4 (but much simpler – Janson’s
inequality can be replaced by Chebyshev’s inequality) one can show that E|N [αn]| =
α(1− β)n, and that the probability that the inequality
|N [αn]| ≥ α(1− β)n−
ε
10
n
is false, is at most ε
3
2000 .
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Therefore, with high probability (we mean the ratio of permutations σ for which
it is true), at least 1− 2ε10 (we exclude here over all considered thresholds (steps) α
both ‘odd’ events – one from Lemma 3.4 and the above one),
CCG(σ,Astep(σ)) = CCH(σ, αn) − E(N)(σ, αn)
≤ (α− α2β)n+
3ε
10
n− (α(1 − β)n−
ε
10
n)IF(v ∈ σ[αn])
≤ (α− α2β)n− (α(1 − β)n)IF(v ∈ σ[αn]) +
4ε
10
n,
where IF(v ∈ σ[αn]) is a 0, 1-function indicating whether v ∈ {σ(1), . . . , σ(αn)}.
Hence, taking into account 2ε10 remaining cases (and that CC(σ,Aopt(σ)) ≤ n)
we get an inequality
CCG(Astep) ≤ max
A
Mβ(A) +
6ε
10
n,
where maxAM(A) is the maximum expected score of a stopping algorithm in the
following ‘meta’ game Mβ for a fixed parameter β:
Let V be a set with n vertices, out of which v is distinguished. Elements of V
become active on-line in time, one by another, in a random order (permutation)
σ ∈ Sn. The score of the game after αn moves is given by the formula:
(α− α2β)n− (α(1 − β)n)IF(v ∈ σ[αn]).
Observe that the only information an algorithm gets during the game (that
was not present at the begining of the game) is whether v ∈ σ[αn]. Therefore, the
maximum score a stopping algorithm can achieve in the meta game is realized by
the following strategy Aα,γ with parameters α, γ:
• take exactly αn vertices,
• if v appears, then take exactly γn vertices in total.
The above strategies Aα,γ are too general in a sense that when v comes as i-
th vertex, then it is already not possible to take γn vertices in total if γn < i.
However, when we are bounding the maximum score we are allowed enlarge the set
of strategies. On the other hand, these strategies are also a bit too specific, since
the number of vertices a strategy takes could depend on the time when v comes.
But, since the time v comes does not impact the score, all other strategies are just
convex combinations of Aα,γ strategies.
The score of the algorithm Aα,γ is given by the formula
(1− α)(α − α2β)n+ α((γ − γ2β)n− γ(1− β)n).
By Lemma 3.7 we have
max
A
Mβ(A) ≤
1
4
n.
Finally,
max
A
CC(A) = CC(Aopt) ≤ CC(A
cut
opt) +
ε
10
n ≤ CC(Astep) +
2ε
10
n
≤ max
A
Mβ(A) +
8ε
10
n ≤
(
1
4
+
8
10
ε
)
n.

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Lemma 3.7. Let α, β, γ be variables from [0, 1]. The maximum of the function
φ(α, β, γ) = (1− α)(α − α2β) + α((γ − γ2β)− γ(1− β))
is 14 , and it is attained exactly for triples (α, β, γ) = (
1
2 , β,
1
2 ), (
1
2 , 0, γ), (1, 1,
1
2 ).
Proof. Simplify
φ = (1− α)(α − α2β) + αβ(γ − γ2).
The function γ − γ2 maximizes for γ = 12 , then it attains value
1
4 . Thus, either
α = 0 and φ = 0, or β = 0 and φ = (1− α)α ≤ 14 attaining the maximum value for
(12 , 0, γ), or γ =
1
2 and
φ = (1− α)(α − α2β) +
1
4
αβ = α− α2β − α2 + α3β +
1
4
αβ.
Consider φ as a polynomial of degree 3 in α with positive leading coefficient β, and
the derivative
dφ
dα
= 1− 2αβ − 2α+ 3α2β +
1
4
β =
(
α−
1
2
)(
3αβ −
1
2
β − 2
)
.
Notice that
(
3αβ − 12β − 2
)
for α = 12 has value 2β − 2 ≤ 0, thus the linear form(
3αβ − 12β − 2
)
has a root α ≥ 12 .
A polynomial of degree 3 with positive leading coefficient attains its maximum
on an interval either in the smaller root of its derivative, or at the endpoints of the
interval. We have
φ
(
0, β,
1
2
)
= 0, φ
(
1, β,
1
2
)
=
1
4
β, φ
(
1
2
, β,
1
2
)
=
1
4
,
thus φ ≤ 14 attaining the maximum value for (α, β, γ) = (
1
2 , β,
1
2 ), (1, 1,
1
2 ). 
Proof of Theorem 3.2. Fix ε > 0 and a tree G with n vertices.
Let v1, . . . , vk be all vertices in G of degree at least δε
ε
10n. Notice that k <
20
εδε
.
For every vi consider G as a rooted tree with vi being the root. For every edge e
incident to vi, if the subtree of G attached to the root by e has more than δ
2
ε
ε
10n
vertices, add e to the set R. The set R has at most k · 10
εδ2ε
< 20
εδε
· 10
εδ2ε
edges in total
(over all vi and e).
Consider connected components H1, . . . , Hm of the graph obtained from G by
removing edges from R. No two vertices v1, . . . , vk belong to the same component,
so without loss of generality assume that vi ∈ Hi. Let H be a tree obtained from
trees Hk+1, . . . , Hm by joining them one by another with edges attached to their
leaves (in order not to increase their maximum degree).
Consider H . Its maximum degree is at most δε
ε
10n, as H does not contain any
of vertices v1, . . . , vk. If |H | ≥
ε
10n, then H satisfies the assumptions of Lemma 3.5,
and therefore
max
A
CCH(A) ≤
(
1
4
+
8
10
ε
)
|H |.
Otherwise, when |H | < ε10n, we have a bound maxACCH(A) <
ε
10n. Hence,
together
max
A
CCH(A) ≤
(
1
4
+
8
10
ε
)
|H |+
ε
10
n.
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Consider Hi (for i = 1, . . . , k). It contains a vertex vi of degree at least δε
ε
10n
and degrees of the remaining vertices are at most δ2ε
ε
10n. Hence Hi satisfies the
assumptions of Lemma 3.6, and therefore
max
A
CCHi (A) ≤
(
1
4
+
8
10
ε
)
|Hi|.
We have a bound
max
A
CCG(A) ≤
k∑
i=1
max
A
CCHi(A) + max
A
CCHk+1∪···∪Hm(A)
≤
k∑
i=1
max
A
CCHi(A) + max
A
CCH(A) + |R|
≤
k∑
i=1
(
1
4
+
8
10
ε
)
|Hi|+
(
1
4
+
8
10
ε
)
|H |+
ε
10
n+ |R|
=
(
1
4
+
8
10
ε
)
n+
ε
10
n+ |R| ≤
(
1
4
+ ε
)
n
for sufficiently large n. 
4. k-Trees
Recall that a graph G is k-degenerate if every induced subgraph of G has a
vertex of degree at most k. Equivalently, the coloring number of G is at most k+1
– that is, there exists an ordering of vertices of G such that each vertex is joined to
at most k vertices that are earlier in the ordering.
A graph G is maximal k-degenerate if, as its name says, it is maximal with
respect to the inclusion of edges among k-degenerate graphs on a given vertex set.
Equivalently, there exists an ordering v1, . . . , vn of vertices of G such that the first
k vertices form a clique Kk, and each of the remaining vertices is joined to exactly
k vertices that are earlier in the ordering. This ordering is not unique, however
we fix one and consider maximal k-degenerate graphs as equipped with such an
ordering. For a vertex v (not from the initial Kk) denote by Mv the set of exactly
k neighbors that are earlier in the ordering, for vertices of the initial Kk we set
Mvi = {v1, . . . , vi−1}.
A graph G is k-tree if it is maximal k-degenerate, and sets Mv are cliques.
The notion of a k-tree is inseparably connected with another well-known graph
parameter – treewidth. Namely, k-trees are exactly maximal (w.r.t. the inclusion
of edges) graphs with treewidth equal to k.
Blind variant.
Theorem 4.1. Suppose G is a k-tree with n vertices. An almost (up to a
constant) optimal strategy is to stop after l = 1
k+1n vertices. We have
kk
(k + 1)k+1
n−
(k + 2)
e
< CC
[
1
k + 1
n
]
≤ max
l
CC[l] <
kk
(k + 1)k+1
n+ 1.
Proof. The stopping function l can depend only on n, since the algorithm does
not have any other information. Suppose the algorithm stops after l(n) = α(n)n
steps and F is the set of active vertices.
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Suppose C is an induced subgraph of a k-tree G, and C is connected. Observe
that, since G is a k-tree, C has exactly one vertex v such thatMv∩C = ∅. Namely,
v has to be the least vertex of C in the k-tree ordering. Hence, the number of
connected components in an induced subgraph F of G equals to the number of
vertices v in F such that Mv ∩ F = ∅. For v ∈ V (G) let Xv be a random variable
Xv = IF(v ∈ F and Mv ∩ F = ∅). We have
CC(F ) =
∑
v∈V (G)
Xv,
E(CC[l]) =
∑
v∈V (G)
E(Xv).
For a vertex v (not from the initial k-clique) we have
E(Xv) =
n− l
n
·
n− l − 1
n− 1
. . .
n− l − k + 1
n− k + 1
·
l
n− k
≤
n− l
n
·
n− l
n
. . .
n− l
n
·
l
n− k
=
=
(
n− αn
n
)k
·
αn
n− k
= (1− α)kα
n
n− k
.
Altogether, taking into account that on the first k vertices there is at most one
connected component, we have a bound
E(CC[l]) =
∑
v∈V (G)
E(Xv) < 1 + (n− k)(1− α)
kα
n
n− k
= (1− α)kαn+ 1.
The function (1 − α)kα maximizes for α = 1
k+1 , so
E(CC[l]) <
kk
(k + 1)k+1
n+ 1.
Now, consider l = 1
k+1n (α =
1
k+1 ). We have
E(Xv) =
n− l
n
·
n− l− 1
n− 1
. . .
n− l − k + 1
n− k + 1
·
l
n− k
≥
n− l − k
n− k
·
n− l − k
n− k
. . .
n− l − k
n− k
·
l
n− k
≥
(
n− αn
n
)k
·
αn
n
·
(
n− l− k
n− l
)k
=(1− α)k · α ·
(
1−
k + 1
n
)k
≥(1− α)k · α ·
(
1−
k(k + 1)
n
)
.
Hence,
CC
[
1
k + 1
n
]
≥ (n− k)(1− α)k · α ·
(
1−
k(k + 1)
n
)
≥
kk
(k + 1)k+1
n−
(k + 2)kk+1
(k + 1)k+1
≥
kk
(k + 1)k+1
n−
(k + 2)
e
.

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Full information variant. We prove that for k-trees there is no asymptot-
ically better algorithm than ‘wait until 1
k+1 fraction of vertices’. Thus, the best
result for k-trees is
(
kk
(k+1)k+1
+ o(1)
)
n connected components.
We begin with a concentration lemma on a slightly more general structure. Let
V be an n-element vertex set. By a k-system G we mean a set of pairs (v,Mv)
such that v ∈ V , Mv is a k-element subset of V , v /∈ Mv, every v ∈ V appears in
at most one pair (v,Mv) in G. The degree of a vertex v ∈ V in G is the number of
sets Mw to which v belongs. The maximum degree of a k-system is the maximum
degree of a vertex. Notice that if G is a maximal k-degenerate graph, then the set
of pairs
{(v,Mv) : v ∈ V (G) \Kk}
is a k-system. These systems are supposed to generalize maximal k-degenerate
graphs.
Suppose elements of the ground set V of a k-system G become active on-line
in time, one by another, in a random order (permutation) σ ∈ Sn. A pair (v,Mv)
of G is active exactly when v is active and vertices of Mv are not active. Denote
by WVG(σ, t) the number of active pairs of G at a time t on a permutation σ.
Lemma 4.2. Let k be a nonnegative integer. For every ε > 0 there exist numbers
Nk,ε, ck, dk such that if n ≥ Nk,ε, then for every k-system G there exists a set of
vertices D ⊂ V and a partition
G =
⊔
T⊂D,|T |≤k
GT
such that for (v,Mv) ∈ GT , T ⊂Mv, and for every α ∈ [0, 1]
WVG(σ, αn) <
∑
T⊂D,|T |≤k
IF(T ∩ σ[αn] = ∅)(1− α)k−|T |α|GT |+ ckεn
with probability greater than 1−dkε (the ratio of σ’s for which the inequality holds).
Proof. We prove the lemma by induction on k.
For k = 0 the assertion with c0 = d0 = 1 reduces to the following statement –
if an αn-element subset S of V is taken at random, then
P(|G ∩ S| < α|G| + εn) > 1− ε,
when n is large enough. This follows easily from Chebyshev’s inequality.
Suppose now that the lemma holds for all nonnegative integers less than k. Fix
k, ε, and let H be an arbitrary k-system on the ground set V with the maximum
degree at most δ|H |. We want to get a bound on WVH(σ, αn). Suppose that
α ≥ 2ε, and that αn-element subset S of V is chosen at random, i.e. such that
every set of αn vertices is equally probable. Such a random choice of S can be done
by a following procedure:
(1) drawn subset R of V randomly, such that each vertex is taken indepen-
dently with probability α− ε,
(2) already from the binomial distribution it follows that
P (|R| ∈ ((α − 2ε)n, αn)) →n→∞ 1,
so for sufficiently large n this happens with probability at least 12 ,
(3) if the size of R is not from the interval ((α− 2ε)n, αn), resample R,
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(4) if the size of R is from the interval ((α− 2ε)n, αn), add αn − |R| < 2εn
vertices at random (such that every set is equally probable) and return S.
Since inclusions of individual elements in R are independent, then so are in V \R.
Thus, we may use Janson’s inequality (Theorem 3.3) for a random set V \R twice –
once with A1 = {Mv : (v,Mv) ∈ H} and secondly A2 = {{v}∪Mv : (v,Mv) ∈ H}.
In the first case, denote X1 = {v : Mv ⊂ V \ R}, and x1 = |X1|. We want to
get a bound on P((x1 > (1 + ε
2)Ex1). The random variable x1 is nonnegative, so
P
(
x1 > (1 + ε
2)Ex1
)
· ε2Ex1 ≤ 1 · ε
3
Ex1 + P
(
x1 ≤
(
1− ε3
)
Ex1
)
· Ex1.
Hence,
P
(
x1 > (1 + ε
2)Ex1
)
≤
ε3 + P
(
x1 ≤
(
1− ε3
)
Ex1
)
ε2
≤ ε+
1
ε2
exp
(
−
1
2
ε6(Ex1)
2
Ex1 + 2δ(Ex1)2
)
.
We have Ex1 = (1 − α + ε)k|H |, so for sufficiently large |H | and small δ the
probability P((x1 > (1 + ε
2)Ex1) is smaller than 2ε.
In the second case, denote X2 = {v : {v} ∪Mv ⊂ V \ R}, and x2 = |X2|. We
want to get a bound on P(x2 < (1− ε2)Ex2). Ex2 = (1− α+ ε)k+1|H |, and
P
(
x2 ≤
(
1− ε2
)
Ex2
)
≤ exp
(
−
1
2
ε4(Ex2)
2
Ex2 + 2δ(Ex2)2
)
so for sufficiently large |H | and small δ this probability is smaller than 2ε.
Denote by δk,ε the value such that for every δ < δk,ε and sufficiently large |H |
both probabilities are smaller than 2ε. Then, we have
2ε+ 2ε > P((x1 > (1 + ε
2)Ex1) + P(x2 < (1− ε
2)Ex2)
≥ P((x1 > (1 + ε(α− ε))Ex1) + P(x2 < Ex2 − ε(α− ε)Ex2)
≥ P((x1 > (1 + ε(α− ε))Ex1) + P(x2 < Ex2 − ε(α− ε)Ex1)
= P((x1 − Ex1) > ε(α− ε)Ex1) + P(−(x2 − Ex2) > ε(α− ε)Ex1)
≥ P((x1 − Ex1)− (x2 − Ex2) > 2ε(α− ε)Ex1)
= P((x1 − Ex1)− (x2 − Ex2) > 2ε(Ex1 − Ex2))
= P(x1 − x2 > (1 + 2ε)(Ex1 − Ex2))
= P(x1 − x2 > (1 + 2ε)((1− α+ ε)
k − (1− α+ ε)k+1)|H |)
= P(x1 − x2 > (1 + 2ε)(α− ε)(1− α+ ε)
k|H |)
≥ P(x1 − x2 > α(1 − α)
k|H |+ 2kε|H |).
Notice that
WVH(R) = x1 − x2,
therefore after adding at most 2εn vertices we get a bound
WVH(σ, αn) < α(1 − α)
k|H |+ 2kε|H |+ 2εn ≤ α(1− α)k|H |+ (2k + 2)εn
with probability greater than 1 − 8ε (the probability of failure is doubled because
of point (2)). Now, when α < 2ε we have that
P(|S| > 2αn) < ε
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when n is large enough. Thus,
WVH(σ, αn) ≤ 2αn < 4εn
with probability greater than 1− ε.
Let G be a k-system. Let v1, . . . , vl be all vertices in G of degree at least εδk,εn.
Notice that l < k
εδk,ε
. Define k-systems Gi inductively
Gi = {(v,Mv) ∈ G \ (G1 ∪ · · · ∪Gi−1) : vi ∈Mv},
and H = G \ (G1 ∪ · · · ∪Gl). Clearly, G = G1 ⊔ · · · ⊔Gl ⊔H .
Notice that either |H | ≥ εn, soH has maximum degree at most δk,ε|H |, and the
above bounds are satisfied for H . Or, otherwise |H | < εn and WVH(σ, αn) < εn.
Observe that for every Gi the following
Gi = {(v,Mv \ {vi}) : (v,Mv) ∈ Gi}
is a (k − 1)-system. Moreover,
WVGi(σ, αn) = IF(vi /∈ σ[αn])WVGi (σ, αn).
Hence, from the inductive assumption we get Di ⊂ V and a partition
Gi =
⊔
Ti⊂Di,|Ti|≤k−1
GiTi
such that
WVGi(σ, αn) <
∑
Ti⊂Di,|Ti|≤k−1
IF(Ti ∩ σ[αn] = ∅)(1− α)
k−1−|Ti|α|GiTi |+ ck−1εn
with probability greater than 1− dk−1ε.
For G define D =
⋃l
i=1Di ∪ {vi}, and define G∅ = H , and for ∅ 6= T ⊂ D:
GT 6= ∅ only when vi ∈ T and Ti = T \ {vi} ⊂ Di for some i, then
GT = {(v,Mv) ∈ G : (v,Mv \ {vi}) ∈ GiTi}.
We are ready to show the inequality from the assertion
WVG(σ, αn) =
l∑
i=1
WVGi(σ, αn) +WVH(σ, αn)
=
l∑
i=1
IF(vi /∈ σ[αn])WVGi(σ, αn) +WVH(σ, αn)
<
l∑
i=1
∑
Ti⊂Di,|Ti|≤k−1
IF(vi /∈ σ[αn])IF(Ti∩σ[αn] = ∅)(1−α)
k−1−|Ti|α|GiTi |+ck−1εn
+α(1 − α)k|H |+ (2k + 2)εn =
=
∑
T⊂D,|T |≤k
IF(T ∩ σ[αn] = ∅)(1− α)k−|T |α|GT |+
(
k
εδk,ε
ck−1 + 2
k + 2
)
εn
with probability greater than 1−
(
k
εδk,ε
dk−1 + 8
)
ε. We get the inductive assertion
with ck =
k
εδk,ε
ck−1 + 2
k + 2 and dk =
k
εδk,ε
dk−1 + 8. 
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Theorem 4.3. For every ε > 0 there exists an integer Nε such that if G is a
maximal k-degenerate graph with n ≥ Nε vertices, then
max
A
CC(A) ≤
(
kk
(k + 1)k+1
+ ε
)
n.
Proof. We begin with an easy observation which changes the object we study.
Suppose C is a connected induced subgraph of a maximal k-degenerate graph G.
Observe that C has at least one vertex v such that Mv ∩ C = ∅. We call such
a vertex a witnessing vertex of the component. Indeed, the least vertex of C in
the maximal k-degenerate graph ordering has this property. Hence, the number
of connected components in an induced subgraph F of G is less or equal to the
number of witnessing vertices v in F , that is v ∈ F such that Mv ∩ F = ∅. We
denote by WV (F ) the set of all witnessing vertices in F . Hence,
max
A
CC(A) ≤ max
A
WV (A).
Suppose Aopt is an optimal algorithm for WV in G – an algorithm that maxi-
mizes the expected number of witnessing vertices at the stopping time. Namely,
max
A
WV (A) = WV (Aopt).
Let Acutopt be the algorithm Aopt with an additional rule, that it stops at latest at a
time (1− ε10 )n. Namely, A
cut
opt(σ) = min{Aopt(σ), (1 −
ε
10 )n}. Clearly,
WV (Aopt) ≤WV (A
cut
opt) +
ε
10
n.
For every permutation σ ∈ Sn the algorithm Acutopt stops at some time A
cut
opt(σ). We
consider thresholds (steps) αn for every α ∈ { ε
2
100k , 2
ε2
100k , . . . , ⌊
100k
ε2
⌋ ε
2
100k}. Let Sα
be the set of all permutations σ such that Acutopt(σ) ∈ [(α −
ε2
100k )n, αn). Let Astep
be a step-algorithm from Acutopt – an algorithm such that Astep(σ) = αn for σ ∈ Sα.
Clearly, it is a stopping algorithm (Astep stops at a next step after a stopping
algorithm Acutopt stops).
Notice that for any permutation σ ∈ Sα we have
WV (σ,Acutopt(σ)) ≤ EτWV (τ, αn) +
2ε
10
n = EτWV (τ,Astep(τ)) +
2ε
10
n,
where the expected value is taken over all permutations τ such that σ(i) = τ(i)
for i = 1, . . . ,Acutopt(σ). Indeed, the sum of degrees of all the remaining vertices
(not among σ(1), . . . , σ(Acutopt(σ))) is at most 2kn. The number of all the remaining
vertices is at least ε10n. And, the number of vertices to come (from A
cut
opt(σ) to αn)
is at most ε
2
100kn. Thus, in average, in the worst case, at most that many witnessing
vertices v disappear (because a vertex in their set Mv appears)
2kn ·
ε2
100kn
ε
10n
=
2ε
10
n.
Therefore, just from the definition
WV (Acutopt) ≤WV (Astep) +
2ε
10
n.
Consider G as an obvious k-system, namely as a set of pairs (v,Mv). Clearly,
the number WVG(σ, αn) means the same when G is a maximal k-degenerate graph,
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and when it is a k-system. By Lemma 4.2 applied for ǫ = min{ ε
3
1000kdk
, ε10ck } there
exists a set of vertices D in G and a partition
G =
⊔
T⊂D,|T |≤k
GT
such that for (v,Mv) ∈ GT , inclusion T ⊂Mv holds, and for every α ∈ [0, 1]
WVG(σ, αn) <
∑
T⊂D,|T |≤k
IF(T ∩ σ[αn] = ∅)(1− α)k−|T |α|GT |+ ckǫn
with probability of an ‘odd’ event of failure at most dkǫ. Therefore, with high
probability (we mean the ratio of permutations σ for which it is true), at least
1− ε10 (we exclude here over all considered thresholds (steps) α ‘odd’ events),
WVG(σ, αn) <
∑
T⊂D,|T |≤k
IF(T ∩ σ[αn] = ∅)(1− α)k−|T |α|GT |+
ε
10
n.
The algorithm Astep is a stopping algorithm with values in our thresholds
(steps). Hence, the above inequality holds for its stopping times. Taking into
account ε10 remaining cases we get an inequality
WV (Astep) ≤ max
A
M(A) +
2ε
10
n,
where maxAM(A) is the maximum expected score of a stopping algorithm in the
following ‘meta’ game M:
Elements of an n-element set V become active on-line in time, one by another,
in a random order (permutation) σ ∈ Sn. The score after αn moves is given by the
formula: ∑
T⊂D,|T |≤k
IF(T ∩ σ[αn] = ∅)(1− α)k−|T |α|GT |.
Obviously, the score in the meta game M is bounded from above by a sum
max
A
M(A) ≤
∑
T⊂D,|T |≤k
max
A
MT (A),
where MT is an analogous meta game with the score after αn moves given by the
formula:
IF(T ∩ σ[αn] = ∅)(1− α)k−|T |α|GT |.
Observe that the only information a stopping algorithm gets during the MT
game (that was not present at the beginning of the game, and that impacts the
score) is whether T ∩σ[αn] = ∅. However, when T ∩σ[αn] 6= ∅, then the present and
future scores are 0. Therefore, the maximum score a stopping algorithm can achieve
in the meta game MT is realized by the following strategy Aα with parameter α:
• take exactly αn vertices.
The score of the algorithm Aα is given by the formula
(1− α)|T |(1− α)k−|T |α|GT | = (1− α)
kα|GT |,
which maximizes for α = 1
k+1 . So, the maximum expected score in the meta game
MT satisfies
max
A
MT (A) ≤
(
kk
(k + 1)k+1
)
|GT |.
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As a consequence, the score in the meta game M is at most∑
T⊂D,|T |≤k
(
kk
(k + 1)k+1
)
|GT | =
(
kk
(k + 1)k+1
)
|G| =
(
kk
(k + 1)k+1
)
(n− k).
Finally,
max
A
CC(A) ≤ max
A
WV (A) =WV (Aopt) ≤WV (A
cut
opt) +
ε
10
n
≤WV (Astep) +
2ε
10
n+
ε
10
n = WV (Astep) +
3ε
10
n
≤ max
A
M(A) +
2ε
10
n+
3ε
10
n ≤
(
kk
(k + 1)k+1
+
5
10
ε
)
n.

We proved that for k-trees there is no asymptotically better algorithm than
wait until some number of vertices, that is asymptotically full information does not
give any advantage compared to blindness. One could wonder if this is the case for
all graphs. The answer is no.
Remark 4.4. There exist families of graphs {Gn}n∈N for which an optimal
full information algorithm is asymptotically better than an optimal blind algorithm.
That is,
lim inf
n→∞
maxA−FI alg CCGn(A)
|Gn|
> lim sup
n→∞
maxA−B alg CCGn(A)
|Gn|
.
A k-tree G is called a k-star if all vertices are joined to the initial clique Kk,
that is if for all vertices v (not from the initial Kk) Mv = Kk. Clearly, in a k-star
every vertex from the initial clique Kk is joined to every other vertex.
Consider a graph G constructed by joining by an edge a 2-star S2 containing
999
1000n vertices with a star S1 containing
1
1000n vertices. An almost optimal strategy:
• take exactly 13n vertices,
• if at least one of the two vertices of the initial clique K2 of S2 arrives,
then take exactly 12n vertices in total.
In the first case we want to maximize the number of connected components in
S2. But, when a vertex of the initial clique K2 comes, then there is only one
connected component in S2. Then, we start maximizing the number of connected
components in S1. There is no blind (fixed number of vertices stopping time)
strategy asymptotically as good as this one.
5. Open problems
We know already an asymptotically best algorithm, however we still do not
know an exact optimal stopping algorithm in the full information variant.
Question 5.1. How does an optimal stopping algorithm on a fixed tree behave?
It is natural to ask if we can get a better bound than in Theorem 3.2.
Question 5.2. Does there exist an integer N such that if G is a tree on n
vertices, then
max
A
CCG(A) ≤
1
4
n+N ?
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Let Fk be a family of all maximal k-degenerate graphs. By Theorem 4.3 and
Theorem 4.1 we have
lim sup
G∈Fk,|G|→∞
maxACCG(A)
|G|
=
kk
(k + 1)k+1
.
For k-trees we have equality lim sup = lim inf , but it is not hard to show a family
of maximal k-degenerate graphs for which lim inf is smaller.
Question 5.3. Determine the value
lim inf
G∈Fk,|G|→∞
maxACCG(A)
|G|
.
Another direction is to consider different classes of graphs. In our opinion it
is natural to examine lattice graphs, ex. d-dimensional grids – they are almost
maximal d-degenerate, but when d ≥ 2 their tree-width is unbounded, so they are
not subgraphs of k-trees (for any k).
Question 5.4. What is the maximum expected number of connected compo-
nents a stopping algorithm can guarantee on a d-dimensional grid?
It is natural to examine triangulated planar graphs – they include 2-dimensional
grids, and are 5-degenerate.
Question 5.5. What is the maximum expected number of connected compo-
nents a stopping algorithm can guarantee on a triangulated planar graph?
We can also change the notion of connectivity and receive a quite different
problem.
Question 5.6. Suppose edges of an n-clique Kn become active on-line in time,
one by another, in a random order. Find a stopping algorithm that maximizes the
expected number of 2-connected components in the active part. Find this maximum
expected number.
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