Global well-posedness for the Cauchy problem of the viscous Degasperis–Procesi equation  by Ai, Xiaolian & Gui, Guilong
J. Math. Anal. Appl. 361 (2010) 457–465Contents lists available at ScienceDirect
Journal of Mathematical Analysis and
Applications
www.elsevier.com/locate/jmaa
Global well-posedness for the Cauchy problem of the viscous
Degasperis–Procesi equation
Xiaolian Ai a,∗, Guilong Gui b,c
a Department of Finance, Jiangsu University, 212013 Zhenjiang, Jiangsu, China
b Academy of Mathematics and Systems Science, Chinese Academy of Sciences, 100190 Beijing, China
c Department of Mathematics, Jiangsu University, 212013 Zhenjiang, Jiangsu, China
a r t i c l e i n f o a b s t r a c t
Article history:
Received 31 October 2008
Available online 24 July 2009
Submitted by W. Layton
Keywords:
Global well-posedness
Viscous Degasperis–Procesi equation
Picard contraction principle
Bilinear estimate
We establish the local well-posedness for the viscous Degasperis–Procesi equation.
We show that the blow-up phenomena occurs in ﬁnite time. Moreover, applying the energy
identity, we obtain a global existence result in the energy space.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Recently, Holm and Staley [22,23] studied the following family of evolutionary 1+1 PDEs that describes the balance
between convection and stretching for small viscosity in the dynamics of 1D nonlinear waves in ﬂuids:
mt + umx︸︷︷︸
convection
+ buxm︸ ︷︷ ︸
stretching
= νmxx︸ ︷︷ ︸
viscosity
, with u = g ∗m, (1.1)
where the ﬂuid velocity u(t, x) is deﬁned on the real line vanishing at spatial inﬁnity and u = g ∗m denotes the convolution
(or ﬁltering)
u(x) =
∫
R
g(x− y)m(y)dy,
which relates velocity u to momentum density m by integration against kernel g(x) over the real line. Here the kernel
g is chosen to be the Green’s function for the Helmholtz operator 1 − ∂2x on the line, that is, g(x) = 12 e−|x|. This means
m = u − uxx. The family of Eqs. (1.1) is characterized by the kernel g and the real dimensionless constant b, which is the
ratio of stretching to convective transport. The parameter b is also the number of covariant dimensions associated with
the momentum density m. And the parameter ν with ν > 0 is the viscosity coeﬃciency associated with the momentum
density m. The function g(x) will determine the travelling wave shape and length scale for Eq. (1.1), while the constant b will
provide a balance or bifurcation parameter for the nonlinear solution behavior. The quadratic terms in Eq. (1.1) represent the
competition, or balance, in ﬂuid convection between nonlinear transport and ampliﬁcation due to b-dimensional stretching.
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in the family of shallow water equations at quadratic order accuracy that are asymptotically equivalent under Kodama
transformations [13].
When ν = 0, Eq. (1.1) describes a one-dimensional version of active ﬂuid transport
mt + umx︸︷︷︸
convection
+ buxm︸ ︷︷ ︸
stretching
= 0, with u = g ∗m, (1.2)
which is the so-called b-family of equations. It was shown by Degasperis and Procesi [16] using the method of asymptotic
integrability that Eq. (1.1) cannot be completely integrable unless b = 2 or b = 3, cf. [3,13,15].
If b = 2, Eq. (1.2) becomes the Camassa–Holm (CH) equation of the form
(CH) ut − utxx + 3uux = 2uxuxx + uuxxx, t > 0, x ∈ R, (1.3)
modeling the unidirectional propagation of shallow water waves over a ﬂat bottom. Again u(t, x) stands for the ﬂuid velocity
at time t in the spatial x direction [3,13]. Eq. (1.3) has a bi-Hamiltonian structure [18,34] and is completely integrable [3,9],
describing permanent and breaking waves [10,11,34]. It has been shown that this equation is locally well posed [11,32] with
the initial data u0 ∈ Hs(R) for s > 32 , and has global conservative solutions [1] in H1(R). On the other hand, it has global
weak solutions in H1(R) [1,35]. The Camassa–Holm equation (1.3) possesses the peaked solitons [4] of the form
u(x, t) = ce−|x−ct|, c > 0. (1.4)
The orbital stability of the peaked solitons is proved in [12]. The explicit interaction of the peaked solitons is given in [2].
If b = 3, Eq. (1.2) becomes the Degasperis–Procesi (DP) equation of the form
(DP) ut − utxx + 4uux = 3uxuxx + uuxxx, t > 0, x ∈ R. (1.5)
Degasperis, Holm and Hone [15] proved the formal integrability of the Degasperis–Procesi equation (1.5) by constructing
a Lax pair. They also showed [15] that Eq. (1.5) has the bi-Hamiltonian structure and an inﬁnite sequence of conserved
quantities, and that it admits exact peakon solutions which are analogous to the Camassa–Holm peakons. Peakons for either
b = 2 or b = 3 are true solitons that interact via elastic collisions under CH dynamics, or DP dynamics, respectively. Recently
Lundmark [28] showed that the Degasperis–Procesi equation (1.5) has not only peaked solitons (1.4) [15], but also shock
peakons of the form
u(x, t) = − 1
t + k sgn(x)e
−|x|, k > 0.
Eq. (1.5) can be regarded as a model for nonlinear shallow water dynamics and its asymptotic accuracy is the same as for the
Camassa–Holm shallow water equation. Dullin, Gottwald and Holm [14] showed that the Degasperis–Procesi equation can
be obtained from the shallow water elevation equation by an appropriate Kodama transformation. Lundmark and Szmigiel-
ski [29] presented an inverse scattering approach for computing n-peakon solutions to the Degasperis–Procesi equation.
Whereas Holm and Staley [22] studied stability of solitons and peakons numerically.
After the Degasperis–Procesi equation was derived, many papers were devoted to its study, cf. [7,17,20,25–28,30,36] and
the citations therein. For example, Yin proved local well-posedness to Eq. (1.5) with initial data u0 ∈ Hs , s > 32 , on the line
[36] and the precise blow-up scenario and a blow-up result were derived. Recently, Lenells [25] classiﬁed all weak traveling
wave solutions. Matsuno [30] studied multisoliton solutions and their peakon limits. Analogous to the case of Camassa–
Holm equation [8,21], Henry [20] showed that smooth solutions to the Degasperis–Procesi equation have inﬁnite speed of
propagation (see also [31]). Coclite and Karlsen [7] also obtained global existence results for entropy weak solutions in the
class of L1(R) ∩ BV (R) and the class of L2(R) ∩ L4(R).
Recently, the authors [19] established the local well-posedness for the peakon b-family of Eqs. (1.2) which includes
both the Camassa–Holm equation and Degasperis–Procesi equation as special cases, and demonstrated the precise blow-up
scenario of strong solutions to Eq. (1.2) with certain initial data. In [6], G.M. Coclite, H. Holden and K.H. Karlsen studied
the regularized generalized Camassa–Holm equation as a special case of a parabolic–elliptic system. And in [22], Holm and
Staley studied the effect of viscosity for the solutions to the Camassa–Holm and Degasperis–Procesi equations.
In this paper, we consider the Cauchy problem of the viscous Degasperis–Procesi (VDP for short)
(VDP)
{
mt + umx + 3uxm =mxx, t > 0, x ∈ R,
m(0, x) = u0(x) − u0,xx(x), x ∈ R, (1.6)
with m = u − uxx . Note that if g(x) := 12 e−|x| , x ∈ R, then (1 − ∂2x )−1 f = g ∗ f for all f ∈ L2(R) and g ∗ m = u, where ∗
denotes the spatial convolution. Using this identity, we can rewrite (1.6) as a quasi-linear nonlocal evolution equation of
parabolic type:
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⎩ut − uxx + uux + ∂xg ∗
(
3
2
u2
)
= 0, t > 0, x ∈ R,
u(0, x) = u0(x), x ∈ R.
(1.7)
Due to the Duhamel’s principle, we can also rewrite (VDP) equation as an integral equation
u(t, x) = S(t)u0(x) −
t∫
0
S(t − τ )
(
1
2
∂x
(
u2
)+ ∂x(I − ∂2x )−1
(
3
2
u2
))
(τ , x)dτ
def= S(t)u0(x) − B(u,u), (1.8)
where S(t) is the heat operator: S(t) = et∂2x , which plays a critical role in the study of the mild solution to the (VDP)
equation.
The goal of the present paper is to study global existence of solutions for Eq. (1.6) to better understand the properties of
the Degasperis–Procesi equation (1.5). We state the main result as follows:
Theorem 1.1. Assume u0 ∈ Hs(R), s 0, there exists a unique global solution
u ∈ C(R+; Hs(R))∩ L2(R+; H˙1(R))
for the (VDP) equation. In addition, the solution is smooth on (0,+∞) × R.
The remainder of the paper is organized as follows. In Section 2, by constructing the bilinear estimates, we prove the
local well-posedness of the initial-value problem associated with Eq. (1.6). The energy identity is established to guarantee
the global existence of the solution to Eq. (1.6) in Section 3.
Notation. As above and henceforth, we denote the norm of the Lebesgue space Lp by ‖ · ‖Lp , 1 p ∞ and the norm in
the Sobolev space Hs , s ∈ R by ‖ · ‖Hs . We denote by ∗ the spatial convolution on R. For a  b, we means that there is a
uniform constant C , which may be different on different lines, such that a Cb.
2. Local well-posedness
We shall apply the following Moser-type estimates to study product estimates, which will be used in the subsequent
sections.
Lemma 2.1 (Moser-type estimates). (See [5,24].) Let s > 0,  > 0 given, the following estimates hold:
(i) for 0< s < 12 , ‖ f g‖H2s− 12 (R)  C‖ f ‖Hs(R)‖g‖Hs(R);
(ii) for s > 12 , ‖ f g‖Hs(R)  C‖ f ‖Hs(R)‖g‖Hs(R);
(iii) for s = 12 , ‖ f g‖Hs− (R)  C‖ f ‖Hs(R)‖g‖Hs(R);
where C ’s are absolute constants independent of f and g.
In order to get the local well-posedness for the Cauchy problem of (VDP) equation, we need the following bilinear
estimates:
Lemma 2.2 (Bilinear estimate I). Assume that f and g belong to εT with
εT
def= L∞([0, T ]; Hs(R))
for s > 0, then for the bilinear functional
B( f , g)(t)
def=
t∫
0
S(t − τ )∂x
(
1
2
f g + 3
2
(
I − ∂2x
)−1
( f g)
)
dτ ,
the following estimate holds:
∥∥B( f , g)(t)∥∥
εT
 T
1−ρ
2
(
1+ T ρ2 )‖ f ‖εT ‖g‖εT . (2.1)
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s =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
s + 0 def= σ + ρ, for s > 12 ,
0+ 12
def= σ + ρ, for s = 12 ,
(2s − 12 ) + ( 12 − s)
def= σ + ρ, for 0< s < 12 ,
(2.2)
then
∥∥B( f , g)(t)∥∥Hs 
t∫
0
∥∥e(t−τ )∂2x (1− ∂2x ) ρ2 ∂x(1− ∂2x ) σ2 ( f g)∥∥L2 dτ
+
t∫
0
∥∥e(t−τ )∂2x (1− ∂2x ) ρ2 −1∂x(1− ∂2x ) σ2 ( f g)∥∥L2 . (2.3)
The Fourier multipliers with respect to the variable x for the operators
e(t−τ )∂2x
(
1− ∂2x
) ρ
2 ∂x and e
(t−τ )∂2x (1− ∂2x ) ρ2 −1∂x
are, respectively,
ie−(t−τ )ξ2
(
1+ ξ2) ρ2 ξ and ie−(t−τ )ξ2(1+ ξ2) ρ2 −1ξ.
For the low frequency |ξ | 1, one can see∣∣ie−(t−τ )ξ2(1+ ξ2) ρ2 ξ ∣∣ ∣∣e−(t−τ )ξ2ξ ∣∣
and ∣∣ie−(t−τ )ξ2(1+ ξ2) ρ2 −1ξ ∣∣ ∣∣e−(t−τ )ξ2ξ ∣∣.
For the high frequency |ξ | 1, however, we have∣∣ie−(t−τ )ξ2(1+ ξ2) ρ2 ξ ∣∣ e−(t−τ )ξ2 |ξ |ρ+1
and ∣∣ie−(t−τ )ξ2(1+ ξ2) ρ2 −1ξ ∣∣ e−(t−τ )ξ2 |ξ |ρ+1.
Hence, we have from (2.2), (2.3)
∥∥B( f , g)(t)∥∥Hs 
t∫
0
max
{
1
(t − τ ) 12
,
1
(t − τ ) 1+ρ2
}
‖ f g‖Hσ dτ  T
1−ρ
2
(
1+ T ρ2 )‖ f ‖εT ‖g‖εT , (2.4)
where we have used the Moser-type estimates in the last inequality, which completes the proof of Lemma 2.2. 
Lemma 2.3 (Bilinear estimate II). Assume that f and g belong to χT deﬁned as
χT
def= L4([0, T ]; H 12 (R)),
and
εT
def= L∞([0, T ]; L2(R))∩ L2([0, T ]; H1(R))
with 0< T < +∞, then for the bilinear functional
B( f , g)(t) =
t∫
0
S(t − τ )∂x
(
1
2
f g + 3
2
(
I − ∂2x
)−1
( f g)
)
dτ ,
the following estimate holds:∥∥B( f , g)(t)∥∥
εT
 CT ‖ f ‖χT ‖g‖χT , (2.5)
where CT is a nondecreasing function of T .
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‖ f g‖L2(L2)  ‖ f ‖L4([0,T ];H 12 (R))‖g‖L4([0,T ];H 12 (R)).
Since B( f , g) solves the heat equation⎧⎨
⎩ ∂t B( f , g) − B( f , g) = −∂x
(
1
2
f g + 3
2
(
I − ∂2x
)−1
( f g)
)
,
B( f , g)|t=0 = 0,
(2.6)
applying the energy estimate, we may easily check
B( f , g) ∈ L2([0, T ]; H1(R))∩ Cb([0, T ]; L2(R));
more precisely, (2.5) holds. 
Now we shall demonstrate the local well-posedness theory for the (VDP) equation. Firstly, we have
Theorem 2.4. Let s > 0. Then for u0 ∈ Hs(R), there exists a positive T  and a unique weak solution u ∈ C([0, T ); Hs(R)) for the
(VDP) equation with the initial data u(0) = u0(x). In addition, the solution is smooth on (0, T ) × R.
Proof. We want to apply the Picard contraction principle to the (VDP) equation. First, for u0 ∈ Hs(R), we have ‖S(t)u0‖Hs 
‖u0‖Hs . On the other hand, let f and g belong to εT with
εT
def= L∞([0, T ]; Hs(R)).
Applying the bilinear estimate I (Lemma 2.2), the bilinear function B( f , g) satisﬁes∥∥B( f , g)∥∥
εT
 T
1−ρ
2
(
1+ T ρ2 )‖ f ‖εT ‖g‖εT
with ρ = 0 if s > 12 , ρ = 12 if s = 12 and ρ = 12 − s if 0< s < 12 . Hence, the Picard contraction principle yields that there exists
a positive T  and a unique weak solution u ∈ L∞([0, T ); Hs(R)) for the (VDP) equation with the initial data u(0) = u0(x).
Now let us check the solution u ∈ C([0, T ); Hs(R)). The fact that S(t)u0 ∈ C([0, T ); Hs(R)) is obvious, since test func-
tions are dense in Hs and the heat operator S(t) has a smoothing effect. Further more, in order to get the fact that B maps
C([0, T ]; Hs(R)) × C([0, T ]; Hs(R)) into C([0, T ]; Hs(R)) for every T ∈ (0, T ), it is enough to prove it on a dense subspace,
and, thus, we just have to check that B maps C([0, T ]; Hs+2(R)) × C([0, T ]; Hs+2(R)) into C([0, T ]; Hs(R)): indeed, for
f , g ∈ L∞([0, T ]; Hs+2(R)),∥∥B( f , g)∥∥Hs+2  CT ‖ f ‖L∞(Hs+2)‖g‖L∞(Hs+2), (2.7)
which follows from the bilinear estimate I, and
∂x
(
1
2
f g + 3
2
(
I − ∂2x
)−1
( f g)
)
∈ L∞(Hs+1), (2.8)
since Hs+1 is an algebra for s > 0. Hence, ∂t B( f , g) ∈ L∞([0, T ]; Hs), which yields that B( f , g) ∈ C([0, T ]; Hs(R)).
Finally, we shall demonstrate that the solution u is C∞ on (0, T ) × R. We replace the space εT = L∞([0, T ]; Hs(R)) by
εT =
{
f ∈ L∞([0, T ]; Hs(R))∣∣tθ f ∈ L∞((0, T ) × R)},
where
θ =
⎧⎪⎪⎨
⎪⎪⎩
0, if s > 12 ,
1
4 − s2 , if 0< s < 12 ,
1
4 , if s = 12 .
(2.9)
For s > 12 , θ = 0, one can see∥∥tθ S(t)u0∥∥L∞((0,T )×R)  ∥∥S(t)u0∥∥L∞((0,T );Hs(R))  ‖u0‖Hs(R),
where we have used the Sobolev embedding theorem Hs(R) ↪→ L∞(R), and
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∥∥∥∥∥tθ
t∫
0
∥∥∥∥S(t − τ )∂x
(
1
2
f g + 3
2
(
I − ∂2x
)−1
( f g)
)∥∥∥∥
L∞(R)
dτ
∥∥∥∥∥
L∞(0,T )

∥∥tθ f ∥∥L∞((0,T )×R)∥∥tθ g∥∥L∞((0,T )×R)
∥∥∥∥∥
t∫
0
1
(t − τ ) 12
dτ
∥∥∥∥∥
L∞(0,T )
 T 12
∥∥tθ f ∥∥L∞((0,T )×R)∥∥tθ g∥∥L∞((0,T )×R).
For 0< s < 12 , θ = 14 − s2 > 0, we have
tθ
∥∥S(t)u0∥∥L∞(R)  tθ ∑
j∈Z
∥∥S(t)˙ ju0∥∥L∞(R)  tθ ∑
j∈Z
2
j
2
∥∥S(t)˙ ju0∥∥L2(R)  tθ ∑
j∈Z
2
j
2− jse−c22 jt2 js‖˙ ju0‖L2(R),
where ˙ j is the homogeneous Littlewood–Paley localization operator [33], and in the second inequality we have used the
spectral inequality [5]. Hence,
tθ
∥∥S(t)u0∥∥L∞(R)  t 14− s2
(∑
j∈Z
2− j(1−2s)e−2c22 jt
) 1
2
(∑
j∈Z
22 js‖˙ ju0‖2L2(R)
) 1
2
 ‖u0‖H˙ s  ‖u0‖Hs .
On the other hand, we may check
∥∥tθ B( f , g)(t)∥∥L∞((0,T )×R) 
∥∥∥∥∥tθ
t∫
0
∥∥∥∥S(t − τ )∂x
(
1
2
f g + 3
2
(
I − ∂2x
)−1
( f g)
)∥∥∥∥
L∞(R)
dτ
∥∥∥∥∥
L∞(0,T )

∥∥tθ f ∥∥L∞((0,T )×R)∥∥tθ g∥∥L∞((0,T )×R)
∥∥∥∥∥tθ
t∫
0
1
τ 2θ (t − τ ) 12
dτ
∥∥∥∥∥
L∞(0,T )
 T 12−θ
∥∥tθ f ∥∥L∞((0,T )×R)∥∥tθ g∥∥L∞((0,T )×R).
For the third case, s = 12 , θ = 14 , arguing as in the second one, one easily get
tθ
∥∥S(t)u0∥∥L∞(R)  ‖u0‖Hs
and
∥∥tθ B( f , g)∥∥L∞((0,T )×R)  ∥∥tθ f ∥∥L∞((0,T )×R)∥∥tθ g∥∥L∞((0,T )×R)
∥∥∥∥∥tθ
t∫
0
1
τ 2θ (t − τ ) 12
dτ
∥∥∥∥∥
L∞(0,T )
 T 14
∥∥tθ f ∥∥L∞((0,T )×R)∥∥tθ g∥∥L∞((0,T )×R).
So by induction and using the smoothing effect of the operator S(t), we get the solution u ∈ C∞((0, T ) × R). 
Moreover, in the energy space, one has
Theorem 2.5. For u0 ∈ L2(R), there exists a positive T  and a unique weak solution u ∈ C([0, T ); L2(R)) for the (VDP) equation with
the initial data u(0) = u0(x). Moreover, for all 0< T < T  , the solution u ∈ L2([0, T ]; H1(R)). This solution is smooth on (0, T )×R.
Proof. We shall apply the variation of Picard contraction principle [24] to the (VDP) equation. For this, we use the spaces
εT = L∞
([0, T ]; L2(R))∩ L2([0, T ]; H1(R))
and
χT = L4
([0, T ]; H 12 (R))
with T < ∞. Bilinear estimate II (Lemma 2.3) yields∥∥B( f , g)∥∥  CT ‖ f ‖χT ‖g‖χT ,εT
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lim
T→0
T∫
0
∥∥S(t)u0∥∥4
H
1
2
dt = 0,
which can be obtained by using the energy estimate of the homogeneous heat equation.
Similar to the proof of Theorem 2.4, one can get that the solution is smooth, which completes the proof of Theo-
rem 2.5. 
By using the local well-posedness results of Theorems 2.4, 2.5 and energy estimates, the following precise blow-up
scenario of solutions to (VDP) equation can be obtained.
Theorem 2.6. Assume u0 ∈ Hs(R), s  0. Then blow up of the solution u = u(·,u0) to the (VDP) equation in ﬁnite time T < +∞
occurs if and only if
lim inf
t↑T
{
inf
x∈R
[
ux(t, x)
]}= −∞. (2.10)
Proof. Applying a simple density argument, we only need to show that the above theorem with some s  3. Here we
assume s = 3 to prove the above theorem. Multiplying (1.6) with m and integrating on R with respect to x, we obtain
d
dt
∫
R
m2 dx+ 2
∫
R
m2x dx = −5
∫
R
m2ux dx. (2.11)
On the other hand, differentiating (1.6) with respect to x and multiplying with mx , integrating on R with respect to x, and
integrating by parts yield
d
dt
∫
R
m2x dx+ 2
∫
R
m2xx dx = −7
∫
R
m2xux dx+ 3
∫
R
m2ux dx. (2.12)
It is thereby inferred from (2.11) and (2.12) that
d
dt
∫
R
(
m2 +m2x
)
dx+ 2
∫
R
(
m2x +m2xx
)
dx = −7
∫
R
m2xux dx− 2
∫
R
m2ux dx. (2.13)
If ux is bounded from below on [0, T ) × R, i.e., there exists M > 0 such that
−ux(t, x) M in [0, T ) × R,
then the relation (2.13) implies
d
dt
∫
R
(
m2 +m2x
)
dx 7M
∫
R
(
m2 +m2x
)
dx.
And by means of Gronwall’s inequality, we deduce that∫
R
(
m2 +m2x
)
dx
(∫
R
m20 +m20x dx
)
e7Mt, ∀t ∈ [0, T ). (2.14)
Noting that
∥∥u(t)∥∥H3 
(∫
R
m2 +m2x dx
)1/2
and in view of (2.14), it follows that if {ux(t)} is bounded from below on [0, T ), then the H3(R)-norm of the solution to
Eq. (1.6) is said not to have broken in ﬁnite time.
Conversely, the Sobolev embedding theorem Hs(R) ↪→ L∞(R) (with s > 12 ) implies that if (2.10) holds, the corresponding
solution blows up in ﬁnite time, which completes the proof of Theorem 2.6. 
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In this section, we shall prove our main result Theorem 1.1. For this purpose, we ﬁrst get the following energy identity
for the (VDP) equation.
Theorem 3.1 (Energy identity). If u0 ∈ Hs(R), s 0, as long as the solutions given by Theorems 2.4 and 2.5 exist, we have
∫
R
m(t, x)v(t, x)dx+ 2
t∫
0
∫
R
mx(t, x)vx(t, x)dx =
∫
R
m0(x)v0(x)dx, (3.1)
where m(t, x) = (1− ∂2x )u(t, x) and v(t, x) = (4− ∂2x )−1u(t, x). Moreover, we have∥∥u(t)∥∥2L2 + 2∥∥ux(t)∥∥2L2t (L2)  4‖u0‖2L2 . (3.2)
Proof. Applying Theorems 2.4, 2.5 and a simple density argument again, we only need to show that the above theorem
with some s 3: we choose s = 3. By Eq. (1.6), and applying the Plancherel identity, we have
1
2
d
dt
∫
R
mv dx = 1
2
∫
R
mt v dx+ 1
2
∫
R
mvt dx =
∫
R
mtv dx = −
∫
R
vmxu dx− 3
∫
R
vmux dx+
∫
R
mxxv dx.
According to the proof of Lemma 3.1 in [26], we claim that∫
R
vmxu + 3
∫
R
vmux dx = 0, (3.3)
which, combining the equation∫
R
mxxv dx = −
∫
R
mxvx dx,
gives the identity (3.1).
Now let us check that the claim (3.3) holds. Using the relations m = u − uxx and u = 4v − vxx , it yields that∫
R
v(mu)x dx = −
∫
R
vxmu dx = −
∫
R
vxu
2 dx−
∫
R
(vxu)ux dx = −
∫
R
vxu
2 dx+ 1
2
∫
R
vxxxu
2 dx−
∫
R
vx
= −
∫
R
vxu
2 dx+ 1
2
∫
R
(4vx − ux)u2 dx−
∫
R
vxu
2
x dx =
∫
R
vxu
2 dx−
∫
R
vxu
2
x dx
and
2
∫
R
vmux dx = −
∫
R
vxu
2 dx+
∫
R
vxu
2
x dx.
Therefore,∫
R
vmxu + 3
∫
R
vmux dx =
∫
R
v(mu)x dx+ 2
∫
R
vmux dx = 0.
On the other hand, applying the Plancherel identity, we have the following identities∫
R
mxvx dx =
∫
R
1+ ξ2
4+ ξ2
∣∣ûx(t)∣∣2 dξ and ∫
R
mv dx =
∫
R
1+ ξ2
4+ ξ2
∣∣û(t)∣∣2 dξ.
Hence, (3.2) holds from (3.1). 
Proof of Theorem 1.1. According to Theorems 3.1, 2.4 and 2.5, one can extend the local solution to the global one, which
completes the proof of Theorem 1.1. 
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