Abstract-Autonomous underwater vehicles (AUVs) are typically used to "actively" probe the ocean, using sensors that are mounted on a vehicle that moves through the water column. A more challenging task is to use an AUV to position a bottom-mounted stationary platform, such as a passive sonar that requires a large aperture. This paper describes the development of a passive sonar, which was mounted as a payload to the Ocean Explorer II, AUV developed at the Florida Atlantic University. The payload was designed so that the AUV could land on the seafloor and deploy the sonar. The passive sonar developed for this system can be used to measure and localize broadband sources that generate ambient noise in the coastal region. The sonar uses a sparse volume array of only six elements and a 2-m maximum dimension. With this array, it is possible to generate three-dimensional images consisting of thousands of independent pixels for any look direction or chosen image plane. This paper describes the ambient noise sonar and the variable buoyancy system used in deploying the array, and then presents some typical results obtained using the sonar.
I. INTRODUCTION
A UTONOMOUS underwater vehicles (AUVs) have been developed to "actively" probe the ocean by using sensors that are mounted on a vehicle which moves through the water column. A more challenging task is to use an AUV to position a bottom-mounted stationary platform, such as a passive sonar that requires a large aperture. The advantage of using an AUV for this type of operation is that the payload may be repositioned during the mission. Also, the propulsion system may be put into a sleep mode while the AUV is stationary, and payloads, which would normally interfere with the AUV hydrodynamics, may be deployed after the vehicle has come to rest. This paper will describe the development of a passive sonar, which was mounted as a payload to the Ocean Explorer II (OEX II) AUV developed at Florida Atlantic University. The payload was designed so that the AUV could land on the seafloor and deploy the sonar as shown in Figs. 1-4. This provided a scenario in which the sonar could be fixed in space while the AUV remains on station for an extended period with minimum power consumption. To carry out this operation, a number of issues had to be addressed. M. P. Olivieri is with the GORCA Technologies, Inc., Moorestown, NJ 08057 USA.
Publisher Item Identifier S 0364-9059(01)09916-2. First, a suitable design for the passive sonar had to be established, a variable buoyancy system had to be implemented so that the vehicle could land on the sea floor, and, finally, a control behavior had to be developed to perform the landing and takeoff maneuvers. The passive sonar developed for this system can be used to measure and localize broad-band sources that generate ambient noise in the coastal region. The bandwidth used in the processing is chosen to match the source's emitted bandwidth. These bandwidths can typically extend from 5 to 20 kHz depending on the type of source being monitored, e.g., schools of fish, colonies of snapping shrimp, near-range boat traffic (less than 2-nm range), or scuba diver noise at close range (less than 20-m range). The sonar uses a sparse volume array of only six elements and 2-m maximum dimension. With this array, it is possible to generate three-dimensional (3-D) images consisting of thousands of independent pixels for any look direction or chosen image plane. These images are formed using processing similar to Class 1 time average product (TAP) arrays [1] , using the natural broad-band spectra of the ambient noise and a multiplicative combination of the "whitened" correlations between the receivers. A moored version of this array has been used to image biological noise sources in shallow water off the coast of Boca Raton, Florida [2] . In another study, the sonar system was used to survey the ambient noise field along the shoreline and the data were used, along with a propagation model, to create an acoustic map of the environment [3] . Examples of the results obtained with this moored system will be presented here to illustrate the capabilities of the sonar.
The layout of this paper is as follows. First, the ambient noise sonar (ANS) will be described, followed by a description of the variable buoyancy system and the deployment of the array. Finally, typical results obtained using the sonar will be given.
II. THE AMBIENT NOISE SONAR ARRAY
Passive sonars are customarily based on either horizontal or vertical line arrays that provide angle of arrival estimates of the incoming noise as a function of frequency. The Nyquist spatial sampling criteria (or spatial aliasing) at the highest frequency and the required resolution at the lowest frequency determine the number of array elements and the array length. In this application, however, the main interest is in broad-band acoustic sources. A broad-band processing technique similar to that of Knapp and Carter [4] is used to estimate the "time difference of arrival" (TDOA) within the elements in the sparse array. In a later paper, Carter [5] described how TDOA might be used for passive sonar processing. Using the sparse volumetric array configuration shown in Fig. 5 , these TDOA are then used to estimate the angle of arrival (AOA) (azimuth and elevation) of the broad-band sources of interest. This broad-band technique removes the aliasing criterion for AOA finding and enables the use of a sparse volume array, simplifying the overall electronics and mechanical complexity of the system. Since the noise sources have broad-band characteristics, time-domain array signal processing can be utilized which allows direction of arrival estimates to be obtained with only four transducers (six are used here to include some built-in redundancy). Following a recent paper by Spiesberger [6] , it is necessary to emphasize that only four elements are required to determine the AOA when the source is in the far-field or when the range of the source is much greater than the baseline of the array, in our case 2 m. The small number of transducers minimizes both the mechanical complexity and the signal processing hardware requirements. Furthermore, if the transducers are arranged as a volume array, both vertical and horizontal directivity can be obtained from the same set of elements.
A. Signal Processing
A full description of the processing technique falls out of the scope of this paper that attempts to concentrate on the "applicability" of such sonar processing technique to AUVs. Consequently, in this section, the processing technique is briefly reviewed and specifics are referred to other works available in the literature.
To create an image of the noise field, the cross-correlation functions between the front reference transducer (see Fig. 5 ) and each of the five elements in the back plane array are calculated. The use of generalized cross-correlation functions (GCC) for TDOA estimation has been widely reported in the literature and its use for AOA estimation of various sources both underwater [5] , [7] and in air (Spiesberger [8] , Brandstein [9] and Fergusson [10] ) is widely accepted. Brandstein [9] offers a good review on GCC for AOA estimation in a recent paper for application to speech detection. As pointed out by Spiesberger [6] , these five cross-correlation functions are the only ones needed to estimate all of the TDOA information available in the data matrix.
To briefly describe the processing, consider two receivers in an infinite medium. The reference receiver is located at the origin of the coordinate system and the second receiver is located at vector . Both receivers are in the far field from a distribution of uncorrelated point sources located at vector with autocorrelation . Using this uncorrelated source distribution, the cross correlation between these two receivers is given by (1) where is the speed of sound, and the distance from each source to the th receiver is given by . Using the trigonometric relation of the triangle (reference th receiver and th source), we obtain where the AOA is the angle subtended by and . If we make the far-field approximation that , then we obtain a trigonometric relationship between the TDOA and the AOA and
We can then rewrite (1) as
For a white noise source, the autocorrelation function will be a Dirac delta function which has its maximum value when its argument is zero, thus the cross-correlation function will have peaks at time delays . The angle can therefore be determined from the TDOA at which the peaks occur in the cross-correlation function. However, ocean ambient noise is not strictly "white," and the cross-correlation function will not be a Dirac. One of the important features of (3) is that the cross correlation of a broad-band process exhibits only one central peak of highest amplitude at zero lag. Hence, there is no ambiguity of the direction of arrival and no spatial aliasing providing that the autocorrelation function of each source has only one clearly defined dominant peak. This is not the case for purely narrow-band signals that can have correlation functions with multiple maxima of similar level, resulting in ambiguities in the look direction. Consequently, a purely sinusoidal type signal with zero bandwidth must be avoided, but if the signals are narrow-band they can be treated with a "whitening" procedure using adaptive techniques [13] for robustness.
To determine the AOA, we create a mesh of "pixels" located in the far field at the desired azimuth and elevation to create an az/el map. The th image point lies at on the az/el map. For each image point on the az/el map, we can define a time delay, for a given transducer pair, which corresponds to a source image at that location, and is given by (4) If we plot for each of the image points, there will be a maximum level for the th source when . However, many of the image points can give solutions to this equation for the same source position since these points lie on a cone whose axis is the line between the receivers and its vertex is . To create an image, conventional processors with receivers rely on the weighted sum of the signals from each channel.
(5)
In this procedure, are weighting functions and is the cross correlation between the reference transducer and the others in the array and the diagonal terms of the correlation matrices are not used. This eliminates isotropic noise (which is uncorrelated between transducers) from the processing procedure. Fig. 6 (a) presents an az/el map using the linear combination (5) where all coefficients are unity. An alternate approach is to form the az/el map using a multiplicative procedure of the form (6) This multiplicative array processing approach provides high resolution in a high signal-to-noise environment and the az/el map is shown in Fig. 6 (b). Notice that, to obtain an image using products, the correlation function must be positive and so its absolute value has been used. The parameter is defined as the contrast parameter and a value of 1/5 is used here for a fair comparison with the linear processor given by (5) . This approach is similar to the Class 1 TAP array discussed by Berman and Clay [2] , with the generalization to a volume array. Clearly the multiplicative method yields less sidelobes and a better directivity performance.
B. Array Performance: Robustness, Resolution, and Directivity
Robustness: As seen in Section I, the az/el map is obtained using a GCC technique similar to that described by Carter [4] and Brandstein [9] . The five cross-correlation functions used in (5) and (6) are obtained in the band of interest following a frequency-domain deconvolution. "Smooth deconvolution" is performed using a "smoothed" version of the reference transducer autospectra [2] , [11] . This "whitening" technique is used to optimize the GCC estimator and similar whitening techniques have been described in previous studies by Knapp and Carter [4] and Hassab and Boucher [12] . Deconvolution is important to the robustness of the processing and improves both resolution and detection ability of the system.
A simple procedure for carrying out deconvolution in the case of high signal-to-noise ratio (SNR) is given by the operation (7) where and represent the Fourier transform and inverse Fourier transform operations. The work in [11] describes cases for various SNRs. A smoothing window is applied to the forward transform of the reference autocorrelation function to reduce the risk of including the contribution from the "noisy" part of the reference autospectrum. This is particularly important in the shallow-water environment where the autospectrum of the reference will show pronounced dips and peaks due to interference generated by the presence of many multipaths. The window function (frequency filter) must be applied to eliminate noisy parts of the spectrum where the signal levels are low. In general, a window is used between the upper and lower frequencies of the signal bandwidth.
To illustrate the application of this approach, we assume a simplified model where all the sources in (3) have the same spectra and autocorrelation so that (3) gives the correlation functions in the form (8) and the signal level is normalized so that . Then (7) and (8) give, after deconvolution, (9) where is the bandwidth and the center frequency. These functions oscillate rapidly with the frequency and a more stable result is obtained if the Hilbert transform is used to detect the envelope of the signal (Bendat and Piersol [14] ). The window function is then modified to include only the positive frequencies, giving (10) The output represents the deconvolved cross-correlation function which can be substituted for in (5) and (6) to obtain the az/el maps. Note, however, that this function is nondimensional and, to obtain a calibrated result, it must be multiplied by the power in the frequency band of interest.
Resolution and Beamwidth: As described by Carter [5] , the TDOA is used to determine the angle of arrival so the resolution of the system, or beamwidth, is dependent on the time-delay resolution. The system's beamwidth depends on the breadth of the correlation function and the separation between the transducers. For two elements, a reference and the th transducer, the AOA is related to the time delay through (2). The angular resolution for that pair is obtained by looking at the rate of change of time delay with respect to change in angle. Using (2), we see that for the th pixel the rate of change for the reference and th receiver is given by (11) where is the angle subtended by the two points to the line between the transducers. Note that the numerator in (11) represents the projection of the aperture between the reference transducer and the th receiver relative to the AOA of the th pixel in the az/el map. The resolution is given by the amount of angular change necessary to correspond to a time-delay variation equal to the Rayleigh [15] criterion. If we consider the envelope of (10), the Rayleigh [15] criterion for the autocorrelation function, in this case a sinc function, is given at the first zero, which occurs when (12) where is the analysis bandwidth. The variation in time delay must therefore be greater than the inverse of the bandwidth. Applying this criterion to (11), we obtain the angular resolution as (13) The resolution is therefore given by (14) It is inversely proportional to the bandwidth and the projected aperture of the array in the direction of arrival. This angular dependence is expected as resolution is optimized broadside and minimized in the end-fire direction. For the array presented in this paper, the dimension between the five back plane elements and the front reference receiver is m. In seawater m/s and for a broadside source emitting a 20-kHz broad-band noise, the resolution for one pair is and at a 45 look angle it is 2.39 . One may want to replace the Rayleigh criterion by the beamwidth criterion when the cross-correlation function in (10) is reduced by half. The beamwidth is therefore given by 3/5 times the resolution, or 1.02 at broadside and 1.43 at 45 look angle.
The array resolution is best in the frontal direction but there is no restriction to considering any incoming wave direction when using this approach. Fig. 7 shows an example for a simulated source at az/el degrees to illustrate the global directivity of the system. Fig. 8 illustrates the effect of bandwidth on resolution. In Fig. 8(a-c) , the bandwidth is varied from 5 to 20 kHz for a source at az/el [40, 10] degrees. The figures clearly show that as the bandwidth is increased, the beampatterns tighten, and the resolution around the source increases as well. The directivity for one pair of elements is easily obtained, since the beampattern for a "whitened" broad-band signal autocorrelation function envelope is approximated by a sinc function. Therefore, the directivity index is obtained by the integration of the square of that sinc function over the solid angle (Kinsler and Frey [16] ). The beampattern at broadside is given by (15) The directivity index is then given by in dB (16) The directivity is therefore proportional to the bandwidth and the aperture in the look direction. For a bandwidth of 20 kHz and an aperture of 2.54 m, then dB. Variance on the Bearing Estimation: Finally, the variance on the bearing estimation is another measure of the robustness of the sonar processor presented in this work. Carter [5] has derived the bearing variance as a function of the time-delay variance. Based on the relationship expressed in (2) for the th pixel location and the th pair of elements, the bearing accuracy is given by (17) The time-delay estimate variance is bound by the Cramér-Rao lower bound (CRLB). Deriving this bound falls out of the scope of this paper but we refer to work by Quazy [17] and Betz [18] . However, it is interesting to note that, from the work of Betz, the CRLB is given by (18) for a "white noise" signal of bandwidth . The important point is to notice that the accuracy on the time-delay estimate is improved by the time-bandwidth product BT and depends overall on the 3/2 power of the bandwidth. The bearing estimate's accuracy therefore depends on the bandwidth and time-bandwidth product as well as the apparent aperture.
Overall, robustness and performance have been shown to depend on the usable bandwidth of the noise source being measured as well as the aperture of the array. The multiplicative procedure is used to remove the high sidelobe levels seen in the linear procedure and is being used in cases of high SNR. Other processing techniques may be used with this sonar configuration to improve the array gain by relying on linear gain through summation of various channels prior to using the nonlinear GCC approach [19] . These techniques fall out of the scope of this paper and are therefore not presented here.
C. Array Design and Processor
The sonar array in its AUV payload configuration is shown in Figs. 1-4 . The six elements in the array are ITC 6050-C low-noise hydrophones. Five of these six transducers are arranged in a fan on 1.6-m-long arms separated by an angle of 36 degrees. The sixth transducer acts as the reference and is located 1.1 m in front of the plane of the other five in the nose of the payload. These transducers are wired to the main pressure vessel that contains the signal acquisition and processing hardware. The A/D conversion and averaged reference autospectra and cross-spectra computations are performed on a set of DSP Technologies Siglab 20-22 boards. These boards contain antialiasing low-pass filters at 20 kHz and sample the signals at rates up to 51.2 kHz.
This acquisition process is controlled by a Pentium PC which is also used to: 1) generate and store the images; 2) perform any decision making based on the acquired images; 3) control the deployment and retraction of the array; and 4) communicate with the AUV main computer. Only the spectra are saved to disk since they are all that is needed to regenerate the images. Each image therefore only requires 35.2 Kbytes of memory allowing for 28 400 images to be stored on a 1-GB hard drive. This represents a capacity of one measurement taken every 4 s for 32 h.
The ANS system is powered by eight battery cells similar to those used to power the Ocean Explorer II AUV. This power source is independent of that of the AUV and at full charge contains about 2000 Wh of energy. The ANS system peak power consumption is less than 1.3 A at 48 V giving it a maximum continuous operation time limit of about 32 h. To date, only a maximum of 17 h of continuous operation has been achieved in a stand-alone configuration.
D. Array Deployment
The array deployment mechanism is shown in Fig. 9 . In the folded position, the five arms are held flush with the hull of the payload as in Figs. 1 and 4 . In this position, it is possible for the AUV to traverse between measurement sites with minimal drag from the ANS system. Once the AUV reaches the desired measurement site, an air-filled buoyancy bladder is dumped and the whole vehicle comes to rest on the sea floor. At this point, the AUV main computer gives the signal for the ANS array to deploy and puts the AUV in quiet mode. The ANS computer then initiates its measurement routine, which begins with raising the arms of the array. This is performed using a single stepper motor that drives a ball screw/nut mechanism. Each arm is attached to this mechanism by a three-pivot linkage allowing all five arms to be raised simultaneously to a position perpendicular to the payload hull, as shown in Fig. 2 . The measurement scheme then commences for a preprogrammed duration and once complete the arms retract and the ANS computer sends a command back to the AUV with the coordinates of the next desired measurement site. The bladder is then refilled with air, from a compressed air source, and the vehicle ascends from the seafloor to traverse to the next site.
III. AUV LANDINGS AND TAKEOFFS: THE VARIABLE BUOYANCY SYSTEM
In order for the vehicle to land safely on the sea floor, a variable buoyancy system (VBS) has been developed for the ANS payload. The VBS is a buoyancy control system designed on the same principal as the traditional buoyancy compensator (BC) used by scuba divers. The major challenge was to provide a buoyancy change of at least 18 kg. The goal was to vary the vehicle buoyancy from slightly positive (flying mode) to largely negative (fixed on station mode) so as to guarantee the stability of the AUV at rest on the sea floor.
The VBS had to be designed to fit in the rear section of the ANS payload since the center of buoyancy of the whole vehicle is located near the joint of the tail section with the payload. The negative buoyancy desired corresponds to about 18 L, which was very close to the available unoccupied volume at the rear of the payload. For simplicity, it was also desired that the VBS only be actively controlled when the AUV is landing or taking off from the sea floor.
The VBS contains a bladder similar to the BC found on traditional diving equipment, which provides a fixed volume of positive buoyancy when totally inflated. The bladder has three valves used to regulate the air pressure: an inflate valve, a deflate valve, and a pressure check valve used to regulate excess pressure. Two air tanks located under the arm mechanism provide the air supply. A first-stage regulator shares the air from the two tanks and reduces the 3000-psi tank pressure to a second-stage pressure of 150 psi. This air output is sent to a mechanical regulator that measures the ambient hydrostatic pressure and regulates its output to the bladder at 7 psi over ambient. This part of the mechanism was chosen since it would mechanically regulate the bladder pressure and volume at different depths without the need for software control.
The inflation of the bladder is controlled with a normally open inflate valve. The solenoid of this inflate valve has a latching mechanism that is toggled on or off via a relay node controlled by either the ANS or AUV computer. The deflate valve solenoid is independently controlled via the same hardware. This valve is used to regulate the dumping of the air from the bladder, resulting in a loss in volume and therefore negative buoyancy. The dumping of the air is time-controlled via the relay board and the amount of air blown out of the bladder is software programmable.
The Ocean Explorer vehicle is a modular vehicle platform that supports a variety of missions and over 20 different payloads. The vehicle is actually two systems: 1) the tail section that houses the propulsion, navigation, command, and control and 2) the nose section that houses mission-specific payloads. In order to minimize mission-specific changes to the core vehicle software, mission-specific data analysis, processing, and control is usually performed by the payload itself. Hence, in the ANS, the landing, array deployment, and takeoff control routines are executed in the payload.
A typical landing procedure involves the following steps. The AUV approaches the preprogrammed desired location. The AUV positions itself against the current with a slow forward speed at an altitude of 1.5 m. A command LAND is sent to the VBS node to land the vehicle. The Node enters a preset landing program containing the following four steps. 1) The ANS ensures that the arms are folded. This is achieved by using a set of proximity sensors, placed on the arms and the AUV structure, that indicate when the array is fully retracted. The ANS sends a final status command to the AUV to OK the takeoff. 2) A command to TAKEOFF the vehicle is sent to the VBS node. The Node enters a preset takeoff program which toggles the inflate valve to the open position inflating the bladder to its full volume. Typically, it takes about 2 min for the bladder to reach its full volume where the vehicle starts lifting off the sea floor.
3) The AUV checks its altitude until it is m and then sends the TAKENOFF command to the AUV to start the flight mission.
This procedure was demonstrated during sea trials as shown in Figs. 1-4 . The operations took place in 7 m of water over a sandy bottom. A total of five landing and takeoff missions were run without opening the array, and a further two missions were run with the array deployed after landing. In the second set of trials, the sea-state was high enough to cause significant bottom surge in a water depth of only 7 m and the vehicle was not sufficiently heavy to remain motionless on the seafloor. To eliminate this problem, a larger buoyancy differential is required. However, it is noteworthy that the landing and takeoff procedure was reliable even in high surge conditions. Provided that the vehicle landed into the current, it was able to do so in currents approaching 2 kn. The exact limitations of current and sea state, for various ballast changes, need to be further investigated. 
IV. ANS IMAGING EXAMPLES
A moored version of the ANS system has been deployed on numerous occasions off the coast of Boca Raton, in south Florida. These experiments have demonstrated the ability of the ANS system to localize and track a variety of ambient noise sources, including clusters of snapping shrimp, local boat traffic, and submerged scuba divers. The boat tracking data also suggests that the system can be used to study the vertical arrival structure of the noise and perform estimates of the bottom reflection coefficient.
A. Images of Boat Noise
When boats are underway in the area of the ANS array, they dominate the acoustic field. Boat noise is wide band in nature, making it ideal for ANS imaging. Fig. 10 shows three different views of a boat traveling east of the ANS array at a range of about 900 m. The top view is a "radar" plot of the acoustic field, where the image is projected onto the sea surface. A streak indicating the boat bearing can be clearly seen. The middle view is of the horizontal directivity, as a function of depth at a range of 900 m. This again clearly shows the boat's bearing due east. The third view shows the vertical directivity of the boat's bearing as a function of range. This view is interesting as it shows the vertical structure of the arrival. The two strongest beams are detected at 1.81 and 0.76 deg, corresponding to the first bottom reflection and first bottom/surface reflection. Assuming no ray curvature, the first beam places the boat at a range of 973 m and the second at 921 m. Notice that there is no apparent beam corresponding to the direct arrival from the source, indicating that the sound rays are bent due to the temperature profile. Fig. 11 . Estimation of the bottom reflection coefficient using boat noise as a source of opportunity. Graph shows the normalized vertical directivity of boat noise. Fig. 12 . Normalized horizontal directivity for a boat traveling south and passing the ANS to the east. Fig. 11 shows another vertical directivity plot for a boat passing the ANS array at a range of about 65 m. By plotting the directivity against twice the water depth, it is possible to see the image source. The main beam represents the direct path from the boat at an angle OF degrees, and the second beam represents the reflected path at an angle of degrees. The levels are normalized to the correlation level of the source [20] , so that the level at the image source gives an estimate of the reflection coefficient of the sea floor. In this case, the level of the image source shows an approximation of the reflection coefficient of 0.75, typical of a sandy bottom for this grazing angle. This result illustrates the potential of the ANS system to obtain an estimate of the bottom properties by listening passively to boat traffic.
If the normalized horizontal directivity is plotted as a function of time, it is easy to track wide-band sources using the ANS system. Fig. 12 shows such a plot for a boat traveling south, passing the array to the east. The shape of the boat trace is an arctangent, a function of the speed and heading of the boat relative to the array.
B. Tracking a Scuba Diver
The ANS system has also been used to track a scuba diver swimming in a circle around the array. The noise from a scuba diver is produced from two sources: the breathing apparatus itself, as the air is released into the second stage regulator, and from the oscillations of the bubble cloud from the diver's exhale. In this experiment, the diver circled the array at a range of approximately 10 m. The experiment site was also close to a biological noise source consisting of a patch reef. Fig. 13 shows the horizontal directivity of the noise against depth at a range of 10 m. This picture was obtained from a single measurement and clearly shows the three noise sources. The bubble cluster appearing in the top right corner of Fig. 13 shows the ability of the ANS to detect and display a distribution of uncorrelated sources (spread over a [20, 16] degrees az/el). Conversely the diver appears as a compact source. This demonstrates that the ANS does not require the broad-band sources to be compact. Fig. 14 shows the normalized horizontal directivity in the mid water column against time in minutes. The diver's motion can be seen clearly as he travels around the array going from right to left in Fig. 14 as time increases. The time history plot indicates that the diver started at a bearing of 150 degrees, reached zero degrees at about 1 min, and completed the circle in about 2 min and 15 s, at a speed of about 0.4 m/s. Throughout the time sequence, there is a constant high contrast level at a bearing of about 210 degrees, corresponding to a colony of snapping shrimp located at the nearby patch reef. 
V. CONCLUSION
An ambient noise imaging sonar has been developed to study the directivity of the noise field in shallow-water ocean environments. This system has been used in a variety of experiments and has demonstrated its ability to localize and track biological and man-made noise sources.
The ANS images are formed by processing the cross-correlation functions between each of six elements of a sparse volume array. The system's beamwidth is enhanced by using a prewhitening procedure for the signals and depends on the frequency bandwidth and the size of the array.
The relatively small number of array elements and low data volume needed to store the images make the ANS system ideally suited for the electromechanical constraints of an AUV. A retractable ANS array equipped with a variable buoyancy system has therefore been incorporated into a payload for the OEX series of submersibles built at Florida Atlantic University. Successful sea trials of this system have been carried out and the ability of an AUV to land on the sea floor has been demonstrated. This test may be the first reported successful landing and takeoff of a small, nonhovering AUV.
