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問題の所在
　前壁において，多重目標下の意思決定プロセスを記述する有力な数理手
法として多目標線型計画（multiple　objective】inear　programming：M
OLP）・モデルをとりあげ，効率解（efficient　solutions）の集合一すな
わち，ある目標水準の一部を犠牲にしないかぎり他の目標水準を改善でき
ない，というトレード・オブ関係ないしはパレート最適性が成立する解の
集合一を導く過程を明らかにした。しかし，意思決定者が効率解集合の
なかからいかなる解を選択するかは意思決定者自身の価値判断に依存する
という事実を指摘し，この選択行為を記述するには，意思決定者の選好を
組み入れた理論モデルを検討しなければならないという研究課題を提示し
た。この点を考察することが本稿のテーマである。
　すなわち，ここでの目的は，次式で定義される意思決定老の効用を最大
にする解一以下，これを効率解と区別するために有効解（effective　so－
1ution）と呼ぶ一を発見する方法を明らかにすることにある。
　　〃2ακこ1〔ア1（κ），　ノ「2（κ），・・・…　，！‘（κ）〕　　　　　　　　　　　　　　　　　　　　　（33）
　　κεX
　ここで，κは1×πの決定変数ベクトル（x1，……，x。），　Xは実行可能
解集合，五（κ）は第∫目標に関する目的関数式，σは意思決定者の効用関
数を表わす。
　しかし，ひの形は，前稿で指摘したように，明示的には知りえないので，
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通常の最適化手法によって上式を解くことはできない。そこで・意思決定
者との情報交換ないしは対話の場を想定して・0’に関する部分的な情報を
入手し，それに応じて局地的な最適解を探求しながら・順次・全体最適
（有効解）に近づいていくという相互作用的な方法（interactive　approa－
ch）を考えることにする。本稿では，このような意思決定者との応答過程
に適用可能な方法としてこれまで展開されてきたもののうち有力と思われ
るアプローチを吟味するとともに，MOLPのアウトプット情報がそこに
おいてどのように機能するかを検討する。
IV　Geoffrionらのアブμ一チ
　さき「のMOLPでは最大化問題を扱かった。したがって，限界効用逓減
を仮定すれば，効用関数σは，原点に対して凹の，各目標値の増加関数で
あると想定することができる。また，われわれの決定変数XJは連続変数
であるから，σは微分可能であると仮定することがでぎる。
　Geffrion，　Dyer　and　Feinbergは，以上の仮定が満たされれば，（33）
式を解くのに，非線型計画問題に対する勾配法による解法の1つとして
Frank－Wolfが展開した以下のアルゴリズム（22）が適用可能であることに
着目した（23）。
ステップ0　任意に初期解κ1εXを選び，ん＝1とおく。
ステップ1　勘から他の解に移る方向を決めるために，次の方向探索
　問題（direction－finding　problem）における最適解俳を求める。
　　〃2ακ7∬σ〔〆’1（κ陀），・・・…　，ア己（κκ）〕　・〃　　　　　　　　　　　　　　　　　　　　　（34）
　　〃εx
　なお，〃はnx1の決定変数ベクトルである。
　そして，砺＝齢一戯とおく。
ステップ2　翫の方向への移行幅（ステップ幅）をぎめるために，次
　式の最適値乱を求める。
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　　　”zακ　　σ〔ノ「1（」じん十fd眺），’一’・冒，ア己（κκ＋fd鶉）〕　　　　　　　　　　　　　　　（35）
　　0≦f≦；1
　そして，翫＋1；臨＋’κ砺，々＝々＋1　として，ステップ1に戻る。
　以上の繰返し（iteration）は，理論的には，解識が前の繰返しで求め
られた解κ圖と等しくなる時点で終了する。その勘が収束解となる。
　のひ〔！1（κの，……，ア‘（κの〕は目標空間〔ア1（κの，……，ノ乙（κの〕における
びの勾配であるから，（34）式は，簸におけるσの線型近似値を最大にす
る実行可能解（〃のを求めることを意図する。したがって，蘇一勘で定義
される戯は，効用が最大に増加する簸からの移行方向を示すことにな
る。その移行幅はステップ2で決められる。
　ところで，σ（／）が明示的には不明であるから，各ステップにおいて，
それに関する部分的な情報が意思決定者から与えられなければならない。
この点をまずステップ1からみていこう。（34）の目的関数式は，チェー
ン・ルールによって，次のように展開される。
　　みσ〔∫1（κの，……，ノ‘（κの〕・〃
　　　　　　　　　　　　∂メ1　　　∂プ1
　　　　　　　　　　　　∂x1”∂x。
　　一（∂ひ　　　　∂ひ∂！1”∂メ‘）i　　i・〃
　　　　　　　　　　　　∂デ、　　∂デ、
　　　　　　　　　　　　∂X1”∂X。
一壷（∂σ∂あ）孫（切・〃　　　　（36）
　ここで，（∂ひ／∂∫逆は所与の目標値〔ア1（κの，……，アz（κの〕で評価した
第f目標に関するσの偏導関数，すなわち第f目標に対する限界効用を表
わし，7。メ包（κ起）は凝における五の勾配（gradient）を表わす。
　前述の仮定から，（∂σ／∂プD陀は，すべての’について，正であるから，
（36）式を任意の∫に関する（∂σ／∂あ）南で除しても，最適解翫の発見に
はなんら影響を与えない。したがって，さきの探索問題（34）式は，第1
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目標を基準（reference　criterion）にすれば・次式と等価とみなしうる。
　　　　じ　　〃σκΣ筋鳶ク♂乞（κの・〃　　　　　　　　　　　　（37）
　　〃εx何
　ただし，砺㌃会（∂σ／∂プDワ（∂σ／毎1ン　　∫＝1，……ノ
　ウェイトωz匙は，現在の解（κκ）における第1目標（∫1）と第ゴ目標
（あ）との間の無差別なトレード・オフ比（限界代替率）を意味する。した
がって，この値は，意思決定老に対して，他の目標を一定と仮定した場合
に第1目標1単位の減少を丁度補うには第f目標が何単位増加することが
必要かを問うことによって明らかになる（24）。識における2つの目標点を
Rとし，そこにおける意思決定者の無差別効用曲線が第4図のように描か
れたとすると，婦は，R点におけるこの曲線に対する接線またその法線
の角度によって規定されるから，次式によってほぼ近似される。
　　ω乞此＝一（△∫1／ムプ『葱）　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（38）
〜
第4図　無差別効用曲線uとWi
R
??
　　　　　　　　　　　　　　　　一w‘　　　　　　　0　　　　　　　　　　　　　　　　∫‘
　雌の値がこうして求められれば，（37）式は通常の線型計画問題であ
るから，最適解翫は容易に導かれる。
　ステップ2においても，（35）式の効用最大点を規定する乱の値は意思
決定者の決定事項である。この選択を的確に行わせるには，‘の変動に応
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じて目的関数値∫ε（凝＋fzのがどのように変化するかのトレード・オフ情
報が提供されなければならない。
　ここで，方向探索問題（37）式とMOLPとの関連を検討しておこう。
MOLPの一般式は，前稿において，次のように定式化した。
　目的関数：之（κ）＝（c1・κ，‘2・κ，……，o乙・κ〉一→〃zακ
　　　　　　　　　　　　　　　　　　　　　　　　　　　　（1）
　制約条件：κεx
　これを前提にすれぽ，ア乞（κ）＝c乞・んであるから，
　　7ωノ％（κ尾）＝♂　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　 （39）
　という関係が成立する。したがって，これを（37）式に代入すれぽ，次
式になる。
　　　　じ　　初ακΣω名κc乞・汐　　　　　　　　　　　　　　　（40）
　　〃εx輩昌1
　これは，前稿で述べた（18）式の加重総和問題に他ならない。したがっ
　　　　　　　　　　　　　　　ピて，ω許を規準化して，歴＝蝉／Σ勘κとおけば，意思決定者がステップ
　　　　　　　　　　　　　　乞置1
1で表明する歴が，旧稿（20）式で定義される領域」（κつに属してい
るとすれば，（40）式の最適解翫は効率的端点κγに一致することが確認
される。
　つまり，このアルゴリズムは，MOLPを前提にすれぽ，意思決定者が
表明した瀞に対応する効率的端点を探求するプロセスを繰返しながら，
最適な効率解に到達しようとするものである。この点を検討するために，
前回で示した数値例に基づいて，各ステップをフオ戸一しよう。
　繰返し　1
ステップ0　任意の初期解κ1として効率的端点κ5＝（971．4，2，925．7，
　0，1，257．1，428．5）を選んだとする（25）bその3つの目標値は，第7表
　より，9（κ5）＝（96．51，53．46，39．2）である（26）。々＝1とおく。
ステップ1　　この目標水準に．対する無差別なトレード・オフとして，意
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　悪決定者が次のように表明したとする。
　　五と乃の間のトレード・オフ：
　　　（96．51，　53．46，　39．2）～（96．51－1，　53．46＋8，　39．2）
　　！1とんの間のトレード・オフ：
　　　（96．51，　53．46，　39，2）～（96．51－1，　53。46，　39．2＋8）
　これより，
　　ω21＝一ムノ『1／ムブ2＝1／8
　　z〃31＝一△∫1／△！13＝1／8
　となって，が＝（1，1／8，1／8）を得る。これを規準化すると，λ1＝（0．8，
　0，1，‘0．1）となるから，前稿第2図より，λ1M（κ1）が観察される。し
　たがって，〃1は効率的端点解κ』（2，000，2，000，0，0，1，000）に一
　致することが判明する。したがって，効用の増加方向は砥＝〃1一κ1＝
　（1，028。6，一925．7，0，一1，257．1，571．5）となる。なお，効率解κ1
　における目標値は2（κ1）＝（110，43，28）である。
ステップ2　f1を決定する資料として，’を0．2のインターバルに区切
　って五（κ1＋配1）を次のように計算する（27）。
?
0．0 0．2 0．4 0。6 0．8　　1．0
???96．51　　　99，21　　　101．91　　　104．60　　　107．30　　　110
53．46　　　51．37　　　　49．28　　　　47．18　　　　45．09　　　　43
39．20　　　　36．96　　　　34，72　　　　32．48　　　　30．24　　　　28
　　このトレード・オフのなかから，意思決定者がf1として0．8を選ん
　だとする。したがって，κ2；κ1＋fld1＝（1，794．3，2，185．1，0，257．5，
　885．7）が繰返し1における最適解となる。
　　ゐ＝ん＋1＝2として，次の繰返しに入る。
　繰返し　2
ステップ］　現在の目標水準あ（κ2）に対して，意思決定者が次のよう
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　な無差別トレード・オフを表明したとする。
　　！1と乃の間のトレード・オフ：
　　　（107．30，　45．09，　30．24）～（107．30－1，　45．09＋1，　30．24）
　　！1とみの間のトレード・オフ：
　　　（107．30，　45．09，　30．24）～（107．30－1，　45．09，　30．24＋2）
　　これより，
　　　刎22＝一△〃△∫2＝1
　　　ω32＝一△∫1／△∫』こ0．5
　となって，ω2＝（1，1，0．5）を得る。これを規準化するとλ2＝（0．4，
　0．4，0．2）になって，第2図より，λ2訓（κ2）が観察される。したがっ
　て，〃2は効率的端点解∬2＝（2，000，2，000，0，1，000，750）に一致す
　る。なお，z（κ2）＝（105，50．5，32）である。それゆえに，効用の増加
　方向は，d2＝〃2一κ2＝（205．7，一185．1，0，742．5，一135．7）となる。
ステップ2　繰返し1と同様に，ゐ（κ2＋f2d2）を次のように計算する。
f 0．0 0．2 0．4 0，6 0．8 1，0
107．30　　　106．84　　　106．38　　　105．92　　　105．46　　　＝LO5
45．09　　　46．17　　　47．25　　　48．34　　　49．42　　　50．5
30．24　　　　30．59　　　　30．94　　　　31．30　　　　31．65　　　　32
　　このなかから，意思決定者は’2として1．0を選んだとする。その結
　果，κ3＝κ2＋’2♂2＝（2，000，2，000，0，1，000，750）となって，効率的
　端点κ2がこの繰返しにおける最適解となる。た＝ん＋1＝3として，次
　の繰返しに移る。
　繰返し　3
ステップ1　　この目標水準五（κ3）に対して意思決定者が次のトレード
　・オフを無差別であると表明したとする。
　んと五の間のトレード・オフ＝
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　　（105，　50．5，　32）～（105＋0．4，　50．5，　32－1）
　乃と乃の間のトレード・オフ：
　　（105，　50．5，　32）～（105，　50．5十2／3，　32－1）
　これより，
　　zσ13＝＝一（△∫3／。！1）＝2．5
　　ω23＝一一（ムノ「3／ムノ「1）＝1．5
となって，が＝（2、5，1。5，1）を得る，これを規準化するとλ3＝（0．5，
0．3，0．2）となって，第2図より，λ3M（κ2）が観察される。したがっ
て，〃3は効率的端点κ2に一致する。この解はさきの繰返し2で求めた
最適解κ2と同一であるから，効用の増加方向d3は零ベクトルになる。
つまり，これ以上効用が増加する解は存在しないことを意味するから，
効率的端点κ2が収束解（有効解）であることが判明する。
　ところで，以上の例示において，繰返し3では基準目標が第1目標から
第3目標に変吏されている。これは目標値の増減方向をめぐって，第3目
標と他目標との間にコンフリクトが生じたためである。
　また，本例においては，繰返し2においてf2として1．0という端点を
指定したので，効率的端点がそこでの最適解となった。そのゆえに，次の
繰返しでこのアルゴリズムの理論的な収束条件である凝＝κ局という状
態に到達することができた。’の選択にあたって，端点ではなく一次結合
解が選択され続けるとすると収束に至るまでに要する繰返しは不必要なま
でに長くなる。近似解で十分であるとすれば，より現実的な収束条件を設
ける必要が生じる（28）。
　この点を考慮にいれるとすれば，このアルゴリズムは比較的数少ない繰
返しでもって有効解に到達することができる。また，前述した仮定さえ満
足しておれば，∫包（κ）と凸集合Xが一次式で構成される必要もない。さら
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に，（40）式は通常のLP問題であるから，効率解集合が既知であるとす
る前提も必要としない。この意味において，このアプローチはかなり幅広
い適用領域をもっているということができる。さらに，目標計画法が要求
したような目標間の相対的重要性に関するアプリオリな選好情報を必要と
しないという点（29）と決定問題に対する意思決定者の学習プロセスを含ん
でいるという点がこのアプローチの大きな特徴である。
　しかし，決して問題点がないわけではない。このアルゴリズムの中心的
な役割を果たすウエイト婦とステップ幅乱の値が意思決定者から，こ
こで期待するほどの正確性と整合性をもって入手することができるかどう
かが重要な問題となる。それらが信頼に値しないものであるとすれば，こ
の解法自体が無意味なものになる。さらに追求する目標数が増えれば増え
るほど選好関係は複雑になるし，繰返しが進めば進むほど選択幅が狭くな
るから，矛盾のない判断を表明するには，意思決定者はかなりの心理的負
担を覚悟しなけれぽならない。
　それゆえに，そうした心理的負担を軽減しながらより正確な情報を入手
する方法を開発することが次の課題となる。ウエイト醗の決定にあた
って，意思決定者がコンピュータとの応答を繰返しながらでぎる限り無差
別なトレード・オフを表明できるようにするタイム・シェアリングによる
コンピュータ・プログラムが開発されたのもその試みの1つである（30）。
　次節で検討するZionts－Walleniusのアプローチも，ウエイトの測定に
かかわる困難性を別の角度から克服することを意図したものである。その
議論に入る前に，GeoffrionらのアプローチおよびMOLPとの関連づけ
を行いながらその理論的な前提を考察することにしよう。
V　Zionts－Walleniusのアプローチ
そこで，別の観点から（33）式の最適解を発見する方法を考えてみる。
37
任意の効率的端点かにおいて，これを全微分すると次式になる。
　　　　に　4乙r＝Σ：（∂σ／6ゾ途）滝・（ノ「6’）産　　　　　　　　　　　　　　　　　　　　　　　　　　　　（41）
　　　　蔦“1
　全微分4こ1はガの近傍における効用σの微少変化量を示す。さきほど
と同様の考え方に従って，（∂σ／∂∫乞）北を婦におぎかえると，次式にもと
づいて分析を進めていくことができる。
　　　　　　　　1）σ＝Σ＝　z〃許・（ノ㌔’）陀　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（42）
　　　　乞＝1
　すなわち，最初の繰返し（ん＝1）において，任意の初期解臨（＝κつに
隣接する端点のうち，上式の全微分Dひが最も大きなプラスになる一
つまり効用がもっとも増大する一端点（κ南＋1）に移行する。次の繰返し
（ん軍一十1）においても，移行先の端点（凝）から，再びDひがプラスに
なる方向に端点を移行していく。この繰返しを続けていけぽ，最終的には，
効用最大点に到達するであろうというのがここでの考え方である。
　しかし，そのためには（42）式の2つの構成要素の値が知られなけれぽ
ならない。ウエイト畔の値は意思決定者から提供されることについて
は既に述べた。（メ¢’）北は，繰返し々における端点から他の解に移行する場
合の第f目標の微少変化量を表わす。しかし，現時点の解が効率的端点上
にあるとすれば，他のいずれの効率的端点に移るにしても，ある目標値を
増加させるには，他のいずれかの目標値が減少することを覚悟しなけれぽ
ならない。この意味におけるトレード・オフ情報は，MOLPを前提にす
れぽ，多規準シンプレックス表（第1表）の判定基準要素εノから得られ
る。
　々＝1の初期解κ1として，さぎの数値例における効率的端点κ5が選
ばれた仮定すると，これに対応する（〃）1つまり（4）1は，第10表の形
で入手される。なお，この数値はシンプレックス法のルールに従って計算
されているから，正の値は目標値の減少を，負の値はその増加を表わす。
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たとえば，x3の列についていうと，この変数を基底に導入することによ
って，1単位当り，時間目標（プ3）は変化しないが，利益目標（ア1）は
ユ6．36減少するのに対し，売上目標（∫2）は5．82増加することを示す。
なお，S1とS2の列には負の要素がないから，これを基底に導入すると効
率解から非効率解集合に離脱する。したがって，ここでの選択対象になる
実行可能なトレード・オフは，x3，　s3，　s5の3つになる。第10表には，こ
れらを基底に導入した場合の移行先である隣接端点解が示されている。
　　　　　　第10表　効率的端点κ5における判定基準要素zノ
レ＼配晒
．??．?? 16．36
－5．82
0
S1
2．81
0，41
0
爵??
??????
非効率解
S2
0．73
0．37
0
S3 S5
一1．18　　　　－1．25
0．41　　　　　1．88
　1　　　　　1
非効率解　　κ2 κ6
　つまり，MOLPを前提にすれば，（アz’）』（一9ノ）㌃という関係が成立す
るので，現在の解を構成する非基底変数の集合（ノ）に属するすべての変
数ブについて，（42）式は次式のように変換することができる。
　　　　　む　　1）σノ＝Σコ　ω包㌃・（一2ノ）㌃　　　ブεノ　　　　　　　　　　　　　　　　　　　　　　　　　　（43）
　　　　　包昌1
　さて，上記の数値例に戻って，3つのトレード・オフのなかから，どれ
を選ぶかは，意思決定者への直接質問によって婦の値が判明すれば，こ
れを用いて算定した各D防のうち，正の値が最大になる変数ブを求める
ことによって決まる。初期解κ1＝κ5に対する意思決定者の無差別トレー
ド・オフ比が，前節の数値例と同じく，ω1＝（1，1／8，1／8）であったと仮
定すると，D防は次のようになる。
　x3：1×（一16．36）十〇．125×5．82　　　　　　　　　　　　　　＝一15．63
　s3　：1×1．18　　　　　十〇。125　x（一〇．41）十〇．125×（一1）＝　　　1．00
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　s5　：1x1．25　　　　　十〇．125×（一1．88）十〇．125×（一1）＝　　　0．89
　したがって，繰返し1においては，s3が選ばれる。その結果，新しい端
点は効率解κ2に移行する（κ2＝κ2）。その点における判定基準要素（9ノ）2
は第11表の形で入手される。
　　　　　　第11表　効率的端点κ2における基定基準要素zメ
3X
?〉 S1 S2
．」．?、??
新しい解へ
の移行先．
14
－5
2
0．75
1．13
1．75
ズ3 非効率解
2．5
－0．25
－1．5
非効率解
S4
　4．13
－1．44
－3．5
κ5
S5
一1．25
　1．88
　1
κ1
　々＝2において，この解に対する意思決定者の無差別トレード・オフ比
が，これもさぎの例と同様に，ω2＝（2．5，1．5，1）であったとすると，
各Dσ」の値は次のように算定される。
　x3：2．5×（一14）　　→一1．5×5　　　　　　十1×2　　　＝一29．5
　s4　：2，5×（一4．13）＋1．5×1．44　　　＋1x3．5　　＝一4．68
　s5　：2．5×　　1．25　　十1．5×（一1．88）＋1x（一1）＝一〇．7
　このように，すべてのD防が負の値になるということは，現在の解
（κ2）から他のいずれの隣接解に移行しても効用が減少することを意味す
る。したがって，この時点において，効用最大点（有効解）に到達したこ
とがわかる。
　つまり，すべてのノεノについて，
　　こ　　Σω詐（一一9ゴ包）κ≦0　　　　　　　　　　　　　　（44）
　　包μ1
となることが収束条件である。端点の数が有限であるかぎり，有限回の繰
返しでもって収束解に到達する。
　ところで，（44）式は，畔を規準化した瀞におきかえれば，4（κつ
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を規定した前志の（20）式と一致することが確認されるであろう。このこ
とからも，（44）式を満足する好の値は，効用最大点におけるトレード
・オフ比率であるから，意思決定者にとってもっとも望ましいウエイトで
あることが理解される。
　しかし，以上の解法においても，意思決定者が砺たに一意的な値を特
定できるかどうか，あるいはそれが信頼できるかどうか，という，前述し
た問題が未解決のまま残っている。この点を考慮して，直接質問に変えて，
モデルの提供する代替的トレード・オフ（9」ツを意思決定老が好むか好
まないか，というイエスかノーで答えられる質問におきかえる方法を提案
したのがZionts－Walleniusである（31）。
　イエスという回答は（43）式のD防が正であることを，ノーという回
答はそれが負であることを示唆するから，回答内容に応じて，それに適合
するωノが属する範囲を限定していくことができる。かりに，さきの例
において，第11表の3つの実行可能トレード・オフに対して，意思決定者
がすべてこれを拒否したと仮定すると，規準化したウエイト2‘で表わせば
次の不等式が成立する。
　　x3：一14　　λ12＋5　　え22十2　　え32≦O
　　s4　：一　4。13え12＋1．44222一壬一3，5～32≦O
　　s5　：　　　1．25λ12－1．88222一　　　ノ32≦0
　　　　　　　　　　　λ1，λ2，23≧0
　これが（44）式の収束条件を満たしていることは明白である。なお，こ
の制約条件式を満足する実行可能なλ2の領域は第2図の濯（κ2）に完全
に一致する。このように，間接質問による場合は，ω詐ないし歴は，点
推定値ではなく，区間推定値として得られるが，そのこと自体は有効解の
発見にはなんら障害にならない。
　ここで，MOLPと関連づけながらZionts－Walleniusのアルゴリズム
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を要約しておこう。なお，MOLPによってすべての効率的端点（κつと
それらの各々に対応する判定基準要素9ノがアウトプットされているもの
と仮定する。
ステップ0　基準化したウエイトλ1として，任意の値を指定する。
　々＝1とおく。
ステップ1　落に対応する効率的端点（κつを凝とおき，その判定基
　準要素を（Zのκとする。
ステップ2　娩を構成する非基底変数の集合ノを，効率変数（effici－
　ent　variab】e）と非効率変数（inefficient　variable）とに分類するた
　め，各非基底変数Xp（ρεノ）について，次のLP問題を解く。
　　　　　　　ヒ　　目的関数：Σλ民z㌔）㌃一→〃加
　　　　　　　司　　　　　　　　　　　　　　　　　　　（45）
　　　　　　　ろ　　制約条件：Σλ‘（ξノ）κ≧0　　　　ブεノ：ゴキρ
　　　　　　　乞昌1
　　　　　　　ア　　　　　　　ΣλF1
　　　　　　　‘停1
　　　　　　　　λ包≧0　　α＝1，……，の
　　効率変数は，これを基底に導入することによって隣接する効率的端点
　に移行でぎる変数であり，非効率変数：は効率解集合から非効率解集合に
　離脱させる変数である。ろを決定変数とする上式のLP問題の最小値
　が負になる変数は効率変数，正になるそれは非効率変数に分けられる。
ステップ3　効率変数Xpの各々について，意思決定者に対して，「第
　1目標が（ζp1ア単位，第2目標が（9p2）κ単位，……，および第♂目標
　が（9μア単位だけ，それぞれ減少するトレード・オフを受け入れるか
　否か。イエスかノーか，それとも無差別か」をたずねる。
　　すべての効率変数に対する答えがノーであるとすれば，現在の解臨
　が収束解となって，繰返しは終了する。
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　　そうでなければ，回答内容に応じて，各変数について，ゐを未知数
　とする次の制約条件式を構成する。
　　イエスと答えた変数：
　　　　　じ　　　　　Σλ乞（Zの紀〈一ε　　　　　　　　　　　（46）
　　　　　ド1
　　ノーと答えた変数：
　　　　　こ　　　　　Σλ乞（9のκ〉ε　　　　　　　　　　　　（47）
　　　　　乞＝1
　　無差別と答えた変数：
　　　　　ノ　　　　　Σ2z（9の北＝0　　　　　　　　　　　　（48）
　　　　　z－1
　なお，εはごく小さな正の値を表わす。
ステップ4　　ん回までの繰返しで得られた各々の（46）～（48）式と，
　じ　Σλ¢＝1，λ；≧0（∫＝1，……，Z）を満足する実行可能解ろを炉＋1とお
　包＝1
　く。
　　々＝々＋1としてステップ1に戻る。
　ここで，効率変数という概念に簡単に触れておこう。これを規定する
　　　　　　　　　　　　　　　　　　　　　　　　　　こ（45）式は，最小化問題を最大化問題におきかえれば，〃鱗Σ痘（一9のκ
　　　　　　　　　　　　　　　　　　　　　　　　　　乞一1
となるから，この最大値が正（最小値が負）になるという条件で定義され
る効率変数とは，（43）式より，意思決定者の選好構造如何によっては効
用が増加する可能性のある変数と解することがでぎる。同一の論拠に従え
ば，非効率変数とは，意思決定者の選好がいかなるものであったとしても
その効用を増大させる可能性のない変数ということになる。
　こうした類別を行ったうえで，効率変数のなかのどれを選好するかを意
思決定者に問う。上記の質問にイエスと答えることは，そのトレード・オ
フが効用の増加をもたらすことを示唆するから，意思決定者の選好構造
　　じ　　　　　　　　　　　　　　　　　　ど
は，Σえ民一9p伊＞0とΣλ乞＝1を満足する痘の範囲によって表わさ
　　包冨1　　　　　　　　　　　　　　　　乞富1
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れることになる。それが（46）式の意味である。（47）（48）式についても
同様の解釈がなりたつ。
　つまり，ウェイトλのすべての可能な集合浸のなかから，意思決定者
の選好にもとづいて，それに適合しない部分集合を順次排除していき，最
後まで消去されなかった領域濯（κつを発見すれぽ，それが効用最大を保
証するから，これに対応する効率的端点κ「を有効解とみなす，というの
がこのアルゴリズムの考え方である。
　以上のアプローチにおいては，意思決定者はイエスかノー（あるいは無
差別）かを答えるだけであるから，それに要する心理的な負担はGeoffrion
らの方法と比べれば遙かに軽減される。しかし，このような答を引出すに
は，収束に至るまでの各段階において，相当量のトレード・オフ情報を意
思決定者に提供しなけれぽならない。この情報要求に応えるには，トレー
ド・オフ情報をアルゴリズミックに産出できる有力な数理手法の存在する
ことが前提条件となる。現在のところ，MOLPを除けば，そのような手
法は極めて数が少ないから，このアプローチにはそうした面からの適用領
域の制約があるように思われる（32）。
　また，かりに決定問題がMOLPで定式可能であるとしても，その規模
が拡大すると，効率的端点の数が飛躍的に増加するので，隣接する端点を
順次移行していくというこの方法では，効率変数の識別が煩雑になるだけ
でなく，収束までに要する繰返しが長くなるという難点が表面化する。こ
の問題の解決には，効率的端点の数を必要最小限に縮少する手法の適用が
有力であると思われる。それが次姉のテーマである。
　その検討に入る前に，この方法に依拠した場合の収束解とGeoffrion
らの方法によった場合のそれとを比較しておこう。MOLPを前提とする
とき，Geoffrionらの方法では，効率的端点だけでなく，それらの一次結
合解も有効解となりえた。それに対し，この方法では，ここで述べたアル
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ゴリズムをとる限り，端点解しか有効解になりえない。これは，Zionts－
Walleniusの方法のなかに，端点解と一次結合解との間の効用の大小関
係を問うメカニズムがないことに由来する。意思決定老の効用関数が局地
的には線型であると仮定すれぽなんら問題は生じないが，そうでないとす
るならば，一次結合解との優劣を問うステップがつけ加えられなければな
らない（33）。
VI　Steuerのアプローチ
　前浜において，MOLPを現実の問題解決の場に適用しようとする際に
生じる問題として次の点を指摘した。制約条件式や目的関数式の数が増加
すると効率的端点の数が飛躍的に増大し，これを求めるための計算量が膨
大になるだけでなく，そのなかから有効高を選びだす作業が極めて困難に
なるので，MOLPの現実的な適用を促進するには，効率的端点の数を処
理可能な範囲にまで縮少する方法が開発されなければならない，という点
であった。これに関する研究がSteuerによって行われている（34）ので，
本節では，このアプローチを検討することにしよう。
　前稿（1）式のMOLPは，次のように表わすことができる。
　　2プア．｛Cκ1κεX｝　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（49）
　Cは獄κの目的関数行列であり，¢ヴはすべての効率的端点を発見す
ることを命令する記号である。前稿で述べたように，（49）式は，次式を
最大にするすべての端点について，次の加重総和問題を解くことと等価で
ある。
　　規ακ｛λCκ1κεX：λε！歪1｝　　　　　　　　　　　　　　　　　　（50）
　　ただ・，・』｛えεZ「己1λ乞ε（0，　1）・か一・｝
　通常のMOLPでは，λに関する情報は完全に未知であることを前提に
して効率的端点を探求した。しかし，これまでみてき「たように，意思決定
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者がλに特定値を指定することはたしかに容易ではないが・真の値が属
すると思われる区間の推定ぐらいは決してなし得ないわけではない。そう
した情報が入手できたとすれば，効率的端点の数を減少させられるのでは
ないか，というのがSteuerの発想である。
　すなわち，効率的端点の数は1個の目的関数の勾配によって作られる凸
錐（gradient　cone）のサイズが大きくなればなるほど増加し・小さくな
れぽなるほど減少するという関係に依拠して，（49）式で構成される凸錐
をその部分集合に縮少することを考える。ぞうすれば端点の数が減少する
からである。このように部分集合への縮少を行うために，λの区間情報を
利用するわけである。そこで，このλ情報にもとづいて，もとの凸錐が
どのように縮少されるかをフォローしてみよう。
　λの区間情報が入手できたとすれぽ，さきの加重総和問題は次のように
定式化される。
　　摺θκ｛λCκ1κεX：λξz正2｝　　　　　　　　　　　　　　　　　　　　　　　　　（51）
　　ただい・一｛｛λεE‘1λ乞ε（1盛，砺）・抑・一・｝
　ここで，」包と貌は，それぞれ，るの下限と上限を表わす。上式を解け
ばよいのであるが，直接的にこれを求める方法がないので，これと等価の
関係にある次のMOLP問題に変換する。
　　θプア詔｛Z）κ［κεX｝　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（52）
　ここで，目的関数行列Dは，次式で定義される9個の行からなるσ×π
の行列である。
　　｛♂1，・・…　㍉げσ｝一｛姻・一勘・C・・1〈・《・一・　（53）
　　に対して艸融レ応・・＋かく・・｝
　（53）式によって行列Dを構成するのは，嬢σ盛，砺）にもとづいてもと
の凸錐に属する部分集合を確定するためである。そこで，（53）式の意味
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を具体例で明らかにしよう。
　かりに意思決定者が，次のような区間推定を行ったとする。
　　G．3〈λ1〈0、5，　0．2≦λ2〈0．5，　0．1≦三23≦：0．6　　　　　（54）
　これにもとづいて，いずれか2つ（＝」一1）のλ包に上限値と下限値を
指定して，12｛＝2」（」一一1）｝とおりの組合わせをつくり，そのうち，残り
の1つのλ5の値がむと砺の間の可能域に入る組合わせを求める。この
例では，次のように，これを満足する5つの重みベクトルの集合が得られ
る（ブ＝1，……，5）。
　　　　　　↓　　　　　　↓　　　　　　↓
巨三・…；一坐亙：「璽τ1
評3“2a51…α3『α1■一α2α11
1：：：：：：：：：…：ll㍍：：：…、瞬1：1：：∵）
0．50．5一…　α5－0。6…　一〇．5α6I
L＿＿一一一＿＿＿㎝＿．　L　　　　　　　　　…　L一一一＿＿．＿　　」
　この5つの重みベクトルで構成される行列をTλとすると，（53）式よ
り，行列Dは7’、Cによって規定される。　MO■Pの前稿の数値例でこれを
求めると，次のようになる。
　　　　　　「0．3　　0．2　　0．5－1
D＝TえC＝
10．3　0．5　0．2﹇
0．5　0．2　0．3
0．5　0．4　0．1
－0．4　0．5　0．1一
一6．4　　13　11．2
7。15　　13　　14，8
9　　　ユ5　14．4i9．5　　15　　16．8
L8．45　　ユ4　　16、4
一15　20　20
4．510　16
－2　10　4
6．2　　ユ6．8－
8　　19．8
6．2　24
7．4　26
8　　23．4一．
5　40－
1　14
5　4一
前稿に示した制約条件のもとで，このDを目的関数行列とするMOLP
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を解くと，効率的端点は，さきのκ2とん5の2つとなって，原問題より
端点の数は4つ減少する。
　なぜそのように減少したかを別の角度から考えてみよう。第5図は，
・（の細いた第・図のう焔腔｛論い煎・F1｝鍾ねた
ものである。これをみれぽ，（52）式で求まる端点は，浸2と共通領域を有
する∠2（κつに限定されるということが理解されるであろう。それ以外の
∠（κつに対応する端点は，意思決定者の選好に適合しないから，考察の対
象外におくことがでぎるわけである。
　　　　　　　λ、　　　第5図．A（κ「）とパ
／．k（■6）
／
／／
／A（∬5）
　　諺勿
Aω物
　　　　　　　0　　　　　　　　　　　　　　　　　　　　　λ2
　このように，原問題を（52）式に変換することによって，意思決定者に
とってレリバントな解だけをアウトプットすることが可能になるのである
が，その代償としてここに新たな問題が生じる。それは，目的関数の数
（のが増加すると，Pを構成する行の数（のが急速に増大するという関
係が働いて，（52）式を解くのに要する計算量が禁止的に膨張するという
事実である。この難問を避けるために，次のような妥協策が提案されてい
る。それは，端点数の縮少能力を若干犠牲にしても，4＝1という条件を
維持するために，行列Dにかえて，Zxπの目的関数行列Eを構成して，
次のMOLPを解くという方法である。
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　　θL〆アτ｛Eκ1κεX｝　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（56）
　この行列Eは，もとの凸型よりは小さいが，（53）式で規定される部分
集合を内包する集合を得るためのものであり，以下の手続に従ってこれを
求める。
　まず，（55）のろの各列のなかの最小値を下限値（のとし，上限値（κの
を1として（これによって定義される領域をがとする），これを（53）式
に適用する。さきの数値例でいえば，新しいインターバルは次のようにな
る。
　　0．3≦三λ1≦1，　0．2≦三λ2《1，　0．1くλ3≦三1　　　　　　　　　（57）
　これを（53）式に適用すると，新しい重みベクトルは次の3つになる。
　　　　　　↓　　　　　　↓　　　　．　↓
　・1あ旭…．一・・ろ2・…「ろ亀あ
　　　　　　　I　　　　　　　　　　　　I　　　　　　　I　O．3　0．2　0．5　…11　　α3 0．6　α1　12　　0．7　0．2　0．1　i3
　　　　　　　　　1　　　　　　　　　　1　　i　　　　　　　　　　…i…　　一…　α・一・■一α・・
11　0．2一一1…1　＿0．1旨　一1　0．12　　　　　　　　　　　　　　　　　　　　　　　　　　　　旨1、　＿　…1　＿1一＿、。．－
1＿．　　　　　　1　　　　　．　1』　　　　　1
　したがって，行列Eは，次のように計算される。
E＝
一〇．3　0．2　0．5－i　－15　　20　20
　　　　　　　　0．3　0．6　0．1「　　4．5　10　16
　　　　　　　　LO．7　0．2　0．1－2　L2　　10　4
－6．4　　13　11．2　6。2　16．8－1
　7．4　　　13　　16　　　8，6　　20．8　1
－11．6　　17　17．6　6．2　31．2一
5 40一「
11　14
5　4－1
　このEを目的関数行列とするMOLP問題を解くと，効率的端点は，
が，κ2，κ5の3つとなる。
　第6図はこの関係を示している。瀞は（57）式を満足する集合である。
〈56）式で求まる効率的端点は，zf3と共通領域を有する∠（ガ）に対応する
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第6図A（κ「）とA3
A（6）
　　　　　　A（％4）
　　　　　　／珍．　　　▲
訊シ、　　　　　　　　　A（κ3）
　　　　　　　　／／
A（2）
0 1　λ2
ものに限定され，濯2d3であるから，端点の縮少力は（52）式よりは低下す
る。しかし，計算量の節約というメリットがあるから，規模の大ぎな決定
問題に対しては，この方法を適用することが現実的であろうと思われる。
ま　と　め
　本稿においては，MOLPからアウトプットされる効率的端点のなかか
ら，意思決定者の選好にもっとも適合する最適解を見い出すプロセスに焦
点を当て，2つの解法を吟味した。また，ウエイトに関する区間情報が入
手されることを前提にして，意思決定者にとってレリバントな端点だけを
アウトプットする手法を検討した。各方法には，それなりの長所と短所の．
あることがわかった：。もちろん，本稿でとりあげたものの他にも，いくつ
かのアプローチが展開されているが，多目標決定という複雑なプロセスの
あらゆる情況への適用を可能とする完成度の高い手法は未だ出来上ってい
ない。しかし，こうした各種の手法の展開によって，多目標決定に対する
理解は徐々にではあるが深められていくであろう。
　本稿では，この決定過程におけるアルゴリズミックな側面に重点をおい
たので，意思決定者側の反応といった行動的心理的側面には敢えて触れな
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かった。しかし，この相互作用的方法が有効に機能するかどうかは，多分
に，意思決定者の反応如何に依存する。この側面を検討するには，意思決
定の具体的な場面を特定化したうえで論議を展開しなければならないであ
ろう。そこで，次稿においては，そのような場面として，企業予算の編成
過程をとりあげ，相互作用的方法が機能する情況に検討を加えることにす
る。
注
（22）cf．　M．　Frank　and　P．　Wolfe〔22〕．
（23）　A．Geoffrion，　J．　Dyer，　and　A．　Feinberg〔23〕．
（24）　トレード・オフ比率をもとめる各種の方法については，cf．　K．　MacCri－
　　1nmon　and　D．　Wehung〔26〕．
（25）　スラック変数s、～s5については無視する。
（26）第2目標については，以下前回の値を100分の1にスケール・ダウンする。
〈27）ステヅプ幅の決定のために情報を提供する方法として，これ以外にグラフ
　　による方法も考えられる。cf．　C．　Hwang　and　A．　Masud〔25〕，　PP．100～
　　109．
（28）C．Hwang　and　A．　Masud〔25〕では，1回の繰返しによる効用の増大率
　　が事前に定めた一定率以下になった場合は最適解に達したものとみなすとい
　　う現実的な収束条件が提案されている。
（29）ただし，目標計画法にもGeoffrionらの方法による意思決定者との応答
　　が可能であることが示されている。cf．　J．　Dyer〔20〕．
〈30）　cf．　J．　Dyer〔21〕．
（31）S．Zionts　and　J．　Wallenius〔29〕．
（32）MOLPにおける判定基準要素に相当するようなトレード・オフ情報を産
　　出する別の方法としてはW．Hall　and　Y．　Haimes〔24〕が開発したもの
　　がある。
〈33）その考え方については，cf．　S．　Zionts　and　J．　Wallenius〔29〕，　P．657．
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