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Summary
The impairment of cognitive function in Alzheimer’s is clearly correlated to synapse loss. However, the
mechanisms underlying this correlation are only poorly understood. Here, we investigate how the loss of excitatory
synapses in sparsely connected random networks of spiking excitatory and inhibitory neurons alters their dynamical
characteristics. Beyond the effects on the network’s activity statistics, we find that the loss of excitatory synapses
on excitatory neurons shifts the network dynamic towards the stable regime. The decrease in sensitivity to small
perturbations to time varying input can be considered as an indication of a reduction of computational capacity.
A full recovery of the network performance can be achieved by firing rate homeostasis, here implemented by an
up-scaling of the remaining excitatory-excitatory synapses. By analysing the stability of the linearized network
dynamics, we explain how homeostasis can simultaneously maintain the network’s firing rate and sensitivity to
small perturbations.
Author summary
Relating the properties of neuronal circuits with concrete functional roles pertaining to cognition and behavior
is a complex endeavour. This is especially true when it comes to diseases and dysfunctions, where we are
often left with high-level clinical observations (e.g. cognitive deficits and structural brain changes), without
understanding their relationship. A potentially fruitful approach to address this problem consists of employing
simplified mathematical models to test the relevant hypotheses, incorporating pathophysiological observations
and evaluating their tentative functional consequences, in relation to clinical observations. In this work, we
employ a spiking neural network model to study the effects of synaptic loss, as it is often observed in various
neurodegenerative disorders, in particular Alzheimer’s disease (AD). We show that the loss of synapses drives the
network into a less sensitive regime, which potentially accounts for the cognitive deficits of AD. We also endow the
circuits with a compensation mechanism which increases the weight of remaining connections to restore the mean
network activity. We demonstrate that this very simple compensatory mechanism can recover all the dynamical
features that are changed due to synapse loss. We further develop an analytical model that accounts for this
surprising finding.
1 Introduction
Accelerated synapse loss is a prominent feature in many types of neurodegenerative disorders, such as Huntington’s
disease, frontotemporal dementia or Alzheimer’s disease (Zhan et al., 1993; Brun et al., 1995; Morton et al., 2001;
Lin & Faber, 2002; Scheff et al., 2014). In Alzheimer’s disease (AD), synapse loss appears to be particularly
important, as it is widespread across different brain areas and constitutes a key marker in the AD pathology (see
e.g. Scheff et al., 2014).
The mechanisms underlying AD related synaptic modifications are currently the subject of intensive research,
which has revealed that a number of different alterations at the molecular level may ultimately lead to synaptic
decay (Sheng et al., 2012; Dorostkar et al., 2015; Tampellini, 2015), such as an abnormal occurrence of oligomeric
and aggregated β-amyloid-peptides (Aβ), an abnormal phosphorylation of the tau protein and the occurence of
neurofibrillary tangles, and a disrupted signaling in neuroinflammatory and oxidative stress responses (Tampellini,
2015; To¨nnies & Trushina, 2017; Frere & Slutsky, 2018; Rajendran & Paolicelli, 2018).
Previous studies have uncovered a strong positive correlation between cognitive impairment in AD patients
and synapse loss (DeKosky & Scheff, 1990; Scheff et al., 1990; Terry et al., 1991; Scheff & Price, 1993; Masliah
et al., 1994; Scheff & Price, 2003, 2006; Scheff et al., 2011). In contrast, correlations between the cognitive status
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and the density of plaques or tangles have frequently been reported as rather weak. Synapse loss is therefore not
merely a structural epiphenomenon of AD, but appears to be the physical correlate of cognitive decline.
While the most commonly reported early symptom of AD is memory deterioration, the disease is associated
with a wide range of other cognitive problems such as stereotyped, repetitive linguistic production, visuo-spatial
deficits and disorientation, apraxia, and loss of executive functions, i.e. planning and abstract reasoning (Bennett
et al., 2002; Weintraub et al., 2012). The observed progression of cognitive symptoms goes hand in hand with
brain tissue atrophy (Smith, 2002; de Toledo-Morrell et al., 2000; Thompson et al., 2003) associated with loss of
synapses (Chen et al., 2018), suggesting that the synaptic degeneration may underlie the cognitive deterioration
following the gradual involvement of different, functionally specialized brain regions.
It is known that AD-related molecular and cellular alterations, such as abnormal depositions of Aβ plaques
or atrophy rates, often significantly precede cognitive symptoms (see, e.g., Sperling et al., 2014; Jack Jr et al.,
2010, and references therein).
However, mechanisms exist that counteract synapse loss (Small, 2004; Fernandes & Carvalho, 2016), at least
in the early stages of the disease. Various studies have shown that the loss of synapses is accompanied by a
growth of remaining synapses, such that the total synaptic contact area (TSCA) per unit volume of brain tissue
is approximately preserved (DeKosky & Scheff, 1990; Scheff & Price, 2003, 2006; Neuman et al., 2015). It is
likely that such compensatory mechanisms underlie the observed delay in the onset of cognitive symptoms with
respect to the onset of symptoms at the cellular level (Morris, 2005).
The heterogeneity in the disease progression and the propensity to transition from healthy cognitive aging to
mild cognitive impairment and dementia may thus be associated to a subject’s ability to counteract synapse loss
and, to a certain extent, maintain global functionality in a way that masks the progressive underlying pathophys-
iology. Such homeostatic, regulatory mechanisms appear to play an important role in counteracting structural
deterioration and preserving computational capabilities. On the other hand, they pose important challenges to
the network’s functionality since they have the potential to disrupt the specificities of a circuit’s microconnectivity
(namely the distribution of synaptic strengths) and thus degrade its information content (e.g. Fro¨hlich et al.
2008). Successful homeostatic compensation thus requires a balanced orchestration which preserves the system’s
computational properties and macroscopic dynamics, e.g., average firing rates (Lu¨tcke et al., 2013; Slomowitz
et al., 2015) and E/I balance (Zhou & Yu, 2018), as well as the relative ratios and distributions of synaptic
strengths (e.g. synaptic scaling mechanisms; Keck et al. 2013; Vitureira & Goda 2013).
Understanding the circuit-level consequences of synaptic alterations, entailing both the deregulation by synapse
loss and recovery through homeostasis, is essential to understand whether they represent a negative symptom
of the disease or a compensatory response. One likely effect is the modification of the network’s firing rate. In
order to maintain a physiological operating regime far from activity extremes (quiescence or epileptic activity), a
network needs the capacity to regulate its firing rate.
The degree to which this may be impaired in AD is still under debate (see Styr & Slutsky, 2018; Frere & Slutsky,
2018). Whereas the effects of synaptic alterations on the network dynamics have been partially characterized, a
direct link between synapse loss, network dynamics and functional decline has yet to be systematically established,
with only a few studies addressing the topic (Horn et al., 1993, 1996; Ruppin & Reggia, 1995). However, this
connection may prove fruitful, both for understanding the disease itself and for fostering the development of new
diagnostic and therapeutic approaches.
It is currently unknown to what extent homeostatic mechanisms, such as increasing the synaptic area (DeKosky
& Scheff, 1990; Scheff & Price, 2006), can completely recover the neuronal network’s firing rate, nor whether
the preservation of the firing rate by such mechanisms entails the preservation of cognitive performance. In this
study, we investigate the link between structure, dynamics and function using a recurrent spiking neural network
model (Brunel & Hakim, 1999).
Despite their simplicity, such systems have been shown to support computations, such as e.g. stimulus
categorization, associative learning and memory, information routing and propagation, etc. (see, e.g. Jaeger &
Haas, 2004; Eliasmith & Anderson, 2004; Maass et al., 2002; Buesing et al., 2011; Boerlin et al., 2013; Abbott
et al., 2016). Additionally, although these models have complex behavioral repertoires, they are often simple
enough that their dynamics can be assessed analytically. The stability of the dynamics can then be related to
computational task performance, such as the network’s sensitivity to perturbation and classification capability
(Legenstein & Maass, 2007a,b). Thus, an analytical treatment of network dynamics can provide insight into why
some realizations of such networks perform better than others and how performance is affected by structural
changes. Theoretical studies explicitly addressing this issue have so far focused either on the disruption of
oscillations or functional connectivity of the whole brain, or on memory only (especially memory retrieval; Horn
et al., 1993, 1996; Ruppin & Reggia, 1995).
Here, we investigate how the loss of excitatory-excitatory synapses in sparsely connected random networks of
spiking excitatory and inhibitory neurons (Sec. 2.1) and firing rate homeostasis, based on upscaling the remaining
excitatory-excitatory connections, alters the dynamical characteristics of a network. Surprisingly, we find that
firing rate homeostasis can restore a variety of dynamic features caused by synaptic loss, including the increase
in spike train regularity, the drop in the fluctuations of population activity and the reduction of the synaptic
contact area (Sec. 2.2) caused by synaptic loss. In addition, we observe that synaptic loss decreases the network’s
sensitivity to small perturbations (Sec. 2.3), such that a network operating near the ’edge of chaos’ would be
shifted by synaptic loss to a more stable regime; a shift which has been shown in previous studies to result in
a decrease in computational capacity (Langton, 1990; Legenstein & Maass, 2007b,a; Schrauwen et al., 2009;
Dambre et al., 2012; Schuecker et al., 2017), and may account for the cognitive deficits observed in Alzheimer’s
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disease. Here, too, firing rate homeostasis counteracts the shift towards the stable regime. We further show that
these compensatory mechanisms ultimately become exhausted if physiological limits are placed on the growth of
the synapse. As it is not obvious why simply maintaining the firing rate also maintains the stability of the network,
we analyze the stability of the linearized network dynamics and discover a strictly monotonic relationship between
the firing rate and the spectral radius of the network, which explains the restoration of the dynamics under the
influence of firing rate homeostasis (Sec. 2.3).
2 Results
2.1 Computational network model of Alzheimer’s disease
We study the effects of AD related synaptic alterations on the network dynamics and computational character-
istics in the framework of a generic mathematical neuronal network model (Fig. 1 A), which captures prominent
structural and dynamical features of local neocortical networks such as the relative numbers of excitatory and
inhibitory neurons (Scholl, 1956; Abeles, 1982) and synapses (DeFelipe & Farin˜as, 1992; Gulya´s et al., 1999),
sparse connectivity (Abeles, 1982; Binzegger et al., 2004), small synaptic weights (Lefort et al., 2009), irregular
(Tomko & Crapper, 1974; Softky & Koch, 1993; Shadlen & Newsome, 1998) and predominantly asynchronous
spiking (Ecker et al., 2010), large membrane potential fluctuations (Petersen & Crochet, 2013; Cowan & Wil-
son, 1994; Timofeev et al., 2001; Steriade et al., 1993), and a tight dynamical balance between excitatory and
inhibitory synaptic currents (Okun & Lampl, 2008).
The network is composed of randomly and sparsely connected populations of excitatory (E) and inhibitory (I)
integrate-and-fire neurons, driven by external spiking input. The overall coupling strength is determined by the
reference synaptic weight J . For simplicity, all excitatory connections (EE and IE) and all inhibitory connections
(EI and II), respectively, have equal synaptic weight: JEE = JIE = J and JEI = JII = −gJ in the intact network (i.e.
before synapse loss). The relative strength g of inhibitory weights is chosen such that the network is dominated
by inhibition, to permit asynchronous irregular firing at low rates (Brunel, 2000). A complete specification of the
network model and parameters can be found in Sec. 4.1 and in the Supplementary Material (Sec. 7.1, Sec. 7.2).
An illustration of the connectivity of the excitatory population for an intact network and an example spike train
is given in Fig. 1 B.
We implement the effects of AD on the network connectivity by reducing the number of excitatory synapses
on excitatory neurons (EE synapses; Lacor et al., 2007; Dorostkar et al., 2015), whilst keeping the number of
connections between other populations (EI, IE, II) constant. In the absence of any compensation mechanism, this
modification leads to a reduction in the average firing rate (see Sec. 2.2).
In biological neuronal networks, long-term activity levels are often stabilized by homeostatic regulation (Ben-
nett et al., 2002; Marder & Goaillard, 2006; Turrigiano, 2008). While a maintenance of firing rates has been
observed at the level of individual neurons (Lu¨tcke et al., 2013), long-term recordings suggest a predominance of a
network-wide regulation (Slomowitz et al., 2015) targeting a constant population firing rate. Such a homeostatic
stabilization of the population firing rate can be accounted for by a global adjustment of synaptic weights (synap-
tic scaling; Vitureira et al., 2012; Turrigiano, 2012). Indeed, in the early stages of AD, synapse loss seems to be
compensated by a growth of the remaining synapses (DeKosky & Scheff, 1990; Scheff & Price, 2006; Neuman
et al., 2015). To realize this mechanism in our spiking neuronal network, we implement a firing-rate homeostasis
which compensates for the loss of EE synapses by a global increase in the weights JEE of the remaining EE
synapses, thereby preserving the population firing rate.
For advanced AD, where a large portion of the EE synapses has been lost, a full recovery of the population firing
rate through synaptic scaling would require unrealistically large synaptic weights. During aging and dementia, the
maximum increase in synaptic size has been reported to be in the range from 9% to 24% (see Scheff & Price,
2003, and references therein). We incorporate these findings by introducing an optional upper bound for the
weight JEE of EE synapses.
To uncover the differential effects of excitatory synapse loss and homeostasis, in this study we investigate
the dynamical and computational characteristics of a network for three different scenarios: synapse loss without
homeostatic compensation (Fig. 1 C), synapse loss with an unlimited firing rate homeostasis where synaptic weights
can grow without bounds (Fig. 1 D), and synapse loss with limited firing rate homeostasis where the synaptic
weights cannot exceed 120% of the weight in the intact reference network (Fig. 1 E).
Note that the model’s high level of abstraction enables us to identify fundamental mechanisms, to reduce the
risk of overfitting, and to arrive at general conclusions that may be transferred to other brain regions or even
different spatial scales. Empirically observed features of biological neural networks such as heavy-tail synaptic
weight distributions (Song et al., 2005; Ikegaya et al., 2013) or active dendritic processing (Major et al., 2013) are
not explicitly incorporated. As a consequence, model parameters such as synaptic weights have to be regarded
es “effective” parameters and cannot be mapped to biological parameters in a one-to-one fashion. Selecting a
particular set of parameters to be considered ”biologically realistic” would be misleading. Therefore, rather than
focusing on a specific configuration of the model, we systematically vary both the reference synaptic weight J
and the extent of synapse loss to uncover the general relationship between these parameters and the dynamical
and computational properties of the network.
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Figure 1: Sketch of the network model of Alzheimer’s disease and homeostasis. A) The network comprises two reciprocally
and recurrently connected populations of excitatory (E) and inhibitory (I) integrate-and-fire neurons, excited by an external
spiking input. Thickness of arrow indicates relative strength of the connection. In this study, Alzheimer’s disease is modeled by
removing connections between excitatory neurons (loss of EE synapses) and upscaling of the remaining EE synapses to maintain
the average firing rate (firing rate homeostasis). B–E) Sketch of EE connection density (number of arrows in upper panels),
connection strength (thickness of arrows in upper panels) and resulting single-neuron spiking activity (lower panels). B) Intact
network (without synapse loss). C) Synapse loss without homeostasis: removal of EE synapses and resulting reduction in
firing rate. D) Synapse loss with unlimited homeostasis: removal of EE synapses and increase in strength of remaining EE
synapses to maintain the average firing rate. Synaptic weights are allowed to grow without bounds. E) Synapse loss with
limited homeostasis: removal of EE synapses and bounded increase in strength of remaining EE synapses. Here, synaptic
weights cannot exceed 120% of their reference weight. The firing rate is therefore only partially recovered. For a complete
description and parameter specification of the network model, see Sec. 4.1 and Supplementary Material (Sec. 7.1, Sec. 7.2).
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2.2 Total synaptic contact area and firing statistics
In the absence of homeostatic compensation (left column of Fig. 2), removal of excitatory synapses on excitatory
neurons naturally results in a decrease in the population firing rate ν, irrespective of the synaptic-weight scale J
(Fig. 2A). An upscaling of the remaining EE synapses (middle column) allows us to preserve the population firing
rate, even if substantial amounts of synapses are removed (vertical contours in Fig. 2B). If the maximum synaptic
weight is limited, firing rates are preserved only up to a critical level of synapse loss (early stages of AD; Fig. 2C).
Experimental studies have shown that, in early AD, the reduction in the number of synapses is accompanied
by a growth of the remaining synapses such that the total synaptic contact area (TSCA) per unit volume is
approximately preserved (DeKosky & Scheff, 1990; Scheff & Price, 2006; Neuman et al., 2015). Our simple AD
network model reproduces this finding if we define the TSCA as the product of the number of EE connections and
the synaptic weight JEE (Sec. 4.2). Without homeostatic upscaling of EE weights, the TSCA is proportional to the
number of EE connections and therefore quickly decreases with increasing levels of synapse loss (Fig. 2G). In the
presence of firing rate homeostasis, however, the TSCA remains largely constant unless a majority of synapses is
lost (Fig. 2H) or the maximum synaptic weight is reached (Fig. 2I). We conclude that the experimentally observed
stabilization of the TSCA in the face of synapse loss may be a consequence of a homeostatic synaptic scaling
regulated by the average population firing rate.
In physiologically relevant low activity regimes, neuronal firing is determined both by the mean as well as by
fluctuations in the synaptic input. A reduction in the number of synapses followed by an upscaling of synaptic
weights may preserve the average population firing rate; it cannot, however, simultaneously preserve the mean and
the variance of the synaptic input currents. The neurons’ working point, i.e. the statistics of the synaptic input,
will inevitably change. A priori, it is therefore not clear to what extent synapse loss and firing rate homeostasis
alter the overall firing statistics in the recurrent network beyond the average firing rate. Here, we address
this question by studying the irregularity of spike generation by individual neurons, measured by the coefficient
of variation CV of the inter-spike interval distribution, and spike-train synchrony, assessed by the normalized
variance of the population spike count, the Fano factor FF, in 10 ms time intervals (see Sec. 4.2). Without
homeostatic compensation, synapse loss generally results in spike patterns that are less irregular (Fig. 3A) and
less synchronous (Fig. 3D). In the presence of firing rate homeostasis, however, both the CV and the FF are largely
preserved (Fig. 3B,E). Only if the level of synapse loss becomes too severe or if the synaptic-strength limits are
reached (limited homeostasis), the CV and the FF are reduced (Fig. 3B,C and Fig. 3E,F).
For illustration, Fig. 4 depicts the spiking activity for four example parameter settings marked by the symbols
in Fig. 2 and Fig. 3. As Fig. 3 E and H already suggest, the overall spiking activity, e.g the number and the duration
of synchronous event and the spiking frequency of single neurons, of the homeostatic network (Fig. 4 C) and the
reference network (Fig. 4 A) are very similar. Only the exact timing of the synchronous events and the single neuron
spiking differ. In the AD network without homeostasis (Fig. 4 B), the firing rates of both excitatory and inhibitory
neurons are decreased. The number of synchronous events, compared with the reference network (Fig. 4 A), does
not seem to be decreased, but their duration does. The network with limited homeostasis (Fig. 4 D) is more
similar to the AD network without homeostasis than the unlimited homeostasis networks, because the restriction
in synaptic growth prevents the rate from being recovered.
2.3 Perturbation sensitivity and linear stability
An open, yet chronically ignored, question in Alzheimer’s disease research is how cellular damage such as synapse
loss affects patients’ cognitive capabilities. A number of theoretical studies have shown that recurrent neuronal
networks exhibit optimal computational performance characteristics for a variety of task modalities if they operate
in a dynamical regime where small perturbations are neither instantly forgotten nor lead to entirely different
network states (Langton, 1990; Legenstein & Maass, 2007b,a; Schrauwen et al., 2009; Dambre et al., 2012;
Schuecker et al., 2017). In dynamical systems theory, this regime has been termed the “edge of chaos” as
it represents the transition from a stable state with a low sensitivity to small perturbations to a chaotic state
where the sensitivity to small perturbations is high. Here, we investigate the role of synapse loss and firing rate
homeostasis for the network’s sensitivity to perturbations as an indicator of its overall computational performance.
To assess the perturbation sensitivity, we simulate a given network twice with identical initial conditions and
identical realizations of external inputs. In the second run, we apply a small perturbation by delaying one of the
external input spikes to a single neuron by a fraction of a millisecond (Fig. 5). In stable regimes, the effect of
this perturbation on the spiking response is transient and quickly vanishes (Fig. 5 A, top). In chaotic regimes,
in contrast, the small perturbation leads to diverging spike patterns (Fig. 5 B, top). We quantify the network’s
perturbation sensitivity S = 1 − |R| in terms of the long-term correlation coefficient R between the low-pass
filtered spike responses in the two runs (Fig. 5, bottom). With this definition, S = 0 and S = 1 correspond to
insensitive (stable) and highly sensitive (chaotic) networks, respectively (for details, see Sec. 4.2).
For small synaptic weights J , the network dynamics is always stable (S = 0) for our choice of parameters,
irrespective of the degree of synapse loss and the absence or presence of homeostatic compensation (Fig. 6). In
this regime, the perturbation has no long-term effect: after a transient phase, the response spike patterns in the
perturbed and the unperturbed simulation are exactly identical (at the temporal resolution ∆tf = 1 ms of the
recorded signals). The intact networks (zero synapse loss) enter a chaotic regime (S > 0) if the synaptic weights J
exceed a certain critical value. Removal of EE-synapses without homeostatic compensation leads to a shift of this
transition towards larger synaptic weights (Fig. 6 A). Networks in the chaotic regime eventually become insensitive
to perturbations with progressing EE-synapse loss. In the presence of firing rate homeostasis, in contrast, the
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Figure 2: Effect of synapse loss and firing rate homeostasis on firing rate, synaptic weights and total synaptic contact
area. Dependence of the time and population averaged firing rate ν (A–C), synaptic weight JEE (D–F) and the relative total
synaptic contact area (TSCA) of EE synapses (G–I) on the reference weight J and the degree of EE synapse loss in the absence
of homeostatic compensation (left column), as well as with unlimited (middle column) and limited firing rate homeostasis (right
column). Color-coded data represent mean across 10 random network realizations. Symbols mark parameter configurations
shown in Fig. 4.
Figure 3: Effect of synapse loss and firing rate homeostasis on spike train statistics. Dependence of the coefficient of
variation CV of inter-spike intervals (A–C) and the Fano factor FF of the population spike count (binsize b = 10 ms; D–F) on
the synaptic reference weight J and the degree of EE synapse loss in the absence of homeostatic compensation (left column),
as well as with unlimited (middle column) and limited firing rate homeostasis (right column). Color-coded data represent mean
across 10 random network realizations. Symbols mark parameter configurations shown in Fig. 4.
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Figure 4: Effect of synapse loss and firing rate homeostasis on spiking activity. Spiking activity (dots mark time and sender
of each spike) in an intact reference network (no synapse loss, JEE = 1.4 mV; A), as well as in networks where 30% of the EE
synapses are removed: B) no homeostasis (JEE = 1.4 mV), C) unlimited homeostasis (JEE = 2.02 mV), D) limited homeostasis
(JEE = 1.68 mV). In all panels, the synaptic-weight scale is set to J = 1.4 mV. Examples depict parameter configurations
marked by corresponding symbols in Fig. 2 and Fig. 3 (cf. marker in lower right corner of each panel). Regions below and
above the gray horizontal line show spiking activity of a subset of 100 excitatory and 25 inhibitory neurons, respectively.
Figure 5: Perturbation sensitivity. Top: Example spiking activity (dots mark time and sender of each spike) of two
identical networks (identical neuron parameters, connectivity, external input, initial conditions) with (black dots) and without
perturbation (purple dots). The perturbation consists in delaying one external input spike at time t∗ = 400 ms by δt∗ = 0.5 ms.
The vertical red line marks the time of the perturbation. Spikes of only 10% of all neurons are shown. Neurons below and above
the horizontal gray line correspond to excitatory and inhibitory neurons, respectively. Bottom row: Perturbation sensitivity
S(t) = 1−|R(t)| obtained from the correlation coefficient R(t) of the low-pass filtered spike trains generated by the unperturbed
and the perturbed network (black and purple dots in top panels; see Methods Sec. 4.2). A) Stable dynamics (J = 0.45 mV,
KEE = 100). B) Chaotic dynamics (J = 1.75 mV, KEE = 100). Note different time scales in A and B.
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perturbation sensitivity is preserved (color gradient in Fig. 6 B is predominantly left to right, rather than top to
bottom). Unless the homeostatic strengthening of EE-synapses is limited (limited homeostasis; Fig. 6 C), this
maintenance of the perturbation sensitivity is observed even if the degree of synapse loss is substantial (> 80%).
We conclude that synapse loss, as observed in Alzheimer’s disease, tends to reduce the perturbation sensitivity
of the affected networks, and may thereby impair their computational performance for a broad range of task
modalities. Homeostatic mechanisms that preserve the average network activity (firing rate) can prevent this
reduction in sensitivity and, hence, the decline in computational capability.
Figure 6: Effect of synapse loss and firing rate homeostasis on perturbation sensitivity. Dependence of perturbation
sensitivity S on the synaptic reference weight J and the degree of EE synapse loss in the absence of homeostatic compensation
(A), as well as for unlimited (B) and limited firing rate homeostasis (C). Color-coded data represent mean across 10 random
network realizations. Superimposed black and gray curves mark regions where the linearized network dynamics is stable (gray
dashed; spectral radius ρ = . . . , 0.6, 0.8), about to become unstable (black; ρ = 1), and unstable (gray solid; ρ = 1.2, 1.4, . . .).
Pink symbols mark parameter configurations shown in Fig. 2 and Fig. 4.
So far, the reported results on the perturbation sensitivity were obtained by network simulations for a specific
set of parameters. In the following, we employ an analytical approach; firstly, to show that our findings are general
and do not depend on the details of the network model, and secondly, to shed light on the mechanisms underlying
the reduction in perturbation sensitivity by synapse loss and its maintenance by firing rate homeostasis.
As shown in Sompolinsky et al. (1988), the dynamics of large random networks of analog nonlinear neurons
without (or with constant) external input undergoes a transition from a stable to a chaotic regime at some critical
synaptic coupling strength. The study further revealed that this transition coincides with a critical point where
the local linearized network dynamics becomes unstable. For more realistic networks of spiking neurons, networks
with fluctuating external input or networks with a more realistic connectivity structure, a strict correspondence
between the onset of chaotic dynamics and linear instability could not be established (Ostojic, 2014; Engelken
et al., 2015; Ostojic, 2015; Kadmon & Sompolinsky, 2015; Harish & Hansel, 2015; Schuecker et al., 2017).
Nevertheless, various previous studies suggest that the two transition types are interrelated, in the sense that
a change in the linear stability characteristics is accompanied by a change in the network’s sensitivity to small
perturbations.
Here, we propose that the linear stability characteristics can serve as an indirect and easily accessible indicator
of the network’s sensitivity to small perturbations, and hence its computational capability. As described in Sec. 4.3,
the linearized network dynamics is determined by the effective connectivity matrix W . Its components wij = Wij
(i, j ∈ {1, . . . , N}) measure the effect of a small fluctuation in the firing rate νj(t) of a presynaptic neuron j
on the rate νi(t) of the postsynaptic neuron i at a specific working point determined by the stationary firing
rates ν = (ν1, . . . , νN ). The effective connection weights are hence determined not only by the synaptic weights
Jij , but also by the excitability of the target cell i, which is in turn determined by the statistics of the synaptic
input fluctuations, i.e. the dynamical state of the local network. The linearized dynamics becomes unstable if the
spectral radius ρ = Re(λmax), the real part of the maximal eigenvalue λmax of W , exceeds unity.
Loss of EE synapses corresponds to setting a fraction of the excitatory components wij (i, j ∈ E) to zero.
In the absence of homeostatic compensation, we expect this weakening of positive feedback to have a stabilizing
effect. The dependence of the effective weights wij on the working point, however, leads to a non-trivial effect of
synapse loss and firing rate homeostasis on the spectral radius ρ. Here, we compute ρ by employing the diffusion
approximation of the leaky integrate-and-fire neuron and random-matrix theory (for details, see Sec. 4.3).
As shown in Fig. 6 (black and gray curves), the linear stability characteristics (as measured by the spectral
radius ρ) bear striking similarities to the sensitivity to perturbations. In the absence of homeostasis, loss of EE
synapses leads to a fast decrease in ρ. Linearly unstable networks quickly become stable (Fig. 6 A). Firing rate
homeostasis, in contrast, preserves the spectral radius ρ, even if a substantial fraction of EE synapses is removed.
Linearly unstable networks remain unstable (Fig. 6 B), until the homeostatic resources are exhausted (Fig. 6 C).
The analytical approach described in Sec. 4.3 provides us with an intuitive understanding of why and under
what conditions firing rate homeostasis preserves the linear stability characteristics in the face of synapse loss.
The analysis shows that, in the presence of firing-rate homeostasis, the spectral radius ρ is uniquely determined by
the stationary average firing rate (red curves and symbols in Fig. 7B and eq. (17)). For the parameters chosen in
this study, an approximately unique dependence on the firing rate is also observed in the absence of homeostasis
and for limited homeostasis (blue and yellow curves in Fig. 7B). Network simulations reveal similar findings for the
perturbation sensitivity S (Fig. 7A). For unlimited homeostasis, the firing rate, the perturbation sensitivity and
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the spectral radius remain (approximately) constant during synapse loss (red curves in Fig. 7). In the absence of
homeostasis or for limited homeostasis, firing rates change; the corresponding spectral radii ρ and perturbation
sensitivities S nevertheless remain within a narrow band (bue and yellow curves in Fig. 7). The number KEE and
the strength JEE of EE synapses therefore play only an indirect role by determining the stationary firing rate ν.
Any combination of KEE and JEE that preserves ν will simultaneously preserve ρ (and S).
The unique dependence of the spectral radius ρ on the firing rate ν is a consequence of the working-point
dependence of the effective weights wij ≈ η(νi)Jij/σi, where η(νi) is a function of the firing rate νi of the target
neuron i (see eq. (15)). To maintain the stationary firing rate νE of excitatory neurons, the synaptic weights
JEE are increased to compensate for the loss of excitatory synapses, i.e. for the decrease in the number KEE of
excitatory inputs. This increase in the synaptic weights Jij (for neurons i, j both in the excitatory population) is
accompanied by an increase in the variance σ2i of the synaptic input received by the target neuron i. If the response
firing rate νi is kept constant (as is the case in the presence of firing rate homeostasis), an increase in σi leads to
a decrease in neuron i’s sensitivity to a modulation of the input current caused by a spike of the source neuron j.
This interplay between an upscaling of the weights Jij and a downscaling of the neuron’s modulation sensitivity
restricts the growth in the effective weight wij , and, ultimately, leads to a preservation of the spectral radius
ρ. In Sec. 4.3, we demonstrate this effect for a homogeneous network of leaky-integrate-and-fire neurons. The
derivation relies on the assumption that the synaptic weights are sufficiently small and the rate of synaptic events
is high (diffusion approximation), that the stationary firing rates νE and νI of excitatory and inhibitory neurons
are identical (homogeneity), and that the input fluctuations caused by external sources are small compared to
those generated by the local network.
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Figure 7: Firing rate as predictor of perturbation sensitivity and linear stability. Dependence of the perturbation sensitivity
S (A; simulation results) and the linear stability quantified by the spectral radius ρ (B; theory) on the mean stationary firing
rate νE of the excitatory neuron population in the absence of homeostasis (blue), as well as for unlimited (red) and limited
firing rate homeostasis (yellow). Each curve depicts data for a fixed reference weight J ∈ {0, . . . , 3} mV and various degrees
of synapse loss from 0% to 50% (vertical paths in Fig. 6 and Fig. 8). For unlimited homeostasis, the firing rate and the spectral
radius are nearly perfectly conserved while removing synapses. In B), the red curves are therefore too short to be visible.
Circles depict results for 0% synapse loss. Same data as in Fig. 6 and Fig. 8 D–F and M–O.
3 Discussion
In this article, we study the effect of Alzheimer’s disease on the dynamics and perturbation sensitivity of recurrent
neuronal networks. To this end, we employ a computational model of a generic neuronal network composed of
excitatory and inhibitory spiking neurons. Alzheimer’s disease is implemented in the form of a loss of excitatory
synapses on to excitatory neurons. The resulting decrease in the firing rate is avoided (or retarded) by firing rate
homeostasis, which is achieved by increasing the weights of the remaining excitatory-excitatory (EE) synapses. In
one scenario, we allow synaptic weights to grow without bounds; in another, to ensure that they stay within the
physiological range (Scheff & Price, 2006), we limit the maximum synaptic weight during homeostasis to 120%
of the reference weight in the intact network (i.e. before synapse loss).
We show that, in the absence of homeostatic compensation, a progressive loss of EE synapses not only reduces
the average firing rate, but also leads to an increase in spike train regularity and a decrease in the fluctuations of
the population activity. At first glance, the reduction in firing rate appears to be in contrast with the observation
that the network activity of early affected areas (e.g. hippocampus) is enhanced (Mendez et al., 1994; Amatniek
et al., 2006; Lam et al., 2017). However, this hyperactivity is mostly reported in very early preclinical disease
stages, in which increasing oligomeric Amyloid-beta (Aβ) accumulates (Hall et al., 2015). Aβ oligomers seem to
enhance the occurence of phosphorylated tau in spines (for review see Tampellini, 2015), causing a degradation
of excitatory-excitatory connections (Merino-Serrais et al., 2013). This might be the reason why during later
disease stages, in which the tau-pathology becomes more prominent, the network activity decreases as predicted
by our model (see, e.g., Dickerson et al., 2005; O’Brien et al., 2010; Herholz, 2010; Busche et al., 2012).
According to our AD model, the decrease in firing rate in more advanced disease stages can be delayed by
homeostatic synaptic scaling. Moreover, our model predicts that as long as the homeostatic mechanisms are
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able to restore the network’s firing rate, the CV and Fano factor are also preserved. Once these mechanisms
are exhausted in the later disease stages, our model predicts that the spike train regularity increases and the
fluctuations in the population activity decrease. That a weakening of synaptic coupling decreases the CV has also
been found in other computational studies (Ostojic, 2014; Kriener et al., 2014); an experimental investigation of
the evolution of activity statistics in AD animal models has, to our knowledge, yet to be performed.
In addition to the effects on the activity statistics, we demonstrate that the loss of synapses results in a
reduction of the network’s sensitivity to small perturbations, which goes hand in hand with an increase in linear
stability. In the presence of unlimited firing rate homeostasis, the perturbation sensitivity, as well as all other
dynamical network characteristics are preserved, even if the extent of synapse loss is substantial. In addition to the
dynamical features, the total synaptic contact area, which is decreased in the AD network due to synapse loss, is
largely retained. If the homeostatic synapse growth is limited, the network dynamics as well as the total synaptic
area are preserved as long as the firing rate can be maintained. Beyond this point, the network quickly approaches
the state of the pathological AD network without homeostasis. The effectiveness of homeostatic compensation
investigated in this study provides a possible explanation for why morphological disease-related changes in the
brain (e.g. synapse loss) precede any clinically recognizable cognitive deficits by years or even decades (Morris,
2005). That homeostasis is able to recover all network characteristics is non-trivial, because in the homeostatic
network with few but strong EE synapses, the statistics of the synaptic input (mean and variance) is altered with
respect to the intact reference network with many weak EE synapses.
In order to investigate this observation further, we analyze the linear stability characteristics of the network and
find a unique dependency of the network’s spectral radius on the network’s firing rate under unlimited homeostasis.
Previous theoretical studies have shown that simple recurrent neuronal networks exhibit optimal computational
performance for a variety of tasks if they operate in a regime where small perturbations are neither amplified nor
instantly forgotten, i.e. close to the edge of chaos (Langton, 1990; Legenstein & Maass, 2007b,a; Schrauwen
et al., 2009; Dambre et al., 2012; Schuecker et al., 2017). Here, we regard the network’s sensitivity to a small
perturbation as an indicator of its computational performance in a broad sense. Assuming that a healthy network
acts close to the edge of chaos, our results suggest that the EE-synapse loss observed in AD moves the dynamics
of the network away from that point towards a less sensitive regime with stable dynamics.
This key prediction of our study can be tested experimentally in animal models by analyzing time series of
recorded neuronal activity. The degree of chaoticity can be revealed by the application of metrics such as the
power spectrum, autocorrelation function, fractal dimension, Lyapunov’s exponent (for review see Golovko et al.,
2002; Beggs & Plenz, 2003; Kriener et al., 2014), and the analysis of neuronal avalanches (Friedman et al., 2012;
Kriener et al., 2014; Beggs & Plenz, 2003).
Whereas our analysis accounts for why the sensitivity to perturbation recovers under unlimited homeostasis, it
is notable that the coefficient of variation and the Fano factor of the spike trains are also preserved, suggesting a
relationship between the transition from the stable to the chaotic regime and these two network activity character-
izations. It has previously been proposed that the transition in spiking neuronal networks from the homogeneous
asynchronous state (small sensitivity to perturbation and small CV) to the heterogeneous asynchronous state
(high sensitivity to perturbation and high CV) of spiking networks is equivalent to the point where analogous
rate networks become chaotic (Ostojic, 2014; Wieland et al., 2015). Such a relationship would also explain
our observation that the maintenance of the stability of the linearized network dynamics coincidences with the
maintenance of the CV.
Our results raise the question of why a shift towards more stable dynamics would be disadvantageous for
the system. A network that is insensitive to perturbation in the input is prone to fading memory (changes in
the external input are fast forgotten, see, e.g., Boyd & Chua 1985; Bertschinger & Natschla¨ger 2004). Such
networks are likely to be less flexible in responding to new inputs and thus harder to train than networks with
chaotic dynamics. (see FORCE learning and liquid state computing; Sussillo & Abbott, 2009; Maass et al.,
2002). On the other hand, insensitivity to small perturbations makes the system less susceptible to disruption
by noise and is a prerequisite for the formation of stable attractors, which have been frequently used as memory
storage embodiment in neuronal networks. (e.g., Li et al., 2015). However, more recent recordings in prefrontal
and association cortices revealed that single cells exhibit complex and variable dynamics with respect to stimulus
representation (Jun et al., 2010), which neither supports the hypothesis of stable attractors nor points to a
network dynamics in the stable regime. Computational studies that have investigated the memory capacity whilst
taking heterogeneous neural dynamics into account have found that memory formation succeeds well in a chaotic
regime (Pereira & Brunel, 2018; Barak et al., 2013) or with an embedding of stable subspaces in chaotic dynamics
(Murray et al., 2017). In addition, the construction of associative memory based on unstable periodic orbits of
chaotic attractors has been suggested as a possible way of increasing memory capacity (Wagner & Stucki, 2002).
Thus, stable attractors and dynamics are not in line with experiments and might even be disadvantageous for
memory formation.
On the cognitive level, these results suggest that, as homeostatic compensation mechanisms begin to fail, the
shift of dynamics towards the stable regime would cause a decrease in performance within a variety of domains.
For example, deficits in memory, known to primarily affect recent experiences of the AD individual, could be
accounted for by the hypothesis that chaotic dynamics are needed to form new attractors (Barak et al., 2013).
In addition, very stable dynamics hinder the transition from one attractor to another, which might explain the
difficulties of AD patients to perform tasks switching and dual task processing (Belleville et al., 2008; Baddeley
et al., 2001). Finally, the observation that AD patients often show repetitive speech and actions (Cullen et al.,
2005) might be explained by difficulties in moving away from the corresponding attractor state.
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So far, only a few other studies on this abstraction level exist that investigate the relationship of the physical
symptoms of Alzheimer’s disease to its cognitive deficits. With respect to memory, the effect of synapse loss and
compensation through maintaining the TSCA has been investigated in a associative memory model (Ruppin &
Reggia, 1995; Horn et al., 1993, 1996). In accordance with our results, the impairment of memory retrieval due
to (excitatory) synapse loss was shown to be successfully compensated by restoring the TSCA, if the restoration
occurs sufficiently quickly. The effect of the restoration on the firing rate was not explicitly shown. Although
these studies demonstrated that homeostasis via upscaling synapses can retain memory performance, they lack
a systematic investigation of different network parameters and do not provide an analytical explanation for the
results.
Apart from AD-related computational studies, the computational consequences of intrinsic and synaptic
scaling-based, homeostasis has been investigated in previous studies as response to changes in the external
input (Naude´ et al., 2013; Fro¨hlich et al., 2008). Based on a rate network, it has been demonstrated that intrin-
sic homeostasis, which shifts the neurons’ transfer functions, moves the network dynamics towards the chaotic
regime, stabilizes network activity in the present of Hebbian synaptic plasticity and improves input separability in
response to an increasing external input (Naude´ et al., 2013). With respect to EE-synaptic scaling, the empirical
study by Fro¨hlich et al. (2008) showed that if the deafferentation of the external input exceeds a certain threshold,
slow periodic oscillations occur, which are also observed in several CNS disorders. It is not possible to directly
compare these results to our findings, since in both studies it is changes in the external input, and not the loss
of recurrent connections in the network, that triggers the homeostasis response. However, both studies are in
accordance with ours on the beneficial role of the homeostasis.
We complement our numerical results by an analytical approach to gain an intuitive understanding of the
mechanisms underlying the recovery of the perturbation sensitivity (and hence, computational performance) by
firing rate homeostasis. To study the linear stability characteristics of the network, we apply mean-field theory,
similar to the approach used by Ostojic (2014). Note that we do not claim that a loss of linear stability coincides
with the transition from stable to chaotic dynamics (Engelken et al., 2015; Ostojic, 2015; Kadmon & Sompolinsky,
2015; Harish & Hansel, 2015; Schuecker et al., 2017), as observed in large autonomous random networks of analog
neurons (Sompolinsky et al., 1988). Rather, we exploit that the linear stability characteristics follow a similar
trend as the perturbation sensitivity. Assessing the linear stability characteristics relies on the knowledge of the
effective connection strengths, i.e. the number of excess response spikes evoked by an additional input spike in
the presence of synaptic background activity. This effective connectivity can be obtained experimentally (see,
e.g., Boucsein et al., 2009; London et al., 2010), or, for a specific neuron and synapse model, numerically (see,
e.g., Nordlie et al., 2010; Heiberg et al., 2013, 2018). For simplified models, such as the leaky integrate-and-fire
neuron studied here, it can be calculated analytically under simplifying assumptions (diffusion approximation;
Fourcaud & Brunel, 2002; Schuecker et al., 2015). However, we note that the preservation of linear stability
by firing-rate homeostasis is due to the approximately exponential shape of the gain function. It remains to be
investigated whether our results can be generalized to other types of neurons with different gain functions. Our
theoretical analysis exposes the working-point dependence of the effective weights as the essential mechanism
underlying the recovery of linear stability by firing rate homeostasis: on the one hand, the upscaling of EE synaptic
weights required for maintaining the firing rates contributes to a destabilization of the network dynamics. On the
other hand, the increase in synaptic weights leads to an increase in the variance of the synaptic-input fluctuations,
which, in turn, reduces the neurons’ susceptibility to modulations in the presynaptic input, and therefore stabilizes
network dynamics. Note that a similar effect has been described in (Grytskyy et al., 2013).
The present study shows that certain cognitive deficits in Alzheimer’s disease may be attributed to changes
in the stability characteristics of neuronal network dynamics. Its central aim is to contribute a deeper insight
into the relationship between disease related alterations at the structural, the dynamical and the cognitive level.
The findings of this study are however also applicable in an entirely different context: in the face of limited
computational resources, neuronal network models are often downscaled by reducing the number of nodes or the
number of connections while increasing their strength. This downscaling has limitations if dynamical features such
as the temporal structure of correlations in the neuronal activity are to be maintained (van Albada et al., 2015).
The present work demonstrates that certain functional characteristics such as the sensitivity to perturbations
or the classification performance can be largely preserved, if the synaptic weights are not limited by biological
constraints. This insight may be particularly relevant for cognitive-computing applications based on recurrent
neuronal networks implemented in neuromorphic hardware (Furber, 2016). Here, the realization of natural-
density connectivity and communication constitute a major bottleneck, whereas the strength of connections is
hardly limited.
The results reported in this study are based on a model of AD where synapse loss and synaptic scaling are
confined to connections between excitatory neurons (EE). The motivation for restricting our investigation to the
loss of EE connections is that this appears to be a prominent feature in many cortical areas (Lacor et al., 2007;
Merino-Serrais et al., 2013; Dorostkar et al., 2015). Evidence that other types of synapses are also damaged in
the course of the disease has been gathered from several mouse models. For example, inhibitory synapses from
neurons in the entorhinal cortex to excitatory CA1 hippocampal have been found to be selectively degenerated
in AD mice (Yang et al., 2016). Our mean field theoretical results suggest that a global unspecific synapse loss
affecting all types of connections (EE, EI, IE, II) leads to noticeable changes in firing rates and linear stability
characteristics, but only for higher levels of synapse loss (more than 50%; see Supplements Sec. 7.4). In this
scenario, a recovery of firing rates by a synapse unspecific scaling of synaptic weights largely preserves the linear
stability characteristics, similar to our findings obtained for a EE-synapse loss and EE-synapse scaling. This
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suggests that the commonly reported scaling of EE-synapses may well be a mechanism the brain employs to
compensate for alterations in dynamical characteristics that are induced by other types of synapse loss.
Although synapse loss correlates best with the cognitive decline observed in AD, by focusing on this aspect,
the current study neglects other physical manifestations of AD such as neuron death and alterations of intrinsic
neuronal properties (Hoxha et al., 2012; Haghani et al., 2012; Liu et al., 2013; Corbett et al., 2013; Eslamizade
et al., 2015). These phenomena would affect both inhibition and excitation in the network, so the changes of
the resulting firing rate may well be non-monotonic, unlike in our model, having unpredictable effects on the
the computational properties. Alternatively, they might be entirely unaffected: in a computational study, Barrett
et al. (2016) showed that under some circumstances, a network can compensate for neuron loss without the need
for additional homeostasis mechanisms by adjusting neuronal transfer functions. The contribution of intrinsic
neuron contributions to the claimed hyperexcitability of inhibitory neurons observed in AD has been previously
investigated in a computational study by Perez et al. (2016). Whereas the interplay of such properties with
synaptic loss and homeostasis are out of scope of the current work, our model could be extended to incorporate
these aspects. However, there is as yet no consensus on which cell type shows hyperactivity (Zilberter et al.,
2013) or hypoactivity (Yun et al., 2006); which moreover may vary over the course of the disease (Busche et al.,
2012; Orba´n et al., 2010).
Analogously to our focus on synaptic loss to EE connections, we also restricted our investigation of firing rate
homeostasis to EE-synapse growth. This is motivated by the findings that intense synaptic upscaling is observed
in AD and that an increase of excitatory-excitatory connections has been reported as a main compensation
mechanism that increases the firing rate in hippocampal and cortical neurons after an artificially induced decrease
in activity (e.g. by blocking sodium channels (TTX) or glutamatergic synapses or AMPAR) (Lissin et al., 1998;
O’Brien et al., 1998; Turrigiano et al., 1998; Watt et al., 2000; Thiagarajan et al., 2005; Ibata et al., 2008; Kim
& Tsien, 2008). Other mechanisms that increase the network’s firing rate could also be considered, e.g. changes
in current flow of ions (e.g. Desai et al., 1999; Gibson et al., 2006) or moving the spike-initiation zone (Grubb &
Burrone, 2010). In order to understand the complexity of Alzheimer’s disease it is important to study the effects
of the different observed morphological alterations caused by AD, their corresponding homeostatic responses and,
crucially, how they interfere with each other.
The findings of our study suggest that homeostatic synaptic scaling might be an attractive target for drug
development. However, some caution is required. Firstly, as discussed above, during early AD the neuronal activity
seems to be increased, followed by a decrease. Thus, enhancing EE-synaptic scaling at the very beginning of AD
manifestation could even accelerate the progression of the disease. In the later stages of the disease, supporting
synaptic scaling might be beneficial, stabilizing the cognitive performance. Within this context, there are a variety
of molecular substrates that regulate synaptic scaling, and which show altered expression patterns in AD, that
could be considered as treatment targets, for example MSK1, PSD-95, BDNF, Arc, Calcineurin, CaMK4 and
Cdk5 (for reviews see Jang & Chung 2016). A major challenge is to determine whether the altered concentrations
of these substrates are a consequence of direct AD pathology, or arise as an attempt of the organism to counteract
pathology, or even a mixture of both. Thus, in addition to more comprehensive modelling investigations, further
research on the exact time line of morphological changes and their functional implications is needed to identify
promising therapeutic targets.
4 Methods
4.1 Network model
The network consists of N = NE +NI identical leaky integrate-and-fire neurons, subdivided into a population of
NE = 1000 excitatory and a population of NI = NE/4 inhibitory neurons. In the intact reference network, each
excitatory (inhibitory) neuron receives local excitatory inputs from KEE = NE (KIE = NE) randomly selected
excitatory neurons, and inhibitory inputs from KEI = NI (KII = NI) randomly selected inhibitory neurons. In
addition, the neurons in the local circuit are driven by external excitatory inputs modeled as an ensemble of p
Poissonian spike trains with constant rate νX. Each of these external spike trains is sent to a subset of K
out
X
randomly selected (excitatory and inhibitory) neurons in the network. Synaptic interactions are implemented in
the form of stereotype exponential postsynaptic currents with a time constant τs. The strength Jij of interaction
between two neurons j and i, the synaptic weight, is parameterized by the amplitude of the postsynaptic potential
of neuron i evoked by an incoming spike from neuron j. In the reference network, all excitatory connections and
all inhibitory connections, respectively, have equal synaptic weights, i.e. JEE = JIE = J and JEI = JII = −gJ . The
greater number of excitatory inputs is compensated by a larger amplitude of inhibitory synaptic weights (g = 6).
AD is implemented by a systematic removal of excitatory synapses to excitatory neuron (EE synapses), i.e. by
a reduction in the in-degree KEE. All other in-degrees (KIE, KEI, KII) are preserved. In the presence of firing-rate
homeostasis, the removal of EE connections is compensated by increasing the weights JEE of the remaining EE
synapses such that the time and population averaged firing rate ν = (NT )−1
∑N
i=1
∫ T
0
dt si(t) is preserved. Here,
si(t) denotes the spike train generated by neuron i (see below), and T = 1 s the simulation time. The upscaling
of the EE weights JEE is performed through bisectioning with an initial weight increment ∆JEE = JEE. The
algorithm is stopped once the population averaged firing rate ν matches the rate of the corresponding intact
reference network up to a precision of 0.5%. In the case of limited homeostasis, JEE is set to 1.2J if the solution
of the bisectioning exceeds 120% of the reference weight J . The weights JIE, JEI and JII of all other connections
are not changed by the firing-rate homeostasis.
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Unless stated otherwise, the network simulations are repeated for M = 10 random realizations of network
connectivity, initial conditions and external inputs for each parameter configuration. A detailed description of
the network model components, dynamics and parameters is given in the Supplementary Material (Sec. 7.1 and
Sec. 7.2). Simulations were performed using NEST version 2.10.0.
4.2 Synaptic contact area and characterization of network activity
Relative total synaptic contact area We calculate the total synaptic contact area (TSCA) of the EE
synapses as the product JEEKEE of the EE weight JEE and the EE in-degree KEE. The
relative TSCA =
KEEJEE
KEE
refJ refEE
(1)
is given by the ratio of the TSCA of the neurodegenerated network (reduced in-degree KEE) and the TSCA of
the corresponding intact reference network (full in-degree KEE) with identical weights JIE, JEI and JII.
Spiking activity We represent the spike train si(t) =
∑
k δ(t−ti,k) of neuron i (i ∈ [1, N ]) as the superposition
of Dirac-delta functions centered about the spike times ti,k (k = 1, 2, . . .). The spike count ni(t; b) is given by
the number of spikes emitted in the time interval [t, t + b]. For subsequent analyses, we further compute the
low-pass filtered spiking activity xi(t) = (si ∗ h) (t) of neuron i as the linear convolution of its spike train si(t)
with an exponential kernel h(t) = exp (−t/τf) Θ(t) with time constant τf and Heaviside step function Θ(t).
Average firing rate The time and population averaged firing rate ν = (NT )−1
∑N
i=1 ni(0;T ) is given by the
total number
∑N
i=1 ni(T ) of spikes emitted in the time interval [0, T ], normalized by the network size N and the
observation time T = 10 s.
Fano factor As a global measure of spiking synchrony, we employ the Fano factor
FF(b) =
Vart(n(t; b))
〈n(t; b)〉t
(2)
of the population spike count n(t; b) =
∑N
i=1 ni(t; b) for a binsize b = 10 ms. 〈n(t; b)〉t and Vart(n(t; b) denote
the mean and the variance of the population spike count n(t; b) across time, respectively. Here, we exploit
the fact that the variance of a sum signal n(t) is dominated by pairwise correlations between the individual
components ni(t), if the number N of components is large (see, e.g., Harris & Thiele, 2011; Tetzlaff et al.,
2012). Normalization by the mean 〈n(t; b)〉t ensures that FF(b) does not trivially depend on the firing rate or the
binsize b. For an ensemble of N independent realizations of a stationary Poisson process, FF(b) = 1, irrespective
of b and the firing rate. In this work, an increase in FF indicates an increase in synchrony on a time scale b.
Coefficient of variation The degree of spiking irregularity of neuron i is quantified by the coefficient of
variation CVi = SDk(τi,k)/ 〈τi,k〉k of the inter-spike intervals τi,k = ti,k − ti,k−1, i.e. the ratio between the
standard deviation SDk(τi,k) and the mean 〈τi,k〉k. For a stationary Poisson point process, CVi = 1, irrespective
of its firing rate. CV’s larger (smaller) than 1 correspond to spike trains that are more (less) regular than a
stationary Poisson process. We measure CVi over a time interval T = 10 s, and report the population average
CV = N−1
∑N
i=1 CVi.
Sensitivity to perturbation We examine the sensitivity of a network to a small perturbation in the input
spikes by performing two simulations with identical initial conditions and identical realizations of external inputs.
In the second run, we apply a small perturbation by delaying one spike in one external Poisson input at time
t∗ = 400 ms by δt∗ = 0.5 ms. As a measure of the network’s perturbation sensitivity, we compute the Pearson
correlation coefficient
R(t) =
〈δxi(t)δx∗i (t)〉i√〈δxi(t)2〉i 〈δx∗i (t)2〉i (3)
of the low-pass filtered spike responses xi(t) and x
∗
i (t) in the unperturbed and perturbed simulation, respectively,
for each time point t. Here, δxi(t) = xi(t)−〈xi(t)〉i denotes the deviation of the low-pass filtered spike response
xi(t) of neuron i from the population average 〈xi(t)〉i. 〈. . .〉i = N−1
∑N
i=1 . . . represents the population average.
We define the time-dependent and the long-term perturbation sensitivity as S(t) = 1 − |R(t)| (Fig. 5, bottom
panels) and S = S(tobs = 10 s) (Fig. 6), respectively. An observation of S(tobs) = 0 indicates that the effect of the
small perturbation has vanished, i.e. that the network has stable dynamics and is insensitive to the perturbation.
An observation of S(tobs) = 1, in contrast, corresponds to diverging spike patterns in response to the perturbation
and thus chaotic dynamics. In dynamical-systems theory and related applications, state differences are typically
expressed in terms of the Euclidean distance D =
√∑N
i=1 [xi(t)− x∗i (t)]2. Here, we employ the (normalized)
correlation coefficient R instead to avoid (trivial) firing rate dependencies. Note that D and R are redundant
in the sense that both can be expressed in terms of the moments 〈xi(t)x∗i (t)〉i,
〈
xi(t)
2
〉
i
,
〈
x∗i (t)
2
〉
i
, 〈xi〉i and
〈x∗i 〉i.
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4.3 Linearized network dynamics and stability analysis
In the following, we describe the analytical approach to investigate the effect of synapse loss and firing rate
homeostasis on the network’s linear-stability characteristics. To this end, we employ results obtained from the
diffusion approximation of the leaky-integrate-and-fire (LIF) neuron with exponential postsynaptic currents under
the assumption that the synaptic time constant τs is small compared to the membrane time constant τm, and
that the network activity is sufficiently asynchronous and irregular (mean-field theory; Fourcaud & Brunel, 2002;
Helias et al., 2013; Schuecker et al., 2015). All parameters that are not explicitly mentioned here can be found
in Tab. 2.
Stationary firing rates and fixed points For each parameter set (synaptic weight J , extent of synapse
loss, different types of firing rate homeostasis), we first identify the self-consistent stationary states by solving
νE = G (µE(νE, νI), σE(νE, νI))
νI = G (µI(νE, νI), σI(νE, νI))
(4)
for the population averaged firing rates νE and νI of the excitatory and inhibitory subpopulations. Here,
G(µ, σ) =
(
τref + τm
√
pi
∫ yθ
yr
du f(u)
)−1
(5)
represents the stationary firing rate of the LIF neuron in response to a synaptic input current with mean µ
and variance σ2 in diffusion approximation, with f(u) = eu
2
[1 + erf(u)], yr = (Vr − µ)/σ + q2
√
τs/τm, yθ =
(θ − µ)/σ + q
2
√
τs/τm and q =
√
2|ζ(1/2)| (with Riemann zeta function ζ; Fourcaud & Brunel, 2002; Helias
et al., 2013; Schuecker et al., 2015). For stationary firing rates νE and νI of the local presynaptic neurons, the
mean and the variances of the total synaptic input currents to excitatory and inhibitory neurons are given by
µE =
(
KEEJˆEEνE +KEIJˆEIνI +KXJˆXνX
)
τm,
µI =
(
KIEJˆIEνE +KIIJˆIIνI +KXJˆXνX
)
τm,
σ2E =
(
KEEJˆ
2
EEνE +KEIJˆ
2
EIνI +KXJˆ
2
XνX
)
τm,
σ2I =
(
KIEJˆ
2
IEνE +KIIJˆ
2
II νI +KXJˆ
2
XνX
)
τm,
(6)
respectively. The coefficients Kpq (p, q ∈ {E, I}) denote the number of inputs (in-degree) to neurons in population
p from population q, Jˆpq = τsC
−1
m Iˆpq the corresponding rescaled PSC amplitude, KX the number of external
inputs for each neuron in the network, and νX the firing rate of the Poissonian external sources. Note that in
our network simulations, each external source is connected to a randomly selected subset of KoutX neurons. As a
result, the number KX of external inputs each neuron in the network receives is a binomially distributed random
number. For the analytical treatment, we neglect this variability and replace KX by the average KX = pK
out
X /N .
Equations (4) and (6) are simultaneously solved numerically using the optimize.root() function (method=hybr)
of the scipy package (http://www.scipy.org). To ensure that all solutions are found, the fixed-point search
is repeated for 30 pairs of initial rates randomly drawn from a uniform distribution between 0 and 50 spikes/s.
If multiple coexisting fixed points are found, the one with the highest firing rates is chosen for the subsequent
analysis.
Synapse loss and firing rate homeostasis In this work, Alzheimer’s disease is modeled by removing a
fraction of EE synapses, i.e. by reducing the in-degree KEE. The self-consistent firing rates νE and νI after
synapse removal are hence reduced (Fig. 8 D). In the presence of unlimited firing rate homeostasis, we adjust the
weight JˆEE (of the remaining synapses) (Fig. 8 B) until the excitatory self-consistent firing rate ν
ref
E of the intact
reference network (before synapse removal) is recovered (Fig. 8 E). To this end, we numerically find the roots of
νE−νrefE by employing again scipy’s optimize.root() function. We repeat the root finding for 30 initial weights
randomly drawn from a uniform distribution between Jˆ refEE and 10Jˆ
ref
EE, where Jˆ
ref
EE denotes the original weight before
synapse removal, and keep the solution where |νE − νrefE | is minimal. For limited homeostasis, the new EE weight
is chosen as the minimum of the solution JˆEE and 1.2Jˆ
ref
EE (Fig. 8 C,F).
Linearized network dynamics and effective connectivity As shown in (Tetzlaff et al., 2012; Helias
et al., 2013), networks of spiking neurons can be formally linearized about a stationary state ν∗ = (ν∗1 , . . . , ν
∗
N )
(linear-response theory) and thereby be mapped to an N -dimensional system
δνi(t) =
N∑
j=1
(hij ∗ δνj)(t) (i ∈ [1, N ]) (7)
of linear equations describing the dynamics of small firing rate fluctuations δνi(t) = νi(t) − ν∗i around this
stationary state. The stationary states are determined as the self-consistent solutions of
ν∗ = φ(ν∗), (8)
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Figure 8: Mean-field theory. Dependence of the synaptic weight JˆEE (A–C), the average firing rate νE of the excitatory
population (D–F), the effective weight wEE of EE connections (G–I), the ratio wEEσE/JˆEE (J–L), and the spectral radius ρ
(M–O) on the synaptic weight J and the degree of synapse loss in the absence of homeostatic compensation (left column),
as well as with unlimited (middle column) and limited firing rate homeostasis (right column). Superimposed black curves in
(M–O) mark instability lines ρ = 1. Same parameters as in network simulations (see Sec. 7.1 and Sec. 7.2).
where φ(νin) represents the activation function mapping the vector of stationary input rates νin to the vector of
output rates. The coupling kernel hij(t) represents the firing rate impulse response, i.e. the modulation in the
output rate νi(t) in response to a delta-shaped fluctuation in the rate νj(t) of presynaptic neuron j. We refer to
the area
wij =
∫ ∞
−∞
dt hij(t) (9)
under the coupling kernel as the effective connection weight. It measures the average number of extra spikes
emitted by target neuron i in response to a spike fired by the presynaptic neuron j, in the context of the background
activity determined by the stationary state ν∗. Exploiting the fact that the integral of the impulse response of a
linear(ized) system is identical to the long-term limit of its step response, the effective weight
wij =
∂φi(ν)
∂νj
∣∣∣∣
ν∗
(10)
is given by the derivative of the activation function φi of neuron i with respect to the stationary firing rate
νj of neuron j, evaluated at the stationary state ν
∗. With φi(ν) = G(µi(ν), σi(ν)) from (5), µi(ν) =
15
(∑N
j=1 Jˆijνj +KXJˆXνX
)
τm, and σ
2
i (ν) =
(∑N
j=1 Jˆ
2
ijνj +KXJˆ
2
XνX
)
τm, we obtain
wij =
∂G
∂µi
∂µi
∂νj
∣∣∣∣
ν∗
+
∂G
∂σi
∂σi
∂νj
∣∣∣∣
ν∗
=
Jˆij
σ∗i
√
pi(τmν
∗
i )
2 (f(y∗θi)− f(y∗ri)) (11)
as the effective weight of the LIF neuron in the stationary self-consistent state given by ν∗ (Tetzlaff et al., 2012;
Helias et al., 2013). Note that for the result on the right-hand side of (11), we account only for the derivative
∂G
∂µi
of G with respect to the mean input µi (DC susceptibility), but neglect the contribution
∂G
∂σi
resulting from
a modulation in the input variance σ2i . Removal of EE synapses and the resulting decrease in stationary firing
rates (Fig. 8 D) leads to a reduction in the effective weight wEE of EE connections (Fig. 8 G). In the presence of
(unlimited) firing rate homeostasis, upscaling of EE synapses (Fig. 8 B) and the resulting preservation of firing
rates (Fig. 8 E) results in an increase in wEE (Fig. 8 H).
Stability analysis For the LIF neuron with weak exponential synapses (Helias et al., 2013) as well as for a vari-
ety of other neuron and synapse models (Nordlie et al., 2010; Heiberg et al., 2013, 2018), the effective coupling ker-
nel hij(t) introduced in (7) can be well approximated by an exponential function hij(t) = wijτ
−1exp(−t/τ)Θ(t)
with an effective time constant τ and Heaviside function Θ(t). With this approximation, (7) can be written in
form of an N -dimensional system of differential equations
τ
dδν
dt
= −δν +W δν(t). (12)
Here, W = {wij} denotes the N ×N effective connectivity matrix and δν(t) = (δν1(t), . . . , δνN (t)) the vector
of firing rate fluctuations. The system (12) has bounded solutions only if the real parts of all Eigenvalues λk of
the effective connectivity matrix W are smaller than unity, i.e. if Re(λk) < 1 (∀k). If ρ = maxk (Re(λk)) > 1,
the linearized system is unstable and fluctuations diverge. In the original nonlinear LIF network, an unbounded
growth of fluctuations is prevented by the nonlinearities of the single-neuron dynamics. For large random networks
where the statistics of the coupling strengths does not depend on the target nodes, the bulk of Eigenvalues
{λk|k ∈ [1, N ]} of W is located in the complex plane within a circle centered at the coordinate origin and a
radius ρ which is determined by the variances of the effective connectivity (Rajan & Abbott, 2006). A single
outlier is given by the Eigenvalue λk∗ associated with the Eigenvector uk∗ = (1, 1, . . . , 1, 1)
T, which is given
by the mean effective weight. In inhibition dominated networks, the mean synaptic weight and, hence, λk∗ are
negative. The stability behaviour is therefore solely determined by the spectral radius ρ. For a random network
composed of NE excitatory (j ∈ E ; NE = |E|) and NI inhibitory neurons (j ∈ I; NI = |I|) with homogeneous
in-degrees Kpq (p, q ∈ {E, I}) and weights
wij =

wEE ∀i ∈ E , j ∈ E , connection j → i exists with probability KEENENNE
wEI ∀i ∈ E , j ∈ I, connection j → i exists with probability KEINENNI
wIE ∀i ∈ I, j ∈ E , connection j → i exists with probability KIENINNE
wII ∀i ∈ I, j ∈ I, connection j → i exists with probability KIININNI
0 ∀i, j, connection j → i does not exist
, (13)
the squared spectral radius is given by
ρ2 = NEvE +NIvI = N
−1 (KEENEw2EE +KIENIw2IE +KEINEw2EI +KIINIw2II) . (14)
Here, vE = w
2
EEKEENE/(NNE) + w
2
IEKIENI/(NNI) and vI = w
2
EIKEINE/(NNI) + w
2
IIKIINI/(NNI) denote the
variances of the effective connectivity wij across the ensemble of target cells (i ∈ [1, N ]) for excitatory (j ∈ E)
and inhibitory sources (j ∈ I), respectively. Without homeostatic compensation, EE-synapse loss leads to a
stabilization of the linearized network dynamics, i.e. a decrease in ρ (Fig. 8 M). In the presence of unlimited firing
rate homeostasis, the spectral radius ρ is preserved (Fig. 8 N), even if a substantial fraction of EE synapses is
removed (Fig. 8 N). If the homeostatic resources are limited, ρ is maintained until the upscaled synaptic weights
reach their maximum value (Fig. 8 O).
Preservation of linear stability by firing rate homeostasis At first glance, it is unclear why firing rate
homeostasis preserves the linear stability characteristics as measured by the spectral radius ρ. While the stationary
firing rates ν∗i are, by definition, kept constant during synapse loss and homeostasis, the input statistics µ
∗
i , σ
∗
i
(Fig. 10 D,E), y∗ri and y
∗
θi (Fig. 9 A,B) as well as the effective weights wij (Fig. 8 K) are not. To shed light on the
mechanisms leading to the preservation of ρ, we first note that the factor
√
pi(τmν
∗
i )
2 (f(y∗θi)− f(y∗ri)) =: η(ν∗i ) (15)
on the right-hand side of (11) is in good approximation uniquely determined by the stationary firing rate
ν∗i (Fig. 8 J–L). This can be understood by noting that, according to (5), the firing rates are determined
by
∫ y∗θi
y∗ri
dy f(y), and that f(y) = ey
2
[1 + erf(y)] can be approximated by an exponential function f(y) ≈
AeBy for the range of arguments spanned by y∗ri and y
∗
θi (Fig. 9). With this approximation,
∫ y∗θi
y∗ri
dy f(y) =
16
B−1 [f(y∗θi)− f(y∗ri)]. For constant firing rate, f(y∗θi)−f(y∗ri) is therefore constant, too, and the effective weight
is essentially determined by the ratio Jˆij/σ
∗
i . With wpq = η(ν
∗
p)Jˆpq/σ
∗
p (p, q ∈ {E, I}), (14) reads
ρ2 = N−1
(
KEENE
Jˆ2EE
σ∗2E
η2(ν∗E ) +KIENI
Jˆ2IE
σ∗2I
η2(ν∗I ) +KEINE
Jˆ2EI
σ∗2E
η2(ν∗E ) +KIINI
Jˆ2II
σ∗2I
η2(ν∗I )
)
= N−1
(
η2(ν∗E )NE
KEEJˆ
2
EE +KEIJˆ
2
EI
σ∗2E
+ η2(ν∗I )NI
KIEJˆ
2
IE +KIIJˆ
2
II
σ∗2I
)
.
(16)
According to our network simulations as well as the mean-field theory described above, stationary firing rates of the
excitatory and inhibitory subpopulation are identical in the presence of firing rate homeostasis, i.e. ν∗ := ν∗E = ν
∗
I .
With (6) and assuming that the contribution KXJˆ
2
XνX of the external drive to the total input variances σ
∗2
E/I can
be neglected (which is the case for the range of parameters considered in this study), we find that the spectral
radius
ρ2 =
η2(ν∗)
ν∗τm
(17)
is in good approximation uniquely determined by the stationary firing rate ν∗ (Fig. 10 and Fig. 7B). A constant
firing rate (as achieved by firing rate homeostasis) is therefore accompanied by a constant spectral radius.
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Figure 9: Approximation of f(y) = ey
2
[1 + erf(y)] by an exponential function. A,B) Dependence of yrE (A) and yθE
(B) on the synaptic reference weight J and the degree of synapse loss in the presence of unlimited firing rate homeostasis
(mean-field theory). C) Graph of f(y) = ey
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fitted to f(y) in interval y ∈ [0.5, 1.5]. Same parameters as in network simulations (see Sec. 7.1 and Sec. 7.2).
5 Author Contributions
The spiking neural network model and the data analyses were developed by CB, TT and AM. CB implemented
the model and carried out the numerical simulations and the data analysis. The mean-field model was developed,
implemented and analyzed by CB and TT. RD investigated the network with respect to computational capacity.
The manuscript was written by CB, TT, RD and AM.
6 Acknowledgments
We thank Susanne Kunkel and Philipp Bamberger for their conceptual and technical support during the project, as
well as Sven Goedeke, Raoul-Martin Memmesheimer, Moritz Helias, and Robert Legenstein for fruitful discussions.
This project has received funding from the Initiative and Networking Fund of the Helmholtz Association, Helmholtz
Portfolio Theme “Supercomputing and Modeling for the Human Brain”), and the European Union’s Horizon 2020
Framework Programme for Research and Innovation under Specific Grant Agreement No. 720270 (Human Brain
Project SGA1 and SGA2).
References
Abbott, L. F., DePasquale, B., & Memmesheimer, R.-M. (2016). Building functional networks of spiking model
neurons. Nat. Neurosci. 19(3), 350–355.
Abeles, M. (1982). Local Cortical Circuits: An Electrophysiological Study. Studies of Brain Function. Berlin,
Heidelberg, New York: Springer-Verlag.
Amatniek, J. C., Hauser, A. W., DelCastillo Castaneda, C., Jacobs, D. M., Marder, K., Bell, K., Albert, M.,
Brandt, J., & Stern, Y. (2006). Incidence and predictors of seizures in patients with Alzheimer’s disease.
Epilepsia 47(5), 867–872.
17
Baddeley, A. D., Baddeley, H. A., Bucks, R. S., & Wilcock, G. K. (2001). Attentional control in Alzheimer’s
disease. Brain 124(Pt8), 1492–1508.
Barak, O., Sussillo, D., Romo, R., Tsodyks, M., & Abbott, L. F. (2013). From fixed points to chaos: three
models of delayed discrimination. Prog. Neurobiol. 103, 214–222.
Barrett, D. G., Dene`ve, S., & Machens, C. K. (2016). Optimal compensation for neuron loss. eLife 5, e12454.
Beggs, J. M., & Plenz, D. (2003). Neuronal avalanches in neocortical circuits. J. Neurosci. 23(35), 11167–11177.
Belleville, S., Bherer, L., Lepage, E., Chertkow, H., & Gauthier, S. (2008). Task switching capacities in persons
with Alzheimer’s disease and mild cognitive impairment. Neuropsychologia 46(8), 2225–2233.
Bennett, D. A., Wilson, R. S., Schneider, J. A., Evans, D. A., Beckett, L. A., Aggarwal, N. T., Barnes, L. L., Fox,
J. H., & Bach, J. (2002). Natural history of mild cognitive impairment in older persons. Neurology 59(2),
198–205.
Bertschinger, N., & Natschla¨ger, T. (2004). Real-time computation at the edge of chaos in recurrent neural
networks. Neural Comput. 16(7), 1413–1436.
Binzegger, T., Douglas, R. J., & Martin, K. A. C. (2004). A quantitative map of the circuit of cat primary visual
cortex. J. Neurosci. 24(39), 8441–8453.
Boerlin, M., Machens, C. K., & Dene`ve, S. (2013). Predictive coding of dynamical variables in balanced spiking
networks. PLoS Computational Biology 9(11), e1003258.
Boucsein, C., Tetzlaff, T., Meier, R., Aertsen, A., & Naundorf, B. (2009). Dynamical response properties of
neocortical neuron ensembles: multiplicative versus additive noise. J. Neurosci. 29(4), 1006–1010.
Boyd, S., & Chua, L. (1985). Fading memory and the problem of approximating nonlinear operators with volterra
series. IEEE Transactions on Circuits and Systems 32, 1150–1165.
Brun, A., Liu, X., & Erikson, C. (1995). Synapse loss and gliosis in the molecular layer of the cerebral cortex in
Alzheimer’s disease and in frontal lobe degeneration. Neurodegeneration 4(2), 171–177.
Brunel, N. (2000). Dynamics of sparsely connected networks of excitatory and inhibitory spiking neurons. J.
Comput. Neurosci. 8(3), 183–208.
Brunel, N., & Hakim, V. (1999). Fast global oscillations in networks of integrate-and-fire neurons with low firing
rates. Neural Comput. 11(7), 1621–1671.
Buesing, L., Bill, J., Nessler, B., & Maass, W. (2011). Neural dynamics as sampling: A model for stochastic
computation in recurrent networks of spiking neurons. PLoS Comp Biol 7(11), e1002211.
Busche, M. A., Chen, X., Henning, H. A., Reichwald, J., Staufenbiel, M., Sakmann, B., & Konnerth, A. (2012).
Critical role of soluble amyloid-β for early hippocampal hyperactivity in a mouse model of Alzheimer’s disease.
Proc Natl Acad Sci U S A 109(22), 740–745.
Chen, M. K., Mecca, A. P., Naganawa, M., Finnema, S. J., Toyonaga, T., Lin, S. F., Najafzadeh, S., Ropchan,
J., Lu, Y., McDonald, J. W., Michalak, H. R., Nabulsi, N. B., Arnsten, A. F. T., Huang, Y., Carson, R. E., &
van Dyck, C. H. (2018). Assessing synaptic density in Alzheimer disease with synaptic vesicle glycoprotein 2A
positron emission tomographic imaging. JAMA Neurology 75(10), 1215–1224.
Corbett, B. F., Leiser, S. C., Ling, H.-P., Nagy, R., Breysse, N., Zhang, X., Hazra, A., Brown, J. T., Randall,
A. D., Wood, A., Pangalos, M. N., Reinhart, P. H., & Chin, J. (2013). Sodium channel cleavage is associated
with aberrant neuronal activity and cognitive deficits in a mouse model of Alzheimer’s disease. Journal of
Neuroscience 33, 7020–7026.
Cowan, R. L., & Wilson, C. J. (1994). Spontaneous firing patterns and axonal projections of single corticostriatal
neurons in the rat medial agranular cortex. J. Neurophysiol. 71, 17–32.
Cullen, B., Coen, R. F., Lynch, C. A., Cunningham, C. J., Coakley, D., Robertson, I. H., & Lawlor, B. A. (2005).
Repetitive behaviour in Alzheimer’s disease: description, correlates and functions. International Journal of
Geriatric Psychiatry 20(7), 686–693.
Dambre, J., Verstraeten, D., Schrauwen, B., & Massar, S. (2012). Information processing capacity of dynamical
systems. Scientific Reports 2, 514.
de Toledo-Morrell, L., Dickerson, B., Sullivan, M. P., Spanovic, C., Wilson, R., & Bennett, D. A. (2000).
Hemispheric differences in hippocampal volume predict verbal and spatial memory performance in patients
with Alzheimer’s disease. Hippocampus 10(2), 136–142.
18
DeFelipe, J., & Farin˜as, I. (1992). The pyramidal neuron of the cerebral cortex: Morphological and chemical
characteristics of the synaptic inputs. Progress in Neurobiology 39, 563–607.
DeKosky, S. T., & Scheff, S. W. (1990). Synapse loss in frontal cortex biopsies in Alzheimer’s disease: Correlation
with cognitive severity. Ann Neurol. 27(5), 457 – 464.
Desai, N. S., Rutherford, L. C., & Turrigiano, G. G. (1999). Plasticity in the intrinsic excitability of cortical
pyramidal neurons. Nat. Neurosci. 2(6), 515–520.
Dickerson, B. C., Salat, D. H., Greve, D. N., Chua, E. F., Rand-Giovannetti, E., Rentz, D. M., Bertram, L.,
Mullin, K., Tanzi, R., Blacker, D., Albert, M. S., & Sperling, R. A. (2005). Increased hippocampal activation
in mild cognitive impairment compared to normal aging and AD. Neurology 65(3), 404–411.
Dorostkar, M. M., Zou, C., Blazquez-Llorca, L., & Herms, J. (2015). Analyzing dendritic spine pathology in
Alzheimers disease: problems and opportunities. Acta Neuropathol 130(1), 1–19.
Ecker, A. S., Berens, P., Keliris, G. A., Bethge, M., Logothetis, N. K., & Tolias, A. S. (2010). Decorrelated
neuronal firing in cortical microcircuits. Science 327(5965), 584–587.
Eliasmith, C., & Anderson, C. H. (2004). Neural engineering: Computation, representation, and dynamics in
neurobiological systems. MIT press.
Engelken, R., Farkhooi, F., Hansel, D., van Vreeswijk, C., & Wolf, F. R. (2015). Comment on ”two types of
asynchronous activity in networks of excitatory and inhibitory spiking neurons”. bioRxiv , 017798.
Eslamizade, M. J., Saffarzadeh, F., Mousavi, S. M. M., Meftahi, G. H., Hosseinmardi, N., Mehdizadeh, M., &
Janahmadi, M. (2015). Alterations in CA1 pyramidal neuronal intrinsic excitability mediated by Ih channel
currents in a rat model of amyloid beta pathology. Neuroscience 305, 279–292.
Fernandes, D., & Carvalho, A. L. (2016). Mechanisms of homeostatic plasticity in the excitatory synapse. J.
Neurochem. 139(6), 973–996.
Fourcaud, N., & Brunel, N. (2002). Dynamics of the firing probability of noisy integrate-and-fire neurons. Neural
Comput. 14(9), 2057–2110.
Frere, S., & Slutsky, I. (2018). Alzheimer’s disease: From firing instability to homeostasis network collapse.
Neuron 97(1), 32–58.
Friedman, N., Ito, S., Brinkman, B. A. W., Shimono, M., DeVille, R. E. L., Dahmen, K. A., Beggs, J. M.,
& Butler, T. C. (2012). Universal critical dynamics in high resolution neuronal avalanche data. Phys. Rev.
Lett. 108(20), 208102.
Fro¨hlich, F., Bazhenov, M., & Sejnowski, T. J. (2008). Pathological effect of homeostatic synaptic scaling on
network dynamics in diseases of the cortex. J Neurosci 28(7), 1709–1720.
Furber, S. (2016). Large-scale neuromorphic computing systems. Journal of Neural Engineering 13(5), 051001.
Gibson, J. R., Bartley, A. F., & Huber, K. M. (2006). Role for the subthreshold currents ILeak and IH in
the homeostatic control of excitability in neocortical somatostatin-positive inhibitory neurons. Journal of
Neurophysiology 96(1), 420–432.
Golovko, V., Savitsky, Y., & Manikov, N. (2002). Neural networks for signal processing in measurement analysis
and industrial applications : the case of chaotic signal processing.
Grubb, M. S., & Burrone, J. (2010). Activity-dependent relocation of the axon initial segment fine-tunes neuronal
excitability. Nature 465(7301), 1070–1074.
Grytskyy, D., Tetzlaff, T., Diesmann, M., & Helias, M. (2013). Invariance of covariances arises out of noise. AIP
Conf. Proc. 1510, 258–262.
Gulya´s, A. I., Megu´as, M., Emri, Z., & Freund, T. F. (1999). Total number and ratio of excitatory and inhibitory
synapses converging onto single interneurons of different types in the CA1 area of the rat hippocampus. J.
Neurosci. 19(22), 10082–10097.
Haghani, M., Janahmadi, M., & Shabani, M. (2012). Protective effect of cannabinoid CB1 receptor activation
against altered intrinsic repetitive firing properties induced by Aβ neurotoxicity. Neuroscience Letters 507(1),
33–37.
Hall, A. M., Throesch, B. T., Buckingham, S. C., Markwardt, S. J., Peng, Y., Wang, Q., Hoffman, D. A., &
Roberson, E. D. (2015). Tau-dependent Kv4.2 depletion and dendritic hyperexcitability in a mouse model of
Alzheimer’s disease. J Neurosci 35(15), 6221–6230.
19
Hanuschkin, A., Kunkel, S., Helias, M., Morrison, A., & Diesmann, M. (2010). A general and efficient method
for incorporating precise spike times in globally time-driven simulations. Front. Neuroinform. 4, 113.
Harish, O., & Hansel, D. (2015). Asynchronous rate chaos in spiking neuronal circuits. PLoS Comput Biol 11(7),
e1004266.
Harris, K. D., & Thiele, A. (2011). Cortical state and attention. Nat. Rev. Neurosci. 12, 509–523.
Heiberg, T., Kriener, B., Tetzlaff, T., Casti, A., Einevoll, G. T., & Plesser, H. E. (2013). Firing-rate models
capture essential response dynamics of LGN relay cells. J. Comput. Neurosci. 35(3), 359–375.
Heiberg, T., Kriener, B., Tetzlaff, T., Einevoll, G. T., & Plesser, H. E. (2018). Firing-rate models for neurons
with a broad repertoire of spiking behaviors. J. Comput. Neurosci. 45(2), 103–132.
Helias, M., Tetzlaff, T., & Diesmann, M. (2013). Echoes in correlated neural systems. New J. Phys. 15, 023002.
Herholz, K. (2010). Cerebral glucose metabolism in preclinical and prodromal Alzheimers disease. Expert Review
of Neurotherapeutics 10(11), 1667–1673.
Horn, D., Levy, N., & Ruppin, E. (1996). Neuronal–based synaptic compensation: A computational study in
Alzheimer’s disease. Neural Computation 8(6), 1227–1243.
Horn, D., Ruppin, E., Usher, M., & Hermann, M. (1993). Neural network modeling of memory deterioration in
Alzheimer’s disease. Neural Computation 5(5), 736–749.
Hoxha, E., Boda, E., Montarolo, F., Parolisi, R., & Tempia, F. (2012). Excitability and synaptic alterations in
the cerebellum of APP/PS1 mice. PLoS ONE 7(4), e347265.
Ibata, K., Sun, Q., & Turrigiano, G. G. (2008). Rapid synaptic scaling induced by changes in postsynaptic firing.
Neuron 57(6), 819–826.
Ikegaya, Y., Sasaki, T., Ishikawa, D., Honma, N., Tao, K., Takahashi, N., Minamisawa, G., Ujita, S., & Matsuki,
N. (2013). Interpyramid spike transmission stabilizes the sparseness of recurrent network activity. Cereb.
Cortex 23(2), 293–304.
Jack Jr, C. R., Knopman, D. S., Jagust, W. J., Shaw, L. M., Aisen, P. S., Weiner, M. W., Petersen, R. C., &
Trojanowski, J. Q. (2010). Hypothetical model of dynamic biomarkers of the Alzheimer’s pathological cascade.
The Lancet Neurology 9(1), 119–128.
Jaeger, H., & Haas, H. (2004). Harnessing nonlinearity: Predicting chaotic systems and saving energy in wireless
communication. Science 304(5667), 78–80.
Jang, S.-S., & Chung, H. J. (2016). Emerging link between Alzheimers disease and homeostatic synaptic plasticity.
Neural Plasticity 2016(7969272), 19.
Jun, J. K., Miller, P., Herna´ndez, A., Zainos, A., Lemus, L., Brody, C. D., & Romo, R. (2010). Heterogenous
population coding of a short-term memory and decision task. The Journal of Neuroscience 30(3), 916–929.
Kadmon, J., & Sompolinsky, H. (2015). Transition to chaos in random neuronal networks. Phys. Rev. X 5,
041030.
Keck, T., Keller, G. B., Jacobsen, R. I., Eysel, U. T., Bonhoeffer, T., & Hu¨bener, M. (2013). Synaptic scaling
and homeostatic plasticity in the mouse visual cortex invivo. Neuron 80(2), 327–334.
Kim, J., & Tsien, R. W. (2008). Synapse-specific adaptations to inactivity in hippocampal circuits achieve
homeostatic gain control while dampening network reverberation. Neuron 58(6), 925–937.
Kriener, B., Enger, H., Tetzlaff, T., Plesser, H. E., Gewaltig, M.-O., & Einevoll, G. T. (2014). Dynamics of self-
sustained asynchronous-irregular activity in random networks of spiking neurons with strong synapses. Front.
Comput. Neurosci. 8, 136.
Lacor, P. N., Buniel, M. C., Furlow, P. W., Clemente, A. S., Velasco, P. T., Wood, M., Viola, K. L., & Klein, W. L.
(2007). Abeta oligomer-induced aberrations in synapse composition, shape, and density provide a molecular
basis for loss of connectivity in Alzheimer’s disease. J. Neurosci. 27(4), 796–807.
Lam, A. D., Deck, G., Goldman, A., Eskandar, E. N., Noebels, J., & Cole, A. J. (2017). Silent Hippocampal
seizures and spikes identified by foramen ovale electrodes in Alzheimer’s disease. Nature Medicine 23(6),
678–680.
Langton, C. G. (1990). Computation at the edge of chaos: phase transitions and emergent computation. Physica
D: Nonlinear Phenomena 42(1-3), 12–37.
20
Lefort, S., Tomm, C., Floyd Sarria, J.-C., & Petersen, C. C. (2009). The excitatory neuronal network of the C2
barrel column in mouse primary somatosensory cortex. Neuron 61(2), 301–316.
Legenstein, R., & Maass, W. (2007a). Edge of chaos and prediction of computational performance for neural
circuit models. Neural Networks 20(3), 323–334.
Legenstein, R., & Maass, W. (2007b). What makes a dynamical system computationally powerful?, pp. 127–154.
MIT Press.
Li, G., Ramanathan, K., Ning, N., Shi, L., & Wen, C. (2015). Memory dynamics in attractor networks. Comput
Intell Neurosci 2015, 191745.
Lin, J.-W., & Faber, D. S. (2002). Modulation of synaptic delay during synaptic plasticity. Trends Neurosci. 25(9),
449–455.
Lissin, D. V., Gomperts, S. N., Carroll, R. C., Christine, C. W., Kalman, D., Kitamura, M., Hardy, S., Nicoll,
R. A., Malenka, R. C., & von Zastrow, M. (1998). Activity differentially regulates the surface expression of
synaptic AMPA and NMDA glutamate receptors. Proc Natl Acad Sci U S A 95(12), 7097–7102.
Liu, Q., Xie, X., Lukas, R. J., St. John, P. A., & Wu, J. (2013). A novel nicotinic mechanism underlies β-amyloid-
induced neuronal hyperexcitation. J Neurosci 33(17), 7253–63.
London, M., Roth, A., Beeren, L., Ha¨usser, M., & Latham, P. E. (2010). Sensitivity to perturbations in vivo
implies high noise and suggests rate coding in cortex. Nature 466, 123–128.
Lu¨tcke, H., Margolis, D. J., & Helmchen, F. (2013). Steady or changing? Long-term monitoring of neuronal
population activity. Trends in Neurosciences 36(7), 375–384.
Maass, W., Natschla¨ger, T., & Markram, H. (2002). Real-time computing without stable states: a new framwork
for neural compuation based on perturbation. Neural Comput. 14(11), 2531–2560.
Major, G., Larkum, M. E., & Schiller, J. (2013). Active properties of neocortical pyramidal neuron dendrites.
Annu. Rev. Neurosci. 36, 1–24.
Marder, E., & Goaillard, J.-M. (2006). Variability, compensation and homeostasis in neuron and network function.
Nat. Rev. Neurosci. 7(7), 563–574.
Masliah, E., Mallory, M., Hansen, L., DeTeresa, R., Alford, M., & Terry, R. (1994). Synaptic and neuritic
alterations during the progression of Alzheimer’s disease. Neuroscience Letters 174, 67–72.
Mendez, M. F., Catanzaro, P., Doss, R. C., Arguello, R., & Frey, W. H. (1994). Seizures in alzheimer’s disease:
Clinicopathologic study. Journal of Geriatric Psychiatry and Neurology 7(4), 230–233.
Merino-Serrais, P., Benavides-Piccione, R., Blazquez-Llorca, L., Kastanauskaite, A., Ra´bano, A., Avila, J., &
DeFelipe, J. (2013). The influence of phospho-tau on dendritic spines of cortical pyramidal neurons in patients
with Alzheimer’s disease. Brain 136(6), 1913–1928.
Morris, J. C. (2005). Early-stage and preclinical Alzheimer disease. Alzheimer Dis Assoc Disord 19(3), 163–165.
Morrison, A., Straube, S., Plesser, H. E., & Diesmann, M. (2007). Exact subthreshold integration with continuous
spike times in discrete-time neural network simulations. Neural Computation 19(1), 47–49.
Morton, A. J., Faull, R. L. M., & Edwardson, J. M. (2001). Abnormalities in the synaptic vesicle fusion machinery
in Huntington’s diseasee. Brain Research Bulletin 56(2), 111–117.
Murray, J. D., Bernacchia, A., Roy, N. A., Constantinidis, C., Romo, R., & Wang, X.-J. (2017). Stable population
coding for working memory coexists with heterogeneous neural dynamics in prefrontal cortex. Proc. Natl. Acad.
Sci. USA 114(2), 394–399.
Naude´, J., Cessac, B., Berry, H., & Delord, B. (2013). Effects of cellular homeostatic intrinsic plasticity on
dynamical and computational properties of biological recurrent neural networks. J. Neurosci. 33(38), 15032–
15043.
Neuman, K. M., Molina-Campos, E., Musial, T. F., Price, A. L., Oh, K.-J., Wolke, M. L., Buss, E. W., Scheff,
S. W., Mufson, E. J., & Nicholson, D. A. (2015). Evidence for Alzheimers disease-linked synapse loss and
compensation in mouse and human hippocampal CA1 pyramidal neurons. Brain Struct Funct 220(6), 3143–65.
Nordlie, E., Gewaltig, M.-O., & Plesser, H. E. (2009). Towards reproducible descriptions of neuronal network
models. PLOS Comput. Biol. 5(8), e1000456.
Nordlie, E., Tetzlaff, T., & Einevoll, G. T. (2010). Rate dynamics of leaky integrate-and-fire neurons with strong
synapses. Front. Comput. Neurosci. 4, 149.
21
O’Brien, J. L., O’Keefe, K. M., LaViolette, P. S., DeLuca, A. N., Blacker, D., Dickerson, B. C., & Sperling,
R. A. (2010). Longitudinal fMRI in elderly reveals loss of hippocampal activation with clinical decline. Neurol-
ogy 75(24), 1969–1976.
O’Brien, R. J., Kamboj, S., Ehlers, M. D., Rosen, K. R., Fischbach, G. D., & Huganir, R. L. (1998). Activity-
dependent modulation of synaptic AMPA receptor accumulation. Neuron 21(5), 1067–1078.
Okun, M., & Lampl, I. (2008). Instantaneous correlation of excitation and inhibition during ongoing and sensory-
evoked activities. Nat. Neurosci. 11(5), 535–537.
Orba´n, G., Vo¨lgyi, K., Juha´sz, G., Penke, B., Ke´kesi, K. A., Kardos, J., & Czurko´, A. (2010). Different electro-
physiological actions of 24- and 72-hour aggregated amyloid-beta oligomers on hippocampal field population
spike in both anesthetized and awake rats. Brain Research 1354, 227–235.
Ostojic, S. (2014). Two types of asynchronous activity in networks of excitatory and inhibitory spiking neurons.
Nat. Neurosci. 17, 594–600.
Ostojic, S. (2015). Response to comment on “Two types of asynchronous activity in networks of excitatory and
inhibitory spiking neurons”. bioRxiv , 020354.
Pereira, U., & Brunel, N. (2018). Attractor dynamics in networks with learning rules inferred from in vivo data.
Neuron 99(1), 277–238.e4.
Perez, C., Ziburkus, J., & Ullah, G. (2016). Analyzing and modeling the dysfunction of inhibitory neurons in
Alzheimers disease. PLoS One 11(12), e0168800.
Petersen, C. C., & Crochet, S. (2013). Synaptic computation and sensory processing in neocortical layer 2/3.
Neuron 78(1), 28–48.
Rajan, K., & Abbott, L. F. (2006). Eigenvalue spectra of random matrices for neural networks. Phys. Rev.
Lett. 97(18), 188104.
Rajendran, L., & Paolicelli, R. C. (2018). Microglia–mediated synapse loss in Alzheimer’s disease. The Journal
of Neuroscience 38(12), 2911–2919.
Rotter, S., & Diesmann, M. (1999). Exact digital simulation of time-invariant linear systems with applications to
neuronal modeling. Biol. Cybern. 81(5-6), 381–402.
Ruppin, E., & Reggia, J. A. (1995). A neural model of memory impairment in diffuse cerebral atrophy. The
British Journal of Psychiatry 166(1), 19–28.
Scheff, S. W., & Price, D. A. (2003). Synaptic pathology in Alzheimers disease: a review of ultrastructural
studies. Neurobiology of Aging 24(8), 1029 – 1046.
Scheff, W. S., DeKosky, S. T., & Price, D. A. (1990). Quantitative assessment of cortical synaptic density in
Alzheimer’s disease. Neurobiology of Aging 11(1), 29–37.
Scheff, W. S., Neltner, J. H., & Nelson, P. T. (2014). Is synaptic loss a unique hallmark of Alzheimer’s disease?
Biochem Pharmacol. 88(4), 517–528.
Scheff, W. S., & Price, D. A. (1993). Synapse loss in the temporal lobe in Alzheimer’s disease. Ann Neurol 33(2),
190–199.
Scheff, W. S., & Price, D. A. (2006). Alzheimer’s disease-related alterations in synaptic density: Neocortex and
hippocampus. Journal of Alzheimer’s disease: JAD 9(3 Suppl), 101–115.
Scheff, W. S., Price, D. A., Schmitt, F. A., Scheff, M. A., & Mufson, E. J. (2011). Synaptic loss in the inferior
temporal gyrus in mild cognitive impairment and Alzheimer disease. J Alzheimers Dis 24(3), 547–557.
Scholl, D. A. (1956). THE ORGANIZATION OF THE CEREBRAL CORTEX. New York: Springer-Verlag.
Schrauwen, B., Bu¨sing, L., & Legenstein, R. A. (2009). On computational power and the order-chaos phase
transition in reservoir computing. In Advances in Neural Information Processing Systems, Volume 21, pp.
1425–1432.
Schuecker, J., Diesmann, M., & Helias, M. (2015). Modulated escape from a metastable state driven by colored
noise. Phys. Rev. E 92, 052119.
Schuecker, J., Goedeke, S., & Helias, M. (2017). Optimal sequence memory in driven random networks. arXiv .
1603.01880v3 [q-bio.NC].
Shadlen, M. N., & Newsome, W. T. (1998). The variable discharge of cortical neurons: Implications for connec-
tivity, computation, and information coding. J. Neurosci. 18(10), 3870–3896.
22
Sheng, M., Sabatini, B. L., & Su¨dhof, T. C. (2012). Synapses and Alzheimers disease. Cold Spring Harb Perspect
Biol 4(5), pii: a005777.
Slomowitz, E., B, S., Vertkin, I., Milshtein-Parush, H., Nelken, I., Slutsky, M., & Slutsky, I. (2015). Interplay
between population firing stability and single neuron dynamics in hippocampal networks. eLife 4, e04378.
Small, D. H. (2004). Mechanisms of synaptic homeostasis in Alzheimer’s disease. Current Alzheimer Re-
search 1(1), 27–32.
Smith, A. D. (2002). Imaging the progression of Alzheimer pathology through the brain. Proc Natl Acad Sci U
S A 99(7), 4135–4137.
Softky, W. R., & Koch, C. (1993). The highly irregular firing of cortical cells is inconsistent with temporal
integration of random EPSPs. J. Neurosci. 13(1), 334–350.
Sompolinsky, H., Crisanti, A., & Sommers, H. J. (1988). Chaos in random neural networks. Phys. Rev. Lett. 61,
259–262.
Song, S., Sjo¨stro¨m, P. J., Reigl, M., Nelson, S., & Chklovskii, D. (2005). Highly nonrandom features of synaptic
connectivity in local cortical circuits. PLOS Biol. 3(3), e68.
Sperling, R., Mormino, E., & Johnson, K. (2014). The evolution of preclinical Alzheimer’s disease: implications
for prevention trials. Neuron 84(3), 608–622.
Steriade, M., Nun˜ez, A., & Amzica, F. (1993). A novel slow (< 1 Hz) oscillation of neocortical neurons in vivo:
depolarizing and hyperpolarizing components. J. Neurosci. 13(8), 3252–3265.
Styr, B., & Slutsky, I. (2018). Imbalance between firing homeostasis and synaptic plasticity drives early-phase
Alzheimer’s disease. Nature Neuroscience 21(4), 463–473.
Sussillo, D., & Abbott, L. F. (2009). Generating coherent patterns of activity from chaotic neural networks.
Neuron 63(4), 544–557.
Tampellini, D. (2015). Synaptic activity and Alzheimer’s disease a critical update. Frontiers in Neuroscience 9,
432–439.
Terry, R. D., Masliah, E., Salmon, D. P., Butters, N., DeTeresa, R., Hill, R., Hansen, L. A., & Katzman, R.
(1991). Physical basis of cognitive alterations in Alzheimer’s disease: Synapse loss is the major correlate of
cognitive impairment. Annals of Neurology 30(4), 572–580.
Tetzlaff, T., Helias, M., Einevoll, G. T., & Diesmann, M. (2012). Decorrelation of neural-network activity by
inhibitory feedback. PLOS Comput. Biol. 8(8), e1002596.
Thiagarajan, T. C., Lindskog, M., & Tsien, R. W. (2005). Adaptation to synaptic inactivity in hippocampal
neurons. Neuron 47(5), 725–737.
Thompson, P. M., Hayashi, K. M., de Zubicaray, G., Janke, A. L., Rose, S. E., Semple, J., Herman, D., Hong,
M. S., Dittmer, S. S., Doddrell, D. M., & Toga, A. W. (2003). Dynamics of gray matter loss in Alzheimer’s
disease. The Journal of Neuroscience 23(3), 994–1005.
Timofeev, I., Grenier, F., & Steriade, M. (2001). Disfacilitation and active inhibition in the neocortex during the
natural sleep-wake cycle: An intracellular study. Proc. Natl. Acad. Sci. USA 98(4), 1924–1929.
Tomko, G. J., & Crapper, D. R. (1974). Neuronal variability: non-stationary responses to identical visual stimuli.
Brain Research 79(3), 405–418.
To¨nnies, E., & Trushina, E. (2017). Oxidative stress, synaptic dysfunction, andAlzheimer’s disease. Journal of
Alzheimer’s disease 57(4), 1105–1121.
Turrigiano, G. G. (2008). The self-tuning neuron: Synaptic scaling of excitatory synapses. Cell 135(3), 422–435.
Turrigiano, G. G. (2012). Homeostatic synaptic plasticity: Local and global mechanisms for stabilizing neuronal
function. Cold Spring Harb Perspect Biol 4(1), a005736.
Turrigiano, G. G., Leslie, K. R., Desai, N. S., Rutherford, L. C., & Nelson, S. B. (1998). Activity-dependent
scaling of quantal amplitude in neocortical neurons. Nature 391(6670), 892–896.
van Albada, S. J., Helias, M., & Diesmann, M. (2015). Scalability of asynchronous networks is limited by
one-to-one mapping between effective connectivity and correlations. PLOS Comput. Biol. 11(9), e1004490.
Vitureira, N., & Goda, Y. (2013). The interplay between hebbian and homeostatic synaptic plasticity. J Cell
Biol 203(2), 175–186.
23
Vitureira, N., Letellier, M., & Goda, Y. (2012). Homeostatic synaptic plasticity: from single synapses to neural
circuits. Current Opinion in Neurobiology 22(3), 516–521.
Wagner, C., & Stucki, J. W. (2002). Construction of an associative memory using unstable periodic orbits of a
chaotic attractor. Journal of Theoretical Biology 215(03), 375–384.
Watt, A. J., van Rossum, M. C., MacLeod, K. M., Nelson, S. B., & Turrigiano, G. G. (2000). Activity coregulates
quantal AMPA and NMDA currents at neocortical synapses. Neuron 26(3), 659–670.
Weintraub, S., Wicklund, A. H., & Salmon, D. P. (2012). The neuropsychological profile of Alzheimer disease.
Cold Spring Harb Perspect Med 2(4), a006171.
Wieland, S., Bernardi, D., Schwalger, T., & Lindner, B. (2015). Slow fluctuations in recurrent networks of spiking
neurons. Physical Review E 92(4), 040901.
Yang, X., Yao, C., Tian, T., Li, X., Yan, H., Wu, J., Li, H., Pei, L., Liu, D., Tian, Q., Zhu, L.-Q., & Lu, Y.
(2016). A novel mechanism of memory loss in Alzheimers disease mice via the degeneration of entorhinal–CA1
synapses. Molecular Psychiatry 23, 199–210.
Yun, S. H., Gamkrelidze, G., Stine, W. B., Sullivan, P. M., Pasternak, J. F., Ladu, M. J., & Trommer, B. L.
(2006). Amyloid-beta(1–42) reduces neuronal excitability in mouse dentate gyrus. Neurosci Lett 403(1–2),
162–165.
Zhan, S. S., Beyreuther, K., & Schmitt, H. P. (1993). Quantitative assessment of the synaptophysin immuno-
reactivity of the cortical neuropil in various neurodegenerative disorders with dementia. Dementia 4(2), 66–74.
Zhou, S., & Yu, Y. (2018). Synaptic E–I balance underlies efficient neural coding. Front Neurosci 12, 46.
Zilberter, M., Ivanov, A., Ziyatdinova, S., Mukhtarov, M., Malkov, A., Alpa´r, A., Tortoriello, G., Botting,
C. H., Fu¨lo¨p, L., Osypov, A. A., Pitka¨nen, A., Tanila, H., Harkany, T., & Zilberter, Y. (2013). Dietary energy
substrates reverse early neuronal hyperactivity in a mouse model of Alzheimer’s disease. J. Neurochem. 125(1),
157–171.
24
25
7 Supplementary Materials
7.1 Network model
Summary
Populations excitatory population E , inhibitory population I
Connectivity random convergent connections (fixed in-degrees)
Neuron model leaky integrate-and-fire (LIF)
Synapse model exponentially decaying postsynaptic currents, static synaptic weights, fixed delays
Input Poissonian spike trains
Populations
Name Elements Size
E LIF NE = K/
I LIF NI = γNE = γK/
Connectivity
Source Target Pattern
E E random convergent, in-degree KEE, delay d, weight JEE
E I random convergent, in-degree KIE = K, delay d, weight JIE = J
I E random convergent, in-degree KEI = γK, delay d, weight JEI = −gJ
I I random convergent, in-degree KII = K, delay d, weight JII = −gJ
all all no self-connections (“autapses”), no multiple connections (“multapses”)
Neuron
Type leaky integrate-and-fire (LIF) model
Description dynamics of membrane potential Vi(t) (i ∈ {1, . . . , N})
• spike emission at tik if Vi
(
tik
) ≥ θ
• subthreshold dynamics: τmV˙i = −Vi +RmIi(t) ∀k, ∀t /∈
[
tik, t
i
k + τref
)
• reset and refractoriness: Vi(t) = Vr ∀k, ∀t ∈
(
tik, t
i
k + τref
]
initial membrane-potential distribution at t = 0: random uniform between 0 and θ
exact integration with continuous spike times in discrete-time simulation (Rotter
& Diesmann, 1999; Morrison et al., 2007; Hanuschkin et al., 2010)
temporal resolution ∆t
Synapse
Type current based synapses with exponential post-synaptic currents (PSCs)
Description Ii(t) =
∑N
j=1 Iˆij(PSC ∗ sj)(t)
with PSC(t) = e−t/τsΘ(t) and Heaviside function Θ(t) =
{
1 t ≥ 0
0 else
y post-synaptic potential PSPij(t) = Iˆij
Rmτs
τs − τm
(
e−t/τs − e−t/τm
)
Θ(t)
synaptic weight Jij = Iˆij
Rmτs
τs − τm
([
τm
τs
] −τm
τm−τs −
[
τm
τs
] −τs
τm−τs
)
= max
t
(PSPij(t))
Input
Type spike trains modeled as independent realizations of a Poisson point process
Description p independent Poisson spike trains of rate νX, each connected to KoutX randomly
chosen (excitatory and inhibitory) network neurons
Realizations
Description repetition of network simulations for M random realizations of network connectiv-
ity, initial conditions, and external inputs
Table 1: Description of the network model according to (Nordlie et al., 2009).
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7.2 Lists of parameters
Connectivity
Name Value Description
K 100 excitatory in-degree (number of excitatory inputs) of ref-
erence network
KEE 5, 10, 20, 30, . . . , 100 excitatory-excitatory in-degree
 0.1 network density
γ 1/4 relative size of inhibitory subpopulation
Neuron
Name Value Description
τm 20 ms membrane time constant
τref 2 ms absolute refractory period
Cm 250 pF membrane capacity
Vr 0.0 mV reset potential
τs 2 ms time constant of post-synaptic current
θ 15 mV spike threshold
Synapse
Name Value Description
J 0.05, 0.1, . . . , 4.95 mV EPSP amplitude
g 6 relative IPSP amplitude
d 1 ms spike transmission delay
Input
Name Value Description
νX 750 spikes/s rate of external Poisson inputs
JX 0.2 mV PSP amplitude evoked by external inputs
p 5 number of input sources (spike trains)
KoutX 300 number of neurons each input source is connected to
(out-degree)
Simulation
Name Value Description
T 0.4, 10 or 2000 s total simulation time
∆t 0.1 ms time resolution
M 10 number of random network realizations per parameter
configuration
Table 2: Network and simulation parameters
Spike-train statistics
Name Value Description
b 10 ms binsize for evaluation of Fano factor
Perturbation sensitivity
Name Value Description
t∗ 400 ms perturbation time
δt∗ 0.5 ms perturbation magnitude (time shift of one input spike)
tobs 10 s observation time
∆tf 1 ms time resolution of low-pass filtered spiking activity
τf 20 ms time constant of low-pass filter h(t)
Table 3: Parameters for evaluation of spike-train statistics and perturbation sensitivity
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7.3 Canceling of the synaptic-weight variance by the input variance
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Figure 10: Canceling of the synaptic-weight variance by the input variance. Dependence of KEEJˆEE (A), KEEJˆ
2
EE (B),
KEEJˆ
2
EE+KEIJˆ
2
EI (C), input mean µE (D), input variance σ
2
E (E), and the ratio νEτm (KEEJˆ
2
EE+KEIJˆ
2
EI)/σ
∗2
E (F) on the synaptic
reference weight J and the degree of synapse loss in the presence of unlimited firing rate homeostasis (mean-field theory).
Note that νEτm (KEEJˆ
2
EE + KEIJˆ
2
EI)/σ
∗2
E (F) is very close to unity in all regions where νE > 0 (cf. Fig. 8 E). Hence, the ratio
between the synaptic-weight variance KEEJˆ
2
EE +KEIJˆ
2
EI and the synaptic-input variance σ
∗2
E is uniquely determined by the firing
rate. Same parameters as in network simulations (see Sec. 7.1 and Sec. 7.2).
7.4 Unspecific synapse loss and homeostasis
In this section, we expand our analysis of the linearized network dynamics towards a network in which all types
of synapses (EE,EI,IE,II) are removed. Accordingly, the homeostatic upscaling affects all types of synapses
(EE,EI,IE,II) such that the target firing rate is reached by applying the same factor c to all synaptic weights and
the initial proportion of the different synapse types is kept constant (c·JEE = c·JIE = c·J and c·JEI = c·JII = −cg·J
with c ≥ 1).
We observe that synapse-unspecific network dilution leads to a drop in firing rate (Fig. 11 D), but this drop is
not as pronounced as if only EE synapses are removed (Fig. 8 D). For small and moderate degrees of synapse loss,
the firing rate changes only little. Upscaling J compensates for this and fully restores the firing rates (Fig. 11 E),
even for high levels of synapse loss. In the absence of homeostasis, synapse unspecific network dilution reduces
the spectral radius (Fig. 11 M), but this effect is weaker as if only EE synapses were removed (Fig. 8 M). For
small and moderate degrees of synapse loss, the spectral radius is hardly affected. Upscaling J fully recovers the
spectral radius in the stable regime (ρ < 1). Close to the transition from stable to unstable (ρ = 1, black contour
line), recovery of the spectral radius is approximately achieved (Fig. 11 N).
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Figure 11: Mean-field theory applied to network with unspecific synapse loss and unspecific synaptic upscaling. De-
pendence of the synaptic weight JˆEE (A–C), the average firing rate νE of the excitatory population (D–F), the effective weight
wEE of EE connections (G–I), the ratio wEEσE/JˆEE (J–L), and the spectral radius ρ (M–O) on the synaptic weight J and the
degree of synapse loss in the absence of homeostatic compensation (left column), as well as with unlimited (middle column)
and limited firing rate homeostasis (right column). Superimposed black curves in (M–O) mark instability lines ρ = 1. Same
parameters as in network simulations (see Sec. 7.1 and Sec. 7.2).
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