Abstract. The simplest necessary conditions for an entire function
Introduction
The real entire function ψ(x) is said to belong to the Laguerre-Pólya class LP if it can be represented as
where c, β, x k are real, α ≥ 0, m is a nonnegative integer and x −2 k < ∞. Similarly, the real entire function ψ 1 (x) is a function of type I in the Laguerre-Pólya class, written ψ 1 ∈ LPI, if ψ 1 (x) or ψ 1 (−x) can be represented in the form
where c and σ are real, σ ≥ 0, m a nonnegative integer, x k > 0, and 1/x k < ∞. The real polynomials with only real zeros are called hyperbolic ones. It is clear that LPI ⊂ LP. The functions in LP, and only these, are uniform limits, on compact subsets of C, of hyperbolic polynomials (see, for example, Levin [8, Chapter 8] ). Similarly, ψ ∈ LPI if and only if it is a uniform limit on the compact sets of the complex plane of hyperbolic polynomials whose zeros are either all positive, or all negative. Thus, the classes LP and LPI are closed under differentiation, that is, if ψ ∈ LP, then ψ (ν) ∈ LP for every ν ∈ N and similarly, if ψ ∈ LPI, then ψ (ν) ∈ LPI . Pólya and Schur [13] proved that if
belongs to LP and its Maclaurin coefficients γ k = ψ k (0) are all nonnegative, then ψ ∈ LPI. It is worth mentioning that the sequences {γ k } of Maclaurin coefficients of LPI-functions are called multiplier sequences, and these are the sequences with the property that, for any n ∈ N and every hyperbolic polynomial
k is also a hyperbolic one. The main reason for the interest in the Laguerre-Pólya class is the fact that it is closely related to the celebrated Riemann hypothesis. Recall that the Riemann ξ-function is defined by
where ζ(z) is the Riemann ζ-function and Γ(z) is the gamma function. It is known that ξ(z) is an entire function of order one. Moreover, it can be represented in the form
On setting z = −x 2 , we obtain the entire function
of order 1/2. Thus, the Riemann hypothesis is equivalent to the statement that the entire function ξ(z) belongs to LP, or equivalently, that ξ 1 (z) ∈ LPI. Consequently, any new necessary or sufficient conditions on a function ψ ∈ LP are of significant interest.
The simplest necessary condition for a function (2) to be in LP is that the so-called Turán inequalities hold. Proofs of this fact can be found in [13, 10, 11] . The most straightforward proof is based on the relation between functions from LP of the form (2) and their generalized Jensen polynomials, defined by
It is known (see [3, 10] ) that ψ ∈ LP if and only if the corresponding Jensen polynomials g n,k (ψ; x) are hyperbolic. Then the fact that the Jensen polynomials g 2,k (x) must be hyperbolic immediately yields Turán's inequalities (3) . An extension of (3) was obtained in [4] where the inequalities
were shown to be another necessary condition that the entire function ψ(x), defined by (2) , is in LP. We call the new set of inequalities higher order Turán inequalities. The idea of the proof is rather simple and is based on the fact that (5) are necessary conditions in order that the generalized third degree Jensen polynomials g 3,k−1 (x) are hyperbolic. In fact, it is not difficult to prove that (3) and (5) are also sufficient for g 3,k−1 (x) to be hyperbolic:
Then the real polynomial
with nonzero leading coefficient γ k+2 is hyperbolic if and only if the inequalities
Let us consider entire functions which are represented by Fourier transforms of even, positive and sufficiently fast decaying kernels K(t),
Again, the change of variable, z 2 = −x, gives
Then, obviously, F ∈ LP if and only if F 1 ∈ LPI. Then the first necessary conditions that these hold are that the corresponding Turán determinants
Since, obviously, where
, then the Turán inequalities are equivalent to
Therefore, the simplest necessary conditions for the Riemann hypothesis are that the inequalities
hold for the moments of the kernel Φ(t). In 1927, Pólya [12] conjectured that the inequalities (7) are valid. Pólya's conjecture was proved in 1986 by Csordas, Norfolk and Varga [2] . In addition to the proof, [2] provides some history concerning the previous attempts involving contributions of Hayman [7] and Grosswald [5, 6] . The key idea of the proof in [2] is to first establish the following sufficient condition: 
then the inequalities (6) hold.
Then Csordas, Norfolk and Varga proved by lengthy, careful and detailed analysis of the kernel Φ(t) that:
It is worth mentioning that the inequality (8) is equivalent to
We refer to [1] for an alternative proof of Theorem A as well as for sufficient conditions on a kernel so that its Fourier transform satisfies the so-called double Turán inequalities. Preliminaries and history aside, we turn to higher order Turán inequalities for Fourier transforms. First of all, simple calculations show that
and
We consider kernels which possess certain properties: Definition 1. A function K : R −→ R is called an admissible kernel if it satisfies the following properties: It is well known that the kernel Φ(t) satisfies these properties.
Theorem 1. If K(t) is an admissible kernel with moments
It is quite interesting that the logarithmic concavity of K( √ t) guarantees not only that the Turán inequalities but also the higher ones hold. Then it follows immediately from Lemma 1, Theorem B and Theorem 1 that
Corollary 1. All third degree Jensen polynomials
associated with the Riemann ξ-function, are hyperbolic.
Proof of the main result
First we recall some facts concerning the relation between a function in the Laguerre-Pólya class and its Jensen polynomials.
Consider the real entire function ψ(x) defined by (2) . Its Jensen polynomials are
Jensen himself proved that ψ ∈ LP if and only if the corresponding Jensen polynomials g n (ψ; x) are hyperbolic and that the sequence {g n (ψ; x/n)} converges locally uniformly to ψ(x). Observe that, for any fixed k ∈ N, the generalized Jensen polynomials g n,k (ψ; x), k = 0, 1, . . ., defined by (4), are the Jensen polynomials associated with ψ k (x), that is,
It is easy to check that the identities
hold. Hence, if ψ ∈ LP, then all generalized Jensen polynomials (4) are hyperbolic, and by (10), we conclude that LP is indeed closed under differentiation. Lemma 1 is a rather straightforward consequence of a classical result of Hermite. Let 
Then Hermite's theorem [10] states: Proof of Lemma 1. The fact that the inequalities (5) are necessary conditions for the polynomial g 3,k−1 (x) to be hyperbolic follows from a result of Mařík [9] . Let us apply Hermite's theorem to
Since S 0 = 3,
Then straightforward calculations show that Δ 2 = 18(γ
, where H k is defined by (5) . The statement of Lemma 1 then follows immediately from Hermite's theorem.
Next we recall the following nice formula (cf. [14, Part II, Problem 68]), involving determinants of integrals, which will be the main tool in the proof of Theorem 1.
Theorem D. Let the functions f
Proof of Theorem 1. Let K(t) be an admissible kernel. We define
and, for any pair of nonnegative integers m and n,
The Mean Value Theorem and (8) imply that A(x 1 , x 2 ) > 0 for every (x 1 , x 2 ) with
Recall that It was proved in [1] that 2 T k = I 2k,2k . In a similar way, we obtain an explicit expression for the quantity
and integration by parts yields (2k
Applying Theorem D with f 1 (t) = t 2k , f 2 (t) = t 2k+4 , g 1 (t) = K(t), and g 2 (t) = −K (t)/t, we obtain
Consider the difference I 2k+2,2k − I 2k,2k+2 . It follows from the definition of the integrals I m,n that
Denote the last integrand by G(x 1 , x 2 ). Since it is obviously antisymmetric with respect to the line x 1 ), then the above integral vanishes and I 2k+2,2k = I 2k,2k+2 . This yields
Then, by (9),
Consider the difference J k := I 2k,2k I 2k+2,2k+2 − I 2k+2,2k I 2k,2k+2 and represent it in a form of a determinant:
which is equivalent to
Since, by the Mean Value Theorem, the expression in the curly brackets is equal to Observe that, if we set Substituting these expressions into the numerator on the right-hand side of (14), we obtain 
t(K (t)) 2 + K(t)(K (t) − tK (t)) = −(tK(t))
On the other hand, K It is worth noting that we have proven that the logarithmic concavity of the kernel K( √ t) on the positive real axes implies the stronger inequalities H k > 8 T k T k+1 . It is also of interest to point out that there are kernels which satisfy the requirement (log K( √ t)) < 0, t > 0, whose cosine transforms ∞ 0 K(t) cos ztdt do not belong to the Laguerre-Pólya class. A simple example is given by K(t) = exp(−t 3 ).
