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Abstract
In this paper, we derive the bounds on the magnitude of lth (l = 2, 3) order derivatives of rational Bézier curves, estimate the
error, in the L∞ norm sense, for the hybrid polynomial approximation of the lth (l = 1, 2, 3) order derivatives of rational Bézier
curves.We then prove that when the hybrid polynomial approximation converges to a given rational Bézier curve, the lth (l=1, 2, 3)
derivatives of the hybrid polynomial approximation curve also uniformly converge to the corresponding derivatives of the rational
curve. These results are useful for designing simpler algorithms for computing tangent vector, curvature vector and torsion vector
of rational Bézier curves.
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1. Introduction
It is well known that rational polynomial parametric curves play an important role in computer aided design and com-
puter graphics. They have a larger modeling domain than polynomial representations. However, with the advancement
of design systems, two requirements arose [2]. First, since rational polynomial curves are expressed as fractions, their
evaluation, calculus and integral operations, especially for curvature and torsion computation, appear cumbersome. It
is desirable to ﬁnd an appropriate polynomial form that can replace rational polynomials for computation purpose as
long as the precision is known. Second, data exchange and communication between CAD systems that use polynomi-
als and rational polynomials require approximate conversion formulae between the two representations. In addition,
approximating rational polynomials using polynomials is in itself interesting for modern approximation theory.
To meet the above-mentioned requirements, in 1991, Sederberg and Kakimoto [8] proposed an effective method
for approximating rational polynomial curves using polynomial curves. The basic idea is to represent a given rational
Bézier curve R(t) as an “almost” Bézier curve, called a hybrid curve, that has a moving control point, which is itself a
rational Bézier curve with the same degree and weights asR(t). Under certain conditions, when the degree of the hybrid
curve tends to inﬁnity, the convex hull of the moving control point would shrink to a point. Consequently, replacing the
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moving control point by any point in the convex hull would turn the hybrid curve into a real Bézier curve, called a hybrid
polynomial approximation of R(t). Since its introduction, several properties of hybrid polynomial approximation have
been studied, such as its convergence condition [11], bound estimation of the moving control point [12], computation
of the area bounded by hybrid polynomial curve [10], and the relationship between hybrid polynomial approximation
and Hermite polynomial approximation [3]. One issue, however, remains unaddressed. In practice, besides using a
hybrid polynomial to approximate a rational Bézier curve, it is often desirable to replace the derivatives of the given
rational curve by the derivatives of the hybrid polynomial so that the hodograph, curvature, and torsion of the original
curve can be computed more simply. To justify these replacements, it is necessary to ﬁnd the conditions under which
the derivatives of the hybrid polynomial also converge to the corresponding derivatives of the original rational curve.
Section 2 gives the original deﬁnition and notation of hybrid polynomial approximation.We derive the bounds on the
magnitudes of the second and third derivatives of rational Bézier curves in Section 3, which contains the main results
of this paper. Using the derived bound expressions and matrix norm theory, we then prove the convergence of hybrid
polynomial approximation to the higher derivatives of rational Bézier curves in Section 4. These results are useful to
the completeness of the theory of hybrid polynomial approximation as well as for designing simpler algorithms for
rational Bézier curves.
2. Hybrid polynomial approximation of rational curves and the convergence conditions
Our goal is to approximate higher derivatives of rational curves by the derivatives of hybrid polynomials approxi-
mation curves and to determine whether or not there exist corresponding convergence conditions. In this section we
ﬁrst brieﬂy review the signiﬁcance of hybrid polynomial approximation to rational curves and present its convergence
conditions [8,11].
Deﬁnition 1. Suppose Bni (t) are degree n Bernstein basis and wi > 0 are the weights. Given a degree n rational Bézier
curve
R(t) = P(t)
w(t)
, 0 t1, (1)
in which
w(t) =
n∑
i=0
Bni (t)wi, P(t) =
n∑
i=0
Bni (t)wiRi . (2)
The curve R(t) is equivalent to the following degree (r + p) hybrid curve:
Hr,p(t) ≡ R(t) =
r+p∑
i=0,i =r
B
r+p
i (t)H
r,p
i + Br+pr (t)Vr,p(t), 0 t1, (3)
where
Vr,p(t) =
∑n
k=0Bnk (t)wkM
r,p
k∑n
k=0Bnk (t)wk
(4)
is called a moving control point. Using an arbitrary ﬁxed point, denoted Hr,pr , in the convex hull of {Mr,pk }nk=0 to replace
Vr,p(t) (0 t1), we obtain the resulting degree (r + p) Bézier curve
H˜r,p(t) =
r+p∑
i=0
B
r+p
i (t)H
r,p
i , 0 t1, (5)
which is called a hybrid polynomial approximation [8] to the rational Bézier curve R(t).
From the above deﬁnition, it is easy to see that a sufﬁcient condition for the hybrid approximation to converge to
the rational Bézier curve is when the degree (r + p) of the polynomial curve H˜r,p(t) approaches inﬁnity, causing the
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moving control pointVr,p(t) of the hybrid curveHr,p(t) to shrink to a single point. Equivalently, the maximum distance
between the control points ofVr,p(t), max1kn‖Mr,pk −Mr,p0 ‖, approaches zero. Wang et al. [11] further discovered
that there exist recurrence algorithms for computing the control points Hr,pi (i = 0, 1, . . . , r − 1, r + 1, . . . , r + p)
of the curve Hr,p(t) as well as the control points Mr,pk (k = 0, 1, . . . , n) that deﬁne the moving control point Vr,p(t).
Consequently, the distances between the control pointsMr,pk (k=0, 1, . . . , n) are related to the degree of the polynomial
approximating curve by the following recurrence relation [11]:⎛
⎝M
r+1,p+1
1 − Mr+1,p+10
...
Mr+1,p+1n − Mr+1,p+10
⎞
⎠= 2(r + 1)(p + 1)
(r + p + 2)(r + p + 1)V¯
11
n
⎛
⎝M
r,p
1 − Mr,p0
...
Mr,pn − Mr,p0
⎞
⎠ , r, p = 0, 1, 2, . . . , (6)
where
V¯111 = (2 − g0 − g−10 )/2, (7)
V¯11n =
1
2
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
2 − g0 g1 0 · · · 0 0 −g−10
g−11 − g0 2 g2 · · · 0 0 −g−11
−g0 g−12 2 · · · 0 0 −g−12
...
...
...
...
...
...
...
−g0 0 0 · · · 2 gn−2 −g−1n−3
−g0 0 0 · · · g−1n−2 2 gn−1 − g−1n−2
−g0 0 0 · · · 0 g−1n−1 2 − g−1n−1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (8)
in which
gk = (n − k)wk+1
(k + 1)wk , k = 0, 1, . . . , n − 1, gn = g
−1
−1 = 0. (9)
Wang et al. [11] used this relation to obtain the following convergence condition for the hybrid polynomial approx-
imation.
Convergence Condition 1: Suppose J11n is the Jordan normal form [4,6] of the matrix V¯
11
n , and let 11max be the largest
absolute value of the characteristic roots [4,6] of J11n . If 11max < 2, then we have lims→∞max1kn‖Ms,sk −Ms,s0 ‖= 0,
i.e., the hybrid approximation H˜s,s(t) converges to the rational Bézier curve R(t).
Considering other approximating situation when limp→∞(r/p) = > 0,  = 1, we can get similar convergence
conditions [11]. For example, when  = 2, the following recurrence relation between the control points Ma+2s,sk (k =
0, 1, . . . , n) that deﬁne the moving control pointVa+2s,s(t) can be found:⎛
⎝M
a+2s,s
1 − Ma+2s,s0
...
Ma+2s,sn − Ma+2s,s0
⎞
⎠= (a + 2s)!s!3s
(a + 3s)! (V¯
21
n )
s
⎛
⎝M
a,0
1 − Ma,00
...
Ma,0n − Ma,00
⎞
⎠ , a, s = 0, 1, 2, . . . , (10)
in which matrix V¯21n is analogous to V¯
11
n . Thus we obtain the following convergence condition.
Convergence Condition 2: Suppose J21n is the Jordan normal form of the matrix V¯
21
n , and suppose 21max, the largest
absolute value of the characteristic roots of J21n , is less than 94 , then the hybrid approximation H˜
a+2s,s
(t) converges to
the rational Bézier curve R(t).
3. Preparatory works for convergence analysis of hybrid polynomial approximation to higher derivatives of
rational curves
We now start to investigate the convergence conditions for the hybrid polynomial approximation to the derivatives of
rational Bézier curve. Speciﬁcally, we will approximate the lth (l=1, 2, 3) derivatives of the rational Bézier curve R(t)
by the corresponding derivatives of the hybrid polynomial approximation curve H˜r,p(t) and analyze the error bounds
to derive the convergence conditions.
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For conciseness, without loss of generality, we ﬁrst consider the most common case where r =p= s. The difference
in their lth derivatives is given by
dlR(t)
dt l
− d
lH˜s,s(t)
dt l
= d
l
dt l
(Hs,s(t) − H˜s,s(t))
= d
l
dt l
{
B2ss (t)
[∑n
k=0Bnk (t)wkM
s,s
k∑n
k=0Bnk (t)wk
− Hs,ss
]}
= d
l
dt l
{B2ss (t)Qs,s(t)}, l = 1, 2, 3, . . . ,
where
Qs,s(t) =
∑n
k=0Bnk (t)wkQs,sk∑n
k=0Bnk (t)wk
, 0 t1, (11)
is a degree n rational Bézier curve with the control points deﬁned as
Qs,sk = Ms,sk − Hs,ss , k = 0, 1, . . . n, s = 0, 1, . . . . (12)
Therefore∥∥∥∥∥d
lR(t)
dt l
− d
lH˜s,s(t)
dt l
∥∥∥∥∥ 
l∑
j=0
(
l
j
) ∣∣∣∣ dl−jdt l−j B2ss (t)
∣∣∣∣ ·
∥∥∥∥ djdtj Qs,s(t)
∥∥∥∥ , 0 t1, l = 1, 2, 3, . . . . (13)
It is evident that in order to obtain the convergence condition for the hybrid polynomial approximation to higher
derivatives of rational curves, we need to estimate two kinds of bounds: the bounds of lth (l =1, 2, 3) derivatives of the
degree 2s Bernstein basis function B2ss (t) and the degree n rational Bézier curve Qs,s(t). Next, we derive these bounds
in the following two subsections.
3.1. Bounds on the magnitude of higher derivatives of rational Bézier curves
The key to deriving the bounds on the magnitudes of higher derivatives of a rational Bézier curve is to ﬁnd some
suitable expressions of these derivatives, and then to apply inequality techniques to dealwith the expressions dexterously.
To do this, we ﬁrst state an effective homogeneous signed representation for derivatives that was introduced in [7], then
present two lemmas, two theorems and two corollaries.
Let Ri = (xi, yi, zi) be the control points. In homogeneous representation, Ri can be written as
R˜i = (Xi, Yi, Zi, wi) = (wixi, wiyi, wizi, wi), 0, 1, . . . , n. (14)
when w1w2 = 0, the direction of the Cartesian vector between two homogeneous points R˜1 and R˜2 can be deﬁned as
follows [7]:
Dir(R˜1, R˜2) = w1w2(R2 − R1) = (w1X2 − w2X1, w1Y2 − w2Y1, w1Z2 − w2Z1). (15)
Thus, the ﬁrst derivative of a degree n rational Bézier curveR(t) can be expressed as a product ofw−2(t) and a Cartesian
direction vector between two homogeneous points R˜(t) and (R˜(t))′, which is essentially a degree 2n− 2 Bézier curve,
called a scaled hodograph [9]:
R′(t) = w−2(t) · Dir(R˜(t), (R˜(t))′) = w−2(t)
2n−2∑
k=0
B2n−2k (t)Hk , (16)
where
Hk = 1(2n − 2
k
) [k/2]∑
i=max(0,k−n+1)
(k − 2i + 1)
(
n
i
)(
n
k − i + 1
)
Dir(R˜i , R˜k−i+1), k = 0, 1, . . . , 2n − 2.
(17)
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Lemma 1. For k = 0, 1, . . . , 2n − 2, we have the identity
[k/2]∑
i=max(0,k−n+1)
(k − 2i + 1)2
(
n
i
)(
n
k − i + 1
)
= n
(
2n − 2
k
)
. (18)
Proof. Deﬁne a degree n rational Bézier curve in homogeneous representation as R˜(t) = (t, 0, 0, t + 1), that is, the
control points are
R˜i =
(
i
n
, 0, 0,
i
n
+ 1
)
, i = 0, 1, . . . , n.
From Eq. (16) and the fact that Dir(R˜(t), (R˜(t))′) ≡ (1, 0, 0), we know that Hk ≡ (1, 0, 0) for k = 0, 1, . . . , 2n − 2.
On the other hand, we have
Dir(R˜i , R˜k−i+1) =
((
i
n
+ 1
)
k − i + 1
n
−
(
k − i + 1
n
+ 1
)
i
n
, 0, 0
)
=
(
k − 2i + 1
n
, 0, 0
)
.
Substituting the above two equations into Eq. (17), we immediately complete the proof. 
Lemma 2. Let
wmin = min
0 in
wi, wmax = max
0 in
wi . (19)
Then there is an upper bound on the magnitude of the control point Hk of the scaled hodograph
∑2n−2
k=0 B
2n−2
k (t)Hk ,
that is
‖Hk‖n · w2max max0 in−1 ‖RiRi+1‖, k = 0, 1, . . . , 2n − 2. (20)
Proof. By Eq. (17), it follows that
‖Hk‖
[k/2]∑
i=max(0,k−n+1)
(k − 2i + 1)
(
n
i
)(
n
k − i + 1
)
‖Dir(R˜i , R˜k−i+1)‖
/(
2n − 2
k
)
=
[k/2]∑
i=max(0,k−n+1)
(k − 2i + 1)
(
n
i
)(
n
k − i + 1
)
wiwk−i+1‖Rk−i+1 − Ri‖
/(
2n − 2
k
)

[k/2]∑
i=max(0,k−n+1)
(k − 2i + 1)
(
n
i
)(
n
k − i + 1
)
wiwk−i+1
k−i∑
j=i
‖Rj+1 − Rj‖
/(
2n − 2
k
)
w2max max0 in−1 ‖RiRi+1‖
[k/2]∑
i=max(0,k−n+1)
(k − 2i + 1)2
(
n
i
)(
n
k − i + 1
)/(
2n − 2
k
)
.
Thus, the proof is complete by Lemma 1. 
We note that the upper bound formula [1]
‖R′(t)‖n
(
wmax
wmin
)2
max
0 in−1 ‖RiRi+1‖, 0 t1, (21)
on the magnitude of the ﬁrst derivative of the rational Bézier curves R(t) can easily be validated by applying Lemma 2.
Based on Lemma 2, with a few steps, we can present the following two theorems to obtain the upper bounds on the
magnitude of the second and third derivatives of the rational Bézier curves R(t).
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Theorem 1.
‖R′′(t)‖ 2n(2(n − 1)wmax + n(max0 in−1|wi |))w
2
max
w3min
max
0 in−1 ‖RiRi+1‖, 0 t1. (22)
Proof. Differentiating Eq. (16), we obtain
R′′(t) = 1
w3(t)
{
w(t) · d
dt
2n−2∑
k=0
B2n−2k (t)Hk − 2
d
dt
w(t) ·
2n−2∑
k=0
B2n−2k (t)Hk
}
= 1
w3(t)
{
(2n − 2)
(
n∑
i=0
Bni (t)wi
)(2n−3∑
k=0
B2n−3k (t)(Hk+1 − Hk)
)
+ 2n
(
n−1∑
i=0
Bn−1i (t)(−wi)
)(2n−2∑
k=0
B2n−2k (t)Hk
)}
,
where  represents the ﬁrst-order forward difference. Thus we have
‖R′′(t)‖ 1
w3(t)
{
(2n − 2)
(
n∑
i=0
Bni (t)wi
)(2n−3∑
k=0
B2n−3k (t)(‖Hk+1‖ + ‖Hk‖)
)
+ 2n
(
n−1∑
i=0
Bn−1i (t)|wi |
)(2n−2∑
k=0
B2n−2k (t)‖Hk‖
)}
 2(2(n − 1)wmax + n(max0 in−1|wi |))
w3min
max
0k2n−2 ‖Hk‖.
The proof is complete by Lemma 2. 
Noting that max0 in−1|wi |wmax, we can re-write inequality (22) as a looser but simpler form.
Corollary 1.
‖R′′(t)‖2n(3n − 2)
(
wmax
wmin
)3
max
0 in−1 ‖RiRi+1‖, 0 t1. (23)
Analogously differentiating Eq. (16) again we can derive
R′′′(t) = 1
w4(t)
⎧⎨
⎩6n2
(
n−1∑
i=0
Bn−1i (t)wi
)2 (2n−2∑
k=0
B2n−2k (t)Hk
)
+ 2n(n − 1)w(t)
(
n−2∑
i=0
Bn−2i (t)(−2wi)
)(2n−2∑
k=0
B2n−2k (t)Hk
)
+ 8n(n − 1)w(t)
(
n−1∑
i=0
Bn−1i (t)(−wi)
)(2n−3∑
k=0
B2n−3k (t)Hk
)
+(2n − 2)(2n − 3)(w(t))2
(2n−4∑
k=0
B2n−4k (t)
2Hk
)}
.
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Simplifying and again applying Lemma 2, it is easy to obtain
Theorem 2.
‖R′′′(t)‖ 2n(n − 1)w
3
max(4(2n − 3)wmax + 8nW 1 + nW 2) + 6n3w2maxW 21
w4min
max
0 in−1 ‖RiRi+1‖, 0 t1,
(24)
where
W1 = max
0 in−1 |wi |, W2 = max0 in−2 |
2wi |. (25)
Noting that max0 in−1|wi |wmax and max0 in−2|2wi |2wmax, we simplify Eq. (24) to a looser but
simpler bound.
Corollary 2.
‖R′′′(t)‖6n(7n2 − 10n + 4)
(
wmax
wmin
)4
max
0 in−1 ‖RiRi+1‖, 0 t1. (26)
We state emphatically that the above-derived results on the bounds of higher derivatives of rational Bézier curves are
applicable to other theoretic research and engineering computations in computer aided design or computer graphics.
For example, they can be applied to the estimation of error bounds of approximate degree reduction or approximate
integral computation, for rational Bézier curves.
3.2. Bound estimates of higher derivatives of Bernstein basis function B2ss (t)
Theorem 3. Let K(i)(s) denote the upper bound of the absolute value of the ith derivative of the Bernstein basis
function B2ss (t)(0 t1):
K(i)(s) = max
0 t1
∣∣∣∣ didt i B2ss (t)
∣∣∣∣= max
t∗∈(i)(s)
∣∣∣∣ didt i B2ss (t∗)
∣∣∣∣ , s = 0, 1, . . . , i = 0, 1, 2, 3, (27)
and let (i)(s) denote the set of zero points of the (i + 1)th derivative of B2ss (t):
(i)(S) =
{
t∗
∣∣∣∣ di+1dt i+1B2ss (t∗) = 0, 0 t∗1
}
, s = 0, 1, . . . , i = 0, 1, 2, 3 (28)
then we have
K(i)(s) = O(si−1√s), s → ∞, i = 1, 2, 3. (29)
Proof. First, we can derive the following derivatives for the Bernstein basis functions B2ss (t)(0 t1):
d
dt
B2ss (t) = s
(
2s
s
)
(1 − t)s−1t s−1(1 − 2t), s = 1, 2, . . . ,
d2
dt2
B2ss (t) =
(
2s
s
)
(1 − t)s−2t s−2(2s(2s − 1)t2 − 2s(2s − 1)t + s(s − 1)), s = 2, 3, . . . ,
d3
dt3
B2ss (t) = s(s − 1)
(
2s
s
)
(1 − t)s−3t s−3(1 − 2t)(2(2s − 1)t2 − 2(2s − 1)t + s − 2), s = 3, 4, . . . ,
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d4
dt4
B2ss (t) = s(s − 1)
(
2s
s
)
(1 − t)s−4t s−4(4(6s2 − 17s + 7)t4 − 8(6s2 − 17s + 7)t3
+ 2(17s2 − 54s + 34)t2 − 10(s − 2)2t + (s − 2)(s − 3)), s = 4, 5, . . . .
Then it is easy to get
(0)(s) =
{
0,
1
2
, 1
}
, (1) =
{
0,
1
2
(
1 ± 1√
2s − 1
)
, 1
}
, (2) =
{
0,
1
2
,
1
2
(
1 ±
√
3√
2s − 1
)
, 1
}
, . . .
and so on. Therefore, for any non-negative integer i and integer s, it is always possible to ﬁnd K(i)(s). Meanwhile, by
the following expression:
max
0 t1
B2ss (t) =
(
2s
s
)(
1
2
)2s
∼ 1√
s
, s → ∞,
it can be validated that when s → ∞, for any t ∈ [0, 1], we have
∣∣∣∣ (d/dt)B2ss (t)4√s
∣∣∣∣=
s
(
2s
s
)
B2s−2s−1 (t)(
2s − 2
s − 1
) |1 − 2t |
4
√
s

s
(
2s
s
)
max
0 t1
B2s−2s−1 (t)(
2s − 2
s − 1
)
4
√
s
|1 − 2t |
∼
s
(
2s
s
)/√
(s − 1)(
2s − 2
s − 1
)
4
√
s
|1 − 2t | → 1√

|1 − 2t |< |1 − 2t |1.
Similarly, when s → ∞, for any t ∈ [0, 1], we have
∣∣∣∣ (d2/dt2)B2ss (t)16s√s
∣∣∣∣=
(
2s
s
)
B2s−4s−2 (t)(
2s − 4
s − 2
) |(1 − 2t)2s2 − (2t2 − 2t + 1)s|
16s
√
s

(
2s
s
)
max
0 t1
B2s−4s−2 (t)(
2s − 4
s − 2
) |(1 − 2t)2s2 − (2t2 − 2t + 1)s|
16s
√
s
→ 1√

(1 − 2t)21,
∣∣∣∣ (d3/dt3)B2ss (t)64s2√s
∣∣∣∣=
s(s − 1)
(
2s
s
)
B2s−6s−3 (t)(
2s − 6
s − 3
) |(1 − 2t)2s − 2(t2 − t + 1)|
64s2
√
s
|1 − 2t |

s(s − 1)
(
2s
s
)
max
0 t1
B2s−6s−3 (t)(
2s − 6
s − 3
) |(1 − 2t)2s − 2(t2 − t + 1)|
64s2
√
s
|1 − 2t | → 1√

|1 − 2t |3
1.
Therefore this completes the proof. 
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4. Convergence of approximating higher derivatives of rational curves using derivatives of hybrid
polynomial approximation curves
With the preparations in the previous section we can now ﬁnd the error bounds of approximating the derivatives of
the rational Bézier curve R(t) by the corresponding derivatives of the hybrid polynomial approximation curve H˜s,s(t).
From the convex hull property of the curve Qs,s(t), and also from the arbitrary selection of Ms,s0 from the convex
hull of {Ms,sk }nk=0 to be the ﬁxed control point Hs,ss of the hybrid polynomial approximation curve H˜
s,s
(t), we obtain
∥∥∥∥Qs,s(t)
∥∥∥∥ max0kn
∥∥∥∥Qs,sk
∥∥∥∥= max0kn
∥∥∥∥Ms,sk − Hs,ss
∥∥∥∥= max1kn
∥∥∥∥Ms,sk − Ms,s0
∥∥∥∥ , 0 t1.
Meanwhile, note that
Qs,sk+1 − Qs,sk = (Ms,sk+1 − Hs,ss ) − (Ms,sk − Hs,ss ) = Ms,sk+1 − Ms,sk , k = 0, 1, . . . , n − 1, s = 0, 1, . . . .
Therefore, we have
max
0kn−1
∥∥Qs,sk+1 − Qs,sk ∥∥= max0kn−1
∥∥(Ms,sk+1 − Ms,s0 ) − (Ms,sk − Ms,s0 )∥∥
 max
0kn−1
∥∥∥∥Ms,sk+1 − Ms,s0
∥∥∥∥+ max1kn−1
∥∥∥∥Ms,sk − Ms,s0 ‖
2 max
1kn
∥∥∥∥Ms,sk − Ms,s0
∥∥∥∥ , s = 0, 1, . . . .
Thus, for the curve Qs,s(t), using Eq. (21) and Corollaries 1 and 2, we immediately know that there exist the following
bound values:
D(0)(s) = max
1kn
‖Ms,sk − Ms,s0 ‖, s = 0, 1, . . . , (30)
D(1)(s) = 2n
(
wmax
wmin
)2
max
1kn
‖Ms,sk − Ms,s0 ‖, s = 0, 1, . . . , (31)
D(2)(s) = 4n(3n − 2)
(
wmax
wmin
)3
max
1kn
‖Ms,sk − Ms,s0 ‖, s = 0, 1, . . . , (32)
D(3)(s) = 12n(7n2 − 10n + 4)
(
wmax
wmin
)4
max
1kn
‖Ms,sk − Ms,s0 ‖, s = 0, 1, . . . (33)
such that
∥∥∥∥djQs,s(t)dtj
∥∥∥∥ D(j)(s), 0 t1, s = 0, 1, . . . , j = 0, 1, 2, 3. (34)
On the other hand, Theorem 3 gives an upper bound of the absolute value of the ith derivative of the Bernstein basis
function B2ss (t)(0 t1), i = 1, 2, 3. Hence, following Eq. (13), there exists an inequality
∥∥∥∥∥d
lR(t)
dt l
− d
lH˜s,s(t)
dt l
∥∥∥∥∥ 
l∑
j=0
(
l
j
)
K(l−j)(s)D(j)(s), 0 t1, l = 1, 2, 3, . . . . (35)
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In detail, when l = 1, 2, 3, we can obtain the following bound estimates individually:∥∥∥∥∥dR(t)dt − dH˜
s,s
(t)
dt
∥∥∥∥∥ K(1)(s)D(0)(s) + K(0)(s)D(1)(s)
=
[
K(1)(s) + 2n
(
wmax
wmin
)2
K(0)(s)
]
· max
1kn
‖Ms,sk − Ms,s0 ‖, 0 t1, (36)
∥∥∥∥∥d
2R(t)
dt2
− d
2H˜s,s(t)
dt2
∥∥∥∥∥ K(2)(s)D(0)(s) + 2K(1)(s)D(1)(s) + K(0)(s)D(2)(s)
=
[
K(2)(s) + 4n
(
wmax
wmin
)2
K(1)(s) + 4n(3n − 2)
(
wmax
wmin
)3
K(0)(s)
]
× max
1kn
‖Ms,sk − Ms,s0 ‖, 0 t1; (37)
∥∥∥∥∥d
3R(t)
dt3
− d
3H˜s,s(t)
dt3
∥∥∥∥∥ K(3)(s)D(0)(s) + 3K(2)(s)D(1)(s)
+ 3K(1)(s)D(2)(s) + K(0)(s)D(3)(s)
=
[
K(3)(s) + 6n
(
wmax
wmin
)2
K(2)(s) + 12n(3n − 2)
(
wmax
wmin
)3
K(1)(s)
+12n(7n2 − 10n + 4)
(
wmax
wmin
)4
K(0)(s)
]
· max
1kn
‖Ms,sk − Ms,s0 ‖, 0 t1. (38)
Next, we derive a bound estimate for max1kn‖Mr,pk − Mr,pk ‖. When r = p = s, the recurrence relation (6) can be
written as⎛
⎝M
s,s
1 − Ms,s0
...
Ms,sn − Ms,s0
⎞
⎠= s!
(2s − 1)!! (V¯
11
n )
s
⎛
⎝R1 − R0...
Rn − R0
⎞
⎠ , s = 0, 1, 2, . . . . (39)
Since J11n is the Jordan normal form of the matrix V¯
11
n , there exists an n × n invertible matrix T11n so that
V¯11n = T11n J11n (T11n )−1. Let
J11n =
⎛
⎝J1 . . .
Jm
⎞
⎠ , Jh =
⎛
⎜⎜⎜⎝
h 1
h
. . .
. . . 1
h
⎞
⎟⎟⎟⎠ , h = 1, 2, . . . , m; (40)
and let 11max be the largest absolute value of the characteristic roots of J11n that is
11max = max1kn |k|. (41)
Deﬁne the inﬁnite formed norm [6,4] of the matrix An = (ai,j ) as
‖An‖∞ = max
1 in
⎛
⎝ n∑
j=1
|ai,j |
⎞
⎠ ,
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here when ai,j is a vector, |ai,j | denote the magnitude. Without losing universality, assuming sn, we get
‖(J11n )s‖∞ =
∥∥∥∥∥∥
⎛
⎝J1 . . .
Jl
⎞
⎠
s
n
∥∥∥∥∥∥
∞

∥∥∥∥∥∥∥∥∥∥
⎛
⎜⎜⎜⎝
11max 1
11max
. . .
. . . 1
11max
⎞
⎟⎟⎟⎠
s
n
∥∥∥∥∥∥∥∥∥∥∞
=
∥∥∥∥∥∥∥∥∥∥∥∥∥∥
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
(11max)
s
(
s
1
)
(11max)
s−1 · · ·
(
s
n − 1
)
(11max)
s−n+1
smax · · ·
(
s
n − 2
)
(11max)
s−n+2
. . .
...(
s
n − n
)
(11max)
s
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
∥∥∥∥∥∥∥∥∥∥∥∥∥∥∞
=
n−1∑
k=0
(
s
k
)
(11max)
s−k
.
Therefore
max
1kn
‖Ms,sk − Ms,s0 ‖ =
∥∥∥∥∥∥
⎛
⎝M
s,s
1 − Ms,s0
...
Ms,sn − Ms,s0
⎞
⎠
∥∥∥∥∥∥
∞
= s!
(2s − 1)!!
∥∥∥∥∥∥T11n (J11n )s(T11n )−1
⎛
⎝R1 − R0...
Rn − R0
⎞
⎠
∥∥∥∥∥∥
∞
 s!
(2s − 1)!! ‖T
11
n ‖∞‖(J11n )s‖∞‖(T11n )−1‖∞
∥∥∥∥∥∥
⎛
⎝R1 − R0...
Rn − R0
⎞
⎠
∥∥∥∥∥∥
∞
 s!
(2s − 1)!!
(
n−1∑
k=0
(
s
k
)
(11max)
s−k
)
‖T11n ‖∞‖(T11n )−1‖∞ max1kn ‖Rk − R0‖. (42)
Using the Stirling formula [5], we obtain
s!
(2s − 1)!! = O
(√
s
2s
)
, s → ∞.
Thus, ﬁnally, using Convergence Condition 1, we know that when the convergence condition of the hybrid polynomial
approximation to rational Bézier curve is satisﬁed, that is, when 11max < 2, then according to Theorem 3, Eqs. (36)–(38),
we can get
lim
s→∞
∥∥∥∥∥d
lH˜s,s(t)
dt l
− d
lR(t)
dt l
∥∥∥∥∥  lims→∞ O(K(l)(s)) max1kn
∥∥Ms,sk −Ms,s0 ∥∥= lims→∞ O(sl−1/2) max1kn ‖Ms,sk − Ms,s0 ‖
 lim
s→∞ O
(
sl
2s
)(n−1∑
k=0
(
s
k
)
(11max)
s−k
)
‖T11n ‖∞‖(T11n )−1‖∞ max1kn ‖Rk−R0‖=0.
0 t1, l = 0, 1, 2, 3.
Analogously, we can examine other approximating cases in which limp→∞(r/p) = > 0. For instance, from Con-
vergence Condition 2 under which the hybrid polynomial approximation H˜a+2s,s(t) converges to the rational Bézier
curve R(t), we know that if 21max, the largest absolute value of the characteristic roots of J21n , is less than 94 , then it is
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also easy to get
Lim
s→∞
∥∥∥∥∥d
lH˜a+2s,s(t)
dt l
− d
lR(t)
dt l
∥∥∥∥∥= 0, 0 t1, l = 0, 1, 2, 3.
To sum up, we obtain the following conclusion.
Theorem 4. Under the convergence condition of hybrid polynomial approximation to rational Bézier curve R(t), the
lth (l=1, 2, 3) derivatives of the hybrid polynomial approximation curve also uniformly converge to the corresponding
derivatives of the rational Bézier curve in the interval [0,1].
Thus, based on the rules of four arithmetic operations, we can get the following corollary.
Corollary 3. Under the convergence condition of hybrid polynomial approximation to rational Bézier curve R(t), the
curvature vector and the torsion vector of the hybrid polynomial approximating curve will also uniformly converge,
respectively, to the curvature vector and torsion vector of the rational Bézier curve.
This conclusion guarantees that when we use the position vector of a hybrid polynomial approximation curve to
approximate the position vector of a given rational Bézier curve, at the same time we can use the tangent vector,
curvature vector and torsion vector of the former to, respectively, approximate the corresponding vectors of the latter.
This further increases the computation efﬁciency of rational Bézier curves.
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