ABSTRACT Identifying interesting patterns from a huge amount of data is a challenging task across a wide range of application domain. Especially, for cyber security being able to identify rare types of network activities or anomalies from network traffic data (a.k.a. Big Data!) is an important but timeconsuming data analysis task having moderate computing resources. Existing research has shown that it is possible to detect rare anomalies from the summarized version of big data. Therefore, summarization is an effective preprocessing function before applying anomaly detection techniques. This aim of this paper is to improve and quantify the scalability and accuracy of the anomaly detection techniques by using summarization. Hence, we propose a sampling-based summarization technique (SUCh: Summarization Using Chernoff-Bound) which is computationally effective than the existing techniques and also performs better in identifying rare anomalies from twelve benchmark network traffic datasets. The experimental results show that, instead of using original dataset, a summary of the data yields better performance in terms of true positive and false positive rates, when used for anomaly detection with less time required.
I. INTRODUCTION
Internet traffic is being generated at a very fast rate, that makes it a challenging task to monitor any network in real time. Different network applications produce big data [1] , which cannot be fully analyzed in real time. Anomaly detection techniques [2] - [4] are applied to these huge amount of data, however, there are often several hundreds or thousands of instances of anomalous network traffic that require the attention from cyber security personnel. In practice, it is only possible looking at only a few pages of results that cover a portion of the anomalies detected. The lack of analysis of the complete list of anomalies detected from the huge amount of network traffic leaves the network vulnerable. At the same time anomaly detection on big data is computationally expensive [5] . It is a challenge to handle the increasing storage and analysis requirement of data produced within a reasonable time frame [6] . The digital universe, which includes the existing information technology infrastructure, is estimated to grow to 40 trillion gigabytes (40k exabytes) of data by the year 2020 [7] . Analysing such huge amount of data is an open challenge to the data science community. Generally, a summary is considered as the condensed version of some data that conveys useful information about the underlying pat-
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terns present in the original data. For example, a summary of the network traffic data, gives insight into what is happening in the network, e.g., most visited websites, frequently used applications and patterns of incoming traffic, etc.
In this paper, an efficient and intelligent sampling based summarization algorithm is proposed which is suitable for anomaly detection on network traffic datasets. The proposed summarization technique is able to create summaries which, when used as input to anomaly detection algorithms, yield similar or better performance than anomaly detection applied on the original data. An advantage of the proposed algorithm is that the time required to create summary and anomaly detection on the summary is lower than the anomaly detection on the original data. The summaries are representative subsets of the original data. Consequently, not only the anomaly detection but also many other types of network traffic analysis applications can be applied on the summaries. The basic research question that this paper is trying to answer is stated below and there are several sub-questions arise from the question.
'Can we create a summary from original data that includes interesting patterns, especially anomalies, for further analysis?' • Can anomaly detection techniques perform as well on summaries as on original data?
• Can the summarization process automatically determine the appropriate size of the summary?
• Can summarization reduce the total time of anomaly detection? When summarization is used for anomaly detection it is important that the summary includes rare anomalies. All summarization methods are not equally effective for this purpose. If the original data has both normal and rare anomalies and the summary contains only a set of normal instances, then it is useless to apply anomaly detection on such summary. Anomaly detection techniques vary widely and so do the summarization methods. The distribution of anomalies in the original data and the summary are not always the same. Consequently, the performance of anomaly detection techniques will vary. We will need to find the right combination of summarization method and anomaly detection method. For anomaly detection, an ideal summary should contain anomalies from the original data but, at the same time, the summary needs to be concise. Therefore, identifying the appropriate summary size is an important aspect of the summarization process. Simultaneously, the summary size has impact on the performance of anomaly detection methods in terms of computation time and accuracy. Performing anomaly detection on the original data is computationally slow. On the other hand, a much smaller summary can be processed to detect anomalies much faster. However, the time taken to create the summary must be taken into account. It is not clear that the total time for summarization and anomaly detection can improve on the time for anomaly detection on the original data while achieving comparable performance in detecting anomalies.
The rest of this paper is organized as follows. Section II outlines the definition of a network traffic summary. Section III includes the critical analysis of existing summarization techniques and in Section IV the proposed summarization algorithm is presented. Section V contains the experimental results based on benchmark network traffic datasets [5] . The paper is concluded with future research direction in Section VI.
II. DEFINITION OF A SUMMARY
A summary is a sample of the original data, which satisfies the following conditions. Here, the network traffic is used as primary example of data. A summary is a proper subset of the original data that contains all types of network traffic. Both normal and anomalous traffic have different types [2] , [9] . The summary should be able to represent all these types of traffic. Missing an anomalous type of traffic in the summary may have detrimental impact if any decision is made based on the summary. A summary is a concise yet informative, intelligible, interesting representation of the original data.
Let D be the original dataset and S be the summary. In the context of network traffic analysis D contains both normal traffic N and anomalies A. The group of normal traffic N contains different types of normal network traffic such as www, mail, multimedia etc. The group of anomalous traffic A has different types of anomaly i.e., DoS, Probe, R2L, U2R etc. The summary S is expected to contain both the normal and anomalous traffic representing all the different types of network traffic. Table 1 shows a sample of network traffic instances 1 that consists of its label, source IP, destination IP, port numbers and protocols. Although the labels are not the part of the original data, we show the labels to enhance the understandability of network traffic summary. The expected summary is shown in Table 2 . According to the proposed definition the aforementioned expression of the summary meets all the requirements. Summary in Table 2 contains all kinds of traffic present in the original dataset as in Table 1 and also concise in nature. The summary of Table 1 in Table 2 contains only a fraction of the data and yet represent all kinds of network traffic. Note, in real life traffic labels are not available, hence summarization is not as straightforward as it seems in this example. Based on the summary requirements discussed above, we propose summarization algorithm discussed in the Section 4.
III. CRITICAL ANALYSIS OF EXISTING SUMMARIZATION TECHNIQUES
There are many existing tools that can generate reports to summarize network traffic such as cFlowd: Traffic Flow Analysis Tool, Flow-tools, Network Visualization Tools, Network Monitoring Tools. A graphical report is created using the variations in traffic measurements, such as network bandwidth, latency and utilization etc. The report can be based on the heaviest users of services, such as the top five heaviest users of the network or the top five application protocols present in the traffic. The limitations of these tools is that they only aggregate and characterize traffic instances based on a single attribute at a time, e.g., source/destination address or protocol. As a result, further processing on the summaries produced by these tools such as anomaly detection is difficult [10] . The objective of a summary is to provide a precise report of the traffic patterns in the network and to do so, summarization technique should be able to identify traffic patterns based on arbitrary combinations of attributes in an efficient manner. In [8] , an extensive survey on data summarization is conducted. Within the scope of this paper, only structured data summarization techniques are considered as network traffic is an example of structured data. Figure 1 demonstrates a simple taxonomy of structured data summarization. The summarization techniques suffer from a number of problems as follows:
• These techniques depend on an expert to determine the summary size, but currently there is no solution that can automatically suggest the best summary size based on a number of important factors for summarization, including, information loss, and computational complexity e.g., memory size and time for solution.
• Moreover, the summaries produced using techniques such as clustering, frequent itemsets only capture frequent items in the summaries; they ignore or leave out anomalies which may be infrequent. Consequently, anomaly detection techniques do not perform well on summaries as they do not contain any anomalies.
• In the case of clustering, the centroids may not be a part of the original data.
• In the case of frequent itemsets, it misses the value of attributes in summary when they are not identical.
As a result, a summary produced according to these approaches cannot be directly used as input for anomaly detection purposes.
• Semantics based techniques do not produce summary which are part of original data.
• Statistical based techniques such as sampling do not guarantee the representation of anomalies in the summary. VOLUME 7, 2019
IV. PROPOSED SIZE ADAPTIVE SAMPLING SCHEME FOR NETWORK TRAFFIC SUMMARIZATION
The proposed summarization algorithm is based on sampling 2 . The rationale behind integrating the sampling methods in summarization is based on the need to use original data instances in the summary, unlike other existing methods, e.g. clustering, frequent itemsets. Sampling is an effective method for compressing input data and has been explored in various aspects of network management, such as traffic measurement and reporting, traffic characterization and intrusion detection [11] . The principal advantages of sampling over complete enumeration are the reduced cost and greater speed [12] . There are different kinds of sampling in practice. Here, we briefly discuss the major categories [13] of sampling and choose the appropriate sampling for the proposed summarization algorithm. For network traffic summarization, we adopt a modified random sampling technique. Random sampling is advantageous due to its simplicity and efficiency in execution time [11] . As discussed before, an important aspect of summarization and sampling is to identify the summary size. To calculate the summary size for sampling to produce summary, we incorporate Chernoff bound [14] . Using Chernoff bound we show how to analytically derive values for sample size for which the probability of missing important data instances or clusters is low.
Chernoff bound was previously applied by Guha et al [15] to reduce the size of large datasets using sampling. Here, [15] , Chernoff bound is used to determine the sample size, such that the probability of missing instances from a cluster is low. It was shown that the summarized form of the data via sampling reduces the loss of information for clustering. Following is the theorem of Chernoff bound:
Chernoff Bound: For a cluster C in a dataset D, if the sample size s satisfies equation (1), then the probability that the sample contains fewer than f×|C| data instances belonging to the cluster C is less than δ, 0 ≤ δ ≤ 1.
In equation (1), f defines the fraction of the cluster C, 0 ≤ f ≤ 1.
In our work, we use the sample size to calculate the summary size from the original dataset. More importantly, as the summaries are intended to be used for anomaly detection, it is important that anomalies present in the original data are represented in the summary. To ensure rare anomalies are sampled we use modified Chernoff bounds to find the sum- (2), then the probability that the summary contains fewer than f×|C anomaly | data instances belonging to the anomalous cluster is less than δ, 0 ≤ δ ≤ 1.
Based on the above equation, we can come to a conclusion that for the summary to contain at least f × |C anomaly | instances belonging to cluster C anomaly (with high probability), we need the sample to contain more than a fraction f of total number of data instances in the dataset. Considering the C anomaly is the smallest cluster we are interested in, and s min is the result from equation (2) . It can be observed that, equation (2) holds for s = s min and all |C| ≥ |C anomaly | [15] . Therefore, with a sample size s min , we can guarantee that with a high probability, 1-δ, the sample/summary contains at least f × |C anomaly | instances from an anomalous cluster. Hence, using equation (2), we can find the size of the sample to create summary by random sampling, such that the probability of missing the anomalous cluster is low. For rare anomalies the size of the anomalous cluster is very small considering the normal ones.
A. SUCh: SUMMARIZATION USING CHERNOFF BOUND
In the Algorithm 1, we integrated the concept of sampling using the modified Chernoff bound (2) to include anomalous instances in the summary. At first, we calculate the sample/summary size using the modified Chernoff bound (2) as discussed. Once the summary size is calculated, a random sample is taken from the dataset. This approach does not require the summary size as input and overcomes the problems of the existing summarization techniques where the summary size and the representation of the original data in the summary are the main constraints. algorithm represents the original dataset using a number of data instances instead of the given number of centroids or medoids only. In [16] , similar approach is proposed, however using clustering, mutual information and sampling. Algorithm 2 shows the SIPSS method in which x-means clustering is first applied on the dataset (D) and then on each of the clusters produced. Using the combination of mutual information, SSE and cluster size, a proportion of the data instances from each recursive cluster is sampled. Finally, all the samples from each recursive cluster are combined to form the summary of the original dataset which is expected to contain normal data instances as well as infrequent patterns for further analysis. Therefore, the efficiency is hampered greatly. The required time for recursive clustering and then identifying summary size to create the summary take more time than the proposed SUCh algorithm. Figure 2 reflects the average computational time comparison among the proposed SUCh and clustering+sampling based summarization techniques [16] . An important aspect of the summarization is to represent all the different types of traffic behaviour from the original network traffic dataset. Using the proposed SUCh algorithm, the presence of anomalies can be ensured, however, we do not pay attention to the other types of traffic since we are focussing on anomalous data only.
V. EXPERIMENTAL ANALYSIS
In this Section, we evaluate the network traffic summary produced by the proposed technique and existing technique [16] . The key aspect of experimental analysis is to show the effectiveness of summarization technique to represent rare anomalies in summary and performance improvement of anomaly detection techniques. In this section, summary evaluation metrics, datasets sued and experimental results are provided.
A. SUMMARIZATION METRICS
Here we showcase the summary evaluation metrics for network traffic based on the discussion in Section 2. Interested readers can go through the survey paper [8] for detail discussion of this metrics. In the scope of this paper, we are only using the relevant metrics.
• Conciseness: The metric expresses how compact a summary is with respect to the original dataset. It is the ratio of input dataset size and the summarized dataset size.
• Anomaly Representability: It reflects the amount of normal and anomalous data instances present in the summary. Table 3 contains the distribution of normal and anomalous data in the aforementioned datasets. All these twelve datasets contain only rare anomalies. Among these rare anomalous datasets, seven datasets are from SCADA network and rest are intrusion detection evaluation datasets. Among the network traffic datasets, Moore, TCP, BNT, ISCX'12 have simulated attacks whereas the Kyoto dataset has real attacks to be treated as anomalous. Among the SCADA datasets, Sim1,Sim2 have simulated anomalies and rest of the datasets have real anomalies. 
B. SUMMARY OF THE DATASETS

C. RESULT ANALYSIS
In this Section, at first the size adaptive techniques proposed in this chapter are evaluated based on conciseness. In Figure 3 , the performance on twelve different datasets are shown. Among the proposed techniques, the SUCh algorithm uses the Chernoff bound to identify the summary size. The three input parameters required for this algorithm are |C Anomaly | (fraction of the dataset contained in anomalous cluster), δ (probability that the sample size is less than the fraction of the cluster) and f (fraction of the anomalous cluster). The values are used as |C Anomaly | = 5% of the dataset, δ = 0.05 and f = 10 |C Anomaly | . We would like to capture at least 10 anomalous instances in the summary with 95% probability, considering the anomalous cluster in the dataset is very small (5% of the dataset). In Figure 3 , it is evident that, the SUCh algorithm produces summary for eleven datasets except the WTP dataset which is the smallest in size. Due to the size of the WTP dataset, SUCh algorithm creates summary which is of similar size to the original data. The integration of the Chernoff bound with the aforementioned input parameters do not work well with this dataset. We can conclude that the Chernoff bound concept works well with the larger datasets. The rival technique, (SIPSS) is based on mutual information and hybrid approaches based on recursive clustering [16] . The summaries produced via this method produces the largest summaries. For the datasets which are larger in size (ISCX, TCP and BNT), a drawback of the SIPSS technique is identified-the calculation of mutual information of large clusters requires higher memory which may not be practical. Based on the conciseness result outcomes, we can come to a conclusion that, the proposed SUCh algorithm has the best conciseness.
1) REPRESENTATION OF RARE ANOMALY IN SUMMARY a: ANOMALY REPRESENTABILITY
From the anomaly detection point of view the summarization techniques are evaluated. In Table 4 , the anomaly representability scores are given 3 . For SUCh algorithm the anomaly representability is absent as the WTP dataset is 3 the green cells represent the best performance, the red cells represent the worst score, i.e. the summary does not represent any rare anomaly. the smallest in size and the algorithm is not suitable for such dataset. For the SIPSS algorithm, the anomaly representability score of the TCP, BNT and ISCX datasets are missing as no summary is produced due to the complexity in calculation of mutual information using big datasets. The SUCh algorithm performs consistently, although the score of anomaly representability is lower than the rival, but have the best conciseness (see Figure 3) .
b: DISTRIBUTION OF ANOMALIES IN ORIGINAL DATA AND SUMMARIES
To explore the effectiveness of the proposed summarization metrics, in Table 5 , the distribution of anomalies in the original data (
No. of anomalies in the dataset
No. of instances in the dataset %) and the distribution of anomalies (
No. of anomalies in the summary
No. of instances in the summary %) in the summaries produced by different techniques are shown. The ideal situation is when a summary reflects the data distribution of the original data in a concise form. According to the proposed techniques, it is visible that, data distribution are almost similar in majority of cases the number of anomaly is higher in summary than the original data except marginally lower in the Sim2, Moore and ISCX datasets. Next, we discuss the performance of the anomaly detection techniques based on execution time and accuracy (TPR, FPR) on original data and summaries produced by SUCh algorithm.
2) EFFECTIVENESS OF PROPOSED SUMMARIZATION TECHNIQUES FOR RARE ANOMALY DETECTION
Anomaly detection methods are used to handle different types of attacks. To date, network attacks/intrusions have been handled by three dominant approaches: Supervised, Semi-Supervised and Unsupervised [2] , [3] , [5] . Since, summarization is being used as a pre-processing step before anomaly detection to enhance the computational efficiency, we are interested to explore the unsupervised anomaly detection techniques rather than the supervised and semi-supervised techniques. The array of unsupervised anomaly detection techniques (Figure 4 ) are all well established and heavily used in cyber security research [1] , [5] . Figure 5 (a) shows the average TPR of the individual anomaly detection techniques using the summaries from all the datasets. Figure 5 (b) shows the comparison of average TPR of all the anomaly detection techniques using the original data and individual summaries produced by the proposed techniques. Finally, analysing performance of anomaly detection techniques on original data and summarized data using the proposed techniques, we find that the combination of k-NN and SUCh works best. The analysis of computation time is discussed next.
3) COMPUTATIONAL TIME COMPARISON
Another important aspect of summarization and anomaly detection is to investigate whether the summarization process and the anomaly detection on the summaries take less time than the anomaly detection alone on the original data. Figure 6 (a) shows that anomaly detection on the original data (for the ISCX, BNT and TCP datasets) takes significantly more time than the combined time required for the summarization process and anomaly detection from the summaries. Figure 6 (b) shows the computation time for the rest of the datasets, where it is seen that the difference in timing is not significant. This can be explained by the fact that, the size of these datasets are relatively smaller than the ISCX, BNT and TCP datasets (see Table 3 ). The average time required by all the anomaly detection techniques are considered for both original data and the summaries produced by different techniques proposed.
Among the anomaly detection techniques used, the nearest neighbour based k-NN technique consistently performed better (shown in Figure 5 (a) ). However, it required the maximum time to identify among all the techniques used here. To show the efficiency of the summarization technique, here it is shown that the performance of this technique increases when applied on the summary and at the same time requires very less time. The k-NN technique requires significantly more time to apply on the three datasets (ISCX, BNT, TCP) and chosen to show the performance analysis, as in Figure 6 . From the proposed summarization techniques, SUCh is used for comparison as the performance of anomaly detection techniques using summary produced by this method improves more than others (shown in Figure 5 (b) ). It is clear that the time required to perform k-NN is much less on summarized data than on the original data and simultaneously the performance of k-NN on summarized data is also better than on the original data.
4) KEY INSIGHTS
Specially, for the ISCX dataset, k-NN requires almost half an hour to identify anomalies from the original data but requires only less than two minutes to perform both summarization and anomaly detection (Figure 7 (a) ). Furthermore, the anomaly detection performance is significantly improved (Figure 7 (b) ), i.e., TPR increases more than 100% (the TPR of k-NN on original data is 1.8% and 5% in the summarized data) and FPR decreases 11%. The k-NN technique is able to identify 70 out of 3776 rare anomalies from the original data, results in TPR: 1.8% and FPR: 2.2%. However, the k-NN technique is able to identify 1 out of 20 rare anomalies in the SUCh summary and which results in TPR: 5% and FPR: 2.0%. Here, the improvement of k-NN anomaly detection technique is significant (TPR increased 178% and FPR is decreased 11%) regardless of the number of anomalies in the original data and in the summary. Even if the number of rare anomalies detected from the summary is much less than on the original data, the detection of anomaly is significantly faster as mentioned earlier.
VI. DISCUSSION AND CONCLUSION
This paper proposed a network traffic summarization technique for reducing the complexity of different network applications on original data such as anomaly detection. The backbone of the proposed summarization technique is the basic sampling. In data summarization, it is always a dilemma to claim a best summary. The size of summary influences the quality of the summary. At the same time, it is important to create summary which is able to reflect the underlying data patterns. When the main objective is to create scalable data mining methods such as anomaly detection, appropriate summarization techniques are of great importance. It is shown that, instead of using original dataset, a summary of the data often yields better performance in terms of true positive and false positive rates, when used for anomaly detection with less time required. The experimental results are on twelve benchmark datasets.
Comparing with the existing summarization techniques, it is found that these techniques are not suitable for creating summary which can be used as input to anomaly detection algorithms. The objective of summarization is not only to create a concise version of the original data but also to make it available for further data analysis task, such as anomaly detection. This indicates that the summarization techniques are required to make the anomaly detection techniques scalable and efficient. At the same time, the data analysts are able to make decisions more effectively for optimizing the performance of any system. This paper considers the summarization and anomaly detection for network traffic analysis, however, the proposed summarization technique can also be adapted to other domains such as financial, public heath and many more. Every simple transaction of everyday life leads to automated data storage and these large volumes of data can be mined for interesting and relevant information in a wide variety of applications.
As described in this paper, in the process of summarization, preservation of anomalous data instances is an important aspect. There is a type of anomaly, where normal instances become anomalous in nature when reside in a group, named as collective anomaly. The process of summarization makes it more challenging for the anomaly detection techniques to detect such anomalies from summary. Existing anomaly detection techniques fail to identify these anomalies since the assumption of being anomalous is completely opposite i.e., anomalies are rare. We consider developing summarization techniques when such anomalies are present in the data as our future research.
