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HERMITIAN TENSOR DECOMPOSITIONS
JIAWANG NIE AND ZI YANG
Abstract. Hermitian tensors are generalizations of Hermitian matrices, but
they have very different properties. Every complex Hermitian tensor is a sum
of complex Hermitian rank-1 tensors. However, this is not true for the real case.
We study basic properties for Hermitian tensors such as Hermitian decompo-
sitions and Hermitian ranks. For canonical basis tensors, we determine their
Hermitian ranks and decompositions. For real Hermitian tensors, we give a
full characterization for them to have Hermitian decompositions over the real
field. In addition to traditional flattening, Hermitian tensors specially have
Hermitian and Kronecker flattenings, which may give different lower bounds
for Hermitian ranks. We also study other topics such as eigenvalues, positive
semidefiniteness, sum of squares representations, and separability.
1. Introduction
Let F = C (the complex field) or R (the real field). For positive integers m > 0
and n1, . . . , nm > 0, denote by F
n1×···×nm the space of tensors of order m and
dimension (n1, . . . , nm) with entries in F. A tensor A ∈ Fn1×···×nm can be rep-
resented as a multi-array A = (Ai1...im), with ik ∈ {1, ..., nk} for k = 1, . . . ,m.
When m = 3 (resp., 4), they are called cubic (resp., quartic) tensors. For vec-
tors uk ∈ Fnk , k = 1, . . . ,m, the u1 ⊗ · · · ⊗ um denotes their tensor product, i.e.,
(u1⊗ · · ·⊗ um)i1...im = (u1)i1 · · · (um)im for all i1, . . . , im in the range. Tensors like
u1 ⊗ · · · ⊗ um are called rank-1 tensors. The cp rank of A, denoted as rank(A), is
the smallest r such that
(1.1) A =
∑r
i=1
u1i ⊗ · · · ⊗ umi , uji ∈ Cnj .
In the literature, the decomposition (1.1) is often called a candecomp-parafac or
canonical polyadic (CP) decomposition. We refer to [14, 22, 24, 28, 44] for tensor
decompositions, and refer to [10, 14, 15, 43] for tensor decomposition methods. For
uniqueness of tensor decompostions, we refer to the work [11, 18, 20, 23, 42].
Symmetric matrices are natural generalizations of symmetric tensors. A tensor
A ∈ Fn×···×n of order m is symmetric if Ai1...im is invariant for all permutations
of (i1, . . . , im). Rank-1 symmetric tensors are multiples of u
⊗m := u ⊗ · · · ⊗ u
(repeated m times). Similarly, the smallest number r such that A =∑ri=1λiu⊗mi ,
with each ui ∈ Cn and λi ∈ C, is called the symmetric rank of A. We refer
to [9, 12, 32, 36] for the work on symmetric tensor decompositions. Symmetric
tensors can be generalized to partial symmetric tensors [24] and conjugate partial
symmetric tensors [19]. A class of interesting symmetric tensors are Hankel tensors
[35]. More work about tensor ranks can be found in [13, 46].
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Hermitian tensors are natural generalizations of Hermitian matrices, while they
have very different properties. This concept was introduced by Ni [30]. For
an array u, we use u to denote the complex conjugate of u. A tensor H ∈
Cn1×···×nm×n1×···×nm is called Hermitian if
Hi1...imj1...jm = Hj1...jmi1...im
for all labels i1, ..., im and j1, ..., jm in the range. The set of all Hermitian tensors
in Cn1×···×nm×n1×···×nm is denoted as C[n1,...,nm]. Clearly, for vectors vi ∈ Cni ,
i = 1, . . . ,m, the following tensor product of conjugate pairs
(1.2) [v1, v2, . . . , vm]⊗h := v1 ⊗ v2 · · · ⊗ vm ⊗ v1 ⊗ v2 · · · ⊗ vm
is always a Hermitian tensor. Every rank-1 Hermitian tensor must be in the form
of λ · [v1, v2, . . . , vm]⊗h, for a real scalar λ ∈ R. Every Hermitian matrix is a sum of
Hermitian rank-1 matrices, by spectral decompositions. The same result holds for
Hermitian tensors over the complex field. For every H ∈ C[n1,...,nm], Ni [30] showed
that there exist vectors uji ∈ Cnj and real scalars λi ∈ R, i = 1, . . . , r, such that
(1.3) H =
∑r
i=1
λi [u
1
i , . . . , u
m
i ]⊗h .
The equation (1.3) is called a Hermitian decomposition. The smallest r in (1.3) is
called the Hermitian rank ofH, for which we denote hrank(H). When r is minimum,
(1.3) is called a Hermitian rank decomposition for H. The set C[n1,...,nm] is a vector
space over R. For its canonical basis tensors, we determine their Hermitian ranks
as well as the rank decompositions in the subsection 2.1. For general Hermitian
tensors, it is a computational challenge to determine their Hermitian ranks.
For two tensors A,B ∈ C[n1,...,nm], their inner product is defined as
(1.4) 〈A,B〉 :=
∑
i1,...,im,j1,...,jm
Ai1...imj1...jmBi1...imj1...jm .
The Hilbert-Schmidt norm of A is accordingly defined as ||A|| :=
√
〈A,A〉. If A,B
are Hermitian, then 〈A,B〉 is real [30]. For convenience of operations, we define
multilinear matrix multiplications for tensors (see [28]). For an order d and matrices
Mk ∈ Cpk×qk , k = 1, . . . , d, define the matrix-tensor product (M1, . . . ,Md)× T for
T ∈ Cq1×···×qd such that it gives a linear map from Cp1×···×pd to Cq1×···×qd and it
satisfies
(M1, . . . ,Md)× (u1 ⊗ · · · ⊗ ud) = (M1u1)⊗ · · · ⊗ (Mdud),
for all rank-1 tensors u1 ⊗ · · · ⊗ ud. The product (M1, . . . ,Md) × T is a tensor in
C
p1×···×pd . For two tensors T1, T2 of compatible dimensions, it holds that
〈(M1, . . . ,Md)× T1, T2〉 = 〈T1, (M∗1 , . . . ,M∗d )× T2〉.
(The superscript ∗ denotes the conjugate transpose.) For square matrices Qk ∈
Cnk×nk , k = 1, . . . ,m, we define the multilinear congruent transformation for A ∈
C[n1,...,nm] such that
(1.5) (Q1, . . . , Qm)×cong A := (Q1, . . . , Qm, Q1, . . . , Qm)×A.
If each Qk is unitary, then B := (Q1, . . . , Qm)×congA is called a unitary congruent
transformation of A and B is said to be unitarily congruent to A. It holds that
(Q∗1, . . . , Q
∗
m)×cong
(
(Q1, . . . , Qm)×cong A
)
= A.
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If eachQk is real and orthogonal, the tensor B is said to be orthogonally congruent to
A. Unitary and orthogonal congruent transformations preserve norms of Hermitian
tensors [30].
Hermitian tensors have important applications in quantum physics [30]. An m-
partite pure state |ψ〉 of a quantum system can be represented by a rank-1 tensor in
Cn1×···×nm . The complex conjugate of |ψ〉 represents another pure state 〈ψ|. The
conjugate product |ψ〉〈ψ| represents a 2m-partite pure state in the Hermitian tensor
space C[n1,...,nm]. A mixed quantum state can be represented by a Hermitian tensor.
It is called separable if it can be represented as a summation of conjugate product
states like |ψ〉〈ψ|. Detection of separable mixed states is related to separability of
Hermitian tensors. We refer to [30] for applications of Hermitian tensors. Quantum
entanglement is closely related to tensors [17, 27, 29, 40].
Contributions The paper studies Hermitian tensors. They have very different
properties from the matrix case. For each canonical basis tensor of C[n1,...,nm], we
determine the Hermitian rank, as well as the rank decomposition. After that, we
present some general properties about Hermitian decompositions and Hermitian
ranks. This is given in Section 2.
Every complex Hermitian tensor is a sum of complex Hermitian rank-1 ten-
sors. However, this is not true for the real case. A real Hermitian tensor may not
be able to be written as a sum of real Hermitian rank-1 tensors. We give a full
characterization for real Hermitian tensors to have real Hermitian decompositions.
Interestingly, the set of real Hermitian decomposable tensors form a proper sub-
space. The relationship between real and complex Hermitian decompositions are
also discussed. This is presented in Section 3.
For Hermitian tensors, there are two special types of matrix flattening, i.e., the
Hermitian flattening and Kronecker flattening, in addition to traditional flattening.
The Hermitian and Kronecker flattenings may provide different lower bounds for
Hermitian ranks. Some new decompositions can also be obtained from the Hermit-
ian flattening. This is shown in Section 4.
Positive semidefinite (psd) Hermitian tensors are also investigated. They can
be characterized by sum of squares (SOS) decompositions. There are two different
types of SOS decompositions, i.e., the Hermitian SOS and conjugate SOS decom-
positions. They can be used to characterize psd Hermitian tensors. Hermitian
eigenvalues can also be applied to do that. This is discussed in Section 5.
We also study separable Hermitian tensors, which can be written as sums of
Hermitian tensors in the form [v1, . . . , vm]⊗h. Separable Hermitian tensors can be
characterized in terms of truncated moment sequences or its Hermitian flattening
matrix decompositions. Interestingly, the cone of separable Hermitian tensors is
dual to the cone of psd Hermitian tensors. This is done in Section 6.
The paper is concluded in Section 7, with a list of some open questions for future
work.
Notation The N denotes the set of nonnegative integers. For k = 1, . . . ,m, the
xk denotes the complex vector variable in C
nk . The tuple of all such complex
variables is denoted as x := (x1, . . . , xm). For F = R or C, denote by F[x] the ring
of polynomials in x with coefficients in F, while F[x, x] denotes the ring of conjugate
polynomials in x and x with coefficients in F. In the Euclidean space Fn, denote by
ei the ith standard unit vector, i.e., the ith entry of ei is one and all others are zeros,
while e stands for the vector of all ones. The Ik denotes the k-by-k identity matrix.
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For a vector u in Rn or Cn, ‖u‖ denotes its standard Euclidean norm. For a matrix
or vector a, the a∗ denotes its conjugate transpose, aT denotes its transpose, while
a denotes its conjugate entry wise; we use Re(a) and Im(a) to denote its real and
complex part respectively. For a complex scalar or vector z, denote |z| := √z∗z.
The int(S) denotes the interior of a set S, under the Euclidean topology. The Mn
denotes the set of n-by-n Hermitian matrices, while Sn denotes the set of n-by-n
real symmetric matrices. If a Hermitian matrix X is positive semidefinite (resp.,
positive definite), we write that X  0 (resp., X ≻ 0). The symbol ⊗ denotes
the tensor product, while ⊠ denotes the classical Kronecker product. For a tensor
product u⊗v⊗· · · , we denote by vec(u⊗v⊗· · · ) the column vector of its coefficients
in its representation in terms of the basis tensors. For an integer k > 0, denote
the set [k] := {1, . . . , k}. For a real number t, the ceiling ⌈t⌉ denotes the smallest
integer that is greater than or equal to t.
2. Hermitian decompositions and ranks
This section studies Hermitian decompositions and ranks. Hermitian decompo-
sitions can be equivalently expressed by conjugate polynomials. For complex vector
variables xk ∈ Cnk , k = 1, . . . ,m, denote x := (x1, . . . , xm). The inner product
H(x, x) := 〈H, [x1, . . . , xm]⊗h〉
is a conjugate symmetric polynomial in x, i.e., H(x, x) = H(x, x). It only achieves
real values [21, 30]. The decomposition H = ∑ri=1 λi[u1i , . . . , umi ]⊗h is equivalent
to the polynomial decomposition
(2.1) H(x, x) =
∑r
i=1
λi|(u1i )∗x1|2 · · · |(umi )∗xm|2.
Therefore, a Hermitian decomposition of H can be equivalently expressed as a real
linear combination of conjugate squares like |(u1i )∗x1|2 · · · |(umi )∗xm|2.
2.1. Hermitian decompositions for basis tensors. For convenience, denote
N := n1 · · ·nm, S :=
{
(i1, . . . , im) : i1 ∈ [n1], . . . , im ∈ [nm]
}
.
The cardinality of the label set S is N . For two labelling tuples I := (i1, . . . , im)
and J := (j1, . . . , jm) in S, define the ordering I < J if the first nonzero entry of
I − J is negative. For a scalar c ∈ C, denote by EIJ(c) the Hermtian tensor in
C[n1,...,nm] such that(EIJ(c))
i1···imj1···jm =
(EJI(c))
j1···jmi1···im = c
and all other entries are zeros. We adopt the standard scalar multiplication and
addition for C[n1,...,nm], so C[n1,...,nm] is a vector space over R. The set
(2.2) E :=
{
EII(1)
}
I∈S
⋃{
EIJ(1), EIJ(
√−1)
}
I,J∈S,I<J
is the canonical basis for C[n1,...,nm]. Its dimension is
dimC[n1,...,nm] = N +N(N − 1) = N2.
For these basis tensors, we determine their Hermitian ranks as well as the rank
decompositions. For a basis tensor EIJ(c), we are interested in c = 1 or √−1. Its
Hermitian rank can be determined by reduction to the 2-dimensional case.
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Lemma 2.1. Suppose the dimensions n1, . . . , nm ≥ 2, I = (i1, . . . , im), and J =
(j1, . . . , jm). For each k = 1, . . . ,m, let
(i′k, j
′
k) := (1, 1) if ik = jk, (i
′
k, j
′
k) := (1, 2) if ik 6= jk.
Let I ′ := (i′1, . . . , i
′
m), J
′ := (j′1, . . . , j
′
m). Then, EI
′J′(c) ∈ C[2,...,2] and
hrank EIJ(c) = hrank EI′J′(c).
Proof. For each k, if ik = jk, let Pk be the permutation matrix that switches the
1st and ikth rows; if ik 6= jk, let Pk be the permutation matrix that switches ikth
row and jkth row to 1st row and 2nd row respectively. Consider the orthogonal
congruent transformation
F := (P1, . . . , Pm)×cong EIJ(c).
Then F is the Hermitian tensor such that FI′J′ = FJ′I′ = c and all other entries
are zeros, so F is a canonical basis tensor. Note that EI′J′(c) is the subtensor of F ,
consisting of the first two labels for each dimension, hence EI′J′(c) and F have the
same rank. Since nonsingular congruent transformations preserve Hermitian ranks
(see Proposition 2.7), hrank EIJ(c) = hrank EI′J′(c). 
In the following, for n1 = · · · = nm = 2 and I = (1 . . . 1), J = (2 . . . 2), we
determine the Hermitian rank of the basis tensor EIJ (c). First, we consider c = 1.
For each k = 0, 1, . . . ,m, let
(2.3) θk := kπ/m, uk := (1, exp
(
θk
√−1)).
The following Hermitian tensor
(2.4) Ak := 1
2
(
[uk, uk, . . . , uk]⊗h + [uk, uk, . . . , uk]⊗h
)
has rank 1 or 2. For each s = 0, 1, . . . ,m, let Js := (1, . . . , 1, 2, . . . , 2) where 2
appears s times. The tensor Ak has only m+ 1 distinct entries, which are
(Ak)IJs = Re
(
(uk)
s
2
)
= Re
(
exp(sθk
√−1)) = cos(sθk), s = 0, 1, . . . ,m.
For each k, consider the vector
wk :=
(
cos(0 · θk), cos(1 · θk), . . . , cos(m · θk)
)
.
Let λk := 2(−1)k for 1 ≤ k ≤ m− 1, λk := (−1)k for k = 0,m, and
(2.5) u := λ0w0 + λ1w1 + · · ·+ λmwm.
For p = 0, 1, . . . ,m, the (p+ 1)th entry of u is
(u)p+1 =
∑m
k=0
λk cos(pθk) =
∑m
k=0
λk cos(
pk
m
π) = Re
(∑m
k=0
λk exp(
pk
m
π
√−1)
)
.
For each p = 0, 1, . . . ,m− 1, one can check that (let α := p
m
π )∑m
k=0
λk exp(kα
√−1) = 2
∑m
k=0
(−1)k exp(kα√−1)− 1− (−1)m exp(pπ√−1)
= 2
1− (− exp((m+ 1)α√−1)
1 + exp(α
√−1) − 1− (−1)
m+p
=
{
0 if m+ p is even,
−4 sinα
(1+cosα)2+(sinα)2
√−1 if m+ p is odd.
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Hence, (u)p+1 = 0 for 0 ≤ p ≤ m− 1. Moreover,
(u)m+1 =
∑m
k=0
λk cos(mθk) =
∑m
k=0
λk cos(kπ) =
∑m
k=0
λk(−1)k = 2m.
Therefore, we have∑m
k=0
λk
2m
wk = (0, . . . , 0, 1), EIJ (1) =
∑m
k=0
λk
2m
Ak.
This gives the Hermitian decomposition of length 2m:
(2.6) EIJ (1) = 1
2m
(
[u0, u0, . . . , u0]⊗h + (−1)m[um, um, . . . , um]⊗h
+
∑m−1
k=1
(−1)k([uk, uk, . . . , uk]⊗h + [uk, uk, . . . , uk]⊗h)
)
,
where uk is given as in (2.3). For the case c 6= 0, one can verify that
EIJ (c) = (
(
c 0
0 1
)
,
(
1 0
0 1
)
, . . . ,
(
1 0
0 1
)
)×cong EIJ (1).
Then, the decomposition (2.6) implies that
(2.7) EIJ (c) = 1
2m
(
[u˜0, u0, . . . , u0]⊗h + (−1)m[u˜m, um, . . . , um]⊗h
+
∑m−1
k=1
(−1)k([u˜k, uk, . . . , uk]⊗h + [v˜k, uk, . . . , uk]⊗h)
)
,
where u˜k =
(
c, exp( k
m
π
√−1)) and v˜k = (c, exp(− kmπ√−1)).
Proposition 2.2. Assume n1 = · · · = nm = 2, I = (1 . . . 1), J = (2 . . . 2), and
c 6= 0. Then, hrank(E(c)) = 2m and (2.7) is a Hermitian rank decomposition.
Proof. The decomposition (2.7) implies hrank(EIJ (c)) ≤ 2m, so we only need to
show hrank(EIJ (c)) ≥ 2m. We prove it by induction on m.
When m = 1, E(12)(c) is a Hermitian matrix of rank 2 and the conclusion is
clearly true. Suppose the conclusion holds for m = 1, 2, . . . , k. Assume to the
contrary that for m = k+1, r := hrank(EIJ (c)) ≤ 2m− 1 = 2k+1 and EIJ (c) has
the Hermitian decomposition (for nonzero vectors uji ):
EIJ(c) =
∑r
i=1
λi[u
1
i , . . . , u
k+1
i ]⊗h.
Let Ai = λi[u1i , . . . , uki ]⊗h, Ui = uk+1i ⊗uk+1i , then EIJ(c) can be rewritten as (after
a reordering of tensor products)
EIJ (c) =
∑r
i=1
Ai ⊗ Ui.
Let p := rank{U1, . . . , Ur} and assume {U1, . . . , Up} is linearly independent. Then
Uj =
∑p
s=1 α
j
sUs, j > p, for some real coefficients α
j
s, since each Ui can be viewed
as a Hermitian matrix. So we can rewrite that
EIJ(c) =
∑p
i=1
Bi ⊗ Ui where Bi := Ai +
∑r
j=p+1
αjiAj .
Each Bi is a Hermitian tensor of order 2k, and hrank(Bi) ≤ r − p + 1. For two
labels I ′, J ′ ∈ Nk, consider the matrix
M I
′J′ :=
[
(EIJ(c))(I′,1)(J′,1) (EIJ (c))(I′,1)(J′,2)
(EIJ(c))(I′,2)(J′,1) (EIJ (c))(I′,2)(J′,2)
]
=
p∑
i=1
(Bi)I′J′Ui.
HERMITIAN TENSOR DECOMPOSITIONS 7
Note that M I
′J′ 6= 0 if and only if I ′ = (1 · · · 1), J ′ = (2 · · · 2) or I ′ = (2 · · · 2), J ′ =
(1 · · · 1). Since U1, . . . , Up are linearly independent, ((B1)I′J′ , . . . , (Bp)I′J′) 6= 0 if
and only if I ′ = (1 · · · 1), J ′ = (2 · · · 2) or I ′ = (2 · · · 2), J ′ = (1 · · · 1). So each
nonzero Bi is also a canonical basis tensor in C[2,...,2]. By induction, we have
r − p+ 1 ≥ hrank(Bi) ≥ 2k, p ≤ r + 1− 2k ≤ 2.
By the same argument, we can show that the rank of the set Vj :=
{
uji ⊗ uji
}r
i=1
is at most 2, for all j = 1, . . . ,m. If the rank of Vj is 2, then there exists tj ∈ [r]
such that {uj1 ⊗ uj1, ujtj ⊗ ujtj} is linearly independent. If the rank of Vj is 1, we let
tj := 1. Thus u
j
i = u
j
1 or u
j
i = u
j
tj
for each i = 1, . . . , r. For each j, there exists wj
such that (wj)Tuj1 = 1, and (w
j)Tujtj = 0 if tj > 1. Then, consider the multilinear
matrix-tensor product
T := (I2, . . . , I2, (w1)T , . . . , (wk+1)T )× EIJ(c) = λ1u11 ⊗ · · · ⊗ uk+11 ∈ C2×···×2.
When (s1 · · · sk+1) 6= (1, . . . , 1) or (2, . . . , 2), we have
Ts1···sk+1 =
∑
j1,...,jk+1=1,2
(w1)j1 · · · (wk+1)jk+1(EIJ (c))s1...sk+1j1...jk+1 = 0.
So T has at most two nonzero entries, which must be T1···1 and/or T2···2:
T1···1 = (EIJ(c))(1···1)(2···2)(w1)2 · · · (wk+1)2 = c(w1)2 · · · (wk+1)2,
T2···2 = (EIJ(c))(2···2)(1···1)(w1)1 · · · (wk+1)1 = c(w1)1 · · · (wk+1)1.
Since T is rank 1, only one of T1···1, T2···2 is nonzero, which is also the unique
nonzero entry of T . Without loss of generality, assume T1···1 6= 0, T2···2 = 0. The
fact that (T )1···1 is the only one nonzero entry implies uj1 = µje1, j = 1 · · · k +
1 for some 0 6= µj ∈ C. The equation (wj)Tuj1 = µj(wj)1 = 1 implies that
(wj)1 6= 0, so T2···2 = c(w1)1 · · · (wk+1)1 6= 0. But this contradicts T2...2 = 0, hence
hrank(EIJ (c)) ≥ 2m. 
Ranks of basis tensors EIJ (c) for general dimensions are given as follows.
Theorem 2.3. Assume n1, . . . , nm ≥ 2, I = (i1, . . . , im), J = (j1, . . . , jm), and
c 6= 0. If I = J , then hrank EIJ(c) = 1; if I 6= J , then hrank EIJ (c) = 2d where d
is the number of nonzero entries of I − J .
Proof. When I = J , EIJ (c) is a Hermitian tensor only if c is real, and EII(c) =
c[ei1 , . . . , eim ]⊗h. So, hrank EII(c) = 1. When I 6= J , we can generally assume
ik 6= jk for k = 1, . . . , d, and ik = jk for k = d+1, . . . ,m. By Lemma 2.1, EIJ(c) has
the same Hermitian rank as EI′J′(c), for I ′ = (1, . . . , 1) and J ′ = (2, . . . , 2, 1, . . . , 1)
(the first d entries of J ′ are 2’s). Let I1 = (1, . . . , 1), I2 = (2, . . . , 2), where 1, 2 are
repeated for d times. Then hrank EI′J′(c) = hrank EI1J1(c). By Proposition 2.2, we
know hrank EIJ (c) = hrank EI1J1(c) = 2d. 
The following is an example of Hermitian rank decompositions for basis tensors.
Example 2.4. For I = (1, 2), J = (3, 4) and c 6= 0, the basis tensor E(12)(34)(c) ∈
C[4,4] has the Hermitian rank 4, with the following Hermitian rank decomposition
(in the following i :=
√−1)
1
4
[(
c
0
1
0
)
,
(
0
1
0
1
)]
⊗h
+
1
4
[(
c
0
−1
0
)
,
(
0
1
0
−1
)]
⊗h
−1
4
[(
c
0
i
0
)
,
(
0
1
0
i
)]
⊗h
−1
4
[(
c
0
−i
0
)
,
(
0
1
0
−i
)]
⊗h
.
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2.2. Basic properties of Hermitian decompositions. In some occasions, a
Hermitian tensor may be given by a Hermitian decomposition. One wonders
whether that is a rank decomposition or not. This question is related to the clas-
sical Kruskal theorem [23, 42]. For a set S of vectors, its Kruskal rank, denoted as
kS , is the maximum number k such that every subset of k vectors in S is linearly
independent.
Proposition 2.5. Let H = ∑rj=1 λj [u1j , . . . , umj ]⊗h be a Hermitian tensor, with
0 6= λj ∈ R and m > 1. For each i = 1, . . . ,m, let Ui := {ui1, . . . , uir}. If
(2.8) kU1 + · · ·+ kUm ≥ r +m,
then hrank(H) = r and the Hermitian rank decomposition of H is essentially unique,
i.e., it is unique up to permutation and scaling of decomposing vectors.
Proof. Note that kUi = kUi , where Ui := {uij, . . . , uij}. The rank condition (2.8) is
equivalent to that
kU1 + · · ·+ kUm + kU1 + · · ·+ kUm ≥ 2r + 2m− 1.
The conclusion is then implied by the classical Kruskal type theorem [23, 42] (or
see Theorems 12.5.3.1 and 12.5.3.2 in [24]). 
For instance, for the following vectors
u1 = (1, 1, 1), u2 = (1, 1, 0), u3 = (1, 0, 1), u4 = (0, 1, 1),
the sum
∑4
i=1[ui, ui, ui]⊗h has Hermitian rank 4, by Proposition 2.5. This is be-
cause, for U = {u1, u2, u3, u4}, the Kruskal rank kU = 3, m = 3 and 3kU = 9 ≥
4 +m = 7.
A basic question is how to compute Hermitian rank decompositions. This is
generally a challenge. When Hermitian ranks are small, we can apply the exist-
ing methods for canonical polyadic decompositions (CPDs) for cubic tensors. For
convenience, let
(2.9) N1 := n1 · · ·nm, N3 := min{n1, . . . , nm}, N2 = N1/N3.
Up to a permutation of dimensions, we can assume nm is the smallest, i.e., N3 = nm.
A Hermitian tensor can be flattened to a cubic tensor. Define the linear flattening
mapping ψ : C[n1,...,nm] → CN1×N2×N3 such that
(2.10) ψ([u1, . . . , um]⊗h) = (u1 ⊗ · · ·um)⊗ (u1 ⊗ · · ·um−1)⊗ um.
Then H =∑rj=1 λj [u1j , . . . , umj ]⊗h if and only if
(2.11) ψ(H) =
∑r
j=1
λj aj ⊗ bj ⊗ cj
where aj = u
1
j ⊗ · · · ⊗ umj , bj = u1j ⊗ · · ·um−1j , cj = umj . The decomposition (2.11)
can be obtained by computing the CPD for ψ(H), if the rank decomposition of
ψ(H) is unique. We refer to [2, 10, 14, 15, 44] for computing CPDs.
Example 2.6. Consider the tensor A ∈ C[3,3] such that Ai1i2j1j2 = i1j1 + i2j2 for
all i1, i2, j1, j2 in the range. A Hermitian decomposition for A is
A =
[(
1
2
3
)
,
(
1
1
1
)]
⊗h
+
[(
1
1
1
)
,
(
1
2
3
)]
⊗h
.
By Proposition 2.5, the Hermitian rank is 2.
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The rank of a Hermitian matrix does not change after a nonsingular congruent
transformation. The same conclusion holds for Hermitian tensors. We refer to (1.5)
for multi-linear congruent transformations.
Proposition 2.7. Let Qk ∈ Cnk×nk be nonsingular matrices, for k = 1, . . . ,m.
Then, for each H ∈ C[n1,...,nm], the congruent transformation (Q1, . . . , Qm)×congH
has the same Hermitian rank as H does.
Proof. Let F := (Q1, . . . , Qm) ×cong H, then H =
∑r
i=1λi[u
1
i , . . . , u
m
i ]⊗h if and
only if F = ∑ri=1λi[Q1u1i , . . . , Qmumi ]⊗h, because each Qi is nonsingular. So
hrank(H) = hrank(F). 
2.3. Border, expected, generic and typical ranks. There exist classical no-
tions of border, expected, generic and typical tensor ranks [24]. They all can be
similarly defined for Hermitian ranks. The classical border rank of a tensor A is
the smallest r such that Ak → A, where each Ak is a rank-r tensor. The border
rank of A is denoted as brank(A). We can similarly define Hermitian border ranks.
Definition 2.8. For H ∈ C[n1,...,nm], its Hermitian border rank, for which we
denote hbrank(H), is the smallest r such that there is a sequence {Hk}∞k=1 ⊆
C[n1,...,nm] such that Hk → H and each hrank(Hk) = r.
Like the classical border rank inequality, we also have
(2.12) brank(H) ≤ hbrank(H) ≤ hrank(H).
The strict inequality can occur, as shown in the following example.
Example 2.9. Consider the Hermitian tensor B that is given as
e2 ⊗ e1 ⊗ e1 ⊗ e1 + e1 ⊗ e2 ⊗ e1 ⊗ e1 + e1 ⊗ e1 ⊗ e2 ⊗ e1 + e1 ⊗ e1 ⊗ e1 ⊗ e2.
For each k > 0, denote the rank-2 Hermitian tensor
Bk = k([e1 + e2
k
, e1 +
e2
k
]⊗h − [e1, e1]⊗h).
Since Bk → B, hbrank(B) ≤ 2. This kind of tensors are investigated in [16]. The
border rank is less than the cp rank. The Hermitian flattening matrix of B is (see
(4.2)) has rank 2. So, hbrank(B) ≥ 2 by Lemma 4.1, and hence hbrank(B) = 2.
However, hrank(A) = 4. Note the decomposition
B = 1
2
(
[e1, e1 + e2]⊗h − [e1, e1 − e2]⊗h + [e1 + e2, e1]⊗h − [e1 − e2, e1]⊗h
)
,
so hrank(B) ≤ 4. On the other hand, the cp rank of B is 4 (see [12, §5], [16, §4.7]),
implying hrank(B) ≥ rank(B) = 4. Therefore, hrank(B) = 4.
For an integer r > 0, define the sets of Hermitian tensors
Yr := {A ∈ C[n1,...,nm] : hrank(A) ≤ r},(2.13)
Zr := {A ∈ C[n1,...,nm] : hrank(A) = r}.(2.14)
Denote by cl(Yr), cl(Zr) their closures respectively, under the Euclidean topology.
We define typical and generic Hermitian ranks as follows.
Definition 2.10. An integer r is called a typical Hermitian rank of C[n1,...,nm] if
Zr has positive Lebsgue measure. The smallest r such that cl(Yr) = C[n1,...,nm] is
called the generic Hermitian rank of C[n1,...,nm], for which we denote rg.
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For m > 1 and n1, . . . , nm > 1, does C
[n1,...,nm] have a unique typical Hermitian
rank? If it is not unique, is the set of typical ranks consecutive? What is the value
of the generic rank rg? These questions are mostly open, to the best of the author’s
knowledge. For real tensors, we refer to [3, 6, 7] for typical and generic real tensor
ranks.
For each rank-1 Hermitian tensor, it holds that
λ[u1, . . . , um]⊗h =
λ
|c1|2 · · · |cm|2 [c1u1, . . . , cmum]⊗h
for all nonzero complex scalars ci. That is, λ[u1, . . . , um]⊗h is unchanged if we scale
one entry of ui to be 1, upon scaling λ accordingly. Let W be the set of Hermitian
rank-1 tensors in C[n1,...,nm]. Its dimension over R is
dimRW = (2n1 − 2) + · · ·+ (2nm − 2) + 1 = 2(n1 + · · ·+ nm −m) + 1.
The dimension of C[n1,...,nm] over R is (n1 · · ·nm)2. Therefore, the expected Her-
mitian rank of the space C[n1,...,nm] is
(2.15) exphrank :=
⌈
(n1 · · ·nm)2
2(n1 + · · ·+ nm −m) + 1
⌉
.
By a dimensional counting, every typical rank is always greater than or equal to
exphrank. For the matrix case (i.e., m = 1) and n1 > 2, the generic rank is n1,
which is bigger than the expected Hermitian rank
⌈
n21
2n1−1
⌉
. Is this also true for
m > 1? For what values of m and n1, . . . , nm, does exprank = rg? When is
exphrank a typical rank? These questions are mostly open.
3. Real Hermitian Tensors
This section discusses real Hermitian tensors, i.e., their entries are all real. The
subspace of real Hermitian tensors in C[n1,...,nm] is denoted as
R
[n1,...,nm] := C[n1,...,nm] ∩ Rn1×···×nm×n1×···×nm .
For real Hermitian tensors, we are interested in their real decompositions.
Definition 3.1. A tensor H ∈ R[n1,...,nm] is called R-Hermitian decomposable if
(3.1) H =
∑r
i=1
λi[u
1
i , . . . , u
m
i ]⊗h
for real vectors uji ∈ Rnj and real scalars λi ∈ R. The smallest such r is called
the R-Hermitian rank of H, for which we denote hrankR(H). The subspace of
R-Hermitian decomposable tensors in R[n1,...,nm] is denoted as R
[n1,...,nm]
D .
When it exists, (3.1) is called a R-Hermitian decomposition; if r is minimum,
(3.1) is called a R-Hermitian rank decomposition. Clearly, for all H ∈ R[n1,n2]D ,
(3.2) hrankR(H) ≥ hrank(H).
Not every real Hermitian tensor is R-Hermitian decomposable. This is very different
from the complex case. We characterize when a tensor is R-Hermitian decompos-
able.
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Theorem 3.2. A tensor A ∈ R[n1,...,nm] is R-Hermitian decomposable, i.e., A ∈
R
[n1,...,nm]
D , if and only if
(3.3) Ai1...imj1...jm = Ak1...kml1...lm
for all labels such that {is, js} = {ks, ls}, s = 1, . . . ,m.
Proof. For convenience, denote the labeling tuples:
ı = (i1, . . . , im, j1, . . . , jm),  = (k1, . . . , km, l1, . . . , lm).
“⇒ ” : If A has a R-Hermitian decomposition as in (3.1), then
Aı =
r∑
i=1
λi
m∏
s=1
(usi )is(u
s
i )js =
r∑
i=1
λi
m∏
s=1
(usi )ks(u
s
i )ls = A
when {is, js} = {ks, ls} for all s = 1, . . . ,m.
“⇐ ” : Assume (3.3) holds. We prove the conclusion by induction onm. Form = 2,
i.e., the matrix case, the conclusion is clearly true because every real symmetric
matrix has a real spectral decomposition. Suppose the conclusion is true for m,
then we show that it is also true for m+1. For s, t ∈ [nm+1], let Bs,t be the tensor
in R[n1,...,nm] such that
(Bs,t)i1...imj1...jm = (A)i1...imsj1...jmt
for all i1, . . . , imj1, . . . , jm in the range. The condition (3.3) implies that Bs,t = Bt,s
and each Bs,t is a real Hermitian tensor. For s < t, define the linear map
ρs,t : R
[n1,...,nm] → R[n1,...,nm,nm+1],
[x1, . . . , xm]⊗h 7→ 1
2
[x1, . . . , xm, es + et]⊗h − 1
2
[x1, . . . , xm, es − et]⊗h.
For s = t, the linear map ρs,s is then defined such that
ρs,s([x1, . . . , xm]⊗h) = [x1, . . . , xm, es]⊗h.
One can verify that A = ∑1≤s≤t≤nm+1 ρs,t(Bs,t). By induction, each Bs,t is R-
Hermitian decomposable, so each ρs,t(Bs,t), as well as A, is also R-Hermitian de-
composable. 
Example 3.3. Consider the real Hermitian tensor A ∈ R[2,2] such that
Aijkl = i+ j + k + l
for all 1 ≤ i, j, k, l ≤ 2. It is a Hankel tensor [35]. By Theorem 3.2, it is R-Hermitian
decomposable. In fact, it has the decomposition
A = 40− 13
√
10
20
(
[u1, e]⊗h + [e, u1]⊗h
)
+
40 + 13
√
10
20
(
[u2, e]⊗h + [e, u2]⊗h
)
,
for u1 = (
−√10−1
3 , 1), u2 = (
√
10−1
3 , 1). Clearly, hrankR(A) ≤ 4. Moreover, A can
be expressed as the limit
A = lim
ǫ→0
ǫ−1
[
(e+ ǫf)⊗4 − e⊗4
]
,
for f := (1, 2). For this kind of tensors, the cp rank is 4 (see [12, §5], [16, §4.7]).
Therefore, hrankR(A) ≥ rank(A) = 4 and hence hrankR(A) = 4.
Not every basis tensor EIJ (c) is R-Hermitian decomposable. For instance, the
basis tensor A = E1122(1) is not, because A1122 = 1 6= 0 = A1221.
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Corollary 3.4. For I = (i1, . . . , im) and J = (j1, . . . , jm), the basis tensor EIJ(1)
is R-Hermitian decomposable if and only if I−J has at most one nonzero entry. In
particular, if I = J , then hrankR EIJ (1) = 1; if I and J differs for only one entry,
then hrankR EIJ (1) = 2.
Proof. The necessity direction is a direct consequence of Theorem 3.2. This is be-
cause if there are two distinct k such that ik 6= jk, then the condition (3.3) cannot
be satisfied. We prove the sufficiency direction by constructing R-Hermitian decom-
positions explicitly. If I = J , then E = [ei1 , ei2 , . . . , eim ]⊗h and hrankR EIJ (1) = 1.
If I and J differs for only one entry, say, ik 6= jk, then
E = 1
2
[ei1 , ei2 , . . . , eik + ejk , · · · eim ]⊗h −
1
2
[ei1 , ei2 , . . . , eik − ejk , · · · eim ]⊗h
and hence hrankR EIJ (1) ≤ 2. Since hrankR EIJ(1) ≥ hrank EIJ (1) = 2, we must
have hrankR EIJ (1) = 2. 
The major reason for not all real Hermitian tensors are R-Hermitian decompos-
able is because of the dimensional difference. That is, the dimension of R
[n1,...,nm]
D is
less than that of R[n1,...,nm]. By Theorem 3.2, the dimension of R
[n1,...,nm]
D is equal
to the cardinality of the set {(i1, . . . , im, j1, . . . , jm) : 1 ≤ ik ≤ jk ≤ nk}. Thus
(3.4) dimR
[n1,...,nm]
D =
m∏
k=1
(
nk + 1
2
)
=
m∏
k=1
nk(nk + 1)
2
.
However, the dimension of R[n1,...,nm] is
(3.5) dimR[n1,...,nm] =
(
N + 1
2
)
, N = n1 · · ·nm.
The dimension of R[n1,...,nm] equals the dimension of SN , the space of N -by-N
real symmetric matrices. The dimension of R
[n1,...,nm]
D equals the dimension of the
tensor product space Sn1 ⊗ · · · ⊗ Snm . If m > 1 and all ni > 1, then
(3.6) dimR
[n1,...,nm]
D < dimR
[n1,...,nm].
Real Hermitian decompositions can also be equivalently expressed in terms of
real polynomials. Let each xi ∈ Rni be a real vector variable. The real decomposi-
tion (3.1) implies that
(3.7) H(x, x) =
∑r
i=1
λi
(
(u1i )
Tx1
)2 · · · ((umi )Txm)2.
When H is R-Hermitian decomposable, (3.7) also implies (3.1).
Lemma 3.5. For real vectors uji , a tensor H ∈ R[n1,...,nm]D has the decomposition
(3.7) if and only if the R-Hermitian decomposition (3.1) holds.
Proof. The “if” direction is obvious. We prove the “only if” direction. Let U =∑r
i=1λi[u
1
i , . . . , u
m
i ]⊗h. Then 〈H − U , [x1, . . . , xm]⊗h〉 = 0 for all real xi ∈ Rni .
Since H− U ∈ R[n1,...,nm]D , 〈H − U ,H− U〉 = 0, so H = U and (3.1) holds. 
In the following, we study the relationship between real and complex Hermitian
decompositions.
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Lemma 3.6. Suppose H ∈ R[n1,...,nm]D has the decomposition
H =
∑r
j=1
λj [u
1
j , u
2
j , . . . , u
m
j ]⊗h,
with complex uij ∈ Cni , 0 6= λj ∈ R. Let
U :=
[
(u11 ⊠ u
1
1 ⊠ · · ·um−11 ⊠ um−11 ), · · · , (u1r ⊠ u1r ⊠ · · ·um−1r ⊠ um−1r )
]
.
If k := rank(U) ∈ {1, 2, r}, then
(3.8) H =
∑r
j=1
βj [u
1
j , u
2
j , . . . , u
m−1
j , s
m
j ]⊗h
for real vectors smj ∈ Rnm and real scalars βj ∈ R.
Proof. Let κφ be the canonical Kronecker flattening map in (4.7), then
H := κφ(H) =
∑r
j=1
λjUj(u
m
j ⊠ u
m
j )
T =
∑r
j=1
λjUj(umj ⊠ u
m
j )
T ,
where Uj denotes the jth column of U . The second equality holds, since H is
R-Hermitian decomposable. Thus,
∑r
j=1 λjUj(u
m
j ⊠ u
m
j − umj ⊠ umj )T = 0.
• If k = r, then {U1, . . . , Ur} is linearly independent, which implies umj ⊠
umj − umj ⊠ umj = 0 for all j. So umj ⊠ umj is real. There exists smj ∈ Rnm
such that umj ⊠u
m
j = s
m
j ⊠ s
m
j . It gives a desired decomposition as in (3.8).
• If k = 1, then there exists αj ∈ R such that Uj = αjU1 for 1 ≤ j ≤ r. Thus
H = U1V
T
1 = U1V1
T
where V1 :=
∑r
j=1
αjλju
m
j ⊠ u
m
j .
Since U1(V1−V1)T = 0, V1 is the vectorization of a real symmetric matrix,
so there exist smj ∈ Rnm and βj ∈ R such that V1 =
∑r
j=1βjs
m
j ⊠ s
m
j . It
also gives a desired decomposition as in (3.8).
• If k = 2, we can generally assume that U1, Up are linearly independent. For
each i 6∈ {1, p}, Ui is a linear combination of U1, Up. Since each Ui is the
vectorization of a rank-1 Hermitian matrix, Ui must be a multiple of U1 or
Up, say, Ui = U1 for 1 ≤ i ≤ p− 1 and Ui = Up for p ≤ i ≤ r, up to scaling
of λi. Thus,
H = U1X
T
1 + UpX
T
2 = U1X1
T
+ UpX2
T
,
where X1 :=
∑p−1
i=1 λiu
m
i ⊠ u
m
i , X2 :=
∑r
j=p λju
m
j ⊠ u
m
j . Since U1(X1 −
X1)
T + Up(X2 −X2)T = 0, we have X1 = X1 and X2 = X2, so X1, X2 are
vectorizations of real symmetric matrices. There exist smj ∈ Rnm , βj ∈ R
such that X1 =
∑p−1
i=1 βis
m
i ⊠ s
m
i , X2 =
∑r
j=pβjs
m
j ⊠ s
m
j . This also gives a
desired decomposition as in (3.8).
For every case of k = 1, 2, r, we get a decomposition like (3.8). 
Based on the above lemma, we can get the following conclusion.
Proposition 3.7. For H ∈ R[n1,...,nm]D , if hrank(H) ≤ 3, then hrank(H) = hrankR(H).
Furthermore, if hrankR(H) ≤ 4, then hrank(H) = hrankR(H).
Proof. Let r := hrank(H). We consider r > 0 (the case r = 0 is trivial). If r ≤ 3,
we can apply Lemma 3.6 to H. Note that k := rankU ∈ {1, 2, r}, since r ≤ 3. For
each i = 1, . . . ,m, the set {uij}rj=1 can be changed to a set of real vectors while
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the length of decomposition does not change. As a result, we get a R-Hermitian
decomposition for H with length r, so hrankR(H) = hrank(H).
If hrankR(H) ≤ 4, then hrank(H) ≤ 4. If hrank(H) ≤ 3, then the previous
argument proves hrank(H) = hrankR(H). If hrank(H) = 4, then hrankR(H) ≥ 4,
and hence hrankR(H) = hrank(H) = 4. 
For R-Hermitian decomposable tensors, the concepts of border generic, typical
and expected ranks can be similarly defined, as in the Subsection 2.3. The dis-
cussion is the same as for the complex case. We omit this for cleanness of the
paper.
4. Matrix flattenings
All classical matrix flattenings are applicable to Hermitian tensors. In particular,
Hermitian and Kronecker flattenings are special for Hermitian tensors.
4.1. Hermitian flattening. Define the linear map m : C[n1,...,nm] → MN (N =
n1 · · ·nm) such that for all vi ∈ Cni , i = 1, . . . ,m,
(4.1) m
(
[v1, v2, . . . , vm]⊗h
)
= (v1v
∗
1)⊠ (v2v
∗
2)⊠ · · ·⊠ (vmv∗m),
where ⊠ denotes the classical Kronecker product. The map m is a bijection be-
tween C[n1,...,nm] and MN ∼= Mn1 ⊗ · · · ⊗ Mnm . The Hermitian decomposition
H =∑ri=1 λi[u1i , . . . , umi ]⊗h is equivalent to that
(4.2)
{
m(H) = ∑ri=1λi (u1i (u1i )∗)⊠ · · ·⊠ (umi (umi )∗)
=
∑r
i=1λi (u
1
i ⊠ · · ·⊠ umi )(u1i ⊠ · · ·⊠ umi )∗.
The matrix H := m(H) is called the Hermitian flattening matrix of H. It can be
labelled by I = (i1, . . . , im) and J = (j1, . . . , jm) such that
(4.3) (H)IJ = Hi1...imj1...jm .
The following is a basic result about flattening and ranks.
Lemma 4.1. If H = m(H), then hrank(H) ≥ hbrank(H) ≥ rank(H).
Proof. The first inequality is obvious. We prove the second one. Let r := hbrank(H),
then there is a sequence {Hk} ⊆ C[n1,...,nm] such that Hk → H and hrankHk = r.
Let Hk := m(Hk), then Hk → H and rank Hk ≤ r, so rank (H) ≤ r. 
It is possible that hrank(H) > rank(H). For instance, consider the basis tensor
E(11)(22)(1). Its Hermitian flattening matrix has rank 2 while the Hermitian rank
is 4 (see Example 2.4). The following lemma is useful.
Lemma 4.2. Let H ∈ R[2,2]D be such that
(4.4) m(H) =
(
A C
C B
)
, A,B,C ∈ S2.
If one of A and B is positive (or negative) definite, then
hrank(H) = hrankR(H) ≤ 4.
Proof. We consider the case A ≻ 0 (other cases are similar). There exists a non-
singular real matrix U such that UAUT = I2. Let H˜ := (U, I2)×cong H, then
H˜ := m(H˜) =
(
I2 UCU
T
UCUT UBUT
)
.
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Since C is real symmetric, there exist orthonormal vectors u1, u2 ∈ R2 and λ1, λ2 ∈
R such that UCUT = λ1u1u
T
1 + λ2u2u
T
2 . Note that I2 = u1u
T
1 + u2u
T
2 and
H˜ =
(
1 λ1
λ1 λ
2
1
)
⊠ (u1u
T
1 ) +
(
1 λ2
λ2 λ
2
2
)
⊠ (u2u
T
2 ) +
(
0 0
0 B˜
)
,
where B˜ := UBUT − λ21u1uT1 − λ22u2uT2 is real symmetric. Since rank B˜ ≤ 2, we
have B˜ = λ3u3u
T
3 + λ4u4u
T
4 for some λ3, λ4 ∈ R, u3, u4 ∈ R2. Hence,
H˜ = [
(
1
λ1
)
, u1]⊗h + [
(
1
λ2
)
, u2]⊗h + λ3[
(
0
1
)
, u3]⊗h + λ4[
(
0
1
)
, u4]⊗h.
This implies hrankR(H) = hrankR(H˜) ≤ 4. By Proposition 3.7, we have hrank(H) =
hrankR(H) ≤ 4. 
Proposition 4.3. For all H ∈ R[2,2], we have hrankR(H) ≤ 5.
Proof. Write m(H) in the block form as in (4.4).
Case I: Suppose one of A,B is nonzero, say, A 6= 0. By the spectral decomposition,
there is a real rank-1 matrix λuuT such that A+ λuuT ≻ 0 or −(A + λuuT ) ≻ 0.
Let H˜ := H+ λ[(1, 0), u]⊗h, then
m(H˜) =
(
A+ λuuT C
C B
)
.
Lemma 4.2 implies that hrankR(H˜) ≤ 4, so hrankR(H) ≤ 5.
Case II: Suppose A = B = 0. Since C is real symmetric, it has a real spectral
decomposition C = λ1u1u
T
1 + λ2u2u
T
2 for real λi, ui, so
H = 1
2
(
λ1[
(
1
1
)
, u1]⊗h − λ1[
(
1
−1
)
, u1]⊗h + λ2[
(
1
1
)
, u2]⊗h − λ2[
(
1
−1
)
, u2]⊗h
)
and hence hrankR(H) ≤ 4.
The conclusion is true for both cases. 
Hermitian ranks can be investigated through the Hermitian flattening. For A ∈
MN , we define its M-rank as
(4.5) rankMA = min
{
r : A =
r∑
i=1
λi(a
1
i (a
1
i )
∗)⊠ · · · (ami (ami )∗), λi ∈ R, aji ∈ Cnj
}
.
Generic and typical M-ranks can be similarly defined for MN as in §2.3.
Theorem 4.4. For every H ∈ C[n1,...,nm], we have hrankH = rankM m(H). More-
over, an integer r is the generic (resp., a typical) rank for C[n1,...,nm] if and only if
r is is the generic (resp., a typical) rank for MN .
Proof. The equality hrankH = rankM m(H) follows from the equation (4.2). Since
m is a bijection between C[n1,...,nm] and MN , an integer r is the generic (resp., a
typical) rank for C[n1,...,nm] if and only if r is is the generic (resp., a typical) rank
for MN . 
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4.2. Kronecker flattening. Every matrix flattening map φ on the tensor space
Cn1×...×nm can be used to define a new flattening map κφ on C[n1,...,nm]. Suppose
φ flattens tensors in Cn1×...×nm to matrices of the size D1-by-D2. Then we can
define the linear map κφ : C
[n1,...,nm] → CD21×D22 such that
(4.6) κφ
(
[u1, . . . , um]⊗h
)
= φ(u1 ⊗ · · · ⊗ um)⊠ φ(u1 ⊗ · · · ⊗ um)
for all ui ∈ Cni . The map κφ is called the φ-Kronecker flattening generated by
φ. When φ is the standard flattening such that φ(a1 ⊗ · · · am−1 ⊗ am) = (a1 ⊠
· · ·am−1)(am)T , then κφ is the linear map such that
(4.7) κφ
(∑
i
λi[u
1
i , . . . , u
m
i ]⊗h
)
=
∑
i
λiZi ⊠ Zi
where Zi := (u
1
i ⊠ · · · ⊠ um−1i )(umi )T . The map κφ in (4.7) is called the canonical
Kronecker flattening.
Lemma 4.5. Let φ be a flattening map on Cn1×···nm and κφ be the corresponding
φ-Kronecker flattening. Then, for each H ∈ C[n1,...,nm],
(4.8) hrank(H) ≥ hbrank(H) ≥ rankκφ(H).
The above is an analogue of Lemma 4.1. We omit its proof for cleanness of the
paper. The Hermitian and Kronecker flattening may give different lower bounds
for Hermitian ranks, as shown below.
Example 4.6. For m = 2 and n > 1, consider the Hermitian tensor in R[n,n]
H =
∑n
i,j=1
ei ⊗ ei ⊗ ej ⊗ ej =
(∑n
i=1
ei ⊗ ei
)⊗ (∑n
i=1
ei ⊗ ei
)
.
Let κφ be the canonical Kronecker flattening as in (4.7), then
m(H) = (∑n
i=1
ei⊠ei
)(∑n
i=1
ei⊠ei
)T
, κφ(H) =
(∑n
i=1
eie
T
i
)
⊠
(∑n
i=1
eie
T
i
)
= In2 .
By Lemma 4.5, hrank(H) ≥ rankκφ(H) = n2 while rank m(H) = 1 . Indeed, we
further have a sharper lower bound
hrank(H) ≥ n2 + 1.
Suppose otherwise that hrank(H) = n2, say, H = ∑n2i=1λi[ui, vi]⊗h for λi ∈ R and
ui, vi ∈ Cn, then
κφ(H) = In2 =
∑n2
i=1
λi(ui · vTi )⊠ (ui · viT ) =
∑n2
i=1
λi(ui ⊠ ui)(vi ⊠ vi)
T .
Let
U = [λ1u1 ⊠ u1, . . . , λn2un2 ⊠ un2 ], V = [v1 ⊠ v1, . . . , vn2 ⊠ vn2 ].
Then U, V are square matrices of length n2 and
UV T = In2 ⇒ V TU = In2 ⇒ λj(vi ⊠ vi)T (uj ⊠ uj) =
{
1 i = j,
0 i 6= j.
For i 6= j, we have
(vi ⊠ vi)
T (uj ⊠ uj) = (v
T
i uj)⊠ (vi
Tuj) = |vTi uj|2 = 0⇒ vTi uj = 0.
Thus, u2, . . . , un2 ∈ v⊥1 and
r := dim(span{u2, . . . , un2}) ≤ n− 1.
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Let {s1, . . . , sr} be a basis for span{u2, . . . , un2}. For each i = 2, 3, . . . n2, ui ⊠ ui
belongs to the span of the set {sp ⊠ sq}1≤p,q≤r, so
dim
(
span{ui ⊠ ui}n
2
i=2
)
≤ dim
(
span{sp ⊠ sq}1≤p,q≤r
)
= r2.
This implies that
n2 = rank(U) ≤ 1 + dim
(
span{ui ⊠ ui}n
2
i=2
)
≤ r2 + 1 ≤ (n− 1)2 + 1.
However, n2 > (n − 1)2 + 1 when n ≥ 2. This is a contradiction, so hrank(H) ≥
n2 + 1. For the case n = 2, hrank(H) = n2 + 1, because we have a Hermitian
decomposition of length 5 (in the following c :=
√
1 +
√
2):
1
2c4 − 2
([(
c
1
)
,
(
c
1
)]
⊗h
+
[(
c
−1
)
,
(
c
−1
)]
⊗h
−
[(
1
c
√−1
)
,
(
1
c
√−1
)]
⊗h
−
[(
1
−c√−1
)
,
(
1
−c√−1
)]
⊗h
)
+ 2
[(
0
1
)
,
(
0
1
)]
⊗h
.
When n > 2, the true value of hrank(H) is not known to the authors.
4.3. Orthogonal decompositions. For each U ∈ Cn1×···×nm , the conjugate ten-
sor product U ⊗ U is always Hermitian. In fact, each Hermitian tensor can be
written as a sum of such conjugate tensor products [30]. For each H ∈ C[n1,...,nm],
its Hermitian flattening matrix H = m(H) is Hermitian. Let s := rankH and
suppose H has the spectral decomposition
H = λ1q1q
∗
1 + · · ·+ λsqsq∗s ,
where λi’s are the real eigenvalues and q1, . . . , qs are the orthonormal eigenvectors
in CN . Let Ui be the tensor in Cn1×···×nm such that qi = vec(Ui), then
(4.9) H =
∑s
i=1
λiUi ⊗ Ui.
Note each ‖Ui‖ = ‖qi‖ = 1 and 〈Ui,Uj〉 = q∗j qi = 0 for i 6= j.
In (4.9), if each Ui is a rank-1 tensor, then it gives an orthogonal Hermitian
decomposition. As in [30], H is called unitarily Hermitian decomposable if H =∑r
i=1 λi[u
1
i , . . . , u
m
i ]⊗h for real scalars λi and unit length vectors u
j
i such that
(4.10)
((
u1i
)∗
u1j
) · · · ((umi )∗umj ) = 0 (i 6= j).
If all uji are real, then such H is called orthogonally Hermitian decomposable. For
convenience, H is said to be U-Hermitian (resp., O-Hermitian) decomposable if it
is unitarily (resp., orthogonally) Hermitian decomposable. The detection of U/O-
Hermitian decomposability can be done by checking its Hermitian flattening matrix.
Note that H =∑ri=1 λi[u1i , . . . , umi ]⊗h if and only if
m(H) =
∑r
i=1
λi(u
1
i ⊠ · · ·⊠ umi )(u1i ⊠ · · ·⊠ umi )∗.
When H is U/O-Hermitian decomposable, the above gives a spectral decomposition
for H . When nonzero eigenvalues of H are distinct from each other, its spectral
decomposition is unique. For such cases, H is U/O-Hermitian decomposable if and
only if each rankUi = 1. When H has a repeated nonzero eigenvalue, deciding
U/O-Hermitian decomposability becomes harder. We refer to [30, 39] for more
about tensor eigenvalues.
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5. PSD Hermitian tensors
A Hermitian tensor H is uniquely determined by the multi-quadratic conjugate
polynomial H(x, x) := 〈H, [x1, . . . , xm]⊗h〉, in the tuple x := (x1, . . . , xm) of com-
plex vector variables xi ∈ Cni . Like the matrix case, positive semidefinite Hermitian
tensors can be naturally defined [30].
Definition 5.1. Let F = C or R. A Hermitian tensor H ∈ F[n1,...,nm] is called F-
positive semidefinite (F-psd) ifH(x, x) ≥ 0 for all xi ∈ Fni . Moreover, ifH(x, x) > 0
for all 0 6= xi ∈ Fni , then H is called F-positive definite (F-pd).
For convenience, a complex (resp., real) Hermitian tensor is called psd if it is
C-psd (resp., R-psd). Denote the cone of F-psd Hermitian tensors
(5.1) P
[n1,...,nm]
F
:=
{H ∈ F[n1,...,nm] : H(x, x) ≥ 0 ∀xi ∈ Fni} .
Example 5.2. (i) Consider H ∈ C[3,3] such that H(x, y) = 〈H, [x, y]⊗h〉 is the
following conjugate polynomial (for cleanness of display, the variable x1 is changed
to x := (x1, x2, x3) and x2 is changed to y := (y1, y2, y3)):
|x1|2|y1|2 + |x2|2|y2|2 + |x3|2|y3|2 + 2(|x1|2|y2|2 + |x2|2|y3|2 + |x3|2|y1|2)
−(x1x2y1y2 + x1x2y1y2 + x1x3y1y3 + x1x3y1y3 + x2x3y2y3 + x2x3y2y3).
Since H(x, y) ≥ 0 for all real x, y (see [31]), the tensor H is R-psd. In fact, it is also
C-psd, because
H(x, y) = |x1|2|y1|2 + |x2|2|y2|2 + |x3|2|y3|2 + 2(|x1|2|y2|2 + |x2|2|y3|2 + |x3|2|y1|2)
−2(Re(x1x2y1y2) + Re(x1x3y1y3) + Re(x2x3y2y3))
≥ |x1|2|y1|2 + |x2|2|y2|2 + |x3|2|y3|2 + 2(|x1|2|y2|2 + |x2|2|y3|2 + |x3|2|y1|2))
−2(|x1x2y1y2|+ |x1x3y1y3|+ |x2x3y2y3|)
= H(xˆ, yˆ) ≥ 0,
where xˆ := (|x1|, |x2|, |x3|) and yˆ := (|y1|, |y2|, |y3|) are real.
(ii) Consider H ∈ C[2,2] such that
H1111 = H1122 = H2211 = 1, H1221 = H2112 = −1
and all other entries are zeros, so (for cleanness, the variable x1 is changed to
x := (x1, x2) and x2 is changed to y := (y1, y2)):
H(x, y) = |x1|2|y1|2 + x1x2y1y2 + x1x2y1y2 − x1x2y1y2 − x1x2y1y2.
When x, y are real,H(x, y) = x21y21 ≥ 0. This tensor is R-psd but not C-psd, because
for x = y = (
√−1, 1), H(x, y) = 1− 1− 1− 1− 1 = −3 < 0.
A R-psd Hermitian tensor is not necessarily C-psd. However, for R-Hermitian
decomposable tensors, they are equivalent.
Proposition 5.3. For H ∈ R[n1,...,nm]D , H is R-psd if and only if H is C-psd.
Proof. The “if” direction is obvious. We prove the “only if” direction. For vi ∈ Cni ,
write vj = xj +
√−1yj with xj , yj ∈ Rnj . Then, we have
〈[u1, . . . , um]⊗h, [v1, . . . , vm]⊗h〉 = Πmj=1(uj)T vj · (uj)T vj = Πmj=1|(uj)T vj |2
= Πmj=1(|(uj)Txj |2 + |(uj)T yj|2) =
∑
zj∈{xj,yj}
〈[u1, . . . , um]⊗h, [z1, . . . , zm]⊗h〉.
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Since H ∈ R[n1,...,nm]D , it is a sum of real rank-1 real Hermitian tensors, so〈H, [v1, . . . , vm]⊗h〉 = ∑
zj∈{xj ,yj}
〈H, [z1, . . . , zm]⊗h〉 ≥ 0.
If H is R-psd, then H is also C-psd. 
Clearly, P
[n1,...,nm]
F
is a closed convex cone. As in [8], a cone is said to be solid
if it has nonempty interior; it is said to be pointed if it does not contain any line
through origin; a closed convex cone is said to be proper if it is both solid and
pointed. The complex cone P
[n1,...,nm]
C
is proper, as mentioned in [30]. However,
the real cone P
[n1,...,nm]
R
is not proper. In fact, it is solid but not pointed.
Proposition 5.4. For m > 1 and n1, . . . , nm > 1, the cone P
n1,...,nm
C
is proper,
while P
[n1,...,nm]
R
is solid but not pointed.
Proof. Let I ∈ F[n1,...,nm] be the identity tensor, i.e., I(x, x) = (x∗1x1) · · · (x∗mxm).
The conjugate polynomial I(x, x) is positive definite on the spheres ‖xi‖ = 1. Thus,
for ǫ > 0 sufficiently small, all Hermitian tensors H ∈ F[n1,...,nm] with ‖H− I‖ < ǫ
belong to the cone P
[n1,...,nm]
F
, for both F = C,R. That is, I is an interior point,
and hence P
[n1,...,nm]
F
is solid.
The complex cone Pn1,...,nm
C
is pointed. For each H ∈ Pn1,...,nm
C
∩−Pn1,...,nm
C
,
H(x, x) must be identically zero for all complex xi. The conjugate polynomial
H(x, x) =
∑
i1...imj1...jm
Hi1...imj1...jmx1,i1 · · ·xm,imx1,j1 · · ·xm,jm
is identically zero if and only all its coefficients are zero, i.e., H = 0. This implies
that Pn1,...,nm
C
does not contain any line through origin, i.e., it is pointed.
The real cone Pn1,...,nm
R
is not pointed. For m > 1 and n1, . . . , nm > 1, the set
R
[n1,...,nm]
D is a proper subspace of R
[n1,...,nm]. Let C be the orthogonal complement
of R
[n1,...,nm]
D in R
[n1,...,nm]. Then, for all 0 6= X ∈ C and for all xj ∈ Rnj ,
〈X , [x1, . . . , xm]⊗h〉 = 0 because [x1, . . . , xm]⊗h ∈ R[n1,...,nm]D . This implies C ⊆
P
n1,...,nm
R
. So, Pn1,...,nm
R
contains a line through the origin and hence it is not
pointed. 
5.1. Hermitian eigenvalues. For a Hermitian tensor H ∈ C[n1,...,nm], consider
the sphere optimization problem
(5.2)
{
min H(x, x) := 〈H, [x1, . . . , xm]⊗h〉
s.t. ‖xi‖ = 1, xi ∈ Cni , i = 1, . . . ,m.
Since H(x, x) is conjugate quadratic in each xk, we can write it as
H(x, x) = x∗k
(
Hk(x1, . . . , xk−1, xk+1, . . . , xm)
)
xk,
where Hk is a Hermitian matrix polynomial. The Hk is also conjugate quadratic
in xi for all i 6= k. Define the tensor-vector product
(5.3) H×(k)
(
x1, . . . , xm
)
:= Hk(x1, . . . , xk−1, xk+1, . . . , xm)xk.
The Karush-Kuhn-Tucker (KKT) optimality conditions for (5.2) are
H×(k)
(
x1, . . . , xm
)
= λkxk, k = 1, . . . ,m.
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where λ1, . . . , λm are the Lagrange multipliers. Since H is Hermitian and each
x∗kxk = 1, we must have λk ∈ R and
λ1 = · · · = λm = H(x, x).
They are equal to each other and are all real [30].
Definition 5.5. ([30]) For H ∈ C[n1,...,nm], a scalar λ is called a Hermitian eigen-
value of H if there exist complex vectors u1, . . . , um such that
(5.4)
{ H×(k) (u1, . . . , um) = λuk, k = 1, . . . ,m,
‖u1‖ = · · · = ‖um‖ = 1.
The (λ;u1, . . . , um) is called a Hermitian eigentuple, and uk is called the mode-k
Hermitian eigenvector. The (u1, . . . , um) is called a Hermitian eigenvector.
For general tensors, similar KKT conditions can be written and they give unitary
eigenvalues [29]. When H is Hermitian, all its Hermitian eigenvalues are real [30].
The largest (resp., smallest) Hermitian eigenvalue of H is the maximum (resp.,
minimum) value of H(x, x) over complex spheres ‖xi‖ = 1. Therefore, H is C-psd
(resp., C-pd) if and only if all its Hermitian eigenvalues are nonnegative (resp.,
greater than zero). Similarly, for H ∈ R[n1,...,nm], H is R-psd (resp., R-pd) if and
only if all its Hermitian eigenvalues, which are associated to real eigenvectors, are
nonnegative (resp., greater than zero).
5.2. Conjugate and Hermitian sum-of-squares. Recall that C[x] denotes the
ring of polynomials in x = (x1, . . . , xm), where each xk ∈ Cnk , and C[x, x] denotes
the ring of conjugate polynomials in x. Psd Hermitian tensors can be detected by
SOS decompositions for conjugate polynomials.
Definition 5.6. A conjugate polynomial f ∈ C[x, x] is called a Hermitian sum-
of-squares (HSOS) if f = |p1(x)|2 + · · · + |pk(x)|2 for some complex polynomials
pi ∈ C[x]. It is called a conjugate sum-of-squares (CSOS) if f = |q1(x, x)|2 +
· · · + |qt(x, x)|2 for some conjugate polynomials qi ∈ C[x, x]. Denote by Σ[x, x]
(resp., Σ[x]) the cone of conjugate (resp., Hermitian) sum-of-squares. A tensor H ∈
C[n1,...,nm] is called HSOS (resp., CSOS) if the corresponding conjugate polynomial
H(x, x) is HSOS (resp., CSOS).
Clearly, all HSOS and CSOS Hermitian tensors are C-psd. Interestingly, HSOS
tensors can be detected by the Hermitian flattening.
Proposition 5.7. For H ∈ C[n1,...,nm], H is HSOS if and only if m(H)  0.
Proof. If m(H)  0, then H has the decomposition (4.9) with each λi > 0. So
H(x, x) = ∑iλi|〈U∗i , x1 ⊗ · · · ⊗ xm〉|2, and H is HSOS. Conversely, if H(x, x) is
HSOS, say, H(x, x) = ∑ki=1 |pi(x)|2, let vi be the vectors such that v∗i (x1 ⊠ · · · ⊠
xm) = pi(x). Then m(H) = v1v∗1 + · · ·+ vkv∗k  0. 
Every HSOS tensor must be CSOS, i.e., Σ[x] ⊆ Σ[x, x]. However, a CSOS tensor
is not necessarily HSOS. The following is such an example.
Example 5.8. Let H ∈ C[2,2] be the Hermitian tensor such that
H1111 = H2222 = H1221 = H2112 = 1
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and other entries are zeros. Since m(H) is indefinite, H(x, x) is not HSOS. However,
it is CSOS because
H(x, x) = |(x1)1(x2)1 + (x1)2(x2)2|2.
The CSOS Hermitian tensors can be detected by semidefinite programs [45].
For H ∈ C[n1,...,nm], if H(x, x) = |q1(x, x)|2 + · · · + |qt(x, x)|2 for some conjugate
polynomials qi ∈ C[x, x], then each qi must have degree m and is linear in (xj , xj),
for all j = 1, . . . ,m. Denote the Kronecker product of all vector variables
(5.5) b(x, x) := (x1, x1)
T
⊠ · · ·⊠ (xm, xm)T .
For each qi, there exists a coefficient vector wi such that qi = w
∗
i b(x, x). The above
CSOS decomposition is equivalent to that
H(x, x) = b(x, x)∗(w1w∗1 + · · ·+ wtw∗t )b(x, x).
Proposition 5.9. A Hermitian tensor H ∈ C[n1,...,nm] is CSOS if and only if there
exists a Hermitian matrix W  0 such that
(5.6) H(x, x) = b(x, x)∗ ·W · b(x, x).
Proof. If H is CSOS, we can just let W = w1w∗1 + · · · + wtw∗t , for the vectors wi
in the above. If there exists a psd matrix W satisfying (5.6), then there must exist
vectors wi such thatW = w1w
∗
1+ · · ·+wtw∗t , which implies that H is CSOS. 
For a given H, the set of all psd W satisfying (5.6) is the intersection of the psd
matrix cone and an affine linear subpsace, i.e., the set of all required W is given by
linear matrix inequalities. Therefore, CSOS Hermitian tensors can be detected by
solving semidefinite programs. We refer to [25, 26, 41] for related work about SOS
polynomials.
5.3. The hierarchy of SOS representations. A Hermitian tensor H is C-psd
if and only if H(x, x) is nonnegative everywhere. It is well-known that not every
nonnegative polynomial is SOS [41]. Therefore, not all psd Hermitian tensors are
SOS. However, every nonnegative polynomial is a sum of squares of rational func-
tions. This motivates us to characterize psd Hermitian tensors by using products
of squares. For powers k1, . . . , km ≥ 0, denote
(5.7) Ωk1...km
C
=
{
H ∈ C[n1,...,nm] : |x1|2k1 · · · |xm|2km · H(x, x) ∈ Σ[x]
}
.
Clearly, if H ∈ Ωk1...km
C
, then H must be C-psd. Each Ωk1...km
C
is a closed convex
cone. We have the following characterization for C-psd tensors.
Theorem 5.10. If H ∈ C[n1,...,nm] is C-positive definite, then there exist powers
k1, . . . , km ≥ 0 such that H ∈ Ωk1...km . Therefore, we have the containment
(5.8) int
(
P
[n1,...,nm]
C
)
⊆
( ⋃
k1,...,km≥0
Ωk1...km
C
)
⊆ P [n1,...,nm]
C
.
Proof. WhenH is C-positive definite, the real-valued complex conjugate polynomial
H(x, x) is positive on the complex spheres x∗i xi = 1. Consider the ideal J generated
by conjugate polynomials |x1|2− 1, . . . , |xm|2− 1, in the ring C[x, x]. The ideal J is
archimedean [26], since m−(|x1|2+ · · ·+ |xm|2) ∈ J . Then, by [38, Proposition 3.2],
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H(x, x) is HSOS modulo J , i.e., there exist complex polynomials pℓ ∈ C[x] and
conjugate polynomials cj ∈ C[x, x] such that
H(x, x) =
∑N
ℓ=1
|pℓ(x)|2 +
∑m
j=1
(|xj |2 − 1)cj(x, x).
Note that H(x, x) is homogeneous quadratic conjugate in each (xi, xi). There exist
powers k1, . . . , km such that each ki is not less than the highest degree of xi of all
polynomials pl. For each ℓ, let
qℓ(x, x) := |x1|k1 · · · |xm|kmpℓ(x1/|x1|, . . . , xm/|xm|).
In the above expression of H(x, x), we substitute each xi for xi/|xi|, then
P (x, x) := |x1|2k1 · · · |xm|2kmH(x1/|x1|, . . . , xm/|xm|, x1/|x1|, . . . , xm/|xm|)
= |x1|2k1−2 · · · |xm|2km−2H(x, x) =
∑N
ℓ=1|qℓ(x, x)|2.
Since P (x, x) is also homogeneous in each (xi, xi) with degree 2ki, each ql(x, x)
must have the same degree ki in (xi, xi). Write each qℓ in the form as
qℓ(x, x) =
∑
0≤si≤ki
|x1|s1 · · · |xm|sm · gs1,...,sml (x)
where gs1,...,sml (x) is a complex polynomial. The degree of xi in each term of
gs1,...,sml (x) must be ki − si, so
|qℓ(x, x)|2 =
∣∣∣∣∣∣
∑
0≤si≤ki
|x1|s1 · · · |xm|smgs1,...,sml (x)
∣∣∣∣∣∣
2
=
∑
0≤ti≤ki
∑
0≤si≤ki
|x1|s1 · · · |xm|smgs1,...,sml (x)|x1|t1 · · · |xm|tmgt1,...,tml (x)
=
∑
0≤ti≤ki
∑
0≤si≤ki
|x1|s1+t1 · · · |xm|sm+tmgs1,...,sml (x)gt1,...,tml (x).
The degrees of xi and xi of g
s1,...,sm
l (x)g
t1,...,tm
l (x) are ki − si, ki − ti respec-
tively. The degrees of xi and xi in P (x, x) must match, so g
s1,...,sm
l (x)g
t1,...,tm
l (x)
has the same degree of xi and xi if and only si = ti. Thus the terms like
|x1|s1+t1 · · · |xm|sm+tmgs1,...,sml (x)gt1,...,tml (x) with (s1, . . . , sm) 6= (t1, . . . , tm) will
be canceled after the expansion. Therefore
P (x, x) =
N∑
ℓ=1
∑
0≤ti≤ki
∑
0≤si≤ki
|x1|s1+t1 · · · |xm|sm+tmgs1,...,sml (x)gt1,...,tml (x)
=
N∑
ℓ=1
∑
0≤si≤ki
|x1|2s1 · · · |xm|2sm |gs1,...,sml (x)|2,
which means that P (x, x) is HSOS. 
For R-psd Hermitian tensors, we have a similar conclusion. For each H ∈
R[n1,...,nm], it is R-psd if and only if H(x, x) ≥ 0 for all real x. Note that H(x, x)
is a real multi-quadratic homogeneous polynomial. The classical Positivstellensatz
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[25, 26, 37, 41] for real positive polynomials can be used to characterize R-psd
tensors. For powers ki ≥ 0, we can similarly define the cone
(5.9) Ωk1...km
R
=
{
H ∈ R[n1,...,nm] : (xT1 x1)k1 · · · (xTmxm)km · H(x, x) ∈ Σ[x]
}
.
Clearly, if H ∈ Ωk1...km
R
, then H must be R-psd. Each Ωk1...km
R
is a closed convex
cone. We have the following characterization for R-psd tensors.
Theorem 5.11. If H ∈ R[n1,...,nm] is R-positive definite, then there exist powers
k1, . . . , km ≥ 0 such that H ∈ Ωk1...kmR . Therefore, we have
(5.10) int
(
P
[n1,...,nm]
R
)
⊆
( ⋃
k1,...,km≥0
Ωk1...km
R
)
⊆ P [n1,...,nm]
R
.
The proof for Theorem 5.11 is the same as the one for Theorem 5.10. In fact,
the proof is easier because it deals with real polynomials instead of conjugate poly-
nomials. Each product (xT1 x1)
k1 · · · (xTmxm)km · H(x, x) is a real polynomial in x.
The conclusion can be implied by classical results about real positive polynomials
over compact semialgebraic sets [25, 26, 37, 41]. For cleanness of the paper, we
omit the proof.
6. Separable Hermitian Tensors
A basic topic in quantum physics is tensor entanglement. It requires to decide
whether or not a given Hermitian tensor can be written as a sum of rank-1 Hermitian
tensors with positive coefficients. This leads to the concept of separable tensors.
Definition 6.1. [30] A Hermitian tensor H ∈ C[n1,...,nm] is called separable if
(6.1) H = [u11, . . . , um1 ]⊗h + · · ·+ [u1r, . . . , umr ]⊗h
for some vectors uji ∈ Cnj . When it exists, (6.1) is called a positive C-Hermitian
decomposition andH is called C-separable. Moreover, if each uji in (6.1) is real, then
H is called R-separable and (6.1) is called a positive R-Hermitian decomposition.
Let F = C or R. The set of F-separable tensors in F[n1,...,nm] is denoted as
S
[n1,...,nm]
F
. The decomposition (6.1) is equivalent to that
H(x, x) =
∑r
i=1
|(u1i )∗x1|2 · · · |(umi )∗xm|2.
All F-separable tensors must be HSOS. To be R-separable, a tensor must be R-
Hermitian decomposable. The following is the relationship between C-separability
and R-separability.
Lemma 6.2. For H ∈ R[n1,...,nm]D , H is R-separable if and only if it is C-separable.
Proof. The “only if” direction is obvious. We prove the “if” direction. Assume H
is C-separable, then (6.1) holds for some complex vectors uji . Let s
j
i := Re(u
j
i )
and tji := Im(u
j
i ). For all real vector variables xi ∈ Rni , the inner product
〈[u1i , . . . , umi ]⊗h, [x1, . . . , xm]⊗h〉 =
∏m
j=1 |(uji )∗xj |2, which can be expanded as
m∏
j=1
(
|(sji )Txj |2 + |(tji )Txj |2
)
=
∑
z
j
i∈{sji ,tji}
〈[z1i , . . . , zmi ]⊗h, [x1, . . . , xm]⊗h〉.
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The equation (6.1) implies that, for all real vectors xi,
〈H, [x1, . . . , xm]⊗h〉 =
r∑
i=1
∑
z
j
i
∈{sj
i
,t
j
i
}
〈[z1i , . . . , zmi ]⊗h, [x1, . . . , xm]⊗h〉.
SinceH is R-separable, by Lemma 3.5,H =∑ri=1∑zji∈{sji ,tji}[z1i , . . . , zmi ]⊗h. Hence,H is also R-separable. 
6.1. The dual relationship. The complex separable tensor cone S
[n1,...,nm]
C
is
dual to P
[n1,...,nm]
C
, as noted in [30]. The duality also holds for the real case. Let
F = C or R. By the definition (see [4]), the dual cone of S
[n1,...,nm]
F
is the set(
S
[n1,...,nm]
F
)⋆
:=
{
X ∈ F[n1,...,nm] : 〈X,Y 〉 ≥ 0 ∀Y ∈ S [n1,...,nm]
F
}
.
Recall that a closed convex cone is proper if it is solid (has nonempty interior)
and pointed (does not contain any line through the origin). The complex cone
S
[n1,...,nm]
C
is proper [30], but S
[n1,...,nm]
R
is not.
Theorem 6.3. For F = R,C, the cone S
[n1,...,nm]
F
is dual to P
[n1,...,nm]
F
, i.e.,
(6.2)
(
S
[n1,...,nm]
F
)⋆
= P
[n1,...,nm]
F
,
(
P
[n1,...,nm]
F
)⋆
= S
[n1,...,nm]
F
.
Moreover, the complex cone S
[n1,...,nm]
C
is proper, while the real one S
[n1,...,nm]
R
is
not proper. In fact, S
[n1,...,nm]
R
is pointed but not solid.
Proof. Observe that S
[n1,...,nm]
F
equals the conic hull of the compact set
(6.3) U :=
(
[u1, . . . , um]⊗h : ui ∈ Fni , ‖ui‖ = 1
)
,
so it is a closed convex cone [4]. A tensor X ∈ F[n1,...,nm] belongs to the dual
cone of S
[n1,...,nm]
F
if and only if 〈X, [u1, . . . , um]⊗h〉 ≥ 0 for all ui ∈ Fni , which is
equivalent to that X is F-psd. Therefore, the dual cone of S
[n1,...,nm]
F
is P
[n1,...,nm]
F
.
Since S
[n1,...,nm]
F
and P
[n1,...,nm]
F
are both closed convex cones, the dual cone of
P
[n1,...,nm]
F
is also equal to S
[n1,...,nm]
F
, by the bi-duality theorem [4]. Hence, the
dual relationship (6.2) holds. By Proposition 5.4, the cone P
[n1,...,nm]
C
is proper,
while P
[n1,...,nm]
R
is solid but not pointed. By the duality, S
[n1,...,nm]
C
is also proper,
while S
[n1,...,nm]
R
is pointed but not solid [1]. 
Theorem 6.3 tells that a Hermitian tensor is F-separable if and only if it belongs
to the dual cone of P
[n1,...,nm]
F
. Therefore, for A ∈ F[n1,...,nm], if there exists
B ∈ F[n1,...,nm] such that B(x, x) ∈ Σ[x, x] and 〈A,B〉 < 0, thenA is not F-separable.
For instance, consider the Hankel tensor A ∈ C[2,2] such that Aijkl = i + j + k + l
for all i, j, k, l. Let B be the Hermitian tensor such that
〈B, [x1, x2]⊗h〉 = |x11x21 − 5
6
x11x22|2
Since B(x) ∈ Σ[x] and 〈A,B〉 = − 16 < 0, A is not F-separable for F = C,R.
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6.2. Reformulations for separability. An important computational task is to
determine whether or not a Hermitian tensor is separable. If it is, we need a positive
Hermitian decomposition. This is an interesting future work.
Let F = C,R. In the proof of Theorem 6.3, we have seen that the F-separable
Hermitian tensor cone S
[n1,...,nm]
F
equals the conic hull of the compact set U , that
is, (cone denotes the conic hull)
(6.4) S
[n1,...,nm]
F
= cone
(
[u1, . . . , ur]⊗h : ui ∈ Fni , ‖ui‖ = 1
)
.
Equivalently, we have A ∈ S [n1,...,nm]
F
if and only if there exist positive scalars
λi > 0 and unit length vectors u
j
i ∈ Fnj such that
(6.5) A =
∑r
i=1
λi[u
1
i , . . . , u
m
i ]⊗h.
If we let µ :=
∑r
i=1λiδ(u1i ,...,umi ) be the weighted sum of Dirac measures, then (6.5)
is equivalent to
(6.6) A =
∫
[x1, . . . , xm]⊗hdµ.
The support supp(µ) of the measure µ is contained in the multi-sphere
S
n1,...,nm
F
:= {(x1, . . . , xm) ∈ Fn1 × · · ·Fnm : ‖x1‖ = · · · ‖xm‖ = 1}.
Interestingly, if there is a Borel measure µ supported in Sn1,...,nm
F
, then there must
exist λi > 0 and unit length vectors u
j
i satisfying (6.5). This can be implied by the
proof of Theorem 5.9 of [26]. Therefore, we have the following theorem.
Theorem 6.4. For F = C or R, a tensor A ∈ F[n1,...,nm] is F-separable if and only
if there exists a Borel measure µ such that (6.6) holds and supp(µ) ⊆ Sn1,...,nm
F
.
The task of checking existence of µ in Theorem 6.4 is a truncated moment prob-
lem. We refer to [25, 26, 31, 33, 34] for related work. Interestingly, separable
Hermitian tensors can also be characterized by the Hermitian flattening map m.
As in (4.2), the decomposition (6.5) is equivalent to that
(6.7) m(A) =
∑r
i=1
λi
(
u1i (u
1
i )
∗)
⊠ · · ·⊠ (umi (umi )∗).
The Theorem 6.4 immediately implies the following.
Theorem 6.5. For F = C or R, a tensor A ∈ F[n1,...,nm] is F-separable if and
only if there exist Hermitian psd matrices 0  Bij ∈ Fnj×nj , for i = 1, . . . , s and
j = 1, . . . ,m, such that
(6.8) m(A) =
∑s
i=1
Bi1 ⊠ · · ·⊠Bim.
The smallest integer s in (6.8) is called the F-psd rank for the tensor A. How to
determine F-psd ranks is mostly an open question.
Example 6.6. Consider the tensor A ∈ C[2,2] with the Hermitian flattening
m(A) =


5 −4 1 −5
−4 21 −5 7
1 −5 3 −3
−5 7 −3 13

 .
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It is R-separable, because
m(A) =
(
2 −1
−1 1
)
⊠
(
1 1
1 3
)
+
(
3 2
2 2
)
⊠
(
1 −2
−2 5
)
.
The R-psd rank is 2, since A does not have a decomposition like (6.8) for s = 1.
7. Conclusions and future work
This paper studies Hermitian tensors, Hermitian decompositions, and related
topics. Every complex Hermitian tensor is a sum of complex Hermitian rank-1
tensors. However, this is not true for the real case. A real Hermitian tensor is
not a sum of real rank-1 Hermitian tensors, unless it belongs to a proper subspace.
We study basic properties about Hermitian decompositions and Hermitian ranks.
For canonical basis tensors, we have determined their Hermitian ranks as well as
the rank decompositions. For real Hermitian tensors, we give a full characteriza-
tion for them to have Hermitian decompositions over the real field. In addition to
classical flattening, there are two special types of matrix flattening for Hermitian
tensors: the Hermitian flattening and Kronecker flattening. They may give dif-
ferent lower bounds for Hermitian ranks. We give SOS characterizations for psd
Hermitian tensors. Separable Hermitian tensors can be formulated as truncated
moment problems over multi-spheres. The cones of psd and separable Hermitian
tensors are dual to each other.
A basic question is to determine Hermitian ranks, as well as the rank decompo-
sitions. For general Hermitian tensors, we do not know how to do that. This is an
important future work. We also have the notions of typical and generic Hermitian
ranks. To the best of the authors’ knowledge, the following question is mostly open.
Problem 7.1. For m > 1 and n1, . . . , nm > 1, what is the generic Hermitian rank
of C[n1,...,nm]? Does C[n1,...,nm] have a unique typical Hermitian rank? If not, what
is the range of typical Hermitian ranks? For what cases of m and n1, . . . , nm, does
the expected Hermitian rank of C[n1,...,nm] equal the generic Hermitian rank?
Real Hermitian tensors are of strong interests in applications. They may not
have real Hermitian decompositions, unless they lie in the subspace R
[n1,...,nm]
D .
It is expected that there is H ∈ R[n1,...,nm]D such that hrankR(H) > hrank(H).
However, such an explicit H is not known to the authors. So we pose the following
question.
Problem 7.2. For what H ∈ R[n1,...,nm]D does hrankR(H) > hrank(H)? Does
R
[n1,...,nm]
D have an open subset T such that hrankR(H) = hrank(H) for all H ∈ T ?
We remark that the answer to the second part of Problem 7.2 is affirmative for
the case m = 2 and n1 = n2 = 2. Consider the identity tensor I ∈ R[2,2]D . Its
Hermitian flattening matrix is I4. Let T = {H ∈ R[2,2]D : ‖H − I‖ < 1}, an open
subset. For all H ∈ T ,
m(H) =
(
A C
C B
)
, A ≻ 0,
since ‖A − I2‖2 ≤ ‖H − I‖ < 1. It holds that hrankR(H) = hrank(H) for all
H ∈ T , by Lemma 4.2. We are not sure if the same result holds for general cases
of n1, . . . , nm.
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For a separable Hermitian tensor A ∈ S [n1,...,nm]
F
, its F-psd rank is the small-
est integer s in (6.8). An important future work is to determine F-psd ranks for
separable Hermitian tensors.
Problem 7.3. For A ∈ S [n1,...,nm]
F
, how do we determine its F-psd rank?
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