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Abstract
In the proportional knapsack problem, we are given a knapsack of some capacity and a set of variably
sized items. The goal is to pack some of these items such that they fill the knapsack as much as
possible without ever exceeding the capacity. The online version of this problem reveals the items
and their sizes not all at once but one by one. For each item, the algorithm has to decide immediately
whether to pack it or not. We consider a natural variant of this online knapsack problem, which has
been coined removable knapsack and we denote by RemKnap. It differs from the classical variant
by allowing the removal of any packed item from the knapsack. Repacking is impossible, however:
Once an item is removed, it is gone for good.
We analyze the advice complexity of this problem. It measures how many advice bits an
omniscient oracle needs to provide for an online algorithm to reach any given competitive ratio,
which is—understood in its strict sense—just the algorithm’s approximation factor. The online
knapsack problem without removability is known for its peculiar advice behavior involving three
jumps in competitivity. We show that the advice complexity of RemKnap is quite different but
just as interesting. The competitivity starts from the golden ratio when no advice is given. It then
drops down in small increments to (1 + ε) for a constant amount of advice already, which requires
logarithmic advice in the classical version. Removability comes as no relief to the perfectionist,
however: Optimality still requires one full advice bit for every single item in the instance as before.
These results are particularly noteworthy from a structural viewpoint for the exceptionally slow
transition from near-optimality to optimality; such a steep jump up from constant to full linear
advice for just an infinitesimally small improvement is unique among the online problems examined
so far.
2012 ACM Subject Classification Theory of computation → Online algorithms
Keywords and phrases Online Problem, Removable Knapsack, Proportional Knapsack, Simple
Knapsack, Unweighted Knapsack, Competitive Ratio, Advice Complexity
1 Introduction
1.1 Online Algorithms and Advice Complexity
Online algorithms receive their input piece by piece and have to determine parts of the
solution before knowing the entire instance, which often leaves them unable to compete with
offline algorithms in a meaningful way. In the advice model, we assume an omniscient oracle
that provides the online algorithm with some information on how to solve the upcoming
instance best. If the oracle can communicate to the algorithm an unlimited amount of
such advice, it will of course be able to lead the algorithm to an optimal solution for every
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2 Advice for Knapsack with Removable Items
instance. The advice complexity measures the minimum amount of information necessary for
the online algorithm to achieve any given approximation ratio, which is commonly called
strict competitive ratio in this context.
Advice complexity is a well-established tool to gauge the information content of an online
problem [1, 5, 10]. For a detailed and careful introduction to the theory, we refer to the
textbook by Komm [15]. Another classical textbook on online problems is written by Borodin
and Yaniv [3].
The trade-off between a low number of transmitted advice bits on the one hand and
achieving a good competitive ratio on the other hand has been examined for a wealth of
problems—see the survey by Boyar et al. [3]—but one stands out for its peculiar behavior:
the knapsack problem.
1.2 Knapsack and Removability
A knapsack instance presents the online algorithm with a sequence of items of different sizes.
Upon the arrival of each item, the algorithm has to decide whether to pack it into a knapsack
or discard it. The goal is to fill the knapsack as well as possible without ever exceeding the
knapsack’s given capacity. This problem is sometimes also referred to as the proportional or
simple knapsack problem, as opposed to the general knapsack problem, in which every item
has not only a size but also a value.1 In the generalized problem, the goal is to maximize
the total value of all packed items. Without further specification, we always refer to the
proportional case.
A variant of the knapsack problem has been proposed by Iwama and Taketomi [12] under
the name of removable knapsack, we write it RemKnap. In this model, we can discard an
item not only when it is first presented to us; we may also remove a packed item from the
knapsack at any point. This is possible only once for each item, however; once removed, an
item cannot be repacked. As for the classical problem without removability, the capacity
of the knapsack may not be exceeded at any point in time. Recently, a similar relaxed
online setting has been introduced, where decisions are taken only when constraints make it
inevitable [17].
This model is arguably a more natural way to translate the knapsack problem into the
online setting than the more well-examined variant without removability. In most cases, it
will not be hard to discard items at regular intervals, only the chance of obtaining specific
objects is subject to special circumstances. For a practical example, consider a storage room
in which you can store all kind of objects that you come across over time. In the beginning
you can just keep collecting everything, but by doing so you inevitably run out of space before
too long. Then you will have to start disposing of some of your possessions to make room for
new, potentially more interesting acquisitions. Your goal is to end up with a selection of just
the most meaningful and useful items that you could have. This paper analyzes RemKnap’s
advice complexity. It is telling you how much information about upcoming opportunities
you need to ensure an outcome that is either optimal or off by at most a given factor.
1 It is also quite common for the proportional and general knapsack problem to be called unweighted and
weighted, respectively. The notion weight is ambiguous, however, as some authors [2] use it for what is
called size here, while others [13] use it for what is called the value here or profit elsewhere. For the
sake of clarity, we avoid the term weight altogether.
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2 Preliminaries
Throughout this paper, log denotes the 2-based logarithm. We formally define the removable
knapsack problem as follows.
IDefinition 1 (Removable Knapsack Problem). RemKnap is an online maximization problem.
An instance I is a sequence 1, . . . , n of n ∈ N items, each of which has a size si ∈ R+.
Where useful, we denote size of item i functionally by s(i) = si. The domain of this function
naturally extends to arbitrary subsets T ⊆ {1, . . . , n} of items by defining s(T ) = ∑i∈T s(i).
The knapsack has a capacity, which we normalize to be 1.
The instance is presented item by item to an online algorithm A that has to maintain
a packing, a set of packed items. We call the total size of the currently packed items the
current filling of the knapsack. The algorithm starts out with an empty knapsack, represented
by the empty set T0 = ∅. When presented with item i the algorithm may first remove any
of the items Ti−1 packed so far and then it may pack the new item if this does not exceed
the knapsack capacity. In other words, the algorithm selects a subset Ti ⊆ Ti−1 ∪ {i} with
s(Ti) ≤ 1 in step i. The algorithm learns the size of item i only once it is presented and only
learns the total number n of items after selecting Tn. The final packing computed by A is
denoted by T = Tn and its size by A(I) = s(T ). The gain that we aim to maximize is the
total size s(T ) of the final packing.
I Definition 2 (Competitive Ratio). Let an online maximization problem with instance set
I be given and let A be an online algorithm solving it. For any instance I ∈ I, denote by
alg(I) the gain that A achieves on I and by opt(I) the gain of an optimal solution to I
computed offline. The competitive performance of A on an instance I ∈ I is opt(I)/alg(I).
For any ρ ∈ R, the algorithm A is called strictly ρ-competitive if it performs ρ-competitively
across all instances, that is, if
∀I ∈ I : opt(I)
alg(I) ≤ ρ.
The infimal competitivity inf{ ρ ∈ R | A is strictly ρ-competitive } is called strict competitive
ratio of A. We can weaken the defining inequality above so that it only needs to hold
asymptotically in the sense of
∃α ∈ R+ : ∀I ∈ I : opt(I) ≤ ρ · alg(I) + α.
If this condition is met, we call A nonstrictly ρ-competitive.
Note that strict ρ-competitivity implies nonstrict ρ-competitivity but not vice versa,
making it harder to prove lower bounds for nonstrict competitivity. In our case of the
knapsack problem, however, we obtain a nonstrict lower bound from a strict one by scaling
up the knapsack capacity and all item sizes in a hard instance set such that the smallest
item is strictly larger than α. Hence, we let the notion of competitivity default to the strict
sense without loss of generality for the purposes of this paper.
3 Related Work
Knapsack is one of the 21 NP-complete decision problem in Karp’s famous list [14]. An
algorithm based on dynamic programming solves both the proportional and the general
version in pseudo-polynomial time and can be adapted to the optimization version, yielding
a fully polynomial-time approximation scheme [11].
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4 Advice for Knapsack with Removable Items
In the following two sections, we list the known results on the advice complexity of the
proportional knapsack problem, first for the classical version and then for the variant allowing
the removal of packed items.
3.1 Knapsack without Removal
Marchetti-Spaccamela and Vercellis were the first to consider the classical online version of
the knapsack problem in 1995. They called it the {0, 1} knapsack problem to distinguish it
from the fractional knapsack problem, which allows for packing items partially. We denote
the classical problem with neither fractional items nor removability by Knap. Marchetti-
Spaccamela and Vercellis proved its competitive ratio to be unbounded [16, Thm. 2.1].
The concept of advice emerged much later. When it did, Knap quickly became one of
the prime examples of a problem with an interesting advice complexity.
First, just a single advice bit brings with it a jump from non-competitivity to a 2-
competitive algorithm [2, Thm. 4]. More advice bits do not help however, as long as the
number stays below blog(n− 1)c [2, Thm. 5]. Once this threshold is surpassed, logarithmic
advice allows for a competitive ratio that is arbitrarily close to 1 [2, Thm. 6]. The jump to
optimality, finally, requires at least n− 1 advice bits [2, Thm. 3]. It is trivial to solve Knap
optimally if the algorithm reads one advice bit per item, telling it whether to pack or not.
A schematic plot of Knap’s advice complexity that we just described can be found in
Figure 1 in light gray.
3.2 Online Knapsack Variations
Iwama and Taketomi [12] proposed the online knapsack model with removability as it is ex-
amined in the present paper. They proved that the competitive ratio for RemKnap is exactly
the golden ratio. Additionally, they considered the problem with resource augmentation.
Han et al. [8] proved an upper bound of 5/3 on the competitive ratio for a variant of
RemKnap where the value v of an item is not necessarily proportional to its size s but not
arbitrary either; instead, the value is given by a convex function v = f(s) known to the
algorithm. They also proved the golden ratio to be optimal for the case that f has some
further technical properties. Han et al. [6] considered online knapsack with removal costs, a
variant of RemKnap where items can be removed, but not for free.
Noga and Sarbua considered a knapsack variant, where it is possible to split each arriving
item in two parts of not necessarily equal size, and combine this with resource augmentation.
Han and Makino [9] considered another partially fractional variant of RemKnap where each
item can be split a constant number of times at any time. Most importantly in our context,
Han et al. [7] examined randomized algorithms for RemKnap, proving an upper bound
of 10/7 and a lower bound of 5/4 on the expected competitivity. Finally, Cygan et al. [4]
extended the study of randomization for RemKnap to a variant with multiple knapsacks.
4 Our Contribution
We first prove in Section 4.1 a lower bound of n advice bits for obtaining an optimal solution
still holds for RemKnap. In Section 4.2, we then prove upper and lower bounds, respectively,
on what is possible with only a single advice bit. Finally, we prove in Section 4.3 that a
constant amount of advice is sufficient to achieve a competitive ratio of 1 + ε, for an arbitrary
ε > 0, and that this constant has to grow unboundedly when ε is tending to zero. See
Figure 1 for a rough representation of these results for RemKnap in dark gray.
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Figure 1 A schematic plot of the advice complexity behavior of the classical online knapsack
problem in light gray and the relaxed variant with removability in dark gray. Without removability
there are two large plateaus; with removability this collapses to a single vast expanse.
4.1 Achieving Optimality
If an algorithm may read one advice bit per item of the instance, the oracle can tell it
precisely which items to pack. We prove that this obvious upper bound of n advice bits to
solve RemKnap optimally is tight.
I Theorem 3. An algorithm for RemKnap reading fewer than n advice bits is suboptimal.
Proof. Choose an arbitrary integer m ≥ 12, an arbitrary positive ε < 1/3(m + 1), and
let k = bεm/3c. We consider a family of instances that are all identical, with exception
of the item presented last. The capacity of the knapsack shall be 5m + 1. We could of
course normalize this to 1 by scaling the capacity and all item sizes down. First, for each
i ∈ {−k, . . . , k}, one item of size 4m+ i is presented. Each of these 2k + 1 items has size at
least 3m, which is more than half of the knapsack’s capacity. Thus, the algorithm can have
at most one of these items in the knapsack when the following items are presented. The
instance continues with m more items, one item of each size in
M =
{
1 + 12 , . . . , 1 +
1
2m
}
=
{
1 + 12i
∣∣∣ 1 ≤ i ≤ m}.
Finally, a single item of size 1−∑S is presented, where S is a subset of M that depends
on the instance but always satisfies k ≤ |S| ≤ m− k. There are ∑m−ki=k (mi ) such subsets and
we have one instance for each possible choice. A simple tail bound, proved below, shows
that we have
∑k−1
i=0
(
m
i
)
< 212m/13+logm−1. We also know that
∑m
i=0
(
m
i
)
= 2m and therefore
obtain
∑m−k
i=k
(
m
i
)
> 2m − 2 · 212m/13+logm−1 = 2m(1− 2−m/13+logm) as a lower bound on
the number of instances.
Consider the instance whose last item has size 1 − ∑S0 for some S0 ⊆ M . It is
straightforward to check that there is exactly one way to fill the knapsack completely with
the items of this instance, namely packing the item of size 4m− |S0|, all items in S0, and
the last item. Since the instances are all identical until the last item is presented, any online
algorithm will therefore need at least log
∑m−k
i=k
(
m
i
) ≥ m + log(1 − 2−m/13+logm) advice
bits to distinguish them and guarantee optimality. Each of the described instances contains
n = 2k + 1 +m+ 1 ≤ (1 + 2ε/3)m+ 2 items, thus we get an asymptotic lower bound of
lim
m→∞
m+ log(1− 2−m/13+logm)
(1 + 2ε/3)m+ 2 =
1
1 + 2ε/3 > 1− ε
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tiny small medium big huge
little large
0 a b c d 1
Figure 2 The partition of the interval (0, 1] of possible sizes into the five subintervals used in the
proof of Theorem 4—namely (0, a], (a, b], (b, c], (c, d], and (d, 1]—plus the corresponding class names.
The values are a = 1− 1/√2 ≈ 0.293, and b = √2− 1 ≈ 0.414, and c = 1/2, and d = 1/√2 ≈ 0.707.
advice bits per item. Hence, the number of required bits for an optimal algorithm is at least
n(1− ε), which due to n < 3(m+ 1) is strictly greater than n− 1.
The mentioned tail bound can be proved using the standard Stirling bounds
√
2pin(n/e)n ≤
n! ≤ e√n(n/e)n. Assuming without loss of generality that m is divisible by 3, we obtain
k−1∑
i=0
(
m
i
)
≤ k
(
m
k
)
≤ m3
(
m
m/3
)
= m!m/3(m/3)!(2m/3)! ≤
me
6pi (3
1/3(3/2)2/3)m < 212m/13+logm−1.
J
We remark that this result automatically improves the lower bound of n− 1 bits for Knap [2,
Thm. 3] to n bits because solving the problem without removability can only make it harder.
4.2 A Single Advice Bit
The previous section covered the upper end of the advice spectrum, showing that reading one
advice bit for each item in the instance is necessary and sufficient for ensuring an optimal
solution. We now turn to the other extreme and ask what can be done with the least nonzero
amount of advice, one single bit for the entire instance.
First, we describe a very simple 3/2-competitive advice algorithm where a single advice
bit indicates whether there is an optimal solution containing more than one item from the
interval [1/3, 2/3]: If the answer is yes, the algorithm maintains the smallest item in this
interval until a second item fits in, while ignoring all items outside of the interval. As soon
as a second item fits, it is packed and all remaining items are rejected. If the answer is no,
the algorithm maintains in the knapsack the largest item of size at least 1/3 seen so far while
packing all items smaller than 1/3 greedily. If the knapsack capacity is never exceeded, the
solution is optimal. If the knapsack capacity is exceeded at some point, then there are items
that are all smaller than 1/3 but have a total size of more than 1/3. Discard these items
one by one, in arbitrary order, until we are within the capacity of the knapsack again. The
remaining gap is at most 1/3.
Han et al. [7, Thm. 6] have presented a randomized algorithm that relies on a partition
of the items into six size classes. It is rather involved and hard to analyze, yet yields an
expected competitive ratio of 10/7 ≈ 1.428571. Because it uses only a single random bit, it
provides an upper bound for our case of one advice bit as well. In the following theorem we
undercut this bound with a more manageable algorithm that needs only five classes.
I Theorem 4. There is a
√
2-competitive RemKnap algorithm reading only one advice bit.
Proof. We split the interval (0, 1] of possible sizes into subintervals at four points a < b <
c < d. We will call the items with sizes in one of these five intervals tiny, small, medium, big,
and huge, respectively. Formally, we partition the items of any instance into the five classes
Ptiny = {i | 0 < s(i) ≤ a},
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Psmall = {i | a < s(i) ≤ b},
Pmedium = {i | b < s(i) ≤ c},
Pbig = {i | c < s(i) ≤ d}, and
Phuge = {i | d < s(i) ≤ 1},
where a = 1− 1/√2 ≈ 0.29289, b = √2− 1 ≈ 0.41421, c = 1/2, and d = 1/√2 ≈ 0.70711.
We will call the small and medium items the little ones collectively and refer to the
big and huge items as the large ones. Accordingly, we let Plittle = Psmall ∪ Pmedium and
Plarge = Pbig ∪ Phuge. See Figure 2 for an illustration of the subintervals and class names.
The oracle uses the one available advice bit to tell the algorithm which of the two strategies
described below to apply. For the decision, the oracle picks an arbitrary optimal solution S
to the given instance. If S contains a large item, the first strategy will be chosen, with one
exception: If the instance contains no huge item but a little and a big item that fit into the
knapsack together, then the first strategy is chosen only if a minimal big item appears in the
instance before a minimal small item. In all other cases, the second strategy is implemented.
Strategy One If at any point a huge item appears, the algorithm packs it and keeps it until
the end, discarding everything else.
Otherwise, the algorithm operates with two slots, a primary one and a secondary one. In
the primary slot, it maintains the minimal big item and in the secondary slot it maintains
the minimal little item. The primary slot takes precedence; that is, in case of a conflict
where a new minimal item for one slot is presented that does not fit with the minimal
item in the other slot, we discard the little item.
While maintaining the slot contents, tiny items are always packed greedily. If at any
point a presented tiny item does not fit, the current contents of the knapsack are frozen
and kept as they are until the instance has ended. The same happens after a step in
which only tiny items have been discarded.
Strategy Two This strategy manages not only two but three slots, all of which maintain
minimal items of some class. In order of precedence, the primary slot maintains two
medium items, the secondary slot up to three small items, and the tertiary one big one.
As an exception, if at any point a big item appears that can be packed alongside a
currently packed small item by discarding everything else, then this is done and these
two items are kept till the end. The tiny items are handled as before: They are packed
greedily and if either a presented tiny item does not fit or only tiny items have been
discarded in one step, then the current knapsack configuration is kept up to the very end.
We need to carefully work through a case distinction according to the conditions listed
in Table 1 and show that the algorithm’s competitivity is indeed bounded from above by
max{1/d, d/c, 1/2b, 1/(a+ b), 1/(1− a), b/a} = √2.
Case A. This case is trivial: If there are huge items in the instance, the first one will be
packed and kept in the knapsack, yielding a competitive performance of 1/d or better.
Case B. The case condition |S∩Pbig| > 0 tells us that the optimal solution contains at least
one big item. Since big items have a size above c = 1/2, it contains exactly one. Moreover,
there is at most one medium item in the entire instance. We now consider two subcases.
Subcase B1: Assume first that the instance contains no pair of a little and a big item that
can be packed at the same time. This means that the first strategy—which gives preference
to big items over little ones—is operative. The algorithm will thus only discard a possibly
arX iv .org
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packed little item when the first appearing big item appears to replace it. The strategy
guarantees that one big item of size greater than c is contained in the knapsack in the end. If
there are no tiny items, both the online solution and the optimal solution S contain exactly
one big item and nothing else, implying a competitive performance of c/d. For the case
that there are tiny items, recall that they are always packed greedily. Moreover, if any tiny
item does not fit or is dismissed in some step, the algorithm conserves the current state of
the knapsack, guaranteeing a filling of at least 1− a. We may therefore assume that every
tiny item is packed and kept in the online solution computed here. Whatever tiny items are
contained in the optimal solution S are thus in the online solution as well. If they have a
total size t, the competitive performance is thus bounded from above by (d+ t)/(c+ t) ≤ d/c.
Subcase B2: Assume that there are a little and a big item that can be packed alongside
each other. Let i be the first minimal little item and j the first minimal big item. Clearly, i
and j fit into the knapsack together. If the knapsack contains these two items in the end,
the competitive performance is 1/(a+ c) ≤ 1/(a+ b) = d/c or better.
Subcase B2a: Assume that i appears after j. In this case, the first strategy is used. Since
it maintains the smallest big item seen so far in the primary slot, it will have j packed when
i is presented, allowing for i to be packed alongside it.
Subcase B2b: Assume that i appears before j, letting the algorithm implement the second
strategy. The chosen strategy maintains up to two minimal medium items in the primary slot
and up to three minimal small items in its secondary slot. However, there is by the global
assumption of case B at most one medium item in the entire instance and a small item will
always fit in beside a medium item because b+ c ≤ 1. Hence, overall, a minimal little item is
maintained in the knapsack, meaning that i is packed already when j appears, allowing for a
little and big item to be packed together according to the strategy’s stated exception.
Case C. This simple case is covered by the second strategy. Maintaining two medium items
in the slot with highest precedence guarantees a filled fraction of at least 2b.
Case D. This case is easy as well: The one medium item will be packed into the primary
slot when presented, and at least one small item is packed into and stays in the secondary
slot because any small item fits in beside any medium item. The total size of small and a
medium item is at least a+ b, leading to a competitive performance of 1/(a+ b) or better.
Case E. Since there are no medium items in this case, the secondary slot will maintain
up to three minimal small items. If there are three small items that fit together, they will
eventually be packed, yielding a filled fraction of at least 3a > a/b. Otherwise, two small
items will be packed, or only one if and only if it is the only one. If there were no tiny items,
we could in both cases bound the competitivity by b/a, using the maximal and minimal
possible size of a small item. However, repeating the argument of subcase B1, we may
assume that all tiny items are packed and none discarded, otherwise the packing would freeze
instantly with a filling of at least 1− a. If the tiny items have a total size of t, our bound
would therefore only improve to (b+ t)/(a+ t) ≤ b/a.
Case F. This case is quite simple again. If there is a medium item, it is always packed
and kept to the end. Beside this one potential medium item, there are only tiny ones,
the minimization in the slot will therefore not affect the result adversely. If all items of
the instance fit into the knapsack together, they are all packed and the solution is optimal.
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Table 1 The mutually exclusive cases considered in Theorem 4.
Case Strategy Competitivity Case Conditions
A One 1/d |Phuge| > 0
B One/Two d/c |Phuge| = 0 |S ∩ Pbig| > 0 |Pmedium| ≤ 1
C Two 1/2b |Phuge| = 0 |S ∩ Pbig| ≥ 0 |Pmedium| > 1
D Two 1/(a+ b) |Phuge| = 0 |S ∩ Pbig| = 0 |Pmedium| = 1 |Psmall| > 0
E Two b/a |Phuge| = 0 |S ∩ Pbig| = 0 |Pmedium| = 0 |Psmall| > 0
F Two 1/(1− a) |Phuge| = 0 |S ∩ Pbig| = 0 |Pmedium| ≤ 1 |Psmall| = 0
Table 2 A hard instance family for RemKnap reading one advice bit; see Theorem 5.
x1 x2 x3 y2 y3 optimal second best ratio
I1: ψ ψ2 1− ψ2 + ε ψ ψ2 ψ/ψ2
I2: ψ ψ2 1− ψ2 + ε 1− ψ2 1 2(1− ψ2) + ε 1/(2(1− ψ2) + ε)
I3: ψ ψ2 1− ψ2 + ε ψ2 − ε 1 ψ 1/ψ
Otherwise, the greedy packing of tiny items leaves a gap of less than a, ensuring a competitive
factor of 1/(1− a) or better. J
We now complement Theorem 4 with a lower bound of (1 +
√
17)/4 ≈ 1.2808 on the
competitive ratio attainable with a single advice bit. Note that an advice bit is at least as
powerful as a random bit, the following theorem therefore also improves the best known
lower bound of 5/4 for one random bit [7, Thm. 8].
I Theorem 5. No algorithm for RemKnap reading only a single advice bit can have a better
competitive ratio than (1 +
√
17)/4.
Proof. Let ψ = 4/(1 +
√
17) and choose a positive ε < ψ ≈ 0.7808. Let an algorithm for
RemKnap reading only a single advice bit be given. Consider the three instances I1, I2, and
I3 that all start with the same three items of sizes x1 = ψ, x2 = ψ2, and x3 = 1− ψ2 + ε,
which is the end of instance I1 but followed by a last item of size y2 = 1− ψ2 for I2 and of
size y3 = ψ2 for I3. For each i ∈ {1, 2, 3}, the instance Ii has a unique optimal solution; it
contains xi and, except for i = 1, additionally yi. Table 2 shows the total size for each of
these optimal solutions and the second best solution.
Because any two of these three items x1, x2, and x3 sum up to over 1, the advice algorithm
can keep at most one of them in the knapsack after the presentation of x3. Moreover, since
only one advice bit is given and the three instances are indistinguishable until after the
decision on the third item has been taken, there are two instances for which the same item,
if any, is kept in the knapsack for the presentation of the potential fourth item. This implies
that the algorithm is suboptimal for at least one instance. The second best solutions for
I1, I2, and I3 fill up a fraction ψ, 2(1− ψ2) + ε, and ψ, respectively. Thus, the competitive
ratio of cannot be better than the minimum of ψ/ψ2, 1/(2(1 − ψ2) + ε), and 1/ψ. Since
2(1− ψ2) = ψ, this means the competitivity is 1/(ψ + ε) at best for arbitrarily small ε. J
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Table 3 Hard instance family for RemKnap reading log k advice bits, where ζ = (3 − 2k +√
4k(k + 1)− 7)/4; see Theorem 6.
x1 x2 · · · xk xk+1 yi
I1: ζ ζ2 · · · ζ2 − (k − 2)(1− ζ) ζ2 − (k − 1)(1− ζ) + ε None
I2: ζ ζ2 · · · ζ2 − (k − 2)(1− ζ) ζ2 − (k − 1)(1− ζ) + ε 1− x2
...
...
...
...
...
...
...
Ik+1: ζ ζ2 · · · ζ2 − (k − 2)(1− ζ) ζ2 − (k − 1)(1− ζ) + ε 1− xk+1
4.3 Near Optimality with Constant Advice
Having seen how much advice is necessary for optimality and what the effect of a single
advice bit can be, we now address the entire range in between. For this, we first generalize
the lower bound on the competitive ratio with one advice bit presented in Theorem 5 to a
lower bound of 4/(3− 2k +√4k(k + 1)− 7) for any constant number log k of advice bits.
I Theorem 6. Let an arbitrary integer k > 1 be given. No algorithm for RemKnap reading at
most log k advice bits can achieve a better competitive ratio than 4/(3−2k+√4k(k + 1)− 7).
Proof. We generalize the hard instance family from the proof of Theorem 5. Let an arbitrary
integer k > 1 be given and define ζ as the positive root of 2ζ2 + (2k− 3)ζ − 2(k+ 1), namely
ζ = (3− 2k+√4k(k + 1)− 7)/4. Consider k+ 1 instances that all start with the same k+ 1
items of the following, decreasing sizes: first x1 = ζ, then xi = ζ2 − (i− 2)(1− ζ) for every
i ∈ {2, . . . , k}, and then xk+1 = ζ2+(k−1)(1−ζ)+ε for an arbitrary ε satisfying 0 < ε < 1−ζ.
The instance I1 ends immediately after these common items, whereas the instances Ii, for
i ∈ {2, . . . , k + 1}, presents one additional item of size yi = 1− xi as the final one. There is
a unique optimal solution for each instance: For I1, it is to pack the first item of size x1 = ζ.
For Ii with i > 1, it is to pack the item of size xi and the last one of size yi = 1− xi, which
sum up to the optimal solution value 1. Since there are only log k advice bits available to
handle the k + 1 instances, at least two instances Ii and Ij with i < j are processed with the
same advice string and thus the same deterministic algorithm. Consider this algorithm and
the moment after seeing and taking decisions on the first k+ 1 items. It is impossible for the
algorithm to have more than one of these common items packed since the two smallest of
them already have a combined size of xk + xk+1 = 2ζ2 + (2k− 3)ζ − 2k+ 3 + ε = 1 + ε. Now,
if item i is packed at the considered moment, the algorithm will perform suboptimally on
instance Ij . Analogously, if item j is packed, the performance on instance Ii is suboptimal.
Now if suffices to check that the best suboptimal solution has a filling of at most ζ2 for
I1, at most ζ for I2, . . . , Ik, and at most ζ + ε for Ik+1. This leads to a performance ratio
that is ζ/ζ2 = 1/ζ or 1/(ζ + 1) at best, depending on the concrete algorithm, thus proving
the theorem. See Table 3 for an overview of the hard instance family. The best and second
best solutions to all instances and their associated performances are listed in Table 4. J
Clearly, the lower bound of Theorem 6 tends to 1 for increasingly large but still constant
advice. When choosing k = 21, k = 22, and k = 23, we obtain the lower bounds
4/(
√
17− 1) ≈ 1.28078,
4/(
√
113− 7) ≈ 1.12867, and
4/(
√
353− 15) ≈ 1.06297
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Table 4 The values of the optimal and best suboptimal solutions for each instance in the family
given in Table 3 and the resulting competitive performance; see Theorem 6.
Optimal value Best suboptimal value Best suboptimal performance
I1: x1 = ζ x2 = ζ2 ζ/ζ2
I2: x2 + y2 = 1 x1 = ζ 1/ζ
I3: x3 + y3 = 1 x2 + y3 = ζ 1/ζ
...
...
...
...
Ik: xk + yk = 1 xk−1 + yk = ζ 1/ζ
Ik+1: xk+1 + yk+1 = 1 xk + yk+1 = ζ − ε 1/(ζ − ε)
for one, two, and three advice bits, respectively.
In our most surprising result, Theorem 8, we will prove that the true competitive ratio
displays the same general behavior as the lower bound of Theorem 6: For any given ε > 0,
we can guarantee a competitive ratio of 1 + ε with a constant number of advice bits. It is
of course also possible to derive more specific upper bounds for very few advice bits, for
example the following theorem.
I Theorem 7. There is a 4/3-competitive algorithm for RemKnap reading two advice bits.
Proof. The algorithm operates in one of four modes, depending on the given advice.
We make the following case distinction that primarily depends on how many items falling
into the size interval [1/4, 3/4]—we call them medium items—appear in the optimal solutions.
Strategy One. This strategy is chosen if there is any item larger than 3/4 or if there is an
optimal solution containing either no or only one medium item. The algorithm maintains
one maximal medium item while packing the smaller items greedily. As an exception, when
an item larger than 3/4 appears, it is packed and kept to the end, discarding everything else.
This procedure obviously produces (3/4)-competitive solution if there is an item larger
than 3/4. Otherwise, the knapsack will be filled optimally if all items fit into the knapsack
together. In the remaining case, the greedy packing will leave a gap of at most 1/4 because
the algorithm will never displace a medium item in favor of a smaller one, thus removing
only items smaller than 1/4.
Strategy Two. This strategy can be chosen if there is an optimal solution containing at
least three medium items or if the two minimal medium items in the instance have a combined
size of 3/4 or more.
The algorithm maintains as long as possible the minimal three medium items from the
interval among everything seen so far. If a third medium item does not fit at some point, the
algorithm switches to maintaining only the two minimal medium items. This clearly yields a
filling of at least 3/4.
Strategy Three. This strategy can be chosen if there is an optimal solution containing two
items from the size interval [1/4, 1/2]. It maintains two maximal such items, which is always
possible, and packs the smaller items greedily. This either yields an optimal solution or one
with a gap of at most 3/4.
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Strategy Four, This strategy is chosen in the remaining case. Specifically, we may now
assume that every optimal solution to the given instance contains exactly two medium items,
one of which has a size greater than 1/2.
In this case, the algorithm maintains on the one hand a minimal item and on the other
hand a minimal item larger than 1/2. Clearly, this fills the knapsack to a total size of more
than 1/4 + 1/2 = 3/4. J
We now turn to our main result, which complements Theorem 6 with an upper bound.
I Theorem 8. For any ε > 0, there is a strictly (1 + ε)-competitive algorithm for RemKnap
reading a constant number of advice bits.
Proof. We will describe such an algorithm called PropPack; see Algorithm 1 for a pseudo-
code implementation. We begin by describing the advice communicated to PropPack with
a constant number of bits, then explain how the algorithm operates on this advice, prove
that it is correct and terminates, and finally analyze its competitive ratio.
Notions and Notation. Without loss of generality, we assume that all items have size at
most 1 and that ε ≤ 1/2. We define the constant K = dlog1−ε/2 ε/2e.
Let an instance with n items be given. Denote the items in the order of their appearance
in the instance by 1, 2, . . . , n and denote the size of item i by s(i). We divide the n items into
small and big ones, with δ = (1− ε/2)K serving as the dividing line: Csmall = { i | s(i) ≤ δ }
and Cbig = { i | δ < s(i) }. We further partition the big items into the subclasses
Ck = {i | (1− ε/2)k < s(i) ≤ (1− ε/2)k−1} for k ∈ {1, . . . ,K}.
To alleviate the notation, we will often refer to Ck as class k and to Csmall as class 0. We also
use this convention when writing C(i) to indicate the class to which item i belongs: We have
C(i) ∈ {0, . . . , k}, with 0 meaning that i ∈ Csmall and every other k meaning that i ∈ Ck.
The oracle chooses an arbitrary but fixed optimal solution S ⊆ {1, . . . , n}. We denote
the partition classes that are naturally induced by this solution by Ssmall = S ∩ Csmall,
Sbig = S ∩ Cbig, and Sk = S ∩ Ck for k ∈ {1, . . . ,K}. Let m = |Sbig| be the number of big
items in the optimal solution and denote them by i1 < . . . < im in order of appearance.
Constant Advice. The oracle communicates to the algorithm a tuple (b1, . . . , bm) with the
classes of the big items in the chosen optimal solution in order of appearance; that is, we
have bj = C(ij) for each j ∈ {1, . . . ,m}. We remark that this tuple needs to be encoded in
a self-delimiting way. A constant number of bits suffices for this because bj is bounded by
the constant K for every j ∈ {1, . . . ,m} and m is bounded by the constant 1/δ. The latter
bound is an immediate consequence of the fact that s(Sbig) ≤ 1 and that any big item has a
size larger than δ.
Description of the Algorithm. The algorithm PropPack proceeds in m phases as follows.
In every phase, the algorithm opens a new virtual slot within the knapsack that can store
exactly one item at a time; multiple items in succession are allowed, however. The slot
opened in phase i will accommodate items belonging to class bi exclusively; we say that
items from this class match slot i. Slots are never closed, thus there are exactly m of them
in the end. Small items are generally packed in a greedy manner and discarded one by one
whenever necessary to pack a big item.
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In the first phase, the algorithm rejects all big items until one of class b1 appears. As
soon as this is the case, said item is packed into the first slot, ending the first phase.
In the second phase, the algorithm opens the second slot to pack a matching item, that
is, one of class b2. It waits for the first item from this class that fits into the knapsack
alongside the item in the first slot. As soon as such an item appears, it is packed and the
phase ends. In the meantime, whenever an item of class b1 appears during the second round,
the algorithm substitutes it for the one stored in the first slot if and only if this reduces the
size of the stored item.
In general, phase i begins with the opening of slot i, which is reserved for items of class bi.
The phase continues until an item appears that both matches the newly opened slot and
fits in beside the items currently stored in the previously opened and filled slots without
exceeding the capacity. Then this item is packed into the new slot, which ends the phase.
During the entire phase, the algorithm maintains in all filled slots the smallest matching
items seen so far: Whenever a big item of a class other than bi is presented, then the largest
item in the matching open slots is replaced by the new item, unless the new item is even
larger. The same happens when the algorithm is presented with a matching item that does
not fit in alongside the items in the previously opened slots.
The entire time, even after the last phase has terminated, small items are packed greedily
and discarded one by one whenever this is necessary to make room for a big item according to
the description above. Moreover, we may assume that, whenever a new item has been packed
into the knapsack, the algorithm sorts the items in the matching open slots in increasing
order. This sorting is not necessary for the algorithm to fulfill its duty, but it facilitates the
proof by induction below.
Termination of All Phases. We need to show that PropPack does in fact finish all m
phases; that is, all m slots will be filled with a matching item without ever exceeding the
knapsack capacity. Consider the big items of the optimal solution, which we denote by
u1 < · · · < um in their order of appearance. We prove by induction over i ≤ m that, after
processing item ui, the first i slots store items with a total size of s(u1) + · · ·+ s(ui) or less.
We may start from i = 0 as the trivial, if degenerate, base case. For the induction step,
assume the hypothesis for i < m and observe that no item in a slot is ever replaced by a larger
one. Therefore, the items in the first i slots still have a total size of at most s(u1) + · · ·+s(ui)
when ui+1 is presented.
There are now three possibilities. If slot i+ 1 has remained closed up to this point, it is
now opened and filled with ui+1, which fits in because s(u1) + · · ·+ s(ui+1) ≤ s(Sbig) ≤ 1.
Otherwise, slot i + 1 is already storing an item: If said item is larger than s(ui+1), then
ui+1 replaces either this item or one that is at least as large. During the subsequent sorting,
ui+1 is then moved to slot i+ 1 or one of the slots from 1 to i, which may force some items
from slots 1 through i into higher slots but never beyond slot i+ 1. The third possibility is
that slot i+ 1 contains an item of size at most s(ui+1) already. We immediately obtain the
induction claim for i+ 1 in all three cases.
Competitive Analysis. We still denote by S the optimal solution that served as the basis
for the given advice, by T the final output of the online algorithm PropPack (Algorithm 1),
and the respective partition classes by Ssmall, Sbig, Sk and Tsmall, Tbig, and Tk.
Since PropPack opens one slot for each big item in the optimal solution T and fills it with
an item from the same subclass, as proved above, we have |Sk| = |Tk| for every k ∈ {1, . . . ,K}.
Moreover, the sizes within a subclass Ck vary by a factor of at most 1− ε/2; this means that
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we can bound both s(Sbig) and s(Tbig) from below by L =
∑K
k=1 |Sk|(1 − ε/2)k and from
above by L/(1− ε/2). We conclude s(Tbig) ≥ s(Sbig) · (1− ε/2).
Furthermore, since small items are packed greedily and only discarded one by one whenever
necessary to make room for the big items, we will not lose much from their side either. If the
presented small items have a total size of at most L, none is ever discarded. In this case,
we have s(Tsmall) ≥ s(Ssmall) and thus immediately s(T ) ≥ s(S) · (1− ε/2). If small items
are discarded, however, the worst case is the following type of instance: It starts with only
small items of the largest possible size δ, some of which are then discarded to accommodate
big items that are all at the upper bound of the class indicated by the advice, leaving a gap
of almost δ, follows up with slightly smaller big items that are in the optimal solution and
would not have lead to any discarded small items, and finally presents big items at the lower
end of the size span, replacing all previously packed big items.
All in all, this proves s(T ) ≥ s(S) ·(1−ε/2)−ε/2, which, by the simple fact that s(S) ≤ 1,
implies s(T )/s(S) ≥ 1− ε, as required. J
Algorithm 1 PropPack
Parameter: Any ε ∈ (0, 1].
Online Input: A sequence I = (s1, . . . , sn) with the sizes of n items.
Advice: The sequence B = (b1, . . . , bm), where m is the number of big items in a fixed
optimal solution and bj is the class of the jth big item appearing in it.
Online Output: A (1 + ε)-competitive packing T = Tsmall ∪ Tbig.
1: k ← next(B)
2: Tsmall ← ∅
3: Tbig ← ∅
4: for i in I
5: if C(i) = 0
6: if s(Tsmall ∪ Tbig ∪ {i}) ≤ 1
7: Tsmall ← Tsmall ∪ {i}
8: else if C(i) = k and s(Tbig ∪ {i}) ≤ 1
9: while s(Tsmall ∪ Tbig ∪ {i}) > 1
10: pop(Tsmall)
11: Tbig ← Tbig ∪ {i}
12: k ← next(B)
13: else
14: Tbig ← (Tbig ∪ {i}) \ arg max{s(j) | j ∈ {i} ∪ (CC(i) ∩ Tbig)}
15: return Tsmall ∪ Tbig
5 Conclusion and Future Research
We have analyzed the advice complexity of the online knapsack problem with the natural
removability property. A single advice bit improves the competitive ratio from the golden
ratio to
√
2 but not much lower, the advice necessary and sufficient to reach a competitive
ratio of 1 + ε is surprisingly just a constant that grows with decreasing ε, and yet the huge
leap to a full advice bit per item is inevitable when optimality has to be guaranteed.
Besides closing the small remaining gaps between the upper and lower bounds, which
seems to require copious amounts of tedious case distinctions, the obvious contender for
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future research in advice complexity is the generalization of RemKnap to instances where
the size of an item can differ from its weight. Unfortunately, none of the upper bounds
presented in this paper work for this harder problem, the impossibility of putting any bound
on the values of future items being the main obstacle. Yet we suspect that a competitive
ratio approaching 1 might be possible with constant advice using methods that are similar
in spirit but rely on value and size classes that dynamically adapt to the presented values.
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