Abstract-As an interconnection network, hypercube topology offers certain advantages such as high data bandwidth and low message latency to achieve computational efficiency. However, a significant drawback of this topology is that the number of ports per node increases with the number of nodes. In addition, in many applications not all the links are used equally frequently, and links on certain dimensions may be idle most of the time during a computation. This suggests that we can provide connections over certain dimensions only to reduce the number of links and can still attain comparable performance. In this paper, we propose a new network, called the Block Shift Network (BSN), for constructing very large multicomputer systems for efficient parallel processing. The network is defined through a pair of parameters and cost and performance of a BSN can be controlled by carefully selecting appropriate parameters defining the network. Actually, many popular networks such as the hypercube, the shuffle-exchange, and the complete networks are instances of the BSN. The topological properties of the BSN with different parameters are analyzed and compared with those of existing popular networks. Basic data movement operations on the BSN are also designed and analyzed. The results show that the BSN with certain parameters can surpasses the hypercube in several respects while retaining most of its advantages, especially when the traffic has the locality property.
I. INTRODUCTION

M
ANY networks have been proposed in the literature for interconnecting processors in a parallel system [4] , [5] , [17] , [28] , [30] , and [31] . Among them, the hypercube is one of the most popular networks offering certain advantages such as high data bandwidth and low message latency required to achieve high computational efficiency. Several variations of the hypercube have appeared recently [7] , [11] , [13] , [14] , [18] , [19] , [22] , [33] to improve its performance. A significant drawback of the hypercube is that it is not truly expandable. Whenever the number of nodes grows, all nodes have to be modified since they must be provided with an additional port. Designing large hypercube networks using off-the-shelf microprocessors can therefore pose certain engineering difficulties. On the other hand, mesh type structures have the problem of either large diameter (e.g., plain mesh) or traffic bottleneck (e.g., mesh of tree [23] ) compared with other networks. Bounded degree networks such as cube connected cycles [28] , deBruijn networks [30] , and shuffle-exchange [32] , have the advantage of requiring a fixed number of connections per node independent of the size of the network. They can execute any algorithm belonging to the ascenddescend class with essentially the same time complexity as in hypercube networks. However, bounded degree networks do not allow the level of fault-tolerance to grow with the size of the network and are not flexible enough to satisfy different cost-performance requirements. It is of practical significance, therefore, to design networks where one can achieve desired level of performance and fault-tolerance independent of the size of the network. Various bounded degree networks have been proposed for parallel computers. Variations of the hypercube have been proposed in [2] , [11] , [18] , [19] , [22] by changing or adding some extra links to reduce the communication time or to increase reliability in the hypercube. Combination of several different networks has been used to construct new networks. Recent examples are Hyperbanyan [13] , Banyan-hypercube [33] , and Hyper-deBruijn [14] . Other researchers use a recursive definition to construct hierarchical networks [1] , [6] , [15] - [17] , [20] . The basic idea is to synthesize a network from simple building blocks in an incremental fashion.
In this paper, a different approach is assumed. We will examine the connections along different dimensions in a network and try to provide only those connections which support efficient data communication in a network. A careful look at many existing algorithms on a hypercube reveals that only a small percentage of the links are used frequently. Most of the time a large number of links are idle. For example, in the matrix multiplication in [9] , the 2-D convolution algorithms in [12] , and the Hough transform in [25] , half of the data exchange in the hypercube uses the links on dimension 0, one quarter uses dimension 1, one eighth uses dimension 2, and so on. That is, these algorithms use the connections on low dimensions intensively, but rarely use the connections on high dimensions. This suggests that in most cases we do not need link connections along all dimensions of a hypercube, and that it is possible to construct networks which have fewer links than the hypercube and still have as good performance.
The above factors motivate our proposal of a new class of networks called block shift networks (BSN) , which have a constant number of links per node for some given parameters. It has been shown that many popular networks such as the hypercube, the shuffle-exchange, and the complete networks are instances of the BSN for different parameters. The BSN has been designed to eliminate the drawbacks of the hypercube network while retaining its advantages. Because many application algorithms use the links on lower dimensions extensively, connections on lower dimensions are provided in the BSN. This paper is organized as follows: Section II presents the construction of the new network. Section III describes a routing algorithm for the network. In Section IV, the fundamental network properties are derived and are compared with those of the hypercube, the complete binary tree (CBT), and the mesh. Section V discusses several basic data movement operations which are commonly used in parallel algorithms. Finally, we conclude the paper in Section VI.
II. CONSTRUCTION OF THE BSN
Let be the binary representation of . In the hypercube, PE( ) is connected to those PE's with index such that , for . The connection between two PE's whose addresses differ only in bit is called the th dimension connection. For example, the link between PE's 000 and 010 is called first dimension connection. In the following, we will generalize the above concept. The connections between two processors are called the connections on dimensions to if the two PE's differ only in bits from to and are connected by the links on these dimensions. There are several variations for the connections on dimensions to , and we shall consider the following connection methods.
1) If two processors whose addresses differ only in positions to are directly connected, the connection is called concurrent connection method. That is, in a concurrent connection method, bits to in one address can be changed in one step to reach another address. When and are 0 and , respectively (i.e., covering all dimensions), the connection scheme corresponds to the fully connected topology. 2) If two processors whose addresses differ only in positions to can reach each other by changing bits to of their addresses one by one, we call the connection sequential connection method. Thus, for two processors with addresses differing in all bits from to , one needs unit-routes to send a message from one to the other. If only one bit is different in bits to , one step is needed. Obviously, when and are 0 and , respectively, the connection scheme corresponds to a hypercube topology.
3) The above two connection methods are the extreme cases. Basically, one method can change the whole section (bits to ) of the address in one step, and the other can change the section only one bit at a time.
Between these two extremes, we can also define some other methods. For example, we can define a connection method which can change the section (bits to ) two bits at a time, three bits at a time, and so on. Assume that the section (bits to ) has bits, and can be divided into subsections. A connection method which can change a whole subsection at a time will be called partial connection method. In other words, a partial connection can change a whole subsection into any pattern in one step by modifying one bit, two bits, or bits in the subsection. Basically, the Block Shift Network consists of three groups of edges. The first group of edges connects nodes to their counterparts with addresses shifted cyclically positions left in one step. That is, they connect the processor at address to the processor at . These connections will be called LEFT-SHIFT links and the data transfers over these links LEFT-SHIFT operations. Similarly, the second group of edges connects nodes to those with addresses shifted cyclically positions right in one step, and they will be called RIGHT-SHIFT links, and the data transfers over these links RIGHT-SHIFT operations. The last group of edges contains the connections over the rightmost dimensions. One of the three connection methods mentioned above is used to define the connection over the rightmost dimensions. The links in the last group are called R-change links; and the data transfers over these links will be called R-change operations. In the following, we assume that the BSN has nodes and in each step only bits can be changed within the section of the rightmost bits, and will be denoted as BSN( ). Obviously, when , the network has a concurrent connection method over the last dimensions; when ; it has a sequential connection method; and for other values of , it has a partial connection method.
Define the nodes which are connected by the links in the third group (i.e., R-change links) as a block. Conceptually, in a BSN( ) there are blocks each with nodes. Within each block is a complete graph (thin lines), and blocks are connected by either RIGHT-SHIFT or LEFT-SHIFT links (thick lines), as shown in Fig. 1 . If we use the sequential connection method [in the case of the BSN( )], then each block is a hypercube with nodes instead of a complete graph, as shown in Fig. 2 . Notice that the loops in the figures are RIGHT-SHIFT or LEFT-SHIFT links which happen to connect the processors themselves. Clearly, the BSN is a hierarchical structure with nodes connected tightly within blocks and blocks connected loosely. This property matches the communication requirements of most parallel application algorithms [6] , [15] , [17] .
The design of the BSN is motivated by the fact that although the hypercube is useful for many parallel algorithms, it lacks flexibility and costs too much when it is large. On the other hand, the BSN is flexible since we can change its parameters and to meet our performance and cost requirements. The BSN is also scalable in the sense that changing the size of the network does not require changing the hardware within the nodes. Actually, many existing networks are special cases of the BSN. For example, the BSN(1, 1) is the shuffle-exchange network; the BSN( ) is the -dimensional hypercube; and the BSN( ) is the complete network. Thus, the study of the BSN is also useful for comparing the performance of these networks. 
III. ROUTING ALGORITHM
One of the desirable requirements for a large network of processors is that messages can be routed by each intermediate processor without total knowledge of all the details of the network, since the storage of that information within each node can consume an exorbitant amount of memory space and enormously complicate the process of network modification. Both the hypercube and the binary tree have simple routing algorithms which involve only the addresses of the current location of the message and of the target processor. In the hypercube, links are selected which reduce the Hamming distance by one until the target is reached. One routing algorithm called Two Way Shift Routing (TWSR) for the BSN is described below and will be used in future discussion. Other routing algorithms for the BSN can be found in [26] .
The TWSR routing algorithm tries to match the source address and the destination address in the BSN. Since only the rightmost section of the address can be changed, we have to shift the section we want to change to the rightmost position, change it to match the corresponding section of the destination address, and then shift the section back. Because we may need to change many sections in the source address, we perform the right shifts and the changes alternatively. Only after all the right shifts and changes have been done, are left shifts performed. Assume that the address is divided into sections with each section having bits except the leftmost one. Suppose that the source address is and destination address is where and are binary numbers, each having bits. Thus we have divided each address into sections. The details of the routing algorithm are described in the following steps. In the algorithm, we use the integer to keep track of the number of sections the address needs to be shifted right or left, and integer to record the number of right shifts which have been done. 1) Compare corresponding sections of the source address and the destination address. Find the index which is the largest integer such that and are different. 2) Compare of the current address with (initially ) of the destination address. If they are different, change into . Namely, when , route the message from to using the links in group three. 3) Shift the address right positions. For each such shift, increment the count by 1 to remember the number of times we have shifted the address. This number is used in both Steps 2 and 4. 4) If , go to Step 2. Otherwise, continue to Step 5. That is, repeat the above two steps if there is any mismatch between the corresponding sections of the source address and the destination address. 5) Shift the address left positions by using the second group of edges, shifting positions in a step. Hence, we need hops to finish this step. Notice is the number of steps recorded in Step 3. For example, consider the BSN(2, 2) with in Fig. 1 . The path between the source node 1001 and the destination node 0111 is:
. If only the last two bits are different in the two addresses, then one step is sufficient, as in the case of source 0101 and destination 0110.
IV. TOPOLOGICAL PROPERTIES
In this section, several important properties of the BSN are presented to show that it provides efficient support for various interprocessor communication patterns. 
A. Network Degree
Network degree is an important parameter in determining the cost of a system. Network degree is defined as the maximum number of ports per node in a network. For a BSN( ), the network degree equals to in a network of nodes. This can be explained by the following. Each node contains at most one connection in the first group of edges since left-shifting positions of an address results in at most one new address. Similarly, each node has one link in the second group of edges. Now consider the third group of edges for a particular processor . The rightmost bits of its address can be divided into sections. Each section ( bits) can have different patterns, one of which must belong to the processor itself. Hence, a processor has connections to other processors in the third group. Therefore, the network degree of a BSN( ) is a constant irrespective of the number of nodes in the network, while the degree of a hypercube of size is which increases logarithmically with the network size. Fig. 3 compares the link complexities of the BSN, the hypercube, the complete binary tree (CBT) and the torus.
B. Network Diameter
Given a source address and a destination address, we can shift the source address positions right using the shifting link, then change these positions so that they match the least significant bits in the destination address. We need at most such shifts and at most bit updates. Hence the total number of steps involved is at most . Clearly, the diameter increases logarithmically with network size for the hypercube, CBT and BSN. The diameter of the torus, on the other hand, increases as , like that of the 2-D mesh. As the value increases, the diameter of a BSN decreases while its number of links increases. Since the number of links used per node represents the cost involved, we would like to reduce it. For the purposes of comparison, let us consider the BSN( ) which has the same link complexity as a hypercube; i.e., let equal to . In this case, the diameter of the BSN( ) is , while the diameter of a hypercube is . Thus, when , the diameter of the BSN( ) is smaller than that of the hypercube, as indicated in Fig. 4 . Also the BSN( ) has a smaller diameter than that of the ring, the CBT, and the mesh.
C. Average Distance
The distance between two nodes is the length of the shortest path between them. In a hypercube, the distance between two nodes is equal to the Hamming distance between them; i.e., the number of bit positions where the addresses of the two nodes differ. The average distance is measured in terms of the average number of hops between two nodes. For a hypercube with nodes, the average distance is [17] . In a BSN, if we use the TWSR routing algorithm described earlier, we can derive the average distance as follows. Suppose that the source address is and the destination address is where and are -bits binary numbers. Thus we divide each address into b-bit sections. Let be the probability that the corresponding sections in the source and destination addresses are the same and be the probability that they are different. Whether the source and destination addresses are the same in a given section is independent of whether they differ in any other section, if a message is addressed uniformly among all nodes. It can be shown that (1) since each section has bits and possible values. Similarly, . Define as the probability that a message from the source address to the destination address needs to be shifted times (i.e., is the largest index such that and are different). This occurs only when for and . Therefore, (2) Based on the TWSR routing algorithm described earlier, it is clear that a message needs to traverse only hops when and are different and all the other sections of the source and destination addresses are identical. Generally, if is the largest index such that and are different, a message traverses at most hops from the source to the destination. We can do this by shifting the source address right times, updating the resulting rightmost section to match the portion of the destination address after each shifting, and finally shifting the address back times to reach the destination. Hence, the average distance in a BSN( ) with nodes is as follows:
The average distance traveled by a message is a popular criterion for evaluating a network topology. For a meaningful comparison between networks with different numbers of output ports per node, some normalization is desirable. After considering realistic limitations on the number of pins and the amount of power available to drive communication lines, it has been proposed [10] that, in the context of single-chip computers, a constant bandwidth per node be assumed. If the total bandwidth available per node is fixed, then the bandwidth available per port is inversely proportional to the number of ports for that node. Therefore, we normalize the average distance by multiplying it with the number of ports per node [3] . For a hypercube with nodes, the normalized average distance is since each node in a hypercube has ports. Similarly, the normalized average distance of a complete binary tree is about and that of a BSN( ) is at most . Obviously, the normalized average distance of the BSN( ) is logarithmically proportional to the number of nodes in the network since both and are constants. For a torus, the normalized average distance is still . Therefore, the BSN and the CBT outperform the hypercube and the torus. When , the BSN and the CBT have the comparable performance. For other values of , CBT is better in this respect.
D. Localized Communication
The above analyses have been based on the assumption of uniform traffic, where the probability that a message is addressed to any node in the network is the same for all nodes. This does not have to be the case in most practical situations in a large parallel multicomputer environment [17] . For example, a process which is spawned by another process usually runs on the same computational node as its parent process or on a nearby node. Static and dynamic allocation techniques as well as distributed balancing schemes try to assign related processes to nearby nodes. Communicating processes that are being executed on distant nodes may even migrate toward one another. All these attempts at minimizing interprocessor traffic and delay time lead to message traffic patterns which are much more localized than is a uniform distribution. Consequently, the probability of two nodes communicating at any given time shows an overall downward trend with increasing distance between the nodes.
In the following, we want to consider this factor in analyzing the average distance of the network. We will use a localized distribution model called geometric distribution similar to the one proposed by Lang [21] . As illustrated by many applications on the hypercube, the links on different dimensions may be used with different probabilities; i.e., some are used more often than others [9] , [24] , [29] . The geometric distribution model simulates this situation. In this model, for a source , the nodes of the network are divided into regions , of increasing distance from . Region contains all nodes whose addresses differ from only on dimensions 0 to ; and region contains all nodes whose addresses differ from only on dimensions 0 to ; and so on. In general, region consists of all nodes whose addresses differ from only on dimensions 0 to . A fraction 1/2 of all messages are destined for region of ; a fraction of all messages are destined for region of ; and so on. In general, a fraction of all messages are destined for region of . Within each region, the distribution is uniform. Thus, most messages are transmitted over lower dimensions.
Using this model, the average distances of the hypercube and the BSN are obtained as follows. For simplicity of analysis, we assume that . First, it is observed that region is a subcube of size within the hypercube. Hence the average distance within is , assuming a uniform distribution within each region [17] . In general, region is a subcube of size within the hypercube and the average distance within is . Therefore, under the geometric distribution model, the average distance in a hypercube with nodes is calculated as follows:
The normalized average distance, which is the product of the average distance and the number of ports per node, becomes (5) Now, let us calculate the average distance of a BSN under the geometric distribution model. Clearly, when the destination node is within region , only steps are needed since at most bits can be changed within the portion of bits within the addresses. When the destination node is within region , at most steps are needed since the source and destination addresses differ only on dimensions 0 to and one LEFT-SHIFT, one RIGHT-SHIFT, and R-change operations are enough for the data transfer. In general, when the destination node is within region , we need LEFT-SHIFT, RIGHT-SHIFT, and R-change operations, respectively. Therefore, at most steps are required for a data transfer within region . Using the geometric distribution model, we can derive the average distance for the BSN( ) as follows: (6) When is much larger than , the average distance in the hypercube approaches according to (4): Similarly, when is much larger than , the average distance in the BSN( ) becomes a constant according to (6): (8) Hence, when and the number of nodes in the networks is large, the average distance of the BSN( ) is always smaller than that of the hypercube. Fig. 5 shows the average distances of the hypercube and the BSN. In the figure is a constant. When is small, the hypercube has smaller localized average distance under the geometric distribution model. As becomes larger, the BSN outperforms the hypercube.
The normalized average distance for the BSN( ) is (9) Fig. 6 shows the normalized average distances of the hypercube and the BSN under the geometric distribution model. When is small, the BSN has a larger link complexity than the hypercube of the same size. Hence, the normalized average distance of the hypercube is smaller. As the network size gets larger, the BSN will outperform the hypercube eventually in this respect. When is too small, the average distance is large. When is too big, the degree is large. Therefore, an optimal can be selected such that a minimum value of the localized average distance with normalization is achieved. Fig. 6 indicates that is the optimal value when . The higher performance of the BSN under localized message patterns is not surprising. Since most traffic passes over the lower dimension connections in the geometric distribution model, the BSN communication capability perfectly matches the traffic requirements of the geometric distribution model. In the hypercube, connections are provided uniformly along all dimensions and so most of the links on high dimensions are not used efficiently. The suitability of the BSN for localized communications can also be intuitively seen from its topology. Nodes within the same block are most tightly linked (actually completely connected when and hypercube connected when ), while the nodes in different blocks are loosely connected through the LEFT-SHIFT and RIGHT-SHIFT links. Thus, more connectivity is provided among nearby nodes than among distant nodes.
V. BASIC DATA MOVEMENT OPERATIONS
In the last section, we have shown that the BSN has many advantages over the hypercube, the complete binary tree, and the mesh. For an interconnection network to be attractive, we still have to show that most application algorithms can be mapped onto the network naturally and executed efficiently. This section considers the basic data movement operations. In the following, we assume that the problem size matches the network size.
A. Finding Minimum in a Set
Let the numbers be initially stored in memory locations , where is in the th processor/memory node. Also, denote the instruction which causes the transfer of data from memory location of the processor whose address differs from only in position to the corresponding memory location of node , for all . Clearly, in the BSN, this data transfer can be accomplished in one unit-route as long as is less than since the two nodes are connected directly in such case. If is not less than , then we need to permute the data using the RIGHT-SHIFT links such that the desired pair of data reside on two nodes directly connected.
The following MIN algorithm calculates the minimum of numbers on the BSN( ) with nodes.
line
SHIFT-RIGHT 6 end Line 5 accomplishes the data transfer from node to the node whose address is right shifted positions. The time required in the MIN algorithm can be calculated easily. Line 3 is executed times and line 5 is executed times. Hence, the total communication time is unit-routes, and the overall time complexity is . The MIN function is representative of semi-group operations such as MAX, SUM, and COUNT, thus all of which can be implemented on a BSN in time . A semigroup algorithm on a hypercube with nodes requires unit-routes. Therefore, not only are the time complexities of the computation on the two networks the same, but also the constant factors are very close. However, while the hypercube requires ports per node, the node of the BSN( ) has only ports. In a plain mesh, a semigroup operation can be accomplished in , and in a mesh with buses in . The time complexity reduces to if a rectangular mesh with buses is used [8] . Hence, the semigroup computation can be performed more quickly on the BSN( ) than on the mesh although both have a constant number of ports per node.
B. Broadcast
In broadcasting, a data set is copied from one node to all other nodes in a network. The broadcasting communication in a BSN can be implemented in a similar way. The algorithm on the BSN( ) is described in detail as follows: 1) Copy the data set from the processor holding it to all neighboring processors through the links on dimensions 0 to . 2) Use the SHIFT-RIGHT operation to shift data so that we can use the links on dimensions 0 to instead of dimensions to . This has the effect of sending data through the links on dimensions to . The above copy and shift operations on dimensions 0 to actually is the simulation of hypercube communication over higher dimensions. We repeat the above two steps until the links on highest dimensions are simulated. Clearly, Step 1 needs unit-routes and Step 2 needs one unit-route. Since we need to repeat times, the total time for the BSN( ) is unit-routes, and is better than that for the hypercube when and .
C. Ascend and Descend
ASCEND and DESCEND classes are comprised of highly parallel algorithms [28] . The ASCEND and DESCEND algorithms can be implemented on the BSN by simulating the hypercube connections on dimensions . Since we have only communication links on dimensions in the BSN( ), we can perform directly only the operations on pairs of data that are 1, 2, locations apart. To perform the operations on other data pairs, we need to shift the data first such that these data pairs reside on processors that are connected by the communication links on dimensions 0, 1, . Formally, we can describe the ASCEND algorithm on the BSN( ) as follows: 1) Perform operations on pairs of data that reside on processors with addresses differing only in the lowest bits through the links on dimensions 0, 1, . 2) Use the SHIFT-RIGHT links to transfer data concurrently such that data pairs on processors which have the same patterns at positions in their addresses now reside on processors that are connected by the communication links on dimensions 0, 1, . 3) Repeat the above two steps times, i.e., until all the operations on data pairs which are locations apart are performed. Similarly, to execute a DESCEND algorithm, we have to shift the data first instead of performing the operations on the data pairs directly since processors in the BSN( ) are not directly connected on dimensions . Clearly, the total number of communication steps for both algorithms is . The ASCEND and the DESCEND algorithms have identical data communication complexity which is very close to -the lower bound. The difference in their constant factors from the lower bound is only . The extra steps are due to the simulations of hypercube links along dimensions higher than or equal to on the BSN( ). Thus, a tradeoff is made between link complexity and total communication time.
To have a single figure of merit, we use a similar concept proposed in [17] . We define the communication cost for a given problem on a network topology as the product of the link complexity (node degree) of the network and the number of data communication steps involved in solving the problem. Thus, the communication cost for the ASCEND/DESCEND problems on a hypercube is , and the communication cost on the BSN( ) is . Fig. 7 shows the communication costs of the BSN(2, 2), the BSN(4, 4), and of the hypercube. The hypercube provides direct connections for the communication demands of algorithms in the ASCEND/DESCEND classes, and so is naturally suited to them. However, it has a higher link complexity. For both the BSN and the hypercube, only links along a single "dimension" are active in every step. Since the hypercube has higher degree nodes, a greater fraction of the links is idle at any moment. The links along dimensions in the BSN( ) are used repeatedly for the ASCEND/DESCEND algorithms. In contrast, each dimension of a hypercube is traversed once only when these algorithms are implemented on it. This explains why the hypercube ASCEND/DESCEND algorithms have a larger communication cost compared to the BSN ASCEND/DESCEND algorithms when the size of networks becomes large (see Fig. 7 ).
D. Data Circulation
Consider a parallel computer with PE's. In the data circulation algorithm, it is required to circulate data in register of these PE's so that the data visits each of the processors exactly once. This operation is used extensively in matrix multiplication and graph problems [9] , [24] , and image processing [29] . We first describe the algorithm CIRCULATE on a hypercube with PE's. Then we simulate the hypercube by a BSN and show that the time complexity of the CIRCULATE algorithm on a BSN has the same order of magnitude as on the hypercube. A near optimal circulation for an SIMD hypercube results from the use of the exchange sequence [9] defined as:
Thus, according to the definition above, the initial exchange sequences are as follows:
, --, --, --. Basically, a data circulation algorithm on a hypercube with PE's uses the exchange sequence defined. The numbers in the sequences specify the dimensions on which data should be transferred. This exchange sequence essentially treats a dimensional hypercube as two dimensional sub-hypercubes. Data circulation is carried out in each of them in parallel using . Next, an exchange is done along the dimension , which causes the data in the two halves to be swapped. The swapped data is again circulated in the two half subhypercubes using . Let be the th number (left to right) in the sequence and assume . The resulting SIMD data circulation algorithm is given in procedure CIRCULATE. This procedure will result in the circulating data returning to the originating PE's. The function can be computed by the control processor in time and saved in an array of size .
procedure CIRCULATE ( : register; : integer) 1 for to do 2 3 end
The CIRCULATE algorithm can be implemented on the BSN( ) in a similar manner as in a hypercube. The only difference is the data routing. In the BSN( ), we can transfer data between two nodes whose addresses differ only in the leftmost positions. Therefore, we must simulate the data transmission of the hypercube. In the hypercube, PE( ) is directly connected to PE , and the basic data transfer is PE PE for . If , PE( ) is directly connected to PE in the BSN( ) too. When , there is no direct connection between the two PE's. Thus, we have to shift the address left several times until dimension is in one of the rightmost positions. After that, we can transfer the data over that dimension. Finally, we shift the address right back. Clearly, the following subroutine in the BSN( ) implements the basic data transfer over dimension in the hypercube. According to the definition of the exchange sequence, it is easily shown that the number of zero's is half of the sequence length, the number of one's is a quarter of the sequence length, the number of two's is one eighth of the sequence length, and so on. In general, in the exchange sequence , the number of integer 's, , is . Each integer in involves a data transmission in the above operations. Therefore, via procedure TRANSMIT, it will take unit-routes in the BSN( ). The communication time in procedure CIRCULATE with parameter is In a hypercube with PE's, unit-routes are required to implement the data circulation algorithm since the length of the exchange sequence is . In the BSN( ) of the same size, unit-routes are needed as shown in the above. Clearly, the difference between the time complexities of the two algorithms is very small when is larger than 4. This is not surprising. Although we use low dimension connections in the BSN( ) to simulate the high dimension connections in the hypercube, the overhead is small. Since most communication traffic is over low dimensions (see the exchange sequences defined above), the probability of extra data transfers due to RIGHT-SHIFT and LEFT-SHIFT is very small. Hence, the total communication cost in the BSN( ) is very close to that in the hypercube.
VI. CONCLUSIONS
A new interconnection network called Block Shift Network (BSN) is proposed and described in this paper. Unlike many other existing networks, the BSN has a constant degree, making the expansion and scaling of the network more easier. The BSN is very suitable for VLSI fabrication since VLSI technology requires that processors in a chip have a constant number of ports due to VLSI pin limitation [6] , [17] . A modular growth is still possible even after the processors are fabricated onto monolithic chips. The BSN is also a hierarchical structure with neighboring nodes connected tightly and remote nodes connected loosely. This property matches the communication requirements of many parallel application algorithms in which traffic locality exists [15] , [17] .
All the cost-performance measures derived in this paper are dependent on the network parameters and and in fact many famous networks such as the shuffle-exchange, the hypercube, and the complete network are special cases of the BSN [26] . From the discussion, one can see that the network link complexity increases as the and values get larger. Hence, a system designer can select these two parameters to satisfy the cost requirement of the system. On the other hand, when and values get larger, the performance of the system, such as network diameter, the average distance, the connectivity, and the diagnosability, algorithmic time complexities, becomes better too. Since the cost and performance measures increase monotonically with the values of the network parameters, a good choice of the parameters would have to balance the cost and performance. To obtain an optimal set of parameters, one can use some comprehensive performance measure such as normalized average distance and communication costs discussed in this paper.
