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Abstract
Weighted L1-approximation of continuous multivariate real-valued functions by finite-dimensional
subspaces of multivariate splines of degree m ≥ 1 is studied. Lower and upper bounds for the Chebyshev
rank, i.e., for the largest dimension of the sets of best L1-approximations, are established. The exact value
of the Chebyshev rank of linear splines is determined. Our investigations extend known results for bivariate
splines to the multivariate case.
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1. Introduction
Let K be a compact subset of Rd (d ≥ 1) such that
K = int K ,
the closure of its interior, and let C(K ) denote the linear space of all continuous real-valued
functions defined on K . Moreover, let a set W of measures be given by
W := {µ : dµ = wdλ, w ∈ L∞(K ), ess infw > 0 on K }
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(λ denotes the Lebesgue measure on Rd ). For µ ∈ W , we define the weighted L1(µ)-norm
∥ · ∥µ by
∥ f ∥µ :=

K
| f |dµ ( f ∈ C(K )).
Let C1(K , µ) denote the linear space C(K ) endowed with norm ∥·∥µ. If U is a finite-dimensional
subspace of C1(K , µ), then u0 ∈ U is called a best L1(µ)-approximation of f ∈ C(K ) from U if
∥ f −u0∥µ ≤ ∥ f −u∥µ for every u ∈ U . PµU ( f ) denotes the set of all best L1(µ)-approximations
of f from U .
It is well known that, for each f ∈ C(K ), PµU ( f ) is a non-empty, convex and compact subset
of U . We say that PµU ( f ) has dimension k (0 ≤ k ≤ dim U ), denoted by dim PµU ( f ) = k, if
there exist functions u0, . . . , uk in P
µ
U ( f ) such that {ui − u0}ki=1 are linearly independent and k
is maximal under this property (this corresponds to the dimension of the smallest affine subspace
of U containing PµU ( f )). If P
µ
U ( f ) is a singleton, then dim P
µ
U ( f ) = 0.
Moreover, we say that U is k-convex (or U has Chebyshev rank k) with respect to µ (0 ≤ k ≤
dim U ), denoted by cr(U, µ) = k, if dim PµU ( f ) ≤ k for every f ∈ C(K ), and there exists an
fˆ ∈ C(K ) such that dim PµU ( fˆ ) = k. If cr(U, µ) = 0, then every f ∈ C(K ) has a unique best
L1(µ)-approximation from U , i.e., U is a unicity subspace for C1(K , µ). Finally, we say that U
has Chebyshev rank k with respect to W or, for brevity, U has Chebyshev rank k, if
cr(U ) := max
µ∈W cr(U, µ) = k.
We are interested in determining the Chebyshev rank of subspaces of multivariate splines. The
central role in our studies plays Property Ak (k ≥ 0), a natural extension of Property A. The latter
property was applied to characterize the unicity subspaces U for C1(K , µ) for every µ ∈ W (for
a detailed survey see [6]) while the first property was introduced by Kroo´ [3] to characterize the
subspaces U of C(K ) with Chebyshev rank k (Theorem 2.2).
The problem of characterizing finite-dimensional subspaces U of C(K ) satisfying Property
A, i.e., cr(U ) = 0, is completely solved for the case when K ⊂ R (see [6,5]). It has been
shown that many important subspaces of C(K ) have this property, including subspaces of
univariate polynomials and spline functions. The situation is totally different in the case when
K ⊂ Rd , d ≥ 2. Only few examples of subspaces U such that cr(U ) = 0 respectively
cr(U, µ) = 0 for some special µ ∈ W are known in the multivariate case. These are subspaces of
bivariate linear splines and subspaces of bivariate polynomials which are linear in one variable,
respectively (see [2,6–8] and the references therein).
It particularly turns out that U = Pm , the linear space of polynomials of total degree at most
m (m ≥ 2) defined on a convex and compact subset K of Rd (d ≥ 2) fails to satisfy Property A.
Therefore, in [11] we have used Property Ak to determine the Chebyshev rank of Pm .
In [9,10] we have given lower and upper bounds for the Chebyshev rank of subspaces of
continuous and differentiable bivariate splines over regular triangulations, respectively (we want
to remark that the upper bounds can be only verified for spline spaces with the extension property,
see Section 5).
In this paper we are interested in the Chebyshev rank of U = Srm(∆), the linear space of r
times continuously differentiable, d-variate splines of degree m ≥ 1 over regular partitions, for
the case d ≥ 3 and 0 ≤ r ≤ m − 1. Our first result (Theorem 4.1) shows that cr(S01(∆)) = 0,
extending the corresponding result for bivariate linear splines. Moreover, we are able to establish
upper bounds for cr(Srm(∆)) depending on ∆ if m ≥ (d + 1)(r + 1) + 1 (Theorem 5.1). We
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also give lower bounds for the Chebyshev rank distinguishing the cases r = 0 and r > 0
(Theorems 5.2 and 5.4). We show by an example in Section 6 that the upper bound is attained for
d = 3 and simple partitions. But, for general partitions we are not able to close the gap between
the lower and upper bounds.
We want to mention that results on the Chebyshev rank have been obtained by several other
authors, for instance by Babenko et al. [1] for best L1-approximation by classes of functions
having finitely many points of discontinuity.
2. Property Ak
To characterize a subspace U of C(K ) such that cr(U ) = k, an intrinsic property of U plays
an important role, the so-called Property Ak established in [3]. It is a generalization of Property
A for k = 0 which characterizes the unicity subspaces U for C1(K , µ) for every µ ∈ W , i.e.,
cr(U ) = 0. To define the property and to give the characterization theorem, we first need some
notations. For u ∈ C(K ) and u0, . . . , ur ∈ U ⊂ C(K ) (r ≥ 0), set
Z(u) := {x ∈ K : u(x) = 0},
Z(u0, . . . , ur ) :=
r
i=0
Z(ui ),
U (u0, . . . , ur ) := {v ∈ U : v = 0 a.e. on Z(u0, . . . , ur )}.
Definition 2.1. Let U be a linear subspace of C(K ) with dim U = n. We say that U satisfies
Property Ak, 0 ≤ k ≤ n−1, if for every choice of k+1 linearly independent functions u0, . . . , uk
in U and every function ψ such that ψ = 0 on Z(u0, . . . , uk), |ψ | = 1 and ψ is continuous on
K \ Z(u0, . . . , uk), there exists a u ∈ U (u0, . . . , uk) \ {0} satisfying ψu ≥ 0 on K .
Theorem 2.2 ([3]). Let U be a linear subspace of C(K )with dim U = n, and k ∈ {0, . . . , n−1}.
Then cr(U ) ≤ k if and only if U satisfies Property Ak .
It is obvious that Property Ak implies Property Ak+1 (0 ≤ k ≤ n − 2). This leads to the
following corollary.
Corollary 2.3. Let U be given as above and let k ∈ {1, . . . , n − 1}. Then cr(U ) = k if and only
if U satisfies Property Ak and does not satisfy Property Ak−1.
Remark 2.4. Property Ak is a natural extension of Property A. In fact, if k = 0, Property A0
coincides with Property A. Hence, setting k = 0 in Theorem 2.2, the statement corresponds to
the well-known characterization of unicity subspaces in L1-approximation (see [6]).
Theorem 2.5. U is a unicity subspace for C1(K , µ) for every µ ∈ W if and only if U satisfies
Property A.
3. Definitions and known results on the Chebyshev rank
Let K be a bounded and connected polygonal domain in Rd (d ≥ 2) such that
K :=
N
i=1
Ki (N ∈ N)
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where ∆ := {Ki }Ni=1 is a collection of d-dimensional simplices. Moreover, we assume that ∆
is a regular partition of K , i.e., any pair of simplices in ∆ intersect at most at an l-dimensional
simplex where 0 ≤ l < d (for details see [4]). We denote these simplices as l-faces of Ki ∈ ∆
(note that the l-faces are subsets of the boundary of Ki ). By int Ki we understand the interior of
Ki inRd and not the relative interior w.r.t. K . Moreover, by {t0, . . . , td}we denote the barycentric
coordinates relative to Ki ∈ ∆, i.e., 0 ≤ t j , j = 0, . . . , d,dj=0 t j = 1.
Given an integer m ≥ 0, let Pm denote the linear space of all d-variate polynomials of total
degree m. If r ∈ {0, . . . ,m − 1}, we define the associated linear space of r times continuously
differentiable, d-variate splines of degree m over ∆ as
Srm(∆) := {s ∈ Cr (K ) : s|Ki ∈ Pm, i = 1, . . . , N }.
The Chebyshev rank of Pm defined on a convex and compact subset K of Rd such that int K ≠ ∅
has already been determined. If m = 0 or m = 1, it is a simple exercise to show that
cr(P0) = cr(P1) = 0
for every d ≥ 1 [6, Example 3.1 and Exercise 4.2]. For m ≥ 2 we have shown in [11] that
cr(Pm) =

m + d − 2
d

= dimPm−2 (3.1)
for every d ≥ 2.
Let us now consider this problem for Srm(∆) where ∆ is a regular partition of K and d ≥ 2.
For d = 2, i.e., ∆ is a regular triangulation, we have studied this problem in [9,10]. In the first
paper we have shown that if m ≥ 4 and r = 0, then
cr(S0m(∆)) = dim S0m−2(∆) (3.2)
(in analogy to (3.1)). To verify this result we need the additional assumption on∆ to be strongly
and simply connected. Moreover, the spline space must have the extension property (for details
see Section 5). In that paper we have studied the cases m = 2 and m = 3 separately and have
shown that (3.2) does not hold in both cases in general. In [10] we have established lower and
upper bounds for cr(Srm(∆)) for the case when r ≥ 1. Especially, we have shown that if ∆ is
strongly and simply connected and m ≥ 3r + 4 and the extension property holds, then
cr(Srm(∆)) ≤ dim Srm−2(∆) (3.3)
(corresponding to the right-hand side of (3.2)). To state the lower bound for cr(Srm(∆)) given
in [10], for i = 0, 1, 2 we define
Ei := {K j ∈ ∆ : K j has exactly i common edges with ∂K }
(∂K denotes the boundary of K ), and
Ni := card Ei .
Moreover, if m ≥ 3r + 5, we set
d(m, r) := N0 dimPm−3r−5 + N1 dimPm−2r−4 + N2 dimPm−r−3.
We have shown in [10] that if m ≥ 3r + 5, then
cr(Srm(∆)) ≥ d(m, r). (3.4)
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To complete the short summary of the case d = 2 we want to mention that
cr(S01(∆)) = 0 (3.5)
(see [6]).
4. The Chebyshev rank of linear splines
Here and in the following section we study our problem for the case d ≥ 2. Our first result
will show that (3.5) generally holds, i.e., S01(∆) is a unicity subspace for C1(K , µ) for every
µ ∈ W and every d ≥ 2.
Theorem 4.1. If d ≥ 2, then
cr(S01(∆)) = 0.
Proof. Let {v1, . . . , vL} denote all vertices of ∆. We define continuous functions {Bi }Li=1 on
K by
Bi (vl) = δi,l , Bi linearly elsewhere on K , i, l = 1, . . . , L .
To make clearer the construction let us consider these functions on each simplex K j = ⟨v0, j , . . . ,
vd, j ⟩ ∈ ∆. Using the barycentric coordinates {t0, . . . , td} relative to K j we may assume that
vi, j = (0, . . . , 0, 1
i
, 0, . . . , 0), i = 0, . . . , d.
Suppose first that for a fixed r ∈ {1, . . . , L},
vr ∉ K j .
Then vr ∉ {v0, j , . . . , vd, j } and, therefore,
Br (vi, j ) = 0, i = 0, . . . , d.
Hence by definition,
Br = 0 on K j .
Otherwise, if for a fixed r ∈ {1, . . . , L} vr ∈ K j , i.e.,
vr = vl, j for some l ∈ {0, . . . , d},
then
Br (vl, j ) = Br (vr ) = 1, Br (vi, j ) = 0, i = 0, . . . , d, i ≠ l,
and, therefore,
Br (t0, . . . , td) = tl , (t0, . . . , td) ∈ K j .
These properties hold for every r and every j . Then it is easily seen that Br ∈ S01(∆), r =
1, . . . , L , and
S01(∆) = span{B1, . . . , BL}
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(a basis of linear B-splines). We are now in position to prove the statement. To verify Property
A (k = 0) let s ∈ S01(∆) \ {0} be given and let
K \ Z(s) =
l
i=1
Ai ,
the union of connected components. Moreover, let s ∈ C(K ) with |s| = |s|. Set ψ := sgn s.
Then ψ = 0 on Z(s), |ψ | = 1 and ψ is continuous on K \ Z(s). By Definition 2.1 we have to
find a functions ∈ S01(∆) \ {0} such thats = 0 on Z(s) a.e. and ψs ≥ 0 on K or, equivalently,
ss ≥ 0 on K . Let K j = ⟨v0, j , . . . , vd, j ⟩ ∈ ∆ be given. We distinguish the following.
First case. Assume that s ≥ 0 or s ≤ 0 on K j . Let {v0, j , . . . , vd, j } = {vl0 , . . . , vld } ⊂{v1, . . . , vL}. We set
s(x) := d
i=0
s(vli )Bli (x), x ∈ K j .
Then s is a linear polynomial on K j and s(vi, j ) = s(vi, j ), i = 0, . . . , d . Since s ≥ 0 or
s ≤ 0 on K j and Bli ≥ 0 on K j for all i , it follows thats s ≥ 0 on K j . Moreover,s = 0 on
Z(s)|K j = Z(s)|K j a.e.
Second case. Assume that s has different sign on K j . Since by definition s is a linear or
piecewise linear polynomial on K j , and s(x) < 0, s(y) > 0 for some x, y ∈ K j , it follows that
s has different sign on int K j . Then it is easily seen that
(K \ Z(s)) ∩ int K j = B1 ∪ B2
and s has different sign on the connected components B1 and B2. Since Z(s) = Z(s) and
|s| = |s|, it follows that s has different sign on B1 and B2. This implies that
s = εs
for some ε ∈ {−1, 1}. As in the first case we set
s(x) := d
i=0
s(vli )Bli (x) =
d
i=0
ε s(vli )Bli (x) = ε s(x) = s(x), x ∈ K j .
This implies thats s ≥ 0 on K j ands = 0 on Z(s)|K j = Z(s)|K j a.e.
Since another case is not possible, we can defines on each simplex K j as in case 1 and case 2,
respectively. Then, since {v1, . . . , vL} are all vertices of ∆, we obtain
s(x) = L
i=1
s(vi )Bi (x), x ∈ K .
This implies that s ∈ S01(∆). Moreover, since s ≢ 0 on K , we find a vertex vl such that
s(vl) =s(vl) ≠ 0. Hence,s ≢ 0. Moreover, as we have shown above,
ss ≥ 0 on K and s = 0 on Z(s)|K = Z(s)|K a.e.
Thus by Definition 2.1 S01(∆) satisfies Property A and the statement follows from Theo-
rem 2.2. 
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5. Lower and upper bounds for the Chebyshev rank
In the following we will always assume that∆ is a regular partition such that N = card (∆) ≥
2, because the case N = 1 is already done by (3.1). We first give an upper bound for cr(Srm(∆))
where d ≥ 2 and 0 ≤ r ≤ m − 1 which corresponds to (3.3) provided the space has the
extension property. To establish lower bounds for the Chebyshev rank we consider the cases
r = 0 and r ≥ 1 separately. The reason is that we cannot extend some arguments in the proof of
Theorem 5.2 (r = 0) to the proof of Theorem 5.4 (r ≥ 1).
Since for r = 0 and d = 2 the Chebyshev rank of S0m(∆) with the extension property is
given by (3.2) (if m ≥ 4), it was our first intention to obtain a corresponding result for r = 0
and d ≥ 3. Unfortunately, we are not able to verify it. We can only establish different lower
and upper bounds for the Chebyshev rank. The reason is as follows. In the proof of Theorem 5.2
we construct a d-variate spline function s of degree m = d + 1 whose zero set plays a crucial
role. This function has certain symmetric properties with respect to the faces of each Ki ∈ ∆.
The symmetry guarantees the continuity of s on K . The situation is not so complicated for the
case d = 2. The corresponding proof of (3.2) in [9] needs only a bivariate spline function of
degree m = d = 2 (and not m = d + 1 ≥ 3). This is essentially the reason why for the cases
d = 2, r = 0 and m ≥ 4 the Chebyshev rank of certain spline spaces can be exactly determined.
Assume now that d ≥ 2 and 0 ≤ r ≤ m − 1. To state our main results we need regular
partitions with more structure.
Definition. (i) ∆ is called strongly connected provided for any pair Ki , K j ∈ ∆ there exists a
sequence of simplices Ki1 , . . . , Kil ∈ ∆ such that i1 = i, il = j , and Kiσ and Kiσ+1 have a
common (d − 1)-face for σ = 1, . . . , l − 1.
(ii) ∆ is called pairwise connected provided the following property is satisfied: if some Ki ∈ ∆
has a common l-face F with K j ∈ ∆, j ≠ i where 0 ≤ l ≤ d − 2, then there exist a
Kµ ∈ ∆, µ ≠ i , and a (d − 1)-face F such that F ⊂ F and F is a common face of Ki and
Kµ.
Remark. (i) In Section 6 we will give some examples of such partitions.
(ii) To obtain lower bounds for cr(Srm(∆)), in [10] we have considered partitions ∆ which
are simply connected, i.e., K has a connected complement in R2. In the corresponding
statement for d ≥ 2 (Theorem 5.4) we replace this property by the above defined pairwise
connectedness.
Special arrangement. If ∆ is strongly connected, we can rearrange the simplices in ∆, again
denoted by {Ki }Ni=1, such that for i = 1, . . . , N − 1 Ki+1 has a common (d − 1)-face with some
K j where j ≤ i , i.e., K2 with K1, K3 with K1 or K2, and so on.
To establish upper bounds for cr(Srm(∆)) we are especially interested in spline spaces with
the following property.
Definition. Assume that∆ is strongly connected. Let∆i := {K j }ij=1, i = 1, . . . , N (especially
arranged as described above). We say that the spline space Srm(∆) has the extension property
provided
Srm(∆i ) ⊆ Srm(∆)|K1∪···∪Ki , i = 1, . . . , N (EP)
(note that the cases i = 1, since Pm ⊂ Srm(∆), and i = N are always satisfied).
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Remark. (i) It is easily seen that the left-hand space in (EP) cannot be a proper subset of the
right-hand space. Hence in (EP) equality is satisfied for every i .
(ii) If (EP) holds, then every spline in Srm(∆i ) is extensible to a spline in S
r
m(∆) for every i .
(iii) Every space of univariate splines over a knot partition of an interval has the extension
property.
(iv) For multivariate splines (EP) seems difficult to verify. Even simple spline spaces in R2
fail to have this property as the referee pointed out: consider for instance a uniform type-I
triangulation ∆v consisting of six triangles with the common interior vertex v (an interior
cell, see Chapter 9 of [4]). Set m = 3 and r = 1. Then using Theorem 9.3 of [4] we obtain
dim S13(∆v) = 21.
Now taking away one triangle from ∆v , it changes to a boundary cell ∆˜ with five triangles.
Using Theorem 9.2 of [4] we then obtain
dim S13(∆˜) = 22
which shows that S13(∆v) does not satisfy (EP).
(v) Another example such that (EP) is not satisfied (see Example 9.13 and Remark 9.1 of [4]):
let be given the spline space S12(
∆)where ∆ is a non-symmetric Morgan–Scott triangulation
in R2. Then dim S12(∆) = dimP2 = 6, but for two triangles Ki , K j ∈ ∆ with a common
edge, it is easily seen that dim S12(Ki ∪ K j ) = 7.
(vi) Of course, there are spline spaces inRd (d ≥ 2) such that (EP) is satisfied. In Remark 6.6 we
will present such a spline space in R3. Its partition ∆˜ obviously corresponds to a boundary
cell in the trivariate case. More general, using Theorem 9.2 of [4], one can easily verify that
every spline space Srm(∆) in R2 such that ∆ is a boundary cell satisfies (EP) (a boundary
cell in R2 is always strongly connected).
Our first result can be stated as follows.
Theorem 5.1. Assume that m ≥ (d + 1)(r + 1)+ 1.
(i) Then
cr(Srm(∆)) ≤ dim Srm(∆)+ dimPm−2 − dimPm .
(ii) If Srm−2(∆) has the extension property, then
cr(Srm(∆)) ≤ dim Srm−2(∆).
Remark. (i) In Section 6 we will show by an example that the additional assumption on ∆ in
statement (ii) to be strongly connected cannot be omitted.
(ii) Of course, statement (ii) guarantees a better upper bound than (i).
To establish a lower bound for the Chebyshev rank we consider the cases r = 0 and r ≥ 1
separately. In the first case we can do this for partitions ∆ without assuming that ∆ is pairwise
or strongly connected.
Theorem 5.2. If m ≥ d + 1, then
cr(S0m(∆)) ≥ dim S0m−d−1(∆).
Then, setting r = 0 in Theorem 5.1, we obtain the following statement.
1480 M. Sommer / Journal of Approximation Theory 164 (2012) 1472–1495
Corollary 5.3. If Srm−2(∆) has the extension property and if m ≥ d + 2, then
dim S0m−d−1(∆) ≤ cr(S0m(∆)) ≤ dim S0m−2(∆).
To establish a lower bound for cr(dim Srm(∆)) if r ≥ 1, we first introduce some notations. Let
for i = 0, . . . , d
Ei := {K j ∈ ∆ : K j has exactly i common (d − 1)-faces with ∂K },
and set
Ni := card Ei .
If m ≥ (d + 1)(r + 1)+ 2, we define
d(m, r) :=
d
i=0
Ni · dimPm−(d+1−i)(r+1)−2. (5.1)
Assume now that ∆ is strongly connected. This implies that each Ki ∈ ∆ has at most d
common (d − 1)-faces with ∂K , except for the case when ∆ is a singleton. Hence it follows
that N =di=0 Ni . Our next result can then be stated as follows.
Theorem 5.4. Assume that∆ is strongly and pairwise connected. If r ≥ 1 and m ≥ (d+1)(r +
1)+ 2, then
cr(Srm(∆)) ≥ d(m, r).
If every Ki ∈ ∆ has at least k ≥ 1 common (d − 1)-faces with ∂K , this statement is also true
for smaller degrees m. In fact, the next result follows easily from the proof of Theorem 5.4.
Corollary 5.5. Assume that for some k ∈ {1, . . . , d},
Ki ∈
d
l=k
El
for every i = 1, . . . , N. If m ≥ (d + 1− k)(r + 1)+ 2, then
cr(Srm(∆)) ≥
d
i=k
Ni · dimPm−(d+1−i)(r+1)−2.
In the remaining part of this section we give the proofs of the preceding theorems.
Proof of Theorem 5.1. (i) We set D(m, r) := dim Srm(∆)+dimPm−2−dimPm . To understand
this number let us note that Srm(∆)|K j = Pm |K j for every j . Hence it follows that
dim Srm(∆) = dimPm + dim N rm, j (∆)
where
N rm, j (∆) := {s ∈ Srm(∆) : s = 0 on K j }.
This implies that D(m, r) = dimPm−2 + dim N rm, j (∆) for every j (see case 3 below).
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Now, in view of Theorem 2.2, we have to show that Srm(∆) satisfies Property A
D(m,r) if
m ≥ (d + 1)(r + 1) + 1. Suppose that {s0, . . . , sD(m,r)} are linearly independent functions in
Srm(∆). Let Z := Z(s0, . . . , sD(m,r)) and set
K \ Z =
L
i=1
Ai ,
the union of connected components. Let {εi }Li=1 ⊂ {−1, 1} be given. We look for a functions ∈ Srm(∆) \ {0} such thats = 0 a.e. on Z and εis ≥ 0 on Ai , i = 1, . . . , L . Let us consider Z
on every K j separately. For j ∈ {1, . . . , N } we assume that the polynomial q j is the product of
the common divisors of pi, j := si |K j , i = 0, . . . , D(m, r), i.e.,
pi, j = q j pi, j , i = 0, . . . , D(m, r)
(if pi, j ≡ 0 for all i = 0, . . . , D(m, r), we take an arbitrary q j ∈ Pm \ P1 to obtain the cases 3
or 4 below). Then
Z ∩ K j = (Z(q j ) ∪ Z(p0, j , . . . , pD(m,r), j )) ∩ K j .
This corresponds exactly to the situation of multivariate polynomials in [11]. Following our ar-
guments in that paper we distinguish several cases.
First case. Assume that q j is a nonzero constant for some K j ∈ ∆. It then follows from
Lemma 3.5 in [11] that int K j \ Z is connected and, therefore, contained in Aλ for some
λ ∈ {1, . . . , L}. We define a function s by s = 0 on K \ K j , and
s(t0, . . . , td) := (t0 · . . . · td)r+1, (t0, . . . , td) ∈ K j (5.2)
(using the barycentric coordinates relative to K j ). Then s ∈ Sr(d+1)(r+1)(∆) ⊂ Srm(∆) and s > 0
on int K j . Since int K j \ Z ⊂ Aλ, we defines ∈ Srm(∆) \ {0} bys = ελs on K . Then ελs ≥ 0
on Aλ, εis = 0 on Ai , i ≠ λ, and the statement follows.
Second case. Assume that q j ∈ P1 \ P0 for some K j ∈ ∆. It then follows from Lemmata 3.5
and 3.6 in [11] that either int K j \ Z is connected or
int K j \ Z = B1 ∪ B2
where Bi ⊂ Ai j , j = 1, 2, for some i1, i2 ∈ {1, . . . , L}, i1 ≠ i2. If int K j \ Z is connected,
we conclude as in the first case. If the latter property is satisfied, we defines ∈ Srm(∆) \ {0} as
follows. If εi1εi2 = 1, we use the function s defined by (5.2) and sets = εi1s on K . This implies
thats = 0 on K \ K j and εi js ≥ 0 on Ai j , j = 1, 2. Otherwise, if εi1εi2 = −1, we define s by
s = 0 on K \ K j , and
s(t0, . . . , td) := (t0 · . . . · td)r+1 q j (t0, . . . , td), (t0, . . . , td) ∈ K j .
Hence s ∈ Sr(d+1)(r+1)+1(∆)\{0} ⊂ Srm(∆) (since m ≥ (d+1)(r+1)+1). Since q j ∈ P1\P0, s
has different sign on B1 and B2, respectively. Assume that sgn s = 1 on B1. Then sgn s = −1
on B2. We defines ∈ Srm(∆) \ {0} bys = εi1 s on K . This implies εi js ≥ 0 on Ai j , j = 1, 2,
εis = 0 on Ai , i ≠ i1, i2, and the statement follows.
Third case. Assume that q j ∈ Pµ j \ P1 for some K j ∈ ∆ where µ j ≥ 2, i.e.,
si |K j = pi, j = q j pi, j , i = 0, . . . , D(m, r),
and degree q j ≥ 2. Hence at most λ1 ≤ dimPm−2 of the polynomials {pi, j }D(m,r)i=0 are linearly
independent on K j (of course, λ1 = 0 if pi, j ≡ 0 for every i). Then without loss of generality
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we may assume that
si = 0 on K j , i = λ1, . . . , D(m, r)
(note that if z ∈ Z , then z is always a zero of any linear combination of {si }D(m,r)i=0 ). This implies
that si ∈ N rm, j (∆), i = λ1, . . . , D(m, r). Hence there exist
D(m, r)− λ1 + 1 = dimPm−2 + dim N rm, j (∆)− λ1 + 1 ≥ dim N rm, j (∆)+ 1
linearly independent functions in N rm, j (∆), a contradiction.
Hence only the cases 1 and 2 can hold. In both cases we have verified that Srm(∆) satisfies
Property AD(m,r). Then in view of Theorem 2.2, the proof of statement (i) is completed.
(ii) We set D(m, r) := dim Srm−2(∆). As in (i) we consider linearly independent functions{s0, . . . , sD(m,r)} in Srm(∆). Then cases 1 and 2 can be treated analogously, because there the
exact value of D(m, r) does not play a role. Hence we have still to study the following cases.
Third case. Assume that q j ∈ Pµ j \ P1 for some K j ∈ ∆ where µ j ≥ 2, and there exists a
q j ∈ P1 such that
Z ∩ int K j = (Z(q j ) ∪ Z(p0, j , . . . , pD(m,r), j )) ∩ int K j
(this can happen if q j = 0 on some (d − 1)-face of K j ). Hence this situation can be managed
analogously to case 1 or 2 in (i).
Fourth case. Suppose that the cases 1–3 do not hold. This implies that q j ∈ Pµ j \P1 for some
µ j ≥ 2 and every j = 1, . . . , N , and there exists a q j ∈ Pν j \ P1 with ν j ≥ 2 such that
Z ∩ int K j = (Z(q j ) ∪ Z(p0, j , . . . , pD(m,r), j )) ∩ int K j .
To obtain q j we shift every linear factor in q j implying that q j = 0 on a (d−1)-face of K j to the
polynomials {pi, j }D(m,r)i=0 . This implies that q j ≢ 0 on ∂K j for every j which is important for the
following arguments. On the other hand, the additional factors of {pi, j }D(m,r)i=0 do not essentially
change the situation. To avoid confusion we may therefore assume in the following that q j ≢ 0
on every (d − 1)-face of K j for every j . Moreover, as in the definition of (EP) we assume the
special arrangement of {Ki }Ni=1, i.e., K2 has a common (d − 1)-face with K1, K3 a common
(d − 1)-face with K1 or K2, and so on.
Now considering the situation on K1, K1 ∪ K2, and so on we will show that case 4 can never
hold. It follows from the above arguments that
Z ∩ int K1 = (Z(q1) ∪ Z(p0,1, . . . , pD(m,r),1)) ∩ int K1
where degree q1 ≥ 2 and q1 ≢ 0 on every (d − 1)-face of K1. Hence,
pi,1 ∈ Srm−2(∆)|K1 , i = 0, . . . , D(m, r).
This implies that only λ1 ≤ dim Srm−2(∆)|K1 of the polynomials {pi,1}D(m,r)i=0 are linearly inde-
pendent on K1 (of course, λ1 = 0 if pi,1 ≡ 0 for every i). Then, since si = q1 pi,1 on K1 for
every i , without loss of generality we may assume that
si = 0 on K1, i = λ1, . . . , D(m, r)
(note that if z ∈ Z , then z is always a zero of any linear combination of {si }D(m,r)i=0 ).
Consider now these functions on K1 ∪ K2. If Z ∩ K2 = K2, then
si = 0 on K2, i = λ1, . . . , D(m, r),
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and we set λ2 = λ1. Otherwise, we know from the above arguments that si = q2 pi,2 on
K2, i = 0, . . . , D(m, r), and
Z ∩ int K2 = (Z(q2) ∪ Z(p0,2, . . . , pD(m,r),2)) ∩ int K2
where degree q2 ≥ 2 and q2 ≢ 0 on every (d − 1)-face of K2. Assume that F2 is a common
(d − 1)-face of K1 and K2, i.e., there exists an l ∈ {0, . . . , d} such that
F2 =
(t0, . . . , td) ∈ K2 : tl = 0, 0 ≤ ti , i = 0, . . . , d, i ≠ l,
d
i=0
i≠l
ti = 1
 .
Moreover, assume that siˆ ≢ 0 on K2 for some iˆ ∈ {λ1, . . . , D(m, r)}. Then, since siˆ ∈ Cr (K )
and siˆ = 0 on K1, it is easily verified that siˆ |K2 has the factor tr+1l . Consequently, since q2 ≢ 0
on F2, piˆ,2 must have the same factor t
r+1
l . This implies that p
(k)
iˆ,2
= 0 on F2, k = 0, . . . , r .
Hence we can continue piˆ,2 ∈ Srm−2(∆)|K2 to an r times continuously differentiable function on
K1 ∪ K2, denoted by s iˆ , defining s iˆ = 0 on K1. Such an extension is trivially given in the case
when piˆ,2 = 0 on K2. In this way we obtain functions si ∈ Srm−2(∆2), i = λ1, . . . , D(m, r)
(note that ∆2 = {K1, K2} by definition).
We are now in position to apply the extension property. It follows from (EP) that
Srm−2(∆2) = Srm−2(∆)|K1∪K2
which particularly means that every function si can be extended to a function sˆi ∈ Srm−2(∆)
for i = λ1, . . . , D(m, r). Since {si }λ1−1i=0 are linearly independent on K1, and si = si = 0 on
K1, i = λ1, . . . , D(m, r), it follows that exactly ν2 of the functions {si }D(m,r)i=λ1 are linearly inde-
pendent on K2 such that
λ1 + ν2 ≤ dim Srm−2(∆2) = dim Srm−2(∆)|K1∪K2 .
Set λ2 = λ1 + ν2. Without loss of generality we may assume that
si = 0 on K2, i = λ2, . . . , D(m, r).
Hence it follows that
si = 0 on K1 ∪ K2, i = λ2, . . . , D(m, r).
By a repeated application of the above method to K3 (which has a common (d − 1)-face with
K1 or K2), K4 (which has a common (d − 1)-face with some Ki , i ≤ 3), and so on, we obtain
after N steps,
si = 0 on
N
i=1
Ki , i = λN , . . . , D(m, r).
Moreover, it follows that
λN ≤ dim Srm−2(∆N ) = dim Srm−2(∆)|K1∪···∪KN .
But, since ∆ = {Ki }Ni=1 and D(m, r) = dim Srm−2(∆), the last arguments imply that
si = 0 on
N
i=1
Ki = K , i = λN , . . . , D(m, r)
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and λN ≤ D(m, r). Therefore, sD(m,r) = 0 on K contradicting the linear independence of
{si }D(m,r)i=0 .
Hence only the cases 1–3 can hold. In these cases we have verified that Srm(∆) satisfies
Property AD(m,r). Then in view of Theorem 2.2, the proof of statement (ii) is completed. 
Proof of Theorem 5.2. For d = 2 the statement follows from (3.2). Hence let d ≥ 3. To simplify
notations we set d(m) := dim S0m−d−1(∆). Following Theorem 2.2 we have to show that S0m(∆)
fails to satisfy Property Ad(m)−1.
We first construct a function s ∈ S0d+1(∆) as follows. Let for some l ∈ {1, . . . , N } K := Kl ∈
∆ be given. ThenK = ⟨v0, . . . , vd⟩,
a d-dimensional simplex in Rd . Using the barycentric coordinates {t0, . . . , td} relative to K ,
without loss of generality we may assume that
vi = (0, . . . , 0, 1
i
, 0, . . . , 0),
i.e., ti = 1, t j = 0, j ≠ i, i = 0, . . . , d . We define a polynomial pl on K by
pl(t0, . . . , td) :=

t0 − 13

· . . . ·

td − 13

, (t0, . . . , d) ∈ K .
Then pl ∈ Pd+1|K . It is easily seen that if t = (t0, . . . , td) ∈ K , then pl(t) = pl(t)
where t = (t0, . . . ,td) for any permutation {t0, . . . ,td} of the fixed barycentric coordinates
{t0, . . . , td} of t . It particularly follows that pl has the same values on all k-faces of K where
k ∈ {0, . . . , d−1} is fixed. Indeed, such a face is characterized by the property that exactly d−k
of the barycentric coordinates vanish. Every other k-face can then be generated by a permutation
of the coordinates of the first one.
Analogously as above we construct a polynomial p j ∈ Pd+1|K j for every K j ∈ ∆. If Ki and
K j , i ≠ j , have a common k-face F , then by the above arguments
pi |F = p j |F
which shows that the polynomial pi on Ki can be continuously extended by the polynomial p j
on K j . Defining s : K → R by
s|Ki := pi , i = 1, . . . , N ,
we finally obtain a continuous spline function of degree d + 1 over ∆, i.e., s ∈ S0d+1(∆).
In order to show that S0m(∆) does not satisfy Property A
d(m)−1 we need the above defined
function s ∈ S0d+1(∆) and a basis {s1, . . . ,sd(m)} of the spline space S0m−d−1(∆) (recall that
d(m) = dim S0m−d−1(∆) and m ≥ d + 1) such thats1 = 1 on K . Defining
si := s ·si , i = 1, . . . , d(m),
we obtain a family of linearly independent continuous spline functions of degree m, i.e.,
si ∈ S0m(∆), i = 1, . . . , d(m). Since s1 = s, it follows that
Z(s1, . . . , sd(m)) = Z(s).
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Let K := Kl ∈ ∆ be given. Then
K \ Z(s1, . . . , sd(m)) = K \ Z(s) = d
i=0
Ai ∪
d−1
i=0
j>i
Bi, j ∪ C (5.3)
where
Ai :=

(t0, . . . , td) ∈ K : ti > 13 , t j < 13 , j ≠ i

, i = 0, . . . , d,
Bi, j :=

(t0, . . . , td) ∈ K : ti > 13 , t j > 13 , tk < 13 , k ≠ i, j

,
i = 0, . . . , d − 1, i < j,
C :=

(t0, . . . , td) ∈ K : ti < 13 , i = 0, . . . , d

.
To verify it we first observe that
Z(s) ∩ K ⊂ H0 ∪ · · · ∪ Hd
where Hk is a hyperplane in Rd defined by
Hk :=

(t0, . . . , td) : tk = 13 , ti ∈ R, i ≠ k,
d
i=0
ti = 1

, k = 0, . . . , d.
Moreover, since
d
i=0 ti = 1, at most two of the barycentric coordinates of K can have a value
exceeding 13 . Hence only the following cases occur.
(α) ti < 13 for every i = 0, . . . , d . This defines C (note that C ≠ ∅, since d ≥ 3).
(β) ti > 13 for exactly one index i . This defines Ai .
(γ ) ti > 13 , t j >
1
3 for two indices i < j, tk <
1
3 for k ≠ i, j . This defines Bi, j .
Since Ai , Bi, j ,C are separated by certain hyperplanes Hk , these sets are connected components
of K \ Z(s). Moreover, C is symmetric under every permutation of the barycentric coordinates.
This means the following: if t = (t0, . . . , td) ∈ C , then ti < 13 for all i , and, therefore,t = (t0, . . . ,td) ∈ C for every permutation {t0, . . . ,td} of {t0, . . . , td}. Then it is easily seen
that C ∩ Fk yields the same figure (in a geometrical sense) for every k-face Fk of K where k < d
is fixed (this is important for the continuity of the sign function ψ below) (Figs. 1 and 2).
We define a function ψl on K such that ψl = 0 on Z(s) ∩ K , ψl = 1 on Ai , i = 0, . . . , d ,
ψl = 1 on Bi, j , i = 0, . . . , d − 1, i < j and ψl = −1 on C . This implies that |ψl | = 1 and ψl
is continuous on K \ Z(s).
If we define ψl on each Kl ∈ ∆ analogously as above, by the above arguments we obtain a
function ψ defined on K such that ψ = 0 on Z(s), ψ is continuous on K \ Z(s), and on every
Kl ∈ ∆, ψ = 1 on Ai ∪ Bi, j for all i, j and ψ = −1 on C (the subsets of Kl corresponding to
(5.3)).
Let us now assume that S0m(∆) satisfies Property A
d(m)−1. Then, since Z(s1, . . . , sd(m)) =
Z(s), by Definition 2.1 there exists ans ∈ S0m(∆) \ {0} such that ψs ≥ 0 on K ands = 0 a.e. on
Z(s). Let us considers on some K = Kl ∈ ∆ such thats ≢ 0 on K . Since by (5.3)
K \ Z(s) = d
i=1
Ai ∪
d−1
i=0
j>i
Bi, j ∪ C
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Fig. 1. The set K \ Z(s) given by (5.3).
Fig. 2. K \ Z(s) on the face ⟨v0, v3, v1⟩.
and ψ = 1 on Ai and Bi, j for all i, j, ψ = −1 on C , it is easily seen that
s(t0, . . . , td) = t0 − 13
µ0
· . . . ·

td − 13
µd
p(t0, . . . , td), (t0, . . . , td) ∈ K ,
where µi ∈ N for all i and p ∈ Pm−µ \ {0} with µ :=di=0 µi . Moreover, we may assume that
the exponents {µi }di=0 are maximal in the sense that p has no linear factor ti − 13 for any i . Let
q(t0, . . . , td) :=

t0 − 13
µ0
· . . . ·

td − 13
µd
, (t0, . . . , td) ∈ K .
It is easily seen that q has no sign change on any connected component Ai , Bi, j ,C . Then, since
ψs = ψ q p ≥ 0 on K andψ has same sign on each connected component of K \Z(s), it follows
that p has no sign change on any component.
We can even show that p ≥ 0 or p ≤ 0 everywhere on K . On the contrary assume that p has
different sign on some neighboring components, for instance p ≥ 0 on Ak and p ≤ 0 on Bk,k+1.
It is easily seen that these components are separated by the subset
M :=

(t0, . . . , td) ∈ K : tk > 13 , tk+1 = 13 , t j < 13 , j ≠ k, k + 1

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of Hk+1, and M has positive measure (as a subset of Rd−1). Since p has no sign change on Ak
and on Bk,k+1, respectively, but different sign on Ak ∪ Bk,k+1, it then follows that p = 0 on M
and, therefore, p = 0 on Hk+1. Hence tk+1 − 13 would be a linear factor of p, a contradiction.
Using similar arguments for any two neighboring components of K \ Z(s) we finally obtain that
p ≥ 0 or p ≤ 0 everywhere on K .
Let us consider both cases. Since ψ = 1 on every Ai and ψs = ψ q p ≥ 0 on K , it then
follows that q ≥ 0 if p ≥ 0 (resp. q ≤ 0 if p ≤ 0) on Ai , i.e., q(t0, . . . , td) ≥ 0 (resp.
q(t0, . . . , td) ≤ 0), if ti > 13 , t j < 13 , j ≠ i, i = 0, . . . , d . This implies that
d
j=0
j≠i
µ j (5.4)
is an even (resp. odd) number. Similarly, since ψ = 1 on every Bi, j and ψs = ψ q p ≥ 0
on K , it follows that q(t0, . . . , td) ≥ 0 (resp. q(t0, . . . , td) ≤ 0), if ti > 13 , t j > 13 ,
tk < 13 , k ≠ i, j, i = 0, . . . , d − 1, i < j . Hence
d
k=0
k≠i, j
µk
must be an even (resp. odd) number. This together with (5.4) implies that in both cases µl is
even, l = 0, . . . , d, and, consequently, q ≥ 0 on K , a contradiction for the case when p ≤ 0.
To lead the other case (p ≥ 0) to a contradiction we conclude from the preceding arguments
thats = q p ≥ 0 ands ≢ 0 on K . Hence this polynomial is particularly nonzero on C (a set of
positive measure in Rd ) which implies thats(t) > 0 for some t ∈ C contradicting ψs = −s ≥ 0
on C .
Thus we have shown that S0m(∆) fails to satisfy Property A
d(m)−1 and the proof of
Theorem 5.2 is completed. 
Proof of Theorem 5.4. To verify that cr(Srm(∆)) ≥ d(m, r) if m ≥ (d + 1)(r + 1)+ 2, we have
to find a system of d(m, r) linearly independent functions in Srm(∆) for which Definition 2.1
fails. To do this we consider each K j ∈ ∆ separately and look for a maximal system of linearly
independent functions s ∈ Srm−2(∆) such that s = 0 on K \ K j . Suppose that such an s is
given for some K j . Let i ∈ {0, . . . , d} such that K j ∈ Ei (such an i exists, since ∆ is strongly
connected). Then K j has exactly i common (d − 1)-faces F0, . . . , Fi−1 with ∂K . Without loss
of generality we may assume that
Fl := {(t0, . . . , td) ∈ K j : tl = 0}, l = 0, . . . , i − 1
(using the barycentric coordinates relative to K j ). Then the remaining (d − 1)-faces
Fl := {(t0, . . . , td) ∈ K j : tl = 0}, l = i, . . . , d, (5.5)
of K j are common faces with some other simplices in ∆ (this holds for all (d − 1)-faces of
K j if i = 0). Since we have assumed thats ∈ Srm−2(∆) ands = 0 on K \ K j , it follows thats(k) = 0, k = 0, . . . , r , on every Fl , l = i, . . . , d. Then it is easily seen that
s(t0, . . . , td) = (ti · . . . · td)r+1 p(t0, . . . , td), (t0, . . . , td) ∈ K j (5.6)
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where p ∈ Pm−(d+1−i)(r+1)−2 (note that m ≥ (d + 1)(r + 1)+ 2). Let {p1, . . . , pµi } be a basis
of Pm−(d+1−i)(r+1)−2 such that p1 ≡ 1, and define spline functions
sl(t0, . . . , td) := (ti · . . . · td)r+1 pl(t0, . . . , td), on K j ,0, on K \ K j , (5.7)
l = 1, . . . , µi . To verify that sl ∈ Cr (K ) we have to check sl on the common faces of K j
with some other Kµ ∈ ∆. Assume that for µ ≠ j Kµ has a common k-face F with K j
where 0 ≤ k ≤ d − 2. Then by our assumption on ∆ to be pairwise connected there exist a
Kν ∈ ∆, ν ≠ j , and a (d − 1)-face F such that F ⊂ F and F is a common face of K j and Kν .
It follows from (5.5) and (5.7) that F = Fk for some k ∈ {i, . . . , d} andsl = 0 on Kν . Using
again (5.7) we can easily verify thats(ρ)l = 0 on F ⊃ F, ρ = 0, . . . , r, l = 1, . . . , µi . Note that
this property is independent of the values of the polynomials {pl}µil=1 on F . Analogously arguing
for every Kµ ∈ ∆ which has a common face with K j we finally obtain thatsl ∈ Cr (K ). Thus
we have found a maximal system of linearly independent functions in Srm−2(∆) which vanish
identically on K \ K j . Summarizing over all i = 0, . . . , d and all K j ∈ ∆ such that K j ∈ Ei we
obtain exactly M of such functions where
M := d
i=0
card Ei · µi =
d
i=0
Ni · µi .
It follows from (5.1) that M = d(m, r). Hence we have obtained a system {s1, . . . ,sd(m,r)} of
linearly independent functions in Srm−2(∆). Moreover, it follows from (5.7) that
Z(s1, . . . ,sd(m,r)) ∩ int K j = ∅ (5.8)
for every K j ∈ ∆.
We now continue with a simplified modification of the proof of Theorem 5.2. On every K j
we define a quadratic polynomial q j by
q j (t0, . . . , td) :=

t0 − t1 − 13

2t0 + t1 − 43

, (t0, . . . , td) ∈ K j ,
j = 1, . . . , N (again using the barycentric coordinates relative to K j ). Multiplying everysi with
q j on every K j we obtain a system of linearly independent functions
si (t0, . . . , td) := q j (t0, . . . , td)si (t0, . . . , td), (t0, . . . , td) ∈ K j , (5.9)
j = 1, . . . , N , i = 1, . . . , d(m, r). Analogously arguing as above for the splines {sl}µil=1 we can
easily verify that si ∈ Cr (K ). This implies that si ∈ Srm(∆), i = 1, . . . , d(m, r).
Let Z := Z(s1, . . . , sd(m,r)) and let K = K j be fixed. Then K ∈ Ei for some i ∈ {0, . . . , d}.
Considering (5.5)–(5.8) we then obtain that
Z ∩ K = Z(q j ) ∪ d
l=i
Fl .
To simplify the following arguments we may assume that i = 0, i.e., ∂ K ⊂ Z . Hence it follows
that K \ Z = A1 ∪ A2 ∪ A3 ∪ A4
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where
A1 :=

(t0, . . . , td) ∈ int K : t0 − t1 > 13 , 2t0 + t1 > 43

,
A2 :=

(t0, . . . , td) ∈ int K : t0 − t1 < 13 , 2t0 + t1 > 43

,
A3 :=

(t0, . . . , td) ∈ int K : t0 − t1 < 13 , 2t0 + t1 < 43

,
A4 :=

(t0, . . . , td) ∈ int K : t0 − t1 > 13 , 2t0 + t1 < 43

.
(5.10)
Fig. 3. The set K \ Z(s) given by (5.10).
Fig. 4. K \ Z(s) on the face ⟨v0, v3, v1⟩.
Let us now assume that Srm(∆) satisfies Property A
d(m,r)−1. We apply Definition 2.1 to the
system {s1, . . . , sd(m,r)} defining a function ψ j on K such that ψ j = 0 on Z ∩ K , ψ j = 1 on
A1 ∪ A2 ∪ A3 and ψ j = −1 on A4. After having done this on every K j we obtain a function ψ
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Fig. 5. Not pairwise and not strongly connected.
on K such that
ψ := ψ j on K j , j = 1, . . . , N .
Since by the above arguments F ⊂ Z and, therefore, ψ = 0 on F for every common k-face of
Kµ and Kν, µ ≠ ν, where 0 ≤ k ≤ d − 1, it is easily seen that ψ is continuous on K \ Z , ψ = 1
on A1 ∪ A2 ∪ A3 and ψ = −1 on A4 (corresponding to every K j ∈ ∆). Then by Definition 2.1
there exists ans ∈ Srm(∆) \ {0} such that ψs ≥ 0 on K ands = 0 a.e. on Z . We considers on
every K = K j ∈ ∆ wheres ≢ 0. Since ψ = 1 on A1 ∪ A2 ∪ A3 and ψ = −1 on A4, it is easily
verified that
s(t0, . . . , td) = t0 − t1 − 13
µ1 
2t0 + t1 − 43
µ2
p(t0, . . . , td), (t0, . . . , td) ∈ K ,
where µ1, µ2 ∈ N and p ∈ Pm−µ1−µ2 \ {0}. Moreover, we may assume that the exponents µ1
and µ2 are maximal. As in the proof of Theorem 5.2 we can show that p ≥ 0 or p ≤ 0 on K .
But, since ψs = s ≥ 0 on A1, only the case p ≥ 0 can occur. Then, since ψs = s ≥ 0 on
A2 ∪ A3, it follows that both µ1 and µ1 + µ2 are even numbers. Hence µ2 is even. But, since
ψs = −s ≥ 0 on A4, µ2 must be an odd number, a contradiction.
Thus we have shown that Srm(∆) fails to satisfy Property A
d(m,r)−1. Hence by Theorem 2.2,
cr(Srm(∆)) ≥ d(m, r).
This completes the proof of Theorem 5.4. 
6. Final remarks
Remark 6.1. Let us first consider the situation when a partition ∆ is pairwise or strongly
connected. By Figs. 5–8 we want to illustrate that four different cases can occur. Note that every
example shows a partition in R2. In Fig. 5 v0 is a common vertex of K1 and K2, but there does
not exist a common edge of K1 with K2 or K3. Hence the partition fails to be pairwise connected.
The same argument works for the partition in Fig. 7. In Fig. 6 v0 is a common vertex of Ki and
K j for all j ≠ i , and there exists a common edge (⟨v0, v2⟩ or ⟨v0, v5⟩) of Ki with some other K j .
Hence the partition is pairwise connected. The same argument works for the partition in Fig. 8.
It is obvious that the partitions in Figs. 7 and 8 are strongly connected.
Remark 6.2. The additional assumption on∆ to be strongly connected is an essential hypothesis
in Theorem 5.1(ii). Let us consider the following example for d = 2: let K = K1 ∪ K2 ⊂ R2
where K1 = ⟨v0, v1, v2⟩ and K2 = ⟨v0, v3, v4⟩ such that v0 = (0, 0), v1 = (−1, 0), v2 =
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Fig. 6. Pairwise but not strongly connected.
Fig. 7. Strongly but not pairwise connected.
Fig. 8. Pairwise and strongly connected.
(−1, 1), v3 = (1, 0), v4 = (1, 1). Then K1 ∩ K2 = {v0} which implies that ∆ = {K1, K2} fails
to be strongly connected. Let m = 4, r = 0 and assume that {p0, . . . , p5} is a basis of P2 on R2
such that p0 ≡ 1. We define a polynomial q ∈ P2 by q(x, y) = x2 + (y − 1)2 − 1, (x, y) ∈ R2.
Moreover, we define
si :=

q pi , on K1
0, on K2,
s6+i :=

q pi , on K2
0, on K1,
i = 0, . . . , 5. Since q(v0) = 0, it follows that si (v0) = 0 which implies that si ∈ S04(∆),
i = 0, . . . , 11. Moreover, it is easily seen that {s0, . . . , s11} are linearly independent, and
dim S02(
∆) = 11 = D(4, 0). Therefore, since Z(q) is a circle with center (0, 1) and radius
1, it follows easily that
Z(s0, . . . , sD(4,0)) = Z(q) ∩ K = {(x, y) ∈ R2 : q(x, y) = 0, 0 ≤ y ≤ 1}.
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This shows that, in contrast to the situation in Theorem 5.1(ii), case 4 of the proof can occur.
Hence only Theorem 5.1(i) (where the strong connectedness is not used) is applicable to obtain
an upper bound for cr(S04(
∆)). It is easily verified that dim S04(∆) = 29, dimP4 = 15 and
dimP2 = 6. Then by Theorem 5.1(i),
cr(S04(∆)) ≤ dim S04(∆)+ dimP2 − dimP4 = 20.
To obtain a lower bound we can use Theorem 4 in [9] which together with the preceding estimate
implies that
11 = dim S02(∆) ≤ cr(S04(∆)) ≤ 20.
Remark 6.3. The additional assumption on∆ to be pairwise connected is an essential hypothesis
in Theorem 5.4. Let us consider the partition in R2 given in Fig. 7. Then v0 is a common vertex
of K1 and K2. Let m ≥ (d + 1)(r + 1)+ 2 = 3r + 5 be given. Following the lines of the proof
of Theorem 5.4 we choose K j = K1 and assume thats ∈ Srm−2(∆) ands = 0 on K \ K1.
Let K1 = ⟨v0, v1, v2⟩ such that v0 = (1, 0, 0), v1 = (0, 1, 0) and v2 = (0, 0, 1) (using the
barycentric coordinates relative to K1). Since K1 has the common edges ⟨v0, v1⟩ and ⟨v0, v2⟩
with ∂K , it follows from (5.6) thats(t0, t1, t2) = (t0)r+1 p(t0, t1, t2), (t0, t1, t2) ∈ K1
where p ∈ Pm−r−3 (note that m ≥ 3r + 5). Let {p1, . . . , pµ} be a basis of Pm−r−3 such that
p1 ≡ 1. Using (5.7) we define spline functions
sl(t0, t1, t2) := (t0)r+1 pl(t0, t1, t2), on K1,0, on K \ K1,
l = 1, . . . , µ. Then it is easily seen thats1(v0) =s1(1, 0, 0) = 1 ands1 = 0 on K2 \ K1. But,
v0 ∈ K1 ∩ K2 which would imply thats1 has a jump at v0. Hences1 ∉ Cr (K ), a contradiction.
Remark 6.4. In Theorem 5.2 and Corollary 5.3 we have established bounds for cr(S0m(∆)) if
m ≥ d + 1 and m ≥ d + 2, respectively. Our studies in [9] for d = 2 and r = 0 have shown
that for m = 2, 3 statement (ii) of Theorem 5.1 does not hold in general (our Examples 1 and
2 in that paper satisfy (EP)): there are some simple partitions in R2 such that the upper bound
(= dim S0m−2(∆)) for the Chebyshev rank is attained, but for some other partitions the rank is
bigger. Therefore, we may expect the same different situation for d ≥ 3, if 2 ≤ m ≤ d + 1.
Remark 6.5. If ∆ = {K }, then Srm(∆) = Pm |K and cr(Srm(∆)) = dimPm−2 (see (3.1)). Hence
the upper bound in Theorem 5.1(ii) determines the exact value of the Chebyshev rank.
Remark 6.6. We give an example for d = 3 and r = 0 which will show that for simple partitions
the upper bound in Theorem 5.1(ii) is attained: let for N ≥ 1 vertices {v0, . . . , vN+2} ∈ R3 be
given by
v0 = (0, 0, 1), v1 = (0, 0, 0), vi =

1− 2(i − 2)
N
, 1, 0

, i = 2, . . . , N + 2.
Moreover, let Ki = ⟨v0, v1, vi+1, vi+2⟩, i = 1, . . . , N . Then ∆ = {Ki }Ni=1 is a regular partition
in R3. It is easily seen that Ki and Ki+1 have the common (triangle-)face ⟨v0, v1, vi+2⟩, i =
1, . . . , N − 1, and ⟨v0, v1⟩ is a common edge of every Ki . We show that
cr(S0m(∆)) = dim S0m−2(∆), if m ≥ 3.
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Proof. Let K =Ni=1 Ki and setd(m) := dim S0m−2(∆). Let us first show that S0m−2(∆) satisfies
(EP). It is obvious that ∆ is strongly connected. To simplify the following arguments we use the
barycentric coordinates (t0, t1, t2, t3) relative to Ki and set
v0 = (1, 0, 0, 0), v1 = (0, 1, 0, 0), vi+1 = (0, 0, 1, 0), vi+2 = (0, 0, 0, 1),
i = 1, . . . , N . We now want to verify that S0m−2(∆) contains a maximal number of “truncated
power” functions. To do it, for every i ∈ {2, . . . , N } we define m − 2 functions {si, j }m−2j=1 by
si, j = 0 on K1 ∪ · · · ∪ Ki−1 and
si, j (t0, . . . , t3) = tm−1− j3 , (t0, . . . , t3) ∈ Ki , j = 1, . . . ,m − 2.
Since t3 = 0 holds on the common face ⟨v0, v1, vi+1⟩ of Ki−1 and Ki , these m − 2 functions
are continuous and linearly independent on K1 ∪ · · · ∪ Ki . Then, since si, j = 0 on the common
edge ⟨v0, v1⟩ of every Kl , it is easily seen that one can extend them to continuous functions on
Ki+1 ∪ · · · ∪ KN by
si, j (t0, . . . , t3) = tm−1− j3 , (t0, . . . , t3) ∈ Ki+1 ∪ · · · ∪ KN , j = 1, . . . ,m − 2
where the barycentric coordinates are still related to the fixed tetrahedron Ki (which clearly
implies that t3 ≥ 1 on Ki+1 ∪ · · · ∪ KN ). In particular, this implies that si, j ∈ S0m−2(∆), j =
1, . . . ,m − 2, i = 2, . . . , N . Moreover, it follows that these functions are linearly independent.
Hence, since Pm−2 ⊂ S0m−2(∆), we have verified thatd(m) = dim S0m−2(∆) = dimPm−2 + (N − 1)(m − 2),
the maximal possible dimension of such a spline space. Therefore, property (EP) follows imme-
diately.
We next prove that for m ≥ 2,
cr(S0m(∆)) ≥ d(m).
It is obvious that the faces ⟨v0, vi+1, vi+2⟩ and ⟨v1, vi+1, vi+2⟩ of Ki are subsets of ∂K for
i = 1, . . . , N . Hence we can simplify the arguments in the proof of Theorem 5.2. Similarly
as in the proof of Theorem 5.4 (see also Theorem 2 in [9]), on every Ki we define a quadratic
polynomial si by
si (t0, t1, t2, t3) =

t0 − t1 − 13

2t0 + t1 − 43

, (t0, t1, t2, t3) ∈ Ki ,
i = 1, . . . , N . It is easily verified that si and si+1 have the same values on the common face
⟨v0, v1, vi+2⟩ of Ki and Ki+1. Hence we obtain a continuous function s defined by
s := si on Ki , i = 1, . . . , N ,
i.e., s ∈ S02(∆). Let K = Ki be fixed. Then it is easily seen thatK \ Z(s) = A1 ∪ A2 ∪ A3 ∪ A4
where
A1 :=

(t0, t1, t2, t3) ∈ K : t0 − t1 > 13 , 2t0 + t1 > 43

,
A2 :=

(t0, t1, t2, t3) ∈ K : t0 − t1 < 13 , 2t0 + t1 > 43

,
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A3 :=

(t0, t1, t2, t3) ∈ K : t0 − t1 < 13 , 2t0 + t1 < 43

,
A4 :=

(t0, t1, t2, t3) ∈ K : t0 − t1 > 13 , 2t0 + t1 < 43

(see (5.10) and Figs. 3 and 4). We define a functionψi on K such thatψi = 0 on Z(s)∩K , ψi = 1
on A1 ∪ A2 ∪ A3 and ψi = −1 on A4. After having done this on every Ki we obtain a function
ψ on K such that
ψ := ψi on Ki , i = 1, . . . , N .
It is easily seen that ψ is continuous on K \ Z(s), ψ = 1 on A1 ∪ A2 ∪ A3 and ψ = −1 on A4
(corresponding to every Ki ∈ ∆).
Let us now assume that S0m(∆) satisfies Property Ad(m)−1 and let a basis {s˜1, . . . , s˜d˜(m)} of
S0m−2(∆) be given such that s˜1 = 1 on K . Then defining
si := s · s˜i , i = 1, . . . ,d(m),
we obtain a family of linearly independent continuous splines of degree m, i.e., si ∈ S0m(∆), i =
1, . . . ,d(m). Since s1 = s, it follows that
Z(s1, . . . , sd˜(m)) = Z(s).
Now arguing in the same way as in the proof of Theorem 5.4 (only replacing Z by Z(s) and
d(m, r) by d(m)) we get a contradiction. Thus we have shown that S0m(∆) fails to satisfy
Property Ad(m)−1. Therefore,
cr(S0m(∆)) ≥ d(m), if m ≥ 2.
To obtain an upper bound we apply Theorem 5.1(ii): if m ≥ 5, then
cr(S0m(∆)) ≤ d(m).
But, in view of the simple partition ∆, we can give a slightly modified proof of Theorem 5.1(ii)
for m = 3, 4. Since the faces ⟨v0, vi+1, vi+2⟩ and ⟨v1, vi+1, vi+2⟩ of Ki are subsets of ∂K , we can
simplify the arguments as follows. If the situation of the first case of the proof of Theorem 5.1(ii)
is given, we define the spline s by
s(t0, t1, t2, t3) = t2 t3, (t0, t1, t2, t3) ∈ K j ,
and, in the situation of the second case, by
s(t0, t1, t2, t3) = t2 t3 q(t0, t1, t2, t3), (t0, t1, t2, t3) ∈ K j
(for details on the simplex K j and the polynomial q ∈ P1\P0 see Theorem 5.1). In the latter case
we need that m ≥ 3, since s ∈ S03(∆) ⊂ S0m(∆). Since s = 0 on ⟨v0, v1, vi+1⟩ ∪ ⟨v0, v1, vi+2⟩,
it can be continuously extended everywhere on K \ K j by s = 0. Then arguing analogously as
in the proof of Theorem 5.1(ii) we can verify that
cr(S0m(∆)) ≤ d(m), if m = 3, 4.
Thus we have shown that
cr(S0m(∆)) = dim S0m−2(∆), if m ≥ 3. 
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