Introduction
Voice transmission over the Intemet is subject to network delay and loss. At the transmitter, speech/audio packets are generated at regular intervals and sent to the receiver. Ideally, the receiver would play the packets out at the same schedule. However, the network delay experienced by different packets may vary due to network congestion. The variation in network delay is referred to as jitter. If packets are played out at the receiver immediately upon arrival, there will be gaps in the playout because packets may arrive after their scheduled playout time, as illustrated in Fig. l(a) .
The destination can reduce the "loss" due to late packets by storing received packets in a playout buffer before playing them out, as shown in Fig. I@ ).
Network delay traces are characterized by frequent occumnces of spikes in the network delays. Since end-to-end delays beyond 300 ms are imitating to users and impair interactivity in real-time conversations, the playout buffering delay is used to adjust the tradeoff between total end-to-end delay and loss rate. Packets with network delays greater than the playout delay will still be "lost", however 5% loss can be tolerated when packet loss concealment methods are applied. Adaptive playout buffer algorithms attempt to adjust the playout delay for changing network conditions.
Existing adaptive playout buffer algorithms are reviewed in the next section. Section 3 proposes the addition of a spike mode to the adaptive NLMS playout algorithm. The proposed algorithm is evaluated using delay traces and simulation results in Section 4 show a reduction in end-to-end delay and loss for the enhanced bi-modal NLMS algorithm.
Playout Buffer Algorithms
Adaptive playout buffer algorithms react to changing network conditions by dynamically adjusting the end-to-end delay. Since audio packets are generated at regular intervals, the received packets must be played out in a periodic manner. Playout delay adjustments made during periods of silence are less likely to be perceived by users. Therefore, the playout delay is adjusted on a per-talkspurt basis where tt and p? are the sender timestamp and playout time respectively, of the first packet in talkspurt k and D ' is the total end-to-end delay for received packets in talkspurt k.
Subsequent packets in a talkspurt have the same total end-to-end delay. The playout time for packet i in talkspurt k can be calculated as an offset from the playout time of the first packet in the talkspurt, namely
In a recent approach to adaptive playout, playout delay adjustment is performed within talkspurts 131. Individual voice packets are scaled such that they are played out just in time for the predicted arrival time of the next packet. A time-scale modification technique, based on the Waveform Similarity Overlap-Add (WSOLA) algorithm, is used to modify the playout rate while preserving the voice pitch. The degradation in perceptual quality due to scaling was found to be inaudible 131. Dynamically adjusting the playout time improves overall performance by reducing end-toend delay while keeping packet loss tolerable. The main approaches to playout delay estimation are described here.
Autoregressive (AR) Estimate-Based Algorithms
The basic playout algorithm uses an autoregressive (AR) estimate to compute the network delay and jitter [Z]. The estimates for the average network delay, di and variation in network delay, 5, are given by
where d, is the autoregressive estimate of the packet delays, 0, is the variation in network delay, n, is the network delay incurred by the i-th packet and a is a weighting factor used to control the adaptation rate of the algorithm.
The total end-to-end delay, D; is computed as 
where d; is the predicted network delay value for packet a, w i is the N x 1 vector of adaptive filter coefficients, ()T is the vector transpose, and n, is the N x 1 vector containing the past N network delays (up to and including the delay for packet i -1).
The filter tap weights, wt, are then updated after each packet using the NLMS algorithm 181 Wifl = wi + ' nie;
(7)
n'n; + a where J ,
I
is the step size, a" is a small constant to prevent division by zero, and e, = di -ni is the estimation error.
The network delay variation and total end-to-end delay are calculated as before using Eqs. (4) and (5). The total end-to-end delay is updated on a per-packet basis.
Spike Detection
The main playout buffer algorithms are not robust enough to adapt delay estimates in the presence of spikes. A spike is characterized by the sudden onset of a large increase in network delay. Although subsequent packets usually experience declining network delays, the delay values are still quite large. The spike ends when network delays return to average values. Fig. 2 depicts a typical delay spike.
A spike-detection algorithm was first developed by Ranjee et al.
[2) to adapt to such spikes. The playout algorithm switches to an impulse or spike mode when the delay values of the previous two packets differ by more than a threshold. Within the spike, the network delays decline from the peak spike value and the delay estimate depends only on the most recent delay values. The slope of the delay spike is monitored and as the delays flatten out, the slope reduces and falls below a threshold, indicating the end of the spike. The algorithm then reverts to normal mode and the delay estimate is computed using the AR estimate-based approach. Other playout buffer algorithms also modify their delay estimates during spikes [3,5,6].
Enhanced NLMS (E-NLMS) Algorithm
A drawback of the NLMS predictor [l] is that it does not detect delay spikes and therefore does not alter its delay prediction during a spike. Fig. 2 illustrates the behaviour of the NLMS algorithm in the presence of a delay spike. The first packet in a delay spike arrives too late to be played out. The NLMS predictor will react and subsequent predictions will overestimate the ensuing delays. Thus the safety factor, p used to compute the playout delay can be significantly reduced for ensuing packets.
The E-NLMS algorithm takes advantage of this situation by adding a spike-detection mode to the NLMS predictor. In the normal mode of operation, the adaptive NLMS predictor functions as before [I] . A spike is detected when either the previous packet was lost or the actual delay value exceeds the predicted value by a threshold. Within the spike mode, the playout delay is still based on the NLMS delay prediction. Since the NLMS algorithm overestimates the packet delay for packets immediately following a spike, the value of the safety factor, is reduced in computing the total end-to-end delay, D;. However, the D; in spike mode is 
Evaluation and Results
The E-NLMS algorithm was evaluated in comparison to the basic NLMS predictor for a set of delay traces. The basic ping program was modified to continuously send a 40 byte ICMP packet every 10 ms. A set of 18 traces, each trace lasting for 1 000 000 packets, was collected between nodes in North America. The traces were collected both during the day and at night. While paths within the Intemet may not be symmetric, the round-trip delay gives a good idea of the magnitude of the actual network delay and avoids the problems of clock synchronization and,clock skew. The E-NLMS and NLMS predictors were also tested on traces of one-way delays from [I] . Both the average end-bend delay and loss are reduced for the proposed E-NLMS algorithm as compared to the uriginal NLMS predictor.
Conclusion
In this paper, an overview of the playout buffering problem bas been presented. Moreover, the main adaptive playout buffering algorithms were reviewed. An existing NLMS predictor was enhanced by adding a spike mode to rapidly adjust to delay spikes. Within the spike mode, the enhanced NLMS dgorithm makes use of the overestimate in the NLMS prediction and thus reduces the safety margin when computing the total end-to-end delay. Simulations on Intemet traces compared the proposed E-NLMS algorithm to the original NLMS playout algorithm. The results demonstrate that the bi-modal algorithm improves the overall performance by reducing both the average end-to-end delay and the loss rate. The E-NLMS algorithm is wellsuited for playout algorithms adjusting the delay on a perpacket basis.
