Abstract The response of an oscillator to perturbations is described by its phase-response curve (PRC), which is related to the type of bifurcation leading from rest to tonic spiking. In a recent experimental study, we have shown that the type of PRC in cortical pyramidal neurons can be switched by cholinergic neuromodulation from type II (biphasic) to type I (monophasic). We explored how intrinsic mechanisms affected by acetylcholine influence the PRC using three different types of neuronal models: a theta neuron, single-compartment neurons and a multicompartment neuron. In all of these models a decrease in the amount of a spike-frequency adaptation current was a necessary and sufficient condition for the shape of the PRC to change from biphasic (type II) to purely positive (type I).
Introduction
Acetylcholine, a central nervous system neuromodulator, is furnished to almost the entire cortex through widely diverging inputs from a number of subcortical cholinergic nuclei. At the behavioral level acetylcholine plays an important role in several aspects of cognitive function such as arousal levels, attention and vigilance, as well as memory and learning (Hasselmo 2006; Steriade 2004) . One theory of learning and memory suggests that levels of cholinergic neuromodulation may switch cortical networks between learning and memory-recall modes (Hasselmo 1999) . At the circuit level, cholinergic modulation appears to control the frequency content and the coherence of cortical oscillations. For example gamma-band synchronized oscillations are observed under increased cholinergic levels in the cortex (Rodriguez et al. 2004) In vitro, experiments have shown that cholinergic antagonists promote synchronized high frequency oscillatory activity Fisahn et al. 1998 ). This suggests that acetylcholine has a significant modulatory control over the emergence of rhythmic activity in cortical circuits. Certainly such effects are in part due to the acetylcholine modulation of synaptic transmission (Auerbach and Segal 1996) and plasticity (Artola and Singer 1993; Stiefel et al. 2005 ) and in part due to cholinergic modulation of intrinsic cell excitability (McCormick 1993) . Cholinergic modulation affects a variety of both ionotropic (nicotinic) and metabotropic (muscarinic) receptor targets (Schoebesberger et al. 2000) . Acetylcholine acting on muscarinic receptors downregulates several slow potassium currents (I KM , I KAHP (Madison et al. 1987; McCormick 1993) ), and changes the input resistance by down regulating the leak conductance. These currents control cellular excitability and repetitive firing of cortical pyramidal neurons.
Given such diverse acetylcholine action at the single cell level, an interesting issue is which of the effects mediated by the muscarinic acetylcholine-receptor modulation can be responsible for the emergence of collective behaviors, such as synchrony and oscillations. In fact, previous theoretical work has hinted that suppression of slow cation channels can bias pyramidal neurons toward synchrony with excitatory synaptic coupling by modulating the dynamics of spike generation (Crook et al. 1998a, b; Ermentrout et al. 2001) . In this report our goal is to systematically examine the various mechanisms of cholinergic action and to identify those that have the greatest impact on the dynamics of spike generation in cortical neurons.
We focus on the cholinergic effects on the excitability of regular spiking (pyramidal) neurons that can be described as oscillators. Specifically, we examine the dynamics underlying the spike generation and how the cell goes from excitable to periodically firing. Knowing the type of this transition can provide insight not only about the inputoutput function of the neurons (the FI curve) but also about the potential presence of subthreshold oscillations as well as the synaptic mechanisms that can potentially lead to synchrony (Ermentrout 1996) . This transition from rest (a stable fixed point and a threshold) to spiking (following a limit cycle) can occur via two major dynamical mechanisms: the "saddle-node on an invariant cycle" bifurcation (from here on referred to as "saddle-node" bifurcation) and the subcritical Hopf-Andronov bifurcation. In the case of the saddle-node bifurcation, a stable fixed point (a node) and a saddle-point collide into a saddle-node and disappear to leave a stable limit cycle. In the case of the subcritical Hopf-Andronov bifurcation, the loss of stability occurs when the real parts of conjugate eigenvalues grow positive, hence destabilizing the fixed point (see Izhikevich (2007) for further discussion). These different bifurcations affect the shape of the FI curve, which is continuous for the SNIC bifurcation and discontinuous for the Hopf-Andronov case. Furthermore Hopf-Andronov systems can exhibit significant subthreshold oscillations, and hysteresis.
These two classes of bifurcations also result in qualitatively different phase response curves (PRCs). The PRCs characterize the phase shift the results when a neuronal oscillator is perturbed by an input as a function of the phase of the perturbation. (Although the PRC can be constructed for both excitatory and inhibitory perturbations, the standard convention is to report results for depolarizing inputs.) In the case of a saddle-node bifurcation, the PRC is purely positive, or type I (except possibly for an arbitrarily small region near the origin Hansel and Mato 1995) , with a phase advance in response to perturbations at all phases (Ermentrout 1996) . In the case of a Hopf-Andronov bifurcation, the PRC is biphasic, or type II, with a phase delay in response to perturbations early in the period and a phase advance in response to perturbations late in the period (Hansel and Mato 1995; Ermentrout 1996; Moehlis et al. 2006) .
Computational studies have previously observed that under block of slow voltage dependent potassium currents (I M ), the PRC changed quantitatively, associated with a change in the bifurcation structure (Ermentrout et al. 2001) . The PRCs went from biphasic with full current conductance to a monophasic when the current was sufficiently weakened. Gutkin et al. (2005) further hypothesized that the differences seen in the PRCs of various pyramidal neurons experimentally (Reyes and Fetz 1993) can be explained by the relative levels of the slow low-threshold voltage-dependent potassium current. Modeling studies also suggest that block of the high threshold, Ca 2+ dependent slow potassium current (I AHP ) cannot change the PRC type, but affects only the relative skew of the PRC peak. We thus hypothesized that the I M is the key component necessary to induce the switch of PRC type. In a recent experimental study, cholinergic neuromodulation shifted the type of PRC from type II to type I in cortical pyramidal neurons (Stiefel et al. 2003) . The decrease in the I M current leads to a decrease in spike-frequency adaptation and is also a prime candidate for the switch from type II to type I PRC.
However, as pointed out above, acetylcholine changes a multitude of mechanisms, so modulation of I M may not be a necessary or sufficient factor in switching the PRC type. We address this question systematically with simulations using successively more complex neuronal models. The first model is the theta-neuron, for which the switch of PRCs can be shown directly. We then examine a simple model (containing a restricted set of voltage dependent channels) and a more complex single-compartment model (with a larger set of channels) and a multi-compartment neuron.
For each of the above model neurons we show that the sum total of cholinergic effects causes a switch of the PRC. We further identified the down-regulation of a lowthreshold spike-frequency adaptation current (I M ) as the cause for the PRC type to switch from type II to type I, and that the other mechanisms are not able to induce the switch.
Methods
All simulations were carried out with the NEURON computer program Carnevale 1997, 2000) . The simulations used the CNexp numerical integration method with dt=0.025 ms. The source code for these simulations (NEURON hoc and mod files) containing all simulation parameters is available as supplementary material or by request from K.M.S. and can be obtained from the SenseLab model database (http://senselab.med.yale.edu/modeldb/). All simulations were run in NEURON version 5.x either under Windows XP on an Athlon AMD 64 processor or under FreeBSD 4.4 on a Pentium IV processor.
We used four different neuronal models, with increasing dimensionality. These were the theta neuron (D=2), a simple single compartment neuron (D=5), a more complex singlecompartment neuron (D=9) and a multi-compartment neuron (D>100). The latter neuron model contained 1,393 compartments with up to six currents per compartment (see below). Because the currents in the different compartments are not independent (and thus not every state variable is a separate dimension), the dimensionality is ill defined.
Theta-neuron
The theta-neuron, the simplest neural model that spikes, is an oscillator with a single phase variable, θ (see e.g. Gutkin and Ermentrout 1998) . The addition of an adapting current makes it a two-dimensional model following the equations:
where in Eq. (1) is β the tonic drive, S the synaptic drive; in Eq. (2) s is the state variable for the adaptation, Θ th , b, g M and C M are threshold, activation slope, maximal conductance and time-constant of the adapting current respectively.
Simple single-compartment neuron
The single-compartmental neuron model was geometrically simple, but included biophysically realistic mechanisms for neuronal spiking based on Hodgkin and Huxley (1952) . This model pyramidal neuron had identical equations for the current kinetics as in (Golomb and Amitai 1997) but included, only the fast Na + , leak, delayed rectifier K + currents, and a slower K + current (I Kslow ), responsible for spike frequency adaptation. This last current was an amalgam of low threshold slow potassium currents, of which I M is an example. Since we did not adjust the parameters to fit precisely the data on the muscarinic sensitive I M , we refer to this current generically as I Kslow . The voltage equation is:
with m, n, h and s the voltage-dependent activation variables that follow equations of the form:
where τ(V) and x ∞ (V) are experimentally determined functions for the time constant and infinite activation state of the state variables, C m the membrane capacitance, V the membrane potential, m, h, n and s the state variables of the Na + current activation/inactivation and the delayed rectifier/ slow K + current, g Na , g KDR , g Ks and g leak the conductances of the respective currents, and E Na , E K and E leak their respective reversal potentials. I inj is the injected current.
Complex single-compartment neuron
The single-compartment model of neuronal spiking is an expanded version of a previous model (Golomb and Amitai 1997, Eqs. (4-5) -buffer were also included. Also, a hyperpolarization-activated mixed cation (depolarizing) current, I H , and an inactivating fast K + -current, I KA , were included. All these currents occur in cortical pyramidal neurons (Johnston and Wu 1994) . The formalisms for the currents are identical to the previous model. Note that this model simulates neuronal dynamics of both the membrane potential and the Ca 2+ concentration. The formalism for the Ca 2+ dynamics follows:
with F the Faraday constant (96,500 C) and δ the fraction of the intracellular space affecting the Ca 2+ dependent current (a 1 μm shell). This term couples the Ca 2+ current to the Ca 2+ concentration, which in the absence of any influx relaxes back to Ca 2+ 0 with the time constant τ Ca2+ =35 ms.
Complex multi-compartment neuron
This model, in contrast to the previous ones, incorporates the spatial structure of the dendrites and is based on a reconstructed cortical layer II pyramidal neuron (Mainen and Sejnowski 1995) . The shape of the neuron is depicted in Fig. 4 (a). The neuronal morphology had 257 compartments. When investigating the effects of local dendritic changes, the number of compartments was increased to 1,393, to assure that each compartment was sufficiently small (<8 μm) to be approximately isopotential. The voltage equation for each compartment contained an additional term for current flow from the neighboring compartments (for the dendritic compartment n):
where g ax is the axial conductance and ΣI is the sum of all intrinsic ionic currents. The model consisted of axonal, somatic and dendritic regions with distinct properties. These membrane properties were adjusted from their original values in order to more realistically reproduce the spike and AHP-shape and pattern seen in our recordings. Specifically, we increased the somato-dendritic conductances g M =2× −4 S cm −2 and g leak =2×10 −5 S cm
and decreased the somatic and somato-dendritic conductances to g AHP(Ca) =1×10 −2 S cm −2 and g CaL =1×10 −5 S cm −2 . In addition, the time constant of the Ca 2+ -decay was decreased to 35 ms to reproduce the shape of the recorded AHP more closely and to match the complex singlecompartment model. g KDR in the soma was decreased from 200 to 100 S cm −2
. The axonal conductances remained unchanged.
Determination of phase-response curves
We determined the PRCs in all models by first simulating spiking until the spike discharge frequency reached stationarity (ISI n /ISI n − 1 <1.01). Then we perturbed the voltage by injecting a small (<1 mV) and short (<20 ms) exponentially decaying depolarizing synaptic event. The Δt of the ISI as a result of the synaptic input was determined and normalized to the control (unperturbed) ISI duration. This was repeated at 64 phase positions spanning the entire period of the oscillation. Changing conductances to mimic cholinergic effects can alter (increase) the firing frequency of the neuron. When we intended to keep the firing frequency of the model neuron constant during a parameter sweep, we determined a firing frequency/current curve (FI curve) for each parameter value and used it as a lookuptable to determine the appropriate current for the desired frequency.
Results

Theta-neuron
Using the theta-neuron, we modeled the effects of cholinergic modulation by decreasing the adaptation current (g m from 1 to 0.7) and by increasing the drive (β from 0.5 to 0.52). These manipulations mimicked the experimentally observed decrease in I M , the depolarization and the increase in the input resistance. In response to these manipulations, the steady-state firing frequency increased from 8.6 to 69.1 Hz and the PRC of the theta neuron switched from type II to type I ( Fig. 1(b, c) ). This switch from type II to type I was observed both when lowering g m (1 to 0.6, Fig. 1(d) , top) and when increasing β (0.49 to 1, Fig. 1(d) , bottom). During these parameter sweeps, the firing frequency increased from 10.2 to 93 Hz and from 5.8 to 196 Hz, respectively.
High firing frequencies can mask type II dynamics when the frequency is so high that the dynamics of the adaptation current become much slower than the spiking dynamics. We thus performed a parameter sweep over g m (1 to 0.6) with β adjusted to keep the firing frequency at 10±2 Hz ( Fig. 1(d) , center). With decreasing g m , the negative part of the PRC decreased and its maximum, minimum and zerocrossing shifted to the left (earlier parts of the phase). The zero-crossing, when present, also shifted to the left. This shows that a change in g m is sufficient to alter the PRC of the theta neuron.
Simple single-compartment neuron
To model cholinergic neuromodulation in a single compartment model with I leak , I Na , I KDR and I Kslow , we altered the leak conductance (g leak , 2×10
−5 to 1.8×10 −5 S cm −2 ), reversal potential of the leak current (E leak , −60 to −58 mV) and the conductance of I Kslow (g Kslow , 2×10 −3 to 0 S cm −2 ).
These modifications led to a switch of the PRC of the model neuron from type II to type I ( Fig. 2(b) ). We conducted parameter sweeps over all the parameters manipulated to model cholinergic neuromodulation, both with all other parameters kept at default values and with the injected current adjusted to keep the firing frequency at 10±1 Hz (g leak : 1.6×10 −5 to 2.2×10 −5 S cm −2 , E leak : −64 to 56 mV, g Kslow : 0 to 2.2×10 −3 S cm −2 ). We found that only a change in the value of g m lead to a qualitative change of the PRC, a switch from type II to I. This was observed both with and without an adjustment of the injected current to keep the firing frequency at 10 Hz. In both cases, the maximum, minimum and zero-crossing of the PRC shifted to the right with higher values of g Kslow . In contrast, changing g leak or E leak only lead to qualitative changes of the PRC. When E leak was more negative and g leak larger, the injected current causes the neuron to spike at lower frequencies. This caused the PRCs to have larger minima and maxima. This effect disappeared when the firing frequency was kept constant by adjusting the injected current. Changing E leak and g leak had little influence on the PRC. ) and reversal potential (E leak , from −60 to −58 mV) of the leak current and the conductance of I KM and I KAHP . Madison et al. (1987) showed that in hippocampal pyramidal neurons, these two currents are both cholinergically modulated, albeit with different sensitivities. I KAHP is inhibited by cholinergic modulation at about ten times lower concentrations than I KM (IC 50 =0.3 and 5 μM for carbachol). Assuming that superficial neocortical neurons would react similarly, we simulated two different conditions: lowconcentration cholinergic modulation (I M down-regulated ). Unlike the previous simpler model, in this model spiking was coupled to the I AHP induced after-hyperpolarization not only directly, via the voltage, but also indirectly, via Ca 2+ influx. The set of newly introduced ionic currents might change the parameter dependence of the model's PRC.
Interestingly, simulation of low concentration cholinergic modulation led to a PRC that was even more pronouncedly biphasic than under control conditions. In contrast, the 
), with parameter modifications simulating low-concentration cholinergic neuromodulation (E leak =−58 mV, g leak =1.8×10
) and parameters simulating lowconcentration cholinergic neuromodulation (E leak =−58 mV, g leak =1.8× 10
, g AHP =0 S cm . Left column: all other parameters kept constant. Right column: PRCs with I inject adjusted to keep the firing rate at 10±1 Hz (15±1 Hz in the last row, as the minimum firing frequency with g AHP =0 is >13 Hz). The gray arrows depict the direction of the trends along the parameter sweeps simulation of high-concentration cholinergic modulation produced a transition from a type II to a type I PRC (Fig. 3(c) ; the firing frequencies in these simulations were kept at 12±1 Hz in order to ensure comparability).
Parameter sweeps g leak , E leak , g M , and g AHP (g leak : from 1.6×10 −5 to 2.2×10 −5 S cm −2 , E leak : from −64 to 56 mV, g M : from 0 to 6×10 −4 S cm −2 , g AHP 0 to 10 −4 S cm −2 )
revealed that the qualitative change in the PRC was solely a consequence of changes in g M . This occurred regardless of whether the firing frequency was kept constant by adjusting current injection. No switch from a biphasic to a purely positive PRC occurred when g leak , I leak or g AHP were varied. The sweeps over the parameters of the leak current had little effect on the PRCs. Increasing g AHP moved the crossover point between the negative and the positive part of the PRC to the left (towards earlier phases). When the firing frequency during the determination of the PRCs was kept constant, this effect was greatly reduced and the extrema of the PRCs decreased with an increasing amount of g AHP .
In conclusion, the effects of cholinergic neuromodulation on the PRC were biphasic in simulations of the complex single-compartmental model. An increase of the negative part of the PRC mediated by low modulator concentration was followed by a disappearance of this negative part mediated by a high acetylcholine concentration. The switch from a type II to a type I PRC was due to the decrease of I M . However, under control conditions, the I AHP masked a part of the negative portion of the PRC.
Complex multi-compartment neuron
The most complex model used in this study was a multicompartment model of a cortical layer II/III pyramidal neuron (Fig. 4(a) ) which matched our in vitro experiments (Stiefel et al. 2003) . The model included spatial complexity (soma, dendrites and axon), several ionic conductances distributed heterogeneously over the different parts of the neuron and spike initiation in the axon (Stuart et al., 97, Fig. 4(b) ). Using this model we simulated the effect of low and high concentrations of cholinergic neuromodulation by implementing the following parameter changes in the dendrites: To mimic low concentrations, we changed E leak = −60 to −58 mV, g leak =2 10
−5 to 1.8×10 −5 S cm . Cantrell et al. (1996) reported a significant muscarinic acetylcholine-receptor mediated down-regulation of sodium current conductance. Interestingly, they found two populations of neurons, in which this current was reduced to 90% and 55%, respectively. Hence, we globally (dendrites, soma and axon) decreased g Na to 55% of its original value.
Reducing g Na to only 90% of its initial value caused the model neurons to spike in doublets (Fig. 4(c) ), a behavior also observed in response to the application of high carbachol concentrations in vitro (unpublished observations). We studied the 55% reduction to focus on the PRCs of individual spikes rather than doublets.
Initially we determined the PRC by a synapse located on an intermediate part of the apical dendritic tuft (Fig. 4(d) ). The PRC under control conditions was biphasic (type II), and became even more saliently biphasic when low concentrations of cholinergic neuromodulation (reducing I M and strongly reducing I AHP ) were simulated. When simulating high concentrations of cholinergic neuromodulation (strongly reducing I M and abolishing I AHP ), the PRC became monophasic (type I). This switch was observed when the value of g M was changed in isolation, but not when the values of g leak , E leak , or g AHP were changed (Fig. 4(e) ). Whereas the effects of changing the parameters of the passive conductance were minimal, reducing I AHP reduced the negative part of the PRC and shifted it to an earlier part of the phase. These observations further strengthened the importance of I M in determining the type of PRC displayed by the neuron.
In order to explore the role of the spatial location of the synapse we determined the PRC by synapses on three different locations, ranging from the proximal primary to a tertiary dendrite (Fig. 5(a) , synapse 2 is identical to the previously investigated synapse). As the spike initiation takes place in the axon, the synapses where chosen progressively farther from the initiation site. The currents from the dendritic synapses have to pass through active and passive cable filtering by the dendrites and the soma (a large sink), before reaching this spike initiation site. All these factors could potentially influence how the investigated synapses affect the PRCs (Goldberg et al. 2007 ). The PRCs determined for all three synapses were qualitatively similar. The PRCs under control conditions were biphasic (type II), even more so than when simulating low concentrations, and monophasic (type I) when simulating high concentrations of cholinergic neuromodulation (Fig. 5(a) ). The amplitudes of the PRCs decreased with the distance of the synapse from the soma; this could be accounted for by the reduced amplitude of the EPSPs at the site of the spike initiation caused by progressively stronger dendritic cable filtering.
We next asked how a spatially non-uniform parameter change simulating cholinergic neuromodulation could change the influence of a synaptic input on the phase of neuronal spiking. The ion channel proteins carrying I M (KCNQ) are known to be distributed relatively uniformly over the dendritic surface in related types of neurons (hippocampal CA1 neurons in culture, (Shah et al. 2002) . The muscarinic acetylcholine receptors mediating the decrease in I M conductance are also found on the dendritic surface, and the G-protein mediated signal transduction between muscarinic receptors. On the other hand, KCNQ is highly local (spread of the signal ∼1 μm). Because the cholinergic projections arising from the nucleus basalis or from subtypes of cholinergic interneurons could activate muscarinic receptors in a spatially limited dendritic region, and subcellular signaling cascades mediating between them are local, cholinergic effects are likely to be localized. Similar reasoning holds for the modulation of the ion channels responsible for the leak current (GIRK). We therefore simulated spatially heterogeneous cholinergic modulation of dendritic conductances (Fig. 5(c) ). We first simulated a low concentration cholinergic modulation in a single dendritic tree (18% of the neuron's surface area) with no cholinergic effects in the rest of the neuron. Under these conditions, the PRC for a synapse located within and outside of the region experiencing changes was intermediate between the PRCs determined for homogeneous parameter changes. The PRC were biphasic, with the crossover point shifted to earlier phases as compared to a neuron under homogeneous control conditions. This was expected, as the dendritic tree with cholinergic parameters contained a significant fraction of the neuron's membrane surface. Surprisingly, the PRCs determined for the synapse outside the region with the cholinergically modified parameters were quite similar, although the PRC of the synapse inside the dendritic region modulated by acetylcholine had a slightly higher positive peak.
Next, we modified the parameters in the same dendritic tree to simulate a high, and in the remaining neuron a low concentration of cholinergic modulation. Again, we determined the PRCs of a synapse within and outside of this dendritic tree. As before, the PRCs were intermediate between the PRCs obtained with each parameter regime homogenously implemented over the complete dendritic tree. The negative part of the PRCs was strongly reduced. As in the previous case, the PRCs were very similar for the synapses inside and outside of the dendritic tree with different parameter modifications. The positive peak of the former PRC was slightly higher in amplitude and shifted to later phases.
The chief conclusion is that the modulation of PRC is global to a neuron. Changes of membrane properties in small dendritic regions were insufficient to switch the type of PRC of a synapse, whereas changes in large regions cause enough difference in the total currents to affect synapses outside of the region of change.
Discussion
Acetylcholine is a powerful neuromodulator that alters behavior and affects the nervous systems at both the circuit and cellular levels. In particular, some of the more prominent effects of acetylcholine at the cellar level are to reduce the spike frequency adaptation by blocking currents responsible for it, as well as to increase the resting potential of the cell, in part by a partial block of leak currents. Such modulation of cell excitability has been hypothesized to lead to changes in the structure of collective network activity in the cortex (Ermentrout et al. 2001; Crook et al. 1998b ). In particular, theoretical studies have suggested that blocking adaptation can change synchronization of neurons in various frequency bands (e.g. gamma and beta; Ermentrout et al. 2001) . This is supported by EEG studies in attentive vs. non-attending conditions (Fan et al. 2006) , and in vitro acetylcholine modulation produces coherent oscillations in local cortical circuits Fisahn et al. 1998) . In this report we focused on examining the outcome of cholinergic modulation of the various potassium and leak currents on the spike generating dynamics in model cortical pyramidal neurons by using the PRC as an assay.
We found that in a number of models the simulation of the effects of cholinergic neuromodulation on cortical pyramidal neurons led to a shift from a biphasic (type II) to a purely positive (type I) PRC. The dynamics were already present in the simplest model (theta neuron). No qualitatively new features with respect to the phenomenon of spike time resetting occur in the more sophisticated models that included all the elements necessary for spike initiation and after-hyperpolarization.
In the more complex models, cholinergic modulation revealed an unexpected interplay between the I KAHP and I KM . Although previous studies have suggested that both currents might have similar effects on the PRC shape, producing a rightward skew in the peak (Ermentrout et al. 2001) , we found that partial block of I KAHP with I KM fully active uncovered the negative portion of the PRC. In the low acetylcholine condition we found that PRC looked even more type II then in control; the negative lobe of the PRC increased significantly in the high acetylcholine condition, with both potassium currents the PRC switched to type I. This occurred because I KAHP flattens out the PRC in the initial portion of the firing cycle by reducing the cells excitability in a voltage independent manner, since its activation is largely uncoupled form the voltage at the relatively hyperpolarized and partially depolarized potentials. The decrease in the excitability and cell responses to the input could occur because of the additional conductance load on the membrane by the activated I KAHP , as noted by Ermentrout et al. (2001) . Thus, I KAHP reduced the amplitude of the PRC in the initial portion of the inter-spike interval, including the negative lobe of the potentially type II PRC. Once this voltage-independent "break" on the excitability is removed, by partial block of I KAHP , the negative lobe (due to I KM recruitment by the input induced voltage transients) was uncovered. These results suggest that acetylcholine should have a biphasic effect on the spike generating dynamics in pyramidal neurons, perhaps similar to the inverted U-curve suggested previously for actions of dopamine (Seamans and Yang 2004) .
PRCs of spatially extended neuronal models have been determined previously (Keck et al. 2003; Goldberg et al. 2007 ). Here we used complex compartmental models to study what would be the effect of confining the cholinergic modulation to a particular portion of the dendritic tree. We found effect of spatially confined cholinergic changes in membrane properties were not restricted to the part of the dendritic tree subject to the changes. In fact the PRC changed from type I to type II for the full dendritic tree, even when only one of the dendrites received the simulated cholinergic modulations. This is in contrast to other electrophysiological features, such as the normalization of EPSP shapes by I h , which have been shown to be highly localized (Magee 1999) .
Using the complex compartmental model we also addressed the question of how synaptic location at different dendritic site may influence the type II to type I change in the PRC. Recently, Goldberg et al. (2007) showed that active dendritic conductances can potentially shift the shape of the PRC measured at the soma, when the perturbation is delivered distally in the synapse. Their modeling studies predicted a shift from type I to type II (as the stimulation moved from the soma to the dendrite) that was confirmed by in vitro experiments. Our goal was to examine the shift from type II to type I induced by cholinergic modulation following dendritic stimulation. We found that the cholinergic modulation of the PRC type was independent of the synapse location.
Although the qualitative switch from biphasic (type II) to monophasic (type I) PRCs was seen in all models, the shape and development of the shape as a function of parameter change differed in the models used. In particular, the extrema and the zero-crossing shifted to later phases only in the theta and simple single-compartment model, not in the complex single-compartment model (the parameter dependence was not investigated in the complex multicompartment model). The integral of the PRCs under control conditions (type II) was strongly positive in the theta and simple single-compartment model. In contrast, in the complex single-compartment model and in the complex multi-compartment model, the regions under the negative and the positive parts of the PRC were quantitatively more balanced. The added features of the more complex models could also influence other phenomena, such as the integration of multiple synaptic inputs. Other extensions, such as the introduction of a stochastic component, might lead to the emergence of qualitatively new phenomena. These questions remain as topics for future investigation.
We conclude that the type and shape of the PRCs is qualitatively insensitive to changes in a number of parameters but highly sensitive to changes in the amount of two adapting currents, I M and I AHP . This allows a key feature of spiking, the PRC, to be manipulated without influencing other aspects of it's functioning, such as the integration of synaptic potentials. This supports our hypothesis that I M and I AHP cholinergic modulation is necessary and sufficient to change the PRC shape and hence the spike-generating dynamics of cortical pyramidal neurons.
An important question is what these results mean for the synchronization of neurons in the cortex in vivo. This has to be addressed in the context of the complete cortical network, which in addition to the pyramids, contains a number of types of interneurons. Different types of synchronous oscillations (delta, theta, gamma) result from different dynamics involving different currents and cell types (Tiesinga et al. 2001 ). The gamma oscillations, which are evoked by elevated acetylcholine (Rodriguez et al. 2004 ) are driven by synchronized interneural networks ). These interneurons then entrain the pyramids. Without interneural help, a network of reciprocally excitatory connected layer II pyramidal neurons would not synchronize when the acetylcholine concentration is high. This is predicted by theoretical results which show that neurons with a type I PRC (like layer II pyramids under the influence of acetylcholine) coupled with excitatory synapses don't synchronize (Ermentrout et al. 2001) .
The picture which thus emerges is that networks of cortical layer II pyramidal neurons synchronize well when subjected to no acetylcholine and even better when exposed to low concentrations of this neuromodulator. This type of synchronization breaks down when the cholinergic neuromodulation becomes strong. Under such conditions, the pyramidal neurons are entrained into a gamma-rhythm by inhibitory interneurons. They then show no intrinsic tendency to form synchronously oscillating assemblies.
This picture is consistent with the patchy and local nature of gamma oscillations, into which pyramidal neurons are forced by local interneural circuits, and the more global nature of low-frequency oscillations (delta, theta), which result from the properties of the pyramidal neurons and their networks themselves (Tiesinga et al. 2001) .
