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Abstract
Connectomics – the study of neural connectivity – is primarily concerned with the
mapping and characterisation of wired synaptic links; however, it is well established
that long-distance chemical signalling via extrasynaptic volume transmission is also
critical to brain function. As these interactions are not visible in the physical structure
of the nervous system, current approaches to connectomics are unable to capture them.
This work addresses the problem of missing extrasynaptic interactions by demon-
strating for the first time that whole-animal volume transmission networks can be
mapped from gene expression and ligand-receptor interaction data, and analysed as
part of the connectome. Complete networks are presented for the monoamine systems
of Caenorhabditis elegans, along with a representative sample of selected neuropeptide
systems.
A network analysis of the synaptic (wired) and extrasynaptic (wireless) connectomes
is presented which reveals complex topological properties, including extrasynaptic rich-
club organisation with interconnected hubs distinct from those in the synaptic and
gap junction networks, and highly significant multilink motifs pinpointing locations
in the network where aminergic and neuropeptide signalling is likely to modulate
synaptic activity. Thus, the neuronal connectome can be modelled as a multiplex
network with synaptic, gap junction, and neuromodulatory layers representing inter-
neuronal interactions with different dynamics and polarity. This represents a prototype
for understanding how extrasynaptic signalling can be integrated into connectomics
research, and provides a novel dataset for the development of multilayer network
algorithms.
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Chapter 1
Introduction
1.1 Connectomics
O ne of the most defining characteristics of the brain is its complex patterning ofcellular connectivity. This observation was first made towards the end of the 19th
century through the work of Cajal (1888), and lead directly to the formation of the
neuron doctrine that forms the foundation of modern neuroscience: the concept that the
brain is a collection of distinct cells that interact through synapses. Developments in
neuroscience and microscopy since Cajal’s initial observation have lead to the creation
of the modern field of connectomics, which aims to map the complete set of these
connections within a brain (Sporns, 2015; Sporns et al., 2005).
Fig. 1.1 Cajal’s drawing of cells in the visual cortex (Cajal, 1899).
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While synapses – and the neural projections that form them – are a prominent
structural and functional feature of the brain, it is well established that they are not
the only route of communication between neurons. As connectomics continues in its
venture to map synaptic connectivity, a growing body of research exists suggesting that
additional, non-synaptic, interactions will also need to be accounted for to understand
the operation of neural circuits; specifically, long-distance communication through the
release and diffusion of neuromodulatory molecules. The subject of this thesis is
an attempt to extend the definition of connectomics to include these non-synaptic
interactions, by demonstrating that neuromodulatory networks can be mapped at the
level of an entire nervous system, and analysed alongside synaptic networks using
existing connectomic tools, to yield biologically relevant insights.
The following sections lay the foundation for the presentation of this work in
Chapters 4 & 5, by providing an overview of the current state of connectomics,
and introducing the nematode worm Caenorhabditis elegans in which the work was
conducted.
1.1.1 The role of connections
All interactions in the nervous system are ultimately grounded in the context of the
wider environment. In an energetic and dynamic environment, such as the Earth, life
must constantly adapt. This applies not only on evolutionary timescales – where species
evolve to maximise their fitness in an environment – but also on a moment-by-moment
basis. Organisms must constantly respond to their changing environments to maintain
the internal configurations and processes necessary for the continuation of life. This is
epitomised by homeostasis (Ashby, 1952; Cannon, 1929).
For unicellular organisms, their immediate environment is the only environment
that must be considered. This is not the case, however, for multicellular organisms.
As a multicellular organism grows, the number of cells in the internal space begin to
outnumber those on the surface, and thus have no way of immediately sensing the larger
environment in which they are embedded. Large multicellular organisms therefore
require not only a dedicated interface to sense and communicate environmental states
to the whole organism, but also mechanisms to coordinate responses for the mutual
benefit of all its cells.
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In simple and complex animals alike, it is clear that the nervous system is one such
adaptive coordinating system: it enables and controls a host of essential processes, from
locomotion and feeding, to reproduction, growth, immune responses, and the detection
and avoidance of noxious entities. It does so in a way that is both highly robust to
failure, and extremely adaptable; capable of responding to novel circumstances, and
developing responses on a much faster timescale than the evolutionary process.
The web of cellular connectivity that sits between a nervous system’s sensory
cells and its effectors clearly play a role in structuring how stimuli are processed and
converted into behaviours suited to the environment. The question arises: can we
understand and reverse engineer these adaptive processes from the connectivity patterns
we observe between cells; and if so, can these patterns also explain the higher-level
behaviours and mental states that define our experience as rational, conscious agents?
While the second-part of the question is a long way from being answered – some have
argued it to be unanswerable (Chalmers, 1995; Schrödinger, 1958) – experiments in
simple systems demonstrated early on the power of studying neural connectivity.
Combining Cajal’s theories with previous observations that the brain has an electro-
chemical basis, starting with the work of Galvani a hundred years before (Galvani, 1791),
the neuron doctrine allowed early electrophysiologists to begin describing behaviours
in terms of interactions between individual cells, providing a gateway to tractable,
reductionist, explanations of the nervous system and the generation of behaviours,
with the earliest work resolving the nature of reflexes (e.g. Sherrington, 1906a; 1906b).
The power of this model of the nervous system has resulted not only in descriptions of
simple behaviours, but also general principles of information processing. Theories of
synaptic learning and cell assemblies, where connections are strengthened in response
to repeated activation to form functional circuits (Hebb, 1949), have proved capable
of describing a great deal of behaviour; while work by McCulloch and Pitts (1943)
demonstrated that synaptically connected neurons can perform complex logical opera-
tions. Together these theories have provided a foundation for non-symbolic approaches
to general computation, where objects and functions are not explicitly modelled, but
instead emerge from the dynamic interactions between nodes in a network (Rumelhart
and McClelland, 1986). This alternative computational paradigm, known as connec-
tionism, has provided insights into the nature of many natural emergent systems and
yielded engineering applications outside the realm of neuroscience (Hassabis et al.,
2017; Schmidhuber, 2015; Soman et al., 2016).
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Microscale 
10-4 m – 10-9 m 
 
Mesoscale 
10-2 m – 10-7 m 
Macroscale 
10-1 m – 10-3 m 
Fig. 1.2 Scales of connectomic maps. From left to right: DTI image of white matter
tracts in the human brain, from the NIH Human Connectome Project (Harvard/MGH-
UCLA, 2015); map of GFP labeled axon projections in the mouse brain, from The
Allen Brain Institute (Oh et al., 2014); EM reconstruction of neurons in the olfactory
bulb of a zebrafish larva (Friedrich et al., 2013). Scale ranges taken from Ohno et al.
(2015).
1.1.2 The state of connectomics
Developments in neuroscience in the intervening century since Cajal and Sherrington
have, in recent years, enabled the first serious attempts to describe the complete neural
connectivity of an organism, and link connections directly to behaviours. This is
only now possible due to the concrescence of several disparate technologies. On one
side, advances in microscopy, computer imaging, and molecular biology have provided
approaches to high-throughput structural and functional imaging of entire nervous
systems and their constituent molecules (e.g. MRI, electron / confocal / two-photon
microscopy, Ca2+ imaging, molecular labelling, etc.); on the other, an explosion of
activity in complex network research since the mid-1990’s has resulted in the theoretical
and computational tools necessary for analysing and interpreting the properties of large
networks. Together, these technologies provide an approach to overcoming research
limits imposed by the size of the brain, permitting the study of neural systems in all of
their richness and complexity.
Current work in connectomics can largely be divided into three categories, based
on the physical scale and the level of description they provide (Figure 1.2). At the
highest level, macroscale connectomics seeks to describe the large scale structure of
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the brain by mapping white matter tracts and functional interactions between brain
regions, using techniques such as MRI and diffusion tensor imaging (DTI). At the
smallest scale, microscale connectomics charts the morphologies and connections of
individual synapses using electron microscopy (EM). In between these two is mesoscale
connectomics which records the projections of neurons, but not their synaptic details.
Large scale projects exist in all of these areas, and across several species, including
mice (Oh et al., 2014), humans (Harvard/MGH-UCLA, 2015), Drosophila (Shih et al.,
2015), and zebrafish (Friedrich et al., 2013; Hildebrand et al., 2017); however, to
date the only organism for which a complete microscale synaptic connectome exists
is the nematode worm Caenorhabditis elegans; see Figure 1.3 (White et al., 1986).
This achievement was largely possible thanks to the worm’s small size, with only 302
neurons, and laid the foundation for understanding many organisational and functional
properties of its nervous system (Sengupta and Samuel, 2009; Stam and Reijneveld,
2007).
Despite the ongoing success of connectomics in revealing the structural basis of the
brain and behaviour, a number of reviews have recently been published highlighting
problems and limits with the current approach (Bargmann, 2012; Bargmann and Marder,
2013; Brezina, 2010; Kopell et al., 2014; Marder et al., 2014; Morgan and Lichtman, 2013;
Sporns, 2013a). Chief amongst these is the observation that extrasynaptic molecular
interactions can radically alter the properties of the synaptic network. Although
Fig. 1.3 3D model of the wired synaptic connectome of C. elegans. Generated using
neuroConstruct (Gleeson et al., 2007), with data from the VirtualWorm and OpenWorm
projects (Szigeti et al., 2014).
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synaptic connections are the most salient feature of the brain, they are far from the
only method of communication between cells (Agnati et al., 2010; Jefferys, 1995).
1.1.3 Non-synaptic interactions
Several methods of neuronal communication exist (Figure 1.4). Besides from chemical
synapses, that form the basis of the wired transmission (WT) system, there are also
a number of other known interactions in the nervous system. These interactions are
diverse, with spatiotemporal properties that span orders of magnitude.
An additional route of wired transmission, besides synapses, is through the coupling
of two or more neurons via gap junctions. Through connecting the cell membranes,
gap junctions allow for fast, bidirectional, ionic communication on the order of 100
microseconds, and have also been shown to simultaneously allow the transfer of second
messengers and metabolites between cells (Hernandez et al., 2007; Sohl et al., 2005).
This form of undirected coupling allows groups of cells to form single functional units
with unique computational properties not seen in single neurons (Rabinowitch et al.,
2013).
Alongside synapses and gap junctions there exist additional, non-wired, methods
of interaction. One of these is ephaptic coupling (Anastassiou et al., 2011), whereby
neurons can alter the electrical states of surrounding cells, either through field effects
to induce currents or by altering the ionic concentrations of the extracellular space.
This is thought to play a role in synchronisation behaviour between groups of neurons
(Anastassiou et al., 2011; Jefferys, 1995; Weiss, 2010).
Perhaps one of the most diverse and ancient methods of cellular communication,
predating the nervous system itself, is the mechanism of volume transmission (VT).
Neurons can release small-molecules, peptides, and gasses that diffuse through the
extracellular space to interact with cells over long distances (Agnati et al., 2010). While
VT has long been recognised as a function of neurons, it has traditionally been viewed
primarily in the context of the autonomic nervous system (ANS), and not as a general
principle of neural communication; however, molecular mapping studies of the central
nervous system (CNS) have revealed that the density of nerve terminals for particular
neurotransmitters often do not align with the location of matching receptors (Taber
and Hurley, 2014), providing evidence that some neurotransmitters in the CNS must
diffuse over long-distances to reach their targets. For example, this method of com-
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Synaptic transmission 
(wired, chemical) 
Gap junction transmission 
(wired, electrical) 
Ephaptic transmission 
(wireless, short-range, electrical) 
Volume transmission 
(wireless, long-range, chemical) 
Fig. 1.4 Modes of transmission between neurons.
munication can be seen in the dopamine system (Rice and Cragg, 2008; Rice et al., 2011).
With new molecules constantly being discovered with the ability to both act over
long distances and alter the function of neural circuits (e.g. Figure 1.5), it is clear the
synaptic network alone will not be sufficient to reverse engineer behaviours (Bargmann
and Marder, 2013). Indeed, the connectome of C. elegans was first published in 1986,
yet the function of many neurons and circuits remain unknown. This is not surprising
given the complexity of extrasynaptic signalling; for example, the C. elegans genome
has so far been identified to encode over 250 distinct neuropeptides from 122 precursor
genes, many of which have not been characterised or matched to a receptor (Hobert,
2013; Li and Kim, 2008). To add additional complexity, it is becoming clear that
volume transmission can also exist through the release of extracellular vesicles (EV)
that can carry a number of payloads over long distances (Agnati and Fuxe, 2014;
Budnik et al., 2016; Wang and Barr, 2016).
Although the task of mapping these systems is a difficult one, it is not impossible.
Expression profiling and molecular labelling can identify the locations of these molecules
in the nervous system, while deorphanization studies can link molecules to receptors
and reveal the interaction properties. As will be seen in later chapters, this information
can be used to generate maps of extrasynaptic volume transmission networks, and
analysed with the same approaches used for traditional wired connectomes.
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Fig. 1.5 Partial timeline of the discovery of the main neurotransmitter and neuromodu-
lator systems; data after 2000 is underrepresented. Figure adapted from Sandberg and
Bostrom (2008).
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1.2 Thesis overview
1.2.1 Project background
This chapter has introduced connectomics as the study of synaptic connectivity and
briefly discussed how neurons can interact not only through wired synapses, but also
through wireless methods, such as extrasynaptic volume transmission (VT), with
the ability to modulate neuronal signalling in multiple ways. As one of the goals of
neuroscience is to understand the operations of the nervous system from the patterns
of interactions between its constituent neurons, it will be necessary to obtain maps of
both synaptic and extrasynaptic interaction networks.
Although synaptic connectomics has developed to a state where the whole-brain
reconstruction of small nervous systems is now tractable, the problem of systematically
mapping chemical VT networks has not previously been addressed. With many VT
networks remaining either uncharacterised or unchartered, the details of how these
systems interact with, modulate, and contribute to information processing in the wired
synaptic networks are poorly understood, as is their involvement in neuropathologies.
This thesis attempts to make progress towards a solution by demonstrating that VT
networks can be mapped and analysed as part of the connectome.
C. elegans has many properties that make it a useful model organism for the study
of VT networks. As well as having a small mapped connectome (White et al., 1986)
with a stereotyped cell lineage (Sulston et al., 1983), C. elegans is highly amenable to
genetic manipulation (Dickinson and Goldstein, 2016; Fay, 2013; Praitis and Maduro,
2011), as well as in vivo imaging as a result of its transparent cuticle (Kerr, 2006;
Shaham, 2006). With the existence of tools that allow the determination of gene
expression patterns at single-cell resolution (Boulin et al., 2006), public repositories
of such expression patterns (Bhatla, 2014; Howe et al., 2016), and information on
many ligand-receptor interactions, and synthesis and processing pathways for the
two main classes of VT molecules – namely, monoamines (e.g. serotonin, dopamine,
etc.; Chase and Koelle, 2007) and neuropeptides (e.g. NPY, vasopressin-, oxytocin-,
and endorphin-like systems, etc.; Li and Kim, 2008) – it is possible to determine the
locations of ligands and receptors used in volume transmission in the nervous system
of C. elegans, and thus make predictions about which neurons are likely to interact
extrasynaptically via VT.
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1.2.2 Research objectives
This thesis addresses the problem of mapping aminergic and peptidergic VT networks
in C. elegans by demonstrating that gene expression and ligand-binding data can be
combined to chart putative extrasynaptic signalling between neurons; specifically, using
the expression patterns of biosynthetic enzymes, peptides, and transporters to identify
the broadcasting nodes of the networks; receptor expression patterns to identify the
receiving nodes; and ligand-binding data to predict interaction networks between the
broadcasting and receiving nodes.
The goals of this thesis are to provide:
1. a proof-of-concept that VT networks can be mapped from gene expression data,
2. a map of the extrasynaptic monoamine networks of C. elegans,
3. a partial map of the extrasynaptic neuropeptide networks of C. elegans1,
4. a graph theoretic analysis of the extrasynaptic monoamine and neuropeptide
networks to determine their structural properties and demonstrate that the
concept of connectomics can be extended to include VT networks.
1.3 Thesis structure & scientific contributions
This thesis is organised into four parts:
Part I, containing Chapters 1 & 2, provides an introduction to connectomics.
Chapter 2 first gives a broad conceptual overview of the tools from network theory
that are used in the analysis of brain networks (covered in § 2.1 – 2.2.5), followed by
an in-depth discussion of their usage and the presentation of their formal mathematical
definitions (§ 2.3 – 2.5.3). These tools are used throughout the thesis to analyse the
neural connectivity of C. elegans.
Part II (page 83) presents a comparative network analysis of two versions of the
synaptic connectome of C. elegans: (1) the canonical network derived from manual
neuron tracing, and (2) an updated network generated with the aid of computerised
1Due to the complexity of the neuropeptide networks, with over 250 neuropeptides versus the four
monoamines, insufficient data currently exist to map all of the neuropeptide systems in their entirety
(see Chapter 5).
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tools. As the properties of the extrasynaptic VT networks are compared against the
synaptic network, this chapter explores whether there are any differences between the
two versions of the synaptic connectome, and if previously published results in the
literature are still valid for the new network. The analysis identifies a large increase in
the number of synapses in the updated network, but only minor changes in the global
architecture and structural properties. Explanations are proposed for the observed
differences, and suggestions are made on ways in which the accuracy of connectomic
maps could be improved. Due to inconsistencies in the connectivity of the updated
connectome, the original is used as the main reference network in all subsequent
chapters.
Part III (page 109) covers the mapping and analysis of the extrasynaptic networks
of C. elegans. Chapter 4 focuses on the monoamine networks, while Chapter 5 analyses
the neuropeptide networks. These chapters demonstrate that gene expression data
can be used to reconstruct VT signalling networks, presenting the first whole-animal
map of neuronal monoamine signalling. The network analyses find that both VT
networks (i.e. monoamine & neuropeptide) predominantly exhibit star-like structures
that broadcast signals throughout the worm, while also containing complex features
indicative of internal information processing, such as central rich-clubs of intercon-
nected neurons that are likely to coordinate activity between the various VT systems,
and overrepresented connectivity motifs identifying locations where the synaptic and
extrasynaptic networks are likely to interact.
Part IV (page 171) contains a reflection on the main findings of this thesis, their
potential implications, and areas for future work.

Chapter 2
Complex network theory in
connectomics
2.1 Introduction
C omplex network theory seeks to describe and understand the properties of largereal-world networks through the use of mathematical models (Liu and Tse, 2015;
Newman, 2003b). The main construct in network theory is the graph: a collection of
nodes (also referred to as vertices) that are connected by edges (known as links or arcs)
(Figure 2.1). The mathematical foundations of network science therefore lie in the
classical discipline of graph theory, originating with the pioneering work of Euler (1736).
Graphs are a natural model for real-world networks due to the ease with which
various entities and their relationships can be mapped to nodes and edges. This
is especially true for the nervous system, which by its very structure is inherently
graph-like, with neurons (nodes) and synapses (edges). Later chapters will demonstrate
how extrasynaptic molecular interactions can also be included as edges.
Node
Edge
Fig. 2.1 A small graph composed of eight nodes and ten edges. Figure modified from
Newman (2003b).
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2.1.1 Network theory and the brain
The power of applying graph theory to the study of brain networks can been seen
in two areas. Firstly, the ability to transform vast webs of interactions into clearly
delineated models provides a handle on otherwise overwhelming complexity, aiding
interpretation and allowing for comparisons with other networks. Secondly, modelling
the brain as a mathematical structure makes it amenable to numerical and logical
measurements and manipulations that are difficult or impossible to perform in vivo;
for example, examining the consequences of rewiring specific circuits.
The same methods can be applied equally well across various scales and data types.
On the topic of scale, defining nodes as anatomical regions allows network theory to be
applied to macroscale connectomes, to study the structural or functional relationships
between brain areas. The same methods can also be applied to microscale circuits,
describing single neurons and their synapses. On data types, network theory allows
the consideration (and consolidation) of measurements from various sources (Bassett
and Sporns, 2017). For example, edges can reflect physical anatomical connections
between neurons (as explored in Chapter 3), functional correlations (as from fMRI /
BOLD, MEG, EEG, etc.; see Bullmore and Sporns, 2009), effective causal interactions
through various routes (Friston, 1994) (as shown with extrasynaptic interactions in
Chapters 4 & 5), or other abstract relationships, such as morphological similarity
(Kong et al., 2015) or shared gene expression profiles (Lein et al., 2007).
Through the application of the graph formalism to both tangible and intangible
systems across numerous spatiotemporal domains – from molecular interactions (Ideker
and Sharan, 2008; Tieri et al., 2005) up to global communication networks (Albert
et al., 1999; Pastor-Satorras et al., 2001) – network science has revealed that real-world
networks of many types share common features (Strogatz, 2001); thus, networks appear
to be an essential property of nature, having their own characteristics distinct from
both those of their individual constituent elements, and the emergent behaviours of
the systems they create. Networks mediate the qualitative transformation between the
two scales, and provide insights into the nature of both. This makes network theory
especially relevant to the field of neuroscience, which seeks to understand how the
properties of relatively simple neurons and molecules can combine to generate complex
emergent behaviours (Brown, 2013).
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2.2 Network concepts
This section gives an overview of the main concepts and tools from network theory –
as applied to the nervous system – that are used in subsequent chapters to analyse the
synaptic and extrasynaptic connectomes of C. elegans. A more detailed introduction
including formal definitions is provided in § 2.3.
2.2.1 Connectivity
In both network theory and connectomic analysis, the first step is to obtain a graphical
model of the system of interest (i.e., a graph; as depicted in Figures 2.1 & 2.2c). In
the context of connectomics, this is the set of structural or functional relationships
that have been measured between neurons. Such measurements can be made using any
one of a number of possible methods, some of which were introduced in the previous
chapter and will be explored further later in this thesis.
Once an interaction graph has been constructed, we can use mathematical mea-
sures to interrogate the network model and extract pertinent information about the
interactions. More specifically, we are often looking to obtain information regarding:
(1) the patterns of connectivity that exist within the system of interest (the structure),
and (2) the properties associated with the particular arrangements of connections we
(a) Nervous system (b) Relationships (c) Graph (d) Adj. matrix 
Fig. 2.2 Illustration of the stages of connectomic mapping: (a) measurements are made
of a nervous system, and (b) the structural or functional relationships between defined
regions are recorded, such as synaptic connections. (c) These relationships can be
modelled as a graph, with regions mapping to nodes, and the corresponding measured
relationships mapping to edges. (d) The graph can be represented numerically in the
form of an adjacency matrix and used calculate the network’s topological properties.
Images adapted from: Hagmann et al. (2008); Heuvel and Sporns (2011); Wang et al.
(2016).
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Fig. 2.3 Degree of connectivity. Diagram depicting a high-degree node (left, degree
k = 8), and a low-degree node (right, degree k = 2).
observe (the function). The ability to capture and analyse these aspects of a network
confers both descriptive and predictive capabilities, and the potential to obtain a
deeper understanding of a network’s underlying governing principles. At the most
basic level, for both points 1 & 2, we are interested in aspects of connectivity; as
such, one of the most fundamental measures in network theory is a node’s degree,
which expresses the number of other nodes a given node is connected to (see Figure 2.3).
From an information-processing perspective, a neuron’s degree can be thought
of as a proxy for its importance in a network: high-degree neurons represent broad-
casting hubs that can influence many other neurons (if the connections are primarily
outbound), receive and integrate information from many sources (if the connections
are inbound), or some combination of the two such as might be required to integrate
multiple sensory signals and coordinate an appropriate response. Indeed, this is the
case for the high-degree nodes in C. elegans, which are almost exclusively premotor
interneurons (Morita et al., 2001; Towlson et al., 2013).
Although the degree only directly measures the connectivity of a single node,
the degree distribution of all the nodes in a network can provide insights into the
large-scale structural organisation of the network. The degree distribution can reveal,
amongst other things: the probability and randomness of connections, the quantity
of high-degree hubs, whether a network has spare or dense connectivity, and further
provide information on the robustness, growth, and dynamical properties of a network
(Newman, 2010; Wang et al., 2006).
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Fig. 2.4 Example degree distributions: (a) structure of a random network generated
using the ER model; (b) the degree distribution for a random ER network, following
a binomial distribution; (c) example structure of a scale-free network, characterised
by many low-degree nodes connected to a small number of high-degree hubs, shown
in white; and (d) power-law degree distribution for a scale-free network, following
P (k) ∝ k−α, where α is the power-law exponent (plotted on a log-log scale). Adapted
from Barabási and Oltvai (2004).
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An illustration of how the degree distribution and structure of a network are related
can be seen in Figure 2.4, where two commonly studied distributions are shown. The
first, in Figure 2.4a, is a random network where the edges connecting nodes are as-
signed at random from a uniform distribution, known as the Erdös-Rényi or ER model.
Although the placement of edges is entirely random, for sparse networks the process
results in a highly-stereotyped binomial degree distribution where the nodal degrees
are tightly distributed around the mean (Erdös and Rényi, 1959). The regularity that
emerges from this connectivity results in predictable large-scale properties.
The second network (in Figure 2.4b) is a scale-free network, so called because it
has no meaningful average degree, emerges from a power-law degree distribution of
the form P (k) ∝ k−α, where α is the power-law exponent typically in the interval
2 < α < 3 (Barabási and Albert, 1999; Clauset et al., 2009). Scale-free networks are
often observed in real-world systems, and are characterised by many low-degree nodes
connected by high-degree hubs. One inherent characteristic of scale-free networks
is their high resilience to physical insults, as the loss of nodes or edges at random
results in gradual, rather than catastrophic, degradation (Achard et al., 2006; Albert
et al., 2000). Although these are just two examples, they illustrate how the degree
distribution can reflect the global structural and functional characteristics of a network.
Along with the degree distribution, a second large-scale network property that can
be determined from the degree metric is the degree-degree correlation, also known as
the assortativity coefficient. The degree-degree correlation measures the correlation
between the degrees of nodes on either side of an edge and describes whether a network
has uniform (assortative or homophilic) or star-like (disassortative or heterophilic)
connectivity; that is to say, whether nodes preferentially attach to nodes with a similar
degree or not (Hao and Li, 2011; Newman, 2002, 2003a; Pastor-Satorras et al., 2001).
The effect of degree-degree correlation on the large-scale structure of a network can be
observed in Figure 2.5, which shows an example of a disassortative network where the
low-degree nodes connect only to high-degree nodes (Figure 2.5, left); and an assortative
network, with low-degree nodes connecting primarily to other low-degree nodes, and
high-degree nodes mutually interconnecting to form a central cluster (Figure 2.5, right).
As with the degree distribution, the degree-degree correlation can also affect the
functional characteristics of a network. For example, assortative networks have been
shown to be highly robust to failure from circuit degradation (Newman, 2002; Rubinov
2.2 Network concepts 21
Fig. 2.5 Assortativity. Example networks showing the effects of assortativity on network
structure. Adapted from Hao and Li (2011).
and Sporns, 2010; Teller et al., 2014), while disassortativity facilitates communication
and coordination between nodes in a network (Perc et al., 2013; Sorrentino et al., 2006;
Wang et al., 2008).
So far, we have looked at ways in which the connectivity of individual nodes can
be measured (degree), how such connections are distributed throughout the nodes in a
network (the degree distribution), and how the connectivity of a node relates to the
connectivity of its immediate neighbours (the degree-degree correlation or assortativity
coefficient). All of these measures can provide insights into the functional properties of
the network. Refocusing on the application of network theory to connectomic analysis,
the following section will introduce additional measures that allow for the determination
of higher-order structures, in turn providing more fine-grained descriptions of network
organisation that can be used to study the nervous system.
2.2.2 Higher-order structural organisation
To generate useful behaviours, the nervous system must structure the flow of information
through its networks. Although basic nodal-connections provide the primary structure,
these connections must be arranged into higher-order patterns capable of processing
information. In the brain, this is achieved through the combination of two general
approaches: functional segregation & functional integration (Sporns, 2013b; Tononi
et al., 1994), visualised in Figure 2.6. As we will see, tools from network theory allow
us to study these properties in detail.
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2.2.2.1 Functional segregation
Functional segregation provides the brain with the ability to develop specialised pro-
cessing units (Rubinov and Sporns, 2010); this is characterised by the presence of
modules. Functional segregation is prominent across various scales in the brain, from
microstructural cortical columns, to the separation and specialisation of entire brain
regions. In C. elegans, this is most apparent in the pharyngeal nervous system, which
is almost entirely disconnected from the main somatic network with the exception of
a small number of gap junctions, and is dedicated to controlling feeding behaviour
(Albertson and Thomson, 1976).
Several measures of functional segregation exist. These include clustering (Watts
and Strogatz, 1998), which describes the cohesiveness of a group of nodes by measuring
the fraction of neighbours shared between nodes (forming triangles); and modularity
(Newman and Girvan, 2004), which describes the extent to which a network can be di-
vided into modules (defined as groups of nodes that have high within-group connectivity
and low between-group connectivity); see Figure 2.6. These two patterns of connectivity
are often related: as groups of nodes become selectively more interconnected to one
another (giving rise to modules), they also form more common neighbours, and hence
functional segregation functional integration 
modules 
hubs 
rich-club 
Fig. 2.6 Schematic diagram showing: functional segregation and the existence of network
modules composed from clustered nodes, forming triangles (left); and functional
integration from the connection of modules through hub nodes, forming a central
rich-club (right). Figure modified from Sporns (2013b).
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more clustered triangles. These properties allow a group of nodes to exert a greater
degree of local influence over one another, effectively reducing their coupling to the rest
of the network and allowing functional specialisation to emerge (Sporns and Betzel,
2016).
2.2.2.2 Functional integration
While functional segregation is clearly an important organisational feature, the purpose
of the nervous system is to coordinate behaviour. The nervous system, for the most
part, acts as a coherent entity, integrating various modalities to generate a single
behavioural trajectory. An important feature of the nervous system is therefore the
ability to perform functional integration. At the network level, measures of functional
integration estimate the global interconnectedness and the ease with which regions
can interact. At the most basic level, this is measured by the number of nodes that
are connected into a single connected component. If a group of nodes are completely
disconnected from the main network, there is no way for them to be integrated into the
larger behaviour of the system. Within a connected component, two useful measures
of integration are the characteristic path length and reciprocity.
The characteristic path length gives the average shortest distance between all of
the nodes in the network (Watts and Strogatz, 1998), and is related to integration
due to the fact that if nodes are highly integrated (i.e. highly connected), then the
average path length between those nodes will be low. This measure is also related to
a network’s global efficiency (Latora and Marchiori, 2001): As the distance between
nodes decreases, so too does the energetic cost of interacting.
Reciprocity measures the fraction of reciprocal connections between nodes. These
connections provide bidirectional couplings that can tightly integrate regions, while
also providing highly efficient routes for various control mechanisms; the classical
example being the feedback loop. In the nervous system, reciprocal connections play
an important role in integrating neural activity from different systems (Edelman and
Gally, 2013) and have been shown to have numerous biologically important func-
tions, from the regulation of sensory signals to the provision of associative memory
(Dayan and Abbott, 2005; Getting, 1989; Li et al., 2012; Sommer and Wennekers, 2003).
Other structural properties are also indicative of functional integration. These
include the presence of highly-connected hubs that facilitate communication between
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Fig. 2.7 Small-world networks balance the opposing demands of integration & segre-
gation, and are characterised by having higher-than-random clustering and a shorter-
than-random characteristic path length. Figure adapted from Watts and Strogatz
(1998).
many nodes (Barabási and Albert, 1999), and the interconnection of such hubs into
central structures known as rich-clubs (Colizza et al., 2006; Zhou and Mondragon,
2004). Hubs and rich-clubs play an important role in linking the functionally segregated
modules of a network (see Figure 2.6) and have been observed to be a major topological
feature in various brain systems (Harriger et al., 2012; Heuvel and Sporns, 2011; Liang
et al., 2017; Reus and Heuvel, 2013; Shih et al., 2015), including the nervous system of
C. elegans (Morita et al., 2001; Towlson et al., 2013).
2.2.2.3 Balancing segregation and integration: small-world structure
As described above, functional segregation and functional integration are both important
features for information processing networks, yet they represent conflicting design
objectives. As a network becomes more integrated, by definition it also becomes less
segregated. The brain must therefore balance these two properties by simultaneously
forming segregated modules and integrating them into an efficiently organised global
network (Rubinov and Sporns, 2010; Sporns, 2013b; Tononi et al., 1994). A network that
exhibits the coexistence of these features is described as being small-world (Watts and
Strogatz, 1998); see Figure 2.7. Small-world networks feature locally-connected, close-
knit modules, with shortcuts between modules that allow for efficient communication
across the whole structure. In terms of network measures, this is seen in having higher-
than-random clustering and a shorter-than-random characteristic path length (Watts
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and Strogatz, 1998). The extent to which a network balances functional segregation and
integration can thus be objectively quantified (Humphries and Gurney, 2008; Muldoon
et al., 2016; Walsh, 1999; Watts and Strogatz, 1998).
2.2.2.4 Connection motifs
Although the balance of functional segregation and functional integration is important
in determining the general shape and characteristics of a network, these measures still
only provide coarse-grained descriptions. Identifying the presence of a module does
not, in itself, tell us much about its function. It is useful, therefore, to examine circuits
at a lower level. One approach that has proven effective in this endeavour is that of
motif analysis.
Within many complex real-world networks, it has been observed that the same
patterns of connectivity are often repeated (Milo, 2002). These patterns are termed
motifs (see Figures 2.8). A simple example of a motif has already been mentioned
above, namely the feedback loop, though many more patterns exist: e.g. Figure 2.9
shows the 13 possible motifs that can be constructed from three connected nodes with
directed edges. The properties of many of these motifs have been studied in isolation
and found to have well defined functions, giving rise to the hypothesis that motifs
form the functional building blocks from which information processing networks are
composed. It has therefore been suggested that examining the constituent motifs of
a network can provide insights into its functionality and mechanisms of operation
(Alon, 2007; Kashtan et al., 2004; Sporns and Kötter, 2004). For example, if a motif
has previously been observed to exhibit a well defined function, such as coincidence
detection, then the presence of the same motif in a second network would suggest
that the second network also performs coincidence detection, or utilises coincidence
detection as an elemental operation in a more complex process.
It is clear that this type of functional composition is prevalent across various scales
in biology, with repeated subsystems often forming the components of a larger system;
indeed, this is an essential feature of the nervous system. As well as providing a means
to simplify a system, the reuse of motifs in biological systems has been suggested as a
method to increase functional adaptability, as the same elements can be recombined to
produce multiple behaviours, and thus increase the responsiveness of an organism to
changing environmental demands (Kashtan and Alon, 2005).
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Fig. 2.8 Motif enumeration, showing: example network (left); the motif being searched
for (middle, same as motif 5 in Figure 2.9); and an instance of the motif in the target
network (right). Adapted from Schreiber and Schwöbbermeyer (2008).
1 2 3 4 5 6 7
8 9 10 11 12 13
Fig. 2.9 Network motifs. Diagram showing all 13 possible three-node motifs with
directed edges.
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That repeating patterns of connectivity exist in the brain has been known for some
time, many having previously been studied and characterised (Getting, 1989). The
existence of connectomic maps now allows us to quantify these patterns and their
distributions throughout an entire nervous system, to generate mechanistic theories to
explain behaviours associated with particular structures, or predict the function of a
structure from the presence and interconnection of motifs (Qian et al., 2011; Sporns and
Kötter, 2004). Furthermore, reducing a network to a collection of repeating stereotypical
subunits can reduce the complexity of the system and aid in the visualisation and
exploration of connectivity data (Dunne and Shneiderman, 2013).
2.2.3 Null model reference networks
Despite the power of motif analysis in describing network architectures, care must
be taken with interpretation. Motifs will emerge spontaneously in any network with
connections, regardless of whether or not there is any underlying function or organis-
ing principle. When analysing a large uncharacterised network it is often necessary,
therefore, to ask not just which motifs are present in the network, but also whether the
identified motifs are statistically over- or under- represented compared to random (Milo,
2002); the aim of this approach is to identify conserved units that are unlikely to exist
by chance alone, and exclude random patterns from the analysis. Such a comparison
can be performed by normalising the observed frequency of motifs in the network
against expected frequencies averaged from multiple comparable random networks.
These random networks are termed null model (or null hypothesis) networks, and a
collection of such networks is called a network ensemble.
The use of null models applies not only to motif analysis. Many network measures
can be influenced by random processes, or by underlying structural features, such as
the density of a network (Poisot and Gravel, 2014; Strang et al., 2017). For example,
two separate networks with qualitatively similar architectures might appear different
on some network measures due only to differences in the number of nodes and edges
they contain. As the number of edges increases, the average path length in the network
will decrease (as there will be more available paths). Similarly, a network embedded
in 3D space will have an increased clustering coefficient simply due to the fact that
some nodes will be closer to others. By generating comparable null model networks
with the same constraints (such as the number of edges or spacial embedding), we can
determine whether the constraints alone are sufficient to explain the properties we
observe in the real network. Specifically, we can compare the distribution of results
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obtained from a random statistical ensemble of null networks to those observed in a real-
world network, and establish whether they are likely to come from the same distribution.
An alternative use of null model networks is in the normalisation of measures to
allow for comparisons. We can use the ensemble averages as a baseline against which
to normalise the real-world measures, and control for any variability caused by those
features captured in the null model, such as the network size. This approach allows us
to then directly compare networks with different structures, by controlling for those
differences built into the null model.
There are various types of null models, each with different underlying assumptions
or constraints that can affect the results of a network analysis (Artzy-Randrup et al.,
2004; Betzel and Bassett, 2017; Hosseini and Kesler, 2013; Klimm et al., 2014; Medaglia
and Bassett, 2017). The simplest form of null model was mentioned earlier in this
chapter, namely the random network, or Erdös-Rényi (ER), model. ER networks are
synthetic networks with the same number of nodes as the real network, but with the
edges between the nodes assigned at random. Depending on the method of construction,
these networks can either be created with the same number of edges, or instead with a
specified nodal connection probability.
Although the ER model is conceptually simple, with properties that make it conve-
nient to interrogate analytically (Hofstad, 2017), we have already seen how the random
placement of edges leads to a binomial degree distribution that is not a good fit for
most real-world networks (see Figure 2.4). As the degree distribution can influence
many network properties, such as the number of hubs, it is often desirable to also
control for this.
There are many null models that can generate networks with a prescribed degree
distribution. Research into the optimal choice of null model is still an ongoing area of re-
search, however two of the most common methods that preserve the degree-distribution
of the original network are: (1) the configuration model (Molloy and Reed, 1995), and
(2) the edge-swap or rewiring model (Maslov and Sneppen, 2002; Milo et al., 2003).
The configuration model creates synthetic networks in a manner similar to the
ER method; however, it includes an additional constraint to ensure that the degree
of each node equals the degree of a corresponding node in the original network, thus
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resulting in random networks with the same degree distribution. The edge-swap model,
on the other hand, creates copies of the original network which are then randomised
by swapping the edges between nodes. This is performed by selecting a pair of edges
(A → B) (C → D) and swapping them to give (A → D) (C → B), resulting in
randomised networks with the same nodal degrees, and degree distributions, as the
original. By parameterising the number of swaps to perform, the edge-swap method
can also control the extent of randomisation that is performed.
For most of the analyses presented in later chapters the edge-swap method is used
as the primary null model. A comparison of the two degree-preserving methods can be
found in Appendix E (page 241), showing no significant difference between the null
models for the measures and networks investigated in this thesis.
2.2.4 Network robustness
The brain, as with many biological systems, is capable of exhibiting a high degree of
adaptability and fault tolerance, with behaviours and functions often degrading “grace-
fully” in response to insults, rather than catastrophically; in some cases completely
compensating for the lost functionality (Farah and McClelland, 1991; Li et al., 2016;
Rumelhart and McClelland, 1986). This is also true for the small nervous system of
C. elegans: for certain functions the death of neurons can be compensated for through
redundant pathways, resulting in minimal behavioural defects (Avery and Horvitz,
1989; Bargmann and Horvitz, 1991; Chung et al., 2013; McIntire et al., 1993; White
et al., 2007).
Network theory can provide insights into the resilience of a network by simulating
damage and studying how the system is affected. This approach allows estimates to be
made about the robustness of the connectivity, and also identify network features that
confer either fault tolerance or vulnerability.
The most common means of analysing the robustness of a network is to perform
an iterative series of modifications, or attacks, to the structure and observe how the
properties of the network change in response. The main measures of interest are usually
related to the network’s total cohesiveness and ability to process information, such as
its characteristic path length (i.e. the average shortest distance between nodes) (Albert
et al., 2000), connection efficiency (Crucitti et al., 2004; Latora and Marchiori, 2001),
or the size of the largest connected component (Schneider et al., 2011a,b). As damage
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occurs – breaking connections and fragmenting the network – the distance between
nodes increases, resulting in lower efficiency, with node isolation reducing the size of the
largest connected component. The degradation properties of the network can therefore
be quantified and compared to null model networks, providing information on whether
the extent and rate of failure in response to damage is higher or lower than expected
compared to random connectivity.
A number of attack strategies can be employed when performing robustness analysis,
depending on the features of the network under investigation. An analysis can be
limited to remove either nodes or edges, with the target selection being at random
or according to some metric, such as selectively attacking nodes by their degree in
descending order (Holme et al., 2002). This allows different aspects of the network to
be investigated. For example, a disassortative star-like network might be highly robust
to the removal of nodes or edges at random, but will fragment as the central high-
degree hubs are removed (Newman, 2002; Rubinov and Sporns, 2010; Teller et al., 2014).
This method of analysing the robustness of a network from its structure has
previously been applied to connectomes, finding that brain networks are frequently
more resilient than comparable networks (Achard et al., 2006; Joyce et al., 2013; Kaiser
et al., 2007; Vértes et al., 2011).
2.2.5 Multilayer networks
So far, we have implicitly only considered static networks (i.e. those with a time-
invariant structure) with a single connection type; however, many real-world networks
are not so simple. This is especially true for the nervous system. Neurons can commu-
nicate through various types of interactions, including chemical synapses, gap junctions,
and neuromodulatory volume transmission (see § 1.1.3). Each of these signalling classes
can be further subdivided, with the brain containing hundreds of molecular messengers,
receptors, and channels, all operating on different timescales, often with non-linear
interactions between them. While it is still not possible to measure much of this
complexity, it is desirable to be able to represent and analyse those aspects that we
are able to measure.
One way to describe these multifarious relationships using network theory is to
model the different interaction types as separate layers in a multilayer (or multiplex)
network (Battiston et al., 2014; Boccaletti et al., 2014; Kivelä et al., 2014; Vaiana
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Fig. 2.10 Diagram showing: (a) a two-layer multiplex network containing four nodes,
and (b) the corresponding multilinks between each pair of connected nodes. Solid
arrows represent edges in layer G[1] and dashed arrows are edges in layer G[2].
and Muldoon, 2017). Here, the real network is decomposed by its interaction types,
creating individual graph models for each. These can then be considered alongside one
another without the loss of information, and provide insights into how the different
interaction types relate to one another. As the structure of a network can change over
time – with new connections being established or removed – the multilayer approach
can also be used to represent different time points of a network’s development, with
each layer containing a snapshot of the structure at a given moment. Information on
the dynamics of a network’s connectivity can be obtained from analysing these layers
in order, and in relation to one another.
An example of a simple two-layer multiplex network is shown in Figure 2.10a,
containing four nodes {v1, ..., v4}. These nodes are the same in each of the two layers,
with only the connections varying. These layers could, for example, be used to represent
two different relationship or interaction types between the same nodes, or the same
network at two different points in time.
Various approaches and tools exist for analysing multilayer networks, including
extensions of the various methods already mentioned for monolayer networks. For
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example, the degree-degree correlation considered earlier can be applied to measure the
interlayer degree correlation (de Arruda et al., 2015), to ask whether a node that has a
high degree of connectivity in one layer is also highly connected in another. This can
reveal nodes that are important in linking the different interaction layers, facilitating
communication between them. The interlayer degree correlation can further identify
whether layers overlap (in which case they will be positively correlated), or are distinct
(having no correlation, or a negative correlation).
Looking at where connections fall relative to one another across the different layers
can reveal structures and patterns that are conserved and reused throughout the
network, similar to the concept of motifs introduced earlier. The pattern of edges
between two nodes in a multilayer network has been termed a multilink (Bianconi,
2013; Menichetti et al., 2014; Mondragon et al., 2017). The arrangement of multilink
motifs can provide important information on how the different layers are organised in
relation to each other. As before, the multilink motif counts can be compared to those
from null model networks to identify statistically overrepresented motifs that form
the functional building blocks of the network. Example multilink motifs are shown in
Figure 2.10b. As we will see in Chapters 4 & 5, multilink motif analysis can be used
to study how different signalling channels coordinate their actions in a nervous system.
Another powerful method for investigating the similarity of network layers is
multilayer reducibility analysis (De Domenico et al., 2014, 2015a, 2016; Wang and Liu,
2017). This method quantifies the similarity or uniqueness of layers by aggregating (or
collapsing) layers into a single layer, and determining whether any information is lost
in the process, usually by measuring the change in von Neumann entropy. Thus, two
network layers that perfectly overlap (i.e. have the same connections in both layers)
will have the same entropy once aggregated, and can be said to be redundant and
reducible. These concepts will be explored further in § 2.5.1.
2.3 Foundations & formal definitions
The previous section introduced some of the concepts from network theory that can
be applied to the analysis of neural connectomes. The following sections will expand
on these concepts, providing the formal definitions of the data structures and network
measures that were introduced. These are used in the subsequent chapters to analyse
the synaptic and extrasynaptic connectomes of C. elegans.
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2.3.1 Graphs
As mentioned previously, the network structure of the nervous system can be modelled
as a graph, denoted G. Formally, a graph is defined as a 2-tuple G = (V,E), where
V = {v1, . . . , vN} is the set of all vertices (nodes), and E = {e1, . . . eM} is a set of
ordered pairs of vertices (E ⊆ V × V ) representing the edges, or connections, between
those vertices. An edge between nodes vi and vj can be written as eij = (vi, vj).
Applying this to a microscale synaptic connectome, V would represent the complete set
of all neurons, and E the set of synaptic connections between them (see Figure 2.11).
This model, however, can equally be applied to macroscale connectomes or functional
maps such that V is some set of defined anatomical regions, and E is the structural or
functional associations between them.
In the context of C. elegans, and the topics covered in this thesis, we will only
consider the former microscale definition. As the adult hermaphrodite C. elegans has
a well defined and largely immutable nervous system consisting of 302 post-mitotic
neurons (Sulston and Horvitz, 1977; Sulston et al., 1983; White et al., 1986), the set
of vertices V remains constant; however, the interactions, or edges E, can include
chemical synapses, electrical gap junctions, or any one of a number of molecular volume
transmission interactions (see § 1.1.3). The definition of E, and the interactions being
analysed, will be specified in each case. Given this definition of a network, the number
of nodes (neurons) is given by N = |V |, and the number of edges (synapses or VT
interactions), M = |E|.
v1 dendrite
v2 axon v3 dendrite
(v2,v1)
(v2,v3)
v1
v3
v2
(v2,v1)
(v2,v3)
V = {v1, v2, v3}  
E = {(v2, v1), (v2, v3)}
v1 v2 v3
v1 0 0 0
v2 1 0 1
v3 0 0 0
A =!
(a) Neuron reconstruction (b) Graph representation (c) Adjacency matrix
Fig. 2.11 Representations of neural connectivity at different levels of abstraction.
Example neuron reconstruction (a) taken from Schneider-Mizell et al. (2016).
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2.3.2 Adjacency matrices
For computational and analytical purposes, a more convenient representation of a
graph can be provided by the adjacency matrix, denoted A.
Adjacency refers to two nodes that are connected by an edge; as such, the adjacency
matrix is an N ×N matrix encoding the connectivity of nodes, with the edges between
nodes represented as positive values in the respective matrix elements (see Figure 2.11c).
For a binary unweighted network (i.e. a network with single unweighted connections
between nodes) this takes the form:
Aij =
1 if (vi, vj) ∈ E0 if (vi, vj) /∈ E . (2.1)
Thus, given two nodes vi, vj ∈ V , the adjacency matrix element at Aij will be Aij = 1
if and only if there is a connection from node vi to node vj, or Aij = 0 otherwise.
Note that for a directed graph (or digraph) this representation is ordered to encode
the directionality of the relationship; e.g. if node vi sends a connection to node vj,
but node vj does not return a reciprocal connection to vi, the values in the adjacency
matrix will be: Aij = 1, Aji = 0.
For analyses where directionality is irrelevant, or for connections that lack direc-
tionality such as bidirectional gap junctions, an undirected graph can be used. In this
case the adjacency matrix is symmetric such that ∀Aij Aij = Aji. This also applies
to the graph notation: For undirected networks it is implicit that if an edge exists
between two nodes, e.g. (vi, vj) ∈ E, then the corresponding reciprocal connection
(vj, vi) ∈ E also exists, though the two are only ever counted as a single bidirectional
edge. In directed networks, these would be counted as two separate connections. The
convention adopted in this thesis is to explicitly identify directed graphs and measures
with a superscript arrow (e.g. G→). For all adjacency matrices, self-connections are
represented on the diagonal (Aij where i = j).
2.3.3 Weighted graphs
The same adjacency matrix structure can also be used to represent multiple connections
between nodes (for a multigraph), or edge weights representing an edge property (for a
weighted graph), such as the connection strength, delay, distance, or communication
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cost. A multigraph can be modelled as a special instance of a weighted graph, where
the weights represent the number of edges. In both cases, the graphs are encoded as
adjacency matrices by assigning connection weights to the respective matrix elements.
For a set of edge weights W , where wij ∈ W is the connection weight for the edge
(vi, vj) ∈ E, the adjacency matrix is thus given by:
Aij = wij. (2.2)
In connectomic modelling, these weights can be used to represent any measure of
interest, with the interpretation of the network changing accordingly. For example,
connection weights can be used to represent the number of synapses between neurons,
the distance between cells, neuron similarity, the strength or temporal properties of
functional associations, or any other desired numerical measure.
In the analyses presented in later chapters, connection weights are disregarded and
only binary networks are used. That is to say, we only consider whether a connection
exists, and not the number of synapses or receptors expressed. This decision was made
to avoid making assumptions about the strength, polarity, linearity, or state-dependent
nature of synapses – for which there is little available data – and confine the analyses
to the structural organisation of the networks, for which there is a high degree of
confidence.
2.3.4 Simple graphs & maximum edges
We have now seen that there are different types of graphs (i.e. directed / undirected,
binary / weighted). In all of these cases, it is important to note that the maximum
number of possible edges can change. The most typical form of graph is the simple
graph. This is the default form used in this thesis when not specified otherwise.
Simple graphs contain only undirected and unweighted connections between nodes,
and have no self-loops (i.e. a node connecting to itself). As such, the maximum number
of possible edges is given by the binomial expression:(
N
2
)
= N(N − 1)2 . (2.3)
This can be seen when considering that every node is capable of connecting to every
other node apart from itself (N(N − 1)), excluding reciprocal connections (divide by 2).
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In the case of directed graphs, where reciprocal edges can exist, the maximum number
of edges is simply N(N − 1), or N2 if self-loops are also allowed.
2.3.5 Node neighbourhood
Having established the formal definitions for graphs and adjacency matrices, we can
begin to look at some of the network measures, tools, and relationships in network
theory. A simple relationship, important in many graph algorithms, is that of the node
(or subgraph) neighbourhood, Nh (illustrated in Figure 2.12b). For a given node – or
a given set of nodes in the case of a subgraph – the neighbourhood is simply the set
of adjacent nodes that it is connected to, while excluding itself. For a subgraph of
interest, the neighbourhood of the subgraph node set Vsub ⊂ V can be written:
Nh(Vsub) = {vj ∈ [V \ Vsub] | eij = (vi ∈ Vsub, vj ∈ [V \ Vsub]) ∈ E} . (2.4)
To elaborate, this returns those nodes vj that are not in the subgraph node set Vsub,
but which receive an edge from a node in Vsub and are thus in its neighbourhood.
2.4 Network measures
2.4.1 Degree
For a node to participate in a network, it must be able to interact with the other nodes
in that network through connections; therefore one of the most basic, and important,
measures in network theory is a node’s degree. The degree, denoted k, measures how
many other nodes in the network a specific node is connected to. The degree k of a
node vi is therefore:
ki = #{vj ∈ V | (vi, vj) ∈ E}. (2.5)
For an adjacency matrix, this can easily be obtained by summing the matrix elements:
ki =
N∑
j∈V
Aij. (2.6)
For a directed network, the degree can be further decomposed into a node’s in-
degree and out-degree, measuring the in-coming (receiving) connections and out-going
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(sending) connections, respectively:
kini =
N∑
j∈V
Aji and kouti =
N∑
j∈V
Aij. (2.7)
The total degree of a node in a directed network can be found by summing the in-degree
and out-degree values:
k→i = kini + kouti . (2.8)
The degree provides a measure of connectivity for an individual node; though as we
saw earlier, the combined degree information of all the nodes in a network, in the form
of the degree distribution, can also provide information on the large-scale structure of a
network. The degree distribution is the statistical distribution of all the nodal degrees,
often expressed as a probability function of a node selected uniformly at random having
a given degree, P (k).
Two commonly studied degree distributions in network theory are (1) the binomial
degree distribution of random Erdös-Rényi (ER) networks, and (2) the power-law
distribution of scale-free networks (see Figure 2.4). These are covered in sections
§ 2.4.10.1 and § 2.4.12, respectively.
2.4.2 Network density
A second useful summary measure of a network’s global structure is its connection
density, D, sometimes also called the connectance. Network density is the ratio of
actual edges to the maximum possible number of edges. Density can affect many
properties of a network by shaping the degree distribution (Poisot and Gravel, 2014)
and influencing network measures such as the clustering coefficient and global efficiency
(Strang et al., 2017).
For undirected and directed networks the density measure is respectively given by:
D(G) = 2M
N(N − 1) and D
→(G→) = M
N(N − 1) , (2.9)
with both variants falling in the interval 0 ≤ D ≤ 1, where D = 0 corresponds to a
network with no connections, and D = 1 corresponds to a fully connected network. A
network is considered sparse if the number of edges is much less than the maximum,
i.e. M ≪ 12N(N − 1), with D → 0 as N →∞; whereas a dense network is one where
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D approaches some constant as N →∞ (Newman, 2010).
Empirical studies of real-world networks have found that many networks are sparsely
connected (Barabási and Pósfai, 2016). While in principle dense connectivity allows for
a greater degree of communication, the cost of building and maintaining connections
makes it impractical. Dense connectivity is also unnecessary in most cases, as high
communication efficiency can be achieved in sparse networks through high-degree hubs
that link many nodes, such as in scale-free and small-world networks (Crucitti et al.,
2003; Latora and Marchiori, 2001).
As well as being expensive, there is evidence that in some circumstances dense
connectivity might also be detrimental to dynamical processes on a networks, such as
those that occur in the brain. Results from analytical and computational studies have
suggested that densely connected networks have inherently unstable dynamics (Gardner
and Ashby, 1970; May, 1972). In the brain, this is supported by the observation that
epilepsy and seizures are often associated with hyperconnectivity, and possibly increased
neural coupling via gap junctions (Caeyenberghs et al., 2014; Jin and Zhong, 2011;
Volman et al., 2011).
2.4.3 Connected components
A connected component is a group of nodes that are interconnected by edges, such
that in an undirected network a path can be traced between any two nodes in the
component. If a node is unreachable from any one of the nodes in the component, then
it is not a part of the same component, and instead constitutes an element in a second
connected component.
Examining the connected components in a network is useful for identifying separate
functional subsystems. This can be seen from considering that if two groups of nodes
are completely unconnected, then it is not possible for them to interact to form a single
functional unit.
The connected components of a network can be enumerated using any graph
traversal algorithm, such as depth-first search (DFS) or breadth-first search (DFS)
(Levitin, 2012). By iteratively starting at different nodes in the network, following the
edges, and recording which nodes are reachable from which, the number of connected
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components and their constituent nodes can be determined (Hopcroft and Tarjan, 1973).
An example of separate connected components can be found in the synaptic
connectome of C. elegans, where the functionally specialised pharyngeal nervous system
has no synaptic connections with the main somatic network (Albertson and Thomson,
1976). Along with several other unconnected neurons, this results in a connectome
with multiple connected components (see Figure 3.4, page 90).
2.4.4 Path length & efficiency
An analysis of the connected components within a network can tell us which nodes have
the potential to interact and form functional units, but this information on its own
does not provide information on the degree of connectedness or extent of functional
integration within the connected components of the network. These properties can,
however, be estimated by the two related measures of characteristic path length and
global efficiency.
The path length describes the shortest distance between two nodes – measured as
the number of edges that must be traversed along the shortest path – while efficiency
measures the inverse distance. These relationships can be seen from considering that as
a network becomes more integrated, the path length between nodes decreases, resulting
in increased communication efficiency. These measures can be computed for individual
pairs of nodes, or averaged across all possible pairs to provide a description of the
large-scale structure of the entire network and an estimate of the network’s total
integration and wiring efficiency.
The average network measures are typically referred to as the characteristic path
length, which is the mean shortest path length between all pairs of nodes; and the
global efficiency, which is the mean of the inverse shortest path lengths.
To obtain the characteristic path length it is first necessary to compute the geodesic
path (i.e. shortest path) between each pair of nodes. There are numerous approaches
that can be used to compute the geodesic path (see Cormen et al., 2009; Gląbowski
et al., 2013 for a review). The classical approach is to perform a breadth-first search
(BFS) of the network to compose a tree of the shortest paths to each node. One efficient
version that can account for edge weights (where the weights encode a non-negative
distance measure) is Dijkstra’s shortest path algorithm (DSP) (Cormen et al., 2009;
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Dijkstra, 1959), given in Algorithm 1.
Having determined the geodesic path between a pair of nodes vi, vj, it is straight-
forward to calculate the distance between them. The geodesic distance can be found
by summing the adjacency matrix elements along the geodesic path g:
dij =
∑
(m,n)∈gij
Amn, (2.10)
where gij is an ordered set of edges forming the geodesic path between vi and vj, as
returned by DSP in Algorithm 1. If there is no connection between vi and vj then
dij = +∞; however it is common practice to exclude unconnected node pairs from the
analysis.
We can then find the characteristic path length of a network by taking the average
geodesic distance between each pair of nodes, given by:
L(G) = 1
N(N − 1)
∑
i∈V
∑
j ̸=i∈V
dij. (2.11)
As previously stated, the characteristic path length is related to the global efficiency
of a network, with the cost of communication being inversely proportional to the path
lengths (Latora and Marchiori, 2001). The efficiency of a link between vertices vi and
vj is defined as:
ϵij =
1
dij
, ∀vi, vj ∈ V. (2.12)
Unlike the geodesic distance, where unconnected nodes result in an infinite path length,
the efficiency provides a more meaningful measure, with unconnected nodes having an
efficiency of ϵ = 0. The global efficiency of a network is simply the average efficiency of
all possible links, given by the expression:
E(G) = 1
N(N − 1)
∑
i∈V
∑
i ̸=j∈V
ϵij, (2.13)
with values in the interval 0 ≤ E(G) ≤ 1, where E(G) = 0 corresponds to a completely
unconnected graph containing no edges, and E(G) = 1 corresponds to a fully connected
graph.
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Algorithm 1: DSP – Dijkstra’s shortest path. Gives the geodesic dis-
tances and paths from a given node to every other node (Dijkstra, 1959).
input : Graph G = (V,E); index η of source vertex vη ∈ V to measure all
distances from; and set of non-negative edge weights
W = {w1, . . . , wM}, where ∀w ∈ W,w ∈ {x ∈ R | x ≥ 0}. N.B: If
the graph is unweighted (W = ∅), or the weights represent some
measure other than distance, weights must be created or reset to 1
for each edge, such that ∀(vi, vj) ∈ E,wij ∈ W ← 1.
output : Distance d and geodesic path g from vη to every vertex in V .
[1] begin
[2] /* Set distance to source vertex to 0 */
[3] dη,η ← 0; wη,η ← 0;
[4] /* Initialise all distances d to the corresponding weights
in W. If a vertex vi is not adjacent to the source
vertex ((vη, vi) /∈ E), its initial distance is dηi =∞ */
[5] for ∀vi ∈ V where vi ̸= vη do
[6] if (vη, vi) ∈ E then dηi ← wηi;
[7] else dηi ←∞;
[8] S← ∅; /* Set of visited vertices; initially empty */
[9] Q← V ; /* Queue of vertices remaining to be visited */
[10] Π ← ∅; /* Predecessor: used to record shortest path */
[11] while Q ̸= ∅ do
[12] /* Select vertex in Q with lowest distance from vη */
[13] select vi ∈ Q where ∀vj ̸=i ∈ Q, dηi ≤ dηj;
[14] S← S ∪ {vi}; Q← Q \ {vi}; /* Updated visited vertices */
[15] /* For each vertex vj adjacent to vi check if the
distance from vη is improved by passing through vi */
[16] for ∀vj ∈ Nh({vi}) do Relax(j, i, w);
[17] for ∀vi ̸=η ∈ V do
[18] gηi ← BuildPath(i);/* Get edges for shortest path to vi */
[19] return d, g;
[20] function Relax(j, i, w)
[21] /* If the distance from vη to vj is reduced by passing
through vi, update record. */
[22] if dηj > dηi + wij then
[23] dηj ← dηi + wij;
[24] Πj ← i; /* Shortest path to vj was reached via vi */
[25] function BuildPath(i) /* Reconstruct shortest path */
[26] /* Recursively backtrack Πi to construct set of edges */
[27] if i ̸= η then
[28] gηi ← BuildPath(Πi);
[29] return gηi ← gηi ∪ {(Πi, vi)};
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Finally, a useful summary measure of integration that can be obtained from the
path lengths is a network’s diameter ℓ, defined as the maximum shortest path in the
network – that is to say, the maximum distance that must be travelled to go from any
one node to another, while only considering the most efficient paths. This is written:
ℓ(G) = max
ij
(dij). (2.14)
It is important to note that some papers in the literature also use the term “diameter”
to refer to the characteristic path length.
2.4.5 Clustering
Recall that functional segregation is a term used to describe the local cohesiveness and
interdependence of a group of nodes with the potential to form specialised processing
units in the brain (Rubinov and Sporns, 2010).
A common network measure for identifying the presence of mutually interconnected
groups of nodes – indicative of functional segregation – is the clustering coefficient
(Watts and Strogatz, 1998). For a single node, the local clustering coefficient of that
node can be described in one of two equivalent ways:
1. as the fraction of triangles formed with its neighbours, as a result of recurrent
connections;
2. as the connection density of the node neighbourhood (see Figure 2.12).
This relationship is clear when considering that a neighbourhood with maximum density
(forming a clique) will also form the maximum number of possible triangles, with the
nodes correspondingly exhibiting a high degree of interdependence. Therefore, the
presence of triangles – or high neighbourhood density – suggests dependencies between
the nodes characteristic of functional segregation. As such, when calculated for all the
nodes in a network, the clustering coefficient provides a useful summary measure of
network organisation.
In an undirected network, the clustering coefficient C for a single node vi can be
computed either as the fraction of triangles ti around that node, or as the neighbourhood
density D (see Equations 2.4 & 2.9):
Ci =
2ti
ki(ki − 1) = D(Nh({vi})). (2.15)
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(a) Triangle vi, vj, vh (b) Neighbourhood of vi
Fig. 2.12 Measures used in the determination of the clustering coefficient: (a) an
instance of a triangle around node vi; and (b) the neighbourhood of vi, with maximum
density, D(Nh({vi})) = 1, and maximum clustering, Ci = 1.
Thus, the clustering coefficient has values in the interval 0 ≤ C ≤ 1, with C = 1
corresponding to maximum clustering.
The number of triangles around a node can easily be found from the adjacency
matrix:
ti =
1
2
∑
j∈V
∑
h̸=j∈V
AijAihAjh . (2.16)
If an edge is missing between any of the nodes vi, vj, vh, then the adjacency matrix
element for that edge will be zero, with the product of the elements also being zero.
Thus, only connected triangles are counted:
AijAihAjh =
1 if triangle i, j, h0 if edge missing . (2.17)
The 12 in Equation 2.16 accounts for the double counting of equivalent triangles. Using
(i ↔ j) to denote an undirected edge between vi, vj, it can be seen that the same
triangle can be traced via two separate paths from the same source node vi:
(i↔ j ↔ h↔ i) = (i↔ h↔ j ↔ i). (2.18)
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The global clustering properties of an entire network can be determined in one of
two ways. The first is to take the mean clustering coefficient (Cavg) of all the individual
nodes in a network (Watts and Strogatz, 1998):
Cavg(G) =
1
N
N∑
i∈V
Ci =
1
N
N∑
i∈V
2ti
ki(ki − 1) ; (2.19)
however, this approach can be disproportionately influenced by low-degree nodes
(Rubinov and Sporns, 2010). The alternative is to normalise the number of triangles
collectively over the whole network. This second approach is sometimes referred to as
transitivity (Newman, 2003b; Wasserman and Faust, 1994):
C(G) =
∑
i∈V 2ti∑
i∈V ki(ki − 1)
. (2.20)
Due to the high number of low-degree neurons in the nervous system of C. elegans,
the transitivity method in Equation 2.20 is used to calculate the global clustering
coefficients presented in this thesis.
Slight modifications allow for the clustering coefficient to also be computed for
directed networks (Fagiolo, 2007; Rubinov and Sporns, 2010), by considering the in
and out connections separately and accounting for reciprocity. The directed version of
Equation 2.20 is given by:
C→(G→) =
∑
i∈V t→i∑
i∈V
[
(kouti + kini )(kouti + kini − 1)− 2
∑
j∈V AijAji
] ; (2.21)
and likewise for counting triangles in the directed network:
t→i =
1
2
∑
j∈V
∑
h̸=j∈V
(Aij + Aji)(Aih + Ahi)(Ajh + Ahj). (2.22)
2.4.6 Modularity
Modularity describes the extent to which a network can be divided into modules (or
communities): groups of nodes with more within-group connections than between-group
connections (see Figure 2.6). Modules can be thought of as distinct highly-clustered
structures that allow for specialisation and functional segregation to emerge in a
network. The examination of a network’s modular composition is therefore a useful
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approach to understanding the internal organisation of a network.
To compute the modularity measure Q for a network, it is first necessary to
subdivide the network into non-overlapping modules c that maximise within-module
connectivity and minimise between-module connectivity (see § 2.4.6.1 below). The
modularity is then given as the fraction of edges that connect nodes within the same
module (intramodular edges), subtracting the fraction expected if the network were
wired at random (Clauset et al., 2004; Newman, 2004, 2006; Newman and Girvan,
2004):
Q = (fraction of intramodular edges)− (expected fraction of such edges). (2.23)
The number of intramodular edges can be found using the formula (Newman, 2010):
1
2
N∑
i∈V
N∑
j∈V
Aij δ(ci, cj), (2.24)
where ci, cj are the modules respectively containing nodes vi, vj ; and δ is the Kronecker
delta function:
δ(i, j) =
1 if i = j0 if i ̸= j . (2.25)
As δ(ci, cj) = 1 ⇐⇒ ci = cj, multiplying by this ensures that we only count edges
between nodes that are in the same module, while the 12 in Equation 2.24 accounts for
double counting of edges.
As there areM edges in a network, with each edge having two ends (thus contributing
to the degree values of two separate nodes), the total number of “edge ends” in a
network is 2M . Of those ends, exactly ki of them belong to node vi, and kj of them
belong to node vj ; thus the expression kikj2M gives the expected probability of two nodes
mutually connecting at random. We can therefore find the expected number of edges
via:
1
2
N∑
i∈V
N∑
j∈V
kikj
2M δ(ci, cj). (2.26)
As before, the 12 accounts for double counting, and δ ensures we only count those edges
within the same module.
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Subtracting Equation 2.26 from Equation 2.24, and dividing by the total number
of edges M in the network, we can then compute the modularity score (Clauset et al.,
2004; Newman, 2004, 2006):
Q(G, c) = 12M
N∑
i∈V
N∑
j∈V
(
Aij − kikj2M
)
δ(ci, cj), (2.27)
with Q ∈ [−1, 1]. Positive values of Q indicate that the network is modular, with more
intramodular edges than expected, and negative values indicate that the network is
anti-modular, with nodes preferentially connecting to nodes in different modules. A
modularity value of Q ≳ 0.3 has been proposed as a good indicator of a network having
significant modular composition (Clauset et al., 2004).
To account for the directionality of the connections in a directed network, the
modularity measure can be modified to consider the out-degrees and in-degrees, with
the denominator also changing from 2M to M to allow for unidirectional edges (Leicht
and Newman, 2008):
Q→(G→, c) = 1
M
N∑
i∈V
N∑
j∈V
(
Aij −
kouti k
in
j
M
)
δ(ci, cj). (2.28)
2.4.6.1 Modular partitioning
As alluded to above, an important step in calculating the modularity is the division
of the network into non-overlapping modules c. The objective is to find a modular
partitioning that maximises intramodular connectivity and minimises intermodular
connectivity. The modularity score associated with this partitioning is referred to as
the maximised modularity (see Figure 2.13).
In practice, finding the optimal modular partitioning for a network is non-trivial,
and has been shown to be an NP-complete problem (Brandes et al., 2008; Fortunato,
2010); however, heuristic algorithms can be used to find acceptable solutions within a
computationally tractable runtime (often locally maximised on a subset of the search
space), though these are not guaranteed to find a globally optimal partitioning (Fortu-
nato, 2010).
A computationally efficient, and conceptually simple, method for partitioning a
network into modules is given by Newman (2004), listed in Algorithm 2 (MM). This
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Algorithm 2: MM – Maximised modularity. Greedy algorithm that
iteratively agglomerates nodes into modules to find a partitioning that
maximise the modularity score Q. First proposed by Newman (2004).
input : Graph G = (V,E), where V = {v1, . . . , vN} is the set of vertices,
and E = {e1, . . . , eM} is the set of connecting edges.
output : Maximised modularity score Qmax; and corresponding set of
communities (modules) cmax.
[1] begin
[2] /* Start with each vertex in its own community */
[3] c← partition of N singletons;
[4] /* Get the initial modularity score */
[5] Qtemp ← Q(G, c);
[6] /* Begin agglomerating communities and continue until all
vertices are merged into a single community */
[7] while |c| > 1 do
[8] /* Initialise temporary variable used to record ∆Q */
[9] dq ← ∅;
[10] /* Compute the change in modularity ∆Q from merging
each pair of communities ci, cj. For efficiency, do
not consider unconnected communities. */
[11] foreach connected pair ci, cj do
[12] /* Temporarily merge pair ci, cj and get the new
partitioning */
[13] c′ ← Merge(c, i, j);
[14] /* Compute change in modularity from merging ci, cj */
[15] dqij ← ∆Q(G, c′);
[16] /* Find the community pair that increased the modularity
score the most (or decreased it the least) when
merged, and permanently update the partitioning */
[17] select i, j where max
ij
(dqij);
[18] c← Merge(c, i, j);
[19] Qtemp ← Qtemp + dqij;
[20] /* Record result if the current partitioning is an
improvement */
[21] if Qtemp > Qmax then
[22] Qmax ← Qtemp;
[23] cmax ← c;
[24] return Qmax, cmax;
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Fig. 2.13 Illustration of network modularity (Q) showing: network partitioning giving
maximised modularity (left), and a sub-optimal partitioning (right). Figure adapted
from Clauset (2016a).
approach starts with each node in its own module, and at each step combines (merges)
the two modules that result in the greatest improvement in modularity from being
combined (max∆Q), until a locally optimal partitioning is found (i.e. a set of mod-
ules with a maximised modularity value). Using this approach, reasonable modular
partitioning of a network can be achieved (Newman, 2004).
Research into the properties and performance characteristics of network partitioning
algorithms is still an ongoing area of research. For discussions and comparisons of
other network partitioning algorithms see Lancichinetti and Fortunato (2009); Orman
and Labatut (2009); Yang et al. (2016).
2.4.7 Reciprocity
As mentioned previously (§ 2.2.2.2) reciprocity measures the fraction of reciprocal
connections in a network, providing a useful summary measure of local communication
and feedback between nodes.
A reciprocal connection is a connection from a source node to a target node
(vi, vj) ∈ E that has a corresponding return connection from the target node (vj, vi) ∈ E.
Reciprocity r→ measures the fraction of these reciprocal connections relative to the
total number of connections (Newman, 2010). As all of the connections are reciprocal
in an undirected network, reciprocity is only meaningful for directed networks.
Where |E| =M is the total number of edges in a network, and |E↔| is the number
of reciprocal edges, the reciprocity can be written:
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r→(G→) = |E
↔|
|E| . (2.29)
In a binary network the product AijAji = 1 if and only if there is a reciprocal
edge between vi, vj; as such, the number of reciprocal connections |E↔| can easily be
computed by summing AijAji over all pairs of adjacency matrix elements:
|E↔| =
N∑
i∈V
N∑
j∈V
AijAji, (2.30)
while the total number of connections is given by:
|E| =
N∑
i∈V
N∑
j∈V
Aij =M. (2.31)
2.4.8 Assortativity
The assortativity coefficient measures the extent to which the nodes in a network
preferentially attach to other nodes with similar degree values. This can provide
useful insights into the large-scale structural organisation of a network (see § 2.2.1
and Figure 2.5, page 21). The assortativity R can be obtained from the degree-degree
correlation, typically measured using the Pearson correlation coefficient (Newman, 2002,
2003a; Pastor-Satorras et al., 2001): In a network with an assortative (homophilic)
structure, the nodal degrees of a given node’s neighbourhood will be highly correlated
with its own degree, while in a network with a disassortative (heterophilic) structure,
they will be anti-correlated.
For an undirected network, the assortativity can be measured using the Pearson
correlation coefficient via:
R =
 M−1
∑M
(i,j)∈E kikj −
[
M−1
∑M
(i,j)∈E
1
2(ki + kj)
]2
M−1
∑M
(i,j)∈E(k2i + k2j )−
[
M−1
∑M
(i,j)∈E
1
2(ki + kj)
]2
 , (2.32)
with values in the range R ∈ [−1,+1]. To illustrate, a positive coefficient would
indicate that the high-degree nodes preferentially link to other high-degree nodes,
(and similarly low-degree to low-degree); while a negative coefficient would indicate a
disassortative structure, with low-degree nodes preferentially linking to high-degree
nodes and vice versa (as typified by a star network). A correlation coefficient of R ≈ 0
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indicates a non-assortative structure, with no preferential attachment in either direction.
To measure the correlation between the out-degrees and in-degrees of nodes in a
directed network, Equation 2.32 can be modified accordingly:
R→ =
 M−1
∑M
(i,j)∈E k
out
i k
in
j −
[
M−1
∑M
(i,j)∈E
1
2(k
out
i + kinj )
]2
M−1
∑M
(i,j)∈E
[
(kouti )2 + (kinj )2
]
−
[
M−1
∑M
(i,j)∈E
1
2(kouti + kinj )
]2
 . (2.33)
2.4.9 Robustness
In § 2.2.4 (page 29) we discussed some of the main approaches used to estimate the
resilience of a network from its structure. The approach used to analyse the networks
in this thesis is to subject a network to progressive degradation by removing nodes at
random (i.e. random node attack), then measuring the effect of the attack by observing
the size of the largest connected component. The results of this can be captured and
summarised in a single value, known as the robustness ρ (Schneider et al., 2011a,b):
ρ(G) = 1
N
N∑
n=1
γ(n), (2.34)
where γ(n) returns the fraction of nodes in the largest connected component after
removing n nodes, relative to the original number of nodes N . This is illustrated in
Figure 2.14.
The normalisation by 1/N in Equation 2.34 allows for networks of different sizes
to be compared, with the range of possible values always being ρ ∈ [1/N, 0.5], 1/N
corresponding to a star network (with high vulnerability), and 0.5 to a fully connected
graph (with high resilience).
2.4.10 Null model networks
In the analysis of complex networks, it is common practice to use samples of random
graphs to provide a null model baseline against which to evaluate observations for a
network of interest (see § 2.2.3, page 27).
Many types of random network models exist (Betzel and Bassett, 2017; Hosseini
and Kesler, 2013; Klimm et al., 2014). The two main classes used in this thesis are
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γ = 1 γ = 0.3
(a) (b)
Fig. 2.14 Robustness. (a) A network with a single connected component of 10 nodes.
As all of the nodes are in the largest connected component, γ = 1. (b) After removing
the central hub, the network fragments and the size of the largest connected component
(indicated by the dashed circle) is reduced to 3 nodes, thus the fraction of connected
nodes is γ = 0.3.
(1) random Erdös-Rényi networks, and (2) degree-matched random networks. These
will be described in the following sections.
For both classes of random networks, the convention used in this thesis is to
represent a null model ensemble as a set of graphs:
Λ = {G1, . . . , G|Λ|}, (2.35)
where each Gi ∈ Λ is a unique random network, generated according to one of the
models described in the following sections. The exact model being used will be specified
in each case.
2.4.10.1 Erdös-Rényi random network model
The classical, and simplest, form of null model is the Erdös-Rényi (ER) model. ER
networks are created with a fixed number of nodes N , with the edges connecting the
nodes placed at random while accounting for the desired construction (e.g. directed or
undirected edges).
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Two variants of the ER model exist. The first, introduced by Solomonoff and
Rapoport (1951), assigns edges according to a specified inter-node connection proba-
bility, where each pair of nodes has an independent probability p of being connected,
with the corresponding probability of them being unconnected being 1− p (Gilbert,
1959; Solomonoff, 1952; Solomonoff and Rapoport, 1951). This model is referred to
as the GER(N, p) model. The second ER model, studied by Erdös and Rényi (1959,
1960, 1961), instead generates random graphs with a given number of edges M , from a
uniform distribution. This is referred to as the GER(N,M) model. It is this GER(N,M)
model that is used in later chapters to normalise the small-world index (see § 2.4.11
below).
To generate random graphs, the GER(N, p) model can be implemented as a series
of Bernoulli trials for each of the 12N(N − 1) unique node pairs. An edge is created
between a pair of nodes if the connection probability p is greater than or equal to a
randomly generated number ϖ ∈ (0, 1], as shown in Algorithm 3, ER-Np (page 3). The
GER(N,M) model can instead be implemented by iteratively placing edges between
pairs of randomly selected nodes until the desired number of edges M is reached;
Algorithm 4, ER-NM (page 4). Although the two variants of the ER model are distinct,
they both generate randomly-connected graphs with the same general topological
properties.
Using the GER(N, p) model, the probability that a graph with M edges is created –
comparable to a graph created via GER(N,M) – is given by the binomial distribution
(Barabási and Pósfai, 2016; Newman, 2010):
P (M) =
(1
2N(N − 1)
M
)
pM(1− p) 12N(N−1)−M . (2.36)
Decomposing this,
( 1
2N(N−1)
M
)
is the number of unique ways M edges can be placed
between the 12N(N − 1) node pairs; pM is the probability of M edges existing in the
network; and (1− p) 12N(N−1)−M is the probability of the remaining 12N(N − 1)−M
potential edges not existing.
The average number of edges in networks generated using this model is:
⟨M⟩ = p N(N − 1)2 . (2.37)
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Using Equation 2.37, the average nodal degree of GER(N, p) networks is straightfor-
ward to compute. As each edge contributes to the degree value of two separate nodes,
this is given by:
⟨k⟩ = 2⟨M⟩
N
= p(N − 1). (2.38)
We can similarly obtain the degree distribution for GER(N, p) networks. The probability
of a single node connecting to k nodes, and not to the other N − 1 − k nodes, is
pk(1− p)n−1−k; and the number of ways k edges can be placed amongst N − 1 nodes
(i.e. all nodes excluding itself) is
(
N−1
k
)
. Thus, the degree distribution is given by the
binomial distribution:
P (k) =
(
N − 1
k
)
pk(1− p)N−1−k, (2.39)
which can be closely approximated by a Poisson distribution when N ≫ ⟨k⟩ (Barabási
and Pósfai, 2016; Newman, 2010):
P (k) = e−⟨k⟩ ⟨k⟩
k
k! . (2.40)
For this reason, ER networks are also sometimes referred to in the literature as Poisson
random graphs.
As M = p N(N−1)2 when N → ∞, both the GER(N, p) and GER(N,M) models
become statistically equivalent for large values of N (Barrat et al., 2013; de Silva and
Stumpf, 2005). Both variants of the ER model thus generate random networks with
binomial degree distributions.
As previously mentioned, ER networks are a commonly used null model as they are
easy to implement and have properties that can be interrogated analytically (Hofstad,
2017); however, as both variants of the ER model generate networks with binomial
degree distributions, they cannot recapitulate all of the properties observed in complex
real-world networks, which often exhibit power-law degree distributions (see Figure 2.4,
page 19). In instances where it is necessary to account for such properties, other null
models can be used that generate random networks to a prescribed degree distribution.
Two such models are described in the following section.
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Algorithm 3: ER-Np – Erdös-Rényi G(N, p) model. Generates random
networks with N vertices and intervertex connection probability p. Based on
the model of random networks first introduced by Solomonoff and Rapoport
(1951), and independently developed by Gilbert (1959).
input : Number of nodes N , and connection probability
p ∈ {x ∈ R | 0 ≤ x ≤ 1}.
output : Random Erdös-Rényi network GER = (V,E) where |V | = N .
[1] begin
[2] /* INITIALISATION */
[3] /* Initialise node set V with N elements */
[4] V ← {v1, . . . , vN};
[5] /* MAIN PROCEDURE */
[6] /* Iterate over set of nodes */
[7] for ∀vi ∈ V do
[8] /* Unique edges are ensured by preventing node vi from
connecting to a node with a lower index (j > i). This
constraint can be removed for directed networks */
[9] for ∀vj ∈ V where j > i do
[10] /* Draw a random number ϖ ∈ (0, 1], and add a
connection between the current nodes vi, vj if the
random number is greater than or equal to the
connection probability p */
[11] select ϖ uniformly at random from {x ∈ R | 0 < x ≤ 1};
[12] if p ≥ ϖ then
[13] E ← E ∪ {(vi, vj)};
[14] return GER = (V,E);
2.4 Network measures 55
Algorithm 4: ER-NM – Erdös-Rényi G(N,M) model. Generates random
networks with N vertices and M edges. Based on the model of random
networks introduced by Erdös and Rényi (1959).
input : Number of nodes N ; and number of edges M to include, where
M ≤ 12N(N − 1) for undirected networks, or M ≤ N(N − 1) for
directed networks.
output : Random Erdös-Rényi network GER = (V,E), where |V | = N and
|E| =M .
[1] begin
[2] /* INITIALISATION */
[3] /* Initialise vertex set V with N elements */
[4] V ← {v1, . . . , vN};
[5] /* Initialise empty edge set E to populate with edges */
[6] E ← ∅;
[7] /* MAIN PROCEDURE */
[8] /* Add edges to the graph until the specific number M has
been reached */
[9] while |E| < M do
[10] /* Draw two unconnected unique nodes at random */
[11] select vi, vj ∈ V uniformly at random
[12] where ((vi, vj) /∈ E) ∧ (vi ̸= vj);
[13] /* Create an edge to connect the selected nodes */
[14] E ← E ∪ {(vi, vj)};
[15] return GER = (V,E);
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2.4.10.2 Degree-matched null models
The degree distribution plays an important role in determining the large-scale structure
of a network, and can consequently influence many topological measures. It is therefore
often desirable to control for this by creating null model networks with the same degree
distributions as the network being studied (see § 2.2.3).
The two most common methods for creating null model networks that preserve the
degree distribution, number of nodes, and number of edges – and thus also the original
network’s size and density – are:
1. the edge-swap rewiring model (Algorithm 5, ES); and
2. the configuration model (Algorithm 6, CM).
The edge-swap model generates random networks by creating duplicate versions
of the original network, which are then rewired via an iterative Markov chain Monte
Carlo (MCMC) process that swaps the source or destination nodes between randomly
selected pairs of edges, preserving the original nodal degrees (Maslov and Sneppen,
2002; Milo et al., 2003). For example, a pair of edges {(u, v), (x, y)} can be rewired to
give {(u, x), (v, y)}. This rewiring process is illustrated in Figure 2.15.
As sufficient edge randomisation will destroy any functionally-relevant structures
present in the original network – while preserving the degree distribution, size, and
density – the edge-swap method provides a good choice of null model in most cases.
Analyses in later chapters use edge-swapped networks that have been randomised with
a total 10×M edge-swaps, which has previously been shown to be sufficient for full
network randomisation (Milo et al., 2003; Ray et al., 2012).
The configuration model (Molloy and Reed, 1995) instead constructs synthetic
random networks by first creating N nodes, each with ki stubs, corresponding to the
degree of node vi in the original network (Figure 2.16a). These unconnected stubs are
then linked at random to create a new network with the same degree sequence as the
original (Figure 2.16b).
In practice, both of the degree-matched null models mentioned above produce similar
random networks. A comparison of the two methods can be found in Appendix E
(page 241), showing no significant difference between the null models for the measures
and networks investigated in this thesis.
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Fig. 2.15 Edge-swap randomisation. The structure of a graph is altered by randomly
rewiring connections, preserving the degree distribution. The example shows the two
possible outcomes for an undirected graph. Adapted from Fosdick et al. (2016).
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Algorithm 5: ES – Edge-swap. Degree-preserving Markov chain Monte
Carlo (MCMC) edge-swap rewiring / randomisation algorithm; used for
generating null model networks. Based on the procedure described by
Maslov and Sneppen (2002); Milo et al. (2003).
input : Graph G = (V,E), where V = {v1, . . . , vN} is the set of vertices,
and E = {e1, . . . , eM} is the set of connecting edges; and ξ, the
randomisation factor (multiplied by the number of edges to give
the total number of edge-swaps), where ξ ∈ {x ∈ N | 1 ≤ x <∞}.
output : Graph with randomised edges G′ = (V,E ′).
[1] begin
[2] /* INITIALISATION */
[3] /* Create new edge set E ′ to rewire */
[4] E ′ ← E;
[5] /* Perform ξ edge-swaps × the number of edges M */
[6] swaps← ξ ×M ;
[7] /* MAIN PROCEDURE */
[8] while swaps ̸= 0 do
[9] /* Choose two edges at random e1, e2 ∈ E ′ ensuring the
edges: are unique, do not share source or
destination vertices, and will not result in
self-loops if swapped */
[10] select e1 = (vA, vB), e2 = (vC , vD) ∈ E ′ at random
[11] where (e1 ̸= e2) ∧ (vA ̸= vC) ∧ (vA ̸= vD) ∧ (vB ̸= vC) ∧ (vB ̸= vD);
[12] /* Note: if these constraints are not met, some
variants of the algorithm count it as a swap trial
and decrement the swaps counter accordingly; see
Miklós and Podani (2004); Milo et al. (2003) */
[13] /* Create new edges, swapping destination nodes */
[14] e′1 ← (vA, vD); e′2 ← (vC , vB);
[15] /* Remove original edges and replace with the newly
rewired ones */
[16] E ′ ← E ′ \ {e1, e2};
[17] E ′ ← E ′ ∪ {e′1, e′2};
[18] /* Decrement loop counter */
[19] swaps← (swaps− 1);
[20] /* Return a graph with the new set of rewired edges E ′ */
[21] return G′ = (V,E ′);
2.4 Network measures 59
Algorithm 6: CM – Configuration model. Stub matching algorithm to
generate undirected random graphs with a given degree sequence k⃗; used for
generating null model networks. The algorithm can easily be modified to
generate directed graphs by connecting out-degree stubs to in-degree stubs.
First proposed by Molloy and Reed (1995).
input : Number of nodes, N ; degree sequence, k⃗ = (k1, . . . , kN).
output : Random graph Grand = (Vrand, Erand) with the degree sequence k⃗,
where |Vrand| = N .
[1] begin
[2] /* INITIALISATION */
[3] Vrand ← {v1, . . . , vN};
[4] Erand ← ∅;
[5] /* Get the number of stubs for each vertex from the degree
sequence k⃗; each entry ki corresponding to a vertex
vi ∈ V */
[6] stubs← k⃗;
[7] /* MAIN PROCEDURE */
[8] /* Continue adding edges while stubs remain */
[9] while ∑Ni=1 stubsi > 0 do
[10] /* Select two random nodes (vi, vj) with stubs remaining
that are not already connected by an edge */
[11] select vi, vj ∈ Vrand at random where
(i ̸= j) ∧ (stubsi > 0) ∧ (stubsj > 0) ∧ [(vi, vj) /∈ Erand];
[12] /* Create edge between the randomly selected vertices,
and update the stub counts accordingly */
[13] Erand ← Erand ∪ {(vi, vj)};
[14] stubsi ← (stubsi − 1);
[15] stubsj ← (stubsj − 1);
[16] return Grand = (Vrand, Erand);
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a
b
Fig. 2.16 Configuration model random network generation. Showing (a) unconnected
stubs assigned to each node, determined from the desired degree sequence; and (b) null
model graph generated by randomly connecting stubs to one another. Adapted from
Clauset (2016b).
2.4.11 Small-world property
The networks of the nervous system must balance the conflicting requirements of
functional segregation and functional integration. Networks that exhibit such a balance
are described as being small-world, and are formally defined as networks that have a
higher-than-random clustering coefficient C (indicative of functional segregation) and
a lower-than-random characteristic path length L (indicative of functional integration
and high wiring efficiency) (Rubinov and Sporns, 2010; Watts and Strogatz, 1998), see
§ 2.2.2.3 (page 24).
One concise way to measure the “small-worldness” of a network is through the
normalised small-world index, first proposed by Walsh (1999) and independently devel-
oped and expanded by Humphries and Gurney (2008).
To determine whether a given network has a higher-than-random clustering coeffi-
cient and lower-than-random characteristic path length, the small-world index S uses a
statistical ensemble of null model networks to normalise the measures. This ensemble
of random networks Λ is usually generated using the ER method given in Algorithm 4
(Λ = {G1, . . . , G|Λ|}; ∀Gi ∈ Λ, Gi ← GER(N,M)). The properties of these random net-
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works can then be analysed and averaged to give representative values for normalisation.
Applying Equation 2.11 to the random networks in Λ can provide us with the mean
characteristic path length of the ensemble:
⟨Lrand⟩ = 1|Λ|
|Λ|∑
i=1
L(Gi). (2.41)
Similarly, via Equation 2.20 the mean clustering coefficient of the ensemble can
also be determined:
⟨Crand⟩ = 1|Λ|
|Λ|∑
i=1
C(Gi). (2.42)
Where C and L are the respective clustering coefficient and characteristic path
length for the real network of interest, and ⟨Crand⟩ and ⟨Lrand⟩ are the mean random
values computed from the null model networks in Λ, the normalised small-world index
can be computed via:
S(G) = C/⟨Crand⟩
L/⟨Lrand⟩ . (2.43)
As a greater-than-random clustering coefficient results in a numerator > 1, and
a short-than-random characteristic path length results in a denominator < 1, the
small-world index provides a balanced measure that accounts for both properties, and
captures the degree of small-worldness in a single value. Using this measure, a network
is defined as small-world if S > 1.
2.4.11.1 Note on null model usage
Although the small-world index was originally defined to use the GER(N,M) null
model (Algorithm 4, page 55), some applications in the literature have instead used
edge-swapped networks (Harriger et al., 2012). It should be noted that the choice
of null model can change the interpretation of the metric: In the case of ER, the
small-world index considers whether a given network is small-world relative to networks
with completely random connectivity, while for edge-swapped networks (and those
generated by the configuration model), it considers whether a network is small-world
relative to other networks with the same degree distribution.
As the degree distribution determines whether a network can contain high-degree
nodes, the choice of null model can influence the extent to which the comparison
networks contain hubs. This is important as hubs act to connect many nodes and
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can greatly reduce the characteristic path length. The selection of null model, and
resultant change in metric interpretation, also affects every other network measure that
uses a random ensemble for normalisation or comparison.
Using the standard definition of the small-world index given by Humphries and
Gurney (2008), the analyses presented in this thesis are normalised using ER networks.
The reason for this is to determine whether the networks of interest have a small-
world structure at all, and not whether they are more or less small-world than similar
networks with the same degree distribution (as would be the case if edge-swapped
networks were used). All other measures considered here, however, are compared
to edge-swapped networks, as the other analyses attempt to address the question of
whether the networks have structural features independent of the degree distribution.
That is to say, the difference in null model selection is to address two different questions:
(1) in the case of the small-world index, is the network small-world compared to random;
and (2) what are the characteristics of the network that are not properties of the degree
distribution?
2.4.12 Scale-free property
In § 2.2.1 and Figure 2.4 we briefly introduced the concept of scale-free networks.
These are networks with scale-invariant degree distributions, typically characterised by
the presence of many low-degree nodes connected to a small number of high-degree
hubs. Scale-free networks have attracted much attention due to their interesting
characteristics and abundance in nature, including in the brain.
Formally, a network is defined as being scale-free if its degree distribution P (k)
follows the power-law:
P (k) ∝ k−α, (2.44)
where α is the power-law exponent. Thus, by fitting this formula to an empirical degree
distribution, via a method such as least-squares regression (Clauset et al., 2009), we
can determine whether a network is scale-free. Often, a threshold is introduced such
that P (k) is only considered above some minimum value kmin where the power-law
holds. This is used to (1) enable a good fit to empirically-derived discrete data, where
low values of k can deviate from the distribution; and (2) allow for the analysis of
continuous data, since k−α →∞ as k → 0 for α > 0.
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An interesting property of scale-free networks is that their structures are, to a
large extent, determined by the power-law exponents α of their distributions. Most
real-world instances of scale-free networks have a power-law exponent in the range
2 < α < 3 (Albert and Barabási, 2002; Barabási and Albert, 1999; Clauset et al., 2009),
typically resulting in a small-world structure with a higher-than-random clustering
coefficient (Albert and Barabási, 2002; Zhou, 2002), and an ultra-small characteristic
path length that scales double-logarithmically with the number of nodes (Chung and
Lu, 2002; Del Genio et al., 2011):
L ∝ log logN. (2.45)
This makes scale-free networks of this type highly efficient, providing a good balance
between functional integration and functional segregation. Despite the efficient ultra-
small nature of networks in the range 2 < α < 3, it is important to note that not all
scale-free networks are small-world (Zhang et al., 2007).
As well as being highly efficient, scale-free networks have also been demonstrated
to be highly resilient to random connection loss, although not to targeted attacks. In
the case of random attacks, the efficient connectivity results in slow, gradual, network
degradation, superior to randomly connected networks (Achard et al., 2006; Albert
et al., 2000).
2.4.12.1 Power-laws & statistics
As power-law distributions frequently span over orders of magnitude, the nodes in a
scale-free network often have large differences in their nodal degrees. Furthermore,
under certain circumstances common summary statistics are not informative. An
example of this is when α ≤ 2, the mean degree ⟨k⟩ diverges to infinity as N → ∞
(Newman, 2005). Although a finite scale-free network will not have an infinite number
of nodes to allow this, the result shows that it is not a well-defined measure, and
is unrepresentative of the actual distribution. The same applies to all subsequent
moments, with ⟨k2⟩ diverging for α ≤ 3, thus having no definite variance or standard
deviation; and ⟨k3⟩ for α ≤ 4, etc. Generally, where M is the moment, ⟨kM⟩ is only
finite and well defined when M < α− 1. Where this is satisfied, the Mth moment for
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an ideal power-law distribution is given by (Newman, 2005):
⟨kM⟩ ∝
(
α− 1
α− 1−M
)
kMmin, (2.46)
where kmin is the previously-mentioned lower threshold.
2.4.12.2 Scale-free networks in the brain
Power-law degree distributions are found in various types of networks. Examples
include metabolic networks (Jeong et al., 2000; Wagner and Fell, 2001), protein-protein
interaction networks (Yook et al., 2004), information networks (Albert et al., 1999;
Faloutsos et al., 1999), and social networks (Aparicio et al., 2015). Functional brain
networks have also been found to exhibit power-law or truncated power-law distribu-
tions (Fornito et al., 2010; Hayasaka and Laurienti, 2010; Heuvel et al., 2008), as have
connectomes derived from diffusion MRI methods (Gong et al., 2009; Iturria-Medina
et al., 2008).
Although the power-law provides a good fit for some connectomic data, it is not the
case for all brain regions (Humphries et al., 2006), and alternative distributions have
been proposed that might provide a better fit to neural degree distributions (Gastner
and Ódor, 2016). Similarly, although the synaptic connectome of C. elegans appears
to exhibit a degree distribution tail that partially matches a power-law (Figure 3.9,
page 98), other distributions have also been proposed (Amaral et al., 2000). Determin-
ing and interpreting the degree distributions of connectomes is still an open area of
research (Bullmore and Sporns, 2009; Gastner and Ódor, 2016).
One theory for why scale-free networks are so common in nature relates to network
growth characteristics. Imposing a simple growth rule, where new nodes have a higher
probability of connecting to existing high-degree nodes, than to younger nodes, is
sufficient to create a scale-free network with a power-law degree distribution (Barabási
and Albert, 1999).
2.4.13 Rich-club organisation
Rich-clubs are subnetworks composed exclusively of high-degree nodes, that serve as the
main backbones in a network, linking modules and facilitating functional integration
(Figure 2.6 on page 22 for an illustration) (Colizza et al., 2006; Zhou and Mondragon,
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Fig. 2.17 Rich-club core. Rich-clubs can be identified by iteratively removing the lowest
degree nodes, and comparing the density of the remaining core to the expected density.
The figure on the right reveals a rich-club core after removing nodes k ≤ 2 (i.e. K = 2).
2004). The name stems from the rich-club phenomenon observed in many natural
systems, where connection-rich hubs are frequently more interconnected than would be
expected by chance (Colizza et al., 2006).
The presence of rich-clubs can be identified by iteratively removing low-degree
nodes for a given degree threshold K, such that nodes with k ≤ K are removed, and
comparing the density of the remaining high-degree subnetwork to the expected density
from a random ensemble. The subnetwork density for a threshold is referred to as
the rich-club coefficient Φ(K), and is the ratio of remaining connections M>K to the
maximum possible number of connections.
If a rich-club exists in a network, then for a certain degree range the hubs will appear
more interconnected than expected, and thus have a higher relative density (i.e. nor-
malised rich-club coefficient). Searching for rich-clubs is performed in a stepwise fashion,
with the degree threshold K incrementing with each iteration (k ≤ 1, . . . , N − 1). An
example of a subnetwork for K = 2 is shown in Figure 2.17.
LetK be the degree threshold, and ki the degree of node vi ∈ V , then the subnetwork
for a given threshold is:
G>K = (V>K , E>K), (2.47)
where the set of nodes V>K and edges E>K for the subnetwork are:
V>K = {vi ∈ V | ki > K}, (2.48)
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E>K = {(vi, vj) ∈ E | (vi ∈ V>K) ∧ (vj ∈ V>K)}. (2.49)
The number of nodes N>K and edges E>K remaining in the network after excluding
nodes with a degree k ≤ K, are respectively given by:
N>K = |V>K |, (2.50)
M>K = |E>K |. (2.51)
For an undirected network with no self-connections, the rich-club coefficient (i.e.
subnetwork density) for a threshold K can then be calculated:
Φ(K) = D(G>K) =
2M>K
N>K(N>K − 1) . (2.52)
Similarly, for a directed network:
Φ→(K) = D→(G→>K) =
M>K
N>K(N>K − 1) . (2.53)
Thus, a fully-connected subnetwork at a given degree threshold K has a rich-club
coefficient Φ(K) = 1. To normalise the rich-club coefficient, it can be compared to the
mean value from an ensemble of random networks ⟨Φrand(K)⟩:
⟨Φrand(K)⟩ = 1|Λ|
|Λ|∑
i=1
Φrandi(K), (2.54)
Here |Λ| is the number of random networks in the ensemble, and Φrandi(K) is the
rich-club coefficient for a random network Gi ∈ Λ. The normalised rich-club coefficient
is then expressed as:
Φnorm(K) =
Φ(K)
⟨Φrand(K)⟩ . (2.55)
By convention, a significant rich-club is said to exist where the normalised rich-club
coefficient is (Harriger et al., 2012; Reus and Heuvel, 2013; Towlson et al., 2013):
Φnorm(K) ≥ 1 + 1σ, (2.56)
with σ being the Standard Deviation of Φrand(K):
σ =
√√√√√ 1|Λ| − 1
|Λ|∑
i=1
[
Φrandi(K)−
〈
Φrand(K)
〉]2
. (2.57)
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2.4.14 Network motifs
In §2.2.2.4 we discussed how networks often contain repeating stereotypical connectivity
patterns – termed motifs – that can form the functional building blocks of a network.
Analysing the motifs from which a network is composed can provide deep insights into
its structural architecture and computational properties (Alon, 2007; Kashtan et al.,
2004; Milo, 2002; Sporns and Kötter, 2004).
Fundamentally, a motif is a small graph G′ = (V ′, E ′). To find the instances of a
motif in a network of interest G, we can search for subgraphs Gsub within the network
G that are isomorphs of a template motif G′; in other words, we search for parts of
the network that have an identical structure to the motif. Formally, a subgraph is a
graph Gsub = (Vsub, Esub) contained within the original graph G = (V,E), such that
Vsub ⊆ V and Esub ⊆ E ∩ (Vsub × Vsub).
Two graphs G′ and Gsub are said to be isomorphic if and only if each node in G′
has a one-to-one correspondence to a node in Gsub, such that each pair of nodes has
exactly the same number of edges between them in both G′ and Gsub (Gibbons, 1985;
Schreiber and Schwöbbermeyer, 2008). See Figure 2.8 (page 26) for an illustration of
motif matching.
The set of possible unique motifs of a given size s (where s is the number of vertices
s = |V ′|) can be written:
Ωs = {G′1, . . . , G′|Ω|}. (2.58)
Using the principle of graph isomorphism introduced above, we can search for
instances of each motif type G′h ∈ Ωs in a network and record the frequency of each
(denoted Jh) to provide information on a network’s composition (see Figure 2.8).
Although the problem of counting the motif frequency Jh can be stated simply,
in practice it is computationally challenging. Recent progress has been made in the
area of determining graph isomorphism – giving this task a sub-exponential ideal
running time (Babai, 2015) – yet the process of exhaustively enumerating motifs
still grows exponentially, both with the size of the target graph G and the size of
the motif s. To illustrate: for directed motifs where all of the nodes are connected
to at least one other node in the motif, there are only two possible motifs of size
s = 2, as two nodes can only either be connected with a single edge or a recipro-
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cal edge (|Ω2| = 2). For s = 3 this grows to |Ω3| = 13 (displayed in Figure 2.9,
page 26), while |Ω4| = 199, |Ω5| = 9, 364, |Ω6| = 1, 530, 843, and |Ω7| = 880, 471, 142
(Harary and Palmer, 1973; Sloane, 2017). As the search time also grows with the
size of the target network being searched, most motif searchers are constrained to s ≤ 4.
Several practical algorithms exist for applying the above concepts to real networks
(Wong et al., 2012). The most common approach is to first divide the target graph G
into all of the possible subgraphs Gsub ⊆ G of a given size s (called the subgraph census).
A search can then be performed within the subgraph space for motif isomorphs (Wong
et al., 2012). One computationally efficient, and widely used, method for this is the
ESU algorithm (Wernicke, 2005) given in Algorithm 7 (page 69). This approach works
by iterating through the nodes in the network and examining which subgraphs can be
grown from each root node, stopping when the path length for each growth attempt
reaches s. These are then collated and categorised by motif isomorphism to compute
motif frequencies. The same process is then performed on null model networks for the
purposes of normalisation and statistical analysis. For large networks and motif sizes,
random sampling of the network can also be applied to estimate motif frequencies
(Wong et al., 2012).
The degree to which a motif is over- or under- represented in a network can be
determined by comparing the motif frequency observed in the network of interest, to
the mean frequency observed in the null model samples, via the motif z-score (Milo,
2002). For a motif G′h, the motif z-score is given by:
zh =
Jh − ⟨Jrandh⟩
σJrandh
, (2.59)
where ⟨Jrandh⟩ is the mean occurrence of motif G′h across the random networks, and
σJrandh is the corresponding Standard Deviation.
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Algorithm 7: ESU – Enumerate subgraphs. Subgraph enumeration
algorithm from Wernicke (2005); used for motif detection in FANMOD
(Wernicke and Rasche, 2006).
input : Graph G = (V,E); and s, the size of the subgraphs to enumerate
containing exactly s vertices, where s ∈ {x ∈ N | 2 ≤ x < N}.
output : All size-s subgraphs in G.
[1] begin
[2] /* Enumerate subgraphs around each vertex vi ∈ V */
[3] for ∀vi ∈ V do
[4] /* Get the neighbourhood Nh of vi (adjacent vertices),
ensuring the indices j are greater than the current
root vertex index i (to prevent double counting) */
[5] Vextension ← {vj ∈ Nh({vi}) | j > i};
[6] /* Enumerate the subgraphs around the current root vi
using the set of neighbouring vertices in Vextension */
[7] call ExtendSubgraph({vi}, Vextension, vi);
[8] function ExtendSubgraph(Vsub, Vextension, vi)
[9] /* Stop extending the subgraph if it has reached the target
subgraph size s */
[10] if |Vsub| = s then
[11] /* Create subgraph edge set, and return result */
[12] Esub ← {(vi, vj) ∈ E | vi, vj ∈ Vsub};
[13] return Gsub = (Vsub, Esub);
[14] /* Continue enumerating subgraphs while there are still
vertices available in the neighbourhood Vextension */
[15] while Vextension ̸= ∅ do
[16] /* Get arbitrary vertex vω to add to the subgraph */
[17] select {vω} ⊆ Vextension;
[18] V ′sub ← Vsub ∪ {vω};
[19] /* Remove vω from the pool of searchable vertices */
[20] Vextension ← Vextension \ {vω};
[21] /* Get the neighbourhood of the subgraph containing the
new vertex, V ′sub (i.e. all nodes adjacent to the
subgraph that are not in the subgraph) and enumerate
all possible subgraphs that can be grown from it by
recursively calling ExtendSubgraph() */
[22] V ′extension ← {vj ∈ Nh(V ′sub) | j > i};
[23] call ExtendSubgraph(V ′sub, V ′extension, vi);
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2.5 Multilayer networks
As we introduced in § 2.2.5, various interaction types between nodes can be represented
as separate layers in a multiplex network. Multiplex networks consist of multiple layers
containing the same nodes, but with different arrangements of edges in each layer,
corresponding to instances of the interaction type associated with that layer. Such
a multiplex network A with X layers can conveniently be represented as a set of X
separate N ×N adjacency matrices:
A =
{
A[1], A[2], ..., A[X]
}
. (2.60)
It is therefore possible to analyse the properties of each layer using the same network
measures previously described, or via variants of the measures that consider all of the
layers collectively (Battiston et al., 2014; Boccaletti et al., 2014; Kivelä et al., 2014).
2.5.1 Multilayer reducibility
When working with multiplex networks, it is useful to know the extent to which layers
differ from one another, and whether each layer is truly a unique representation rather
than a redundant (duplicate) description of another layer. One way to address these
questions is to measure the information content of the layers and ask whether any
information is lost when aggregating, or collapsing, layers; for example, to determine
whether a two layer representation contains any more information than a single layer
(monoplex) representation of the same network. If no information is lost in reducing the
network to a single layer, we can say that the multilayer structure adds no information
and that the network can be simplified by aggregating the two layers into a single layer
(De Domenico et al., 2014, 2015a, 2016; Wang and Liu, 2017).
The approach described above is known as multilayer reducibility, and is closely
related to edge overlap. Considering two multiplex layers with the same edges in
each layer, the overlap between them is 100 %, and indeed no information would
be lost aggregating the layers into a single layer with the same edges. The ability
to measure the information content of a network therefore allows us to quantify the
similarity, overlap, and redundancy of layers, while furthermore enabling us to find the
most economical representation of a multilayer network by identifying and aggregating
redundant layers.
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2.5.1.1 Layer aggregation
The first step is to formalise the notion of layer aggregation. As all of the layers in a
multiplex network contain the same nodes, the process of layer aggregation is simply
performed by taking the edges from two or more layers, and merging them into a single
layer (see Figure 2.18). If we are working with a multigraph (which allows for multiple
edges between nodes), then the adjacency matrix for the aggregate network can be
obtained by summing the adjacency matrices of the various layers (De Domenico et al.,
2015a):
Aag =
X∑
β=1
A[β]. (2.61)
If a multigraph is not desired – such as the networks analysed in later chapters – then
the layer aggregation is performed by assigning exactly one edge between nodes if they
are connected by an edge in any of the network layers, else leaving them unconnected
(Battiston et al., 2014):
Aagij =
1 if ∃β : A
[β]
ij
0 otherwise
. (2.62)
2.5.1.2 Graph entropy
The next requirement for determining multilayer reducibility is to quantify the infor-
mation content, or complexity, of a layer. This is performed by measuring the entropy
of the structure, using a variant of the information entropy measure first introduced
by Shannon (1948). This can be viewed as a generalisation of the classical notion of
thermodynamic entropy (Bais and Farmer, 2007; Shannon, 1948).
Information entropy essentially describes the predictability of states in the system,
and thus the system’s information content; this relationship can be seen from considering
that simple systems are more predictable than complex ones, and thus encode less
information. For a random variable Y with associated states {y1, . . . yn}, the Shannon
entropy can be computed from the probabilities of observing those states P (Shannon,
1948):
H
shannon
(Y ) = −
n∑
i=1
P (yi) log2 P (yi), (2.63)
where by convention 0 log2 0 ≡ 0.
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v1[1]
v2[1]
v3[1]
v4[1]
v1[2]
v2[2]
v3[2]
v4[2]
A[1]
A[2]
(a) Multiplex network
v1
v2
v3
v4 A
[1] + A[2] 
(b) Aggregate network
Fig. 2.18 Diagram showing: (a) a two-layer multiplex network containing four nodes,
and (b) a one-layer, monoplex, network formed from aggregating the layers of the
above multiplex network. Note that the edges from both layers are preserved in the
aggregation.
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Numerous methods exist for measuring the entropy of a graph structure (reviewed
in Dehmer and Mowshowitz, 2011; Anand and Bianconi, 2009) with the most common
being the von Neumann entropy, originally formulated in the context of quantum
mechanics (QM) (Von Neumann, 1955).
In quantum mechanics, a system can either be in a pure state, describable by
a single state vector, written |ψ⟩; or a mixed state, a statistical ensemble of pure
states corresponding to a set of state vectors, each with an associated probability of
the system being in that state p ∈ [0, 1], satisfying the constraint ∑i pi = 1. This
information is usually encoded in a density matrix, ϱ. Where ⟨ψi| is the Hermitian
transpose (conjugate transpose) of the state vector |ψi⟩, the density matrix of a system
can be expressed as (Han, 2012):
ϱ =
∑
i
pi|ψi⟩⟨ψi|. (2.64)
Taking the density matrix ϱ, the von Neumann entropy of a quantum system
can be defined either in terms of its eigenvalues λ or the trace of the density matrix
(Von Neumann, 1955):
H(ϱ) = −∑
i
λi log2 λi
= −Tr(ϱ log2 ϱ).
(2.65)
The utility of this measure lies in its ability to express the “mixedness” of a quantum
system: H = 0 if and only if the system is in a pure state, else when H > 0 the system
is in a mixed state. For a classical (non-quantum) system, this is directly analogous to
the Shannon entropy in Equation 2.63.
The applicability of the von Neumann entropy to the structural complexity of
graphs has been the topic of several works (Anand et al., 2011; Braunstein et al., 2006;
de Beaudrap et al., 2016; Han et al., 2011; Passerini and Severini, 2011). These have
shown that the normalised Laplacian matrix of a graph (defined below) corresponds
to the density matrix of a quantum system, such that a graph can be described in
quantum mechanical terms as being in a pure state if and only if it contains exactly
one edge (H = 0 ⇐⇒ M = 1), or as an ensemble of pure states if and only if it has
multiple edges (i.e. a mixed state, H > 0 ⇐⇒ M > 1). The von Neumann entropy
can thus be used to reliably measure the complexity and information content of a
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graph’s topological structure.
As stated, to compute the von Neumann entropy of a graph we must first define
the normalised graph Laplacian matrix Lˆ. The Laplacian matrix is analogous to a
discrete form of the Laplace operator (L = −∇2), and can be used to study diffusion or
random walk processes on a graph (Barrat et al., 2013; Newman, 2010). The properties
of the Laplacian matrix – such as its relation to the QM density matrix – also make it
useful for studying many topological network features not directly related to diffusion
(Chung, 1997).
Starting with the concept of diffusion, consider an amount of some diffusible
substance at node vi of a graph, written ϕi, with the diffusion constant I. The rate
of change of ϕi diffusing to or from neighbouring nodes in the network can then be
written as:
dϕi
dt
= I
∑
j
Aij(ϕj − ϕi). (2.66)
In matrix form, this is equivalent to (Newman, 2010):
dϕ
dt
= I(A−D)ϕ, (2.67)
where D is a diagonal matrix containing the respective nodal degrees:
D =

k1 0 . . . 0
0 k2 . . . 0
... ... . . . ...
0 0 . . . kN
 . (2.68)
The graph Laplacian matrix is then defined as (Chung, 1997; Newman, 2010):
L = D − A, (2.69)
and is constructed with the following elements:
Lij =

ki if i = j
−1 if (vi, vj) ∈ E
0 otherwise
, (2.70)
2.5 Multilayer networks 75
allowing us to rewrite Equation 2.67 using the Laplacian matrix in the form:
dϕ
dt
+ ILϕ = 0. (2.71)
To obtain the normalised Laplacian, denoted Lˆ, corresponding to the density matrix
ϱ required for the von Neumann entropy, we divide the Laplacian matrix by the sum
of the nodal degrees (Braunstein et al., 2006):
Lˆ = L/
N∑
i∈V
ki = L/Tr(D). (2.72)
This normalised, rescaled, Laplacian has a number of interesting properties, including
eigenvalues that satisfy the following:
λi ∈ [0, 1] for λ1, . . . , λN , (2.73)
N∑
i∈V
λi = 1. (2.74)
Finally, with the normalised graph Laplacian Lˆ, and its eigenvalues λ, we can extend
the definition of the von Neumann entropy (from Equation 2.65) to a single layer A[β]
of a multiplex graph A (or more generally, to any monoplex adjacency matrix A):
H(A[β]) = −
N∑
i
λ
[β]
i log2 λ
[β]
i
= −Tr
(
Lˆ[β] log2 Lˆ[β]
)
.
(2.75)
To measure the total von Neumann entropy of a multiplex network, we can simply
sum the entropy of the individual constituent layers, thus measuring the information
content of the network:
H(A) =
X∑
β=1
H(A[β]). (2.76)
2.5.1.3 Layer reducibility
We have so far established how to aggregate layers in a multiplex network (§ 2.5.1.1),
and how to measure the information content of those layers (§ 2.5.1.2). We can now
examine methods to find the most economical network representation that maintains
the maximum information content, while minimising the number of layers.
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As stated in Equations 2.61 & 2.62, it is possible to combine layers in a multiplex
network, by either collapsing all of the layers to form an aggregate monoplex network,
or a subset of the layers to create a reduced multiplex representation (i.e. a partially
aggregated multiplex network). If the original multiplex network A has X layers, we
can represent such a reduced multiplex network, with X ′ ≤ X layers, as:
B =
{
B[1], B[2], . . . , B[X
′]
}
, (2.77)
where B[β] is either identical to a layer from the original multiplex A[β] ∈ A, or the
aggregation of two or more such layers from A. We can then determine the average
entropy of the reduced representation via:
H¯(B) = H(B)
X ′
=
∑X′
β H(B[β])
X ′
. (2.78)
Using the average entropy of a multiplex network representation, given by H¯(B), it
is possible to measure how distinguishable this representation is from the aggregated
monoplex version, derived by collapsing all of the layers in the corresponding original
network, denoted Aag. The distinguishability of the reduced representation with respect
to the aggregate network is defined as:
q(B) = 1− H¯(B)
H(Aag)
. (2.79)
The larger the value of q(B), the more distinguishable the multilayer representation
is from the single layer aggregate representation. If all of the layers in B are identical,
then the distinguishability is zero (q(B) = 0); while larger values of q indicate that the
multilayer representation is more informative than the reduced one. As such, we can
then search for a multiplex representation that maximises the distinguishability, and
thus find an optimal reduced network:
Bopt = argmax
B
(q(B)). (2.80)
In practice, enumerating all possible combinations to deterministically find the
optimal network representation is often impractical, falling into the class of NP-hard
problems (De Domenico et al., 2014, 2015a), where the search time grows at least
exponentially with the number of layers. To address this, greedy agglomeration algo-
rithms can be used to search for solutions in a heuristic manner (conceptually identical
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to the maximisation method in Algorithm 2, MM) (De Domenico et al., 2014, 2015a).
The improvement of layer-reduction algorithms is an active, ongoing, area of research
(Wang and Liu, 2017).
After determining an optimal multilayer representation Bopt with the highest dis-
tinguishability, we can quantify the degree of reducibility of the original multilayer
network, written χ(A), by taking the ratio of the number of layer reductions (X−X ′opt)
to the maximum possible number of layer reductions. This quantity is termed the
reducibility, and is fully expressed as:
χ(A) = X −X
′
opt
X − 1 . (2.81)
As such, χ(A) = 0 if there are no redundant layers that can be reduced, and χ(A) = 1
if the network is fully reducible, such that it can be aggregated into a single monoplex
layer without the loss of information.
2.5.1.4 Layer distance
We have now examined how to find an optimal (non-redundant) representation of a
multilayer network, and how to measure its distinguishability from its fully aggregated
counterpart, using von Neumann entropy. It is also desirable, however, to be able
to measure the distance (or dissimilarity) between arbitrary individual layers in a
multiplex network. As we will see, the ability to quantify these distances can be used
to better understand the relationship between layers, and furthermore aid heuristic
optimisation approaches to reducibility (as applied to Equation 2.80), mentioned in
the preceding section.
In quantum mechanics, the dissimilarity between mixed quantum states can be
reliably measured using the Jensen-Shannon divergence (JSD) (Briët and Harremoës,
2009; Majtey et al., 2005). We can therefore use the mapping of graphs to quantum
systems – via the normalised graph Laplacian corresponding to a QM density matrix
(Equation 2.72) – to apply this approach directly to measuring the dissimilarity between
individual network layers (De Domenico et al., 2014, 2015a).
To calculate the Jensen-Shannon divergence between two layers, we must first obtain
the relative entropy of one layer with respect to the other, termed the Kullback-Leibler
divergence (KLD) (De Domenico et al., 2014, 2015a; Kullback and Leibler, 1951). For
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two multiplex layers (A[α], A[β] ∈ A) and their corresponding normalised Laplacian
matrices (Lˆ[α], Lˆ[β]), the Kullback-Leibler divergence is defined as:
DKL(Lˆ[α] ∥ Lˆ[β]) = Tr
(
Lˆ[α][log2 Lˆ[α] − log2 Lˆ[β]]
)
. (2.82)
Although the Kullback-Leibler divergence provides us with the layers’ relative
entropy, it does not formally qualify as a distance measure. For an arbitrary set X, a
function
d : X× X→ R (2.83)
is a distance measure over the set X, only if the following conditions are satisfied
∀x, y ∈ X (Lamberti et al., 2008):
Positiveness: d(x, y) > 0 for x ̸= y; and d(x, x) = 0. (2.84)
Symmetry: d(x, y) = d(y, x). (2.85)
To qualify as a metric distance, the function must additionally satisfy the triangle
inequality (Burago et al., 2001). ∀x, y, z ∈ X:
Triangle inequality: d(x, z) ≤ d(x, y) + d(y, z). (2.86)
On the above criteria, the Kullback-Leibler divergence fails both the triangular
inequality and symmetry conditions (DKL(Lˆ[α] ∥ Lˆ[β]) ̸= DKL(Lˆ[β] ∥ Lˆ[α])) (Lamberti
et al., 2008); it can however be used to construct the aforementioned Jensen-Shannon
divergence, which is symmetric, thus meeting all of the conditions of a distance (Lin,
1991). The Jensen-Shannon divergence is defined as:
DJS(Lˆ[α] ∥ Lˆ[β]) = 12DKL
(
Lˆ[α] ∥ Lˆ
[α] + Lˆ[β]
2
)
+ 12DKL
(
Lˆ[β] ∥ Lˆ
[α] + Lˆ[β]
2
)
. (2.87)
This distance measure can also be expressed in terms of von Neumann entropy, where it
is clear that it measures the difference between the entropy of the combined normalised
Laplacians, and the combined entropies of the individual normalised Laplacians:
DJS(Lˆ[α] ∥ Lˆ[β]) = H
(Lˆ[α] + Lˆ[β]
2
)
− 12
[
H(Lˆ[α]) +H(Lˆ[β])
]
. (2.88)
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In order to obtain a metric distance, we can take the square root of the Jensen-
Shannon divergence, termed the Jensen-Shannon distance, dJS :
dJS(Lˆ[α], Lˆ[β]) ≡
√
DJS(Lˆ[α] ∥ Lˆ[β]), (2.89)
which returns values in the interval dJS ∈ [0, 1] and has been shown to satisfy the
triangle inequality (Endres and Schindelin, 2003; Lamberti et al., 2008; Osterreicher
and Vajda, 2003).
2.5.1.5 Hierarchical clustering
Both the Jensen-Shannon divergence (DJS) and distance (dJS) are suitable for measur-
ing the information-theoretic distance between any arbitrary network layers. Besides
from the direct advantage of being able to quantify the similarity between layers,
these measures can also be used to compute the pairwise distances for the purpose of
hierarchical clustering (De Domenico et al., 2014, 2015a, 2016).
The hierarchical clustering of layers in a multiplex network is typically performed
by iteratively aggregating pairs of layers with the least separation distance at each step
(measured either as DJS or dJS), and proceeding until all of the layers are aggregated,
resulting in Aag. By measuring the distinguishability, q, at each step we can then
identify a partitioning (combination of layer aggregations) that maximises q, and thus
find an economical reduced network representation, Bopt. Although this approach
is not guaranteed to find the global optimum, it does instantiate the optimisation
from Equation 2.80 in a computationally efficient manner, avoiding the requirement to
evaluate all possible combinations. This approach has the additional benefit of being
visualisable as a dendrogram, providing an intuitive way to represent and inspect the
aggregation process, layer distances, and optimal multiplex partitioning.
2.5.2 Multilink motifs
To interrogate the internal structural properties of a multiplex network, modified
versions of the techniques previously introduced for monoplex networks can be applied
(Battiston et al., 2014; Boccaletti et al., 2014; Kivelä et al., 2014). An example used
extensively in later chapters of this thesis is that of multilink motif analysis, where the
concept of motifs is extended to consider multiple layers. Just as a motif is a pattern
of edges within a network layer, a multilink motif is a pattern of edges across multiple
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layers. The analysis of multilink motifs can provide insights into the distribution,
interrelation, and overlap of connections in different layers, and insights into a network’s
functional composition.
A multilink describes the arrangement of edges between two nodes in a multiplex
network (Bianconi, 2013; Boccaletti et al., 2014; Menichetti et al., 2014; Mondragon
et al., 2017). For two nodes vi, vj in an X-layer network, the multilink is typically
expressed as a vector:
m⃗ij = (m[1]ij ,m
[2]
ij , . . . ,m
[X]
ij ). (2.90)
where m[β]ij = A
[β]
ij . Therefore, m
[β]
ij = 1 if and only if there is a connection between
(vi, vj) in layer β. As such, a multilink m⃗ describes the complete set of edges between
two nodes in a multiplex network. The different combinations of such edges form the
set of possible multilink motifs. An illustration of multilink motifs in an example
two-layer network is shown in Figure 2.10b (page 31).
As with motifs in monoplex networks, the multilink motif frequency Jh can be
found by taking a subgraph census and searching for motif isomorphs. The degree
to which a multilink motif is under- or over- represented in a network can then be
determined by comparing the multilink motif frequency to null model samples and
taking the motif z-score (see § 2.4.14, page 67).
2.5.3 Layer interaction
In a multiplex network it is desirable to know which nodes are active in more than one
layer, to identify those that are capable of facilitating inter-layer communication. To
this end, methods have been developed which quantify the multilayer participation
of nodes by measuring the distribution and heterogeneity of their connections across
multiple layers (Battiston et al., 2014, 2016).
In later chapters one problem we will attempt to address is to identify those nodes
that are the most important in the most layers. A simple and direct approach proposed
here is the normalised degree-rank product. For a single layer, the degree tells us
the importance of a node within that layer. In the absence of data on the relative
weighting and linearity of interactions – either within or between layers – ranking the
nodes by degree provides a linear ordering of connectivity that can be compared across
layers with different interactions types. Although the processes of ranking removes
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information, it also prevents high-degree nodes from disproportionately dominating
the analysis when layers are compared. The product of this linear rank then measures
the importance of nodes, both within layers and between layers, and identifies those
with the most potential to act as cross-layer hubs. The full method is as follows: nodes
are first dense ranked in ascending order
κi = rank(ki) (2.91)
such that the lowest degree node has rank κ = 1, and the highest degree has rank
κ ≤ N . Due to the use of dense ranking, if two nodes exist with the same degree, then
they are also assigned the same rank (κi = κj ⇐⇒ ki = kj), with the rank of the
node with the next highest degree incrementing by 1. Thus, max(κ) = N if and only
if each node’s degree is unique within that layer:
max(κ[β]) = N ⇐⇒
(
k
[β]
i ̸= k[β]j ∀v[β]i , v[β]j ∈ V [β] where i ̸= j
)
. (2.92)
As a consequence, max(κ) can vary between layers, depending on the number of nodes
within a layer that share the same degree. To address this, we first rescale the rank to
the interval [0, 1] before taking the product. The normalised degree-rank product can
thus be written as:
knormi =
X∏
β=1
 κ[β]i −min(κ[β])
max(κ[β])−min(κ[β])
 , (2.93)
where knormi ∈ [0, 1]. Computing this for all nodes, we can then find the node with the
highest participation across all of the layers:
argmax
i
(knormi). (2.94)
To illustrate, if a node has the highest degree in all of the network layers, thus
participating the most across all of the network layers, it would have knorm = 1.
2.6 Software tools
Many of the network measures and algorithms described above have published soft-
ware implementations available, often in one or more network analysis applications,
toolboxes, or software libraries. Many of these are open source. A listing of some of
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the most popular software tools for network analysis is included in Appendix H.
The network analyses presented in the following chapters were performed primarily
in MATLAB (v8.5, The MathWorks Inc., Natick, MA) using the Brain Connectiv-
ity Toolbox (Rubinov and Sporns, 2010) and MATLAB/Octave Networks Toolbox
(Bounova, 2014; Bounova and de Weck, 2012). Combined, these two toolboxes imple-
ment the majority of network measures described above. Additional custom-written
MATLAB functions were used for data handling, network transformations, visualisa-
tions / plots, and custom measures.
General network diagrams were created using Cytoscape (Shannon et al., 2003)
and Dia1. Hive plots (see Krzywinski et al., 2011) were generated using the Python
hiveplotter function (v3.5, Python Software Foundation), written and provided courtesy
of Barnes (2016), using functionality from the NetworkX package (Hagberg et al.,
2008). 3D visualisations of the C. elegans connectome were created in neuroConstruct
(Gleeson et al., 2007) from model data provided by the OpenWorm (Szigeti et al.,
2014) and VirtualWorm projects2. Power-law distributions were computed using the
maximum-likelihood method from Virkar and Clauset (2014), and Clauset et al. (2009)3.
Reducibility analysis, hierarchical layer clustering, and multilayer plots were per-
formed in MuxViz (De Domenico et al., 2015b), using the algorithm described in
De Domenico et al. (2015a), and the Ward hierarchical clustering method to visualise
layer similarity (Ward, 1963). Finally, network motifs were computed using the ESU
algorithm implemented in FANMOD (Wernicke, 2005; Wernicke and Rasche, 2006).
URLs are provided in Appendix H, page 263.
1https://wiki.gnome.org/Apps/Dia/
2http://caltech.wormbase.org/virtualworm/
3http://tuvalu.santafe.edu/~aaronc/powerlaws/
Part II
The wired connectome

Chapter 3
Comparing the wired connectomes
of C. elegans
3.1 Introduction
T he wired connectome of C. elegans has become the canonical dataset in the studyof brain networks, as well as the study of complex networks in general. This is
due in part to its completeness. Indeed, thirty years after its publication, C. elegans
remains the only organism to have had its complete connectome mapped at cellular
resolution. The C. elegans network has been instrumental in launching the field of
connectomics, and insights developed from it have contributed to the understanding of
several biological and network properties (Nicosia et al., 2013; Sengupta and Samuel,
2009; Stam and Reijneveld, 2007), as well as providing a test-bed to attempt whole-
brain emulation at the neural level (Blau et al., 2014; Kitano et al., 1998; Petrushin
et al., 2015, 2016; Szigeti et al., 2014).
While much remains to be learnt about neural processing in the worm, it is de-
sirable to obtain connectomes for other species. The ability to perform comparative
connectomics would facilitate the investigation of general, evolutionarily-conserved
principles of brain organisation common across species (Fiore et al., 2015; Goulas et al.,
2014; Heuvel et al., 2016; Meinertzhagen, 2017), and further provide the ability to
study more complex behaviours and structures, including topological abnormalities
associated with pathologies. With such clinical and scientific objectives in mind, the
grand challenge of connectomics is to map the human connectome at the cellular level;
however, the size and complexity of the human brain make this extremely challenging.
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Fig. 3.1 Illustration of the manual tracing process used to constructed the original
White et al. (1986) connectome. Figures modified from (Emmons, 2015; White et al.,
1983, 1986).
Fig. 3.2 Elegance tracing software used to create the updated WormWiring connectome.
Figures modified from Xu et al. (2013).
To illustrate the difficulty of the undertaking, consider it took approximately twenty
years to image and manually reconstruct the connectivity of 302 neurons in C. elegans
by tracing electron micrograph (EM) sections (Emmons, 2015); see Figure 3.1. If the
same approach was used for the human brain, with its estimated 100 billion neurons
(Williams and Herrup, 1988), and assuming that the time taken scales linearly with
the number of cells, it would take ∼7 billion years to map the whole human brain, or
half the current age of the universe.
Clearly the approach used to map the worm cannot be applied to larger brains. A
critical task for meso- & micro- scale connectomics then, is to develop a fast accurate
method to automatically trace neurons through micrographic sections and identify
synaptic contacts. Advances in microscopy and computer vision have begun to make
this possible in recent years, and several large-scale projects are now attempting to map
the connectomes of both flies and mice (Chklovskii et al., 2010; Osten and Margrie,
2013).
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One computer-assisted method, Elegance, has recently been used to reconstruct
the previously unmapped tail circuits of a C. elegans adult male (Jarrell et al., 2012),
enabling the reverse engineering of networks that control worm mating behaviour
(LeBoeuf et al., 2014). The same reconstruction software (Xu et al., 2013)1 has also
been applied to the original White et al. (1986) TEM images (Figure 3.2), to produce
an updated hermaphrodite connectome using automated methods (Emmons et al.,
2015)2. This provides a unique opportunity to compare manual and computer-assisted
neuron tracing techniques across an entire nervous system – something which is not
currently possible in any other organism.
3.1.1 Chapter overview
This chapter analyses the first release of the new C. elegans connectome, generated using
computer-assisted methods, and compares it to the standard worm connectome derived
from manual tracing. Topological changes between the two networks are identified, to
characterise the differences between manual and automated reconstruction methods,
and to assess whether findings in the worm connectome literature are still valid for the
new network.
3.2 Materials & Methods
3.2.1 Connectivity data
Analyses were performed on both the original and updated hermaphrodite C. elegans
networks, using data taken from three sources. These networks, referred to herein by
their two-letter abbreviations, are:
• Albertson-Chklovskii connectome (AC) — the canonical hermaphrodite connec-
tome, composed from the somatic network of White et al. (1986), updated and
released by the Chklovskii lab (Chen, 2007; Chen et al., 2006; Varshney et al.,
2011); and the pharyngeal network of Albertson and Thomson (1976), made
available by the Cybernetic Caenorhabditis elegans Program (CCeP)3
(Oshio et al., 2003).
• WormWiring connectome (WW) — the first release of the new hermaphrodite
connectome, generated using the computer-assisted method described by Xu et al.
1https://github.com/emmonslab/
2http://www.wormwiring.org/
3http://ims.dse.ibaraki.ac.jp/ccep/
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(2013). This network is the version provided as of May 2015, courtesy of Scott W.
Emmons. The most recent version is available for download from the internet4.
The functional classifications referred to in this chapter (i.e. sensory neuron, interneu-
ron, motor neuron) are based on the classification schema used by WormAtlas (Altun
et al., 2002) and WormWeb. Full details are given in Appendix F, page 251.
3.2.2 Topological network measures
All network measures are the same as those described in Chapter 2. The connected
components, edge counts, and adjacency matrices used to identify differential connec-
tivity were generated using binary directed versions of the full datasets. The same
networks, excluding self-connections (Aij = 0 if i = j), were used to compute the
network density and reciprocity measures. All other analyses used binary undirected
versions of the networks with self-connections removed, except where specified otherwise.
Network measures are compared to 100 null model networks (shown in the boxplots)
generated using the degree-preserving edge-swap randomisation procedure described in
Chapter 2 (Algorithm 5), where networks were randomised with 10×M edge-swaps.
As per the definition given in Humphries and Gurney (2008), the small-world index
was normalised against 100 Erdös-Rényi (ER) reference networks containing the same
number of nodes and edges as the actual networks.
3.2.3 Software
Analyses and data handling were performed using the methods described in § 2.6. URL
links to the software tools are provided in Appendix H, page 263.
3.2.4 Literature search
To determine if any known function exists for synapses missing from the WW network,
a search was performed for each pair of neuron class IDs against the available literature
using the Google Scholar search engine5. Search results were reviewed manually to
assess their relevance.
4See footnote 2
5http://scholar.google.com/
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3.3 Results
Profiling the gross structure of the AC and WW networks reveals a large disparity
between the number of links. The new WW connectome increases the total number
of synaptic edges by 56 % over the original network, with an even greater increase of
96 % for gap junctions, giving a corresponding rise in total network density of 57 %
(Table 3.1). Inspecting the distribution of the degree change between the aggregate
networks shows that the degree increase approximately follows a Gaussian distribution,
with a mean change of +6.83 per node (Figure 3.3).
Measure AC WW ∆
№ synaptic edges M→syn 2284 3572 1288
№ gap junction edges Mgj 568 1111 543
№ aggregate network edges M→ag 3162 5028 1866
Aggregate network density D→ag 0.035 0.055 0.02
Table 3.1 Edge count & network density.
Δ kag 
Fr
eq
ue
nc
y  
µ = 6.83 
Fig. 3.3 Histogram of degree differences between the aggregate AC & WW networks.
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(a)  Albertson-Chklovskii (AC) (b)  WormWiring (WW) 
Fig. 3.4 Network wiring diagrams of the synaptic connected components in the AC &
WW connectomes. Isolated neurons are identified by name.
Counterintuitively, an examination of the connected components of both synaptic
networks reveals that the overall increase in connectivity seen in WW does not corre-
spond with a reduction in network fragmentation (Figure 3.4). Instead, the opposite is
observed. Comparing the wiring diagrams of the two networks reveals that while the
previously unconnected VC06 motor neuron merges with the main component in WW
(Figure 3.4b), three previously connected cells become separated (M5, PLML/R).
Analysing the changes in link types individually, the degree-degree correlations show
that the increases seen in WW are uniformly distributed across the synaptic network,
yet the changes in gap junction degree are much more diverse (Figure 3.5). Plotting
the networks in an adjacency matrix highlights that the variations in gap junction
connectivity form two anatomically distinct clusters in the worm (Figure 3.6b): a large
increase in connectivity between interneurons in the somatic network (Figure 3.6b,
magenta), and a decrease in gap junctions within the pharynx (Figure 3.6b, green).
The adjacency matrices further reveal a widely distributed pattern of synapses and gap
junctions in AC that are no longer present in WW (Figure 3.6 a & b, green), explaining
the observed fragmentation. These total 154 gap junctions, and 295 synapses (listed in
Table 3.2).
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Fig. 3.5 Degree-degree correlation between individual nodes in the AC & WW networks.
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Fig. 3.6 Adjacency matrices showing the differences between the AC and WW synaptic
and gap junction networks. New connections in WW that do not exist in AC are shown
in magenta, those in AC but not WW are in green, and the overlap between the two
networks is shown in blue. Nodes are classified as pharyngeal (Phx), sensory, motor,
or interneurons.
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3.3.1 Connections omitted in WW
To estimate the accuracy of the Elegance method used to generate the new WW
connectome, Xu et al. (2013) preformed three reconstructions of a single neuron in the
male connectome, and evaluated differences in the scoring of chemical synapses. These
replications revealed that cells were consistently paired 66 % of the time, suggesting
that the majority of connections in the WW connectome derived from this method are
likely accurate. Athough it is not possible to determine which of the new connections
in the WW connectome are real, it is possible to identify omissions that represent
likely errors. Of the synapses that are no longer in WW, but which exist in the original
network (Table 3.2), the literature suggests that at least some of these omissions are
incorrect. For example, considering the egg-laying circuit, it has been shown that
reciprocal connections between HSN and VC04/05 play a role in regulating egg-laying
behaviour (Zhang et al., 2010), while ALM and PLM are both known to inhibit egg-
release through synapses onto HSN (Sawin, 1996; Schafer, 2005; Zhang et al., 2008).
Missing connections between I2 and I6 have been independently verified to exist in
the pharynx (Bhatla et al., 2015), and multiple connections dropped from WW are
within the well characterised locomotory systems: these include connections required to
coordinate contralateral muscles groups ({DA,DB}→VD & {VA,VB}→DD) (McIntire
et al., 1993; Zhen and Samuel, 2015), control forward and backward locomotion (e.g.
PVC→{DB, VB}; {AVD, AVE}→DA; AVA→AVB), and inhibit forward movement in
response to posterior body touch (PLM→{AVA, AVD}) (Chalfie et al., 1985; Driscoll
and Kaplan, 1997). One missing connection is also thought to be involved in inhibiting
movement during sleep-like lethargus (ALA→AVA) (Fry et al., 2014).
3.3.2 Asymmetric gap junctions
Inspecting the weighted directed version of the WW gap junction data reveals that
eighteen of the edges are asymmetric (Aij ̸= Aji), lacking one or more matching
reciprocal connections (Table 3.3). Given the inherently bidirectional nature of gap
junctions, it seems likely that the observed asymmetries stem from neuron tracing
errors. These asymmetries span the length of the worm, but are all localised within the
ventral nerve cord. The majority of these connections are to ventral cord motor neurons,
with the other neurons being either sensory or interneurons with processes that extend
into and along the length of the ventral cord. These neurons are visualised in Figure 3.7.
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Fig. 3.7 Sensory and interneurons with asymmetric gap junctions, all with processes in
the ventral nerve cord. Visualised using data from OpenWorm (Szigeti et al., 2014).
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I1L→M1 PLMR→AVAR AVFL→PVQR PVCL→DA06 RMFL→RMGR
I1L→M2R PLMR→AVDL AVFR→ASJL PVCL→DB05 RIVR→RMEV
I1L→NSMR PLMR→AVDR AVFR→ASKL PVCL→DB06 SMBDL→AVAR
I2L→I6 PLMR→AS06 AVFR→AVJR PVCL→VB03 SMBVL→PLNL
I2L→MCL PLMR→HSNR AVFR→VD11 PVCL→VB05 URADR→RMDVR
I2R→I6 ALNR→RMHR AVG→AVL PVCL→VB08 URADR→RMED
I3→I1R PLNL→SAADL AVG→PVPR PVCL→VB10 DA01→VD01
I3→M2R PLNL→SMBVL AVG→AVEL PVCR→PDEL DA02→VD01
I3→NSML PLNR→SAADR AVHL→PVQL PVCR→DA09 DA04→DA03
I4→M1 PLNR→SMBVR AVHR→ADLL PVCR→DB05 DA04→DB03
I5→M5 FLPR→AIBR AVHR→PVNL PVCR→DB06 PDA→AS11
I6→M3R BAGL→RIBL AVJL→PLMR PVCR→DB07 DB01→AS03
M1→M3L URYVR→SIBDR AVJL→AVFR PVCR→AS02 DB01→VD01
M1→M3R ADEL→SIBDR AVJL→HSNR PVCR→VB07 DB02→VD05
M1→M5 ADER→ALA AVJR→PVQR PVCR→VB08 AS03→DD01
M1→MCL ADER→RIH AVKL→PVM PVCR→VB10 AS03→VD02
M1→MCR ADER→AVKL AVKL→PDEL AVAL→AVHL AS04→AS05
M4→M1 ADER→AVKR AVKL→PDER AVAL→AVBR AS05→DD02
M5→I5 ADER→PVR AVKL→RMFR AVAL→DA06 AS09→AVAR
M5→M1 ADER→SAAVR AVKL→SMDDR AVAL→DB05 AS11→PDA
MI→I5 PDEL→PVM AVKR→SMDDL AVAL→DB06 AS11→PDB
MI→M3R PDEL→PDER AVL→AVFR AVAL→AS03 DD05→VB08
NSML→I6 PDEL→AVKL AVL→DA02 AVAR→ADER DD05→VD09
NSMR→M3L PDEL→PVR DVA→PDEL AVAR→PDEL VA08→VA09
NSMR→M4 PDEL→VA09 DVA→DB05 AVAR→PDER VA08→VB08
ADFL→OLQVL PDEL→VD11 DVA→DB06 AVAR→AVEL VA09→PVT
ADLL→AIBR PDER→AVKL DVC→AVKR AVAR→SABD VB01→DVA
AWAR→ASEL PDER→PVCL PVNL→RIFL AVAR→SABVL VB01→SAADR
AWBR→SMBVR PDER→PVCR PVNL→AVFR AVAR→DB05 VB01→SABD
AWCL→ASEL PHBR→AVFL PVNL→AVEL AVAR→DB06 VB06→VB07
IL1DL→URYDL PHBR→DA08 PVNR→BDUR AVAR→AS03 VB07→DD04
IL1DL→RIH AIAL→HSNL PVNR→PVNL AVAR→AS10 VB08→VA09
IL1DL→PVR AIBL→ASER PVNR→PVCL AVAR→VD13 VB08→VB09
IL1L→IL1DL AIBL→AIYL PVNR→AVBL AVBL→AVDL VB09→VB08
IL1R→IL1DR AIYR→HSNL PVNR→DD03 AVBL→AVEL VD08→DD04
IL1VR→RMER ADAL→FLPR PVNR→VD12 AVBL→AS03 VD10→DD05
OLQDL→SIBVL ADAR→RICL PVNR→VC03 AVBL→AS06 VD12→VB10
OLQDR→SIBVR ADAR→AVAL PVPL→AVER AVBL→AS09 VD13→PVCL
OLQVL→IL1VL AIML→AVBR PVPR→RMGR AVBL→VA07 HSNL→AVDR
OLQVL→IL2VL AIML→AVDR PVPR→RIMR AVBR→DA05 HSNL→SABVL
OLQVL→RIPL AIML→AVER PVQR→DVC AVBR→AS05 HSNL→VC05
OLQVL→RIH ALA→ADEL PVQR→PVT AVBR→AS06 HSNR→AIBR
OLQVL→SIBDL ALA→AVAL PVQR→AVBL AVBR→AS07 HSNR→AVL
OLQVR→SIBDR RIPL→OLQDL PVQR→HSNR AVBR→VA09 HSNR→VD04
CEPDR→RIBR RIPR→OLQDL PVR→IL1DL AVDL→AS01 HSNR→VC03
CEPDR→RIS RIAL→CEPVL PVR→PDEL AVDL→AS05 VC01→DD03
CEPDR→SIADL RIAR→SIADL PVR→PDER AVDR→DA09 VC02→PVCR
CEPDR→RMDDL RICL→AVKR PVR→ADAL AVDR→AS05 VC02→DD03
CEPDR→SMBDR RIFR→AVHL PVR→PVCR AVDR→VA06 VC03→DVC
CEPVL→ADLL RIGL→DVC PVR→AS06 AVEL→DA04 VC03→DD03
AVM→VA01 RIGL→RMFL PVT→SMBDR AVER→VA05 VC03→DD04
PVM→PDEL RIH→CEPDR PVWL→AVJL SAADL→RMGR VC04→AVBL
PVM→PDER RIS→CEPDR PVWL→VA12 SAAVL→ALNL VC04→VC01
PLML→HSNL RMGL→ALML PVWR→PVT SABD→VA02 VC04→VC05
PLMR→PDEL RMGL→ALNL PVWR→PVCR RMDDR→URYDL VC05→OLLR
PLMR→PDER RMGL→SIBVL RID→AS02 RMDL→RMFL VC05→URBL
PLMR→DVA RMGR→AVAR RID→DD03 RMDR→AVKL VC05→HSNL
PLMR→PVCL AVFL→PDER RID→VD13 RMDVR→SIBVR VC05→VC03
PLMR→AVAL AVFL→AVJR PVCL→DA02 RMFL→RIGR VC05→VC04
Table 3.2 Cell-cell synaptic connections in AC that no longer exist in WW.
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Cell A Cell B Sent Received
PVM DB03 2 0
PVM VD09 1 0
PVDR PVCR 2 0
PDEL VD06 2 0
PDER AVKL 0 1
DVA VB04 0 1
AVAL VA05 4 5
AVAL VA09 5 4
AVAR VA05 5 4
AVAR VA09 4 5
AVBL DB06 4 3
AVBL VB08 4 3
AVBL VB09 3 4
AVBL VB10 4 3
AVBR DB06 3 4
AVBR VB08 3 4
AVBR VB09 4 3
AVBR VB10 3 4
Table 3.3 Asymmetric gap junctions in the WW connectome.
3.3.3 Network measures
Comparing the global properties of the two networks reveals that, despite the large
changes at the level of individual edges, many of the statistical features remain es-
sentially unmodified, including the clustering coefficient, maximised modularity, and
characteristic path length (Figure 3.8a-c), all of which correspond with previously
reported values (Humphries and Gurney, 2008; Reese et al., 2012; Watts and Strogatz,
1998). All of these measures are also much higher than expected compared to random
networks with the same degree distributions. This suggests that at least some parts
of the neural network of C. elegans are functionally segregated (i.e. highly clustered
modules).
The largest change displayed between the two networks is in assortativity. As
previously reported, the AC connectome is weakly disassortative (Newman, 2002;
Rudolph-Lilith and Muller, 2014), though it was found here to be no more so than
random (Figure 3.8d). This is no longer the case in the WW connectome.
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(a) Clustering coefficient
CAC = 0.22 (zAC = 9.66)
CWW = 0.27 (zWW = 9.81)
(b) Modularity
QAC = 0.41 (zAC = 9.71)
QWW = 0.42 (zWW = 9.8)
(c) Characteristic path length
LAC = 2.68 (zAC = 9.85)
LWW = 2.47 (zWW = 9.88)
(d) Assortativity coefficient
RAC = −0.07 (zAC = 1.04)
RWW = 0.01 (zWW = 5.17)
Fig. 3.8 Comparison of network metrics for the AC & WW aggregate networks,
showing observed values (filled squares) and expected values from 100 randomised
networks (boxplots).
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While there is virtually no assortative mixing in WW (RWW = 0.01), there is a
significant increase in assortativity relative to both the AC network and the null model
control (zWW = 5.17 compared to random networks with the same degree distributions).
This change can be partially explained by the presence of new connections between
interneurons, mentioned previously (Figure 3.6). Consider that disassortativity de-
scribes the dominant presence of hub-and-spoke like architectures (central high-degree
nodes connected to a low-degree periphery). In the worm, this motif is prominent in
connecting sensory neurons to interneurons (e.g. Macosko et al., 2009), and between
interneurons and motor neurons (Chalfie et al., 1985). The majority of high-degree
to high-degree connectivity is between interneurons, especially those in the nerve ring
– as reflected by the rich-club (RC) members (Towlson et al., 2013); therefore, the
preferential increase in interneuron connectivity seen in WW is the most likely cause
for the change in assortative mixing, which is further reflected in the expansion of the
rich-club (§ 3.3.7).
3.3.4 Scale-free & small-world properties
Concerning topological arrangement, the AC and WW networks both exhibit heavy-
tailed degree distributions in line with previous reports (Rudolph-Lilith and Muller,
2014) (Figure 3.9), and the WW network retains small-world characteristics, though
slightly reduced compared to AC (Figure 3.10b).
3.3.5 Robustness
Robustness measures the stability of a network to structural damage. As the maximum
robustness value is defined as ρ = 0.5 (Schneider et al., 2011a,b), it can be seen that
the architectures of both the AC and WW connectomes have a high fault-tolerance
(Figure 3.10a), though considerably less so than their randomised counterparts. The
high resilience is explained by the reported finding that networks with power-law degree
distributions undergo gradual, rather than catastrophic, deterioration in response to
lesions (Albert et al., 2000); however, the extent to which this is true is also partially
affected by assortativity – components in a highly connected, assortative, network
are much harder to destroy than those in a hub-and-spoke, disassortative, network
where the removal of the central hub results in complete dissociation of the network
(Newman, 2002; Rubinov and Sporns, 2010; Teller et al., 2014).
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(a) AC (α = 3.57) (b) WW (α = 4.37)
Fig. 3.9 Scale-free properties of the AC & WW aggregate networks (showing best fit
for the power-law distribution P (k) = k−α).
(a) Robustness
ρAC = 0.466 (zAC = −3.63)
ρWW = 0.475 (zWW = −3.84)
(b) Small-worldness
SAC = 3.69
SWW = 3.00
Fig. 3.10 Robustness and small-worldness of the AC & WW aggregate networks.
Robustness plot shows observed values (filled squares) and expected values from 100
randomised networks (boxplots).
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As mentioned previously (and detailed in § 3.3.7) both of the wired C. elegans
connectomes exhibit a core-periphery structure with an intrinsic mix of assortative
and disassortative circuits. This combination of predominant robustness with localised
vulnerability is evidenced by experimental observations. For example, 85 % of the
neurons in the worm’s pharynx can be ablated without affecting viability – most of
which are interneurons – while the remaining 15 % are essential for normal feeding
behaviour (Avery and Horvitz, 1989). Similarly, large portions of the gap junction
network can be genetically ablated (Kawano et al., 2011; Simonsen et al., 2014) and
whole neurotransmitter systems disrupted without causing lethality (e.g. Jin et al.,
1999). This level of robustness also extends to the extrasynaptic networks, where all
2036 monoamine edges can be knocked out without major consequences (Duerr et al.,
1999); yet, certain behaviours show comparatively high vulnerability and are known
to be dependent on a few peripheral neurons. For example, ablating two classes of
sensory cells is sufficient to abolish almost all responses to nose-touch (Kaplan and
Horvitz, 1993).
Even though both the AC and WW networks have high robustness, it is surprising
that the worm connectomes should be less robust than randomly rewired versions.
The fact that random networks are more robust than the evolutionarily-designed one
suggests the presence of a conflicting design objective, and a trade-off against a more
desirable network property. The random counterparts, having the same number of
nodes and edges, demonstrate it is unlikely to be the result of an energetic constraint
with respect to the structure.
Other biological networks have previously been found to have lower robustness than
expected, including the protein-protein interaction (PPI) networks of several organisms.
Discussing PPI networks, Schneider et al. (2011a) suggest that reduced resilience might
be a consequence of modular structure. Modularity, by definition, reduces global
interconnectedness in favour of local connections; this in turn increases a network’s
fragility, as modules are vulnerable to becoming disconnected. The robustness metric
thus suggests that the C. elegans nervous system is preferentially selecting functional
segregation at the expense of structural fault-tolerance.
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3.3.6 Reciprocity
Reciprocity is an important feature in brain networks. Depending on the sign and
strengths of the synapses, reciprocal connections can perform several biologically impor-
tant computations. These include signal integration, associative memory, amplification,
gain control, as well as the generation of synchronised, oscillating, or tonic signals
(Dayan and Abbott, 2005; Getting, 1989; Sommer and Wennekers, 2003). Reciprocal
connections also provide a simple method of circuit switching (e.g. Li et al., 2012),
and have been found to be overrepresented in the nervous systems of both worms and
mammals (Reigl et al., 2004; Song et al., 2005). In C. elegans reciprocal connections
are known to be involved in coordinating locomotion (Roberts et al., 2016; White et al.,
1986) and regulating male mating behaviours (Correa et al., 2012).
During the original mapping of the worm connectome, White et al. reported the
presence of a bias against reciprocal connections in C. elegans (White et al., 1983).
This was later shown to be false by Reigl et al. (2004).
Analysing the reciprocity of the AC connectome confirms that there are more
reciprocal connections than random – with a bias for, rather than against, reciprocity
(Figure 3.11) – however, these only account for 13 % of the total network, which likely
lead to the original statement by White et al. (1983).
Fig. 3.11 Reciprocity for the directed AC & WW synaptic networks, showing observed
values (filled squares) and expected values from 100 randomised networks (boxplots).
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In the WW network, the number of reciprocal connections increases to approximately
27 % of all synapses; much higher than in the randomly rewired networks with the
same degree distributions (zWW = 9.63). This increase in reciprocity over the original
AC network is also reflected in the synaptic adjacency matrix, where the WW con-
nections are seen to be more symmetrically distributed along the diagonal (Figure 3.6a).
3.3.7 Rich-club organisation
Many neural systems have previously been reported to contain a core rich-club (RC) of
densely connected neurons (Harriger et al., 2012; Heuvel and Sporns, 2011; Liang et al.,
2017; Reus and Heuvel, 2013; Shih et al., 2015), including in the wired connectome of
C. elegans (Towlson et al., 2013). Comparing the rich-club coefficients of the AC and
WW connectomes reveals that both networks retain this feature, with a high-degree
core that is more densely interconnected than random (Figure 3.12).
Examining the neurons within the RCs reveals a large overlap between the two
cores (Table 3.4). The AC rich-club is composed entirely of interneurons, most of
which are in the head. Three new members are identified here that were not found
by Towlson et al. (2013) (at k = 34). Two of these neurons are in the same class as
existing RC members (AIB, RIB), with the remaining neuron following the established
pattern of being a head interneuron (AVKL).
The RC core is found to be expanded in the WW network, including all but three
of the RC members from AC, along with an additional seven neurons. Of the new
RC neurons, one is the contralateral partner to an existing member (RIAL), three are
tail interneurons with processes in the nerve ring (PVT, PVR, PVNR), two are head
interneurons (AVHR, RMGL), and the remaining cell is an egg-laying control neuron
that is also a member of the monoamine rich-club (HSN; see Chapter 4), suggesting a
central role in linking the extrasynaptic and wired transmission networks.
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(a) AC network (rich-club at k ≥ 34)
(b) WW network (rich-club at k ≥ 45)
Fig. 3.12 Rich-club curves for the undirected AC & WW aggregate networks. Dashed
line indicates the rich-club coefficient for the C. elegans network and the solid curve
represents the average rich-club coefficient of 100 randomised networks (preserving
degree distribution) at each value k.
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AC WW
rich-club kagAC rich-club kagWW
AVAR 93 AVAL 99
AVAL 92 AVAR 98
AVBL 75 AVBR 83
AVBR 74 AVBL 76
AVER 56 DVA 71
AVDR 55 AVER 65
AVEL 55 AVDR 64
PVCL 54 PVCR 63
PVCR 53 AVEL 63
DVA 50 PVCL 60
AVDL 44 AVDL 57
AIBR 39 AIBR 49
RIBL† 38 PVNR⋆ 47
RIAR 36 AIBL 46
— RIAL⋆ 46
AIBL 34 RIAR 46
RIBR† 34 AVHR⋆ 46
AVKL† 34 PVR⋆ 46
RMGL⋆ 45
PVT⋆ 45
HSNR⋆ 45
Table 3.4 Rich-clubs of the AC and WW aggregate networks at the Φnorm(k) ≥ 1 + 3σ
level, including newly identified AC rich-club members (k = 34) not described by
Towlson et al. (2013). Neurons in the AC rich-club which are no longer classified as
such in WW are identified with †. Newly identified rich-club members in WW are
marked ⋆.
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3.4 Discussion
3.4.1 Synaptic networks
On the somatic connectivity of the AC network, Varshney et al. (2011) estimate that
their connectome is about 90 % complete, and conclude from synaptic antibody staining
that only ∼5 % of the chemical synapses are missing.
The 56 % increase in chemical synapses observed in the WW network suggests one
of two possibilities: either the number of synapses in the C. elegans nervous system
has been vastly underestimated in the past, or the WW network (and the Elegance
reconstruction method) has a high false-positive rate.
If the former is true, this might have consequences for existing interpretations of
experimental data. Consider, for example, processes described to be cell-autonomous:
if experiments have been conducted and interpreted under an incorrect assumption
that there are no upstream or parallel synapses that have not been controlled for, these
interpretations could be invalid, in turn affecting any larger theories based on them.
If, instead, the latter is true and there is a high number of false-positives, this raises
concerns about using WW to interpret findings, and has further implications for the
accuracy of the male connectome generated using the same method.
In either case, it is worth considering the possibility that the anomalous addition (or
omission) of individual connections could lead to erroneous interpretations of biological
data, and the generation of false theories. It should therefore be emphasised that no
single connectome can be considered authoritative at this stage, and any descriptions
of local circuit features should be treated with caution, regardless of the connectivity
data used.
While the literature suggests the presence of at least some false-negative mapping
errors in WW (i.e. missed connections), it is impossible to quantify the full accuracy
of either the AC or WW network from the available data. The highest confidence
for a false-negative exists for the missing connections between I2 and I6, due to the
additional pharyngeal reconstruction performed by Bhatla et al. (2015).
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3.4.2 Gap junction networks
The largest increase in connectivity seen in the WW reconstruction is in the gap
junction network. Discussing this increase with the authors, Emmons et al. confirm
that they score gap junctions more liberally than in the original work by White et al.
(Scott W. Emmons, Personal Communication, June 2015).
If the new gap junction mapping is correct, it identifies a cluster of connectivity
between the worm’s interneurons that has not previously been described. As gap
junctions physically couple the internal cytoplasms and electrical potentials of cells,
this points to these interneurons as possibly forming a single functional control unit.
The asymmetric connections in the WW gap junction network are strongly indica-
tive of mapping errors, however these form only a small fraction of the total gap junction
network. The fact that they are localised to the ventral nerve cord suggests these errors
are artefacts specific to this structure, either from poor EM data or difficult-to-score
connectivity patterns, rather than a general flaw in the Elegance method.
The localised decrease in gap junctions seen in the pharynx might also be an error
specific to the structure or source data. It is known that gap junctions play a role in
regulating pharyngeal pumping, and that mutants with gap junction defects have acute
feeding phenotypes; however, such phenotypes are likely due to their role in muscles,
rather than neurons (Altun et al., 2009; Chalfie et al., 1985; Li et al., 2003; Simonsen
et al., 2014; Starich et al., 1996). Further work will need to be conducted to assess the
accuracy of the gap junction omissions in WW.
3.4.3 Validation & future work
In the absence of additional data, statements can only be made about the relative
differences between the AC and WW networks; no statement can be made about the
absolute accuracy of either network. This is an issue for any mapping method, manual
or automated; however, there are approaches that can be used to improve mapping
confidence.
With the development of different reconstruction methods (including non-image-
based approaches, such as the RNA barcoding of neurons e.g. Zador et al., 2012;
Kebschull et al., 2016), it is foreseeable that a more accurate network could be gener-
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ated by combining different systems to build a consensus network; for example, using
particle filtering or ensemble averaging techniques to minimise errors. This would not
completely exclude systematic biases that might exist in the underlying data acquisition
or tissue preparation, but it would provide a viable technological approach to increase
connectome accuracy without the need for manual validation. Averaged composite
networks are already used in the analysis of macroscopic MRI-derived connectomes
(Van Essen et al., 2013).
The ultimate validation of any worm connectome will likely only come through
the functional testing of synapses. Technologies to non-invasively image and stimulate
neurons in freely behaving animals (Leifer et al., 2011; Nguyen et al., 2016; Prevedel
et al., 2014; Shipley et al., 2014), coupled with automated worm handling and high-
throughput phenotyping (Geng et al., 2003; Husson, 2012; San-Miguel and Lu, 2013;
Schwarz et al., 2015; Swierczek et al., 2011; Yemini et al., 2013), provide a feasible
route to conduct the systematic characterisation of each individual neuron and synapse
in the worm, as well as their links to behaviour. Such an approach, applied to the
whole nervous system, will likely only be possible in C. elegans due to both its small
size, and transparent cuticle that allows for non-invasive imaging and neural stimulation.
Systematic functional validation would not only identify which synapses are true
within the connectome, it would also point to missing connections and novel extrasynap-
tic interactions. Any neural interactions above a certain threshold would be observable
either through correlated changes in neural activity, or alterations in behaviour that
cannot be explained from existing connections. In support of this statement, pharyngeal
pumping experiments have previously identified missing synapses within the worm
connectome (Bhatla et al., 2015). This approach would also have the benefit of revealing
the inhibitory or excitatory nature of synapses from the sign of the correlations, a
property which cannot be determined from the structure of the connectome alone.
Molecular approaches have been proposed for inferring the functional properties of
neurons, including cell-specific sequencing and in situ labelling (Ekstrand et al., 2014;
Hawrylycz et al., 2012; Lindner, 2014); however, such profiles are not sufficient to
determine the true functional characteristics. For example, certain channels can be
both inhibitory and excitatory, in a context dependent manner (Farrant and Kaila,
2007; Melzer et al., 2005); with the same also being true for gap junctions (Pereda
et al., 2013; Rabinowitch et al., 2013; Volman et al., 2011).
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If systematic functional validation were to be performed on the worm connectome,
it could provide a dataset against which to assess the accuracy of automated neural
reconstruction methods in other species, provided the effects of different neuron
morphologies are sufficiently accounted for.
3.4.4 Conclusions
This chapter has shown that the AC and WW networks, respectively derived from
manual and computer-assisted tracing methods, have largely comparable statistical
properties. Taken together, both maps provide strong evidence that the true C. el-
egans connectome is a small-world network with a heavy-tailed degree distribution,
containing a core rich-club of controlling interneurons, and having a structure that
supports functional segregation through the presence of clustered modules.
Regardless of whether the new and omitted connections in the WW network are
accurate, the observation that the majority of topological features do not change
suggests that the Elegance reconstruction method accurately captures the large-scale
network structure. Of the differences observed between the AC and WW networks,
the WW connectome shows a greater assortativity coefficient than previously reported;
however, both networks are still largely non-assortative. The increase in reciprocity
seen in the WW network also supports the existence of a bias for reciprocal connectivity,
and highlights the importance of local feedback in neural systems.
Generally, both the AC and WW networks share the same core of central neurons (as
described by the rich-club). The new additions in WW suggest a more important role
for tail interneurons in the connectome, and point to HSN as a central hub connecting
the synaptic and aminergic signalling systems. This work has also demonstrated that
both the AC and WW connectomes are highly robust to structural failure, though less
than expected. This increased fragility to circuit-degradation is likely the result of a
trade-off in favour of modular organisation.
The extent to which the existing worm network literature applies to the new network
depends on the specific circuits and the level of description. It is to be expected that
any global network findings should still hold, as the main structural trends remain
unchanged; however, individual synapses and subnetworks would have to be considered
on an individual basis due to the large number of small-scale discrepancies that exist.
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Xu et al. (2013) estimate that the Elegance method has increased neuron tracing
speed by at least an order of magnitude compared to previous methods. This study
has shown that it can also reproduce the same global properties found in the manually
traced connectome. Although computer-assisted tracing methods are not yet fast
enough to map the human brain, the Elegance system has facilitated the mapping of
the C. elegans male connectome for the first time, and provided a second reference
connectome for the hermaphrodite. While differences in the connectomes suggest a
need for caution in interpreting their small-scale connectivity, ongoing work to improve
EM imaging and neural reconstruction (e.g. Scheffer et al., 2013; Nunez-Iglesias
et al., 2014; Mikula and Denk, 2015; Kasthuri et al., 2015) will foreseeably provide
more accurate connectomic mapping methods in the future, and eventually lead to
technologies capable of reconstructing the microscale connectome of the human brain.
Part III
The extrasynaptic connectome

Chapter 4
The monoamine networks of
C. elegans
4.1 Introduction
A s outlined in the previous chapters, connectomics has primarily focused onmapping the physical, synaptic, links between neurons. It is, however, well es-
tablished that chemical synapses are only one of several modes of interaction between
neurons. For example, gap junctions, which mediate fast, potentially bidirectional
electrical coupling between cells, are widespread in all nervous systems. Likewise,
volume transmission and neurohumoral signalling provide means for local or long-range
communication between neurons unconnected by synapses. As neuromodulators re-
leased through these routes can have profound effects on neural activity and behaviour
(Bargmann, 2012; Brezina, 2010; Marder, 2012), a full understanding of neural connec-
tivity requires a detailed mapping of these extrasynaptic pathways.
In C. elegans, as in many animals, one important route of neuromodulation is
through monoamine signalling. Monoamines are widespread throughout phyla, with
evidence that they are one of the oldest signalling systems, evolving at least 1 billion
years ago (Roshchina, 2010; Walker et al., 1996). In both humans and C. elegans, many
neurons expressing aminergic receptors are not post-synaptic to releasing neurons,
indicating that monoamine signalling occurs primarily outside the wired connectome
(Chase and Koelle, 2007). Monoamines are known to be essential for normal brain
function, with abnormal signalling being implicated in numerous neurological and
psychiatric conditions including depression, schizophrenia, addiction, Obsessive Com-
pulsive Disorder (OCD), Attention Deficit Hyperactivity Disorder (ADHD), chronic
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pain, and Parkinson’s Disease (PD) (see Lin et al., 2011). In C. elegans, these systems
play similarly diverse roles in regulating locomotion, reproduction, feeding states,
sensory adaptation, and learning (Chase and Koelle, 2007). Clearly, if the goal of con-
nectomics is to understand communication within the brain, extrasynaptic monoamine
interactions must also be mapped, not just the network of wired chemical synapses
and gap junctions.
4.1.1 Chapter overview
This chapter describes the process used to generate a map of extrasynaptic monoamine
signalling in C. elegans, based on new and published gene expression data, and finds
that the resulting extrasynaptic network exhibits distinct topological properties, in-
cluding rich-club organisation with interconnected hubs different from those of the
synaptic and gap junction networks. Despite the low degree of overlap between the
monoaminergic and synaptic networks, highly significant multilink motifs of interaction
are identified, pinpointing locations in the network where aminergic signalling is likely
to modulate synaptic activity.
This chapter shows that the neuronal connectome can be modelled as a multiplex
network with synaptic, gap junction, and neuromodulatory layers representing inter-
neuronal interactions with different dynamics and polarity, and provides a prototype
for understanding how extrasynaptic signalling can be integrated into a functional
connectome, as well as providing a novel dataset for the development of multilayer
network algorithms.
4.2 Materials & Methods
4.2.1 Synaptic & gap junction networks
The physical synaptic and gap junction networks analysed in this chapter are from the
Albertson-Chklovskii (AC) hermaphrodite connectome described in Chapter 3. The
decision to use the AC network over WormWiring (WW) was based on the identification
of missing links in WW, reported in the previous chapter.
As before, the physical network was composed from the somatic connectome of
White et al. (1986), updated and released by the Chklovskii lab (Chen, 2007; Chen
et al., 2006; Varshney et al., 2011); and the pharyngeal network of Albertson and
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Thomson (1976), made available by the Cybernetic Caenorhabditis elegans Program
(CCeP)1 (Oshio et al., 2003).
4.2.2 Monoamine network construction
To map the aminergic signalling networks of C. elegans, a literature search was first
performed to identify genes known to be receptors, transporters or synthetic enzymes
of monoamines. These were divided into classes based on the primary reported ligand,
providing a list of genes which could be used to identify neurons involved in the
serotonin (5-HT; Table 4.1), dopamine (DA; Table 4.2), tyramine (TA; Table 4.4), and
octopamine (OA; Table 4.3) signalling systems. Genes which could not be definitively
assigned to a single pathway were excluded (e.g. cat-1, bas-1, etc.). The synthesis
pathways of these molecules are shown in Figure 4.1.
A further search was performed to collect cell-level expression data for the monoamine
associated genes identified in the previous step. Expression patterns were collected
primarily from promoter::GFP reporter lines for the appropriate biosynthetic enzymes
and vesicular transporters, and verified against immunostaining and formaldehyde-
induced fluorescence (FIF) data (Horvitz et al., 1982; Lints and Emmons, 1999; Rivard
et al., 2010; Sulston et al., 1975) identifying monoamine-containing neurons, where
available (expression patterns and primary sources are listed in Appendix A, page 223).
This search was assisted with the curated expression databases of WormBase (Version:
WS248)2 (Howe et al., 2016) and WormWeb (Version date: 2014-11-16)3 (Bhatla,
2014). The expression patterns for each of five serotonin receptors (ser-1, ser-4, ser-5,
ser-7 and mod-1 ), three octopamine receptors (octr-1, ser-3 and ser-6 ), four tyra-
mine receptors (ser-2, tyra-2, tyra-3 and lgc-55 ), and four dopamine receptors (dop-1,
dop-2, dop-3 and dop-4 ) were compiled from published data (Appendix A). Since
these receptors are either ion channels or serpentine receptors predicted to couple
to pan-neuronal G-proteins, it was assumed that all neurons expressing monoamine
receptors are potential monoamine-responding cells.
Three additional genes encode known or candidate monoamine receptors, but have
missing or incomplete expression data (dop-5, dop-6, and lgc-53 ). Specifically, a
ligand-gated chloride channel, lgc-53, has been shown to be activated by dopamine
1http://ims.dse.ibaraki.ac.jp/ccep/
2http://www.wormbase.org/
3http://wormweb.org/neuralnet/
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pah-1 
PAH$
cat-2 
TH$
tdc-1 
tbh-1 
TBH$
bas-1 
tph-1 
TPH$
bas-1 
Fig. 4.1 Monoamine synthesis pathways in C. elegans. Known signalling molecules are
indicated by dashed boxes. Based on Chase and Koelle (2007), Loer (2010) & Hobert
(2013).
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(Ringstad et al., 2009), but its expression pattern and biological function have not been
characterised. Additional expression profiling using a transgenic lgc-53 reporter line
crossed to a series of known reference strains was performed by colleagues (detailed
in Appendix C, page 233), which indicated that lgc-53 is expressed in a small subset
of neurons in the head, body, and tail. Together with the published dop-1, dop-2,
dop-3 and dop-4 -expressing cells, these were inferred to make up the main domain of
dopamine-responding neurons (analysed in this chapter).
In addition, two G-protein coupled receptors, dop-5 and dop-6, have been hypothe-
sised based on sequence homology to dop-2 and dop-3 to be dopamine receptors. Using
the same approach used for lgc-53, expression patterns were collected by colleagues
identifying most of the cells with expression of dop-5 and dop-6 reporters (Appendix
Figure C.1, page 236). As dop-5 and dop-6 have not yet been definitively established
as functional dopamine receptors, these cells were included in a secondary provisional
dopamine network, the analysis of which is presented in Appendix G (page 257).
Using the cell identities derived from gene expression data, a directed graph was con-
structed with edges linking putative monoamine releasing cells (expressing monoamines,
biosynthetic enzymes, or transporters) to those cells expressing a paired receptor. Since
biologically-relevant long-distance signalling (e.g. from releasing cells in the head to
tail motor neurons) has been experimentally demonstrated in C. elegans for both
dopamine and serotonin (Chase and Koelle, 2007; Gürel et al., 2012) – while tyramine
and octopamine are each released from a single neuronal class (Chase and Koelle, 2007)
– edges were not restricted based on the physical distance between nodes. For the
serotonin network, only those neurons with strong, consistent expression of serotonin
markers such as tryptophan hydroxylase were included (NSM, HSN and ADF, Ta-
ble A.1). Additional neurons (AIM, RIH, VC4/5) that appear to take up serotonin but
not synthesise it (Duerr et al., 1999; Jafari et al., 2011) were not included in the network,
since they may function primarily in the homeostatic clearing of serotonin. The ASG
neurons were also excluded, which produce serotonin only under hypoxic conditions
(Pocock and Hobert, 2010), though they are likely to participate conditionally in the
serotonin signalling networks. As tyramine β-hydroxylase (tbh-1 ) converts tyramine
to octopamine, neurons expressing both tyrosine decarboxylase (tdc-1 ) and tyramine
β-hydroxylase (tbh-1 ) were limited to the octopamine network (RIC, see Table A.3).
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For caveats on the use of GFP reporter lines to infer gene expression, as well as a
discussion of potential measurement and integration issues, see Appendix D (page 237).
4.2.2.1 Data model
A data model showing the relations and constraints used to construct the network is
shown in Figure 4.2.
binds  
    transports 
    synthesises 
Neuron 
Receptor 
Monoamine 
Enzyme 
Transporter 
Immunostaining 
assay 
1 
1 
1 
0...1 
   stains 
1 
0...* 
GFP reporter 
1 
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1...* 
0...* 
1...* 
1 
    expresses     reports 
1...* 
1...* 
1
1
reports expression of     
reports expression of   
Connectome 0...* 
1...* 
Fig. 4.2 Monoamine data model. UML class diagram (ISO, 2012a,b) of the conceptual
data model used to construct the extrasynaptic monoamine network. Each box
represents a class of data, with lines depicting their associations. The numbers represent
the multiplicity of the constraints assumed in the modelling (e.g. a Transporter
transports exactly 1 Monoamine; while a Monoamine can be transported by 0 or
1 Transporters). Data which did not match these constraints were excluded (e.g.
the cat-1 Transporter transports >1 Monoamine, and was therefore not included).
Triangles denote the directionality of the relationships, and * represents an unbounded
(i.e. ∞) multiplicity.
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4.2.3 Network data
Edge lists for individual network layers are provided in the supporting information (S1
dataset) of Bentley et al. (2016), and can be accessed online from PLOS4 or PubMed
Central5.
4.2.4 Topological network measures
All network measures are the same as those described in Chapter 2. Edge counts,
adjacency matrices, and reducibility clusters were all computed using binary directed ver-
sions of the networks. The same networks, excluding self-connections (Aij = 0 if i = j),
were used to compute the multilink motifs and reciprocity.
Network measures are compared to 100 null model networks (shown in the box-
plots) generated using the degree-preserving randomisation procedure described in
Chapter 2 (Algorithm 5), where the networks were randomised by performing 10×M
edge-swaps. The same null model networks were also used to compute the multilink
motif z-scores, with each layer being randomised independently. As per the definition
given in Humphries and Gurney (2008), the small-world index was normalised against
100 Erdös-Rényi (ER) reference networks containing the same number of nodes and
edges as the actual networks.
To identify neurons with high-participation in all of the network layers, the nor-
malised degree-rank product was used. This is computed by ranking neurons in each
network layer by their degree in descending order (such that the highest degree neuron
has a rank of 302), and rescaling to the interval [0, 1]. The product is then taken of
the ranked degrees in each layer. Thus, a neuron that is the highest degree node in all
of the network layers has a degree product of 1.
4.2.5 Software
Analyses and data handling were performed using the methods described in § 2.6. URL
links to the software tools are provided in Appendix H.
4http://dx.doi.org/10.1371/journal.pcbi.1005283.s004
5https://www.ncbi.nlm.nih.gov/pmc/articles/PMC5215746/bin/pcbi.1005283.s004.zip
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Type Gene Sequence Note Reference
Enzyme tph-1 ZK1290.2 Tryptophan hydroxylase Sze et al. (2000)
(TPH2) Catalyses the first step
in serotonin biosynthesis
Transporter mod-5 Y54E10BR.7 Na+/Cl− dependent Ranganathan et al. (2001)
(SLC6A4) 5-HT transporter
Required for 5-HT uptake
Receptor ser-1 F59C12.2 7TM GPCR (Gαq) Hamdan et al. (1999)
(5-HT2A) Coupled to Ca2+ signalling
Receptor ser-4 Y22D7AR.13 7TM GPCR (Gαi/o) Olde and McCombie (1997)
(5-HT1B) Attenuates adenylyl
cyclase activity
Receptor ser-5 F16D3.7 7TM GPCR (stimulatory) Hapiak et al. (2009)
(5-HT6) Independent of adenylyl
cyclase activity
Receptor ser-7 C09B7.1 7TM GPCR (Gαs) Hobson et al. (2006)
(5-HT7) Increases adenylyl
cyclase activity
Receptor mod-1 K06C4.6 5-HT-gated ion channel Ranganathan et al. (2000)
(GABAA) Cl− selective
Table 4.1 Serotonin (5-HT) biosynthetic enzyme, transporter & receptor genes used
to construct the extrasynaptic 5-HT network. Human orthologues are shown in
parentheses below the gene names.
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Type Gene Sequence Note Reference
Enzyme cat-2 B0432.5 Tyrosine hydroxylase Lints and Emmons (1999)
(TH) Rate limiting enzyme
in DA biosynthesis
Transporter dat-1 T23G5.5 Na+/Cl− dependent Jayanthi et al. (1998)
(SLC6A2) DA transporter
High DA affinity
Receptor dop-1 F15A8.5 7TM GPCR (Gαq) Suo et al. (2002)
(DRD1) DA receptor
Receptor dop-2 K09G1.4 7TM GPCR (Gαi/o) Tsalik et al. (2003)
(DRD2) DA receptor
Receptor dop-3 T14E8.3 7TM GPCR (Gαi/o) Chase et al. (2004)
(DRD2) Attenuates cAMP
formation in
response to DA
Receptor dop-4 C52B11.3 7TM GPCR (Gαs) Sugiura et al. (2005)
(DRD1) Stimulates cAMP
accumulation in
response to DA
Receptor dop-5 ⋆ T02E9.3 7TM GPCR Carre-Pierrat et al. (2006)
(DRD1) Required for normal
pharyngeal pumping
Receptor dop-6 ⋆ C24A8.1 7TM GPCR (Gαi/o?) Keating et al. (2003)
(D2/D3) Predicted from paralogy
with dop-2 & dop-3
Receptor lgc-53 T21F2.1 DA-gated ion channel Ringstad et al. (2009)
(GABAA) Cl− selective
Table 4.2 Dopamine (DA) biosynthetic enzyme, transporter & receptor genes used to
construct the extrasynaptic DA network. Human orthologues are shown in parentheses
below the gene names. ⋆ dop-5 and dop-6 have not been definitively established as
dopamine receptors, and are analysed separately as part of a broader dopamine network
in Appendix G (page 257).
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Type Gene Sequence Note Reference
Enzyme tbh-1 H13N06.6 Tyramine β-hydroxylase Alkema et al. (2005)
(DBH) Required for biosyn-
thesis of OA from TA
Receptor octr-1 F14D12.6 7TM GPCR (Gαi/o) Harris et al. (2010)
(ADRA2A) Acts in ASH to
inhibit 5-HT stimulation
Receptor ser-3 K02F2.6 7TM GPCR (Gαq) Mills et al. (2012)
(ADRA1A) In oocytes SER-3 + OA
elicits inward current via
Ca2+-gated Cl− channels
Receptor ser-6 Y54G2A.35 7TM GPCR (Gαs) Mills et al. (2012)
(DRD2) Stimulates the release of
multiple peptides
Table 4.3 Octopamine (OA) biosynthetic enzyme & receptor genes used to construct
the extrasynaptic OA network. Human orthologues are shown in parentheses below
the gene names.
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Type Gene Sequence Note Reference
Enzyme tdc-1 K01C8.3 Tyrosine decarboxylase Alkema et al. (2005)
(DDC) Required for biosyn-
thesis of tyramine
Receptor ser-2 C02D4.2 7TM GPCR (Gαi/o) Rex et al. (2004)
(5-HT1A) Inhibits forskolin-
stimulated cAMP levels
Receptor tyra-2 F01E11.5 7TM GPCR (Gαi/o) Rex et al. (2005)
(5-HT5A) TA receptor
Receptor tyra-3 M03F4.3 7TM GPCR (Gαq) Hapiak et al. (2013)
(ADRB1) Inhibits 5-HT responses. Ind-
ependent of adenylyl cyclase
Receptor lgc-55 Y113G7A.5 TA-gated ion channel Pirri et al. (2009)
(GABAA) Cl− selective
Table 4.4 Tyramine (TA) biosynthetic enzyme & receptor genes used to construct the
extrasynaptic TA network. Human orthologues are shown in parentheses below the
gene names.
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4.3 Results
4.3.1 Network structure
Examining the expression patterns for each of the nineteen monoamine receptors
(Tables 4.1–4.4) reveals that the monoamine networks consist of only a few central
neurons that broadcast signals to a large number of peripheral neurons. In total, 18
of the 302 neurons in the adult hermaphrodite were found to release monoamines,
while 251 neurons (83 %) were found to express one or more monoamine receptors
(Table 4.5). This gives the network a star-like topology, which can be directly observed
in all of the separate monoamine layers (Figure 4.3). The adjacency matrix further
reveals that these monoamine-releasing cells are mostly sensory and motor neurons,
with the downstream receptors being distributed throughout the worm (Figure 4.4).
As a consequence, the monoamine network exhibits a heavy-tailed degree distribution
containing a small number of high-degree hubs (Figure 4.12).
Syn 
Gap 
DA 
5-HT 
TA 
OA 
Fig. 4.3 Multilayer projection of the synaptic, gap junction, and monoamine signalling
networks (DA, 5-HT, TA & OA), each represented as a separate layer. Node positions
are the same in all layers.
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Fig. 4.4 Adjacency matrix showing the wired synaptic (magenta), gap junction (blue),
and extrasynaptic monoamine networks (green). Nodes are classified as pharyngeal
(Phx), sensory, motor, or interneurons.
Network Nodes
N
№ ligand
expressing
№ receptor
expressing Edges M
→
Serotonin 86 6 82 490
Dopamine 147 (187) 8 147 (187) 1168 (1488)
Octopamine 28 2 28 54
Tyramine 116 2 114 228
Aggregate 237 (251) 18 235 (251) 1940 (2260)
Table 4.5 Monoamine networks. Table showing the number of nodes and edges in
the individual and aggregate monoamine networks. Values for an expanded network
including putative dop-5 and dop-6 connections are in parentheses.
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Inter 
Sensory Motor 
Gap 
MA 
Syn 
Key: 
Fig. 4.5 Hive plot showing the wired synaptic (magenta), gap junction (blue), and
extrasynaptic monoamine connections (green). Nodes are classified as sensory, motor,
or interneurons and are arranged along the three axes according to their degree. Hubs
are located further out along the axes. Plot generated using hiveplotter, courtesy of
Barnes (2016).
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4.3.2 Extrasynaptic signalling
To investigate the extent of extrasynaptic signalling in the C. elegans monoamine
systems, the expression patterns of monoamine receptors were systematically compared
with the postsynaptic targets of aminergic neurons. Analysis of these expression
patterns suggests that a remarkably high fraction of monoamine signalling must be
extrasynaptic. For example, the two tyraminergic neurons, RIML and RIMR, are presy-
naptic to a total of 20 neurons. Yet of the 114 neurons that express reporters for one
or more of the four tyramine (TA) receptors, only 7 are postsynaptic to a tyraminergic
neuron (Figure 4.6). Thus, approximately 95 % of tyramine-responsive neurons must
respond only to extrasynaptic TA. Similar analyses of the other monoamine systems
yield comparable results: 100 % of neurons expressing octopamine receptors receive no
synaptic input from octopamine-releasing neurons (Figure 4.7), while 82 % of neurons
expressing dopamine receptors, and 76 % of neurons expressing serotonin receptors
receive no synaptic input from neurons expressing the cognate monoamine ligand (see
Table 4.6 for numbers including releasing cells). Thus, most neuronal monoamine
signalling in C. elegans appears to occur extrasynaptically, outside the wired physical
connectome. The prevalence of extrasynaptic monoamine signalling between neurons
unconnected by synapses or gap junctions implies the existence of a large wireless
component to the functional C. elegans connectome, the properties of which have not
previously been studied.
Network Cells with no synaptic input Non-synaptic edges№ % № %
Serotonin 62 75.6 457 93.3
Dopamine 121 (138) 82.3 (73.8) 1133 (1422) 97 (95.6)
Octopamine 28 100 54 100
Tyramine 107 93.9 216 94.7
Aggregate 183 (178) 77.9 (70.9) 1860 (2149) 95.9 (95.1)
Table 4.6 The number of monoamine receptor-expressing cells that do not receive
synapses from releasing cells, and the number of connections in each layer that are
non-synaptic, including connections between neurons within the same class. Due to a
many-to-many relationship between senders and receivers, the fraction of non-synaptic
edges can exceed the fraction of non-synaptic cells. Values for the expanded network
including putative dop-5 and dop-6 connections are in parentheses.
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Fig. 4.6 RIM tyramine releasing neurons, showing outgoing synaptic edges (arrows),
and neurons expressing one or more of the four tyramine receptors (grey).
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Fig. 4.7 RIC octopamine releasing neurons, showing outgoing synaptic edges (arrows),
and neurons expressing one or more of the three octopamine receptors (grey).
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4.3.3 The multilayer connectome
With the inclusion of the separate monoamine systems, the full C. elegans connectome
can be considered as a multiplex or multilayer network (Nicosia and Latora, 2015),
with each node representing a neuron and each layer of connections – synaptic, gap
junction, and monoamine – characterised by distinct edge properties (Figure 4.3). For
example, chemical synapses represent unidirectional wired connections that signal on a
fast (ms) time scale, while gap junctions generate reciprocal electrical connections that
function on an even faster time scale. In contrast, monoamine connections are wireless
(with a single sending cell broadcasting to multiple receivers), slow (acting on a time
scale of seconds or longer) and unidirectional (Ezcurra et al., 2011; Gürel et al., 2012).
Prior studies of multiplex networks in non-biological systems – such as commu-
nication networks – have tended to find a large degree of overlap between the links
observed in distinct layers (De Domenico et al., 2015a). Similarly, the high-degree
hubs in each layer are often co-located, unequivocally highlighting certain nodes as
key controllers of information flow in the system (Nicosia and Latora, 2015). While
the synaptic and gap junction layers are observed to follow this trend, with the same
high-degree neurons in both systems (Figure 4.8), the extrasynaptic network exhibits
a vastly different structure. Out of 1940 monoamine connections only 80 overlap with
physical synapses, meaning 96 % of the monoamine connections are unique to the
monoamine layer (Table 4.6). Furthermore, no significant degree-degree correlation is
observed between the physical and extrasynaptic layers, indicating that the hubs of the
monoamine system are distinct (Figure 4.8), additionally highlighted by the existence
of separate rich-clubs (see § 4.3.5 below).
Reducibility analysis (De Domenico et al., 2015a), which clusters the different
network layers based on their similarity, provides further support that the monoamine
networks have a unique structure, with the monoamines forming a distinct cluster sep-
arate from the physical networks (Figure 4.9). This shows that all of the monoamines
overlap less with the synaptic and gap junction networks than the synaptic and gap
junction networks do with each other.
The analyses above suggest two distinct interpretations for the dissimilarity to the
physical network layers. Firstly, monoamines may be functioning as an independent
network, with little relation to the faster physical network. Secondly, the dissimilarity
between layers might indicate that monoamines have a complementary function that is
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Fig. 4.8 Degree-degree correlation matrix. Off-diagonal panels show the degree-degree
correlation between a pair of network layers. Panels on the diagonal show the degree
distribution of the individual layers.
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Fig. 4.9 Multilayer reducibility dendrogram. Layers close on the dendrogram have more
overlapping edges and are more reducible. Branching height gives the Jensen-Shannon
distance between the layers.
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nevertheless coupled to that of the physical connections. To address this, the following
sections investigate whether the isolated C. elegans monoamine network displays the
structural organisation required for information processing.
4.3.4 Network measures
As already mentioned, the monoamine network has a star-like architecture that is
qualitatively different to the other network layers. This structure is reflected in the
topological network measures, with the MA network exhibiting high disassortativity
characteristic of star networks (Figure 4.10d), a low number of reciprocal monoamine
connections (Figure 4.11), and a heavy-tailed degree distribution (Figure 4.12). The
star-like structure of the monoamine layer was also confirmed by three-neuron motif
analysis, which revealed the enrichment of a motif consisting of a hub node signalling
to two spokes (Figure 4.14).
Disassortativity is known to be relevant in the organisation of collective network
dynamics, such as synchronisation (Sorrentino et al., 2006) and cooperation behaviour
(Perc et al., 2013; Wang et al., 2008), and is widely observed in other biological and
technological networks (Newman, 2003b). The inclusion of these connections into
the aggregate connectome has the effect of greatly reducing the overall path length
of the network (Figure 4.10c), increasing the efficiency of integrative information
processing by providing shortcuts between more segregated subgraphs of the physical
wired network (Sporns, 2013b). The adjacency matrix and hiveplot shows that the
monoamines provide a direct route of communication between sensory neurons and
motor neurons, bypassing the premotor interneurons that play a prominent role in
the synaptic and gap junction systems (Towlson et al., 2013) (Figures 4.4 & 4.5).
Together, these observations suggest that the monoamines provide a highly efficient
shortcut for coordinating behaviour throughout the entire organism. This is an ex-
pected consequence of the presence of highly connected hubs directly linking many
disparate parts of the network, and is a useful feature given the role of monoamines
in signalling physiologically important states relevant to the entire organism, such as
food availability (e.g. Ezcurra et al., 2011).
The increased connectivity provided by the monoamines results in a reduction in
the aggregate network’s modular structure, a consequence of increasing the number
of connections between functionally segregated units (Figure 4.10b). The network is,
however, still more modular than random, with the monoamine layer also exhibiting
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(a) Clustering coefficient
Cphys = 0.16 (zphys = 9.77)
Cma = 0.14 (zma = 6.34)
Cag = 0.17 (zag = 8.95)
(b) Modularity
Qphys = 0.46 (zphys = 9.86)
Qma = 0.32 (zma = 9.39)
Qag = 0.31 (zag = 9.56)
(c) Characteristic path length
Lphys = 3.22 (zphys = 9.89)
Lma = 1.68 (zma = 5.84)
Lag = 2.71 (zag = 9.33)
(d) Assortativity coefficient
Rphys = −0.07 (zphys = 1.27)
Rma = −0.80 (zma = −1.06)
Rag = −0.29 (zag = −6.97)
Fig. 4.10 Comparison of network metrics for the physical synaptic & gap junction
network (Phys), full monoamine network (MA), and the aggregate physical &
monoamine network (Phys + MA). Plots show the observed values (filled squares) and
expected values from 100 randomised networks (boxplots). Network measure for
individual monoamine networks are presented in Appendix G (page 257).
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Fig. 4.11 Reciprocity for the directed synaptic, monoamine, and aggregate synap-
tic+monoamine networks. Plot shows the observed values (filled squares) and expected
values from 100 randomised networks (boxplots).
greater-than-random modularity compared to null models that rewire the network
edges while preserving degree distribution. This is expected given the monoamine
layer’s composition from separate signalling systems; indeed the individual monoamine
networks considered on their own show very low modularity (Appendix Figure G.4,
page 262).
Despite the hub-and-spoke structure of the extrasynaptic network, the monoamine
layer exhibits a significant level of global clustering (Figure 4.10a). This observation is
explained by two factors. Firstly, the expression of monoamine receptors by releasing
neurons creates a central cluster of hub neurons in the network (see Figure 4.16);
secondly, as the same monoamines are released by more than one neuron, and many
neurons also express more than one monoamine receptor, triangles are formed in the net-
work with a receiving neuron at one vertex, and two transmitting neurons as the others.
Indeed, three-neuron motif analysis confirmed that this configuration is overrepresented
in all the monoamine networks save tyramine (Figure 4.14). This structure provides a
method of dual lateral inhibition, where a releasing neuron can inhibit antagonistic
signals from another hub neuron, while simultaneously negating the downstream effects
of those signals – this pattern has previously been observed in the OA/TA and 5-HT
systems between RIC/RIM & NSM in the aminergic control of feeding behaviours (Li
et al., 2012), with similar patterns also existing in individual monoamine layers. For
example, the ventral cord motor neurons express both excitatory (dop-1 ) and inhibitory
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(a) MA (α = 2.38) (b) Phys+MA (α = 2.72)
Fig. 4.12 Scale-free properties of the (a) monoamine network, and (b) aggregate
synaptic, gap junction and monoamine network (showing best fit for the power-law
distribution P (k) = k−α).
(a) Robustness
ρphys = 0.466 (zphys = −6.52)
ρma = 0.358 (zma = −9.17)
ρag = 0.499 (zag = 0.41)
(b) Small-worldness
Sphys = 10.40
Sma = 37.34
Sag = 6.53
Fig. 4.13 Robustness and small-worldness of the physical, monoamine & aggregate
physical+monoamine networks. Robustness plot shows observed values (filled squares)
and expected values from 100 randomised networks (boxplots).
(dop-3 ) dopamine receptors, which work antagonistically to regulate locomotion (Chase
et al., 2004), while the expression of the inhibitory dop-2 in dopamine-releasing neu-
rons suggests that the hubs mutually suppress one another to regulate dopamine release.
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Fig. 4.14 Three-neuron motif analysis. Directed 3-node motif profiles for the aminergic
networks, showing all 13 possible combinations with no unconnected nodes. Z-scores
show the level of over- or under- representation for each motif, and were computed
relative to a sample of a 100 randomised networks generated using the degree-persevering
edge-swap procedure with 10 swaps per edge. Motif enumeration was performed using
the ESU algorithm (see Algorithm 7, page 69).
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Both the monoamine network, and the aggregate network including monoamines
and physical connections, display a heavy-tail degree distribution (Figure 4.12) and
small-world properties (Figure 4.13b) common in neural systems (Bullmore and Sporns,
2009). As expected, the disassortative star topology of the MA network results in
a much lower level of robustness to circuit degradation than the physical network
(Figure 4.13a). In contrast, although the aggregate (Phys+MA) network also has
reduced assortativity, the addition of the extra connections from the MA network result
in a structure that is almost maximally robust. Although the MA network can easily be
impaired by destroying the central transmitting neurons, the combination of physical
and monoamine signalling is much more structurally resilient to insult than either
network individually. This is a result of the non-overlapping connections combining to
create a network with fewer gaps and higher overall connectivity. It is important to
note, however, that while the aggregate network shows high topological robustness,
the different timescales and functional properties of the connection types mean that
it is unlikely the networks are any more robust in combination. The existence of an
alternative signalling pathway in the network does not mean it can substitute the
function of the original.
4.3.5 Rich-club organisation
Many neural and brain networks have been shown to exhibit rich-club organisation
(Harriger et al., 2012; Heuvel and Sporns, 2011; Liang et al., 2017; Reus and Heuvel,
2013; Shih et al., 2015) in which the most highly-connected nodes are more connected
to one another than expected by chance (Colizza et al., 2006). It was previously shown
that the C. elegans physical connectome includes a rich-club consisting primarily of a
small number of premotor interneurons, controlling forward and backward locomotion
(see Chapter 3 & Towlson et al., 2013). Subjecting the monoamine connectome to simi-
lar analysis, it was found that this network also contains a distinct rich-club (Figure 4.15
& Table 4.8), consisting of dopamine, serotonin, and tyramine-releasing neurons. The
rich-club property stems from the fact that most serotonergic neurons contain receptors
for both tyramine and dopamine, while dopaminergic and tyraminergic neurons likewise
express receptors for the other two aminergic transmitters (Figure 4.16), suggesting
that different monoamines coordinate their actions. This rich-club structure is also
reflected in the three-neuron motif analysis, in which the fully-connected motif was
overrepresented in the aggregate monoamine layer (Figure 4.14). Interestingly, in
contrast to the physical wired rich-club, all of whose members are interneurons, the
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monoamine rich-club consists of sensory neurons and motor neurons (Table 4.8).
Despite the distinct structures and topologies of the different neuronal connectome
layers, they are likely to interact in functionally significant ways. For example, although
the physical and monoamine rich-clubs do not overlap, there are significant links between
them (Figure 4.17). To systematically identify neurons that have a role in linking all of
the layers, neurons were ordered according to the product of their degree-rank across
the synaptic, gap junction and monoamine layers (Table 5.5). The ten highest ranking
neurons include three from the monoamine rich-club (RIML, RIMR, and ADEL) and
three from the physical rich club (RIBL, RIBR, and DVA). Indeed, the premotor
interneuron DVA is a receiver for serotonin, dopamine and tyramine signalling, while
the tyraminergic RIMs are highly connected to the premotor interneurons of the wired
rich-club. As one might expect from their topological role in linking the monoamine
and physical network layers, the RIMs have been shown in a number of studies to play
a central role in the modulation of sensory pathways in response to feeding states as
well as the control of downstream locomotion motor programs (Donnelly et al., 2013;
Piggott et al., 2011; Wragg et al., 2007). Similarly RIB, which expresses receptors
for serotonin and dopamine, is thought to integrate numerous sensory signals (Mori
and Ohshima, 1995; Tsalik and Hobert, 2003) and has been demonstrated to influence
reorientation in foraging behaviour (Gray et al., 2005).
Fig. 4.15 Rich-club curve for the directed monoamine network. Dashed line indicates the
rich-club coefficient for the C. elegans network and the solid curve represents the average
rich-club coefficient of 100 randomised networks (preserving degree distribution).
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Tyramine (TA)
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Serotonin (5-HT)
CEP PDE
ADE
Dopamine (DA)
Fig. 4.16 Monoamine rich-club schematic, showing the separate aminergic systems and
the volume transmission signalling between them based on receptor expression. Arrows
between boxes denote connections between all of the contained neurons.
4.3 Results 137
RIA
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Fig. 4.17 Connections between the physical & monoamine rich-clubs. Aminergic rich-
club neurons are represented as grey octagons. Members of the physical rich-club are
shown as circles. Dashed red lines are extrasynaptic links. Solid black lines are physical
synapses.
Neuron knorm ksyn kgap kma
RIMR⋆ 0.236 34 14 128
RIBL⋆ 0.207 29 30 14
RIBR⋆ 0.178 25 30 14
RIML⋆ 0.171 28 12 128
RIS 0.119 27 16 14
ADEL⋆ 0.073 31 4 157
VD01 0.070 14 16 16
DVA⋆ 0.069 54 10 8
PVQR 0.069 22 10 16
AIBR 0.066 36 16 6
Table 4.7 The normalised degree-rank product (knorm) showing the neurons that have
the highest interaction across the synaptic, gap junction, and monoamine network
layers. Rich-club neurons are indicated with ⋆.
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Neuron ID Degree
kma
Rich-club
Φnorm
MA Receptors Type
CEPDL 157 3σ DA dop-2, octr-1, tyra-3 Sensory
CEPDR 157 3σ DA dop-2, octr-1, tyra-3 Sensory
CEPVL 157 3σ DA dop-2, octr-1, tyra-3 Sensory
CEPVR 157 3σ DA dop-2, octr-1, tyra-3 Sensory
ADEL 157 3σ DA dop-2, octr-1, tyra-3 Sensory
ADER 157 3σ DA dop-2, octr-1, tyra-3 Sensory
PDEL 153 3σ DA dop-2 Sensory
PDER 153 3σ DA dop-2 Sensory
RIML 128 3σ TA ser-4, mod-1, dop-1 Motor
RIMR 128 3σ TA ser-4, mod-1, dop-1 Motor
NSML 96 3σ 5-HT ser-4, dop-3, ser-2, tyra-2 Pharynx
NSMR 96 3σ 5-HT ser-4, dop-3, ser-2, tyra-2 Pharynx
HSNL 92 1σ 5-HT lgc-53, lgc-55 Motor
HSNR 92 1σ 5-HT lgc-53, lgc-55 Motor
Table 4.8 Rich-club neurons of the aggregate monoamine network. The rich-club
column shows the threshold regime to which each neuron belongs, thus 3σ indicates
Φnorm(K) > 1 + 3σ, where σ is the standard deviation of the null model samples.
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4.3.6 Multilink motifs
Multilink motif analysis provides another approach for investigating the interactions
between the synaptic, gap junction and monoamine layers (Menichetti et al., 2014).
Since each layer contains the same set of nodes but a different pattern of edges, the
frequencies with which different combinations of links co-occur between pairs of nodes
throughout the multiplex network can be determined. Of the 20 possible multilink
motifs (Figure 4.19), six were found to be overrepresented and three underrepresented
compared to random networks with similar degree distributions to the real connectome
(Figure 4.18 & Table 5.7). The most overrepresented motif is motif 1, containing
no connections. This indicates that specific link combinations are more likely to
co-occur than expected by chance, therefore also increasing the number of ‘empty’
pairs compared to a random distribution of all edges. Three of the overrepresented
motifs – reciprocal chemical synapses (motif 3 ) and the co-occurrence of a gap junction
with a single or reciprocal chemical synapse (motifs 5 & 6 ) – have been reported in
an earlier analysis of the physical network (Varshney et al., 2011). These also align
with results from the degree-degree correlation and reducibility (Figures 4.8 & 4.9)
indicating that synapses and gap junctions frequently overlap. This is mirrored in the
underrepresentation of motifs 2 & 4 corresponding to synapses or gap junctions alone.
Although the overlap between monoamine and physical connectivity is low (Fig-
ure 4.9), multilink motif analysis reveals a few overrepresented motifs involving
monoamines. The most interesting of these corresponds to a unidirectional monoamine
link coincident with reciprocal synaptic connections (motif 10 ; see Table 4.9). The
structure of this motif is well-suited to provide positive or negative feedback in re-
sponse to experience, suggesting that this may be a functionally important aspect
of monoamine activity within the wider network. Indeed, connections of this type
have been implicated in a number of C. elegans behaviours; for example, motif 10
connections between ADF and AIY have been shown to be important for the learning
of pathogen avoidance (Zhang et al., 2005) and connections between RIM and RMD
are important for the suppression of head movements during escape behaviour (Pirri
et al., 2009). Putative Motif 10 connections between PDE and DVA are also thought
to play a role in controlling neuropeptide release (Bhattacharya and Francis, 2015).
Intriguingly, most examples of motif 10 (all except RIMR-RMDR) involve either
serotonin or dopamine as the monoamine transmitter. Indeed, when we consider the
monoamine networks separately (e.g. Syn-Gap-DA or Syn-Gap-TA multilinks), motif
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Fig. 4.18 Multilink motifs. Overrepresented motifs are represented by red upward-
pointing triangles. Underrepresented motifs are represented by blue downward-pointing
triangles. Non-significant motifs are shown by black squares. Values for 100 null model
networks are shown as grey crosses. Asterisks report the significance level using the
z-test, with Bonferroni-adjusted p-values: **** indicates p ≤ 0.0001. Multilink motifs
for individual monoamine networks are presented in Appendix G (page 257).
Fig. 4.19 Multilink motif IDs corresponding to all possible configurations of links
between two neurons allowing for: no connection (dotted line), extrasynaptic links
(Ext, represented as arrows on the top), bidirectional gap junctions (represented as
bars in the middle) and synapses (represented as inverted arrows on the bottom line).
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10 is overrepresented for multilinks containing either serotonin or dopamine (Appendix
Figure G.2, page 259), but not for tyramine or octopamine (Appendix Figures G.2
& G.3). Two different motifs were found to be overrepresented in the three-layer
octopamine network: motif 9 (a unidirectional synaptic connection coincident with
an octopamine connection in the opposite direction) and motif 11 (a unidirectional
octopamine link coincident with a gap junction). Presumably these were not overrepre-
sented in the aggregate network because the octopamine network is much smaller than
the networks for the other monoamines. These motifs might serve similar functions
to motif 10 for dopamine and serotonin in providing feedback to modulate wired
connections.
The only other overrepresented motif containing a monoamine is motif 19, for
which there is only a single instance between two neurons of the same class (PDEL &
PDER); while the underrepresentation of motif 8, consisting of a coincident synapse
and monoamine connection, provides further support for the role of monoamines in
extrasynaptic signalling, rather than as synaptic transmitters.
4.4 Discussion
4.4.1 The monoamine systems
This chapter has analysed the properties of an expanded C. elegans neuronal con-
nectome, which incorporates a newly-compiled network of extrasynaptic monoamine
signalling. Analyses reveal that this extrasynaptic network has a structure distinct
from the synaptic network, containing its own rich-club of hub transmitting neurons.
Although this system is separate and non-overlapping with the synaptic network, the
hubs of both the physical and monoamine networks are highly connected to one another,
with multilink motifs showing interaction between the systems at specific points in
the network. This suggests that the monoamine system functions both independently
– coordinating through its own rich-club – and in unison with the synaptic network
through multilayer hubs such as RIM and through the overrepresented multilink motifs
identified.
The low degree of overlap between the monoamine and synaptic networks occurs
not only because many neurons expressing monoamine receptors are not postsynaptic
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Cell A Cell B
NSM (L/R) → I6
ADFR → ASHR
ADFR → AWBR
ADEL → IL2L
ADE (L/R) → FLPL
ADER → FLPR
ADFR → AIYR
CEPDR → RIS
RIMR → RMDR
HSNL → AIAL
HSNR → AVJL
HSNR → PVQR
CEP (DL/VL)* → OLLL*
CEP (DR/VR)* → OLLR*
CEPDL → RMGL*
ADEL* → BDUL*
PDEL* → DVA*
Table 4.9 Motif 10. List of neurons connected by motif 10 (i.e. unidirectional MA
link, no gap junctions, and reciprocal synapses). Examples involving unconfirmed (i.e.
dop-5 or dop-6 -mediated) dopamine receptors are listed in the lower section (marked
with asterisks *).
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Motif ID Frequency Expected Z-score
1 41298 40974 26.43
2 1543 1991 -29.46
3 178 52 18.61
4 351 491 -18.95
5 154 54 15.39
6 49 4 22.68
7 1703 1698 0.48
8 52 78 -4.56
9 39 35 0.77
10 14 2 8.05
11 8 12 -1.29
12 0 1 -0.85
13 0 0 -0.63
14 0 0 -0.14
15 49 50 -0.25
16 11 6 2.04
17 1 0 1.83
18 0 0 -0.48
19 1 0 5.66
20 0 0 n/a
Table 4.10 Multilink motif frequencies for the monoamine, synaptic and gap junction
layers. Motif IDs correspond to the numbers shown in Figure 4.19.
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to aminergic neurons, but also because many postsynaptic targets of aminergic neurons
do not appear to express monoamine receptors. Some of these synapses could be
explained by cotransmission; in particular, tyraminergic and serotonergic neurons also
express either cholinergic or glutaminergic markers, and thus classical transmitters
could be used in these wired synapses. However, the dopaminergic and octapaminergic
neurons of C. elegans are not known to coexpress any classical neurotransmitter. A
second possibility is that these synapses could utilise synaptically-released peptides
as neurotransmitters. A third possibility is that the postsynaptic cells might express
either an unknown monoamine receptor, or a known one at levels too low to be detected
using existing reporters. Finally, it is possible that these putative synapses, which have
been identified on the basis of electron micrographs, are not really functional synapses.
Further work will be necessary to resolve this question.
The importance of extrasynaptic neuromodulation to the function of neural circuits
is clearly established, for example from work on crustacean stomatogastric circuits
(Marder, 2012). However, systematic attempts to map whole-organism connectomes
have focused primarily on chemical synapses, with even gap junctions being difficult to
identify using high-throughput electron microscopy approaches (Chklovskii et al., 2010).
The incorporation of extrasynaptic neuromodulatory interactions, inferred here from
gene expression data, adds a large number of new links largely non-overlapping with
those of the physical connectome. Although the valence and strength of these inferred
neuromodulatory links are largely unknown (information also lacking for much of the
physical connectome), the monoamine networks described here nonetheless provide a
more complete picture of potential pathways of communication between different parts
of the C. elegans nervous system.
How complete is the monoamine network presented here? Since most cell identifica-
tion in published work has been based on reporter co-expression with well-characterised
markers, the rate of false positives (i.e. neurons falsely identified as monoamine recep-
tor expressing) is probably very low. In contrast, the false-negative rate (monoamine
receptor-expressing cells not included in the network) is almost certainly somewhat
higher.
In some cases reporter transgenes appear to underreport full functional expression
domains – e.g. dop-3 & dop-4 in ASH (Ezak and Ferkey, 2010; Ezcurra et al., 2011)
– while in others (e.g. ser-5 ) it is clear that reporter transgenes are expressed in
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unidentified neurons additional to those identified in relevant publications (Harris
et al., 2009). With recently developed marker strains (Pereira et al., 2015; Serrano-Saiz
et al., 2013), it should be possible to revisit cell identification for these reporters
and fill in these missing gaps. In addition, other monoamines such as melatonin
(Tanaka et al., 2007) might function as neuromodulators in C. elegans. While the
monoamine-activated GPCRs in the worm genome have most likely all been identified,
it is possible that additional ionotropic monoamine receptors might exist in the worm
genome (Hobert, 2013), whose expression is presently uncharacterised. Potentially,
some of these receptors might be expressed in postsynaptic targets of aminergic neu-
rons (in particular, those of dopaminergic and octopaminergic neurons, which are not
known to express classical neurotransmitters). However, the existence of additional
monoamine receptor-expressing cells also means that non-synaptic edges are almost
certainly undercounted in the network. Thus, the degree of monoamine releasing hubs
– and their importance for neuronal signalling outside the wired connectome – is, if
anything, understated by the current findings.
Given the importance of monoamine signalling across different species, it is interest-
ing to note that abolishing monoamine vesicle loading through cat-1 does not result in
serious behavioural impairment in C. elegans, whereas synapses and gap junctions are
required for normal function (Duerr et al., 1999; Kawano et al., 2011; Richmond, 2007).
Duerr et al. (1999) suggest that this might be due to one of several reasons, such as
the abundance of food in laboratory conditions reducing the importance of aminergic
food responses and foraging; or the existence of parallel pathways, such as alternative
vesicle loading mechanisms, or redundant routes of neuronal signalling. Robustness
analysis of the combined physical and extrasynaptic networks reveals that the structure
of the connectome is almost maximally robust to circuit degradation, supporting the
observation that removing monoamine signalling does not result in catastrophic failure.
It is worth noting that the high level of robustness seen in C. elegans is not unique to
its neural network. Indeed, RNAi screens have demonstrated that 85 % of the genes in
C. elegans can be knocked-down without causing significant changes in phenotypes,
suggesting a high level of redundancy across all systems; however, such experiments do
result in reduced fitness (Ramani et al., 2012).
Despite enormous differences in scale, the monoamine systems of C. elegans and
mammals share a number of common properties. As in C. elegans, mammalian brains
contain a relatively small number of monoamine-releasing neurons that project widely
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to diverse brain regions; for example, in humans serotonin is produced by less than
100,000 cells in the raphe nuclei, or one millionth of all brain neurons (Trueta and De-
Miguel, 2012). Moreover, extrasynaptic volume transmission is thought to account for
much, if not most, monoamine signalling throughout the mammalian brain (De-Miguel
and Fuxe, 2012; Fuxe et al., 2012). Parallels between monoamine systems in C. elegans
and larger nervous systems are not exact; for example, in C. elegans, most if not all
aminergic neurons appear capable of long-distance signalling, whereas monoamines in
larger nervous systems can be restricted by glial diffusion barriers (Owald and Waddell,
2015). Nonetheless, mammalian monoamine-releasing neurons, like their C. elegans
counterparts, appear to function as high-degree broadcasting hubs with functionally
and spatially diverse targets (Trueta and De-Miguel, 2012). Thus, understanding
how such hubs act within the context of the completely mapped physical circuitry
of C. elegans, may provide useful insights into the currently unknown structures of
multilayer neuronal networks in larger animals.
4.4.2 Multiplex networks
While network theory has occasionally provided novel insights in C. elegans biology,
more often the C. elegans physical connectome has provided a useful test-bed for
validating new network theoretical concepts or their application to larger mammalian
brains (Vértes and Bullmore, 2015). In recent years, multilayer complex systems
have become an area of intense focus within network science, with a large number of
papers dedicated to extending classical network metrics to the multilayer case and
to developing new frameworks to understand the dynamical properties of multilayer
systems (Kivelä et al., 2014).
By definition, multilayer networks contain much more information than simple
monoplex networks, leading to significant data-collection challenges. In social networks,
for example, large monoplex datasets have been collected describing various types
of interactions between people, but these are typically disparate datasets based on
different populations. Multiplex datasets combining various edge types into a number
of layers are often restricted in size (set of nodes for which data are collected) or in
the choice of edges it is possible to consider (interaction types constrained by data
availability) (Kivelä et al., 2014).
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The multiplex connectome of C. elegans has the potential to emerge as a gold
standard in the study of multilayer networks, much like it has for the study of simple
monoplex networks over the last 15 years. The synaptic, gap junction, and monoamine
layers already represent a relatively reliable mapping of three distinct connection types.
The lack of degree-degree correlation between some of these layers also suggests that
they are not just different facets of one true underlying network (such that each edge is
essentially duplicated across all layers). Rather, it suggests that the wired and wireless
layers provide distinct channels of communication with differing functional roles, which
are likely to be coupled in higher-order structures. For example, monoamine-based
feedback loops or monoamine-regulated wired interactions. The different time-scales
on which each of the layers operate is also likely to allow the emergence of interesting
dynamical phenomena. Finally, the large number of distinct extrasynaptic interactions
offers the scope for a more refined dataset, each aligned to the same complete set of
302 nodes.
4.4.3 Future work
In the future, it should be possible to expand the scope of the multilayer connectome
to gain a more complete picture of neuronal functional connectivity. As a first step,
reanalysis of reporters for monoamine receptors using recently developed reference
strains (Pereira et al., 2015; Serrano-Saiz et al., 2013) could provide a largely complete
monoamine signalling network. Additional work, profiling the pharmacodynamics,
electrophysiology, and functional properties of each system will provide insights into
how the monoamine systems work and modulate the activity of the synaptic network.
Obtaining this information, while difficult, is uniquely feasible in C. elegans given
the small size and precise cellular characterisation of its nervous system. Such a
comprehensive multilayer connectome could serve as a prototype for understanding
how different modes of signalling interact in the context of neuronal circuitry.
Obtaining extrasynaptic connectomes for larger brains, especially those of mammals,
will likely be vastly more complicated than for C. elegans, due not only to the increase
in size, but also the existence of additional structural and dynamical properties, such
as glial barriers, cellular swelling, and arterial pulsations, all of which dynamically
alter extracellular diffusion (Syková and Nicholson, 2008; Taber and Hurley, 2014).
To address the difference in size, several techniques exist which could allow for such
a map to be developed. For example, immunogold labelling was recently used to
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simultaneously map synaptic links and neuropeptide locations in EM sections (Shahidi
et al., 2015), providing a route to automatically capture elements of both the wired
and wireless connectomes. Combined imaging and in situ sequencing has also been
proposed as a method to concurrently localise synapses and neuromodulatory systems
(Marblestone et al., 2014), while existing coarse-grained maps of brain transcriptomes,
such as those in the Allen Brain Atlas (Hawrylycz et al., 2012; Lein et al., 2007),
provide a useful first approximation for the distribution of molecules involved in volume
transmission.
Chapter 5
Neuropeptide networks of
C. elegans
5.1 Introduction
I n the context of the monoamine systems of C. elegans, the previous chapter intro-duced how volume transmission networks can be mapped across an entire nervous
system; however, monoamines represent just one class of volume transmission. As men-
tioned in the introduction, the nervous system of C. elegans also expresses 250 distinct
neuropeptides from 122 precursor genes, and over 100 putative peptide receptors that
form additional volume transmission networks (Hobert, 2013; Li and Kim, 2008). These
include homologues of several well-known vertebrate neuropeptide receptors, including
those for oxytocin/vasopressin (NTR-1), neuropeptide Y (NPR-1), and cholecystokinin
(CKR-2).
Like monoamines, many C. elegans neuropeptides are known to function extrasynap-
tically, often acting at a distance. The high number of neuropeptides is not surprising
given the ease with which new peptides can be coded for and synthesised using existing
transcription, translation, and splicing mechanisms, adding greatly to the signalling
richness of the nervous system. However, this high number of peptides provides a
challenge in creating a complete network of their interactions. The receptors for many
neuropeptides, and the ligands for many neuropeptide receptors, remain unknown;
moreover, the distance over which signalling can occur is uncharacterised for most
neuropeptide systems.
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Although many neuropeptides have not been characterised (or even classified into
families), good data exists for several of the systems. Neuropeptides in C. elegans have
been associated with feeding behaviours (e.g. Cheong et al., 2015), metabolism (Cohen
et al., 2009), mating behaviours (Barrios et al., 2012), as well as learning and memory
(McDiarmid et al., 2015). As in other animals, neuropeptide signalling is critical for
nervous system function, and frequently involves hormonal or other extrasynaptic
mechanisms.
In an approach similar to that used for the monoamines, this chapter uses data
from those neuropeptide systems that have been characterised to create a partial
and provisional neuropeptide connectome, with the aim of providing insight into
the differences between peptide signalling networks, and synaptic, gap junction, and
monoamine networks. The analysis focuses of 12 neuropeptide systems with well-
established ligands (with biologically-plausible EC50 values in in vitro assays) and
precisely-characterised expression patterns for both receptor and peptide precursor
genes. The results from this partial neuropeptide network show it to be a distinct
signalling network, separate from both the physical and monoamine systems; however,
multilayer hubs and motifs are identified which suggest that these distinct network
layers are coupled, and interact, at several points in the network.
5.2 Materials & Methods
As in the previous chapter, the AC connectome was used in all analyses comparing
the synaptic and extrasynaptic networks (see Chapter 3). All network methods are
the same as those used in the analysis of the monoamine network (see Chapter 2 & 4).
Edge counts, adjacency matrices, and reducibility clusters were all computed using
binary directed versions of the networks. The same networks, excluding self-connections
(Aij = 0 if i = j), were used to compute the multilink motifs and reciprocity. As
before network measures are compared to 100 null model networks (shown in the
boxplots) generated using the degree-preserving randomisation procedure described in
Chapter 2 (Algorithm 5), where the networks were randomised by performing 10×M
edge-swaps. The same null model networks were also used to compute the multilink
motif z-scores, with each layer being randomised independently. As per the definition
given in Humphries and Gurney (2008), the small-world index was normalised against
100 Erdös-Rényi (ER) reference networks containing the same number of nodes and
edges as the actual networks.
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5.2.1 Neuropeptide network construction
The neuropeptide network was constructed from published expression data for peptides
and receptors, using a similar approach as was used for the monoamines. Only those
systems were included for which sufficient expression and ligand-receptor interaction
data existed in the literature, with interactions being limited to those with biologically
plausible peptide-receptor EC50 values (shown in Table 5.1). In total, 15 neuropeptides
and 12 receptors were matched and included in the network. Networks were classified by
receptor, allowing a many-to-many relationship between neuropeptides and receptors
(Figure 5.1). For caveats on the gene expression data, see Appendix D (page 237).
5.2.2 Network data
Edge lists for individual network layers are provided in the supporting information (S1
dataset) of Bentley et al. (2016), and can be accessed online from PLOS1 or PubMed
Central2.
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Fig. 5.1 Neuropeptide data model. UML class diagram (ISO, 2012a,b) of the conceptual
data model used to construct the extrasynaptic neuropeptide network. Each box
represents a class of data, with lines depicting their associations. The numbers
represent the multiplicity of the constraints assumed in the modelling. Triangles
denote the directionality of the relationships, and * represents an unbounded (i.e. ∞)
multiplicity. For more details, see Figure legend 4.2 on page 116.
1http://dx.doi.org/10.1371/journal.pcbi.1005283.s004
2https://www.ncbi.nlm.nih.gov/pmc/articles/PMC5215746/bin/pcbi.1005283.s004.zip
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Receptor Ligand EC50 Reference
NPY(npr) / RFamide receptor group
NPR-1 FLP-18 ∼100 nM Rogers et al. (2003)
FLP-21 2.5 nM Kubiak et al. (2003a)
NPR-2 FLP-21 34.4 nM Ezcurra et al. (2016)
NPR-3 FLP-15 162-599 nM Kubiak et al. (2003b)
NPR-4 FLP-1 0.4-9 µM Geary et al. (2002)
FLP-4 5-80 nM Geary et al. (2002)
FLP-18 5 nM-1.2 µM Cohen et al. (2009)
NPR-5 FLP-18 13.3-117.2 nM Kubiak et al. (2008)
FLP-21 267 nM Kubiak et al. (2008)
NPR-11 FLP-1 1-8 µM Geary et al. (2002)
FLP-5 1-8 µM Geary et al. (2002)
FLP-18 180-800 nM Geary et al. (2002)
FLP-21 1-10 nM Geary et al. (2002)
NLP-1 1-100 µM?⋆ Chalasani et al. (2010)
FRPR-4 FLP-13 67-541 nM Nelson et al. (2015)
Somatostatin / Urotensin II receptor group
NPR-17 NLP-24 0.1-1 µM Cheong et al. (2015)
Gastrin / CCK-like receptor group
CKR-2 NLP-12 15-30 nM Janssen et al. (2008b)
Vasopressin-like receptor group
NTR-1 NTC-1 19 nM Beets et al. (2012)
Neurotensin / TPH-like receptor group
EGL-6 FLP-10 11 nM Ringstad and Horvitz (2008)
FLP-17 1-28 nM Ringstad and Horvitz (2008)
Class B / Secretin receptor group
PDFR-1 PDF-1 0.4-5 µM Janssen et al. (2008a)
PDF-2 /
NLP-37
114 nM Janssen et al. (2008a)
Table 5.1 Neuropeptide receptor-ligand binding. ⋆No EC50 value reported for NPR-
11/NLP-1; strong biological activity seen in the micromolar range.
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5.3 Results
Including the neuropeptide networks with the existing physical and monoamine layers, a
multiplex network can be formed consisting of 18 layers (Figure 5.2). From aggregating
the neuropeptide networks into a single layer (NP), it is clear that neuropeptide
signalling forms a large component of the nervous system (see Table 5.2), with edges
distributed throughout all of the neuron types (Figure 5.3). In just the partial network
presented here, 239 neurons are seen to be involved in neuropeptide signalling (out
of 302 possible), with 7035 connections between them providing greater connectivity
than either the synaptic or monoamine layers alone.
The adjacency matrix reveals that the sending nodes are primarily sensory and
interneurons, with the majority of connections between these classes. Few motor
neuron to motor neuron connections are observed (Figure 5.3). Results shown in
Table 5.3 support that the neuropeptide network is non-synaptic, with almost 60 % of
receptor-expressing neurons receiving no synaptic input from cells that express cognate
peptides. This table further shows that the majority of edges do not overlap with
synapses (97 % non-overlapping), again consistent with a largely extrasynaptic mode
of signalling.
Examining the degree-degree correlations of the network types (Figure 5.4) shows
that the neuropeptides are neither correlated with the physical layers (synaptic and gap
junction) nor the monoamine layer, demonstrating them to be a distinct signalling class.
This is further seen in the reducibility results, where the synaptic and gap junction
layers are highly-reducible, but not the MA or NP layers (Figure 5.5). Performing the
same reducibility analysis on the individual, decomposed, network layers yields a more
complex picture, with the physical layers still clustering together and the extrasynaptic
layers showing variable outcomes (Figure 5.6). Some neuropeptide systems, in particu-
lar CKR-2, overlapped significantly with the networks of monoamine systems, while
others, including the neuropeptide F/Y receptors NPR-1/2/5/11, showed little overlap
with either the physical or other extrasynaptic networks.
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Fig. 5.2 Multilayer projection of the neuropeptide networks, including physical and
monoamine layers. Node positions are the same in all layers.
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Network Nodes
N
№ ligand
expressing
№ receptor
expressing
Edges
M→
NPR-1 82 41 55 2241
NPR-2 44 31 19 583
NPR-3 54 4 50 200
NPR-4 46 39 9 349
NPR-5 59 41 30 1218
NPR-11 60 60 4 236
NPR-17 8 2 8 14
CKR-2 53 1 52 52
NTR-1 57 39 20 778
EGL-6 21 16 5 80
PDFR-1 83 50 44 2189
FRPR-4 27 19 8 152
Aggregate 239 141 187 7035
Table 5.2 Neuropeptide networks.
Network Cells with no synaptic input Non-synaptic edges№ % № %
NPR-1 38 69.1 2209 98.6
NPR-2 7 36.8 563 96.6
NPR-3 49 98 199 99.5
NPR-4 4 44.4 319 91.4
NPR-5 16 53.3 1182 97
NPR-11 0 0 209 88.6
NPR-17 8 100 14 100
CKR-2 42 80.8 42 80.8
NTR-1 14 70 771 99.1
EGL-6 1 20 74 92.5
PDFR-1 17 38.6 2096 95.8
FRPR-4 4 50 144 94.7
Aggregate 106 56.7 6802 96.7
Table 5.3 The number of neuropeptide receptor-expressing cells that do not receive
synapses from releasing cells, and the number of connections in each layer that are
non-synaptic. Due to a many-to-many relationship between senders and receivers, the
fraction of non-synaptic edges can exceed the fraction of non-synaptic cells.
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Fig. 5.3 Adjacency matrix showing the synaptic (magenta) and neuropeptide (green)
networks.
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Fig. 5.4 Degree-degree correlation matrix. Off-diagonal panels show the degree-degree
correlation between a pair of network layers. Panels on the diagonal show the degree
distribution of the individual layers.
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Fig. 5.5 Multilayer reducibility dendrogram for the synaptic, gap junction, monoamine,
and neuropeptide layers. Layers close on the dendrogram have more overlapping edges
and are more reducible. Branching height gives the Jensen-Shannon distance between
the layers.
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Fig. 5.6 Multilayer reducibility dendrogram showing all of the multiplex network
layers. Layers close on the dendrogram have more overlapping edges and are more
reducible. Physical and monoamine layers are italicised. Branching height gives the
Jensen-Shannon distance between the layers.
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5.3.1 Network measures
Examining the network measures for the NP network reveal it to have many properties
in common with the MA network, including having a shorter characteristic path length
and lower modularity and robustness than the physical network (Figure 5.8 & 5.10a).
Both networks are also small-world (Figure 5.10b), have heavy-tailed degree distri-
butions (Figure 5.9), and possess distinct rich-club organisation (Figure 5.11); the
main differences are that the NP network has much higher reciprocity (Figure 5.7)
and clustering (Figure 5.8a), which is an expected consequence of the much greater
number of connections in the NP network; however, the addition of the neuropeptide
connections to the physical and monoamine network have little effect on the aggregate
properties, with the largest difference seen in the degree distribution power-law expo-
nent (αAC = 3.57 vs αag = 5).
Fig. 5.7 Reciprocity for the directed synaptic network (Syn), neuropeptide network
(NP), and aggregate synaptic+monoamine+neuropeptide network (All). Plot shows
the observed values (filled squares) and expected values from 100 randomised networks
(boxplots).
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(a) Clustering coefficient
Cnp = 0.34 (znp = 9.36)
Cag = 0.30 (zag = 9.75)
(b) Modularity
Qnp = 0.28 (znp = 9.84)
Qag = 0.25 (zag = 9.79)
(c) Characteristic path length
Lnp = 1.83 (znp = −1.8)
Lag = 2.16 (zag = 7.69)
(d) Assortativity coefficient
Rnp = −0.24 (znp = −3.44)
Rag = −0.23 (zag = −3.94)
Fig. 5.8 Comparison of network metrics for the synaptic (Syn), gap junction (Gap),
monoamine (MA), monoamine+syn+gap (MA+), neuropeptide (NP), and aggregate
physical+monoamine+neuropeptide networks (All). Plots show the observed values
(filled squares) and expected values from 100 randomised networks (boxplots).
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(a) NP (α = 2.89) (b) Phys+MA+NP (α = 5)
Fig. 5.9 Scale-free properties of the (a) neuropeptide network, and (b) aggregate
synaptic, gap junction, monoamine, and neuropeptide network (showing best fit for
the power-law distribution P (k) = k−α).
(a) Robustness
ρnp = 0.38 (znp = −4.44)
ρag = 0.50 (zag = 0.94)
(b) Small-worldness
Snp = 12.52
Sag = 4.9
Fig. 5.10 Robustness and small-worldness of the synaptic (Syn), gap junction (Gap),
monoamine (MA), monoamine+syn+gap (MA+), neuropeptide (NP), and aggregate
physical+monoamine+neuropeptide networks (All). Plots show the observed values
(filled squares) and expected values from 100 randomised networks (boxplots).
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5.3.2 Rich-club
The neuropeptide network can be seen to exhibit its own rich-club of highly-connected
hub nodes. This rich-club is mostly composed of sensory neurons (Table 5.4), following
the same pattern previously seen with the monoamines. This suggests that the
neuropeptides also provide a signalling short-cut from sensory neurons to the rest of
the nervous system. Examining the relationships between the high-degree neurons
in each layer (using the normalised degree rank-product; Table 5.5) shows that the
previously identified RIM and DVA neurons continue to play a central role in linking
all of the network layers (Figure 5.12).
Fig. 5.11 Rich-club curve for the directed neuropeptide network. Dashed line indicates
the rich-club coefficient for the C. elegans network and the solid curve represents the
average rich-club coefficient of 100 randomised networks (preserving degree distribu-
tion).
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Neuron knp Receptors Peptides Type
PHA 182 NPR-1,-5; PDFR-1 FLP-4,-15; NLP-37 Sensory
ASEL 176 NPR-1,-5; NTR-1 FLP-4,-5,-13,-21 Sensory
PQR 176 NPR-1,-4,-17;NTR-1;PDFR-1 FLP-10;NLP-37;PDF-1 Sensory
ASER 170 NPR-1,-5; NTR-1 FLP-5,-13,-21 Sensory
URX 170 NPR-1; PDFR-1 FLP-10,-11,-21 Sensory
FLP 165 NPR-2; PDFR-1 FLP-4,-21 Sensory
ADF 162 NPR-2,-5; NTR-1 FLP-21 Sensory
ASH 162 NPR-1,-2; NTR-1 FLP-21 Sensory
ASI 160 NPR-5,-17 FLP-10,-21;NLP-1,-24;PDF-1 Sensory
RMG 160 NPR-1 FLP-1,-5,-21; PDF-1 Inter
ASK 159 NPR-5 FLP-13,-21; PDF-1 Sensory
ASG 144 NPR-1,5 FLP-13,-21; NTC-1 Sensory
AIY 140 NPR-11; CKR-2 FLP-1,-18 Inter
PHB 137 NPR-1,-5; PDFR-1 FLP-4;NLP-1;PDF-1;NLP-37 Sensory
ADL 131 NTR-1 FLP-4,-21 Sensory
M3 128 NPR-1 FLP-13,-18 Pharynx
BDU 126 NPR-4; NTR-1 FLP-10; NLP-1,-37 Inter
ASJ 125 NPR-5 FLP-21 Sensory
RIG 120 NPR-1 FLP-1,-18 Inter
AVA 118 NPR-4 FLP-1,-18 Inter
RIM 114 n/a FLP-18; NLP-37 Motor
PVQ 110 NPR-2,-17;NTR-1;PDFR-1 n/a Inter
DVA 104 EGL-6; FRPR-4 NLP-12;NTC-1 Inter
I2 93 NTR-1 FLP-5,-15 Pharynx
Table 5.4 Rich-club neurons of the aggregate neuropeptide network. Note that neuron
IDs denote all neurons of that classes, with the exception of ASEL & ASER which
have different expression profiles.
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Neuron knorm ksyn kgap kma knp
RIMR⋆ 0.164 34 14 128 114
RIML⋆ 0.120 28 12 128 114
PVQR 0.047 22 10 16 110
ASHR 0.046 21 12 10 162
DVA⋆ 0.046 54 10 8 104
RIS 0.036 27 16 14 44
VD01 0.033 14 16 16 61
ASHL 0.033 18 10 10 162
ADFR 0.030 21 4 82 162
Table 5.5 The normalised degree-rank product (knorm) showing the neurons that have
the highest interaction in all of the network layers. Rich-club neurons are indicated
with ⋆.
Syn 
Gap 
MA 
NP 
Fig. 5.12 Multilayer projection showing the RIM (blue) & DVA (green) rich-club
neurons with the highest degree-rank production, acting as hubs across all four of the
network layers.
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5.3.3 Multilink motifs
Performing multilink analysis with neuropeptides as the extrasynaptic layer, once again
reveals a similar pattern to the monoamines: Motifs 1 - 6, which consider only the
physical networks with no extrasynaptic links, show similar z-score distribution patterns
to before, while Motif 10 (a unidirectional neuromodulatory connection coincident
with a reciprocal synaptic connection) is also significantly overrepresented, as it was
previously in the MA network. This supports the notion that this feedback motif
plays a key role in extrasynaptic modulation of synaptic computation. Even more
highly overrepresented relative to expectation was motif 20, reciprocal neuropeptide and
synaptic connections coincident with a gap junction. This motif was not overrepresented
in the multilink analysis for monoamines, perhaps because of the low reciprocity of
the monoamine network. Interestingly, several of the motif 20 multilinks (Table 5.6)
are components of the RMG hub-and-spoke network, which has been implicated in
the control of various behaviours including locomotion, aggregation, and pheromone
response (Jang et al., 2012; Macosko et al., 2009).
Cell A Cell B
FLPL ↔ FLPR
PHAL ↔ PHAR
PHBL ↔ PHBR
RMGL ↔ URXL
RMGR ↔ URXR
RMGR ↔ ASHR
PVR ↔ DVA
AVAL ↔ AVAR
Table 5.6 Examples of neuropeptide multilink motif 20. List of neurons connected by
motif 20 (i.e. reciprocal NP link, gap junction, and reciprocal synapses).
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**** **** ****
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****
****
*
****
* ****
* * **
****
Fig. 5.13 Multilink motifs. Overrepresented motifs are represented by red upward-
pointing triangles. Underrepresented motifs are represented by blue downward-pointing
triangles. Non-significant motifs are shown by black squares. Values for 100 null model
networks are shown as grey crosses. Asterisks report the significance level using the
z-test, with Bonferroni-adjusted p-values: * indicates p ≤ 0.05 ; ** indicates p ≤ 0.01;
**** indicates p ≤ 0.0001.
Fig. 5.14 Multilink motif IDs. These correspond to all possible configurations of links
between two neurons allowing for: no connection of a given type (dotted line), directed
extrasynaptic neuropeptide links (Ext, represented as arrows on the top), bidirectional
gap junctions (represented as bars in the middle) and synapses (represented as inverted
arrowheads on the bottom line).
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Motif ID Frequency Expected Z-score
1 37076 36699 19.84
2 1358 1765 -24.34
3 150 43 17.62
4 298 430 -15.15
5 140 43 16.18
6 40 3 21.67
7 5404 5498 -3.27
8 117 153 -3.22
9 122 158 -3.46
10 40 10 10.02
11 45 67 -3.52
12 4 5 -0.35
13 10 7 1.49
14 1 1 -0.15
15 570 525 3.25
16 48 35 2.71
17 3 1 1.78
18 16 5 4.78
19 1 1 -0.20
20 8 0 22.54
Table 5.7 Multilink motif frequencies for the neuropeptide, synaptic and gap junction
layers. Motif IDs correspond to the numbers shown in Figure 5.14.
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5.4 Conclusions
Although the neuropeptide networks presented here are far from complete, it has been
possible to analyse their structural properties to gain information about the patterns
of organism-wide neuropeptide signalling for the first time.
While monoamine and neuropeptide signalling both occur extrasynaptically and
act on similar timescales, the monoamine and neuropeptide networks show distinct
non-overlapping topologies. In particular, the neuropeptide layer shows strikingly high
clustering – even taking into account its high density of connections – and higher
reciprocity than the monoamine network. These properties suggest the neuropeptide
networks are important for cohesiveness within the nervous system. Multilink analysis
also identified differences between the extrasynaptic monoamine and neuropeptide
networks. In both cases, a unidirectional extrasynaptic connection coincident with a
reciprocal synaptic connection (motif 10 ) was overrepresented in the multiplex connec-
tome. This motif is well-suited to provide feedback between linked nodes, and occurs
in several microcircuits implicated in learning and memory.
For neuropeptides, a second multilink motif, involving reciprocal neuromodulatory
and synaptic connections coincident with a gap junction (motif 20 ) was found to be
even more highly overrepresented than motif 10. This motif occurs in several places in
the RMG-centred hub-and-spoke circuit that plays a key role in control of aggregation
and arousal. As more neuropeptide systems become characterised (through expression
analysis and deorphanisation), it is reasonable to expect additional examples of this
motif will be identified; these may likewise have important computational roles in key
neural circuits.
As with the previous analysis of the monoamine network, the RIM and DVA neurons
continue to play a central role in linking the various layers of the multiplex network,
suggesting they might function as interlayer communication hubs, facilitating and
coordinating interaction between the wired, aminergic, and peptidergic transmission
systems.
Unlike small-molecules, where gene-expression analysis can only infer their location
through the associated synthesis or transport molecules, neuropeptides can be detected
more directly, by identifying precisely where they are expressed. Even though there
are more neuropeptides than small-molecule ligands, this property makes them more
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amenable to large-scale mapping approaches. As mentioned previously, immunogold
staining for neuropeptides has been used to map neuropeptides in the context of EM
generated connectomic maps (Shahidi et al., 2015), providing an alternate route to
mapping these networks in larger animals.
Part IV
Conclusions

Chapter 6
Conclusions & discussion
6.1 Contributions
6.1.1 Major results
V olume transmission (VT), through the release and diffusion of molecules such asmonoamines (MA) and neuropeptides (NP), plays numerous important roles in
neural communication. Dysfunctional aminergic and peptidergic signalling has been
implicated in the aetiology of many psychiatric and neurological disorders (Belzung
et al., 2006; Lin et al., 2011), yet the ability to analyse the structural properties of
these interaction networks has previous been lacking.
This thesis has demonstrated that maps of neuronal extrasynaptic VT can be
constructed from gene expression data, presenting the first draft whole-animal map
of monoamine signalling for the nervous system of C. elegans, along with a partial
map of neuropeptide signalling. These represent the first such maps of VT signalling
for any animal. The aminergic and peptidergic signalling networks were analysed
alongside synaptic connections as part of a multiplex network, fulfilling the project
objective to extend the definition of connectomics to include both wired synaptic
communication and wireless volume transmission, increasing the information resolution
of the C. elegans connectome model.
Analysing the topological structures of the aminergic and peptidergic networks,
several important results were found:
1. Both the MA and NP systems are distinct networks with a low degree of connec-
tion overlap with either the synaptic network, or with each other. This suggests
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that these systems do indeed function extrasynaptically and represent unique,
non-redundant, channels of communication.
2. The MA and NP networks consist of predominantly disassortative star-like
topologies, containing cores of high-degree broadcasting hubs.
3. The broadcasting hubs of the various VT layers are interconnected into a central
rich-club, suggesting that the different systems interact to regulate their activities.
4. Several of the broadcasting hubs have a high degree of connectivity in more
than one signalling layer. These nodes are likely to play an important role in
coordinating the various aminergic, peptidergic, and synaptic signalling systems.
The most notable examples are the interneurons RIM and DVA.
5. Performing motif analysis of the multilayer network identified several overrepre-
sented connectivity patterns. One motif, consisting of a unidirectional extrasynap-
tic connection coincident with a reciprocal synaptic connection, is overrepresented
in both the MA and NP networks, suggesting an important role for VT as a
feedback mechanism.
6.1.2 Minor results
Chapter 3 analysed an updated version of the synaptic network of C. elegans, generated
using computer-aided neuron tracing and published by the WormWiring project. This
was compared to the original connectome derived by manual methods. The analysis of
this network revealed a large increase in the number of synapses in the updated network,
some of which were identified as having a high likelihood of being false-positives. These
findings are being used to inform verification of the WormWiring network to improve
its accuracy.
Despite differences in the number of synapses, most statistical measures of the
network structure remained essentially unchanged between the original and updated
connectomes, supporting the validity of existing network analyses in the literature and
the overall accuracy of the Elegance / WormWiring approach to network reconstruction.
However, as small-scale discrepancies exist between the two networks at the level of
individual synapses, caution should be taken when using either dataset to inform the
investigation of specific circuits.
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6.2 Outlook & future work
6.2.1 Extending & validating the network
As developments in high-resolution neuroimaging and circuit reconstruction have begun
to make the task of mapping large connectomes a realisable goal, concerns have been
raised about the need to account for neuromodulatory VT (Bargmann, 2012; Bargmann
and Marder, 2013; Brezina, 2010). This thesis has provided a proof-of-concept that
these interactions can be mapped for an entire nervous system, at least in C. elegans;
however, this work stands only as a first prototype.
As discussed in Chapters 4 & 5 (esp. § 4.4, page 141), work remains to be done
in several areas to clarify the details of extrasynaptic interactions and obtain a more
complete picture of VT signalling in C. elegans. Future work to extend the network
might include:
1. additional expression profiling to identify missing neurons in the MA and NP
systems;
2. the determination of the valence and strength of extrasynaptic interactions
to provide network weights, eventually verifying these properties in vivo and
exploring possible cross-reactivity between the various systems;
3. the deorphanisation of putative NP receptors;
4. verifying that the observed reporter expression patterns match functional expres-
sion, e.g. ensuring that the receptors are active in the cells where the reporters
are expressed;
5. the determination of quantitative expression levels, and the relationship between
expression levels and activity;
6. the quantification of in vivo VT diffusion dynamics and their effects on signalling
speed and strength at various locations;
7. the investigation of additional molecules with the potential to act extrasynapti-
cally, such as melatonin (Tanaka et al., 2007) or traditional neurotransmitters;
8. clarifying whether dop-5 & dop-6 are dopamine receptors; and
9. investigating conditional expression and state-dependent changes in signalling.
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In C. elegans the tools already exist to answer many of these questions. With the
continued development and application of such tools, the answers should be obtainable
in the near future.
6.2.2 Network function
Obtaining a more complete map of extrasynaptic interactions will only provide insights
into the structures of the VT signalling networks. A complete understanding will also
require study into how the networks function and interact with the synaptic network
to modulate information processing and behavioural output.
Approaches such as the noninvasive imaging of neural activity, optogenetic neu-
rostimulation, and quantitative behavioural analysis (see § 3.4.3, page 105), coupled
with traditional genetic and pharmacological techniques, offer several routes to investi-
gate the functions of the MA and NP networks. Promising starting points for such
investigations are the overrepresented multilink motifs (identified in § 4.3.6 & § 5.3.3),
as identifying conserved functions performed by these motifs would greatly aid in under-
standing network organisation, behaviour generation, and furthermore provide a path
to technological applications; for example, by revealing ways to more precisely predict
and control neural activity. While difficult, such an investigation is uniquely feasible in
C. elegans given the small size and precise cellular characterisation of its nervous system.
Recent work applying control theory to networks (Badhwar and Bagler, 2015; Gu
et al., 2015; Liu et al., 2011; Tang et al., 2012; Yuan et al., 2013) has shown that certain
functional properties of neural circuits can be accurately predicted from the network
topology alone (Yan et al., 2017). This approach, along with similar ones, provides
the means to begin exploring possible functions of the extrasynaptic VT networks in
the absence of additional experimental data. Refining and verifying such predictive
methods will likely be a necessary step to eventually understanding mammalian brains,
due to the inability to exhaustively test the large number of neurons involved.
6.2.3 Mapping larger nervous systems
Although much work remains to be done to understand extrasynaptic neuromodulation
in the small nervous system of C. elegans, it is foreseeable that it will eventually be
possible to map the VT networks of larger nervous systems, including the human brain.
This endeavour will require the development of new methods and theories to account
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for the increased number of neurons, as well as the additional complex structures and
dynamics, such as glial diffusion barriers and CSF circulation (Syková and Nicholson,
2008; Taber and Hurley, 2014).
As discussed in § 4.4.3 (page 147), several approaches exist which could allow for
extrasynaptic networks to be mapped in humans, including immunolabeling (Shahidi
et al., 2015) and in situ sequencing (Marblestone et al., 2014). Existing coarse-grained
maps of brain transcriptomes (Hawrylycz et al., 2012; Lein et al., 2007) provide a use-
ful first approximation for the distribution of molecules involved in volume transmission.
6.2.4 Outlook
As extrasynaptic MA and NP signalling has been implicated in numerous diseases
(Belzung et al., 2006; Lin et al., 2011), with non-synaptic receptors suggested as the
primary site of action for many psychotherapeutic drugs (Vizi et al., 2010), it seems
likely that understanding the structure and function of VT signalling networks will
eventually provide important scientific and clinical insights. This thesis has explored
how these networks can be mapped and analysed in the small nervous system of
C. elegans, and serves to inform the direction of further investigation.
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A.1 Monoamine expression
Marker WormBase ID Neurons Reference
tph-1 Expr959 RIH†, AIM†, ADF,
NSM, HSN
Sze et al. (2000)
Expr12176 ASG† Pocock and Hobert (2010)
mod-5 Expr9350 AIM†, NSM, ADF,
RIH†
Jafari et al. (2011)
Immuno- N/A VC04†, VC05† Duerr et al. (1999)
staining N/A PHB†, I5† Sawin et al. (2000)
Table A.1 Serotonin (5-HT) expressing cells. Cells with weak or conditional expression
are marked †.
Marker WormBase ID Neurons Reference
cat-2 Expr2619 ADE, PDE, CEP Suo et al. (2003)
dat-1 Expr8327 ADE, PDE, CEP McDonald et al. (2007)
Table A.2 Dopamine (DA) expressing cells.
Marker WormBase ID Neurons Reference
Octopamine Expr3721 RIC Alkema et al. (2005)
tbh-1
Tyramine Expr3722 RIM, RIC ⋆ Alkema et al. (2005)
tdc-1
Table A.3 Octopamine (OA) & tyramine (TA) expressing cells. ⋆RIC is excluded from
the TA network due to co-expression of tbh-1 which converts TA to OA.
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A.2 Receptor expression
Receptor WormBase ID Neurons Reference
ser-1 Expr7825 RIA, RIC, PVT,
DVC, URY
Dernovici et al. (2007)
Expr8282 PVQ Carnell (2005)
Expr3962 RMD, RMF, RMH Xiao et al. (2006)
ser-4 Expr2710 RIB, PVT, DVC,
DVA, RIS
Tsalik et al. (2003)
Expr10554 AIB, NSM Gürel et al. (2012)
N/A M1, RIM Shyn (2003)
ser-5 Expr12174 ASH, AWB Harris et al. (2009)
Expr12172 AVJ Cunningham et al. (2012)
ser-7 Expr3759 MC, M2, M3, M4,
M5, I2, I3, I4, I6
Hobson et al. (2006)
mod-1 Expr10023 RIM, RID, RIC,
AIZ, AIY, AIB,
AIA
Li et al. (2012)
Expr10553 RME, DD, VD Gürel et al. (2012)
Table A.4 Serotonin (5-HT) receptor expression patterns.
Receptor WormBase ID Neurons Reference
octr-1 Expr7846 ASH, ASI, AIY,
ADE, CEP
Wragg et al. (2007)
ser-3 Expr8275 PVQ, PHB, PHA,
SIA
Suo et al. (2006)
Expr10640 ASH Mills et al. (2012)
ser-6 Expr10641 AWB, ASI, ADL Mills et al. (2012)
Expr11709 RIC, SIA Yoshida et al. (2014)
Table A.5 Octopamine (OA) receptor expression patterns.
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Receptor WormBase ID Neurons Reference
dop-1 Expr2882 AUA, RIM, ALM,
RIB, PLM, PHC
Sanyal et al. (2004)
Expr2708 AVM, ALN, PVQ,
PLN, RIS
Tsalik et al. (2003)
Expr3047 PVD, VA, VB, AS,
DA, DB
Chase et al. (2004)
dop-2 Expr2618 ADE, PDE, CEP Suo et al. (2003)
Expr2709 RID, RIA, PDA,
SIB, SIA
Tsalik et al. (2003)
dop-3 Expr3048 PVD, VA, VB, AS,
DA, DB, DD, VD
Chase et al. (2004)
Expr7939 ASE Etchberger et al. (2007)
Expr8667 RIC, SIA Suo et al. (2009)
Expr11452 NSM Zhang et al. (2014)
Expr12177 ASK Ezak and Ferkey (2010)
dop-4 Expr3687 AVL, ASG, PQR,
I2, I1, CAN
Sugiura et al. (2005)
dop-5 Expr7939 ASE Etchberger et al. (2007)
N/A MI, M5, BDU,
RIB, PHA, PHB,
DVA, AIM, ADA,
DVC, ASI, RMG,
PVC, RIF, URX,
AIY, PVT
(Appendix C)
dop-6 Expr11993 OLL Smith et al. (2010)
N/A AUA, RID, RMD,
RIB, ASI, PHA,
IL2, PVQ, URA,
AVF, ADF, RIH,
URX
(Appendix C)
lgc-53 N/A HSN, PVD, CAN,
IL2, VA, AIM,
FLP, AVF, URY
(Appendix C)
Table A.6 Dopamine (DA) receptor expression patterns.
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Receptor WormBase ID Neurons Reference
ser-2 Expr2707 BDU, AVH, AUA,
ALN, RID, RIC,
AIZ, RIA, AIY,
PVT, PVD, PVC,
OLL, NSM, LUA,
DVA, DA09, CAN,
SIA, SDQ, SAB,
RME
Tsalik et al. (2003)
Expr3206 PVD Rex et al. (2004)
Expr10758 VD Donnelly et al. (2013)
tyra-2 Expr3415 ASI, ASH, ASG,
ASE, ALM, PVD,
NSM, MC, CAN
Rex et al. (2005)
tyra-3 Expr11003 BAG, AWC, AUA,
ASK, AIM, AFD,
ADL, OLQ, CEP,
SDQ
Bendesky et al. (2011)
Expr6415 PVT Hunt-Newbury et al. (2007)
Expr12173 ADE Wragg et al. (2007)
lgc-55 Expr8613 AVB, ALN, IL1,
HSN, SMD, SDQ,
RMD
Pirri et al. (2009)
Expr8997 AVM, ALM Ringstad et al. (2009)
Table A.7 Tyramine (TA) receptor expression patterns.
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Receptor WBID Neurons Reference
flp-1 Expr3003 AVK, AVE, AVA, RIG, AIY, AIA, M5,
RMG
Kim and Li (2004)
flp-4 Expr3006 AWC, AVM, ASEL, ADL, PVD, PHB,
PHA, NSM, I5, I6, FLP
Kim and Li (2004)
flp-5 Expr3007 ASE, PVT, M4, I4, I2 RMG Kim and Li (2004)
flp-10 Expr3011 AIM, ASI, AUA, BAG, BDU, DVB, PQR,
PVR, URX
Kim and Li (2004)
flp-13 Expr3014 ASE, ASG, ASK, BAG, DD, I5, M3, M5 Kim and Li (2004)
Expr12005 ALA Nelson et al. (2015)
flp-15 Expr3015 PHA, I2 Nelson et al. (2015)
flp-17 Expr3016 BAG, M5 Kim and Li (2004)
flp-18 Expr3017 AVA, AIY, RIG, RIM, M2, M3 Kim and Li (2004)
flp-21 Expr3020 ASI, ASH, ASE, ADL, MC, M4, FLP,
URA
Kim and Li (2004)
Expr12181 RMG, ASJ, URX, M2, ASK, ASG, ADF Macosko et al. (2009)
nlp-1 Expr1686 ASI, AWC, PHB, BDU Nathoo et al. (2001)
Marker88 HSN Karakuzu et al. (2009)
nlp-12 Expr8057 DVA Janssen et al. (2008b)
ntc-1 Expr11371 AVK, RIC, AIZ, AFD, NSM, M5, DVA,
DD, VD, VC
Garrison et al. (2012)
Expr11368 ASG Beets et al. (2012)
pdf-1 Expr11002 AVB, ASK, AIM, AFD, PVT, PVP, PVN,
LUA, SIA, SAA, RMG
Barrios et al. (2012)
Expr9958 ASI, RID, ADA, ADE, PQR, PHB, PHA,
RME
Janssen et al. (2008b)
pdf-2 /
nlp-3
Expr9959 BDU, AVG, AVD, RIM, AQR, RID, AIM,
PVT, PVP, PQR, PHB, PHA, RIS
Janssen et al. (2008b)
nlp-24 Expr1717 ASI Nathoo et al. (2001)
Table B.1 Neuropeptide expression patterns.
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Receptor WormBase ID Neurons Reference
npr-1 Expr2257 AUA, ASH, ASG, ASE,
AQR, RIG, PQR, PHB,
PHA, OLQ, IL2L, IL2R,
URX, SMBDL, SMBDR,
RMG, RIV, DD, VD, M3,
SAADL, SAADR, SDQ
Coates and de Bono
(2002)
npr-2 Expr12242 ADF, AIZ, ASH, FLP,
OLQ, PVD, PVQ, SAB
Luo et al. (2015)
npr-3 Expr2766 AS, DA, DB, VA, VB Keating et al. (2003)
npr-4 Expr8975 BDU, BAG, AVA, PQR,
RIV
Cohen et al. (2009)
npr-5 Expr8976 AWB, AWA, AUA, ASK,
ASJ, ASI, ASG, ASE,
AIA, ADF, PHB, PHA,
IL2
Cohen et al. (2009)
npr-11 Expr12179 AIA, AIY Chalasani et al. (2010)
frpr-4 N/A RIA, PVM, AVE, I1, DVA Nelson et al. (2015)
npr-17 Expr12182 AVG, ASI, PVP, PVQ,
PQR
Harris et al. (2010)
ckr-2 Expr10065 AIY Wenick and Hobert (2004)
Expr12178 AS, DA, DB, VA, VB Hu et al. (2011)
ntr-1 Expr11372 ASH, RIC, ADL, ADF,
PVW, PVR, PVQ, I2
Garrison et al. (2012)
Expr11369 BDU, ASE, PQR Beets et al. (2012)
egl-6 Expr8338 HSN, DVA, SDQ Ringstad and Horvitz
(2008)
pdfr-1 Expr10592 AVM, AVD, RIF, ALM,
PVW, PVQ, PVM, PVC,
PQR, PLM, PHA, OLL,
DB2, URY, URX, RME,
AVF
Barrios et al. (2012)
Expr8177 PHB, OLQ, I1 FLP Janssen et al. (2008a)
Table B.2 Neuropeptide receptor expression patterns.
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C.1 Acknowledgements
Courtesy of Robyn Branicky, Yee Lian Chew & William R. Schafer.
C.2 Materials & methods
The expression patterns of the dopamine receptors were determined using the re-
porter strains DA1646 lin-15B & lin-15A(n765) X; adEx1646 [lin-15(+) T02E9.3(dop-
5)::GFP], BC13771 dpy-5(e907) I; sEX13771 [rCesC24A8.1(dop-6)::GFP + pCeh361],
and FQ78 wzIs26 [lgc-53::gfp; lin-15(+)];lin-15B & lin-15A(n765) (kindly provided by
Niels Ringstad).
The neurons expressing the receptors were identified based on the position and
shape of the cell bodies and in most cases co-labelling with other markers. The reporter
strains were all crossed with the cholinergic reporter (Pereira et al., 2015) OH13646
pha-1(e2123) III; him-5(e1490) V; otIs544 [cho-1(fosmid)::SL2::mCherry::H2B + pha-
1(+)] and the glutamatergic reporter (Serrano-Saiz et al., 2013) OH13645 pha-1(e2123)
III; him-5(e1490) V; otIs518 [eat-4(fosmid)::SL2::mCherry::H2B + pha-1(+)] (both
kindly provided by Oliver Hobert), and dye-filled with DiI using standard procedures
(Shaham, 2006). Strains were also crossed to AQ3072 ljEx540[cat-1::mcherry] and
PT2351 him-5(e1490) V; myEx741 [pdfr-1(3kb)::NLS::RFP + unc-122::GFP], which
label cells expressing the vesicular monoamine transporter and the PDFR-1 receptor,
respectively. When ambiguous, reporter strains were crossed with the additional
strains listed below. Reporter expression in individual neurons was confirmed with the
following crosses:
C.2.1 For dop-5 :
• AIM and ADF were confirmed based on coexpression with cat-1.
• URX, PVC, RIF, RIB, AIY, M5, and DVA were identified based on position and
coexpression with cho-1 (Pereira et al., 2015).
• MI, DVC, ASE (previously identified in Etchberger et al. (2009)) and ADA were
confirmed based on position and coexpression with eat-4 (Serrano-Saiz et al.,
2013).
• ASI, PHA and PHB were confirmed based on costaining with DiI.
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• PVT, RMG and BDU were identified based on cell body position and shape
alone.
C.2.2 For dop-6 :
• RIH and ADF were confirmed based on coexpression with cat-1 (Duerr et al.,
1999).
• ASI and PHA were confirmed based on costaining with DiI.
• AQ3499 ljEx805 [sra-6::mcherry + PRF4] was used to confirm expression in
PVQ.
• AQ3682 ljEx921[flp-8::mcherry + unc-122::gfp] was used to confirm expression
in URX and AUA.
• IL2, RIB, RMD and URA were identified based on position and coexpression
with cho-1.
• AVF was identified based on position and failure to coexpress eat-4 and cho-1.
• RID was identified based on position relative to URX and morphology.
C.2.3 For lgc-53 :
• AIM was confirmed based on coexpression of cat-1.
• AVF was confirmed based on coexpression with pdfr-1 and failure to coexpress
eat-4 and cho-1.
• URY was confirmed based on position, coexpression with eat-4, and lack of
coexpression with ocr-4.
• AQ3526 ljEx822 [klp-6::mcherry + pRF4] was used to confirm IL2 expression.
• AQ3535 ljEx828 [unc-4::mcherry + pRF4] was used to confirm VA expression.
• FLP was confirmed based on position, morphology, and coexpression with eat-4.
• HSN, CAN and PVD expression were identified based on position and morphology.
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C.2.4 Microscopy
Strains were examined using a Zeiss Axioskop. Images were taken using a Zeiss LSM780
confocal microscope. Worms were immobilised on 3 % agarose pads with 2.5 mM
levamisole. Image stacks were acquired with the ZEN 2010 software and processed
with Image J (Abramoff et al., 2004).
Fig. C.1 Expression patterns of the dopamine receptors dop-5, dop-6 & lgc-53. Shown
are representative images showing expression of GFP reporters under the control of
indicated receptor promoters in the head (left panels) or tail/posterior body (right
panels). Identified neurons are labelled; procedures for confirmation of cell identities are
described in methods. In all panels, dorsal is up and anterior is to the left. In addition
to the neurons indicated, dopamine receptor reporters were detected in the following
neurons: dop-5 : BDU (some animals); lgc-53 : CAN (some animals). Courtesy of RB,
YLC & WRS (Bentley et al., 2016).
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D.1 Fluorescent reporter lines
M ost of the expression patterns presented in this thesis are inferred from GFPreporter fusions. As such, a number of caveats apply.
The construction and analysis of the monoamine and neuropeptide VT networks –
covered in Chapters 4 & 5, respectively – included only those neurons that were
identified as having strong, consistent, expression of the reporter genes of interest. The
expression results in the literature are predominantly qualitative measures (e.g. strong
/ weak expression), due to the inherent difficulties of quantifying absolute expression
from reporter fluorescence.
The expression level of a reporter is only a proxy measure of the true expression of
the endogenous gene, due to potential differences in regulatory information between
the transgene and the endogenous counterpart (Boulin et al., 2006). Furthermore,
the signal from a fluorophore reporter is also subject to confounding factors such as
molecular interactions (quenching), reduced fluorescence from previous light exposure
and prolonged imaging (photobleaching), reporter copy number variation, and variable
brightness due to protein accumulation, aggregation, and the site of localisation. Many
of these are highly sensitive to environmental and inter-animal variation. Although
some variables can be partially controlled for – for example, by ensuring single copy
chromosomal integration (Frøkjær-Jensen, 2015; Frøkjær-Jensen et al., 2008) and us-
ing a reference marker or standard intensity signal to calculate relative expression
(Chen et al., 2011b; Kelly et al., 2009) – additional problems are often introduced,
such as epigenetic and position effects due to the site of integration (Koelle, 1994),
and measurement difficulties from fluorescence energy transfer (FRET), bleedthrough,
interference from background autofluorescence (Niswender et al., 1995), and variability
or nonlinearity in the optical properties of tissues (Jacques, 2013).
While work has been done to demonstrate that GFP reporters can be used to
quantitatively estimate absolute expression levels (Murray et al., 2008, 2012; Soboleski
et al., 2005), this is not common practice in standard experiments to analyse expression
patterns in C. elegans (Boulin et al., 2006). The reason for this is that most investi-
gations are primarily concerned with determining the locations of expression, rather
than the quantitative expression levels.
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D.2 Gene expression & network construction
Fortunately, precise measurements of gene expression levels are not required for the
objectives of this thesis: to construct and analyse extrasynaptic signalling networks.
Identifying which cells are involved as either releasing or receiving nodes in the network
is sufficient to construct an unweighted directed interaction map.
The lack of information on absolute expression levels means that it is not possible
to make predictions about the strength of interactions, but it is also not necessary. As
demonstrated in this thesis, the network topology can still be analysed on the basis
of which cells have the capacity to interact, as predicted from qualitatively strong
expression signals. This is similar to the current level of information available for the
wired connectome, where much remains unknown about the functional interaction
strengths and polarities of synapses. The lack of data on connection strengths has not
significantly hindered the ability to study synaptic circuits or large scale organisation
in the nervous system of C. elegans.
D.3 Data integration & batch effects
Usually, integrating gene expression data from different sources can present additional
unique problems. Variations in the genetic background of strains (as a result of genetic
drift), as well as differences in protocols, reagents, environmental conditions, and animal
handling techniques, are likely to result in batch effects, where results vary between
different batches of the same experiment, as well as between different experiments and
laboratories (Chen et al., 2011a; Goh et al., 2017; Leek et al., 2010). Such batch effects
are less important when working with descriptive measures of expression levels.
The course-grained approach of binary filtering used to construct the network in
this thesis (i.e. a neuron is included if it has strong expression, else it is excluded)
removes the issue of minor measurement noise and expression variability, as we are
not dealing with precise expression levels that are highly sensitive to experimental
conditions. Furthermore, many of the cell identifications used in the construction of
the network have been validated using more than one reporter line, and in the case of
the monoamines, additional support is provided by immunostaining (Duerr et al., 1999;
Sawin et al., 2000) and formaldehyde-induced fluorescence (FIF) experiments (Horvitz
et al., 1982; Lints and Emmons, 1999; Rivard et al., 2010; Sulston et al., 1975).
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D.4 Underreported expression
Reporter lines typically provide a good approximation of the expression locations of
endogenous genes; however, under certain circumstances reporters can fail to identify
cells where expression has been demonstrated via other methods, such as phenotypic
rescue in mutants, or evidence from cell-specific RNAi knockdown (e.g. Xu et al.,
2001). Reasons for such a discrepancy might include missing regulatory sequences in
the reporter construct, or expression being below the level of detection.
Examples of potential expression underreporting relevant to this thesis include
evidence of the dop-3 and dop-4 functioning in ASH (Ezak and Ferkey, 2010; Ezcurra
et al., 2011). These receptors, along with others that have only been identified as
having with weak expression, were excluded from the network construction to prevent
misreporting and false-positives. It is therefore likely that, at least in some instances,
the networks presented in this thesis understate the real extent of connectivity in
C. elegans. For further discussion, see § 4.4.1 on page 141.
D.5 Conditional expression
An important point to consider is that the approach and data used in this thesis only
focus on neurons that constitutively express the genes of interest. As mentioned in
Chapter 4, some cells can express VT-associated ligands or receptors conditionally, as
in the case of ASG and serotonin under hypoxic conditions (Pocock and Hobert, 2010).
More data will be required before such expression dynamics can be considered.
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E.1 Introduction
A s discussed in Chapter 2, network measures can be influenced by many of theunderlying structural features of the network, such as the density of the network
and its degree distribution (Strang et al., 2017); for example, two separate networks
with qualitatively similar architectures might appear different on some network mea-
sures due only to differences in the number of nodes and edges they contain. As
such, as well as studying the raw network measures, it is also useful to compare the
properties of a given network to comparable null hypothesis, or null model, networks
which can provide a baseline reference for a set of structural assumptions or constraints,
and determine whether the properties observed in a network can be explained by a
random process. That is to say, we can compare the distribution of results obtained
from a random statistical ensemble of artificial (null) networks to those observed in
a real-world network, and establish whether they are likely to come from the same
distribution. Alternatively, we can use the average ensemble measures to normalise the
real-world measures, and control for any variability caused by those features captured
in the null model, such as the network size. This approach allows us to then directly
compare networks with different structures.
The two most common methods for generating null model reference networks that
preserve the degree distribution and the number of nodes and edges (and thus the
network’s size and density), are the Markov chain Monte Carlo edge-swap (ES) al-
gorithm – where networks are randomised by iteratively swapping edges at random
while preserving the degrees of nodes, based on the procedure described by Maslov and
Sneppen (2002); Milo et al. (2003) (see Algorithm 5, page 58) – and the configuration
model (CM), which constructs synthetic random networks from a prescribed degree
sequence (Molloy and Reed, 1995) (Algorithm 6, page 59).
The edge-swap (ES) null model is used as the main reference model throughout
this thesis, in the analysis of the wired synaptic networks as well as the extrasynaptic
monoamine and neuropeptide networks. To determine whether the results in this thesis
are likely to be influenced by the choice of null model, a comparison was performed on
network measures for both ES and CM null model network ensembles, generated to
match the degree sequence of (1) the Albertson-Chklovskii (AC) aggregate synaptic
and gap-junction connectome, and (2) the aggregate monoamine (MA) network.
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E.2 Materials & methods
Four sets of null model networks were generated and compared on the standard set
of network measures. For the aggregate AC synaptic + gap-junction wired connec-
tome of C. elegans, 100 ES networks were generated by randomising the original
network with 10 ×M edge-swaps, and 100 CM networks were generated using the
degree sequence of the AC wired connectome. The same methods were used to con-
struct 100 ES networks and 100 CM networks for the aggregate monoamine connectome.
All of the analyses were performed on directed versions of the networks, with
multiple edges removed (i.e. unweighted networks). Network measures are the same as
those described in Chapter 2.
E.3 Results
E.3.1 Wired connectome
Measure ES mean ZES CM mean ZCM Observed
r Reciprocity 0.07 (9.86) 0.08 (9.85) 0.48
Q Modularity 0.18 (9.86) 0.18 (9.82) 0.46
C Clustering 0.07 (9.77) 0.08 (9.71) 0.16
L Path length 2.65 (9.89) 2.66 (9.87) 3.22
R Assortativity -0.08 (1.27) -0.07 (0.07) -0.07
ρ Robustness 0.486 (-6.52) 0.486 (-6.33) 0.466
Table E.1 Comparison of mean network measures computed for 100 randomised networks
generated from the degree sequence of the directed version of the Albertson-Chklovskii
synaptic & gap junction connectome of C. elegans (see Chapter 3); showing results for
the edge-swap rewiring procedure (ES), the configuration model (CM), and the observed
values from C. elegans. Z-scores comparing the observes values to the expected are
shown in parentheses.
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Fig. E.1 Reciprocity (rES = 0.07, rCM = 0.08). Comparison of reciprocity for null
model networks generated from the degree sequence of the AC connectome, using either
the edge-swap method (ES) or the configuration model (CM). Plots show the observed
values for the original AC connectome (filled squares) and expected values from 100
null model networks (boxplots).
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(a) Clustering coefficient
(CES = 0.07, CCM = 0.08)
(b) Modularity
(QES = 0.18, QCM = 0.18)
(c) Characteristic path length
(LES = 2.65, LCM = 2.66)
(d) Assortativity coefficient
(RES = −0.08, RCM = −0.07)
Fig. E.2 Comparison of network measures for null model networks generated from the
degree sequence of the AC connectome, using either the edge-swap method (ES) or the
configuration model (CM). Plots show the observed values for the original AC
connectome (filled squares) and expected values from 100 null model networks
(boxplots).
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Fig. E.3 Robustness (ρES = 0.486, ρCM = 0.486). Comparison of reciprocity for null
model networks generated from the degree sequence of the AC connectome, using either
the edge-swap method (ES) or the configuration model (CM). Plots show the observed
values for the original AC connectome (filled squares) and expected values from 100
null model networks (boxplots).
Fig. E.4 Small-worldness (SES = 3.82, SCM = 3.81). Comparison of small-worldness of
the AC connectome normalised using 100 null model networks generated using either
the edge-swap method (ES) or the configuration model (CM).
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E.3.2 Monoamine connectome
Measure ES mean ZES CM mean ZCM Observed
r Reciprocity 0.058 (2.1) 0.058 (1.94) 0.064
Q Modularity 0.11 (9.38) 0.11 (9.44) 0.32
C Clustering 0.125 (6.34) 0.125 (6.71) 0.137
L Path length 1.58 (5.84) 1.59 (5.99) 1.68
R Assortativity -0.797 (-1.06) -0.797 (-1.23) -0.8
ρ Robustness 0.39 (-9.17) 0.39 (-9.21) 0.36
Table E.2 Comparison of mean network measures computed for 100 randomised
networks generated from the degree sequence of the directed version of the monoamine
connectome of C. elegans (see Chapter 4); showing results for the edge-swap rewiring
procedure (ES), the configuration model (CM), and the observed values from C. elegans.
Z-scores comparing the observes values to the expected are shown in parentheses.
Fig. E.5 Reciprocity (rES = 0.058, rCM = 0.058). Comparison of reciprocity for null
model networks generated from the degree sequence of the MA connectome, using
either the edge-swap method (ES) or the configuration model (CM). Plots show the
observed values for the original MA connectome (filled squares) and expected values
from 100 null model networks (boxplots).
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(a) Clustering coefficient
(CES = 0.125, CCM = 0.125)
(b) Modularity
(QES = 0.11, QCM = 0.11)
(c) Characteristic path length
(LES = 1.58, LCM = 1.59)
(d) Assortativity coefficient
(RES = −0.797, RCM = −0.797)
Fig. E.6 Comparison of network measures for null model networks generated from the
degree sequence of the MA connectome, using either the edge-swap method (ES) or
the configuration model (CM). Plots show the observed values for the original MA
connectome (filled squares) and expected values from 100 null model networks
(boxplots).
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Fig. E.7 Robustness (ρES = 0.39, ρCM = 0.39). Comparison of reciprocity for null
model networks generated from the degree sequence of the MA connectome, using
either the edge-swap method (ES) or the configuration model (CM). Plots show the
observed values for the original MA connectome (filled squares) and expected values
from 100 null model networks (boxplots).
Fig. E.8 Small-worldness (SES = 12.56, SCM = 12.57). Comparison of small-worldness
of the MA connectome normalised using 100 null model networks generated using
either the edge-swap method (ES) or the configuration model (CM).
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E.4 Conclusions & discussion
No major differences were observed on any of the main network metrics between the
ES and CM null models, using either the synaptic + gap junction network (ACag) or
the wireless monoamine network (MAag).
The maximum difference identified on any of the mean network measures between
the ES and CM null models was ±0.01 (Tables E.1 & E.2). This was the case for both
the AC and MA conditions.
Currently, edge-swap randomisation and random network generation via the con-
figuration model represent two of the most common degree-preserving null network
models. The results presented here suggest that for the networks under investigation
the decision to use either the ES or CM model should have negligible effects on the
outcome of network measures. This is not surprising considering that both methods are
based on similar assumptions about the underlying network structures, and preserve
the same topological features; namely the number of nodes, edges, and their degree
sequences. As these are known to have large effects on other network properties (Strang
et al., 2017), they are useful variables to control for. It is likely that other null models,
based on different assumptions, would generate different results (Artzy-Randrup et al.,
2004; Hosseini and Kesler, 2013; Klimm et al., 2014); however, as research into the
generation, parameterisation, and applicability of null models is still an ongoing area
of research, the determination of the optimal null model for any given network is still
an open question.
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F.1 Neuron classification schema
I N THE analyses presented in this thesis, neurons are classified into one of fourcategories based on their function and position in the network. These functional
classes are: pharyngeal neurons, sensory neurons, interneurons, and motor neurons.
These classes are derived from more complex classifications published by WormAtlas
(Altun et al., 2002) and the WormWiring project (Emmons et al., 2015). As the base
classification schemata used by WormAtlas and WormWiring are more detailed, having
more than four classes (see Tables F.1 – F.4 for the source data from WormWiring),
the neurons were here reclassified using a reduced schema with the following mapping:
Sensory neurons:
• Amphid sensory neurons
• Labial and cephalic sensory neurons
• Mechanosensory neurons
• Phasmid neurons
Interneurons:
• Amphid interneurons
• Ring interneurons
• Ventral cord interneurons
Motor neurons:
• Head motor neurons
• Bodywall motor neurons
• Hermaphrodite motor neurons
Pharyngeal neurons: unchanged.
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ADAL Amphid Interneuron ASEL Amphid sensory
ADAR Amphid Interneuron ASER Amphid sensory
ADEL Mechanosensory ASGL Amphid sensory
ADER Mechanosensory ASGR Amphid sensory
ADFL Amphid sensory ASHL Amphid sensory
ADFR Amphid sensory ASHR Amphid sensory
ADLL Amphid sensory ASIL Amphid sensory
ADLR Amphid sensory ASIR Amphid sensory
AFDL Amphid sensory ASJL Amphid sensory
AFDR Amphid sensory ASJR Amphid sensory
AIAL Amphid Interneuron ASKL Amphid sensory
AIAR Amphid Interneuron ASKR Amphid sensory
AIBL Amphid Interneuron AUAL Mechanosensory
AIBR Amphid Interneuron AUAR Mechanosensory
AIML Amphid Interneuron AVAL Ventral cord Interneuron
AIMR Amphid Interneuron AVAR Ventral cord Interneuron
AINL Amphid Interneuron AVBL Ventral cord Interneuron
AINR Amphid Interneuron AVBR Ventral cord Interneuron
AIYL Amphid Interneuron AVDL Ventral cord Interneuron
AIYR Amphid Interneuron AVDR Ventral cord Interneuron
AIZL Amphid Interneuron AVEL Ventral cord Interneuron
AIZR Amphid Interneuron AVER Ventral cord Interneuron
ALA Amphid Interneuron AVFL Ventral cord Interneuron
ALML Mechanosensory AVFR Ventral cord Interneuron
ALMR Mechanosensory AVG Ventral cord Interneuron
ALNL Mechanosensory AVHL Ventral cord Interneuron
ALNR Mechanosensory AVHR Ventral cord Interneuron
AQR Mechanosensory AVJL Ventral cord Interneuron
AS01 Bodywall motor neuron AVJR Ventral cord Interneuron
AS02 Bodywall motor neuron AVKL Ventral cord Interneuron
AS03 Bodywall motor neuron AVKR Ventral cord Interneuron
AS04 Bodywall motor neuron AVL Ventral cord Interneuron
AS05 Bodywall motor neuron AVM Mechanosensory
AS06 Bodywall motor neuron AWAL Amphid sensory
AS07 Bodywall motor neuron AWAR Amphid sensory
AS08 Bodywall motor neuron AWBL Amphid sensory
AS09 Bodywall motor neuron AWBR Amphid sensory
AS10 Bodywall motor neuron AWCL Amphid sensory
AS11 Bodywall motor neuron AWCR Amphid sensory
Table F.1 Neuron classes: A.
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BAGL Mechanosensory I1L Pharynx
BAGR Mechanosensory I1R Pharynx
BDUL Amphid Interneuron I2L Pharynx
BDUR Amphid Interneuron I2R Pharynx
CANL Amphid Interneuron I3 Pharynx
CANR Amphid Interneuron I4 Pharynx
CEPDL Labial / cephalic sensory I5 Pharynx
CEPDR Labial / cephalic sensory I6 Pharynx
CEPVL Labial / cephalic sensory IL1DL Labial / cephalic sensory
CEPVR Labial / cephalic sensory IL1DR Labial / cephalic sensory
DA01 Bodywall motor neuron IL1L Labial / cephalic sensory
DA02 Bodywall motor neuron IL1R Labial / cephalic sensory
DA03 Bodywall motor neuron IL1VL Labial / cephalic sensory
DA04 Bodywall motor neuron IL1VR Labial / cephalic sensory
DA05 Bodywall motor neuron IL2DL Labial / cephalic sensory
DA06 Bodywall motor neuron IL2DR Labial / cephalic sensory
DA07 Bodywall motor neuron IL2L Labial / cephalic sensory
DA08 Bodywall motor neuron IL2R Labial / cephalic sensory
DA09 Bodywall motor neuron IL2VL Labial / cephalic sensory
DB01 Bodywall motor neuron IL2VR Labial / cephalic sensory
DB02 Bodywall motor neuron LUAL Ventral cord Interneuron
DB03 Bodywall motor neuron LUAR Ventral cord Interneuron
DB04 Bodywall motor neuron M1 Pharynx
DB05 Bodywall motor neuron M2L Pharynx
DB06 Bodywall motor neuron M2R Pharynx
DB07 Bodywall motor neuron M3L Pharynx
DD01 Bodywall motor neuron M3R Pharynx
DD02 Bodywall motor neuron M4 Pharynx
DD03 Bodywall motor neuron M5 Pharynx
DD04 Bodywall motor neuron MCL Pharynx
DD05 Bodywall motor neuron MCR Pharynx
DD06 Bodywall motor neuron MI Pharynx
DVA Ventral cord Interneuron NSML Pharynx
DVB Ventral cord Interneuron NSMR Pharynx
DVC Ventral cord Interneuron OLLL Labial / cephalic sensory
FLPL Mechanosensory OLLR Labial / cephalic sensory
FLPR Mechanosensory OLQDL Labial / cephalic sensory
HSNL Herm motor neuron OLQDR Labial / cephalic sensory
HSNR Herm motor neuron OLQVL Labial / cephalic sensory
OLQVR Labial / cephalic sensory
Table F.2 Neuron classes: B – O.
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PDA Bodywall motor neuron RIBR Ring Interneuron
PDB Bodywall motor neuron RICL Ring Interneuron
PDEL Mechanosensory RICR Ring Interneuron
PDER Mechanosensory RID Ventral cord Interneuron
PHAL Phasmid RIFL Ring Interneuron
PHAR Phasmid RIFR Ring Interneuron
PHBL Phasmid RIGL Ring Interneuron
PHBR Phasmid RIGR Ring Interneuron
PHCL Phasmid RIH Ring Interneuron
PHCR Phasmid RIML Head motor neuron
PLML Mechanosensory RIMR Head motor neuron
PLMR Mechanosensory RIPL Ring Interneuron
PLNL Mechanosensory RIPR Ring Interneuron
PLNR Mechanosensory RIR Ring Interneuron
PQR Mechanosensory RIS Ring Interneuron
PVCL Ventral cord Interneuron RIVL Head motor neuron
PVCR Ventral cord Interneuron RIVR Head motor neuron
PVDL Mechanosensory RMDDL Head motor neuron
PVDR Mechanosensory RMDDR Head motor neuron
PVM Mechanosensory RMDL Head motor neuron
PVNL Ventral cord Interneuron RMDR Head motor neuron
PVNR Ventral cord Interneuron RMDVL Head motor neuron
PVPL Ventral cord Interneuron RMDVR Head motor neuron
PVPR Ventral cord Interneuron RMED Head motor neuron
PVQL Ventral cord Interneuron RMEL Head motor neuron
PVQR Ventral cord Interneuron RMER Head motor neuron
PVR Ventral cord Interneuron RMEV Head motor neuron
PVT Ventral cord Interneuron RMFL Head motor neuron
PVWL Ventral cord Interneuron RMFR Head motor neuron
PVWR Ventral cord Interneuron RMGL Ring Interneuron
RIAL Ring Interneuron RMGR Ring Interneuron
RIAR Ring Interneuron RMHL Head motor neuron
RIBL Ring Interneuron RMHR Head motor neuron
Table F.3 Neuron classes: P – R.
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SAADL Head motor neuron VA04 Bodywall motor neuron
SAADR Head motor neuron VA05 Bodywall motor neuron
SAAVL Head motor neuron VA06 Bodywall motor neuron
SAAVR Head motor neuron VA07 Bodywall motor neuron
SABD Head motor neuron VA08 Bodywall motor neuron
SABVL Head motor neuron VA09 Bodywall motor neuron
SABVR Head motor neuron VA10 Bodywall motor neuron
SDQL Ring Interneuron VA11 Bodywall motor neuron
SDQR Ring Interneuron VA12 Bodywall motor neuron
SIADL Ring Interneuron VB01 Bodywall motor neuron
SIADR Ring Interneuron VB02 Bodywall motor neuron
SIAVL Ring Interneuron VB03 Bodywall motor neuron
SIAVR Ring Interneuron VB04 Bodywall motor neuron
SIBDL Ring Interneuron VB05 Bodywall motor neuron
SIBDR Ring Interneuron VB06 Bodywall motor neuron
SIBVL Ring Interneuron VB07 Bodywall motor neuron
SIBVR Ring Interneuron VB08 Bodywall motor neuron
SMBDL Head motor neuron VB09 Bodywall motor neuron
SMBDR Head motor neuron VB10 Bodywall motor neuron
SMBVL Head motor neuron VB11 Bodywall motor neuron
SMBVR Head motor neuron VC01 Herm motor neuron
SMDDL Head motor neuron VC02 Herm motor neuron
SMDDR Head motor neuron VC03 Herm motor neuron
SMDVL Head motor neuron VC04 Herm motor neuron
SMDVR Head motor neuron VC05 Herm motor neuron
URADL Head motor neuron VC06 Herm motor neuron
URADR Head motor neuron VD01 Bodywall motor neuron
URAVL Head motor neuron VD02 Bodywall motor neuron
URAVR Head motor neuron VD03 Bodywall motor neuron
URBL Ring Interneuron VD04 Bodywall motor neuron
URBR Ring Interneuron VD05 Bodywall motor neuron
URXL Mechanosensory VD06 Bodywall motor neuron
URXR Mechanosensory VD07 Bodywall motor neuron
URYDL Mechanosensory VD08 Bodywall motor neuron
URYDR Mechanosensory VD09 Bodywall motor neuron
URYVL Mechanosensory VD10 Bodywall motor neuron
URYVR Mechanosensory VD11 Bodywall motor neuron
VA01 Bodywall motor neuron VD12 Bodywall motor neuron
VA02 Bodywall motor neuron VD13 Bodywall motor neuron
VA03 Bodywall motor neuron
Table F.4 Neuron classes: S – V.
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G.1 Hiveplot of individual MA networks
Inter 
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Fig. G.1 Hiveplot showing individual dopamine (red), serotonin (green), tyramine
(purple), and octopamine connections (blue). Nodes are classified as sensory, motor, or
interneurons and are arranged along the three axes according to their degree. Hubs
are located further out along the axes. Plot generated using hiveplotter, courtesy of
Barnes (2016).
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Fig. G.2 Multilink motifs. (a) Motif IDs, as described in Figure 4.19, page 140, (b)
aggregate monoamine network including dop-5 & dop-6, (c) dopamine, (d) serotonin,
and (e) octopamine networks. Overrepresented motifs are represented by red upward-
pointing triangles. Underrepresented motifs are represented by blue downward-pointing
triangles. Non-significant motifs are shown by black squares. Values for 100 null model
networks are shown as grey crosses. Asterisks report the significance level using the
z-test, with Bonferroni-adjusted p-values: * indicates p ≤ 0.05 ; ** indicates p ≤ 0.01;
*** indicates p ≤ 0.001; **** indicates p ≤ 0.0001.
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Fig. G.3 Multilink motifs. (a) Motif IDs, as described in Figure 4.19, page 140, (b)
dopamine network including dop-5 & dop-6, and (c) tyramine network. Overrepresented
motifs are represented by red upward-pointing triangles. Underrepresented motifs are
represented by blue downward-pointing triangles. Non-significant motifs are shown by
black squares. Values for 100 null model networks are shown as grey crosses. Asterisks
report the significance level using the z-test, with Bonferroni-adjusted p-values: *
indicates p ≤ 0.05 ; ** indicates p ≤ 0.01; *** indicates p ≤ 0.001; **** indicates
p ≤ 0.0001.
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Cell A Cell B
RICL ↔ ADLL
RICR ↔ ADLR
RICL ↔ CEP(V/D/L/R)
RICR ↔ CEP(V/D/L/R)
Table G.1 Examples of octopamine multilink motif 9. List of neurons connected by
motif 9 (i.e. unidirectional OA link and synapse in reverse direction).
Cell A Cell B
RICL ↔ ASHL
RICR ↔ ASHR
RICL ↔ AWBR
Table G.2 Examples of octopamine multilink motif 11. List of neurons connected by
motif 11 (unidirectional OA link coincident with gap junction).
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G.3 Network measures of individual MA layers
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Fig. G.4 (a) Multilayer projection including dop-5 & dop-6. (b-f) Network measures
for the individual dopamine (DA), dopamine incl. dop-5 & dop-6 (DA+dop-5/-6),
serotonin (5-HT), tyramine (TA) and octopamine networks (OA); and aggregate MA
network including dop-5 & dop-6 (MA+dop-5/-6).
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Name / URL Description
Pajek Application: general analysis
http://mrvar.fdv.uni-lj.si/pajek/
Gephi Application: general analysis
https://gephi.org/
Cytoscape* Application: general analysis
http://cytoscape.org/
NetMiner Application: general analysis
http://www.netminer.com/
Network Workbench Application: general analysis
http://nwb.cns.iu.edu/
GraphStream Application: dynamical nets
http://graphstream-project.org/
muxViz* Application: multilayer nets
http://muxviz.net/
FANMOD* Application: motif analysis
http://theinf1.informatik.uni-jena.de/motifs/
MAVisto Application: motif analysis
http://mavisto.ipk-gatersleben.de/
mfinder Application: motif analysis
https://www.weizmann.ac.il/mcb/UriAlon/
NetworkX* Library: Python
https://networkx.github.io/
Graph-tool Library: Python
https://graph-tool.skewed.de/
igraph Library: Python, R, C/C++
http://igraph.org/
JUNG Library: Java
http://jung.sourceforge.net/
BCT* Library: Matlab
http://www.brain-connectivity-toolbox.net/
Octave Network Toolbox* Library: Matlab / Octave
https://github.com/aeolianine/octave-networks-toolbox
Table H.1 List of software tools that implement network measures or algorithms detailed
in Chapter 2. Those used in the network analyses presented in this thesis are denoted
by an asterisk *.
