Introduction
[2] Following from the Study of Environmental Arctic Change (SEARCH) [Arctic Research Consortium of the United States, 2005] , the Arctic System Reanalysis (ASR) is being performed partly by the Polar Meteorology Group of the Byrd Polar Research Center at The Ohio State University. ASR is the merging of historical atmospheric, oceanic, land surface, and cryosphere observations using data assimilation techniques and regional modeling with the goal of enhanced understanding of the changing coupled Arctic atmosphere-sea-ice-land system [Bromwich et al., 2010] .
[3] The use of the Weather Research and Forecasting (WRF) model for polar applications has been well demonstrated including high resolution modeling of cloud microphysics [Solomon et al., 2009] , wintertime inversions in interior Alaska [Mölders and Kramm, 2010] , and boundary layer winds in areas of complex terrain [Kipeläinen et al., 2011; Mäkiranta et al., 2011] . Optimization of the WRF model for use in polar regions (Polar WRF) has been ongoing as well, with the intent to design a mesoscale model suitable for Arctic applications including the primary model for ASR. Specifically, Polar WRF has been tested on the Greenland ice sheet using version 2.1.1 [Hines and Bromwich, 2008] , over the Arctic Ocean with version 2.2 [Bromwich et al., 2009] , and on Arctic land using version 3.0.1.1 . Polar modifications to WRF include updates to surface longwave (LW) emissivity, upward LW flux, deep snowpack treatment, and thermal conductivity of permanent ice and snow surfaces within the land surface model (LSM), as well as implementation of fractional sea-ice treatment specifying conditions associated with ice and open-water areas of seaice grid cells. These modifications improve model performance over the pan-Arctic for short-term forecasts, and Polar WRF ranks high among various model configurations in month-long simulations evaluating large-scale circulation and near-surface state variables [Cassano et al., 2011] .
[4] In the companion paper, state variables from Polar WRF short-term forecasts are evaluated during an annual cycle in preparation for ASR [Wilson et al., 2011] (hereafter 1 Part I). While Polar WRF simulates observed surface and upper air variables well, some model biases are discovered. First, a cold bias in the near-surface air temperature appears to be the result of the LSM. Despite the cold bias throughout most of the year, simulated 2 m dewpoint temperatures are higher than observed, especially in the midlatitudes. An evaluation of monthly evaporation for July shows Polar WRF overestimates evaporation compared to the European Centre for Medium-Range Weather Forecasts (ECMWF) 'Interim' reanalysis (ERA-Interim) [Simmons et al., 2007] which leads to positive 2 m dewpoint temperature biases near the surface. Finally, Part I shows the near-surface diurnal 2 m temperature range is significantly larger in the model than observations. This appears to affect stability and near-surface winds, as well as imply a discrepancy in the model atmospheric opacity due to deficient cloud cover.
[5] With the results from Part I in mind, the focus of this paper is to analyze the forecast atmospheric hydrologic cycle and highlight deficiencies in model physics. Specifically, analysis is conducted on forecast precipitation, surface radiation, and clouds. The performance of the hydrologic cycle has received little evaluation in the course of Polar WRF development. Thus, to continue the preparation for the ASR, this study analyzes model results from the optimized Polar WRF model on the ASR domain. While this evaluation period deviates from the standard hydrological year (November 1 -October 31), the results are consistent with the evaluation period of Part I (December 2006 -November 2007 . The paper is organized as follows. Section 2 describes the Polar WRF configuration and model domain used in this investigation. Section 3 describes the data sets used for validation and methods employed to investigate clouds in the model. Section 4 details the precipitation analysis. Section 5 compares cloud observations to calculated cloud fraction (CF) from Polar WRF. Section 6 examines incident shortwave radiation (SW) and downwelling LW radiation at the surface for selected sites, and concluding remarks are provided in Section 7.
Polar WRF Configuration and Physics
[6] The annual simulation used in Part I to study the state variables is investigated in this study of the atmospheric hydrologic cycle with a brief description provided here. Polar WRF 3.1.1 is used with 39 vertical terrain-following sigma levels from the earth's surface to 10 hPa, with the lowest layer centered at 8 m AGL. "Forecast mode" is implemented with 48 h simulations initialized daily at 0000 UTC. This method allows model spin-up of the hydrologic cycle and the boundary layer and avoids errors that result over time despite updated lateral boundary conditions [Lo et al., 2008] . Physics parameterizations for the full annual simulation have been chosen in light of previous Polar WRF experiments and include the WRF single moment 6-class microphysics scheme [Hong and Lin, 2006] , the new Grell-Devenyi 3D ensemble cumulus scheme [Skamarock et al., 2008] , based on an older version [Grell and Devenyi, 2002] , the MellorYamada-Janjić boundary layer scheme (MYJ) [Janjić, 2002] , the Rapid Radiative Transfer Model (RRTM) [Mlawer et al., 1997] for LW radiation, and the Goddard SW scheme [Chou and Suarez, 1994] for SW radiation. Finally, the Noah Land Surface Model [Chen and Dudhia, 2001 ] with an Eta Figure 1 . Two-way nested model domain used for Polar WRF simulations. Outer domain has 106 Â 106 grid points with 180 km resolution and inner domain consists of 181 Â 181 grid points with 60 km horizontal resolution. Small black dots represent precipitation sites (GHCN2 and AHCCD) used for precipitation comparison. Large black dots show the locations of sites used for radiation analysis. See Table 1 for abbreviations and site descriptions. similarity surface layer and fractional sea-ice are employed with a summer sea-ice albedo transition representing a mixed surface of bare ice and melt ponds (See Part I for a full description of the model parameterizations). Model results are output every 3 h and are aggregated for monthly and annual statistics where appropriate.
[7] The domain encompasses most of the Northern Hemisphere with a 2-way nested domain centered on the North Pole. The inner domain extends 10,800 km in the west-east and south-north directions on a 60 km horizontal grid (Figure 1 ). The inner domain boundaries are located inside the highest terrain of the Tibetan Plateau and capture the North Pacific and North Atlantic storm tracks and Arctic river drainage basins. The domain includes four key Arctic river basins (Ob, Lena, Yenisei, and Mackenzie) with sufficient station observations available within each basin for comparison with Polar WRF.
[8] The lateral boundary conditions are based upon the National Centers for Environmental Prediction (NCEP) Final global gridded analysis archive (National Centers for Environmental Prediction, NCEP FNL Operation Model Global Tropospheric Analyses, continuing from July 1999, Dataset ds083.2, 1999, updated daily, http://dss.ucar.edu/ datasets/ds083.2./); a 1°Â 1°global grid updated every six hours. Sea surface temperatures are provided by the NCEP 0.5°RTG_SST Analysis [Gemmill et al., 2007] . The seaice coverage is supplied by the Bootstrap Sea Ice Concentrations from the Defense Meteorological Satellite Program's (DMSP) Special Sensor Microwave/Imager (SSM/I) [Comiso, 1999] with 25 km resolution. Daily seasurface temperature and sea-ice concentration are linearly interpolated to six hour inputs based on the difference between two consecutive days.
Data and Validation Methods
[9] Model precipitation is compared to observations from the Global Historical Climate Network (GHCN) version 2 [Peterson and Vose, 1997] and the Adjusted Historical Canadian Climate Data (AHCCD) [Mekis and Hogg, 1999] . As with Part I, the domain has been divided along 60°N, with polar stations identified as stations north of this latitude. Three hourly model convective and non-convective precipitation totals are summed to model total precipitation which is then compared to monthly, seasonal, and annual precipitation observations. The GHCN2 data set has undergone a thorough quality control process [Peterson and Easterling, 1994; Easterling and Peterson, 1995] . This process includes a combination of regression analysis and non-parametric techniques in order to remove spurious mean and variance changes and to verify observations to climatology and neighboring stations spatially and in time. Several adjustments have been made to the AHCCD data to address wind under-catch, evaporation, as well as an adjustment for trace observations [Mekis and Hopkinson, 2004; Mekis, 2005; Devine and Mekis, 2008] . Only stations with a complete record for the annual cycle are included in this analysis (Figure 1) .
[10] The ERA-Interim Reanalysis is used for a qualitative comparison of the spatial distribution of annual total precipitation as predicted by Polar WRF. The ERA-Interim data for this study are provided by the Data Support Section of the Computational and Information Systems Laboratory at the National Center for Atmospheric Research (NCAR). NCAR is supported by funding from the National Science Foundation. The original data are available from the Research Data Archive (http://dss.ucar.edu) in data set number ds627.0. In general, the annual cycle and spatial distribution of precipitation over land from ERA-Interim compare well with the Global Precipitation Climate Project (GPCP) [Adler et al., 2003] , and ERA-Interim is seen as an improvement over other reanalyses [Trenberth et al., 2011] . However, Polar WRF is not verified directly against GPCP in this paper as this merged satellite-gauge product performs poorly in high latitudes when compared to gridded station observations [Serreze et al., 2005] . Here, the output from ERA-Interim is on a 0.7°Â 0.7°Gaussian grid and has been projected onto the Polar WRF domain without interpolation. Annual precipitation totals are summed from twice daily 12 h forecast fields from ERA-Interim.
[11] Several observation data sets are used to compare CF, which is not a standard output from Polar WRF. It is computed based on the integrated cloud optical depth from the Community Climate Model 2 (CCM2) radiation scheme that is similarly used in Polar MM5 [Hack et al., 1993] :
where CLWP is the cloud liquid water path, CIWP is the cloud ice water path, and the weighting coefficients for C 1 and C 2 are 0.1 m 2 g À1 and 0.0735 m 2 g À1 , respectively. The cloud ice and cloud water content affecting surface radiation have been shown in earlier studies to be important for estimating model-generated cloud cover [Mölders et al., 1995 , Yarker et al., 2010 . Fogt and Bromwich [2008] use this formula but increase the CIWP coefficient in order to more accurately represent CF at McMurdo, Antarctica. Hines et al. [2011, Figure 10] show Polar WRF estimated CF using this formula compares well with observations in June and the beginning of July 2007 at Barrow, Alaska. It is not until later in July, as the pack ice pulls away from Barrow and a change in the local meteorology occurs that the model estimated CF differs greatly from the observed at this single location. It is interpreted that these derived CFs are accurate for homogeneous environmental conditions and are valid for the broad-scale comparisons conducted in this investigation. CF observations from the National Climatic Data Center (NCDC, see Figure 1 in Part I) are converted from octas to decimal values and compared to derived CFs from Polar WRF. This analysis focuses on July average cloud conditions as it pertains to other hydrologic variables examined.
[12] Cloud analysis is expanded to include cloud-derived products from the National Aeronautics and Space Administration's (NASA) Moderate Resolution Imaging Spectroradiometer (MODIS) aboard Terra and Aqua satellites as well as the collocated CloudSat radar and Cloud and Aerosol Lidar with Orthogonal Polarization (CALIOP) aboard the Cloud-Aerosol Lidar and Infrared Pathfinder Satellite Observations (CALIPSO) satellite. Recent improvements to cloud-detection schemes in MODIS are described by Frey et al. [2008] and Ackerman et al. [2008] , where particular attention has been given to improving detection of clouds over land and ocean at night, during polar night, and over snow and ice surfaces during the day. CloudSat radar and CALIPSO lidar, each with its own sensitivities to different cloud types, have been combined to analyze clouds [Mace et al., 2009] and produce gridded monthly CF [Kay and Gettelman, 2009] . The lidar, such as the one aboard CALIPSO, allows for better detection of polar clouds than passive infrared such as MODIS since it is based on an active signal return and not thermal differences of surfaces. However, MODIS has greater spatial and temporal coverage scanning the entire globe every one to two days whereas the active lidar signal on CALIPSO is restricted to a 100 m wide footprint along the orbital track of the satellite. For this reason, MODIS CF is thought to represent the most accurate observed CF as it relates to the percentage of sky in fact covered by clouds.
[13] Finally, radiation measurements from a number of sources have been collected for this analysis ( Data for these sites are obtained through the Baseline Surface Radiation Network (BSRN) ]. All other station information is provided through personal contact with the leads indicated under Contacts and References. The abbreviations are in parentheses for each station, and they are used consistently throughout the paper. [Hegner et al., 1998; Ohmura et al., 1998 ]. Figure 1 shows the locations of the radiation sites used in this analysis.
Precipitation

Spatial Precipitation Analysis
[14] Polar WRF spatial patterns of annual total precipitation match well with ERA-Interim ( Figure 2) . Overall, the wettest conditions are located throughout the midlatitudes and the southern sub-polar regions of Canada and Russia in the predominant storm-track regions. Simulated annual precipitation greater than 1000 mm can be found from southern Alaska through British Columbia and into the northwest United States, along the steep terrain in southeast Greenland, South Korea and Japan, and in the humid continental region east of the Black Sea where higher elevation leads to increased vertical lift and precipitation rates. High precipitation along the steep terrain in Greenland due to the North Atlantic storm track has been shown in previous mesoscale modeling studies with Polar MM5 predicted totals for 1997-1998 exceeding 4000 mm yr À1 [Cassano et al., 2001] . Polar WRF precipitation agrees spatially well with this finding, where the highest annual totals for Greenland (1000-3000 mm yr À1 ) are demonstrated in the same region. Another area of interest is the west coast of North America where high precipitation totals (some exceeding 5000 mm yr À1 ) are predicted by Polar WRF and are similarly reflected by the ERA-Interim Reanalysis. This phenomenon has been previously identified in modeling studies of MM5 [Colle et al., 1999] , who show [15] Areas of lighter annual precipitation spatially agree with ERA-Interim as well. The Arctic, northern Greenland, and the tundra regions of northern Canada and Siberia show dry conditions (less than 300 mm of annual precipitation) representative of the long cold winters in these areas. The Caspian Sea region and the Tibetan Plateau reflect the dry influence of subtropical high pressure at these latitudes, where less than 100 mm of annual precipitation falls.
Observational Analysis of Annual, Seasonal, and Monthly Precipitation
[16] Polar WRF annual, seasonal, and monthly precipitation biases for the midlatitude and polar regions have been calculated for 305 and 78 stations, respectively (Table 2) . Likewise, biases for three regional clusters of available sites throughout North America (South of 60°N, 135°W -45°W), Western Europe (South of 60°N, 15°W -45°E), and Asia (South of 60°N, 90°E -135°E), are calculated and shown in Table 2 as well. The midlatitude mean annual bias is 37.3 mm (4.6%), reflecting a wetter prediction in annual precipitation for this region. The polar region has a negative bias of À58.8 mm (À9.4%), strongly affected by stations along the NSA and in the Canadian Archipelago.
[17] Figure 3 shows the annual precipitation biases in total (mm) and percentage error between the model and observations. For midlatitude annual precipitation, 62% of all station biases are within AE50% of observed totals (35% within AE25%), while 69% of polar station biases are within AE50% (44% within AE25%). Despite the relatively small midlatitude annual mean bias, there are few stations within AE5% of the observed total indicating the model substantially over/underpredicts precipitation in this region. In fact, only 28 midlatitude and 7 polar station annual biases are not significant at 95% confidence based on 12 monthly precipitation totals. Several distinct regions of positive annual precipitation bias in the midlatitudes including central and eastern Canada, Europe, and higher elevations in Asia are reflected. For the Asia region, the positive biases exist throughout the entire annual cycle. Coupled with stations along the Rockies, particularly the rain shadow areas to the east, this overprediction appears to be the result of 60 km resolution where the effects of high terrain are not well captured. Too much moisture remains on the lee side of the highest elevations in the model leading to excess precipitation in these regions. Smoothed terrain in the model also results in a juxtaposition of positive and negative biases, assuming the small scale effects on precipitation (local wind circulations) are not captured with precision. Another area of positive precipitation biases are along the windward sides of steep terrain, particularly along the west coast of North America. While agreeing spatially with ERA-Interim, these large positive biases are greater than 25% of observed and suggest increased moisture due to moisture transport off the North Pacific. Studies have shown a large difference in the amount of precipitation between coastal sites in this region and precipitation in the higher elevations just to the east due to orographic enhancement [e.g., Neiman et al., 2002; White et al., 2003] . With 60 km resolution, the model grid points used to compare with observations are influenced by this orographic precipitation and an overprediction of precipitation appears.
[18] As mentioned in the previous section, areas along the coast of Japan, the United Kingdom, and stations throughout the Canadian archipelago reflect dry biases. For stations along the western coast of Scandinavia with underpredicted annual precipitation, precipitation is typically enhanced by orographic lift and local wind effects throughout the valleys of the fjords [Barstad et al., 2009 ] which may be difficult to capture at 60 km horizontal resolution. The Canadian Archipelago, which is made up of several islands, shows dry biases throughout the entire year (not shown). Serreze et al. [1995] determined the Canadian Archipelago to be an area of annual mean equatorward water-vapor transport due to northwesterly geostrophic wind influence. An investigation of the meridional wind in Part I, however, shows strong southerly wind biases in this region which may be limiting the amount of water vapor available for precipitation.
[19] Seasonal differences between model and observed precipitation totals range from À28.4 mm to +58.1 mm in the midlatitudes and À22.0 mm to À11.4 mm in the polar region (Table 2 ). These seasonal differences reveal a discrepancy between midlatitude warm and cool season precipitation regimes. Figure 4 shows monthly Polar WRF and observed precipitation totals, biases, and Polar WRF convective and non-convective precipitation. In the midlatitudes, February and March precipitation biases are small, +0.5% and +1.7% respectively. From spring into summer, large positive precipitation biases occur, especially in June (+35.2%), July (+16.2%), and August (+15.2%). In the polar region, negative precipitation biases range from À20.1% to À5.5% in all months except July (+11.0%) when the greatest contribution to model precipitation is convective. During months with negative biases, the precipitation is the result of primarily synoptically driven weather patterns and less from convection. However, in July several stations (near or just north 60°N) experience large precipitation biases and increased convective precipitation supporting the notion that excessive convection in the warm months leads to an overprediction of precipitation in the model.
[20] To understand the reason for this increased convective precipitation in the model, several sensitivity simulations are performed for July 2007 and the results are shown in Figure 5 . First, the microphysics parameterization is changed to the Morrison double-moment scheme Morrison and Pinto, 2006; Morrison et al., 2005] . This scheme has proven to be successful in Polar WRF Arctic applications [Bromwich et al., 2009; Hines et al., 2011] . Next, the cumulus parameterization is tested using the modified Kain-Fritsch scheme [Kain, 2004; Kain and Fritsch, 1993, 1990] . For both the microphysics (MORR) and cumulus parameterization (KAIN) changes, the overprediction of July precipitation is still present, with little change in the non-convective and convective components. A final sensitivity simulation is performed using a grid-nudging technique where the model is nudged toward analysis interpolated in time and space in order to improve topographic and convective effects [Skamarock et al., 2008; Stauffer and Seaman, 1990] . Here, specific humidity is nudged in the boundary layer with temperature and winds being left un-nudged (QVAPOR). Figure 5 shows the July precipitation total has decreased by approximately 25% for the nudged run and is now reflecting a negative bias. More importantly, a large decrease in the convective component is discovered. A time series of the specific humidity for individual grid points shows that at each time the model is nudged, the specific humidity near the surface is nudged toward a drier value. This test indicates the model boundary layer specific humidity is too high, which leads to increased moisture available for processes such as convection.
[21] Increased lower tropospheric moisture is also supported in Part I where the 2 m dewpoint temperatures in July 2007 are overpredicted, lower tropospheric relative humidity is high, and evaporation compared to ERAInterim is excessive. Another potential source of error includes biased soil moisture conditions. Hines et al. [2011] show that evaporation increases when soil moisture is increased in the upper soil layers. Although there is little impact on the cloud radiative fields, biased soil moisture conditions could lead to increased evaporation and more moisture available for precipitation. Therefore, as ASR is undertaken, it is hypothesized the use of atmospheric data assimilation, land-surface data assimilation, and advances in boundary layer schemes will improve the analyzed moisture conditions and avoid the excessive convective precipitation revealed in this investigation.
Arctic River Basin Precipitation Analysis
[22] Model precipitation bias has an implication on the freshwater supply to the Arctic Ocean through the drainage of four major river basins (Figure 6 ; Ob, Yenisei, Lena, and Mackenzie). The headwaters of these rivers begin as far south as 45°N (Yenisei in Northern Mongolia), demonstrating the strong link between midlatitude atmospheric processes and their effects on the Arctic. This freshwater runoff into the Arctic Ocean is vital to the Arctic climate system including Northern Hemisphere sea ice as well as global ocean circulation.
[23] Annual and seasonal precipitation totals and biases for model grid point locations and observations within each of these river basins have been calculated (Table 3) . The three river basins in Russia reflect an overprediction of precipitation by Polar WRF consistent with Figure 4 . The Yenisei River region shows the largest positive annual bias of 204.4 mm (+57.5%), which is significant at the 99% confidence level. In fact, precipitation biases for all of the Russian rivers are highest in spring and summer. Model results for the Mackenzie River basin show the smallest yet negative annual bias. Given the location of the Mackenzie River just to the east of the Mackenzie Mountains, precipitation predictions here as with other higher terrain locations may be hindered by model resolution and smoothed terrain.
[24] Monthly model and observed precipitation totals, biases, and model non-convective and convective contributions for each month for all four rivers are provided in Figure 7 . It is apparent that greatest precipitation falls in the warm season months in all four river basins. However, the peak in precipitation ranges from June to August. For the Russian rivers, excessive convection is contributing to the large positive biases during the warm months, as supported by the number of stations with significant differences between the model and observed precipitation. Overall, seasonal precipitation totals in all river basins show Polar WRF correlating well in time for the four river basins (r 2 values ranging from 0.97 to 0.99), suggesting Polar WRF is appropriately representing the precipitation cycle throughout the year.
[25] Unlike the precipitation biases for the Russian rivers, there are large positive and negative biases from late spring though summer in the Mackenzie River basin. Additionally, the May and June negative biases are seen in all but one station included in the Mackenzie River regional mean for each month. It is hypothesized that these errors are occurring as a result of the influence of the overall wind flow. Polar WRF is overpredicting the simulated zonal component of the wind aloft in this region (see Part I), limiting the meridional wind influence. Precipitation in the southern extent of the Mackenzie River basin is affected by the Great Plains low level jet, as it transports moisture from the Gulf of Mexico northward and lee cyclogenesis occurs in Alberta, Canada [Brimelow and Reuter, 2008] . This process results in extreme precipitation events for this region, with records indicating more than 100 mm for individual events. The maximum monthly recorded total precipitation for June 2007 at a single station in this basin is 171.2 mm while Polar WRF simulated 112.3 mm for the same station. These single extreme events may not be modeled precisely by Polar WRF leading to the large negative precipitation biases, although this is merely hypothesis since the precipitation data used in this study are monthly precipitation totals. By July, the convective precipitation bias previously discussed leads to a large overprediction in precipitation in the Mackenzie River region during this month, which is not enough to counter the negative biases in June and August resulting in a negative summer season bias. Figure 8 . Similar to the terrain resolution issues imposed on the precipitation analysis in areas of high terrain, the CF analysis reveals the same difficulty in accurately predicting clouds in these areas due to fine-scale local wind circulations. For January, a few stations show positive CF biases including western Europe and the coastal stations in western North America. This is consistent with strong 850 hPa zonal flow and advection of moisture from the North Atlantic and North Pacific. Overall, CF biases are small throughout most of Europe, midlatitude Asia, and northern and eastern Canada where bias percentage errors are within AE25%. For July, a majority of stations in the domain reflect negative CF biases compared to observations, which can have a substantial impact on nearsurface variables. Lower CF in the summer infers increased incident SW radiation reaching the surface during the day (warmer temperatures, increased evaporation) and less cloud cover at night leads to less downwelling LW radiation with increased radiational cooling as seen in the diurnal temperature plots discussed in Part I. The bias percentage errors increase in July, with a majority of the station biases throughout the domain reflecting negative biases greater than 25%. The impact of cloud deficit on SW and LW radiation is directly shown in Section 6.
Clouds
[27] To support the surface observations of cloud cover, monthly average CF for July 2007 is calculated and plotted in Figure 9 . Polar WRF CF based on the vertically integrated cloud liquid water and cloud ice is computed and averaged for all 3 h model output for July 2007 (Figure 9a) . A cloud frequency (CFreq) is defined by the ratio of the 3 h forecasts when the model CF exceeds zero to the total number of forecasts (248) for July 2007 (Figure 9b) , the same method used by Nicolas and Bromwich [2011] to examine clouds in Antarctic modeling. This approach represents a conservative method, providing the model the best chance of having clouds at each grid point. CF from MODIS is derived from the cloud mask probabilities and is provided as a Level 3 product [Hubanks et al., 2008] (http://modis.gsfc.nasa.gov/). The MODIS cloud mask estimates the probability that a 1 km 2 pixel is cloudy or clear. The average CF within a 5 Â 5 km grid cell is calculated as the fraction of 1 km 2 pixels that are marked cloudy. The final cloud mask CF is an average of the 5 Â 5 km cloud fractions within a 1°Â 1°g rid cell (Figure 9c) . Finally, the gridded monthly CF from CloudSat/CALIPSO [Kay and Gettelman, 2009] , represented by the CFreq or ratio of cloud detection from the merged cloud mask products over a 2°Â 2°grid cell for July 2007 is shown in Figure 9d . It should be noted however, the gridded monthly CF for CloudSat/CALIPSO is limited by reduced temporal and spatial sampling, especially in areas farthest from the pole.
[28] Polar WRF shows greater CFs in areas of higher terrain, most likely associated with orographic lift and positive precipitation biases described in Section 4. Greater CF can also be found along the North Pacific and North Atlantic storm tracks, although less than depicted by MODIS. In a limited area Polar WRF simulation along the NSA, Hines et al. [2011] show that increasing late spring and summer model CFs at Barrow, Alaska are consistent with observations [Wendler and Eaton, 1990; Walsh et al., 2009] . Although Kay et al. [2008] note that 2007 was a particularly cloud free summer especially in the western Arctic, CF of 0.1 to 0.2 found in this study for the land in the western Arctic is even lower than CF discovered by Hines et al. [2011] . Likewise, there is no apparent increase in cloudiness over the adjacent Arctic Ocean where summertime cloud cover often consists of multiple stratus layers [Curry et al., 1996] . CF over the entire Arctic Ocean remains much lower than observed by MODIS, suggesting an underrepresentation of Arctic stratus clouds in the model.
[29] Figure 9b shows the alternate CFreq method. Since calculated CF greater than zero is counted toward the CFreq, the model is given ample opportunity to predict 'clouds'. The CFreq method results in increased CF throughout the entire domain. Over the NSA however, model CFreq is still lower than both MODIS and CloudSat/CALIPSO. After increasing the CF threshold from zero to 0.1 in order to qualify as a cloudy event, CFreq throughout the entire domain substantially decreases (not shown). Therefore, only with the most conservative approach to estimating clouds does the model behave similarly to satellite observations of cloud cover. This deficient cloud cover in the model for July results in the large anomalous diurnal cycle of 2 m temperature (Part I) and the excessive incident SW and deficit downwelling LW radiation at the surface discussed in the following section.
Surface Radiation
[30] Incoming radiation at the surface has been addressed at select locations in previous Polar WRF development studies including the Greenland ice sheet and along the Abbreviations for the station names are provided in Table 1 . OBS refers to the observed average LW and SW radiation at the surface for each month indicated. r is the correlation between 3 h simulated and observed time series of LW and SW radiation at the surface, and NUM is the number of total 3 h comparisons made based on observed radiation availability for each month. Indices that are italicized boldface indicate biases are statistically significant at 90% confidence level, just italicized for 95%, and just boldfaced for 99%.
NSA. The investigation of LW and SW radiation is expanded here to include three additional sites in the Arctic (Abisko, Sweden/tundra, Ny-Ålesund, Svalbard/tundra, and Sodankylä, Finland/boreal forest) as well as several stations from the midlatitudes in the domain. LW and SW radiation observations described in Section 3 are compared to the model for the middle months representing each season (January, April, July, and October). Table 4 shows the biases, root-mean square error (RMSE), and correlations for all sites for all four months except for Ny-Ålesund, Svalbard where no comparable model grid point can be found at 60 km. Bias is calculated monthly mean of all 3 h differences in LW and SW radiation.
[31] A student's t-test reveals the biases in LW radiation are statistically significant at 99% for all stations in all months except for Sioux Falls, South Dakota and Xianghe, China in July. Biases range from À62.8 to À1.0 W m À2 for stations in the midlatitudes and from À74.2 to À36.6 W m À2 for stations in the polar region. Correlations are generally higher in the midlatitudes than in the polar region as well, and for almost all stations July correlations of LW are the lowest of any month. For SW, the biases are typically positive with a distinct seasonality. The lowest biases are generally found in January (low sun angle) and increase to the highest values in July (high sun angle). Likewise, the biases are not as statistically significant as the LW radiations biases, but many stations exhibit statistically significant differences in July. Correlations are generally higher for all months at all locations for SW radiation compared to LW radiation, a reflection of the close link between SW radiation and the diurnal cycle.
[32] Figures 10a and 10b show the 3 h time series plot of SW and LW radiation for Fort Peck, Montana (grassy flat location in the upper Great Plains). The maximum incident SW radiation is often overpredicted by the model, yielding a monthly mean bias of 65.0 W m À2 . However, the correlation between model and observations is high at 0.92. The LW radiation is underpredicted (À15.9 W m À2 ), with a good correlation of 0.81. Surface air temperature analysis (Part I) shows an average 3°C mean temperature bias for July for stations in this region, which is consistent with the positive SW bias, deficit in the LW radiation, and too little cloud. Particularly on July 1, 7, 11, and 25, the SW bias is strongly positive and corresponds to large negative LW radiation biases giving further indication that the effects of clouds on the radiation are not well represented during these events.
[33] For the polar region, SW and LW radiation for July is shown for Abisko, Sweden (flat tundra surface) located approximately 200 km north of the Arctic Circle (Figures 10c and 10d) . While SW radiation is overpredicted, the bias is less than at other Arctic sites (+14.5 W m À2 ). Abisko is situated just south of a large lake and the terrain rises quickly to the south and west to over 1700 m (www. linnea.com/$ans/). Southerly and westerly winds in this region will produce down-sloping winds that work to dissipate clouds. This typically results in clearer conditions than would be expected at sites along the NSA and as such, the SW biases are smaller in this simulation. There is a large deficit in the LW radiation as shown in Table 4 . Even on July 17 and 19 when the SW radiation is substantially underpredicted by the model (a result of a poorly modeled down-sloping event), the large negative biases in the LW during these events suggests very little cloud effects on radiation are realized and the correlation is greatly reduced. Again, these plots support the conclusion cloud radiative effects over land in the summer are not well represented. (Figures 10a and 10b) and Abisko, Sweden (Figures 10c and 10d) . Note vertical scales are not the same for each station.
Figure 11
This result appears to be insensitive to surface type as similar results of SW radiation biases are found for the boreal site Sodankylä, Finland.
[34] Figure 11 shows scatterplots of 3 h model LW radiation versus observed LW radiation for July 2007 for the midlatitude (six stations) and polar region (three stations) under varying conditions of model cloud species availability (cloud water and/or cloud ice available (Figure 11a ), no cloud water or cloud ice (Figure 11b ), cloud water available regardless of cloud-ice availability (Figure 11c) , and cloud ice only (Figure 11d) ). For the midlatitudes, correlations are fairly strong for all four cases considered with subtle differences to note. First, when cloud water and/or cloud ice is present in the vertical column, the model biases are negative supporting the findings in Table 4 (Figure 11a ). Under presumed "clear sky" conditions when no cloud water or cloud ice is present, the correlation increases and the model and observations are in better agreement (Figure 11b ). When cloud water is present regardless of cloud-ice conditions, the performance of LW is impacted and the bias is strongly negative (Figure 11c) . A greater negative LW bias even when the model shows cloud water implies the cloud water effects on LW radiation are not well represented in the model, as LW radiation should increase when cloud water is present. An examination of the RRTM LW radiation scheme shows that cloud effects on radiation are operated in a switch mode. When the sum of the cloud water and cloud ice at each vertical level exceeds a set threshold, then cloud fraction is set to unity at that level. Otherwise, the cloud fraction is set to zero. If only cloud ice is present, there is zero effect on the cloud fraction at that level. Consistent with this setting, Figure 11d shows reasonable agreement between model LW and observed LW under ice only conditions in the model. The decrease in the correlation between "cloudfree" and ice only is likely a result of cloud ice having a small net effect on radiation in the observations while having no effect in the model. For the polar region, it is clear the performance of model LW radiation suffers greatly compared to observations as the correlations are much lower in all four cases considered. In all situations, the biases in the LW radiation are negative, with an apparent insensitivity between cloud water/cloud ice conditions and "clear sky." This insensitivity to cloud water and/or cloud ice in the polar region is exemplified by Figures 10c and 10d where the LW radiation bias at Abisko, Sweden is negative throughout the month of July.
[35] This finding is further supported by the difference between model and observed correlations of SW versus LW radiation. Not surprisingly many observed stations show a negative correlation, an indication that as clouds increase, the amount of SW reaching the surface decreases (vice versa for LW radiation). However, the correlations between SW and LW for all stations in the model are positive. At Fort Peck and Sioux Falls, South Dakota, positive correlations between SW and LW radiation are supported by the observations. For these stations, the model shows little cloud water in the column throughout July leading to a positive correlation between SW and LW radiation and an overall accurate prediction. However, for stations such as Atqasuk, Alaska where cloud water is also not present in the model atmosphere, the resulting positive correlation of 0.55 is opposite to the observed correlation of À0.22 and a poor prediction of LW results. This evidence suggests that more cloud water is needed in the model simulation, especially in the Arctic, so that cloud effects on radiation are more representative of observations.
[36] While Figure 11 demonstrates that the model often fails to produce clouds, Figure 12 shows model versus observed SW and LW radiation at Barrow, Alaska for July 2007 when the model and observations agree on cloud conditions. A cloudy model state is defined as a CF greater than zero using equation (1), and an observed cloudy state is any cloud observation not reported as clear. Only 84 out of 248 observations for the month of July 2007 agree with the model. For both the cloudy and clear state, the model overpredicts the SW radiation and underpredicts the LW radiation. Even when the model correctly predicts clouds, the radiation produced in the model is biased (positive SW/ negative LW) indicating the radiation schemes are not adequately producing cloud radiative effects in the model. This evidence suggests that the model clouds are too optically thin with too little cloud liquid water, which agrees well with Figure 11 and previous WRF modeling studies of clouds in the Arctic [e.g., Solomon et al., 2009] . Following a similar investigation by Hines et al. [2011] , Barrow is compared to a model grid point much further inland. Here, the SW radiation results remain the same with too much SW radiation predicted for the month. However, the LW radiation bias is smaller and less negative indicating that although the original comparison for Barrow (represented more like an ocean point) is valid, the model LW radiation behavior is likely to fall between what is shown in Figures 12c and 12d and this inland land point (not shown).
[37] To test whether or not the above evidence is simply a result of the physics parameterizations chosen, additional sensitivity simulations are conducted for July 2007. First, the updated RRTMG LW radiation scheme is used [Iacono et al., 2008] . Here the RRTM scheme has been updated to improve computer efficiency and sub-grid scale cloud variability particularly in Global Climate Models (GCMs). Not only does this scheme rely on cloud water and cloud-ice mixing ratio threshold at each level, but it also considers saturation based on relative humidity at each level. Another test maintains the original RRTM LW scheme while switching from the WRF 6-class to the Morrison microphysics scheme, as this double-moment scheme is thought to physically represent clouds in a more explicit manner. In both cases, predictions of model LW are not improved in any of the cloud species cases described above. A third sensitivity examines the QVAPOR simulation used to improve the (Figures 11a, 11b, 11c , and 11d; six stations combined) and polar region (Figures 11e, 11f, 11g , and 11h; three stations combined).
convective precipitation as described in Section 4.2. Interestingly, analysis of CF shows higher CF over open water areas of the Arctic Ocean (e.g., Beaufort Sea, Laptev Sea, Kara Sea, etc) and the adjacent land areas such as the NSA. However, this simulation fails to improve the biases in SW and LW radiation for the sites selected in this study.
[38] Through personal communication with Wayne Angevine of the NOAA Earth System Research Laboratory along with the conclusions drawn from Hines et al. [2011] , the lack of clouds throughout the domain appears to be an issue with subgrid-scale non-precipitating clouds. While this investigation reveals that changing the microphysics scheme has little impact in CF across the entire Arctic, Hines et al. [2011] found that clouds and radiation over the Arctic Ocean are sensitive to the selection of microphysics schemes at a selected ocean site near Barrow, Alaska. However, those results were not extended to the entire western Arctic domain and cannot be immediately compared to the current study. Hines et al. [2011] do suggest from analyzing the relative humidity profiles that excessive mixing of water vapor in the vertical inhibits moisture availability for low clouds. This evidence, along with the poor performance of LW radiation at the surface in this study strongly suggests the immediate need for improvements to physics parameterizations in the polar regions as it relates to model cloud development across the Arctic. This includes improving the temporal development of clouds in the model, a better representation of the cloud radiative effects due to cloud water in the atmospheric column, and improving the moisture fluxes into the boundary layer.
Conclusions
[39] This paper has investigated the performance of Polar WRF forecasts of precipitation, clouds, and downwelling radiation on the broad scale over the ASR domain. Annual mean precipitation comparison to ERA-Interim reveals Polar WRF is spatially consistent with this data set. The wettest areas coincide with the Atlantic and Pacific storm-track regions. Likewise, the driest areas can be found in the Arctic and the deserts of Eurasia. Overall mean biases of annual precipitation compared to station precipitation measurements are small, but Polar WRF shows a positive bias especially in the midlatitudes during spring and summer when convective precipitation is dominant. Decreasing boundary layer water vapor in a nudged simulation results in less convective precipitation and reduced total precipitation biases. This discovery indicates the model is becoming too moist in the lower troposphere, and the inclusion of the data assimilation in ASR will improve precipitation. Using a diagnostic equation for calculating model CF, it appears that CF is underpredicted by the model especially in July 2007. When CF is used to compute a CFreq, where the threshold for clouds is set conservatively low, the model approaches observations depicted by MODIS and CloudSat/CALIPSO. However, areas of particular interest such as the NSA still appear to suffer from a lack of clouds. Finally, model performance of radiation reveals an excess of SW and a deficit of LW radiation at many sites throughout the domain, supporting the findings from the CF analysis. A key finding for the development of Polar WRF is its inability to predict accurately LW radiation as a function of the amount of cloud water or cloud ice in the model atmosphere, especially for the Arctic.
[40] As a synthesis with Part I, the results demonstrated here show that the anomalous diurnal 2 m temperature range is a likely result of deficient cloud-radiative effects in the model. Warmer daytime temperatures due to excessive SW radiation and increases in the energy available at the surface to evaporate moisture into the boundary layer lead to high evaporation rates found for July. The increased evaporation near the surface and higher relative humidity leads to increased precipitation, especially during warm season convection. However, this increase in near-surface moisture does not translate into an increase in cloud cover effects on radiation, seen particularly in the downwelling LW radiation biases at the surface.
[41] Overall, the performance of the short-term forecasts from Polar WRF bode well for its use as ASR's primary model. Moving forward however, attention must be given to resolve outstanding issues with cloud microphysics and radiation. The consensus from a recent workshop on the use of WRF in polar regions at the Ohio State University in November 2011 (http://polarmet.osu.edu/ workshops/pwrf_2011/) highlights the need for improving Polar WRF forecasts of clouds and their radiative effects, not only for high resolution modeling of single events, but also across pan-Arctic domains and simulations on longer time scales. This includes resolving radiation and aerosol concentration parameterizations among the various physics schemes, which also emphasizes the need for additional observations from field campaigns.
