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We consider magic-angle twisted bilayer graphene (TBG) at filling ν = +3, where experiments
have observed a robust quantized anomalous Hall effect. This has been attributed to the formation of
a valley- and spin-polarized Chern insulating ground state that spontaneously breaks time-reversal
symmetry, and is stabilized by a hexagonal boron nitride (hBN) substrate. We develop a formalism
for treating inhomogeneous moire´ systems and apply it to study domain walls between such fully-
polarized regions. We identify two different types of chiral domain wall, distinguished by whether
valley polarization remains unchanged or flips across the wall. Via Hartree-Fock calculations of
domain-wall energies, we show that valley-switching walls are favoured in systems with uniform sub-
strates, whereas valley-preserving walls are stabilized by spatially nonuniform substrate potentials.
We comment on the implications of these results for transport and scanning probe experiments.
Twisted bilayer graphene (TBG) and other moire´ het-
erostructures have rapidly emerged as new testbeds for
exploring the interplay of strong correlations, supercon-
ductivity, and band topology. Early work focused on su-
perconductivity and correlated insulating behaviour [1–3]
near ‘magic’ twist angles at which moire´-reconstructed
bands near the Fermi energy are nearly dispersionless.
More recent transport measurements on near-magic-
angle TBG on hexagonal boron nitride (hBN) subtrates
have uncovered a zero-field Hall response [4] at filling
ν = +3 relative to charge neutrality. Subsequent ex-
periments have demonstrated the robust quantization of
the Hall resistance in units of the von Klitzing constant
h/e2 [5] and linked it to the orbital polarization [6] of
the electronic state. Such an intrinsic quantized anoma-
lous Hall effect (QAHE) requires time reversal symme-
try (TRS) breaking. Theoretical explanations have fo-
cused on the hBN substrate, which breaks C2z symme-
try via sublattice modulation. This in turn stabilizes an
interaction-driven spin and valley-polarized Chern num-
ber C = ±1 state that spontaneously breaks TRS [7–9].
Such ‘orbital Chern insulators’ emerge in TBG near
the magic angle as follows. Absent interactions, there
are two nearly-flat bands (each fourfold degenerate due
to spin and valley.) At charge neutrality, these touch at
a pair of Dirac points, near which the spectrum is simi-
lar to monolayer graphene but with a renormalized Fermi
velocity [10]. However, in hBN-aligned TBG, these Dirac
points are gapped [11] due to the substrate-induced sub-
lattice splitting, leading to bands with |C| = 1 [7, 9].
Spontaneous polarization of a subset of these bands due
to interactions can thus give rise to a QAHE. The rele-
vant energetics are reminiscent of that in quantum Hall
ferromagnets (QHFM), but is modified by the presence
of a lattice [12]. Detailed Hartree-Fock studies [7–9, 13–
16] indicate that the valley-polarized state is favoured
(though alternatives have been proposed [17, 18]).
The ∼2% lattice mismatch between hBN and graphene
spatially modulates the coupling of the substrate to the
two graphene sublattices. The length scale associated
with the hBN slipping in and out of registry with the
FIG. 1. Domain walls and numerical set-up. We study sys-
tems of Ntot = N1N2 moire´ unit cells (here N1 = N2 = 6
for illustration) with periodic boundary conditions. Black
dots indicate AA stacking regions, where central bands have
largest weight. The substrate potential ∆(r) can vary along
a
(1)
M (the choice shown stabilizes two Chern walls). Each
Chern/intertwined wall hosts two localized co-propagating
chiral modes. The green envelope shows an example Hartree-
Fock Wannier-Qi orbital. Red and blue shaded regions indi-
cate the real-space localization of the HF orbitals in Figs. 2a,d.
graphene sheet is similar to the moire´ scale |aM| set
by the inter-layer twist angle. (Near the magic angle,
|aM| ∼ 14 nm.) Hence, we can view the hBN as pro-
viding a disorder potential that couples to the different
Chern bands, with a characteristic length scale on the
order of |aM|. When the strength of the hBN substrate
potential is much smaller than the interaction scale, we
expect Imry-Ma domains [19] to form on length scales
large compared to that of disorder [20]. Boundaries be-
tween such domains host topologically-protected gapless
modes. These domain walls (DWs) are our focus below.
Similar DWs in quantum Hall ferromagnets (QHFM)
have been studied previously via analytical and numeri-
cal Hartree-Fock (HF) approaches [21–26]. Such QHFM
domain walls have been visualized on the surface of bis-
muth via scanning tunneling microscopy (STM) [27]. As
in QHFM systems, DWs in magic-angle TBG generically
host a pair of gapless dispersing one-dimensional modes.
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2However, as we show here, for energetically stable DWs
the topological structure of the TBG flat bands makes
the modes chiral (co-propagating) rather than counter-
propagating. This means that universal aspects of chiral
Luttinger liquid physics can emerge in this setting, that
are absent in QHFM-DWs due to corrections from inter-
actions between counter-propagating modes [25].
Assuming a weak substrate potential and full spin po-
larization, three distinct types of DW are possible at
boundaries between substrate domains: (1) Chern walls,
where the Chern number of the domains flips at the
DW, but the valley index stays the same; (2) valley walls
where the valley index flips while the Chern number is
unchanged; and (3) intertwined walls where both Chern
and valley indices change. Clarifying the energetic com-
petition between these DWs is central to understanding
the interplay of substrate disorder, hysteresis, electrical
transport, and orbital magnetism in TBG samples.
The weak intervalley scattering in TBG allows us
to treat valley as an approximately conserved U(1)v
charge [10]. This approximation remains valid for suf-
ficiently smooth substrate potentials (on the microscopic
lattice scale) and so we will adopt it henceforth. Flipping
valley polarization across a DW is then associated with
a loss of exchange energy, making the Chern wall lower
in energy than its counterparts. However, stabilizing the
Chern wall requires a sign-changing substrate potential,
whereas the intertwined wall remains a metastable con-
figuration even with a uniform substrate, due to intrinsic
pinning by the moire´ potential. This suggests an un-
expectedly complex relationship between substrate fluc-
tuations and QAH domains in TBG. In the case of a
relatively uniform substrate, for standard entropic rea-
sons and in the absence of an external training field we
expect the formation of ‘intertwined domains’ weakly
pinned at the moire´ scale, whose Chern number (and
hence orbital polarization) is coupled to their valley po-
larization. In contrast, for non-uniform substrates, we
expect a disorder-dominated regime where the sample
has a single global valley polarization, but with orbital
(Chern) domains that track variations in the substrate
potential. This underscores the key physical point that
disorder can decouple valley and orbital physics in TBG.
In the balance of this paper, we substantiate this pic-
ture with microscopic numerics. To treat inhomogeneous
systems, we develop a HF scheme which we call the fixed
Hilbert space method. This projects the spatially-varying
substrate potential into the subspace spanned by Bloch
states in the absence of a substrate. We show how to
implement this method starting from the single-particle
Bistritzer-Macdonald continuum model [10], and use it
to analyse the DW structure. We close by discussing
experimental implications of our results.
Constructing the Hamiltonian.—We begin with the
single-particle band structure of the continuum model
(CM) of Ref. [10]. The moire´ unit cell is spanned by the
lattice vectors a
(1)
M =
4pi
3kθ
(
√
3
2 ,
1
2 ) and a
(2)
M =
4pi
3kθ
(−
√
3
2 ,
1
2 ),
where kθ = 2kD sin
θ
2 , the twist angle θ = 1.05
◦ is near
the first magic angle, and kD =
4pi
3
√
3a
is the monolayer
graphene Dirac momentum. We impose periodic bound-
ary conditions ψ(r) = ψ(r + Nia
(i)
M ) for i = 1, 2 giving
Ntot = N1 × N2 unit cells in total. The moire´ Brillouin
zone (mBZ) momenta, measured from ΓM, are therefore
discretized as k =
∑
i
ni
Ni
b
(i)
M , where ni = 0, 1, . . . , Ni−1,
and the reciprocal lattice vectors (RLVs) are b
(1)
M =√
3kθ(
1
2 ,
√
3
2 ) and b
(2)
M =
√
3kθ(− 12 ,
√
3
2 ). The CM Bloch
functions for band a and valley τ are
ψkτas(r) =
eiτX·r√
A
eik·r
∑
G∈RLV,f
eiG·rcGτaf (k) |f, s〉 (1)
where A is the system area, X is a vector from the
absolute zero of momentum to the ΓM-point of the K-
valley mBZ in the extended zone scheme, f = (l, σ) ∈
{1A, 1B, 2A, 2B} indicates layer/sublattice, and s =↑, ↓
is spin. The corresponding single-particle band energies
are SPkτa. We pick the CM interlayer hopping parameters
wAA = 0.08 eV and wAB = 0.11 eV [28–30].
We now consider a fixed Hilbert space spanned by
the Bloch functions ψkτas(r) of the central bands, and
project the electronic interactions and the (spatially
varying) substrate potential into this subspace. This is
justified by the large energy gap between the central and
remote bands. The use of the zero-substrate Bloch states
is valid as long as the applied substrate potential is not
too large. We have verified that the central-band Hilbert
spaces of the CM solved with zero and finite uniform sub-
strates respectively have >99% overlap for the substrate
strengths considered here [28]. In the layer-sublattice
space the substrate potential operator takes the form
∆ˆ(r) =
(
∆1(r)σ
z 0
0 ∆2(r)σ
z
)
. (2)
where ∆i is the potential on layer i; we will set
∆1 = 0,∆2(r) = ∆(r) below. Our approach incorpo-
rates substrate inhomogeneities into the matrix elements
∆ka;k′a′(τ) ≡ 〈ψkτas| ∆ˆ |ψk′τa′s〉. To the single-particle
and substrate terms, we also add interactions, with ma-
trix elements 〈ψkατas, ψkβτ ′bs′ | Vˆ |ψkδτds, ψkγτ ′cs′〉. We
neglect terms that scatter electrons between the two val-
leys, since they are suppressed in θ. We use the dual-
gate screened Coulomb interaction V (q) = e
2
20rq
tanh qd,
where d = 40 nm is the screening length due to the metal-
lic gates and r = 9.5 is the relative permittivity [14].
We restrict to substrates that vary only along a
(1)
M
(Fig. 1), and use the resulting invariance under a
(2)
M lat-
tice translations to focus on HF states where
〈cˆ†(k1,k2)τascˆ(k′1,k′2)τ ′a′s′〉 = δk2,k′2Pk1τas;k′1τ ′a′s′(k2), (3)
3where the HF projector satisfies TrP (k2) = 7N1 (reflect-
ing the 7 filled bands) at ν = +3. To avoid double-
counting interactions, we subtract a constant projector
corresponding to some reference state at filling ν0, such
that the HF bands at ν0 are precisely those of the CM.
Various subtraction schemes have been employed in pre-
vious HF studies [13, 15, 31]. For our calculation of DW
energies to be sensible, we require that the HF solu-
tion for the uniform system to be gapped and exhibit
the QAHE at zero substrate, which is not the case with
all schemes. For simplicity, we adopt a reference state
with ν0 = +4, i.e. full filling of the central bands. This
HF scheme yields gapped Chern insulating states only at
ν = +3, consistent with the experimental observations of
a robust QAHE. We have verified that other subtraction
schemes yield qualitatively similar results [28].
Hartree-Fock Wannier-Qi formalism.—The non-zero
Chern number of the bulk HF bands presents a topolog-
ical obstruction to constructing exponentially-localized
Wannier orbitals. However, it always possible to form
Wannier-Qi (WQ) states that are localized in one di-
rection [32–35], and are analogous to the Landau-gauge
orbitals in the quantum Hall effect. This link between
TBG and Landau levels has been noted previously [7, 36].
Here, we will use HFWQ states localized along strips par-
allel to the DW (Fig. 1) as a convenient basis in which
to construct initial projectors and visualize the resulting
DW states in inhomogeneous systems.
Starting from the bulk HF wavefunctions |ψHFkτas〉 for a
given uniform substrate, the HFWQ states are [32, 33]
|WKτas〉 =
N1−1∑
n1=0
fKτa(n1) |ψHFkτas〉 (4)
where k =
∑
i kib
(i)
M =
∑
i
ni
Ni
b
(i)
M , K =
n2
N2
+ n˜1, and
n˜1 = 0, 1, . . . , N1 − 1, and the explicit form of fKτa(n1)
is given in [28]. Thus K can take Ntot different values,
consistent with the fact that we began with Ntot states.
0 ≤ K < N1 is also approximately the average position
of the WQ wavefunction in the a
(1)
M direction (and would
be exactly so, were the Berry curvature uniform).
Numerical Results.—We determine the HF DW states
self-consistently for different substrate configurations.
We partition the system along a
(1)
M into equally sized
left (L) and right (R) regions (Fig. 1). We construct
the initial HF projector from appropriate combinations
of HFWQ states. Upon convergence, the nature of the so-
lution is ascertained by inspecting the HF bandstructure
(Figs. 2a,d) and computing overlaps with the HFWQ or-
bitals (Figs. 2b,e). We focus on fully spin-polarized HF
states (which are energetically favored [28]).
First, we consider a large uniform substrate only on
the second layer, ∆(r) = ∆max. In this regime, the sub-
strate picks out two degenerate ground states which are
distinguished by their valley polarization, but have the
same sign of sublattice mass—these are uniform solutions
where L and R have the same character. On the other
hand, we can consider the situation where the bulks of L
and R are initialized to have opposite valley polarization.
This mandates the existence of intervening intertwined
DWs, since both valley polarization and Chern number
change. Unlike in HF studies of QHFMs [24] where in
the limit of vanishing inhomogeneity such DWs relax to
the ground state by annihilating in pairs, here they are
metastable due to pinning by the intrinsic moire´ poten-
tial, even for uniform substrates.
Next, we consider a substrate ∆(r) that changes sign
from ∆max to −∆max at x1/|aM| = 0, N1/2. Deep in-
side each region, the substrate selects two possible bulk
states distinguished by valley, but with opposite signs of
sublattice mass for L and R. By fixing the choice of val-
ley in the bulk of each region, we can compare two types
of DWs: valley walls where the polarized states deep in-
side L and R share the same Chern number, and Chern
walls where they share the same valley index. (We have
verified that the energetics depend only weakly on how
sharply the substrate switches between its extrema.)
We compute the HF energies of the different types of
DW for 0 < ∆max < 40 meV. For sign-changing sub-
strates, we find that the Chern DW is significantly lower
in energy than the valley DW due to the additional ex-
change energy gain at the boundary: for the valley DW,
the L and R regions are polarized in different valleys and
there is negligible exchange interaction between states in
different valleys. We thus expect Chern DWs to form a` la
Imry-Ma [19] in the disorder-dominated regime where the
substrate provides a sign-changing sublattice potential.
We extrapolate the results to ∆max = 0 and compare to
the energy of the uniform solution in order to extract the
DW energies. Using a system size of N1 = N2 = 12,
we find that the DW energies per unit length along the
DW are: 0.4 meV/|aM| (Chern), 1.7 meV/|aM| (valley),
and 1.9 meV/|aM| (intertwined). Accordingly, the Chern
DW is stabilized in samples where the substrate potential
vanishes on average, i.e. either substrate-free suspended
samples, or those across which the substrate fluctuates
between opposite sublattice registries.
In contrast, the intertwined DW is the more ener-
getically stable candidate for a strong substrate of con-
stant sign. As we have noted, one na¨ıvely expects that
in the absence of disorder pinning, intertwined DWs
can freely propagate through the sample and annihilate.
However, the charge density of the central bands is not
uniform within the moire´ cells (see dotted patterns in
Fig. 2c,f), leading to an effective interaction-induced pe-
riodic moire´-scale potential for the DWs. Our HF stud-
ies for uniform ∆(r) reveal that for a wide range of ini-
tial conditions the intertwined DW naturally stabilizes
at odd-half-integer positions between regions of maximal
charge density (Fig. 2e), and for the largest system sizes
studied fails to relax to the uniform ground state even af-
4FIG. 2. (a) HF bandstructure of the Chern DW organized by momentum parallel to the DW. The substrate ∆2(r) is ∆max =
20 meV in region L and −∆max in region R. Points are colour-coded according to the real-space localization of the corresponding
HF orbitals (cf. Fig. 1). Dashed lines are guides indicating gapless chiral modes. (b) Overlap of the ‘bare’ HFWQ orbitals with
the converged DW solution, plotted against the average x1 position of the orbitals. KL, KR refer to the K-polarized HFWQ
basis constructed in a uniform substrate ±∆max respectively (note that these bases are not orthonormal). (c) Line cuts of the
spatially-resolved spectral function (relevant for STM) at selected energies; only two moire´ cells in the a
(2)
M -direction are shown
as the results are periodic. Darker regions indicate higher weight; colour scale has been individually adjusted for clarity. (d-f)
Same as (a-c) for intertwined DW in uniform substrate of strength ∆max. Note the high energy DW bound states present in
(c) but not in (f). Similar results are seen for for single-gated samples more amenable to STM [28].
ter many iterations. This suggests that domains can only
grow or shrink in discrete steps of |aM| ∼ 14 nm, making
intertwined DWs long-lived metastable configurations.
Fig. 2 also shows the energy-resolved local density of
states proximate to the DWs, contrasted against the
bulk. We note that the substrate modulation that pins
the Chern DW also produces additional bound states at
high and low energies, absent in the intertwined DW.
While non-universal and topologically unprotected, these
could provide a route to distinguishing the two types of
chiral DWs, e.g. via STM on single-gated samples [28].
While operative in different substrate regimes, both
Chern and intertwined DWs sew together bulk regions
which differ in Chern number by ±2. Hence (as is clear
from the HF bandstructures of Fig. 2a,d) they neces-
sarily host (at least) a pair of chiral co-propagating edge
modes which are protected from backscattering (for suffi-
ciently wide domains), and spatially localized at the DW
(Fig. 2c,f). For a realistic substrate |∆(r)| = 20 meV, we
extract their Fermi velocities to be vF = 6.1× 105 ms−1
(Chern) and 4.4× 105 ms−1 (intertwined). We find that
while vF is largely independent of extrinsic details such
as the substrate potential gradient and overall substrate
strength, it does depend on the subtraction scheme used
to address interaction double counting. This implies
that vF receives dominant intrinsic contributions from
the moire´-scale charge inhomogeneity, and is only weakly
influenced by the particulars of the external sublattice
potential. That vF is mainly determined by interaction
effects is further corroborated by considering the lateral
extent of the DWs, which can be estimated by looking at
the overlap profiles of the HFWQ orbitals (Fig. 2b,e) and
the spatial support of the mid-gap HF orbitals (Fig. 2c,f).
This length scale is . |aM|, and mostly independent of
the exact form of ∆(r). vF is renormalized by non-
universal forward scattering; backscattering is forbidden
by DW chirality, locking the Luttinger parameter to its
non-interacting value K = 1 for each mode.
Discussion.— We have studied two classes of chiral
DWs in hBN-TBG. Both involve a reversal in the Chern
number of the bulk states straddling the DW, and hence
host a pair of co-propagating gapless modes. However,
they differ in valley structure. Chern DWs emerge in
a substrate-modulation-dominated regime in which val-
ley ferromagnetism is decoupled from the Chern num-
ber: samples exhibit global valley order but host orbital
ferromagnetic domains. In contrast, for more uniform
substrates the metastability of intertwined DWs due to
moire´ pinning points to a distinct scenario where val-
ley and orbital physics are locally linked. Both types of
domains present similar orbital magnetization patterns
to scanning probes, but likely have distinct DW STM
spectra. In both cases, macroscopic quantized Hall re-
sponse is destroyed due to the chiral DW network, which
is akin to a doubled Chalker-Coddington model [37], as
appropriate to a |∆C| = 2 plateau transition. Given the
delicate energetic competition and the lack of a full mi-
croscopic characterisation of disorder in TBG samples,
it is possible that effects such as twist-angle randomness
could favour one type of DW network [38]. Pinning of
DWs is likely relevant to explaining experimental obser-
vations [39] of current-driven magnetization reversal [40].
5Note Added.— During completion of this manuscript,
we became aware of a related hybrid Wannier-function
scheme for moire´ systems in Ref. [31], which however
does not report results for inhomogeneous substrates.
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1SUPPLEMENTARY INFORMATION FOR “ORBITAL CHERN INSULATOR DOMAIN WALLS AND
CHIRAL MODES IN TWISTED BILAYER GRAPHENE”
Continuum model (CM)
The CM [1] (often referred to as the Bistrizter-MacDonald model) is a widely used approximation to the band
structure of TBG. The general premise is that in the low-energy limit, we can focus on momenta near one of the
valleys (say valley K), and think of four species of fermions (two layers × two sublattices). We work in the basis of
continuum plane waves |k, l, σ〉 where k is measured with respect to global origin of momentum, l = 1, 2 is the layer
index, and σ = A,B refers to sublattice. The intralayer physics is simple and modelled by (twisted) Dirac cones with
Fermi velocity v0 ' 9× 105 ms-1. The interlayer coupling leads to a spatially-modulated hopping amplitude between
the layers. In the ‘dominant harmonic approximation’, the CM Hamiltonian is
〈k, 1|H |k′, 1〉 = ~v0σ∗θ/2 · (k −K1) δk,k′ (S1)
〈k, 2|H |k′, 2〉 = ~v0σ∗−θ/2 · (k −K2) δk,k′ (S2)
〈k, 1|H |k, 2〉 = T1δk−k′,0 + T2δk−k′,bM1 + T3δk−k′,bM2 (S3)
σ∗θ/2 = e
−(iθ/4)σz (σx, σ∗y)e
(iθ/4)σz (S4)
T1 =
(
wAA wAB
wAB wAA
)
(S5)
T2 =
(
wAA wABe
iφ
wABe
−iφ wAA
)
(S6)
T3 =
(
wAA wABe
−iφ
wABe
iφ wAA
)
(S7)
φ =
2pi
3
(S8)
where the sublattice degree of freedom has been absorbed into the matrix structure, σi are the Pauli matrices in
sublattice-space, and K1,2 are the K Dirac point positions rotated by twist angle ±θ/2. The moire´ reciprocal
lattice vectors (RLVs) for the moire´ Brillouin zone (mBZ) are b
(1)
M =
√
3kθ(
1
2 ,
√
3
2 ) and b
(2)
M =
√
3kθ(− 12 ,
√
3
2 ), where
kθ = 2kD sin θ/2 is the moire´ wavevector, kD = 4pi/3
√
3a is the monolayer Dirac momentum, and a ' 1.42 A˚ is
the C-C bond length. wAA and wAB can be thought of as the interlayer hopping strengths in AA and AB stacked
regions. We choose wAA = 0.08eV and wAB = 0.11eV to account for corrugation effects [2, 3]. Formally H is an
infinite-dimensional matrix in the momentum basis, and a momentum cutoff is required for numerical calculations.
For the results in the main text, we typically keep plane waves within a parallelogram spanned by ±5b(1)M and ±5b(2)M
measured from the monolayer Dirac points. This leads to ∼ 400 bands in the CM. The equations for valley K ′ can
be deduced by time-reversal.
The CM supplies us with (spin-independent) Bloch functions, which for band a and valley τ are
ψkτas(r) =
eiτX·r√
A
eik·r
∑
G∈RLV,f
eiG·rcGτaf (k) |f, s〉 (S9)
where A is the system area, X is a vector from the absolute zero of momentum to the ΓM-point of the K-valley mBZ in
the extended zone scheme, f = (l, σ) ∈ {1A, 1B, 2A, 2B} is a composite flavor index for layer/sublattice, and s =↑, ↓ is
spin. The corresponding single-particle band energies are SPkτa. For a finite system with Ntot = N1N2 moire´ unit cells
and periodic boundary conditions, the mBZ momenta are discretized as k =
∑
i
ni
Ni
b
(i)
M , where ni = 0, 1, . . . , Ni − 1.
We define the following form factors that will be useful building blocks for computing various matrix elements
λG,τ,a,b(k,k
′) ≡
∑
G′∈RLV,f
c∗G′+G,τaf (k)cG′τbf (k
′). (S10)
Fixed Hilbert space method
The CM can be generalized to include a single-particle sublattice mass (e.g. arising from an aligned hBN substrate)
by adding a momentum-diagonal term σz on one or both of the layers. For instance, adding a constant sublattice mass
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FIG. S1. Comparison of the non-interacting band energies between the fixed Hilbert space (FHS) method with external
substrate, and the usual continuum model solution with substrate potential. max(|δE|) is defined as the maximum energy
difference between the band structures of the two methods over the mBZ.
to one of the layers will gap the Dirac points, leading to Chern bands [4, 5]. However we are ultimately interested
in spatially varying sublattice masses, which is tricky to deal with directly in the CM, especially if projection to
the central bands is desired (as is the case here). We address this difficulty by restricting the ‘active’ Hilbert space
to the central bands of the substrate-free CM at the outset, and projecting the spatially varying potential into this
subspace. Since there is a large energy gap between the central and remote bands at zero substrate, we expect
this approximation to the single-particle bandstructure to be justified if the substrate isn’t too strong. This can be
quantified by comparing the two methods for a uniform substrate—we can either solve the CM model with substrate
then project to central bands, or project to central bands first then apply the substrate (fixed Hilbert space). As
seen in Fig. S1,S2, the two approaches only have small deviations up to the largest experimentally relevant substrate
strengths. We note that this is easily generalized to the case where some of the remote bands are additionally included
as dynamical.
Consider the generic form of the substrate operator which is local in real-space (which can be expressed as a Fourier
series), preserves valley quantum number (valid if the substrate varies smoothly on the microscopic lattice scale), and
carries flavor structure
∆ˆ(r)δ(r − r′) = 〈r| ∆ˆ |r′〉 , ∆ˆ(r) =
(
∆1(r)σ
z 0
0 ∆2(r)σ
z
)
, ∆l(r) =
∑
q∈1BZ
Q∈RLV
∆l(q +Q)e
i(q+Q)·r. (S11)
Matrix elements of the substrate operator between Bloch states can be expressed as
∆ka;k′a′(τ) = 〈ψkτas| ∆ˆ |ψk′τ ′a′s〉 = δττ ′
∑
G,G′∈RLV
l,σ
c∗Gτa(lσ)(k)cG′τa′(lσ)(k
′)∆l(k − k′ +G−G′)(σz)σσ. (S12)
where band indices a, a′ now only run over the central bands, and the spin index is neglected since the substrate
operator is diagonal in spin.
We consider electron interactions that are density-density in valley space, since intervalley exchange is suppressed
in ∼ θ (we have checked that inclusion of intervalley exchange does not affect our conclusions). The interaction matrix
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FIG. S2. Comparison of the projected Hilbert spaces between the fixed Hilbert space (FHS) method with external substrate,
and the usual continuum model solution with substrate potential. Overlap is defined as a normalized TrPFHSPCM, where P is
the projector onto the central bands for the respective method. This quantity is 1 if the subspaces are identical.
elements (also independent of spin) can be succinctly expressed in terms of the form factors
V k
ατas;kβτ ′bs′
kγτ ′cs′;kδτds ≡ 〈ψkατas, ψkβτ ′bs′ | Vˆ |ψkδτds, ψkγτ ′cs′〉 (S13)
=
1
A
∑
G∈RLV
V˜ (G+ dkγ − kβe)λG−dkα+kβ−kγe−dkγ−kβe,τ,a,d(kα, bkα + kβ − kγc)λ∗G−dkγ−kβe,τ ′,c,b(kγ ,kβ)
(S14)
where the floor and ceiling notation refer to the mBZ and RLV part of the momentum respectively, and V˜ is the
Fourier transform of the interaction potential. We consider both dual-gate screened
[
e2
20rq
tanh qd
]
and single-gate
screened interactions
[
e2
20rq
(1 − e−2qd)], where r = 9.5 and the screening length d = 40 nm [6]. The figures and
data in the main text use the dual-gate screened form, but we have verified that using the single-gate screened form
does not lead to significant differences (Fig. S3).
Hartree-Fock equations
If we are considering substrates that conserve k2, then the substrate matrix element can be labelled ∆k1a;k′1a′(k2, τ).
Since the Hamiltonian conserves k2, we consider the following density matrix/projector
〈cˆ†(k1,k2)τascˆ(k′1,k′2)τ ′a′s′〉 = δk2,k′2Pk1τas;k′1τ ′a′s′(k2) (S15)
with TrP (k2) = 7N1 for the filling ν = +3. By the standard mean-field decoupling of the interaction term, we obtain
the HF effective Hamiltonian
HˆHF =
∑
ττ ′ss′
ab
∑
kα1 k
β
1 k
α
2
Hkα1 τas;k
β
1 τ
′bs′(k
α
2 )cˆ
†
(kα1 ,k
α
2 )τas
cˆ(kβ1 ,kα2 )τ ′bs′
(S16)
4FIG. S3. (a) HF bandstructure of the Chern DW with single-gate screening, organized by momentum parallel to the DW. The
substrate ∆2(r) is ∆max = 20 meV in region L and −∆max in region R. Points are colour-coded according to the real-space
localization of the corresponding HF orbitals (cf. Fig. 1). (b) Line cuts of the spatially-resolved spectral function (relevant
for STM) at selected energies; only two moire´ cells in the a
(2)
M -direction are shown as the results are periodic. Darker regions
indicate higher weight; colour scale has been individually adjusted for clarity. (c-d) Same as (a-b) for intertwined DW in
uniform substrate of strength ∆max.
TABLE I. Comparison of different double counting subtraction schemes. 3 or 7 indicates whether we observe a gapped state
in our bulk HF calculation at zero substrate. Experiments only see a strong signature of the QAHE at ν = +3 indicating that
this state is more robust. In the cases ν0 = 0,±4 we substract off the projector corresponding to the insulating state at ν0.
In the case ν0 = ν we subtract off the projector corresponding to the non-symmetry breaking metallic state at the filling ν at
which we study the QAHE. In the case “fill remote bands” we fill all the remote valence bands up to our momentum cutoff
and do not perform any subtraction scheme. We consider the remote bands to be inert and do not allow our HF solution to
put any holes/electrons in the remote valence/conduction bands.
ν = −3 ν = +3
ν0 = −4 3 7
ν0 = +4, cf. [8] 7 3
ν0 = 0, cf. [7] 7 7
ν0 = ν, cf. [9] 3 3
fill remote bands 7 3
Hkα1 τas;k
β
1 τ
′bs′(k
α
2 ) = δττ ′δabδss′δkα1 k
β
1
SP(kα1 ,kα2 )τa (S17)
+ δττ ′δss′∆kα1 a;k
β
1 b
(kα2 , τ) (S18)
+ δττ ′δss′
∑
τ ′′s′′
∑
cd
kγ1 k
δ
1k
β
2
V
(kα1 ,k
α
2 )τas;(k
γ
1 ,k
β
2 )τ
′′cs′′
(kδ1,k
β
2 )τ
′′ds′′;(kβ1 ,k
α
2 )τbs
Pkγ1 τ ′′cs′′;kδ1τ ′′ds′′(k
β
2 ) (S19)
−
∑
cd
kγ1 k
δ
1k
β
2
V
(kα1 ,k
α
2 )τas;(k
γ
1 ,k
β
2 )τ
′cs′
(kβ1 ,k
α
2 )τ
′bs′;(kδ1,k
β
2 )τds
Pkγ1 τ ′cs′;kδ1τds(k
β
2 ). (S20)
To account for the double-counting of interactions [7] as explained in the main text, we replace P by P − P0 in the
HF Hamiltonian, where P0 is a reference projector which depends on the chosen subtraction scheme. The figures in
the main text were generated by choosing a reference filling ν0 = +4, i.e. P0 represents the density matrix of fully
filled central bands. We list other possible subtraction schemes in Tab. I.
We find that spin is maximally polarized for all of our self-consistent HF solutions. However we cannot neglect spin
completely because, depending on the subtraction scheme, filled spin bands can still contribute to the moire´ scale
charge distribution.
5Hartree-Fock Wannier-Qi orbitals
Consider solving the fixed Hilbert space model for a fixed uniform substrate ∆. Since the bulk states are fully
valley-polarized, we can assume we are discussing a band with a particular valley. Similarly the dependence of various
quantities (such as the HF ground state) on ∆ will be kept implicit. For a uniform substrate, the HF solution will
conserve crystal momentum in both directions. Therefore, a particular HF band (say the unfilled orbitals at ν = +3)
can be described by the coefficients cHFGτaf (k) of the plane wave expansion, similarly to how the CM Bloch functions
were defined in Eqn. (S9). Note that a now labels a particular HF band. Of course the values of the coefficients will
in general differ since the interaction will mix the valence and conduction bands of the non-interacting CM.
We pick the periodic (but not necessarily smooth) gauge, i.e.
cHFGτaf (k + b
(i)
M ) = c
HF
G+b
(i)
M τaf
(k). (S21)
The discretized version of the Berry connection is given by
A(1)τa (n1, n2) = Im log
∑
G,f
cHF*Gτaf (n1, n2)c
HF
Gτaf (n1 + 1, n2) (S22)
and similarly for A(2)τa (n1, n2), where we have parameterized the mBZ momentum in terms of the integers n1, n2:
k =
∑
i
ni
Ni
b
(i)
M . The Hartree-Fock Wannier-Qi (HFWQ) functions are given by [10, 11]
|WKτas〉 =
N1−1∑
n1=0
fKτa(n1) |ψHFkτas〉 , (S23)
whereK = n2N2 +n˜1, and n˜1 = 0, 1, . . . , N1−1. Here |ψHFkτas〉 refers to the HF orbital of the HF band under consideration.
K can take Ntot different values, consistent with the fact that we started off with Ntot states. 0 ≤ K < N1 is also
approximately the average position of the HFWQ wavefunction in the a
(1)
M direction (it would be exactly the average
position if the Berry curvature were uniform). The coefficients in the expansion above are
fKτa(n1) =
1√
N1
e
−i∑n1
n′1=0
A(1)τa (n′1,n2)−i 2pin1N1
(
n˜1− θτa(n2)2pi
)
, (S24)
where θτa (n2) =
(∑N1−1
n1=0
A(1)τa (n1, n2)
)
mod 2pi. The Chern number can be obtained by inspecting the winding of
the 1D-polarization θτa (n2).
Domain wall energies as a function of substrate
In Fig. S4 we show the energy of the three types of DW as a function of the applied substrate ∆max. We compute
the energy of the HF solution with the corresponding DW and then subtract off the energy of the uniform solution
at substrate ∆max. We divide by the number of unit cells along the DW (N2) in order to obtain the energy per unit
length and divide by two since the solution contains two DWs. The values extrapolated to ∆max = 0 are the values
quoted in the main text.
Local single-particle spectral function
In this section we consider a DW solution Φ, and compute the local single-particle spectral function (at T = 0),
which enters the expression for the tunneling conductance in a scanning tunneling microscopy experiment
AS(ω, r) =
∑
γτsf
[∣∣ 〈γ| ψˆ†τsf (r) |Φ〉 ∣∣2δ(ω − Eγ + EΦ) + ∣∣ 〈γ| ψˆτsf (r) |Φ〉 ∣∣2δ(ω + Eγ − EΦ)] (S25)
where γ runs over excited states. We therefore require the following electron addition and removal matrix elements
Me−,γ(r; τsf) ≡ 〈γ| ψˆ†τsf (r) |Φ〉 , Mh+,γ(r; τsf) ≡ 〈γ| ψˆτsf (r) |Φ〉 . (S26)
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FIG. S4. HF energy per DW divided by N2 for the three different domain wall solutions at ν = +3 for N1 = N2 = 12.
The solutions shown are the Chern wall, intertwined wall and valley wall. We have substracted off the energy of the uniform
solution from the energy of the solution with the DW. For the uniform solution and the intertwined wall, the substrate across
the sample is uniform with size ∆max, whereas for the Chern and valley wall, the substrate has magnitude ∆max and changes
sign at x1/|aM| = 0 and x1/|aM| = 6. We extrapolate to the zero substrate case for the values quoted in the main text. We
note that one has to be careful when comparing the uniform solution and intertwined wall with the Chern and valley walls at
finite substrate, since they are computed as the HF solutions for different substrate configurations. Thus, it is possible that
the Chern wall is lower in energy that the uniform solution at large ∆max. Similarly the valley and Chern walls appear to do
better than the intertwined wall at large ∆max, but only the intertwined wall is relevant for a large uniform substrate since it
does not pay a bulk energy cost for having a L or R region with the wrong sublattice mass.
We approximate these quantities by their HF values. So |Φ〉 is the (metastable) HF (DW) solution, and the relevant
|γ〉 are the N−1 and N+1 particle states obtained by emptying a filled HF orbital or filling an empty HF orbital. The
excited state energies are obtained via Koopman’s theorem, e.g. assuming no rearrangement, for electron addition we
have Eγ − EΦ = γ where γ is the HF eigenvalue .
We have three different bases in the setup with k2 conservation. There is the real space basis ψˆ
†
τsf (r), the bare
basis cˆ†kτas obtained from the CM, and the HF basis dˆ
†
k2ns
where the index n can mix different k1, τ, a. We assume
that the HF orbitals do not mix spins. The bases are related as follows
cˆ†kτas =
∑
f
∫
dr ψkτasf (r)ψˆ
†
τsf (r) (S27)
ψˆ†τsf (r) =
∑
ka
ψ∗kτasf (r)cˆ
†
kτas (S28)
dˆ†k2ns =
∑
k1τa
fn;k1τa(k2; s)cˆ
†
kτas (S29)
cˆ†kτas =
∑
n
f∗n;k1τa(k2; s)dˆ
†
k2ns
. (S30)
where ψkτasf (r) are the zero-substrate CM wavefunctions with the layer/sublattice f included as an index, and
fn;k1τa(k2; s) parameterizes the HF orbitals.
The matrix elements are then (where γ indicates the HF orbital in question, e.g. for electron addition |γ = (k2ns)〉 =
7dˆ†k2ns |Φ〉)
Me−,(k2ns)(r; τsf) = 〈Φ| dˆk2nsψˆ
†
τsf (r) |Φ〉 (S31)
=
∑
k′1τ ′a′
∑
k′′1 a′′
f∗n;k′1τ ′a′(k2; s)ψ
∗
(k′′1 k2)τa′′sf
(r)
[
δk′1k′′1 δττ ′δa′a′′ − Pk′′1 τa′′s;k′1τ ′a′s(k2)
]
(S32)
Mh+,(k2ns)(r; τsf) = 〈Φ| dˆ†k2nsψˆτsf (r) |Φ〉 (S33)
=
∑
k′1τ ′a′
∑
k′′1 a′′
fn;k′1τ ′a′(k2; s)ψ(k′′1 k2)τa′′sf (r)Pk′1τ ′a′s;k′′1 τa′′s(k2; s). (S34)
Order by Quenched Disorder and Valley Walls
A more exotic scenario pertains to the hitherto-neglected valley wall: in contrast to the other DWs, this hosts
counter-propagating modes protected against backscattering by U(1)v conservation. Microscopic U(1)v-breaking
terms (neglected at the level of approximation above) could open a gap at valley DWs, potentially making them
energetically competitive (since chiral DWs can never gap). Such ‘order from quenched disorder’ [12] would then
stabilize an orbital ferromagnetic, valley-disordered ground state with a macroscopically robust QAHE. Back-of-the-
envelope estimates suggest that such a scenario is unlikely in the present setting, but it may be relevant to other
moire´ systems; we flag this as an intriguing problem for the future.
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