, which demonstrates the superiority of the proposed method.
Introduction
Many deep learning based methods have achieved significant performance on object recognition tasks with abundant labeled data provided [13, 28, 9] . However, these methods generally perform unsatisfactorily if the labeled data is scarce. To reduce the dependency of data annotation, more researchers make efforts to develop powerful methods to learn new concepts from very few samples, which is socalled few-shot learning (FSL) [18, 5, 33] . In FSL, we aim to learn prior knowledge on base classes with large amounts of labeled data and utilize the knowledge to recognize novel classes with few labeled data. It is usually formed as N -way K-shot few-shot tasks where each task consists of N novel classes with K labeled samples per class (the support set) and some unlabeled samples (the query set) for test. Such sampled N -way K-shot tasks are called episodes in fewshot learning.
Few-shot learning methods can be split into two categories: metric learning based methods [33, 31, 32, 1] and gradient based methods [6, 16, 21, 29, 14] . Prototypical Networks (PN) [31] is a classical metric learning based method, which recognizes test samples by computing Euclidean distance to the class prototypes. It views the mean vector as the class prototype in the embedding space. The performance of PN is limited by the representation ability of the prototypes. In PN, the features learnt in the embedding space are not discriminative enough such that, the prototypes are not suitable enough to represent the classes. Furthermore, the prototypes computed in PN can not achieve the expected performance in few-shot learning. We argue that an expected prototype is supposed to have minimal distance with all samples of its class. However, especially in few-shot scenarios, the prototypes we get are biased against the expected prototypes.
In this paper, we target to find expected prototypes of the novel classes which have the maximum cosine similarity to all data points in the same class. A cosine similarity based prototypical network (CSPN) is used to learn discriminative features and compute the basic prototypes from the few samples. Furthermore, we propose a bias diminishing (BD) method for rectifying the basic prototypes so as to achieve the expected performance. In CSPN, we firstly train a feature extractor with a cosine similarity based classifier on the base classes. Cosine classifier has a strong ability to drive the feature extractor to learn discriminative features. It learns an embedding space where features of the same class cluster more tightly. At the inference stage, we use class means as the basic prototypes of the novel classes and compute cosine similarity of prototypes and samples for classification. Since the basic prototypes computed in CSPN are biased due to the data scarcity, we propose to diminish the intra-class bias and cross-class bias for prototype rectification. The intra-class bias refers to the distance between the expectedly unbiased prototype of a class and the prototype actually computed from the available data of a class. To reduce it, we adopt the pseudo-labeling strat- Figure 1 . Framework of our proposed method for prototype rectification. The cross-class bias diminishing module reduces the bias between the support set and the query set while the intra-class bias diminishing module reduces the bias between the actually computed prototypes and the expected prototypes. We aim to find more suitable class prototypes by diminishing the bias so as to achieve the expected accuracy.
egy to add unlabeled samples with high prediction confidence into the support set. Considering that some of the pseudo-labeled samples are possibly misclassified, we use the weighted sum as the modified prototypes instead of simple averaging. It avoids to bring larger bias when computing the prototypes. The cross-class bias refers to the distance between the representatives of the training and test datasets, which are commonly expressed by the mean vectors. We reduce it by importing a shifting item ξ. The framework of our bias diminishing method for prototype rectification is shown in Figure 1 .
In Section 3.4, we theoretically analyze the performance of the prototypical network by using cosine similarity as distance metric. It comes to a conclusion that the lower bound of the expected accuracy is positively correlated with the samples number. The analysis demonstrates that our method can achieve excellent performance by exploiting more samples for prototype rectification. We argue that our method is simpler but more efficient than many complicated few-shot learning methods. Our contributions are summarized as: 1) We propose a bias diminishing method which is utilized to reduce the intra-class bias and the cross-class bias for prototype rectification.
2) We theoretically analyze the impact of the bias diminishing method on the lower bound of the expected performance. Our proposed method can raise the lower bound thus, achieves the superior performance in fewshot scenarios.
3) We conduct extensive experiments on four popular few-shot benchmarks and achieve the state-of-the-art performance. The experiment results demonstrate that our proposed bias diminishing module can bring in significant improvement by a large margin.
Related Works
Few-Shot Learning Few-shot learning methods can be divided into two groups: gradient based methods and metric learning based methods. Gradient based methods focus on fast adapting model parameters to new tasks through gradient descent [2, 6, 16, 21, 29, 14] . Typical methods such as MAML [6] and Reptile [21] aim to learn a good way of parameter initialization that enables the model easy to fine-tune. In this section, we focus on metric learning based methods which are more closely to our approach. Metric learning based methods learn an informative metric to indicate the similarity relationship in the embedding space [33, 31, 32, 1] . Relation network [32] learns a distance metric to construct the relation of samples within an episode. The unlabeled samples thus can be classified according to the computed relation scores. Prototypical Networks (PN) [31] views the mean feature as the class prototype and assigns the points to the nearest class prototype based on Euclidean distance in the embedding space. It is indicated in [14] that PN shows limited performance in the high-dimensional embedding space. In some recent works, models trained with a cosine-similarity based classifier are more effective in learning discriminative features [8, 4] . In this paper, we use cosine classifier to learn a discriminative embedding space and compute the cosine distance to the class prototype (mean) for classification. The prototype computed in the discriminative feature space is more robust to represent a class.
According to the test way, FSL can be divided into two branches: inductive few-shot learning and transductive fewshot learning. The former predicts the test samples one by one while the latter predicts the test samples as a whole. Early proven in [10, 36] , transductive inference outperforms inductive inference especially when training data is scarce. Some literatures recently attack few-shot learning problem under the transductive setting. In [21] , the shared information between test samples via normalization is used to improve classification accuracy. Different from [21] , TPN [17] adopts transductive inference to alleviate low-data problem in few-shot learning. It constructs a graph using the union of the support set and the query set, where labels are propagated from support to query. Under transductive inference, the edge-labeling graph neural network (EGNN) proposed in [11] learns more accurate edge-labels through exploring the intra-cluster similarity and the inter-cluster dissimilarity. Our method takes the advantage of transductive inference that samples with higher prediction confidence can be obtained when the test samples are predicted as a whole.
Semi-Supervised Few-Shot Learning In semisupervised few-shot learning, an extra unlabeled set excluded in the support and query set is introduced to improve classification accuracy [30, 26, 15] . In [26] , the extended versions of Prototypical networks [31] are proposed to use the unlabeled data to create class prototypes by Soft k-Means. LST [15] employs pseudo-labeling strategy to the unlabeled set, then it re-trains and fine-tunes the base model based on the pseudo-labeled data. For recognizing the novel classes, it utilizes extra data dynamically sampled beyond the current episode. Strictly to say, it is not inferred under the semi-supervised FSL setting at test time. Different from these methods, the unlabeled data in our method comes from the query set and we requires no extra datasets besides the support and query set.
Methodology
In this paper, we firstly use cosine similarity based prototypical network (CSPN) to learn a discriminative feature space and get the basic prototypes of the novel classes. Then we propose a bias diminishing (BD) method for prototype rectification by which we target to diminish both the intra-class bias and the cross-class bias. Finally, we provide a theoretical analysis of the expected performance to show the rationale of our proposed method.
Denotation
At the training stage, a labeled dataset D of N base base classes is given to train the feature extractor F θ and the cosine classifier C w . At the inference stage, we aim to recognize N novel novel classes with K labeled images per class.
Episodic sampling is adopted to form such N -way K-shot tasks. Each episode consists of a support set S and a query set Q. In the support set, all samples are labeled and we use the extracted features X = F θ (x) to compute the prototypes P of novel classes. The samples in the query set are unlabeled for test.
Cosine Similarity Based Prototypical Network
We propose a metric learning based method: cosine similarity based prototypical network (CSPN) to compute basic prototypes of the novel classes. Training a good feature extractor that can extract discriminative features is of great importance. Thus, we firstly train a feature extractor F θ (·) with a cosine similarity based classifier C(·|W ) on the base classes. The cosine classifier C(·|W ) is:
where W is the learnable weight of the base classes and τ is a scalar parameter. We target to minimize the negative log-likelihood loss on the supervised classification task:
At the inference stage, retraining F θ (·) and classification weights on few data of the novel classes is likely to run into overfitting. To avoid it, we directly compute the prototypes of the novel classes. The prototype P n of a class is computed as:
where X is the normalized feature of support samples. Hence we get the basic prototypes of the novel classes by Eq. 3. The query samples can be classified by finding the nearest prototype based on cosine similarity.
Bias Diminishing for Prototype Rectification
In CSPN, we can obtain the basic prototypes by simply averaging the features of support samples. However, the prototypes computed in such low-data regimes are biased against the expected prototypes we want to find. To rectify the basic prototypes, we propose to diminish the intra-class bias and the cross-class bias as introduced in this section.
Intra-Class Bias of a class is defined by Eq. (4):
where p X ′ is the distribution of all samples of a class and p X is the distribution of the available labeled samples of a class. It is easy to observe the difference between the expectations of the two distributions. And the difference is more obvious in the low-data regime. Since the prototype is computed by feature averaging, the intra-class bias also can be understood as the difference of the expected prototype and the actually computed prototype of a class. The expected prototype is supposed to be represented by the mean feature of all samples in a class. In practice, only a part of samples are available for training which is to say that, it is almost impossible to get the expected prototype. In few-shot learning scenario, we merely have K samples per novel class. The available samples are far less than the expected all samples. From the limited samples, the actually computed prototypes are greatly biased.
To reduce the bias, we adopt the pseudo-labeling strategy to augment the support set, which assigns temporary labels to the unlabeled data according to their prediction confidence [15] . Pseudo-labeled samples can be augmented into the support set such that we can compute new prototypes in a 'higher-data' regime. We can simply select top Z confidently predicted query samples per class to augment the support set S with their pseudo labels. We use CSPN as the recognition model to get prediction scores. Then we have a augmented support set with confidently predicted query samples:
Since some pseudolabeled samples are likely to be misclassified, simple averaging with the same weights is possible to result in larger bias for prototype computation. To compute new prototypes in a more reasonable way, we use the weighted sum of X ′ as the rectified prototype. We note that X ′ refers to the feature of the sample in S ′ including both original support samples and pseudo-labeled query samples. The rectified prototype of a class is thus computed from the normalized features
where w i,n is the weight indicating the relation of the augmented support samples and the basic prototypes. The weight is computed by Eq. (6):
ε is a scalar parameter and P n is the basic prototype obtained in Section 3.2. It indicates that the new prototype computation is based on the cosine similarity between the samples and the basic prototypes. Samples with larger cosine similarity take up larger proportions in prototype rectification. Compared with the basic prototype P n , the rectified prototype P ′ n is more close to the expected prototype. Cross-Class Bias refers to the distance of mean vectors between the support and query datasets. It is derived from the domain adaptation problem where the mean value is used as a type of the first order statistic information to represent a dataset [34] . Minimizing the distance between different domains is a typical method of mitigating domain gaps. Since the support and query sets are assumed to be sampled in the same domain, the distance between them is the distribution bias rather than the domain gap. The crossclass bias B cross is formulated as:
where p S and p Q are distributions of the support set and the query set respectively. Notably, the support set S and the query set Q include N novel classes in Eq. 7. To diminish B cross , we can shift the query set towards the support set. In practice, we add a shifting item ξ to each normalized query data X q and ξ is defined as:
Theoretical Analysis
In this section, we explain why the prototypes in our method can achieve superior performance in few-shot learning. We derive the formulation of our expected performance in theory and point out what factors influence the final result. We use X to represent the feature of a class. For clear illustration, we give the prototype formulation we used in this section:
where T = K + Z, X ′ i ∈ S ′ and S ′ is a subset sampled from X. X is the normalized feature and P is the normalized prototype. For cosine similarity based prototypical network, an expected prototype should have the largest cosine similarity with all samples of its class. Our objective is to maximize the expected cosine similarity which is positively correlated with the classification accuracy. It is formulated as:
And we derive it as:
From previous works [22, 27] , we know that:
where A and B refer to random variables. In Eq. 12,
is the first order estimator of E[
A B ]. Thus, Eq. 11 is approximate to:
Based on Cauchy-Schwarz inequality, we have:
P and X are D-dimensional vectors which can be denoted
In our method, we assume that each dimension of a vector is independent from each other. Then, we can derive that:
Thus, the lower bound of the expected cosine similarity is formulated as:
Maximizing the expected accuracy is approximate to maximize its lower bound of the cosine similarity as shown in Eq. 16. It shows the impact of the sample number T on the prototypical network. The expected performance is positively correlated with T which is to say that, the lower bound can be raised by enlarging the value of T . In our intra-class bias diminishing method, more samples are utilized for prototype computation. As a result, the expected performance is improved. We use Eq. 5 to substitute Eq. 9 in practice since few samples in Eq. 5 are possible to be misclassified. The weights in Eq. 5 are set to avoid importing larger bias in prototype rectification.
Experiments

Datasets
The miniImageNet is initially proposed in [33] , which consists of 100 randomly chosen classes from ILSVRC-2012 [28] . Since the exact class splits are not released by [33] , we adopt another commonly used version proposed in [25] . The 100 classes are split into 64 training classes, 16 validation classes and 20 test classes. Each class contains 600 images of size 84 × 84.
The tieredImageNet [26] is also a derivative of ILSVRC-2012 [28] containing 34 high-level categories. These categories are split into 20/6/8 categories for training/validation/test. The splits include 351, 97, 160 lowlevel classes respectively with images of size 84 × 84.
The CIFAR-FS [3] is recently proposed which is derived from CIFAR-100 [12] containing all 100 classes of CIFAR-100. The 100 classes are randomly split into 64, 16, 20 classes for training, validation and test, by using the same criteria to which the miniImageNet has been created according. Each class consists of 600 images of size 32 × 32.
The FC100 [23] is a newly split dataset based on CIFAR-100 [12] for few-shot learning. It contains 20 high-level categories which are divided into 12, 4, 4 categories for training, validation and test. There are 60, 20, 20 low-level classes in the corresponding split containing 600 images of size 32 × 32 per class. Smaller image size makes it more challenging for few-shot learning.
Implementation details
We use WRN-28-10 [35] as the backbone and remove the last ReLU layer of the network. At the training stage, we train the base recognition model CSPN in the traditional supervised way and test the validation set in 5-way 5-shot way for model selection. The results reported in our experiments are collected by sampling 600 episodes with 95% confidence intervals. For both 5-way 1-shot and 5-way 5-shot test, each episode contains randomly selected 15 query data per class. We choose SGD as the optimizer with a momentum of 0.9 and a weight decay parameter of 0.0005. For all networks, the initial learning rate is 0.1. The maximum training epoch is set to 60 for miniImageNet and tieredImageNet and the learning rate is reduced after 10, 20, 40 epochs. As for CIFAR-FS and FC100, the max training epoch is 30 and the learning rate reduces after 5, 10, 20 epochs. At the training stage, we adopt horizontal flip and random crop for data augmentation of the two ImageNet derivatives and just use horizontal flip on the two CIFAR derivatives. In our experiments, the initial value of τ is set to 10 and the value of ε is fixed on 10. Table 1 shows the result comparison of 5-way tasks on miniImageNet and tieredImageNet. It is clear that we achieve the state-of-the-art performance on both 5-way 1-shot and 5-way 5-shot tasks in the two datasets. It can be seen that, CSPN provides a strong baseline which is competitive with previous methods. Although the cosinesimilarity based class prototype network is trained on the traditional supervised task (64-way) rather than few-shot recognition tasks (5-way), it is more effective to learn discriminative representations of few-shot classes compared with previous complicated methods [24, 29, 7] with the same backbone. Based on the strong baseline, our proposed bias diminishing (BD) module still improves it by a large margin which approximately increases 9% and 3% on 1-shot and 5-shot tasks accordingly. Note that LST [15] achieves a competitive performance especially on 1-shot tasks. It trains a model under the semi-supervised setting and, re-trains and fine-tunes the model on each novel task. At test time, it dynamically samples extra unlabeled data be- Table 2 . Average accuracy (%) comparison on CIFAR-FS and FC100. Results are collected from [14] .
Comprehensive Comparison
Methods
sides the current episode as auxiliary information. Different from LST [15] , our proposed method needs no additional re-training and fine-tuning at test time. We improve the performance in low-data regimes by diminishing the intra-class bias and the cross-class bias. BFSL [7] uses image rotation and relative patch location as supervisory signals at the training stage to boost the recognition performance. Differently, we do not perform auxiliary tasks during training but make use of the prediction confidence as side information during transductive inference. We argue that our bias diminishing method is efficient for prototype rectification. It generally promotes the performance by a large margin. Meanwhile, it strengths the model capacity during inference.
We further display the results comparison with prior approaches on recently proposed few-shot benchmarks CIFAR-FS and FC100 in Table 2 . Notably, we achieve the best performance in 1-shot scenarios and a superior result in 5-shot scenarios. The improvement brought by our bias diminishing method in FC100 is relatively lower than the improvements in other datasets. It is caused by the low accuracy of the basic recognition model CSPN. Since the prediction confidence provided by CSPN is the criteria for sample selection, low confidence indicates more misclassified samples in prototype computation.
Comparison with Prototypical Networks
We compare our method with Prototypical Networks (PN) [31] on miniImageNet and the results are displayed in Table 3 . Experiments are conducted on three widely used backbones. ConvNet-128 refers to a 4-module convolutional network with 128 filters per layer in the last module [8] . And ResNet-12 refers to a ResNet like network consisting of three residual blocks as described in [14] . It can be seen in Table 3 that our proposed method outperforms PN in all cases. With bigger backbone networks, our method 
Intra-Class Bias Diminishing
To illustrate the effectiveness of our proposed intra-class bias diminishing method, we display the 5-way classification accuracy in Figure 2 (a)-2(b). FC100 is a more challenging dataset compared with others and there exists an obvious gap between the accuracy of FC100 and the accuracy of other datasets. To better show the accuracy change with different Z pseudo-labeled samples, we just choose the accuracy of miniImageNet, tieredImageNet and CIFAR-FS for visualization. Figure 2(a)-2(b) show a coincident tendency that with larger Z, there is an obvious growth of classification accuracy in each dataset. In BD-CSPN, the support set is augmented based on the confidence of the query samples that are predicted by CSPN. As the baseline provided by CSPN is strong enough, shown in Table 3 , the top Z pseudo-labeled samples are confident enough to be treated as the support data. Hence, the augmented support set contains more labeled and effective samples to modify the original class prototypes. Our intra-class bias diminishing method efficiently exploits more samples for prototype computation such that, we improve the lower bound of the expected performance as formulated in Eq. 16. We use the validation set to determine the value of Z and set it to 8 for accuracy comparison in Table 1 and Table 2 .
As we know, the expected accuracy Acc(P, X) has a positive correlation with the expected cosine similarity. Then we derive the first-order estimation of Acc(P, X) from Eq. 16 which is formulated as:
where η is a coefficient and K + Z = T . λ and α are values correlated with the variance item and expectation item in Eq. 16. The theoretical value of λ and α can be approximately computed from the extracted features. Furthermore, we can compute the value of η by 1-shot and 5-shot accuracies of CSPN. Thus, the number Z is the only variable of Eq. 17. The theoretical curves are displayed as the dashed lines in Figure 2 (c) to show the impact of Z on classification accuracy. The dashed lines of theoretical lower bound of the expected accuracy have a consistent tendency with our experiment results in Figure 2 (a)-2(b). Since the cosine similarity is continuous and the accuracy is discrete, the accuracy stops increasing when the cosine similarity grows to a certain value. T-SNE Visualization We show t-SNE visualization of our intra-bias diminishing method in Figure 3 for intuitive Table 4 . Classification accuracy comparison with cross-class bias diminishing on four datasets. − indicates the accuracy without cross-bias diminishing and w/C indicates the accuracy with crossbias diminishing.
illustration. In Figure 3 , the basic prototype of each class is computed from the support set and the rectified prototype is computed from the augmented support set. For visualization in this section, the expected prototype refers to the first term in Eq. 4 which is represented by the average vector of all samples (both the support and query samples) of a class in an episode. Due to the limited labeled samples, there is a large bias between the basic prototype and the expected prototype. The bias can be reflected by the distance between the stars and the triangles. For example, we can see that the original prototype is far from the query samples in the class marked in purple. Through diminishing the intraclass bias, the rectified prototype distributes closer to the expected prototype. As shown in Figure 3 , the rhombuses move towards the triangles from the stars. Table 4 shows the accuracy comparison of the crossclass bias diminishing method on four datasets. It shows an overall performance improvement as a result of dimin- ishing the cross-class bias. Moving the whole query set towards the support set center by importing the shifting item ξ is an efficient approach to decrease the bias between the two datasets. For example, the accuracy increases 1.64% in 1-shot tieredImageNet.
Cross-Class Bias Diminishing
T-SNE Visualization
In few-shot learning, the support set includes samples far less than the query set in an episode, e.g. 5 support samples and 75 query samples in a 5-way 1-shot episode. There exists a large distance between the two means of the datasets. We aim to decrease the distance by shifting the query samples towards the center of the support set as shown in Figure 4 . Figure 4 depicts the spatial changing of the query samples before and after crossclass bias diminishing. The typical part is zoomed in for clear visualization, where the query samples with BD cross (marked in green) distribute more closely to the center of support set.
Conclusions
In our work, we propose the bias diminishing method for prototype rectification in few-shot learning. The prototypes are rectified by diminishing the intra-class bias and the cross-class bias. Our theoretical analysis shows that, the proposed bias diminishing method can raise the lower bound of the expected performance. Extensive experiments on four few-shot datasets demonstrate the superiority of our method. The proposed bias diminishing method makes significant improvements by a large margin (e.g. 8.47% in 1-shot miniImageNet and 9.54% in 1-shot tieredImageNet). In total, we achieve state-of-the-art performance in 6/8 cases on the four datasets. 
where y i,q is the predicted label and i is the true class label.
½(b)
is an indicator function. ½(b) = 1 if b is true and 0 otherwise. P i is the prototype of class i and X i,q is the q-th query sample of class i. Based on Eq. (19), the accuracy formulation can be further rewritten as:
where t i denotes the cosine similarity threshold of the ith class. Improving the accuracy is equal to maximize the cosine similarity Cos(·, ·).
As mentioned in the paper, there is a bias between the support and query set of a class i. We assume that the bias can be diminished by adding a shifting term ξ i to the query samples. Since the class labels are unknown, we approximately add the same term ξ to all query samples. The term ξ should meet the objective:
We assume that each sample X can be represented as X = P + ǫ. Eq. (21) can be further formalized as:
Cos(P i , P i + ǫ i,q + ξ)
To maximize the cosine similarity, we should minimize the following objective:
Thus, the term ξ is formulated as:
Eq. (25) is consistent with the 8-th equation in the paper. For cosine similarity computation, the shifting term is computed from the normalized samples as displayed in the paper.
