Abstract. In this paper we present new global convergence results on a long-step affine scaling algorithm obtained by means of the local Karmarkar potential functions. This development was triggered by Dikin's interesting result on the convergence of the dual estimates associated with a longstep affine scaling algorithm for homogeneous LP problems with unique optimal solutions. Without requiring any assumption on degeneracy, we show that moving a fixed proportion A up to two-thirds of the way to the boundary at each iteration ensures convergence of the iterates to an interior point of the optimal face as well as the dual estimates to the analytic center of the dual optimal face, where the asymptotic reduction rate of the value of the objective function is 1-A. We also give an example showing that this result is tight to obtain convergence of the dual estimates to the analytic center of the dual optimal face. 
526
TAKASHI TSUCHIYA AND MASAKAZU MURAMATSU is quite unsatisfactory from the viewpoint of practice. In fact, most of the efficient implementations adopt the long-step step-size choice procedure proposed by Vanderbei, Meketon, and Freedman [43] , which determines the next iterate at the point obtained by proceeding a (fixed) proportion A < 1 of the way to the boundary. Usually A is taken to be 0.9 0.99 and this is a step-size much greater than the theoretically best bound mentioned above.
The second problem concerns terminating the algorithm and recovering a dual optimal solution. In contrast to the primal-dual interior point algorithms [19] , [20] , [22] , [27] , [28] , the affine scaling algorithm generates sequence only in the space of the primal problem, and there is no dual feasible solution available during the iterations. This is a serious disadvantage of the algorithm, since without dual feasible solutions, it is very difficult to know whether the iterates come close to the optimal face to stop iterations. To remedy this drawback, we compute a quantity so called the dual estimate that satisfies only the linear equality constraints of the dual problem [4] , [8] , [43] , expecting its convergence to an optimal solution of the dual problem. If the convergence is confirmed theoretically under realistic assumptions from the viewpoint of implementation, we obtain meaningful (and hopefully, powerful) stopping criteria by computing the duality gap. To date, convergence of the dual estimate is only shown under nondegeneracy assumptions [4] , [8] , [43] , or, if we do not require any nondegeneracy assumption, for a short-step version [37] , [42] or for the continuous version [3] .
Thus, while most of the implementations use the long-step version of the algorithm, almost nothing is proved on this version without requiring nondegeneracy conditions.
In this paper we establish new convergence results on the long-step version of the affine scaling algorithm obtained by developing the approach taken in [37] - [39] , [42] . Specifically, we will show that, without requiring any nondegeneracy conditions, any step-size choice up to A 2/3 ensures global convergence of the iterates to an interior point of the optimal face as well as the dual estimates to the analytic center of the dual optimal face, while the asymptotic reduction rate of the value of objective function is 1/3 (in the case of A 2/3), not dependent on the dimension of the problem! These results seem to make it possible to overcome the two major difficulties in implementation discussed above by adopting the strategy choosing A 2/3 if the reduction of the objective function becomes small.
We also give an example to demonstrate that 2/3 is the largest step-size that ensures convergence of the dual estimate to the analytic center of the dual optimal face as long as we move with a fixed ratio towards the boundary at each iteration;
thus showing that our bound is tight. (See also Hall and Vanderbei [16] , who obtained a stronger result on the tightness of 2/3.) This development was triggered by the work of Dikin [10] , who proved convergence of the dual estimates when applying the algorithm to homogeneous linear programming (LP) problems with unique optimal solutions with A 1/2. Dikin obtained this result by analyzing the reduction of the Karmarkar potential functions associated with the LP problems, which is similar in spirit to our approach. In fact, after releasing the first version of this paper [41] , we received the paper by Dikin [9] , where he proved the global convergence of the primal iterates and the dual estimates with A 1/2. The proofs of Dikin and ours are similar as are the results. The major difference between the two is the inequalities to estimate the reduction of the local Karmarkar potential function.
Fairly speaking, the results obtained here are surprising to the authors, who did by (x), and define the "metric" matrix G(x) for the affine scaling algorithm as follows: 
It is easy to check that x(TM) is also an interior point of P if 0 <_ () < 1, so that the iteration can be continued recursively. Since G(x) is a positive definite matrix, the algorithm is a descendant method for ctx. If a([()]-lAtG(x())-lc) becomes zero or negative, then we stop the iteration, since this means that the problem does not have an optimal solution. To exclude this trivial case, we assume that a([(')]-IAtG(x())-lc) > 0 throughout the iterations.
The vector (1.4) 
satisfies the equality constraints of the dual problem of (D), and is referred to as the "dual estimate." The dual estimate plays a role similar to the shadow price in the simplex algorithm [32] . We expect that the quantity converges to an optimal solution of the dual problem. It is also worth noting that the pair (x(), ()) of the iterate and the dual estimate converges to a pair of optimal solutions of (D} and its dual problem satisfying a strict complementarity condition. Hence, the algorithm can be used to determine the optimal faces of (D) and its dual problem [12] , [25] .
The proof of Theorem 1.1 will be given in 4, and we will show in 5 that this bound is tight. Our result can be directly applied to show global convergence of the affine scaling algorithm for the standard form problems as well. A brief explanation for this is given in the Appendix of [39] .
We introduce some more notations related to polyhedra, together with a few specific concepts. See [32] 
We show that #() is bounded below by a positive constant. Since (r(.) <_ I1" Iio, we have (1.9) This is all what we need to apply Lemma 5.1 of [38] , from which the lemma immediately follows. D Thus, under the very weak condition, the sequence generated by (1.3) converges to an interior point of a dual degenerate face (or diverges with ctx() -c).
2. Asymptotic search direction of the aitine scaling algorithm. As we showed above, the limiting point of the iteration sequence of (1.3) lies in the interior of a dual degenerate face of 7 ). Hence in order to study properties of the limiting point, we need to obtain an asymptotic formula of the search direction when the sequence approaches an interior point of a dual degenerate face. In this section we derive an expression of the search direction in the space of the slack variables which is useful for this purpose. 
and a(x) [(x) ]y. We refer to A() as the displacement vector of the ane scaling algorithm in the space of the slack variables. Note that P(x) is a projection matrix.
Multiplying both sides of (2.1) by [()]-1, we have We may regard the matrices PER and QFF in (4.4) , (4.5) of [39] exactly as the same matrices as those appearing in (2.6) [5] , [13] , [35] , [36] , [45] . This is why analysis of the projective scaling algorithm comes in the analysis of the affine scaling algorithm, and is one of the key observations on which our analysis is based.
3. Basic lemmas. In this chapter we provide basic lemmas. In particular, the first lemma, which is an improvement of the result obtained by Dikin [10] , plays a very important role in the proof of the global convergence of the iterates (Theorem 4.8) and the dual estimates (Theorem 4.9). Then, Hk is bounded as follows over t0: (3.4) Hk(, X) <_ Tk(, ). Hk(/, )= k log(1-0ll-yll 2) E log(1-0,7,). 
we see that Hk is bounded above by (3.14) k Hk(, X) k log(1 Ollll ) 
by using a() >_ l/k, which completes the proof.
[
The function Hk was introduced independently by Dikin and 
is a solution of the equality (3.20) A) c,
where E E(Jz).
Proof. It is enough to show AERIE C. This is equivalent to
which holds obviously because of the definition of PEE.
The third lemma is a characterization of the analytic center of the optimal face of the dual problem of (D) used in the proof of Theorem 4.9. LEMMA 3.3. If (D) has an optimal solution, the analytic center of the optimal face of the dual problem to (D) is the unique solution y* of the following system of equations: (3.22) [yE(,)]-ll / A(8)u 0, AE(S)yE(S) C, yE(S) O, 534 TAKASHI TSUCHIYA AND MASAKAZU MURAMATSU where ,.q is the optimal face of (D>.
Proof. Due to the strict complementarity, the optimal face of the dual problem to <D> is written explicitly as follows:
The analytic center of (3.23 ) is defined as the unique optimal solution for the following strictly convex optimization problem: (3.24) min log yi subject to AEYE --C, y >_ O.
iEE (8) The system of (3.22) is obtained immediately from the Karush-Kuhn-Tucker condition for the optimal solution for this problem.
[ [39] and was used to prove global convergence of a short-step version in [38] plays an important role in the proof of the main theorems. In this subsection we briefly outline how this function is used in the proof. The definition of the local Karmarkar potential function associated with the dual degenerate face A' is given by (4.1) fx(x) IE(A)I log(ctx c) log 5(x). (4.30) (P(')('))Ec(X) E E'E(X)" (4.43) follows from (4.45) and (4.47) immediately, completing the proof of (4.38) .
I(P()())E(X)--'EE'E < M2(ctx
The relation (4.39) follows in a similar manner, by taking note of (4.32) 
where M10 > 0 is an appropriate constant.
By using the inequality above, the value of the local Karmarkar potential function at the pth iteration is bounded below and above as follows for sufficiently large w It remains to show the last inequality in (4.49) . By using Lemmas 4.3 and 4.4, we see that
for sufficiently large . Together with (4.14), we see that (4.54) (0") (-) 
then we can apply the inequality (3.4) 
which, together with Lemmas 3.1 and 4.6, implies (4.60 THEOREM 4.8. Let {x(U)} be the sequence generated by the iteration (1.3) of the affine scaling algorithm with the step-size satisfying (1.5 As was mentioned in (4.5) , (1) (4.24) EEt"E this implies convergence of (P()(U))E(S) to 1/[E(8) Step 2. () converges to the analytic center of the optimal face of the dual problem.
Proof of Step 2. Due to Lemma 2.1, (4.9) , (4.72) , and lim_, (E > 0, we see () that UEc(,V) converges to zero with an order of (ctx() -c) 2. We analyze the behavior (v) of UE (8) is the unique solution of (3.22 Note that p(r) is a strictly monotone decreasing function in [0, 1] , and p(r) p(1/r).
Thus the dual estimate is identical on two rays symmetric with respect to the central trajectory. If r 1, then we have p(r) 1/3, and with this value, (5.5) gives the analytic center of the feasible region of (5.2 The right-hand side function is strictly monotone decreasing between 0 and 1, which takes A 1 at r 0 and A 2/3 at r 1. Hence for each value of I > A > 2/3, there exists a unique solution 0 < r(A) < 1 of (5.11). Thus, given 1 > A > 2/3, if we start from a point on the ray determined by r(k), the generated iterates exist just only on one of the two rays determined by r(A) and its reciprocal which are symmetric with respect to the central trajectory. The sequence has the two directions of approach to the optimal solution. Then, what is going on in the dual estimates?
Due to the properties of the dual estimates observed in the remark following (5.6), the dual estimate on the two rays coincides, but is not the analytic center of the dual optimal solution.
Thus, we showed that given any k > 2/3, there is an initial point where the dual estimate cannot converge to the analytic center of the dual optimal face. 6 . Concluding remarks. Now the theory allows A() 2/3 to ensure global convergence of the primal-dual iterates, but one may still feel that there remains a gap to A() 0.9 0.99 that is often adopted in efficient implementations. A conventional strategy to fill this gap is to use A() 0.99, say, as a default step-size and switch to A() 2/3 only if the reduction of the value of the objective function becomes smaller than a tolerance given in advance. The global convergence of the primal iterates and the dual estimates is also ensured with this procedure as well.
In any case, we have to reduce the step-size to about 2/3 in the final stage of the iterations, but this should not be taken badly when we recall that we can obtain the dual optimal solution at this cost, still ensuring the asymptotic reduction rate of the objective function 1/3. The efficiency of the strategy proposed here deserves further investigation by extensive numerical experiments.
GLOBAL CONVERGENCE OF A LONG-STEP AFFINE SCALING ALGORITHM 549 We make some comments on the convergence of the dual estimates. Here we showed by the example that the step-size 2/3 is the largest fixed ratio step-size that ensures "convergence of the dual sequence to the analytic center of the dual optimal face."
The example shows that the direction of approach to the optimal does not converge any more if we adopt a fixed ratio greater than 2/3. On the other hand, we know that accumulation points of the dual estimate are determined by the accumulation points of the direction of approach. Hence it looks likely that "the step-size 2/3 is the longest fixed ratio step-size that ensures convergence of the sequence of the dual estimates to one point, i.e., convergence of the pair of the primal iterates and the dual estimates to one point on the primal-dual optimal face." In fact, this conjecture was shown to be true by Hall and Vanderbei [16] , who were inspired by the talk given by Tsuchiya at AT&=T [40] . Notes added in revision. (1) This is a revised version of the paper [41] where we proved global convergence of the long-step affine scaling algorithm with A < 2/3.
In the first revision in September 1992, we extended the major results to the case of A 2/3 (we find that the proof substantially holds also in this case), and point out that this is the largest step-size that ensures convergence of the dual estimates to the analytic center of the dual optimal face, as long as one moves with a fixed ratio towards the boundary. (2) Unfortunately, this paper refers some results from [38] and [39] and is not self-contained. We recommend [29] and [31] for self-contained elucidative papers that duplicate the results of this paper.
