We introduce a regularization and blocking estimator for well-conditioned high-dimensional daily covariances using high-frequency data. Using the Barndorff-Nielsen, Hansen, Lunde, and Shephard (2008a) kernel estimator, we estimate the covariance matrix block-wise and regularize it. A data-driven grouping of assets of similar trading frequency ensures the reduction of data loss due to refresh time sampling. In an extensive simulation study mimicking the empirical features of the S&P 1500 universe we show that the 'RnB' estimator yields efficiency gains and outperforms competing kernel estimators for varying liquidity settings, noise-to-signal ratios, and dimensions. An empirical application of forecasting daily covariances of the S&P 500 index confirms the simulation results.
Introduction
Estimating asset return covariances is indispensable in many areas in financial practice, such as portfolio management, risk management and asset pricing, (e.g., Michaud, 1989; Duffie and Pan, 1997; Chan, Karceski, and Lakonishok, 1999; Jagannathan and Ma, 2003) . The dimension of the underlying return process is often vast and spans a comprehensive universe of assets, such as that of the S&P 500 index. Producing precise covariance estimates in high dimensions is a substantial challenge: as the number of dimensions increases, an ever increasing horizon is needed to merely ensure positive definiteness of the sample covariance matrix. Since in many applications not only covariances but also the inverses thereof are required, positive definiteness (and well-conditioning) of covariance estimates are necessary properties. Furthermore, Jagannathan and Ma (2003) and Ledoit and Wolf (2003) , using daily data, show that conditioning the covariance estimate does also translate into better out-of-sample portfolio risk management for monthly investment horizons. However, today's practitioners often need to manage their risk over much shorter time horizons. Risk measures are required to accurately reflect the risk of trading portfolios over typically a day. The availability of high-frequency asset price data opens up alternative ways of efficiently estimating short-term high-dimensional covariances.
In this paper, a vast-dimensional covariance estimator is constructed using high-frequency data in a manner which addresses market microstructure noise and asynchronous trading effects while preserving consistency, positive definiteness as well as well-conditioning of the covariance matrix. The fundamental idea is to construct one large covariance matrix from a series of smaller covariance matrices, each based on a different sampling time frequency. Grouping together assets trading at similar frequencies offers efficiency gains with respect to data synchronization. In a second step, the resulting covariance estimate is regularized to ensure a positive definite and well-conditioned matrix. The performance of the resulting regularization and blocking -henceforth "RnB" -estimator is examined within a data-driven simulation setting mimicking the market microstructure and liquidity features of the constituents of the S&P 1500 in 2008. Within this environment, variations in dimension of the covariance matrix, market microstructure effects, and liquidity characteristics are considered. It turns out that the RnB estimator reduces estimation error in every scenario considered. Finally, an empirical application to the forecasting of S&P 500 portfolio volatility illustrates the superior performance of the RnB estimator.
There exists a large body of literature pertaining to realized covariance estimation. The foundations of high frequency covariance estimation are developed in Andersen, Bollerslev, Diebold, and Labys (2001) , Andersen, Bollerslev, Diebold, and Labys (2003) and Barndorff-Nielsen and Shephard (2004) . The realized covariance estimator is defined as the cumulative sum of the cross-products of multivariate returns synchronized in calendar time (e.g., every 5 minutes). In addition to the induced efficiency loss due to sparse sampling this estimator becomes ill-conditioned (in the extreme case not positive definite) as the number of cross-sectional dimensions is high relative to the number of intra-day sampling intervals.
If on the other hand the sampling frequency is increased, covariance estimates are dominated by market microstructure effects such as bid-ask bounce, price discreteness, and non-synchroneity of price observations. In particular, sampling too frequently results in an over-estimation of the variance elements due to the accumulation of market microstructure noise (see for instance, Zhang, Mykland, and Ait-Sahalia (2005) , Hansen and Lunde (2006) , and Bandi and Russell (2006)) whereas the covariance elements are under-estimated due to non-synchronous trading effects (Epps, 1979) .
A number of recent paper have offered alternative covariance estimators that address the above mentioned complications. Hayashi and Yoshida (2005) introduced an estimator based on the cumulative sum of the cross-product of all fully and partially overlapping transaction returns. This estimator explicitly accounts for asynchroneity of the processes and can be free of any biases. Bandi, Russell, and Zhu (2008) , Griffin and Oomen (2009) , Martens (2006 ), Sheppard (2006 , and Voev and Lunde (2007) study numerous alternative estimators in a bi-variate setting via optimal sampling or lead-lag estimation to obtain substantial efficiency gains. Most recently, Barndorff-Nielsen, Hansen, Lunde, and Shephard (2008a, hereafter BNHLS) introduce a multivariate realized kernel (RK) estimator which is shown to be consistent in the presence of market microstructure noise and is guaranteed to be positive semi-definite. The RK estimator is a HAC-type estimator composed of a kernel-weighted sum of autocovariance matrices. The choice of kernel ensures the positive semidefiniteness of the resulting estimate. A drawback is that synchronization is achieved by "refresh time sampling" (RTS), i.e., the cross-section of asset returns is sampled whenever all assets have been traded. RTS implies a considerable loss of information if both the cross-sectional dimension and the cross-sectional variation in asset observation frequencies are high.
Having identified observation synchronization and data preservation as essential components of efficient high-dimensional covariance estimation, the main contribution of this paper is to construct a covariance matrix from a series of sub-sets (blocks) of the matrix. The blocks are composed of asset clusters chosen in a data-driven way minimizing the crosssectional variation of observation frequencies within each cluster. This leads to blocks of assets implying different RTS time scales. Applying the BNHLS RK estimator to individual blocks retains a greater amount of data post-synchronization and increases the precision of the corresponding estimates compared to an 'all-in-one approach'. However, while the individual covariance blocks are positive semi-definite, the whole covariance matrix does not necessarily fulfill this requirement. Thus, a second stage regularization technique is employed drawing upon results from random matrix theory to generate a positive definite and well conditioned matrix. In the proposed procedure, the number of blocks controls the trade-off between using more data in the first stage but requiring more 'regularization' in the second stage.
To evaluate the performance of the proposed RnB estimator, an extensive simulation study is conducted closely mimicking the empirical features of the S&P 1500 index. In this context market microstructure noise effects as well as observation frequencies are calibrated with respect to the cross-section of the complete S&P1500 universe. The simulation study examines the effects of (i) blocking and regularization, (ii) the number of clusters and (iii) cluster size determination based on different observation distributions and magnitudes of market microstructure noise. It is shown that blocking universally reduces the estimation error with the greatest gain achieved in settings where the cross-sectional variation in observation frequency is large. Moreover, clustering assets into a moderate number of groups isolates illiquid assets from liquid assets and results in improved estimation via blocking. Estimation errors can be further reduced by a data-driven choice of the cluster sizes. Finally, the RnB estimator is applied to estimate daily covariances of the S&P 500 index from January 2007 to April 2009. In a Mincer and Zarnowitz (1969) style forecasting regression the estimator's performance is evaluated with respect to predicting the absolute returns of randomized portfolios. It is shown that the new estimator significantly outperforms competing covariance estimators.
The remainder of the paper is organized as follows: In Section 2, the underlying theoretical setting is presented.
Section 3 introduces the used blocking and regularization techniques, whereas Section 4 illustrates the simulation setup.
In Section 5, empirical results and corresponding discussions are given. Finally, Section 6 concludes.
Background

Notation and underlying assumptions
Consider a p-dimensional log price process X = (X (1) , X (2) , . . . , X (p) ) , which is observed over the interval [0, T ] . For ease of exposition we set T = 1 throughout the remainder of this paper. The observation times for the i − th asset are written as t
2 , . . ., and are assumed to be strictly increasing. Hence, the realizations of X (i) at the observation times are given by X (i) (t (i) j ), for j = 1, 2, . . . , N (i) , and i = 1, 2, . . . , p. The observed price process, X, is assumed to be driven by the efficient price process, Y , which is modeled as a Brownian semi-martingale defined as
where a is a predictable locally bounded drift process, σ is a càdlàg volatility matrix process, and W is a vector of independent Brownian motions. Market microstructure frictions are modeled through an additive noise component as:
where
j is covariance stationary and satisfies the following conditions:
with
The object of econometric interest in this study is the quadratic variation of
which is to be estimated from discretely sampled, non-synchronous, and noisy price observations.
The multivariate realized kernel estimator
The Multivariate Realized Kernel estimator of BNHLS is the first to simultaneously addresses market microstructure effects and asynchronous price observations while guaranteeing consistency and positive semi-definiteness. RK estimation is a two part process. As in Harris, McInish, Shoesmith, and Wood (1995) , the observations are synchronized via refresh time sampling (RTS) as illustrated in Figure 1 . Refresh times are defined as the time it takes for all the assets in a set to trade or refresh posted prices. Once all the assets have traded, the most recent new price is used to form the RTS time scale. More formally, the first refresh time sampling point is defined as RF T 1 = max(t
1 ) and
Refresh time synchronization allows us to define high frequency vector returns as x j = X RF T j − X RF T j−1 , where j = 1, 2, . . . , n, and n is the number of refresh time observations.
The multivariate realized kernel is defined as
where k(x) is a weight function of the Parzen kernel, and Γ h is a matrix of autocovariances given by The bandwidth parameter H is optimized with respect to the mean squared error criterion by setting H = c * ξ 4/5 n 3/5 , where c * = 3.5134, ξ 2 = ω 2 / √ IQ denotes the noise-to-signal ratio, ω 2 is a measure of microstructure noise variance, and IQ is the integrated quarticity as defined in Barndorff-Nielsen and Shephard (2002) . The bandwidth parameter H is computed for each individual asset and then a global bandwidth is selected for the entire set of assets considered. In this study the global bandwidth is set as the mean of the bandwidths for the assets within the corresponding block. The fact that a global bandwidth may be sub-optimal for a very diverse set of bandwidths is another motivation for grouping similar assets together. For a more detailed discussion of bandwidth selection, see the web appendix of BNHLS.
The RK estimator is related to the heteroskedasticity and autocorrelation consistent (HAC) covariance estimators of Newey and West (1987) and Andrews (1991) . Similar to the optimal sampling frequencies derived in Zhang et al. (2005) and Bandi and Russell (2006) , the bandwidth parameter is a function of the noise-to-signal ratio. This draws upon the properties of lead-lag estimators, which help filtering out distortions due to market microstructure effects. As noise increases relative to the signal, the bandwidth is increased and more lags of the autocovariance are considered. In the absence of noise there are no autocovariance lags in the estimator and hence it defaults to the realized covariance estimator. A drawback of the kernel structure is that it converges at a rate of n 1/5 , which is slower than the optimal rate of n 1/4 for realized covariance estimators (see Gloter and Jacod, 2001; Kinnebrock and Podolskij, 2008) .
3 The RnB estimator
Motivation
As illustrated in Figure 1 , RTS may make inefficient use of data. In high dimensional covariance estimation, this contributes to the so called 'curse of dimensionality' problem where the number of observations is not much greater than the number of dimensions. To illustrate this point consider a universe of p assets, each independently traded with equal
1 , ..., t
1 )] as the expected maximum waiting time for all assets to have traded at least once. Then, using the fact that Pr[max(t
and can be approximated by M (p) 1 β log (0.9 + 1.8p) . Thus, the implied data loss fraction of the RTS scheme is
The solid line in Panel A of Figure 2 plots the relationship between L(p) and p, implying, e.g., data losses of 33%, 66%, and 81% for p = 2, 10, 100, respectively. We should emphasize that this is a conservative illustration: the data loss with unequal arrival rates is substantially higher as the sampling points are determined by the slowest trading asset. Consider for instance a scenario where p 1 assets have an arrival rate of β 1 and p 2 assets have an arrival rate β 2 , with β 1 = β 2 . The expected maximum waiting time for all assets to have traded at least once can be derived from
The dashed gray line in Figure 2 Panel A represents the data loss for the most active asset in the scenario where p 1 = p 2 and β 2 = 5β 1 . It is shown that variation in arrival rates further increases the implied data loss.
Blocking strategy
The blocking strategy starts by ordering the assets in the covariance matrix according to observation frequencies, with the most liquid asset in the top left corner and the least liquid asset in the bottom right corner. This initial step ensures that subsequent blocks will group together assets with similar arrival rates. Each block is itself a covariance matrix. implies estimating the multivariate RK for the entire set of assets. This serves as a baseline covariance estimate for the BLOCK estimator. In the next step, the covariances of the six least liquid assets are replaced by the kernel estimate of block 2. Similarly, the covariances of the six most liquid assets are replaced by estimates of block 3. Finally, estimates for blocks 4, 5, and 6, composing of the three slowest assets, three middle assets, and three fastest assets, respectively, replace the corresponding elements in the BLOCK estimator. In the end, the farthest off-diagonal blocks (1) are from the original 9-asset realized kernel, the middle off-diagonal blocks (2) and (3) stem from the 6-asset realized kernels, and the diagonal blocks (4), (5), and (6) are from the corresponding 3-asset RKs.
Grouping assets according to their trading frequency directly addresses the data reduction problem. Hence, the elements in the diagonal blocks of this estimator are more precisely estimated than the original RK. The off-diagonal blocks are no worse in terms of RTS than the original RK. The precision gains are driven by the fact that this multi-time-scale design substantially increases the effective number of observations used without imposing any additional structure on the covariance estimate.
As a result, each resulting block has an individual RTS time scale, allowing for liquid sets to include more observations than before. Referring back to the above illustration, the data loss fraction in case of
Figure 2 Panel B shows that blocking yields significant efficiency gains, e.g., with p = 100 and K = 10, the data loss is 66% instead of 81% without blocking. Moreover, the data loss decreases as the number of clusters increases. The first derivative of the data loss function with respect to the number of clusters suggests that the greatest gains in data loss improvement are accomplished with a relatively modest number of clusters, e.g., 4 or 5. Finally, the impact of blocking is even greater in the presence of unequal arrival rates. By separating the illiquid and liquid assets into two clusters, the maximum data loss moves to the lower data loss curve of equal arrival rates.
Our approach is fundamentally different from other covariance "blocking" estimators, as our strategy is due to observation frequency and is exclusively focused on estimation efficiency. Bonato, Caporin, and Ranaldo (2008) and Disatnik (2009) use blocks to group assets with high dependence together according to predetermined economic criteria (i.e., industry or market capitalization). In contrast to our approach, both of these methods by no means guarantee efficient use of data.
Regularization
While our proposed BLOCK estimator improves estimation precision it is done at the expense of positive semi-definiteness.
This necessitates the consideration of regularization techniques which yield positive definite and well-conditioned covariance estimates. Regularization procedures help form meaningful approximate solutions of ill-conditioned or singular covariance matrices, see Neumaier (1998) for a discussion of regularization. Ill-conditioned matrices are characterized by eigenvalues vanishing to zero, behave similar to numerically singular matrices and result in unstable matrix inversions.
Hence, our regularization objective is two-fold. First, covariance matrices must be non-singular, and, second, ensure that these are numerically stable. There are many regularization techniques that can be applied to covariance estimates (see Ledoit and Wolf (2004) , Qi and Sun (2006) or Bickel and Levina (2008) ). In this study we employ "Eigenvalue Cleaning", a regularization technique introduced by Laloux, Cizeau, Bouchaud, and Potters (1999) , and further developed in Tola, Lillo, Gallegati, and Mantegna (2008) . Applications of Random Matrix Theory have emerged as a common regularization technique for high dimensional realized covariance matrices (see also Onatski (2009), Wang and Zou (2009) , and
Zumbach (2009)).
Eigenvalue cleaning draws upon Random Matrix Theory to determine the distribution of eigenvalues as a function of the ratio of N observations relative to p dimensions q = N/p. The regularization focus is on the correlation matrix R with spectral decomposition R = QΛQ , where Q is the matrix of eigenvectors and Λ = diag(λ 1 , . . . , λ p ) is the diagonal matrix of eigenvalues. Under the null hypothesis of independent assets, the correlation matrix R is the identity matrix.
Under this hypothesis, the distribution of eigenvalues is given by the Marchenko Pastur distribution with maximum eigenvalue given by λ max = σ 2 (1 + 1 q + 2 1 q ), where σ 2 is the variance of the entire portfolio equal to one in case of a correlation matrix.
The principle of eigenvalue cleaning is to compare the empirical eigenvalues with those arising under the null hypothesis of independent assets and to identify those eigenvalues which deviate from those driven by noise. Suppose the largest estimated eigenvalueλ 1 clearly violates the "pure noise" hypothesis and can be seen as a "market signal". Removing this eigenvalue and recomputing σ 2 = 1 −λ 1 /p (and correspondingly λ max ) as the market neutral variance has the effect of "tightening" the Marchenko Pastur density and allowing for smaller signals to be better identified. Then, large positive eigenvalues greater than (the re-scaled) λ max are identified as further "signals". On the other hand, eigenvalues smaller than this threshold are identified as eigenvalues to be driven by noise and are transformed to take a value away from zero.
In particular,λ
where the parameter δ is chosen such that the trace of the correlation matrix is preserved. To ensure that the resulting matrix is positive definite the trace of the positive semi-definite projection of the correlation matrix is used. In particular,
Hence, δ is determined as the ratio of the trace of the positive semi-definite projection of the correlation matrix R + minus the sum of the estimated eigenvalues which exceed the Marchenko Pastur threshold over the number of dimensions that fail to exceed the threshold. This results in a matrixR = QΛQ , whereΛ = diag(λ i ). Finally, the RnB estimator is defined as the corresponding covariance constructed fromR.
The Marchenko Pastur density gives the limit of the largest eigenvalue, whereas the Tracy-Widom distribution, as discussed in Johnstone (2001) , gives the distribution of the largest eigenvalue as a function of number of dimensions and observations. The simpler threshold value obtained from the Marchenko Pastur distribution will overestimate the number of signals but is used for the following two reasons. First, recall that the objective of eigenvalue cleaning is to regularize vanishing eigenvalues, and not to fit a principal component model. Hence the focus is on addressing the bottom tail of the eigenvalue distribution. Second, a feature of the BLOCK estimator is that it has a different set of RTS observations for each block. The estimation error associated with approximating N may result in large modifications to the centering and scaling constants and render the formal hypothesis testing using the Tracy-Widom distributions problematic.
In applications one may conservatively set the number of observations used in the eigenvalue cleaning procedure to be equal to the minimum observation in any block of the multi-block estimator. Moreover, in the analysis that follows matrices are regularized only if they are either non positive-definite or ill-conditioned. A matrix is defined to be illconditioned as the condition number of the matrix,
, is greater than 10*p.
Monte carlo study
The objective of the simulations below is to examine the performance of the RnB estimator in the context of three challenges: (i) non-synchronous price observations, (ii) price distortions due to market microstructure effects, and (iii)
high dimensions relative to the number of observations. To evaluate the estimator in a realistic setting, the simulation study is designed in an empirically driven way mimicking the market microstructure effects and non-synchroneity of price observations of the S&P 1500 index. This setting allows us also to study the impact of the ratio of observations to dimensions by holding intra-day observations fixed and changing the ratio by expanding the number of dimensions towards a high-dimensional setting. This provides insight into the performance of the proposed estimator in realistic financial settings where the investment universe considered may easily be in the range of hundreds of assets.
Simulation design
The underlying efficient price process Y is a simple diffusion with a constant covariance, i.e.,
where Θ is the Cholesky factorization of the covariance matrix such that ΘΘ = Σ, and Z is a (p × 1) vector of independent standard Brownian motions. To simulate the process, we use an Euler discretization scheme with step size ∆ = 1/23400. The covariance structure is generated from an ad hoc statistical three-factor model that closely mimics the cross-sectional distribution of correlations for the S&P1500 universe. The results reported below are based on 1000 simulation replications.
Non-synchronous price observations and the accompanying Epps effect are major obstacles in covariance estimation.
The simulation is designed to include this feature by considering asset liquidity as a measure of the non-synchroneity of observations. Specifically, the asset liquidity represented by the number of trades per day is used as a proxy for observation frequency. By drawing annual average numbers of daily trades from the S&P 1500, three liquidity classes can be identified: the 500 most liquid assets ('Liquid 500'), the next 400 liquid assets ('Middle 400'), and the remaining assets ('Illiquid 600'). These categories are chosen to be liquidity counterparts to the large, mid, and small cap S&P 500, S&P 400 and S&P6 00 indices. Then, arrival times are modeled by uniformly sampling M (i) observations for asset i from Figure 4 illustrates the liquidity scenarios considered: (i) a liquid set of assets, where the number of observations is sampled from the Liquid 500, (ii) a heterogeneous (S&P 1500 mimicking) set of assets where the number of observations is sampled from the Illiquid 600, Middle 400, and Liquid 500, and (iii) an illiquid set of assets where the number of observations is sampled from the Illiquid 600.
To allow for market microstructure effects, additive noise is introduced to the simulated efficient price process for asset i at time j as:
j for j = 0, . . . , N , where the market microstructure effect for each asset i is given Note. Panels A, B, and C show the distribution of number of observations from the top 500 assets, the entire sample, and the bottom 600 assets of the S&P 1500 universe when ordered by number of observations. as
The choice of ω 2 (i) in the simulation is calibrated to the S&P 1500 universe to ensure a realistic setup. Table1 reports the percentiles of the noise ratio of Oomen (2006) where the underlying realized covariance estimator is synchronized via previous-tick interpolation and does not directly address the asynchroneity or data reduction issues.
Since the true underlying covariance matrix is known, the estimator's performance is assessed using three statistical criteria. First, the scaled Frobenius norm defined as
where A is the difference between the estimate and the parameter value. Scaling by the dimension size, p, allows for comparability as the number of assets increases. Second, the scaled Euclidean distance between two vectors,
is used to isolate between estimation errors stemming from covariance and variance elements. Finally, as the invertibility of the resulting estimates is of interest, the positive definiteness of a covariance estimate is determined by the smallest estimated eigenvalue being positive, i.e.,
Results
Simulation 1: market microstructure effects and liquidity
The first simulation exercise examines the impact of market microstructure effects under different distributions of liquidity.
Tables 2 and 3 report the scaled Frobenius norm of the covariance matrix (FRB) and inverse covariance matrix (INV)
estimates as well as the fraction of covariance estimates that are positive definite (PSD). The estimates considered are the multivariate realized kernel (RK), and the blocking estimator based on 4 clusters of equal size (BLOCK) together with regularized versions thereof using eigenvalue cleaning (henceforth RRK and RnB, respectively). All criteria are evaluated under varying noise levels, observation arrival structures, and dimension sizes.
size equality across clusters. Tables 2 and 3 show the results for p = 64 and p = 256, respectively, and four general findings emerge. First, estimation error increases with market microstructure effects. Holding observation frequency constant and increasing the noise level results in increased estimation errors. This feature is true for both error evaluation criteria FRB and INV.
Recalling that market microstructure effects are treated as noise, this is a fully anticipated outcome. Second, holding the noise level fixed and decreasing the observation frequency increases estimation error. Third, blocking reduces estimation error as well as positive definiteness. It is shown that for each noise and liquidity scenario the estimation error of the blocked estimator is smaller than that of the corresponding realized kernel. This result validates our expectations that grouping similar assets together into clusters reduces estimation error. However, this is accomplished at the cost of positive definiteness. Fourth, estimation precision gains realized due to blocking are preserved and sometimes even further improved after regularization. Table 3 shows that for higher dimensions the PSD statistic is virtually zero for all RK estimates in the heterogeneous and illiquid settings. The illiquid setting has only few observations and the heterogeneous setting suffers the greatest data reduction due to RTS. Although the RK estimator is positive semi-definite by construction, it does require at least p observations to maintain this property. The results suggest that at this dimension RTS results in fewer than p observations.
On the other hand, the BLOCK estimator is never positive definite at this dimension, whereas RnB is always positive definite by construction. The additional reduction between the unregularized and regularized statistics suggests that by imposing structure via regularization estimation error in high dimensional systems can be mitigated. The much larger difference in the INV statistic clearly shows the importance of blocking and regularization in estimating the inverse of high dimensional systems. Moreover, it is shown that regularization alone is not sufficient as blocking and regularization results in substantially less estimation error of the inverse than the corresponding regularized (but not blocked) RK estimator.
In summary, blocking universally reduces the estimation error relative to RK estimates, and the greatest improvement is achieved in the most heterogeneous observation setting resembling the characteristics of the S&P 1500 universe. 2
Simulation 2: number of asset clusters
The second simulation exercise examines the performance gains in the RnB estimator as the number of asset clusters increases. In this context, the simulation environment is set as p = 256, noise level γ 2 = 0.375, with heterogeneous 2 Robustness of the regularization procedure was evaluated with respect to different choices of number of observations used to determine the maximum eigenvalue threshold. The comparison between regularized RK and BLOCK estimators remains qualitatively the same. observation structure. Again, the asset clusters are restricted to being of equal size, but as the number of clusters increases, the size of individual clusters decreases. Note that the estimator with one cluster has only one RTS time scale and is equivalent to the RK estimator. In addition to the RnB estimator constructed with varying numbers of clusters, results are also reported for the Hayashi and Yoshida (HY) estimator which is treated as a baseline. The simulation design implies that the market microstructure effects are uncorrelated across assets. As a result, the HY estimator is sensitive to noise accumulation on the variance estimates, but not to noise accumulation on the covariance estimates. Therefore, estimation errors in the diagonal elements are distinguish from errors in the off-diagonal elements as well as in those of the entire matrix. Accordingly, the RK estimator offers a larger reduction in estimation error of the variance elements (DIA), but performs poorly for the off-diagonal elements (OFF). Second, by increasing the number of asset clusters in the BLOCK estimator the error in all reported statistics is reduced. Error reduction cannot just be attributed to decreasing the cluster (and by extension block) size, but rather it is due to the exclusion of less liquid assets. Hence, segregating illiquid assets from liquid assets is a substantial step in gaining estimation efficiency. Third, while there is swift error reduction for dividing one cluster into two and two into four, after four it slows down substantially. This suggests that the bulk of estimation gains can be achieved with a parsimonious model. Finally, it is shown that due to the error accumulation on the diagonal, the HY estimator is a poor estimator of the inverse. In contrast, the RnB estimator with only two asset clusters provides smaller estimation errors of the inverse than the HY estimator, and the improvement increases with additional clusters.
Panel D presents the corresponding results for the least liquid half of assets. A comparison against Panel B shows
that the estimation error is more than doubled for the illiquid set. Furthermore, the off-diagonal estimation error (OFF)
is relatively closer to the HY benchmark. It also turns out that blocking reduces error for liquid sub-matrices, but may increase error for illiquid matrices. The latter effect is mainly present in the switch from one to two asset blocks whereas a further increase of the number of blocks again reduces estimation errors. Hence, segregating illiquid assets from liquid ones yields improved estimators if the overall liquidity is high (as in Panel B or C ) but increases estimation errors if the overall liquidity is low (as in Panel D). According to our results this effect can only be attributed to the choice of the bandwidth.
Simulation 3: asset cluster size determination
While clustering offers a solution to the excessive data reduction problem, an additional question emerges in determining the sizes of clusters. Foreshadowed by the computational burden of the HY estimator, it is of practical need to develop an estimator which can be represented with a parsimonious number of clusters and by extension blocks. The performance of a data-driven cluster is examined where size is determined using a simple hierarchical clustering algorithm to identify groups of observations that are self-similar, but distinct from other groups. The K-means clustering algorithm according to MacQueen (1967) is one of the simplest and widely used methods of hierarchical agglomerative clustering. K-means clustering is a heuristic method that divides the whole set of objects based on attributes into a predefined number (K) of clusters. The classification is done by minimizing the sum of squares of distances between data and the corresponding cluster centroid. It is a two-step algorithm that alternates between assigning each observation to the cluster with the closest mean and updating the new means of the observations in the cluster. The algorithm is deemed to have converged when the assignments no longer change.
The third simulation examines cluster size determination using the K-means algorithm. We use the same simulation environment as in Simulation 2 with p = 256, noise level γ 2 = 0.375, and heterogeneous observation setting. The number of clusters is restricted to four, where the size of these clusters is data driven using K-means. Figure 5 shows the distribution of cluster sizes for K-means algorithm based on trade-to-trade durations. The clusters are ordered from most liquid to least liquid groups. Recalling that there were 64 assets in each equal-sized cluster, data-driven clustering results in the illiquid clusters becoming much smaller whereas the liquid clusters become much larger. In fact, the K-means algorithm classifies approximately more than half of the observations as being in a liquid group, and then further divides the remaining illiquid half into three sequentially smaller sets. 5 Empirical analysis
Data
The empirical analysis is based on mid-quotes from the NYSE's Trade and Quote (TAQ) database for the constituents of the S&P 500. 4 The S&P 500 includes large-cap, actively traded US equities, and is diverse with respect to variation are eliminated when the bid ask spread is greater that 1% of the current midquote and when the midquote price does not change. Finally, two additional filters are employed with both using a centered mean (excluding the observation under consideration) of 50 observations as a baseline. The first is a global filter deleting entries for which the mid-quote price deviates by more than 5 mean absolute deviations for the day. The second is a local filter deleting entries for which the mid-quote deviated by more than 5 mean absolute deviation of 50 observations (excluding the observation under 3 Note that we also analyzed clustering with respect to observation frequencies. It is shown that in this case K-means clustering does not reduce estimation error. Hence, observation asynchroneity is better understood in terms of waiting times. 4 The S&P 500 has a number of illiquid assets and has qualitatively similar market microstructure features as the S&P 1500 calibrated simulation and substantiates the study of the RnB estimator in this environment. Table 6 presents annualized summary statistics for daily log returns of the S&P 500 stocks over the sample period. In all panels, stock returns display excess kurtosis. A greater average kurtosis in the entire sample suggests the occurrence of a structural break between the pre and post-collapse intervals. Table 7 summaries the annualized covariance estimates of the S&P 500 stocks using the RK and RnB estimators for the entire sample. The RnB estimators is restricted to four equal-sized clusters. On average, the RnB estimators have confidence level and strongly reject the null hypothesis of zero autocorrelations up to lag 22, corresponding to about one month of trading days. Interestingly, Ljung-Box statistics are higher for RnB estimates than for RK estimates suggesting that the RnB estimator provides estimates with more persistent temporal dependence.
Summary statistics
Forecasting portfolio volatility
Following the procedure outlined in Briner and Connor (2008) , the forecast quality of estimates is evaluated according to the predictability of the future volatility of a (random) portfolio. Random portfolio w weights are drawn from a uniform distribution U (−1, 1) and scaled such that w = 1. The estimated portfolio volatility is σ w = (w Σw) 1/2 , where Σ is a covariance estimate. The realized portfolio volatility is computed from the daily absolute returns as σ w = |w r t |. Figure 6 reports the portfolio volatility of an equally weighted portfolio in Panel A, and the corresponding median (50%) and the 25% and 75% quantiles in Panel B. The randomized portfolios capture the salient feature of the summary statistics presented in Table 6 , namely higher market volatility following the collapse of Lehman Brothers.
5 Pre and post-collapse summary statistics are qualitatively the same and are not reported for the sake of space. Note. Portfolio volatilities, σw = |w rt|, are realized absolute daily returns. Panel A shows the equally weighted portfolio volatility annualized.
Panel B shows the median and quartiles of the randomly weighted portfolio volatility annualized.
Employing the Mincer and Zarnowitz (1969) framework, the forecast regression is specified as π/2 * |w r t | = α 0 + α 1 w Σ (1),t−1 w + α 2 w Σ (2),t−1 w + ε t .
This regresses a proxy for ex post volatility of a randomly weighted portfolio on an intercept and competing portfolio volatility forecasts. Table 8 shows the out-of-sample Mincer Zarnowitz forecast evaluation regression results. Newey and West (1987) robust t-statistics are reported, where the bandwidths are determined following the procedure outlined in Newey and West (1994) . The coefficient α 0 is a measure of forecast bias, whereas α 1 and α 2 are measures of forecast efficiency.
The performance of different versions of RnB are compared against the original RK estimator and a regularized version of the RK estimator (RRK) is included to assess the impact of regularization (without blocking). Panel A gives results of single forecasts with the null hypothesis, α 0 = 0 and α 1 = 1. It is shown that in terms of R 2 , the RnB forecasts are more accurate than the RK forecasts. The regression coefficients α 0 is statistically significant only for the RK estimators, indicating that RK forecasts are biased whereas RnB forecasts are unbiased. The regression coefficients β 1 are closer to 1 for RnB forecasts than for RK forecasts, demonstrating that RnB forecasts are also more efficient. Panel B gives results of encompassing forecasts with the null hypothesis, α 0 = 0 and α 1 + α 2 = 1. A forecast is encompassed when its coefficient is not statistically different than zero. It is shown that the RK forecasts are encompassed by the alternative as the coefficient α 2 is never statistically significant. This is consistent with Panel A and confirms that at this dimension RK is inferior to the RnB forecasts. π/2|w rt| = α0 + α1 w Σ (1),t−1 w + α2 w Σ (2),t−1 w + εt.
Random portfolios are generated from all available constituents of the S&P 500 from January 3, 2007
to April 1, 2009. Newey-West robust t-statistics are reported in parenthesis below.
Conclusions
This paper introduces a regularization and blocking (RnB) estimator for vast-dimensional covariance estimation. The estimator limits data loss due to asynchroneity by grouping assets together according to liquidity and estimating a series of covariance blocks using the Realized Kernel (RK) estimator introduced by Barndorff-Nielsen, Hansen, Lunde, and Shephard (2008a) . These blocks are combined to form a complete covariance matrix, which is then regularized using a procedure called eigenvalue cleaning, as introduced by Laloux, Cizeau, Bouchaud, and Potters (1999) , guaranteeing positive definite and well-conditioned covariance matrix estimates.
The performance of the RnB estimator is analyzed within an extensive simulation study designed to mimic the em-pirical features of the S&P 1500 universe. The RnB estimator shows significant gains compared to the Realized Kernel estimator, especially in settings with high dimensionality and heterogeneous observation frequencies of individual assets.
Moreover, most of the efficiency gains can be captured with a parsimonious number of clusters. Finally, switching from equal-sized to cluster sizes arising from K-means algorithm based on trade-to-trade durations yields further reduction of estimation errors. Applying the RnB estimator to (out-of-sample) forecasts of the volatility of portfolios composed of S&P 500 constituents shows significant performance gains over the Realized Kernel estimator and (a regularized version) of the Realized Covariance estimator.
The empirical results show that the new estimator is quite useful whenever high-dimensional covariances over short time horizons have to be estimated and forecast with preferably high precision. Given its computational tractability it might serve as a valuable tool in portfolio risk management applications.
