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The University of York and The University of Southampton
Stimulated by the Boston house price data, in this paper, we propose a
semiparametric spatial dynamic model, which extends the ordinary spatial au-
toregressive models to accommodate the effects of some covariates associated
with the house price. A profile likelihood based estimation procedure is pro-
posed. The asymptotic normality of the proposed estimators are derived. We
also investigate how to identify the parametric/nonparametric components in
the proposed semiparametric model. We show how many unknown parame-
ters an unknown bivariate function amounts to, and propose an AIC/BIC of
nonparametric version for model selection. Simulation studies are conducted
to examine the performance of the proposed methods. The simulation results
show our methods work very well. We finally apply the proposed methods to
analyze the Boston house price data, which leads to some interesting findings.
1. Introduction. The Boston house price data is frequently used in literature
to illustrate some new statistical methods. If we use yi to denote the median value
of owner-occupied homes at location si , a spatial autoregressive model for the data
would be
yi =
∑
j =i
wijyj + εi, i = 1, . . . , n,(1.1)
where wij is the impact of yj on yi . However, (1.1) is inadequate because it models
yi solely based on the median value prices, yj , for j = i. It is better to incorporate
the effects of some important covariates, such as the crime rate and accessibility to
radial highways, into the model. Let Xi , a p-dimensional vector, be the vector of
the covariates associated with yi . A reasonable model to fit the data would be
yi =
∑
j =i
wijyj +XTi β + εi, i = 1, . . . , n,(1.2)
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where wij and β are unknown. However, there are two problems with model (1.2):
first, there are too many unknown parameters; second, the model has not taken into
account the location effects of the impacts of the covariates—the impacts of some
covariates may vary over location. To control the number of unknown parameters
and take the location effects into account, we propose the following model to fit
the data:
yi = α
∑
j =i
wijyj +XTi β(si)+ εi, i = 1, . . . , n,(1.3)
where wij is a specified certain physical or economic distance, si is the location of
the ith observation, which is a two-dimensional vector, β(·)= (β1(·), . . . , βp(·))T,
εi , i = 1, . . . , n, are i.i.d., and followN(0, σ 2), {Xi, i = 1, . . . , n} is independent of
{εi, i = 1, . . . , n}. α, σ 2 and β(·) are unknown to be estimated. Model (1.3) is the
model this paper is going to address. From now on, yi is of course not necessarily
the house price, it is a generic response variable. We will also see that the normality
assumption imposed on εi is just for the description of the construction of the
proposed estimation procedure. It is not necessary for the asymptotic properties of
the proposed estimators.
In model (1.3), the spatial neighboring effect of yj , j = i, on yi is formulated
through αwij , where wij is a specified certain physical or economic distance, and
α is an unknown baseline of the spatial neighboring effect. Such method to define
spatial neighboring effect is common; see Ord [12], Anselin [1], Su and Jin [13].
If there is no any condition imposed on the spatial neighboring effects, and
the spatial neighboring effects are formulated as unknown wij , i = 1, . . . , n,
j = 1, . . . , i − 1, i + 1, . . . , n, we would have (n−1)n unknown wij ’s to estimate.
In which case, it would be impossible to have consistent estimators of wij ’s. How-
ever, if we impose some kind of sparsity on wij ’s, by penalized maximum likeli-
hood estimation, it is possible to construct consistent estimators of wij ’s. However,
that has gone beyond the scope of this paper although it is a promising research
project.
Model (1.3) is a useful extension of spatial autoregressive models (Gao et al. [6];
Kelejian and Prucha [8]; Ord [12]; Su and Jin [13]) and varying coefficient models
(Cheng et al. [2]; Fan and Zhang [4, 5]; Li and Zhang [10]; Sun et al. [15]; Zhang
et al. [19, 20]; Wang and Xia [17]; and Tao and Xia [16]). One characteristic of
model (1.3) is
E(εi |y1, . . . , yi−1, yi+1, . . . , yn) = 0
although E(εi)= 0, the standard least squares estimation will not work for (1.3).
In this paper, based on the local linear modeling and profile likelihood idea, we will
propose a local likelihood based estimation procedure for the unknown parameters
and functions in (1.3) and derive the asymptotic properties of the obtained estima-
tors.
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In reality, some components of β(·) in model (1.3) may be constant, and we do
not know which components are functional, which are constant. Methodologically
speaking, if mistakenly treating a constant component as functional, we would
pay a price on the variance side of the obtained estimator; on the other hand, if
mistakenly treating a functional component as constant, we would pay a price
on the bias side of the obtained estimator. The identification of constant/functional
components in β(·) is imperative. From practical point of view, the identification of
constant components is also of importance. For the data set we study in this paper,
β(·) can be interpreted as the vector of the impacts of the covariates concerned
on the house price. The identification will reveal which covariates have location
varying impacts on the house price, and which do not. This is apparently something
of great interest. In this paper, we will show how many unknown parameters an
unknown bivariate function amounts to, and propose an AIC/BIC of nonparametric
version to identify the constant components of β(·) in model (1.3).
The paper is organized as follows. We begin in Section 2 with a description
of the estimation procedure for the proposed model (1.3). In Section 3, we show
how many unknown parameters an unknown bivariate function amounts to, and
propose an AIC/BIC of nonparametric version for model selection. Asymptotic
properties of the proposed estimators are presented in Section 4. The performance
of the proposed methods, including both estimation and model selection methods,
is assessed by a simulation study in Section 5. In Section 6, we explore how the
covariates, which are commonly found to be associated with house price, affect
the median value of owner-occupied homes in Boston, and how the impacts of
these covariates change over location based on the proposed model and estimation
procedure.
Throughout this paper, 0k is a k-dimensional vector with each component be-
ing 0, Ik is an identity matrix of size k, U [0,1]2 is a two-dimensional uniform
distribution on [0,1] × [0,1].
2. Estimation procedure. Let wii = 0, W = (wij ), Y = (y1, . . . , yn)T, A =
In−αW and m = (XT1β(s1), . . . ,XTnβ(sn))T. By simple calculations, we have that
the conditional density function of Y given m is N(A−1m, (ATA)−1σ 2), which
leads to the following log likelihood function
−n
2
log(2π)− n log(σ )+ log(|A|)− 1
2σ 2
(AY −m)T(AY −m).(2.1)
Our estimation is profile likelihood based. We first construct the estimator
β˜(·;α) of β(·) pretending α is known, then let (αˆ, σˆ 2) maximize (2.1) with β(·)
being replaced by β˜(·;α). αˆ and σˆ 2 are our estimators of α and σ 2, respectively.
After the estimator of α is obtained, the estimator of β(·) is taken to be β˜(·;α)
with α and the bandwidth used being replaced by αˆ and a slightly larger band-
width, respectively. The details are as follows.
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For any s = (u, v)T, we denote (∂β(s)/∂u, ∂β(s)/∂v) by β˙(s), where
∂β(s)/∂u= (∂β1(s)/∂u, . . . , ∂βp(s)/∂u)T. We define ‖s‖ = (sTs)1/2.
For any given s, by the Taylor’s expansion, we have
β(si)≈ β(s)+ β˙(s)(si − s),
when si is in a small neighborhood of s, which leads to the following objective
function for estimating β(s):
n∑
i=1
(
y∗i −XTi a−XTi B(si − s)
)2
Kh
(‖si − s‖),(2.2)
where y∗i is the ith component of AY , Kh(·)=K(·/h)/h2, K(·) is a kernel func-
tion, and h is a bandwidth. Let (aˆ, B̂) minimise (2.2), the “estimator” β˜(s;α) of
β(s) is taken to be aˆ. By simple calculations, we have
β˜(s;α)= aˆ = (Ip,0p×2p)
(
X
T
WX
)−1
X
T
WAY,(2.3)
where 0p×q is a matrix of size p× q with each entry being 0, and
X =
(
X1 · · · Xn
X1 ⊗ (s1 − s) · · · Xn⊗ (sn − s)
)T
,
W = diag(Kh(‖s1 − s‖), . . . ,Kh(‖sn − s‖)).
Replacing β(si) in (2.1) by β˜(si;α) and ignoring the constant term, we have the
objective function for estimating α and σ 2
−n log(σ )+ log(|A|)− 1
2σ 2
(AY − m˜)T(AY − m˜),(2.4)
where m˜ is m with β(si) being replaced by β˜(si;α). Let αi , i = 1, . . . , n, be the
eigenvalues of W ,
σ˜ 2 = 1
n
(AY − m˜)T(AY − m˜)
and (αˆ, σˆ 2) maximize (2.4). Noticing that |A| =∏ni=1(1− ααi), by simple calcu-
lations, we have αˆ is the maximizer of
−n log(σ˜ )+
n∑
i=1
log
(|1− ααi |)(2.5)
and σˆ 2 is σ˜ 2 with α being replaced by αˆ.
Note that the maximization of (2.5) is not difficult because it is a one-
dimensional optimization problem, which can be solved using a grid point method.
The estimator βˆ(·) (= (βˆ1(·), . . . , βˆp(·))T) is β˜(·;α) with α being replaced by αˆ
and the bandwidth h by a slightly larger bandwidth h1. The reason for replacing
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the bandwidth h by a slightly larger number h1 is that the former bandwidth is
appropriate for the estimation of constant parameters, α and α2, and the latter is
more appropriate for the estimation of functional parameters. Also, the estimators
of constant parameters need a smaller bandwidth h in order to achieve the optimal
rate of convergence.
In reality, some components of β(·) may be constant. If a component of β(·) is
a constant, say β1(·)= β1, we use the average of βˆ1(si), i = 1, . . . , n, to estimate
the constant β1, that is,
βˆ1 =
1
n
n∑
i=1
βˆ1(si).
How to identify the constant components of β(·) will be addressed in the next
section.
3. Identification of constant components.
3.1. Criterion for identification. As we mentioned before, some components
of β(·) in model (1.3) may be constant in reality, and to identify such constant
components is of importance. In this paper, we appeal the AIC or BIC to identify
the constant components. The AIC for (1.3), in which some components of β(·)
may be constant, is defined as follows:
AIC = n log(σˆ )− log(|Â|)+ 1
2σˆ 2
(ÂY − mˆ)T(ÂY − mˆ)+K,(3.1)
where Â and mˆ are A and m with the unknown parameters and functions being re-
placed by their estimators, K is the number of unknown parameters in model (1.3).
The BIC can be defined in a similar way.
Because there are unknown functions in model (1.3), the first hurdle in the cal-
culation of AIC of model (1.3) is to find how many unknown constants an un-
known bivariate function amounts to. In the following, based on the residual sum
of squares of standard bivariate nonparametric regression model, we propose an ad
hoc way to solve this problem.
Suppose we have the following standard bivariate nonparametric regression
model:
ηi = g(si)+ ei, i = 1, . . . , n,(3.2)
where E(ei)= 0 and var(ei)= σ 2e . The residual sum of squares of (3.2) is
RSS =
n∑
i=1
{
ηi − gˆ(si)
}2
,
where gˆ(·) is the local linear estimator of g(·). On the other hand,
E
(
RSS/σ 2e
)= n− the number of unknown parameters in the regression function.
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So, the number T of unknown constants the unknown function g(·) amounts to
can be reasonably viewed as
T = n−E(RSS/σ 2e )= n− σ−2e E
[
n∑
i=1
{
ηi − gˆ(si)
}2]
.
To make T more convenient to use, we derive the asymptotic form of T . Let
Si =
⎛⎜⎜⎝
1 sT1 − sTi
...
...
1 sTn − sTi
⎞⎟⎟⎠ , η=
⎛⎜⎜⎝
η1
...
ηn
⎞⎟⎟⎠ , e =
⎛⎜⎜⎝
e1
...
en
⎞⎟⎟⎠
and
Wi = diag
(
Kh(u1 − ui)Kh(v1 − vi), . . . ,Kh(un − ui)Kh(vn − vi)
)
,
we have
gˆ(si)= (1,0,0)
(
STi WiSi
)−1STi Wiη.
By the standard argument in Fan and Gijbels [3] and Lemma 1 in Fan and
Zhang [4], we have
T = (2K2(0)− ν2∗)h−2 + o(h−2),
when h= o(n−1/6) and nh2 →∞, where ν∗ =
∫
K2(t) dt .
We conclude that an unknown bivariate function amounts to (2K2(0)− ν2∗)h−2
unknown constants. Based on this conclusion, if the number of constant compo-
nents in β(·) is q , the K in (3.1) will be q + (p− q)(2K2(0)− ν2∗)h−2.
To identify the constant components in β(·) in (1.3) is basically a model se-
lection problem. Theoretically speaking, we go for the model with the smallest
AIC (or BIC). However, in practice, it is almost computationally impossible to
compute the AICs for all possible models. We have to use some algorithm to re-
duce the computational burden. In the following, we are going to introduce two
algorithms for the model selection.
3.2. Computational algorithms. In this section, we use AIC as an example
to demonstrate the introduced algorithms. The model in which β(·) has its i1th,
i2th, . . . , ikth components being constant is denoted by {i1, . . . , ik}. When k = 0,
we define the model as the model in which all components of β(·) are functional,
and denote it by { }.
Backward elimination. The first algorithm we introduce is the backward elim-
ination. Details are as follows.
(1) We start with the full model, {1, . . . , p}, and compute its AIC by (3.1).
Denote the full model by Mp , its AIC by AICp .
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(2) For any integer k, suppose the current model is Mk = {i1, . . . , ik} with AIC
given by AICk . Take Mk−1 to be the model with the largest maximum of log
likelihood function among the models {i1, . . . , ij−1, ij+1, . . . , ik}, j = 1, . . . , k.
If AICk < AICk−1, the chosen model is Mk , and the model selection is ended;
otherwise, continue to compute Ml and AICl until either AICl < AICl−1 or l = 0.
Curvature-to-average ratio (CTAR) based method. A more aggressive way to
reduce the computational burden involved in the model selection procedure is
based on the ratio of the curvature of the estimated function to its average. Explic-
itly, we first treat all βj (·), j = 1, . . . , p, as functional. For each j , j = 1, . . . , p,
we compute the curvature-to-average ratio (CTAR) Rj of the estimated func-
tion βˆj (·):
Rj =
1
β¯2j
n∑
i=1
{
βˆj (si)− β¯j
}2
, β¯j =
1
n
n∑
i=1
βˆj (si), j = 1, . . . , p.
We sort Rj , j = 1, . . . , p, in an increasing order, say Ri1 ≤ · · · ≤ Rip , then com-
pute the AICs for the models {i1, . . . , ik} from k = 0 to the turning point k0 where
the AIC starts to increase. The chosen model is {i1, . . . , ik0}.
The algorithm based on the CTAR is much faster than the backward elimination
based algorithm, however, we find it less accurate although it still works reason-
ably well in our simulation studies. This is because the CTARs of all coefficients
are obtained in one go based on the model in which all coefficients are treated
as functional, and not updated. This will speed up the selection procedure; on the
other hand, the effect of randomness would be stronger than that in backward elim-
ination, which leads to a slightly larger possibility of picking up a wrong model.
4. Asymptotic properties. In this section, we are going to present the asymp-
totic properties of the proposed estimators. We will, in this section, only present
the asymptotic results, and leave the theoretical proofs in the Appendix.
Although we assume εi in (1.3) follows normal distribution in our model as-
sumption, we do not need this assumption when deriving the asymptotic properties
of the proposed estimators. So, in this section, we do not assume εi follows normal
distribution unless otherwise stated.
In this section, for wij in (1.3), we assume that there exists a sequence ρn > 0
such that wij = O(1/ρn) uniformly with respect to i, j and the matrices W and
A−1 are uniformly bounded in both row and column sums.
We now introduce some notations needed in the presentation of the asymptotic
properties of the proposed estimators: let μj =Eεj1 , j = 1, . . . ,4,
κ0 =
∫
R2
K
(‖s‖)ds,
κ2 =
∫
R2
[
(1,0)s
]2
K
(‖s‖)ds = ∫
R2
[
(0,1)s
]2
K
(‖s‖)ds,
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ν0 =
∫
R2
K2
(‖s‖)ds,
ν2 =
∫
R2
[
(1,0)s
]2
K2
(‖s‖)ds = ∫
R2
[
(0,1)s
]2
K2
(‖s‖)ds,
G= (gij )=WA−1,  =E
(
X1X
T
1
)
, Ŵ =EX1,
Z1(s)= lim
n→∞
1
n
n∑
i=1
giiβ(si)Kh
(‖si − s‖),
Z2(s)= lim
n→∞
1
n
n∑
i=1
n∑
j =i
gijβ(sj )Kh
(‖si − s‖),
Z(s)= Z1(s)+−1ŴŴTZ2(s),
Z = κ−10
(
f−1(s1)XT1Z(s1), . . . , f
−1(sn)XTnZ(sn)
)T
,
π1 = lim
n→∞
tr((G+GT)G)
n
, π2 = lim
n→∞
tr(G)
n
,
π3 = lim
n→∞
1
n
n∑
i=1
g2ii,
λ1 = lim
n→∞
1
n
E
[
(Gm−Z)T(Gm−Z)],
λ2 = lim
n→∞
1
n
E
[
(Gm−Z)TGc
]
, λ3 = lim
n→∞
1
n
E
[
(Gm−Z)T1n
]
,
where Gc = (g11, . . . , gnn)T and 1n is an n-dimensional vector with each compo-
nent being 1. Further, let
=
⎛⎜⎜⎝
1
σ 2
λ1 + π1
1
σ 2
π2
1
σ 2
π2
1
2σ 4
⎞⎟⎟⎠ ,
 =
⎛⎜⎜⎝
μ4 − 3σ 4
σ 4
π3 +
2μ3
σ 4
λ2
μ3
2σ 6
λ3 +
μ4 − 3σ 4
2σ 6
π2
μ3
2σ 6
λ3 +
μ4 − 3σ 4
2σ 6
π2
μ4 − 3σ 4
4σ 8
⎞⎟⎟⎠ ,
s = (u, v)T, βuu(s)=
(
∂2β1(s)
∂u2
, . . . ,
∂2βp(s)
∂u2
)T
,
βvv(s)=
(
∂2β1(s)
∂v2
, . . . ,
∂2βp(s)
∂v2
)T
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and
S =
⎛⎜⎜⎝
(
XT1 ,01×2p
)(
X T(1)W(1)X(1)
)−1
X T(1)W(1)
...(
XTn ,01×2p
)(
X T(n)W(n)X(n)
)−1
X T(n)W(n)
⎞⎟⎟⎠ ,
where X(i) and W(i) are X and W , respectively, with s being replaced by si ,
i = 1, . . . , n.
By some simple calculations, we can see the matrix  defined above is the limit
of the Fisher information matrix of α and σ 2. As the singularity of matrix  may
have serious implication on the convergence rate of the proposed estimators, we
present the asymptotic properties for the case where  is nonsingular and the case
where  is singular separately. We present the nonsingular case in Theorems 1–3,
and singular case in Theorems 4–7.
THEOREM 1. Under the conditions (1)–(7) or conditions (1)–(6), (7˜) and (8)
in Appendix,  is nonsingular, and when n1/2h2/ log2 n → ∞ and nh8 → 0,
αˆ and σˆ 2 are consistent estimators of α and σ 2, respectively.
Theorem 1 shows the conditions under which  is nonsingular and the consis-
tency of αˆ and σˆ 2 under such conditions. Based on Theorem 1, we can derive the
asymptotic normality of αˆ and σˆ 2.
THEOREM 2. Under the assumptions of Theorem 1, if the second partial
derivative of β(s) is Lipschitz continuous and nh6 → 0,
√
n
(
αˆ − α, σˆ 2 − σ 2)T D−→N(0,−1 +−1−1).
Further, if εi is normally distributed,
√
n
(
αˆ− α, σˆ 2 − σ 2)T D−→N(0,−1).
Theorem 2 implies that the convergence rate of αˆ is of order n−1/2 when  is
nonsingular, which is the optimal rate for parametric estimation. We will see, in
Theorem 5, this rate can not be achieved by αˆ when  is singular.
THEOREM 3. Under the assumptions of Theorem 1, if nh61 = O(1) and
h/h1 → 0, √
nh21f (s)
(
βˆ(s)− β(s)− 2−1κ−10 κ2h21
{
βuu(s)+ βvv(s)
})
D−→N(0, κ−20 ν0σ 2−1)
for any given s.
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Theorem 3 shows βˆ(·) is asymptotic normal and achieves the convergence rate
of order n−1/6, which is the optimal rate for bivariate nonparametric estimation.
We now turn to the case where  is singular.
THEOREM 4. Under the conditions (1)–(6) and (9) in the Appendix,  is sin-
gular, and if nh8 → 0, n1/2h2/ log2 n→∞, ρn →∞, ρnh4 → 0 and nh2/ρn →
∞, αˆ is a consistent estimator of α.
THEOREM 5. Under the assumptions of Theorem 4, if the second partial
derivative of β(s) is Lipschitz continuous and nh6 → 0,√
n/ρn(αˆ− α) D−→N
(
0, σ 2λ−14
)
,
where
λ4 = lim
n→∞
ρn
n
E
[
(Gm− SGm)T(Gm− SGm)].
Theorem 5 shows the convergence rate of αˆ is of order (n/ρn)−1/2 which is
slower than n−1/2 when ρn →∞. However, we will see, from Theorem 7, this has
no effect on the asymptotic properties of βˆ(·).
THEOREM 6. Under the assumptions of Theorem 5,
√
n
(
σˆ 2 − σ 2) D−→N(0,μ4 − σ 4).
Theorem 6 shows that although the asymptotic variance of σˆ 2 is different to that
when  is nonsingular, σˆ 2 still enjoys convergence rate of n−1/2.
THEOREM 7. Under the assumptions of Theorem 4, if nh61 = O(1) and
h/h1 → 0, √
nh21f (s)
(
βˆ(s)− β(s)− 2−1κ−10 κ2h21
{
βuu(s)+ βvv(s)
})
D−→N(0, κ−20 ν0σ 2−1)
for any given s.
From Theorems 3 and 7, we can see the singularity of  has no effect on the
asymptotic distribution of βˆ(·).
5. Simulation studies. In this section, we will use simulated examples to ex-
amine the performances of the proposed estimation and model selection procedure.
In all simulated examples and the real data analysis later on, we set wij to be
wij = exp
(−‖si − sj‖) /∑
k =i
exp
(−‖si − sk‖).(5.1)
We first examine the performance of the proposed estimation procedure, then
the model selection procedure.
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5.1. Performance of the estimation procedure.
EXAMPLE 1. In model (1.3), we set p = 3, σ 2 = 1,
α = 0.5, β1(s)= sin
(‖s‖2π), β2(s)= cos(‖s‖2π), β3(s)= e(‖s‖2)
and independently generateXi fromN(03, I3), si fromU [0,1]2, εi fromN(0, σ 2),
i = 1, . . . , n. yi , i = 1, . . . , n, are generated through model (1.3). We are going to
apply the proposed estimation method based on the generated (si,XTi , yi), i =
1, . . . , n, to estimate β1(·), β2(·), β3(·), α and σ 2, and examine the accuracy of the
proposed estimation procedure.
We use the Epanechnikov kernel K(t) = 0.75(1 − t2)+ as the kernel function
in the estimation procedure. The bandwidth used in the estimation is 0.4.
We use mean squared error (MSE) to assess the accuracy of an estimator of an
unknown constant parameter, mean integrated squared error (MISE) to assess the
accuracy of an estimator of an unknown function.
For each given sample size n, we do 200 simulations. We compute the MSEs
of the estimators of the unknown constants and the MISEs of the estimators of the
unknown functions for sample size n= 400, n= 500 and n= 600. The obtained
results are presented in Table 1. Table 1 shows the proposed estimation procedure
works very well. To have a more visible idea about the performance of the pro-
posed estimation procedure, we set sample size n= 500 and do 200 simulations.
We single out the one with median performance among the 200 simulations. The
estimate of α coming from this simulation is 0.407, the estimate of σ 2 is 0.976.
The estimated unknown functions from this simulation are presented in Figures 1,
2 and 3, and are superimposed with the true functions. All these show our estima-
tion procedure works very well.
5.2. Performance of the model selection procedure.
EXAMPLE 2. In model (1.3), we set p = 5, β1(·), β2(·) and β3(·) the same
as that in Example 1, β4(·) = sin2(‖s‖2π), β5(·) = β5 = 1. We generate Xi , si ,
εi , yi i = 1, . . . , n, in the same way as that in Example 1, except that Xi is from
TABLE 1
The MISEs and MSEs
βˆ1(·) βˆ2(·) βˆ3(·) αˆ σˆ 2
n= 400 0.0769 0.0642 0.0618 0.0128 0.0086
n= 500 0.0712 0.0573 0.0539 0.0093 0.0065
n= 600 0.0679 0.0498 0.0474 0.0076 0.0053
The column corresponding to the estimator of an unknown function is the MISEs of the estimator for
n= 400, n= 500 and n= 600, corresponding to the estimator of an unknown constant is the MSEs
of the estimator.
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FIG. 1. The estimated β1(s) superimposed with β1(s).
FIG. 2. The estimated β2(s) superimposed with β2(s).
N(05, I5). Based on the generated data, we are going to apply the proposed AIC
or BIC to select the correct model, and examine the performances of the pro-
posed AIC, BIC and the two algorithms in identifying the constant components
in model (1.3).
We still use the Epanechnikov kernel as the kernel function in the model selec-
tion, however, the bandwidth used is 0.2 for AIC and 0.3 for BIC, which is smaller
than that for estimation. In general, the bandwidth used for model selection should
be smaller than that for estimation. In fact, we have tried different bandwidths,
it turned out any bandwidth in a reasonable range such as [0.15,0.3] for AIC,
[0.2,0.35] for BIC would do the job very well.
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FIG. 3. The estimated β3(s) superimposed with β3(s).
Due to the very expensive computation involved, for any given sample size n,
we only do 200 simulations, and in each simulation, we apply either AIC or BIC
coupled with either of the two proposed algorithms to select model. For each can-
didate model, the ratios of picking up this model in the 200 simulations are com-
puted for different cases. The results are presented in Table 2. We can see, from
Table 2, the proposed BIC with backward elimination performs best, and the others
are doing reasonably well, also.
6. Real data analysis. In this section, we are going to apply the proposed
model (1.3) together with the proposed model selection and estimation method
to analyze the Boston house price data. Specifically, we are going to explore how
some factors such as the per capita crime rate by town (denoted by CRIM), average
number of rooms per dwelling (denoted by RM), index of accessibility to radial
highways (denoted by RAD), full-value property-tax rate per $10,000 dollar (de-
noted by TAX) and the percentage of the lower status of the population (denoted
by LSTAT) affect the median value of owner-occupied homes in $1000’s (denoted
by MEDV), and whether the effects of these factors vary over location or not.
We use model (1.3) to fit the data with yi , xi1, xi2, xi3, xi4 and xi5 being MEDV,
CRIM, RM, RAD, TAX and LSTAT, respectively, and Xi = (xi1, . . . , xi5)T. The
kernel function used in either estimation procedure or model selection is taken to
be the Epanechnikov kernel.
We first try to find which factors have location varying effects on the house
price, and which factors do not. This is equivalent to identifying the constant coef-
ficients in the model used to fit the data. We apply the proposed BIC coupled with
backward elimination to do the model selection, and the bandwidth used is chosen
to be 17% of the range of the locations. The obtained result shows the coefficients
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TABLE 2
Ratios of picking up each model in model selection
{5} {1,5} {4,5} {1,4,5} {1,2,4,5} {1,2,3,4,5}
n= 400 0.83 0.05 0.07 0.02 0.02 0.01
n= 500 0.91 0.02 0.05 0.02 0 0
n= 600 0.94 0.02 0.03 0 0 0.01
n= 400 0.81 0.06 0.08 0.05 0 0
n= 500 0.89 0.03 0.06 0.02 0 0
n= 600 0.92 0.01 0.04 0.01 0.02 0
n= 400 0.86 0.04 0.05 0.03 0.01 0.01
n= 500 0.93 0.02 0.03 0.01 0.01 0
n= 600 0.96 0.01 0.02 0.01 0 0
n= 400 0.84 0.05 0.07 0.02 0.01 0.01
n= 500 0.88 0.05 0.05 0.01 0.01 0
n= 600 0.93 0.03 0.03 0.01 0 0
The ratios of picking up each candidate model in 200 simulations for different sample sizes.
{i1, . . . , ik} stands for the model in which β(·) has its i1th, . . . , ik th components being constant and
the column corresponding to which is the ratios of picking up this model among 200 simulations.
Row 2 to row 4 are the ratios obtained based on AIC and backward elimination when sample size
n= 400, n= 500 and n= 600. Row 5 to row 7 are the ratios obtained based on AIC and the CTAR
based algorithm, row 8 to row 10 are the ratios obtained based on BIC and backward elimination,
and row 11 to row 13 are the ratios obtained based on BIC and the CTAR based algorithm.
of xi3 and xi5 are constant, which means all factors, except RAD and LSTAT, have
location varying effects on the house price.
We now apply the chosen model
yi = α
∑
j =i
wijyj + xi1β1(si)
(6.1)
+ xi2β2(si)+ xi3β3 + xi4β4(si)+ xi5β5 + εi,
i = 1, . . . , n, where wij is defined by (5.1), to fit the data. The sample size of
this data set is n = 506. The proposed estimation procedure is used to estimate
the unknown functions and constants, and the bandwidth used in the estimation
procedure is taken to be 60% of the range of the locations. The estimates of the
unknown constants are presented in Table 3, and the estimates of the unknown
functions are presented in Figure 4.
TABLE 3
Estimates of the unknown constant coefficients
αˆ βˆ3 βˆ5
0.2210 0.3589 −0.4473
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FIG. 4. The 3D plots of βˆ1(s), βˆ2(s) and βˆ4(s). The left one in the upper panel is βˆ1(s), right one
in the upper panel is βˆ2(s), and the one in the lower panel is βˆ4(s).
To see how well model (6.1) fits the data, we conduct some residual analysis.
The plot, normal Q–Q plot, ACF and partial ACF of the residuals of the fitting are
presented in Figure 5. Figure 5 shows model (6.1) fits the data well.
As β3 and β5 can be interpreted as the impacts of RAD and LSTAT, respectively,
Table 3 shows the index of accessibility to radial highways has positive impact on
house price and the percentage of the lower status of the population has negative
impact on house price. Apparently, this makes sense. Table 3 also shows that the
estimate of α is 0.221, which is an unignorable effect, and indicates the house
prices in a neighborhood do affect each other. This is a true phenomenon in real
world.
From Figure 4, we can see the impact β1(·) of the per capita crime rate by town
on house price is negative and is clearly varying over location. The impact β2(·)
of the average number of rooms per dwelling on house price is positive and is also
varying over location. It is interesting to see that the impact of the average number
of rooms per dwelling is lower in the area where the impact of crime rate is high
than the area where the impact of crime rate is low. This implies that the crime
rate is a dominate factor on the house price in the area where the impact of crime
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FIG. 5. The plot, normal Q–Q plot, ACF and partial ACF of the residuals of the fitting of (6.1) to
the Boston house price data.
rate is high. Figure 4 also shows the association between the house price and the
full-value property-tax rate is varying over location, and it is generally positive,
however, there are some areas where this association is negative. We can also see
that the impact of the average number of rooms per dwelling is lower in the area,
where the association between the house price and the full-value property tax rate
is strong, than the area where the association is weak.
APPENDIX: CONDITIONS AND SKETCH OF THEORETICAL PROOFS
To avoid confusion of notation, we use α0 to denote the true value of α in this
section. Further, we rewrite A= In − αW as A(α) to emphasis its dependence on
α and abbreviate A(α0) as A.
The following regularity conditions are needed to establish the asymptotic prop-
erties of the estimators.
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Conditions.
(1) The kernel function K(·) is a bounded positive, symmetric and Lipschitz
continuous function with a compact support on R. h→ 0.
(2) {βi(·), i = 1, . . . , p} have continuous second partial derivatives.
(3) {X1, . . . ,Xn} is an i.i.d. random sample and is independent of {ε1, . . . , εn}.
Moreover, E(X1XT1 ) is positive definite, E‖X1‖2q < ∞ and E|ε1|2q < ∞ for
some q > 2.
(4) {si} is a sequence of fixed design points on a bounded compact support S .
Further, there exists a positive joint density function f (·) satisfying a Lipschitz
condition such that
sup
s∈S
∣∣∣∣∣1n
n∑
i=1
[
r(si)Kh
(‖si − s‖)]− ∫ r(t)Kh(‖t − s‖)f (t) dt
∣∣∣∣∣=O(h)
for any bounded continuous function r(·) and Kh(·) = K(·/h)/h2 where K(·)
satisfies condition (1). f (·) is bounded away from zero on S .
(5) wii = 0 for any i, and there exists a sequence ρn > 0 such that wij =
O(1/ρn) uniformly with respect to i and j . Furthermore, the matrices W and A−1
are uniformly bounded in both row and column sums.
(6) A−1(α) are uniformly bounded in either row or column sums, uniformly in
α in a compact support . The true α0 is an interior point in .
(7) limn→∞ 1nE[(Gm−Z)T(Gm−Z)] = λ1 > 0.
(7˜) λ1 = 0.
(8) ρn is bounded and for any α = α0,
lim
n→∞
{1
n
log
∣∣σ 2A−1(A−1)T∣∣− 1
n
log
∣∣σ 2a (α)A−1(α)(A−1(α))T∣∣} = 0,
where σ 2a (α)= σ
2
n
tr{(A(α)A−1)TA(α)A−1}.
(9) ρn →∞, the row sums of G have the uniform order O(1/√ρn) and
lim
n→∞
ρn
n
E
[
(Gm− SGm)T(Gm− SGm)]= λ4 > 0.
REMARK 1. Conditions (1)–(3) are commonly seen in nonparametric estima-
tion. They are not the weakest possible ones, but they are imposed to facilitate
the technical proofs. Since the sampling units can be regarded as given, the fixed
bounded design condition (4) is made for technical convenience. Of course, as in
Linton [11], condition (4) does not preclude {si}ni=1 from being generated by some
random mechanism. For example, if si’s were i.i.d. with joint density f (·), then
condition (4) holds with probability one which can be obtained in a similar way
to Hansen [7]. So, we can obtain our results by firstly conditional on {si}ni=1, then
some standard arguments.
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REMARK 2. Conditions (5)–(8) parallel the corresponding conditions of Lee
[9] and Su and Jin [13]. Conditions (5)–(6) concern the essential features of the
weight matrix for the model. Condition (7) is a sufficient condition which ensures
that the likelihood function of α has a unique maximizer. When condition (7˜) holds
and the elements of W are uniformly bounded, the uniqueness of the maximizer
can be guaranteed by condition (8). These two kinds of conditions ensure that 
which is the limit of the information matrix of the finite-dimensional parameters is
nonsingular. So, they are the crucial conditions for
√
n-rate of convergence of the
finite-dimensional parameter estimators.
REMARK 3. When ρn →∞,  is nonsingular only when condition (7) holds.
Under condition (7˜),  will become singular. The singularity of the matrix may
have implications on the rate of convergence of the estimators. Nevertheless, we
follow Lee [9] and Su and Jin [13] to consider the situation where
lim
n→∞
ρn
n
E
[
(Gm)T(In − S)T(In − S)Gm
]= λ4 ∈ (0,∞).
In this case, it is natural to assume that the elements of (In − S)Gm have the
uniform order OP (1/
√
ρn) which can be satisfied by the assumption that the row
sums of G are of uniform order O(1/√ρn).
In the following, let H be a diagonal matrix of size 3p with its first p elements
on the diagonal being 1 and the remaining elements being h, P = (In−S)T(In−S)
and ε = (ε1, . . . , εn)T. Moreover, like α0, we use σ 20 to denote the true value of σ 2
to avoid confusion of notation. Since the following notations will be frequently
used in the proofs, we list here for easy reference:
l
(
α,σ 2
)=−n
2
log
(
σ 2
)+ log(∣∣A(α)∣∣)− 1
2σ 2
(
A(α)Y
)T
PA(α)Y,
lc(α)=−
n
2
log σ˜ 2(α)+ log∣∣A(α)∣∣,
σ˜ 2(α)= 1
n
(
A(α)Y
)T
PA(α)Y,
σ¯ 2(α)= 1
n
E
[(
A(α)Y
)T
PA(α)Y
]
,
σ 2a (α)=
σ 20
n
tr
{(
A(α)A−1
)T
A(α)A−1
}
.
To prove the theorems, the following lemmas are needed. Their proofs and the
more detailed proofs of the theorems can be found in the supplementary material
(Sun et al. [14]).
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LEMMA 1. Let {Yi} be a sequence of independent random variables and {si} ∈
R2 are nonrandom vectors. Suppose that for some q > 2, maxi E|Yi |q <∞. Then
under condition (1), we have
sup
s∈S
∣∣∣∣∣1n
n∑
i=1
[
Kh
(‖si − s‖)Yi −E{Kh(‖si − s‖)Yi}]
∣∣∣∣∣=Op
({ logn
nh2
}1/2)
,
provided that n1−2/qh2/ log2 n→∞ and limn→∞ 1n
∑n
i=1Kh(‖si − s‖) <∞ for
any s ∈ S .
LEMMA 2. Under conditions (1)–(4), when n1/2h2/ log2 n→∞,
(1) n−1H−1X TWXH−1
=
(
κ0f (s) 0p×2p
02p×p κ2f (s) ⊗ I2
)
+OP
(
cn13p1T3p
)
holds uniformly in s ∈ S where cn = h+ { lognnh2 }1/2,
(2) β(s)− (Ip,0p×2p)
(
X
T
WX
)−1
X
T
Wm
=−κ2h
2
2κ0
{
βuu(s)+ βvv(s)
}+ op(h21p)
holds uniformly in s ∈ S .
LEMMA 3. Under conditions (1)–(5), when n1/2h2/ log2 n→∞,
n−1H−1X TWGm− n−1E(H−1X TWGm)= oP (1)
uniformly in s ∈ S .
LEMMA 4. Under conditions (1), (3), (4) and (5), when n1/2h2/ log2 n →
∞, we have (1) 1
n
E[tr(P )] = 1 + o(1), (2) 1
n
E[tr(GTP) − tr(G)] = o(1), (3)
1
n
E[tr(GTPG)− tr(GTG)] = o(1). Further, when nh2/ρn →∞, (4) ρnn E[tr(P )−
n] = o(1), (5) ρn
n
E[tr(GTP)− tr(G)] = o(1), (6) ρn
n
E[tr(GTPG)− tr(GTG)] =
o(1).
LEMMA 5. Under conditions (1)–(5), when n1/2h2/ log2 n → ∞, (1)
(Gm)TPm = oP (nh2). Moreover, under the assumption that the second partial
derivative of β(s) is Lipschitz continuous, we have (2) (Gm)TPm = OP (nh3 +
{nh2 logn}1/2).
LEMMA 6. Under conditions (1)–(5), when n1/2h2/ log2 n → ∞ and
nh8 → 0, we have (1) n−1/2LTPm = oP (1) for L = m,ε and Gε,
(2) n−1LTPGm = oP (1) for L= m,ε and Gε.
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LEMMA 7. Under conditions (1)–(5), when n1/2h2/ log2 n → ∞, we have
(1) 1
n
{(Gm)TPGm − E[(Gm)TPGm]} = oP (1), (2) 1nE[(Gm)TPGm] =
1
n
E[(Gm−Z)T(Gm−Z)] + o(1).
LEMMA 8. Under conditions (1)–(5), when n1/2h2/ log2 n → ∞, we have
(1) n−1/2{εTPε − εTε} = oP (1), (2) n−1/2{εTGTPε − εTGTε} = oP (1),
(3) n−1/2{εTGTPGε − εTGTGε} = oP (1), (4) n−1/2{(Gm)TPε − (Gm −
SGm)Tε} = oP (1).
LEMMA 9. Suppose that B = (bij )1≤i,j≤n is a sequence of symmetric matri-
ces with row and column sums uniformly bounded and its elements are also uni-
formly bounded. Let σ 2Qn be the variance of Qn where Qn = (Gm − SGm)Tε +
εTBε−σ 20 tr(B). Assume that the variance σ 2Qn is O(n) with {
σ 2Qn
n
} bounded away
from zero, then we have under conditions (1)–(5) that Qn
σQn
D−→N(0,1).
LEMMA 10. Under conditions (1)–(5), and the row sums of matrix G having
the uniform order O(1/√ρn) and n1/2h2/ log2 n→∞, we have (1) (Gm)TPm =
oP (ρ
−1/2
n nh
2). Moreover, if the second partial derivative of β(s) is Lipschitz con-
tinuous, then (2) (Gm)TPm =OP (ρ−1/2n nh3 + {nh2 logn/ρn}1/2).
LEMMA 11. Under conditions (1)–(5) and the row sums of matrix G having
the uniform order O(1/√ρn), when n1/2h2/ log2 n→∞, ρn →∞, ρnh4 → 0
and nh2/ρn → ∞, we have (1) ρnn mTPm = oP (1), (2) ρnn LTPGm = oP (1)
for L = m,ε and Gε, (3)
√
ρn
n
(Gε)TPm = oP (1), (4) ρnn {(Gm)TPGm −
E[(Gm)TPGm]} = oP (1), (5)
√
ρn
n
{εTGTPε − εTGTε} = oP (1), (6)√
ρn
n
{εTGTPGε− εTGTGε} = oP (1), (7)
√
ρn
n
{(Gm)TPε− (Gm−SGm)Tε} =
oP (1).
LEMMA 12. Suppose that B = (bij )1≤i,j≤n is a sequence of symmetric ma-
trices with row and column sums uniformly bounded. Let σ 2Qn be the variance of
Qn where Qn = (Gm − SGm)Tε + εTBε − σ 20 tr(B). Assume that the variance
σ 2Qn is O(n/ρn) with {
ρn
n
σ 2Qn} bounded away from zero, the elements of B are of
uniform order O(1/ρn) and the row sums of G of uniform order O(1/√ρn), we
have under ρn →∞ and conditions (1)–(5) that QnσQn
D−→N(0,1).
In the proofs of the theorems, we will use the facts that for constant matri-
ces B = (bij ) and D = (dij ), var(εTBε)= (μ4 − 3σ 40 )
∑n
i=1 b
2
ii + σ 40 [tr(BBT)+
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tr(B2)] and
E
(
εTBεεTDε
)= (μ4 − 3σ 40 ) n∑
i=1
biidii + σ 40
[
tr(B) tr(D)+ tr(BD)+ tr(BDT)].
Moreover, we will frequently use the following facts by condition (5) (see Lee
[9]) without being clearly pointed out:
(1) the elements of G=WA−1 are O(1/ρn) uniformly with respect to i and j .
(2) The matrixG=WA−1 is uniformly bounded in both row and column sums.
PROOF OF THEOREM 1. We will first show that  is nonsingular. Let
d = (d1, d2)T be a constant vector such that d = 02. Then it is sufficient to
show that d = 02. From the second equation of d = 02, we have that d2 =
−2σ 20 limn→∞ 1n tr(G)d1. Plugging d2 into the first equation of d = 02, we have
that
d1
{ 1
σ 20
λ1 + lim
n→∞
[1
n
tr
((
G+GT)G)− 2
n2
tr2(G)
]}
= 0.
It follows by condition (7) that λ1 > 0. Moreover, tr{(G +GT)G} − 2n tr2(G) =
1
2 tr{(G˜T + G˜)(G˜T + G˜)T} ≥ 0 where G˜=G− 1n tr(G)In. As we have by condi-
tion (5) that tr{(G˜T+G˜)(G˜T+G˜)T} =O( n
ρn
), if condition (7˜) holds, condition (8)
implies that the limit of 12n tr{(G˜T + G˜)(G˜T + G˜)T} > 0. Therefore, d1 = 0 and
d2 = 0.
Next, we will follow the idea of Lee [9] to show the consistency of αˆ. Define
Q(α) to be maxσ 2 E[l(α, σ 2)] by ignoring the constant term. The optimal solution
of this maximization problem is σ¯ 2(α)= 1
n
E[(A(α)Y )TPA(α)Y ]. Consequently,
Q(α)=−n/2 · log σ¯ 2(α)+ log∣∣A(α)∣∣.
According to White ([18], Theorem 3.4), it suffices to show the uniform conver-
gence of n−1{lc(α)−Q(α)} to zero in probability on  and the unique maximizer
condition that
lim sup
n→∞
max
α∈Nc(α0,δ)
n−1
[
Q(α)−Q(α0)
]
< 0 for any δ > 0,(A.1)
where Nc(α0, δ) is the complement of an open neighborhood of α0 in  with
diameter δ.
Note that 1
n
lc(α)− 1nQ(α)=−12{log σ˜ 2(α)− log σ¯ 2(α)}, then to show the uni-
form convergence, it is sufficient to show that σ˜ 2(α)− σ¯ 2(α)= oP (1) uniformly
on  and σ¯ 2(α) is uniformly bounded away from zero on .
As A(α)A−1 = In + (α0 − α)G by WA−1 = G, the result σ˜ 2(α) − σ¯ 2(α) =
oP (1) uniformly on  can be obtained by straightforward calculations,
Lemmas 4(1)–(3), 6, 7(1), 8(1)–(3) and Chebyshev’s inequality.
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Now we will show that σ¯ 2(α) is bounded away from zero uniformly on . As
we know by simple calculations and Lemma 4(1)–(3) that
σ¯ 2(α)≥ σ 20 n−1 tr
{(
A(α)A−1
)T
A(α)A−1
}+ o(1),(A.2)
it suffices to show that σ 2a (α)= σ
2
0
n
tr{(A(α)A−1)TA(α)A−1} is uniformly bounded
away from zero on. To do so, we define an auxiliary spatial autoregressive (SAR)
process: Y = α0WY + ε with ε ∼N(0, σ 20 In). Its log likelihood function without
the constant term is
la
(
α,σ 2
)=−n
2
logσ 2 + log∣∣A(α)∣∣− 1
2σ 2
(
A(α)Y
)T
A(α)Y.
Set Qa(α) to be maxσ 2 Ea[la(α,σ 2)] by ignoring the constant term, where Ea is
the expectation under this SAR process. It can be easily shown that
Qa(α)=−n/2 · logσ 2a (α)+ log
∣∣A(α)∣∣.
So, we have by Jensen’s inequality that Qa(α) ≤Qa(α0) for all α ∈ , hence it
follows:
−1
2
logσ 2a (α)≤−
1
2
logσ 20 +
1
n
(
log
∣∣A(α0)∣∣− log∣∣A(α)∣∣)
uniformly on . Since we have, by the mean value theorem and conditions (5)–(6),
that n−1{log |A(α2)| − log |A(α1)|} = O(1) uniformly in α1 and α2 on , it fol-
lows that −12 logσ 2a (α) is bounded from above for any α ∈. Therefore, the state-
ment that σ 2a (α) is uniformly bounded away from zero on  can be established by
a counter argument.
To show the uniqueness condition (A.1), write
n−1
[
Q(α)−Q(α0)
]= n−1[Qa(α)−Qa(α0)]+ 2−1[logσ 2a (α)− log σ¯ 2(α)]
+ 2−1[log σ¯ 2(α0)− logσ 20 ],
it follows, by Lemmas 4(1) and 6(1) and σ¯ 2(α0) being bounded away from zero,
that log σ¯ 2(α0)− logσ 20 = o(1). Moreover, we have already shown in (A.2) that
limn→∞[σ 2a (α)− σ¯ 2(α)] ≤ 0, hence,
lim sup
n→∞
max
α∈Nc(α0,δ)
n−1
[
Q(α)−Q(α0)
]≤ 0 for any δ > 0.
Now we will show that the above inequality holds strictly. It can be shown that
n−1Q(α) is uniformly equicontinuous in α on  by Lemmas 4(1)–(3), 6 and 7(2)
and the mean value theory. By the compactness of Nc(α0, δ), there exists an
δ > 0 and a sequence {αn} in Nc(α0, δ) converging to a point α∗ = α0 such that
limn→∞ n−1[Q(αn)−Q(α0)] = 0. Because limn→∞ n−1[Q(αn)−Q(α∗)] = 0 as
αn → α∗, it follows that
lim
n→∞n
−1[Q(α∗)−Q(α0)]= 0.(A.3)
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Since Qa(α∗)−Qa(α0)≤ 0 and limn→∞[σ 2a (α∗)− σ¯ 2(α∗)] ≤ 0, (A.3) is pos-
sible only if (i) limn→∞[σ 2a (α∗) − σ¯ 2(α∗)] = 0 and (ii) limn→∞ n−1[Qa(α∗) −
Qa(α0)] = 0. However, (i) is a contradiction when condition (7) holds by Lem-
mas 4(1)–(3), 6 and 7(2). If condition (7˜) holds, the contradiction follows from (ii)
by condition (8).
The consistency of σˆ 2 can be obtained straightforwardly by Lemmas 4(1)–(3),
6, 7, 8(1)–(3), Chebyshev’s inequality and αˆ P−→ α0. 
PROOF OF THEOREM 2. Denoting θ = (α,σ 2)T and θ0 = (α0, σ 20 )T, we get
by Taylor’s expansion that
0 = ∂l(θˆ)
∂θ
= ∂l(θ0)
∂θ
+ ∂
2l(θ˜)
∂θ ∂θT
(θˆ − θ0),
where θ˜ = (α˜, σ˜ 2)T lies between θˆ and θ0, and thus converges to θ0 in probability
by Theorem 1. The asymptotic distribution of θˆ can be obtained by showing that
− 1
n
∂2l(θ˜)
∂θ ∂θT
P−→ and 1√
n
∂l(θ0)
∂θ
D−→N(0,+), where  is a nonsingular matrix
by Theorem 1.
By straightforward calculations, it can be easily obtained that
1
n
∂2l(θ)
∂α2
=−1
n
tr
([
WA−1(α)
]2)− 1
σ 2n
(WY)TPWY,
1
n
∂2l(θ)
∂σ 2 ∂σ 2
= 1
2σ 4
− 1
σ 6n
(
A(α)Y
)T
PA(α)Y,(A.4)
1
n
∂2l(θ)
∂α ∂σ 2
=− 1
σ 4n
(WY)TPA(α)Y.
As A(α˜)A−1 = In + (α0 − α˜)G by G = WA−1, we have 1n ∂
2l(θ˜)
∂θ ∂θT
− 1
n
∂2l(θ0)
∂θ ∂θT
=
oP (1) by Lemmas 6, 7, 8(1)–(3), Chebyshev’s inequality, mean value theorem
and θ˜ P−→ θ0. Furthermore, we have, by Lemmas 6, 7, 8(1)–(3) and Chebyshev’s
inequality that − 1
n
∂2l(θ0)
∂θ ∂θT
P−→.
In the following, we will establish the asymptotic distribution of 1√
n
∂l(θ0)
∂θ
. It fol-
lows by Lemma 5(2) that 1√
n
(Gm)TPm = oP (1)when nh6 → 0 and h2 logn→ 0.
So, we have, by straightforward calculations, Lemmas 6(1) and 8, that
1√
n
∂l(θ0)
∂α
= 1
σ 20
√
n
[
(Gm− SGm)Tε+ {εTGε− σ 20 tr(G)}]+ oP (1)
and
1√
n
∂l(θ0)
∂σ 2
= 1
2σ 40
√
n
{
εTε− nσ 20
}+ oP (1).
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By straightforward calculations and Lemma 7(2), we have E( 1
n
∂l(θ0)
∂θ
∂l(θ0)
∂θT
)=+
+ o(1).
Finally, as the components of 1√
n
∂l(θ0)
∂θ
= ( 1√
n
∂l(θ0)
∂α
, 1√
n
∂l(θ0)
∂σ 2
)T are linear-
quadratic forms of double arrays, using Lemma 9 we have 1√
n
∂l(θ0)
∂θ
D−→
N(0, +). 
PROOF OF THEOREM 3. It can be easily shown that√
nh21f (s)
(
βˆ(s)− β(s))
=
√
nh21f (s)(Ip,0p×2p)
(
X
T
1 W1X1
)−1
X
T
1 W1ε
+
√
nh21f (s)(α0 − αˆ)(Ip,0p×2p)
(
X
T
1 W1X1
)−1
X
T
1 W1WY
+
√
nh21f (s)
{
(Ip,0p×2p)
(
X
T
1 W1X1
)−1
X
T
1 W1m− β(s)
}
≡ Jn1 + Jn2 + Jn3,
where X1 and W1 are X and W with h being replaced by h1.
Let H1 be H with h being replaced by h1. It follows by straightforward calcu-
lations that
n−1h21f (s) cov
{
H−11 X
T
1 W1ε
}
= σ 20 n−1h21f (s)E
{
H−11 X
T
1 W
2
1X1H
−1
1
}
= σ 20 f 2(s)
(
ν0 + oP
(
1p1Tp
)
oP
(
1p1T2p
)
oP
(
12p1Tp
)
ν2 ⊗ I2 + oP
(
12p1T2p
)
)
this together with the central limit theorem, Lemma 2(1) and Slutsky’s theorem
lead to
Jn1
D−→N(0, ν0κ−20 σ 20−1).
It follows immediately from Lemmas 3, 2(1) and condition (4) that
(Ip,0p×2p)
(
X
T
1 W1X1
)−1
X
T
1 W1G(m+ ε)=OP (1).
When nh61 = O(1) and h/h1 → 0, we have
√
h21
n
(Gm)TPm = oP (1) using
Lemma 5(1). It can be seen in the proof of Theorem 2 that
√
nh21(αˆ−α0)= oP (1)
under the assumptions of Theorem 3. Therefore, Jn2 = oP (1).
The results of Jn1 and Jn2 together with Lemma 2(2), nh61 = O(1) and
h/h1 → 0 lead to the theorem. 
PROOF OF THEOREM 4. It is obvious from the proof of nonsingularity of 
in Theorem 1 that  is singular under condition (9).
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Like Lee [9], to prove the consistency of αˆ, it suffices to show that
ρn
n
{
lc(α)− lc(α0)−
[
Q(α)−Q(α0)
]}= oP (1) uniformly on ,
where Q(α)=−n/2 · log σ¯ 2(α)+ log |A(α)| and α0 is the unique maximizer.
It follows by the mean value theorem that
ρn
n
{
lc(α)− lc(α0)−
[
Q(α)−Q(α0)
]}
= 1
σ˜ 2(α˜)
ρn
n
{[
(WY)TPA(α˜)Y −Ln(α˜)
]− σ˜ 2(α˜)− σ¯ 2(α˜)
σ¯ 2(α˜)
Ln(α˜)
}
× (α − α0),
where α˜ lies between α and α0, and Ln(α˜) = E[(WY)TPA(α˜)Y ]. By the same
arguments as in the proof of Theorem 1, we have σ˜ 2(α˜) − σ¯ 2(α˜) = oP (1) for
any α˜ on , and σ¯ 2(α) is uniformly bounded away from zero on . So, σ˜ 2(α)
is uniformly bounded away from zero in probability. This together with Lem-
mas 4(5), 4(6), 11 and Chebyshev’s inequality lead to
ρn
n
{
lc(α)− lc(α0)−
[
Q(α)−Q(α0)
]}= oP (1) uniformly on .
The uniqueness condition of α0 can be obtained by Lemma 4, Lemma 11, and
the same arguments as in the proof of Theorem 1. 
PROOF OF THEOREM 5. By Taylor’s expansion, we have that
0 = ∂lc(αˆ)
∂α
= ∂lc(α0)
∂α
+ ∂
2lc(α˜)
∂α2
(αˆ − α0),
where α˜ lies between αˆ and α0, and thus converges to α0 in probability by Theo-
rem 4. So, the asymptotic distribution of αˆ can be obtained by proving that
−ρn
n
∂2lc(α˜)
∂α2
P−→ σ 21 and
√
ρn
n
∂lc(α0)
∂α
D−→N(0, σ 22 /σ 40 ),
when ρn →∞, where σ 21 = 1σ 20 limn→∞
ρn
n
E[(Gm − SGm)T(Gm − SGm)] and
σ 22 = σ 40 σ 21 .
As we have, by A(α)A−1 = In + (α0 − α)G, Lemma 11 and Chebyshev’s
inequality, that ρn
n
(WY)TPWY = OP (1) and ρnn (WY)TPA(α)Y = OP (1), so,
when ρn →∞,
ρn
n
∂2lc(α)
∂α2
=− 1
σ˜ 2(α)
· ρn
n
(WY)TPWY − ρn
n
tr
([
WA−1(α)
]2)+ oP (1).
This together with Lemmas 6(1), 8(1) lead to σ˜ 2(α)= σ 20 + oP (1) for any α ∈
when ρn →∞. Therefore, by the mean value theorem, conditions (5)–(6) and
α˜
P−→ α0, we have ρnn { ∂
2lc(α˜)
∂α2
− ∂2lc(α0)
∂α2
} = oP (1).
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It follows, from σ˜ 2(α0)
P−→ σ 20 , Lemma 11, Chebyshev’s inequality and the
row sums of G being uniform order O(1/√ρn), that −ρnn ∂
2lc(α0)
∂α2
P−→ σ 21 .
In the following, we will establish the asymptotic distribution of
√
ρn
n
∂lc(α0)
∂α
.
By Lemmas 10(2) and 11(3), it is easy to see
√
ρn
n
(Gm)TPm = oP (1) and√
ρn
n
(Gε)TPm = oP (1) when nh6 → 0 and h2 logn→ 0. By straightforward cal-
culations and Lemmas 6(1), 8(1), 11(5) and 11(7), we have the first-order deriva-
tive of
√
ρn
n
lc(α) at α0 is
1
σ˜ 2(α0)
√
ρn
n
{
(Gm− SGm)Tε+ εT
[
G− 1
n
tr(G)In
]
ε
}
+ oP (1).
By Lemma 12, we have
σ−1qn
{
(Gm− SGm)Tε+ εT
[
GT − 1
n
tr(G)In
]
ε
}
D−→N(0,1),
where σ 2qn = var{(Gm−SGm)Tε+εT[G− 1n tr(G)In]ε}. So, by ρnn σ 2qn → σ 22 and
σ˜ 2(α0)
P−→ σ 20 , we have
√
n
ρn
(αˆ− α0) D−→N(0, σ 20 λ−14 ). 
PROOF OF THEOREM 6. By straightforward calculations, Lemmas 6(1),
8(1), 11, Chebyshev’s inequality and Theorem 5, we have √n(σˆ 2 − σ 20 ) =
1√
n
∑n
i=1(ε
2
i − σ 20 ) + oP (1) when ρn →∞. This together with the central limit
theorem lead to Theorem 6. 
PROOF OF THEOREM 7. Theorem 7 can be obtained by using the same argu-
ments as in the proof of Theorem 3, except that here
Jn2 =
√
f (s)
√
nh21
ρn
(α0 − αˆ)(Ip,0p×2p)
(
n−1H−11 X
T
1 W1X1H
−1
1
)−1
×
√
ρn
n
H−11 X
T
1 W1G(m+ ε).
By Lemma 2(1), Markov’s inequality, the row sums of the matrix G having uni-
form order O(1/√ρn) and condition (4), we have
(Ip,0p×2p)
(
n−1H−11 X
T
1 W1X1H
−1
1
)−1√ρn
n
H−11 X
T
1 W1G(m+ ε)=OP (1).
Furthermore, it can be seen from the proof of Theorem 5 and Lemma 10(1) that
when nh61 =O(1) and h/h1 → 0,
√
nh21
ρn
(αˆ − α) P−→ 0. So, Jn2 = oP (1). 
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SUPPLEMENTARY MATERIAL
Detailed proofs of lemmas and theorems (DOI: 10.1214/13-AOS1201SUPP;
.pdf). We provide the detailed proofs of the lemmas and theorems.
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