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LetfEL(0, 1) and Q(z) b e a meromorphic function with poles a, ; then 
the Cauchy Exponential Series (CES) off with respect to Q(z) is C c,ezy5, 
where 
cpz = res,” Q(z) jil f (t) ez(r-t) dt. 
In a previous paper, [l], the case when 
Q&4 = sit ezu q(u) du 
2 fi sinh xu p)(u) du 
(1) 
was discussed. Various results on the behavior of the CES were proved; 
in particular, the situation in which the function v of [I] satisfies the condi- 
tions that 9 is absolutely continuous on [0, 11, q~( 1) = 1, ~(0) = a and 9’ 
is of bounded variation on [0, I] was considered (see [l], Theorem 2 and the 
remarks of Section 4). The conclusion of this theorem implies that the CES 
is summable (C, 1) to f (x) in the interval (0, 1). The purpose of the present 
paper is to show how to find the sum in the interval (-1, 0). We shall 
establish the following theorem: 
THEOREM. Let f EL(O, 1) and q~ be an absolutely continuous (AC) function 
such that 9’( 1) = 1, q(O) = a and p’ E I3 V[O, 11. Then, the CES off is summable 
(C, 1) to f(x) almost everywhere in (0, 1) and to 
Qf(l 4 4 + s -zf (1 + x + u) d+) (2) II 
almost everywhere in (- 1, 0), where A(u) satisjes the integral equation 
y(u) = h(u) - j- ~‘(1 - v) X(u - v) dv. 
0 (3) 
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The present paper will in general follow the notation and nomenclature of 
[l], but it will be convenient and will simplify the formulae if we alter the 
function Qs(z) above by the addition of a constant, -$. The poles z, remain 
unaltered. We write 
Qb> = QoC4 - 4 
(4) 
1. PRELIMINARIES 
Let {r,> be a sequence of circular contours so chosen that each point of r2, 
is at a distance greater than a positive constant from all the poles of Q(z) 
and such that r, contains in its interior the points 0, &27ri, -&hi,..., f2pvi 
(N.B. r, as just defined is not the same as the contour C, of [l]). 
The partial sums of the CES are given by 
ID = & jrpQ(a) dx jol f(t) ez@+ dt; (5) 
we shall denote the left- and right-hand semicircles by I’- and I’+ respectively 
(henceforth omitting the subscript p for typographical convenience); then, 
jr- Q(z) dz Iolj(t) ez(r-t) dt = jr+ Q(-x) (-dx) Jolf(t) e-z(z-t) dt 
= jr+ Q(z) dzb f(t) e-x(e-t) dt 
since (4) is an odd function of z. 
Thus, (5) becomes 
I9 = & s,+ 2Q(z) dz j-f j(t) ch z(x - t) dt 
1 
=2xi r+ 
j {2Q(z) - 1) dx J’f(t) ch z(x - t) dt 
0 
+ & jr+ dz jolf(t) ch z(x - t) dt 
(6) 
=I,+&,, say. 
409/55/3-4 
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In order to calculate J, , we shall require estimates of certain functions; 
firstly, 
2Q(z) - 1 = 
2 Ji e-““q(u) du 
Jt e%p(u) du - si e-+p(u) du 
2k(-z) 
= k(z) - k(-z) ’ 
say, where 
k(z) = 1: ezUv(u) du. 
To estimate this on r+, we observe that 
44 = jol ~(4 49
s 1 =@-a- ezup'(u) duJ 0 
while 
.c 
1 
zk(--z) = a - e-z + e-%p’(u) du. 
0 
Hence, on P, 
by (8); further, 
k(--x) = 0(1/a) 
k(z) - k(--z) = $ ich z - a - s,’ ch zu v’(u) da! 
(7) 
(8) 
which can be shown to be O(ez/z) by an argument similar to that used to 
obtain (30) of [I]. Thus, on I’+, 
N-4 
m(z) = k@) _ k(--z) = o(e-Z)’ 
Likewise, on I’+, 
k(--z)/k(z) = O(e+) 
and 
m(z) - k( -2)/k(z) = O(e@). 
Using (7), 
1 1 --- 
44 es - Ji eZUy’(u) du 
= O(e-2Z) 
(9) 
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whence, by (8), 
kc-4 a - ecz + ji eczu#(u) du -= 
44 Si 
+ O(eMzz) 
e” - e”cp’(u) du 
{a + .fi e-Z%‘W d4 
= (1 - Ji e-zUq2’(l - u) &4} 
e-” + O(e-2z) 
At this stage, we shall also introduce some new notation. Suppose that 
Re x > c, where c is a constant, chosen large enough so that 
I 
1 
ewCU 1~‘(1 - u)\ du < $. 
0 
Then, for Re z > c, 
e-zuv’(l - u) du < 4. 
Define $J by writing 
Ij(u) = 1;:” - 4, 
it follows that 
Ji e-zup’(l - U) du f,” e-%j(u) du 
1 - j’, e-%p’(l - u) du = 1 - sy e’++(u) du 
(12) 
where 
4” = (jam e-%/(u) du)‘+’ 
s 
m 
= e-zuF,,(u) du, 
0 
F”(u) being the (V + I)-th convolution of +!J(u). If we further define 
&> = J-am ecu 1 Fv(u)I du, 
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then, denoting by 1 $(u)l*” the kth convolution of 1 #(u)I, we obtain 
gy(c) < Iom e+’ 1 #(u)I*~+~ du
e cc l.r 0 
ecu 1 #@)I du/“-’ 
< 2--y--1. 
So CzOgy(c) < co, and by a well-known result [2, Satz 22.11 it follows that 
say, and the right-hand side of (12) can be written 
.r 
cc 
e+%D(u) du (13) 
0 
where 
@(u)e-C” EL(0, co). (14) 
Finally, denote by rpl’ the function which equals ‘p’ in [0, l] and is zero 
elsewhere, and define 
?P = @ f rp,‘; 
thus, 
Y(u) = 6 Q(v) ql’(u - u) dv. 
Hence, if0 < w < 1, 
SW Y’(u) du = SW du 1% CD(V) vl’(u - V) dv 
0 0 ‘0 
z Jaw Q(u) dv Is ql’(u - v) du 
v 
ZZC 
s 
w O(w) {fi(w - v) - a} dv 
0 
= a, * pll(W) - a r ” CD(V) dv. 
-0 
This result will be of use later. 
(15) 
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2. PROOF OF THE THEOREM 
First of all, it follows from [l], Theorem 2 and the remarks at the conclusion 
of [l], Section 4 that the CES is summable (C, 1) tof(x) almost everywhere 
in (0, 1). It remains, therefore, only to treat the case -1 < x < 0. So, 
suppose -1 < x < 0. We have, from (6), I, = J, + K, . We first of all 
consider K, :- 
+ ~~(~-t)) dt. 
For z E r+, 
s s 
r+ dz ‘f(t) ez(z-t) dt = o (1 
0 
r+ I erx d;: I) 
which is o( 1) if - 1 < x < 0. In addition, if z f P, 
s s 
dx 
r- 
‘f(t) e-z(z-t) dt = o (I 
0 r- 
( e-+ dx 1) 
which also is o(1) for -1 < x < 0 and so, 
K, = & j- dz IIf &z-t) dt + o(1). 
I- 0 
The first term on the right-hand side is the integral round a closed contour 
of a function which is analytic in the whole plane. Thus, for -1 < x < 0, 
K,+O asp-+ 03. 
Next, we have 
BY Ph 
= R, + S, , say. 
R, = 0 (j” 
r+ 
/ e*(z-l) dx Iolf(t) e-zt dt 1) 
=o 
(S 
( ez(r-1) dz 1 
I-+ ! 
= o(1) 
for x < 1 (and in particular, for -1 < x < 0). 
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In order to estimate S, , we employ (10) and write 
+ &jr+ 0 (e-z(1+2) dz Sbf(t) rz!‘l+ dt) . 
The second term is clearly o(l); denote the first term by U, . From (1 I), 
s I 
a + J; P‘~‘(u) du 1 
r+ 1 - li e-*~~‘(l - U) du 
1 e-““dz j. f(t) e-z’1-t’ dt + o( 1). 
W-3 
The transformation t w 1 - t in (16) then yields 
1 - ji e-%p’( 1 - U) du 
1 e-zxdzjol f(1 - t) e-zt dt + o(1) 
= W, , say. 
BY (13)P 
1 
1 - s,” e++,b(u) du = 
1 + jam Q(u) eAzu du 
a + f: e-z%p’(u) du 
1 - $ e-%,b(u) du 
= a + Jo1 c~*~J’(u) du + a joa Q(u) e-%u du + jam Y(u) e-z-z’l du. 
(17) 
Therefore, substituting this in W, , we obtain four terms which we shall 
denote by Q, , Q, , Qa , and Q4 respectively (Q of course still depends on p, 
but for typographical convenience we shall omit this reference). 
F&-St of all, 
Q, = & jr+ ]& - &I dx l’j(l - t) e-z(z+t) dt. 
Since, for --I < x < 0, 
f 
1 - d.z 
r+ez- 1 s 
’ f(l - t) e-z(z+t) dt = o (j 
f+ ’ e- 
z(z+l) & 1 
0 
= o(1) 
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is a190 o(l), we obtain 
St, = & jr& dz jlf(1 - t) e-z(z+t) dt + o(l) 
0 
=a 
s 
:f(l - t) VF &!niu(z+tl & + o(]) 
v=--P 
=a 
s lf(l - t) 
sin(2p + 1) n(x + t) 
sin7r(x + t) dt + o(l) + af (1 + x) 0 
(C, 1) almost everywhere in (-1, 0). Next, we write 
L’, =& dzj-ly’(u)duj+lf(l - t) e- Hs+u+t) & 
“r+ 0 0 
and again use the identity 1 = [ez/(ez - I)] - [l/(ez - I)]. Since 9’ E 
BV[O, 11, we have that 
-d~~‘p’(~)e-~“du~‘f(l-t)e-Z(~+“)dt=o(~ IqdzI) 
o 0 r+ 
uniformly for -1 < x < 0. (See, for example, the proof of Theorem 2 of 
[I].) Further, 
s 
es 
r+ ez - 1 
dz j’ y’(u) du j’f (1 - t) e-z(z+u+t) dt = o( 1) 
--5 0 
and 
s 
Ldz 
r- 
jp9 v’(u) du 1’ f (1 - t) e-z(*fu+i) dt 
e”--1 o 
=O(j ~e-zz~~ze~z~~~(u)du~lf(l-t)e-z~l-~~dt~) 
r- 0 0 
= o(1) 
uniformly for -1 < x < 0. 
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Therefore, 
~-‘tp’(u) du J’f( 1 - t) e-s(z+u+t) dt + o(l) 
0 0 
Let 
= IO-’ v’(u) du jolj(l - t) “5 e-2niu(r+*+*) dt + o(l). 
“=--p 
and 
sp(v) = vEl lolj( 1 - t) e-anil,(-v+t) dt, 
then it follows by well-known results that 
.r l I u,(- x-u)-f(1 +x+u)ldu+O. 0 
A fortiori, 
s -x I 4 -x-u)-f(1 +x+u)/dti+O 0 
and since v’ E BV[O, 11, 
[-’ 1 $(u)l 1 u,(-x - u) -f(l + x + u)] du--+ 0. 
‘0 
It follows, then, that almost everywhere in (-1,O) 
i.e. 
42-t s --ry+)f(l + x + u) du, (Cl 1) 0 
424 s -‘f(l + x 4 4 444 (C, 1). 0 (19) 
We now turn to Q, , which is 
a 
G,, o 
s dz SW G(u) du l’f(l - t) e-z(z+u+t) dt. 
0 
Because of the constraint (14) on Sp we divide I’+ into two, that part for 
which Re x > c and that for which Re z < c. The contribution to W, of the 
two arcs of I’+ for which Re z < c is 
0 
(1 G, r<c 
1 ae-zz dx I) = o(1) 
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since the integral inside the brackets is finite, and so 
We split the integral jr @i(u) du into Ji-” + jy-‘-5 , where 6 is small and 
positive. Suppose that the chord Re z = c intersects I’+ in c -& ir, ; then 
a 
- jm CD(U) du /‘f(l - t) dt j 
29.h a-% 
e-s(s+u+t) dz 
0 rR+~Z>c , 
(20) 
a =- jm 
= 6-Z 
@(u) d,, jolj(l - t) e-c(a+u+t) sin ;” u+-; ,’ t, dt. 
The function t t-+ (X + u + t)-l is certainly monotonic if u > 6 - x and 
so by the third Mean Value Theorem, there is a 5 E (0, 1) such that 
s 
:f(l - t) e-c(s+th+t) sin r,(~ + u + t) * (X + u + t)-’ dt 
= & jo’f(l - t) e-c(~+u+t) sin rp(x + u + t) dt 
+ x + i + 1 /r’f(l - t) e-c(z+u+t) sin rs(x + u + t) dt 
= opy 
uniformly, whence (20) is o(1) by virtue of (14). We next write 
jrgezsc dx 1 8-z Q(u) du 1’ f (1 - t) e-s(z+u+t) dt 
0 0 
as 
j 
r+ 
dz is-” + I”-” Q(U) du/ Jrf(l - t) e-z(z+u+t) dt -I- o(l). 
0 --z 0 
The integral Jr+ dz s”r,” CD(U) du j:j(l - t)e- *N+~+~) dt will be o( 1) if we can 
show that CD is of bounded variation in [--LX, 6 - x]; and arguing as in the 
case of 52, , we will have 
a 
--; j 
27x r+ 
dz se2 Q(u) du jlf( 1 - t) e-e(z+u+t) dt
0 0 
+a 
s 
-’ CD(U) f( 1 + x + u) du 
0 
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(C, 1) almost everywhere in -1 < x < 0, if we can show that Cp E BV[O, 11. 
We shall therefore prove that Q, E SV[O, 21, thereby justifying both claims. 
We observe that 
where 
and 
z/(k)(v) = low +P1)(u) #(v - u) du. (21) 
By hypothesis, q’ E BV[O, 11, and so in particular, for some constant K, 
I &4l < K o<u<2 
whence, for u E [0, 21, 
I +@)I < K. 
From (21), we obtain that, for v E [0, 21 
I +“(v>l < K2v 
and by repeated application that, for each K, 
1 y%(“)(v)1 < Kk+lv”/K! (22) 
We now estimate the total variation of 4’“) in [0, 21, which we shall denote 
by V[#@); 0,2]. 
Since v’ E BV[O, 11, it follows from the definition that 
w; 0, 21 < c 
for some constant C. 
Now 
#‘“‘(v) = sb; I/(~-~)@) tj(v - u) du 
= ,” t,Vk-l)(u) +(v - u) du; 
s 
let v, ,..., v, be a partition of [0, 21. Then, 
n-1 
& 1 #(k)(“i+~) - ~‘“‘(vdl < Jo2 I Ib’k-l’(u)l z; I #(vi+1 - u) - #(vi - u)l du 
< (C + K) Jo2 1 yVk-1)(,)/ du 
< (C + K) K”27k! 
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by (22). Hence 
V[lp; 0,2] < (C + K)(2qk/k! 
and so it follows that 
V[@;O, 23 < f V[qw;0,2] 
k=O 
c*(O) = *> 
< (C + K) ezK, 
i.e., @ E BV[O, 21. Thus 
Q,-+a 
s 
--2 Q(u) f( 1 + x + u) du 
0 
(C, 1) almost everywhere in (- 1,O). 
By similar arguments, we can show that 
%-+ 
s 
--O Y(u) f( 1 + x + u) du 
0 
(23) 
(24) 
(C, 1) almost everywhere in (-1, 0). By (15), 
I -’ Y(u)f(l + x + u) du 0 
(25) 
= 
s 
-zf(l + x + u) d+) - a s,-‘@(u)f(l + x + u) du 
0 
where 
7(U) = @ * VI(U). 
Next, define X by writing 
w = 9,(u) + @ * 9(u); 
if 9 denotes the Laplace transform, then, by (12) and (13) 
so that 
Hence, by (26), 
h--*~=9+~*g,--**---***~ 
=9+v*P---+-@*!q 
=9 
which is (3). 
(26) 
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It therefore follows from (18), (19), (23) and (24) that 
(C, 1) almost everywhere in (-1, 0), where h(u), given by (26), satisfies (3), 
and this completes the proof. 
COROLLARY. If the condition f E L(0, 1) is replaced by the stronger conditions 
(i) f EBV(0, I), (ii) f(x) = *(f(x + 0) + f(x - 0)) for 0 < x < 1, then the 
CES off cowverges to f(x) in (0, 1) and to (3) for -1 < x < 0. 
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