Purpose: The purpose of this work is threefold: First, to obtain the phase space of an electronic brachytherapy (eBT) system designed for surface skin treatments. Second, to explore the use of some efficiency enhancing (EFEN) strategies in the determination of the phase space. Third, to use the phase space previously obtained to perform a dosimetric characterization of the Esteya eBT system. Methods: The Monte Carlo study of the 69.5 kVp x-ray beam of the Esteya â unit (Elekta Brachytherapy, Veenendaal, The Netherlands) was performed with PENELOPE2014. The EFEN strategies included the use of variance reduction techniques and mixed Class II simulations, where transport parameters were fine-tuned. Four source models were studied varying the most relevant parameters characterizing the electron beam impinging the target: the energy spectrum (mono-energetic or Gaussian shaped), and the electron distribution over the focal spot (uniform or Gaussian shaped). Phase spaces obtained were analyzed to detect differences in the calculated data due to the EFEN strategy or the source configuration. Depth dose curves and absorbed dose profiles were obtained for each source model and compared to experimental data previously published. Results: In our EFEN strategy, the interaction forcing variance reduction (VRIF) technique increases efficiency by a factor~20. Tailoring the transport parameters values (C1 and C2) does not increase the efficiency in a significant way. Applying a universal cutoff energy EABS of 10 keV saves 84% of CPU time while showing negligible impact on the calculated results. Disabling the electron transport by imposing an electron energy cutoff of 70 keV (except for the target) saves an extra 8% (losing in the process 1.2% of the photons). The Gaussian energy source (FWHM = 10%, centered at the nominal kVp, homogeneous electron distribution) shows characteristic K-lines in its energy spectrum, not observed experimentally. The average photon energy using an ideal source (mono-energetic, homogeneous electron distribution) was 36.19 AE 0.09 keV, in agreement with the published measured data of 36.2 AE 0.2 keV. The use of a Gaussian-distributed electron source (mono-energetic) increases the penumbra by 50%, which is closer to the measurement results. The maximum discrepancy of the calculated percent depth dose with the corresponding measured values is 4.5% (at the phantom surface, less than 2% beyond 1 mm depth) and 5% (for the 80% of the field) in the dose profile. Our results agree with the findings published by other authors and are consistent within the expected Type A and B uncertainties. Conclusions: Our results agree with the published measurement results within the reported uncertainties. The observed differences in PDD, dose profiles, and photon spectrum come from three main sources of uncertainty: intermachine variations, measurements, and Monte Carlo calculations. It has been observed that a mono-energetic source with a Gaussian electron distribution over the focal spot is a suitable choice to reproduce the experimental data.
INTRODUCTION
High-dose-rate (HDR) brachytherapy has been widely used in surface skin treatments. This technique normally uses a radioisotope in combination with different applicators, all extensively detailed in the literature. [1] [2] [3] [4] The HDR radioisotopes used are the 192 Ir, with an average photon energy of 350.0 keV, and the 60 Co, with an average photon energy of 1252.9 keV. 5 In recent years, a new kind of skin electronic HDR brachytherapy (eBT) units has been introduced, generating great interest in the medical community due to their clinical properties. 3 That has encouraged the AAPM/ESTRO Task Group No. 253 on Surface Brachytherapy to undergo a review of surface eBT devices.
The surface eBT systems consist mainly of an x-ray tube, which accelerates electrons in the energy range between 50 and 70 kVp, and an applicator (sizes between 10 and 50 mm), which may serve as collimator and flattening filter. 6 Following other brachytherapy treatments, the surface HDR eBT treatments are delivered with the applicator positioned directly in contact with the skin. Currently, there are three HDR eBT systems specially designed for surface treatments, the Xoft Axxent â (iCad, San Jose, CA), the Zeiss INTRABEAM â (Carl Zeiss Surgical Gmbh, Oberkochen, Germany), and the Esteya â (Elekta Brachytherapy, Veenendaal, The Netherlands). 6 Some of the practical advantages of the eBT systems are the reduction of the shielding requirements and the avoidance to replace the radiation source. 7 However, the low energy of the generated x rays, far below the energy range of the HDR radionuclides, results in some drawbacks. The steep absorbed dose fall-off with depth increases the volume-averaging effect of the dosimeters, affecting absorbed dose measurement accuracy. 6 Furthermore, at these energies the mass energy absorption coefficients differ substantially for different body tissues, which could lead to large errors in the dose estimation whenever the dose determination is performed based on a single reference tissue (e.g., water). This encourages the use of more sophisticated treatment planning systems (TPS), capable of taking into account tissue heterogeneities. 8 Thus, it is imperative to obtain a better understanding of the dosimetric characteristics of the eBT systems.
To accomplish that purpose, it is necessary to acquire relevant data, often by experimental and theoretical means, both complementary to each other. The Monte Carlo (MC) calculation is the theoretical gold standard. However, the computation time required to achieve results with an acceptable uncertainty is a major concern. To manage this situation, the MC calculation is often performed in two stages. In a first step, the beam phase space is obtained through the simulation of a detailed model of the equipment under study. In the second step, the machine phase space, stored as a manageable file (PSF), is used to reproduce the beam and simulate its interaction with different materials. 9 This approach is very useful when studying clinical cases, allowing variation in specific patient anatomy and body composition; or in the study of dosimetric equipment for a particular energy spectrum (e.g., effective point of measurement, correction factors, etc.). 10 The MC efficiency relates Type A uncertainties with the computational time required to achieve it. Therefore, to tackle complex and time-consuming simulations, all MC codes incorporate some kind of efficiency enhancing (EFEN) techniques. 9 However, the use of these tools often increases the time required to simulate a single history. Therefore, they are only useful if the overall efficiency is improved. That implies an extra effort of trial-and-error iterations until the appropriate parameters are found on a case-by-case basis. Moreover, there is evidence that the inappropriate manipulation of some user-defined transport model parameters could result in biasing outcomes. 5, 8, 9, 11, 12 For these reasons, the EFEN strategies need to be used carefully.
The Esteya eBT system has been studied by other authors, mainly experimentally. 6, 7, [13] [14] [15] The aim of this work is divided into three main objectives: obtaining the phase space at the applicator exit of the Esteya system, exploring some EFEN strategies to achieve a good compromise between reliability and efficiency, and performing a dosimetric characterization of the Esteya system using the obtained phase space.
MATERIAL AND METHODS

2.A. The Esteya high-dose-rate electronic brachytherapy system
The Esteya system was fully described elsewhere. 6, 13 For that reason, we will only make a brief description here. The x-ray tube accelerates electrons at 69.5 kVp toward a tungsten target. Its maximum absorbed dose rate is 198 Gy/h, measured at the phantom surface. This dose rate is above the lower limit (12 Gy/h) of the HDR classification. 16 This unit has a set of conical applicators of 10, 15, 20, 25, and 30 mm diameter, which provide a circular radiation shape of the corresponding size. Each applicator has a plastic cap, especially designed to reduce the electron contamination and to keep the source to surface distance (SSD) approximately equal to 6 cm. 6, 13 In this work, we will explore the characteristics of the smallest and largest applicators, 10 mm (APP 10mm ) and 30 mm (APP 30mm ) diameter, respectively.
2.B. Monte Carlo Esteya model
Two types of setups were implemented: the detailed setup, used to obtain the final PSF; and the simplified setup, used in the determination of the EFEN strategy. Figure 1 shows a schematic drawing of the detailed machine modeled with PENELOPE2014 using the data provided by the manufacturer. The simplified setup only includes the target and the beryllium window, both surrounded by vacuum. The rationale for this choice is that EFEN strategies will only be applied over the target material and the window will be used as a detector.
The cathode and the anode are protected by a stainlesssteel housing (Fig. 1) . The photon beam generated in the tungsten target is filtered by: a 0.3-mm-thick beryllium window, a 1.6-mm-thick (measured in the thickest part) flattening filter (mostly composed of aluminum), and the plastic cap at the surface applicator exit [made of Polyfenilsulfone (PPSU)]. The photon beam is collimated by two structures: the primary lead collimator and the secondary collimator, which is part of the surface applicator, made of Densimet â D176. All the parts below the beryllium window (in the beam path) are surrounded by standard dry air (1.20479 9 10 À3 g/ cm 3 ). The geometry file of the Esteya model is included as Supporting Information (geometry input file for PENE-LOPE2014 and the corresponding phase space files.).
We have performed MC calculations for four electron source models commonly used in the literature: [17] [18] [19] [20] [21] (a) The ideal source (IS): A mono-energetic electron beam of 69.5 keV with a homogeneous electron distribution over the focal spot. Additionally, for the case of the simplified setup, we have looked for variations in the radiative yield due to the changes in the impingement angle of the electrons on the target. This allowed us to explore beam tolerances as reported by the manufacturer.
2.C. Monte Carlo code
The MC calculations were performed using penEasy (v. 2015-05-30), 22 a modular program for PENELOPE2014.
23
PENELOPE2014 allows simulating the transport of particles from 50 eV to 1 GeV through matter and has been successfully used to study both radioisotope [24] [25] [26] and electronic 13, 19 sources and extensively benchmarked. [27] [28] [29] [30] The PENELOPE2014 transport algorithm is determined by six user-defined parameters (henceforth called transport parameters): the energy absorption (EABS), which determines the energy at which particles are assumed to be stopped and absorbed in the medium; the mean free path (C1) and the maximum average fractional energy loss between hard elastic events (C2); the cutoff energies for the production of hard inelastic (WCR) and bremsstrahlung (WCC) events; and the upper limit to the allowed step length (DSMAX). 11, 23 These parameters allow to go from a detailed simulation of the electron transport (C1 = C2 = WCR = WCC = 0), that is, interaction by interaction, to a mixed Class II simulation (C1, C2, WCR, WCC > 0), where the events below the user-defined thresholds are simulated only as a mean effect between two hard events. 11, 12, 23 PENELOPE2014 uses photoelectric cross sections, calculated by the Fortran program PHOTACS, 31 using the elementary theory of the atomic photoelectric effect (independent electron model), 32, 33 to calculate the tables of excitation and ionization cross sections. 31 The Rayleigh scattering cross sections are calculated using the nonrelativistic perturbation theory [34] [35] [36] obtaining the atomic form factors from EPDL97. 37 Compton interactions use the relativistic impulse approximation, 38 which take into account the binding effects and Doppler broadening. Furthermore, PENELOPE2014 simulates the emission of characteristic x rays, Auger and Coster-Kronig electrons that result from vacancies produced in K, L, M, and N shells. 23 The MC details are summarized in Table I following the recommendations of the RECORDS AAPM TG-268 report. 39 
2.D. Efficiency enhancing
In this work, we have considered two of the variance reduction tools (VRT) implemented in penEasy: Interaction Forcing (VRIF) and Particle Splitting (VRPS). The VRIF increases the probability of a given interaction (e.g., hard bremsstrahlung emission), reducing its mean free path (k) by an enhancement factor F (i.e., k/F), producing daughter particles with weights w 0 /F, where w 0 is the weight of the father particle. The VRPS transforms one particle into a number S (S > 1) of identical particles with weights w 0 /S. 23 The VRTs keep the simulation unbiased through the assignation of the above-mentioned weights to the resultant particles and their scores (e.g., absorbed dose). 9, 23, 40 The MC efficiency e is defined as
where r 2 is the variance of the evaluated specific score and t is the CPU time required to simulate the number of particles N. 9 Because N is proportional to t and r 2 is inversely proportional to N, the MC efficiency e is independent of N. However, that is not the case in practice due to statistical fluctuation at small values of N. 23 Thus, N is required to be high enough to minimize the statistical fluctuations, but small enough to keep a reasonable t to handle several test simulations. To evaluate the stability of e with respect to N, we used another index incorporated into penEasy, the so-called "intrinsic efficiency"
In a first instance, we have searched the optimum value for the VRIF factor F for the hard bremsstrahlung emission (ICOL = 4) and inner shell interactions (ICOL = 5) using the simplified setup. These simulations were performed using a cutoff of 1 keV for both electrons and photons. The remaining transport parameters (except for DSMAX, which follow its own rule) were set equal to 0 to generate a detailed simulation. The PSF obtained here was stored and used as control. In a second step, we have evaluated the dependence of the efficiency with respect to C1 and C2, using the previously found F factor while keeping all the other parameters constant. For the sake of simplicity, we kept C1 equal to C2 and WCC and WCR were set to match EABS for electrons and photons, respectively. DSMAX was chosen to be equal to one tenth of the target thickness to assure a minimum of ten interactions within the target. 23 To determine the proper choice of EABS, a control simulation was performed in the detailed setup using the parameters found in the previous two steps. In this occasion, the phase space was stored at the applicator exit window. A photon spectrum analysis was made to find the minimum energy bin detected, defined as the first bin with less than 1% of the peak counting. Additionally, the electron contamination, defined as the ratio between the electron and photon energy fluences, were recorded. Then, a new simulation was performed with an EABS (applied to all materials) just lower than the previously found minimum bin, obtaining a new phase space. This process was finalized with a comparison between both PSFs obtained in the detailed setup, showing the photon energy spectrum and the electron contamination. Statistical method History-by-history Salvat et al. 23 
Post processing None
Medical Physics, 46 (1), January 2019
2.E. Phase space file
We have compared the energy spectra of the final PSFs with the data published by Candela-Juan et al. 6 and Garc ıa-Mart ınez et al. 13 using two different metrics normally used to characterize x-ray beams: the average photon energy ( E) and the half-value layer (HVL) of Al.
2.E.1 Average photon energy
Garc ıa-Mart ınez et al. 13 determined E through the measurement of six x-ray tubes with a germanium crystal spectrometer located at 100 cm from the x-ray tube. The beam was collimated by two lead pinholes of 4 mm (in the applicator) and 0.7 mm (in the detector) in diameter. As the attenuation of the flattening filter is not uniform due to its shape (see Fig. 1 ), E depends on the distance from the beam axis to the detection volume (see Fig. 4 ). For that reason, comparing measured and simulated E requires considering only the photons within the same solid angle as in the experimental setup. Such tight collimation drastically worsens the uncertainty of the simulation due to the reduced number of photons reaching the detector. To overcome this issue, a set of conditions that mimic the main characteristics of the experimental setup has been implemented. These conditions are based on the constraints imposed by the filter geometry and the photon physics to extrapolate E from the data obtained with detectors of larger diameters (i.e., with better statistics).
To replicate the air attenuation, the plane of detection was located at 1 mm distance from the PSF plane (6.1 cm from the source), and the space was filled with air of an increased density (1.20479 g/cm 3 ), which maintains the photon path constant. In this condition, 0.7 mm diameter at 106 cm from the source is equivalent to 4 9 10 À2 mm diameter (r 0 = 2 9 10 À2 mm) at 6.1 cm. If the simulated detector of radius r is centered with respect to the beam axis, the measured average energy E(r) IS (we use here the "ideal source" configuration) will be defined as the average energy due to all photons scored at a distance smaller than r. As the photon path length (z) in the filter is not uniform, E IS change with a rate d E IS /dz. As we know that dz/dr = 0 at the beam axis (r = 0), the rate d E IS /dr must increase monotonically to 0 when r goes to 0. Therefore, there exists a convergence value E(0) IS . As r 0 is small enough with respect to the system dimensions, one can assume E(0) IS % E(r 0 ) IS . In these conditions, we are able to obtain an extrapolated value E(r 0 ) IS ' from its last two neighbors, E(r) IS and E(r + Dr) IS . As E(r 0 ) IS must comply with the following property: E(r) IS < E(r 0 ) IS < E(r 0 ) IS ', the estimation of E(r 0 ) IS only requires the knowledge of the two last neighbors.
We should expect a monotonic increase in the slope D E IS / Dr. However, this may not be the case in practice due to statistical fluctuations when r diminishes. For this reason, E(r) IS (the last neighbor) will be the last point for which its slope maintains the expected behavior.
2.E.2 HVL estimation
The HVL was determined analytically through a method similar to that used by Watson et al. 41 The air-kerma ratio is calculated from the energy photon spectrum, obtained from the PSF: 
where E i , ф i , and (l en /q) i,air are the energy, fluence and mass energy absorption coefficient of each energy bin i, respectively. Additionally, l i,air and l i,atte are the attenuation coefficients of the air and the attenuator (i.e., aluminum), respectively. Finally, x air and x atte are the source-to-detector distance in air (100 cm) and the thickness of the attenuator. The attenuation coefficients (total attenuation including the coherent scattering) were obtained consistently from PENE-LOPE2014. The HVL is defined as the value of x atte for which K ratio = 0.5. To evaluate the effect of the detector radius (i.e., the dependence of E from r) in the determination of the HVL, several photon spectra (with a bin width of 0.1 keV) were generated for both applicators from the corresponding PSF, taking into account the lateral distance from the beam axis for the photons in the PSF. The fluences and the coefficients uncertainties were propagated across the Eq. (3). Following the analysis by Andreo et al. 42 , a Type B uncertainty of 2.2% (k = 2) was considered. The HVL was obtained for the IS and GES models.
2.F. Clinical data
The final PSFs were applied over a cylindrical water phantom (10 cm radius and 20 cm depth) with the water mass density (0.998 g/cm 3 ) recommended by the TG-43U1. 43 We used the VRPS variance reduction technique, with the splitting factors of 10 5 (APP 10mm ) and 10 4 (APP 30mm ). The collisional kerma was used as absorbed dose estimator with EABS ph = 1 keV, which was tallied using cylindrical symmetry.
The absorbed depth dose (DD) was scored in central disks of 1 mm radius and a height h = 0.25 mm. The absorbed dose profiles (DP) were tallied in concentric rings with r in the range 0 ≤ r ≤ applicator radius -Dr, Dr being the DP bin width, and the height h = 1 mm in all depths. The number of events collected in the rings increases with an increment of r. That condition makes possible to improve the spatial resolution through reducing Dr, keeping the uncertainty roughly constant. The bin widths were Dr = 1 mm for r ≤ 80% of the applicator radius and Dr = 0.1 mm for r > 80% of the applicator radius. The percentage depth dose (PDD) was normalized at 3 mm depth and the DP was normalized at the central bin.
We compared the results obtained with all source models. As an example, we will use the ideal (IS) and the Gaussian energy (GES) sources. DPs are compared according to 100
, where i is the index of the corresponding bin. PDD was compared according to (PDD GES ) i À (PDD IS ) i . The penumbra was calculated as the difference between the radii corresponding to the 80% (r 80% ) and 20% (r 20% ) of the absorbed dose at the central axis, obtained through linear interpolations.
Garc ıa-Mart ınez et al. 13 associated the existence of a systematic asymmetry of 1.5% in the DPs with a heel effect caused by the cathode. This would break the cylindrical symmetry used to tally the dosimetric scores. To evaluate the effect of such deviation from the cylindrical symmetry, we performed a simulation using Cartesian coordinates to score DPs in the x and y axes at 5 mm depth. The dose on the x axis was scored in voxels of 0.5 9 1.0 9 1.0 mm 3 and 1.13 9 1.0 9 1.0 mm 3 , for r > 80% and r ≤ 80% of the applicator radius, respectively (changing the coordinates accordingly to the y axis). The symmetry was evaluated as 100 9 [1 À DP (À12 mm)/DP(+12 mm)] Where DP(À12 mm) and DP (+12 mm) are the DP values at À12 mm and +12 mm, respectively.
2.G. Uncertainties analysis
All uncertainties will be expressed with a coverage factor k = 2. In the following subsections (Sections 3.a-3.c) only Type A (estimated by the history-by-history method) uncertainties will be shown. Type B uncertainties will be analyzed in a separate Section 3.D. In all cases the evaluation of the uncertainties followed BIMP recommendations. 44 We assumed all probabilities as normal distributions, except for the geometrical uncertainty introduced by the bin width in the DP. In this case, the probability considered having a rectangular distribution with bounds equal to the half of the bin width (0.05 mm). Figure 2 shows the results of the test simulations. Unless otherwise stated, the test results were obtained with 10 7 primary particles. The efficiency reaches a plateau at a VRIF factor near 150, improving the efficiency by a factor~20. Modification of C1 and C2, in combination with F = 150, did not produce any further improvement. It has been observed that e intr stabilizes for values around N = 10 6 . The minimum energy bin detected at the applicator exit of the detailed setup (EABS = 1 keV, F = 150 and N = 10 8 ) was 12 keV (0.4 AE 0.3% of the maximum counting bin) and 11 keV (0.6 AE 0.1% of the maximum counting bin) for APP 10mm and APP 30mm , respectively. The average electron contamination represents 0.005 AE 0.005% of the photon energy fluence.
RESULTS
3.A. Efficiency enhancing strategy
In the control PSF, less than 1% of the photons have originated outside of the target. Their influence on the energy spectra is negligible, modifying the average energy from 35.43 AE 0.19 keV to 35.48 AE 0.13 keV if those photons were discarded.
The simulation in the detailed setup was carried out with N = 10 8 . The corresponding parameters are summarized in Table II . Figure 3 shows the comparison with the energy spectrum of the control PSF for APP 30mm . The 67%, 83%, 88%, and 93% of the bins show an absolute difference below 2%, 3%, 5%, and 10% (average equal to À0.8%, total range within À37.4% and 12.7%), respectively. All differences in the range 14 keV ≤ bin ≤ 64 keV are below 5% (average equal to 0.2%, range within À2.9% and 4.3%). The use of these parameters allows a reduction of 92% to the CPU time. 
3.B. Final phase space file
The final PSFs were obtained with N = 10 9 and the EFEN strategy summarized in Table II (see the Supporting Information link for the geometry input file for PENELOPE2014 and the corresponding phase space files.). Figure 3 shows the differences in the energy spectra between IS and GES models in the case of APP 30mm . Differences are noticeable for energies higher than 56 keV due to the presence in the GES simulation of the tungsten characteristic lines Ka1, Ka2, and Kb1 (59.321, 57.984, and 67.244 keV, respectively).
3.B.1. Average photon energy
If all photons were taken into account in the PSF, E IS = 35.97 AE 0.09 keV and E GES = 36.06 AE 0.10 keV were obtained for the APP 10mm as well as E IS = 35.47 AE 0.03 keV and E GES = 35.57 AE 0.03 keV for the APP 30mm . Considering only photons with an off-axis position r ≤ 2.5 mm (see Fig. 4 ), E IS = 35.98 AE 0.18 keV for both applicators, while E GES = 36.06 AE 0.20 keV and 36.04 AE 0.21 keV for the APP 10mm and APP 30mm , respectively. Figure 5 shows the average energy E detected through an air column of 1 mm (using a VRPS factor of 20), as a function of the detector radius for the IS simulation. The slope (i.e., D E IS /Dr) increases monotonically when r goes to zero, as expected, but only until r = 2.5 mm. Using this value as threshold, E(r 0 ) IS should be at some point between 36.17 keV (last neighbor E(r)) and 36.21 keV (extrapolation E(r 0 )'). If we take the average of these two limits as the expected E(r 0 ), then, E(r 0 ) IS = 36.19 AE 0.09 keV and E(r 0 ) GES = 36.25 AE 0.10 keV. These values agree with the 
3.B.2. HVL determination
The HVL for the APP 30mm shows the same dependence on r as E (see Fig. 5 ). The HVL value calculated using the IS model is 1.72 AE 0.04 mm of Al for both applicators. Differences between the IS and GES models are below 0.5%. Candela-Juan et al. 6 reported three HVL values depending on the chamber and setup used: 2.09, 1.88, and 1.69 mm. All values with an uncertainty of 0.10 mm (k = 2). Garc ıa-Mart ınez et al. 13 reported two values: 1.86 AE 0.40 mm, obtained using oRTIgo (QA software for Barracuda detector, Version 6.4C), and 1.82 AE 0.32 mm, obtained by fitting the measurements (coverage factor k = 2 for both values). The HVL value, obtained in our study, agrees with the previously published values within the range of uncertainties.
3.C. Dosimetric data
3.C.1. Depth dose
For APP 10mm , the average differences in absorbed dose between DD IS and DD GES are 1.1% (À0.4% À 2.2%, r = 0.4%) and 1.0% (0.5% À 1.4%, r = 0.2%) for the total depth range and the first centimeter, respectively. For APP 30mm , the corresponding differences are 0.7% (À1.35% À 3.4%, r = 0.7%) and 0.5% (À0.02% À 1.2%, r = 0.2%). The uncertainties of the calculated DD values for both applicators are shown in Table III. For the APP 10mm , the average differences between PDD IS and PDD GES were À0.02% (À0.33% À 0.24%, r = 0.06%) and À0.04% (À0.33% À 0.24%, r = 0.12%) for the depth total range and the first centimeter, respectively. For APP 30mm , the average differences are À0.01% (À0.47% À 0.90%, r = 0.15%) and 0.12% (À0.37% À 0.90%, r = 0.26%) for the depth total range and the first centimeter, respectively. Table IV compares the PDD IS with the data published by Garc ıa-Mart ınez et al. 13 and the data supplied by the manufacturer. 45 Figure 6 shows a comparison of the PDD IS for APP 10mm and APP 30mm (left) and a comparison between the PDD IS and the PDD published by Garc ıa-Mart ınez et al. 13 for the APP 30mm (right). The maximum differences between the simulated and the experimental PDDs are 2.0% for APP 10mm and 4.5% for APP 30mm . The maximum differences with the manufacturer's data for these applicators are 1.7% and 3.5%. It should be noted that the maximum differences are located at the phantom surface. Deeper than 1 mm, all the differences are within 2%. Figure 7 shows the DP GIS for APP 30mm at 0, 3, 5, and 10 mm depths. Shallow profiles have clear horns, reaching 107% for the surface one. The profile at 5 mm depth, which is specified by the manufacturer as the reference depth, 13 has no horn. All dose profiles are obtained with an uncertainty below 2%. Table V compares the penumbras obtained in this work with those reported by Garc ıa-Mart ınez et al. 13 Variation in the electron energy spectrum did not produce any noticeable differences between DP GES and DP IS , which were below 2% for both applicators. The differences between the dose profiles DP IS and DP GIS at 5 mm depth, shown on the Fig. 7 , are below 1.5% for r ≤ 80% of the r 50% , and up to 12% for r > 80% of the r 50% . Figure 8 (left) compares the obtained DP GIS with the measured profile from Garc ıa-Martinez et al. 13 for APP 30mm . The differences are noticeable from r ≥ 7 mm, being equal to 2%, 5%, and 10% at r = 11, 14, and 16 mm, respectively. In the range 16 mm < r ≤ 17 mm the differences are below 15% and the distance to agreement is better than 0.4 mm.
3.C.2. Dose profiles
The DP, simulated using the GIS model in Cartesian coordinate system, presents an average uncertainty of 1.7% (max 3.5%) in the plateau for both X and Y directions. The asymmetry of 2.2 9 1.4% (k = 2) observed along the x (cathode) axis. Along the y axis the asymmetry was below 1% and therefore within uncertainty. The average absolute differences between the cylindrical and the Cartesian profiles on the plateau were 0.8% (max 3.1%, r = 0.8%) and 0.6% (max 1.9%, r = 0.5%) for the x and y axes, respectively. The right-side image of the Fig. 8 shows a comparison of the DP GIS obtained with cylindrical and Cartesian (x axis) tallies.
3.D. Uncertainties
There are three main sources of Type B uncertainties: manufacturing tolerances, cross-section libraries, and electron source manufacturing uncertainties.
The flattening filter is the predominant structure determining the beam properties. According to the manufacturer's data, a maximum tolerance of the filter thickness is AE0.01 mm, which implies a difference of AE0.08% in the energy absorption (l en = 1.531 cm À1 for 36 keV). Based on the flattening filter geometry, the photon path, and the Fig. 4 data, the photon average energy of the beam changes with a rate of 5.6% per millimeter thickness of the filter. That implies a change in the photon average energy of AE0.06% within the filter thickness TABLE IV. PDD data for APP 10mm and APP 30mm (IS model), compared with Garcia-Martinez et al. 13 and the manufacturer's data. 45 The uncertainties are expressed with the coverage factor k tolerance. Finally, the variation in the filter thickness by 0.01 mm leads to the HVL change by 0.4%. Therefore, we consider a 0.1% value as an estimate of the uncertainty introduced in the absorbed dose in water (DD and PDD) and in the average photon energy; while the uncertainty introduced in the HVL determination is 0.4%.
Andreo et al. 42 analyzed Type B uncertainty of the crosssection libraries and proposed the value of 2.2% for a photon beam with the average energy of 34.1 keV in water (group l B (II) in that work, k = 2). This component adds 2.2% uncertainty to PDD, DD, DP, and E(r 0 ). The electron beam model has two major sources of uncertainties: the electron energy and focal spot distributions, and the impingement angle of the electrons on the target. We estimated an additional uncertainty of 1.1% due to the lack of knowledge of the electron energy spectrum and spatial distribution, based on the average difference between DD IS and DD GES for APP 10mm . Our simulation showed a difference of 1.5% in the radiation yield with the change in the impingement angle of the electrons over the range reported by the manufacturer. This component adds 1.9% Type B uncertainty to the absorbed depth dose and 1.5% to the dose profiles (see section IV.b, profile asymmetry discussion). Table VI shows the summary of all uncertainties for the investigated quantities.
DISCUSSION
4.A. Efficiency enhancing strategy
The saturation of the simulation efficiency, observed in Fig. 2 , is achieved when the electrons that impinge the target begin to produce more than one photon (correlated photons) due to the use of high enhancement factors (F) of VRIF ICOL = 4. As the history-by-history statistical estimator considers the correlation between the particles, the correlated photons decrease their contribution to the variance reduction, while still consuming computation time. 9, 40 Ali et al. 40 described and implemented the bremsstrahlung cross-section enhancement (BCSE) VRT in the EGSnrc code, the numerical technique which is equivalent to the VRIF ICOL = 4 implemented in PENELOPE. They analyzed the BCSE performance in the targets of equipments similar to the Esteya system, using detector array of different sizes (from 1 9 1 cm 2 to 4 9 4 cm 2 ) at a detector-to-target distance of 100 cm. In contrast to that, in our work we considered a single detector with a diameter in the order of the beryllium window size (1 cm), placed at 2 cm distance from the target. The smaller solid angle of the individual detectors, used in the Ali et al. 40 work, decreases the probability that the correlated photons arrive at a specific detector. For that reason, they obtained efficiency saturations at higher enhancement factors (over 1000) using only one VRT. Nevertheless, when they combined the BCSE and a splitting VRT (gaining a higher global efficiency), the optimum BCSE enhancement factor dropped to a range of 100-200, being in the same order as F = 150, found in our work.
Unlike other authors, 19, 46 we found a deterioration in the simulation efficiency with the use of C1 and C2 parameters in combination with VRIF F = 150 (see Fig. 2 ). Sempau et al. 11 showed that the use of a high value for C1 and C2 could lead to a relative decrement of the step length for the energy range of 30 and 80 keV in graphite (without VRT), hence increasing the computation time. As described in Section 2, we have followed a two-step procedure. First, the optimum VRIF F factor was obtained; then, all the parameters controlling radiation transport were determined to achieve a more efficient simulation strategy. It has been pointed out in the literature that modifications of the transport parameters C1 and C2 for high-energy electrons in the target, even with small nonzero values, may affect water dosimetry. 12, 47 However, there is no evidence indicating that the use of VRIF may bias simulations in water. 12, 46 In our opinion, the most efficient strategy is to develop an EFEN by fixing the transport parameters only after the use of some VRT over the target.
The increase in EABS from 1 to 10 keV reduced the required computation time by 84%, causing the loss of 0.02% of the photons, detected at the applicator exit. By disabling electron transport in all materials except the target, an extra time reduction of 8% was achieved at the cost of losing an additional 1.2% of the photons. This measure modified the average photon energy by 0.14%. These differences might only play a role for prediction of the electron contamination at the patient surface. Nonetheless, it has been observed that the energy fluence of electrons is negligible compared to that of photons.
4.B. Phase space and dosimetric outcomes
The accurate description of eBT sources may be one of the most challenging Monte Carlo calculations in radiation dosimetry. 48 The analysis of the differences between the four source models used in this work shows that the main source of discrepancies comes from differences in the electron energy distribution. Electrons over 69.5 keV, present in the GES simulation, have enough energy to ionize the tungsten K shell (69.525 keV) generating the characteristic peaks observed in Fig. 3 . These peaks are not observed in the experimental measurements reported by Garc ıa-Mart ınez et al. 13 The calculated HVL value (1.72 AE 0.02 mm) agrees, within the reported uncertainties, with previously published data, 6, 13 depending on the type of the detector used. The HVL measured (1.69 AE 0.1 mm) 6 using the Exradin A20 ionization chamber (Standard Imaging Inc., Middleton, WI) is closer to our result than the one obtained using a Barracuda (RTI Electronics AB, M€ olndal, Sweden) solid-state detector (1.82 mm 13 and 1.88 mm 6 ). The simulated PDDs show a good agreement (within 2%) with the experimental data beyond 1 mm depth. In a typical skin treatment, when a dose is prescribed at 3 mm depth, the discrepancies in the absorbed dose at the surface are in the range of 3.8%. Garc ıa-Mart ınez et al. 13 used a plastic phantom with a PTW T34013 parallel-plate ionization chamber (PTW, Freiburg, Germany). To mimic these experimental conditions, we simulated the depth dose (PDD plastic ) in a plastic water phantom, using data published by Ramaseshan et al., 49 the IS model for the APP 30mm , and the previously described setup for simulations in water. The comparison of the results shows that PDD water was in average 0.4% (max 1.0%, r = 0.2%) higher than PDD plastic in the first centimeter. However, Watson et al. 10 showed that the ratio of the absorbed dose in water and in the air cavity of the PTW 34013 chamber may not be depth independent for a beam of 50 kVp, which could make necessary the incorporation of correction factor up to 10% in the PDD determination. This dependence would be even more pronounced at shallow depths. 10 Differences between simulated and measured PDDs may suggest a preference for less energetic photon beam, that is, with the electron energy distribution shifted to the lower energies. Nevertheless, this option would move the values of E(r 0 ) and HVL away from the experimental results. In our opinion the mono-energetic source of 69.5 keV is the best option to reproduce the dosimetric characteristic of the Esteya system.
The most noticeable effect in the dosimetric outcomes was observed by varying the distribution of the electron beam over the focal spot area. Moving from the IS model to the GIS model increases the beam penumbra by 50%, which leads to a better agreement with the experimental data (see DP IS and DP GIS in Fig. 7 and Table V) . However, the differences between DP GIS and the reference dataset are not negligible. 13 Garc ıa-Mart ınez et al. measured the DP at 5 mm depth in plastic water, using the Gafchromic â EBT2 radiochromic film (Ashland Inc., Wayne, NJ). These differences could not be explained by the change in the energy spectrum (see Fig. 4) , 50 or by the angular dependence in the EBT2. 51 On the other hand, the uncertainties due to some common artifacts associated with the scan process of EBT2 films (e.g., Newton's rings and film curls) can reach 5%, 19, 52, 53 and the errors in the system alignment can lead to non-negligible effects in the measurement results. 54 In our opinion, these differences agree within uncertainties with the values found in the literature. Fulkerson et al. simulated an Axxent eBT system with surface applicators (MCNP5 code) and found the differences up to 5% for the PDD, measured with an Exradin A20 ionization chamber. They also reported the differences in DP compared to EBT2 film dosimetry, associated with the alignment issues and intermachine variations. 21 Moradi et al. simulated an Intrabeam eBT system (MCNP5 code). The PDDs of two identical machines, measured with a PTW T34013 chamber in water, showed intermachine variations within the first centimeter depth; over the 20% for one of the machines and up to 5% for the other. 55 Watson et al. simulated the PDD in water of an Intrabeam system (EGSnrc code), scoring the absorbed dose inside the air cavity of a PTW 34013 chamber, and found the differences up to 2.4% between the simulations and the measurements performed with the same ionization chamber. 10 Croce et al. simulated (PENELOPE2006) a Papillon 50 system (Ariane Medical System, Nottinghamshire, UK), reporting a good agreement within the reported uncertainties with the PDDs (PTW T23342 chamber) and DPs (EBT2 film) measured in PMMA. 19 Nevertheless, PDD differences at the phantom surface have not been reported. Therefore, the dosimetric response of some ionization chambers to the eBT beams 10 and the intermachine variability 21, 55 are topics that require further investigation.
Garc ıa-Mart ınez et al. 13 found a systematic asymmetry of 1.5% that they associated with a heel effect produced by the cathode. However, we also found a similar asymmetry, determining that the cathode is away from the path of most of the photons reaching the target. We concluded that the major reason of the asymmetry is due to the change in the differential bremsstrahlung cross sections at different polar angles in the beam, which reach 10 o at r = 12 mm for the APP 30mm . We found a similar difference in the radiative yield (1.5%) when the impingement angle of the electrons was modified by approximately the same range. Differences observed in Fig. 8 are within the uncertainties associated with the DP simulation (see Table VI ). Furthermore, the DP GIS in the y axis (Cartesian tally) does not show any asymmetry and is well reproduced by the cylindrical tally. For all these reasons, we consider that the cylindrical tally is a good and fast approximation to describe the Esteya beam, allowing the accurate determination of the beam characteristics (e.g., penumbra).
CONCLUSIONS
We have obtained the phase space of the Esteya system for the 10 and 30 mm applicators and used it to score the relevant dosimetric data in water. This was performed using an EFEN strategy that allowed us to reduce 90% of the computation time, compared to a simulation without the use of VRTs, with minimal impact on the simulated results. The comparison with experimental results showed good agreement with the findings published by other authors using similar equipment, within the reported uncertainties. In our Monte Carlo calculations we used four different options to model the electron beam of the Esteya source. We found that a mono-energetic source combined with a Gaussian electron distribution over the focal spot was the most suitable choice to reproduce the experimental data. Further research is needed to study intermachine variations and response of the most common ionization chambers used in clinical practice for this eBT beam. Author to whom correspondence should be addressed. Electronic mail: facundo.ballester@uv.es; Telephone +34 963543883.
