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Abstract
In this paper we consider the Schro¨dinger operator HV ¼  12WH þ V on the hyperbolic
plane H ¼ fz ¼ ðx; yÞ j xAR; y40g; where WH is the hyperbolic Laplacian and V is a scalar
potential onH: It is proven that, under an appropriate condition on V at ‘inﬁnity’, the number
of eigenvalues of HV less than l is asymptotically equal to the canonical volume of the quasi-
classically allowed region fðx; y; x; ZÞATH j y2ðx2 þ Z2Þ=2þ Vðx; yÞolg as l-N: Our
proof is based on the probabilistic methods and the standard Tauberian argument as in the
proof of Theorem 10.5 in Simon (Functional Integration and Quantum Physics, Academic
Press, New York, 1979).
r 2003 Elsevier Inc. All rights reserved.
1. Introduction and main result
In this paper we study the asymptotic distribution of large eigenvalues of the
Schro¨dinger operator of the form
HV ¼  1
2
WH þ V ð1:1Þ
on the hyperbolic plane H: (The precise formulation is given below.)
ARTICLE IN PRESS
Corresponding author.
E-mail addresses: inahama@sigmath.es.osaka-u.ac.jp (Y. Inahama), QZY05360@nifty.ne.jp
(S. Shirai).
1Partially supported by JSPS Research Fellowship for Young Scientists.
0022-1236/$ - see front matter r 2003 Elsevier Inc. All rights reserved.
doi:10.1016/S0022-1236(03)00237-4
The investigation of spectral asymptotics for the Schro¨dinger operator has
been one of the central problem in spectral theory, mathematical physics or other
ﬁelds of mathematics. In particular, there is a very big collection of deep results in
case of the (asymptotically) Euclidean domains (see, e.g., [7,9] and references
therein).
In what follows we restrict ourselves to the case where the underlying space is non-
compact without boundary and the spectrum of the Schro¨dinger operator is discrete.
In the Euclidean case, a typical result is stated as follows: if V diverges at inﬁnity
(in an appropriate sense), the Schro¨dinger operator has compact resolvent and the
number of eigenvalues (counting multiplicities) less than l behaves like (a constant
multiple of) the Lebesgue measure of the semi-classically allowed region
fðx; pÞARn 
 Rn j aðx; pÞolg as l-N; where aðx; pÞ is a ‘principal symbol’ of the
Schro¨dinger operator (see, e.g., [16, Theorem 10.5; 14, Theorem 30.1]).
It seems that less has been done in the case of general non-compact Riemannian
manifolds. For a class of non-compact Riemannian manifolds, Matsumoto [12]
obtained the large eigenvalue asymptotics for the Schro¨dinger operator with electro-
magnetic ﬁelds, which diverges at inﬁnity, roughly speaking.
The purpose of this paper is to obtain similar eigenvalue asymptotics for the
operator (1.1). Our proof is based on the probabilistic methods as in the proof of
Theorem 10.5 in [16]; using the Feynman–Kac representation of the heat kernel of
the Schro¨dinger operator HV ; we have the short time asymptotics of the trace of the
heat semigroup etHV ; from which the results follows by the Tauberian theorem.
Let H ¼ fz ¼ x þ y ﬃﬃﬃﬃﬃﬃ1p AC j xAR; y40g be the hyperbolic plane endowed with
the metric gð@i; @jÞ ¼ dijy2; where dij is Kronecker’s delta and @1; @2 stand for @x; @y;
respectively. With this metric, H is a complete Riemannian manifold with the
Riemannian measure mðdzÞ ¼ y2 dx dy and the Laplace–Beltrami operator is given
by WH ¼ y2ð@2x þ @2yÞ: The Riemannian distance dH is given by
cosh dHðz1; z2Þ ¼ ðx1  x2Þ
2 þ y21 þ y22
2y1y2
; ð1:2Þ
where zi ¼ xi þ yi
ﬃﬃﬃﬃﬃﬃ1p AH for i ¼ 1; 2:
Remark 1.1. Matsumoto [12] assumed that, in the geodesic coordinate, the
Riemannian metric g and its derivatives of all order are bounded and g is uniformly
positive deﬁnite. In our case, the geodesic (polar) coordinate ðt; yÞ is given by
ðz  ﬃﬃﬃﬃﬃﬃ1p Þ=ðz þ ﬃﬃﬃﬃﬃﬃ1p Þ ¼ tanhðt=2Þey ﬃﬃﬃﬃ1p : Then, in the coordinate, the Riemannian





which is not bounded at inﬁnity, hence, does not satisfy the assumption as in [12].
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In addition, in the geodesic coordinate, the coefﬁcients of the hyperbolic Laplacian
WH vanish at inﬁnity and the typical example of the scalar potential V we keep in
mind (see Section 7 below) has exponential growth. It seems (to the authors) that it is
not so easy to invoke the standard pseudo-differential technique as in [9,14].
To formulate the precise conditions on the scalar potentials, we deﬁne an auxiliary
potential Ve by
VeðzÞ ¼ supfVðz0Þ j z0AH; dHðz; z0Þpeg ð1:3Þ
for any real-valued function V and for any positive number e: Then we introduce the
conditions (A.0)–(A.2) on V as follows:
(A.0) The scalar potential V is a real-valued, continuous function on H: Moreover,
V is bounded from below.
(A.1) In addition to (A.0), the quantityZ
H
expðtVðzÞÞmðdzÞ
is ﬁnite for each t40:
(A.2) There exist positive constants g; CV such that
lim
lsN




ðx2 þ Z2Þ þ Vðx; yÞol
   ¼ CV ;
ð1:4Þ








ðx2 þ Z2Þ þ Veðx; yÞol
   ¼ CV ;e
and limer0 CV ;e ¼ CV hold. Here, j  j denotes the four-dimensional Lebesgue
measure and the function Ve is as in (1.3).
For any positive constants a; d; the function aðcoshðdHðz;
ﬃﬃﬃﬃﬃﬃ1p Þ=2ÞÞd is a typical
example of V which satisﬁes (A.1) and (A.2) (we show this in Section 7).
Nevertheless, (A.1) and (A.2) does not necessarily assure that V diverges in all
directions at inﬁnity.
We start with the Schro¨dinger operator (1.1) with domain CN0 ðHÞ; the space of all
complex-valued smooth functions with compact support. First of all, we establish
the essential self-adjointness of HV :
Lemma 1.2. Assume (A.0). Then HV is essentially self-adjoint (i.e., the operator
closure of HV is self-adjoint). Assume further (A.1). Then HV has discrete spectrum
(i.e., the spectrum consists of isolated eigenvalues of finite multiplicity).
ARTICLE IN PRESS
Y. Inahama, S. Shirai / Journal of Functional Analysis 211 (2004) 424–456426
Proof. The ﬁrst assertion is a special case of Theorem 1.1 in [15]. The condition
(A.1) implies that, for any r40 and A40; the Lebesgue measure of the set
fz0AH j dHðz; z0Þor; VðzÞ4Ag in the geodesic coordinate converges to 0 as
dHðz;
ﬃﬃﬃﬃﬃﬃ1p Þ-N: Then the second assertion follows from Kondrat’ev and Shubin
[8, Corollary 6.2]. &
We note that our proof below also shows that HV has compact resolvent. In the
sequel we use the same symbol for any essentially self-adjoint operator and the self-
adjoint realization.
We denote by NðHVolÞ the number of eigenvalues (counting multiplicity) of HV
less than l: The quantity NðHVolÞ is ﬁnite for each ﬁxed l by Lemma 1.2 under the
condition (A.1). Note that, under condition (A.0), the operator HV is semibounded
since WHX1=4:
The main result of this paper is the following:
Theorem 1.3. Suppose that V satisfies the assumptions (A.1) and (A.2). Let g and CV
be the constants as in (A.2). Then we have the asymptotic relation
lim
lsN
lgNðHVolÞ ¼ CV :
Remark 1.4. The use of the standard Tauberian and Abelian theorems makes us
impose the condition (A.2), which seems to be too restrictive. It is expected that the
similar asymptotic relation still holds for wider class of potentials. Unfortunately,
the authors have not obtain the result in that case.
The organization of the paper is as follows: In Section 2, we give some elementary
results concerning the trace of operators and some function spaces. Section 3
contains some basic notions from stochastic analysis (the Brownian motion on H;
the generalized expectation and the pinned Wiener measure Pz;z
0
t on H; etc.). In
Section 4, we show a Fubini-like lemma with respect to the generalized expectation
(see Lemma 4.4) and the continuity of the measure Pz;z
0
t with respect to the initial and
end points ðz; z0Þ (Lemma 4.6). In Section 5, we establish the Feynman–Kac
representation of the integral kernel of the semigroup etHV generated by HV
(Proposition 5.1) and give upper and lower estimates for the trace of the semi-group
(Lemmas 5.3 and 5.6). In Section 6, we give a proof of Theorem 1.3. In Section 7, we
give an example of the scalar potential which satisﬁes the conditions (A.1) and (A.2).
2. Results from functional analysis
Throughout this paper, we use the symbols c and C (possibly with some sufﬁx) for
various positive constants, which may vary from line to line.
First, we give two lemmas on the trace of non-negative self-adjoint operators. We
say that a bounded operator A acting on a separable Hilbert space K is of trace class
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(of Hilbert–Schmidt class) if Trð ﬃﬃﬃﬃﬃﬃﬃﬃﬃAAp Þ ðTrðAAÞÞ is ﬁnite. Here the trace is deﬁned
by TrðAÞ ¼PNi¼1/ei; AeiSK for an(y) orthonormal basis feigNi¼1 for K : For further
details, we refer to Reed and Simon [13].
Lemma 2.1. Let fAngNn¼1 be a sequence of bounded, non-negative, self-adjoint
operators of trace class on a separable Hilbert space K satisfying supn TrðAnÞpM
for some positive constant M: Moreover, assume that An converges strongly to a
bounded operator A: Then A is a non-negative, self-adjoint operator of trace class and,
moreover, the inequality TrðAÞpM holds.
Proof. This is a special case of Lemma 2 in [2], however we give a proof for our
simple case.
Obviously, A is self-adjoint and non-negative. For an orthonormal basis feigNn¼1 of









where we used Fatou’s lemma in the ﬁrst inequality. &
Lemma 2.2. We have the following assertions (i) and (ii):
(i) Let A be a non-negative, self-adjoint operator of Hilbert–Schmidt class on L2ðHÞ
and let aAL2ðH
HÞ be the integral kernel of A; i.e., Af ðzÞ ¼ R f ðz0Þaðz; z0Þmðdz0Þ:
Moreover, assume that the kernel a is continuous on H
H and the integralR
H






(ii) Let A be an operator of trace class on L2ðHÞ: Assume that there exists a
continuous function a on H
H such that Af ðzÞ ¼ R
H
aðz; z0Þf ðz0ÞmðdzÞ holds for all





Proof. This is essentially due to Brislawn [1, Theorems 3.1 and 4.3], which is
formulated in the Euclidean space. We deduce the problem onH to the one on R2 via
the unitary operator U from L2ðHÞ to L2ðR2Þ deﬁned by ðUf Þðx; tÞ ¼ f ðx; etÞet=2:
We show (i). It is clear that UAU1 deﬁnes a non-negative, self-adjoint operator
on L2ðR2Þ and is of Hilbert–Schmidt class, in fact, a direct computation shows that
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UAU1 has the integral kernel aðx; et; x0; et0 Þet=2et0=2; which is continuous. Then
Theorem 4.3 in [1] is applicable. The assertion (ii) follows similarly from Brislawn’s
result. &
Next, we are concerned with some function spaces on Rn: Let SðRnÞ and S0ðRnÞ
be the Schwartz space of rapidly decreasing functions on Rn and the set of tempered
distributions on Rn; respectively. For each kAZ; we introduce the norms on SðRnÞ
by jj f jj2k ¼ jjð1þ j  j2 W=2Þk f jjN: HereW stands for Laplacian on Rn and jj  jjN
stands for the supremum norm. We denote by S2k the completion of SðRnÞ with
respect to the norm jj  jj2k: Then it follows that
\
kAZ




For rAR and fASðRnÞ; we set
jj f jj2;r ¼ jjð1W=2Þr=2 f jjL2ðRnÞ:
We denote by H2;r the completion of SðRnÞ with respect to the norm jj  jj2;r:
Clearly, H2;r is a subspace of S
0ðRnÞ for any rAR:
Lemma 2.3. Let fASðRnÞ; r40: For KAGLðn;RÞ; we set fKðxÞ ¼ f ðKxÞ: Then
jj fK jj22;rpjdet K j1ð1þ jjK1jj2HSÞrjj f jj22;r;
where jj  jjHS denotes the Hilbert–Schmidt norm on GLðn;RÞ:
Proof. We use the Fourier transform














/K1x; xSÞjdet K j1 dx
¼ jdetK j1bf ððKtÞ1xÞ;
where Kt denotes the transposed matrix of K :
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Then we have
jj fK jj22;r ¼ jdet K j2
Z
Rn
ð1þ jxj2=2Þrj bf ððKtÞ1xÞj2 dx
¼ jdet K j2
Z
Rn
ð1þ jKtxj2=2Þrj bf ðxÞj2jdet Ktj dx
p jdet K j1 minf1; jjðKtÞ1jj2op gr
Z
Rn
ð1þ jxj2=2Þrj bf ðxÞj2 dx
p jdet K j1ð1þ jjK1jj2HSÞrjj f jj22;r;
where jj  jjop denotes the operator norm and we have used the fact that
jj f jj2;r ¼ jjð1þ j  j2=2Þr=2  bf jjL2ðRnÞ
for any rAR: &
Lemma 2.4. Let H2;r and S2k be as above. For any positive integer r; there exists a
positive integer k such that H2;r is continuously embedded in S2k:
Proof. This follows from the general theory of globally hypoelliptic pseudo-
differential operators (see [3, Chapter 1; 14, Chapter IV, Section 25]).
Let h ¼ W=2þ jxj2 be the n-dimensional harmonic oscillator with domain
SðRnÞ; which is essentially self-adjoint. For any real number k; we introduce an
auxiliary weighted Sobelev space eB2k ¼ fuAL2ðRnÞ j ð1þ %hÞkuAL2ðRnÞg equipped
with the norm jjð1þ %hÞkujjL2ðRnÞ: Here we denote by %A the operator closure of an
operator A:
Then h þ 1 is a strictly positive, globally hypoelliptic pseudo-differential operator.
Hence, for any non-negative integer k; the operator ðh þ 1Þk coincides with the
self-adjoint operator ð %h þ 1Þk with domain eB2k [3, Theorem 1.8.11] and the resolvent
ð %h þ 1Þk coincides with the operator ððh þ 1ÞkÞ1 , which can be constructed
as a pseudo-differential operator of order 2k [3, Theorem 1.11.1]. Moreover,
it also holds that ðh þ 1Þk maps eB2m to eB2ðmkÞ continuously for any real numbers
k; m [3, Proposition 1.6.3]. This is why we may identify h with %h in the rest of
the proof.
Given r40; we take and ﬁx N such that rp2N: Then, by the standard Caldero´n–
Vaillancourt theorem, which says that the boundedness of a symbol implies
the boundedness of the associated pseudo-differential operator, roughly speaking
(see, e.g., [4, Theorem 5.3]), we can ﬁnd that the operators ð1þ hÞNð1W=2Þr=2
and ð1W=2Þr=2ð1þ hÞN extend to bounded operators on L2ðRnÞ: This implies
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that the following estimates on SðRnÞ:
jjð1þ hÞNujjL2ðRnÞp cjjð1W=2Þr=2ujjL2ðRnÞ;
jjð1W=2Þr=2ujjL2ðRnÞp jjð1þ hÞNujjL2ðRnÞ;
which is equivalent to the facts that the embeddings H2;r+eB2N and eB2N+H2;r
are continuous, respectively.
On the other hand, the usual Sobolev embedding theorem says that the embedding
H2;m+L
NðRnÞ is continuous if we take and ﬁx m such that m4n=2: Then the
composition
H2;r+eB2N !ð1þhÞk eB2ðkNÞ+H2;m+LNðRnÞ
deﬁnes a continuous map if mp2ðk  NÞ: This show that, if we choose k as
2k4r þ n=2; then the estimate
jjðh þ 1ÞkujjNð¼ jjujj2kÞpcjjujj2;r
holds for all uASðRnÞ: This completes the proof. &
3. Brownian motion on the hyperbolic plane
3.1. Brownian motion on H
In this subsection we introduce the Brownian motion on H and give the short time
asymptotic behaviour of the heat kernel of WH=2: In what follows, we denote
z ¼ x þ y ﬃﬃﬃﬃﬃﬃ1p by ðx; yÞ via the inclusion H+CDR2:
Let W ¼ fwACð½0;NÞ;R2Þ j wð0Þ ¼ 0g be the two-dimensional Wiener space,
where we denote by CðO;O0Þ the space of O0-valued continuous functions on
O: Let





be the Cameron–Martin subspace, where : denotes the derivative, and let P
be the Wiener measure on W : As usual we denote by E½ the integration with
respect to P: We denote by fwtð¼ ðw1t ; w2t ÞÞgtX0 the canonical realization of the
Wiener process.
We consider the following stochastic differential equation on H:
dXðtÞ ¼ YðtÞ dw1ðtÞ; dYðtÞ ¼ YðtÞ dw2ðtÞ;
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with the initial condition ðXð0Þ; Yð0ÞÞ ¼ ðx; yÞ: The solution is explicitly written as
follows (see [5, p. 69]):
Xðt; z; wÞ ¼ x þ y
Z t
0
expðw2s  s=2Þ dw1s ;
Yðt; z; wÞ ¼ y expðw2t  t=2Þ: ð3:1Þ
We write Zðt; z; wÞ ¼ ðXðt; z; wÞ; Yðt; z; wÞÞ and when z ¼ ﬃﬃﬃﬃﬃﬃ1p we simply write
Zðt; wÞ ¼ ðXðt; wÞ; Yðt; wÞÞ: Using Itoˆ ’s formula (see [6]), one can ﬁnd that
fZðt; z; wÞgtX0 is the Brownian motion on H; i.e., a diffusion process whose
generator is WH=2: It is well-known (see [6, Chapter 5, Section 3]) that the law of
Zðt; z; wÞ onH is given by pðt; z; z0Þ mðdz0Þ; where the heat kernel pðt; z; z0Þ of etWH=2 is
given by










cosh b  cosh dp db ð3:2Þ
with d ¼ dHðz; z0Þ (see, e.g., [18]).
Lemma 3.1. Let pðt; z; z0Þ be as above. Then
lim
tr0
tpðt; z; zÞ ¼ 1
2p
ð3:3Þ
holds for any zAH:
Proof. Although the short time asymptotics (3.3) for the heat kernel of the Laplace–
Beltrami operator is well known (see, e.g., [6, p. 421]), we give an elementary proof in
our case for the sake of completeness.
First we see that the quantity C0 ¼ supx40 x=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ




cosh x  1 ¼ 2; limx-N
x2








coshð ﬃﬃtp xÞ  1q for t40 and x40: Then we have the





2=2; where we used











2=2 dx ¼ ﬃﬃﬃpp : ð3:5Þ
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Then the result follows from












x in the equality and used (3.5) in the
last line. &
3.2. Generalized expectations
Now we recall some basic deﬁnitions and results from the Malliavin calculus along
the line of Ikeda and Watanabe [6, Chapter V, Sections 8 and 9]. Let ðW ; H; PÞ be
the Wiener space as above. A function of the form ½hðwÞ ¼Pi¼1;2 RN0 ’hiðsÞ  dwiðsÞ is
called a measurable linear functional associated with hAH: The law of ½h is the
Gaussian measure with mean 0 and variance jjhjj2H : For any orthonormal elements
h1;y; hnAH and fASðRnÞ; a function of the form FðwÞ ¼ f ð½h1ðwÞ;y; ½hnðwÞÞ is




ð@2i f ð½h1ðwÞ;y; ½hnðwÞÞ  ½hiðwÞ  @i f ð½h1ðwÞ;y; ½hnðwÞÞÞ
on the space of all cylindrical functions, which is a core for L: For pAð1;NÞ and
sAR; the Sobolev space Dp;s is the completion of the space of cylindrical functions
on W with respect to the norm jjF jjp;s ¼ jjðI  LÞs=2F jjLpðW ;PÞ: The spaces of test





p41;sAR Dp;s; respectively. (For a separable Hilbert space K ; the
Sobolev spaces of K-valued function(al)s are deﬁned in a similar way. In that case we
write Dp;sðKÞ; DNðKÞ; etc.) Then the paring of FADN and CADN is deﬁned in a
canonical way and is denoted by E½C  F : (We often write as E½CðwÞFðwÞ:) The
pairing E½C  1 is often denoted simply by E½C or formally by R
W
CðwÞPðdwÞ: We
call E½   the generalized expectation.
Let F ¼ ðF1;y; F nÞADNðRnÞ: We say that F is non-degenerate in the sense of
Malliavin if the Malliavin covariance




pðW ; PÞ; where D denotes the H-derivative, i.e., the Gbataux
derivative in H-direction. If F is non-degenerate in the sense of Malliavin, then, for
any Schwartz distribution cAS0ðRnÞ; the composition c3F is well deﬁned and
belongs to DN: In fact, the mapping c/c3F is bounded from S2k to Dp;2k for
every pAð1;NÞ and k ¼ 1; 2;y (see [6, Chapter V, Section 9] for detailed
information on the pullback of the Schwartz distributions).
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In what follows we denote by IO the characteristic function on any set O:
Lemma 3.2. Let Zðt; z;  Þ be as in (3.1). Then Zðt; z;  Þ belongs to DNðR2Þ and is
non-degenerate in the sense of Malliavin for all t40 and zAH:
Proof. Without loss of generality, we may assume that z ¼ ﬃﬃﬃﬃﬃﬃ1p in (3.1). It follows
from Proposition 10.1 in [6, Chapter V], that both Xt ¼
R t
0 expðw1s  s=2Þ dw1s and
Yt ¼ expðw2t  t=2Þ belong to DN: A direct computation shows that











expðw2s  s=2Þ ð0; ksÞ dw1s ð3:7Þ
and kt is given by ’ktðsÞ ¼ I½0;tðsÞ and the last integral in (3.7) reads the H-valued
stochastic integral. Since /I1ðwÞ; I2ðwÞSH ¼ /DYtðwÞ; I1ðwÞSH ¼ 0; the Malliavin
covariance is given by
jjDXtðwÞjj2H jjDYtðwÞjj2H /DXtðwÞ; DYtðwÞS2H
¼ ðjjI1ðwÞjj2H þ jjI2ðwÞjj2HÞjjDYtðwÞjj2H /I2ðwÞ; DYtðwÞS2H
XjjI1ðwÞjj2H jjDYtðwÞjj2H ; ð3:8Þ



















pðWÞ: Then we conclude from (3.8). &
In particular, the composition edz03Zðt; z;  Þ is well deﬁned and belongs to DN
for all z0AH; where edz0 is the Dirac delta function at z0AH with respect to the
Riemannian measure m (see Remark 3.3). Note that pðt; z; z0Þ ¼ E½edz0 ðZðt; z;  ÞÞ
(see [5, Section 2]).
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Remark 3.3. By the natural inclusion H+CDR2; we regard Zðt; z; wÞ as an R2-
valued random variable. In what follows, we shall regard distributions on H with
compact support as elements of S0ðR2Þ in this way. We can easily see that edz ¼
y2dðx;yÞ; where dðx;yÞ is the Dirac delta function at ðx; yÞAR2 with respect to the
Lebesgue measure. We can also see that
Z
H
f ðzÞedzmðdzÞ ¼ Z
R2
f ðx; yÞdðx;yÞ dx dy ¼ f
for fACN0 ðHÞ; where the integrals converge with respect to the topology onS0ðR2Þ:
It is known (see [17]) that, for every positive generalized Wiener functional C;
there exists a unique positive ﬁnite measure mC on W such that




where eF stands for the DN-quasi-continuous modiﬁcation of F (see [10, Chapter IV,
Section 2, p. 94]). Note the eFðwÞ is uniquely deﬁned up to the measure mC: The
probability measure which corresponds to edz0 ðZðt; z; wÞÞ=E½edz0 ðZðt; z;  ÞÞ is
denoted by mz;z
0
t : (For detailed information on the quasi-sure analysis on the Wiener
space, see [10, Chapters IV and V].)
Lemma 3.4. For zi ¼ xi þ yi
ﬃﬃﬃﬃﬃﬃ1p AH ði ¼ 0; 1Þ; we set tðz0; z1Þ ¼ ðx1  x0Þ=y0 þ
ðy1=y0Þ
ﬃﬃﬃﬃﬃﬃ1p : Then, for any t40; we have
edz1ðZðt; z0; wÞÞ ¼ edtðz0;z1ÞðZðt; wÞÞ and mz0;z1t ¼ m ﬃﬃﬃﬃ1p ;tðz0;z1Þt :
In particular, neither edzðZðt; z; wÞÞ nor mz;zt depends on zAH:
Proof. Take a sequence f fngNn¼1CCN0 ðHÞ such that fn-ed ﬃﬃﬃﬃ1p in S0 as n-N: Then
the sequence fnððx  x0Þ=y0; y=y0Þ converges to edx0þy0 ﬃﬃﬃﬃ1p : Indeed, for any
gACN0 ðHÞ;Z
H
fnððx  x0Þ=y0; y=y0Þgðx; yÞy2 dx dy ¼
Z
H
fnðx; yÞgðx0 þ y0x; y0yÞðy0yÞ2y20 dx dy
-gðx0; y0Þ as n-N:
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Noting that X ðt; z0; wÞ ¼ x0 þ y0X ðt; wÞ and Yðt; z0; wÞ ¼ y0Y ðt; wÞ; we have
edz1ðZðt; z0; wÞÞ ¼ lim
n-N
fnððXðt; z0; wÞ  x1Þ=y1; Yðt; z0; wÞ=y1Þ
¼ lim
n-N
fnðfXðt; wÞ  ðx1  x0Þ=y0g=ðy1=y0Þ; Yðt; wÞ=ðy1=y0ÞÞ
¼edtðz0;z1ÞðZðt; wÞÞ:
The rest of the statement is trivial. &
3.3. Pinned Wiener measures
Now we introduce the pinned Wiener measure on H: Let T40 and z; z0AH: Set
WTðHÞ ¼ Cð½0; T ;HÞ and Lz;z
0
T ðHÞ ¼ flAWTðHÞ j lð0Þ ¼ z; lðTÞ ¼ z0g: We equip
the space WTðHÞ with the distance dðl; l0Þ ¼ supfdHðls; l0sÞ j 0pspTg: Then WT ðHÞ
is a complete separable metric space and Lz;z
0
T ðHÞ is a closed subspace. The pinned
Wiener measure Pz;z
0






















pðti  ti1; zi1; ziÞ ð3:9Þ
for any partition 0 ¼ t0ot1o?otnotnþ1 ¼ T of ½0; T  and any f1;y; fnACN0 ðHÞ:
Here, z0 ¼ z and znþ1 ¼ z0 by convention. The right-hand side of (3.9) is equal to
pðT ; z; z0Þ1E½edz0 ðZðT ; z; ÞÞYn
i¼1





fið eZðti; z; wÞÞmz;z0T ðdwÞ:
Here f eZðt; z; wÞg0ptpT is the modiﬁcation of fZðt; z; wÞg0ptpT as a WT ðHÞ-valued
random variable in the following sense (the stating point z is arbitrarily ﬁxed):
1. For each tA½0; T ; we have eZðt; z; wÞ ¼ Zðt; z; wÞ for P-almost surely.
2. For each tA½0; T ; the Wiener functional eZðt; z;  Þ is DN-quasi continuous.
3. For quasi-sure wAW ; the map t/ eZðt; z; wÞ is continuous.
(For the existence of such a modiﬁcation, see Theorem 4.2 in [11], for example.) Then
we can deduce that Pz;z
0
T is the law of m
z;z0
T by the WTðHÞ-valued random variableeZð  ; z; wÞ:
Now we recall the pinned Wiener measure on R: Let T40 and x; x0AR: Deﬁne
WTðRÞ and Lx;x
0
T ðRÞ in a similar way as in the case of H: The pinned Wiener
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measure nx;x
0
T on R is deﬁned as the measure on L
x;x0



















qðti  ti1; xi1; xiÞ ð3:10Þ
for any partition 0 ¼ t0ot1o?otnotnþ1 ¼ T of ½0; T  and any f1;y; fnACN0 ðRÞ:
Here, x0 ¼ x and xnþ1 ¼ x0 by convention and
qðt; x; x0Þ ¼ ð2ptÞ1=2 expfðx  x0Þ2=ð2tÞg ð3:11Þ
is the Gaussian kernel. For the standard one-dimensional Brownian motion fbtgtX0;
we see that


































by the Brownian scaling property.
4. Preliminary stochastic analysis
The purpose of this section is to prove a Fubini-like lemma for the generalized
expectations (Lemma 4.4 below) and show the continuity of the pinned Wiener
measure Pz;z
0
T with respect to ðz; z0ÞAH
H (Lemma 4.6 below).
In Lemmas 4.1, 4.2 and 4.5, we consider one dimensional Wiener space
ðW1; H1; P1Þ: The canonical realization of the Brownian motion is denoted by
fwtgtX0:
In what follows we denote the expectation and the space of test functionals with
respect to ðW1; H1; P1Þ also by E½   and DN; respectively.
Lemma 4.1. Let T40; 0psotpT ; e40 and gAR: Set FðwÞ ¼ R t
s
expðewuÞ du: Then
the power ðFÞg belongs to DN: Moreover, if g is non-negative integer, the estimate
jjðFÞgjjp;2pCe;g;T jt  sjg
holds for some Ce;g;T40:
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Proof. We show the lemma for the case e ¼ 1; s ¼ 0 and t ¼ 1: The general case can
be done in the same way. First we show that FðwÞ ¼ R 10 expðwuÞ du belongs to DN:



























p and FADN: Then, using the
derivation property of D and Fernique’s theorem, one can deduce from (4.2) the
conclusion. &





Let gASðRn1Þ; r41=2 and zAR: Take fjASðRÞ ð j ¼ 1; 2;yÞ so that jj fj  dzjj22;r







qðAtiðwÞ  Ati1ðwÞ; xi1; xiÞ dx1?dxn;
where x0 ¼ 0 by convention and q is as in (3.11).
Then Gj converges to





gðbAt1 ðÞ;y; bAtn1 ðÞÞn
0;z
AT ðÞðdbÞ ð4:4Þ
as j-N in DN; as well as in the sense of pointwise convergence. In particular, the
right-hand side of (4.4) defines an element of DN:
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K2ðwÞ ¼ diag½At1ðwÞ1=2; fAt2ðwÞ  At1ðwÞg1=2;y; fAtnðwÞ  Atn1ðwÞg1=2; ð4:6Þ
where diag denotes the diagonal matrix. We set KðwÞ ¼ K11 K2ðwÞ: Then it follows
from Lemma 4.1 that det KðÞ; det KðÞ1 and all the entries of KðÞ are elements of



















holds for some non-negative integers ia; polynomials pa;iðyÞ and H#k-valued DN-
functionals Xa;i: Here, for any a ¼ ða1;y; anÞAZnþ; we used the standard notations
@a ¼ @a11 ?@ann and jaj ¼ a1 þ?þ an:
Take N ¼ k þ r: Then we have
















jjXa;iðwÞjjH#k  jjg#fj  g#fj0 jj2;r
for some c40; where we used Lemma 2.3. Since jjg#fj  g#fj0 jj2;r-0 as j; j0-N
by the assumption, we have
E½jjDkGj  DkGj0 jjpH#k -0 as j; j0-N:
This implies fGjgj¼1;2;y is a DN-Cauchy sequence.
On the other hand, it is easy to see that the sequence Gj converges to (4.4) for each
ﬁxed w: The two limits (in DN and in the pointwise sense) must coincide. Hence we
obtain the lemma. &
We prepare a Fubini-like lemma for the generalized expectation. We regard
W ¼ W1 
 W1 and PðdwÞ ¼ P1ðdw1Þ#P1ðdw2Þ:
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Lemma 4.3. Let ðz; yÞAR2; gASðRn1Þ: Let FADN and assume that F is independent
of the coordinate w1: We set btðwÞ ¼
R t
0 expðw2s Þ dw1s : Then, for any partition


















Proof. Since btðwÞ is a martingale whose quadratic variational process (see [6,
Chapter II, Section 2, p. 53]) is Atðw2Þ; we have, for each ﬁxed w2; fbtðwÞgtX0 under
the probability measure P1ðdw1Þ has the same law as fbAtðw2ÞgtX0; where fbtgtX0 is a
one-dimensional standard Brownian motion starting at 0: As in the proof of Lemma
3.2, we can show that ðbt; w2t Þ belongs to DN and is non-degenerate. Let fj ; efjASðRÞ
such that fj-dz and efj-dy inH2;1 as j-N: Since fjðxÞefjðyÞ-dðz;yÞðx; yÞ inS0ðR2Þ























By Lemma 2.4 and the continuity of the pullback of Schwartz distributions
(see [6, Chapter V, Section 9, Theorem 9.1 and its Corollary]), we see thatefjðw2TÞ-dyðw2TÞ as j-N in DN: By Lemma 4.2, we have





gðbAt1 ðw2Þ;y; bAtn1 ðw2ÞÞn
0;z
AT ðw2ÞðdbÞ
in DN as j-N: This completes the proof. &
Now we show a key lemma, which shall be used later.
Lemma 4.4. For gACN0 ðRn1Þ and hACN0 ðð0;NÞn1Þ; we set
f ðz1;y; zn1Þ ¼ gðx1;y; xn1Þhðy1;y; yn1Þ:
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n0;log bT ðdwÞhðexpðwt1Þ;y; expðwtn1ÞÞ











Proof. First note that edcðx; eyÞ ¼ bdða;log bÞðx; yÞ inS0ðR2Þ: Then the left-hand side of
(4.9) is equal to
E½edcðZðT ; wÞÞf ðZðt1; wÞ;y; Zðtn1; wÞÞ
¼ bE½dða;log bÞðX ðT ; wÞ; w2T  T=2Þ  gðXðt1; wÞ;y; Xðtn1; wÞÞ

 hðexpðw2t1  t1=2Þ;y; expðw2tn1  tn1=2ÞÞ: ð4:10Þ
Now we consider the Girsanov transform (see [6, Chapter IV, Section 4, p. 190]).
The process ðew1t ; ew2t Þ ¼ ðw1t ; w2t  t=2Þ is a two-dimensional standard Brownian
motion with respect to the measure
ePjBT ¼ exp½12 w2T  T=8  PjBT ;
where BT is the s-ﬁeld generated by fwðsÞ j 0pspTg: We denote by eE the
expectation with respect to ePjBT : Let btðwÞ be as in the previous lemma. Then the
right-hand side of (4.10) is equal to
b eE dða;log bÞðbTðewÞ; ew2TÞ  gðbt1ðewÞ;y; btn1ðewÞÞ 
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where we used Lemma 4.3 for the second equality. Then the integrand with respect
to the measure P1ðdw2Þdlog bðw2TÞ is a continuous DN-functionals which depends
only on the coordinate w2 and is measurable with respect to the s-ﬁeld generated by
fw2ðsÞ j 0pspTg: This proves the lemma. &
Lemma 4.5. For any positive integer n; there exists a positive constant Cn such
that





jwt  wsj2nn0;xT ðdwÞpCnT1=2jt  sjn ð4:11Þ
holds for all s; t; T with 0psotpT and for all xAR:
Proof. Let ðW1; P1Þ be the one-dimensional Wiener space as above and fwtgtX0 be
the canonical realization of the one-dimensional Brownian motion. The left-hand
side of (4.11) is equal to
E½dxðwTÞjwt  wsj2n ¼ Tn1=2E½dx=Tðw1Þjwt=T  ws=T j2n; ð4:12Þ
where we used the scaling property of Brownian motion.
Note that fdx j xARg is bounded in S2ðRÞ (see [6, Lemma 9.1] and its proof).
Hence, by the continuity of the pullback of Schwartz distributions, we see that
fdxðw1Þ j xARg is bounded in D2;2:
So we consider D2;2-norm of jwt=T  ws=T j2n: Set FðwÞ ¼ wt  ws and let kt be as in
(4.1). Then DFðwÞ ¼ kt  ks; D2FðwÞ ¼ 0 and jjDFðwÞjjH ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
t  sp : Hence, we have
E½F4npCnjt  sj2n;
E½jjDðF2nÞjj2H  ¼ ð2nÞ2ðt  sÞE½F4n2pCnjt  sj2n
and
E½jjD2ðF2nÞjj2H#H  ¼ ð2nÞ2ð2n  1Þ2ðt  sÞ2E½F 4n4pCnjt  sj2n:
Hence, D2;2-norm of jwt=T  ws=T j2n is less than Cnjðt  sÞ=T jn: Combining this with
(4.12), we obtain (4.11). &
Now we show the tightness of the pinned Wiener measures. We recall the notion of
tightness. A family L of probability measures on a separable metric space S is called
tight on S if for any e40 there exists a compact subset K of S such that
infPAL PðKÞX1 e holds.
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Lemma 4.6. Let Pz;z
0
T be the pinned Wiener measure defined as in (3.9). Then, for each
T40; we have the following assertions 1 and 2:
1. For any compact subset K in H
H; the family of probability measures
fPz;z0T j ðz; z0ÞAKg is tight on WT ðHÞ:
2. The mapping ðz; z0Þ/Pz;z0T is continuous with respect to the topology of the weak
convergence of probability measures on WTðHÞ:
Proof. First we consider another distance on WTðHÞ: Set d 0Hðz; z0Þ2 ¼ ðx  x0Þ2 þ
ðlog y  log y0Þ2 for z ¼ x þ ﬃﬃﬃﬃﬃﬃ1p y and z0 ¼ x0 þ ﬃﬃﬃﬃﬃﬃ1p y0 and set d 0ðl; l0Þ ¼
supfd 0Hðls; l0sÞ j 0pspTg for l; l0AWTðHÞ: Then the distance d 0 on WT ðHÞ induces
the topology which coincides with the one by dH instead of d
0
H: So it sufﬁces to show
the tightness with respect to d 0:
By Ikeda and Watanabe [6, Theorems I-4.3 and I-4.2] and its proof, it is enough to
show that, for any T40 and for any compact set K in H
H; there exists a positive










d 0Hð eZðs; z; wÞ; eZðt; z; wÞÞ4mz;z0T ðdwÞpCðt  sÞ2
ð4:13Þ
for all s; t with 0psotpT and for all ðz; z0ÞAK : Note that
d 0Hð eZðs; z; wÞ; eZðt; z; wÞÞ2 ¼ y2j eXðs; wÞ  eXðt; wÞj2 þ jlog eY ðs; wÞ  log eYðt; wÞj2:
Let tðz; z0Þ be as in Lemma 3.4. If we write tðz; z0Þ as c ¼ a þ b ﬃﬃﬃﬃﬃﬃ1p ; it follows from




fj eX ðs; wÞ  eXðt; wÞj4 þ jlog eY ðs; wÞ  log eYðt; wÞj4gm ﬃﬃﬃﬃ1p ;cT ðdwÞ; ð4:14Þ
where C1 ¼ 2 maxfy4 j ðz; z0ÞAKg:
First we estimate the second term in (4.14). It follows from Lemma 4.4 and the
monotone convergence theorem thatZ
W
jlog eY ðs; wÞ  log eYðt; wÞj4m ﬃﬃﬃﬃ1p ;cT ðdwÞ





jws  wtj4ð2pATðwÞÞ1=2n0;log bT ðdwÞ






jws  wtj8n0;log bT ðdwÞ
" #1=2
E½dlog bðwTÞAT ðwÞ11=2
pC4jt  sj2; ð4:15Þ
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where the constant C2 takes the form ce
T=8 maxf ﬃﬃﬃbp pðT ; ﬃﬃﬃﬃﬃﬃ1p ; cÞ1 j cAtðKÞg and
we used Lemmas 4.1 and 4.5 and the boundedness of fdlog bðwTÞ j cAtðKÞg in the last
inequality.
Next we estimate the ﬁrst term in (4.14). In the same way as above we haveZ
W
j eX ðs; wÞ  eXðt; wÞj4m ﬃﬃﬃﬃ1p ;cT ðdwÞ













jbAsðwÞ  bAtðwÞj4n0;aAT ðwÞðdbÞ






n0;log bT ðdwÞjAtðwÞ  AsðwÞj2A1=2T ðwÞ
¼ C5E½dlog bðwTÞjAtðwÞ  AsðwÞj2A1=2T ðwÞ
pC6jt  sj2; ð4:16Þ
where we used Lemma 4.5 in the second inequality and we used Lemma 4.1, Ho¨lder’s
inequality and the boundedness of dlog bðwTÞ and ATðwÞ1=2 in the last inequality.
Here the constant C6 may depends on T : Then (4.14)–(4.16) imply (4.13), from
which the ﬁrst assertion follows.
Finally we show the second assertion. Assume that ðzn; z0nÞ converges to ðz; z0Þ as
n-N: Then fPzn;z0nT gNn¼1 is tight by the ﬁrst assertion, hence, is relatively compact in
the topology of weak convergence of probability measures [6, Theorem 2.6]. Let P0
be any cluster point. Then, we see from (3.9) that the ﬁnite-dimensional distribution
of P0 and Pz;z
0
T coincide. This shows that fPzn;z
0
n





T is continuous in ðz; z0Þ: This completes the proof. &
5. Estimate of the trace of the heat semigroup etHV
5.1. The heat kernel for HV
In this subsection we establish the Feynman–Kac representation of the integral
kernel of the heat semigroup etHV : Without loss of generality, we may assume that
V is non-negative, considering V þ jinfV j instead of V if necessary.
Let p be the kernel as in (3.2). For t40 and z; z0AH; we deﬁne






Vð eZðs; z; wÞÞ ds mz;z0t ðdwÞ
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Proposition 5.1. Assume that V satisfies the condition (A.0). Then, for each fixed t40;
the function pV ðt; z; z0Þ is continuous in the variable ðz; z0ÞAH
H and gives the
integral kernel of the heat semigroup etHV ; i.e., the identity
ðetHV f ÞðzÞ ¼
Z
H
f ðz0ÞpV ðt; z; z0Þmðdz0Þ ð5:1Þ
holds for any fAL2ðHÞ:
Proof. The function WtðHÞ{l/expð
R t
0 VðlsÞ dsÞAR is continuous and
bounded. Hence, using Lemma 4.6, we can ﬁnd that pV ðt; z; z0Þ is continuous
in ðz; z0Þ:
Note that the proposition is true when V ¼ 0: By the obvious domination
pV ðt; z; z0Þ p pðt; z; z0Þ; we see that the right-hand side of (5.1) deﬁnes a bounded
operator on L2ðHÞ:
First we consider the case VACN0 ðHÞ: The following Feynman–Kac formula:
ðetHV f ÞðzÞ ¼ E f ðZðt; z;  ÞÞ exp 
Z t
0
VðZðs; z;  ÞÞ ds
  !
ð5:2Þ
holds for fACN0 ðHÞ; since both V and f are smooth functions with compact
support. (Eq. (5.2) can be shown by the reversibility of the Brownian motion on H
with respect to the Riemannian measure mðdzÞ and by Theorem 3.2 in Ikeda and
Watanabe [6, Chapter V, Section 3].)
On the other hand, in the same way as in [6, p. 414], we see that
expð R t0 VðZðs; z;  ÞÞ dsÞ belongs to DN: Let P ¼ f0 ¼ t0ot1o?otn ¼ tg be a
partition of ½0; t and jPj be its scale of mesh. Noting that exp½PiVðZðti; z;  ÞÞ
ðti  ti1Þ converges in DN-topology to expð
R t
0 VðZðs; z;  ÞÞ dsÞ as jPj tends to
zero, we have the following:
E edz0 ðZðt; z;  ÞÞ exp  Z t
0




E edz0 ðZðt; z;  ÞÞ exp X
i
VðZðti; z;  ÞÞðti  ti1Þ
" #" #


























¼ pV ðt; z; z0Þ: ð5:3Þ
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By Remark 3.3 and the continuity of the pullback of Schwartz distributions, we
see that Z
H
mðdz0Þf ðz0Þedz0 ðZðt; z; wÞÞ ¼ f ðZðt; z; wÞÞ ð5:4Þ
holds, where the integral converges in DN: By (5.2)–(5.4), the identity (5.1) holds
for all fACN0 ðHÞ; which is dense.
Now we consider general V ’s. First we take non-negative VnACN0 ðHÞ such that
VnsV as n-N uniformly on each compact subset. Then the dominated
convergence theorem yields that pVnðt; z; z0Þ-pV ðt; z; z0Þ for each z; z0AH and thatZ
H
f ðz0ÞpVnðt; z; z0Þmðdz0Þ-
Z
H
f ðz0ÞpV ðt; z; z0Þmðdz0Þ
as n-N for each zAH and fACN0 ðHÞ: On the other hand, for each t40; etHVn
converges to etHV as n-N in the strong operator topology, since HVn f converges
to HV f as n-0 for each fACN0 ðHÞ; which is a common core for HV and HVn ’s (see
[13, Theorems VIII.21 and VIII.25]). Then we obtain (5.1) for fACN0 ðHÞ since an
L2-convergent sequence fetHVn gNn¼1 has a subsequence which converges almost
everywhere. By the boundedness of the operators, identity (5.1) still holds for any
fAL2ðHÞ: &
5.2. Upper bound for TrðetHV Þ
In this and the next subsection we derive upper and lower bound estimates for
TrðetHV Þ; respectively.
Set
JðtÞ ¼ E ed ﬃﬃﬃﬃ1p ðZðt; wÞÞ  Z t
0
expðw2s  s=2Þ ds
 !
: ð5:5Þ
Lemma 5.2. Let JðtÞ be as above. Then we have limtr0 JðtÞ ¼ ð2pÞ1:
Proof. Applying the Girsanov transform in the same way as in the proof of
Lemma 4.4, we have
JðtÞ ¼ eE ed ﬃﬃﬃﬃ1p ðbtðewÞ; expðew2t ÞÞ Z t
0
expðew2s Þ ds exp  12 ew2t  t=8
 ! !
¼ et=8 eE dð0;0ÞðbtðewÞ; ew2t Þ Z t
0
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where eE is as in the proof of Lemma 4.4 and we used Lemma 4.3 and the monotone





same law, where fbuguX0 is a standard realization of the one-dimensional Brownian




p E t1=2d0ðb1Þ t
Z 1
0
expð ﬃﬃtp buÞ du  t Z 1
0











expð ﬃﬃtp buÞ du  Z 1
0
expð2 ﬃﬃtp buÞ du 1=2n0;01 ðdbÞ: ð5:7Þ
By the Schwarz inequality
Z 1
0
expð ﬃﬃtp buÞ dup Z 1
0
expð2 ﬃﬃtp buÞ du 1=2;
we can ﬁnd that the integrand (with respect to n0;01 ) on the right-hand side of (5.7) is
less than 1 and converges to 1 as tr0 for each ﬁxed b: Then the dominated
convergence theorem completes the proof. &
Lemma 5.3. Assume that V satisfies assumption (A.1). Let JðtÞ be as in (5.5). Then














ðx2 þ Z2Þ þ Vðx; yÞ
  !
dx dy dx dZ; ð5:9Þ
where ðx; y; x; ZÞAH
 R2 and dx dy dx dZ is the four-dimensional Lebesgue
measure.










dx dZ ¼ 1: ð5:10Þ
We show (5.8). Take any fACN0 ðHÞ such that 0pfp1: Then the operator fetHV f
is non-negative, of Hilbert–Schmidt class, where f denotes the multiplication
operator by the function f ; and has the integral kernel f ðzÞpV ðt; z; z0Þf ðz0Þ: It follows
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from Proposition 5.1 and Lemma 2.2 that
Trð fetHV f Þp
Z
H







mz;zt ðdwÞ exp 
Z t
0






















Vðx þ y eXðs; wÞ; y eYðs; wÞÞ ds ; ð5:11Þ
where p is as in (3.2) and we used Lemma 3.4 and Fubini’s theorem in the last
equality. Here we also used the fact that pðt; z; zÞ is independent of zAH:










expðtVðx þ y eX ðs; wÞ; y eYðs; wÞÞÞ: ð5:12Þ
For any function F and for any a40 and bAR; it follows thatZ
H




From (5.12) and (5.13), we see that



























where we used expressions (3.1) and (5.5).
Since fetHV f converges strongly to etHV as fs1; we can apply Lemma 2.1 to
obtain (5.8). This completes the proof. &
5.3. Lower bound for TrðetHV Þ
For e; t40 and zAH; we set
Dðz; eÞ ¼ fz0AH j dHðz; z0Þpeg
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and
Qðe; tÞ ¼ Pz;zt ðflALz;zt ðHÞ j lsADðz; eÞ for all sA½0; tgÞ: ð5:14Þ
Lemma 5.4. For every e; t40; the probability Qðe; tÞ is independent of z:
Proof. Using (1.2), we have dHð eZðt; z; wÞ; zÞ ¼ dHð eZðt; wÞ; ﬃﬃﬃﬃﬃﬃ1p Þ; since eXðt; z; wÞ ¼
x þ y eXðt; wÞ and eYðt; z; wÞ ¼ y eY ðt; wÞ: By Lemma 3.4, we have
mz;zt ðfwAW j eZðt; z; wÞADðz; eÞ for all sA½0; tgÞ
¼ m
ﬃﬃﬃﬃ1p ; ﬃﬃﬃﬃ1p
t ðfwAW j eZðt; wÞADð ﬃﬃﬃﬃﬃﬃ1p ; eÞ for all sA½0; tgÞ:
This shows the lemma. &











ÞQðe; tÞ ¼ 1
2p
ð5:15Þ
for each fixed e40:
Proof. Set eDe ¼ fx þ y ﬃﬃﬃﬃﬃﬃ1p AH j jxjpe; eepypeeg and
eQðe; tÞ ¼ P ﬃﬃﬃﬃ1p ; ﬃﬃﬃﬃ1pt ðflAL ﬃﬃﬃﬃ1p ; ﬃﬃﬃﬃ1pt ðHÞ j lsAeDe for all sA½0; tgÞ:
It is sufﬁcient to show that limtr0 eQðe; tÞ ¼ 1 holds for each e40; since for any e40
there exist e040; e0040 such that eQðe0; tÞpQðe; tÞp eQðe00; tÞ:




i¼1 wðxiÞ and hðy1;y; yn1Þ ¼
Qn1
i¼1 wðlog yiÞ: Letting wðxÞ-
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where jjwjjN ¼ sup0oso1jwsj etc. Now we use the scaling property for both w and b:























Note that, if tp1; C1=2t is dominated asZ 1
0
expð2 ﬃﬃtp wuÞ du 1=2p Z 1
0











Similarly we can estimate C1t : Then the lemma follows from the dominated
convergence theorem, (3.3), (5.17) and (5.18). &
Now we give a lower bound for the trace of etHV :





















ðx2 þ Z2Þ þ Veðx; yÞ
  !
dx dy dx dZ;
where ðx; y; x; ZÞAH
 R2 and dx dy dx dZ is the four dimensional Lebesgue
measure.
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Proof. It follows from Proposition 5.1 and Lemma 5.3 that etHV is of trace class
and has the continuous integral kernel pV ðt; z; z0Þ: Then Lemma 2.2(ii) implies that





























































ðx2 þ Z2Þ þ Veðx; yÞ
  !
dx dy dx dZ;
where O in the third line is as in (5.14) and we used (3.11) in the last equality. &
6. Proof of Theorem 1.3
In this section we complete the proof of Theorem 1.3 as in the proof of Theorem
10.5 in [16]. To the aim, we recall the celebrated Abelian and Tauberian theorems.
Abelian Theorem (Simon [16, Theorem 10.2]). Let m be a positive Borel measure on
½0;NÞ: Assume that there exist C40; g40 such that liml-N lgmð½0; lÞÞ ¼ C holds.




txmðdxÞ ¼ CGðgþ 1Þ: Here GðaÞ ¼ RN0 exxa1 dx is
the gamma function.
Tauberian theorem (Simon [16, Theorem 10.3]). Let m be a positive Borel measure
on ½0;NÞ: Assume that RN0 etxmðdxÞ is ﬁnite for each t40 and assume that there
exist D40; g40 such that limtr0 tg
RN
0 e
txmðdxÞ ¼ D holds. Then we have
liml-N l
gmð½0; lÞÞ ¼ D=Gðgþ 1Þ:
Proposition 6.1. Assume that V satisfies (A.1) and (A.2). Let CV be the constant as in
(A.2). Then we have
lim
tr0
tg TrðetHV Þ ¼ CVGðgþ 1Þ: ð6:1Þ
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Proof. We apply the Abelian theorem to the measure on ½0;NÞ deﬁned by




ðx2 þ Z2Þ þ Vðx; yÞol
   :
Then (1.4) means that the assumption as in the Abelian theorem is fulﬁlled with















ðx2 þ Z2Þ þ Vðx; yÞ
  !
dx dy dx dZ
¼ð2pÞ2CVGðgþ 1Þ: ð6:2Þ
By Lemmas 5.3, 5.2 and (6.2), we have
lim sup
tr0
tg TrðetHV ÞpCVGðgþ 1Þ: ð6:3Þ
Similarly, by Lemma 5.6, Lemma 5.5, (1.5) and the Abelian theorem, we have
lim inf
tr0
tg TrðetHV ÞXCV ;eGðgþ 1Þ: ð6:4Þ
Then the lemma follows from (6.3) and (6.4) since limer0 CV ;e ¼ CV holds by
(A.2). &
Now we apply the Tauberian theorem to the measure on ½0;NÞ deﬁned by
mð½0; lÞÞ ¼ NðHVolÞ: Proposition 6.1 says that the assumption as in the Tauberian
theorem with D ¼ CV=Gðgþ 1Þ: Then we have the conclusion.
7. Examples
In this section we show the existence of a scalar potential V which satisﬁes
conditions (A.1) and (A.2).
Let D ¼ fz ¼ rey
ﬃﬃﬃﬃ1p AC j 0pro1; 0pyo2pg be the Poincare´ disk endowed with
Riemannian measure mðdzÞ ¼ 4rð1 r2Þ2 dr dy: The distance between 0 and reiyAD
is given by
dDð0; rey
ﬃﬃﬃﬃ1p Þ ¼ logð1þ rÞð1 rÞ1: ð7:1Þ
For any zAH; let CðzÞ ¼ ðz  ﬃﬃﬃﬃﬃﬃ1p Þðz þ ﬃﬃﬃﬃﬃﬃ1p Þ1 be the Cayley transform, which
deﬁnes an isometric diffeomorphism from H to D: In what follows we often
abbreviate dDð0; rey
ﬃﬃﬃﬃ1p Þ to d; and we identify any function V on D with the function
VðCðÞÞ on H:
For any a40; d40; we take VðzÞ ¼ að1 r2Þd for z ¼ rey
ﬃﬃﬃﬃ1p AD and we show
that such V has the desired property. Using the facts that (7.1) is equivalent to the
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relation r ¼ ðed  1Þ=ðed þ 1Þ ¼ tanhðd=2Þ and that 1 tanh2 ¼ 1=cosh2; we can write
VðzÞ ¼ aðcosh d=2Þ2d: ð7:2Þ
Lemma 7.1. Let V be as above. Then V satisfies (A.1).
Proof. Note that CR0;N ¼ supR4R0 RNeR is ﬁnite for any R040 and for any integer
N: Fix t40: Then, setting R0 ¼ ta; R ¼ tað1 r2Þd; we have
etað1r













ð1 r2ÞN24r dr: ð7:3Þ
The right-hand side of (7.3) is ﬁnite for large N: This completes the proof. &
Lemma 7.2. Let V be as in (7.2). Then V satisfies (1.4) with CV ¼ 2ddþ1 a1=d and
g ¼ 1þ 1=d:
Proof. By considering the change of variables ðx; ZÞ-ð ﬃﬃﬃap x; ﬃﬃﬃap ZÞ and l-l=a; we
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as l-N: This proves the lemma. &
Lemma 7.3. Let V be as in (7.2). Then V satisfies (A.2) with CV ¼ 2ddþ1 a1=d and
g ¼ 1þ 1=d:
Proof. Let e40 be small enough. If z; z0AD satisfy the relation dðz; z0Þpe; then
coshððdð0; zÞ  eÞ=2Þpcoshðdð0; z0ÞÞpcoshððdð0; zÞ þ eÞ=2Þ; ð7:4Þ
where we used the triangle inequality dð0; zÞ  dðz; z0Þpdð0; z0Þpdð0; zÞ þ dðz; z0Þ:
Using the formula coshðx þ yÞ ¼ cosh x cosh y þ sinh x sinh y ¼ cosh xðcosh y þ
tanh x sinh yÞ; we have
the right-hand side of ð7:4Þ
¼ coshðdð0; zÞ=2Þ ½coshðe=2Þ þ tanhðdð0; zÞ=2Þ sinhðe=2Þ
p½coshðe=2Þ þ sinhðe=2Þcoshðdð0; zÞ=2Þ ð7:5Þ
and
the left-hand side of ð7:4Þ
¼ coshðdð0; zÞ=2Þ ½coshðe=2Þ  tanhðdð0; zÞ=2Þ sinhðe=2Þ
X½coshðe=2Þ  sinhðe=2Þ coshðdð0; zÞ=2Þ: ð7:6Þ
Taking the form (7.2) into account, we deduce from (7.4) to (7.6) that
ðcoshðe=2Þ  sinhðe=2ÞÞ2d; VðzÞpVðz0Þpðcoshðe=2Þ þ sinhðe=2ÞÞ2dVðzÞ
provided dðz; z0Þpe: Then, by the deﬁnition (1.3) of Ve; we have
ðcoshðe=2Þ  sinhðe=2ÞÞ2dVðzÞpVeðzÞpðcoshðe=2Þ þ sinhðe=2ÞÞ2dVðzÞ
for all zAD:
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Then it follows from Lemma 7.2 (and its proof) replaced a by ðcoshðe=2Þ7
sinhðe=2ÞÞ2da that the limit CV ;e exists and the estimate
CV ðcoshðe=2Þ þ sinhðe=2ÞÞ2pCV ;epCV ðcoshðe=2Þ  sinhðe=2ÞÞ2
holds. Letting e-0; we complete the proof. &
Remark 7.4. By examining the proofs in this section we can easily ﬁnd that the same







uniformly in y for some a40 and d40:
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