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The Subposet Lattice and the Order Polynomial 
PAUL H. EDELMAN AND PAUL KUNGSBERG 
The structure of the lattice of all subposets of a fixed poset is explored. This lattice is then 
used to prove some identities for the order polynomial of that poset. 
1. INTRODUCTION 
Let P be a finite partially ordered set (poset). Define Rel(P), the relations of P, to be 
the set 
Rel(P) = {(a, b )ia <pb}. 
For Q a poset on the same underlying set as P, we say Q is a subposet of P if and only 
if Rel( Q) c:;; Rel(P). For fixed P, if one partially orders all the, subposets of P by Ql ,s; Q2 
if and only if Rel(Ql) c:;; Rel(Q2) the result is a lattice, denoted N(P). N(P) was originally 
studied, in the case that P is a chain, by Dean and Keller [1]. Figure 1 is the lattice 
N(P) for P a three-point chain. 
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FIGURE 1. 
The purpose of this paper is to study N(P) and to use its structure to answer questions 
of enumeration for P. In Section 2, we analyse the structure of N(P); in Section 3, we 
use N(P) to prove identities for the order polynomial of P. Section 4 presents a 
generalization of the results in Section 3 and applies them to derive a new formula for 
the chromatic polynomial of a comparability graph. 
The (,pllowing definitions and notation will be standard. The minimum element of 
N(P), the antichain, will be denoted 6. The number of points in P will be denoted p. 
For Q eN(P), rk Q, the rank of Q, will be the length of the longest chain in N(P) from 
6 to Q, while ht Q, the height of Q, will be the length of the longest chain in Q. For 
example, the poset in Figure 2 is a subposet of the three-point chain with height 1 and 
rank 2. For any poset Q, k(Q) will denote the number of connected components of the 
Hasse diagram of Q. Finally [n] will denote the set {1, 2, ... , n} with the usual order. 
For the definition of any other terms, see Rota [4]. 
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FIGURE 2. 
2. STRUCTURE OF N(P) 
In this section, some of the properties of N(P) are discussed. In particular, we prove 
some structure theorems that will be useful in the following section. 
N(P) is known to be a meet-distributive (m-d) lattice [5, p. 202]. That is, for every 
o in N(P), if 0' is the meet of elements that 0 covers, then the interval [0',0] is a 
Boolean algebra. The fact that N (P) is meet-distributive means that it is the lattice of 
closed subsets of an anti-exchange closure [2]. Explicitly, the closure corresponding to 
N(P) is the following: For As;; Rel(P), let A, the closure of A, be the set of all relations 
in the transitive closure of A. Any subset A of Rel(P) is closed, then, if and only if 
A = Rel(Q) for some subposet 0 of P. We will move, as convenience dictates, back and 
forth between viewing elements of N(P) as posets and as closed sets of relations; we do 
so by identifying Q with Rel(Q). The closure makes it clear that, in N(P), Ql/\ Q2 = 
Rel(QI/\ 02) = Rel(Ql)n Rel(Q2) and Ql v Q2 = Rel(QI v Q2) = Rel(OI)u Rel(Q2). 
Moreover, it follows from [2, Lemma 3.2] that N(P) is ranked, with rk Q = IRel(O)I. 
Thus if 01 covers 02 in N(P), then 01 contains exactly one more relation than 02. 
For 0 EN(P), let Bas(Q) be the set of cover relations of O. Since Rel(O) is the 
transitive closure of Bas(O), and since for any bE Bas(Q), b is not in the transitive 
closure of Rel(Q)\{b}, we have that Bas(O) = 0 and that Bas(O) is the minimum subset 
of 0 with this property. It follows that if {Ot, ... , Od are the co-atoms of [0, 0], then 
Rel(Oi) = Rel(O)\{bi} for some bi E Bas(O) (1 ~i ~ k). Thus !\}=1 Oi = ReI(O)\Bas(O). 
LEMMA 2.1. Let Q EN(P). If ht 0 > 1, /.L(O, Q) = o. If ht 0 ~ 1, /.L(O, Q) = (-l)'kQ. 
PROOF. Suppose ht 0 > 1. Then Rel(O)\Bas(Q),e 0; so that, if {Ql, . .. , Od are 
A k A 
the co-atoms of the interval [0, OJ, A=1 Oi > o. Thus the cross-cut theorem [4, Theorem 
3] implies that IL (0, Q) = O. If ht Q ~ 1, then ° = I\t=1 Qi' so the meet distributivity of 
N(P) gives that [0, 0] is a Boolean algebra of rank IRel(O)I. Hence IL(O, Q) = (_l)'kQ. 
Bas(P) has some special properties that will be useful. No relations in Bas(P) are in 
the transitive closure of any other set of relations; i.e. for A s;; Rel(P), A n Bas(P) = 
An Bas(P). For 0 EN(P), let/CO) = Rel(O)n Bas(P). Then I(01 v 02) =I(Q)u 1(02) 
and I(QI/\ Q2) =I(Ql) nI(Q2). These facts will be important shortly. 
We now construct two maps from N(P) to N(P), which will afford a more detailed 
look at its structure. Let M be the meet of all the coatoms of N(P) (so that Rel(M)';' 
Rel(P)\Bas(P) and I(M) = 0). Since N(P) is meet-distributive, the interval [M, P] is a 
Boolean algebra of rank IBas(P)I. Let Bl denote [M, P]' 
Let B2 be the set {S: S s;; Bas(P)}, and order this set by containment. Observe that the 
closure map taking S to S gives an order-preserving bijection between the family of 
subsets of Bas(P) and B 2 , the inverse being given by the map I, defined above. Hence 
B2 is also a Boolean algebra of rank IBas(P)I. 
Let T be a map from N (P) to N (P) defined by 
T:O~MvO 
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and let u be a map from N(P) to N(P) defined by 
u:O-+I(Q). 
The map T could be equivalently defined by 
T: 0 -+1(0) u Rel(M). 
Notice that T(N(P)) = Bland u(N(P)) = B 2. 
THEOREM 2.2 
(i) u is a co-closure on N(P) preserving meet and join; 
(ii) T is a closure on N(P) preserving meet and join; 
(iii) UOT = u and TOU = T; 
(iv) for all Q1 and Q2 E N(P), the following are equivalent: 
(a) U(Ol) = U(Q2), 
(b) T(Q1)=T(Q2), 
(c) U(Ol) ~ Q2 ~ T(Q1). 
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PROOF. As noted before, I(Q1V02)=I(Q1)ul(02), and I(Q1/\Q2)= 
I(Q1) nl(02)' These facts easily imply (i) and (ii). 
To prove (iii), observe that u(T(Q))=u(I(O)uRel(M))=I(I(Q)uRel(M))= 
I(Q) = u(Q) and T(U(Q)) = T(I(Q)) = I(I(Q)) u Rel(M) = 1(0) u Rel(M) = T(Q). 
Finally, one sees from (iii) that (a) and (b) are equivalent; then the equivalence of (c) 
to (a) and (b) follows from (i), (ii) and (iii). This proves (iv). 
The essence of Theorem 2.2 is that the partitions of N(P) induced by u and Tare 
the same partition 'FT, and that the blocks of 'FT are intervals [u(Q), T(O)]' 
There are two additional comments to make concerning this theorem. First, it implies 
that u and T form a Galois connection between N(P) and N(P)*, the dual of N(P). The 
quotient lattice of this connection is a Boolean lattice of rank iBas(P)i. 
The second comment is that with small modifications in the functions u and T, Theorem 
2.2 holds in all meet-distributive lattices. 
3. THE ORDER POLYNOMIAL 
In this section, we prove identities concerning order-preserving functions. An order-
preserving (o.p.) function, between posets Q and Q' is a function g from the points of 
o to the points of Q' such that whenever a ~ b in Q, g (a) ~ g (b) in Q'. A strictly o.p. 
function g from 0 to 0' is an o.p. function such that, when a < b in Q, g(a) < g(b) in 
Q'. For any poset Q, let [l(Q; n) denote the number of o.p. functions from Q to en]. 
[l (0; n) is called the order polynomial of Q, and it was first studied by Stanley [6]. It 
is, in fact, a polynomial in the variable n, and so it may be evaluated at negative integers. 
A fundamental result about order polynomials is the following lemma. 
LEMMA 3.1 (Stanley [5, Proposition 13.2ii]). For any poset P and n a positive integer 
(-1)P[l(P; -n) is the number of strictly o.p. functions from P to [n]. 
In this section, we prove some identities for [l (P; n) by performing Mobius inversion 
over N(P). For OEN(P), let rcQ;n) be the number of o.p. functions from 0 to en] 
that are not o.p. on any poset Q' E N(P) such that Q < Q'. It is easy to check that if a 
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function is o.p. on Ql and on Q2, then it is o.p. on (Ql v Q2) as well. Thus 
fl(Q; n) = L nQ'; n). (1) 
O'?<O 
THEOREM 3.2. nQ; n) = LO'?<O f.L(Q, Q')fl(Q', n). 
PROOF. The theorem follows directly from (1) by Mobius inversion. 
LEMMA 3.3. For Q E (0, M], r(Q; n) = O. 
PROOF. If Q E (0, M], then Q contains at least one cover relation, say (a, b), that is 
not a cover relation of P. Let e be a point with the property that, in P, a < e < b; and 
let l' be any o.p. function from Qto [n]. Since l' is o.p., I'(a),;;; I'(b). If I'(a),;;; I'(e) then 
l' is also o.p. on Rel(Q) u {(a, en; if I'(e)';;; I'(a), then l' is also o.p. on Rel( Q) u {(e, b n. 
Either way, the function l' is not counted by r(Q; n). Since l' was arbitrary, nQ; n) = O. 
rkO' THEOREM 3.4. Suppose htP> l. Then LO'?<M(-1) fl(Q'; n) = O. 
PROOF. From Theorem 3.2, we have 
nM; n) = L f.L(M, Q')fl(Q'; n). (2) 
O'?<M 
Since ht P > 1, M ¥- 0, so r(M; n) = O. Moreover, the interval [M, P] = B 1 is a Boolean 
algebra, so f.L (M, Q') = (-1rk Q'-rk M. Making these substitutions in (2) and multiplying 
on both sides by (_1)"k(M) yield the statement of the theorem. 
THEOREM 3.5. (-1Yfl(P; -n)= (_l)rkO'fl(Q'; n). 
{O'lhtO'''''l} 
PROOF. Letting Q = 0 in Theorem 3.2 gives 
no; n) = L f.L(0, Q')fl(Q'; n). 
0' 
Now r(O; n) is the number of functions that are o.p. on the antichain but are not o.p. 
on any Q' > O. Every such function must decrease on every relation (a, b) in Rel(P). 
Thus nO, n) is the number of strictly decreasing functions from P to [n]. There is a 
natural bijection pairing such functions with those functions that increase on every 
relation, namely the correspondence taking f to (n -f). Thus nO, n) is also the number 
of strictly o.p. functions from P to [n], so by Lemma 3.1, nO, n) = (-1Yfl(P; -n). 
Applying Lemma 2.1 completes the proof. 
There is also an identity that comes from Mobius inversion in B 2 • Suppose Q E B 2 • 
Then, since Q'"3 Q if and only if u( Q')"3 Q, 
L nQ'; n) = L ( L nQ'; n)). 
O'?<O f3EB2 {O': o-(O')=f3) 
f3?<0 
(3) 
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PROOF. Inverting (3) over B2 gives 
L reO',n)= L #J-B2(Oh{3)fl({3;n). (4) 
10': u(O')= O} /3EB2 /3-"'0 
Let 0 = O. The set {O': 0'(0') = O} is exactly the interval [0, MJ. This follows from 
Theorem 2.2(iv(c)) and the fact that T(O) = M. By Lemma 3.3, then, 
L{O': u(O')=O} reo'; n) = reO; n), and this last eql!als (-1)Pfl(P; -n) by Lemma 3.1. Since 
B2 is a Boolean algebra ranked by IBas({3)I, ILB2(0, (3) = (_1)IBas(/3)I. Making these substitu-
tions into (4) gives the theorem. 
4. A GENERALIZATION 
In this section we generalize the results of the previous section. This generalization is 
then applied to give a new formula for the characteristic polynomial of a comparability 
graph. 
Let R be a finite poset. For 0 EN (P) let fl (0; R) be the number of o. p. functions 
from 0 to Rand r(o; R) be the number of o.p. functions from 0 to R that are not 
o.p. on any 0' where 0 < 0' "",P. As in Section 3 we have 
fl(O; R) = L reo'; R) 
0 '-"' 0 
for 0 in N(P). 
THEOREM 4.1. reo; R) = Lo'-."o IL(O, O')fl(O'; R) for all 0 EN(P). 
PROOF. This follows directly from (*) by Mobius inversion. 
In general the analogue to Lemma 3.3 is false. Hence the correct analogues to Theorems 
3.4, 3.5 and 3.6 are, respectively, as follows. 
THEOREM 4.2. reM;R) = LO';;'M(-1ykO'fl(O'; R). 
A rkQ' THEOREM 4.3. reO; R) = ~OlhtO " l} (-1) fl(O'; R). 
THEOREM 4.4. LO'E[O,Ml r(o'; R) = L/3EB2 (_1)IBas«(3)lfl({3; R). 
PROOFS. These follow from the proofs of the corresponding theorems in Section 3. 
The usefulness of these theorems depends upon being able to evaluate r (0; R). There 
is one instance where this can be done readily. 
THEOREM 4.5. Let Ak be the number of coverings of P by k antichains. Then 
LAdxh = L (_1ykOX k(0 ). 
k lolh! 0 .. 1} 
PROOF. Let R be the antichain with x elements. Then fl(O;R)=xk(O) since any 
o.p. function on 0 must be constant on connected components of O. 
For a function f to be counted by reO; R) it is necessary and sufficient that f map no 
two elements comparable in P to the same point in R. That is, the inverse image of each 
point of R must be an antichain in P. Clearly each covering of P by k antichains 
346 P. H. Edelman and P. Klingsberg 
corresponds to exactly (x h such functions. Thus we see that 
reO; R) = LAdx)k. 
k 
Applying Theorem 4.3 finishes the proof of the theorem. 
Theorem 4.5 can be viewed from a different perspective. The sum Lk Ak (x h is in fact 
the chromatic polynomial of the comparability graph of P. This follows since Ak is the 
number of ways to partition the comparability graph into k independent sets and (x h 
is the number of ways to color these independent sets with x colors. Thus Theorem 4.5 
is a new formula for the chromatic polynomial. This formula can be generalized to all 
graphs and in fact it can be extended to any matroid that can be acycIically oriented. 
This will be done in a separate paper [3]. 
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