Abstract. Lacey and Thiele have recently obtained a new proof of Carleson's theorem on almost everywhere convergence of Fourier series. This paper is a generalization of their techniques (known broadly as time-frequency analysis) to higher dimensions. In particular, a weaktype (2,2) estimate is derived for a maximal dyadic sum operator on R n , n > 1. As an application one obtains a new proof of Sjölin's theorem on weak L 2 estimates for the maximal conjugated Calderón-Zygmund operator on R n .
Introduction
In 1966, Carleson [1] proved his celebrated theorem on almost everywhere convergence of Fourier series of square integrable functions on R. This was followed by a new proof given by C. Fefferman [2] in 1973. The techniques used by C. Fefferman have become known as time-frequency analysis and have found wide application in harmonic analysis in recent years. In particular, Lacey and Thiele [3] , [4] have refined and extended these ideas in their pioneering work on the bilinear Hilbert transform on R. In 2000, they obtained a new proof of Carleson's theorem [5] in which these techniques play a crucial role. These powerful techniques stem from interaction of extremely deep ideas which include delicate orthogonality estimates, combinatorics, and quasi-orthogonal decompositions well-localized in both time and space. It is the goal of this paper to extend the techniques of time-frequency analysis of [5] to higher dimensions.
The main result of this paper is a weak-type L 2 estimate for a maximal dyadic sum operator in R n , n > 1. In dimension one, this operator may be thought of as a linearized and discretized version of the Carleson operator C,
The main point of Lacey and Thiele's proof [5] is to show that the discretized operator satisfies a weak-type (2, 2) estimate. This in turn implies a similar estimate for C, which is a key ingredient in proving that the Fourier series of a square-integrable function on the circle converges almost everywhere. We introduce a higher dimensional analogue of the linearized and discretized Carleson operator and adapt the methodology of Lacey and Thiele to prove that this operator maps L 2 (R n ) to L 2,∞ (R n ). One of the distinguishing aspects of our proof is the introduction of an ordering of points in R n which allows us to organize the higher dimensional rectangles and thus control the large sums that appear in the operator. Unlike the situation in dimension one, the mapping property above does not lead to an almost everywhere convergence result in higher dimensions. However, it gives as a corollary a result of Sjölin [6] on the weak L 2 boundedness of the maximal conjugated Calderón-Zygmund operator on R n . The proof is divided into seven sections. The first section explains the notation and terminology and gives the statement of the main theorem. The second section lists the main ingredients of the proof and the argument that binds them together. The subsequent four sections are devoted to proving the different lemmas needed in the main argument. The final section provides a new proof of Sjölin's theorem as an application of our main result.
Main Theorem
Time-frequency analysis provides the crucial set of ideas in the recent progress made in the understanding of Carleson's theorem. In this type of analysis one heavily uses the structure of dyadic intervals. A dyadic interval has the form [m2 k , (m + 1)2 k ) where k and m are integers and k is called the scale. A dyadic cube I ⊂ R n is of the form
where k and m j are integers for all j = 1, 2, · · · , n. We easily see that the n-dimensional volume is given by |I| = 2 nk . Let c(I) = (c(I 1 ), · · · , c(I n )) denote the center of I, and for a > 0, aI will denote the cube with the same center as I and whose volume is a n |I|. Consider the time-frequency plane in 2n dimensional space with points (x, ξ ξ ξ), where x denotes the time coordinate in R n and ξ ξ ξ denotes the frequency coordinate in R n . A "rectangle" in the time-frequency plane is the cross product of a dyadic cube from the time plane and a dyadic cube from the frequency plane. To be more precise, for a rectangle, p, the projection onto the time plane will be denoted by I p , and its projection onto the frequency plane will be denoted by ω p . We will denote by D the set of rectangles p = I p × ω p such that |I p ||ω p | = 1. An element of D will be called a tile.
As mentioned earlier, it is important for the higher dimensional version of our time-frequency analysis to introduce an ordering in R n that will play a role analogous to the linear ordering on R. This is especially relevant in a certain selection scheme used in Section 5 in analogy with the work of Lacey and Thiele. Although the choice of ordering is not unique (we will mention an alternative in Section 5), we find it convenient to work with the lexicographical order defined as follows. Given a = (a 1 , a 2 , · · · , a n ),
. .
. . , a n−1 = b n−1 , a n < b n , where the right hand side above is to be read with Boolean "or" standard. For a tile p with ω p = ω , we can divide each dyadic interval ω j p into two parts. In other words, for j = 1, 2, . . . , n, we get ω
n subcubes formed from all combinations of cross products of these half intervals. We number these subcubes using the lexicographical order on the centers and denote the subcubes by ω p(i) for i = 1, 2, . . . , 2 n . A tile p is then the union of 2 n semi-tiles given by
n . Let us define translation, modulation, and dilation operators by
Note that if we set q = 2, these operators are isometries on L 2 (R n ). We fix a Schwartz function φ such that φ is real, nonnegative, supported in the cube [−1/10, 1/10] n and equal to 1 on the cube [−9/100, 9/100] n . For a tile p ∈ D and x ∈ R n we define
. Using the following definition of the Fourier transform
one easily can see that
|ωp| 1/n φ(ξ ξ ξ). Equation (2.1) tells us that for each p the function φ p is well localized in time with most of its mass in I p while equation (2.2) tells us that φ p is supported in 1 5 ω p (1) . Note also that the φ p have the same L 2 (R n ) norm. Let m be a multiplier in C ∞ (R n \ {0}) which is homogeneous of degree 0, and define ψ
where ζ ζ ζ is contained in ω p(r) for some fixed r ∈ {2, 3, . . . , 2 n }. Note that we have the following fact for all ζ ζ ζ ∈ ω p(r) :
where ν is a large integer whose value may vary at different places in the proof. To see this fact we write
Making the change of variable
in the above integral, we obtain
where the second equality is obtained using the fact that m is homogeneous of degree 0. Since ζ ζ ζ ∈ ω p(r) and ξ ξ ξ ∈ 1 2 ω p(1) , we have |ζ ζ ζ − ξ ξ ξ| |ω p | 1/n , from which it follows that
Thus all the derivatives of m(ξ
A standard integration by parts argument finishes the proof.
Using the following definition for the inner product
given ζ ζ ζ ∈ R n and f ∈ L 2 (R n ), we define an operator
Theorem 1. There exists a constant C, depending only on dimension, so that for all f ∈ L 2 (R n ) and r ∈ {2, 3, . . . ,
To prove the theorem, we will work with a linearized version of the operator. Consider a measurable function x → N(x) = (N 1 (x), N 2 (x), . . . , N n (x)) from R n to R n and define a linear operator
To prove (2.3) it will suffice to show that there exists a constant
where the supremum is taken over all measurable functions N on R n . By duality we will show that the adjoint operator
with bounds independent of the measurable function N. Since L 2,1 (R n ) is a Lorentz space, it suffices to show that the dual operator maps
By duality, (2.5) is equivalent to
for all Schwartz functions f with L 2 norm one. We will further restrict the sum to an arbitrary finite subset P of D.
Now for all integers j we have the identity
where for any set A we define 2
By picking j so that 1 ≤ 2 jn |E| ≤ 2, we can absorb |E| into the constant on the right hand side of (2.6). Finally we note that the left hand side of (2.6) can be rewritten so that the estimate we need to show now becomes (2.7)
for all Schwartz functions f with L 2 norm one, measurable functions N, measurable sets E with |E| ≤ 1, and all finite subsets P of D. For the rest of the paper we fix f , N, and E in this manner. By
Main Argument
We now set up some tools that we will use throughout the rest of the paper. Define a partial order < on the set of tiles D by setting p < p
To see this, observe that dyadic cubes have the property that if two of them intersect, then one is contained in the other. This extends from the same property for dyadic intervals in dimension one. Now, suppose two tiles p and p ′ in D intersect, and without loss of generality let |I p | ≤ |I p ′ |. Then p and p ′ intersect in both the time and frequency components, i.e.
A consequence of this property is that for a finite set of tiles P, all maximal elements of P under < must be disjoint sets.
A finite set of tiles T is called a tree if there exits a tile t ∈ D such that p < t for all p ∈ T. We call t the top of the tree T and denote it by p T = I T × ω T . Note that the top is unique but not necessarily an element of the tree. Another useful observation is that any finite set of tiles P can be written as a union of trees. Consider all maximal elements of P under <. Then a nonmaximal element p ∈ P must be less than, under "<", some maximal element t ∈ P which places p in the tree with top t. For i ∈ {1, 2, . . . , 2 n }, we call a tree an i-tree, denoted by
Observe that any tree can be written as the disjoint union of i-trees. Also for fixed i 0 , and p, p ′ ∈ T i0 , the subcubes ω p(i) and ω p ′ (i) are pairwise disjoint and disjoint from ω T(i) for all i ∈ {1, 2, . . . , 2 n } \ {i 0 }. For p ∈ D, define the mass of {p} as
We can then define the mass of a finite set of tiles P to be
Note that the mass of any set of tiles is at most one since by a change of variables
The energy, depending on r, of a finite set of tiles P is defined
Recall that r ∈ {2, 3, . . . , 2 n } is fixed and f is a fixed Schwartz function of L 2 (R n ) norm one. The following three lemmata will provide the main steps in proving the theorem, and their proofs will be shown in the next four sections of the paper.
Lemma 1.
There exists a constant C 1 such that for any finite set of tiles P there is a subset P ′ of P such that
and P ′ is the union of trees T j satisfying
Lemma 2. There exists a constant C 2 such that for any finite set of tiles P there is a subset P ′′ of P such that
and P ′′ is the union of trees T j satisfying
Lemma 3. (The Tree Inequality) There exists a constant C 3 such that for all trees T (3.5)
We will now prove (2.7), and hence Theorem 1, assuming the three lemmata. In the argument below set
Given a finite set of tiles P, find a very large integer m 0 such that E(P) ≤ 2 m0n and M(P) ≤ 2 2m0n . We construct by decreasing induction a sequence of pairwise disjoint sets P m0 , P m0−1 , P m0−2 , P m0−3 , ... such that m0 j=−∞ P j = P and such that the following properties are satisfied
Assume momentarily that we have constructed a sequence P j as above. Then to obtain estimate (2.7) we use (1), (2), (5), the observation that the mass is always bounded by 1, and Lemma 3 to obtain
This proves estimate (2.7). It remains to construct a sequence of disjoint sets P j satisfying (1)- (5). We start our induction at j = m 0 by setting P m0 = ∅. Then (1), (2) , and (5) are clearly satisfied, while
hence (3) and (4) are also satisfied for P m0 . Suppose we have selected pairwise disjoint sets P m0 , P m0−1 , . . . , P m for some m < m 0 such that (1)- (5) are satisfied for all j ∈ {m 0 , m 0 − 1, . . . , m}. We will construct a set of tiles P m−1 disjoint from all the sets already constructed such that (1)- (5) are satisfied for all j = m − 1. This procedure is given by decreasing induction. We will need to consider the following four cases.
In this case set P m−1 = ∅ and observe that (1)- (5) trivially hold.
Use Lemma 2 to find a subset
and P m−1 is a union of trees (whose set of tops we denote by P * m−1 ) such that (3.7)
Then (3.6) gives (3) and (3.7) gives (5) for j = m−1. Since
estimate (1) is satisfied for j = m−1. Also by our induction hypothesis we have
hence (4) is satisfied for j = m−1. Finally
and hence its mass is at most the mass of the latter which is trivially bounded by 2 (2(m−1)+2)n , thus (2) is also satified for j = m−1.
In this case we repeat the argument in case 2 with the roles of the mass and energy reversed. Precisely, use Lemma 1 to find a subset P m−1 of the set
and P m−1 is a union of trees (whose set of tops we denote by P * m−1 ) such that (3.9)
Then (3.8) gives (4) and (3.9) gives (5) for j = m−1. By induction we have
thus (2) is satisfied for j = m−1. Finally (1) and (3) follow from the inclusion
This concludes the proof of (1)- (5) for j = m−1.
This is the most difficult case since it involves elements from both of the previous cases. We start by using Lemma 1 to find a subset
and P ′ m−1 is a union of trees (whose set of tops we denote by (P
We now consider the following two subcases of case 4.
In this subcase, we set P m−1 = P ′ m−1 . Then (3) is automatically satisfied for j = m − 1 and also (5) is satisfied in view of (3.11) . By the inductive hypothesis we have
the same estimates hold for E(P m−1 ) and M(P m−1 ), thus (1) and (2) also hold for j = m − 1. Finally (4) for j = m − 1 follows from (3.5) since
Here we use Lemma 2 one more time to find a subset P ′′ m−1 of the set
and P ′′ m−1 is a union of trees (whose set of tops we denote by (P
We set P m−1 = P ′ m−1 ∪ P ′′ m−1 and we observe that P m−1 is disjoint from all the previously selected P j 's. Since by the induction hypothesis the last term in (3.12) is bounded by
mn , the first term in (3.12) is also bounded by 2 (m−1)n , thus (3) holds for j = m−1. Likewise, since
and (2) are satified for j = m−1. Since is given as a union of trees, thus the same is true for P m−1 . The set of tops of all of these trees, call it (P m−1 ) * , is contained in the union of the set of tops of the trees in P ′ m−1 and the trees in
in view of (3.11) and (3.13). This proves (5) for j = m−1 and concludes the inductive step j = m−1. The construction of the P j 's is now complete.
Proof of lemma 1
Given a finite set of tiles P, set µ = M(P) and define
µ, thus it remains to show that P ′ satisfies (3.2) . By definition of the mass, for each p ∈ P ′ there is a tile u(p) = u ∈ D such that (4.1)
Set U = {u(p) : p ∈ P ′ }, and let U max be the subset of U containing all maximal elements of U under the partial order on tiles. As observed earlier, the tiles in U can be grouped into trees with tops in U max . Now U is not necessarily a subset of P ′ , but each u ∈ U is associated to a p ∈ P ′ as described above. In particular, if p is a maximal element in P ′ , then there exists a u ∈ U with p < u such that (4.1) holds. If this u is not in U max then there exists u ′ ∈ U max with u < u ′ . We must then have u ′ associated to another p ′ ∈ P ′ which implies, by maximality of p, that p ′ < p. Hence for each maximal element p ∈ P ′ there exists a unique element u ∈ U max with p < u, and there is at most one such maximal element for each u ∈ U max . Therefore, we will show
which implies (3.2). Now we will rewrite (4.1) as
where we set
This estimate holds for all u ∈ U, so in particular for every u ∈ U max there exists a k ≥ 0 such that
where the second inequality above follows from the fact that
Here and throughout the paper C denotes a constant depending only on dimension and whose value may change at different places in the proof. Now we define for k ≥ 0
summing over k ∈ Z + gives us estimate (4.2). We now concentrate on showing estimate (4.3). Fix k ≥ 0 and select an element v 0 ∈ U k so that |I v0 | is largest possible. Then select an element
and |I v1 | is largest possible. Continuing by induction, at the j-th step we select an element v j ∈ U k \ {v 0 , . . . , v j−1 } so that (2 k I vj ) × ω vj is disjoint from the enlarged rectangles of previously selected tiles and |I vj | is largest possible. Since we have a finite set of tiles, this process will terminate, and we will have the set of selected tiles in U k , which we will call V k .
Next we make some key observations about the tiles. First, note that elements of U k are maximal in U and therefore disjoint. Second, for any u ∈ U k there exits a selected tile v ∈ V k with |I u | ≤ |I v | and such that the enlarged rectangles of u and v intersect. We will associate u to this v. Third, if u and u ′ are both associated to the same v, then I u and
Therefore, one of ω u and ω u ′ contains the other. But u and u ′ are disjoint, thus I u is disjoint from I u ′ . Finally , all tiles u ∈ U k associated to a particular v ∈ V k satisfy I u ⊂ 2 k+2 I v . From the observations above and the definition of U k , we have
where we have used that for v ∈ V k , the enlarged rectangles are disjoint, and therefore so are the subsets
Proof of lemma 2
We begin by fixing a finite set of tiles P and r = 2 n . This choice of r ensures that η η η < ξ ξ ξ in the lexicographical order for all η η η ∈ ω p(1) and ξ ξ ξ ∈ ω p(r) . For r = 2 n the proof goes through by a suitable permutation of the coordinates of R n which changes the coordinate that takes precedence in the lexicographical order. Here we note that we can be less precise by taking any linear functional L that separates ω p(1) and ω p(r) in any given cube ω p . Then we let η η η < ξ ξ ξ if L(η η η) < L(ξ ξ ξ). In particular, we can take L to be the projection onto the appropriate axis so that the usual linear ordering on R is relevant. Let ǫ denote E(P). Define for T ′ a 2 n -tree
Consider all 2 n -trees T ′ contained in P which satisfy
Among these select a 2 n -tree T
n -trees contained in P \ T 1 and select a 2 n -tree
) is minimal. Let T 2 be the set of all p ∈ P such that p < p T ′ 2 = p T2 . Continue inductively to obtain a finite sequence of pairwise disjoint 2 n -trees T 
then clearly
Thus we need to show that P ′′ satisfies condition (3.4) of Lemma 2, i.e.
Since the trees T
, which, together with (5.3), will give us (5.2). The square of the left hand side of (5.4) can be estimated by
Here
where we have used that for p ∈ U, the I u for which ω p = ω u are pairwise disjoint. Using Cauchy-Schwarz, the second term in (5.5) can be estimated by
To complete the proof, we need to show that the expression inside the curly brackets is bounded by Cǫ 2 |I Tj |. Since for a single tile u
we get that
Thus we now need to show that
To prove this, we will need the following lemma.
Proof. Since ω p ⊂ ω u(1) and T 
in the lexicographical order which means that T ′ j was chosen before T ′ k in the original selection process. Now suppose I u ∩ I Tj = ∅. Then either I u ⊂ I Tj or I u ⊃ I Tj , however ω Tj ⊂ ω u implies that I u ⊂ I Tj . Thus we have ω Tj ⊂ ω u and I u ⊂ I Tj which says that u belongs to the tree T j . However, u ∈ T k and thus was chosen from P \ T j , which gives a contradiction. Thus I u ∩ I Tj = ∅.
We have three cases to consider: (a) ω u ⊂ ω v(1) which means I v ∩ I T k = ∅ and thus I v ∩ I u = ∅, (b) ω v ⊂ ω u(1) which means I u ∩ I T l = ∅ and thus I v ∩ I u = ∅, and (c) ω v = ω u which tells us |I u | = |I v |, thus I u and I v are disjoint since u and v don't coincide.
We now return to estimate (5.6). Observe that Lemma 4 tells us that for the tiles u ∈ U appearing in the interior sum of (5.6), the I u are pairwise disjoint and contained in (I Tj )
c . Thus we have
The proof of Lemma 2 will be complete if we can show that
thus allowing the sum in k to converge. Throughout the paper, A B means that A is less than or equal to B up to a constant depending only on dimension.
The first observation we have is that
.
To see this, note that by a change of variables, it suffices to let the center of I Tj be at the origin. Also note that we have the inequality
Therefore, the integral above is bounded by a constant times
, where we have used that
. . , n. Now we need to sum over p for a fixed scale k. Consider an n − 1 dimensional face of I Tj and fix a cube I p whose face is contained in the face of I Tj . We allow the remaining coordinate to vary and sum over those I p in this "column". In a fixed column, the distances from (I Tj ) c to each I p sum as additive multiples of |I p | 1/n . For each face, there are 2 k(n−1) such columns. Thus
Proof of Lemma 3 -The Tree Inequality
Let J be the collection of all maximal dyadic cubes J such that 3J does not contain any I p with p ∈ T. Then J is a partition of R n . We can write the left hand side of (3.5) as follows, where the terms α p are phase factors of modulus 1 which make up for the absolute value signs in (3.5):
(T) and µ = M(T).
We begin with K 1 . For every p ∈ T, {p} is a 2 n -tree contained in T, and therefore
, where we have used that for x ∈ J,
For all p ∈ T with |I p | = 2 kn , the I p are pairwise disjoint and contained in I T . Therefore dist(J, I p ) ≥ dist(J, I T ) and
We will treat the remaining powers with the following lemma.
Lemma 5. For J ∈ J such that 2 kn ≤ 2 n |J|,
where C(n) is independent of J, k and T.
Proof. We first observe that dist(J, I p ) and dist(c(J), I p ) are of comparable size. The inequality dist(J, I p ) ≤ dist(c(J), I p ) is clear. To see the other inequality, note that |I p | ≤ 2 n |J| = |2J| implies that I p is disjoint from 3J, since 3J does not contain any I p . Thus we have
Hence it suffices to replace dist(J, I p ) by dist(c(J), I p ). Let x 0 = c(J) and decompose R n as follows :
where
Since the diameter of I p is √ n2 k , I p will not intersect three annuli, so each p in the sum is contained in exactly one S m . In order to estimate the number of tiles in S m , we consider the volume of the corresponding annulus O m . Now,
Since the I p -s are disjoint, there are C n m n−1 cubes I p of size 2 kn in the set S m . Also for p ∈ S m ,
Thus,
Using (6.4) and the lemma, we have that K 1 is bounded by
This completes the estimate of K 1 . Now we consider K 2 defined by (6.3). We can assume that the summation runs only over those J ∈ J for which there exists a p ∈ T with 2 n |J| < |I p |. Then we have J ⊂ 3I T and 2 n |J| < |I T | for all J occurring in the sum. Let us fix a dyadic cube J ∈ J and observe that the set
has measure at most Cµ|J|. To see this, let J ′ be the unique dyadic cube which contains J and |J ′ | = 2 n |J| < |I T |. By maximality of J, 3J ′ contains I p0 for some p 0 ∈ T. There are two cases to consider. Case (a): I p0 is the dyadic cube that is formed from taking the unique double of each side of J ′ which is also dyadic. In this case |I p0 | = 2 n |J ′ | and we set p 0 = p ′ < I T × ω T . Case (b): I p0 is contained in one of the dyadic cubes of size |J ′ | contained in 3J ′ . Since |J ′ | = 2 n |J| < |I T |, the dyadic cube which contains I p0 is contained in I T . In this case there exists a tile p ′ with |I p ′ | = |J ′ | so that I p0 ⊂ I p ′ ⊂ I T . In both cases we have a tile p ′ such that p o < p
To see this, let us choose
now completes the proof of the claim. The above claim implies that
, and mass({p}) ≤ µ, we get |G J | ≤ Cµ|J|. Let T 2 be the 2 n -tree of all p ∈ T such that ω T(2 n ) ⊂ ω p(2 n ) and let T 1 = T\T 2 . Define for j = 1, 2,
First we consider F 1J . We have
We will sum the expression on the right hand side of the above inequality in two steps. First let us construct I := ω : there exists p ∈ T 1 such that |I p | > 2 n |J| and ω p(2 n ) = ω , and
This means that the sum estimating F 1J may be written as
The proof of this fact is similar to that of Lemma 5. This implies that
Here we have used the fact that the ω-s in I are disjoint. This yields
This estimate, summed over the disjoint J ⊂ 3I T yields the desired bound.
To complete the proof of (3.5) we estimate F 2J (x). Fix x and assume that F 2J (x) is not zero. Since the cubes ω p(2 n ) with p ∈ T 2 are all nested and E 2p = x : N(x) ∈ ω p(2 n ) ∩E, there is a largest cube ω + of the form ω p with p ∈ T 2 , x ∈ E 2p and |I p | > 2 n |J|. Similarly there is a smallest cube which we call ω s satisfying the above properties. Let us define ω − = ω s(2 n ) . Then x ∈ E 2p for some p ∈ T with |I p | > 2 n |J| if and only if |ω − | < |ω p | ≤ |ω + |. Fix ξ ξ ξ 0 ∈ ω T . We can now write F 2J (x) as
which may be decomposed as
We claim that the last equality follows from the geometry of the supports of the Fourier transforms of the two convolving functions. More specifically, φ p is supported on
For those p ∈ T 2 such that |ω − | < |ω p | ≤ |ω + |, we have
Conversely, for p ∈ T 2 such that |ω p | > |ω + | or |ω p | ≤ |ω − |, we have
This concludes the proof of the claim.
The expression for F 2J may therefore be written as
where the suprema above are taken over all cubes I containing J.
The proof of the claim is given in the next section. One should recognize the claim as a slight variant of the classical inequality
T * is the maximal operator corresponding to T , and M denotes the HardyLittlewood maximal function. In the rest of this section we show how the proof of Theorem 1 may be completed using (6.6).
We observe that the right hand side of the above expression is constant on J and that F 2J 1 J is supported on G J , which is of measure less than or equal to Cµ|J|. Hence,
Here we have used the L 2 boundedness of the Hardy-Littlewood maximal function M . We would now like to show that ||G 1 || L 2 and ||G 2 || L 2 are bounded above by a constant multiple of 
so it is enough to estimate the right hand side above for p, p ′ satisfying ω p = ω ′ p . Upon simplification this reduces to
With this estimate, the proof that ||G 1 || L 2 and ||G 2 || L 2 are less than
is similar to an argument outlined in the proof of Lemma 2. One needs to follow the proof of the estimate of the first term of (5.5) to complete the proof of Lemma 3, given the claim.
Proof of Claim 1
Let us estimate the first term in the expression (6.5). We denote byc any one of the two constants 
For a dyadic cube I = n j=1 [0, 2 k ) and r = (r 1 , r 2 , · · · , r n ) ∈ Z n , I + r will denote the unique dyadic cube of the form
Here we have used the fact that since x ∈ J and |J| < |I + | < |I − |, we have J ⊂ {y :
We denote by B the second term in (6.5).
To estimate B we write it as
where 
We have the following bound for B 1 :
for large ν. The treatment for B 2 is similar.
Next we estimate B 3 . Note that it suffices to consider |r| ≥ 2. The case |r| < 2 follows with a similar argument as in the treatment of B 1 .
Let us write
where N is a large positive integer and L ξ ξ ξ is a suitably chosen differential operator. Then we can see B 3 as
For simplicity, let us consider only those terms where (L ξ ξ ξ ) N is applied to either one of the terms (m(ξ ξ ξ − N(x)) − m(ξ ξ ξ − ξ ξ ξ 0 )) or
The analysis for the other terms is similar. First let us look at the inner integral
We observe that
and that the integrand is supported on (1 + 1 5 )ω + \ ω − . Also, given ω + and ω − , there exists a unique sequence of nested intervals
It is not difficult to see that if ξ ξ ξ ∈ (1 +
This implies that the expression in (7.1) is bounded by a constant multiple of
Next we consider the inner integral
Therefore the expression in (7.2) is bounded above by a constant multiple of
All the other terms originating from the integration by parts yield the same bound. Also note that for z ∈ I − + r, we have |z| −2N ∼ (|r||I − |) −2N since |r| ≥ 2. Therefore choosing N large enough, we obtain
It therefore remains to analyze B 4 . Since z ∈ I − \ I + , there exists
Let us first analyze the integral in y. Now, 
We observe that g ∈ L 1 , ||g|| 1 ≤ C and g is radially decreasing. Let us approximate g from below by g γ defined as follows,
n . We can write g γ as
, which in turn is bounded by
Hereg γ is given bỹ
In other words,
Therefore,
Letting γ → 0 and applying the dominated convergence theorem now yields the desired bound for B 4 .
An Application
As an immediate application of the weak L 2 mapping property of the maximal dyadic sum operator, we obtain a new proof of Sjölin's theorem [6] on a weak-type (2,2) estimate for the maximal conjugated Calderón-Zygmund operator on R n , n > 1.
and
with a constant C independent of f .
The proof of Theorem 2 again follows techniques similar to those used by Lacey and Thiele [5] where K N is any increasing sequence of rectangles filling out R n × R n . For any Schwartz function f and any x ∈ R n , the limit representing Af (x) exists by the argument given by Lacey and Thiele.
Note that by rotation invariance, it is enough to prove Theorem 2 when the multiplier is supported on a nonempty open cone in R n . we define, for ζ ζ ζ ∈ R n ,
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