Abstract-Recent results in communication theory suggest that substantial throughput gains in wireless fading networks can be achieved by exploiting network coordination (e.g., CoMP, network MIMO, interference alignment). However, these results are often based on the simplifying assumption that each node in the network has perfect channel knowledge and ignore the channel-estimation overhead.
I. INTRODUCTION
The surge in the use of broadband services in the public and private sectors poses high demands on future wireless communication networks, from the core (backhaul) to the periphery (cellular base stations). Network equipment operators predict that network throughput will have to increase by two to three orders of magnitude by 2020 to match future demands. In fact, it is envisioned that future networks must support capacity densities of several Gb/s per square kilometer [1] . Under this scenario, the availability of effective interference management schemes becomes crucial.
Unfortunately, some of the recently proposed interferencemanagement techniques such as CoMP [2] , network MIMO [3] , and interference alignment [4] result in excessive control-information overhead [5] , [6] . In some scenarios, this overhead has been shown to effectively decrease the net throughput, i.e., the throughput after the control-information overhead is accounted for.
The reason behind this poor performance lies in the assumption of perfect channel state information (CSI) under which these interference management techniques are developed. This results in an alarming disconnect between theory and practice within the field of interference management: schemes that are optimal under the assumption that perfect CSI is available yield sometimes only modest throughput gains in field trials or no gains at all [2] , [7] .
In this tutorial paper, we take a fresh look at the problem of learning fading channels. By means of simple channel models, we illustrate how geometric insights can be used to quantify rigorously the throughput loss due to channelestimation overhead.
We will focus on block-fading MIMO models and assume no a priori CSI at the receiver and present a novel method to compute the number of degrees of freedom, i.e., the asymptotic ratio between capacity and the logarithm of SNR as SNR grows large. The strength of this method is that it can be applied to more accurate channel models than the classic constant block-fading model [8] - [10] . For example, it can be applied to models that allow for generic temporal correlation of the channel coefficients inside the blocks or to models where the number of random parameters that characterizes the fading process within each block is larger than one [11] , [12] . For these models, the available tools for the characterization of the number of degrees of freedom yield lower bounds that are not tight.
Finally, we shall address the problem of characterizing the largest rate achievable for a given SNR, a given blocklength, and a given frame error rate. The geometry underlying the channel input-output relation in the absence of additive noise will turn out to be pivotal for deriving tight bounds on the largest achievable rate.
II. DEGREES OF FREEDOM

A. The constant block-fading model
The classic constant block-fading channel model with T transmit and R receive antennas is perhaps the simplest model to capture channel variations in MIMO fading links. It results in the following channel input-output relations within a given block of N channel uses [10] :
Here, x t ∈ C N is the signal vector originating from the tth transmit antenna over the block of N channel uses; y r ∈ C N is the signal vector at the rth receive antenna; s r,t ∼ CN (0, 1) is the channel coefficient between receive antenna r and transmit antenna t; w r ∼ CN (0, I N ) is the noise vector at the rth receive antenna; finally, ρ ∈ R + is the SNR. The channel coefficients s r,t are assumed to be mutually independent and independent across r ∈ [1 : R] and t ∈ [1 : T ], and to change in an independent fashion from block to block ("block-memoryless" assumption). The transmitted signal vectors x t are assumed to be independent of the channel coefficients s r,t and the noise vectors w r . For later use, we note that the input-output relations (1) can be written as
T ×R with columns s r (s r,1 , . . . , s r,T ) T . Because of the block-memoryless assumption, the coding theorem in [13, Sec. 7.3] implies that the capacity of the channel (1) is given by
Here, I(X ; Y ) denotes mutual information [14, p. 251 ] and the supremum is taken over all input distributions on C T N that satisfy the average-power constraint
The number of degrees of freedom χ is defined as follows:
B. Grassmannian structure
For the constant block-fading model (1), the number of degrees of freedom can be guessed through the following calculation that exploits the geometry underlying the inputoutput relation. Consider for simplicity the case where the number of transmit antennas equals the number of receive antennas, i.e., T = R = M . The number of degrees of freedom can be thought of as the number of parameters that can be learned about X from the observation ofȲ . We see from (3) that, because S is unknown, the only information the receiver can acquire about X is the M -dimensional linear space spanned by its N -dimensional columns. In fact, the column vectors of the received signalȲ span the same Mdimensional subspace as the column vectors of X. In other words, the random channel S does not affect the subspace Ω X spanned by the columns of X. The set of the subspaces Ω X that can be distinguished at the receiver constitutes the Grassmannian manifold G N,M , whose dimension is given by M (N − M ). This number corresponds to the degrees of freedom available over a block of N channel uses, which implies that χ = M (1 − M/N ). Indeed, using the Grassmannian structure just discussed, Zheng & Tse [10] proved that, for the case of arbitrary T and R, the number of degrees of freedom is given by (see also [15] for a more compact proof)
It turns out that a simple scheme based on the transmission of M 2 pilot symbols and on the linear minimum-meansquare error (LMMSE) estimation of S at the receiver achieves χ [10, Sec. V]. One key feature of this scheme is that it does not require the full knowledge of the Grassmannian geometry underlying (3) . It exploits only the dimension of the information-carrying object, i.e., of the Grassmannian manifold. One limitation lies in the linear estimation step, which turns out to be suboptimal for channel models that are more sophisticated than the constant block-fading model, as we shall see in Section II-D.
C. A local one-to-one mapping
We next present a pilot-based method that overcomes the shortcomings of the scheme proposed in [10, Sec. V] by avoiding the LMMSE estimation step. The idea behind this method is to choose the number of pilots so as to guarantee that the map betweenȲ and the pair (X, S) is one-to-one locally. In other words, the number of pilots is chosen so that the Jacobian matrix corresponding to the transformation (X, S) →Ȳ has full rank.
We now illustrate this method for the constant block-fading model. Its application to more sophisticated channel models is discussed in Section II-D. For concreteness, we shall focus on the special case T = 2, R = 4, N = 4. Using (6), we get M = 2, which implies χ = 2(1 − 1/2) = 1. Next, we decompose the input matrix X as X = X P + X D with
We can think of the nonzero entries in X D as the data symbols, and of the nonzero entries in X P as the pilot symbols. The decomposition in (7) yields a total number of four data symbols per blocklength, which agrees with χ = 1. Interpreting the pilot symbols as fixed parameters, the noiseless input-output relation (3) gives us R × N = 16 equations (the number of entries ofȲ ) to reconstruct RT + T (N − T ) = 12 unknowns (the entries of S and the nonzero entries of X D ). If we want to reconstruct the data symbols in the absence of noise, the noiseless inputoutput relation (3) must be, at least locally, one-to-one almost everywhere. The inverse function theorem [16, Th. 9 .24] tells us that a mapping C 12 → C 16 is locally one-to-one almost everywhere provided that the Jacobian matrix has full rank almost everywhere. Noting that
we can compute the Jacobian matrix J of the noiseless inputoutput relation (3) with fixed pilot symbols and obtain This implies that the pilot-based transmission strategy (7) results in a noiseless input-output relation that is locally oneto-one almost everywhere. It turns out that these geometric arguments suffice to establish that the number of degrees of freedom is at least as large as (6) . The key step is to write I(Y ; X) = h(Y )−h(Y | X) and lower-bound h(Y ) using a change of variables. It is precisely this change-of-variables step that requires the noiseless input-output relation to be locally one-to-one almost everywhere [11] , [12] .
D. More accurate channel models
In MIMO orthogonal frequency-division-multiplexing systems, the fading gains associated to the channel between a given transmit antenna t and a given receive antenna r within a block can be compactly represented as an Ndimensional vector whose average squared inverse Fourier transform corresponds to the power-delay profile of the (t, r) channel. This suggests to modify (1) as follows:
Here, denotes the Kronecker product and z r,t ∈ C N are deterministic vectors accounting for the different powerdelay profiles corresponding to different (t, r) channels. Note that (1) is a special case of (8) with z r,t = (1, . . . , 1)
T . An even more general channel model can be obtained by replacing the scalars s r,t with Q-dimensional random vectors with independent and identically distributed entries, and by replacing the deterministic vectors z r,t by Q × N deterministic matrices. The corresponding input-output relation describes the situation where the random fading gains within a block are controlled by Q ≥ 1 random parameters [11] , [18] (the model in (8) corresponds to the case Q = 1).
Note that (8) can no longer be rewritten in a simple matrix form similar to (2) . Hence, the Grassmannian dimensioncounting argument described in Section II-B cannot be applied in this setup.
By using the pilot-based scheme combined with LMMSE estimation described in [10] , one can show that the number of degrees of freedom is at least as large as in (6) . It turns out, perhaps surprisingly, that this lower bound is not tight. The application of the method described in Section II-C reveals that for almost all matrices
a higher number of degrees of freedom than for the constant block fading model can be achieved. Specifically, coming back to the T = 2, R = 4, N = 4 example, one can show [12] that the number of degrees of freedom is χ = 3/2 for almost all matrices Z, compared to χ = 1 degrees of freedom for the constant block-fading model. This means that the number of degrees of freedom "jumps" from 1 to 3/2 when we substitute an all-one Z matrix by a generic (i.e., randomly generated out of a continuous distribution) Z matrix. The reason for this increase in the number of degrees of freedom is as follows: a lower number of pilot symbols are needed to make the Jacobian matrix corresponding to the map between the noiseless output signal and the pair input signal and channel gains full rank. This holds because the choice of Z generic guarantees linear independence between the column vectors of the Jacobian matrix. To summarize, we have shown in this section that a fairly minor modification of the input-output relation of the constant block-fading model, aimed at making the model more accurate, yields a profound change in the geometry, and an increase in the number of degrees of freedom. This shows once more (see also [19] - [21] ) that the number of degrees of freedom is extremely sensitive to small perturbations in the statistics of the propagation channel. Hence, one should be careful in using the number of degrees of freedom as a metric to determine the cost of acquiring CSI. More reliable non-asymptotic metrics, some of which discussed in the next two sections, are called for.
III. BEYOND DEGREES OF FREEDOM
The first step towards obtaining high-SNR capacity characterizations that are more accurate than the number of degrees of freedom is to determine the second term in the high-SNR capacity expansion. For the constant block-fading model (1), one can show that
where χ is given in (6), c is a constant that does not depend on ρ, and o(1) denotes a function of ρ that vanishes as ρ → ∞. The computation of c in (9) is more involved than that of the number of degrees of freedom χ. For the case N ≥ T +R, this constant is characterized in [10, Eq. (24)]. The case N < T + R has been recently solved in [15, Eq. (9) ]. We next discuss the structure of the input distribution that achieves both χ and c in (9) . Using mutual information manipulations exploiting the isotropic nature of S and of W , one can show that the capacity-achieving input matrix must be of the form X = U D where U ∈ C N ×T is an isotropically distributed truncated unitary matrix, and
The geometry unveiled in Section II-B suggests that, at high SNR, the information bearing objects are the subspaces Ω X . As no subspace should be preferred, one is tempted to conclude that the uniform distribution over the Grassmannian is capacity achieving at high SNR. This choice yields D = √ N I T , and the corresponding probability distribution on X is sometimes referred to as unitary space-time modulation (USTM) [22] - [24] . It turns out that USTM achieves the first two terms in the high-SNR expansion (9) only for the case N ≥ T + R [15, Eq. (9)]. The reason is as follows. In [10, p. 369] , it is shown that the probability distribution of the entries {d 1 , . . . , d T } must be chosen so as to maximize
where Q is a T × T isotropically distributed unitary matrix independent of both D and S. For the case N ≥ T + R, the average-power constraint (5) implies that
Both inequalities hold with equality if one chooses
For the case N < T + R, the second term in (10) becomes negative and USTM is no longer optimal. Through algebraic manipulations one can show that [15] 
Here, G ∈ C T ×(N −T ) is a random matrix with singular values distributed as the singular values of DS and with isotropically distributed singular vectors. By choosing the joint probability density function (pdf) of the nonzero entries of {d 2 1 , . . . , d
2 T } to be the same as the joint pdf of the ordered eigenvalues of a positive-definite T × T random matrix that has a complex matrix-variate Beta distribution, one can make the entries of the matrix G to be independent and Gaussiandistributed. This maximizes h(G). Therefore, the probability distribution just described, which is referred to in [15] as Beta-variate space-time modulation (BSTM), is optimal for the case N < T + R.
To conclude, we note that, once the second term in the high-SNR capacity expansion is characterized, nonasymptotic capacity bounds that are tight over a large range of SNR values can be obtained [25] . For the more sophisticated models described in Section II-D, a high-SNR capacity characterization beyond the number of degrees of freedom is currently not available.
IV. FINITE BLOCK-LENGTH REGIME
The ergodic capacity (4) is a relevant performance metric only when sufficiently long codewords are used. Under stringent delay constraints, however, a more appropriate performance metric is the maximal achievable rate R * (n, ) for a given blocklength n and frame error probability .
In this section, we shall consider the scenario where the random fading channel stays constant for the duration of each transmit codeword (i.e., n = N ). This leads to the socalled quasi-static fading model originally proposed in [26] . For quasi-static fading channels, the ergodic capacity is zero for many fading distributions of practical interest such as the Rayleigh distribution. In this case, the outage capacity C , which is obtained by letting n → ∞ in R * (n, ) for a fixed > 0, is the appropriate asymptotic metric. The outage capacity of MIMO quasi-static fading channels is given by [27] 
where P out (ξ) denotes the outage probability corresponding to a given rate ξ P out (ξ) = inf
In [28] , it is shown that, under mild conditions on the probability distribution of the channel-gain matrix S, the maximal achievable rate R * (n, ) can be lower-bounded as follows:
This implies that the convergence of R * (n, ) to C is fast (compare (13) with [30, Eq. (1)], where the convergence rate of R * (n, ) to C for the AWGN channel is reported). We now demonstrate that a simple coding scheme that exploits the geometry unveiled in Section II-B achieves this lower bound. For simplicity, we focus on the case T = R, and assume n ≥ T + R. We further assume that the fading distribution yields a matrix S that has full rank almost surely. The considerations reported in Section II-B and Section III suggest that, in this case, it is optimal to convey information using the subspace Ω X spanned by the columns of X, and to employ a decoder that bases its decision on the subspace Ω Y spanned by the received signal Y . Since both Ω X and Ω Y belong to the Grassmannian G n,T , we can measure their "distance" d(Ω X , Ω Y ). Among the various notions of distance available between points on the Grassmannian [24] , [31] , the following definition turns out to be appropriate
Here, π/2 ≥ θ 1 ≥ · · · ≥ θ T ≥ 0 are the principle angles (see, e.g., [31, p. 2450] ) between Ω X and Ω Y . Consider now a decoder that for a given received signal Y , declares X i to be the transmitted codeword if X i is the only codeword for which d(Ω Xi , Ω Y ) ≤ γ, where γ is a pre-defined threshold. If no codewords or more than one codeword meet this condition, the decoder declares an error. Surprisingly, this simple decoding scheme, when equipped with the appropriate threshold γ, turns out to be sufficient to achieve (13) . To motivate this fact, we observe that given X and S, we have that [28] d(Ω X , Ω Y ) → 1 det I T + ρ/T S H Q X S , n → ∞ where Q X = n −1 X H X. Hence,
In view of (12) and (15), we may choose γ ≈ e −C and take the Q X that attains the infimum in (12) . Then, (11) implies that
Hence, with probability (1 − ), the subspace Ω Y lies inside a ball of radius e −C centered on Ω X . Let B(γ) be the ball of radius γ in G n,T . Coarsely speaking, the number of codewords that can be transmitted without violating the frame-error constraint is then given by the ratio between the volume of the Grassmannian and the volume of B(γ). One can show that [28] Volume(G n,T ) Volume(B(e −C )) = e nC −O(log n) .
Taking the logarithm of the right-hand side of (16) and then dividing by n one obtains (13) . A rigorous derivation of this result can be found in [28] . Note that the decoder just described does not need the knowledge of the distribution of the fading gains. Hence, it is universal.
