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Network models are applied across many domains where data can be represented as a network. Two
prominent paradigms for modeling networks are statistical models (probabilistic models for the observed
network) and mechanistic models (models for network growth and/or evolution). Mechanistic models
are better suited for incorporating domain knowledge, to study effects of interventions (such as changes
to specific mechanisms) and to forward simulate, but they typically have intractable likelihoods. As
such, and in a stark contrast to statistical models, there is a relative dearth of research on model se-
lection for such models despite the otherwise large body of extant work. In this paper, we propose a
simulator-based procedure for mechanistic network model selection that borrows aspects from Approx-
imate Bayesian Computation (ABC) along with a means to quantify the uncertainty in the selected
model. To select the most suitable network model, we consider and assess the performance of several
learning algorithms, most notably the so-called Super Learner, which makes our framework less sen-
sitive to the choice of a particular learning algorithm. Our approach takes advantage of the ease to
forward simulate from mechanistic network models to circumvent their intractable likelihoods. The over-
all process is flexible and widely applicable. Our simulation results demonstrate the approach’s ability
to accurately discriminate between competing mechanistic models. Finally, we showcase our approach
with a protein-protein interaction network model from the literature for yeast (Saccharomyces cerevisiae).
Keywords: mechanistic network model; model selection; Super Learner; likelihood-free methods.
1. Introduction
Many systems of scientific and societal interest can be represented as networks, and network models are used,
among many other application areas, to study social networks, communication patterns, scientific citations,
and protein-protein interactions [57, 29, 26, 23, 38]. There are (at least) two prominent paradigms to the
modeling of networks, which we refer to as the statistical approach and the mechanistic approach. In the
statistical approach, one describes a model that specifies the likelihood of observing a given network, i.e.,
these are probabilistic models of data that take the shape of a network [40, 15, 12]. In the mechanistic
approach, one specifies a collection of domain-specific microscopic mechanistic rules, informed by scientific
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understanding of the problem, that are used to grow or evolve the network over time [1, 58, 47, 54, 17, 18].
Both modeling approaches provide distinct advantages.
In mechanistic models, a particular generative mechanism may seem like a strong assumption in a context
where one does not directly observe the formation of the network, and where it is difficult to study microscopic
interactions in isolation. For example, it might be difficult to learn about the mechanistic rules that govern
the formation or dissolution of ties in in-person interactions, whereas doing so in an online social network or
a phone communication network [55, 28, 42], where every interaction can be recorded, is feasible. In some
biological networks the pairwise interactions between the elements are well understood both theoretically
and experimentally, they can be studied in isolation, and these interactions are reproducible. For example,
gene duplication is one of the main drivers of the evolution of genomes, it is well understood, and therefore
perhaps not surprisingly, network models based on gene duplication were one of the first large-scale models
used in systems biology [38].
In comparison, common statistical models have limitations in the structures they are able to accommodate
[11], and fitting and sampling from some of these models can be difficult. For example, the popular class of
exponential random graph models (ERGMs) may not always be consistent under sampling [44]. Mechanistic
models do not suffer from these limitations as much, since generation of network structures from a handful of
mechanisms is usually computationally inexpensive, so it is relatively simple to sample or forward simulate
(to simulate observations given parameter values) from a particular model. Another advantage of mechanistic
models is the ease with which one can incorporate domain knowledge in the model. Since the modeler is
in control of the mechanisms to include, one is able to encode relevant domain knowledge of known or
hypothesized interactions between actors in the system as mechanistic rules. The duplication-divergence
models for protein-protein interaction networks are good examples of this [38]. Additionally, it is easy to
study the effects of interventions on the behaviors of the actors by directly modifying the model’s mechanistic
rules to reflect the intervention [56, 12].
While there is an extensive literature on mechanistic models in network science, there is a comparative
dearth of work on model selection in mechanistic models [25, 37, 50, 27]. The aim of this paper is to
provide a general framework for model selection for mechanistic network models. For instance, given a full
model which has an array of different generative mechanisms, we are interested in selecting between different
submodels each possessing only a subset of the mechanisms of the full model. Traditional likelihood-based
model selection, frequentist or Bayesian, is not applicable to mechanistic models because in most cases their
likelihood functions are intractable. The main reason for this is that in mechanistic models one must consider
all the possible paths to generate any one particular network realization, which leads to a combinatorial
explosion save for the most trivial settings. As such, one must resort to likelihood-free approaches.
A recent likelihood-free approach to both inference and model selection for problems with intractable
likelihoods is Approximate Bayesian Computation (ABC) [24, 49, 22, 46]. This Bayesian approach aims
at calibrating the model parameters to obtain an approximate posterior distribution for the parameters of
interest for a given observed data set. Following Bayes theorem, the posterior is obtained by combining
information from the prior distribution on parameters and the observed data set as incorporated by the
likelihood. ABC inference starts by generating samples of possible parameter values from the prior. For
each sample, one forward simulates a data set from the model, where the nature of the model, statistical
or mechanistic, is not relevant. Then, given a distance measure between the observed data (the target of
inference and/or model selection) and the model generated data, one accepts only those data sets from the
model that are within a certain distance from the observed data. The parameters sampled from the prior
corresponding to these accepted data sets form an approximation to the posterior distribution. Unless the
data are discrete and of low dimension, it is usually necessary to base the distance measure on summary
statistics of the data [3]. Model selection with ABC is similar but includes an additional layer of hierarchy
and a prior for the candidate model indices [14]. More generally, there is a scarcity of likelihood-free model
selection methods outside the realm of ABC. Toni et al. [51] extend the sequential Monte Carlo ABC of Sisson
et al. [45] to ABC model choice, while Lee et al. [19] do so with the approach of Fearnhead and Prangle [10].
Other recent innovations include an adaptive approach [48] and a random forest-based approach [36].
The main difficulty in practice for ABC arises when selecting the summary statistics as well as the
threshold on the distance. In general, any quantity that can be calculated from the observed data is called
a statistic; if the likelihood depends on the data only through some low-dimensional statistic, so that we
need only this statistic to calculate the likelihood for any value of the parameter, the statistic is said to be
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sufficient. In the context of ABC, if the selected summary statistics are sufficient for the parameters of the
model and the distance threshold is zero, i.e., only parameter values that have given rise to data sets with
values of sufficient summary statistics exactly matching those of the observed data set are retained, then these
accepted parameter samples will be from the true posterior [2, 22]. However, should one fall short on either of
these, then the accepted parameter samples will only be from an approximation to the true posterior. When
available, relevant domain knowledge can be applied to guide the selection of “essentially sufficient” summary
statistics, which capture features attributable to the inferential objects of interest. However, since likelihood-
free approaches like ABC are only needed with analytically or computationally intractable likelihoods, it will
typically be difficult to find the sufficient statistics in the absence of domain knowledge, though there is
previous work on how to select good summary statistics for an ABC procedure in such settings [7, 35]. As
for the threshold on distance, the smaller the distance threshold, the lower the acceptance rate, and hence
the greater the computational burden to generate a reasonable number of accepted samples. In fact, outside
of using discrete summary statistics, it may be impractical to use a distance threshold of zero. As a result,
the performance of ABC inference can suffer due to the inaccuracy of the resulting posterior [45].
ABC model choice suffers from these same issues for to the model index, which becomes an additional
model parameter on which inference is required. Even if one were to select statistics that are marginally
sufficient for the candidate models, they may not be jointly sufficient for the overall model (the overall
hierarchical model that is indexed by the candidate model index and the corresponding parameters of each
candidate model) and thus may not be able to discriminate among the various models under comparison,
save for some special cases [14, 39]. Lastly, even if one does manage to select all the sufficient statistics
and conduct model selection with ABC, there may be a large discrepancy between the resulting ABC Bayes
factor and the true Bayes factor [39].
Instead of dealing with issues stemming from the inaccuracy of the ABC posterior and Bayes factor, we
propose a procedure for model selection that borrows from ABC the aspect of data generation from candidate
models. Just as in ABC model choice, the data forward simulated from each candidate model will be the
basis for model selection as it becomes the training data, but rather than using a full Bayesian approach,
we propose to conduct model selection with a flexible learning algorithm. We assess the performance of
different learning algorithms, including the Super Learner (SL) [34, 53]. Originally proposed for prediction
in a regression setting, SL is an ensemble learning algorithm that makes a prediction by combining the
predictions from a library of candidate algorithms. Given a particular loss function, SL aims to minimize the
expected loss, called the risk. The discrete SL simply picks the candidate algorithm that has the lowest cross-
validated risk over the training data, whereas the full SL creates the convex combination of the candidate
algorithm-specific estimates that has the lowest cross-validated risk. Given a bounded loss function, both
the discrete and the full SL have the so-called oracle property, meaning that asymptotically (in the number
of training data sets) they perform at least as well as the optimal candidate algorithm available in the
library and as the optimal convex combination of the candidate algorithms, respectively [52, 8]. Due to the
intractable nature of the likelihood and the ease of forward simulation, model selection with mechanistic
network models lends itself well to the flexibility of the SL.
Our proposed approach shares similarities with that of Pudlo et al. [36], which is a random forest-based
ABC approach for model selection that is fairly robust to the choice of summary statistics. Their approach
measures performance with the prior error rate, which is the probability to select the wrong model averaged
over the prior. In contrast, in our approach with the SL, the choice of performance measure is flexible
and can be encoded directly into the loss function. For example, the prior error rate implicitly weighs
misclassification differently for each model due to the sensitivity to the choice of the prior. Should one desire
a measure that does not discriminate between misclassification of different models, one can use a measure
like the Area Under the receiver operating characteristic Curve (AUC) [4, 21]. Furthermore, SL can make
use of a host of candidate algorithms, including random forest, to perform the classification. Random forest
is a very flexible learning algorithm, but it may not perform well in all settings. One can be robust against
this by having more candidate algorithms in the SL library. To handle uncertainty in the selected model, we
adapt the regression-based approach used by Pudlo et al. [36].
The rest of the paper is organized as follows. In Section 2, we provide a brief overview of SL as well as the
procedure for model selection in the context of mechanistic network models. We also introduce and motivate
a simple mechanistic network model as a proof of concept in our subsequent simulations. In Section 3, we
lay out the details of the simulations as well as the results, and evaluate the performance of our approach.
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In Section 4, we apply our approach to the selection between two candidate models for a protein-protein
interaction data set. Finally, in Section 5, we conclude with discussions and suggestions for future work.
2. Methods and Materials
2.1 Overview of Super Learner
The Super Learner (SL) is a fairly recent ensemble machine learning method introduced by Van der Laan
et al. [53]. Given a particular loss function L, the SL aims to minimize the expected loss E [L], known as the
risk, with respect to the distribution of the training data with a prediction algorithm composed of a library
of candidate algorithms {Ql}, such as random forest and support vector machine. The procedure begins by
partitioning the training data, with predictors Xt, and outcome Y t, into V validation sets. In our setting,
when applied to model selection for mechanistic network models, summary statistics computed on forward
simulated network realizations play the role of predictors and network model indices play the role of outcome
in SL. The predictors and outcome of the vth validation set are referred to as Xvt and Y
v
t , respectively, while
those of the corresponding training set, i.e., the union of the remaining V − 1 validation sets, are referred
to as X−vt and Y
−v
t . Note the distinction between training data (Xt and Y t) and training set (X
−v
t and
Y
−v
t ). For the vth validation set, each candidate algorithm Ql of the library is trained on
(
X
−v
t ,Y
−v
t
)
.
The resulting trained candidate algorithm Qˆvl is then evaluated at X
v
t , giving prediction Yˆ
v
l . After training
each candidate algorithm on each training set and evaluating it on the corresponding validation set, a new
data set Z = {{Yˆ
v
l },Y
v
t } is formed with the cross-validated predicted outcomes {Yˆ
v
l } generated using all
candidate algorithms in {Ql} and the true outcome Y
v
t from all validation sets, where the former serve as
the new predictor and the latter as the new outcome. Z is used to estimate the cross-validated risk. This
cross-validation procedure is intended to prevent overfitting, and this new data set will be the basis for the
final prediction algorithm.
Fig. 1. Schematic of the SL framework. Note that Xt and Y t are the model generated training data for
network model selection, while Xo are the data from the observed network.
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To arrive at the final prediction via Z, in the case of the discrete SL, the candidate algorithm with the
smallest estimated cross-validated risk is chosen for final prediction. Assuming a regression setting and a
squared error loss function, the cross-validated risk for the lth candidate algorithm can be estimated as
Eˆ [L (Ql)] =
1
V
∑
v
1
nv
∑
i
(Y vt,i − Yˆ
v
l,i)
2,
where the first summation is over the V validation sets and the second is over the nv observations in the vth
validation set. In the case of the full SL, the estimated risk is minimized over all convex combinations of the
candidate algorithms. In the same regression setting with squared loss and a particular convex combination
a, where
∑
l al = 1 and al ≥ 0, the cross-validated risk is estimated as
Eˆ [L (a)] =
1
V
∑
v
1
nv
∑
i
(Y vt,i −
∑
l
alYˆ
v
l,i)
2.
Once the final prediction algorithm is determined, i.e., Ql∗ that achieves the smallest risk in the discrete
SL or a∗ in the full SL, each candidate algorithm is refit on the entire training data in order to predict an
outcome for Xo, the observed predictors. Each resulting trained candidate algorithm Qˆl is then evaluated at
Xo, giving prediction Yˆo,l. The final prediction is Yˆo,l∗ in the discrete SL, or
∑
l a
∗
l Yˆo,l in the full SL. In the
classification setting, such as our model selection framework, the {Yˆ
v
l } are the candidate algorithm-specific
scores for each class and Y vt the true class, with Eˆ [L (Ql)] and Eˆ [L (a)] defined according to the chosen loss
function. The final prediction Yˆo,l∗ or
∑
l a
∗
l Yˆo,l are then the scores for each potential class. Figure 1 gives
a visual representation of the SL framework.
2.2 Model Selection Framework
Next, we introduce the proposed procedure for mechanistic network model selection within the SL framework.
In this setting, the SL will be based on training data forward simulated from each candidate mechanistic
network model in order to predict the model index (outcome) from a set of chosen network statistics (pre-
dictors). Before going ahead with the SL procedure, one needs to determine the appropriate loss function.
Since the prediction is for the model index, this is a classification problem, and therefore a loss function
like squared loss is no longer appropriate. Instead, we propose to use LAUC as the loss function. LAUC ,
also known as “rank loss,” is the loss function associated with AUC, the area under the receiver operating
characteristic curve. The AUC is an appropriate measure of the quality of the classification since it does not
depend on the distribution of the model index in the data for performance evaluation. The corresponding
loss function is bounded, so the resulting SL will retain the oracle property [52, 8].
Algorithm 1 lays out the procedure we propose for model selection using SL, and Fig. 2 is the corre-
sponding schematic. In addition to selecting the candidate algorithms, one needs to select the all-important
network summary statistics to train the candidate algorithms on, in steps 4 and 6 in Algorithm 1. As
previously stated in Robert et al. [39], even if the sufficient statistics of all candidate models are selected,
they may not be jointly sufficient for the overall model. Since it will be difficult or impossible to achieve,
sufficiency cannot be a criterion in choosing these statistics, but rather their ability to characterize the dif-
ferences between data generated by the candidate models and thus their ability to discriminate among the
models. Suppose one is trying to select between a full model and one of its submodels that has one of the
mechanisms of the full model removed or “turned off.” In this case, one needs to consider the characteristics
of the network that the missing mechanism affects. The statistics chosen as predictors in steps 4 and 6 should
reflect the characteristics affected by the differences in the model, either the different mechanisms themselves
or different parameter values of the included mechanisms. For instance, should the submodel be missing
the triadic closure mechanism, which refers to a mechanism that “closes” a triad of three nodes and two
edges by adding the third edge, one would expect statistics related to clustering to be affected. The ability
to characterize these differences will determine the performance of the overall procedure and, thus, should
guide the selection of the summary statistics. Though the candidate models we consider here are nested,
they do not need to be in general to use this framework. Finally, in step 7 of Algorithm 1, evaluating the
trained SL on the predictors for the observed network gives a score to classify the observation. In binary
classification, i.e., having two candidate models, one model will be nominally “negative” and represented
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Fig. 2. Schematic of model selection procedure with SL. Note that steps 1-6 of Fig. 1 are contained in
step 4 in Fig. 2. The arrow between Go and the candidate models is merely to indicate the influence of the
empirical network on the candidate models, i.e., through model fitting.
by 0 in the training of the SL, while the other will be nominally “positive” and represented by 1. In this
case, the score will be bounded between 0 and 1 with scores above a user-defined cutoff classified as 1, or
the “positive” model, and vice versa. For example, a cutoff of 0.5 can be used for this binary situation, as
we did in our simulations. Note that due to the insensitivity of the AUC to the model index prior in the
training data, no prior should be placed on the model index. In contrast, priors for parameters of candidate
models should be considered.
Algorithm 1 Steps for proposed mechanistic network model selection via SL:
1. Select relevant statistics that highlight differences between models as predictors
2. Generate training data from all models of interest
3. Split the training data into cross-validation sets
4. Train/evaluate each candidate algorithms on each training/validation pair based on selected predictors
5. Train SL on the results from each candidate algorithm
6. Train each candidate algorithm on the entire training data set
7. Classify/select model for observed network based on the results from steps 5 and 6 of this algorithm
using a preselected cutoff on the score.
In order to perform uncertainty quantification, i.e., to quantify the confidence in the model selected
through Algorithm 1, we adapt a procedure for the same purpose from Pudlo et al. [36]. In Pudlo et al.
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[36], for each element in the training data, one needs to produce an out-of-bag (OOB) classifier, i.e., a random
forest classifier based only on trees that do not involve (were not fitted using) the given element. OOB shares
similarities with cross-validation, which SL does in steps 1-3 in Fig. 1, but step 4 in Fig. 1 involves the
use of the whole data set. This means that the base SL is not completely cross-validated. To overcome
this, we propose to first split the training data into B subsets (Xbt ,Y
b
t), and the classifier for any element
in (Xbt ,Y
b
t) is defined as the SL trained on (X
−b
t ,Y
−b
t ), i.e., the training data without (X
b
t ,Y
b
t). For each
element of the training data, with I denoting the indicator function, we compute W = I(M̂∗ = Y ), where
M̂∗ is the model selected by the corresponding classifier and Y is the true model index. Now, one can build a
binary regression model (since W is a binary indicator for correct model classification) for P (M̂∗ = Y |X) by
regressing W t, i.e., W computed for all elements of the training data, on the predictors Xt. This regression
model can be simply logistic regression or a SL with the correctly specified loss function. Lastly, one can
take the fitted value of this regression model at Xo, the predictors for the observed network, as the estimate
for P (M̂∗o = Yo|Xo), where Yo is the unobserved true model index for the observed network.
3. Simulation Study
3.1 Variant of the Erdo˝s-Re`nyi Model
As a proof of concept for our framework for mechanistic model selection, we introduce a simple mechanistic
model. The basis for the model is the classic Erdo˝s-Re`nyi (ER) model [9]. In the ER model, the number of
nodes n is fixed, and there are two variants on how edges are placed in the graph. In one variant, sometimes
called the G(n, p) model, each of the C(n, 2), n choose 2, possible edges are independent and included in
the graph with probability p, so the number of edges in the graph has a binomial distribution. In the other
variant, sometimes called the G(n,m) model, the number of edges in the graph m is also fixed. In this case,
the random graph has a uniform distribution over all C(C(n, 2),m) possible graphs with n nodes and m
edges.
Our model takes elements from both variants of the ER model. The model generates random graphs
with a fixed number of nodes and edges just like the second variant of the ER model, but each edge is added
one at a time with a certain probability akin to the first variant. At each step of graph generation, we select
a pair of unconnected nodes uniformly from all such node pairs, and we connect them with an edge with a
given probability. This process is repeated until the required number of edges m have been added. If the
probability for adding each edge was always fixed, then this model would be the same as the second variant
of the ER model. Instead, in our model, there is a base probability p0 for edge placement, but two additional
mechanisms are included to allow this probability to vary. The first mechanism is triadic closure: should
connecting the two selected nodes with an edge close a triad, then the probability will be increased by p1
over the base probability for adding the edge. We dub the second mechanism “triadic closure plus”: should
connecting the two selected nodes with an edge close more than one triad, then the probability will be further
increased by p2 for each potentially closed triad in excess of one. Should the sum p0 + p1 + tcp2, where tc is
the number of closeable triads, exceed 1, it will be interpreted as 1. Figure 3 illustrates these two additional
mechanisms. Though this model is fairly simple, each mechanism can be motivated by consideration of
the domain of application. In a friendship network, the first mechanism corresponds to the idea that two
people are more likely to become friends if they have a mutual friend, while the second mechanism further
increases the likelihood for each additional mutual friend. As such, these mechanisms can also be related to
the so-called weak ties hypothesis [13], and it has been shown that higher proportions of shared friends are
associated with greater tie strengths in large-scale communication networks [28].
3.2 Model Selection
We next assess the performance of our model selection framework through simulation. We use various
candidate algorithms, both on their own and as members of the SL candidate algorithm library, to select
between the full model with both triadic mechanisms vs. the submodel with only the first triadic closure
mechanism. Networks generated from both models have 100 nodes and a base edge probability of p0 = 0.3.
The probability of edge placement increases by p1 = 0.1 for the first closed triad and by p2 for every
subsequent triad, and we vary p2 over the values 0.005, 0.01, 0.03, and 0.05. We vary the number of edges
for the two models over the values 500, 1000, and 2000. For a given number of edges, the variation of p2 from
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Fig. 3. The probability to add an edge between two unconnected nodes in our variant of the ER model
with two additional mechanisms when there are no closeable triads (left), when there is one closeable triad
(middle), and when there is more than one closeable triad (right). Here p0 is the base probability for edge
placement, p1 is the increase in the probability for closing at least one triad, and p2 is the increase for each
additional closeable triad after the first.
0.005 to 0.05 makes the differences caused by the additional mechanism easier to detect. For a given value
of p2, the variation of the number of edges from 500 to 2000 means that there will be more opportunities for
the additional mechanism to manifest itself, also making it easier to detect. The simulation studies iterate
through each combination of values of p2 and edge count to see the interplay between the two factors.
In the simulations, SL used a library of three candidate algorithms: k-nearest neighbors (KNN), support
vector machine (SVM), and random forest (RF). These three candidate algorithms are chosen largely for
their ability to handle collinear predictors, which are often present in summary statistics for networks. Given
an observed sample for classification, KNN determines which k samples in the training data are closest to
the observed sample, based on some distance measure in the predictor space, a common choice being the
Euclidean distance. The predicted class is the most frequent class among the k-nearest neighbors. Unlike
KNN, which essentially formulates a new decision rule for each observation, SVM seeks to formulate a single
decision rule by separating the space of the predictors with a set of hyperplanes that segregate the space
class-wise. Once the class-wise segregation of the predictor space is complete, a new data point is classified
based on the class label of the subset of the predictor space it falls in. Lastly, RF seeks to create a set
of decision trees (the “forest”) from the training data in order to arrive at the final prediction. To build
each tree, a bootstrap sample of the training data is taken to form the root. Then, at each node of each
decision tree, a subset of the predictors is selected at random, and a “best” split is determined for these
predictors in order to form its daughter nodes. Typically, the quality of the split is measured by the amount
of homogeneity in each daughter node. Given an observation, each tree in the forest is traversed and gives
a class label for the observation based on the most frequent class among the samples in the leaf of the tree
where the observation is assigned. An observation is then classified by the forest as the mode of all the
tree-wise decisions.
In addition to the library of candidate algorithms, choosing appropriate predictors is an important task.
As discussed in the previous sections, sufficient summary statistics are difficult to obtain in all but the trivial
mechanistic network models, and one should aim to use summary statistics that characterize the differences
between the candidate models. In the simulations presented here, there are five summary statistics chosen
as predictors. The first predictor is the triangle (closed triad) count, which is an obvious choice since the
additional mechanism in the full model will favor edges that close multiple triads. The second is the average
local clustering coefficient over all nodes. The local clustering coefficient of a node is a measure of how close
its neighbors are to forming a complete subgraph by themselves, i.e., having every possible edge between
any two neighbors. If the addition of an edge between nodes a and b will close multiple triads, then, without
loss of generality, from the point of view of node a, the addition of the edge would mean the addition of a
single neighbor, b, and the addition of multiple edges amongst a’s updated set of neighbors between b and
the shared neighbors of a and b. In scenarios with lower total edge counts, where the degree of either a or b
is likely to be low, this could lead to a potentially large change in the local clustering coefficient. Lastly, the
additional mechanism is a rich-get-richer scheme in terms of the degree of a node, since the more closable
triads a pair of nodes has, the higher their degrees, which leads to a higher probability of both getting
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an increase to their degrees with an additional edge. Thus, this mechanism is likely to affect the degree
distribution of the network. As a proxy to the full degree distribution, the three quartiles (25%, 50%, 75%)
of the degree distribution are included as predictors.
The mechanistic model was coded in Python using NetworkX. The training of SL, with a 5-fold cross-
validation, was done with the R package SuperLearner, which contains wrappers for the chosen candidate
algorithms. The parameters for the candidate algorithms themselves are kept at the default values (k = 10 for
KNN; Ntree = 1000, min terminal node size = 1 for RF; ν-classification with ν = 0.5, radial kernel for SVM;
see SuperLearner package documentation for more details). For a given combination of edge count and value
for p2, we generated 10,000 training samples from the full model (with both triadic closure mechanisms) and
the submodel (with only the first triadic closure mechanism) as training data. Rather than using a separate
sample to assess performance, the AUC of SL as well as that of each candidate algorithm were estimated
via a 10-fold cross-validation. Note that this is a separate stage of cross-validation from that of the training
of SL itself. First, the training data is partitioned into 10 validation sets, which are used for performance
cross-validation. Then, for each of the 10 performance validation sets, a 5-fold cross-validated SL is trained
on the union of the remaining 9 performance validation sets, and then used to predict the model index for the
given performance validation set. The AUC measure is computed for each of the 10 performance validation
sets and averaged.
The cross-validated estimate of the AUC for the full SL, the discrete SL, and each candidate algorithm for
each simulation scenario is summarized in Fig. 4 with numerical results in Table 1. In general, performance
deteriorates as the value of p2 decreases, which is no surprise as the effect of the additional mechanism
diminishes as p2 gets smaller, and thus the two models become harder to distinguish. In contrast, performance
improves as the edge count increases, as the mechanism has more opportunities to manifest itself with more
edges. In general, the model selection problem is easier for larger networks.
Table 1. Cross-validated AUC from the simulations
p2 0.005 0.01 0.03 0.05
EC = 500
fSL 0.50786 0.51941 0.58896 0.65630
dSL 0.50575 0.51950 0.58911 0.65585
SVM 0.50097 0.49936 0.50504 0.55592
RF 0.50826 0.51950 0.58911 0.65585
KNN 0.50353 0.51158 0.56172 0.63093
EC = 1000
fSL 0.57071 0.65993 0.90814 0.97895
dSL 0.57055 0.65738 0.90445 0.97798
SVM 0.50897 0.55834 0.90445 0.97586
RF 0.57055 0.65738 0.90248 0.97798
KNN 0.55596 0.64410 0.89605 0.97275
EC = 2000
fSL 0.74179 0.90348 0.99839 0.99947
dSL 0.73703 0.90067 0.99769 0.99917
SVM 0.67271 0.90067 0.99709 0.99879
RF 0.73703 0.89573 0.99769 0.99917
KNN 0.72623 0.89077 0.99540 0.99751
Cross-validated AUC from the simulations for the full SL (fSL), discrete SL (dSL), support vector machine
(SVM), random forest (RF), k-nearest neighbors (KNN) over different edge counts (EC) and values of p2,
the increase in probability for adding an edge for each potentially closed triad in excess of one. Discussion
for the ordering of performance for EC = 500 appears later in this section.
The simulation results seem to support the oracle properties of the discrete and full SL. Indeed, in most
scenarios, the discrete SL has the same cross-validatedAUC as the best performing candidate algorithm, with
the full SL performing a little better, as expected. In these scenarios, the ordering of the candidate algorithms
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by performance is likely the same across each fold in the cross-validation. Thus, the discrete SL always picks
the same candidate algorithm in each fold and has the same performance as the best candidate algorithm
averaged across all folds. The full SL, in this case, takes a convex combination of the candidate algorithms in
each fold and performs at least as well as, and likely better than, the best performing candidate algorithm in
each fold. When averaged across the cross-validation folds, the full SL clearly performs better, as evidenced
by the simulations. Since it selects the candidate algorithm with the best cross-validated performance by
design, the discrete SL’s oracle property is mediated through the optimal candidate algorithm performing
the best asymptotically.
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Fig. 4. Cross-validated AUC for each method: full SL (fSL, red), discrete SL (dSL, blue), support vec-
tor machine (SVM, grey), random forest (RF, grey), k-nearest neighbors (KNN, grey), in each simulation
scenario.
Still, there are a few scenarios where either or both of the discrete and full SL perform slightly worse than
the best performing candidate algorithm. This occurs with edge count 500 and p2 ∈ {0.005, 0.01, 0.03}. In
these scenarios, there are several candidate algorithms that are quite close in performance, and the ordering
of their performance is likely not constant across the cross-validation folds. In this case, the discrete SL picks
different candidate algorithms across the folds and the AUC averaged across the folds may be worse than
that of the best candidate algorithm. The full SL on the other hand weights different candidate algorithms
differently across the folds, and the cross-validated AUC can also end up worse than the best candidate
algorithm.
In the scenarios where either or both of the discrete and full SL perform worse than the best candidate
algorithm, they both still perform very close to the best candidate algorithm, with difference in AUC only
of the order of 10−3 or less. Since the oracle properties for both SLs are asymptotic results, some small
deviations from the asymptotic behavior would be expected for finite samples. In the limit, the ordering
of the performance of the candidate algorithms are likely to be constant across all folds, and both SLs are
expected to perform no worse than the optimal candidate.
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The best performing candidate algorithm varies between SVM and RF across the scenarios, which is not
something known a priori, but both versions of SL are able to closely match or beat the best candidate
algorithm. Although the differences between the best and worst performing candidate algorithms in the
scenarios visited are not too great (biggest difference is about 0.1), it is still easy to see the manifestation
of the oracle property, which would be even more valuable in scenarios with greater differences. Thus,
when one particular candidate algorithm outperforms the rest, one can be confident that the discrete SL
will select it, and the full version will weight it heavily. In cases when one is unlikely to fully grasp the
significance of the various summary statistics as predictors or what learning algorithm would work best due
to the complex nature of the data, it would be ideal to consider multiple candidate algorithms paired with
different combinations of predictors and find an optimal mix. This makes SL well suited for model selection
for mechanistic network models.
One interesting note is that the magnitude of the difference in performance between the full SL and the
best performing candidate algorithm (random forest most of the time) is not too great. This reflects results
from other papers in the literature that use the SL specifically for classification [32, 33, 31]. Despite the
relatively modest gain, we believe the flexibility the SL offers is important for this setting. In addition to
the choice of predictors and candidate algorithms, the choice of the loss function allows one to define the
performance metric, which may not be possible with the candidate algorithms. The oracle property also
takes care of the analog of the multiple comparison problem in the model selection setting by allowing the
user to gain information from multiple candidate algorithms yet make only one “selection”.
We implemented the proposed procedure for quantifying the uncertainty in the selected model on the
simulated data. We assessed two scenarios, an easy one, with edge count 2000 and p2 = 0.005, and a difficult
one, with edge count 500 and p2 = 0.005. For each scenario, we first defined the M̂
∗ as 1, or the “positive”
model, if the score given by the cross-validated SL was > 0.5, and 0 or the “negative” model otherwise. We
defined W as above and built the regression model for P (M̂∗ = Y |X) with a new SL with the appropriate
loss function in order to maximize the corresponding binomial likelihood∏
i
P (M̂∗i = Yi|Xi)
Wi(1− P (M̂∗i = Yi|Xi))
1−Wi .
The new SL used the same library of candidate algorithms as before. The average value of P (M̂∗ = Y |X)
for the two scenarios were 0.71 for the easy scenario and 0.53 for the difficult one. The average values for
the easy scenario is noticeably higher than 0.5, while that of the difficult scenario is very close to 0.5 and
thus hardly better than a random guess. These results are compatible with our AUC simulation results.
4. Protein Interaction Network
We apply our model selection approach to the yeast (S.cerevisiae) protein-protein interaction (PPI) network
obtained from the database of interacting proteins (DIP) [41]. We use models from two publications [16, 43]
that fit different duplication divergence models [47, 30] to the same data set.
Duplication divergence models are used in systems biology for modeling PPI networks. The model fits
in Hormozdiari et al. [16] and Schweiger et al. [43] both contain the same mechanisms, but different seed
networks and parameter values. The models generate network realizations by growing a seed network until
the requisite number of nodes n is reached. At the beginning of each step in network generation, an existing
node is chosen uniformly at random and duplicated by adding a new node and connecting the new node
with each neighbor of the chosen existing node. Each edge connected to the new node is then removed with
probability 1− p. Finally, an edge is added between the new node and any existing node at the start of the
tth time step with probability r/nt, where nt is the number of nodes at the beginning of the tth step.
The two model fits use different parameter values and different seed networks. The fit from Hormozdiari
et al. [16] uses a seed network of 50 nodes. This seed network is constructed by connecting two cliques
(complete graphs) of 7 and 10 nodes with several edges. Then another 33 nodes are connected with randomly
chosen nodes from the two cliques. The fit from Schweiger et al. [43] uses a seed network of 40 nodes. The
seed network is generated from an inverse geometric model, where coordinates in R2 are generated for each
node. Then, each pair of nodes with Euclidean distance between corresponding coordinates greater than
threshold R = 1.5 are connected. Each dimension of the coordinates is generated independently from the
standard normal distribution.
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To apply our model selection approach, we generated network realizations from each model to fit the
SL. Note that the results from Hormozdiari et al. [16] and Schweiger et al. [43] are based on different older
releases of the DIP data, while our analysis only uses the latest data release. Thus, we will only use the
seed networks (these are independent of the empirical network) from the respective models fits, but not their
corresponding parameter estimates. Furthermore, rather than refitting both models, we take the approach
from Pudlo et al. [36] and draw parameter values from a prior (uniform over the unit square), then generate
a network realization from each model for each parameter value as the training data.
The SL here uses the same candidate algorithms we used in the previous section. The predictors here
are the criteria of fit from both papers. Betweenness centrality of a node v is the number of shortest paths
across all pairs of nodes that pass through v, while closeness centrality of v is the inverse of the sum of the
lengths of all shortest paths from v to all other nodes. The k-hop reachability of a node v is the number of
distinct nodes that can be reached in k edges or less. Hormozdiari et al. [16] use these measures to compare
the overall connectivity of networks generated from their model with that of the empirical PPI network. We
use the means of the two centrality measures as well as that of k-hop reachability up to k = 6 as predictors.
Bicliques are subgraphs between two distinct sets of nodes where every edge between the two sets exists.
A biclique is maximal if it is not a strict subgraph of another biclique. Bu et al. [6] notes that large bicliques
exist in the yeast PPI network, and they are used to infer protein function as well as to find binding motifs
[20]. Schweiger et al. [43] based the fit of different models on maximal bicliques with distinct sets of nodes
with at least 2 nodes. For consistency, maximal bicliques are represented as ordered pairs of the number
of nodes in the two distinct sets, with the first element being less than or equal to the second. This can
be cast as a bivariate distribution. To use as predictors, we summarize the maximal biclique distribution
of a network with the total number of maximal bicliques, a norm of the distribution of maximal bicliques,
the mean and variance of each dimension of the bivariate distribution, as well as the Pearson and Spearman
correlation between the two dimensions. The norm is computed as
√∑
2≤n≤m
(
log10
(
p(n,m) + 1
))2
, where
p(n,m) is the proportion of maximal bicliques with sets of nodes with size n and m. This choice is motivated
by the distance used in Schweiger et al. [43].
For the purposes of model selection and without loss of generality, we assigned the model of Hormozdiari
et al. [16] as the 0 or “negative model” and that of Schweiger et al. [43] as the 1 or “positive” model. We
trained 3 SLs: the first is based only on the predictors from Hormozdiari et al. [16], the second is based only
on those from Schweiger et al. [43], while the last one is based on those from both papers. Note that we use
the definitions of the predictors from the two papers as given and compute their values from the latest release
of the data. Predictably, the first two trained SLs evaluated at the corresponding predictors for the PPI
network returned opposing results, each favoring the model its corresponding predictors were from. The first
SL returned a score of approximately 0.00629 and very strongly favors model 0, while the second returned a
score of approximately 0.788 and strongly favors model 1. Both scores are closer to their respective extremes
than 0.5, suggesting at least moderate evidence for their respective models. The third SL returned a score
of approximately 0.658, which favors model 1, but is closer to 0.5 than either of the scores from the previous
2 SLs. The results from using both sets of summaries thus favor the model of Schweiger et al. [43] for the
most current (S.cerevisiae) PPI dataset.
These results exemplify the difficulty with model selection for mechanistic models where predictors are
insufficient summaries of the data. Each of the summaries used as predictors are reasonable criteria for fit
as presented in their respective papers, but they can lead to conflicting results depending on the subset of
predictors used, as with the first two trained SLs. It can therefore be difficult to compare these results. In
general, with classification methods such as random forest or SL based on such learning algorithms, using
a larger set of predictors typically does not reduce performance, so it is reasonable to use a larger set of
predictors. However, one can always come up with new summaries. Thus, a natural question is when to
stop expanding the set of predictors/summaries.
One means of assessing the usefulness of a predictor is through an importance metric. As a reference,
we report in Table 2 the random forest feature importance [5] for each predictor in the three selections
specified in the previous paragraphs. In the first selection (SL1), based only on predictors from Hormozdiari
et al. [16], the two mean centrality measures as well as 6-hop reachability had the three highest feature
importances. In the second (SL2), based only on predictors from Schweiger et al. [43], the norm of the
maximal biclique distribution, as well as the mean and variance of the second dimension of the distribution,
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had the highest feature importances. When the two sets of predictors are combined in SL3, the top three
predictors from Schweiger et al. [43] retain high importance, while those from Hormozdiari et al. [16] all
have lower importance with only betweenness centrality retaining moderate importance. In this example, it
seems the predictors from Schweiger et al. [43] are more discerning. The example also shows that the feature
importance can be a useful tool in distilling a large set of available predictors to build a classifier for model
selection.
Table 2. Feature importance in the three selections based on different sets of predictors
Predictor [16] SL1 SL3 Predictor [43] SL2 SL3
Bet. cent. 0.431 0.113 Total bic. 0.012 0.007
Clo. cent. 0.201 0.045 Norm bic. 0.229 0.191
1-hop 0.059 0.004 Mean 1-d 0.060 0.028
2-hop 0.059 0.005 Mean 2-d 0.264 0.230
3-hop 0.033 0.003 Var 1-d 0.040 0.016
4-hop 0.029 0.002 Var 2-d 0.339 0.311
5-hop 0.054 0.005 Pearson 0.040 0.014
6-hop 0.134 0.021 Spearman 0.017 0.005
Feature importance in the three selections that are based on different sets of predictors: selection 1 (SL1) is
based only on those from Hormozdiari et al. [16], selection 2 (SL2) is based only on those from Schweiger
et al. [43], and selection 3 (SL3) is based on both sets. The three predictors with the highest importance in
SL1 and SL2 are bolded.
5. Discussion
Network models are widely used in many domains, and mechanistic models allow one to easily incorporate
domain knowledge. However, due to the intractability of the likelihood of the typical mechanistic network
models, likelihood-based model selection methods are not feasible. We propose a procedure that combines
the Super Learner (SL) framework with the data generation of Approximate Bayesian Computation (ABC),
allowing one to leverage the ease of generating data from mechanistic models via forward simulation, while
quantifying uncertainty in the selected model.
While ABC provides one viable means for mechanistic network model selection, an accurate ABC pos-
terior requires the knowledge of sufficient statistics [2, 22], which are typically difficult to find in the case
of intractable likelihoods. The use of insufficient statistics and non-zero threshold for the distance, as is
commonly done in ABC, can make the approximation of the posterior distribution of the model index worse.
As an alternative to ABC for likelihood-free model selection, we proposed to use SL for model selection while
borrowing the generation of pseudo-data from ABC. While it still suffers from the lack of sufficiency, our
approach aims to make the best use of available predictors.
With training data readily generated from each candidate model, SL seeks to build an optimal prediction
algorithm from a library of candidate algorithms. In this case, it seeks to build an optimal classifier from
candidate algorithms to best discriminate between the available models with the given predictors that are
not necessarily sufficient. One is unlikely to know what pairing of classifiers and predictors will perform
well, but with SL one does not need to make this choice as SL will try to build the optimal classifier with all
that is given. However, this does not mean that the quality of the predictors does not matter. The better
the predictors are at characterizing the differences between the candidate models, the better SL performs.
Though the ability to characterize the differences likely correlates with sufficiency, we cannot use sufficiency
as a criterion for choosing the predictors. For mechanistic models, one can, and should, apply domain
knowledge to select predictors.
Our procedure assumes that one has well-defined candidate models. Bayesian models require a corre-
sponding prior distribution, whereas non-Bayesian models require the calibration of model parameters. For
such calibration, it is important to consider which characteristics of the networks are unlikely to be affected
by the different mechanisms of the candidate models, and then to calibrate the parameters of each candidate
model based on these characteristics of the observed network. This will hopefully allow the differences in
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the candidate models to more clearly manifest themselves and to ensure that the data generated from each
candidate model are similar to the observed data. Ideally, this also means that the data generated from the
true model will match the observed data closely. However, due to the nature of the likelihood, calibration of
model parameters in the latter scenario is not straightforward. This is another situation where likelihood-free
methods such as ABC are appropriate.
Finally, it is possible to approach the model selection problem in a very different way: one can turn
the model selection problem into a density estimation problem in the summary statistic space. Briefly, one
can use kernel density estimation, or similar methods, to estimate the probability density function of the
network summary statistics conditional on the model used to generate the networks. By introducing a prior
probability on the model index, one can then use Bayes’ theorem to arrive at the model posterior probability
conditional on the observed summaries. The choice of summary statistics can then be guided by the idea
that informative summaries, associated with different mechanistic models, should result in minimal common
support in the estimated model-specific densities in the summary statistic space. This approach would not
alleviate the problem of insufficient statistics, but rather than having to specify a threshold for the distance
metric, one would now have to specify the precision (width) of the kernels used in density estimation. Density
estimation is known to be difficult in high dimensional spaces, but it might be possible to use a heuristic
for proposing small sets of summaries such that the dimensionality of the summary statistic space does not
become prohibitive. We leave further development of this idea for future work.
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