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Abstract
Complex oxides represent an intersection of play grounds for the existence of exciting new
fundamental physics and materials with potential technological implications. The realization of many
exciting properties of these systems rely on the coupling of electronic, structural and magnetic degrees
of freedom. Additionally, competing interactions within each type of coupling discussed previously
lead to theoretically diverse ground states, which under the application of an external perturbation,
can be tuned and probed.
Ca3Co2-xMnxO6 represent a quasi-one dimensional Ising spin chain system oriented in an
antiferromagnetic triangular lattice. The exotic behavior of the undoped compound Ca3Co2O6 has
inspired work on continuing the fundamental understanding of frustrated magnetic systems. Through
chemical doping of Manganese ions, the magnetic properties, namely the exotic spin glass like behavior
can be enhanced for a modest doping range of x<0.25. Beyond this limit the frozen electron dynamics
are suppressed as perfect ionic order is approached at the x=1.0 composition. The emergence of a
new magnetic phase that appears to be comping with the frozen electron dynamics may suggest that
this phase and the frozen electron dynamics are competing magnetic phases.
The effects of particle dimensionality were probed through the application of varied calcining
conditions as to attempt to observe the altering of magnetic properties, mainly the out of equilibrium
magnetization plateaus observed in Ca3Co1.75 Mn0.25O6. It appears that within the particle sizes studied
the magnetic behavior is highly robust, even considering the inclusion of ionic disorder.
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Chapter 1 Theoretical Background
Much of the interesting phenomena in Condensed Matter Physics originates from the
collective behavior or large ensembles of particles interacting strongly with one another. So called
emergent behavior in strongly correlated systems continues to offer a wide array of complex behavior
ranging from the most basic behavior in magnetic systems, superconductors, topological insulators,
heavy fermion compounds, etc. The range of observable physics that cannot be readily understood
through a single particle view continues to push physicists to develop new models and techniques for
studying these systems. Unfortunately, due to the complex behavior of these many particle ensembles,
the development of the appropriate tools and models for use in illuminating these behaviors proves
challenging, to say the least. However, work done on developing even simple tools, such as early
models in magnetism, continue to find use as more and more interesting systems are discovered.

1.1 Models of Magnetic Interactions in Solids
One powerful model, which continues to yield remarkable results is the quantum rotor model.
The Quantum Rotor model describes rotating particles with M rotational degrees of freedom, for M
≥1, confined to sites on an N dimensional hyper lattice. Particular values of M allow for the reduction
of the Quantum Rotor Model to familiar classical models in magnetism such as the Heisenberg, XY,
and Ising Models for M=1,2,3 respectively.
The familiar Heisenberg Model, equation 1.1, can be derived for values of M=3.[2] This
represents the ability for each spin on the N dimensional lattice to have 3 degrees of freedom, meaning
vector spins with 3D motion.
1

H= − ∑⟨𝑖,𝑗⟩ 𝐽𝑖𝑗 𝑺𝑖 ⋅ 𝑺𝑗

(1.1)

This particular Hamiltonian contains value Jij which is the exchange energy between any two spins in
the lattice, typically taken to be between nearest neighbors (NN) or next-nearest neighbors (NNN), Si
which is a Pauli Spin Matrix representing a spin at site i. Depending on the sign of Jij exchange favors
a parallel spin arrangement (Jij>0) or an antiparallel arrangement (Jij<0), representing a ferromagnetic
or antiferromagnetic coupling respectively. The physical origin of this exchange coupling is not
contained within this Hamiltonian, though possible exchange mechanisms will be discussed briefly
later in this section. Note, bolded symbols represent vector quantities. Additional terms can be added
to the Hamiltonian to reflect additional complexity in a system, Jahn Teller, Zeeman splitting, etc.
A further reduction in the degrees of freedom of these quantum rotors to M=2 reduces to the
XY Model, in which particles are allowed to take on spin laying the XY plane, for example. This
model also has a strong relation to superconductivity as well as describing the superfluid-insulator
phase transition for bosons, including cooper-pairs.
Finally, the Quantum Rotor Model for particles with a single degree of rotational freedom
reduce to the well-studied Ising Model. This model relies on the existence of scalar spins, considered
as such due to the high degree of spatial anisotropy. Traditionally, these spins are denoted to align in
the z-direction, which is typically the direction of an applied magnetic field. Pedagogically, this model
is frequently discussed in detail in introductory Statistical Mechanics courses for a 1D lattice, due to
the simplicity of the model and richness of phenomena that can be observed.
The Ising Model must be modified to reflect the complexity of more realistic systems. One
such modification is the addition of anisotropic exchange interactions. The Elliott Model, is one such
model in which there exist four Ising chains situated at the corners of a square. The intrachain
coupling and nearest neighbor coupling are both ferromagnetic (J1>0), whereas the next nearest
2

neighbor interaction is antiferromagnetic (J2<0). A diagram of the Elliott model can be seen in figure
1.0a, which was adapted from reference [1]. A general class of models with a similar set of competing
interactions is called the Anisotropic Next Nearest Neighbor Ising Model.

Figure 1.0 a) Depiction of the Elliott model consisting of four Ising chains with competing interactions, b) Phase diagram
constructed through Mean Field Theory simulations reproduced from reference [1].

Using the Elliott model; Bak, von Boehm, and Fisher, Selke, were able to construct phase
diagrams for this model using the mean field and Monte Carlo approaches, respectively.[1,3] Figure
1.0b is the phase diagram calculated by MF approximation. It can be seen from this phase diagram
that as the antiferromagnetic coupling strength, J2, is enhanced at 0K, the system is tuned from a
ferrimagnet to a phase with spatial magnetic modulations along the c axis. In the ¼ region, this
modulation represents a spin density wave with a period of 2, meaning that the spin take on a ↑ ↑ ↓ ↓
arrangement with a sinusoidal modulation of those moments. Each of phase labeled with a fraction
represents a spin density wave of different period. This phase diagram gives a representation of the
Devil’s Staircase, in which a series of commensurate phases are connected by incommensurate phases.
These phases are frequently defined under such narrow conditions that they are nearly impossible to
obverse experimentally, however, due to the stability of the ¼ region, it is likely to be observed.[1]
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An alternative approach to the construction of the Heisenberg, XY and Ising Models
described through the reduction of the degrees of freedom of each rotor in the Quantum Rotor Model
is to tune the physical parameter D, known as the single ion anisotropy. This term describes the
dependence of the internal energy on the direction of spontaneous magnetization with regard to the
crystalline axes.[4] This is in fact the origin of an easy and hard axis in ferromagnetic systems. The
single ion anisotropy is related to spin orbit coupling and is thus heavily dependent on the environment
of an atom in a crystal lattice. A relevant Hamiltonian, one designed for hexagonal layered systems in
the general form of:
1

2
H= 2 ∑⟨𝑖𝑗⟩ 𝐽𝑖𝑗 𝑺𝒊 ⋅ 𝑺𝒋 + 𝐷 ∑𝑖 𝑆𝑖𝑧
− 𝑯 ⋅ ∑𝒊 𝑺𝒊 . [5]

(1.2)

Unlike the Hamiltonian in equation 1.1, equation 1.2 considers the applied magnetic field H, as well
as the newly introduced single ion anisotropy. Limiting cases for the magnitude and sign for D will
allow equation 1.2 to reduce to the Heisenberg, XY or Ising Model. It is important to be able to relate
the Quantum Rotor Model, a highly versatile theoretical model, to these basic models through a
physical parameter such as D as it specifically can be tuned in experimental systems. Firstly under
consideration of a case in which the Hamiltonian need not represent any single ion anisotropy, D=0,
the model described above reduces the eq. (1.1) with an additional term allowing for the application
of an external magnetic field. For large positive values of D, the resulting behavior favors spin
arrangement ┴ to the z-axis. This allows moments to rotate within the XY plane, reducing to the XY
model. Similarly in a case for largely negative values of D, the magnetic moments will align
preferentially to the z-axis, resulting in the Ising Model. Due to the confinement to a single
crystallographic axis, these spins may now be considered simple scalar spins taking wither positive or
negative values on the z-axis.[5]
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A brief description of the exchange interaction, J, is required for any further discussion of
magnetic behavior in complex systems, particularly oxides. In simple systems, the exchange energy J
is related to the degree and angle of overlap of two neighboring atomic orbitals. This is an example of
direct exchange. This simple mechanism requires a substantial overlap in orbital wave functions which
is not possible in systems comprised mainly of highly localized d and f orbitals. In these systems it is
common to observe so called indirect exchange mechanisms.
One such indirect exchange mechanism is superexchange. Superexchange is a mechanism
observed frequently in transition metal oxides. This mechanism can be described by an interaction
between non-neighboring magnetic atoms through mediation of a non-magnetic atom. In transitions
metal oxides (TMO) the mediating atom is frequently oxygen, making its stoichiometry on a local scale
important for the macroscopic magnetic behavior of complex systems. Superexchange has a tendency
towards an antiferromagnetic alignment, however it can also yield a parallel moment alignment. This
case can be realized through the hopping of an eg electron from an occupied site on a single atom to
an unoccupied state of another. There is an energetic advantage to this mechanism if the moment that
transferred will be aligned, in its final state, to the t2g electrons by Hund’s rules.[6]
1.2 Geometric Frustration
Frustration, in a general sense, refers to the coexistence of competing interactions which
favor different ordered states. It is through the application of some external perturbation such as:
temperature, pressure, magnetic field, electric field, etc., that one of these interactions may be
enhanced and revealed. It is thus under this very general definition that one can argue that most
systems exist in a state of frustration. Much interest has been directed, both experimentally and
theoretically, on geometric frustration present in a frustrated triangular lattice.

The triangular

antiferromagnets is considered frustrated when the number of antiferromagnetic interactions is odd
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numbered. When there is an odd number of AFM interactions and the remainder are FM, it is
impossible for each moment to orient in such a way as to satisfy each of the interactions acting on it.
A simple picture of this system is a triangle with antiferromagnetic coupling between each
of the vertices. A model of this is shown in figure 1.1 b. Of the models described briefly to this point
some have the ability to reduce this frustration. An example of this is seen in the family of ABX 3
compounds which consist partially of quasi-1D chains in a hexagonal lattice. Particular compounds in
this family are found to have spins confined to the basal place, ab plane. However, due to their ability
to rotate in this plane, forming a 120o orientation with respect to one another minimizes the
frustration.[5] Due to the highly anisotropic nature of Ising like spins, no such arrangement may allow
for the minimization of frustration.
However, compounds in the ABX3 family such as CsCoBr3 and CsCoCl3 contain Ising like
chains, moments confined to the z-axis. This configuration does not have a simple method through
which to relieve this frustration as those in the XY class. These compounds are known to form two
ground states. One of these states is formed of two antiparallel spins with the third spin remaining
paramagnetic, labelled (M,-M,0). The second configuration can be labelled as (M/2, -M/2, -M).[5]
1.3 Spin Glass
Spin glasses are a relatively new topic to Condensed Matter that began during the 1970’s.[7]
These systems have presented much theoretical and experimental challenges due to the inherently
disordered nature of the interactions systems. In simplest terms, a spin glass can be defined as a
system in which the spins, or magnetic moments form a low temperature disordered frozen state.
This is unusual, as typical low temperature states show a high degree of order and break spatial
inversion symmetry. Traditional wisdom in this field suggest that two conditions are necessary for the
observation of spin glass behavior. The two conditions required for spin glass behavior are: competing
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interactions on the magnetic moments which do not allow for a uniquely favored configuration and
these interactions must be at least partially random.

Figure 1.1a) RKKY interaction as s function of particle separation. b) Example of antiferromagnetic triangular lattice. c)
effects of disorder and frustration of traditional magnetic systems. Used with permission of [8].

The first criterion is nothing other than the existence of frustration. Geometric frustration
was discussed in some detail in section 1.2, though this is not the only form of frustration that can be
observed in spin glasses. In fact, early examples of spin glasses included systems of dilute magnetic
impurities contained in a lattice of non-magnetic metals. The frustration in these systems, particularly
of magnetic ions in a noble metal matrix arises from the existence of the RKKY Interaction. The
RRKY Interaction can be described as the spatially dependent polarization of the conduction
electrons. This spatial dependence gives rise to an oscillatory behavior of the RKKY interaction
between a ferromagnetic and antiferromagnetic character. Figure 1.1a represents the spatial
dependence of the RKKY interaction between a single magnetic impurity with two neighboring
impurities. Note that existence of a positive (FM) and negative (AFM) coupling between the impurity
of interest with its first and second neighboring impurities. Thus, each magnetic impurity will have
both FM and AFM interactions with its neighboring magnetic impurities. It is due to the randomness
of position in the matrix, as well as the frustration that makes these systems spin glasses.
7

1.4 Ca3Co2O6
Ca3Co2O6 has been extensively studied by various groups over the past two decades.
Ca3Co2O6, CCO, crystalizes in the R3̅c space group, similarly to Sr3NiIrO6. Co atoms form a quasione dimensional chain along the trigonal axis in which there exists CoO6 alternating face sharing
trigonal prisms and octahedral.[9] These Co chains are of particular interest as they form a triangular
lattice in the basal (ab) plane. These cobalt ions appear to have an Ising like anisotropy with the easy
axis along the crystallographic c-axis. These Ising like spins interact through a ferromagnetic super
exchange interaction (J1≈ 25K). [10] The existence of an antiferromagnetic coupling in the ab-plane
(JAFM≈.25K) in combination with the triangular lattice arrangement creates magnetic frustration,
making Ca3Co2O6 an intrinsically low dimensional magnetically frustrated system. Due to the
geometric frustration, it has been proposed that CCO exists as a partially disordered antiferromagnets
(PDA) below the ordering temperature of 25K. Figure 1.2a illustrates the physical arrangement of the
Ising like chains (circles) in the triangular lattice with the positive and negative signs representing the
net magnetization of the chain. The chains labeled 0 represent a disordered chain in which the spins
are randomly aligned. It has also been observed that under the ordering temperature, long wavelength
spatial modulations of the magnetic moments exist along each chain. These spin density waves appear
to arise due to the geometric frustration and allow the chains to exist in the aforementioned PDA
state. Figure 1.2b is a cartoon of such a spin density wave along three adjacent chains. Note that the
regions denoted with blue arrows were the two arrangements discussed in section 1.2 for the stable
arrangement of a PDA in the ABX3 family of compounds.
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Figure 1.2 a) Partially Disordered Antiferromagnetic triangular lattice taken from reference [11]. b) Illustration of a spin
density wave on three adjacent Ising like chains showing the local magnetization taken from reference [12].

The magnetic properties for CCO originate largely from the existence of geometric
frustration. One such interesting properties are the out of equilibrium magnetization steps occurring
at quantized applied magnetic field values of 1.2, 2.4, 3.6T. Some reports have shown steps to exist
as high as 7.2T [13] which can be seen in figure 1.3, though it seems that the lowest steps are the most
robust. These steps can be understood, to a basic level, as caused by the alignment of spins along the
Ising chains to the direction of the applied field. Due to the equally spaced discrete molecular field
spectrum in a triangular Ising lattice, discrete values for moment alignment appear.[14]

The

observation of these steps require the system to be below roughly 10K, with more steps appearing at
lower temperatures. Two experimental challenges to the observation of such steps arise, excluding
cryogenic considerations. First, these steps rely on the rotation with regard to the applied field
direction with regard to the crystallographic axes. Thus, polycrystalline samples, due to random grain
orientation, have a broadening of these steps. Second, these steps rely on the measurement time as
one sweeps the applied magnetic field. Under slow measuring conditions, these steps will become less
prominent.

9

Figure 1.3 Field dependent magnetization steps, insert: dM/dH showing sharp features signifying the existence of steps.
Taken from reference [13].

A second behavior of interest is the seemingly exotic spin glass behavior. As discussed in
the previous section, the requirements for true spin glass behavior include frustration and disorder.
CCO contains a frustrated lattice, but does not truly contain the degree of randomness needed for a
canonical spin glass behavior. It is for this reason that the exotic behaviors observed will are referred
to as frozen electron or frozen spin dynamics through the remainder of this thesis. The frozen
electron dynamics manifest as a remarkably slow relaxation of the constituent magnetic moments from
alignment due to an applied magnetic field. This is in some sense related to the magnetization steps
discussed previously, as well as the observation of long time scales in the magnetic relaxation. The
nature of the frozen electron dynamics will be probed through AC susceptibility measurements, which
will be discussed in some detail in Chapter 2.
The properties discussed to this point regarding the structure and ground state of CCO
make this particular system rich in magnetic phases which yield a complex phase diagram. The
10

magnetic phase diagram has undergone a number of revisions since studies on the exotic magnetic
phases began.[15-18] Three such phase diagrams can be seen in figure 1.4. However, using an
untraditional application of the Magnetocaloric Effect, Lampen et al. were able to construct a new
phase diagram that helps to capture the complexity of the system and the progress made in its study
over the past decade.

Figure 1.4 a,b,c Magnetic phase diagrams constructed for CCO taken from reference [18], [17], [15] respectively.

While much work has been done to create phase diagrams of the magnetic properties of
CCO as a function of applied magnetic field, H, not much has been done to study the effects of
chemical disorder on these magnetic properties. This is in fact the focus of the work presented in
Chapter 3 in which the first phase diagram has been constructed using Manganese content as the
tuning parameter.
11

Chapter 2 Experimental Techniques
This chapter aims to discuss the relevant experimental techniques used for sample preparation,
determination of crystal structure and morphology as well as magnetic characterization. The sol-gel
method for polycrystalline sample fabrication is discussed. No other methods of fabrication were
used in data presented in Chapter 3 or Chapter 4. Magnetic properties presented in chapter 3 was
taken using a Quantum Design Magnetic Properties Measurement System, MPMS, which utilizes a
Superconducting Quantum Interference Device known as a SQUID. Magnetic properties discussed
in Chapter 4 were taken using the Physical Properties Measurement System by Quantum Design.
2.1 Sol-Gel Processing
The sol-gel processing involves the hydrolysis and condensation of a chemical solution.
Unlike conventional synthesis methods such as solid state reactions, sol-gel allows for the mixing of
reagents on a molecular level, ensuring a high degree of homogeneity. This prevents the segregation
of different chemical species in the final products. Sol-gel processing also allows for a high degree of
versatility with regards to the compounds that can by synthesized via this method. However, this
method results in a rather large size distribution of the resulting particles, making this technique nonideal when dimensionality effects are trying to be observed.
The size of the resultant particles is reliant on the calcining process. Unfortunately, for the
proper phase formation of the materials in this thesis, the correct phase was reached with a high degree
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of crystallinity with a calcining temperature of 1000oC, which significantly limits how small the
resulting particles can be.
In the laboratory setting, the process for these types of reaction are rather simple; create a
solution of the desired cations in the proper stoichiometric ratio, add a bridging compound such as
citric acid, which will bind to form metal organic complexes with the dissolved cations, aging at an
elevated temperature, and drying. Once the final step of drying has finished, the remaining material
will be ground using a mortar and pestle and calcined in a tube furnace either under ambient
atmospheric condition, or under the flow of high purity oxygen gas.
Two types of gels exist that can be produced through the sol-gel process. These are a
polymeric gel and a colloidal gel. One can include a cross linking compound such as ethylene glycol
or polyethylene glycol which will serve to cross link. This allows for a polymeric gel to be formed.
The synthesis performed to synthesize the materials in this thesis were formed as colloidal gels, which
omit the cross linking step entirely.
After creating the sol, the solution of cations and the citric acid, the aging of the solution in
an elevated temperature environment, namely an 80oC water bath, helps to remove excess solvent.
This process takes the sol, ages it to a gel and finally a xerogel. The primary difference between these
is the density of metal organic compounds, essentially a more viscous material. After aging, the xerogel
is dried to completion on a hot plate, to eliminate all of the water. Upon reaching roughly 200oC,
autocombution occurs, in which a self-sustaining exothermic anionic redox reaction results in a black
ashy powder of crystalline metal oxides. To improve the crystallinity and obtain the proper phase this
ash is calcined to a specific temperature and time interval as required. For the formation of the R3̅𝑐
phase of CCMO, a temperature of 1000oC was required for at least one hour. Better crystallinity
resulted from prolonged calcining.
13

2.2 Structural Characterization
A particularly important technique used for the characterization of a crystalline solid on the
atomic scale is x-ray diffraction, or XRD. XRD works on the principle of wave diffraction from a
periodic set of planes within a crystalline material. There are two typically discussed types of XRD,
Laue and single crystal XRD. As the name suggests, single crystal XRD is used solely in characterizing
single crystals. The information one can attain from such XRD is rather detailed and is vital for the
development of new, complex materials.
Laue XRD is used for any form of solid sample that contains randomly oriented crystalline
planes. Thus, this technique should yield specific information regarding the structure of materials that
are powders, pellets of polycrystalline samples, and crystalline alloys that have been worked. This is
the technique used for structural characterization throughout the entirety of this thesis.

Figure 2.1 A simple depiction of Bragg Reflection of incident x-rays from two crystalline planes. Adapted from reference
[19].

XRD, as mentioned before works on the basic principle of diffraction of the x-rays from
crystalline planes. The angle of incidence is related to the inter planer spacing in solids through Bragg’s
Law, which also sets a constraint on the wavelength of radiation which can be diffracted. A simplified
14

model of this can be seen in figure 2.1. Though, while this depiction of XRD is remarkably useful for
pedagogical purposes it is ultimately untrue. Firstly, the planes from which radiation is reflected are
not the real space lattice planes, but are in fact planes existing in reciprocal space. The Ewald
construction must be satisfied in order for constructive interference of reflected waves to occur.
Though the simple geometric argument which follows from figure 2.1 is ultimately incorrect,
Bragg’s Law, which is derived from the aforementioned geometric argument, is still remarkably
powerful. Equation 2.1 is a simple version of Bragg’s Law.
2𝑑𝑠𝑖𝑛(𝜃) = 𝑛𝜆

(2.1)

Variable d is the inter planer spacing, theta is the angle of incidence, and lambda is the
wavelength of radiation used. Reflections of low order peaks can be calculated by allowing n to be
greater than unity. Due to the uniqueness of the low order terms, frequently entire 180 o spectra are
not observed in XRD as all the information required to determine the phase of a material is present
at moderate values of incident angle. Also note that this equation implies that at a maximum, when
θ=90o, first order peaks cannot be observed if the wavelength of incident radiation is greater than
twice the inter planar distance. Typically the inter planer distance is on the order of an Angstrom, so
typically the Kα emission of Cu is used, which has a wavelength of approximately 1.54Å.
It is important to note that the spectra observed from XRD is largely independent of the
atoms residing on the lattice sites. Very light atoms, such as hydrogen tend not to be as well observed
through XRD. However, most elements are highly visible through XRD, though the chemical
composition of a material cannot be determined through powder XRD. This is one of the numerous
shortcomings of powder XRD. However, due to the dependence of the location of peaks in a spectra
on the inter planer distance one can, roughly, use known spectra to determine the peak shift of doped
compounds. Vegard’s Law provides a linear relation to the lattice parameters of a solid solution based
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on the original lattice parameters and the concentration of the dopant. This is generally used for
alloys, but has been used in ceramics as well. Typical spectra for XRD are plotted as intensity of
radiation incident on a detector against twice the incident angle. This is due to the location of the
detector in regard to the source of the radiation.

Figure 2.1 shows a typical spectrum observed from XRD. Note that the sharp peaks result from constructive
interference at particular angles of incidence.

Using software such as FullProf, one can refine the data from XRD. This refinement allows
for the identification of the phase of the crystalline lattice, the extraction of lattice parameters, as well
as the identification of any minority or secondary phases present in the material. The information
required for such refinement includes the space group of the lattice being observed, as well as some
initial parameters for the lattice constants.
2.3 Scanning Electron Microscopy
Due to limitations in the resolution capabilities of optical microscopy, techniques to
observe surface morphology, among other properties, needed to be developed as science continues to
prode matter on smaller scales. Instead of using light, like a traditional microscope, electron
microscopes rely on the diffraction and recollection of scattered electrons from the surface of a
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material. Scanning Electron Microscopy is one such electron microscope that scans the surface of the
sample and collects the scattered electrons. Electrons are collected after recoiling from the sample in
order to reconstruct the surface morphology of particles larger than roughly 20nm.
Frequently, SEM systems contain an Energy Dispersion System, which analyzes the x-rays
emitted from the recoiling electrons in order to determine the elemental character of the material
being observed. This unfortunately, does not give accurate measurements for light elements, such as
Carbon and Oxygen, which are frequently an integral component to the magnetic behavior of the
systems in question.
Powder sample can be placed onto a strip of carbon tape, to allow for electron conduction,
and copper tape is placed on the sample to help with grounding. Due to the nature of using electrons
to image a material, conducting samples are more easily imaged. Charging occurs in insulating
materials in which the electrons remain localized on the surface and distort the electrostatic field,
preventing high resolution images. This can be circumvented by coating insulating materials with a
thin conducting layer, frequently from a noble metal such as gold.
2.4 Magnetometry
Magnetometry refers to a set of techniques used to measure magnetic behavior of materials
through looking at net magnetization of a sample as a function of one of many tuning parameters.
These parameters include temperature, applied magnetic field, H, which can be of constant magnitude
or oscillatory. For the discussions presented in Chapter 3, the magnetic measurements were taken on
a Quantum Design MPMS which uses a Superconducting Quantum Interference Device, otherwise
known as SQUID, to measure changes in the magnetic flux through a material with high sensitivity.
SQUID systems allow for both DC magnetization data as a function of applied field and
temperature to be studied. Data which measures net magnetization as a function of temperature will
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be referred to as an M(T) curve or simply M(T). Net magnetization data as a function of applied
field are colloquially known as M(H) loops or hysteresis loops. These names will appear as well as a
reference to isothermal magnetization data. Figure 2.2 shows the MPMS used by Dr. Jozef Kovac
(SAS Institute of Experimental Physics, Slovakia).

Figure 2.2 Quantum Design MPMS SQUID with He3 attachment.

The remainder of the Magnetometry was performed at USF in the Functional Materials
Laboratory. These measurements were performed on a Quantum Design PPMS, or Physical Property
Measurement System. This system, unlike the MPMS has a number of attachments used to probe
either DC or AC magnetic characteristics. Figure 2.3 shows the PPMS in the Functional Materials
Laboratory at the University of South Florida.
The first of these options is the Vibrating Sample Magnetometer. This option is specifically
designed for the use of DC measurements, namely the M(T) and M(H) for the purposes of this thesis.
The VSM places a sample in a uniform magnetic field placed between a set of pickup coils. The
sample is then mechanically vibrated by either a piezoelectric or linear actuators. These coils measure
an induced voltage due to the time dependent change in magnetic flux. There exist various protocol
for measuring DC properties. The protocol used in this thesis are the Zero Field Cooling and Field
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Cooled Cooling protocol. The Zero Field Cooling, ZFC, requires a sample to be cooled under the
absence of an applied magnetic field to a minimum temperature value. The sample is then warmed
under the presence of an applied external field, during which time data is collected. Upon reaching the
maximum value a Field Cooled Cooling curve (FCC) may begin, in which the sample begins to cool.
During this cooling data is collected for the FCC.
The second option is the Alternating Current Measurement Systems, ACMS. This option is
optimized for the measurement of magnetic properties under a time dependent magnetic field. This
field can have a frequency as low as 10Hz. The excitation field for such measurements tends to be
significantly lower than those applied in DC measurements. For the AC data presented in Chapter 4,
10Oe was applied with a frequency range between 10Hz-10 kHz. The utility of measuring magnetic
properties in an alternating field is such that one can probe the nature of time dependent magnetic
behavior on various time scales. The frozen electron dynamics discussed in Chapter 3 and 4 are most
easily probed in this method.
AC susceptibility can be written as a sum of the in phase component and out of phase
component, the real and imaginary AC susceptibility respectively. Though both components are
important individually it is the imaginary portion that will be used primarily in this thesis. This is due
to the fact that the imaginary portion probes the portion of the magnetic response that is out of phase
with the driving field. The phase shift is due to some dissipative mechanism or phase transition.[20]
Spin glasses, superparamagnets and other time dependent systems display strong peaks in this
measurement with a unique shift in the peak maxima position as a function of frequency. This shift
can be used to find an average shift per decade, which is recorded for the systems mentioned
previously. However, due to the unconventional nature of the slow dynamics in CCO, this value does
not fall within the expected values for spin-glasses.
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Figure 2.3 Quantum Design PPMS housed at the Functional Materials laboratory in USF. Inserts for various options
including the VSM and ACMS can be seen on the wall behind the system.
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Chapter 3 Dynamic Properties of Polycrystalline Ca3Co2-xMnxO6
In this Chapter, the determination of the onset of long range order (LRO) as well as the
freezing of spin dynamics in Manganese doped Ca3Co2O6 is determined through both DC and AC
Magnetometry characterized using a Quantum Design SQUID Magnetometer. Through chemical
doping a set of samples Ca3Co2-xMnxO6 (CCMxO) for 0.05<x<1.0 were synthesized for use in the
study of the effects of random site disorder on spin glass-like properties of Ca3Co2O6 (CCO).
Traditional understanding of spin glasses require both disorder and frustration, however, similar
dynamics to a spin glass have been observed in pristine CCO, raising into question if CCO is in fact
an atypical spin glass, or in a more general class of slow dynamical systems. Mn is able to dope
substitutionally for Cobalt in CCO, making Mn a good candidate to tune magnetic site disorder and
its effects on the frozen dynamics appearing below the onset of LRO. A new phase diagram has been
constructed in order to more clearly understand the dependence of Mn doping (site disorder) on the
magnetic phase transition inducing LRO and the transitions into a frozen spin dynamic state which is
proposed to terminate where x=1.0 a local minima of site disorder in CCMxO.
3.1 Introduction
Ca3Co2-xMnxO6 has been studied in detail over the past decade. However, most attention
has been focused on compounds of x=0 and x=1.0. The case when x=0 represents pristine CCO, a
material rich in complex physics in its own right. In the region near x=1.0 work has largely on the
multiferroic properties. Ferroelectricity arises from the inversion symmetry breaking in the up up
down down (↑ ↑ ↓ ↓) arrangement of magnetic moments along the Ising chains, allowing for magneto
electric coupling.[21] These two examples, as will be discussed represent local minima in the magnetic
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site disorder of this system. Very little work has been done in studying the effects of site disorder in
CCO, particularly looking for any modification to the frozen electron dynamics found under
temperatures of ~8K.[15,21,22]
As discussed in section 1.3, the requirements for a spin glass are the realization of both
frustration and disorder. CCO is highly frustrated, but contains no site disorder or randomness to the
various interactions. Measurements of the AC susceptibility led some scientists to refer to CCO as an
exotic spin glass, however due to the lack of site disorder we will refer to it as a frozen electron state
below a freezing temperature Tf.
It has been found that Mn ions will dope as substitutes to Co3+ ions in the quasi-1D chains.
We do refer to the Mn doping as random, though it as found that Mn4+ ions fill preferentially to the
octahedral sites in the chain.[22] This yields half the possible positions available for Mn doping than
would be available for Co, but due to the lack of order along the chain outside the preferential filling,
we proceed under the assumption doping can be treating as random. Ca3Co2O6 consists of alternating
face sharing CoO6 trigonal prisms and octahedra along the c-axis. Using neutron diffraction data,
using Sr3NiIrO6 as an initial model for data refinement, Zubkov et al., found that large ions such as
Co ions are likely to be located at the center of the trigonal prisms, while smaller ions, such as Mn
ions tend to fill the octahedral sites.[22] Though CCO contains trivalent cobalt ions, due to the
inclusion of manganese, it appears that CCMxO in fact contains both divalent and trivalent cobalt
with tetravalent manganese ions. Thus the trigonal prim sites are likely to contain both Co3+(HS) and
Co2+, while octahedral sites will contain Mn4+ and Co3+(LS). Therefore in CC1O ions along the c-axis
are expected to be alternating Mn4+ and Co2+ in the octahedral and prismatic sites, respectively. Due
to the perfectly alternating structure along these chains, we consider this doping to be a local minima
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with respect to site disorder. Studies of compounds where x>1 seem to be limited to value close to
x=1 as it appears proper phase formation become increasing difficult.
Samples in this chapter were synthesized using the auto combustion method for sol-gel. Each
compound for then calcined under 4lpm O2 for 3 hours at 1000oC with a heating rate of 30o/min.
Each sample was found to crystalize in the R3̅c space group, just as undoped CCO. The exact process
of the sol-gel process is described in more detail in section 2.1.

Figure 3.0 a) XRD patterns for each composition of Ca3Co2-xMnxO6 showing the expected rhombohedral structure in
the R3 ̅c space group, b),c) SEM images of Ca3CoMnO6 and Ca3Co1.90Mn0.10O6 respectively.

The primary phase was identified for each sample and no minority phases are reported. Figure
3.0a shows the XRD patterns in arbitrary units for each composition. Figures 3.0b, c, are SEM images
of CCMO with x=0.10 and x=1.00 respectively. The XRD spectrum were not all taken under identical
sweep rates or increments due to instrumental challenges. This does not allow for a comparison of
the Full Width at Half Max of the peaks. It is also believed that the unusual shifting of the peaks is
not due solely to chemical doping, but also due to the measurement geometry in the XRD system.
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SEM images for the x=1.0 and x=0.10 respectively. The large particles that occur due to the creation
of sintering bridges between smaller particles make the determination of particle size difficult. It is
for that reason that the calcining conditions were kept constant. Much more work on the synthesis
of each of these compounds must be done to create a study with identical particle sizes.
3.2 Magnetization Characterization
3.2.1 DC Magnetometry
While much work has been done on the parent compound CCO as well as CCMxO where
x≈1, little work has been done looking closely over the broad range of doping between 0.0<x<1.0.
Figure 3.1a and figure 3.1b shows the zero-field-cooled (ZFC) and field-cooled-cooling (FCC)
protocol for temperature dependent magnetization under a 100Oe perturbative magnetic field. The
features of interest include an upturn in the magnetization in each of the samples which is related to
the onset of long range ordering, primarily the ferromagnetic intrachain ordering as well as the
antiferromagnetic ordering in the basal plane. This particular temperature, Tc, is found to decrease
non-linearly with increasing Mn content. Due to the broadness of this feature, particularly with higher
doping, dM/dT was used to more precisely observe this transition.
In samples with x=1.0 there appears to be a drastic change in the behavior of the M(T) curve.
This has been explained by the concept of “order by static disorder” in which long range ordering is
promoted by ionic disorder in CCO.[23] This long range order is drastically reduced due to the now
perfect ionic order with alternating Co2+ and Mn4+ at trigonal prism and octahedra sites, respectively.
This makes the case of CC1O a particularly interesting material in the sequence which will become
more evident in analyzing the AC data. CCM1O may be an experimental realization of either the socalled alternating spin Ising ferrimagnetic (ASIF) model or the anisotropic Next Nearest Neighbor
Ising model (ANNNI).[23] The decreasing magnetic moment with increased Mn doping suggests that
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Co and Mn ions are coupling antiferromagnetically within the chains. This is in agreement with spin
schematics proposed from neutron diffraction experiments.[24]
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Figure 3.1 a), b) Temperature dependent magnetization under ZFC and FCC protocol for low and high concentrations of
manganese respectively. c) Inverse susceptibility with linearly extrapolations to the x-axis. d) Characteristic Temperature
Θ as a function of Mn doping.

To confirm this increase in AFM coupling we look to the inverse susceptibility, H/M, that
was taken under a 1T magnetic field under the ZFC protocol. Figure3.1c shows χ-1 data with a line to
guide the eye from the region far above Tc, to the temperature axis. It can be seen here and more
clearly in fig3.1d that the intercept temperature, Θ, for the system is decreasing with increasing Mn
content nearly linearly with a cross-over to a negative temperature near x=0.50. Studies have shown
previously that with no applied field the alternating Mn-Co structure has a ground state in which there
is an alternating ↑ ↑ ↓ ↓ magnetic ordering, which would yield an overall AFM behavior for x=1.00
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samples. It is possible that Mn will have this tendency of alignment well below the x=1.0 threshold,
however this has not been studied and will require neutron diffraction experiments for confirmation.
However, with the increasing AFM behavior with doping, we suspect that this ordering occurs in the
proximity of Mn ions within each chain under no magnetic perturbation. Therefore, we make the
ansatz that locally, Mn and Co ions will align in this ↑ ↑ ↓ ↓ arrangement in samples x<1.0. This type
of behavior seems to explain the behavior in the M(T) as well as the intercept behavior from inverse
susceptibility.
One of the striking features of the CCO system are the out of equilibrium magnetization
steps observed in the M(H) loops. The critical fields for these steps are observed at intervals of Ms/3
at field values of 1.2T, 2.4T, and 3.6T. The first two steps appear rather robust under different
temperatures and can be observed in a phase diagram of CCO constructed using an unconventional
application of the Magnetocaloric Effect.[15] However, the step at 3.6T does have some temperature
dependence as the system is brought above the freezing temperature.
To probe the effect of magnetic site disorder, M(H) loops were taken on each sample and
are plotted in figure 3.2a, b. Due to the directional dependent nature of the meta-magnetic transition
the step like features have been observed to be smoothed out in polycrystalline samples, due to the
random grain orientation. This effect compounded with the effect of site disorder seem to erase these
step like features entirely. However, using the derivative to observe these transitions, it becomes
possible to observe features that may be associated with these meta-magnetic transitions. Figures
3.2c,d show the derivatives for both M(H) loops taken at 2K and 5K respectively.
The magnetization steps appear to be strongest as we decrease the temperature of the
system further below the freezing temperature. Unfortunately, as we will discuss later, the freezing
temperature of CCMxO seems to be modified with high concentrations of Mn. This makes the
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observation of these steps harder with increasing Mn content. Vertical lines in figure 3.2c, 3.2d exist
to direct the eye. The location of these anomalies in the dM/dH curves for x=0.05 correspond closely
to the step locations in undoped CCO. The behavior of the loops is changing rather dramatically over
this range of doping which is exemplified well by the derivative plots.
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Figure 3.2 a),b) 2K and 5K Isothermal, M(H) loops, with all studied samples of varying Mn content, c),d) 2K and 5K
dM/dH for each concentration.

It is surprising that there appears to be no strict trend as to the location of the step like
features in samples with Mn doping. This can originate from one of two possibilities. The first is that
due to the polycrystalline nature of the samples, the grain orientation smooths out the features enough
to alter the data such that small trends become impossible to see. The second option is due to the
random nature of the location of the Mn doping it is possible that depending on the proximity of Mn
along these chains the behavior of the M(H) loops changes. It will be interesting to measure single
crystals of these compositions to observe more definitive data about these transitions. This may allow
for the development of a quantitative trend.
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3.2.2 AC Magnetometry
Now, in order to probe the frozen dynamics of the system, we turn our attention to the
AC Magnetometry techniques. As described previously, AC Magnetometry allows for the probing of
magnetic phenomena at various time scales which become important when various behaviors in a
system can respond on radically varying time scales.
From figure 3.3, one can see that as Mn content is increased the behavior undergoes a
rather rapid change from the behavior seen at low concentrations. It appears that the main peak in
the x=0.05 and x=0.10 doping show a rather broad peak which is thought to be related to the freezing
dynamics at low temperatures as well as the onset of long range ordering around T=20K. However,
with increasing Mn content, the feature possibly associated with the electron freezing is shifted
towards 0K. These features become less clear with increased Mn doping. Thus it will be important
to analyze the imaginary component of AC susceptibility, as it is related to the dissipative mechanisms
at work in magnetic systems.
Figure 3.3 contains a complete set of AC Susceptibility data for frequencies between 0.1Hz
and 1kHz for samples ranging in Mn content between 0.05 and 1.00. The following discussion
regarding the real component of χ will be mostly qualitative, as the imaginary portion is better suited
for quantitative analysis related to the frozen electron dynamics. Samples containing a small portion
of Mn, x=0.05, 0.10, appear to behave in a similar manner to undoped CCO. These samples represent
a Mn content of 2.5% and 5% respectively, so any difference would be expected to be quite small.
The broad peak appear to be suppressed with increasing Mn content and can be seen shift towards
0K. This shifting allows for the observation of a second peak, near 20K in the x=0.50 sample that
can be attributed to the onset of long range ordering, FM intrachain and AFM interchain couplings.
Above the x=0.50 sample, a new peak can be observed, increasing in temperature with increasing Mn
content, to a final position of nearly 5K in the x=1.00 sample. Due to the shape and nature of the
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temperature dependence on the position of this peak, it is suspected that it is not related to the shifting
frozen electron dynamics behavior. However, considering only the real component will allow no more
than speculation as to the behavior of this peak. The behavior will be described in greater detail during
the discussion on the imaginary component of the AC Susceptibility.
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Figure 3.3 a)-g) The real component of the AC susceptibility for the seven different chemically doped samples. h)-n) The
imaginary component for each of the seven chemically doped samples.

As discussed previously, the imaginary component, due to its sensitivity to dissipative
behavior is ideal for the analysis of frozen electron dynamics. Similarly to fig3.3a,b, the behaviors
observed in fig3h,i, appear similar in nature to those observed in CCO. One must note the interesting
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frequency dependence on the magnitude of the susceptibility in fig3.3h,i, where it appears the
susceptibility is increasing then decreasing in either direction of approximately 10K. This behavior
appears to be suppressed with increasing Mn content and is no longer visible in x=0.25 data. The
origin for this behavior is not understood, though its sensitivity to magnetic site disorder should lend
some insight into the phenomena. However, a study into the dilute concentration samples must be
done to gain more information.
Interestingly, with increasing Mn content, the low frequency peaks appear to be
suppressed more rapidly than the intermediate and high frequencies. This is true of both the
magnitude and the temperature of the peak position. However, we will confine our discussion to the
behavior of the peak location, which at low frequencies, should be closely related to the spin freezing
temperature. For accuracy, one would need to perform a limit on the peak position as the frequency
tends towards 0Hz. However, due to the non-trivial behavior of the peak position as a function of
frequency, we consider the .1Hz peak to represent the spin freezing in place of performing the limit.
This suggests that the freezing temperatures reported here will be larger than the true freezing.
Furthermore, one can observe in the x=0.75 sample the emergence of a new peak. The
1000Hz peak shows two distinct peaks, while low frequency peaks remain noisy and difficult to
determine exact behavior. However, in the x=0.90 sample, the emergence of a peak centered near
4K. This peak is much sharper than those in lower doping samples, leading to question if the origin
of this peak is related to the spin freezing observed in lower doped samples.
Using the peak positions one can apply various laws of models to attempt to attain a more
quantitative understanding of the magnetic interactions and mechanisms. The Arrhenius Law is one
such model used widely to describe spin glass or non-interacting particles. This law represents the
thermal activated hopping over an energy barrier which is constant with regard to temperature. The
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equation for the Arrhenius model is shown in equation 3.1. In this equation, τ is inversely proportional
to the driving frequency being used. The parameters of interest become Ea, the activation energy, and
τo, the characteristic relaxation time. In order for the time scale to yield physical meaning, it should
be confined by the range of 10-9 to 10-13s.
𝐸𝑎

(3.1)

𝜏 = 𝜏𝑜 𝑒 𝑘𝑏𝑇
𝐸

ln(𝜏) = ln(𝜏𝑜 ) + 𝑘 𝑎𝑇

(3.2)

𝑏

After linearizing equation 3.1, equation 3.2 may be used more easily to find the parameters Ea and τo
from plots of ln(τ) against 1/Tpeak. Thus, if a peak does not follow a linear behavior in a plot of ln(τ)
v. 1/T, it cannot be related to an activated process and should be unrelated to the frozen electron
dynamics.
Table 3.1 Fitting parameters as found from the Arrhenius plot fitting.

Doping (mole Mn)

Frequency range

Ea

τo

Cross over T

0.05

0.1Hz-5Hz

124.77±4.81K

1.20E-6s

10.69K

10Hz-1000Hz

194.93±6.37K

1.70E-9s

0.1Hz-2Hz

126.5±1.70K

1.39E-6s

5Hz-1000Hz

185.61±9.0K

5.78E-9s

0.1Hz-5Hz

142.15±4.92K

2.92E-7s

10Hz-1000Hz

192.20±5.81K

2.89E-9s

0.1-0.5Hz

200.27±69.77K

2.87E-29s

20Hz-1000Hz

28.89±2.92K

4.70E-7s

0.10

0.25

0.90
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10.78K

10.84K

-

The fitting parameters for peaks observed in the χ’’ data for samples x=0.05, 0.10, 0.25 and
0.90 can be found in Table 3.1. These parameters should share insight into the physical nature of the
dissipative mechanisms in this family of samples.
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Figure 3.4 a) ln(τ) v 1/Tpeak showing non Arrhenius like behavior for x=0.90. b) peak in χ’’ for x=0.90.

Through brief inspection of the activation energy, Ea, the samples of x=0.05 and 0.10 appear
identical within the margin of error on the fitting. The behavior begins to diverse by x=0.25, primarily
in the activation energy in the high frequency regime, a region of the data that appears to have
drastically different behavior from lower concentration samples. However, the peak for x=0.90, which
is suspected to not be related to the peaks observed in samples below x=0.50, shows a highly nonlinear
behavior. As discussed previously, this nonlinear behavior suggests a mechanism unrelated to an
activated process, such as the frozen electron dynamics. The Arrhenius plot for the x=0.90 sample
can be seen in figure 3.4a. Interestingly, it appears that there may be a linear relationship between the
low frequency (<1Hz) peaks and the high frequency peaks (>20Hz). Due to the curve flattening, the
peak positions were not able to be determined for the intermediate frequencies with precision. The
peak of interest can be seen in figure 3.4b, in which the unusual frequency dependence of the data can
be seen. This behavior could suggest the existence of two separate dissipative mechanisms, or the
emergence of a different magnetic phase entirely.
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3.2.3 Phase Diagram
Using the temperature of the onset of long range ordering as determined through the M(T) in
figure 3.1a),b) as well as the freezing temperature as determined through the peak position in the
0.1Hz samples from χ’’ a basic phase diagram was constructed. Figure 3.5 shows this phase diagram
focused on the frozen electron region, in red.
The rather interesting results are as follows. First, the modest modification of the freezing
temperature, Tf, under dilute Mn concentration. This could be due to a more robust, less atypical
frozen electron behavior, more akin to a canonical spin glass. However, it appears that beyond a
concentration of x=0.25 this temperature begins to be quickly suppressed. The reason for this is not,
at this point well understood. It appears that frustration may be ultimately decreasing with increased
intrachain disorder. This inhomogeneity may not allow for the nucleation of spin rotation along the
chains in the same manner that may exist in undoped CCO.
A second interesting point is at the composition of x=1.0. As mentioned previously this point
represents a local minima in the ionic disorder in this family of materials. Data has shown a perfectly
alternating Co-Mn-Co-Mn arrangement along the chains. This appears to be the antithesis of the
notion of order by disorder discussed by J. Villain et al. in 1980. This concept was introduced by
studying the effects of doping concentration on the long range order in Ising chains. It was found
that under particular concentrations, a previously paramagnetic system attained long range magnetic
order after the inclusion of disorder between a temperature of 0<T<Tc.[25] In samples with a
composition of x=1.0, disorder is at a minimal, and thus long range order appears to be weakened.[24]
This view does not appear to extend to the case of CCO, as it is also perfectly order, a global minima
of disorder, though it appears to offer at least superficial insight into the case of x=1.0. Due to the
lack of evidence of frozen electron behavior, namely a peak shift in χ’’ data at 0.1Hz, we propose the
compound Ca3CoMnO6 to be the endpoint for this frozen dynamics region. Though more work
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needs to be done to confirm the absence of this behavior below 2K, the emergence of a peak near 2K
that does not appear to follow the previous behavior suggests a new portion of the phase diagram
may lay beyond the x=1.0 doping.
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Figure 3.5 Phase diagram constructed from data in fig 3.1a,b, fig 3.3 h-n. Open data points were adapted from various
sources. Values of x=0 were adapted from the dissertation of P. Lampen.[8] Values for Tc between x=0.75, 1.0 were
adapted from reference [4].

Discussions of the systems in the vicinity of x=1.0 include a potentially appropriate model
that can lend significant insight into this region of the phase diagram. This model is the Anisotropic
(Axial) Next Nearest Neighbor Model. This model describes Ising spins with nearest neighbor
ferromagnetic coupling (J>0) and next nearest neighbor antiferromagnetic coupling (J<0). Recall, in
samples x=1.0 the perfectly alternating Co-Mn-Co-Mn structure forms an ↑ ↑ ↓ ↓ magnetic structure.
However, in order to extract highly relevant information, this model should be applied to a triangular
geometry with AFM interactions to be able to lend insight into the frozen electron dynamics of this
material. However, considering the simplicity of interchain ferromagnetic interactions discussed in
reference [8], the intrachain spatial modulation of an ↑ ↑ ↓ ↓ arrangement appears to be a largely stable
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region in regard to varying coupling strength.[1,3] This would suggest that this ordering in CCM1O
is unrelated to the magnetic frustration, and instead solely related to the coupling structure within the
chains.
Additionally, from mean field theory approximation, the existence of a spin density wave
ordering, SDW, is possible within the ↑ ↑ ↓ ↓ region. With the knowledge that CCO contains a SDW
between Tf<T<Tc, it is possible that the Mn doping does not destroy this modulation but proves to
alter the periodicity of the SDW. Neutron scattering experiments will need to be performed over a
wide variety of Mn content in order to confirm this behavior. Though a high degree of resolution
was required for the observation of the SDW ordering in CCO, it may prove to be increasing difficult
with increasing Mn content.
With the observation of an emerging competing phase, we propose the end for the frozen
electron dynamics extends to x=1.0. Measurements down to mK temperatures will be required to
make a stronger discussion, however, evidence appears to point to the complete destruction by this
particular doping.
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Chapter 4 Calcining Dependence on Magnetic Behavior of Ca3Co1.75Mn0.25O6
Conventional bulk magnetic systems contain domains separated by domain walls which allow
for the minimization of free energy. These domain walls however, require a formation energy, which
in traditional systems is less than the energy that can be reduced from their formation. However, as
the size of the system decreases, it will reach a critical radius at which the energy required to form
domain walls does not balance the magnetostatic energy. At this radius, the system will forgo the
formation of domain walls and exist in a single domain state. A prototypical example of this is a
superparamagnet, in which particles exist as a single domain limit of a ferromagnetic domain.[4]
Nanoscale particles not only offer exciting new magnetic behaviors due to the reduced domain limit,
but also due to the magnetic anisotropy of the outermost layer of atoms. This is only of concern when
the number of atoms residing in this surface layer become non-negligible as compared to the bulk
atoms.
It is within this vain of thought that we seek to study the effects of size dependence on the
optimally doped Ca3co1.75Mn0.25O6, which was found to have the highest freezing temperature Tf as
determined through AC susceptibility and was discussed at length in Chapter 3. Due to the complexity
of the magnetic interactions within the parent compound CCO, particularly the reduced
dimensionality, much work has been done to study the effects of size reduction. First and foremost,
the magnetic correlation length ξ ~550nm just below 25K along the c-axis, as well as the ξ~18nm in
the basal plane. With such a long correlation length along the Ising chains, particle synthesis to obtain
smaller particles does not prove to be particularly difficult through sol-gel or high energy ball
milling.[8,26,27] However, results have been varied, with some reports suggesting that size effects can
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remove the existence of the magnetization plateaus entirely. A study using high energy ball milling to
create needle like nanocrystals of length of roughly 400nm and width of roughly 50nm reported the
disappearance of these plateaus. Lampen suggests this is due to the confinement of the particle size
in the ab plane, approaching the correlation length of the AFM ordering between individual chains.
Furthermore, Lampen goes to report the existence of the plateaus in sample synthesized via the solgel method which were calcined for 1 hour at 900oC and 3 hours at 1000oC. The inclusion of magnetic
impurities may act to shorten the correlation length along with chains which may result in newly
observed magnetic behavior in the CCMO system.
4.1 Sample Preparation
The sol-gel processing method for chemical synthesis was employed to create samples of
Ca3Co1.75Mn0.25O6 in an identical fashion to those samples presented in Chapter 3. In fact, the samples
discussed in Chapter 4 were taken from the same synthesis as the x=0.25 sample shown in Chapter 3,
to ensure a degree of control of the quality of the sample. The precursor sample, after auto
combustion was calcined for various times under otherwise identical heating and atmospheric
conditions. Figure 4.1 shows the XRD patterns for the 5 samples used in this chapter. Each sample
was prepared for XRD by creating a slurry of the particles with acetone to allow for a relatively uniform
dispersion onto a thin glass slide. It can be seen that the samples, depending largely on the calcining
time, have elongated due to the creation of sintering bridges, which make it difficult to determine the
particle size from these images.
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Figure 4.1 XRD patterns for each of the 5 samples after calcining of specified time.

Calcining for each sample involved heating from room temperature to 1000oC at a rate of
30oC/min resulting in a ramping time of 33 minutes. Samples were then kept at this temperature for
1, 3, 6 and 12 hours respectively. The last sample was calcined for 24 hours, cooled and pressed into
a pellet. This pellet was then calcined for an additional 24 hours in an attempt to increase the particle
size. Each sample was then cooled over roughly 8 hours to room temperature. Each stage was
performed under ambient gaseous conditions in a sealed tube furnace. Samples will be referred to by
the letter S and the number of hours of calcining. Note that the pelletized sample will be noted as
S24.
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Figure 4.2 a-e show SEM images for samples prepared under the sol-gel method and calcined for 1, 3, 6, 12, 24 +
palletization + 24 hours.

Due to the wide size distribution of particles from sol-gel reactions, each sample will be
discussed in terms of the calcining time, as this should correspond, roughly, to the particle or crystallite
size. Crystallite size could be determined using the Scherrer law which requires the full width at half
maximum of the various XRD peaks. However, this can be difficult as a number of experimental
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challenges such as sample amount, strain, etc. can cause artificial peak broadening. However, the
crystallite size can be seen in figure 4.3. Due to the numerous experimental challenges associated with
the instrumental peak width, it could not be accounted for properly. This suggests that the particle
size as determined from the Scherrer equation based on the XRD spectra shown in figure 4.1 are
unreliable.
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Figure 4.3 Crystallite size as determined through the Scherrer equation.

Potentially, due to the shortcomings of the Scherrer equation, as well as the knowledge of instrumental
resolution, the sizes shown in figure 4.3 appear unreliable, as a trend in size with calcining time is
standard in crystal growth.
4.2 Magnetic Characterization
Measurements presented in this portion were taken on the Quantum Design PPMS, shown in
figure 4.4, which is housed in the Functional Materials Laboratory at the University of South Florida
in Tampa. Analysis of the AC and DC data show differences in the exact behavior of each sample,
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however, no emergent trends were developed. Differences between each sample are suspected to be
due to oxygen deficiency in each sample, which would be different for each sample due to the
calcination time.
4.2.1 DC Magnetization
To understand the basic magnetic properties, including an analysis of the frozen electron
dynamics, the temperature dependent magnetization was measured under both the zero field cooled
and field cooled protocol. Figure 4.4a contains the M(T) curves for each of the five samples studied.
Similarly, M(H) loops were taken to 5T at various temperatures to probe the magnetization steps, as
discussed in Chapter 1 and Chapter 3.
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Figure 4.4a) M(T) taken under the ZFC and FCC protocol, b),c),d) M(H) taken at 3K, 5K and 15K, respectively.
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Interestingly, the magnitude of the M(T) curves at the maxima in the ZFC or the FCC appears
to follow to trend, neither with the annealing time nor the size determined from the Scherrer equation.
Similarly, the 5T magnetization in the M(H) loops follow no trend, with the exception that each sample
remains in the same relative position in terms of the 5T magnetization. This potentially suggests that
the slight variations in sample preparation that are unrelated to the size or calcined time may be the
cause of the variations between samples.
Looking closely at the derivatives of the M(T) curves allows for a more quantitative
comparison between these data sets. Four features were observed and recorded with regard to their
temperature of occurrence and plotted in figure 4.5.
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Figure 4.5 Various features from the dM/dT curves recorded.
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The features recorded in figure 4.5 include the onset of long range ordering, Tc, the maxima
in the ZFC, and the small secondary peak observed near 8K in each sample. The long range ordering
includes the ferromagnetic intrachain and the antiferromagnetic interchain coupling. Due to the
proximity of the secondary peak to the freezing temperature reported in Chapter 3 for this particular
doping, it is possible that this is a direct observation of that temperature, but it is unclear as no other
curves showed such a defined feature for the spin freezing. Over the wide calcining time range, the
variations in these features of interest appear to not form a particular trend, again, based on either the
size or calcination time. This does appear to show the robustness of the magnetic properties in
Ca3Co1.75Co0.25O6.
4.2.2 AC Magnetization
Using AC Susceptibility, we are able to probe the time dependent magnetization behavior,
as discussed in previous chapters. The main difference between the previously discussed AC data is
that the PPMS used in this study does not have the same low frequency capabilities that the MPMS
does. Thus, the lowest shown frequency in this chapter is 10Hz. However, frequencies were taken up
to 10 KHz to compensate for the loss of data in the low frequency regime.
The discussion of the AC susceptibility will need to be more nuanced than in previous sections,
due to the expectedly small changes between samples. Figure 4.6 shows the real and imaginary
components of AC susceptibility data for selected samples (h = 1, 3, and 12 h). Through a visual
inspection it can be seen that the magnitude of each data set is changing, though again in a manner
that does not appear to follow expected trends. Due to the fact that severs changes do not occur in
either the real nor imaginary sets of data, further analysis is required to probe the more subtle changes
in each system. The analysis performed will involve the Arrhenius Law, which was introduced in the
previous chapter. Due to a cross-over temperature apparent in CCO as well as samples of CCMO
with low levels of Mn, the Arrhenius plots were fit with three different linear functions. One linear
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function for the high frequency and low frequency regions, respectively. A third fit was performed on
the data over the entire range. The data found from these fittings are plotted in figure 4.7a-f.
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Figure 4.6 Real (a-d) and imaginary (d-f) components of AC susceptibility taken between 10Hz and 10KHz for 1, 3, and
12h samples.

While there appear to be differences between each parameter, due to the large error bars,
which occur from the fitting itself, it becomes hard to comment on the validity of the small deviations
of each data point. This further supports the robustness of the magnetic properties through AC
measurements.
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Figure 4.7 Parameters (a-c) Ea and (d-f) ln(τo) for the three different frequency regimes.

Through both AC and DC magnetization measurements, differences between samples
were observed, however with no clear trends developing over the samples presented a conclusion may
be made regarding the rather robust nature of the complex magnetization behavior in this system. The
observed behaviors appear remarkably robust over the large calcination time range. Variation in these
behaviors may be observed for much smaller crystals synthesized via hydrothermal decomposition,
for instance. Unfortunately, due to the large size distributions cause by sol-gel processing, as well as
the high calcination temperature, 1000oC, size control and reduction is difficult in this material. As
discussed in reference [8], it is probably that the behavior of the magnetization under various
perturbations will be effected by dimensionality, primarily in the ab plane. It may be incredibly
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interesting to prepare samples in a template as to synthesize particles of highly uniform size, in rods,
or other high aspect ratio geometries.

46

Chapter 5 Conclusions and Future Work
5.1 Conclusions
With the inclusion of magnetic site disorder (Mn) in Ca3Co2.xMnxO6 we observed a brief
modification to the freezing temperature, which represents the slight strengthening of the frozen
electron behavior in Ca3Co1.95Mn0.05O6, Ca3Co1.90Mn0.10O6, and Ca3Co1.75Mn0.25O6. However, with a
further increase of site disorder, the destruction of this phase as well as the emergence of a possibly
competing phase was observed near Ca3Co1.25Mn0.75O6. This suggests that Ca3CoMnO6 potentially
exhibits no frozen dynamics down to near 0K temperatures and signifies the complete destruction of
this particularly interesting magnetic phase.
The phase diagram constructed in this thesis, which relied on data from ZFC M(T) curves
as well as AC Susceptibility measurements allows for a stronger understanding of the effects of
Magnetic Site disorder on frustrated magnetic systems.

Interestingly, the frustration was not

suppressed, as was suspected, though the modification of the Ising chain behavior appears to give rise
to a new magnetic ordering as an even doping of Mn to Co is approached. We hope this will inspire
more work to be done on understanding the coupling behavior and ionic ordering in the spin chain
compound Ca3Co2O6.
The effects of calcining on the magnetic properties of Ca3Co1.75Mn0.25O6 appear to be
small, which is more than likely due particle sizes larger than the magnetic correlation lengths. Particles
calcined under ambient gaseous conditions at 1000oC for times between 1 and 48 hours were not
found to approach the size required for modifications to the bulk magnetic properties. The effects

47

of size have been studied in the parent compound of Ca3Co2O6, though the inclusion of site disorder
may enhance the size dependence in this system.
5.2 Future Work
In order to make a more conclusive phase diagram three things must be used. First, single
crystals should be used, to avoid any possible effects due to grain boundaries and the randomization
of crystallographic axes with regard to the applied magnetic field. Second, probing temperature below
2K may produce a rich array of exotic magnetic states which may prove to compete with the frozen
electron dynamics or transform into the observed behavior above 2K. Finally, which may prove to
be the most difficult, samples with greater than 50% doping would be ideal for the observation of the
emergent phase near 2K. Singles crystals have proven to be more difficult to synthesize as Mn content
increases, but additional materials may prove to lend insight into this emergent phase.
The dependence of grain size and morphology can be studied further using single crystals
as a frame of reference. Because no work to date has been done on a large range of Mn content in
single crystals this comparison is not possible. Also, synthesizing this material in a template in order
to create particles of higher aspect ratio, or exotic geometries may allow for the confinement of
dimension in the ab-plane or c-axis separately, which would allow for the probing of size effects on
the AFM ordering and FM/SDW respectively.
However, with the creation of the phase diagram in Chapter 3, we hope this will inspire future
work to continue to refine and define the various magnetic properties of Ca3Co2-xMnxO6. This system
continues to prove as an interesting test bed for a number of theoretical models as well as continues
to offer experimentalists a unique opportunity to study the effects of chemical disorder and reduced
dimensionality, both of which have historically provided great insights into complex systems.
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