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Abstract
Out-of-sample extension is an important task in various kernel based non-linear dimensionality
reduction algorithms. In this paper, we derive a perturbation based extension framework by extending
results from classical perturbation theory. We prove that our extension framework generalizes the
well-known Nystro¨m method as well as some of its variants. We provide an error analysis for our
extension framework, and suggest new forms of extension under this framework that take advantage
of the structure of the kernel matrix. We support our theoretical results numerically and demonstrate
the advantages of our extension framework both on synthetic and real data.
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1 Introduction
Non-linear dimensionality reduction algorithms are a powerful tool in data analysis and manifold learning.
Many of these algorithms require the calculation of the eigendecomposition of some data-dependent kernel
matrix. Examples of such algorithms include Laplacian eigenmaps [3], LLE [21], Isomap [2], MDS [6],
Spectral clustering [22], and more. One of the key issues with these non-linear methods is how to map
new unseen data to the previously learnt embedding. This process is called out-of-sample extension.
Naively, one could repeat the eigendemoposition calculation on the entire data from scratch. However,
since in most of these methods the dimension the kernel matrix grows with the number of data points,
the computation of the full or even the partial eigendecoposition of a large kernel matrix is impractical
due to its runtime and space requirements. For example, algorithms for partial eigendecomposition such
as the Lanczos algorithm and some variants of SVD require O(n2m) floating point operations, where n
is the dimension of the matrix (number of data points) and m is the number of components calculated.
Randomized algorithms [12, 13] use random projections of the data to reduce the time complexity of the
decomposition to O(n2 logm), which is still impractical for large n . Moreover, all eigendecomposition
algorithms require to store the n× n kernel matrix either in the RAM or on the disc.
Various methods for out-of-sample extension were proposed (see for example [26, 14, 1, 19]), with the
most prominent one being the Nystro¨m method [4, 9]. We will describe the Nystro¨m method in detail in
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the next section. Due to the prominence and relevance of the Nystro¨m method to this work, we wish to
further discuss some of its aspects.
An important application of the Nystro¨m method is kernel approximation. In this task, we are
mainly interested in approximating the kernel matrix of the entire data itself, and the approximation
of the individual eigenvalues and eigenvectors of the kernel plays a second role. In this case, we use the
eigendecomposition approximation obtained by the Nystro¨m method to produce a low-rank approximation
of the kernel. This allows to speed-up kernel related calculations [31].
The error analysis of the Nystro¨m method and its variants is widely investigated, see [30, 11] and the
references therein. To the best of our knowledge, all error bounds obtained in the literature focus on the
error of the kernel matrix approximation, rather than on the error of the individual extended eigenvectors.
These bounds may be less useful when the Nystro¨m method is used for out-of-sample extension (usually as
part of dimensionality reduction), where the individual eigenvectors of the kernel are of great importance.
The performance of the Nystro¨m method depends on sampling a subset of the data points and many
methods for sampling this subset were proposed, see [17, 27] and the references therein. Our results are
independent of the methodology used to obtain the subset of samples, and hence we do not discuss this
issue in detail.
Further improvements of the Nystro¨m method that are not sampling-related were also proposed in
literature. The most notable ones include the ensemble Nystro¨m method [16], that averages several
Nystro¨m extensions in order to improve performance, the spectral shifted Nystro¨m method [29] that
provides superior performance in cases where the spectrum of the matrix decays slowly, and the modified
Nystro¨m method [30]. More recently, works that use the structure of the kernel matrix were proposed.
For example, the MEKA algorithm [23] provides superior kernel approximation for kernels the admit a
block-diagonal structure. We will describe some of these methods in detail in the next section.
A problem related to eigendecomposition approximation that is relevant to this paper is updating a
known eigendecomposition of a matrix following a “small” perturbation, without calculating the entire
decomposition from scratch. Classical perturbation results [24] exist for a general symmetric perturbation,
and will be described in detail in the next section. Other related works consider perturbations that have
some structure; see for example, [7, 19] for the case where the perturbation is of rank one, and [20, 5]
for a general low-rank perturbation. Other approaches of updating a known eigendecomposition include
restarting the power method [18] or the inverse iteration algorithm [28], both require applying the updated
matrix several times until convergence, which may be expensive if the matrix is large.
The contribution of the current paper is threefold. First, we derive eigendecomposition perturbation
formulas accompanied by error bounds for matrices that only part of their spectrum is known. Second,
we use these perturbation formulas to derive a new framework for out-of-sample extension of eigenvectors.
Unlike some of the existing extension methods, we show explicit error bounds for our approach for the
individual extended eigenvectors. Third, we prove that the Nystro¨m method and its generalizations are
in fact special cases of our framework. This reveals the essence behind existing Nystro¨m methods, allows
to analyze their accuracy, and provides means to derive new Nystro¨m-type extensions that utilize the
structure of the kernel matrix. It also allows for our approach to be used for kernel approximation,
analogously to the Nystro¨m method.
The rest of this paper is organized as follows. In Section 2, we describe classical perturbation results,
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along with the Nystro¨m method and some of its variants. In Section 3, we extend the classical perturbation
formulas to the case where only part of the spectrum of the perturbed matrix is known, and derive their
error term. In Section 4, we use these formulas to develop a perturbation based extension framework.
In Section 5, we prove that our extension framework generalizes the Nystro¨m method. In Section 6, we
suggest methods to improve the accuracy of our extension, and prove that some of them are related to
variants of the Nystro¨m method. In Section 7, we provide numerical results to support our theory and
show the advtanges of our extension framework. In Section 8, we summarize our work.
2 Preliminaries
In this section, we describe two methods for approximating the eigendecomposition of a matrix that are
relevant to our work. We first describe the perturbation method in Section 2.1, and then describe the
Nystro¨m method in Section 2.2.
2.1 Perturbation of eigenvalues and eigenvectors
Let A′ ∈ Rn×n be a real symmetric positive definite matrix with distinct eigenvalues {ti}ni=1 and their
corresponding orthonormal eigenvectors {vi}ni=1 . Assume that t1 > t2 > · · · > tn . Let E ∈ Rn×n a
real symmetric matrix. Consider a perturbation A of A′ given by A = A′ + E , with the eigenpairs
of A denoted by {(si, wi)}ni=1 . We wish to find an approximation to the eigenpairs of A . The classical
perturbation solution to this problem [25] is as follows. The approximated eigenvectors of A are given by
w˜i = vi +
n∑
k=1,k 6=i
(Evi, vk)
ti − tk vk +O(‖E‖
2
2), 1 ≤ i ≤ n, (1)
and the approximated eigenvalues of A are given by
s˜i = ti + v
T
i Evi +O(‖E‖22), 1 ≤ i ≤ n. (2)
We note that the eigenvalues update formula (2) depends only on the updated eigenvalue and its cor-
responding eigenvector, whereas the eigenvectors update formula (1) depends on all eigenvalues and
eigenvectors of A′ .
Remark 2.1. There exist perturbation results for matrices with non-simple eigenvalues [8]. However,
since non-simple eigenvalues are highly unlikely in data dependent matrices, we do not discuss this case
and leave it for a future work.
2.2 The Nystro¨m method and its variants
Let K ∈ Rn×n be a symmetric positive-definite matrix. We wish to find the k leading eigenpairs
{(λi, ui)}ki=1 of K . The Nystro¨m method [27, 31] finds an approximation {(λ˜i, u˜i)}ki=1 to these eigenpairs
as follows. First, k columns of K are sampled (typically uniformly at random without replacement). We
assume, without loss of generality, that the columns and rows of K were rearranged so that the first k
columns of K were sampled. Denote by K ′ the k × k matrix consisting of the first k rows and columns
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of K , and by C the n × k matrix consisting of the first k columns of K . Then, we calculate the k
eigenpairs of K ′ and denote them by {(λ′i, u′i)}ki=1 . Finally, the Nystro¨m extension approximates the k
leading eigenvectors of K by
u˜i =
√
k
n
1
λ′i
Cu′i, i = 1, . . . , k. (3)
Moreover, the m leading eigenvalues of K are approximated by
λ˜i =
n
k
λ′i, i = 1, . . . , k. (4)
The runtime complexity of the Nystro¨m method is O(nk2 + k3).
In some applications, we are interested in an approximation of K itself rather than its k leading
eigenpairs. In this case, the Nystro¨m approximation of K is
K˜nys =
k∑
i=1
λ˜iu˜
T
i u˜i. (5)
A straightforward generalization of the Nystro¨m method is the following. Let l ≥ k and choose K ′ to
be the l× l top-left submatrix of K . We calculate the k leading eigenpairs of K ′ , and then extend them
using (3) and (4). This form of extension is a generalization of the Nystro¨m method, since choosing l = k
is equivalent to the Nystro¨m method. If we choose l = n , we get the exact eignvectors of K . Intuitively,
the larger l is, the better the approximation will be, at the cost of a greater computational complexity.
The runtime complexity of this method is O(nk2 + lk2). We will use this generalization of the Nystro¨m
method in the numerical experiments in Section 7.
Since the Nystro¨m approximation (5) of the kernel matrix K is a low-rank approximation, it may
provide poor results when K is not low-rank. This might occur, for example, when its spectrum decays
slowly. A possible approach to overcome this problem is the spectrum shifted Nystro¨m extension [29].
This method essentially applies the classical Nystro¨m extension on a shifted kernel matrix, i.e., applies
the Nystro¨m extension on
Kshift = K − µI, (6)
for some µ ≥ 0. The updated eigenvalues (4) are then shifted-back by µ . It is suggested in [29] to set µ
to be the mean of the smallest n− k eigenvalues of K , that is
µ =
∑n
j=k+1 λj
n− k =
trace(K)−∑kj=1 λj
n− k . (7)
If we denote by K˜shift the kernel approximation (5) obtained using the shifted Nystro¨m extension, it is
shown in [29] that ∥∥∥K − K˜shift∥∥∥
F
≤
∥∥∥K − K˜nys∥∥∥
F
. (8)
Alternatively, the kernel K may admit a block-diagonal structure. As demonstrated in [23], this may
happen for some kernel functions when the data consist of several clusters. In this case, the MEKA
algorithm [23] essentially performs a Nystro¨m approximation on each cluster of data. Each such approx-
imation corresponds to a block on the diagonal of the kernel matrix, and the resulting approximation is
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block-diagonal.
A related approach to the MEKA algorithm for improving the Nystro¨m approximation (5) is the
ensemble Nystro¨m method [16]. The idea behind this method is to perform q independent Nystro¨m kernel
approximations on random subsets of the data, and then average them. Formally, given q independent
Nystro¨m approximations {K˜i}qi=1 , the ensemble Nystro¨m approximation is given by
K˜ens =
q∑
i=1
µiK˜i, (9)
for some weights {µi}qi=1 . It is suggested in [16] to use µi = 1q for 1 ≤ i ≤ q . Better error bounds for
this method compared to the classical Nystro¨m method are proven in [16].
The difference between the ensemble Nystro¨m method and the MEKA algorithm is that in the former,
the individual Nystro¨m approximations are chosen at random rather than by clusters, and the resulting
approximation is their average rather than their concatenation in a block-diagonal matrix.
3 Truncating the perturbation formulas
In this section, we consider a variant of the problem presented in Section 2.1, in which only the m leading
eigenpairs {(ti, vi)}mi=1 of the unperturbed matrix A′ are known, and we wish to approximate the m
leading eigenpairs of A . To this end, we introduce a parameter µ ∈ R whose purpose is to approximate
the unknown eigenvalues {ti}ni=m+1 of A′ . We derive two approximation formulas based on the classical
perturbation formula (1). These two approximation formulas differ in their order of approximation as
well as in their computational complexity. The first formula, which we refer to as the first order truncated
perturbation formula, provides a first order approximation to the eigenvectors of A , as detailed in the
following proposition.
Proposition 3.1. Let A′ ∈ Rn×n be a real symmetric matrix with m leading eigenpairs {(ti, vi)}mi=1 .
Assume that t1 > t2 > · · · > tm . Let E ∈ Rn×n be a real symmetric matrix. Let A = A′ + E be
a perturbation of A′ , and denote the m leading eigenpairs of A by {(si, wi)}mi=1 . Denote by V (m) the
n×m matrix consisting of the m leading eigenvectors of A′ . Let µ ∈ R and 1 ≤ i ≤ m. Denote
ri =
(
I − V (m)V (m)T
)
Evi. (10)
Then, wi is approximated by the first order truncated perturbation formula
w˜
(1)
i = vi +
m∑
k=1,k 6=i
(Evi, vk)
ti − tk vk +
1
ti − µri, (11)
with an error satisfying
∥∥∥wi − w˜(1)i ∥∥∥ ≤ ∑nk=m+1|tk − µ||ti − tm||ti − µ| ‖E‖2 +O(‖E‖22 ). (12)
The proof for Proposition 3.1 is given in Appendix A.
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The second formula, which we refer to as the second order truncated perturbation formula, provides
a second order approximation to the eigenvectors of A , as detailed in the following proposition.
Proposition 3.2. Let A′ ∈ Rn×n be a real symmetric matrix with m leading eigenpairs {(ti, vi)}mi=1 .
Assume that t1 > t2 > · · · > tm . Let E ∈ Rn×n be a real symmetric matrix. Let A = A′ + E be
a perturbation of A′ , and denote the m leading eigenpairs of A by {(si, wi)}mi=1 . Denote by V (m) the
n×m matrix consisting of the m leading eigenvectors of A′ . Let µ ∈ R and 1 ≤ i ≤ m. Denote
ri =
(
I − V (m)V (m)T
)
Evi. (13)
Then, wi is approximated by the second order truncated perturbation formula
w˜
(2)
i = vi +
m∑
k=1,k 6=i
(Evi, vk)
ti − tk vk +
1
ti − µri −
µ
(ti − µ)2 ri +
1
(ti − µ)2A
′ri, (14)
with an error satisfying
∥∥∥wi − w˜(2)i ∥∥∥ ≤ ∑nk=m+1|tk − µ|2|ti − tm||ti − µ|2 ‖E‖2 +O(‖E‖22 ). (15)
The proof for Proposition 3.2 is given in Appendix B.
We note that formula (14) requires applying A′ , and is computationally more expensive. We discuss
in detail the runtime and memory requirements of formulas (11) and (14) in Appendix C.
The update formulas (11) and (14) depend on a parameter µ , whose choice is discussed in [19]. If A′
is known to be low-rank, we use µ = 0. When A′ is not low-rank, and especially if its spectrum is known
to decay slowly, we follow [19] and suggest to use
µmean =
trace(A′)−∑mi=1 ti
n−m , (16)
which is the the mean of the unknown eigenvalues.
We conclude this section by proving that under a certain assumption on A′ , the first order truncated
perturbation formula (11) and the second order truncated perturbation formula (14) are equal. Further-
more, in this case, the O
(‖E‖2 ) term in the error bound of both approximations cancels out, as stated
in the following proposition.
Proposition 3.3. Let δ ≥ 0 and assume that A′ can be written in the form of a low-rank matrix plus a
spectrum shift, that is A′ = V (m)TV (m)T +δI for some diagonal matrix T ∈ Rm×m . Then, for µ = δ , the
first order truncated perturbation formula (11) and the second order truncated perturbation formula (14)
are equal, that is
w˜
(1)
i = w˜
(2)
i , (17)
and the approximation errors satisfy∥∥∥wi − w˜(1)i ∥∥∥ =∥∥∥wi − w˜(2)i ∥∥∥ = O(‖E‖22 ), (18)
for all 1 ≤ i ≤ m.
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The proof of Proposition 3.3 is given in Appendix D.
Corollary 3.4. If A′ is of rank m, and µ = 0 in (11) and (14), then the first order and second order
truncated perturbation formulas give rise to the same approximation. The error of this approximation is
O
(‖E‖22 ).
4 Perturbation based extension framework
In this section, we derive our perturbation based extension framework based on Proposition 3.1. Let
K ∈ Rn×n be a symmetric positive semidefinite matrix whose m leading eigenpairs are denoted by
{(λi, ui)}mi=1 . Let Ks ∈ Rn×n be a symmetric matrix consisting of any subset of entries of K , with the
rest of its entries being 0, as illustrated in Figure 1. Our extension framework enables to ”extend” the
eigenvectors of any such Ks to the eigenvectors of K , as follows.
Let {(λsi , usi )}mi=1 be the leading eigenpairs of Ks , let U s(m) ∈ Rn×m be the matrix consisting of
the m eigenvectors corresponding to the m largest eigenvalues of Ks , and let µ ≥ 0 be a parameter. Let
1 ≤ i ≤ m . By the first order approximation in Proposition 3.1, the eigenvector ui is approximated by
u˜i = u
s
i +
m∑
k=1,k 6=i
((K −Ks)usi , usk)
λsi − λsk
usk +
1
λsi − µ
(
Im − U s(m)U s(m)T
)
(K −Ks)usi , (19)
with an error satisfying
‖ui − u˜i‖ ≤
∑n
k=m+1
∣∣λsk − µ∣∣∣∣λsi − λsm∣∣∣∣λsi − µ∣∣‖K −Ks‖2 +O(‖K −Ks‖22 ). (20)
Furthermore, by (2), the eigenvalue λi is approximated by
λ˜i = λ
s
i + u
sT
i (K −Ks)usi , (21)
with an error of magnitude
∣∣∣λi − λ˜i∣∣∣ = O(‖K −Ks‖22).
Equations (19) and (21) are our perturbation based extension method. We will refer to this extension
as the perturbation extension of the eigenpairs of Ks to the eigenpairs of K . Note that this framework
is quite general, and enables us to perform extensions over any symmetric sub-matrix of K . We will
propose and discuss several methods for choosing Ks in Section 6.
An extension framework analogous to (19) that is based on the second order approximation in Propo-
sition 3.2 can also be obtained.
Our extension framework can also be used to obtain a low-rank approximation of the kernel matrix
of the entire data K . Analogously to the Nystro¨m method [31], this low-rank kernel approximation is
defined by
K˜pert =
m∑
i=1
λ˜iu˜
T
i u˜i. (22)
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(a) K . (b) Possible Ks . (c) Another possible Ks .
Figure 1: Illustration of the submatrix Ks . Blank entries indicate 0.
5 Equivalence with the Nystro¨m method
In this section, we prove that our perturbation extension framework (19) is in fact a generalization of the
Nystro¨m method described in Section 2.2, by showing that the Nystro¨m method arises from our extension
framework by a specific choice of Ks .
Let K ∈ Rn×n be a kernel matrix, and let m < n . Assume, without loss of generality, that we
sample the first m columns of K to perform the Nystro¨m extension, and denote by {(λˆi, uˆi)}mi=1 the
approximation to eigenpairs of K obtained by the Nystro¨m method as defined in (3) and (4). The
following proposition states that a specific choice of the matrix Ks for the perturbation extension (19)
gives rise, up to a multiplicative constant, to the Nystro¨m method eigenpairs defined above.
Proposition 5.1. Using the above notation, let Ks be the n×n matrix whose top left m×m submatrix
is the top left m × m submatrix of K , and the rest of its entries are 0. Denote by {(λsi , usi )}mi=1 the
eigenpairs of Ks . Set µ of (19) to be 0, and denote by {(λ˜i, u˜i)}mi=1 the perturbation extension of the
eigenpairs {(λsi , usi )}mi=1 of Ks to the eigenpairs of K . Denote by K ′ the top left m×m submatrix of K
and by {(λ′i, u′i)}mi=1 its eigenpairs. Denote by {(λˆi, uˆi)}mi=1 the Nystro¨m extension of {(λ′i, u′i)}mi=1 (see
Section 2.2). Then,
uˆi =
√
m
n
u˜i and λˆi =
n
m
λ˜i (23)
for all 1 ≤ i ≤ m.
The proof of Proposition 5.1 is given in Appendix E.
The formulation of the Nystro¨m method as a perturbation based extension using Proposition 5.1
enables us to provide an error analysis based on Propositions 3.1 and 3.2. Contrary to previous works
that provide an error bound for the kernel approximation itself, our error analysis is for the individual
approximated eigenvectors, as stated in the following proposition.
Proposition 5.2 (Vector-wise error for the Nystro¨m method). Using the above notation, the error induced
by the Nystro¨m method satisfies
‖ui − uˆi‖ = O
(‖K −Ks‖22 ), 1 ≤ i ≤ m. (24)
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Proof. Follows directly from the equivalence stated in Proposition 5.1 by noting that in the Nystro¨m
method settings, the requirements of Corollary 3.4 hold.
6 New extensions based on the perturbation framework
The perturbation extension framework derived in Section 4 allows for various extensions that depend on
the choice of the matrix Ks . In this section, we propose several types of extensions corresponding to
different choices of Ks . The key idea is to choose a matrix Ks whose eigendecomposition is “easy” to
compute, in order to make the extension computationally attractive. In addition, we prove that similarly
to the classical Nystro¨m method, the spectral shifted Nystro¨m method and the ensemble Nystro¨m method
described in Section 2 are in fact special cases of our general extension framework, for suitable choices
of Ks .
6.1 µ-shifted extension
In this type of extension, we choose the matrix Ks to be the top left m ×m submatrix of K padded
with zeros, similarly to the Nystro¨m method (see Figure 2). The difference from the Nystro¨m method
lies in the parameter µ of (19). In Proposition 5.1, we used the value of the parameter µ to be µ = 0.
This might be a reasonable choice when the kernel matrix K is low-rank, or when its spectrum decays
fast. When that is not the case, it might be beneficial to choose a parameter µ that approximates the
unknown eigenvalues of K . A reasonable choice for µ in such a case is µmean of (16).
We now prove that given a parameter µ ≥ 0, the spectral shifted Nystro¨m method with parame-
ter µ coincides with the perturbation extension method with the same µ , as detailed in the following
proposition.
Proposition 6.1. Using the notation of this section, the eigenpairs approximated by the spectrum shifted
Nystro¨m method and the µ-shifted extension method are equal.
The proof of Proposition 6.1 is given in Appendix F.
The runtime complexity of the µ-shifted extension is the same as of the Nystro¨m method, that is
O(nm2 +m3).
6.2 Block diagonal extension
In this type of extension, we choose Ks to be a block diagonal matrix (see Figure 2). The block sizes
can be arbitrary, but for simplicity of notation, we choose k blocks of an identical size l ≥ m . For each
block, we pad the block with zeros to obtain an n × n matrix and calculate its m leading eigenpairs,
and then extend them using (19). Denote by {(λ˜(j)i , u˜(j)i )}mi=1 the eigenpairs extension of block j , and by
K˜j ∈ Rn×n the resulting kernel approximation. To combine the k approximations {K˜j}kj=1 , one might
use a weighted mean, that is
K˜ =
k∑
i=1
µiK˜i. (25)
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It easily follows from Proposition 5.1 that the block diagonal extension is identical to the ensemble Nystro¨m
method. The runtime complexity of this method is O
(
k(nm2 + lm2)
)
. However, the eigendecomposition
of the blocks can be done in parallel.
6.3 p-band extension
In this type of extension, we choose Ks to be a band matrix of width p (see Figure 2). This extension
may provide superior results when the kernel K has most of its energy concentrated around the diagonal.
We demonstrate the advantage of this extension method in Section 7.2.1.
(a) Ks for µ -shifted extension. (b) Ks for block diagonal exten-
sion.
(c) Ks for p -band extension.
Figure 2: Illustration of the submatrix Ks for each of the discussed extensions. Blank entries indicate 0.
6.4 Sparse extension
In this type of extension, we assume that the kernel matrix K is sparse, and choose Ks to be some sparse
submatrix of it, as illustrated in Figure 3. More concretely, denoting by nnz(K) the number of non-zero
entries of K , in the sparse extension framework, we need to choose q ·nnz(K) entries of K to define Ks ,
for some 0 < q ≤ 1. While this extension can be applied to any such subset, motivated by the ‖E‖2
term in the error bounds (12) and (15), we suggest to choose the q · nnz(K) largest entries of K . We
demonstrate the advantage of this extension method in Section 7.2.2.
7 Numerical examples
In this section, we demonstrate numerically the results obtained in the previous sections. We start by
demonstrating numerically the error bounds derived in Propositions 3.1 and 3.2. Then, we demonstrate
the advantages of the extensions proposed in Section 6 for both real and synthetic datasets.
7.1 Perturbation error bounds
In this section, we demonstrate numerically the behavior of the error bounds in Propositions 3.1 and 3.2.
In our first example, we demonstrate the linear dependence of the error on the norm of the matrix E in
10
(a) Sparse K . (b) Corresponding Ks .
Figure 3: Illustration of a sparse extension. Blank entries indicate 0.
Propositions 3.1 and 3.2. To that end, we generate a random symmetric matrix A′ , normalize it to have
a unit norm, and then calculate its 10 leading eigenpairs. We then generate a random symmetric matrix
E and normalize it to have a unit norm. Then, for various values of c , we approximate the 10 leading
eigenpairs of Ac = A
′+cE by the first and second order approximations (11) and (14) using µ = 0. Denote
by vc the leading eigenvector of Ac , and by u
1
c and u
2
c its approximations by (11) and (14), respectively.
For each c , we measure the errors
∥∥vc − u1c∥∥ and ∥∥vc − u2c∥∥ . In Figure 4a, we plot log∥∥vc − u1c∥∥ and
log
∥∥vc − u2c∥∥ versus log‖cE‖ . As predicted by theory, there is a linear dependence between the error in
the eigenvector approximation and the norm of the perturbation matrix. Furthermore, the errors achieved
by the first and second order formulas are comparable since the dominant term in (12) and (15) is the
‖E‖ term.
In our second example, we demonstrate the linear and quadratic dependence of the error on the∑n
j=m+1
∣∣λj − µ∣∣ term. We generate a random symmetric matrix A′ of rank 10, so that its 10 leading
eigenvalues are between 1 and 2. We then generate a random symmetric matrix E and normalize it to
have a norm of 10−6 . We choose ‖E‖2 to be relatively small, so that its contribution to the error will not
mask the effect of
∑n
j=m+1
∣∣λj − µ∣∣ . Then, for various values of c , we generate a matrix A′c , whose leading
10 eigenvalues are the same as of A′ , and the rest are exactly c . We approximate the 10 leading eigenpairs
of Ac = A
′
c+E by the first and second order approximations (11) and (14) using µ = 0, and measure the
error in the same way as in the previous example. In Figure 4b we plot log
∥∥vc − u1c∥∥ and log∥∥vc − u2c∥∥
versus log
∣∣λj − µ∣∣ = log c . As predicted by theory, there is a linear dependence between the error in the
eigenvector approximation and c for the first order approximation, and a quadratic dependence for the
second order formula.
7.2 Perturbation extension for synthetic and real-world data
In this section, we demonstrate the advantages of the various extension methods proposed in Section 6
for both synthetic and real-world data. We do not include in this section the µ-shifted extension and
the block diagonal extension, as they were proven to be identical to variants of the Nystro¨m method that
were already discussed in the literature (see [16, 29]).
The kernel functions we use in this section are the Gaussian kernel, resulting in a kernel matrix whose
11
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Figure 4: Numerical demonstration of the error terms in the approximations (11) and (14). (a) log (error)
vs. log‖cE‖ . The slope of both curves is 1, demonstrating the linear dependence of the error terms (12)
and (15) on ‖E‖ for both the first and seconder order approximations. (b) log (error) vs. log c . The
slope of the linear curve of the first order approximation is 1, whereas the slope of the linear curve of
the second order approximation is 2, demonstrating the linear and quadratic dependence of the first and
second order error terms on
∑n
j=m+1
∣∣λj − µ∣∣ , respectively.
Name Dimension Description
MNIST 784 Each sample is a grey scale image of a handwritten digit
between zero and nine.
Superconductivity 81 Each sample contains 81 features extracted from one of
21263 superconductors.
Poker 10 Each sample is a hand consisting of five playing cards drawn
from a standard deck of 52 cards. Each card is described
using two attributes (suit and rank).
Wine quality 11 Each sample corresponds to a variant of a Portuguese wine,
where the 11 attributes are numerical characteristics of the
wine such as acidity, pH, residual sugar etc.
Table 1: Real-world datasets used.
(i, j) entry is exp(−γ∥∥xi − xj∥∥2) for some parameter γ > 0, and the polynomial kernel, resulting in the
kernel matrix whose (i, j) entry is (1 + xTi xj)
d for some integer d .
As our metric for comparing the performance of the various methods we use the principal angle [15]
between the exact subspace spanned by the kernel’s top eigenvectors and the subspace spanned by their
approximations.
The real-world datasets we use are taken from the UCI Machine Learning Repository [10] and are
described in Table 1.
7.2.1 p-band extension
To demonstrate the advantage of the p-band extension method, we generate a matrix K whose (i, j)
and (j, i) entries are X−
|i−j|
0.1 , where X is drawn uniformly between 0 and 1 (see Figure 5a). We also
set entries of K that are smaller than 10−10 to 0. Then, for various values of p , we compute a p-
12
(a) The kernel matrix K . (b) Subspace error.
Figure 5: p-band extension for simulated data.
band extension with m = 10, and compare the approximation error of the p-band extension to the best
rank 10 approximation of K using the ‖·‖2 . For comparison, we also compute several Nystro¨m extensions
for several values of l and measure their error in the same way. We repeat this experiment 20 times.
In Figure 5b, we plot the approximation error of each repetition versus the percentage of non-zero entries
selected in Ks out of the total number of non-zero entries of K . We can see that the error graphs of the
the p-band extension decay to 0 much faster than the error graphs of the partial-eigenspace extension. We
conclude that when the kernel admits the structure discussed in this section, the p-band extension results
in superior performance and converges to the optimal solution much faster than the Nystro¨m extension.
7.2.2 Sparse extension
To demonstrate the advantage of the sparse extension, we randomly choose n = 1000 points from each
tested dataset, and normalize each of its features to have 0 mean and unit variance. We then calculate
the corresponding kernel matrices using a Gaussian kernel, a linear kernel, and a quadratic kernel. To
sparsify the kernel, we set its 90% smallest entries to 0. We then compute several sparse extensions for
various values of q with m depending on the dataset and kernel chosen. We compare the error of the
sparse extensions to best m-rank approximation of K using the ‖·‖2 . For comparison, we also compute
several Nystro¨m extensions for several values of l , and measure their error in the same way. We repeat
this experiment 20 times. We then plot the approximation error of each extension method versus the
percentage of non-zero entries selected in Ks out of the total number of non-zero entries of K . The results
of this procedure are shown in Figure 6 for the MNIST dataset, in Figure 7 for the superconductivity
dataset, in Figure 8 for the poker dataset and in Figure 9 for the wine quality dataset. We can see that
in most scenarios, the error graphs of the the sparse extension decay to 0 much faster than the error
graphs of the partial-eigenspace extension in most repetitions of the experiments. Additionally, the error
decay of the sparse extension has smaller variance. We conclude that when the kernel is sparse, the sparse
extension usually provides superior performance, and convergences to the optimal solution much faster
than the Nystro¨m extension.
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Figure 6: Extension of the MNIST dataset.
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Figure 7: Extension of the superconductivity dataset.
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(m = 5)
Figure 8: Extension of the poker dataset.
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Figure 9: Extension of the wine quality dataset.
8 Summary
In this paper, we propose an eigenvectors extension framework that is based on perturbation theory. We
prove that this framework is a generalization of the popular Nystro¨m method and some of its variants.
Furthermore, contrary to existing error bounds for the Nystro¨m method, our framework provides error
bounds for the individual eigenvectors. This is useful when the extension is used as part of a dimensionality
reduction procedure. Our extension framework is quite flexible, and can thus take advantage of the
structure of the kernel matrix. We demonstrate our theoretical derivations numerically for kernel matrices
that are either sparse or concentrated around the diagonal.
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Appendix A Proof of Proposition 3.1
Let i ∈ {1, . . . ,m} . Ignoring the O(‖E‖22) term, we split (1) into the known and unknown terms, resulting
in
v˜i = vi +
m∑
k=1,k 6=i
(Evi, vk)
ti − tk vk +
n∑
k=m+1
(Evi, vk)
ti − tk vk. (26)
As the second term in (26) is unknown, we approximate it by replacing the unknown eigenvalues with a
parameter µ ,
n∑
k=m+1
(Evi, vk)
ti − µ vk =
1
ti − µ
n∑
k=m+1
(Evi, vk)vk =
1
ti − µ(Evi − V
(m)V (m)TEvi) =
1
ti − µri, (27)
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where ri is defined in (10). Formula (11) follows by replacing the second term in (26) with (27). We
denote the approximation error introduced into the approximation (11) by ei , that is
ei =
∥∥∥∥∥∥
n∑
k=m+1
(Evi, vk)
ti − tk vk −
1
ti − µri
∥∥∥∥∥∥ .
By using the identity
1
ti − tk =
1
ti − µ +
tk − µ
(ti − tk)(ti − µ) ,
we get
ei =
∥∥∥∥∥∥
n∑
k=m+1
tk − µ
(ti − tk)(ti − µ)(Evi, vk)vk
∥∥∥∥∥∥ .
By the triangle inequality and the Cauchy-Schwarz inequality we get
ei ≤
n∑
k=m+1
|tk − µ|
|ti − tk||ti − µ|
∣∣(Evi, vk)∣∣ ≤ ‖E‖|ti − tm||ti − µ|
n∑
k=m+1
|tk − µ| . (28)
Recalling that the original perturbation approximation (1) induces an error of O(‖E‖22 ), concludes the
proof.
Appendix B Proof of Proposition 3.2
Let i ∈ {1, . . . ,m} . Ignoring the O(‖E‖22) term, we split (1) into the known and unknown terms, resulting
in
v˜i = vi +
m∑
k=1,k 6=i
(Evi, vk)
ti − tk vk +
n∑
k=m+1
(Evi, vk)
ti − tk vk. (29)
To obtain Equation (14), we replace the unknown (second) term in (29) by using the identity
1
ti − tk =
1
ti − µ +
tk − µ
(ti − µ)2 +
(tk − µ)2
(ti − tk)(ti − µ)2 , (30)
and noting that
n∑
k=m+1
(Evi, vk)(tk − µ)vk =
n∑
k=m+1
(Evi, vk)tkvk − µ
n∑
k=m+1
(Evi, vk)vk
=
n∑
k=m+1
(Evi, vk)A
′vk − µ
n∑
k=m+1
(Evi, vk)vk
= A′ri − µri,
where ri is defined in (13).
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We denote the approximation error introduced into the approximation (14) by ei , that is
ei =
∥∥∥∥∥∥
n∑
k=m+1
(Evi, vk)
ti − tk vk −
(
1
ti − µri −
µ
(ti − µ)2 ri +
1
(ti − µ)2A
′ri
)∥∥∥∥∥∥ . (31)
Using (30) and the triangle and the Cauchy-Schwarz inequalities, we obtain
ei =
∥∥∥∥∥∥
n∑
k=m+1
(tk − µ)2
(ti − tk)(ti − µ)2 (Evi, vk)vk
∥∥∥∥∥∥ (32)
≤
n∑
k=m+1
|tk − µ|2
|ti − tk||ti − µ|2
∣∣(Evi, vk)∣∣ (33)
≤ ‖E‖|ti − tm||ti − µ|2
n∑
k=m+1
|tk − µ|2 . (34)
Recalling that the original perturbation approximation (1) induces an error of O(‖E‖22 ) concludes the
proof.
Appendix C Runtime and space complexity
In this section, we discuss the runtime and space complexity of the truncated perturbation formulas (11)
and (14). The first order formula needs to store in memory the m eignevectors of A′ resulting in O(mn)
space. The computation of ri of (10) involves the calculation of Evi that requires O(nnz(E)). The result
is then multiplied by V (m)T , which requires O(mn) operations, and then by V (m) , which also requires
O(mn) operations. Thus, the total complexity for all {ri}mi=1 is O(m·nnz(E)+m2n) operations. The first
order formula also requires the computation of all O(m2) terms of the form (Evi, vk)vk for 1 ≤ i 6= k ≤ m .
Each such term requires O(nnz(E)+n) operations, resulting in a total of O(m2 ·nnz(E)+m2n) operations
for all eigenvectors. We conclude that the first order formula requires a total of O(m2 · nnz(E) + m2n)
operations.
The analysis of the second order formula is similar, except that it requires to also store A′ , which
requires O(nnz(A′)) memory, and to compute A′ri , which requires additional O(m ·nnz(A′)) operations.
We conclude that the second order formula requires a total of O(m2 · nnz(E) + m · nnz(A′) + m2n)
operations.
Appendix D Proof of Proposition 3.3
Let i ∈ {1, . . . ,m} . Since µ = δ , we note that if A′ri = δri then the last two terms in (14) cancel out
and (14) is reduced to the first order formula (11). Thus, in order to prove that w
(1)
i = w
(2)
i , it is sufficient
19
to prove that under the proposition settings, A′ri = δri . Indeed,
A′ri = A′
(
I − V (m)V (m)T
)
Evi =
(
V (m)TV (m)T + δI
)(
I − V (m)V (m)T
)
Evi
=
(
V (m)TV (m)T − V (m)TV (m)T + δI − δV (m)V (m)T
)
Evi
= δ
(
I − V (m)V (m)T
)
Evi = δri.
For the error, we note that the n−m unknown eigenvalues of A′ of the form A′ = V (m)TV (m)T + δI
are exactly δ , and thus, when choosing µ = δ the first term in (12) and (15) cancels out and we are left
with only the O(‖E‖2) term.
Appendix E Proof of Proposition 5.1
Let i ∈ {1, . . . ,m} . By (19), the eigenvectors perturbation extension for µ = 0 reads
u˜i = u
s
i +
m∑
k=1,k 6=i
((K −Ks)usi , usk)
λsi − λsk
usk +
1
λsi
(
I − U s(m)U s(m)T )(K −Ks)usi , (35)
and by formula (21), the eigenvalues update reads
λ˜i = λ
s
i + u
sT
i (K −Ks)usi . (36)
We first prove that uˆi =
√
m
n u˜i (see (23)). We start by simplifying (35) based on the specific choice
of Ks . We make the following observations. First, we note that for all i = 1, . . . ,m , the last n − m
entries of usi are 0, and the top left m ×m submatrix of K −Ks is 0. That implies that the first m
coordinates of (K−Ks)usi are 0, and so ((K−Ks)usi , usk) = 0 for all 1 ≤ i, k ≤ m . A direct consequence
of the latter is that U s(m)U s(m)T (K −Ks)usi = 0 for all 1 ≤ i ≤ m . Thus, (35) reduces to
u˜i = u
s
i +
1
λsi
(K −Ks)usi . (37)
Next, we note that the first term in (37), usi , is non-zero only on its first m entries, whereas the second
term, 1λsi
(K −Ks)usi is non-zero only on its last n−m entries. This means that the first m entries of u˜i
are exactly the first m entries usi and the last n−m entries of u˜i are determined by 1λsi (K −K
s)usi . We
start by proving the equivalence between the first m coordinates of u˜i and uˆi . Let 1 ≤ p ≤ m . Denote
by Ap→ the p ’th row of a matrix A . Denote by C the n×m matrix consisting of the first m columns
of K . We note that for the Nystro¨m extension (see (3)),
uˆi,p =
√
m
n
1
λ′i
Cp→u′i =
√
m
n
1
λ′i
K ′p→u
′
i =
√
m
n
1
λ′i
λ′iu
′
i,p =
√
m
n
u′i,p.
Thus, the first m entries of the extended vector in the Nystro¨m method are merely a re-scaling of the
original vector u′i by
√
m
n . Since K
s is equal to K ′ padded with zeros, we get that the first m entries
of usi are exactly u
′
i . Thus, we conclude that the first m entries of uˆi and
√
m
n u˜i are identical.
Next, we prove the equivalence between the last n−m entries of u˜i and uˆi . Let m+ 1 ≤ p ≤ n . We
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have for the Nystro¨m extension (see (3))
uˆi,p =
√
m
n
1
λ′i
Cp→u′i, (38)
and for the perturbation extension, by using (37), and since the last n−m entries of usi are 0,
u˜i,p =
1
λsi
(K −Ks)p→usi =
1
λsi
(Kp→usi − 0) =
1
λsi
Cp→u′i, (39)
where the last equality follows since (as explained above) the first m entries of usi are exactly u
′
i . Finally,
since λ′i = λ
s
i for 1 ≤ i ≤ m , we conclude by (38) and (39) that uˆi,p =
√
m
n u˜i for m + 1 ≤ p ≤ n , and
thus, the last n−m entries of uˆi and
√
m
n u˜i are also identical.
We now prove the eigenvalues equivalence. By the same arguments as above, we note that for all
1 ≤ i ≤ m , usTi (K −Ks)usi = 0. Thus, by (36) we have λ˜i = λsi and consequently, using (4),
λˆi =
n
m
λ′i =
n
m
λsi =
n
m
λ˜i, (40)
as required.
Appendix F Proof of Proposition 6.1
Denote by Ksshift ∈ Rn×n the top left m × m submatrix of Kshift (see (6)) padded with zeros. By
the equivalence of the Nystro¨m extension and the perturbation extension proved in Proposition 5.1, the
spectral shifted Nystro¨m extension is equivalent to the perturbation extension of Ksshift to the eigenpairs
of Kshift with µ = 0. Thus, it suffices to prove that the perturbation extension of the eigenpairs of K
s
shift
to the eigenpairs of Kshift with µ = 0 equals to the perturbation extension of the eigenpairs of K
s to the
eigenpairs of K with µ = δ .
Let the top m eigenpairs of Ks be {(λsi , usi ))}mi=1 . It follows that the top m eigenpairs of Ksshift
are {(λsi − δ, usi ))}mi=1 . Let 1 ≤ i ≤ m . By (37), the perturbation extension (19) of the eigenvectors of
Ksshift to eigenvectors of Kshift with µ = 0 reduces to
u˜i = u
s
i +
1
λi − δ − 0(Kshift −K
s
shift)u
s
i ,
whereas the perturbation extension of the eigenvectors of Ks to eigenvectors of K with µ = δ reduces to
uˆi = u
s
i +
1
λi − δ (K −K
s)usi .
But since the last n−m entries of usi are 0, and the entries of Kshift−Ksshift are equal to those of K−Ks
except for the last n−m diagonal elements, we have that
(Kshift −Ksshift)usi = (K −Ks)usi , (41)
and conclude that u˜i = uˆi .
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For the eigenvalues, the perturbation extension of the eigenvalues of Ksshift to the eigenvalues of Kshift
(see (21)) gives
λ˜i = (λ
s
i − δ) + usi (Kshift −Ksshift)usi .
Since the eigenvalues of Kshift are shifted by δ , in order recover the eigenvalues of K we need to shift
the extended eigenvalues {λ˜i}mi=1 back by δ (similarly to the spectral shifted Nystro¨m method, see 2.2),
and thus we obtain
λ˜i = λ
s
i + u
s
i (Kshift −Ksshift)usi .
On the other hand, the perturbation extension of Ks yields
λˆi = λ
s
i + u
s
i (K −Ks)usi .
By (41), we have that λ˜i = λˆi .
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