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Abstract
Experimentally, we would like to demonstrate the process of selective field ioniza-
tion of electrons as evidence of quantum control in a system of ultracold rubidium-85
Rydberg atoms. In order to accomplish this, an electric field pulse which is opti-
mized to take an initial Rydberg electron state and produce the desired ionization
spectra is necessary. We utilize techniques from artificial intelligence to develop
a genetic algorithm for the optimization process. Our algorithm is computation-
ally tested on an artificially constructed quantum system consisting of four energy
states. In evaluating the viability of any given field pulse, we calculate the proba-
bility of an electron being found in a given state at a certain maximum field value
by numerically evolving the electron’s wave function over time.
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Chapter 1
Ionizing Rydberg Atoms
1.1 Experimental Setup
For the majority of our laboratory work, the experimental setup is the same. We
use a magneto-optical trap (MOT), depicted in Fig. 1.1, to spatially confine a cloud
of ultracold rubidium-85 atoms, cooled to a temperature on the order of 100 µK. We
then excited a subset of the atoms the desired Rydberg state using the appropriate
laser scheme. By applying a negative charge to our cathode made of a fine metal
mesh, we can introduce a static or dynamic electric field to the system. If the
negative electric field is large enough, the outermost electron will be stripped from
the atom.
Classically, ionization is a simple process: An electron becomes ionized from
its atom when the external electric field or laser provides the particle with enough
energy for it to escape its electrostatic attraction to the rest of the atom’s positive
net charge. However, quantum mechanically, the picture is much more complicated,
and we compare experimental results from ionizing Rydberg atoms to our theoretical
model.
1
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Figure 1.1: Schematic drawing of a MOT. Three pairs of counter-propagating
laser beams cool a cloud of atoms to the desired temperature. The Helmholtz
coils are a pair of solenoids carrying an identical electric current on opposite sides
of the trap. The coils generate a magnetic field which applies a restoring force
which confines the sample to the center of the vacuum chamber.
1.2 The Stark Effect
A particle’s energy can be described by the energy operator, the Hamiltonian Hˆ.
In classical physics, the Hamiltonian is simply the sum of the particle’s kinetic and
potential energy. However, in a quantum system, like an electron in a hydrogen
atom, the energy operator is
Hˆ =
pˆ
2me
+ V (r), (1.1)
where me is the mass of the electron, and V (r) is the electrostatic potential energy
as a function of the separation between the proton and the electron. The momentum
operator is
pˆ = ih¯
∂
∂t
. (1.2)
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However, if we were to place the hydrogen atom in a nonzero, external electric
field, the electron’s Hamiltonian would change. To account for this, we can add the
electric field’s contribution as a perturbation to our original Hamiltonian Hˆ0. Thus,
our Hamiltonian becomes
Hˆ = Hˆ0 + Hˆp. (1.3)
The direction of the applied field is arbitrary, so we can assume that it points in
the positive z-direction and is constant. Our perturbing Hamiltonian is therefore
Hˆp = −qE · z = −eEr cos θ, (1.4)
since the charge of the electron is q = e. An electron bound to a hydrogen atom
can be expressed as the wave function
Ψ(r) = R(r)Y (θ, φ) (1.5)
using the technique of separation of variables. This means R(r) is the radial distri-
bution the electron in that atom, and the spherical harmonic Y (θ, φ) describes the
electron’s angular dependency. The product of these independent functions yields
the electron’s complete wave function Ψ(r). The electron’s lowest energy state has
a principal quantum number of n = 1. Thus, the radial part of the electron’s wave
function is
R1,0(r) = 2
√
1
a30
e−r/a0 , (1.6)
where a0 is the Bohr radius for the hydrogen atom [1]. The electron’s ground state
also has an orbital angular momentum of l = 0 and a magnetic quantum number
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of ml = 0. The corresponding spherical harmonic is
Y0,0(θ, φ) =
1√
4pi
. (1.7)
Multiplying Eq.(1.6) and Eq.(1.7) together we find
Ψ1,0,0(r) =
2√
4pi
√
1
a30
e−r/a0 . (1.8)
In order to find the first-order energy correction to the hydrogen atom with an ex-
ternal electric field, we calculate the expected energy contributed by the perturbing
Hamiltonian
E
(1)
1 = 〈Ψ1,0,0|Hˆp|Ψ1,0,0〉
= 〈Ψ1,0,0|−2eEr cos θ√
4pia30
e−r/a0〉
= −
∫ 2pi
0
∫ pi
0
∫ ∞
0
4eEr2e−2r/a0 sin θ cos θdrdθdφ
4pia30
= 0.
(1.9)
To first order, the perturbing electric field does not change the energy spectrum of
the ground state of hydrogen. But if we perform the same procedure for the n = 2
energy level, we find a different result.
The first excited state of the hydrogen atom is degenerate. This means that
there are multiple n = 2 states with the same energy. Enumerating these states we
can construct our Hamiltonian matrix
Hˆp
.
=

〈Ψ2,0,0|Hˆp|Ψ2,0,0〉 〈Ψ2,0,0|Hˆp|Ψ2,1,1〉 〈Ψ2,0,0|Hˆp|Ψ2,1,0〉 〈Ψ2,0,0|Hˆp|Ψ2,1,−1〉
〈Ψ2,1,1|Hˆp|Ψ2,0,0〉 〈Ψ2,1,1|Hˆp|Ψ2,1,1〉 〈Ψ2,1,1|Hˆp|Ψ2,1,0〉 〈Ψ2,1,1|Hˆp|Ψ2,1,−1〉
〈Ψ2,1,0|Hˆp|Ψ2,0,0〉 〈Ψ2,1,0|Hˆp|Ψ2,1,1〉 〈Ψ2,1,0|Hˆp|Ψ2,1,0〉 〈Ψ2,1,0|Hˆp|Ψ2,1,−1〉
〈Ψ2,1,−1|Hˆp|Ψ2,0,0〉 〈Ψ2,1,−1|Hˆp|Ψ2,1,1〉 〈Ψ2,1,−1|Hˆp|Ψ2,1,0〉 〈Ψ2,1,−1|Hˆp|Ψ2,1,−1〉

.
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Conveniently, most of these matrix elements evaluate to zero when m 6= m′. Inte-
grating just over φ, we observe
∫ 2pi
0
e−im
′φeimφdφ =

1
m−m′ e
i(m−m′)φ|2pi0 = 0, (m 6= m′)∫ 2pi
0
dφ = 2pi, (m = m′)
(1.10)
since a wave function must be continuous about the z-axis. In addition, the expected
value for the perturbed Hamiltonian operating on identical states is also zero, since
these integrands have odd parity. So,
Hˆp
.
=

0 0 〈Ψ2,0,0|Hˆp|Ψ2,1,0〉 0
0 0 0 0
〈Ψ2,1,0|Hˆp|Ψ2,0,0〉 0 0 0
0 0 0 0

.
Evaluating the remaining matrix elements we find
〈Ψ2,1,0|Hˆp|Ψ2,0,0〉 = eE
∫ ∞
0
R2,0R2,1dr
∫ pi
0
∫ 2pi
0
Y0,0Y1,0dθdφ
= eE
1
8a30
√
3
∫ ∞
0
(2
r
a0
− r
a0
)r3e−r/a0dr
√
3
4pi
∫ pi
0
∫ 2pi
0
cos2 θ sin θdθdφ
= eE
1
8a30
√
3
√
3
4pi
(−72a40)(4/3pi)
= −3eEa0,
(1.11)
since the radial components of the l = 0 and l = 1 states are
R2,0 =
1
2
√
1
2a30
(2− r
a0
)e−r/2a0 , R2,1 =
1
2
√
1
6a30
r
a0
e−r/2a0 , (1.12)
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respectively [1]. The quantity 〈Ψ2,0,0|Hˆp|Ψ2,1,0〉 evaluates to the same value as
Eq.(1.11) but with the opposite sign. Physically, a perturbation in the form of
an electric field causes the n = 2 energy levels to split, breaking their degeneracy
as depicted in Fig. 1.2. The two “new” energy levels can be written as a superposi-
tion of the |2, 0, 0〉 and |2, 1, 0〉 states, but the |2, 1, 1〉 and |2, 1,−1〉 maintain their
degeneracy to first-order.
Figure 1.2: Breaking degeneracy for hydrogen energies at n = 2. Applying an
external electric field splits the degenerate quantum states into different energy
levels. The energy separation between the original state and the perturbed ener-
gies is proportional to the size of the field. Still, the |2, 1, 1〉 and |2, 1,−1〉 states
remain degenerate.
This splitting of energy levels due to an external electric field is known as the
Stark effect. We saw for the hydrogen atom that finding the non-degenerate energy
levels for a perturbation was manageable, largely because most of the Hamiltonian
matrix elements were zero. However, if we were to continually increase the principal
quantum number or attempt to perform this same calculation on multi-electron
atoms, we would find that calculating these energies by hand becomes implausible
as the matrices grow in size. Also, for even moderately large fields, the Stark effect
dominates the level structure, and this perturbative method of calculating energies
breaks down. The algorithm for calculating the energy structure of a Rydberg atom
in an electric field is discussed at length in a 1979 paper, which we use to generate
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our Stark maps [2].
Figure 1.3: Rubidium Stark maps. Energies are plotted over electric field for
Rydberg states around quantum number n = 15 for (a) |mj | = 1/2 and (b)
|mj | = 3/2 [2]. Lines representing energy states cannot intersect each other.
States which appear to converge to a particular energy at the same field will
deflect away from one another, giving rise to avoided crossings.
The energy structure of Rydberg states due to the Stark effect is illustrated in
Fig. 1.3. In our experiments, we excite, at zero field, the outermost valence electron
to a quantum state with a relatively large n value, compared to that of the other
electrons in the atom. In practice, this excitation occurs for any rubidium atoms in
our trap that lie within the lasers’ cross section, but for our purposes in this paper,
we can think of exciting a single Rydberg electron in a single rubidium atom. We
can also choose an initial excited state to have a specific magnetic quantum number,
or we can excite a superposition of mj states.
As we apply an increasing electric field, the electron’s wave function will evolve
in time with respect to the energy corresponding each field value. However, as
we approach an avoided crossing within our Stark map, some of the electron’s
probability amplitude will transfer adiabatically to another nearby energy state,
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provided the new state has the same value of mj. This is known as the Landau-
Zener effect [3]. Semi-classically speaking, if the electron is in a particular energy
state, there is a certain probability that it will “jump” to a different energy level.
The probability of this transition is related to the size of the gap between energy
levels and the rate at which the electric field is changing. Such an avoided crossing
is described in Fig. 1.4.
Figure 1.4: Avoided crossing between two energy states. The electron’s eigen-
states are represented by the dashed lines ω1 and ω2. Modest electric fields
dominate a Rydberg electron’s Hamiltonian and give rise to the energy levels ωa
and ωb, one of which we can consider the electron to occupy. The applied electric
field is given by q, where qc is the field value at which the avoided crossing oc-
curs, and q0 is the width of that crossing. The energy separation between the two
states is, therefore, ω0. For field values less than qc we can think of the top state
to be |2〉 and the bottom state to be |1〉, but when an increasing field surpasses
qc, the top state become |1′〉 and the bottom state, |2′〉 [3].
For example, we consider an electron in the |2〉 state as shown in Fig. 1.4. The
probability of the electron “following” its eigenstate, adiabatically transferring to
the |2′〉 state is given by
P = e−2pi
|v1,2|2
h¯(dE/dt) , (1.13)
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where dE/dt is the slew rate, the change in electric field over time. The matrix
element that connects the two states in this case is v1,2 = 〈1|H|2〉 [3]. This means the
probability of the electron remaining in the upper state is simply 1−P . Taking into
account the Stark effect’s drastic energy-splitting and realizing the implications of
the Landau-Zener effect, determining when and at what energy a Rydberg electron
is ionized is not a trivial process.
1.3 Numerical Calculation
Originally when attempting to calculate the Rydberg electron’s path to ioniza-
tion, we attempted to use the semi-classical approximation given in Eq. (1.13)
by iteratively stepping through a linearly increasing electric field and calculating
the probability of adiabatic transitions at each avoided crossing. However, this
turned out to be a short-sighted endeavor. Considering the Stark maps in Fig. 1.3,
the Landau-Zener formulation breaks down when several avoided crossing between
multiple energy states converge at the same field value, for example when the en-
ergy is about 460 cm−1 around 2300 V/cm as shown in (a). More fundamentally,
this semi-classical approach does not preserve the relative phase differences that
the wave functions of different mj values accrue over time. Thus, a different, more
fundamental approach is required to correctly find the electron’s ionization path.
Instead of using an analytical formula to evolve the electron’s state in time, we
iterate over the Stark map, solving the Schro¨dinger equation
Hˆ |Ψ〉 = E |Ψ〉 (1.14)
at each field value within a certain resolution. To find a quantum system’s wave
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function at some time t we multiply the state function at time t = 0 by its time
evolution operator like so
|Ψ(t)〉 = e−iHˆt/h¯ |Ψ(0)〉 . (1.15)
Thus, to describe our Rydberg electron at any time after t = 0 we must rely on the
Hamiltonian operator at the current field value as well as the state’s wave function
at some previous time t0. So, our numerical approximation is
|Ψ(t0 + ∆t)〉 = e−ihˆt0∆t/h¯ |Ψ(t0)〉 , (1.16)
where ∆t is some sufficiently small time resolution. Programmatically, the process
of evolving the Rydberg electron to ionization occurs in two main steps.
First, a function called StarkMapper writes all of the time evolution operators
for every electric field value at a specified resolution up to a maximum field value.
The imaginary part of each time evolution operator is written to its own file, and
the real part to its own file. The maximum field value is sufficiently large such that
when the time evolution is complete, all of the electron’s amplitude will have been
ionized. While the electron most likely will have been stripped from the atom before
the classical ionization threshold, we include more field values than necessary so as
to ensure total ionization.
Second, after all of the time evolution operators have been written by StarkMap-
per, we execute the TimeEvolution function, which iteratively calculates the elec-
tron’s path to ionization using those operators. At each field value, the electron’s
wave function is expressed as a state vector, on which we perform matrix multipli-
cation to advance the state in time. We take great care to store the state’s quantum
1.4. EXPERIMENTAL RESULTS 11
numbers and keep track of how much amplitude has been ionized. The results of
this calculation are plotted in Fig. 1.5. Our experimental results approximately
corroborate our theoretical model.
Figure 1.5: A Rydberg electron’s path to ionization superimposed on the |mj | =
1/2 states of a rubidium Stark map. Shown are the amplitudes for an electron
excited to the 37d state with each magnetic quantum number shown in a different
color: |mj | = 1/2 in red, |mj | = 3/2 in blue, and |mj | = 5/2 in green. The
opacity of the colored lines is proportional to the magnitude of the probability
amplitude for complex square amplitudes less than 0.1, while populations greater
than 0.1 are completely opaque. The thick black line beginning around 220 V/cm
represents the classical ionization threshold [4].
1.4 Experimental Results
A brief description of the experimental process is as follows: First, we use a three-
step excitation process involving the trapping lasers as well as 776 nm and 1019 nm
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Figure 1.6: Experimental data (a) compared to calculation results (b). Just as
in Fig. 1.6, colors correspond to specific mj states: |mj | = 1/2 in red, |mj | = 3/2
in blue, and |mj | = 5/2 in green [4]. In both experimental and calculated results,
we observe the signal detected in the 1/2 and 3/2 states to be pi out of phase with
one another. This is evidence of a quantum system analogous to a Mach-Zehnder
interferometer, a schematic of which is shown in Fig. 1.7.
diode lasers to prepare a superposition of mj values in the 37d Rydberg state. Next,
we wait for some variable delay time during which the superposition accumulates
a phase difference between its constituent mj components. Then, we apply an
approximately linear 0.4 V/cm/ns electric field ramp. Finally, a time-resolved signal
is captured by a photosensitive electron detector [4]. The results of this experiment
compared to our model are compared are in Fig. 1.6.
Upon obtaining our results, we directed our attention to a new experimental goal,
namely selective state ionization. Given a specified quantum state or superposition,
we would like to develop a directed process of “trial and error” to tune our electric
field ionization pulse such that we can selectively ionization most of our electron
population at a specific energy level or range of energy levels.
Originally, we had assumed a perfectly linear slew rate. However, in order to
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Figure 1.7: A Mach-Zehnder interferometer. Monochromatic light from a laser
source is shined on Beamsplitter 1. Some fraction of the light’s intensity is re-
flected off of Mirror 1, and the other half off of Mirror 2. Both beams pass through
Beamsplitter 2 and arrive at either Detector 1 or Detector 2. Thus, there are two
paths light can take to arrive at either detector. By varying the length of the
arms, that is the path a beam of light has to take, one can alter their relative
phases [5]. This produces an interference pattern similar to that in Fig. 1.6.
demonstrate selective field ionization, the field pulse need not, and in fact will not,
not have a constant slope, in all but the most trivial of cases. To optimize our
applied electric field as a function of time, we present an evolutionary algorithm
as a proposed solution to the problem of selective ionization. While experimental
efforts have temporarily stalled, we have successfully developed a working algorithm
using our theoretical calculation to test its efficacy.

Chapter 2
Overview of Genetic Algorithms
While there are variety of complex factors that influence the process biological
evolution, fundamentally there are two driving mechanisms: (1) genetic variability
as a result of random mutation and (2) natural selection [6]. Evolution allows
biological organisms to adapt to their environments in order to survive and pass on
their genetic information.
The idea of applying evolutionary processes to computing was first proposed as
early as the 1950s as a way of optimizing solutions to engineering problems. In
the 1960s, Ingo Rechenberg proposed “evolution strategies” to find ideal machine
designs like airfoils. An airfoil is the aerodynamic shape of devices like an airplane
wing, propeller blade, or boat sail [7]. Any small changes, or mutations, applied
to an airfoil may alter its performance positively, negatively, or negligibly. Mim-
icking natural selection, models resulting from positive changes are preserved and
those suffering from defects detrimental to functionality are rejected. Applying this
process of mutation and selection over time allows for the accumulation of benefi-
cial changes and would, in principle, be able to use input parameters, such as fluid
properties, to find the optimal solution, in this case: the ideal airfoil design.
Expanding on this evolutionary approach to problem solving, John Holland,
along with his students and colleagues, began developing the first genetic algorithms
15
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(GAs) in the 1970s. However, instead of simply trying to design algorithms to
solve specific problems, Holland’s goal was to understand the natural phenomenon
of biological organisms adapting to their environment and develop an analogous
theoretical framework which could be applied to computer systems [7]. In creating
this general class of algorithms, a scientist or engineer could use this evolutionary
model to find an optimal solution to a complicated problem, where the details of
the best answer are not obvious.
Modern innovations in high performance computing have opened up new avenues
of research in computational science. Many times, these computational problems
involve searching through enormous numbers of possibilities. They also require soft-
ware to be adaptive, and their complex solutions are often too difficult to implement
by hand [7]. For these reasons, evolution is a useful method of sorting possible so-
lutions, sifting through a dynamic set of individuals and utilizing randomness to
its advantage in mutating candidates. In exploring the theoretical basis of GAs,
we examine all of the individual elements that comprise a GA as well as how these
constituent components work together.
2.1 Biological Terminology
In understanding the genetic analogy, it is useful to consider some biological termi-
nology. All living organisms are made of cells. Each cell contains the blueprint for
manufacturing the biochemical machinery necessary for sustaining the organism.
This genetic information is stored in one or more chromosomes. A chromosome
contains a variety of genes. Each of which is a set of instructions that allow for the
production of a particular protein, which manifests itself in the organism’s physical
traits. Variation within these traits are alleles. All of the information stored in an
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Figure 2.1: Comparing candidate solutions. If the ideal, optimal solution in this
case is linear with a slope of 1, a genetic algorithm would attempt to numerically
find a piecewise function that is a best fit for the line. How similarly the candidate
solution “matches” the optimal solution is its fitness function.
organism’s chromosomes is collectively called the genome, of which a genotype is a
particular subset. A genotype manifests itself in the physical traits of the organism
collectively known as a phenotype [7].
Each of these biological terms have a corresponding algorithmic component.
For example, data structures like a string of binary digits or a vector containing
some objects could be an example of a chromosome, each element of which could
represent a certain gene or allele. In looking for an optimal numeric solution, all
of this information contained in the genotype would determine the traits of the
solution, namely how well it solves the problem in question. This is known as an
individual solution’s fitness. An example of candidate solutions compared to the
optimal one is illustrated in Fig. 2.1. However, the best choice for a fitness function
depends on the context of the problem as seen in Table ??.
In order to improve the quality of numerical solutions over time, we can use each
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Solution Average |∆y| Slope
Ideal 0 1
Candidate i 2.1 0.78
Candidate ii 0.6 0.78
Candidate iii 3 1
Table 2.1: Candidate solutions with possible fitness functions. The traits of an
individual that determine its fitness are problem-dependent. For instance, if the
average slope were the most important feature that determines the fitness of a
solution, then Candidate 3 is the fittest individual in the population. However,
in a problem that requires minimizing error in the dependent variable, Candidate
ii is the fittest candidate solution.
candidate solution’s fitness function to mimic the process of natural selection that
occurs in nature. Simply put, biological evolution selects which individuals within
a population survive and reproduce based on how well-adapted they are to their
environment; more fit individuals have a better chance of passing on their genetic
information than less fit individuals. In a GA, candidate solutions of low fitness are
likely to be discarded while better solutions can remain in the population or can be
bread with other highly fit individuals to produce offspring. The process of creating
a new generation of solutions involves breeding the fittest solutions via a crossover
operator.
2.2 Crossover Operator
A crossover operator is a function that emulates the process of sexual reproduc-
tion by which parents exchange genetic information to create a new individual in
the population. In a GA, the process of crossing genotypes can be implemented
in various pseudorandom ways. One of the simplest operators is the single-point
crossover as shown in Fig. 2.2. In this method, first, a random location is selected
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Figure 2.2: Single-point crossover operator. The black dot represents the ran-
domly selected location in the genotype, about which genetic information is to
be exchanged between the two parents [6]. Two children possible offspring are
shown, but only a single offspring is produced per crossover.
within one of the parent’s genomes. Then, all of the genetic information preceding
that location is exchanged with all the genes from the other parent’s genotype up
to that same location.
Similarly, in a two-point crossover, two randomly selected points in the genotype
are selected, and all of genetic information between those two points is swapped
between the two parents [7]. A crossover operator can also iteratively construct
a new offspring genome by picking each one with some probability from the two
parents. These uniform and two-point crossover techniques are shown in Fig. 2.3. In
addition to sexual reproduction, mutations can also introduce more genetic diversity
to a population.
2.3 Mutation
Biological evolution is not a random process because it relies on external pressures
that discriminate against individuals in a population that are not well-adapted
to their environment and favors the survival and reproduction of the population’s
20 CHAPTER 2. OVERVIEW OF GENETIC ALGORITHMS
Figure 2.3: Two-point (a) and uniform (b) crossover [6].
fittest individuals. However, random mutations are a necessary aspect of the evo-
lutionary process, since they can introduce novel genetic information into an indi-
vidual’s genotype. In nature, most mutations are benign, but some can drastically
change the expressed phenotype, potentially increasing or decreasing said individ-
ual’s fitness. Mutations usually occur with a small but crucially nonzero probability.
They can add and delete, or simply change existing genes in a genotype. For the
purposes of GAs, mutations have a specified probability of occurring at each gene
during the creation of a new individual as depicted in Fig. 2.4. These are effective
in randomly “disrupting” certain established genetic sequences, allowing for the
possibility of increased fitness [7].
2.4 Selection Methods
The emergence of sexual reproduction in biological organisms increased the ability
of individuals to spread their genes throughout a population and diversified the
collective genetic pool. Sexual selection, the process by which individuals in a
population are chosen to reproduce, is a powerful force in population dynamics, so
much so that certain organisms have evolved elaborate physical appearances and
behavioral patterns to attract mates, which ultimately increases the individual’s
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Figure 2.4: Gamma ray causing a mutation. In biological organisms, muta-
tions sometimes occur in the process of cellular division and DNA replication. A
genome can also be damaged due to ionizing radiation. GAs mimic point mu-
tations by randomly changing genes within a chromosome at a specified rate of
mutation when a new individual is initialized [6].
chance of being eaten by a predator. By analogy, choosing an appropriate method
by which candidate solutions are selected to breed offspring plays a crucial role in
determining the performance of the algorithm.
2.4.1 Fitness-Proportionate Selection
John Holland’s original GA utilized fitness-proportionate method as an analogue
for sexual selection. Holland’s GA assigned each individual in the population an
“expected value,” simply the quotient of the individual’s fitness and the average
fitness of the population, and the sum of all individuals’ expected values T . Looping
over the entire population, the expected values of the individuals are added together
until their sum exceeds a randomly generated integer r1; the last individual whose
expectation value was summed is selected for crossover. This Monte Carlo process
is performed again for another randomly generated integer r2 to find the second
parent. Selection is repeated until the original population is replaced. For any non-
steady-state selection method, the next generation may or may not retain the fittest
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individuals from the previous generation. Algorithms that allow the best candidate
solutions to stay in the population for multiple generations are said to be elitist ;
evidence suggests that elitism significantly improves a GA’s performance [7].
Statistically speaking, the stochastic nature of Holland’s fitness-proportionate
selection results in the number of offspring produced by an individual being pro-
portional to that individual’s expected value. However, this method suffers from
“premature convergence” [7]. GAs usually begin with a pseudorandomly generated
initial population. Thus, it is likely that only a few candidate solutions will be
of substantially higher fitness than the average individual. Because this method
is so biased early on in favor of the fittest candidates, only a small subset of the
population reproduces. The decreased genetic diversity causes the population’s av-
erage fitness to plateau within fewer generations. To counteract this effect, sigma
scaling attempts to keep the selection pressure relatively constant over successive
generations [7].
2.4.2 Boltzmann Selection
For a GA to find an optimal solution with a very high fitness, it may be advanta-
geous to vary selective pressure over time. Explicitly, it is beneficial for selection to
be more egalitarian initially, allowing less fit individuals to compete more aggres-
sively with fitter ones. However, as generations pass, optimization would benefit
from strictly selecting from only the most elite individuals in the population. One
strategy for implementing this technique is to continually vary the “temperature”
controlling the selection pressure, starting out “warm” with liberal selection and
getting “colder” and more conservative over time. Thus, for temperature T , Hol-
land’s expectation value X becomes
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X(i, t) =
ef(i)/T
< ef(i)/T >t
, (2.1)
where f(i) is the fitness of individual i at time (generation) t [7].
2.4.3 Rank Selection
Rank selection avoids the problem of early convergence by selecting individuals
based on how highly ranked their fitness is, not its absolute value in relation to the
average. This prevents only a small group of elite from dominating when fitness
variance is initially high but also keeps selection pressure high as variance decreases
over time. Under rank selection, each individual in a population of size N is ranked
in increasing order of fitness from 1 to N . The user is then free to choose a maximum
expected value for the fittest individual such that 1 ≤Max ≤ 2. The expected value
X of each individual i in the population is then
X(i, t) = Min+ (Max−Min)rank(i, t)− 1
N − 1 , (2.2)
where Min = 2 −Max is the expected value of the individual with rank 1. Rank
selection using a maximum expected value of Max = 1.1 has been shown to out-
perform Holland’s stochastic, fitness-proportionate selection method under certain
test problems [?]. Still, GAs that utilize rank selection tend to be lethargic in find
highly fit individuals and can be difficult to implement efficiently.
2.4.4 Tournament Selection
Another non-stochastic selection process is known as tournament selection and is
one of the most common selection methods in modern implementations of GAs. In
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tournament selection, a randomly selected subset of individuals within a popula-
tion is added to a tournament population of size s. The fittest individual in this
tournament is chosen with some probability P to parent offspring with the winner
of another tournament. The entire process is illustrated in Fig. 2.5. Tournaments
can be implemented in various ways depending on the application.
Figure 2.5: Tournament selection visualized. A two tournaments of size s = 4
randomly choose individuals from population of size N = 13. The winners of the
tournament undergo crossover and produce two offspring.
For example, if s = 1, then an individual is effectively chosen randomly from
the population to breed with another randomly selected individual. This, however,
is not an ideal strategy because it ensures that all members of the population have
the same chance of passing on their genetic information as all others, regardless
of fitness. Recent computational experiments testing a GA on a minimum ver-
tex cover problem show that the proportion of individuals above a certain fitness
threshold within a population increases more quickly with tournament size for at
least s = N/2 [8]. In graph theory, an undirected graph is a mathematical object
is represented by
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G = (V,E), (2.3)
where V is the set of all nodes, or vertices, in that graph, and E is the set of all
its edges; it is undirected because the connections between nodes do not have a
preferred direction. A vertex cover V ′ is a set of nodes in which every edge has at
least one vertex in the set. For large graphs, minimizing the size of V ′ is good test
for optimization algorithms [9]. Eremeev’s results comparing different tournament
sizes for this problem are shown in Fig. 2.6.
Figure 2.6: Average proportion of optimal solutions over successive generations.
The experiment on the minimum vertex cover problem tests the average propor-
tion of individuals that meet Eremeev’s fitness threshold for a population size of
N = 100, comparing tournament sizes of s = 1, s = 2, s = 10, and s = 50. The
average fitness over time for the population is bounded from above and below by
the largest and smallest tournament populations respectively. Both s = 10 and
s = 50 sizes converge to about the same average population fitness, but the larger
tournament does so in fewer generations.
Faster convergence to a fitter population on average with a sufficiently large
tournament population is unsurprising since the larger the subset of the popula-
tion, the lower the probability of an unfit individual “winning” the tournament.
However, choosing the optimal value for s or the probability the fittest individual
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in the tournament will be selected for reproduction, like many other aspects of GAs,
is dependent on the context of the problem in question. For example, guaranteeing
offspring from the fittest individual in a tournament may apply unnecessary selec-
tion pressure in early generations, especially in a small population. Thus, some
tournaments assign a probability proportional to an individuals rank within the
tournament in an attempt to relax selection criteria and increase genetic diversity.
Chapter 3
Physical Application
Our path-to-ionization calculation evolves an initial superposition state until the
electron is stripped from the atom. However, in order to better understand the
fundamental physics involved in the dynamics of electro-sensitive atomic systems,
we would like to establish a method of quantum control. By optimizing our electric
field pulse in time, we desire the capability to maximize the electron amplitude in
any specified state. Initially, we assumed a linear electric field ramp in time, but
simply varying the slew rate proves to be insufficient for selective state processes.
Clearly, the electric field as a function of time would vary depending on the initial
superposition and the desired end state and is unlikely to be linear except in the most
trivial of cases. In order to determine optimal pulses, we present an “intelligent”
algorithm that utilizes evolutionary techniques.
3.1 GA Implementation
For simple Hamiltonians, we can easily predict the evolution of the electron’s wave
function. For example, at any given avoided crossing between two states with the
same |mj| values, the combined electron amplitude of the states is conserved, but
their relative proportions are influenced by the rate at which the electric field is
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changing and the energy separation between those two states. In general, we can
intuitively understand that the probability of an electron transitioning adiabatically
from one state to another increases with faster slew rate through that avoided
crossing. Intuitively, we also know that the larger the separation between two energy
states, the less likely an electron is to make this jump. However, for energy spectra
as complicated as those produced by the Stark effect, it becomes significantly less
clear what the optimal ionization pulse should be doing at any given moment in
time. For this reason, we suggest a genetic algorithm is useful, since the optimal
ionization may be overlooked by a human observer as no known analytical solution
exists. GAs can randomly combine properties from “better” candidates which may
produce even fitter offspring solutions. GAs can also introduce mutations, random
changes in electric field, so as to add genetic diversity to the population of electric
field pulses.
By our biological analogy, each candidate ionization pulse is an individual of the
entire set of candidate pulses, known as the population. Each individual’s genome
is stored in a list of time and electric field values. The interval between each value
in time is fixed, and the size of this interval is constrained by the resolution of our
electrode. The electric field values vary at each time for every individual. Each
individual’s fitness is evaluated as directly proportional to the amount of electron
amplitude the pulse sends to the desired state once the maximum field is reached.
In producing the next generations, we implement a tournament selection process by
which the winners of two tournaments are bread together via a uniform crossover
operator. We have developed a GA that utilizes our ionization code to find an ideal
field pulse.
In developing our algorithm, deciding which crossover and selection methods
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best fit the needs of the problem was crucial, since different techniques have their
own strengths and weaknesses. We chose a uniform crossover operator not only
because its implementation is more intuitive for this problem, but also, recent ev-
idence suggests single- and two-point crossover operators are among the worst at
converging to producing highly fit individuals [10]. For selection operators, the
tournament process offers enough flexibility and control so as to avoid suffering
from the weaknesses experienced by other selection methods. For instance, if the
GA in question were to converge too quickly upon a sub-optimal maximum fitness,
adjusting the probability with which the tournament selects its fittest individual is
trivial and resolves the issue of excessively strong selection criteria. In our imple-
mentation, this early convergence was a non-issue for sufficiently large population
and tournament sizes. Thus, the fittest of a randomly selected tournament has a
crossover probability of 1.
3.2 Evolving Electric Fields in Time
Generating the time evolution operators for an entire Stark map and evaluating
their product with the electron’s state vector at each step up to ionization is a
time-consuming process, with a single run of StarkMapper and TimeEvolution on
our supercomputing cluster taking several hours to finish. So in order to test our
algorithm, which requires executing both functions numerous times, we must define
a new, smaller problem space in which to work, in the interest of time. We chose
to simply construct an artificial energy structure given by a 4-by-4 Hamiltonian
with several avoided crossings as shown in Fig. 3.1. In doing so, we eliminate the
necessity to calculate the probability of ionizing the electron at a particular field
value as well as storing the quantum numbers. We are, instead, only concerned
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with the electron’s final state vector when the maximum field value is reached.
Ultimately, we are simply interested in sending the electron amplitude to a specified
energy state upon ionization. Downsizing the problem considerably by reducing the
scale of our matrices allows for testing the merits of the algorithm more efficiently
as opposed to wasting time on operations irrelevant to evaluating the fitness of an
ionization pulse.
Figure 3.1: The artificially constructed energy states on which we test our
algorithm. Testing a GA using the electron ionization calculation is too time-
consuming and inefficient. Thus, we construct a small, customized Hamiltonian
with properties similar to real avoided crossings.
3.3 Evolving Field Pulses
Previously, both our StarkMapper and TimeEvolution functions would iterate over
electric field values with a specific field resolution. This was the simplest method
for finding the electron’s path to ionization, assuming a constant slew rate, and it
worked sufficiently well, provided we performed the calculation only once. However,
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we run into problems when performing this calculation many times, each computa-
tion with a different set of applied fields as our GA dictates.
If an individual pulse’s genetic information is contained in its electric field values
and is ordered by the corresponding times, then the iteration-over-field implementa-
tion breaks down. This is because such a method prevents the exchange of electric
field values between individuals. It is also impractical to keep field values fixed and
perform mutations and crossovers on values of time, as if the times at which electric
fields occurred were the genetic information indexed by field. For instance, a small
example population is tabulated in Table ??. Since the electric field values and
times are stored in files and the order in which they are read into an individual’s
genome matters, swapping time values between individuals corrupts the times’ as-
cending order; this is not an issue for field which can increase and decrease, but
time can only move in one direction.
Individual Times (ns) Electric fields (V/cm) Fitness
Pulse a 0.0, 1.0, 2.0, ... 20.0 0.0, 0.5, 1.0, ... 10.0 0.13 7
Pulse b 0.0, 1.0, 2.0, ... 20.0 0.0, 0.5, 0.7, ... 10.0 0.241
Pulse c 0.0, 1.0, 2.0, ... 20.0 0.0, 0.6, 0.8, ... 10.0 0.039
Pulse d 0.0, 1.0, 2.0, ... 20.0 0.0, 0.2, 1.1, ... 10.0 0.082
Table 3.1: A small sample population of size N = 4. Each individual contains
an ordered list of electric field values with corresponding time values at which
these fields occur. A pulse’s fitness is simply the complex square of the electron’s
amplitude in the desired energy level upon termination.
Once the source code was reorganized so as to iteratively loop over time, the
next step in implementing our GA was to initialize our population. Upon first
inspection, it seemed wise to generate a random population of linear ramps with
differing slopes. However, sweeping over a given range of field values starting at 0
V/cm and ending at the maximum field value, would require that individuals with
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larger slew rates reach the maximum field sooner than slower ionization ramps. This
would imply at least one of three things: (1) individuals with different slew rates
could not have the same number of genes in their genotype, which would complicate
crossover operations, (2) the timestep would not be the same among all members
of the population, which violates our assumption of a constant timestep, or (3)
all individuals with ramps faster than the slowest slew rate would have multiple
electric field values greater than or equal to the maximum field, which is wasteful
and restricts genetic diversity.
Figure 3.2: A small sample population of N = 4 candidate electric field pulses.
Each field pulse begins at time t = 0 at zero field and ends at a maximum
field value of 10 V/cm. The coordinate pairs of time and field values are evenly
spaced at a specified resolution, but the field values at those points vary due to the
random initial population, subsequent breeding, and point mutations. These data
points for each candidate solution in the initial population are stored in a file as
a comma-separated list of real-valued numbers. We interpolate the intermediate
time and field values with a linear slope between these points.
To avoid this, we choose to initialize our population by first assuming a constant
ramp rate for all individuals, which is simply
slewRate =
maxField−minField
maxT ime−minTime , (3.1)
where minField and minTime are both zero. The total time maxTime is given
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by the product of the number of steps in the calculation and the time resolution,
which we set to be arbitrarily small (10−11 s). The number of steps is the ratio of the
maximum field and our field resolution, constrained by our experimental apparatus
at 4 V/cm/ns. Then, for every gene that is neither first nor last in an individual’s
genome, we randomly alter its electric field value, within a certain range, for every
candidate pulse in the population as depicted in Fig. 3.3. This ensures that every
ionization pulse’s genotype is unique, yet begins at zero electric field and terminates
at the maximum field value.
Individual E[t=0] E[t=1] E[t=2] E[t=3] E[t=4] E[t=5] ... E[t=20]
Parent a 0.0 0.5 1.0 1.3 2.1 2.6 ... 10.0
Parent c 0.0 0.6 0.8 1.5 1.9 4.9 ... 10.0
Offspring 0.0 0.5 0.8 1.3 1.9 2.6 ... 10.0
Table 3.2: The parents from Fig. 3.3 contribute about half of their genetic
information in the form of electric field values to their offspring. While the fields
are not necessarily increasing, they are ordered by increasing time.
Aside from applying boundary conditions to our desired electric field pulse by
restricting our starting and ending field values, the evolutionary algorithm is largely
unconstrained. While we understand that there are certain general principles that
make for better or worse GAs, the abundance of context-specific variables make
exploring the entire parameter space a challenge. For example, although we are
physically restricted by the resolution of our field source, it is not immediately clear
how large the optimal range of modifying field values is. In addition, although ideal
populations are moderate in size, adding more candidate solutions drastically slows
down our calculations, making it less practical to implement in real-time with our
experiment. Furthermore, the problem of how much selective pressure should be ap-
plied to the system over time remains, and despite most modern algorithms utilizing
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Figure 3.3: A new individual is created by mixing the genotypes of parent
solutions and is added to the candidate population. This unique field pulse is a
product of crossover between Solutions a and c in Fig. 3.3.
some version of tournament selection, there are a variety of implementations [?].
Attempts have been made to demonstrate selective state field ionization of Ry-
dberg atoms using genetic algorithms with limited success [11]. However, relying
on a plethora of results from computational experiments testing the performance
of various different algorithms can further reduce the number of unknowns in our
calculations and provide insights into improving our GA’s efficiency.
Chapter 4
Results and Analysis
4.1 Testing the GA
In order to reduce the size of our GA’s parameter space, we utilize results from
prior computational experiments like those performed by Kenneth De Jong. In
general, well-performing GAs have several characteristics in common: moderate
population size, high probability of crossover, and a low mutation rate, inversely
proportional to the population size [6]. We also know from more recent experiments
that GAs converge to a higher proportion of fit individuals with a larger tournament
population up to half of total population’s size. We test our GA under a variety
of conditions by varying parameters such as population and tournament size and
elitism. The optimal electric field pulses of one of these tests is shown in Fig. 4.1.
Our desired final result is an optimized electric field pulse. Fig. 4.2 plots electric
values at each specified time for the algorithm’s best field pulse under the conditions
in Fig. 4.1. The optimal time-dependent field has a fitness of 0.866324 and is
superimposed on our test case avoided crossings in Fig. 4.3. Ultimately, this is
what we wanted to show.
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Figure 4.1: The fitness of the best individuals within a population are shown
over ten generations. The fitness function for the electric field pulse is simply the
probability of finding the electron in the n = 2 state at the maximum electric field
10 V/cm. The initial state of the electron is the n = 4 level. This test assumed
a solution population of N = 30 individuals, a deterministic selection process
with a tournament of size 10, a mutation rate of 0.0333, and elitism, whereby the
fittest individual within a population at time t survives to the next generation
t+ 1.
4.2 Conclusion and Future Work
The purpose of this project was to develop a working genetic algorithm which could
be applied to optimizing electric field pulses in order to selectively ionize Rydberg
electrons. In this paper, we present such an algorithm and demonstrate its efficacy
in this optimization process. In testing our algorithm using our electron ionization
calculation, we corroborate previous findings of the efficacy of a moderate popula-
tion size (N = 30) and relatively large tournament size (s = 10), low mutation rate
(0.0333), high crossover probability (P = 1), and elitism in consistently producing
fit individuals over relatively few generations, with our fittest individuals “ionizing”
electrons in the desired state anywhere from 85 to 95 percent of the time. However,
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Figure 4.2: Optimized electric field pulse. After ten generations of evolution,
these set of field values produces the most fit individual such that it successfully
sends almost 90 percent of the electron’s amplitude from the n = 4 state to the
n = 2 state. Electric field values between stored points are simply interpolated
by a linear slope. We see evidence of the importance of random mutation in pro-
ducing highly fit individuals as evidenced by large spikes in electric field deviating
from the otherwise relatively flat field ramp.
there remains work to be done in improving our optimization process.
For one, using the numerical time evolution calculation to find each individual’s
fitness within a population for each generation is an inefficient and time-consuming
process. Despite the fact that the matrices for our test case problem are very
small, on the order of thousands of time evolution operators are generated for each
individual of the population, and this is repeated for every generation. For even
relatively small populations, this process becomes tedious when performing the
StarkMapper operation in serial. Thus, to further test the rigor of our algorithm
under more conditions and on more complicated energy structures, we would like
to reimplement the parallelization of the StarkMapper program. We are confident
that even higher fitnesses can be reached with our algorithm, but are not currently
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Figure 4.3: Electric field over time superimposed on avoided crossings. The four
energy states involved in the avoided crossings are labelled n = 1 to n = 4, from
bottom to top. It clearly shown that if this were a physical system, the electron
will have passed though certain avoided crossings several times before reaching
the maximum electric field.
practical to achieve due to the amount of time required to continually calculate
fitnesses over many more generations.
Secondly, we would like to test other methods of crossover and selection to see
if we can achieve more rapid convergence to highly fit individuals. We took for
granted the choice of a uniform crossover operator in selecting a breeding the next
generation of individuals for our population. However, experimental evidence sug-
gests that single-point and uniform crossover operators are among the least likely
to produce optimized solutions [10]. Yet, implementing some of the more sophisti-
cated crossover methods is not trivial and for our purposes, might not even improve
algorithmic performance. In order to ensure that we are optimally breeding new
solutions, more research is required.
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Similarly with the selection process, we assume unity for the crossover probabil-
ity, meaning the fittest individual within a tournament is always chosen to parent an
offspring. While we did develop a non-deterministic tournament selection method,
in which parents are selected from a tournament with some probability proportional
to their fitness, we did not attempt to implement in our GA because our original
method did not suffer from the issue of premature convergence, usually the result
of excessive selection pressure in early generations. However, for more complicated
energy structures, it may be beneficial to test these alternative methods.
Lastly, in addition to generalizing the process by which we perform calculations
and exploring a larger parameter space on different test cases and energy structures,
endgame of this research is to experimentally demonstrate selective field ionization.
This involves running our GA in tandem with the atomic ionization apparatus at
Bryn Mawr. By optimizing the field ionization pulse in real-time with the experi-
ment, we would significantly reduce the timescale of the optimization process, but
in order to do this, we must adapt our program to read in data and analyze it in
order to find an individual’s fitness instead of relying on our numerical calculation.
This also means that we must develop a more sophisticated fitness function that
incorporates a range of energy states as opposed to just one.
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