We consider the model of non-regular nonparametric regression where smoothness constraints are imposed on the regression function and the regression errors are assumed to decay with some sharpness level at their endpoints. These conditions allow to improve the regular nonparametric convergence rates by using estimation procedures which are based on local extreme values rather than local averaging. We study this model under the realistic setting in which both the smoothness and the sharpness degree are unknown in advance. We construct adaptation procedures by Lepski's method and Pickands's estimator which show no loss in the convergence rates with respect to the integrated squared risk and a logarithmic loss with respect to the pointwise risk. Optimality of these rates is proved. Some numerical simulations and an application to real data are provided.
Introduction
In the standard model of nonparametric regression the data Y j = f (x j ) + ε j , j = 1, . . . , n , (1.1) are observed. In contrast to classical theory the observation errors (ε j ) are not assumed to be centred, but to have certain support properties. This is motivated from many applications where rather the support properties of the noise are modeled and where the regression function f describes some frontier or boundary curve. Typical economical examples include auctions where the bidders' private values are inferred from observed auction bids, see Guerre et al. [9] and the whole stream of production frontier estimation, see e.g. the recent contribution by Daouia et al. [4] and the references therein. Korostelev and Tsybakov [18] discuss related density estimation problems in the field of image recovery. Model (1.1) also appears in natural sciences such as biology and physics, see for instance Smith [24] for temperatures and sport records. Here, we shall show how the estimation and reconstruction of the famous sunspot data fits into this framework, see Section 5, paragraph C.
In the current work we restrict to equidistant design points x j = j/n on [0, 1] and regression errors ε j which are concentrated on the interval (−∞, 0]. We allow for general nonparametric smoothness classes of regression functions f and do not impose shape constraints, for which point hull estimators perform well. Concretely, f : [0, 1] → R is supposed to lie in the Hölder class H [0, 1] (β, L) with β > 0, where the β -derivatives of all f ∈ H [0,1] (β, L) satisfy
Here β = max{m ∈ N 0 : m < β} is the largest integer strictly smaller than β. If the regression errors are regularly distributed, centred and of bounded variance, the minimax optimal convergence rate over H [0, 1] (β, L) is n −2β/(2β+1) in squared pointwise or L 2 -loss. In our case the minimax rates heavily depend on the average number of observations in the vicinity of the support boundary. We consider the case where the ε j are i.i.d. with distribution function F satisfying F (y) = 1 − c F |y| a F + r(y), as y ↑ 0, a F , c F ∈ (0, ∞).
( 1.2)
The smaller the exponent a F , the faster the attainable minimax rates are. We suppose Assumption 1.1.
(i) |r(y)| = O |y| a F +δ , δ > 0, as y → 0,
(ii) E |ε 1 | p < ∞ for some p > 2, (iii) F is continuous in a neighborhood of 0.
Such noise models with a F ∈ (0, 2) are usually referred to as non-regular (e.g. Ibragimov and Hasminskii [14] ) since they exhibit non-standard statistical theory already in the parametric case. The optimal convergence rate n −2β/(a F β+1) depends not only on β, but also on a F and is for a F ∈ (0, 2) faster than for local averaging estimators in standard mean regression. If the support of (ε j ) is symmetric like [−a, a] and β ≤ 1, Müller and Wefelmeyer [23] have shown that mid range estimators attain these better rates. Hall and van Keilegom [11] construct local linear estimators based on extreme order statistics and derive the minimax rates for β = 2. In the work of Knight [17] limit distributions of estimators are studied in non-regular linear models, which are, however, only implicitly defined by an asymptotic linear program. Janssen and Marohn [16] deduce weak limit experiments in parametric non-regular models. Chernozhukov and Hong [2] discuss parametric efficiency of maximum-likelihood and Bayes estimators in this context and discuss their relevance in economics. Recently, Meister and Reiß [22] proved strong asymptotic equivalence in Le Cam's sense between a non-regular nonparametric regression model for a F = 1 and a Poisson point process experiment. Chichignoud [3] considers a local Bayesian estimator in a multiplicative regression model with uniform noise which can be transformed to our non-regular nonparametric regression setting with exponentially distributed errors (ε j ). Optimal pointwise convergence rates are obtained in this case applying Lepski's method to adapt to the unknown smoothness β. Let us give a brief overview on adaptive estimation in regular nonparametric models. Early interest goes back to Hall [10] , who studies data-driven bandwidth selection via cross validation in kernel density estimation, and to Efromovich and Pinsker [6] , who consider adaptive estimation in a white noise model, which is closely related to Gaussian nonparametric regression. Those approaches focus on an integrated risk; while pointwise adaptation has been investigated in e.g. Lepski [21] and Lepski and Spokoiny [20] . Finally we mention the work of Cai [1] , who considers adaptive procedures when the target function lies in Besov spaces, and Goldenshluger and Lepski [8] , who study adaptive methods and convergence rates with respect to general L r -loss in the field of density estimation.
The main purpose of the present work is to extend the existing theory beyond the limitation β ≤ 2 imposed by locally constant or linear approximations and, more importantly, to address the inherent statistical problem of a data-driven or adaptive bandwidth choice in the realistic setting when both the smoothness level β and the sharpness degree a F are unknown. The first point is addressed by Proposition 3.1 below where for a linear program in terms of general local polynomials, derived from some quasi-maximum likelihood approach, a non-trivial decomposition in approximation and stochastic error is derived. This decomposition is a key result for our analysis, and permits us to consider also the L 2 -metric as error measure for the risk. For adaptive bandwidth selection, we apply a variant of the Lepski [21] procedure with pre-estimated critical values. Pre-estimation is necessary because we do not assume the distribution of (ε j ) to be known. The remarkable result of Theorem 3.1 is that for L 2 -loss we obtain the same rates of convergence as in the case of known regularity β and known distribution of (ε j ). For pointwise loss the rate deteriorates to (n/ log n) −2β/(a F β+1) , see Theorem 3.2 below, which extends the more specific result by Chichignoud [3] . Technically, the optimal L 2 -adaptation is much more demanding since it requires tight deviation bounds. Note also that standard global adaptation concepts like the unbiased risk estimation principle are not designed for the underlying nonlinear structures here.
In Section 4 it is shown that both rates are minimax optimal for adaptive estimation. For regular mean regression these rates, inserting a F = 2, and particularly the payment for adaptation on β under pointwise loss are well known. A priori it is, however, not at all obvious that in the non-regular case with Poisson limit experiments (Meister and Reiß [22] ) and where the parametric MLE has a stable limit distribution (Woodroofe [26] ) exactly the same factor appears. Moreover, we do not pay in the rates for not knowing a F . In Section 5 we provide some numerical simulations in order to evaluate the finite sample performance of the estimator. It turns out that lower values in a F indeed lead to significantly improved results. Also, the bandwidth selection rule shows a quite unexpected behaviour on first sight. An application to the sunspot data is discussed in detail. Most proofs and some auxiliary lemmas are deferred to Sections 6 and 7.
Methodology
We consider a local polynomial estimator based on local extreme value statistics. We fix some x ∈ [0, 1] and consider the coefficients ( b j ) j=0,...,β * which minimize the objective function
As an estimator of f we definẽ
where the bandwidth h k > 0 remains to be selected. If −ε j is exponentially distributed and the regression function a polynomial of maximal degree β * on the interval [x − h k , x + h k ], thenf k (x) is the maximum likelihood estimator (MLE), whence the approach can be seen as a local quasi-MLE method, see also Knight [17] . In contrast to local linear estimators, as employed by Hall and van Keilegom [11] , the sum over the evaluations at x i in the neighbourhood of x is minimised. Already in the case of quadratic polynomials p the minimisation of just the value p(x) under the support constraints would yield the inappropriate estimatorf k (x) = −∞ if x is not a design point andf k (x) = Y i if x = x i because a sufficiently steep parabola would fit the constraints. Even in the latter case this causes problems, as is visualised in Figure 1 The calculation of our estimator only requires basic linear optimisation, but its error analysis will be more involved. Note that the formulation as a linear program is particularly important for implementation purposes, since our procedure requires the computation of many sequential estimators as the bandwidth h k increases. The adaptation problem consists in finding the (asymptotically) optimal bandwidth h k when neither the regression function f nor the specific boundary behaviour of the errors (ε j ) is known, which leads to different convergence rates. For that purpose we follow the method inaugurated by Lepski [21] and we consider geometrically growing bandwidths with h 0 = n h 0 −1 , h 0 ∈ (0, 1) and
The purely data-driven estimator f :=f k is defined as
The critical values z T l , l = 0, . . . , K + 1 depend on the observations {Y i } 1≤i≤n , and will be specified below. The basic idea is to increase the bandwidth h k as long as the distance (in some suitable semi-norm · ) between the estimators is not beyond the usual stochastic fluctuations of the estimators such that atk the bias is not yet significant. In order to choose z T l , the extreme-value index a F and the constant c F from equation (1.2) have to be estimated. For that purpose we shall develop a quasi-Pickands method in Section 3.2, cf. Pickands [15] and Drees [5] . Remark 1. It is possible to extend our results to dependent noise (ε j ) and our results will also hold under weak-dependence concepts such as mixing conditions, L 2 -m approximability and related notions, including ARMA(p,q) or GARCH(p,q) processes, see e.g. Hörmann and Kokoszka [13] . Interestingly, it turns out that dependencies do not require an alteration of our method, in particular the critical values z T l , l = 0, . . . , K + 1 remain the same! This is in stark contrast to the regular case, where dependencies are reflected in the long-run variance of the underlying estimator, whose estimation is a highly nontrivial problem and would add another level of complexity. We do not face this problem in the non-regular case since our estimation procedure relies on the maximum operation. As can be seen for example in Leadbetter [19] , the normalizing sequences and critical values do not get altered under weak (or even high) persistence since the maximum function essentially 'destroys' dependencies. Fortunately, this phenomenon naturally carries over to our estimation procedure, and we can thus actually neglect possible dependencies in practice. Still, proving the results under dependencies additionally leads to very delicate and lengthy computations, complicating the estimation of the critical values and blurring the general concept. We therefore stick to the i.i.d. situation.
Asymptotic upper bounds
In this section we will study the convergence rate of our estimator f =f k with k as defined in (2.4) when the sample size n tends to infinity. We will consider both, the
2 for some arbitrary but fixed x ∈ [0, 1] and the L 2 -risk
First some preparatory work is required.
General upper bounds
Most of our analysis relies on the following decomposition, where the error for the implicitly defined base estimatorsf k (x) in (2.2) is split into a deterministic and a stochastic error part. Even thoughf k (x) is highly non-linear, we obtain a relatively sharp and particularly simple upper bound.
Proposition 3.1. There exist constants c(β * , L), c(β * ) and J(β * ), only depending on β * and L, respectively, such that for any x ∈ [0, 1] and β ∈ (0, β * + 1]
where
Remark 2. Interestingly, this decomposition holds true for any underlying distribution function F and dependence structure within (ε j ). Its proof is entirely based on nonprobabilistic arguments and has an interesting connection to algebra. A generalisation to arbitrary dimensions or other basis functions than polynomials seems challenging.
We continue the range of the indices j of the (x j , ε j ) from {1, . . . , n} to Z while the equidistant location of the x j and the independence and identical distribution of the ε j is maintained. Then, Proposition 3.1 yields that
It follows from there that
To pursue adaptivity suppose that, for some seminorm · , we can bound the error via
for some nonnegative random variables B k , R k , where B k increases in k and R k decreases in k. Neither the B k nor the R k depend on f , only on β and L. In the sequel B k will be a bias upper bound while R k is a bound on the stochastic error, which here -in contrast to usual mean regression -decays in k for each noise realisation. The following lemma addresses both, the pointwise and the L 2 -risk, since the pointwise distance of function values at some x as well as the L 2 -distance of functions on [0, 1] define seminorms.
Lemma 3.1. Let · denote some seminorm and letf k , f lie in the corresponding seminormed space. Assume (3.3) and that the z T k decrease a.s. in k. Defining the oracle-type index
Critical values and their estimation
Let us specify the critical values and our Pickands-type approach to estimate them. Given estimates a F and c
for κ ∈ {0, 1}, k = 0, . . . , K − 1; and set z K (κ) := 1. The binary parameter κ is introduced as its choice for pointwise adaptation (κ = 1) will differ from that for L 2 -adaptation (κ = 0). Often the index κ will be dropped to lighten the notation. The parameter v is determined by v = p/(p − 2) and reflects the number of available moments. Note that
as n becomes large, which highlights the connection to extreme value distributions, since then
In the sequel, it will be necessary to adjust the critical values z k and z k by multiplying them with an appropriate factor T = T a F , c F . To this end, we introduce
with T specified below in (3.12) for κ = 0 and in (3.17) for κ = 1. The truncation of the estimator z T k to the range [0, 1] is required for technical reasons while it does not affect its proximity to z T k as sup k=0,..
, fix x ∈ [0, 1] and consider the neighbourhood U 0 (x) = {y : |x − y| ≤ h 0 }. Introduce the set S 0 (x) = {Y i : i/n ∈ U 0 (x)} and note that its cardinalityn 0 (x) := #S 0 (x) satisfies nh 0 ≤n 0 (x) ≤ 2nh 0 + 1. Let us rearrange the sample in S 0 (x) as
for some m ∈ (0, 1). The proof of Lemma 3.2 below shows for l = 1, 2
provided that the bias is negligible. We thus define the (initial) estimators of a F , c F and
Remark that z k and all related expressions are local quantities, constructed via observations in S 0 (x). We thus have z k = z k (κ, x) and we could cope with locally varying extreme-value indices of the (ε j ). To keep the presentation simple, we focus on the non-varying case and also just write z k , with the sole exception in Lemma 3.2.
For the estimation of z T k , we need a relation between the initial bandwidth h 0 and the bias, induced by the parameter β. Note that such an assumption is inevitable, since any adaptive estimation procedure needs to start off with some initial bandwidth. Thus in the sequel, we will assume that
for some lower bounds a 0 ≤ a F and β 0 ≤ β (3.9) on the unknown parameters, then (3.7) is valid. In Section 7 below we prove the following result.
Lemma 3.2. Grant Assumption 1.1 and let m, a 0 , β 0 , h 0 satisfy (3.8) in view of (3.9). Then, for any constants c
, which may be arbitrarily close to one, we have
Equipped with that result we are able to prove the adaptive convergence rates for the L 2 -and the pointwise risk in Sections 3.3 and 3.4, respectively.
L 2 -adaptation
Let us consider the L 2 ([0, 1])-norm as seminorm in Lemma 3.1. Set κ = 0 for z k = z k (κ) (and the related quantities) throughout this section. Due to (3.2) we can choose
in the notation of (3.3). We verify that the nonnegativity and monotonicity constraints on B k and R k are satisfied for q > 1 in (2.3) since for any
For some deterministic c − ∈ (0, 1), c > 0, we choose
The following lemma provides a sub-polynomial upper bound on the probability that R k exceeds the threshold z T l /2.
Considering in the proof below equation (6.10) and integrating up the tail bound (6.12) over c for q n = p + 1, we obtain
Combining (3.13) with Lemma 3.3 yields that sup
According to Lemma 3.1 it remains to bound the expectation
Here the truncation of the estimator z T k is effective. We define
Moreover, this condition also implies (3.8) . We obtain
Combining this result with (3.14), Lemma 3.1 yields that
By (3.10) and (3.11) we deduce that 16) uniformly with respect to f ∈ H [0,1] (β, L), conditioning on the event F n and using (3.13). Summarizing, we have shown the following main result.
Theorem 3.1. Suppose a F > 0 and β ∈ (0, β * + 1] are unknown with βa F /(βa F + 1) > h 0 . We select q ∈ N with q > 1, κ = 0 and T according to (3.12) . Then the adaptive estimator f from Section 2 satisfies
Theorem 3.1 shows that the estimator f is L 2 -adaptive, i.e. it attains the minimax rates, which are optimal in the oracle setting of known a F and β, although it does not use these constants in its construction; see Theorem 4.2 below for the lower bound.
Pointwise adaptation
Throughout this subsection we fix a point x 0 ∈ [0, 1]. Moreover, we set κ = 1 for z k = z k (κ) and all the related quantities. This amounts to the critical values
where we only require that
where c(β * ) is as in (3.1). Hence the function T is here simply a (known) constant. For the seminorm in Lemma 3.1 we take f := |f (x 0 )|. Set
19)
The nonnegativity and monotonicity constraints on B k and R k are satisfied since h k increases. 
Proof of Theorem 3.2. The proof proceeds similarly as that of Theorem 3.1, we briefly summarize the main steps. As in the proof of Theorem 3.1, we denote
by Lemma 6.2. Moreover, we obtain via Lemma 3.2 and the definition of z l that 21) due to (1.2) . Note that the additional log n factor is explicitly required in this step. Since ∞ k=1 kz 2 k < ∞, we conclude from (3.20) , the above and Lemma 3.1 that
Combining this with (3.22) , it follows from Lemma 3.1 that the total upper bound is of the magnitude
Asymptotic lower bounds
We show that the logarithmic loss in the convergence rate in Theorem 3.2 is unavoidable with respect to any estimator sequence of f ; at least with respect to some specific subclass of error distributions. We assume that the ε j have a Lebesgue density f ε which is continuous on (−∞, 0), vanishes on [0, ∞] and satisfies f ε (x) > 0 for all x < 0. Moreover we impose that the χ 2 -distance satisfies
for some a F ∈ (0, 2]. As examples for such error densities we consider the reflected gammadensities
Therefore, the reflected gamma-density satisfies (4.1) when putting a F = λ. Note that (4.1) implies (1.2) under the Assumption 1.1(i). Examples for the singular case a F ∈ (0, 1) remain to be explored, but the subsequent theory applies. A lower bound in the case a F > 2 cannot be covered by condition (4.1) because for a fixed regular distribution the mean or median becomes more informative than the maximum. For unknown distributions we cannot profit from this information, a corresponding lower bound proof would have to look at alternatives with different types of distribution, which seems challenging.
The following theorem together with the upper bound in Theorem 3.2 shows that pointwise adaptation causes a logarithmic loss in the convergence rates, which is known from regular regression when inserting a F = 2. 
for some ξ > 0. Then this estimator sequence suffers from the following lower bound
For completeness we also derive the minimax optimality of the convergence rates established by our estimator f in Theorem 3.1. It suffices to establish a lower bound under the oracle constraint of known parameters β and a F . This rectifies a conjecture after Theorem 3 in Hall and van Keilegom [11] for general smoothness degrees. 
The same result holds for pointwise loss with an even simpler proof that we omit.
Numerical simulations and real data application
The aim of this section is to highlight some of the theoretical findings with numerical examples. We will briefly touch on the following points:
(A) Performance of the estimator on different function types and the corresponding effect on adaptive bandwidth selection.
(B) The effect of different a F . In order to illustrate the behaviour of the estimation procedure, we consider two very different regression functions, displayed in black in Figure 2 :
They are similar to those discussed in Chichignoud [3] .
A. Figure 2 gives a first impression on the behavior and accuracy of our estimation procedure. In both cases, the errors ε j follows a Gamma distribution Γ(1, 1), and a sample size of n = 200 was used. The window size in Figure 2 corresponds to the local sample size, chosen by the adaptive procedure. The setup will be discussed at the end of this paragraph. Even though n is only of moderate size, the estimation procedure achieves good results by essentially recovering the shape of the underlying regression, also in the very wiggly case of function f 2 . Unreported simulations show that other nonparametric (adaptive) estimators that do not take the non-regularity into account, fail to do so at large scale.
The effect of the shape (type) of the function on the bandwidth selection is highlighted by a color-scheme, ranging from dark red (low) to dark violet (high). In order to understand the "coloring of the estimator", one has to recall that the estimation procedure always tries to fit a local polynomial which "stays above the observations". At first sight, this can lead to a surprisingly large bandwidth selection at particular spots. Also note that the bandwidth size is not necessarily an indicator for estimation accuracy, as can be seen in Figure 2 . The reason for this effect is the maximum function: additional observations are taken into account as long as this does not substantially change the maximum, which can lead to a surprisingly large bandwidth selection.
Let us briefly give a more detailed account on the simulation setup. The value β * of the approximating polynomial was set to two in Figure (2a) and to four in Figure (2b) . In case of function f 1 (Figure (2a) ), higher order polynomial approximations may lead to a better resolution around the jump points, but also a more pronounced overshooting (Gibb's phenomena). In case of function f 2 (Figure (2b) ), higher polynomial approximations may lead to better results. Unreported simulations show that even in case of β * ≥ 9, the resulting estimates are still remarkably accurate, despite the comparatively small sample size of n = 200. A possible way to obtain smoother results is to introduce weights in spirit of the general local likelihood approach.
Concerning the estimation procedure itself, we have chosen the pointwise quantiles (Section 3.4) in Figure 2 . The quantiles for L 2 -adaptivity give similar results. The initial minimum sample size was set to 15 (2h 0 = 15/200), and q was chosen as q = 20/19.
A delicate issue for estimation procedures in practice is the actual choice of otherwise "asymptotic" constants. As is usually the case in practice, such asymptotic constants do not always give the best performance in finite samples. In our case, this concerns the factor function T , given in Section 3.3 and 3.4. Further simulations show that the estimation procedure is not that sensitive to different functions or values T . In particular, simply setting T = 1 yields a good performance of both the pointwise and L 2 -adaptive estimator, and we therefore maintain this value for all results presented in this and the next two paragraphs.
B. Here, the setup is different from Paragraph A. Again, we consider a sample size of n = 200, but this time, we let a F ∈ {0.5, 2}. Also, we only discuss the function f 2 here. To guarantee comparative results, the same sample of uniformly distributed random variables was used to compute the different error random variables in all examples. As can be clearly seen in Figure 3 , there is a considerable increase in estimation accuracy as a F decreases from 2 to 0.5. Generally speaking, for larger a F the bias can be pronounced. An approximate bias correction (for instance by Γ 1/ a F / a F ( c F ) 1/ a F ) could be applied, but we do not pursue this here any further.
C. The Wolf sunspot number (often also referred to as "Zürich number"), is a measure for the number of sunspots and groups of sunspots present on the surface of the sun. Initiated by Rudolf Wolf in 1848 in Zürich, this famous time series has been studied for decades by physicists, astronomers and statisticians. The relative sunspot number R t is computed via the formula where s t is the number of individual spots observed at time t, g t is the number of groups observed at time t, and K t is the observatory factor or personal reduction coefficient. The factor K t (always positive and usually smaller than one) depends on the individual observatories around the world and is intended to convert the data to Wolf's original scale, but also to correct for seeing conditions and other diversions. In general, we have the relationship
Observed data = Observed f raction × T rue value,
where we always have that the random variable Observed f raction ∈ (0, 1]. Therefore, the factor K t can be viewed as an aggregated individual estimate for the right scaling. Over the last century, many different models have been fit to the sunspot data. Probably one of the first to fit a stochastic model was Yule [27] , who proposed an autoregressive model in a seminal work. Since then, various extensions such as subset AR models, threshold AR models, bilinear and other nonlinear time series models have been applied in this context (cf. He [12] ). Also some cyclical Gamma-mixture models have been proposed to account for certain maxima and minima phenomena. For more details on the extensive current and past literature on this subject, we refer to Solanki et al. [25] .
However, the study of the sunspots has attracted people long before 1848, recorded observations are for instance due to Thomas Harriot, Johannes and David Fabricius (in the 17th century), Edward Maunder and many more. In fact, based on (5.1), the sunspot database has been extended by various methods to the past based on numerous single observations. However, much uncertainty lies in these data, and the sunspot time series before 1850 is usually referred to as "unreliable" or "poor". It is therefore interesting to reconstruct the "true time series", or at least reduce some uncertainty. We will do so for the period from 1749 to 1810, based on monthly observations. Let us reconsider model (5.1). Given R t , we may then postulate the model
where g • t , s • t denote the corresponding true sunspot values, and X t ∈ (0, 1]. The parameter S > 0 reflects the support of the "misjudgement" of the observer. For example, S ≤ 1 is equivalent with the assumption that every observer always reports less than the true value. As we see below, it incorporates the systematic bias of the observers. By using a log-transformation, we then the additive model log R t = log X t + log 10g
which we can interpret as a nonparametric regression problem with stochastic error log X t ∈ (−∞, 0]. The goal is to estimate the function f (t) = log 10g • t + s • t , the "true" relative sunspot number. Such estimation results can serve as input to structural physical models for sunspot activity like the time series approaches mentioned above. Unfortunately, one can only estimate f (t) + log S, where the bias log S cannot be removed without any further assumptions. This is clear from the non-identifiability in model (5.3). Generally S is a systematic (intrinsic) bias, which has to be overcome using other sources of information (expert judgement). This means that any other approach will also suffer from such a global bias.
The results of the estimated sunspot number is given in Figure 4 , where we plotted an estimates corresponding to S = 1. Given that observation techniques where much less advanced and coordinated in the 18'th and 19'th century, it is very reasonable to assume that S ≤ 1. Apart from the estimated sunspot number itself, our estimation procedure provides a map from the uncertainty level S to the true sunspot number f (t). Another nice feature of this approach is that we have also implicitly taken possible dependencies into account, cf. Remark 1 above.
Proof of the main results and auxiliary lemmas
Proof of Proposition 3.1. Fix some arbitrary x ∈ [0, 1]. The data Y i , i = 1, . . . , n, can be written as
where 
so that by the definition of the b j , j = 0, . . . , β * , we have
We define the polynomial
Then inequality (6.2) implies that
where λ n denotes the uniform probability measure on the discrete set {x i :
is non-negative or negative, respectively. Our first task is to show that
In the latter case Proposition 3.1 is trivially true, hence we focus on the case where Q = 0. As Q − is the complement of
Clearly, we have (6.4) in the second case, so let us study the situation where λ n (Q + ) ≥ 1/2. As Q is a polynomial with degree ≤ β * the set Q + equals the union of at most 
for n sufficiently large and some uniform constant c 1 (β * ) > 0 which does not depend on n or k, but only on β * . The polynomial Q takes only non-negative values on the interval I 
where the constants c 2 (β * ), c 3 (β * ) > 0 only depend on β * . It follows from there that
On the other hand we learn from (6.3) that
unless Q = 0 identically. Thus, (6.4) has been shown.
Using the arguments as above, we can now find some interval I − 0 ⊆ Q − whose length is bounded from below by a constant (only depending on β * ) times h k . By Lemma 6.1 there exists an interval I − 1 ⊆ I − 0 , whose length is also bounded from below by a constant (only depending on β * ) times h k ; and on which |Q| is bounded from below by a uniform multiple of sup
This implies that
On the other hand, for all x i ∈ I − 1 we have
Combining the inequalities in (6.5) and (6.6), we conclude that
for some positive constant c * (β * ). Choosing J(β * ) sufficiently large (regardless of k, n and f ) there exists some l = 1, . . . , 2J(β * ) such that x + h k I l ⊆ I − 1 , and hence
which completes the proof.
Lemma 6.1. Let Q by any polynomial with the degree ≤ β * and I ⊆ [x − h k , x + h k ] be an interval with the length ≥ c 5 (β * )h k for some constant c 5 (β * ) > 0. Then there exists some finite constants c 6 (β * ), c 7 (β * ) > 0 which only depend on β * and some interval I * ⊆ I with the length ≥ c 6 (β * )h k such that
Proof of Lemma 6.1: If Q is a constant function the assertion is satisfied by putting c = 1. Otherwise, by the fundamental theorem of algebra, Q can be represented by
where 1 ≤ β ≤ β * , the y j denote the complex-valued roots of Q. By the pigeon hole principle there exists some square I
in the complex plane which does not contain any y j where I + 1 ⊆ I has the length c 5 (β * )h k /(β * +1). Now we shrink that square by the factor 1/2 where the center of the square does not change, leading to the square I
Thus, for any y in this shrinked square, the distance between y and any y j is bounded from below by c 5 (β * )h k /(4β * + 4) and by |y j − x| − h k . If the latter bound dominates we have |y j − x| ≥ {1 + c 5 (β * )/(4β * + 4)} · h k . Then the distance between any z ∈ [x − h k , x + h k ] and y j has the upper bound
when applying the first bound. Otherwise, if the first bound dominates, we have
In both cases |z − y j | is bounded from above by a uniform constant c 6 (β * ) times |y − y j |. Then we learn from the root-decomposition of the polynomial Q that
for some deterministic constant c 7 (β * ) > 0, which only depends on β * .
Proof of Lemma 3.1: Part (a) follows directly from the definition of Lepski's method. For part (b) we obtain from (3.3) that
Note that
Finally inserting this inequality into (6.7) and applying Hölder's inequality with respect to the last expectation in (6.7) with u = p/2 > 1 and v = (p − 2)/p completes the proof.
The concentration properties of the estimator will be derived from the following lemma.
Lemma 6.2. Let (q n ) n be a real-valued sequence which satisfies q n ∈ [1, log n] for all integer n. Fix some c * F ∈ (0, c F ) arbitrarily. Then we have
In the special case of q n = 2 we obtain that
Proof of Lemma 6.2: From (1.2) we learn that there exists some sufficiently small constant
We deduce that 8) for some δ 2 > δ 1 . The first integral in (6.8) is bounded from above as follows:
by Stirling's formula for the gamma function Γ in the last step. For the second integral in (6.8) we obtain
The third integral in (6.8) has the upper bound
by Markov's inequality for n sufficiently large. We put δ 2 = exp n min{1, δ 
Hence, the term P R 2 k > c (nh k ) −2/a F with c = c (a F , c F ) remains to be considered. For I := 3J(β * )/(2h k ) note
We deduce that
where ξ j denotes the left end point of the interval I j so that
holds true for all x ∈ [i/I, (i + 1)/I]. We conclude that
where we introduce the random variables W i,j (h k ) := max{ε l : x l ∈ K i,j (h k )} 2 , for all i = 0, . . . , I − 1. From Lemma 6.2 we learn that
as the length of each K l,j (h k ) has the lower bound h k /[3J(β * )] and thus contains at least nh k /[3J(β * )] of the x l . We observe that for sufficiently large n
with centred random variables
Markov's inequality with the even integer power q n ∈ [1, log n] (to be specified) yields
where r i denotes the ith component of r. For all r ∈ {0, . . . , I − 1} (qn) with at least one component r i such that |r i − r i | ≥ 2 for all i = i the corresponding addend vanishes in (6.11). Therein note that W i,j (h k ) is independent of the σ-field generated by the W i ,j (h k ), |i − i| ≥ 2, since all intervals K i,j (h k ) and K i ,j (h k ) with |i − i| ≥ 2 are disjoint. Therefore the sum in (6.11) can equivalently be taken over all r ∈ {0, . . . , I − 1} (qn) such that, for all i, there exists at least one i = i with |r i − r i | ≤ 1. In order to provide an upper bound on the cardinality of that subset of {0, . . . , I − 1} (qn) we consider the components of r with increasing order leading to r (1) ≤ · · · ≤ r (qn) . For at least q n /2 of the i = 2, . . . , q n we have r (i) ≤ r (i−1) + 1. Thus the summation is restricted to the set
whose cardinality is bounded from above by q n ! 2 3qn/2 I qn/2 . Those combinational arguments and Hölder's inequality yield that
for some finite constant D > 1 when using Lemma 6.2 and again Stirling's formula in order to bound q n !. We use q n = log n and obtain
for n sufficiently large, using the upper bound imposed on h k .
due to (4.1) whenever h −1 n = o(n) for n sufficiently large. We select h n = c H n/ log n −1/(1+β 2 a F ) with some sufficiently small constant c H > 0 so that
Inserting that into (6.13) provides the desired lower bound.
Proof of Theorem 4.2: With K as in the proof of Theorem 4.1, we consider the functions
where θ = (θ 1 , . . . , θ mn−1 ) ∈ {0, 1} (mn−1) , x j,n = j/m n and (m n ) n ↑ ∞ denotes some integer-valued sequence which remains to be selected. Again we may choose d > 0 sufficiently small such that all functions f θ lie in
is bounded from below by its Bayesian risk when the prior distribution of the vector θ is the uniform distribution on {0, 1} (mn−1) . According to that standard strategy we have
with P f as in the proof of Theorem 4.1. Moreover, E θ,−j denotes the expectation with respect to the random vector θ when its jth component is removed; and f θ,j,b , b = 0, 1, stands for the regression function f θ when the jth component of the index vector θ is replaced by b. We have 
For that purpose we consider that
analogously to (6.14) . With m n n 1/(1+βa F ) we can verify (6.15).
Proofs for the Pickands estimator
We will show the validity of Lemma 3.2, working in a general framework. Grant Assumption 1.1 for (ε j ) and assume that we observe (Y j ) 1≤j≤N , specified generally by
We introduce the maximal signal variation
Recall that Y j,N denotes the j-th largest value of (Y j ) 1≤j≤N . Let E 1 , ..., E N be a sequence
holds and we may generate ε j as
We consider the following estimators Moreover, by the definition of A we also have that Thus, using the linearisation of log(1 + z), |z| < 1, we obtain on A log N Since P A c ∪ B c = O exp(− √ M /2) by Lemma 7.1, the claim for the upper part follows by taking the absolute value in (7.11). The lower bound can be established in an analogous way.
Proof of Corollary 7.1. An application of Lemma 7.1 yields that for some δ * > 0
On the event | a −1 − a −1 | < N −δ * we have 12) where 0 < c 1 < 1 < c 2 are constants that may be chosen arbitrarily close to one for sufficiently large N . Proof of Lemma 7.3. Note that b(t) → 0 as t → ∞, which implies in particular that r(b(t))/b(t) a → 0 as t → ∞. Hence, using the power series expansion of (1 − x) a , |x| < 1, we have which completes the proof.
