Abstract. In the 1960s, Dwork developed a p-adic cohomology theory of de Rham type for varieties over finite fields, based on a trace formula for the action of a Frobenius operator on certain spaces of p-analytic functions. One can consider a purely algebraic analogue of Dwork's theory for varieties over a field of characteristic zero and ask what is the connection between this theory and ordinary de Rham cohomology. Katz showed that Dwork cohomology coincides with the primitive part of de Rham cohomology for smooth projective hypersurfaces, but the exact relationship for varieties of higher codimension has been an open question. In this article, we settle the case of smooth, affine, complete intersections.
Introduction.
We refer the reader to Katz [15] for general information on connections, de Rham cohomology, and the Gauss-Manin connection. Some of this material will be reviewed in Section 2. A convenient reference for the properties of smooth schemes that we use is Altman-Kleiman [4, Chap. VII, Sect. 5]. Let S be a smooth, equidimensional C-scheme and X a smooth, equidimensional S-scheme of relative dimension N. Let Y X be a smooth, closed S-subscheme, purely of codimension r. Let E be a locally free O X -module of finite rank with an integrable C-connection r: E ! Ω Let r A r X be the pullback of r to a connection on (E). We let r F be the "twist" of r A r X by exp F, i.e., In general, by allowing one to replace Y by A r X and thus work more globally, the theorem makes the Gauss-Manin connection easier to compute. As an application, we show that periods of differential forms on smooth complete intersections in A N R satisfy hypergeometric differential equations. Specifically, we consider a spanning set of cohomology classes of H N,r DR (Y=S) and for each of these cohomology classes we construct a left ideal in the ring of differential operators on R that annihilates it. This construction gives a new procedure for computing Fuchs-Picard equations of complete intersections.
Remark. The statement of Theorem 1.1 makes sense only in the affine case, where one has global regular functions f 1 , : : : , f r defining the subvariety Y and the connection r F . However, even when X is not affine, an analogue of Theorem 4.5 below remains valid. In this context, our result is closely related to a theorem of Hartshorne [12, Chapter III, Theorem 8.1]. We plan to return to this topic in a future article. The affine case is sufficient for the application to hypergeometric differential equations treated here.
The cohomology groups on the right-hand side in Theorem 1.1 are the "Dwork cohomology" referred to in the title of this article. The first result in the direction of Theorem 1.1 was proved by Katz [13, 14] . Motivated by Dwork's calculations [8] , which showed that the deformation equation in Dwork's p-adic cohomology theory was identical to the corresponding Fuchs-Picard equation, Katz proved that Dwork cohomology coincides with the primitive part of de Rham cohomology for smooth projective hypersurfaces. It was an open question to determine the relation between these two cohomologies for smooth complete intersections of codimension greater than one. This is what we accomplish here. This paper is organized as follows. In Section 2, we briefly review some properties of connections. In Section 3, we use the Leray spectral sequence of the composition A r X ! X ! S to reduce Theorem 1.1 to Theorem 4.5. Theorem 4.5 is then proved in Sections 4 and 5. In Section 6, we show that de Rham cohomology classes on a complete intersection satisfy hypergeometric differential equations.
The results of this article have been generalized by Dimca et al. [7] . Using the theory of D-modules, they obtain stronger results while avoiding some of the more computational aspects of our approach.
Connections.
We review some basic properties of connections on affine schemes. Let S = Spec(R), where R is a smooth C-algebra and X = Spec(A), where A is a smooth R-algebra. Let Y X be a smooth, closed S-subvariety, say, Y = Spec(B) with B = A=I. We use algebraic rather than geometric notation, e.g., we write Ω 1 A=R rather than Ω 1 X=S . Let M be an A-module with a C-connection r,
i.e., a homomorphism of abelian groups 
The composition of (2.2) and (2.3) defines a C-connection on the B-module M B , which we denote by r B .
When r is an integrable connection, there is an associated de Rham complex Ω A=C N A M whose differential we denote by the same symbol used for the connection. For later use, we recall that
is the homomorphism of abelian groups given by 
A C-connection on M is, in a natural way, an R-connection via the map 
and define a C-connection r C on the C-module M C by pullback as before. We define another connection r F on M C by twisting with exp F. Specifically, for 2 M C , we put r F () = r C () + d C=C F .
As before, these define R-connections as well, and when r is integrable, so are r C and r F . We consider the complex (Ω 
where D y j is given by (1.4 
To prove the vanishing result (3.3), it suffices to prove the corresponding result for the associated graded complex relative to this filtration. By (3.4) and (3.5), the associated graded complex is just the Koszul complex on M C defined by f 1 , : : : , f r .
This Koszul complex obviously decomposes into a direct sum over (a 1 , : : : , a r ) 2 N r of copies of the Koszul complex on M defined by f 1 , : : : , f r . Since projective modules are locally free and cohomology commutes with localization, we may assume that M is a free A-module of finite rank. We are thus reduced to proving the following. 
Proof. Let 
by the skew-symmetry of f ij g.
The fundamental quasi-isomorphism.
To simplify notation, we put
an A-module with the C-connection . Concretely, by (3.4) we identifȳ
The connection can be described explicitly as follows. More generally, by (2.4), the map :
In view of this isomorphism, Theorem 2.5 is an immediate consequence of the following. 
! that induces isomorphisms of R-modules with C-connections
The proof of Theorem 4.5 will occupy the remainder of this section and the next section. In this section, we defineΦ, check that it respects the Cconnections, and show that it is an isomorphism onto a subcomplex
We begin by extending the filtration F. on M C defined in the previous section
SinceM is a quotient of M C , we get an induced filtration onM which we also denote by F. Note that by Corollary 3.7 there is a natural identification
In what follows, we often make this identification without comment. We define
where we denote by N the relative dimension of Spec(A) over Spec(R). In particular, Ω 1 A=R is locally free of rank N and the complex Ω A=R N AM has length N. The indexing is chosen so that respects the filtration, i.e.,
Note that by (4.6),
Identifying F 0 M C with M and using D y j (M) = f j M, we get
Thus for all n we have the identification
We define a map Φ:
where the exterior product on the right-hand side denotes the image of
Proof. It suffices to check equality locally. Since M is a projective A-module we may assume M is free and thus reduce to the case M = A. Localizing further if necessary, we get that Ω 1 A=R N A B is a free B-module of rank N and
(isomorphism of B-modules). We are thus in the situation of [19] . The smooth complete intersection hypothesis implies that the ideal of B denoted by the symbol "script-A" in [19] is the unit ideal. The desired conclusion then follows from part (i) of the theorem of [19] .
Using the identification
and the identification (4.7), we see that, by the lemma, Φ induces an imbeddinḡ
We show thatΦ is a homomorphism of complexes. Every element of 
This gives
From the definition ofΦ we havē
Under the identification (4.7) we have [m k ] =m k , which completes the proof of (4.10).
We now check that the map
induced byΦ on cohomology respects the Gauss-Manin connection. We first observe that in the definition ofΦ, we can replace R by C. The map
defined by
induces a homomorphism of complexes
The Gauss-Manin connection is obtained from the E 1 -terms of a spectral sequence associated to a certain filtration on the de Rham complex over C. To check that Φ respects the Gauss-Manin connection, it suffices to show thatΦ C respects this filtration, i.e., is a homomorphism of filtered complexes.
These (decreasing) filtrations, which we denote by G , are given by
A=C . This filtration is compatible with exterior product, hence
N AM . To complete this section, we determine the image ofΦ. We define a subcom- 
Using We begin with a lemma. Let T be a local R-algebra that is smooth over R Proof. The proof is by induction on r. Suppose r = 1 and let
The condition d N , n implies that ! is divisible by y 1 , i.e., ! can be written We may thus reduce to the case h = 0, i.e., y 1 does not appear in !. is a quasi-isomorphism. But F. induces the "stupid" filtration on L : 
Thus we need to show that the sequence
is exact whenever d N , n, i.e., that
There are natural identifications of A-modules
We are thus reduced to proving To prove the vanishing result (5.12), we may first localize at a maximal ideal p of A. Since M is a projective A-module, we may assume M is free and thus reduce to the case M = A. Furthermore, this complex is supported on Y, so we may suppose p corresponds to a point of Y. We thus want to show that 
where sgn = 1 is chosen so that
One checks that these forms agree on overlaps Y Y 0 , hence define a global (N, 
DR (Y=S).
To define these left ideals, we define them in the "generic" case, and take the "pullback" to Y.
By the "generic" case, we mean the following. Let f j,i g (j = 1, : : : , r, i = 1, : : : , j ) be a collection of indeterminates and C[] the polynomial ring in these indeterminates. For j = 1, : : : , r, put First we recall the definition of the hypergeometric system associated to the collection of lattice points f(d j,i , e j ) j j = 1, : : : , r, i = 1, : : : , j g R N+r (see [11] ). Let E Z 1 ++ r be the group of relations among these lattice points, i.e.,
for k = 1, : : : , r. Recall ( [11] , see also [1] ) that this system is holonomic. 
Under this isomorphism, the cohomology class [x u y v ] in the left-hand side corresponds to the class of the monomial x u y v in the quotient on the right-hand side.
Furthermore, the action of @ = @ j,i on H N+r
) is induced by the action of the differential operator
More generally, if fb j,i g is a collection of nonnegative integers, Y
It follows immediately from the definition of
Using (6.6), we see that for k = 1, : : : , N, 
for e 2 R. This construction is functorial, in particular, the inclusion
Heuristically, (D C[] ) consists of formal differential operators in the @ = @ j,i with coefficients in R. Of course, these differential operators do not form a ring, in general, but they do form a module over D R (using the above definition). We define a homomorphism : 
whose kernel contains (I(u, v) ). Composing with gives a homomorphism of . Substituting these expressions in (6.20) gives (6.10).
We have proved that (6.10) is the unique monic second-order operator in I R (0, 0). We saw in the proof of Lemma 6.13 that there are no lower-order operators in I R (0, 0), hence (6.10) generates this left ideal.
