Abstract: A real-time algorithm for affine-structure-based video compression for facial images is presented. The face undergoing motion is segmented and triangulated to yield a set of control points. The set of control points generated by triangulation are tracked across a few frames using an intensity-based correlation technique. For accurate motion and structure estimation a Kalmanfilter-based algorithm is used to track features on the facial image. The structure information of the controlpoints is transmitted only during the bootstrapping stage. After that only the motion information is transmitted to the decoder. This reduces the number of motion parameters associated with control points in each frame. The local motion of the eyes and lips is captured using local 2-D affine transformations. For real time implementation a quad-tree based search technique is adopted to solve local correlation. Any remaining reconstruction error is accounted for using predictive encoding. Results on real image sequences demonstrate the applicability of the method.
Introduction
In this paper, we present a real-time implementation of a low bit-rate coding of a sequence of images of facial motion, where the images are obtained at near video rates. Such compression of motion sequences are required primarily for video telephony applications [1, 2] . We present a novel compression method based on the estimation of the 3-D affine structure of the moving face [3] [4] [5] . We show that an analysis of the multiple view geometry, resulting out of a suitable choice of the camera model, can yield significantly high compression rates for such motion sequences.
Most of the existing techniques for facial motion compression found in the literature can broadly be classified into two categories: (i) those which are purely intensity based, like MPEG [1] and (ii) those which use the 3-D structure of the moving object for compression. The structure-based methods can potentially yield better compression rates. Some of the structure-based methods use explicit head models [2, [6] [7] [8] [9] and need complex initialisation where the head model has to be fitted to an instance of facial motion. Any initialisation error may lead to subsequent error accumulation, and the efficacy of these methods are crucially dependent on the head model used. In addition, most of these methods are based on the estimation of 3-D motion parameters in a Euclidean frame. The motion estimation is often based on the perspective camera model which requires explicit camera calibration for image reconstruction from Euclidean parameters.
Recently, a motion compression scheme for low bit-rate video has been proposed making use of bilinear transformation [10] . Here, a block of pixels is mapped to a quadrilateral to take care of nonplanar motion. The time complexity for mapping a block onto a quadrilateral is very high since, number of search points for each vertex of the quadrilateral has to be considered. Also, since motion parameters need to be encoded for each locally moving block, the gain in compression is severely limited.
In this paper we assume that the images are obtained using an affine camera [9] which is a generalisation of the orthographic, scaled orthographic and weak-perspective camera models. This obviates the need for any camera calibration and thus the model is applicable even in situations where the camera parameters have to be changed frequently to compensate for lighting and distance. The affine camera model is valid when the field of view is small and the average depth of the object is small compared to the viewing distance [3, 11] . When the perspective effects are small, as in the case of most facial images, it is advantageous to use the affine camera model, which explicitly incorporates the ambiguities, and thus avoid computation of inherently ill-conditioned parameters. Moreover, one can also determine when the affine camera approximation fails to hold.
We present a video compression technique for a facial image undergoing affine motion. The face is triangulated and the vertices of the triangles serve as control points which are tracked across frames. The affine structure of the control points on the face is computed with respect to the bases parameters. The affine structure information remains invariant and needs to be transmitted only once. Subsequently, only the bases parameters need be sent. The control points are reconstructed by projecting the affine structure onto the bases. The invariance of affine structure helps in reducing the number of motion parameters required to reconstruct the control points across frames. 
Segmentation and triangulation
The face is the major moving part in a video telephony sequence. Assuming a smooth background, we use the normal component of the optical flow [12] to segment the moving face from the background. The normal flow is computed between two successive images in a sequence. The region with maximum normal flow is identified as the face part. Static regions of the face like the forehead cannot be captured by normal flow. A region growing method is used to completely segment the face from the background as shown in Fig. 1 .
In the case of the background not being smooth, a rectangular window can be manually fitted on the facial image. The normal component of optical flow is now computed only for the region enclosed within the rectangular boundary.
We use two different schemes for triangulating the facial image.
In our first scheme, the face is segmented into homogeneous triangles using a split and merge procedure. This starts with creation of an empty list of triangles. The image is divided into blocks of size 16 x 16. The square blocks are subjected to a homogeneity test. In the case of the variance of the square block falling below a certain threshold, the homogeneous square block is divided into two triangles by joining any of the diagonal vertices. Otherwise, the nonhomogeneous block is divided into four triangles by joining both diagonal vertices. This forms the initial lattice of triangle vertices.
Each triangle is now examined separately. If the variance is greater than a certain threshold, the triangle is declared nonhomogeneous. The right-angled vertex is joined to the mid-point of the opposite edge to create two new triangles. The new triangles obey the Delaunay triangulation property of maximising the minimum interior angle of all the triangles since the interior angles are always 45° and 90°. If the two triangles also obey the other Delaunay property of 'empty circles' (no vertex lying inside the circumscribing circle of any Delaunay triangle), then these replace the initial triangle in the list. The process is repeated until all the resulting triangles are homogeneous or the number of pixels in a triangle falls below a predefined number.
Our second scheme of triangulation is based on the Candide model [13] , which is a parameterised face model with facial shape and facial expression information. The face is covered with a mesh of 184 triangles with depth information provided at each vertex. This scheme of triangulation requires manual fitting of the model onto the facial image. Fig. 2 presents a typical frame in a facial sequence triangulated with the two schemes mentioned above.
After initial triangulation, the vertices of the triangles serve as 'control points' which are tracked across image frames. We now describe our algorithm for tracking and offline initialisation of the affine structure.
3 Offline computation off aflfine structure
The affine structure can be computed in an offline manner using first k frames (typically £~ 70-100). The n control points identified in the first frame are tracked using an affme-structure-based tracking algorithm [14] to locate the corresponding n points in subsequent frames and compute their 3-D affine structure.
Using the notation Ax'j to denote the vector jrf -x' o between a point xj and a reference point x 0 (usually centroid) in the rth frame, the computation of affine structure and motion can be described as follows [4] 
Here, W represents the n point correspondences over k views, the matrix M contains the motion information and provides the basis vectors for projecting the 3-D affine points onto the corresponding image points in each view and the matrix S gives the invariant affine structure for the n -\ points (excluding the reference point). The /th row of M, along with the corresponding centroid XQ, form the set of projection parameters corresponding to the /th frame. In absence of noise, ^must have a rank at most 3. Tomasi and Kanade [4] carry out a singular value decomposition of W and use the 3 largest eigenvalues to construct M and S. If the SVD returns a rank greater than 3, the affine projection model is invalid, and one can use this as a check.
We use the n point correspondences (n > 4) between the first three frames (k= 3) to initialise the basis and structure using the factorisation procedure described above.
Subsequently, we track the control points for approximately 100 frames to refine the 3-D affine structure of the n -1 points using the procedure described in Section 3.1. For an accurate computation of the 3-D affine structure, it
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Fig. 2 Triangulation of the facial image
Left to right: Original image; split and merge; Candide is imperative that the head motion in the first 100 frames includes a rotation about an axis in a fronto-parallel plane (a shake or a nod). This ensures that the motion is nondegenerate [3] .
When the affine camera model is valid, the n point correspondences over k views can be represented in terms of 8k+3(n -1) parameters per frame. The 3(« -1) parameters representing the affine structure remain invariant over views. Thus, each additional view requires only three bases vectors and the reference point, a total of eight parameters. For large k, this gives significant reduction compared to the direct representation in terms of 2k(n -1) parameters. This is the crux of affrne-structurebased motion compression.
Tracking and refinement of affine structure
We need to track the control points for approximately 100 frames to compute their 3-D affine structure in the offline stage. However, the control points are merely vertices of the triangles and do not correspond to image features. Hence it is difficult to track these over a long sequence reliably, especially when the tracking needs to be carried out in real time later in the online stage. In view of this, we also detect corner features on the facial image sequence using [15] and simultaneously track the control points and the corners using a robust affine-structure-based tracking algorithm [14] .
We associate a constant image velocity Kalman filter [14, 17] with each control point and each corner to be tracked. The state vector for each Kalman filter is given by
T , representing the position and the image velocity of the corresponding feature to be tracked. The state transition is modelled by The Kalman filter for each feature is initialised using the correspondence information obtained from the first three frames [14] . Since it is not necessary to track the features in real time during the offline stage, we can afford to carry out extensive intensity cross correlation over reasonably large search areas to obtain the initial correspondences reliably in the first three frames. The covariance R is suitably initialised to reflect the uncertainty in the measurement model. We also carry out the Tomasi-Kanade factorisation [4] over the first three frames to initialise the affine structure of the control points and the corners and the corresponding bases in the first three views.
For each new frame j, the tracking and structure computation is carried out as follows: <i) We use the Kalman filter prediction equation to predict the image position of each feature in the new frame and define a search area proportional to the prediction error covariance.
(ii) For each feature we carry out a intensity correlation search in the search area defined above to obtain tentative correspondences. (iii) We use the tentative correspondences of the corner features to obtain an initial estimate of the basis corresponding to the new view using a least squares procedure from the following equation: «i h 7,' a 2 jS 2 fi a n jg B y n e 32-Ax{ Ayf Ax{ Ay{ _Axi AyL (5) Here (a,-, j3,-, y,-) represents the 3-D affine structure of the corner points computed from the previous frames and (x{, y J j) is the position of the jfh corner feature in theyth frame.
{eu, e 12 , e 2 \, e 22 , e 3] , e 32 ) are the six bases parameters which are obtained from eqn. 5 using a least squares approach. Note that we use only the corner features to obtain an initial estimate of the bases parameters because these features can be tracked more reliably, (iv) We recompute the affine structure of all control points and corners using the new basis and the initial correspondences from the following equation using a least square procedure:
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Ax' Ay AÂ y (6) Here the primed variables refer to the corresponding parameters in the previous frame, (v) We use the structure and bases computed above to project the control points and corners onto the new frame and reject all matches as outliers for which the projected positions do not match with the correspondence information within a predefined threshold.
(vi) With the remaining corners we re-compute the bases using eqn.5.
(vii) For all outliers and the control points we carry out a correlation search around a position predicted using the affine structure and the bases and re-compute the affine structure with the new positions.
(viii) Finally, we update the Kalman filter equations for all control points and corners. The tracking algorithm described above gives corresponding bases in each frame and consequently no change of basis is required. Our experiments demonstrate that the invariant affine structure can be computed accurately using the above procedure.
In what follows we present the algorithms for online coding and decoding.
Online coding and decoding
The affine structure of n control points remain invariant and is transmitted to the decoder only during the bootstrapping stage.
The global facial motion observed across frames captured at 25 frames/s is effectively captured by the 3-D affine model presented in the previous section. However, the independent motion of the eye-balls, the eyelids and the mouth region cannot be adequately captured by the global motion model. In view of this, we use a local 2-D affine motion model to represent these critical regions. Any remaining error is compensated at the final stage using predictive encoding.
In the following subsections we describe the online procedures for each of the above stages.
Estimation of the global motion parameters and global reconstruction
The global motion is represented by the six parameters of the afflne basis and the two parameters of the reference point in each frame. During the online stage, we track only the corner features using the algorithm described in Section 3.1 and compute the corresponding bases in each frame using eqn.5. Since the tracker is initialised at the offline stage, the corresponding bases computed as above can be used to project 3-D affine structure of the control points onto the corresponding positions in each new view.
The initial triangulated mesh is available at the decoder at the bootstrapping stage. During the online stage of the algorithm, the decoder receives the eight parameters representing the global motion information for each frame. We reconstruct the control points both at the coder and the decoder by projecting the affine structure of the control points using eqn.5. The projected triangular mesh is obtained by joining the three vertices of each triangle. A texture mapping from the previous reconstructed frame onto the current projected mesh generates the globally reconstructed frame.
The first frame in a group of pictures is always intracoded. The motion information represented by e and the reference point for each frame in the group of k frames {typically k = 9), has considerable temporal redundancy, mainly because the interframe motion is typically small at high frame rates. We take advantage of this fact by further subjecting the motion matrix to eigenvalue compression (K-L transform based compression) [16] . The eigenvalue compression is however an optional step because it requires a batch mode operation for a group of k frames. When k is large, this increases the latency of real-time reconstruction at the decoder.
Eigenvalue compression of global motion parameters:
We form an 8xt dimensional matrix M comprising the six basis parameters and the two parameters of the reference points over a group of k frames. Denoting the reference point for the Ath frame as {e m k , e 02 k ), M is given as
The 8x1 dimensions mean vector of the columns of M is calculated as and the corresponding 8x8 covariance matrix is
214 C M is a real symmetric matrix and hence it is possible to find a set of orthogonal eigenvectors for it. To achieve compression, we form a transformation matrix M is the final reconstructed matrix containing the reconstructed basis parameters. Since the reconstruction is lossy, the reconstructed basis parameters are not exactly equal to the original basis parameters. However, the absolute difference between any two corresponding reconstructed and original basis parameters is, on an average, less than 0.001. Hence, the reconstruction is found to be acceptable. The resulting compressed parameters \y]i x & \Aj\i x $ and [ejs x l are subjected to lossless variable length coding before transmission to the receiving end.
In our experiments we observed that there is a sharp fall in the eigenvalues after the first two. In view of this we can achieve significant compression by retaining only the first two eigenvalues of the motion matrix without significantly degrading the performance.
Piecewise 2-D affine reconstruction of independently moving regions
The globally reconstructed frame at the coder is subjected to a global thresholding to determine rectangular regions of large error which need to be further subjected to local reconstruction.
Let Oj be an original block and Rj be the corresponding globally reconstructed block, each of size 8x8. The block needs to be subjected to local reconstruction if the mean square error of the block is greater than a threshold. To determine the optimal value of the global threshold parameter G we plot the product of the average variation in the bit-rate and the mean square error against G and select the value of G for which the product is minimum.
The regions with large error are identified as independent locally moving blocks. In most cases these regions correspond to the eyes and the lips. The local motion of each 8x8 block is captured using local 2-D affine transformations and each such moving region is separately reconstructed. The piecewise local 2-D affine transformations are computed as follows.
Algorithm
Step 1: For each vertex of a square block search for the corresponding vertex in the next frame using the following The time complexity for this search technique is O(g log(p 2 )) where, g is the total number of vertices and pxp is the size of the search window. This yields g quadruples r, = {x't, y'b x i, yd, 1 < > < g-The primed variables correspond to the previous frame in the sequence.
Step 2: Using the vertices of the local moving block in the previous frame and the corresponding vertices of the current frame, compute the elements of a 2 x 2 matrix L by the least squares method:
Ax Ay pj (14) The four parameters of the transformation matrix and two parameters of a reference point capture the local affine transformation of the locally moving templates. A texture mapping of the 2-D affine transformed templates from the previous reconstructed image to the current globally reconstructed frame results in local reconstruction.
Predictive encoding
Any remaining error in reconstruction in the triangular zones in the transformed frame after the global and local reconstruction gives the prediction error of the triangles. The prediction error for each triangular zone is subjected to thresholding to determine maximum error triangular zones or regions of non-affine motion. The non-affine motion of moving eye-balls, movement of eyelids, movement of lower lips is captured using predictive encoding technique. These regions typically constitute 4%-7% of the entire moving object. For the identified error triangular zones the prediction error is added to the locally transformed frame to generate the final reconstructed frame.
Results
In this Section we present some of the results obtained using our approach on two sequences of normal facial motion. Sequence 1 consists of 200 frames (sample frames presented in Fig. 11 ). The second sequence is the 'Claire' sequence ( Fig. 12) , containing 100 frames. We also present detailed experimental analysis of the quality of reconstruction and the compression gain. We measure the quality of reconstruction using the mean square error (MSE) given by the following formula: MSE = (£ with usual notations.
Offline initialisation and global reconstruction
In Fig. 4 we present the average per-pixel error in projecting the 3-D affine structure of the control points using the computed basis. The error is measured as the image distance between the projected and the tracked positions.
In Fig. 5 we plot the average variance (3-D distance) of the affine structure during the offline initialisation in sequence 1. These graphs demonstrate the accuracy of tracking and the offline initialisation process. 
Reconstruction using 2-D local affine transformation
In this Section we present our results of reconstruction of independently moving local regions using piecewise 2-D local affine transformation.
One option is to consider each triangle as an independently moving region and capture the motion using 2-D affine transformations. Such a scheme would require encoding the motion information of each triangle separately, thus requiring six parameters per triangle. This compares unfavourably with the eight parameters to encode the global motion of the entire face and the consequent increase in the bit-rate is significant.
In view of the above, we use independent local 2-D affine transformation only for those regions where the global reconstruction error is large. These regions typically form a small percentage of the overall facial image.
In Fig. 7 and Table 1 we give a comparison of the quality of reconstruction and bit-rate of the two schemes. While the quality of reconstruction is comparable, the bit rate requirement is significantly smaller when we use global reconstruction followed by piecewise local 2-D reconstruction only for regions with large error.
To decide the number of triangles for local reconstruction, a threshold parameter G was introduced in Section 
Reconstruction results with all three stages
In this Section we present results obtained after applying all three stages of the algorithm i.e. global reconstruction, local reconstruction using local 2-D piecewise affine transformation and predictive encoding. We compute the bit-rate after subjecting the prediction error in each frame to DCT followed by suitable variable length encoding and quantisation. In Figs. 9 and 10 we present the mean square error (MSE) and the corresponding reconstruction after each stage of the algorithm in a typical frame of the sequence. In Figs. 11 and 12 we compare the final reconstructed images with the original images in sequence 1 and sequence 2, respectively. The noisy reconstruction of sequence 2 is on In each row the first image is the original frame, the second image shows the triangles formed by the control points projected in the frame and the third image is the final reconstructed frame
Fig. 12 Comparison of final reconstructed images with original for sequence 2
Top: Candide triangulation Bottom: Split and merge triangulation In each row the first image is the original ftame, the second image shows projected triangles and the third image is the fina! reconstructed frame account of the fact that the sequence itself was obtained in a compressed format.
S.4 Quality of reconstruction and bit rate
The quality of reconstruction and the bit rate obtained are determined by the choice of the following parameters in the algorithm: Tables 2 to 5 we show the variation in the quality of reconstruction and bit rate with variation in each of the above parameters. In each case we hold the other three parameters constant at typical values.
In Fig. 13 we present the mean square error in reconstruction with varying k. In Table 2 we give the corresponding bit rate with other three parameters fixed at Q = 20, G = 40, r=67. We observe that the bit rate increases with GOP k since the amount of predictive encoding is adaptive and is bounded by the threshold T. With increase in k the amount of predictive encoding per frame increases. Fig. 15 shows the mean square error with varying Q and Table 3 G = 40, T=67. In Fig. 17a we present the mean square error in reconstruction with varying G, and Table 4 gives the bit rate with k = 8, Q = 20, T= 67. The variation due to Tis depicted in Fig. 176 , and Table 5 presents the bit rate for £=8, 0 = 20, G = 40. We find that the degree of predictive encoding is the most crucial factor affecting the bit rate. The degree of predictive encoding required is less when the quality of global and local reconstruction is good.
Comparison with Candide and MPEG
In Figs. 18 and 19 we present a comparison of reconstruction from the 3-D affine model with MPEG [1] and the Candide-model-based facial image coding scheme [2] using eight frames per GOP. For the Candide reconstruction we had to use 10% predictive encoding to preserve the texture information in the long sequence. Our implementation of the MSE plot for Candide-model-based reconstruction is comparable to that described in [2] , In Fig. 20 we give the reconstruction results obtained using the Candide model. In the Candide-model-based scheme we are required to estimate three parameters for global rotation, three parameters for global translation and 23 parameters for local deformation. In contrast, the affine structure-based scheme requires eight global parameters, six 2-D affine parameters per moving block (there exist three to four such locally moving blocks per frame) and small amount of predictive encoding. Thus, the Candidemodel-based method compares unfavourably with our scheme of affine-structure-based reconstruction. In Figs. 18 and 19 we give a comparison of the three methods of reconstruction.
Gain in compression:
We use Sequence 1 to obtain a comparison of the compression gain of the various methods. This sequence was obtained at a frame rate of 25 frames/s with each frame of size 384 x 288. To study the compression achieved by our scheme we chose the following parameters:
The number of frames in the sequence is 100, the GOP is fixed at 8 and Q is fixed at 4, G and T are 40 and 67, respectively. The encoded file size for 100 frames turns out to be of size 114751 bytes. The average for 25 frames is 28 687 bytes. Table 6 presents gain in compression.
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In Table 7 we present the output of the various methods as the total number of bytes for eight frames without subjecting to variable length encoding. It is inferred that, even though the total number of bytes for our method is slightly more than that obtained by using Candide but the quality of reconstructed images from our method is far superior (Fig. 19) . 
Real time implementation
The algorithm was implemented on Sun Ultra Sparc Station 1. On an average, the reconstruction stages of each frame took 28 ms. To this we must add the computational time for carrying out discrete cosine transform (DCT) and Huffman coding algorithms. After variable length encoding of frames the average time taken by MPEG video compression algorithm is 2308 ms. In contrast, the time taken by our affine structure based algorithm is 80 ms. The implementation of trie algorithm using an intensity based correlation technique would take 1 s to encode each frame. The real time computation of global motion parameters using a Kalman-filter-based tracking algorithm mentioned in Section 3.1 enables encoding at the rate of 80 ms per frame.
Conclusions
In this paper we have shown a real time implementation of the video compression algorithm. The reconstruction of each frame on an average takes about 28 ms. We have shown that the reconstruction of image sequences involving facial movements can be effectively carried out using affine structure. The affine model is particularly valid when the images are captured at near video rates. The computationally intensive procedure of intensity based tracking of the control points can be replaced by Kalman-filter-based tracking of the corners on the face and the affine structure of the control points can be computed with respect to the corner bases. During initialisation we send the affine structure of the moving object. Thereafter, we need to send only the global motion parameters, the number of which can still be reduced using eigenvalue compression. Using just six parameters it is possible to capture the local motion of the facial expressions. Finally, predictive encoding can be used to take care of moving eye-balls, eyelids, and lips. However, these constitute only 4% to 7% of the entire moving region. We have tested our method on a number of image sequences and obtained favourable results. Some of these have been presented in this paper.
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