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Spin polarization induced by a temperature gradient (heat-current) in a magnetized two-
dimensional electron gas (2DEG) with Rashba spin-orbit interaction is considered theoretically
within the linear response theory. Using the Matsubara Green function formalism we calculate the
temperature dependence of the spin polarization for arbitrary orientation of the exchange field. The
limit of a nonmagnetic 2DEG (zero exchange field) is also considered. The physical mechanisms of
the spin polarization within our scheme are discussed.
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I. INTRODUCTION
Spin-orbit interaction couples the orbital motion of an
electron to its spin orientation. In conducting materi-
als this coupling leads to various transport phenomena
like anomalous Hall and Nernst effects as well as their
spin counterparts, i.e. spin Hall and spin Nernst effects.
These phenomena enable pure electrical or pure thermal
control of spin (magnetic) moments.1,2. Indeed, the spin
current induced by the spin Hall effect is widely func-
tionalized as a spin torque (so called spin-Hall torque)
exerted on a magnetic moment triggering a magnetic dy-
namics and/or magnetic switching when the spin current
exceeds a certain critical value.
One of the other consequences of the spin-orbit inter-
action is the current-induced nonequilibrium spin polar-
ization (CISP) of conduction electrons. This means effec-
tively that the system can be magnetically polarized by
an electric field, similarly as in the case of multiferroic
(magneto-electric) systems. The phenomenon of CISP
was predicted theoretically in the ’70s3,4 and later it was
studied theoretically5–13 and also experimentally14–22 in
various materials. The phenomenon of CISP can occur
in nonmagnetic as well as in magnetic systems, provided
they exhibit spin-orbit coupling. For a magnetic system
in equilibrium the induced non-equilibrium spin polar-
ization may couple to the local magnetization via the
exchange interaction, and this leads to a spin torque ex-
erted on the local magnetization23–27.
Recently, it has been shown that not only external elec-
tric field but also a temperature gradient may lead to the
spin-orbit driven spin polarization12,28,29. These results
initiated an interesting discussion on the thermally in-
duced spin-orbit torque and also on possibly new ways of
magnetization switching as an alternative to switching
by electrically-induced spin transfer torque30–32. Physi-
cal mechanisms of the thermally-induced spin polariza-
tion of conduction electrons are different from that for
electrically induced spin polarization, though there are
some similarities. In the case of an electric field, the field
drives electrons and their wave vectors acquire a change
∆k along the driving force. The electron spins precess to
fit to new orientations of the Rashba field creating dif-
ferent distributions of electrons with positive and nega-
tive wavevector components along the electric field. Tak-
ing into account the spin precession and equilibrium spin
orientations in the two electronic subbands, one finds a
nonzero net component of the spin polarization along the
in-plane axis normal to the electric field. In the case of a
temperature gradient there is no electrical (mechanical)
force, but instead we have a statistical force. In the ab-
sence of temperature gradient, the average spin is zero.
For a finite temperature gradient the local distributions
of electrons with positive and negative wavevector com-
ponents are different. This is because colder electrons
arrive at a given point from one side and hotter electrons
from the other side. Due to different densities of states
in the two Rashba subbands, a nonzero spin polarization
along the axis y (in-plane and normal to the gradient)
appears.
Although the spin-orbit torques induced by an electric
current and a temperature gradient are attracting a great
deal of attention experimentally, for a consistent theo-
retical description of the spin polarization some work is
still needed. In this paper we consider the heat-current-
induced spin polarization of a magnetic two-dimensional
electron gas (2DEG) with Rashba spin-orbit interaction.
Such a model is fundamental for many devices based
on magnetic semiconductor heterostructures. We also
briefly reconsider the nonmagnetic limit. To find the spin
polarization we employ the Matsubara-Green’s function
formalism. Detailed numerical calculations show that the
polarizability, defined as the spin polarization divided by
a temperature gradient, vanishes in the zero-temperature
limit in the small impurity concentration limit. Apart
from this, the spin polarization has a maximum in the
2range of chemical potentials where the modification of
the electronic subbands are large, i.e. in the vicinity of
the band edge of the lower subband.
The paper is organized as follows. In section II we
describe the model and formalism used to obtain some
general formulas that allow to calculate the spin polar-
ization induced by a thermal gradient. In section III we
present and discuss the results on the spin polarization
in the absence of exchange field. Then, in sec. IV we
include the exchange field and present results for its ar-
bitrary orientation. Finally, in section V we summarize
our results and conclude.
II. MODEL AND METHOD
The two-dimensional electron gas with a spin-orbit in-
teraction of the Rashba type and arbitrarily oriented ex-
change field is described by a Hamiltonian of the form
H =
~
2k2
2m
σ0 +HR +Hex (1)
where HR is the Rashba term,
HR = α(kyσx − kxσy), (2)
with α being the Rashba parameter, while Hex describes
the exchange interaction
Hex = H · σ, (3)
where H is the effective exchange field (measured here
in energy units). In the equations above the matrices σ0
and σ = {σx, σy , σz} are the unit and Pauli matrices,
respectively, defined in the spin space. In turn, kx and
ky are the in-plane wavevector components.
We consider the non-equilibrium spin polarization in
the system driven by a statistical force, i.e. by the tem-
perature gradient (heat current). In this work we will
consider the case of a small, uniform temperature gra-
dients ∇T across the whole system such that the av-
erage temperature T is basically constant on the scale
of the magnon and carrier wavelengths. With these
assumptions we will then employ linear response the-
ory at finite temperatures. To describe the perturba-
tion we will resort to similar concepts such as those in-
troduced by Luttinger33 and Strinati et al.34 by defin-
ing an auxiliary time-dependent vector field of frequency
ω/~, A(t) = A(ω) exp(−iωt/~), which is associated with
the heat current density operator, jˆh = 12
[
Hˆ − µσ0, vˆ
]
+
(here µ denotes the chemical potential), and therefore
the perturbation term has the form
Hˆ∇T
A
(t) = −jˆh ·A(t). (4)
The vector field is connected to the temperature gradient
via the relation A(ω) = ~iω
(−∇TT )12,35–39. For a temper-
ature gradient along the axis x the perturbation Hˆ∇T
A
(t)
takes the form Hˆ∇T
A
(t) = −jˆhxAx(t).
Within the conditions stated above, the non-
equilibrium spin polarization, as a first order response
to the temperature gradient can be calculated within the
Matsubara-Green functions as
Sα(iωm) =
1
β
∑
k,n
Tr
{
sˆαGk(iεn + iωm)Hˆ
∇T
A (iωm)Gk(iεn)
}
,
(5)
where β = 1/kBT , sˆα is the α-th component of the spin
operator and Hˆ∇T
A
(iωm) = −jˆhxAx(iωm) with the ampli-
tude of the vector potential: Ax(iωm) =
~
i(iωm)
(−∇xTT ).
Furthermore, εn = (2n+1)pi/β and ωm = 2mpi/β are the
Matsubara energies, while Gk(iεn) are the Matsubara-
Green functions.
To sum over the Matsubara energies, we need to as-
sume kBT > Γ = ~/2τ , where Γ is the imaginary part
of the selfenergy, while τ is the corresponding relaxation
time. Then, upon performing the summation over the
Matsubara energies40,41 one finds the spin polarization
induced by the temperature gradient in the following
form:
Sα(ω) =
~
ω
∇xT
T
Tr
∑
k
∫
dε
2pi
f(ε)sˆα
(
GRk (ε+ ω)jˆ
h
x [G
R
k (ε)−GAk (ε)]
+[GRk (ε)−GAk (ε)]jˆhxGAk (ε− ω)
)
. (6)
The key steps of the derivation of the above formula are
described elsewhere38,42. Equation (6) is our starting ex-
pression for further considerations.
Since the spin polarization is linear in ∇xT , we may
also define the thermal spin polarizability as
P(ω) = Sy(ω)/∇xT, (7)
so the polarizability can be calculated from the formula
P(ω) =
~
ω
1
T
Tr
∑
k
∫
dε
2pi
f(ε)sˆα
(
GR
k
(ε+ ω)jˆhx [G
R
k
(ε)−GA
k
(ε)]
+[GR
k
(ε)−GA
k
(ε)]jˆhxG
A
k
(ε− ω)
)
. (8)
III. SPIN POLARIZATION IN A
NONMAGNETIC 2DEG
Let us consider first the case with zero exchange field,
i.e., when the 2DEG is nonmagnetic. The Hamiltonian
(1) reduces to the following form
H =
~
2k2
2m
σ0 + α(kyσx − kxσy), (9)
while the corresponding impurity-averaged re-
tarded/advanced (R/A) Green function can be written
in the form
G
R/A
k
(ε) = G
R/A
k 0 (ε)σ0 +G
R/A
k x (ε)σx +G
R/A
k y (ε)σy, (10)
3where
G
R/A
k 0 (ε) =
1
2
[G+(ε) +G−(ε)], (11a)
G
R/A
k x (ε) =
αky
2λk
[G+(ε)−G−(ε)], (11b)
G
R/A
k y (ε) = −
αkx
2λk
[G+(ε)−G−(ε)], (11c)
with GR±(ε) = [ε + µ − E± + iΓ]−1, GA±(ε) = [ε + µ −
E± − iΓ]−1 and E± = h2k22m ± λk (with λk = αk). Note,
the relaxation rate Γ in a nonmagnetic electron gas with
Rashba interaction (assuming relaxation due to scatter-
ing on short-range impurities only) is constant for µ > 0
and energy dependent for µ < 0. In this paper, however,
we assume Γ as a constant parameter.
A. Bare bubble approximation
The heat current operator corresponding to the Hamil-
tonian (9) has the explicit form
jˆhx =
(
(εk − µ)~kz
m
+
α2
~
kx
)
σ0
+α
~
m
kxkyσx −
(α
~
(εk − µ) + α ~
m
k2x
)
σy. (12)
Inserting Eqs. (10) to (12) into Eq.(6) we find that only
the y component of the spin polarization is non-zero,
namely
STy (ω) =
~
ω
∇xT
T
∫
dk
(2pi)2
(
−pi
2
[2εk(εk − µ) + α2k2]SA
+α
pi
2
k[(εk − µ)SB + (3εk − µ)SC ]
)
, (13)
where
SA = IRA−−(ω)− IRR−−(ω) + IRR++ (ω)− IRA++(ω)
+IAA−−(−ω)− IAA++(−ω)− IRA−−(−ω) + IRA++ (−ω), (14)
SB = IRA−+(ω)− IRR−+(ω) + IRA+−(ω)− IRR+−(ω)
+IAA−+(−ω) + IAA+−(−ω)− IRA−+(−ω)− IRA+−(−ω), (15)
SC = IRA−−(ω)− IRR−−(ω) + IRA++(ω)− IRR++ (ω)
+IAA−−(−ω) + IAA++(−ω)− IRA−−(−ω)− IRA++ (−ω). (16)
Here we use the notation IXYmn (ω) =
∫
dε
2piG
X
m(ε+ω)G
Y
n (ε)
and IXYmn (−ω) =
∫
dε
2piG
X
m(ε)G
Y
n (ε − ω) with m,n =
{+,−} and X,Y = {R,A}.
Upon integrating over ε and taking the limit ω → 0
we find the thermally-induced spin polarization in the
following form:
Sy = − ~
2Γ
∇xT
T
∫
dk
4pi
(
εk(εk − µ) + 1
2
α2k2
)
×[f ′(E+)− f ′(E−)]
− ~
2Γ
∇xT
T
α
2
∫
dk
4pi
k(3εk − µ)[f ′(E+) + f ′(E−)]
−α~Γ∇xT
T
∫
dk
4pi
k(εk − µ) f
′(E+) + f
′(E−)
(E+ − E−)2 + (2Γ)2 . (17)
The first two terms in Eq.(17) are proportional to ~/2Γ =
τ , while the third term is proportional to Γ (or 1/τ).
Thus, one may expect that the first two terms are domi-
nant in general, while the third term is small. This how-
ever, does not hold true in the low temperature regime,
where the first two terms cancel each other so the dom-
inant (though very small) contribution stems from the
third term. This contribution however is canceled by the
impurity vertex corrections as will be shown in the fol-
lowing. The formula (17) is our general result for the spin
polarization in the bare bubble approximation. Note, Γ
is here a parameter which is constant (independent of
energy/wavevector).
In the low temperature limit one can replace the
derivatives of the Fermi distribution functions by ap-
propriate Dirac delta-functions, and then the above ex-
pression can be integrated analytically. As already men-
tioned, the only contribution originates then from the
third term in Eq.(17). Assuming µ > 0 and taking into
account the fact that the Dirac delta-functions for µ > 0
can be expressed as
δ(E± − µ) = mδ(k − k±)√
2mµ~2 +m2α2
, (18)
we find
Sy =
∇xT
T
1
2Γ
α~3
16pi
√
2mµ~2 + α2m2
×
[
k3+ − 2mµ~2 k+
1 + (αk+/Γ)2
+
k3− − 2mµ~2 k−
1 + (αk−/Γ)2
]
.(19)
Since the formalism assumes well defined quasiparticles,
the above formula is applicable for Γ≪ αk±, where k± =
∓mα
~2
+ 1
~2
√
m2α2 + 2mµ~2 are the Fermi wavevectors in
the two subbands. Taking additionally into account that
Γ < kBT , one finds from the above equation a small,
though nonzero, spin polarization in the limit of T → 0.
This holds true for Γ≪ αk± and Γ < kBT .
When only one subband is occupied, µ < 0, the Dirac
Delta-functions for the E− band read
δ(E− − µ) =
m
[
δ(k − k+−) + δ(k − k−−)
]
√
2mµ~2 +m2α2
, (20)
where now k±− =
mα
~2
±
√
2mµ~2 +m2α2. The spin po-
4larization is then given by the formula
Sy =
∇xT
T
1
2Γ
α~3
16pi
√
2mµ~2 + α2m2
×
[
(k+−)
3 − 2mµ
~2
k+−
1 + (αk+−/Γ)
2
+
(k−−)
3 − 2mµ
~2
k−−
1 + (αk−−/Γ)
2
]
,(21)
and may generally remain small but finite in the zero-
temperature limit for Γ < kBT and Γ << αk
±
− . How-
ever, the spin polarization given by Eq.(19) as well as by
Eq.(21) is canceled by the vertex corrections, as will be
shown below, so spin polarization vanishes in the zero
temperature limit.
B. Vertex correction
It is known that impurity vertex corrections can have
a significant impact on various physical quantities, like
for instance on the spin Hall conductivity of 2DEG with
Rashba interaction. Therefore, we consider now the ver-
tex corrections to the spin polarization.
The equation for the renormalized spin vertex reads
S¯y =
~
2
σy + niv
2
0
∫
d2k
(2pi)2
GA
k
(ε)S¯yG
R
k
(ε+ ω). (22)
We look for the solution of Eq.(22) in the following form:
S¯y = aσ0+ bσx+ cσy+ dσz . Thus, we find that: a = b =
d = 0 while c is given by the following formula:
c =
~
2
[
1− 1
2
piniV
2
(IRA−− + IRA++ + IRA+− + IRA−+)
]−1
.
(23)
Taking the above expression at the Fermi level (ε = 0)
and assuming the limit of ω → 0, one finds the solution
S¯y =
~
2
1
1− 12piniv20(I1 + I2)
σy, (24)
where the integrals I1,2 are introduced as
I1 =
∫
dkk
(2pi)2
[
1
(µ− E+)2 + Γ2 +
1
(µ− E−)2 + Γ2
]
,(25)
I2 = ℜ
∫
dkk
(2pi)2
E− − E+ − 2iΓ
(E− − E+)2 + (2Γ)2
×
[
µ− E− + iΓ
(µ− E−)2 + Γ2 −
µ− E+ − iΓ
(µ− E+)2 + Γ2
]
+
∫
dkk
(2pi)2
E+ − E− − 2iΓ
(E+ − E−)2 + (2Γ)2
×
[
µ− E+ + iΓ
(µ− E+)2 + Γ2 −
µ− E− − iΓ
(µ− E−)2 + Γ2
]
. (26)
It is convenient to introduce the parameter β by the fol-
lowing equality:
1
2
piniv
2
0(I1 + I2) ≡
1
2
+ β, (27)
which can be determined from Eqs.(25) and (26). Ac-
cordingly, we may write the renormalized vertex function
as
S¯y = sˆy
2
1− 2β , (28)
or alternatively
S¯y = sˆy + δsˆy ≡ sˆy + γ ~
2
σy, (29)
where γ = 1+2β1−2β . Thus, the spin polarization with the
vertex correction included can be written in the following
form:
Stoty = Sy +∆Sy, (30)
where Sy is given by Eq.(17) and ∆Sy is defined as:
∆Sy = − ~
ω
∇xT
T
Tr
∫
d2k
(2pi)2
∫
dε
2pi
f(ε)δsˆy
×
(
GRk (ε+ ω)jˆ
h
xG
A
k (ε)−GRk (ε)jˆhxGAk (ε− ω)
)
. (31)
Upon integrationg over ε in Eq.(31), the final expression
for the spin polarization is cast as
Sy = − ~
2Γ
∇xT
T
(1 + γ)
∫
dk
4pi
(
εk(εk − µ) + 1
2
α2k2
)
×[f ′(E+)− f ′(E−)]
− ~
2Γ
∇xT
T
(1 + γ)
α
2
∫
dk
4pi
k(3εk − µ)[f ′(E+) + f ′(E−)]
−α~Γ∇xT
T
(1− γ)
∫
dk
4pi
k(εk − µ) f
′(E+) + f
′(E−)
(E+ − E−)2 + (2Γ)2 . (32)
Thus, the vertex renormalization of the first and second
terms in Eq.(17) for the spin polarization in the bare
bubble approximation leads to their multiplication by a
factor 1 + γ = 2/(1 − 2β). This renormalization factor
is equal to that found in the case of the spin polariza-
tion induced by an external electric field42. Note, the
parameter β in Eqs. (27) and (28) is equivalent to the
parameter β introduced in Ref.42. It is also worth not-
ing that in Ref.42 the velocity vertex was renormalized,
whereas here we renormalized the spin vertex. In turn,
the third term in Eq.(17) is renormalized by the factor
1 − γ, meaning that it is significantly reduced in a gen-
eral and canceled in the zero temperature limit, as shown
below.
In the low temperature limit the integrals (25) and (26)
have the form
I1 ∼= 1
2Γ
∫
dkk
2pi
[δ(E+ − µ) + δ(E− − µ)] , (33)
I2 ∼=
∫
dkk
2pi
2Γ
(2αk)2 + (2Γ)2
[δ(E+ − µ) + δ(E− − µ)] .(34)
5The parameter β is then given by the formula
β =
~
2
4
√
2mµ~2 +m2α2
[
k+
1 + (αk+Γ )
2
+
k−
1 + (αk−Γ )
2
]
(35)
for µ > 0, and
β =
~
2
4
√
2mµ~2 +m2α2

 k+−
1 + (
αk+
−
Γ )
2
+
k−−
1 + (
αk−
−
Γ )
2


(36)
for µ < 0. The spin polarization is then given by Eq.(19)
or Eq.(22), with the prefactor 1− γ. This prefactor van-
ishes in the zero temperature limit for Γ < kBT and
Γ << αk± (or Γ << αk
±
−), and so does also the spin
polarization,
Sy = 0 (37)
for T = 0.
C. Numerical results
The numerical results presented here are for low impu-
rity case where the vertex corrections are irrelevant and
the spin polarization is described relatively well by the
bare bubble approximation. All qualitative features of
the spin polarization remain valid also when the vertex
corrections are relevant.
In Fig.1 we show the spin polarization induced by a
temperature gradient in a nonmagnetic system. The spin
polarization is normalized there to ~∇T , so effectively
these figures show the thermal spin polarizability of the
system. The only nonzero component in the absence of
the exchange field is the in-plane component perpendic-
ular to ∇T , i.e. the component Sy. Figures 1a and 1b
show the spin polarization as a function of chemical po-
tential for different temperatures – from very low up to
100K. Note, the parameter Γ assumed in Fig.1 is 0.005
meV (corresponding to approximately 0.05 K). The low-
est temperature in Fig.1 is 0.1K, i.e. the thermal energy
is above Γ for all curves, Γ < kBT . When T increases,
the spin polarization also increases and has a maximum
for the Fermi level around the bottom of the lower elec-
tronic band. The spin polarization as a function of the
chemical potential has then the form of a narrow and
asymmetric peak. When T increases further, the maxi-
mum value of the spin polarization saturates, while the
peaks become broader. This behaviour is consistent with
the physical mechanism of the thermally-induced spin
polarization. Three ingredients of this mechanism are
important: (i) spin orientation in the two electronic sub-
bands is determined by the Rashba coupling and in total
spin in equalibrium vanishes in each subband; (ii) Rashba
splitting of the electronic bands introduces some asym-
metry in the density of states of the two subbands; (iii)
due to the temperature gradient, there is an imbalance
-10 -5 5 1000 0.1 0.2-0.1-0.2
μ  [meV]μ  [meV]
S
  
/ 
  
  
y
 
∇
T x
ℏ
[K
μ
m
]-
1
S
  
/ 
  
  
y
 
∇
T x
ℏ
[K
μ
m
]-
1
-0.004
-0.002
0
0
-0.2
-0.4
-0.6
-0.8
0     1      2      3     4     5
α [10     eVm]-11
(a)                                    (b)
(c)                                    (d)
μ [meV]: 1.5
1
5
2
FIG. 1. The y-component of the thermally-induced spin po-
larization in a nonmagnetic electron gas shown as a function of
the chemical potential for the indicated temperatures (a,b); as
a function of the chemical potential for the indicated Rashba
parameters (c), and as a function of the Rashba parameter
for the indicated chemical potentials (d). Other parameters
as indicated, whereas m = 0.07m0, and Γ = 5 · 10
−3 meV.
in the spin flowing into a certain region from the colder
and hotter sides. All this leads to a net spin polariza-
tion. Moreover, this also explains why the spin polariza-
tion vanishes at T → 0 and why its maximum appears
close to the bottom of the lower band. The latter takes
place because modifications in the electronic structure by
the Rashba coupling are most significant there. In turn,
broadening of the peaks with increasing temperature is a
consequence of the broadening of the Fermi distribution
function. The almost symmetrical shape is due to the
assumption of a constant chemical potential. In other
words, our system is assumed to be attached to two (left
and right) electronic reservoirs where electrons are de-
scribed by the chemical potential µ. Thus, even if the
chemical potential is below the band edge in 2DEG, elec-
trons can be injected into the system from the reservoirs
when the temperature is sufficiently high.
Increasing the Rashba parameter the spin polarization
also increases. Moreover, the band edge of the lower
band is shifted down so the peak in the spin polariza-
tion slightly shifts towards lower values of the chemical
potential. This behavior is shown in Fig. 1c, where dif-
ferent curves correspond to different values of the pa-
rameter α. The interplay of this shift and the increase
of the maximum spin polarization with α lead to some
non-monotonous behavior of the spin polarization with
the Rashba parameter, especially at higher values of µ,
where the spin polarization is already very small. This is
shown in Fig. 1d, where the normalized spin polarization
6is presented as a function of the Rashba parameter for
the indicated values of the chemical potential. Obviously,
all curves start at Sy = 0 as the spin polarization van-
ishes in the absence of the Rashba coupling. In general,
these curves reflect the behavior of the spin polarization
shown in Figs 1a,b and Fig. 1c. Since the temperature
is relatively low in Fig 1d and the spin polarization has
a maximum around the bottom edge of the lower band,
the largest spin polarization appears for the lowest value
of the chemical potential (the red curve in Fig.2d). The
drop in the spin polarization after the initial increase
with increasing the Rashba parameter is a consequence
of the decrease in the energy of the lower band edge and
the corresponding shift of the maximum in the spin po-
larization towards the lower chemical potentials. Note,
the spin polarization in Fig.2d is very small.
IV. SPIN POLARIZATION IN THE PRESENCE
OF EXCHANGE FIELD
Considering the full Hamiltonian (1) with the exchange
term Hex, we cast the exchange field in spherical coordi-
nates H = (Hx, Hy, Hz) as
Hx = JM sin θ cos ξ, (38a)
Hy = JM sin θ sin ξ, (38b)
Hz = JM cos θ, (38c)
where J is a parameter proportional to the exchange
constant and M is effective magnetization that in gen-
eral depends on temperature according to Bloch’s law,
M(T ) = M0[1 − (T/Tc)3/2] (with Tc denoting the Curie
temperature and M0 standing for the magnetization at
T = 0). The angles θ and ξ are the polar and azimuthal
angles in the spherical coordinates.
The eigenvalues of the Hamiltonian (1) take now the
form:
E± = εk ± λk, (39)
where εk =
~
2k2
2m (with k
2 = k2x+k
2
y) and λk is defined as
λk =
√
J2M2 + α2k2 + 2JMα sin θ(kx sin ξ − ky cos ξ).
The retarded/advanced Green function corresponding to
the Hamiltonian (1) takes the following explicit form:
G
R/A
k
(ε) = G
R/A
k 0 (ε)σ0
+G
R/A
k x (ε)σx +G
R/A
k y (ε)σy +G
R/A
k z (ε)σz , (40)
where
G
R/A
k 0 (ε) =
1
2
[G+(ε) +G−(ε)], (41a)
G
R/A
k x (ε) =
1
2λk
(αky +H sin θ cos ξ)[G+(ε)−G−(ε)],
(41b)
G
R/A
k y (ε) = −
1
2λk
(αkx −H sin θ sin ξ)[G+(ε)−G−(ε)],
(41c)
G
R/A
k z (ε) =
1
2λk
H cos θ[G+(ε)−G−(ε)], (41d)
while GR±(ε) = [ε + µ − E± + iΓ]−1 and GA±(ε) =
[ε + µ − E± − iΓ]−1. Note, we assumed here Γ as a
constant parameter for both subbands. Apart from this,
the expansion of the Green function in Pauli materices
includes now the term proportional to σz , which was ab-
sent in the case of no exchange field, see Eq.(8).
The operator of the heat current density has the fol-
lowing explicit form:
jˆhx = j
h
x0σ0 + j
h
xxσx + j
h
xyσy + j
h
xzσz , (42)
where
jhx0 =
(
(εk − µ)~kx
m
+
α
~
(αkx −Hy)
)
, (43a)
jhxx =
~
m
kx(αky +Hx). (43b)
jhxy =
(α
~
(εk − µ) + ~
m
kx(αkx −Hy)
)
, (43c)
jhxz = −
~
m
kxHzσz . (43d)
A. General formula for the components of spin
polarization
In this section we present some general formula for spin
polarization. Inserting Eqs.(40)-(42) into Eq.(6), taking
the trace and integrating over ε we obtain the following
general formulas for the spin polarization:
Sx = ~
∇xT
T
×
∫
d2k
(2pi)2
{
1
2Γ
[
~
2kx
2mλk
(εk − µ) + α
2λk
(αkx −Hy)
]
×(αky +Hx)[f ′(E+)− f ′(E−)]
+α(εk − µ)
[
1
Γ
(αkx −Hy)(αky +Hx)−Hz
]
×f
′(E+) + f
′(E−)
(2λk)2 + (2Γ)2
+
1
2Γ
~
2kx
2m
(αky +Hx)[f
′(E+) + f
′(E−)]
+αHz
εk − µ
4λ3
k
[f(E+)− f(E−)]
}
, (44)
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FIG. 2. The x- and y-components of the spin polarization in a magnetic 2DEG. The upper panel (a,c,e,g) corresponds to the
Sx component while the lower one (b,d,f,h) to the Sy component. Dependence on the chemical potential (a,b,c,d), magnitude
of exchange field JM (e,f), and Rashba parameter α (g,h) is shown for indicated parameters, and for Γ = 5 · 10−3 meV,
m = 0.07m0, and α = 8 · 10
−11 eVm (if not indicated otherwise).
Sy = ~
∇xT
T
×
∫
d2k
(2pi)2
{
− 1
2Γ
[
~
2kx
2mλk
(εk − µ) + α
2λk
(αkx −Hy)
]
×(αkx −Hy)[f ′(E+)− f ′(E−)]
− 1
2Γ
[
α
2λ2
k
(εk − µ)(αkx −Hy) + ~
2kx
2m
]
×(αkx −Hy)[f ′(E+) + f ′(E−)]
+
α
2
(εk − µ)
[
(αkx −Hy)2
λ2
k
− 1
]
× 2Γ
(2λk)2 + (2Γ)2
[f ′(E+) + f
′(E−)]
}
, (45)
Sz = ~
∇xT
T
×
∫
d2k
(2pi)2
{
1
2Γ
[
~
2kx
2mλk
(εk − µ) + α
2λk
(αkx −Hy)
]
×Hz[f ′(E+)− f ′(E−)]
−α(εk − µ)
[
(αky +Hx)− 1
Γ
Hz(αkx −Hy)
]
×f
′(E+) + f
′(E−)
(2λk)2 + (2Γ)2
+
1
2Γ
~
2kx
2m
Hz [f
′(E+) + f
′(E−)]
−α(αky +Hx)εk − µ
4λ3
k
[f(E+)− f(E−)]
}
. (46)
The above general formulas contain information on the
behaviour of nonequilibrium spin polarization for arbi-
trarily oriented exchange field. These formulas will be
used later to calculate numerically the spin polarization
for arbitrary orientation of the exchange field. Thse for-
mulas simplify for some specific orientations of the ex-
change field. Especially interesting is the situation with
the exchange field normal to the plane of 2DEG, so we
will restric ourselves to this particular situation.
When the exchange field is oriented perpendicularly to
the surface of two-dimensional gas we get:
Sx = α~
∇xT
T
Hz
∫
d2k
(2pi)2
{
(εk − µ)f
′(E+) + f
′(E−)
(2ζ)2 + (2Γ)2
+
εk − µ
4ζ3
[f(E+)− f(E−)]
}
, (47)
Sy = ~
∇xT
T
1
2Γ
∫
d2k
(2pi)2
{
− ~
2ζ
[
α
~k2x
m
(εk − µ) + α
~
α2k2x
]
×[f ′(E+)− f ′(E−)]
− ~
2ζ2
[
α
~
(εk − µ)α2k2x + α
~k2x
m
ζ2
]
[f ′(E+) + f
′(E−)]
+
α
2
(εk − µ)
[
α2k2x
ζ2
− 1
]
f ′(E+) + f
′(E−)
1 + (ζ/Γ)2
}
, (48)
Sz = 0, (49)
where ζ is defined as
√
J2M2 + α2k2. Now, the compo-
nent normal to the plane of 2DEG (i.e. along the ex-
change field) vanishes exactly. The in-plane component
normal to the temperature gradient is modified by the
exchange field, and additionaly the component along the
temperature gradient (Sx) appears.
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FIG. 3. The three components of thermally-induced spin po-
larization as a function of the polar and azimuthal angles
describing orientation of the exchange field. The right panel
present some cross-sections of the density plots shown in the
left panel. The other parameters are as follows: m = 0.07m0,
α = 8 · 10−11 eVm, and Γ = 10−3 meV.
B. Numerical results
Let us begin with numerical results on spin polariza-
tion in case when the exchange field is normal to the plane
of 2DEG. The corresponding results are shown in Fig. 2.
Now, both in-plane components are nonzero. The com-
ponent Sy, which is the only nonvanishing component in
the nonmagnetic case, is modified by the exchange field
(see the lower panel in Fig. 2). This modification is signif-
icant especially for chemical potentials inside the energy
gap. Such behaviour is in agreement with results ob-
tained recently for oxide perovskites43. Additionally, the
Sx component appears (see the upper panel in Fig. 2).
Consider first the component Sy. Due to modified elec-
tronic spectrum by the exchange field, the spin polariza-
tion remarkably depends on JM . First, the magnitude
of the negative peak of Sy decreases with increasing JM .
Second, width of the peaks increases with increasing JM .
Third, due to a gap of magnitude 2JM created by the ex-
change field at k = 0, the spin polarization changes sign
and is positive in a certain range of positive chemical
potentials, see Fig. 2b (right of the main negative peak).
These features are also clearly seen in Fig. 2f,g. The tem-
perature dependence is qualitatively similar to that in the
nonmagnetic case, see Fig. 3d. In turn, the component
Sx is solely due to exchange field and is roughly one order
of magnitude smaller than the Sy component, compare
upper and lower panels in Fig. 2. The dependence of spin
polarization on the chemical potential, exchange field and
Rashba parameter is qualitatively similar to that of the
Sy component, so we will not describe it in more details.
Now we present numerical results on spin polariza-
tion for arbitrary orientation of the exchange field. All
the three components of spin polarization are shown in
Fig. 3. The right column presents cross-sections of the
corresponding density plots in the left panel, which corre-
spond to exchange field oriented in some specific planes.
From the density plots one can get the information on the
orientation of the exchange field where the spin polariza-
tion is maximal. This might be important for description
of magnetic dynamics induced by spin torque originated
from spin polarization. Such a torque is created owing to
exchange coupling of the thermally-induced spin polar-
ization and magnetization. Since the induced spin polar-
ization generally depends on the orientation of exchange
field, this torque can be decomposed into field-like and
damping-like components.
V. SUMMARY AND CONCLUSIONS
We analyzed the spin polarization driven by a temper-
ature gradient in a magnetized 2DEG with Rashba spin-
orbit interaction. The limit of a nonmagnetic 2DEG has
also been studied in detail. This limit was already studied
earlier,12 but some approximations concerning the limit
of small Rashba parameter turned out to be not ade-
quate. Therefore, we have reconsidered this limit here
in more detail and obtained results which properly de-
scribe the temperature dependence of the spin polariza-
tion. More specifically, it is shown that the thermal spin
polarizability vanishes in the limit of T = 0. We consid-
ered the impurity vertex corrections to the spin polariza-
tion and found that these corrections play an important
role.
For a magnetized 2DEG we calculated the spin polar-
ization for an arbitrary orientation of the exchange field,
when all three components of the spin polarization can
be nonzero. Such a general situation is important from
the point of view of magnetic dynamics. Since the spin
polarization leads to a spin torque exerted on the mag-
netization, the results can be useful when considering
magnetic dynamics driven by an external thermal gradi-
ent. The torque due to spin polarization can be presented
generally as a sum of field-like and damping/antidamping
terms – similarly as in the spin-orbit torques driven by
an external electric field or spin transfer torques driven
by electric field in spin valves.
We note that the physical origin of the spin polariza-
tion due to a thermal gradient is different from that of
the spin polarization driven by an external electric field.
9In the former case the spin polarization is driven by a sta-
tistical force, while in the latter case this is an electrical
force. As numerical calculations show, the spin polariza-
tion induced by a temperature gradient reveals a peak
whose maximum is around the band edge of the lower
Rashba subband, where asymmetry between the sub-
bands generated by the Rashba coupling is the largest.
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