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as n -> <x>, n an integer. For a treatment of the (?-function, see [1] . These functions occur as coefficients in the Jacobi polynomial expansions of certain higher transcendental functions. For example, we have [2] f(Xx) = GfciiJ1'/*) = ± (2n + 1^(1 + ^ ^iVRn^il/x) , (Our analysis will reveal that many of these restrictions may be dropped.)
Since fi\x) has an asymptotic representation in descending powers of \x, (2) may be interpreted as a summation process which converts the generally divergent expansion into a convergent one. Important special cases of (2) yield expansions for the confluent hypergeometric function \p(a, c; \x) and Lommel functions. We will treat only the case Q -P -1 > 0 since the case P + 1 ^ Q may be handled by an elementary analysis. In the former, <E>n(M), as we shall see, has the unusual behavior of exponential decay as n --> °o f in contrast to the latter case, where $>AM) behaves as inverse powers of w!, or at worst (P + 1 = Q), algebraically in n.
In Section II, we first prove three lemmas; the first establishes an integral representation for $"(ö)(x); the second estimates for large n a closely related integral, and the third gives the desired asymptotic formula for $n(e)(X). Our main theorem follows when we find we can express <Ên(A/)(A) as a linear combination of the func-
Section III is devoted to examples. There are quantities and assumptions about them which occur frequently in this paper, and they will always be as below : Proof. The above result for <j> = 0 follows from an integral given by Saxena [3] . We give the proof, however, since it is short and since it involves relationships which will be used subsequently. We first demonstrate the convergence of the integral. At the origin, the integral is a sum of functions For I ¿I -> 00, we have [5] RÇ\t) = s1/2O)(1-s)/2s(X0eexp rim
where L runs from -i<*> to i<*> in such a manner that all the poles of the integrand are to the right of the path; L can be chosen so that the integral converges absolutely.
When (10) is substituted in (7), the order of integration can be interchanged by absolute convergence, and Lemma 1 follows by application of the known integral
where C\, c2, z are all complex quantities, n and s are real, 0 < 8 I 1, M(t) is analytic and bounded in the sector |arg i| ^ |<£| < it, \t\ è e > 0, and for n sufficiently large, tnM(t) is finite as t -» 0 in that sector. Also
and <b = arg to, where to is the root of Then the integral converges for n sufficiently large and we have
Proof. The proof is by application of the method of steepest descent. First, let <p be unrestricted.
Then the integral will converge if (17) -ir < <f> < w , -w/2 < arg z + s<p < vr/2 , but since <p <~ -w arg z, n -» <x>, the conditions (17) reduce to (13) and, indeed, \<p\ < 7T, as stated in the hypotheses. The saddle point in question is at Ana)(to) = 0, which gives (14), and one verifies that with a result in Miller [7] .
As shown in [2] , Cn(X) satisfies a homogeneous third-order difference equation. The Birkhoff-Trjitzinsky theory of singular difference equations [8] asserts that there exist two other linearly independent solutions of the difference equation which have the behavior
where wi = (-1 + 31/2z')/2, o>2 = wi, |arg X| < 3tt/2. In [2] , it was stated that, for |arg X| < tt, C"(\) could be computed by using the difference equation in the backward direction, but the proof given there is incorrect. Nevertheless, the statement is true, as is easily seen by using (33) where ai and K are no longer necessarily 1. Of course, one can always make oi = 1 by expanding (Xx)1_ai/(Xa;) instead of f(\x), but when K > 1 the situation changes considerably, and the analysis is more complicated. Preliminary work indicates that the asymptotic representation of (43) is then contaminated with terms which are purely algebraic in n, unless ai = a2 = • • • = ok = 1 ', thus the convergence of the more general expansion is greatly inferior to the convergence of (2). In fact, for (2), our analysis enables us to weaken certain hypotheses : we can conclude that the expansion converges at the end points x = 1, x = <x>, and that various restrictions on a,-, bj can be dropped, see [2] . The expansion is now seen to converge for 0 ^ M ^ Q, Q > P + 1, bj, ß + 1 not zero or negative integers, M > hiP + Q -1), |arg X| < ir(M + (1 -P -Q)/2), ^ 0, 1 í i I
The same applies to the expansions in [10], [11] , where X was assumed real. Lemma 2 shows that those expansions converge for |arg X| < it. The advantage of our approach over using the Langer method [12] on the differential equation satisfied by 3>"(M)(X) is twofold: the Langer method, at the present time, is only a formal procedure, and it does not give the leading constant. (However, if higher terms in the expansion (30) are needed, they are most easily obtained from the differential equation.)
Since <ï>"(M)(X) satisfies a difference equation in n of order max [Q + 1, P + 2], it might be thought that the subnormal solutions encountered in the BirkhoffTrjitzinsky theory could be used to prove the theorem. But the problems involved in this approach are rather serious. Not only is the lead constant undetermined but, for general M, P, Q, the application of the theory (even in its formulation by Turrittin
[13]) presents insuperable algebraic difficulties.
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