Abstract. In this paper, we investigate several structural properties for crossed product II1 factors M arising from free Bogoljubov actions associated with orthogonal representations π : G → O(HR) of arbitrary countable discrete groups. Under fairly general assumptions on the orthogonal representation π : G → O(HR), we show that M does not have property Gamma of Murray and von Neumann. Then we show that any regular amenable subalgebra A ⊂ M can be embedded into L(G) inside M . Finally, when G is assumed to be amenable, we locate precisely any possible amenable or Gamma extension of L(G) inside M .
Introduction and statement of the main results
In classical probability theory, there is a well known construction that associates with any orthogonal representation π : G → O(H R ) of a countable discrete group G a probability measure-preserving action G (X π , µ π ) on a standard probability space. This action is called the Gaussian action associated with the orthogonal representation π. By construction, the Koopman representation of the Gaussian action contains π as a subrepresentation (see [29, Appendix D] ). For instance, when λ G : G → O(ℓ 2 R (G)) is the left regular orthogonal representation, the Gaussian action G (X λ G , µ λ G ) is nothing but the Bernoulli shift G ([0, 1] G , Leb G ).
In the framework of his free probability theory, Voiculescu [52] introduced in the mid 80s the analogue of the Gaussian construction in this setting: the free Gaussian functor (see also [53, Chapter 2] ). To any real Hilbert space H R , one associates a tracial von Neumann algebra, denoted by Γ(H R ) ′′ , which is * -isomorphic to the free group factor L(F dim H R ) on dim H R generators. Within this framework, the free group factor Γ(H R ) ′′ is generated by semicircular elements W (e), e ∈ H R , which enjoy the following freeness property: whenever (e i ) i≥1 is an orthogonal family in H R , the family of noncommutative random variables (W (e i )) i≥1 is * -free with respect to the canonical trace τ on Γ(H R ) ′′ . As we will see in Section 2, the semicircular elements W (e) can be alternatively regarded as words of length one. To any orthogonal representation π : G → O(H R ) of any countable discrete group G corresponds a unique trace-preserving action σ π : G Γ(H R ) ′′ called the free Bogoljubov action associated with the orthogonal representation π. The action σ π satisfies the following relation: σ π (g)(W (e)) = W (π(g)e), ∀e ∈ H R , ∀g ∈ G.
We refer to Section 2 for more information on Voiculescu's free Gaussian functor. We will denote by Γ(H R ) ′′ ⋊ π G the tracial crossed product von Neumann algebra corresponding to the free Bogoljubov action σ π : G Γ(H R ) ′′ . For instance, when λ G : G → O(ℓ 2 R (G)) is the left regular orthogonal representation, the free Bogoljubov action σ λ G : G Γ(ℓ 2 R (G)) ′′ is nothing but the free Bernoulli shift G * g∈G (L(Z), τ ). In that case, the crossed product von Neumann algebra Γ(ℓ 2 R (G)) ′′ ⋊ λ G G is * -isomorphic to the free product von Neumann algebra L(Z) * L(G).
In this paper, we use Popa's deformation/rigidity theory [41, 49, 23 ] to investigate several structural properties for the crossed products II 1 factors Γ(H R ) ′′ ⋊ π G arising from free Bogoljubov actions of countable discrete groups. The first rigidity results for II 1 factors arising from free Bernoulli shifts of property (T) groups were obtained by Popa in [37] , using his malleable deformation for the free group factors. In [24] , Ioana, Peterson and Popa discovered a malleable deformation for amalgamated free product II 1 factors which they used to obtain rigidity results for such factors and calculate their symmetry groups.
Popa [42] discovered that in many previous arguments in deformation/rigidity theory, the property (T) condition could be removed and replaced by a spectral gap rigidity condition. This fundamental discovery lead to several structural results for II 1 factors arising from free probability theory. For instance, Popa [40] used his spectral gap rigidity principle to give another proof of Ozawa's result [31] showing that the free group factors are solid, that is, the relative commutant of any diffuse von Neumann subalgebra is amenable (we also refer to Peterson's work on L 2 -derivations [34] and its applications). Subsequently, Chifan and the author [4] used the malleable deformation from [24] together with Popa's principle [42] to obtain structural properties, such as primeness, for a large class of amalgamated free products factors (see also [21] ). Ozawa and Popa [32] also used this spectral gap rigidity principle to prove that the free group factors are in fact strongly solid, that is, the normalizer of any diffuse amenable von Neumann subalgebra is amenable. This result strengthened both Voiculescu's result in [54] showing that the free group factors have no Cartan subalgebra and Ozawa's result in [31] showing that the free group factors are solid.
Recently, Shlyakhtenko and the author [20] obtained several structural results, such as absence of Cartan subalgebra, for the II 1 factors Γ(H R ) ′′ ⋊ π G arising from free Bogoljubov actions of amenable groups. The amenability of G was essential to ensure that the crossed product von Neumann algebra Γ(H R ) ′′ ⋊ π G has the complete metric approximation property [12] in order to use Ozawa-Popa's results [32] . For instance, it was proven in [20, Theorem B] that when the orthogonal representation π : Z → O(H R ) is mixing, the crossed product II 1 factor Γ(H R ) ′′ ⋊ π Z is strongly solid. This gave new examples of strongly solid II 1 factors which are not * -isomorphic to interpolated free group factors (see also [17] ).
The aim of the paper is thus to generalize these previous results as well as to obtain new structural properties for the II 1 factors Γ(H R ) ′′ ⋊ π G arising from free Bogoljubov actions associated with orthogonal representations π : G → O(H R ) of arbitrary countable discrete groups.
Property Gamma. Our first result deals with property Gamma of Murray and von Neumann [30] . Recall that a II 1 factor (M, τ ) has property Gamma if there exists a net of unitaries u i ∈ U (M ) such that τ (u k ) = 0 for all k and lim k u k y − yu k 2 = 0 for all y ∈ M . When M has separable predual, Connes' result [9, Corollary 3.8] shows that M does not have property Gamma if and only if the group of inner automorphisms Inn(M ) is closed in the group of all automorphisms Aut(M ). Observe that in that case, Out(M ) = Aut(M )/ Inn(M ) is a Polish group [9] .
Let Q be a II 1 factor with separable predual which does not have property Gamma. Denote by Π : Aut(Q) → Out(Q) the quotient homomorphism. In [27, Theorem 1], Jones proved that whenever σ : G → Aut(Q) is a faithful action of a countable discrete group for which Π(σ(G)) is discrete in Out(Q), then the crossed product II 1 factor Q ⋊ σ G does not have property Gamma.
Inspired by Jones' result, we find a sufficient condition on the orthogonal representation π : G → O(H R ) which ensures that the crossed product II 1 factor Γ(H R ) ′′ ⋊ π G does not have property Gamma.
Theorem A. Let G be any countable discrete group and π : G → O(H R ) any faithful orthogonal representation such that dim H R ≥ 2 and π(G) is discrete in O(H R ) with respect to the strong topology. Then M = Γ(H R ) ′′ ⋊ π G is a II 1 factor which does not have property Gamma.
The proof of Theorem A (see Section 6) does not actually use Jones' result but rather a combination of words techniques involving the generators W (e), e ∈ H R , and methods from Popa's seminal article [36] on maximal amenable subalgebras in II 1 factors. The key step (see Proposition 6.1) is to prove that when π : G → O(H R ) is an infinite dimensional orthogonal representation, then any central sequence of Γ(H R ) ′′ ⋊ π G must asymptotically lie in L(G).
When the group G is abelian and π : G → O(H R ) is a faithful orthogonal representation such that dim H R ≥ 2, the sufficient condition in Theorem A is also necessary, that is, Γ(H R ) ′′ ⋊ π G is a II 1 factor which does not have property Gamma if and only if π(G) is discrete in O(H R ) with respect to the strong topology (see Corollary 6.2). Examples of orthogonal representations π : G → O(H R ) for which π(G) is discrete in O(H R ) include the ones which contain a mixing subrepresentation.
Regular amenable subalgebras. Whenever A ⊂ M is an inclusion of tracial von Neumann algebras, we denote by N M (A) = {u ∈ U (M ) : uAu * = A} the group of all the normalizing
In their breakthrough article [32] , Ozawa and Popa obtained a remarkable dichotomy result for compact actions of free groups. Let F n (X, µ) be a compact probability measure-preserving (pmp) action of the free group onto n generators (n ≥ 2) on a standard probability space and put M = L ∞ (X) ⋊ F n . Ozawa and Popa [32] proved that whenever A ⊂ M is an amenable von Neumann subalgebra, then either A M L ∞ (X) or N M (A) ′′ is amenable. We refer to Section 2 for Popa's intertwining techniques and the symbol M . In particular, any compact free ergodic pmp action F n (X, µ) gives rise to a II 1 factor M = L ∞ (X) ⋊ F n with a unique Cartan decomposition, up to unitary conjugacy.
In a recent breakthrough paper [44] , Popa and Vaes obtained a very general dichotomy result for arbitrary actions of free groups. Let F n (B, τ ) be an arbitrary trace-preserving action of F n on a tracial von Neumann algebra (B, τ ) and put M = B ⋊ F n . Popa and Vaes [44, Theorem 1.6] proved that whenever A ⊂ M is a von Neumann subalgebra which is amenable relative to B inside M , then either A M B or N M (A) ′′ is amenable relative to B inside M . We refer to Section 2 for the notion of relative amenability. In particular, any free ergodic pmp action F n (X, µ) gives rise to a II 1 factor M = L ∞ (X) ⋊ F n with a unique Cartan decomposition, up to unitary conjugacy. We refer to [33, 20, 5, 6, 45, 21] for further results in these directions.
Very recently, Ioana [22] used a combination of Popa-Vaes' dichotomy result [44] together with new word techniques to study Cartan subalgebras in amalgamated free product von Neumann algebras. One of the most general results Ioana obtained (see [22, Theorem 1.6] ) is the following. Let M = M 1 * B M 2 be an arbitrary tracial amalgamated free product. Let A ⊂ M be a von Neumann subalgebra which is amenable relative to B inside M and ω ∈ β(N) \ N a free ultrafilter such that N M (A) ′ ∩ M ω = C, that is, N M (A) ′′ has "spectral gap" inside M . Then at least one of the following holds true:
Very recenty, Vaes improved Ioana's dichotomy result (see [51, Theorem A] ) by removing the spectral gap assumption
In this paper, we use Ioana's ideas and results from [22] as well as Vaes' result [51] to prove the following general dichotomy result for free Bogoljubov actions of arbitrary countable discrete groups G. This theorem should be compared to Popa-Vaes' result [44, Theorem 1.6].
Theorem B. Let G be any countable discrete group and π : G → O(H R ) any orthogonal representation. Denote by M = Γ(H R ) ′′ ⋊ π G the corresponding crossed product von Neumann algebra under the free Bogoljubov action σ π : G Γ(H R ) ′′ . Let p ∈ M be a nonzero projection and A ⊂ pM p any von Neumann subalgebra that is amenable relative to L(G) inside M .
Then at least one of the following conclusions holds:
Note that Theorem B generalizes the main result of [20] . Indeed, a similar result was proven in [20, Theorem 3.5] under the assumption that G is amenable.
The proof of Theorem B uses Ioana's original strategy [22] and Vaes' result [51] in the following way. To simplify, assume that A ⊂ M is an amenable von Neumann subalgebra and put P = N M (A) ′′ . Assume that P is not amenable relative to L(G) inside M . Our aim is to show that A M L(G). We use Popa's malleable deformation (θ t ) on Γ(H R ⊕ H R ) ′′ ⋊ π⊕π G arising from the second quantization of the one-parameter family of rotations on H R ⊕ H R that continuously map H R ⊕ 0 onto 0 ⊕ H R . The key observation is that we can regard the crossed product von Neumann algebra M = Γ(H R ⊕ H R ) ′′ ⋊ π⊕π G as the amalgamated free product
where we identify M with the left copy of Γ(H R ) ′′ ⋊ π G in the amalgamated free product. For t > 0 small enough, we now use Vaes' dichotomy result [51, Theorem A] for the inclusion θ t (A) ⊂ M and obtain that necessarily θ t (A) M M . In Section 3, using word techniques involving the generators W (e), e ∈ H R , we prove that this condition implies that A M L(G) (see Theorem 3.1).
The general dichotomy result obtained in Theorem B together with Theorem A allows us to obtain a new class of II 1 factors with no Cartan subalgebra.
Corollary C. Let G be any countable discrete group and π :
Moreover, the following statements hold true:
(1) If π contains a direct sum of at least two finite dimensional subrepresentations, then M has no Cartan subalgebra. (2) If π contains a mixing subrepresentation, then M has no diffuse amenable regular von Neumann subalgebra.
Observe that in case when the orthogonal representation π : G → O(H R ) is reducible, the first part of Corollary C can be directly deduced from Vaes' result (see [51, Theorem A] ). Indeed,
R , then the crossed product II 1 factor Γ(H R ) ′′ ⋊ π G can be regarded as the amalgamated free product
and so Vaes' result [51] can be applied. However, when π : G → O(H R ) is irreducible, the II 1 factor Γ(H R ) ′′ ⋊ π G no longer splits as an amalgamated free product over L(G) and so in that case, Corollary C cannot be deduced from Vaes' result.
Maximal amenable and maximal Gamma extensions. In his seminal article [36] , Popa proved that the generator masa in a free group factor is maximal amenable. In fact, Popa showed [36, Lemma 2.1] that the generator masa in a free group factor satisfies the asymptotic orthogonality property (see Section 5 for further details). He then used this property to deduce that the generator masa is maximal amenable inside the free group factor (see [36, Corollary 3.3] ).
In the recent paper [18] , we gave many new examples of maximal amenable masas in II 1 factors by proving that whenever G is an abelian group and π : 
In particular, if π is weakly mixing, then L(G) is maximal amenable inside M .
As we will see in Section 8, Theorem D will be deduced from a very general result regarding the relative asymptotic orthogonality property of the inclusion N ⊂ M (see Theorem 5.2).
Observe that the II 1 factor Γ(H R ) ′′ ⋊ π G may have property Gamma when π is weakly mixing. This phenomenon cannot happen when π is mixing by Theorem A. More generally, our last result below shows that when the group G is amenable and the orthogonal representation π : G → O(H R ) contains a mixing subrepresentation, one can locate precisely not only the amenable extensions of
Theorem E. Let G be any amenable countable discrete group and π :
Then for any intermediate von Neumann subalgebra L(G) ⊂ P ⊂ M which has property Gamma, we have P ⊂ N .
In particular, if N has property Gamma, then N is the unique maximal Gamma extension of
Define the function
We will be using the following elementary fact regarding ε-orthogonality whose proof can be found in [18, Proposition 2.3] .
2.2.
Popa's intertwining techniques. Let Q ⊂ (M, τ ) be an inclusion of tracial von Neumann algebras. Jones' basic construction M, e Q is the von Neumann subalgebra of B(L 2 (M )) generated by M and the orthogonal projection e Q :
The basic construction M, e Q is endowed with a canonical semifinite faithful normal trace Tr which satisfies Tr(xe Q y) = τ (xy), ∀x, y ∈ M.
In [38, 39] , Popa discovered the following powerful method to unitarily conjugate subalgebras of a tracial von Neumann algebra. Let (M, τ ) be a tracial von Neumann algebra and • There exist n ≥ 1, a projection q ∈ M n (Q), a nonzero partial isometry v ∈ M 1,n (1 P M )q and a unital normal * -homomorphism ϕ : P → qM n (Q)q such that av = vϕ(a) for all a ∈ P .
• There exist projections p ∈ P and q ∈ Q, a nonzero partial isometry v ∈ pM q and a unital normal * -homomorphism ϕ : pP p → qQq such that av = vϕ(a) for all a ∈ P .
• There is no net of unitaries (w k ) in P such that
If one of the previous equivalent conditions is satisfied, we say that A embeds into B inside M and write A M B.
Following [28, 35] , we say that an inclusion of tracial von Neumann algebras Q ⊂ (M, τ ) has finite index if L 2 (M, τ ) has finite dimension as a right Q-module.
Remark 2.3. Let (M, τ ) be a tracial von Neumann algebra and P ⊂ 1 P M 1 P and Q ⊂ 1 Q M 1 Q von Neumann subalgebras. If A ⊂ P is a von Neumann subalgebra with finite index and if A M Q, then P M Q (see [48, Lemma 3.9] ).
2.3. Hilbert bimodules. Let (M, τ ) and (N, τ ) be any tracial von Neumann algebras. Recall that an M -N -bimodule H is a Hilbert space endowed with two commuting normal * -
for all x ∈ M and all y ∈ N . We will simply write xξy = π H (x ⊗ y op )ξ for all x ∈ M , all y ∈ N and all ξ ∈ H. 
For any tracial von Neumann algebras (B, τ ), (M, τ ), (N, τ ), any M -B-bimodule H and any B-N -bimodule K, there is a well defined M -N -bimodule H ⊗ B K called the Connes' fusion tensor product of H and K over B. We refer to [11, Appendix V.B] and [1, Section 1] for more details regarding this construction.
2.4. Relative amenability. Whenever P ⊂ N is an inclusion of von Neumann algebras, a positive functional ϕ on N is P -central if ϕ(xT ) = ϕ(T x) for all T ∈ N and all x ∈ P .
Recall from [10] that a tracial von Neumann algebra (P, τ ) is amenable if there exists a Pcentral state ϕ on B(L 2 (P )) such that ϕ|P = τ |P . By Connes' celebrated result [10] , a tracial von Neumann algebra P with separable predual is amenable if and only if it is hyperfinite.
Definition 2.4 ([32]
). Let (M, τ ) be a tracial von Neumann algebra, p ∈ M a nonzero projection and P ⊂ pM p, Q ⊂ M von Neumann subalgebras. We say that P is amenable relative to Q inside M if there exists a P -central positive functional ϕ on p M, e Q p such that ϕ|pM p = τ |pM p.
By [32, Theorem 2.1], P is amenable relative to Q inside M if and only if there exists a net of vectors ξ k ∈ L 2 (p M, e Q p, Tr) such that lim k yξ k − ξ k y 2,Tr = 0 for all y ∈ P and lim k xξ k , ξ k Tr = τ (x) for all x ∈ pM p. This is equivalent to the fact the pM p-P -bimodule pL 2 (M )p is weakly contained in the pM p-P -bimodule pL
Remark 2.5. We will be using the following facts. Let (M, τ ) be a tracial von Neumann algebra and P ⊂ pM p a von Neumann subalgebra.
(1) If P is amenable relative to Q inside M and if A ⊂ eM e is a von Neumann subalgebra which satisfies A M P , then there exists a nonzero projection f ∈ A ′ ∩ eM e such that Af is amenable relative to Q inside M (see [25, Section 2.4] ). (2) If P is amenable relative to Q inside M , and e ∈ P , f ∈ P ′ ∩ pM p are projections, then eP ef is amenable relative to Q inside M . (3) If P p 1 is amenable relative to Q inside M for some nonzero projection
2.5. Voiculescu's free Gaussian functor. Let H R be a separable real Hilbert space. Let H = H R ⊗ R C = H R ⊕ iH R be the corresponding complexified Hilbert space. The canonical complex conjugation on H will be simply denoted by e + if = e − if for all e, f ∈ H R . The full Fock space of H is defined by
The unit vector Ω is called the vacuum vector. For all e ∈ H, we define the left creation operator
We have ℓ(e) * ℓ(f ) = e, f for all e, h ∈ H. In particular, ℓ(e) is an isometry for all unit vector e ∈ H.
For all e ∈ H R , put W (e) = ℓ(e) + ℓ(e) * . Voiculescu's result [53, Lemma 2.6.3] shows that the distribution of the selfadjoint operator W (e) with respect to the vacuum vector state ·Ω, Ω is the semicircular law supported on the interval [−2 e , 2 e ]. Moreover, [53, Lemma 2.6.6] shows that for every subset Ξ ⊂ H R of pairwise orthogonal vectors, the family (W (e)) e∈Ξ is freely independent with respect to ·Ω, Ω .
We denote by Γ(H R ) the C * -algebra generated by {W (e) : e ∈ H R } and by Γ(H R ) ′′ the von Neumann algebra generated by Γ(H R ). The vector state τ = ·Ω, Ω is a faithful normal trace on Γ(H R ) ′′ and Γ(H R ) ′′ is * -isomorphic to the free group factor on dim H R generators, that is,
Since the vacuum vector Ω is separating and cyclic for Γ(H R ) ′′ , any x ∈ Γ(H R ) ′′ is uniquely determined by ξ = xΩ ∈ F(H). Thus we will write x = W (ξ). Note that for e ∈ H R , we recover the semicircular random variables W (e) = ℓ(e) + ℓ(e) * generating Γ(H R ) ′′ . More generally we have W (e) = ℓ(e) + ℓ(e) * for all e ∈ H. Given any vectors e i ∈ H, it is easy to check that
properties that are summarized in the following result.
Proposition 2.6 ([18])
. Let e i , f j ∈ H, for i, j ≥ 1. The following are true:
(1) We have the Wick formula:
Proof. The proof of (1) is borrowed from [19, Lemma 3.2] . We prove the formula by induction on n. For n ∈ {0, 1}, we have W (Ω) = 1 and we already observed that W (e i ) = ℓ(e i ) + ℓ(e i ) * .
Next, for e 0 ∈ H, we have
So, we obtain
Using the assumption for n and n − 1 and the relation ℓ(e 0 ) * ℓ(e 1 ) = e 0 , e 1 , we obtain
Since ℓ(e 0 )W (e 1 ⊗ · · · ⊗ e n ) gives the last n + 1 terms in the Wick formula at order n + 1 and ℓ(e 0 ) * ℓ(e 1 ) * · · · ℓ(e n ) * gives the first term, we are done.
(2) By the Wick formula, we have that
Recall that we have ℓ(e r ) * ℓ(f 1 ) = e r , f 1 . Therefore the above sum simply equals
(3) This is a straightforward consequence of (1).
(4) This is a straightforward consequence of (3) using an induction procedure.
Let G be any countable discrete group and π : G → O(H R ) any orthogonal representation. We shall still denote by π : G → U (H) the corresponding unitary representation on the complexified Hilbert space H = H R ⊗ R C. The free Bogoljubov action σ π : G (Γ(H R ) ′′ , τ ) associated with the orthogonal representation π is defined by
where ρ(g) = id CΩ ⊕ n≥1 π(g) ⊗n ∈ U (F(H)). We will also sometimes more generally write F(U ) = id CΩ ⊕ n≥1 U ⊗n for all U ∈ U (H). Observe that we have
for all n ≥ 1 and all e i ∈ H.
′′ is the free Bernoulli shift and in that case we have
Recall that an orthogonal representation π :
Proposition 2.8 ([18]
). Let G be any countable discrete group and π : G → O(H R ) any orthogonal representation. The following are equivalent:
Finally, recall from [20, Theorem 5.1] that whenever the orthogonal representation π :
In that case, we have
2.6. The malleable deformation on Γ(H R ) ′′ ⋊ π G. Let G be any countable discrete group and π : G → O(H R ) any orthogonal representation. Put
We can regard M as the amalgamated free product
where we identify M with the left copy of Γ(H R ) ′′ ⋊ π G inside the amalgamated free product. Consider the following orthogonal transformations on H R ⊕ H R :
, ∀t ∈ R.
Define the associated deformation (
Since U t and V commute with π ⊕ π, it follows that α t and β commute with the diagonal action σ π * σ π . We can then extend the deformation (θ t , β) to M after defining θ t |L(G) = β|L(G) = id. Moreover it is easy to check that the deformation (θ t , β) is malleable in the sense of Popa:
(2) β 2 = id and θ t β = βθ −t , ∀t ∈ R.
Since θ t , β ∈ Aut( M ) are trace-preserving, we will also denote by θ t , β ∈ U (L 2 ( M )) the corresponding Koopman unitary operators. For all 0 < ρ ≤ 1, denote by m ρ : M → M the trace-preserving unital completely positive multiplier which satisfies
In this respect, (θ t ) t∈R is a dilation of the one-parameter family (m ρt ) t∈R of unital completely positive maps on M .
Denote by H n = H ⊗n the closed linear subspace of F(H) of all the words e 1 ⊗ · · · ⊗ e n of length n ≥ 1. By convention, denote H 0 = CΩ. We have
Proposition 2.9. Let t ∈ [−1, 1], x ∈ M and write x = n∈N ξ n where ξ n ∈ H n ⊗ ℓ 2 (G). The following hold:
Since 0 ≤ ρ t ≤ 1 for all t ∈ [−1, 1], we obtain
We say that a von Neumann subalgebra
Theorem 2.10. Let G be any countable discrete group and π :
Let p ∈ M be a non-zero projection. Let P ⊂ pM p be a von Neumann subalgebra and assume that there exist c > 0 and t ∈ (−1, 0)
Proof. Let c > 0 and t ∈ (−1, 0) ∪ (0, 1) such that τ (θ t (u)u * ) ≥ c for all u ∈ U (P ). By Proposition 2.9, we have that t → τ (θ t (x)x * ) is an even function which is decreasing on [0, 1] for all x ∈ M . We can find n ∈ N large enough so that 2 −n ≤ |t|.
. Now the rest of the proof is entirely identical to the one of [19, Theorem 4.3] (see also [15, Theorem 5.2] ) and leads to P M L(G).
Intertwining subalgebras in II
We keep the same notation as in Section 2.6. The aim of this section is to prove the following intertwining theorem for subalgebras of Γ(H R ) ′′ ⋊ π G which is inspired by [22, Theorem 3.2] .
Theorem 3.1. Let G be any countable discrete group and π :
The proof of Theorem 3.1 relies on the following convergence result.
Theorem 3.2. Let G be any countable discrete group and π :
Proof of Theorem 3.1 using Theorem 3.2. Assume P M L(G). Let t ∈ (−1, 0) ∪ (0, 1). By Theorem 2.10, there exists a net of unitaries
The proof of Theorem 3.2 relies on the following technical result. As usual H = H R ⊗ R C denotes the complexified space of H R . Put ρ(g) = id CΩ ⊕ n≥1 π(g) ⊗n for all g ∈ G. We denote by F(H) the full Fock space of H.
We will identify L 2 (M ) with F(H) ⊗ ℓ 2 (G) and denote by J :
for all n ≥ 1, all e i ∈ H and all g ∈ G.
for all n ≥ 1, all e i ∈ H ⊕ H and all g ∈ G.
We view M ⊂ M by identifying M with Γ(H R ⊕ 0) ′′ ⋊ π⊕π G inside M . We will denote by E M : M → M the trace-preserving conditional expectation as well as the orthogonal projection
Denote by H n = H ⊗n the closed linear span in F(H) of all the words e 1 ⊗ · · · ⊗ e n of length n ≥ 1. By convention, denote H 0 = CΩ.
Proof. We may and will assume that ξ i = η j = 1 for all 1 ≤ i ≤ r and 1 ≤ j ≤ s. Fix B = {e i : i ≥ 1} an orthonormal basis for H. Then
forms an orthonormal basis for H n . Whenever ζ ∈ H n ⊗ℓ 2 (G), write ζ = w∈Bn,g∈G ζ w,g w ⊗δ g with ζ w,g ∈ C such that w∈Bn,g∈G |ζ w,g | 2 = ζ 2 2 . We assume that n ≥ r + s + 1 and r, s = 0. Fix now g ∈ G and w ∈ B n that we write
Applying repeatedly Proposition 2.6, we have that a J b * J θ t (w ⊗ δ g ) is equal to
Applying repeatedly Proposition 2.6 and using the facts that η s ∈ 0 ⊕ H and n ≥ r + 1, we have
Likewise, applying repeatedly Proposition 2.6 and using the facts that ξ 1 ∈ 0⊕H and n ≥ s+1, we have
Moreover, since ξ 1 , η s ∈ 0 ⊕ H, we have
Repeating this procedure by induction and using again repeatedly Proposition 2.6, we finally obtain that
Observe that the above formula is still valid when a = 1, that is r = 0, or b = 1, that is, s = 0. This shows in particular that
Whenever w ∈ B n , denote by T (w) ∈ B n−r−s the word obtained by removing the first r letters and the last s letters from w. In other words, if w = e i 1 ⊗ · · · ⊗ e in ∈ B n , we have T (w) = e i r+1 ⊗ · · · ⊗ e i n−s ∈ B n−r−s . What we have shown before can be rewritten as
Observe that for every v ∈ B n−r−s , there is a canonical one-to-one correspondence between B r+s and {w ∈ B n : T (w) = v} via the map ι v : B r+s → {w ∈ B n : T (w) = v} defined by
We have that w∈Bn,
Since (u) u∈B r+s is an orthonormal family and since ξ i = η j = 1 for all 1 ≤ i ≤ r and all 1 ≤ j ≤ s, the Cauchy-Schwarz inequality yields
Altogether, we finally obtain
Recall that
Since t ∈ (−1, 0)∪(0, 1), we have 0 ≤ ρ t < 1, whence lim n→∞ ρ n−r−s t = 0 and so lim n→∞ κ n = 0. This finishes the proof of Lemma 3.3.
Proof of Theorem 3.2. Observe that using a combination of Proposition 2.6 and Kaplansky's density theorem, it suffices to show that lim k E M (aθ t (x k )b) 2 = 0 for:
Let ε > 0. Since lim n→∞ κ n = 0 by Lemma 3.3, there exists n 0 ≥ r + s + 1 such that κ n ≤ ε/2 for all n ≥ n 0 . Since moreover lim k ξ k,n 2 = 0 for all n ∈ N, there exists k 0 such that for all k ≥ k 0 , we have
For all k ≥ k 0 , we obtain
This shows that lim k E M (aθ t (x k )b) 2 = 0 and finishes the proof of Theorem 3.2.
(Weakly) mixing inclusions in II
Let P ⊂ Q be an inclusion of von Neumann algebras. Following [39, Section 1.4.2], the quasinormalizer of P inside Q, denoted by QN Q (P ), is the set of all x ∈ Q for which there exist
One checks that QN Q (P ) is a unital * -subalgebra of Q such that P ∨ (P ′ ∩ Q) ⊂ QN Q (P ). We say that P is quasi-regular inside Q if QN Q (P ) ′′ = Q. Moreover by [38, Lemma 3.5] , for all projections p ∈ P and q ∈ P ′ ∩ Q, we have pqQN Q (P ) ′′ pq = QN pqQpq (pP qp) ′′ .
Weakly mixing inclusions in
The following definition is due to Popa and Vaes (see [43, Definition 6.13] ).
Definition 4.1. Let A ⊂ N ⊂ (M, τ ) be tracial von Neumann algebras. We say that the inclusion N ⊂ M is weakly mixing through A if there exists a net of unitaries u k ∈ U (A) such that lim
The following result will be useful in order to prove Theorem D. Recall that an orthogonal representation π : G → O(H R ) is compact if π is the direct sum of finite dimensional orthogonal representations.
Proposition 4.2. Let G be any countable discrete group and π : G → O(H R ) any orthogonal representation. Denote by K R ⊂ H R the unique closed π(G)-invariant subspace such that π K = π|K R is weakly mixing and
Then the inclusion N ⊂ M is weakly mixing through L(G).
Proof. As usual, we denote by H (resp. K) the complexified Hilbert space of H R (resp. K R ). If K R = 0, then N = M and the inclusion M ⊂ M is trivially weakly mixing through L(G). Thus, we may and will assume that K R = 0.
Since π K is weakly mixing, there exists a sequence g n ∈ G such that lim n π(g n )ξ, η = 0 for all ξ, η ∈ K. Observe that by Kaplansky's density theorem, in order to show that the inclusion N ⊂ M is weakly mixing through L(G), it suffices to show that lim n E N (xu gn y) 2 = 0 for all x, y ∈ M ⊖ N words of the form x = W (ξ 1 ⊗ · · · ⊗ ξ r ) and y = W (η 1 ⊗ · · · ⊗ η s ) with r, s ≥ 1, letters ξ i , η j in K or H ⊖ K and ξ 1 , η s ∈ K.
Applying repeatedly Proposition 2.6 together with the fact that ξ 1 , η s ∈ K, we have
Since ξ 1 , η s ∈ K, we have lim n ξ 1 , π(g n )η s = 0, whence lim n E N (xu gn y) 2 = 0. 
Proof. This is a straightforward consequence of Proposition 4.2 and [43, Proposition 6.14]. The aim of this section is to prove the following result that will be needed in the proof of Theorem E.
Mixing inclusions in Γ(H R
Proposition 4.6. Let G be any countable discrete group and π :
Then the inclusion N ⊂ M is mixing. Proof. Assume that the inclusion B ⊂ M 2 is mixing. Let b k ∈ (M 1 ) 1 be any net of elements such that b k → 0 weakly. In order to prove that the inclusion M 1 ⊂ M is mixing, it suffices to show that for all the reduced words of the form x = x r · · · x 1 and y = y 1 · · · y s with r, s ≥ 2,
. . , x r ∈ M ir ⊖ B with 2 = i 2 = · · · = i r , and
Since E B (x 1 b k y 1 ) → 0 weakly as k → ∞ and since the inclusion B ⊂ M 2 is mixing, we have
Proof of Proposition 4.6. Put
is mixing, the inclusion B ⊂ M 2 is mixing and so is the inclusion M 1 ⊂ M by Proposition 4.7.
Corollary 4.8. Let G be any countable discrete group and π :
Let e ∈ M be a nonzero projection and A ⊂ eM e a diffuse subalgebra such that A M N . Then
Since the inclusion N ⊂ M is mixing by Proposition 4.6, so is the inclusion
is weakly mixing through ϕ(A)
. By [43, Proposition 6.14], we get v * v ∈ M k (N ) and
Relative asymptotic orthogonality property
In his seminal article [36] , Popa proved that the generator masa A ⊂ M in a free group factor M = L(F n ) (n ≥ 2) satisfies the asymptotic orthogonality property, that is, for all x, y ∈ (M ω ⊖ A ω ) ∩ A ′ and all a, b ∈ M ⊖ A, the vectors ax and yb are orthogonal in L 2 (M ω ) (see [36, Lemma 2.1]). He then used this property to deduce that the generator masa is maximal amenable inside the free group factor (see [36, Corollary 3.3] ).
We will need the following relative notion of asymptotic orthogonaliy property.
Definition 5.1. Let A ⊂ N ⊂ (M, τ ) be tracial von Neumann algebras. Let ω ∈ β(N) \ N be a free ultrafilter. We say that the inclusion N ⊂ M has the asymptotic orthogonality property relative to A if for all x, y ∈ (M ω ⊖ N ω ) ∩ A ′ and all a, b ∈ M ⊖ N , the vectors ax and yb are orthogonal in L 2 (M ω ).
The main technical result of this section is the following generalization of [18, Theorem 3.2] . In the initial version of the present paper, Theorem 5.2 was stated under the additional assumption that G is abelian. I am very grateful to Rémi Boutonnet for kindly pointing out to me that the proof of Theorem 5.2 could be slightly modified to show that Theorem 5.2 holds for any countable discrete group G.
Recall that an orthogonal representation π : G → O(H R ) is compact if π is a direct sum of finite dimensional orthogonal representations.
Theorem 5.2. Let G be any countable discrete group and π : G → O(H R ) any orthogonal representation. Denote by K R ⊂ H R the unique closed π(G)-invariant subspace such that π K = π|K R is weakly mixing and
Then the inclusion N ⊂ M has the asymptotic orthogonality property relative to L(G).
Proof. The proof is a further generalization of the proof of [18, Theorem 3.2]. Denote as usual
by H (resp. K) the complexified Hilbert space of H R (resp. K R ). The complex conjugation on H is simply denoted by e → e. The corresponding unitary representation will still be denoted by π : G → U (H). The full Fock space of H is defined by F(H) = CΩ ⊕ n≥1 H ⊗n and the Koopman representation of the free Bogoljubov action σ π : G Γ(H R ) ′′ is given by ρ(g) = id CΩ ⊕ n≥1 π(g) ⊗n for all g ∈ G.
We may and will assume that K R = 0. We will identify L 2 (M ) with F(H) ⊗ ℓ 2 (G). Recall that the conjugation J :
Since the unitaries (u g ) g∈G implement the free Bogoljubov action σ π , we also denote by ρ :
We will be using the following notation throughout. Let L ⊂ H be any closed subspace satisfying L = L, that is, L is stable under complex conjugation.
• Denote by X (L) the closed linear span in F(H) of all the words e 1 ⊗ · · · ⊗ e n of length n ≥ 1 and such that e 1 ∈ L.
• For h ∈ G, denote by Y h (L) the closed linear span in F(H) of all the words e 1 ⊗ · · · ⊗ e n of length n ≥ 1 and such that e n ∈ π(h)L.
Step
′′ words of the following form:
• w 1 = 1 or w 1 = W (ζ 1 ⊗ · · · ⊗ ζ r ) with r ≥ 1 and letters ζ i ∈ H ⊖ K.
• w 2 = 1 or w 2 = W (µ 1 ⊗ · · · ⊗ µ s ) with s ≥ 1 and letters µ j ∈ H ⊖ K.
Proof of Step 1. Observe that it suffices to show that lim n→ω P X (L) (w 1 x n w 2 ) 2 = 0 for all
′ and all words w 1 , w 2 ∈ Γ(H R ⊖ K R ) ′′ as in the statement. Indeed, assume that it is true. Then, we have
We will put w 1 = 1 if r = 0 and w 2 = 1 if s = 0 and we will put w 1 = w 2 = 1 if K = H. We may and will assume that
We use the following notation. Let L ⊂ K be any closed subspace satisfying L = L.
• Denote by H(r, L) the closed linear span in F(H) of all the words e 1 ⊗ · · · ⊗ e n of length n ≥ r + 1 and such that e 1 , . . . , e r ∈ H ⊖ K and e r+1 ∈ L.
.
From now on, we assume that L ⊂ K is finite dimensional and L = L. We have
Then using repeatedly Proposition 2.6 together with the facts that x n ∈ M ⊖ N and w 1 , w 2 ∈ N , we have
For all n ∈ N and all g ∈ G, we have
Fix ℓ ≥ 1. Choose ε > 0 very small such that
is the function which appeared in Section 2.1. Since π K is weakly mixing and L ⊂ K is a finite dimensional subspace, by induction, we can find a sequence e = g 1 , . . . , g 2 ℓ of pairwise distinct elements in G with the property that
Indeed, this can be deduced from the following fact:
Proof of the Claim. Denote by H r the closed linear span in F(H) of all the words e 1 ⊗ · · · ⊗ e n of length n ≥ r and such that e 1 , . . . , e r ∈ H ⊖ K. By convention, we put
Let (e i ) i≥1 be an orthonormal basis for H ⊖K and (f j ) j≥1 an orthonormal basis for K such that (f j ) 1≤j≤dim L is an orthonormal basis for L. Define the unitary operator U :
Observe that U ρ(g) = ρ(g)U for all g ∈ G.
Let g ∈ G and
η j 2 . Using Cauchy-Schwarz inequality, we have
Therefore, using Proposition 2.2 and the above (3) and (4), for all n ∈ N, we get
This yields lim n→ω P H (r,L) (x n ) 2 2 ≤ 2 2−ℓ . Since this is true for every ℓ ≥ 1, we finally get lim n→ω P H (r,L) (x n ) 2 = 0. Therefore, lim n→ω P X (L) (w 1 x n w 2 ) 2 = 0 by (2) . This finishes the proof of Step 1.
Step 2. The inclusion N ⊂ M has the asymptotic orthogonality property relative to L(G).
Proof of
Step 2. Observe that in order to show that N ⊂ M has the asymptotic orthogonality property relative to L(G), using a standard density argument together with Proposition 2.6, it suffices to show that ax ⊥ yb in
with w 1 , w 2 , w 3 , w 4 words in Γ(H R ⊖ K R ) ′′ as in the statement of Step 1, r, s ≥ 1, ξ i , η j letters in K or H ⊖ K, ξ 1 , ξ r , η 1 , η s ∈ K and g ∈ G. There are two cases to consider:
(1) Assume first that r ≥ s.
Denote by L ⊂ K the smallest subspace containing
the closed linear span in F(H) of all the words e 1 ⊗ · · · ⊗ e n of length n ≥ 2 and such that
Since L ⊂ K is finite dimensional aand since w 2 x n w * 4 , w * 1 y n w 3 ∈ M ⊖ N , Step 1 implies that lim
Then Proposition 2.6 and the definition of L imply that
Since r ≥ s, another application of Proposition 2.6 yields
(2) Assume now that s ≥ r + 1. Denote by
This finishes the proof of Theorem 5.2.
6. Central sequences in II 1 factors Γ(H R ) ′′ ⋊ π G 6.1. Property Gamma. The aim of this section is to prove Theorem A. To do so, we first start by locating central sequences in
Proposition 6.1. Let G be any countable discrete group and π :
Proof. There are two cases to consider. Assume first that the representation π is reducible and write π = π 1 ⊕ π 2 and
R . Then we have that M can be written as the amalgamated free product
Since dim π i ≥ 1, we have that Γ(H
Assume now that the representation π is irreducible. Since π is also infinite dimensional, it follows that π is weakly mixing. We keep the same notation as in the proof of Theorem 5.2.
For any closed subspace L ⊂ K that is closed under complex conjugation and any r ≥ 1, we denote by X r (L) the closed linear span in F(H) of all the words e 1 ⊗ · · · ⊗ e n of length n ≥ r and such that e 1 ∈ L.
Fix a nonzero vector ξ ∈ H. We have (5) lim
Step 1 in Theorem 5.2. Using Proposition 2.6, we have
In particular, we get
For all n ∈ N, we have
Since lim n→ω W (ξ)x n − x n W (ξ) 2 = 0, a combination of (5) and (6) yields (7) lim n→ω W (ξ)y n 2 = 0 and lim
By (5) and (7), we get lim n→ω y n 2 = 0, whence
and finishes the proof of Proposition 6.1.
Proof of Theorem A. Assume first that dim(H R ) < ∞. Since O(H R ) is a compact group and π(G) is discrete in O(H R ), it follows that π(G) is finite, whence G is finite since π is faithful. Assume now that dim(H R ) = ∞ and put
ω by Proposition 6.1, we may assume that x n ∈ L(G) for all n ∈ N and lim n→ω yx n − x n y 2 = 0 for all y ∈ M . Observe that since
Therefore, there exist κ > 0 and
Since lim n→ω k i=1 y i x n − x n y i 2 2 = 0, we get lim n→ω x n − τ (x n )1 2 = 0. Therefore M does not have property Gamma. Corollary 6.2. Let G be any abelian countable discrete group and π : G → O(H R ) any faithful orthogonal representation such that dim H R ≥ 2.
Then Γ(H R ) ′′ ⋊ π G is a II 1 factor which does not have property Gamma if and only if π(G) is discrete in O(H R ) with respect to the strong topology.
Proof. Assume π(G) is not discrete in O(H R ) with respect to the strong topology. Let g n ∈ G \ {e} be a sequence such that π(g n ) → 1 strongly. Then
Observe that whenever a faithful orthogonal representation π : G → O(H R ) contains a mixing subrepresentation, then π(G) is discrete in O(H R ). Indeed, let K R ⊂ H R be a nonzero closed π(G)-invariant subspace such that π|K R is mixing. Let (g n ) n be a sequence in G such that π(g n ) → 1 strongly. We have in particular lim n π(g n )ξ − ξ = 0 for all ξ ∈ K R . We claim that {g n : n ∈ N} is finite. Otherwise, we can find a subsequence (g n k ) k such that g n k → ∞ in G. By the mixing property of π, we get lim k π(g n k )ξ − ξ = √ 2 ξ for all ξ ∈ K R , which is a contradiction. Since {g n : n ∈ N} is finite and π(g n ) → 1 strongly and π is faithful, we obtain that g n = e for n ∈ N large enough. Proposition 6.1 provides another sufficient condition which ensures that the crossed product II 1 factor Γ(H R ) ′′ ⋊ π G does not have property Gamma. Corollary 6.3. Let G be any countable discrete group such that L(G) does not have property Gamma and π : G → O(H R ) any infinite dimensional orthogonal representation. Then Γ(H R ) ′′ ⋊ π G does not have property Gamma.
has property Gamma.
Remark 6.4. In case the group G is not inner amenable, Corollary 6.3 is a particular case of a more general phenomenon. Indeed, any trace-preserving action G Q of such a group G on a II 1 factor Q which does not have property Gamma gives rise to a crossed product II 1 factor Q ⋊ G which does not have property Gamma either (see [7, Corollary] ).
We mention that recently, Vaes [50] discovered an example of an inner amenable group G with infinite conjugacy classes for which L(G) does not have property Gamma. 6.2. Spectral gap rigidity. In this section, we use Popa's spectral gap rigidity principle [42] (see also [34, Theorem 4.3] ) to prove that the malleable deformation (θ t ) introduced in Section 2.6 must converge uniformly on the unit ball of the relative commutant of large subalgebras of
We keep the same notation as in Section 2.6. For every t ∈ R, denote by (θ ω t ) the unique one-parameter family of * -isomorphisms θ ω t : M ω → M ω such that θ ω t ((x n )) = (θ t (x n )) for all (x n ) ∈ M ω . Note however that the map R → Aut( M ω ) : t → θ ω t is quite discontinuous in general.
Theorem 6.5. Let G be any countable discrete group and π : G → O(H R ) any orthogonal representation. Put M = Γ(H R ) ′′ ⋊ π G. Let p ∈ M be a nonzero projection. Let P ⊂ pM p be a von Neumann subalgebra. Then at least one of the following conclusions holds true:
• There exists a nonzero projection z ∈ Z(P ′ ∩ pM p) such that P z is amenable relative to
Proof. Assume that the deformation (θ ω t ) does not converge uniformly to id in · 2 on (P ′ ∩ pM ω p) 1 . Then there exist c > 0, a sequence (t k ) of reals such that lim k→∞ t k = 0 and a sequence of elements (
Let I be the directed set of all (F, ε), with ε > 0 and F ⊂ (P ) 1 finite subset. Let i = (F, ε) ∈ I. Choose k ∈ N such that a − θ t k (a) 2 ≤ ε/3 for all a ∈ F. Then choose n ∈ N such that y k,n − θ t k (y k,n ) 2 ≥ c and ay k,n − y k,n a 2 ≤ ε/3 for all a ∈ F.
. By Propostion 2.9, we have
For all x ∈ M , we have
By Popa's spectral gap argument [42] , for all a ∈ F, we have
A straightforward combination of Theorems 2.10 and 6.5 yields the following corollary: Corollary 6.6. Let G be any countable discrete group and π : G → O(H R ) any orthogonal representation. Put M = Γ(H R ) ′′ ⋊ π G. Let p ∈ M be a nonzero projection and P ⊂ pM p a von Neumann subalgebra. Then at least one of the following conclusions holds true:
• There exists a nonzero projection z ∈ Z(P ′ ∩ pM p) such that P z is amenable relative to L(G) inside M .
The aim of this section is to prove Theorem B and Corollary C.
Proof of Theorem B. Let M = Γ(H R ) ′′ ⋊ π G and p ∈ M a nonzero projection. Let A ⊂ pM p be a von Neumann subalgebra that is amenable relative to L(G) inside M and denote P = N pM p (A) ′′ . Our aim is to show that A M L(G) or P is amenable relative to L(G) inside M .
We identify M with the left copy of Γ(H R ) ′′ ⋊ π G and θ 1 (M ) with the right copy of Γ(H R ) ′′ ⋊ π G inside the amalgamated free product M . Note that we now use the malleable deformation (θ t ) from Section 2.6. Choose t ∈ (0, 1) and put
Observe that θ t (P ) ⊂ P.
Since A is amenable relative to L(G) inside M and since M ⊂ M is a tracial inclusion, it follows that A is amenable relative to L(G) inside M . Since θ t ∈ Aut( M ) and θ t (L(G)) = L(G), we get that A is amenable relative to L(G) inside M . By [51, Theorem A], one of the following conditions holds true: Finally assume that Condition (3) holds. Since θ t (P ) ⊂ P and θ t (L(G)) = L(G), we have that P is amenable relative to L(G) inside M . This means that the p M p-P -bimodule pL 2 ( M )p is weakly contained in the p Mp-P -bimodule
for some L(G)-P -bimodule L. Thus, the pM p-P -bimodule pL 2 (M )p is weakly contained in the
, it follows that P is amenable relative to L(G) inside M . This finishes the proof of Theorem B.
Proof of Corollary C. Put M = Γ(H R ) ′′ ⋊ π G and let A ⊂ M be an amenable regular von Neumann subalgebra. Since dim H R ≥ 2, Γ(H R ) ′′ is a nonamenable II 1 factor and so M is not amenable relative to L(G). Theorem B implies that A M L(G).
(1) Assume π contains a direct sum of at least two finite dimensional subrepresentations. Write π = π 1 ⊕ π 2 ⊕ π 3 , with π 1 and π 2 finite dimensional orthogonal representations. If A ⊂ M is a Cartan subalgebra, we have A M L(G). Observe that for all i ∈ {1, 2}, since dim π i is finite, the free Bogoljubov action G Γ(H Q of a second countable compact group G on a nonamenable II 1 factor Q with separable predual, the fixed point algebra Q G is necessarily diffuse. Since the free product of two diffuse von Neumann algebras is a nonamenable II 1 factor, we get that L(G) ′ ∩ M has no amenable direct summand. [48, Lemma 3.5] . However, since A ′ ∩ M = A, this is a contradiction. Since the inclusion N p ⊂ pM p is mixing, we have QN pM p (N p) ′′ = N p by Corollary 4.3. Therefore, N p = pM p. Since K R = 0, the tracial von Neumann algebra Γ(K R ) ′′ is diffuse. Choose a Haar unitary u ∈ Γ(K R ) ′′ . Since Γ(K R ) ′′ ⊖ C ⊂ M ⊖ N , we have pu k p = 0 for all k ∈ Z \ {0}, whence the projections (u k pu −k ) k∈Z are pairwise orthogonal in M . Since M is a tracial von Neumann algebra, we necessarily have p = 0. This is a contradiction and finishes the proof of Corollary C.
Maximal amenable and maximal Gamma extensions
The aim of this section is to prove Theorems D and E. Theorem D will be a consequence of the following more general result. Proof. Let A ⊂ P ⊂ M be any intermediate amenable von Neumann subalgebra. Our aim is to show that in fact P ⊂ N .
Since the inclusion N ⊂ M is weakly mixing through A, we have P ′ ∩ M ⊂ A ′ ∩ M ⊂ N by Corollary 4.3, whence P ′ ∩ M = P ′ ∩ N . The set of projections p ∈ P ′ ∩ N with the property that P p ⊂ pN p, attains its maximum in a projection z that belongs to Z(P ′ ∩ N ). Put z ⊥ = 1 − z ∈ Z(P ′ ∩ N ). Our aim is to show that z ⊥ = 0.
Assume by contradiction that z ⊥ = 0. Put Q = P z ⊥ . We first show that Q M N . Assume by contradiction that Q M N . Since Q is amenable and thus hyperfinite by Connes' result [10] , we can write Q = k Q k where (Q k ) k≥1 is an increasing sequence of unital finite dimensional * -subalgebras of Q such that the inclusion Q ′ k ∩ Q ⊂ Q has finite index for all k ≥ 1. Indeed, let q n ∈ Z(Q) be pairwise orthogonal central projections in Q such that n∈N q n = 1 Q = z ⊥ and Qq 0 = Z 0 ⊗ R and Qq n = Z n ⊗ M n (C), with Z n an abelian von Neumann algebra for all n ∈ N and R the unique hyperfinite II 1 factor. So, Qq 0 is the direct summand of type II 1 and Qq n is the homogeneous direct summand of type I n . For every n ∈ N, let (Z
For every k ≥ 1, define the unital finite dimensional * -subalgebra Q k ⊂ Q by
Since the inclusion N ⊂ M has the asymptotic orthogonality property relative to A, we have
Since yu = uy for all y ∈ Q, we get
Since the inclusion N ⊂ M is weakly mixing through A, we obtain that v i ∈ N for all 1 ≤ i ≤ k by Corollary 4.3. Therefore vv * ∈ Q ′ ∩ z ⊥ N z ⊥ and Qvv * ⊂ vv * N vv * . We obtain P (z + vv * ) ⊂ (z + vv * )N (z + vv * ). This contradicts the fact that z is the maximum projection p ∈ P ′ ∩ N with the property that P p ⊂ pN p. Consequently, z = 1 and so P ⊂ N . 
Proof of Theorem
The set of projections p ∈ P ′ ∩ N with the property that P p is amenable attains its maximum in a projection z that belongs to Z(N M (P ) ′′ ) and hence z ∈ Z(P ′ ∩N ) (see e.g. [2, Lemma 2.6]). Since the intermediate von Neumann subalgebra
The set of projections
Our aim is to show that z 0 = z ⊥ . Put q = z ⊥ − z 0 and observe that q ∈ Z(P ′ ∩ N ).
Assume by contradiction that q = 0. Let ω ∈ β(N) \ N be a free ultrafilter. Put (P q) ω = (P q) ′ ∩qM ω q. Since P ′ ∩P ω is diffuse, since P ′ ∩P ω ⊂ P ′ ∩M ω and since (P q) ω = q(P ′ ∩M ω )q, we get that (P q) ω is diffuse. There are two cases to consider:
is a unital von Neumann subalgebra, we have (P q) ω M ω N ω . Since the inclusion N ⊂ M is mixing by Proposition 4.6 ans since (P q) ω is diffuse, we get P q M N by [22, Lemma 9.5].
(2) Assume (P q) ω M ω L(G) ω . We now use an idea due to Peterson (see [34, Theorem 4.5] ). Recall that (θ t ) is the malleable deformation introduced in Section 2.6. Since z is the maximum projection p ∈ P ′ ∩ M = P ′ ∩ N such that P p is amenable and since L(G) is amenable, we have that (P z ⊥ )p is not amenable relative to L(G) inside M for all nonzero projection p ∈ Z((P z ⊥ ) ′ ∩ z ⊥ M z ⊥ ). Therefore, the deformation (θ ω t ) necessarily converges uniformly to id in · 2 on U ((P q) ω ) by Theorem 6.5. Let ε > 0. Choose
Thus, for all n ≥ 1, there exists k n ∈ N such that with w n = v n,kn ∈ U (qM q), we have:
With the above inequality (9) and Proposition 2.9, we get
By Theorem 2.10, we obtain P q M L(G), whence P q M N .
Therefore, in both cases we obtain P q M N . Since the inclusion N ⊂ M is mixing, the end of the proof of Theorem 8.1 yields a nonzero projection q 0 ∈ (P q) ′ ∩qN q such that q 0 ≤ q = z ⊥ −z 0 and P q 0 ⊂ q 0 N q 0 . We obtain (P z ⊥ )(z 0 + q 0 ) ⊂ (z 0 + q 0 )(z ⊥ N z ⊥ )(z 0 + q 0 ). This contradicts the fact that z 0 is the maximum projection p 0 ∈ (P z ⊥ ) ′ ∩ z ⊥ N z ⊥ with the property that (P z ⊥ )p 0 ⊂ p 0 (z ⊥ N z ⊥ )p 0 . Therefore, z 0 = z ⊥ and P z ⊥ ⊂ z ⊥ N z ⊥ . This finally yields P ⊂ N and finishes the proof of Theorem E.
9. Approximation properties for Γ(H R ) ′′ ⋊ π G 9.1. Complete bounded approximation property. We refer to [3, Chapter 12] for the notion of weak amenability for discrete groups G and the definition of Λ cb (G).
Let (M, τ ) be a tracial von Neumann algebra. Following [12] , we say that M has the completely bounded approximation property if there exist κ > 0 and a net Φ n : M → M of normal finite rank (completely bounded) maps such that (1) lim n Φ n (x) − x 2 = 0 for all x ∈ M . (2) sup n Φ n cb ≤ κ.
The Cowling-Haagerup constant Λ cb (M ) is defined as the infimum of all values of κ for which such nets exist. By [3, Theorem 12.3 .10], we have that Λ cb (L(G)) = Λ cb (G) for all countable discrete groups G.
Theorem 9.1. Let G be any countable discrete group and π : G → O(H R ) any compact orthogonal representation. Then Λ cb (Γ(H R ) ′′ ⋊ π G) = Λ cb (G).
Proof. We obviously have Λ cb (Γ(H R ) ′′ ⋊ π G) ≥ Λ cb (G). To prove the reverse inequality, we use techniques and results from [19, Section 3] . We may and will assume that Λ cb (G) < ∞.
By [19, Corollary 3.14] , there exists a sequence ϕ n : N → C of finitely supported functions such that lim n ϕ n = 1 pointwise and the corresponding unital trace-preserving radial multipliers m ϕn : Γ(H R ) ′′ → Γ(H R ) ′′ defined by m ϕn (W (e 1 ⊗ · · · ⊗ e r )) = ϕ n (r)W (e 1 ⊗ · · · ⊗ e r ) satisfy lim sup n m ϕn cb = 1. Observe that since the radial multipliers m ϕn commute with the free Bogoljubov action σ π , we may extend m ϕn to Γ(H R ) ′′ ⋊ G by the formula m ϕn (W (e 1 ⊗ · · · ⊗ e r )u g ) = ϕ n (r)W (e 1 ⊗ · · · ⊗ e r )u g .
We still have lim sup n m ϕn cb = 1.
Next, since π is compact, we can write π = j∈N π j and H R = j∈N H (j)
R with π j a finite dimensional orthogonal representation or π j = 0. For p ∈ N, let E p : H R → 0≤j≤p H (j) R be the orthogonal projection and denote by Γ(E p ) : Γ(H R ) ′′ → Γ(H R ) ′′ the unique trace-preserving unital completely positive multiplier (see [53, Section 2] ) defined by Γ(E p )(W (e 1 ⊗ · · · ⊗ e r )) = W (E p (e 1 ) ⊗ · · · ⊗ E p (e r )).
Observe that since the completely positive multipliers Γ(E p ) commute with the free Bogoljubov action σ π , we may extend Γ(E p ) to Γ(H R ) ′′ ⋊ G by the formula Γ(E p )(W (e 1 ⊗ · · · ⊗ e r )u g ) = W (E p (e 1 ) ⊗ · · · ⊗ E p (e r ))u g .
Let ε > 0. Since Λ cb (G) < ∞, let ψ q : G → C be a sequence of finitely supported functions such that ψ q (e) = 1 for all q, lim q ψ q = 1 pointwise and the corresponding unital tracepreserving Herz-Schur multipliers m ψq : L(G) → L(G) defined by m ψq (u g ) = ψ q (g)u g satisfy sup q m ψq cb ≤ Λ cb (G) + ε. We may extend m ψq to Γ(H R ) ′′ ⋊ π G by the formula m ψq (W (e 1 ⊗ · · · ⊗ e r )u g ) = ψ q (g)W (e 1 ⊗ · · · ⊗ e r )u g .
We still have sup q m ψq cb ≤ Λ cb (G) + ε.
Define the trace-preserving unital finite rank (completely bounded) maps M n,p,q : Γ(H R ) ′′ ⋊ π G → Γ(H R ) ′′ ⋊ π G by the formula M n,p,q = m ϕn • Γ(E p ) • m ψq . We have lim n,p,q M n,p,q (x) − x 2 = 0 for all x ∈ Γ(H R ) ′′ ⋊ π G and sup n≥n 0 ,p,q M n,p,q cb ≤ Λ cb (G) + 2ε, for n 0 ∈ N sufficiently large. Since this is true for every ε > 0, we get Λ cb (Γ(H R ) ′′ ⋊ π G) ≤ Λ cb (G). (1) lim n ϕ n (x) − x 2 = 0 for all x ∈ M . (2) ϕ n is compact over B for all n, that is, for all ε > 0, there exists a finite trace projection p ∈ M, e B such that T ϕn (1 − p) ∞ ≤ ε.
When M has the Haagerup property relative to C, we simply say that M has the Haagerup property (see [8] ).
Theorem 9.2. Let G be any countable discrete group and π : G → O(H R ) any orthogonal representation. The following are equivalent:
(1) π is compact. (3) ⇒ (1). Denote by K R the unique closed π(G)-invariant subspace such that π K = π|K R is compact and π H⊖K = π|H R ⊖ K R is weakly mixing. By Corollary 4.3, we get that
Therefore π = π K and so π is compact. Proof. Assume that Γ(H R ) ′′ ⋊ π G has the Haagerup property. Then L(G) ⊂ Γ(H R ) ′′ ⋊ π G has the Haagerup property and so does G by [8] .
Assume that G has the Haagerup property and π : G → O(H R ) is a compact orthogonal representation. Write π = j∈N π j and H R = j∈N H
R with π j a finite dimensional orthogonal representation or π j = 0. For p ∈ N, let E p : H R → 0≤j≤p H (j) R be the orthogonal projection and denote by Γ(E p ) : Γ(H R ) ′′ ⋊ π G → Γ(H R ) ′′ ⋊ π G the corresponding unique trace-preserving unital completely positive multiplier.
Since G has the Haagerup property, let ϕ n : G → C be a sequence of positive definite functions such that ϕ n (e) = 1 for all n, lim n ϕ n = 1 pointwise and ϕ n ∈ c 0 (G) for all n ∈ N. Denote by Φ n : Γ(H R ) ′′ ⋊ π G → Γ(H R ) ′′ ⋊ π G the corresponding trace-preserving unital completely positive maps Φ n (W (e 1 ⊗ · · · ⊗ e r )u g ) = ϕ n (g)W (e 1 ⊗ · · · ⊗ e r )u g .
Then we have that M n,p = Φ n • Γ(E p ) forms a sequence of trace-preserving unital completely positive maps on Γ(H R ) ′′ ⋊ π G such that lim n,p M n,p (x) − x 2 = 0 for all x ∈ Γ(H R ) ′′ ⋊ π G and the corresponding bounded operators T Mn,p are compact on L 2 (Γ(H R ) ′′ ⋊ π G) (see [26, Lemma 3.3] ). Therefore Γ(H R ) ′′ ⋊ π G has the Haagerup property.
