Let G be a model of Presburger arithmetic. Let L be an expansion of the language of Presburger LP res. In this paper we prove that the L-theory of G is LP res-minimal iff it has the exchange property and any bounded definable set has a maximum.
In general it is not true that EP implies L P res -minimality. For instance consider G be a nonstandard model of Presburger and the expansion of L P res by a unary predicate interpreted in G by a proper convex subgroup. In fact, the existence a proper definable subset closed under successor or predecessor is the only remaining obstruction to L P res -minimality. Definition 1.6. (G, L) satisfies DC (definable completeness) if any definable unary set has a supremum in G ∪ {∞}.
Remark. DC is a first-order property. So it is also a property of the theory of G.
For the rest of this paper, we assume that G DC and that T h(G, L) satisfies EP (so by Proposition 1.5, there is no definable expanding set). We fix X a L-definable subset of G. Under these hypotheses, we shall prove that X is L P res -definable (Proposition 2.24). Then, the main theorem follows: Theorem 1.7. T h(G, L) is L P res -minimal iff T h(G, L) satisfies EP and DC.
Proof. One direction is done in [2] : EP follows for instance from cell-decomposition and DC is an immediate consequence of L P res -minimality. The other direction will be proved in Proposition 2.24.
The proof of Proposition 2.24 has two main steps. First, we prove a nonstandard version of Michaux-Villemaire [3] . More precisely following their strategy we prove that if X ⊂ G is definable then X ∩N is a finite union of points and of cosets of dG (for some integer d). Then by DC, we can extend this property to an infinite interval [0, g] . Finally by compactness and EP, we prove that X is a finite union of X i were X i is an interval intersected with finitely many cosets of d i G. Remark. It is already known that the above theorem fails for generalisation of L P res -minimality. For coset-minimal groups (in the sense of [4] ; note that L P res -minimal groups are coset-minimal), there is an example in [1] of cosetminimal group which does not have the exchange property.
Proof of the main theorem.
If X is a subset of M where M ≡ G then for all x ∈ X, we denote the successor of x in X by σ(x).
Lemma 2.1. Let X be a non expanding set. Then there is u ∈ N such that for all
Proof. For we may assume that X ∩ N is infinite (Otherwise the Lemma is trivial). By contradiction assume that for all u ∈ N, there is x ∈ X ∩ N such that σ(x)−x > u. Apply this assumption with u = n and we get x 0 ∈ X ∩N such that σ(x 0 )− x 0 > n. By induction we can construct x 0 < x 1 < · · · < x k ∈ X ∩N such that for all i, σ(x i ) − x i > n. Indeed, we can apply the assumption with u = σ(x k−1 ) + n (note that u ∈ N as σ(x k−1 ) ∈ N because X ∩ N is infinite). Then we obtain x k with σ(
Then U n is an infinite subset of X. Therefore X is expanding as for all x ∈ U n , x + 1, · · · , x + n / ∈ X. Contradiction.
For the rest of this paper, we will assume without loss of generality that
Proof. Immediate from the definition.
Proof. By Lemma 2.2, for all a ≤ x ≤ b, x ∈ X iff x + g ∈ X. In particular, this is the case for all c ≤
Definition 2.4.
Proof. First we remark that for all k, n ∈ N, X[k, k + n] ⊂ {0, · · · n}. Therefore by the Pigeonhole principle for all n ∈ N, there is
Definition 2.7.
Proof. By the Pigeonhole principle for all n ∈ N, there is k < l ∈ N such that
The functions a, d come from Michaux-Villemaire [3] . The authors prove
In fact, it is proved that for n large enough, X ∩ [α(n), ∞) is defined by congruences relations modulo d(n). In our case this is not true anymore as α(n) may not be in N. For instance, take
What we would like to capture is d(n) = 3 and α(n) = 0. For we defined the below function D which is a twisted version of d.
With this new function we will get that D(n) = 2 and A(n) := a(n, D(k)) = 0 for all k, n ∈ N large enough as required.
Definition 2.9.
On the other hand, as a(n, d
We get a contradiction. Therefore A(n) ∈ N.
Proof. First, if f (U 0 ) is finite: Then by the Pigeonhole principle there is
⊂ N is a finite set. This contradicts the assumption that f (U 0 ) is an infinite subset of N. So, there is t > y, t ∈ U 0 such that f (y) < f (t). Let t * = min{t > y : t ∈ U, f (y) < f (t)}. As t
is infinite and concludes the proof of the lemma. 
Proof. Let us remark that it is sufficient to prove that there is d ∈ N 0 , such that for all n ∈ N, there is a, m ∈ N such that m ≥ n and X[a, a + m] = X [a+d, a+d+m] . For in that case, by Lemma 2.3, X[a, a+n] = X [a+d, a+d+n] .
By Lemma 2.1 and D is nondecreasing, there is u ∈ N such that for all
Claim 2.16. There are V, N ∈ N such that for all n ∈ N, n ≥ N , there are
Therefore by Lemma 2.3, (1) and (2) (1
We combine (1 ′ ) and (2 ′ ) to get
(for remark that a ≤ a + n ≤ A(k) + D(k) + k and apply Lemma 2.3 and the above equality). Set V = u and N = 0.
By the claim and the Pigeonhole principle there is
Then, for all n ∈ N there is m ∈ E such that m ≥ n. So, by the above claim, there is a such that X[a, a+m] = X [a, a+d+m] . This shows that there is d ∈ {1, · · · , V } such that for all n there is a, m ∈ N such that m ≥ n and X[a, a
By the remark at the beginning of the proof we are done. Definition 2.17. Let d given by Lemma 2.15. We define
if there is at least one such a; −1 otherwise.
By Lemma 2.15, for all n ∈ U ∩ N, α(n) ∈ N. Note that α is definable.
Lemma 2.18. There is U ⊂ U definable such that U 0 := U ∩ N is cofinal in N and α is non decreasing on U .
Proof. By Lemma 2.12.
From now, we will assume that α is restricted to U . We set U 0 := U ∩ N.
Lemma 2.19. If Im α, U , Im D and Im A are nonexpanding, then there is
Proof. By Lemma 2.1, there is v such that for all n,
We have that for all k ∈ N, k ≥ N , there is n ∈ U 0 , n ≥ l such that k ∈ [α(n), α(n) + n]. For there are two cases: first if there is n ∈ U 0 such that
and we are done. Second if for all n ∈ U 0 α(n) < k. In that case by Lemma 2.18, α is non decreasing. Furthermore, α(U 0 ) ⊂ N (by Lemma 2.15). So as it is bounded by k, α is eventually constant in U 0 i.e., there is M ∈ N such that for all n ∈ U 0 , n > M , α(n) = α(σ(n)). Let n ∈ U 0 such that n > max{M, k} (such n exists as U 0 is cofinal in N see Lemma 2.18) . Then,
By the above argument we know that there is n such that
) and g is maximal for this property. As
We can now prove the generalisation of the result of Michaux-Villemaire. This property is also true for
Proof. By Lemma 2.19 applied with the set X x = {y − x : y ∈ X}. For by Proposition 1.5, Im α, U , Im D and Im A are non expanding.
Remark. We do not claim nor need that N (x), d(x) or g(x) are definable functions.
Definition 2.22. 
