Abstract. This paper is devoted to the mathematical investigation of the MIT bag model, that is the Dirac operator on a smooth and bounded domain of R 3 with certain boundary conditions. We prove that the operator is self-adjoint and, when the mass m goes to˘8, we provide spectral asymptotic results.
1. Introduction 1.1. The physical context. In elementary particles physics [9] , the strong force is one of the four known fundamental interaction forces along with the electromagnetism, the weak interaction and the gravitation. It is responsible for the confinement of the quarks inside composite particles called hadrons such as protons, neutrons or mesons. Its force-carrying (gauge bosons) particles are called the gluons (the forcecarrying particles of the electromagnetism are the photons) and they carry together with the quarks, a type of charges called the color charges. Their interactions are detailed in the theory of quantum chromodynamics (the theory of electromagnetism is called quantum electrodynamics).
The standard model. Following the work of Gell-Mann and Zweig and the deep inelastic scattering experiments held at the Stanford Linear Accelerator
Center in the 1 60, physicists introduced in the mid-1 70, the standard model [13] in an attempt to give a unified framework for the elementary particle physics. It turned out that this model has been very fruitful for it allowed to predict the existence of many particles. Despite of its success, the confinement of the quarks remains badly understood because of the complexity of the associated equations.
An attempt to better understand the quarks confinement.
In parallel to the introduction of the standard model, Chodos, Jaffe, Johnson, Thorn, and Weisskopf [7, 6, 5, 14, 13] , physicists at the MIT, developped a simplified phenomenological model to get a better understanding of the phenomenons involved in the quarkgluon confinement. Following the results of the experimentations held at that time, they chose to include several qualitative properties of the quarks: -the perfect confinement of the quarks inside the hadrons 1 , -the relativistic nature of the quarks 2 .
The region of space Ω where the quarks live is called the bag and the model is the MIT bag model. Let us remark that the MIT bag model can also be viewed as a 1 No isolated quark has been observed yet. 2 For light quarks, the non-relativistic approximation E " mc 2 is not valid and the Schrödinger operator´∆ has to be replaced by the Dirac one to describe the kinetic energy. model for a relativistic particle confined in a box. In the non-relativistic setting, the Dirac operator is replaced by the Dirichlet Laplacian and the associated model appears in many introduction courses of quantum physics [18] . Let us also mention that the two dimensional equivalent of the MIT bag model appears in the study of graphene and is referred to as the infinite mass boundary condition (see [2, 21] and the references therein).
1.2. The MIT bag Dirac operator. In the whole paper, Ω denotes a fixed bounded domain of R 3 with regular boundary and m is a real number. The Planck constant and the velocity of light are assumed to be equal to 1. Let us recall the definition of the Dirac operator associated with the energy of a relativistic particle of mass m and spin 1 2 (see [22] ). The Dirac operator is a first order differential operator, acting on L 2 pΩ, C 4 q in the sense of distributions, defined by (1.1)
H " α¨D`mβ , D "´i∇ ,
where α " pα 1 , α 2 , α 3 q, β and γ 5 are the 4ˆ4 Hermitian and unitary matrices given by
Here, the Pauli matrices σ 1 , σ 2 and σ 3 are defined by σ 1 "ˆ0 1 1 0˙, σ 2 "ˆ0´i i 0˙, σ 3 "ˆ1 0 0´1˙, and α¨X denotes ř 3 j"1 α j X j for any X " pX 1 , X 2 , X 3 q. Let us now impose the boundary conditions under consideration in this paper and define the associated unbounded operator. Remark 1.4. The operator B defined for all x P Γ is a Hermitian matrix which satisfies B 2 " 1 4 so that its spectrum is t˘1u. Both eigenvalues have multiplicity two. Thus, the MIT bag boundary condition imposes the wavefunctions ψ to be eigenvectors of B associated with the eigenvalues`1 . This boundary condition is chosen by the physicists [14] so as to get a vanishing normal flow at the bag surfacé in¨j " 0 at the boundary Γ where the current density j is defined by j " xψ, αψy .
The opposite boundary condition ψ P kerp1 4`B q is discussed in Section 1.3.3.
Let us now describe our results.
1.3. Results.
1.3.1. Self-adjointness. The following theorem gathers some fundamental spectral properties of the MIT bag Dirac operator that we establish in this paper and that are related to its self-adjointness. sppHq " t˘µ n pmq, n ě 1u .
iii. Each eigenvalue µ n pmq has pair multiplicity. iv. For each ψ P DompHq, we have
where κ is the trace of the Weingarten map:
Self-adjointness results have already been obtained in the case of C 8 -boundaries in [3] through Calderón projections and sophisticated pseudo-differential techniques, and, in two dimensions, with C 2 boundaries [2] (see also [21] ), using Cauchy kernels and Riemann mapping theorem. The proof that we present here relies on simple PDE techniques and the introduction of an extension operator for Sobolev spaces (see [4, Section 9.2] ) and can be generalized to any dimension. Let us also mention that more general local boundary conditions are considered in [3, 2] . Our other results are of asymptotic nature. They describe the limiting behavior of the eigenvalues of the MIT bag Dirac operator as m tends to˘8.
1.3.2.
The MIT bag model with positive mass. As we can guess from the expressions (1.2) and (1.3), when m Ñ`8, the operator H 2´m2 tends, in some sense, towards the Dirichlet Laplacian on Ω. From the physical point of view, this limit is called the non-relativistic limit since it relates the MIT bag model (relativistic particles in a box) to the model for non-relativistic particles in a box.
From the spectral point of view, we have the following asymptotic result. Let us now describe our result related to the MIT bag model with "negative mass". This "negative mass" may be understood in two equivalent ways. i. When we investigate the case Ω " R 3 , the Dirac operators α¨D`mβ and α¨D´mβ are unitarily equivalent. Thus, in the case of a general Ω, one may be tempted to consider α¨D´mβ with the MIT bag condition B.
ii. Since we have
we notice that α¨D´mβ with boundary condition B is unitarily equivalent to α¨D`mβ with boundary condition´B. In this case, the flux´in¨j also vanishes at the boundary and the justification given by the physicists [14] of the MIT bag boundary condition can also be applied here (see Remark 1.4).
Of course, these changes of signs have no effect on the self-adjointness.
Remark 1.9. From the physical point of view, the fact that H Ω 0 does not commutes with the chirality matrix γ 5 (see [22] ) is called the chiral symmetry violation [23, 13] . The chiral symmetry is supposed to be a property approximately satisfied by light quarks and exactly satisfied for quarks of mass 0.
In this paper, we will show that the limit m Ñ´8 for the operator H Ω m turns out to be a semiclassical limit and not of perturbative nature as when m Ñ`8. It will be shown that the boundary is attractive for the eigenfunctions with eigenvalues lying essentially in the Dirac gap r´|m|, |m|s and that their distribution is governed by the operator
where κ and K are the trace and the determinant of the Weingarten map, respectively, and where L Γ is defined as follows.
Definition 1.10. The operator pL Γ , DpL Γis the operator associated with the quadratic form
As a consequence of our investigation, we will get the following lower bound of the quadratic form Q Γ . Proposition 1.11. We have
Taking advantage of semiclassical technics, we will establish the following uniform eigenvalues estimate. Theorem 1.12. Let ε 0 P p0, 1q and
There exist positive constants C´, C`, m 0 such that, for all m ě m 0 and n P N ε 0 ,m , µń pmq ď µ n p´mq ď µǹ pmq ,
Remark 1.13. By Proposition 1.11,
so that the square root is well-defined. In the expression of L Γ,ḿ , we are obliged to take the non-negative part.
Rewriting the previous theorem in term of asymptotic expansions of the eigenvalues, we get the following result (see for instance [15, Corollary 3.2] ). Corollary 1.14. For all n P N˚, we have that
where pr µ n q nPN˚i s the non-decreasing sequence of the eigenvalues of the following non-negative operator on L 2 pΓ, Cq 4 X kerp1 4´B q:
Let us describe the spectrum of the effective operator on the boundary in the case where Ω is a ball (see [22, Section 4.6] ).The proof of the following proposition just follows from straightforward computations. Proposition 1.15. Assume that Ω " Bp0, Rq with R ą 0. Let A " βp1`2S¨Lq be the "spin-orbit" operator where S "
and its spectrum is tn 2 {R 2 , n P N˚u.
1.4.
Remarks. Let us conclude this introduction with some comments related to Robin Laplacians, δ-interactions and shell-interactions.
1.4.1.
Comparison to Robin Laplacians. Theorem 1.12 shares common features with the known results about the Robin Laplacian in the strong coupling limit (see [19] for the asymptotic of individual eigenvalues and [15] in relation with the spectral uniformity and the semiclassical point of view). But two major differences have to be emphasized. Firstly, the effective operator is not semiclassical in our case (it looks like the effective operator in the case of a Schrödinger operator with a strong attractive δ-interaction on Γ, see [8] ). Secondly, the effective operator in our case is a quadratic function of the principal curvatures (and not a linear one as in the Robin case). These differences are crucially related to the vectorial nature of the Dirac operator with the MIT conditions: they lead to a kind of semiclassical degeneracy. It is also rather surprising that the order of this degeneracy is still less than the order of the famous Born-Oppenheimer correction. Here, by the Born-Oppenheimer method, we mean a semiclassical method of reduction to the boundary explained in Sections 4 and 5.
Shell interactions.
There is a close relation between the MIT bag model that we study in this work and the shell interactions for Dirac operators studied in [1] . In [1, Theorem 5.5], the authors prove that H`V es generates confinement with respect to Γ for λ 2 e´λ 2 s "´4, where
λ e , λ s P R, ψ˘are the non-tangential boundary values of ψ on Γ and dΓ is the surface measure on Γ. By using [1, Proposition 3.1], it is possible to see that the existence of eigenvalues for H`V es is equivalent to a spectral property of some bounded operators on Γ. More precisely,
where C σ,µ is a Cauchy-type operator defined on Γ in the principal value sense. In the regime λ 2 e´λ 2 s "´4, the right hand side of p1.5q is also equivalent to the existence of a solution ψ P H 1 pΩ, C 4 q of the boundary value problem pH´µqψ " 0 in Ω and ψ " i 2 pλ e´λs βqpα¨nqψ on Γ. Observe that when λ e " 0 and λ s " 2 we recover the MIT bag model given in Definition 1.2. It is worth pointing out that the right hand side of p1.5q does not hold for λ s ą 0 if µ P r´m, ms. So the eigenvalues must belong to Rzr´m, ms for λ s ą 0, as we already know from [17, Section 5] in the case λ e " 0 and λ s " 2.
1.5. Organization of the paper. The paper is organized as follows. In Section 2, we prove Theorem 1.5 by constructing extension operators adapted to the Dirac operator. Section 3 is devoted to the proofs of Theorems 1.6 and 1.7. The remaining sections are concerned with the case of the large negative mass. In Section 4, we explain the main steps towards the proof of Theorem 1.12. In Section 5, we prove the propositions and theorems stated in Section 4. Points ii and iii of Theorem 1.5 are immediate consequences of the following lemma (see [ 
Lemma 2.2 (Discrete symmetries). Let us introduce three operators defined for
Cψ " iβα 2 ψ, Charge conjugation operator,
The operators C and T , resp. CT are anti-unitary, resp. unitary transformations that leave DompHq invariant and satisfy
HC "´CH, HT " T H and H pCT q "´pCT q H .
Moreover, we have for any ψ P C 4 that xψ, T ψy " 0.
We can relate the mean curvature to the commutator between the boundary condition and a Dirac derivative parallel to the boundary.
Lemma 2.3 (Mean curvature as commutator). We have
Proof. Let s P BΩ. First we have, by anticommutation between α and β, α¨pnˆDqBψ " β α¨pnˆ∇qpα¨n ψq .
Let n 1 and n 2 be two eigenvectors of the Weingarten map dn s whose respective eigenvalues are denoted by pλ 1 , λ 2 q and such that pn, n 1 , n 2 q is an orthonormal basis of R 3 . We have
Then, by the Leibniz formula and Lemma 2.1, it follows that pα¨nˆ∇qpα¨n ψq "´α¨n pα¨n 2 B n 1´α¨n 1 B n 2 q ψ ppα¨n 2 qpα¨B n 1 nq´pα¨n 1 qpα¨B n 2 nqq ψ , and thus, again by Lemma 2.1,
We deduce that α¨pnˆDqBψ " Bpα¨nˆDqψ´ipλ 1`λ2 qβγ 5 α¨n , and the conclusion follows.
Symmetry of H.
Let us start by proving the symmetry of H.
Proof. Since the α-matrices are Hermitian, we have, thanks to the Green-Riemann formula:
Now we consider ψ, ϕ P DompHq. By using β 2 " 1 4 and the boundary condition, we get xp´iα¨nqϕ, ψy BΩ " xβϕ, ψy BΩ , so that, we deduce (2.2) @ϕ, ψ P DpHq , xα¨Dϕ, ψy Ω´x ϕ, α¨Dψy Ω " xβϕ, ψy BΩ .
The right hand side of (2.2) is a skew-symmetric expression of pϕ, ψq and the left hand side is symmetric in pϕ, ψq since β is Hermitian. Thus both sides must be zero.
2.3. Self-adjointness of H. This subsection is devoted to the proof of Point i of Theorem 1.5. We denote by L pE, F q the set of continuous linear applications from E to F where E and F are Banach spaces. We recall that the domain of H is independent of m:
and that the domain of the adjoint H ‹ is defined by
where
By Lemma 2.4, we get that
Let us remark that, without loss of generality, we can assume in the proof that m " 0 since the operator βm is bounded (and self-adjoint) from L 2 pΩq 4 into itself. The aim of this section is to establish that
2.3.1. Extension operator on the half-space case. In this section, we consider the case when Ω " R 3 and we establish the existence of an extension operator.
Lemma 2.5. There exists an operator
such that P ψ |R 3 " ψ and
Proof. The outward-pointing normal n is equal to´e 3 " p0, 0,´1q T so that the boundary condition is iβα 3 ψ " ψ , on BR 3 . Let us diagonalize the matrix iβα 3 appearing in the boundary condition. We introduce the matrix
Thus we consider r H " T HT ‹ . The operator r H is defined by r Hψ " α¨Dψ for any ψ P Domp r Hq where
This unitarily equivalent representation of the Dirac operator is called the supersymmetric representation (see [22, Appendix 1.A] ). This expression of the domain makes more apparent the fact that the MIT bag boundary condition is intermediary between the Dirichlet and Neumann boundary conditions. Let us denote by S : R 3 Ñ R 3 and Π : R 3 Ñ R 3 the orthogonal symmetry with respect to BR 3 and the orthogonal projection on BR 3 . Based on (2.4), we define the extension operator r P for ψ P Domp r H ‹ q as follows:
for px, y, zq P R 3 . In other words, we extend ψ 1 , ψ 4 by symmetry and ψ 2 , ψ 3 by antisymmetry.
Let us get back to the standard representation and define the extention operator P for ψ P DpH ‹ q and px, y, zq P R 3 as follows :
Since Bpsq is a unitary transformation of C 4 for any s P BR 3 , we get that
Let us study α¨DP ψ in the distributional sense. We have for
where x¨,¨y D 1ˆD is the distributional bracket on R 3 . Since B is Hermitian, we obtain by a change of variables, that xpB˝Πq ψ˝S, α¨Dϕy R 3 " xψ˝S, pB˝Πq α¨Dϕy R 3 " xψ,´i pB˝Πq pα 1 B x`α2 B y´α3 B z q ϕ˝Sy R 3 " xψ, α¨D ppB˝Πq ϕ˝Sqy R 3 .
Hence, we get xα¨DP ψ, ϕy D 1ˆD " xψ, α¨D pϕ`pB˝Πq ϕ˝Sqy R 3 .
Let us remark that the function ϕ`pB˝Πq ϕ˝S belongs to DompHq. Indeed, we have that pB˝Πq pϕ`pB˝Πq ϕ˝Sq px, y, 0q " pϕ`pB˝Πq ϕ˝Sq px, y, 0q for all px, yq P R 2 . Since ψ P DompH ‹ q, by the Riesz theorem and a change of variable, we have that
Thus, we obtain that in the distributional sense
Proof of Point i of Theorem 1.5.
Let us now consider the case of our general Ω. Let us remark that the understanding of the case of the half-space is not sufficient to conclude since curvature effects have to be taken into account. The proof of Lemma 2.5 is just used here as a guideline for the proof of the next proposition.
Proposition 2.6. There exist a constant C ą 0 and an operator
such that P ψ |Ω " ψ and
Proof. Using a partition of unity and the fact that
we are reduced to study the case of a deformed half-space. Let us recall the standard tubular coordinates near the boundary of Ω :
where T ą 0 and U is a bounded open set of R 3 . Without loss of generality, we can assume that η is a diffeomorphism such that ηppU X BΩqˆp0, T" Ω X U, ηppU X BΩqˆt0uq " BΩ X U.
The rest of the proof is divided into four steps: (a) we introduce a bounded extension operator P :
we introduce a mapα which extends the α-matrices on U so that, we have
is equivalent to the H 1 norm on C Step (a). The following tubular projection and symmetry defined by
are well-defined and regular functions.
Let us denote by P px 0 q the matrix of the identity map of R 3 from the canonical basis pe 1 , e 2 , e 3 q to the orthonormal basis pǫ 1 px 0 q, ǫ 2 px 0 q, npx 0defined by P px 0 q " MatpId, pe 1 , e 2 , e 3 q, pǫ 1 px 0 q, ǫ 2 px 0 q, npx 0, for any x 0 P BΩ X U where pǫ 1 px 0 q, ǫ 2 px 0is a basis of the tangent space T x 0 BΩ. Up to taking a smaller T , we have that, for any x 0 P BΩ X U, Jac φ s px 0 q " P px 0 q´1¨1 0 0 0 1 0 0 0´1‚ P px 0 q , and, for any x P U,
Following the idea of the proof of Lemma 2.5, we define the extension operator
for ψ P L 2 pU X Ωq and x P U as follows:
Step (b). Let us extend the α-matrices for x P U as follows:
Let us remark that r αpxq is a column-vector of three matrices and the above matrix product makes sense as a product in the modulus on the ring of the 4ˆ4 Hermitian matrices. In particular, we get for x 0 P BΩ X U that
Hence, the applicationα is continuous on U. Since it is also a C 1 -map on both Ω X U and Ω c X U , we get thatα is a Lipschitz map. This choice for the extension of α is made in order to get r α¨DP ψ P L 2 pUq , in the sense of distributions. Indeed, sinceα is Lipschitz, we get that, for ϕ P H 1 0 pUq, xr α¨DP ψ, ϕy H´1pU qˆH 1 0 pU q :" xP ψ, r α¨Dϕy U`x P ψ,´idivpr αqϕy U XΩ c . We deduce that xP ψ, r α¨Dϕy U XΩ c " xψ, α¨D`pB˝φ p q ϕ˝φ´1 s˘y U XΏ xψ, pα¨D pB˝φ pϕ˝φ´1 s y U XΩ .
Since ψ P DompH ‹ q and the function ϕ`pB˝φ p q ϕ˝φ´1 s : Ω X U Ñ C 4 belongs to DompHq, we get that xr α¨DP ψ, ϕy H´1pU qˆH 1 0 pU q " xα¨Dψ, ϕ`pB˝φ p q ϕ˝φ´1 s y U XΩ`x ψ, Rϕy U XΩ , where R is a bounded operator from L 2 pUq in L 2 pU X Ωq defined for all ϕ P L 2 pUq by Rϕ "´i divpr αqϕ`i pα¨∇ pB˝φ pϕ˝φ´1 s . Then, we obtain by Riesz's theorem that r α¨DP ψ P L 2 pUq and that
where C ą 0 does not depend on ψ.
Step (c)
Let us define the matrix-valued function A for all x P U by
Apxq " |Jac φ s pxq|pJac φ s pxqq´1χ U XΩ c pxq`1 3 χ U XΩ pxq " pa jk pxqq jk and denote by A j pxq the j-th line of Apxq. We get that, for all x P U,
Since, AA T pxq " 1 3 for all x P U X BΩ, we get that x Þ Ñ AA T pxq is a Lipschitzian application on U and
Integrating by parts yields
Note that c ą 0 by (2.5). This ensures that the H 1 -norm and the }¨} V -norm are equivalent on C 8 0 pUq.
Step (d). Let v P V and pρ ε q ε a mollifier defined for x P R 3 by
It remains to prove (2.6). There exists a constant C ą 0 such that
By integration by parts, we get, for x P U, r α¨∇v ε pxq´pr α¨∇vq˚ρ ε pxq
pr αpxq´r αpyqq¨pvpyq∇ρ ε px´yqq dy`ż Since r α is Lipschitzian, we get that
so that (2.6) follows.
Now we can end the proof of (2.3). Thanks to Proposition 2.6, the set DompH ‹ q is included in H 1 pΩq. Hence, for any ψ P DompH ‹ q, the trace of ψ on the set BΩ is welldefined and belongs to H 1{2 pBΩq. By the definition of DompH ‹ q and an integration by parts, we obtain that, for any ϕ P DompHq, 0 " xψ, Hϕy Ω´x Hψ, ϕy Ω " xψ,´iα¨nϕy BΩ " xβψ, ϕy BΩ .
Hence, we have, for almost any s P BΩ, βψpsq P kerpB´1 4 q K " kerpB`1 4 q , so that ψpsq P kerpB´1 4 q , and we get (2.3).
2.4.
Proof of Point iv in Theorem 1.5. In the following lines, we assume that ψ P DompHq. First we expand the square to get
Then we use (2.1) with ϕ " βψ and we find, by using that α anticommutes with β, 
Large positive mass
This section is devoted to the proofs of Theorems 1.6 and 1.7. For that purpose, one will work with the square of the Dirac operator H 2 appearing in Theorem 1.5 and determine the asymptotic expansions of its lowest eigenvalues.
For m ą 0 and ψ P D " tψ P H 1 pΩ, C 4 q, ψ P ker pB´1 4 q on Γu, we let
In addition, we also define, for ψ P H 1 0 pΩ, C 4 q,
Let us denote by pλ j pQ mjě1 and pλ j pQ 8jě1 , the ordered sequence of eigenvalues related to the operators associated with the quadratic forms Q m and Q 8 . There respective L 2 -normalized eigenfunctions are denoted by that ψ j,m and ψ j,8 .
3.1.
First non-trivial term in the asymptotic expansion. Theorem 1.6 is a consequence of the following proposition and of Theorem 1.5. 
Let us fix N ě 1 and consider an orthonormal family pψ j,m q 1ďjďN such that ψ j,m is an eigenfunction of the operator related to Q m and associated with its j-th eigenvalue.
We set E N pmq " span pψ j,m q 1ďjďN .
We easily get that, for all ψ P E N pmq,
Let us first prove that λ 1 pQ m q converges towards λ 1 pQ 8 q. We deduce that ψ 1,8 is an eigenfunction of the Dirichlet Laplacian associated with λ 1 pQ 8 q. Therefore, we have the convergence result for the first eigenvalue. We also get that pψ 1,m q converges to ψ 1,8 strongly in H 1 pΩq. Let us now proceed by induction. Let N ě 1. Assume that, for all j P t1, . . . , Nu, pλ j pQ mconverges to λ j pQ 8 q and that, up to a subsequence extraction, pψ j,m q converges to ψ j, 8 , an eigenfunction associated with λ j pQ 8 q. As above, we may assume that pψ N`1,m q weakly converges to some ψ N`1,8 P H 1 pΩq and that its trace on Γ is zero. We also get, by convergence in L 2 pΩq, that
By the min-max principle, it follows that
From these last inequalities, we infer that ψ N`1,8 is an eigenfunction of the Dirichlet Laplacian associated with λ N`1 pQ 8 q, that pλ N`1 pQ mconverges to pλ N`1 pQ 8and pψ N`1,m q converges strongly in H 1 pΩq to ψ N`1,8 .
Asymptotic expansion of the first eigenvalue.
The following lemma will be used in the proof of Theorem 1.5.
Proof. We have ∇u " pB n uq n so that by integration by parts, we get ż
and the conclusion follows. 
Remark 3.4. In the case of the Robin Laplacian, we obtain
and we recover asymptotically the fact that λ Rob 1 pQ m q ď λ 1 pQ m q. Proof. The proof of this result is divided into three steps: (a) we perform a formal study of the asymptotic expansion of λ 1 pQ m q, (b) we build rigorously a test function based on Step (a) to get the upper bound, (c) we study the lower bound.
Step (a). We look for quasi-eigenvalues and quasi-eigenfunctions in the form
, where λ and ϕ are unknown.
We recall that ψ 1,m and ψ 1,8 satisfý
Then, we want that
Denoting for all s P Γ, P`psq " 1´Bpsq 2
, the orthogonal projection on kerpB´1 4 q, we get that
Taking the scalar product of equation (3.1) 
With Lemma 3.2, we obtain that
Step (b). Let ψ 1,8 " au 1 be an eigenfunction of the Dirichlet Laplacian associated with λ 1 pQ 8 q and w P H 2 pΩq be such that w "´P`B n ψ 1, 8 . Let us study the existence of a solution ϕ 1 of equation (3.2) . We denote by p´∆q´1 the inverse of the Dirichlet Laplacian and v " ϕ 1´w so that 
Hence, we get
Let a, b P C 4 be such that xa, by " 0, |a| " |b| " 1, ψ 1,8 " au 1 and ψ " bu 1 . We have
Hence, assuming that (3.3) is true, we get that system (3.2) has a solution ϕ 1 . ψ 1,8`m´1 ϕ 1 can be used as a test function and we have
Step (c). Let us now study the lower bound. In this section, we study the non-relativistic limit m Ñ`8 of the nonnegative eigenvalues of the MIT bag Dirac operator H Ώ m . For the sake of readability, we present the main ingredients used in the proof of Theorem 1.12. Part of the ideas are related to recent results about the semiclassical Robin Laplacians (see [12, Section 7] , [11] and [15] ). The detailed proofs will be given in Section 5.
Semiclassical reformulation and boundary localization.
The main objective of this section is to get boundary localization results of Agmon type. For that purpose, we will rather consider`H Ώ m˘2 and introduce the semiclassical parameter h " m´2 Ñ 0 .
The semiclassical operator.
In order to lighten the presentation, it will also be more convenient to work with the following operator
whose domain is given by
The associated quadratic Q h form is defined by
In other words, the operator L h is the semiclassical Laplacian with combined MIT bag condition and Robin condition on the boundary.
Relations between the eigenvalues of L h and H
Ώ m . Let us describe the relations between the spectra of our operators. Let us recall that the spectrum of H Ώ m is discrete, symmetric with respect to 0 and with pair multiplicity. The spectrum of H Ώ m lying in r´m, ms is given by !˘a h´2λ n phq`h´1 : n P Nzt0u ,´h ď λ n phq ď 0 ) , where λ n phq denotes the n-th eigenvalue of L h . Therefore, we shall focus on the study of the negative eigenvalues of L h .
4.1.3.
Localization estimatesà la Agmon. The estimates given in Proposition 4.1 are a consequence of the fact that the Laplacian is a non-negative operator.
Proposition 4.1. Let ǫ 0 P p0, 1q and γ P p0, ? ε 0 q. There exists C ą 0 such that for any h P p0, 1s, any eigenvalue λ ď´ε 0 h of L h and any eigenfunction ψ h of L h associated with λ, we have
4.2.
The operator near the boundary. Relying on Proposition 4.1, we introduce the operator near the boundary. Given δ P p0, δ 0 q (with δ 0 ą 0 small enough), we introduce the δ-neighborhood of the boundary
and the quadratic form, defined on the variational space
by the formula
We denote by L tδu h the corresponding operator.
The operator near the boundary in tubular coordinates.
Let ι be the canonical embedding of Γ in R 3 and g the induced metrics on Γ. pΓ, gq is a C 3 Riemannian manifold, which we orientate according to the ambient space. Let us introduce the map Φ : Γˆp0, δq Ñ V δ defined by the formula Φps, tq " ιpsq´tnpsq .
The transformation Φ is a C 3 diffeomorphism for any δ P p0, δ 0 q provided that δ 0 is sufficiently small. The induced metrics on Γˆp0, δq is given by
where Lpsq " dn s is the second fundamental form of the boundary at s. Let us now describe how our MIT bag -Robin Laplacian is transformed under the change of coordinates. For all u P L 2 pV δ q, we define the pull-back function (4.4) r ups, tq :" upΦps, tqq.
For all u P H 1 pV δ q, we have
andãps, tq " |gps, tq| 1 2 . Here x¨,¨y is the Euclidean scalar product and ∇ s is the differential on Γ seen through the metrics g. Since Lpsq P C 2ˆ2 , we have the exact formula (4.7)ãps, tq " 1´tκpsq`t 2 Kpsq where κpsq " Tr Lpsq and Kpsq " det Lpsq.
The operator L tδu h is expressed in ps, tq coordinates as
In these coordinates, the Robin condition becomes
on t " 0 .
We introduce, for δ P p0, δ 0 q, (4.8) r V δ " tps, tq : s P Γ and 0 ă t ă δu ,
The operator Ă L tδu h acts on L 2 p r V δ ,ã dt dΓq. Let us denote by λ tδu n phq the n-th eigenvalue of the corresponding operator Ă L tδu h . Using smooth cut-off functions, the min-max principle and the Agmon estimates of Proposition 4.1, it is then standard to deduce the following proposition (see [10] ). Proposition 4.2. Let ǫ 0 P p0, 1q and γ P p0, ? ǫ 0 q. There exist constants C ą 0, h 0 P p0, 1q such that, for all h P p0, h 0 q, δ P p0, δ 0 q, n ě 1 such that λ n phq ď´ǫ 0 h,
In the following, it is sufficient to choose (4.10) δ " h 
4.3.
The rescaled MIT bag operator in boundary coordinates. Looking at the rate of convergence obtained in Proposition 4.1, we perform a change of scale in the normal direction that allows us to see something at the limit. We introduce the rescaling ps, τ q " ps, h´1 2 tq , the new semiclassical parameter " h 1 4 and the new weights
We also introduce the parameter (4.12) T " δh´1 2 " h´1 4 "
´1
(see (4.10)). We consider rather the operator
acting on L 2 p p V , p a dΓ dτ q and expressed in the rescaled coordinates ps, τ q. As in (4.8), we let (4.14)
p V " tps, τ q : s P Γ and 0 ă τ ă ´1 u ,
4.4.
Contribution of the normal variable. Let us notice that the first order terms in (4.14) are related to the normal variable. Hence, we are naturally led to introduce the following quadratic form gathering all the terms acting in the normal direction:
(4.15)
up¨, 0q P ker pB´1 4 q , up¨, ´1 q " 0u ,
The goal of this section is to study the lowest part of the spectrum of the operator x L 1 associated with the quadratic form x Q 1 .
Diagonalization of the boundary condition.
Without the gradient term in the s-direction appearing in p Q puq, the MIT bag boundary condition can be diagonalized for every s P Γ. Let us introduce for all s P Γ, the unitary 4ˆ4 matrix
We have
xup¨, 0q, e 3 y " xup¨, 0q, e 4 y " 0, up¨, ´1 q " 0u , where xu, e k y is the k-th component of the vector u P C 4 . Since P n is unitary and does not depend on the variable τ , we get that
Up to this change of variable, the first two components satisfy the following Robin boundary conditionˆB τ`1´κ 2 2˙u p¨, 0q " 0 , whereas the last two ones satisfy the Dirichlet boundary condition.
4.4.2.
The Robin Laplacian on the half-line. Let C 0 ą 0, κ, K P p´C 0 , C 0 q and 0 ą 0 such that for all P p0, 0 q,
We introduce the following operator in one dimension (and valued in C), defined on the Hilbert space L 2 pp0, ´1 q; a ,κ,K dτ q by
For the associated quadratic form Q
Rob
,κ,K , we have, DompQ
Let us notice that our Robin Laplacian H Rob ,κ,K on a weighted space looks like the one introduced by Helffer and Kachmar in [11] . But, here, we have an additional term
in the boundary condition which will have an important impact on the spectrum in the limit Ñ 0. We can also notice that`H Rob ,κ,K˘κ ,K is an analytic family of type (B) in the sense of Kato (see [16] ). 
where ψ 0 pτ q " ? 2e´τ . The constants 0 , C ą 0 do not depend on κ, K but depend on C 0 . Notation 4.5. In the following, we use κ " κpsq and K " Kpsq and we let u ,κpsq,Kpsq pτ q " v ps, τ q , λ j`H Rob ,κpsq,Kpsq˘" λ R j ps, q .
Considering the asymptotic expansion of the eigenfunction in Proposition 4.4 leads to the following remark (v ps, τ q does not depend very much on s in the semiclassical limit).
Remark 4.6. We introduce the "Born-Oppenheimer correction":
by using straightforward adaptations of [12, Lemma 7.3] . By using (4.17) and an induction procedure, it is also possible to show the same estimate for the second order derivatives:
Since the spectrum of the Dirichlet Laplacian is non-negative, Proposition 4.4 gives us immediately the following result.
Proposition 4.7. Let ε 0 P p0, 1q. There exist C, 0 ą 0 such that for any P p0, 0 q, we have
Remark 4.8. Since, s Þ Ñ v ps,¨q is regular, we also have
for any ψ P p V . Actually, we can give an explicit expression of Π by using the diagonalization of the MIT condition of Section 4.4.1:
. By taking the derivative of (4.18) with respect to s, by using the Leibniz formula and (4.17), we have the commutator estimate, for
4.5. Effective operator on Ran Π . In this section, we compare the lower part of the spectrum of the operator x L with the one of the operator x L eff acting on Ran Π , whose quadratic form gathers all the terms of orders lower or equal to 4 and which is defined by (4.19) p
We get the following result.
Theorem 4.9. For ε 0 P p0, 1q, ą 0, we let
There exist positive constants 0 , C such that, for all P p0, 0 q and n P p
where p λn p q is the n-th eigenvalue of x L eff,˘ whose quadratic form is defined for all
4.6.
Effective operator on the boundary. The aim of this section is to exhibit an effective operator on the boundary Γ. To do so, we will have to study the BornOppenheimer correction terms. The effective operator up to the order 4 on the boundary has the following quadratic form:
More precisely, we obtain the following result.
Theorem 4.10. For ε 0 P p0, 1q, ą 0, we let
There exist positive constants 0 , C such that, for all P p0, 0 q and n P p N ε 0 , ,
where p λ Γ,n p q is the n-th eigenvalue of x L Γ,eff,˘ whose quadratic form is defined by: Let us now give the proof of Proposition 4.1.
Proof. We notice first that by (4.2),
Let us denote by a h p¨,¨q the sesquilinear form associated with Q h defined in (4.2). Let us define the following Lipschitzian functions x P Ω Þ Ñ Φpxq " γdistpx, BΩq P R and x P Ω Þ Ñ χ h pxq " e Φpxqh´1 {2 P R .
Since χ h is real-valued and Lipschitzian, we get that χ 2 h ψ h belongs to DpQ h q. We have that
By Lemma 5.1, we get that
Recall that ψ h is an eigenfunction of L h associated with the eigenvalue λ, so that
Let us introduce a quadratic partition of unity of Ω χ 2 1,h,R`χ 2 2,h,R " 1 , in order to study the asymptotic behavior of ψ h in the interior and near the boundary Γ separately. We assume that χ 1,h,R satisfies χ 1,h,R pxq "
and that maxp|∇χ 1,h,R pxq|, |∇χ 2,h,R pxq|q ď 2ch´1 {2 {R , for all x P Ω. Using again Lemma 5.1, we get
We have Q h pχ 1,h,R χ h ψ h q ě 0 because of a support consideration. Let us also remark that
. Hence, we obtain by (5.3) and (5.1) that
Let us fix R ą 0 so that
We get that }χ h ψ h } L 2 pΩq ď C}ψ h } L 2 pΩq , and the conclusion follows by (5.2).
Proof of Proposition 4.4.
Proof. The proof follows from the method by Helffer and Kachmar used in [11] . Let us recall the strategy. The operator is H Rob ,κ,K "´a´1 ,κ,K pτ qB τ pa ,κ,K pτ qB τ q "´B 2 τ` 2 κ´2
4 Kτ a ,κ,K pτ q B τ , B τ`1´κ 2 2˙u p¨, 0q " 0 .
We look for quasi-eigenvalues and quasi-eigenfunctions expressed as formal series:
By writing the formal eigenvalue equation, expanding the operator and the boundary condition in powers of 2 , we get the following succession of equations. In the following, the integration interval is p0,`8q. The first one iś B 2 τ ψ 0 " λ 0 ψ 0 , pB τ`1 qψ 0 p0q " 0 .
We get that λ 0 "´1 and ψ 0 pτ q " ? 2e´τ . Then, we must solve the equation:´B 2 τ`1˘ψ 1 " pλ 1´κ B τ q ψ 0 , pB τ`1 qψ 1 p0q´κ 2 ψ 0 p0q " 0 .
By taking the scalar product with ψ 0 , we find (by the Fredholm alternative) that there is a solution if and only if there holds x`´B 2 τ`1˘ψ 1 , ψ 0 y L 2 p0,`8q " xpλ 1´κ B τ q ψ 0 , ψ 0 y L 2 p0,`8q . Note that xB τ ψ 0 , ψ 0 y L 2 p0,`8q "´1 and that, by integration by parts, x`´B 2 τ`1˘ψ 1 , ψ 0 y L 2 p0,`8q " xpB τ`1 q ψ 1 p0q, ψ 0 p0qy`xψ 1 ,`´B 2 τ`1˘ψ 0 y L 2 p0,`8q " κ 2 |ψ 0 p0q| 2 " κ , so that λ 1 " 0. We may actually give an explicit expression for a function ψ 1 satisfying`´B 2 τ`1˘ψ 1 " κψ 0 , pB τ`1 qψ 1 p0q´κ 2 ψ 0 p0q " 0 .
The functions κ´τ ?
2`c¯e´τ are a solution for all c P R. We choose c " 0 so that
e´τ . We can now consider the crucial step. We writè´B 2 τ`1˘ψ 2 " λ 2 ψ 0´κ B τ ψ 1´τ p´2K`κ 2 qB τ ψ 0 , pB τ`1 qψ 2 p0q´κ 2 ψ 1 p0q " 0 .
As previously, it is sufficient to find λ 2 such that there holds x`´B 2 τ`1˘ψ 2 , ψ 0 y L 2 p0,`8q " xλ 2 ψ 0´κ B τ ψ 1´τ p´2K`κ 2 qB τ ψ 0 , ψ 0 y L 2 p0,`8q .
x`´B 2 τ`1˘ψ 2 , ψ 0 y L 2 p0,`8q " xpB τ`1 q ψ 2 p0q, ψ 0 p0qy " s the first one. The approximation of u ,κ,K follows from elementary arguments and the Agmon estimates (to deal with the cutoff functions).
5.3.
Proof of Theorem 4.9. Let us denote Π K " Id´Π .
Main Lemma.
The proof of the theorem relies on the following lemma (see also [15] 
