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Abstract
Context-awareness is a peculiar characteristic of an expanding set of applications that
make use of a combination of restricted spatio-temporal locality and mobile communi-
cations, to deliver a variety of services. Opportunistic communications satisfy well the
communication requirements of these applications, because they naturally incorporate
context. Recently, an opportunistic communication paradigm called "Floating Content"
was proposed, to support infrastructure-less, distributed content sharing. It aims at en-
suring the availability of data within a certain geographic area called "anchor zone". In
literature, the focus was on understanding the asymptotic properties of the floating life-
time, i.e., the duration of time for which content floats in the anchor zone. Instead, our
objective is to characterize the performance of context-aware applications using floating
content as a communication service.
First, we present a simple approximate analytical model for accessing the viability of
floating content to act as a communication service for context-aware applications. We
focus on the "success probability", which captures the likelihood for a user to receive the
content when traversing the anchor zone and apply our analysis to estimate the success
probability for three representative categories of context-aware applications, and show
how the system can be configured to achieve the application’s target.
Second, we investigate the impact of different mobility models on the performance of
context-aware applications that use floating content. In particular, we consider four dif-
ferent mobility models, and, by using extensive simulation experiments, we investigate
the performance of three different categories of context-aware applications. By com-
paring the simulation results to the performance predictions of our previously proposed
simple analytical model, we show that our model can provide useful performance predic-
tions even for complex and realistic mobility models. Simulation results under different
mobility models also confirm the viability of floating content to act as a communication
service for a variety of context-aware applications.
Finally, we investigate the performance of floating content in a real world setting by
developing and deploying an Android mobile application based on floating content in
v
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an office and a university campus environment. To the best of our knowledge, this is
the first ever experimental evaluation of floating content service in a real setting. Our
results provide quite interesting indications for the viability and the implementation of
applications using floating content in the considered environments. We also propose a
novel simple analytical model that accounts for the peculiarities of the mobility patterns
in such a real world setting, and that can accurately predict the effectiveness of floating
content for the implementation of context-aware applications in an office and a campus
setting.
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Chapter 1
Introduction
The growth of mobile computing, and the pervasiveness of smart user devices is pro-
gressively driving applications towards context-awareness, i.e., towards applications and
services that allow users to exploit "any information that can be used to characterize
the situation of an entity" [1]. This enables applications to improve their efficiency and
utility, and to offer services that better suit the needs of users in a given situation [2].
One of the best examples of context, and one that is widely used by context-aware
applications is spatial and temporal locality [3–6]. As an example, consider a context-
aware parking finding application [7]. Information about a vacant parking spot may be
of interest for a limited time (until the space is filled), and only to users who are in fairly
close proximity. Similarly, a shop might want to spread advertisements about a sale only
during the sale period and to customers in the neighborhood. Clearly, the characteristics
of such types of information are radically different from those of, e.g., generic data files,
which corresponds to the majority of traffic carried by the Internet today. Many more
examples of context-aware applications are emerging, that make use of spatio-temporal
locality and wireless communications to deliver a variety of services [8–16]. By the
end of year 2013, there were more than 1 million applications developed for the Android
based smartphones alone, and about 10% of them employed localization technology [17].
For instance, it is expected that by the end of 2014 more than 1.5 billion people would be
using applications based on local search (search restricted on the basis of spatio-temporal
locality), and that mobile location based services will drive revenues of more than $15
billion worldwide [7, 18].
A common feature of context-aware applications is that they have communication re-
quirements that significantly differ from ordinary applications. For most location-based,
context-aware applications, the scope of generated content itself is local. This locally
relevant content may be of little concern to the rest of the world, therefore moving this
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content from the user device to store it in a well-accessible centralized location and/or
making this information available beyond its scope represents a clear waste of resources
(connectivity, storage) [19]. Due to these specific requirements, opportunistic communi-
cation can play a special role when coupled with context-awareness.
The benefit of opportunistic communications is that it naturally incorporates context
as spatial proximity is not only associated to connectivity, but also, at the application
layer, to correlation at several levels between communicating peers, between their needs,
interests, etc. (the fact that they are in proximity of each other might be because they
share interests and views: a same restaurant might mean same tastes for food, etc.). In-
deed, connectivity to the infrastructure as a prerequisite is often limiting due to cost and
capacity concerns, especially for mobile users for whom using such applications may be
problematic due to high roaming charges, unavailability of data services, or simply no
network coverage. Moreover devices like smart-phones and PDAs have enabled users to
dynamically produce content like pictures and videos resulting in generation of unprece-
dented amounts of data. Therefore a side effect of it is that cellular networks are getting
overloaded leading to deteriorating 3G quality. As a result, cellular network operators
like AT&T, T-Mobile, Vodafone, and Orange are already using several data offloading
solutions to Wi-Fi networks. Most of the wireless providers using different methods like
imposing a data limit per month [20] or offloading data traffic to Wi-Fi networks is a
clear indication that existing network operators cannot cope with high demand of the
user therefore there is a need to explore other modes of communication.
Several of the recent trends in networking also seem to be pushing the implementation
of ICT services closer to the end user. On the one hand, Software Defined Networking
(SDN) [5] and the new paradigm of Fog Computing [4] can bring personalized services
to end users, accounting for the context in which the user is immersed at any moment,
expanding the well-known concept of Location-Based Services [3]. On the other hand,
the emergence of the Internet of Things (IoT) and even of the Internet of Everything (IoE)
concepts increases connectivity to levels at which the centralization of services, process-
ing and storage will become impossible [6]. This drive towards locality calls for the ex-
ploitation of data which are sensed locally, and which are relevant for the user profile, lo-
cation and context; in addition, it also calls for the exploitation of localized opportunistic
terminal-to-terminal infrastructureless communications, to disseminate locally those data
which can become irrelevant, if brought to the network core or to other periphery areas,
and to offload information transfers with local relevance from the bandwidth-hungry in-
frastructured wireless access and network core transit. This justifies the growing interest
in terminal-to-terminal connectivity and in opportunistic communications. Opportunis-
3tic communications allow the users to exchange contents to everyone in their proximity
without any limitation as an Internet connection or an account connected to a social net-
work. It can be considered the easiest and fastest way to share information on the fly and
probably it is the best way to deal with geographically limited information that have no
reason to be advertised on the Web (like a market broadcasting offers and discounts to
users passing by).
In our work we consider a specific opportunistic communication paradigm, known as
floating content (FC) [21], conceived to support server-less distributed content sharing.
It aims at ensuring the availability of data within a certain geographic area called anchor
zone (AZ), and for a given duration in time. Within the AZ, any time a user who is
unaware of the content enters the transmission range of another user possessing it, the
content is shared. Whenever a node having content exits the AZ, it deletes that content.
Thus, the content can be replicated on a set of nodes within the AZ, who in turn will
pass it on to other nodes that come into their range before leaving the AZ. As a result,
information might be stored on some nodes within the AZ even after the original node
which generated it has left, i.e., content ‘floats’ within the AZ. Users who traverse the
AZ while content is floating have an opportunity to learn the content, provided they meet
a node with content prior to leaving the AZ.
In the literature [21–23], the focus is on evaluating the general feasibility of FC and
understanding the asymptotic properties of the floating lifetime. In contrast, our objective
is to characterize the performance of context-aware applications that use FC as a com-
munication service. Indeed, from an application perspective, it is not sufficient that the
content asymptotically floats: what matters is the probability for a node traversing the
AZ to get the content which is floating. In our work, we study the success probability,
a key performance indicator that captures the likelihood of intended users to receive the
relevant information. For understanding the impact of system design parameters of FC
like AZ radius, node transmission range, and node density on success probability, we de-
velop a simple approximate analytical model and demonstrate how the model predictions
can be used to tune key system parameters of FC to achieve the desired application per-
formance. Then we validate our analysis with extensive simulations under quite diverse
mobility model showing that FC is capable of providing quite reasonable performance
for context-aware applications in terms of success probability. As a final step for per-
formance evaluation, we conducted real world experiments by developing and deploying
an Android mobile application based on FC in an office and a university campus envi-
ronment. We also propose a new analytical model which accurately captures the key
behaviors that emerged from the experiments.
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1.1 Summary of Thesis Contributions
The contributions of this thesis are summarized as follows. First, we develop a simple
(in that it uses few primitive system parameters), approximate analytical model for the
performance analysis of context-aware applications that use FC as the communication
service. In contrast to the previous modeling studies of FC [21, 22], our objective is to
characterize the performance of context-aware applications relying on the FC service. We
focus on the success probability, which captures the likelihood for a user to receive the
content when traversing the AZ. From a system design perspective, our analysis can be
used to tune key system parameters so as to achieve the desired application performance.
A key characteristic of our modeling approach is that success probability is computed
from few primitive system parameters allowing our analysis to be generalized to var-
ious settings, including different AZ shapes, different user mobility patterns, different
user speed distributions, different service and application models. We apply our analysis
to estimate the success probability for three representative categories of context-aware
applications, and show how the system can be configured to achieve the application’s tar-
get. In order to complement our analytical study, we validate our model using extensive
simulations under different settings. Our simulation results show that our model-based
predictions are indeed highly accurate under a wide range of conditions.
Second, we investigate the impact of different mobility models on the performance
of FC. In particular, we consider four different mobility models, and, by using extensive
simulation experiments, we investigate the performance of three different categories of
context-aware applications that use FC. We also compare the simulation results to the
performance predictions of our previously proposed simple analytical model showing
that our model can provide useful performance predictions even for complex and realis-
tic mobility models. Simulation results under different mobility models also confirm the
viability of FC to act as a communication service for a variety of context-aware applica-
tions.
Our studies of the performance of FC and of the effect that system parameters, such
as mobility and node density, have on it, have been based on analytical and/or simulation
models. All these pieces of work are based on simplifying assumptions for user mobility,
and on a simplified model for data exchange. Therefore, they still leave open the issue of
determining in realistic settings what are the range of operating conditions (which parts
of a city or of a building, what kind of mobility pattern, etc.) in which FC is able to sup-
port context-aware applications with a given performance target. Therefore as the third
contribution, we investigate the performance of FC in a real world setting by developing
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and deploying an Android mobile application based on FC in an office environment. To
the best of our knowledge, this is the first ever experimental evaluation of FC service in
an office setting. Our results confirm the suitability of FC as a communication service
for context-aware applications in an office setting.
Finally, we do the first ever experimental evaluation of the FC communication paradigm
in a university campus setting. From the experiment, we characterize the mobility pat-
terns, and we assess the performance of the applications implemented using the FC
paradigm. Our results unveil the key relevance of group dynamics in user movements
for the FC performance. Surprisingly, in such an environment, our results show that a
relatively low user density is enough to guarantee content persistence over time, con-
trarily to predictions from available models. We also investigate the impact of multiple
seeders on the performance and we show that by increasing the number of seeders in
the network, it is easy to achieve huge performance improvement. Based on these ex-
perimental findings, we develop a novel simple analytical model that accounts for the
peculiarities of the mobility patterns in such a setting, and that can accurately predict the
effectiveness of FC for the implementation of services in a campus/large office setting.
1.2 Thesis Overview
The thesis is structured as follows. In Chapter 2, we explain the basic operation of FC
service and discuss the most relevant related works emphasizing on the differences with
respect to our work. In Chapter 3, we present a simple approximate analytical model
for the performance analysis of context-aware applications that use FC. In Chapter 4, we
investigate the impact of different mobility models on the performance of context-aware
applications using FC and show how well FC behaves in realistic mobility settings, and
how closely the values of success probability predicted by our simple analytical model
match those obtained with complex mobility models. In Chapter 5, we analyze the per-
formance of FC service in a real world environment by developing and deploying an
Android mobile application in an office environment. In Chapter 6, we present an ex-
perimental study of the operation of FC in a university campus context by characterizing
some critical performance aspects which are relevant for applications based on FC. We
also propose a new analytical model which accurately captures the key behaviors that
emerged from the experiment. Finally in Chapter 7, we conclude by discussing the im-
plications that result from this thesis and future research directions.
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1.3 Research Publications from Thesis
The following research papers were published during the course of Ph.D:
• S. Ali, G. Rizzo, B. Rengarajan, and M. A. Marsan, "A simple approximate analysis
of floating content for context-aware applications," in Proceedings of the fourteenth
ACM international symposium on Mobile ad hoc networking and computing, ser.
MobiHoc 13. New York, NY, USA: ACM, 2013, pp. 271-276.
• S. Ali, G. Rizzo, M. Ajmone Marsan, and V. Mancuso, "Impact of mobility on
the performance of context-aware applications using floating content," in Context-
Aware Systems and Applications, ser. Lecture Notes of the Institute for Computer
Sciences, Social Informatics and Telecommunications Engineering, P. C. Vinh, V.
Alagar, E. Vassev, and A. Khare, Eds. Springer International Publishing, 2014, vol.
128, pp. 198-208.
• S. Ali, G. Rizzo, V. Mancuso, V. Cozzolino, and M. Ajmone Marsan, "Experiment-
ing with floating content in an office setting," Communications Magazine, IEEE,
vol. 52, no. 6, pp. 49-54, June 2014.
The following research paper has been submitted and is going through review process:
• S. Ali, G. Rizzo, M. Ajmone Marsan, and V. Mancuso, "Persistence and availability
of floating content in a campus environment," submitted to INFOCOM 2015.
Chapter 2
Background
In this chapter we first summarize the basic operation of floating content service and
then discuss the most relevant related works emphasizing differences with respect to our
work.
2.1 Floating Content Service
In this section we describe the basics of the operation of the Floating Content com-
munication service, which we refer to as FC. FC is an information sharing paradigm that
allows the implementation of a class of infrastructure-less services based on opportunistic
wireless terminal-to-terminal communications.
Fig. 2.1 summarizes FC operation. Each wireless node participating in a given FC
service produces content which is of interest for users within a limited geographical area
called anchor zone (AZ), for a given interval of time. Therefore, content is generated
inside the AZ and is destroyed when a node exits the AZ [21]. Whenever a node having
a content in the AZ comes within the transmission range of some other node which does
not have such content, the content is replicated through opportunistic message exchanges.
In this way, contents “float” within the AZ, i.e., they are available on a set of nodes which
move within the AZ. The set of nodes carrying each content varies over time, even after
the node which generated the content has left the AZ.
Through this geographically constrained opportunistic replication mechanism, a given
content is stored probabilistically in a spatial region without the support of fixed infras-
tructure, and it is made available to users traversing the AZ through opportunistic ex-
changes with nodes having content in the AZ. Specifically, the theory shows that, within
the AZ, a content floats over time with high probability, based on a criticality condition,
which accounts for the average number of nodes in the AZ, the average node contact
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AZ 
radius
ROI
(a) A node generates a content.
AZ 
radius
ROI
(b) The content is replicated op-
portunistically within the AZ.
AZ 
radius
ROI
(c) Through replication, content is
made available in the AZ. Nodes
exiting the AZ discard the content.
Figure 2.1: Operation of Floating Content service.
rate, and the average node sojourn time in the AZ [21]. When the criticality condition is
satisfied, the expected lifetime of a content is infinite under the fluid limit approximation
of [21]. In practice, this implies large average content lifetimes.
However, the sole condition of floating does not provide service guarantees. In fact,
a content needs to be available for new nodes to obtain it when they enter the AZ, and it
needs to reach the nodes transiting through the AZ with suitably high probability [24].
For this reason the performance metric we consider for the FC service is the probabil-
ity that a user entering the AZ receives the floating content timely. We call this parameter
the success probability of the FC service. The exact definition of this parameter depends
on the way we define the time by which a new user who enters the AZ gets the content.
The determination of this time is application specific, and is made with reference to a
subregion of the AZ called the Range Of Interest (ROI), as shown in Fig. 2.1. In particu-
lar, a content can be floated into a large area (AZ), but, from an application perspective,
content might be needed only within a subset of that large area (ROI). Therefore, the
AZ acts as a replication range in which content is replicated using FC, while the ROI is
application-specific, and depends on the particular needs of an application. We consider
three cases, corresponding to three different categories of context-aware applications, and
to three different definitions of success probability:
Baseline application: In this case, ROI and AZ are coincident, and the success prob-
ability is the probability that a new user entering in the AZ gets the content before leaving
the AZ.
Application category 1: For this category, the message must be delivered to the new
user by the time it exits the ROI. Typically, in these applications the message is expected
to trigger some specific actions once the user is within the ROI. One example of such
application can be advertising, when the fact of traversing a given area makes a user
very likely to be interested in a specific offer/discount. For such applications, success
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probability is defined as the percentage of times a node gets content before exiting the
ROI.
Application category 2: For this category of applications, the content must be deliv-
ered to users before they enter the ROI. Examples of such applications can be accident or
traffic jam warnings, when a user should be notified in time to take informed decisions
about alternative paths. Here success probability is the probability of getting the content
before entering the ROI.
2.2 Related Work
The concept of Floating Content is not new, and in recent years concepts similar to it
have appeared in the literature with different names [25–32].
In [33], a concept very much similar to FC called hovering information is presented.
The focus of hovering information is sharing content with spatio-temporal locality con-
straints, using pure ad hoc communications, like FC. The authors of [33] presented two
algorithms aiming to improve the availability of a piece of hovering information in a ge-
ographical area, but did not provide an approach for the performance analysis of their
proposal. Similarly in [34], the authors have introduced a system called Locus. Locus
also makes use of a concept similar to FC, but the mechanism to access information is
based on queries for specific data items. Moreover, the querying node does not need to
be present in the AZ. Therefore, there is a possibility of accessing information without
being physically present inside the AZ. This makes Locus different from FC.
In [35] concept called "wireless ad-hoc podcasting" is proposed. It aims at distribut-
ing content over an ad-hoc network by making use of a combination of fixed infrastruc-
ture (access points) and mobile nodes using ad hoc mode. In the first step each access
point fetches content from podcast servers across the Internet and forwards them to mo-
bile nodes within its transmission range. In the second step, a mobile node that has
contents to share provides data to another mobile node when they pass within radio range
of one another by using opportunistic communication. The difference in concept as com-
pared to FC is that for FC concept, the fixed infrastructure is not present at all and it relies
on pure opportunistic communications for spreading of information. Moreover, in the FC
concept content is restricted geographically and the content itself has an expiration time
referred to as Time to Live, after which content is removed from the network.
In [36], an opportunistic spatio-temporal dissemination system for vehicular networks
was proposed, introducing the publish/subscribe communication paradigm to opportunis-
tically disseminate restricted spatio-temporal information in vehicular networks. The
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subscription information is used to filter and disseminate the events to only the interested
nodes. This work exploits specific characteristics of vehicular networks in order to dis-
seminate information more efficiently, and is therefore difficult to generalize to scenarios
different from vehicular networks.
In [7], the authors investigated storage capability, a concept very similar to FC in
VANETs by considering real traffic traces of San Francisco Yellow Cabs. The authors de-
fined storage lifetime as the amount of time for which information stays available within
the network, and concluded that for one-way highway traffic, transmission range is a key
parameter for storage lifetime. Instead, for two-way highway traffic, the size of the ge-
ographic region in which we want to disseminate information plays a key role. But in
this work the main focus is on the amount of time for which information stays within a
geographic region for VANETs, while we look at success probability as a performance
indicator.
In [37], the authors proposed a middleware architecture that makes use of access
points and opportunistic communications for distribution of content. They also proposed
a method to structure content in order to facilitate efficient lookup matching, and a so-
licitation protocol by using which a node can use content meta-information in order to
discover content in its vicinity, allowing it to download content entries from multiple dis-
joint nodes. They provide an API that can be used to access the system services through
a publish/subscribe interface. Their solution is significantly different from what we study
in this work, because it uses access points for content distribution. [38] also investigates
the benefit accrued from limited infrastructure support for the content having limited
geographically scope.
In [38], the authors presented the Push-and-Track framework that makes use of 3G
networks in order to guarantee short delivery delays for floating data to the new nodes
coming in a given geographic region. But for this case, the approach is different from our
work, because the focus is on offloading traffic from 3G network to ad hoc network.
In [21], the authors introduced the concept of Floating Content, and derived asymp-
totic conditions (called criticality conditions) for the expected floating lifetime to be large
under some large population assumptions. This corresponds to conditions for the infor-
mation to remain available in the AZ, and supports the viability of the FC paradigm. The
criticality condition depends on three key parameters as shown in (2.1): the average num-
ber of nodes in the AZ, the average contact rate experienced by a node, and the average
sojourn time of a node within an AZ.
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ην
µ
> 1 (2.1)
In the fraction above η is the average numbers of nodes in the anchor zone, ν is the
average contact rate an ordinary node experiences during its sojourn time in an AZ, and
1/µ is the average sojourn time that a node spends within an AZ. The fraction on the
left hand side in the above inequality is the average number of successful encounters
a randomly chosen node experiences during its sojourn time. The criticality condition
reveals that the average number of encounters for a node during the sojourn time should
be greater than 1 in order to ensure the content to float with a high probability. If this
value is less than 1 then information is very likely to be lost, and to float for very short
time.
In [22], the authors validated the analytical results presented in [21] with extensive
simulations, and showed that the criticality condition behaves well under different mo-
bility models and content floats in a reasonably sized AZ even when there are modest
number of nodes in the network.
An open issue in these papers is the lack of a correlation between the primary perfor-
mance parameters from an application perspective and the main design parameters of FC.
For concrete applications, it is not sufficient that the content asymptotically floats: for the
application performance are vital the density of nodes with content inside the AZ, their
spatial distribution, and the percentage of times a node gets the content, once it enters
the AZ. Therefore, it is of immense importance to investigate the effect of the system de-
sign parameters on the performance of an application using FC. Therefore developing an
analytical model for understanding the impact of FC design parameters like AZ radius,
node transmission range, and node density on the performance of an application using
FC is vital. In addition, evaluating performance under some realistic mobility models
is also very important because performance of a communication service such as FC is
highly dependent upon the specific mobility patterns of the nodes. Last but not least,
performance evaluation by real world experiments by deploying a real application based
on FC in different settings can also be very useful for evaluating and understanding the
practical feasibility of the FC service for context-aware mobile applications confirming
its viability to act as a communication service for context-aware applications.

Chapter 3
A Simple Approximate Analytical
Model for Floating Content
In this chapter, we present a simple approximate analytical model for the performance
analysis of context-aware applications that use FC. In the previous modeling studies of
FC [21, 22] the focus was on understanding the asymptotic properties of the floating
lifetime, i.e, the duration of time for which content floats in the AZ. Instead, our ob-
jective is to characterize the performance of context-aware applications relying on the
FC service. Indeed, from an application perspective, it is not sufficient that the content
asymptotically floats: what matters is the probability for a node traversing the AZ to get
the content which is floating. In this chapter we address this issue, investigating the effect
of the system design parameters on the performance of applications using FC. We focus
on the success probability, which captures the likelihood for a user to receive the content
when traversing the AZ. A key characteristic of our modeling approach is that success
probability is computed from few primitive system parameters, most notably the prob-
ability density function of the length of the path followed by users within the AZ. This
allows our analysis to be generalized to various settings, including different AZ shapes,
different user mobility patterns, different user speed distributions, different service and
application models. Our main contributions are:
• We develop an approximate analytical model for success probability, with key pa-
rameters the AZ radius, the node density, and the node transmission range;
• We apply our model to three different categories of context-aware applications, and
derive expressions for their success probability;
• We demonstrate how the model predictions can be used to tune key system param-
eters to achieve the desired application performance; and
13
14 Chapter 3. A Simple Approximate Analytical Model for Floating Content
• We validate our analysis with extensive simulations, showing that the predicted
success probability is very accurate.
3.1 System Model
We consider mobile nodes in R2, that form a homogeneous Poisson process with
intensity λ nodes per square meter at time t = 0.
Mobility Model: We assume that node movements follow the Random Direction
mobility model (RDMM) [39], in which nodes independently travel along a straight line,
with an angle of movement uniformly distributed between 0 and 2pi. We assume that
nodes move with a constant velocity v m/s. In [40], it is shown that under this mobility
model, the spatial node distribution remains uniform at all time instants. The reason for
choosing this mobility model is its simplicity and analytical tractability. We explore the
impact of more realistic mobility through simulations in order to determine if our simple
model is adequate to capture the first-order effects in Chapter 4.
Content Replication: At any time instant, a node with an information item I can
seed an anchor zone (AZ), which is a circular area with radius R meters centered at its
current position. Initially, the seeder is the only node with the content I. Every time two
nodes within the AZ come in transmission range of each other (we call this a contact), if
only one of the two nodes possesses I, it communicates I to the other. We assume there
is no supporting infrastructure available, so that nodes must rely exclusively on ad-hoc
communication. All nodes are assumed to have the same transmission range of r meters.
We assume that R >> r, since these are the cases where content floating has practical
utility. The probability that information is transferred during a contact is denoted by Q,
and takes into account transmission errors, collisions, and contact duration. Note that
nodes delete their own copy of I when they move outside of the AZ.
Performance Metric: In this work, we focus on the scenarios where the node den-
sity and the anchor zone radius are large with respect to the transmission radius, resulting
in large floating lifetimes on average. In particular, we assume that the criticality con-
dition derived in [21] holds, so that the expected lifetime of content floating is infinite
under the fluid limit approximation of [21]. The measure of performance that we use
is the probability that a node entering an anchor zone within the floating lifetime, i.e.,
when at least one node within the anchor zone has content, successfully receives the
information item I.
Definition 1 (Success probability). The success probability Ps(τ) is the probability that
a node receives the content I associated with an AZ within a time τ after entering the
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Table 3.1: Notations used in the analytical model
Notation Value
R Anchor zone radius
N Average total number of nodes in anchor zone
n Average number of nodes having content in anchor zone
m Average number of nodes without content in anchor zone
λ Node density
L Average length of the chord in anchor zone
r Transmission range
v Node speed (meter per second)
ν Frequency at which two nodes come within the transmis-
sion range r of each other inside anchor zone
Q Probability of successful transfer of the content
AZ (if it is still in the AZ), or by the time it leaves the AZ (if it leaves it before time τ )
conditional on there being at least one node within the AZ with content at the time of the
node’s entry.
Note that Ps(∞) is the probability that a node entering the anchor zone within the
floating lifetime receives the content before leaving, and will be denoted as Ps. We em-
pirically measure this quantity by simulating a number of AZs and tracking the fraction
of nodes that enter within the floating lifetime, and successfully receive the content.
3.2 Analysis
As a first step, we compute an expression for approximating success probability for
the general floating content model. Then, we extend our analysis to include two different
categories of applications, and derive approximate expressions for success probability for
these applications. Table 3.1 summarizes the notations used in our analysis.
3.2.1 General Floating Content
We assume in our derivation that the system is in an equilibrium state (as assumed
in [21]), where the average rate of nodes without content I, which get I inside the AZ, is
equal to the average rate at which nodes having I leave the AZ. In such an equilibrium,
the average number of nodes with and without I within the AZ remains constant. Note
that this equilibrium assumption will be a first source of discrepancy with respect to
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simulations, where we observe periods in which the numbers of nodes with and without
content fluctuate (e.g., the number of nodes with content typically grows right after the
appearance of a seeder node at the center of the AZ).
Result 1. Consider an AZ with radius R, node density λ, and nodes with transmission
range r and speed v. Let Q denote the probability that two nodes successfully transfer
the content I while they are in contact. Then Ps(τ) for τ ≤ 2R/v can be approximated
as
Ps(τ) =
∫ 2R
0
l2
piR2
√
4R2 − l2 ·
·
∞∑
k=1
[
1−
(
1− Qn
(m+ n)
)k]
(2rλ(l ∧ vτ))ke−2rλ(l∧vτ)
k!
dl (3.1)
where m = min( v
QνR
, λpiR2), n = λpiR2 −m, with ν given by 2rv2
(piR2)
.
Here, a ∧ b stands for min(a, b). n and m are respectively the average number of
nodes with and without content within the anchor zone. The derivation of this result is
presented in the Appendix A.
Note that in the expression above, the integral is over l which is the length of the AZ
chord traversed by a node. The expression calculates the probability that a node meets
k other nodes during its traversal as the product of the pdf of the chord length and the
conditional pdf of the number of contacts given the chord length. The term in square
brackets is the probability that at least one out of the k nodes met has the content, and
that the transfer is successful. In deriving the above result, we use a similar assumption as
used in [21, 41] that the distribution of nodes with content in the AZ is uniform, and that
the odds of meeting nodes possessing the information are uncorrelated. In reality, both
assumptions are not satisfied, since there is some spatial clustering of nodes with content,
and also a higher density of such nodes near the center of the AZ. However, as we show
through simulations in the sequel, these cause second-order effects and the result in (3.1)
captures the success probability well.
For some applications that use FC as communication service, more important than
computing the probability that a node obtains content I within a time τ after entering the
AZ, is estimating the probability that a node obtains the content before leaving the AZ.
We denote this probability as Ps.
Corollary 1. With the same assumptions as in Result 1, the success probability Ps can
be approximated as Ps(2R/v).
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In the derivation of Result 1, this corresponds to integrating over the whole length of
the chord traveled within the AZ.
In these results, all factors influencing the probability of successful content transfer
between two nodes in range of each other are captured by the parameter Q. This allows
detailed models for information transfer at physical and/or MAC layer to be easily incor-
porated in the analysis, without changing the structure of the formula. In the following
theorem we provide a simple expression for the probability of successful content transfer,
which accounts for finite bandwidth availability and transmission errors, assuming that
nodes continually retry on failure as long as they stay within transmission range.
Theorem 1. The probability of successful transfer of content between two nodes, assum-
ing that the minimum required time for the transfer is X ′, is given by
Q(X ′) =
∞∑
k=1
∫ (k+1)X′
kX′
[1− (1− S)k]fτ (t)dt (3.2)
where fτ (t) is the probability density function of the contact duration under the RD mo-
bility model, given by
fτ (t) =
∫ min(2v, 2r
t
)
0
2ω3t2
pi2r2
√
4r2 − ω2t2√4v2 − ω2dω (3.3)
and S is the probability of no transmission failures (errors, collisions, etc) for each con-
tent transfer attempt.
The derivation of this result is presented in Appendix A.
3.2.2 Application-specific analysis
The performance parameter "success probability" which we considered so far is rel-
evant when FC is used to ensure that users traversing a given AZ (we assumed it to be
circular, but extensions to different shapes are simple) get the associated content. How-
ever, in order to ensure acceptable application performance, content could be floated in
a geographic area that is a superset of the area where it is needed. Therefore, we con-
sider an AZ with radius R2 which acts as the "replication range" within which content is
replicated using FC. A new zone with radius R1, with R1 ≤ R2, called Range Of Interest
(ROI) is also defined. ROI is application-specific and depends on the particular service
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which has to be delivered. Note that the absolute and relative values of R1 and R2 can be
chosen so as to achieve the desired system (rather, application) performance. Below, we
consider two application categories that have different interpretations for the successful
delivery of content.
Application category 1: The expression for success probability for application cate-
gory 1 is calculated in Result 2 using a new definition for success probability. For more
details about applications belonging to this category, please refer to Section 2.1.
Definition 2. The success probability for getting content I before leaving the ROI (PSBL)
is the probability that a node entering the ROI gets the content I before exiting the ROI,
conditional on the presence of at least a single node with content in the AZ at the time of
the node’s entry.
Result 2. For an AZ with radius R2 and a ROI with radius R1, with R1 ≤ R2, PSBL can
be approximated as
PSBL =
∞∑
k=1
(∫ R1+R2
√
R22−R21
(
fL1(`)
(2r`λ)ke−2r`λ
k!
)
d`
)
[
1−
(
1− Qn
(m+ n)
)k]
(3.4)
where fL1(l) is given by
fL1(l) =
2
√
R22 − (g−1(l))2
√
R22 − (g−1(l))
(
∫ R1
0
g(y)dy)g−1(l)
(3.5)
and g(y) =
√
R22 − y2 +
√
R21 − y2.
The proof of Result 2 is presented in Appendix A.
Application category 2: For a different type of application, it is important to deliver
the content I to users before they enter a certain area (which we identify again with the
ROI). The expression for success probability for such kind of applications is derived in
Result 3, using yet another definition for success probability. For more details about
applications belonging to this category, please refer to Section 2.1.
Definition 3. The success probability for getting content I before entering the ROI
(PSBE) is the probability that a node entering the AZ gets the content I before enter-
ing the ROI, conditional on the presence of at least a single node with content in the AZ
at the time of the node’s entry.
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Result 3. For an AZ with radius R2, and a ROI with radius R1, with R1 ≤ R2, PSBE can
be approximated as
PSBE =
∞∑
k=1
∫ √R22−R21
R2−R1
(
fL2(`)
(2r`λ)ke−2r`λ
k!
)
d`[
1−
(
1− Qn
(m+ n)
)k]
(3.6)
where fL2(l) is given by
fL2(l) =
2
√
R22 − (h−1(l))2
√
R22 − (h−1(l))
(
∫ R1
0
h(y)dy)h−1(l)
(3.7)
and h(y) =
√
R22 − y2 −
√
R21 − y2.
The proof of Result 3 is presented in the Appendix A.
3.3 Simulations and Results
In this section, we present and discuss numerical results obtained from our approxi-
mate models of the previous sections, and from simulations. For all simulation experi-
ments, the OMNeT++ based framework called INET [42] is used. Confidence intervals
at 95% confidence level were evaluated for all cases using independent replications, and
are shown in the following figures, with the exception of Fig. 3.2, in order to avoid clut-
tering the graph. The purpose of the presentation of numerical results is twofold. On
the one hand, we validate the approximate expressions derived for success probability,
showing that they are accurate under varied conditions. On the other hand, we show the
effectiveness of the analysis in selecting the FC parameters for different applications and
under different scenarios. In simulations, the average user density ranges from 22 to 66
nodes per square kilometer. The transmission range is 50 meters and nodes move with
a constant speed of 10 meters per second. Anchor zone radius ranges from 500 to 1000
meters. We simulate multiple instances of anchor zones, and measure success probabil-
ity in each instance over the floating lifetime or until a maximum of 50000 seconds have
elapsed. Table 3.2 summarizes the simulation parameters used in our study.
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Table 3.2: Simulation parameters
Simulation Parameter Value
Average user density 22− 66 nodes per square kilometer
Node speed 10 meters per second
Anchor zone radius 500− 1000 meters
Mobility model Random Direction Mobility
Transmission range 50 meters
Simulation time 50000 seconds
3.3.1 Results for General Floating Content
Fig. 3.1 shows both the analytical predictions and the empirically determined values
of success probability as a function of the AZ radius.
It can be seen that the model predictions match very well with the simulated results,
suggesting that the model indeed captures successfully the first order-effects on success
probability. The curves in the figure also show that an increase in both node density and
AZ radius improve the success probability. An increase in the the AZ radius increases the
average time a node spends inside the AZ, therefore the chances of meeting a node having
content I increase. Similarly, an increase in node density also results in higher overall
contact rate as well as a higher chance of meeting a node with content I. Fig. 3.1 also
shows the impact of transmission errors and finite bandwidth. It can be seen that under
a finite bandwidth model with a data rate of 11 Mbps, for transmission error probability
of 0.2 with a file size of 2MB, the success probability decreases. As the transmit errors
and limited contact times reduce the rate of contacts where communication is successful,
this reduces the fraction of nodes in the AZ with content as well as the overall success
probability.
Fig. 3.2 shows success probability versus the node density for different choices of
AZ radius. As the node density increases, a large improvement in success probability
can be observed. The analytical model captures this effect, and is a very good predictor
for success probability. Further, Fig. 3.2 shows that as AZs grow larger, a given success
probability threshold can be achieved at lower node densities. This is due to node paths
through the AZ getting larger with AZ size, resulting in more opportunities to obtain
content. However, if node densities and AZ size are varied jointly such that the average
number of nodes in the AZ stays unchanged (see the isoline corresponding to an average
of 65 nodes in the AZ), larger AZs result in lower success probabilities. The key param-
eter behind this effect is the ratio between the AZ radius (R) and the node transmission
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Figure 3.1: Success probability vs. AZ radius.
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Figure 3.2: Success probability vs. node density.
range (r). Indeed, as the AZ radius increases, this ratio decreases, and as a result more
nodes are needed in the AZ in order to achieve a similar success probability. Clearly,
defining very large AZ might lead to wastage of resources without significantly improv-
ing performance. Thus, the ratio of the AZ radius to the transmission range is a critical
parameter, that must be tuned carefully.
3.3.2 Results for Applications
Figs. 3.3 and 3.4 show curves of success probability versus the AZ radius R2, for dif-
ferent node densities, for application categories 1 and 2, when ROI radius (R1) is 200m.
Increases in either AZ radius (R2), or node density result in increased success probability
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Figure 3.3: Success probability for application 1 with ROI = 200m.
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Figure 3.4: Success probability for application 2 with ROI = 200m.
for both applications. In both cases, nodes traversing the AZ make more contacts result-
ing in a larger fraction of nodes having content in the AZ, and more opportunities for a
node to obtain the content. We see that increasing AZ radius has diminishing returns,
with this effect being more pronounced in the case of application 1. It can be seen from
both figures that our analytical results are very close to simulations results.
In a real-world environment, an application using FC is likely to require a minimum
success probability (a shop may require that a given percentage of the people passing
within 200 m of its premises receive their advertisement). However, unnecessarily large
AZs would lead to resource wastage. From Figs. 3.3 and 3.4, we see that the proposed
analytical model can be used in order to tune AZ radius to achieve the desired success
probability. Here, we assume the threshold to be 90%, and use our models to compute
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Figure 3.6: AZ radius to achieve 90% success probability for application 2.
the minimum AZ radius (R2) that is required to achieve this objective at different ROIs
and node densities. Figs. 3.5 and 3.6 depict the results.
For application 1, in Fig. 3.5 we can observe that, for a given node density, as ROI
increases, the required R2 decreases until the condition is reached where replicating the
content within the ROI is sufficient to achieve the desired success probability. When such
condition is reached, R1 becomes equal toR2 (we always considerR1 ≤ R2). In the case
of application 2, we observe from Fig. 3.6 that, for a given density of nodes, the required
AZ size (R2) increases as R1 increases. Here, as the ROI increases, we also need larger
R1 in order to make sure that node paths in the AZ are long enough for them to learn the
content with sufficiently high probability before entering the ROI.
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3.4 Summary
In this chapter, we focused on FC and its ability to act as the communication paradigm
supporting context-aware applications. We defined success probability as the primary
performance indicator, and developed a simple, approximate analytical modeling frame-
work, which can be adapted to several different settings. Indeed, our models essentially
depend on the length of the path within the AZ where content floats and the spatial density
of nodes. Different settings (in terms of AZ shape, user speed distribution, application or
service characteristics, etc.) may correspond to different path lengths, but the analytical
approach we presented in this chapter remains applicable. We showed by simulation that
our approximation computes very accurate success probability values for a wide range of
anchor zone radii and node densities.
Our models can be adapted to several different categories of context-aware applica-
tions, and the model predictions can be used in order to tune key parameters of the system
to achieve the required performance with minimum overhead. We studied two such cases
in this chapter, deriving approximate expressions for success probability for both. In
addition, in these two cases, we validated our model using extensive simulations in OM-
NeT++, proving the very good accuracy of our analytical predictions. Our simulation
results showed that high success probabilities are achieved with reasonably sized anchor
zones that are only slightly larger than the region of interest even at low node densities,
demonstrating the viability of FC as an enabler for context-aware applications.
Chapter 4
Impact of Different Mobility Models on
the System Performance
In this chapter we extend the work presented in previous chapter and investigate the
impact of different mobility models on the performance of context-aware applications us-
ing FC. Random Direction Mobility Model (RDMM) is a very simple mobility model and
does not capture the complexity of realistic movement patterns. Hence, it is important to
evaluate the FC performance under different and more realistic mobility settings. There-
fore, in addition to RDMM, we also simulate Reference Point Group Mobility (RPGM),
to account for group mobility [43], Manhattan Grid Mobility Model (MGMM), which
provides a simplistic model for vehicular mobility [44], and a synthetic mobility trace
based on real vehicular traffic statistics collected in the frame of the TAPASCOLOGNE
project [45] in the city of Cologne, Germany.
With our experiments, we want to verify by simulation how well FC behaves in real-
istic mobility settings, and how closely the values of success probability predicted by our
simple analytical model match those obtained with complex mobility models.
4.1 Mobility scenarios
One of the most important aspects impacting the performance of the FC service is
the way in which users move in space. We investigate this aspect, considering three
different mobility models and a set of realistic vehicular traffic traces, and assessing the
relationship between their characteristics and the performance of FC through extensive
simulation experiments.
The first mobility model we consider is the Random Direction Mobility Model (RDMM),
one of the most commonly used, and the one underlying the derivation of Result 1.
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In RDMM, nodes independently travel along a straight line, with an angle of move-
ment uniformly distributed between 0 and 2pi. This mobility model is simple and easily
tractable analytically because the spatial node distribution remains uniform at all time
instants [39].
The second model is the Manhattan Grid Mobility Model (MGMM), used to describe
the mobility of vehicles in an urban area [44]. It uses a grid road topology for modeling
the movements of vehicles. At each road junction, each vehicle may turn left, turn right
or continue straight according to some given probability, which can be tuned to obtain
different mobility behaviors. We chose it in order to analyze the impact of a grid topology,
typical of a modern city, on the performance of FC when used by applications residing
on vehicles.
The third model is the Reference Point Group Mobility model (RPGM), a group mo-
bility model [43]. We have chosen it to evaluate the impact on the performance of FC
of clustering and of correlation in user mobility patterns. In RPGM, nodes move in the
form of a group and each group has a geographical scope. Nodes belonging to a group
are uniformly distributed within its geographical scope. Each group has a logical center
and all the nodes belonging to that group follow the logical center. This logical center
moves according to a group motion vector
→
Vg. For individual movement of nodes, each
node is assigned a reference point which follows the group motion vector. After time τ ,
a new reference point is calculated by adding a random motion vector
→
RM to the group
motion vector
→
Vg. The length of
→
RM is uniformly distributed within a certain radius cen-
tered at the reference point, and the direction is uniformly distributed between 0 and 2pi.
Adding a random motion vector enables a random motion behavior for each individual
node. Different mobility scenarios can be modeled with RPGM. One example is groups
of tourists visiting some famous attractions in a city. Another example is mobility in
a disaster recovery area where different medical assistant teams, rescue teams, firemen
teams are randomly moving in the area for the help and rescue operation.
For the fourth considered scenario, we use synthetic mobility traces from the city of
Cologne. The Cologne dataset is one of the largest freely available realistic traces cap-
turing both macroscopic and microscopic features [45]. It is realistic from a microscopic
point of view because it captures the realistic movement of individual drivers in presence
of other vehicles, traffic signals, road junctions, etc. From a macroscopic point of view,
it mimics the evolution of large traffic flows across a metropolitan area over time.
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Figure 4.1: Success probability for baseline application.
4.2 Performance evaluation
For all simulation experiments, we use the OMNeT++ based framework called INET
[42]. We evaluate the performance under the four different mobility scenarios previously
described. We also compare the simulation results with the analytical results obtained
through our simple analytical model presented in Chapter 3. When considering RDMM,
MGMM and RPGM, each node moves with a constant speed of 5 m/s, while in the
Cologne dataset vehicles move at variable speed. For the case of MGMM, a block size
of 200 m × 150 m is used. We simulate various values for the AZ radius, while we keep
the ROI constant and equal to a circle or radius 200 m at the center of the AZ. As the
Cologne dataset is very large, covering a region of 400 Km2, for our simulations we
considered an area of 9 Km2 at the center of the city, and a two-hour time interval (from
6 AM to 8 AM) [46]. For the MGMM, the probability of turning right, turning left and
going straight are, respectively, 0.25, 0.25 and 0.5, mimicking typical behavior of cars in
city centers. The end-user transmission range is always taken to be 50 meters.
Fig. 4.1 shows values of success probability as a function of the AZ radius for all the
considered mobility models for the baseline application, for two values of nodes density.
It can be seen that an increase in either the AZ radius or the node density improves suc-
cess probability for all scenarios. The reason behind this behavior is that a larger AZ
radius increases the average time a node spends inside the AZ, while a higher node den-
sity increases the contact rate, both resulting in more chances of meeting a node having
content, and thus in higher success probability. For a given AZ radius and node density,
RPGM yields the highest success probability, showing that clustering has a beneficial im-
pact on the propagation of the content within the AZ and on its availability. The success
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probability predicted by our analytical model is very close to the ones by simulations for
RDMM, for which the model was developed. We note that MGMM yields a lower suc-
cess probability than RDMM in all cases. There are two main reasons behind this. First
of all, if we look at the path length distribution within the AZ for MGMM and RDMM
(see Fig. 4.2), we see that, unlike in RDMM, in MGMM shorter path lengths have a high
probability as compared to relatively longer ones. For the considered block size, a high
percentage of nodes traverse shorter paths inside AZ, which reduces the probability of
meeting a node with content. The second reason is that, assuming that block size is much
larger with respect to the node transmission range, and nodes move with a constant speed,
a node can meet another node only if the other node is moving in the opposite direction
(if both of them are on same road) or at the road junctions (where a node can meet other
nodes traveling in other directions). This reduces the contact rate, resulting in decreased
chances of meeting a node with content. MGMM and Cologne mobility traces are some-
what similar, in what they are both based on a grid of streets in a urban area. However,
unlike MGMM, in a realistic setting like the one in the Cologne dataset, vehicles stop
at intersections due to traffic signals, and also move according to car following model,
which represents a realistic driver behavior [45]. Moreover, nodes move with variable
speed, unlike in MGMM, where speed is constant. This also results in increased contact
rate, and larger probability of meeting a node with content, resulting in increased success
probability in the case of Cologne mobility. Moreover, MGMM keeps nodes uniformly
distributed on all the area, while we have verified that mobility patterns in the Cologne
dataset exhibit some correlation between vehicles mobility patterns, and some degree of
clustering (traffic jams, traffic lights, etc), which, as it happens for RPMM, improve the
performance of FC.
Continuing the comparison between the results for MGMM and RDMM, an interest-
ing observation is that, in case of application categories 1 and 2, the path length of users
entering the ROI cannot be shorter than the difference between the AZ radius and the ROI
radius. Therefore, we can expect that the success probabilities for application categories
1 and 2 are not impaired by the path length distribution shown for MGMM. Indeed, as
shown in Fig. 4.3 and Fig. 4.4, the success probability of application categories 1 and
2 under MGMM is closer to that of RDMM, as compared to the baseline case. Under
the topological settings used for the experiment reported in the figure, the minimum path
length for application categories 1 and 2 is 300 m. This means that for application cate-
gories 1 and 2, the success probability is computed for paths inside the AZ with length
greater than 300 m. This leads to considering longer paths as compared to the baseline
case, and as a result the success probability increases and approaches the one given by
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Figure 4.2: Distribution of path lengths inside AZ for MGMM 1000 m AZ radius.
the simple analytical model.
Specifically, Fig. 4.3 shows curves for success probability versus the AZ radius, for
application category 1 under node densities of 44 and 66 nodes/km2 respectively. For
the Cologne traces, the plots have been obtained by individuating two time intervals,
of 1000 seconds each, during which the average node density in the considered area
is equal to the values of node density previously mentioned. As expected, increasing
the AZ radius results in higher success probability for application category 1, under all
mobility models. The reason is that increasing the AZ radius results in longer average
amounts of time a node spends in AZ, resulting in increased chances of meeting a node
with content. For all the considered mobility models, our analytical model predictions of
success probability become more accurate for higher node densities. This is due to the
assumptions underlying its derivation, which hold for a large number of nodes in the AZ.
Fig. 4.4 shows curves for the success probability versus the AZ radius, for application
category 2 under node densities of 44 and 66 nodes/km2 respectively. The behavior is
similar to Fig. 4.3. For all the considered mobility models, larger AZ radiuses translate
in increased success probability for application category 2. If we consider an accident
warning application, where the objective is to notify the nodes entering an area close to
the accident location, so that a driver can make an informed decision, we can observe
from Fig. 4.4 that FC is capable of providing a reasonably high success probability.
From our evaluation, we can conclude that FC is a very useful communication paradigm
that can be used for a variety of context-aware applications. If parameters are carefully
tuned/configured, it is capable of providing a reasonable success probability for a variety
of applications and of user mobility patterns. The success probability values predicted by
our simple analytical model are quite close to the values obtained from simulations for
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Figure 4.3: Success probability for application category 1.
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Figure 4.4: Success probability for application category 2.
the case of RDMM. A better representation of the path lengths within the AZ is neces-
sary to obtain comparable accuracy for the other considered mobility models, especially
MGMM.
4.3 Summary
In this chapter, we focused on the impact of end-user mobility models on the perfor-
mance of context-aware applications using FC as a communication paradigm. We con-
sidered three different categories of context-aware applications, and four different user
mobility models. We found that FC can provide very effective performance to a variety of
context-aware applications under quite diverse mobility patterns. Comparing simulation
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results to the performance predictions of a simple analytical model that was developed
for RDMM, we found a very good agreement in the case of RDMM, as already observed
in [24]. Other mobility models call for some model re-working to achieve similarly ac-
curate estimates. For all the considered mobility models, high success probabilities can
be achieved by tuning the anchor zone radii for a variety of context-aware applications,
which justifies the viability of FC as an enabler for context-aware applications.

Chapter 5
Experimenting with Floating Content
in an Office Setting
In this chapter, we explain the experimental performance evaluation of FC in an office
environment. Previous studies of the performance of the FC service focused on determin-
ing the conditions under which the content floats with very high probability [21, 23] and
on application-level performance modeling [24, 47]. All these works are based on sim-
plifying assumptions for user mobility, and on a simplified model for data exchange.
The resulting models give indications about the potential and limitations of FC, but they
are only first-order predictions of performance in realistic settings. Indeed, important
aspects, such as the combined impact of the actual mobility patterns of users, of the com-
munication protocols, of the specific propagation characteristics in the chosen area, of
localization accuracy, are difficult to investigate analytically and to evaluate by simula-
tion. Moreover, it is important to understand the impact of the limitations and of the
specific features of available protocols for opportunistic communications (such as Blue-
tooth and WiFi Direct) on the performance of the FC service. Therefore, in this chapter
we present the first evaluation of the impact of all those factors on FC performance and
discuss the practical feasibility of the FC service for context-aware mobile applications
in an office setting.
5.1 Experimental Evaluation of FC
In this section we describe our implementation of the FC service on a smartphone
application, and we present our test scenarios for the study of the performance of our
FC mobile app. The experimental setting we chose is an office (the IMDEA Networks
Institute main site, namely INI), composed by a mix of open spaces, meeting rooms and
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classic, one-room offices (see Fig. 5.1). For all tests, we chose a ROI coinciding with the
AZ in order to simplify the implementation and the assessment of the FC service.
5.1.1 Floaty: a Floating Content Mobile App for Android
In order to perform our tests, we implemented the floating content service on an An-
droid smartphone application, namely the Floaty app [48]. We chose to use Android
because of its wide diffusion among existing mobile users. For the exchange of mes-
sages among smartphones, we chose to employ Bluetooth, as it is available in almost all
the smartphones and it typically consumes much less energy than WiFi [49]. We also
verified through simulations that, for a range of node densities which is typical of office
settings, and under a variety of mobility models, the Bluetooth transmission range is suf-
ficient to achieve more than 90% success probability. Indeed, the only other technology
currently available on smartphones for ad hoc communication is WiFi Direct. How-
ever, Bluetooth is currently preferable to WiFi Direct because the latter is only supported
by devices running Android version 4.0 or above (although some Android 2.3 devices
through proprietary operating system extensions developed by OEMs have this feature).
Moreover, currently WiFi Direct poses several technical problems due to the lack of user
transparent authentication modes. Finally, the dimensions of the area chosen for the mea-
surements is such that using WiFi Direct for opportunistic message transfers would have
created a full mesh network within the anchor zone, preventing us from analyzing the
effects of user mobility patterns on FC performance.
Whenever a smartphone running the Floaty app is in the AZ, it generates a new message
every T minutes, which is transferred to all hosts in range running the same app. In our
experiments we chose T equal to 15 minutes. In order to univocally identify it, every
floating content is tagged with an identifier of the phone which generated it (its MAC
address and Bluetooth name), with the time at which it has been generated, and with a
sequence number.
Every D seconds, Floaty retrieves the list of available Bluetooth peers. For each peer,
it checks whether it is running the app as well (the presence of the application running on
the device is determined by a Universally Unique Identifier (UUID), broadcasted within
the scan response data). Then the Floaty app chooses a peer among those running the
app, and it tries to establish a connection to it. If it succeeds, each of the two peers
sends all the messages it is currently storing. Each peer then retains only the messages it
did not already have. After this, the connection is closed. Due to Bluetooth limitations,
Floaty cannot handle simultaneous connections. In our experiments we chose D equal
to 1 minute. Since scanning and connecting/disconnecting from a Bluetooth peer takes
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several seconds, it is important to optimize the choice of the peers, to improve content
diffusion in dynamic settings. To this end, the application maintains a list of content
exchanges, and prioritizes connections to those peers to which it did not send a given
content before. We assumed the AZ to be defined as the area covered by the signal of at
least one of a set of reference WiFi access points (APs). In order to understand whether
it is in the AZ or not, every P seconds each app retrieves the list of available APs, and it
checks the presence of at least one reference AP. To mitigate the effects of instantaneous
fluctuations in APs signal intensity on the localization process, the application makes use
of a temporal hysteresis. Whenever it finds no reference APs in n consecutive scans, the
app assumes to be out of the AZ, and it deletes all stored messages. Similarly, the app
considers to be in the AZ whenever it finds at least one reference AP in m consecutive
scans. In our tests we verified experimentally that the values n = m = 2 and P = 30s
are sufficient to avoid localization flickering at AZ borders, and to strike a good balance
between localization accuracy on one side, and the delay with which an ingress/egress
into/from the AZ is registered by the app on the other. The resulting AZ is generally not
circular, and it may have holes due to shadow zones.
In order to measure the performance of the floating content service, the application
logs all events related to message transfer between hosts, associating them with a times-
tamp, with a duration of the transfer, and with the list of transferred messages. The
application also logs all events relating to AZ ingress and egress, as well as all failed
message transfers. These logs are periodically uploaded to a server: whenever the appli-
cation has some logs to send, it regularly checks for connectivity to the Internet (via WiFi
or 3G) and, whenever available, it sends the results to the server.
The application does not require interaction with the smartphone’s owner and it runs in
the background. It is based on Android native API and is compatible with all Android
terminals with Android version of 2.3 and later. For more details on the app and its
implementation, please refer to [17].
5.1.2 Impact on utilization of system resources
In a first set of tests, we characterized our app in terms of system resources utilization.
Our initial goal indeed was to assess the memory and CPU utilization, as well as energy
consumption (and therefore impact on the smartphone autonomy) of our app, while con-
tent is being generated and replicated. We installed the Floaty app on 12 smartphones
of different brands and with different Android versions. The AZ in this case covered the
entire INI premises at the second floor of an office building (Anchor Zone 1 in Fig. 5.1),
for a total area of 800 m2. This AZ coincided with the area served by all of INI’s WiFi
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Figure 5.2: Battery discharge per hour due to Floaty app.
access points. Each phone running the Floaty app generated a new message every 15
min, and every minute each instance of the Floaty app searched for Bluetooth hosts run-
ning the same app, with which messages could be exchanged. In order to maximize the
reproducibility of our tests, no application was active on smartphones other than Floaty,
and all screens were kept off. Every test lasted 4 hours. As a baseline, we also mea-
sured resources utilization on the same pool of smartphones when the Floaty application
is turned off.
We first analyzed the increase in battery consumption due to the Floaty app, while
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content was generated and exchanged in the AZ. We found that, over all phones, the de-
crease in battery charge due only to the Floaty app was between 5% and 8% per hour
(as shown in Fig. 5.2), with an additional 1% consumed by the OS (i.e., the same smart-
phones, running no app, consume around 1% per hour). Over the same set of tests, we
verified that the average total smartphone CPU utilization never goes above 45% and that
the memory used by the app never goes above 46 MB. We observed that both these quan-
tities grow with increasing number of message transfers, as it may happen, for instance in
settings with higher density of users. Overall, this initial set of tests allowed us to verify
that the Floaty app implies a resource utilization level which does not impair the global
performance of the smartphone or substantially decrease its battery lifetime.
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5.2 Performance assessment of the FC app
In this section we report the main results of our experiments. For performance evalu-
ation, we use the following definitions for content availability and success ratio.
Definition 4 (Availability). The availability of a content after t time units from its gener-
ation is the fraction of users inside the AZ holding a copy of the content.
Definition 5 (Success ratio). The success ratio of a content is the ratio between the num-
ber of nodes that received the content during the content lifetime and the number of nodes
that had the opportunity to obtain the content either because they were present in the AZ
at content generation time or because they entered the AZ during the content lifetime.
In order to experimentally assess the performance of the FC service in an office set-
ting, we ran the Floaty app on 8 smartphones, and the AZ covered only a portion of the
INI premises (Anchor Zone 2 in Fig. 5.1). The AZ coincided with the area served by just
one of INI’s WiFi access points. The choice of a smaller AZ with respect to the previ-
ous set of tests was made to allow frequent ingresses and egresses of users from the AZ
during the experiment. Whenever the app is in the AZ, it generates a new content every
15 min, and every minute each instance of the Floaty app searches for Bluetooth hosts
running the same app, with which contents can be exchanged. Conversely, when the app
is running outside of the AZ, it does not generate floating contents nor it replicates any
content.
Every test lasted 4 hours during office working hours, so that most of the smartphone
owners are within the INI premises. As expected, in the chosen application context, users
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Figure 5.6: Content success ratio and number of entries in AZ for each content.
exhibit the typical mobility pattern of office employees, spending long periods of time
at their desk, but frequently walking within the premises for meetings, to interact with
colleagues, as well as for coffee and lunch breaks, and always carrying their smartphone
with them. Several of the owners of the smartphones used in our tests have their seat in
the area of the AZ. In order to characterize the mobility pattern of users, in Fig. 5.3 we
plotted the CDF of the smartphone sojourn time within the AZ, as well as of the time
spent outside of the anchor zone. We can see how the average amount of time spent
in the AZ, as well as the average time spent out of the AZ are of the order of 15 − 20
minutes, indicating a rather dynamic setting. On one side, this dynamism might make
the spreading of the content faster and more efficient. Nonetheless, it may also make it
easier for the content to stop floating and disappear from the AZ.
One factor which contributes to the speed of the content diffusion process is the time
necessary for a successful transfer of the content from one host to another. In our tests,
10% of transfers required less than 2 seconds, while for 80% of the contents the transfer
time has been within 8 seconds (as shown in Fig. 5.4). Given the mobility features of
the hosts in the considered setting, these values of transfer time are low enough to have
an overall negligeable impact on the performance of the FC service. Indeed, as we have
seen, average sojourn times in the AZ are significantly longer than 8 seconds. As we will
show, this gives each floating content enough time to reach the vast majority of the hosts
in the AZ within its floating time.
An important performance metric in several FC applications is the time taken by a
fresh user entering the AZ to get the floating content or, for a user already in the AZ
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Figure 5.7: Content availability over the content lifetime.
when the content was generated, the time the content takes to reach the user. Especially
in dynamic settings, for applications such as emergency warnings, or situated introduc-
tions, receiving a new content in a reasonably short time (of the order of few minutes) is
essential for an acceptable application performance. In Fig. 5.5 we plot the CDF of the
time to get the content. These plots have been scaled to consider as infinite the time for
getting those contents which are not delivered to a given user within the content lifetime
(that is, 900 seconds). Therefore these plots also indicate how successfully the content
has been transferred during its whole floating time. In our experiments, more than 60%
of the contents has been received within two minutes, and around ten minutes have been
sufficient to get 80% of the contents in the AZ. These values show that in these settings
the performance of the FC service has proven adequate for the majority of the FC appli-
cations proposed so far.
Fig. 5.6 shows, for each content generated during our tests, the success ratio (the
fraction of users inside the AZ who got that content during its floating time), and the
number of “replication opportunities” during the content floating period (given by the
number of hosts present in the AZ at the time of the content generation, plus all those
who entered the AZ during its lifetime).
In order to characterize the empirical distribution of the success ratio, contents have
been ordered according to increasing values of this parameter. We can see that about 80%
of the contents have a success probability greater than 75%. In order to check to which
extent the differences in content success ratio among hosts might be due to mobility pat-
terns and to fluctuations in the population of hosts in the AZ over time, in Fig. 5.6 we
also show, for each content, the number of replications opportunities during its floating
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lifetime. These plots allows to reject the hypothesis of a correlation between the values
of success ratio of a given content measured in our experiments, and replication oppor-
tunities of that content. A system parameter which has a direct impact on the probability
for a user in the AZ to receive a content in a given time interval is the availability of
that content during the time interval, i.e., the percentage of hosts in the AZ which, in that
time interval, have the content. This is confirmed by Fig. 5.7, which shows the evolution
of average content availability over the floating lifetime. As expected, the variation of
content availability over time is clearly correlated with the time taken to get the content
seen in Fig. 5.5, and the time it takes for the average availability to reach its “steady
state” value is close to the average time it takes to get a content in the AZ. In Fig. 5.7 we
have also plotted per-content availability over time, and the standard deviation, in order
to give an idea of the variability of availability across contents, mainly due to the effect
of mobility patterns. We can see that only 3.5% of the contents stops fluctuating before
15 minutes, and half of these contents disappear within the first minute after its genera-
tion. In other terms, the vast majority of the contents floated successfully for the whole
duration of their lifetime.
5.3 Summary
In this chapter, we analyzed the performance of FC service by developing and de-
ploying an Android mobile application in an office environment. To the best of our
knowledge, this was the first ever experimental evaluation of FC service in an office set-
ting. We characterized the performance in terms of success ratio, availability and by the
time users receive a new content. In an office setting, our results showed that 80% of
the users recieve the content within 10 minutes of content generation time. It is a clear
indication that contents reach users quite quickly. Moreover, 80% of the contents have a
success ratio of greater than 75% showing that a high percentage of contents reach most
of the nodes in the network. We also observed that only 3.5% of the contents stopped
floating before their lifetime showing that FC is capable of guaranteeing content persis-
tence as well. All these results confirm the suitability of FC as a communication service
for context-aware applications.

Chapter 6
Experimenting with Floating Content
in a Campus Environment
In this chapter we present an experimental study of the operation of floating content
in a university campus context. We describe the development of a smartphone app for
this experiment, as well as the experimental setting used for the collection of real data
traces. We present and discuss a selection of the results that were collected over one week
of operation of FC. We characterize some critical performance aspects which are relevant
for applications based on FC, such as content persistence, availability and efficiency with
which the content is accessed by users. Finally, we propose a simple analytical model
which accurately captures the key behaviors that emerged from the experiment.
6.1 Experimental Setup
In this section we describe our experience with FC services in a large university cam-
pus scenario. The experimental FC services were running on Floaty UC3M, which was
a modified version of the app that we presented in Chapter 5.
6.1.1 Floaty UC3M: a Floating Content Mobile App for Android
In order to perform our tests, we implemented the FC service on an Android smart-
phone application, named Floaty UC3M [50]. We chose to implement the FC app on
Android because of its wide diffusion among existing mobile users. Floaty UC3M im-
plements opportunistic communications over Bluetooth, which we selected because it is
presently available in almost all smartphones in the market. WiFi Direct was the possible
alternative to Bluetooth, but it was discarded because it typically consumes much more
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energy [49], and poses severe technical problems, due to the lack of transparent user
authentication modes.
Contents generated by the app are lightweight. They are composed of an identifier
of the device which generated the content (its MAC address and Bluetooth name), a
timestamp (the time at which the content was generated), and a sequence number. As
a consequence of the small size of the content, during the whole experiment, a single
Bluetooth message was sufficient to transfer all of the contents that were transmitted from
one node to another. This allowed us to neglect the effect of content size over transfer
time, and, in general, over the performance of the FC service during the experiment.
When a device running the app is in the AZ, the app generates a new content every 15
minutes, and contents are transferred to all the other nodes which come within the radio
transmission range, and which are running the same app. A content does not expire until
the end of the day when it was generated, so every day we generate a fresh population of
contents. Note that the availability of several contents generated by each user during its
sojourn inside the AZ allowed the test of FC services performance with a fine granularity
over time and space in the experimental setting.
In order to detect the presence of floating contents, every 60 seconds the app performs
a Bluetooth scan, and builds a list of available Bluetooth peers running the same app.1
Whenever the list of peers is nonempty, the app chooses one of them, and tries to establish
a Bluetooth connection with it. If it succeeds, the two peers exchange all contents they
store. However, due to Bluetooth limitations, the app connects to one peer at a time,
and spends a few seconds to transfer the available contents between connected peers (up
to 12 seconds in our experiments, almost 100% of which due to Bluetooth connection
protocols, rather than to data transfer, as we have experimentally verified). In our tests,
18% of transfers required less than 2 seconds, while for 90% of the contents the transfer
time has been within 8 seconds (as shown in Fig. 6.1).
Therefore, it is important to optimize the choice of the peers, to improve content
diffusion in dynamic settings. To this end, the app ranks peers in radio range according
to the time of the last content exchange, starting from the oldest ones, so that the peers
that were never met before have absolute precedence.
For the FC mechanism to operate correctly, the most relevant information is whether
a user is inside the AZ, rather than its exact position in space. Therefore, instead of
exploiting GPS signals or the like, the app just makes use of a coarse localization method
based on WiFi signals. Specifically, to decide whether a node is inside the AZ, every
60 seconds the app scans for signals of surrounding access points. If it detects at least
1This is possible thanks to the fact that Bluetooth allows the announcement of running services.
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Figure 6.1: CDF of the time required for successsful transfer.
one reference access point (any of the ones present on campus), then it assumes to be
inside the AZ. Therefore, our experiment covers a slightly larger area than the university
campus. However, being the campus quite large, and being the access points located
inside the buildings, the difference is negligible.
All scanning intervals and content generation intervals have been chosen so as to
achieve a reasonable trade-off between the performance of FC services and the energy
consumed by the devices. In particular, we have quantified the average energy consump-
tion for a test set of smartphones in ∼ 5% battery discharge per hour. Generating con-
tents more frequently, or scanning WiFi and Bluetooth on a sub-minute basis would have
made terminals incur excessive battery costs. However, we have experimentally eval-
uated our test set of devices using different scanning and content generation intervals.
As a result, we have found that, given the slow dynamics of the campus environment, the
performance of FC services was not benefiting from higher scanning frequencies or more
frequent content generation.
The app logs all events related to content transfer between nodes, including times-
tamps, connection durations, lists of transferred contents. The app also logs all events
relating to AZ ingresses and egresses, as well as all failed message transfers. These logs
are periodically uploaded to a remote server.
6.1.2 The Experiment
After having tested the Floaty UC3M app with a reduced test set of terminals and
users, we advertised the experiment on campus, trying to convince students, researchers,
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and professors to download and install the app on their smartphones and tablets. In
particular, we had access to the Computer Science building, where we were allowed to
use fliers and mailing lists, and to drop by classrooms at the end of classes to talk with
students. In total, among the people frequenting the building, 62 volunteered to download
and install the app on their personal devices. However, only 48 devices produced valid
logs, which were used for computing the different statistics shown in the rest of the
chapter. Moreover, a tiny fraction of these users never exchanged any content during the
whole duration of the experiment. The experiment lasted 5 days (Monday to Friday) from
8 AM to 6 PM, in March 2014. According to the logs that reached our server, during the
whole experiment, users generated 1117 contents.
As we will show in Section 6.2, we verified that users had a peculiar mobility pattern,
i.e., they moved between home and the university, and, once on campus, they had the
tendency to form stable groups and spend long intervals in the same place (as expected
for students attending classes). The result of such mobility pattens is scarce spatial inter-
action with most of the other users. Indeed, this is a trivial but important aspect of the
performance of FC services. In this regard, the experiment confirmed that infrastructure-
less FC is a reasonable choice even for applications meant for users with reduced spatial
interactions. However, for our evaluations, we considered only those contents that got a
chance to be replicated at least once, which consists in a population of 923 contents.
6.2 Experimental Results
In this section we report the main results of our experiments. We first use the col-
lected logs to characterize the behavior of users participating in the experiments, in terms
of mobility, connectivity, and generation of contents. Afterwards, we show the perfor-
mance figures achieved by the FC service, mainly in terms of content availability and
success ratio. For the definitions of both of these performance parameters, please refer to
section 5.2.
6.2.1 Characterization of User Behavior
During the experiments, users dynamically enter and exit the AZ, and generate con-
tents only when they are within the AZ, so that the number of nodes present in the AZ, as
well as the number of contents floating in the AZ changes over time. Fig. 6.2 illustrates
the dynamics of number of nodes and contacts observed in the AZ over the day, averaged
over the logs collected during the five days of experiments. For ease of presentation,
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Figure 6.2: Behavior of users over a day (average over 5 days).
arrivals, departures, number of nodes, and number of contacts are counted with a time
resolution of 15 minutes.
From the figure, it emerges that the average number of nodes does not change dras-
tically over the day, although it is possible to identify five regions in the graph: (i) the
leftmost part of the curves account for the starting of a new day, when arrivals are more
numerous than departures (8AM - 10AM); (ii) from 10AM to 2PM, the number of nodes
in the AZ changes very little, after which (iii) the curve shows a drop, corresponding to
lunch time (2PM - 3PM); (iv) from 3PM to 5PM the number of nodes is again practically
stable, while (v) after 5PM there is a prevalence of users leaving the campus and thus the
AZ.
The number of contacts between nodes does not follow exactly the same trajectory as
the number of nodes, because users within the AZ often move in groups, attend classes,
meet in shared areas and cafeterias, so that the connectivity pattern is more irregular over
time. In particular, note that nodes present in the AZ at the beginning and at the end of
the day do not experience many contacts, which is a symptom of scarce mobility of users
arriving early and/or leaving late (probably these are professors or researchers sitting in
their offices, where they are under campus WiFi coverage). In general, Fig. 6.2 shows
that contacts are, on average, not very frequent. For instance, about 16 users experience
in total 33 contacts at 1PM (i.e., between 1PM and 1:15PM), which is a symptom of
limited mobility on the time scale of minutes.
Fig. 6.3 gives more insight on the occurrence of contacts between users. In this figure
each point corresponds to a node, and a link represents one or more contacts between
two nodes during the considered hour of the day. The figure depicts two snapshots of
the connectivity graph between users in the AZ. Every link between two users means
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Figure 6.3: Connectivity graph for different times of the day.
that those users had a contact in the considered time interval, in the first day of the
experiment. Clearly, connectivity exhibits drastic changes over the day, which can affect
the performance of FC services in terms of users that can be reached, and probability of
the content floating within the AZ. Notably, the figure unveils that one or two components
are practically sufficient to cover the full set of users experiencing contacts, so that we
can infer a clusterization of user contacts in which two clusters are practically enough to
describe the process. Indeed, one of the most prominent differences between the main
mobility models which have been applied to the analysis of FC, and mobility patterns
in a realistic experimental setting is the fact that the latter generate nonuniform user
distributions in space. As it is common experience, confirmed by the logs of contacts we
collected, real user mobility is characterized by correlation in locations and trajectories
of users, often resulting in the formation of clusters.
Our logs also show that only 85% of the contacts generate a successful transfer of
contents. This behavior is due to users trying to exchange contents while actually mov-
ing, e.g., walking through a corridor, and, in general, when there is not enough time to
complete the Bluetooth connection procedure and the actual message exchange. Indeed,
considering that the rate of unsuccessful content transfers is low, and that the number of
contacts logged in our experiments is limited and shows clusterization effects, we infer
that, in our experiments, users tend to move quickly from a place to another and then
spend long intervals at their destination (as expected for students attending classes on
campus).
To further characterize the mobility pattern of users, we plot the CDF of the sojourn
times of the users within the AZ in Fig. 6.4. From the figure, it emerges that about 50%
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Figure 6.4: Empirical CDFs of user sojourn time and of time to get content.
of the users spend 2 hours or less inside the AZ before leaving (although they possibly
come back later, e.g., after lunch). The figure also reports the CDF for the time to get
a content once a node enters the AZ, or after a new content is generated while a node
was already in the AZ. Notably, most of the contents are replicated within a few tens
of minutes (70% of those nodes which get a given content do it within 40 minutes), i.
e., much faster than the typical time spent by a node inside the AZ. Therefore, we can
conclude that, notwithstanding the limited frequency of contacts, the mobility of users
is still suitable to make the contents float within the AZ. We empirically validate this
statement by analyzing the floating behavior of contents in the next subsection.
To conclude the empirical evaluation of the user behavior, we report a comparison
between the empirical CDF of content lifetimes, and the corresponding ideal CDF for
the case of constant number of nodes in the AZ generating contents at regular intervals
in Fig. 6.5. Notably, the two CDFs do not differ significantly, although it is possible to
notice in the experimental CDF a bias (higher slope in the curve) in favor of the number
of contents with lifetime longer than 5 hours and shorter that 8 hours. In general, from
our experiments we note that the longer a content floats, the lower the probability that the
content will die out early (of course, all contents will die out at the end of the day, so no
content can last more than 10 hours in our experiment).
6.2.2 FC Performance Evaluation
In Section 6.2.1 we have already mentioned the fact that the time to get a content is
typically short with respect to the time spent by a user in the AZ, and that users exhibit
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Figure 6.5: CDF of content lifetime compared with the ideal case of uniform arrivals of users and
content generation.
scarce mobility on short timescales. However, from the perspective of an application
using FC, one of the most studied features of the service, perceived as one of the main
measures of its feasibility, is content floating lifetime. Indeed, in a real scenario, all con-
tents naturally disappear at some point in time, not only because of day/night mobility
patterns, but also because of stochastic fluctuations in population density and in mobility
pattern. Indeed, we noticed that among all contents generated over the five days of the
experiment and replicated at least once, only 5% died out before the end of the day. For
those contents that do get replicated, but do not reach the end of the day, Fig. 6.6 shows
that the vast majority disappears in the early stages of the diffusion process, while the
number of floating content replicas has not reached a critical mass. Conversely, when
the number of replicas gets sufficiently high, the replication mechanism proves efficient
enough to compensate content replicas lost because of users leaving the AZ.
This observation allows us to compare our experimental data with results from available
models. For mobility patterns such as the ones in our experiment, with relatively few
"on-the-fly" content exchanges, from [51] the mean number of nodes in range of a given
node should be larger than 1.19 for content to float indefinitely with high probability.
However, despite the very low content mortality in our experiments, in our settings the
mean number of nodes in range has been 0.612, well below the criticality condition.
The net result of the content dynamics described above is that the average availability
of contents grows over time, counting from the content generation time, as shown in
Fig. 6.7. In this figure, per-content availability for all contents generated during our
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Figure 6.6: Empirical CDFs of content lifetime, conditioned to content being replicated at least
once, and dead before 17.00.
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Figure 6.7: Mean content availability over content lifetime, for one seeder.
experiments is plotted in the background. Indeed, one of the main indicators of the
effectiveness with which content fluctuates in the AZ is availability, i.e., the fraction of
users with a copy of the content. Observing Fig. 6.7, content spreading appears to occur
at two speeds over content lifetime. A quick initial diffusion phase is followed by a phase
of slower but steady spreading among the rest of the users. This behavior is supported by
our clusterization hypothesis, since diffusion within a cluster of contacts would be fast,
while spreading a content across clusters would take longer, due to the limited mobility
of users.
As a second observation on the empirical availability depicted in Fig. 6.7, we notice
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Figure 6.8: Mean content availability over content lifetime, for different number of seeders.
that while contents float, only about half of the users in the AZ possess a copy of the
floating contents. To validate the hypothesis that also this behavior is due to the occur-
rence of clusters, we parse once again our logs to build the following functions of time:
the availability of contents replicated at least once, the one of contents replicated at least
twice, and the one of contents replicated at least three times. Furthermore, we build the
availability of pairs and triples of contents, i.e., the availabilities obtained by considering
the joint availability of respectively two or three contents generated roughly at the same
time. In this way, we simulate the presence of multiple seeders for a same content. The
resulting curves are reported in Fig. 6.8. The figure confirms the non-uniformity in user
distribution in space. In fact, multi-seeder curves exhibit high availability levels, while
little difference can be notice between the singe-seeder curves. In practice, since seeders
are chosen at random among all users present in the AZ at the time of content generation,
having more seeders improves the probability to reach more clusters within a given time
from content generation. In contrast, if the initial replicas reside on users which are in
range of each other, the effect on availability is negligible. The little difference between
the case with two seeders and the one with three seeders tells us that the mobility pattern
in our experimental settings gives rise to a clustered structure that could be modeled with
as few as two clusters.
To complete the performance evaluation of FC services in our experiments, we finally
report results on the success ratio. This is a measure of the effectiveness in accessing the
content stored (floating) in the AZ, as reported in Fig. 6.9 for the cases of one, two or three
content seeders. For a given content, the figure shows the ratio between the total number
of users who got the content and the total number of users who were present in the AZ (or
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Figure 6.9: Experimental CDF of success ratio, for different number of seeders.
entered the AZ) during the content lifetime. Users who entered the AZ more than once
during the content lifetime are counted multiple times. In fact, each time a user exits the
AZ, it discards all contents, and if it re-enters the AZ, it tries to collect again all contents
floating in the AZ. Specifically, the figure reports the empirical CDF of the success ratio
computed over all the 923 contents considered for the experiment statistics. For the case
of one single seeder, the peculiar mobility pattern of the users does not allow high success
ratios with high probabilities. In fact, half of the contents have a success ratio of 0.5 or
less, and just 10% of the contents exhibit a success ratio higher than 80%. This result was
somehow expected, since we knew from Fig. 6.7 that the average availability over time
does not reach values higher than 70%. With more seeders, both availability and success
ratio are boosted. In particular, with two seeders, 65% of the contents are replicated to
all users present in the AZ during the content lifetime. With three seeders, all users in
the AZ, independently from the time spent in the AZ, receive a copy of more than 90%
of the contents.
So far we have empirically computed performance figures for FC. Whether such per-
formance is suitable or not to allow for the diffusion of FC services is out of the scope of
our work, and it mostly depends on the requirements of the specific service to be imple-
ment on top of FC. However, with our experimental results we have also unveiled that,
if required by the application, using just a few independent seeders can dramatically in-
crease both availability and success ratio, so as to reach the needed performance level.
For instance, in our campus experiments, no more that three seeders are needed to make
FC extremely effective.
Next, we use the lesson learnt from the experiments to build a reliable model for
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evaluating the performance of FC.
6.3 The Poisson Jumps Model
Here we present a new analytical model for the computation of the main performance
parameters of FC services in areas like campuses and large office areas; the analysis
is based on a mobility model which reflects typical patterns of such environments, as
characterized in the previous sections.
We consider mobile nodes in R2. The node mobility is described with the Poisson
Jumps model, derived from the Random Waypoint model by assuming users to move at
infinite speed. According to this mobility model, users “jump” from a location to another,
staying in each location for a given stopping time, which we model as a random variable
with mean 1/µ. Therefore, a sojourn in the AZ is modeled as a sequence of jumps into
a set of locations within the AZ, and a sequence of stops at those locations. Note that
this model naturally applies to settings where users move “too fast” for content exchange
to take place on-the-fly, and where most of the time is spent on a seat (e.g., for our on
campus experiments, in office or in class).
In accordance with experimental data, we assume the mean stopping time to be much
longer than the average time for content transfer. Thus, transfers can be considered in-
stantaneous for all practical purposes. We also consider stopping times to be long enough
to allow retransmissions in case of failure. Hence, we can neglect the effect of commu-
nication errors.
Node arrivals in the AZ follow a Poisson process with intensity γ along time, and
they are distributed uniformly in space within the AZ. After each stopping time, a node
leaves the AZ with probability 1 − p. Otherwise, it moves instantly to a new randomly
chosen location within the AZ. The resulting spatial distribution of nodes is uniform at
any time.
We assume that at time t = 0, a “seeder” node generates a content, which has to be
spread among nodes within the AZ. The AZ is circular, with radius R, centered at the
location of the seeder at t = 0. Every node knows its exact position in space at any time.
All nodes have the same transmission range r. For t > 0, every time two nodes within
the AZ come in transmission range of each other (we call this a contact), if only one of
the two nodes possesses the content, it transfers it to the other. When nodes move outside
of the AZ, they delete their own copy of the content. We assume moreover that R  r,
as otherwise direct communications between nodes in the range of the seeder would be
enough to spread the content.
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As we have seen, one of the main performance parameters for FC is the probability
for a user to get the content during its sojourn in the AZ, since this quantity measures
the efficiency with which the floating content service makes information available to
intended users. The following theorem derives an expression for it.
Theorem 2 (Success Probability). Consider a content floating in an AZ with radius R,
in which nodes arrive at a rate γ. Nodes have a transmission range r  R, and move
according to the Poisson Jumps model, with probability 1−p of jumping out of the AZ. In
the stationary regime, the probability for a node entering the AZ to get the content during
its sojourn in the AZ is given by
P =
pjump
1− p(1− pjump) , (6.1)
where pjump is the probability of getting the content after a jump:
pjump = 1− e−r2
n
R2 , (6.2)
with n = γ
µ(1−p) −min
(
µ(1−p)
ν
, γ
µ(1−p)
)
, and ν = 2µr
2
R2
.
For the proof, please refer to Appendix B. In practical settings, transients (initial and
final), as well as fluctuations in the population of users, impact the performance of the
FC service, in a measure which depends on content lifetime, and on many other system
parameters. Nonetheless, the expression of Theorem 2 is a reasonable estimate of the
success ratio of a given content in practical settings, and it allows estimating the impact
of various system parameters on performance.
A similar result can be derived for P (τ), i.e., the probability of getting content after
τ seconds spent in the anchor zone. The resulting expression is a function of the CDF of
stopping times.
6.4 Model assessment
In order to estimate the user mobility characteristics in the considered settings, so
as to parametrize correctly the Poisson Jumps model, we have estimated the “stopping
times” of each user, i.e., the amount of time each user spends in a given location. This has
been done by exploiting the fact that every time a user terminal produces a new content
(every 15 minutes in our on campus experiments), it tries connecting to all user terminals
in its range in order to replicate the content. For each terminal, the log of successful
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Figure 6.10: Empirical pdf of stopping times estimates.
connection events provides then a fairly accurate picture of the peers around him, at the
moment of content generation. The connection latencies induced by Bluetooth act as a
lowpass filter for user dynamics, filtering out all peers which remain in range of a given
user terminal for less than 12-15 seconds.
The heuristic used to estimate stopping times is based on the assumption that users
form small clusters, i.e., groups of users all in range of each other. A cluster may cor-
respond or not to a specific location in space (for instance, a classroom, or a group of
students chatting in a corridor). All that matters for the purpose of parameterizing the
Poisson Jumps model is how long a user is in range of a given set of peers. Of course,
in very large groups of people, not all users in the cluster are in range of all the cluster
members, but this is a reasonably good approximation for the range of user densities in
our experimental setting. More specifically, in our experiment, a cluster in a given time
interval has been identified as a set of at least two users, each of which had at least two ex-
changes of content(s) during the given time interval. As every user periodically produces
new content, all members of a cluster frequently exchange content directly among them.
Hence, from the logs of those connections it is possible to estimate the composition of
the cluster over time.
The arrival/departure of a user in/from a cluster is estimated from the first/last time
when that user has established a connection with any peer in that same cluster. As this
estimate is built by aggregating connection logs from all users in the cluster, the larger the
cluster, the more accurate the estimate, as content generation times are not synchronized
across users. This method of estimating stopping times is not able to reliably capture
relatively fast dynamics of clusters (peers leaving the cluster only for 2-3 minutes, for
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Table 6.1: Availability and success probability: model vs. experiments
Model Measured
Average Availability 0.50 0.562
Average Success Ratio
(Success Probability)
0.47 0.514
instance), but this event should be infrequent in our setting.
In Fig. 6.10 we can see the shape of the empirical distribution of the stopping time,
computed as described above. The resulting mean stopping time is 58 minutes and 14
seconds, which is in accordance with the fact that classes last about one hour and most
of the clusters form in classrooms.
We have evaluated numerically the success ratio, by assuming a mean sojourn time
of about 1h 40 min, computed from our experiments by excluding nodes which entered
or exited the AZ towards the end of the day, i.e., after 5 pm. This was done in order to
have a more homogeneous set of data from which to extract this parameter. The node
arrival rate, averaged over the whole week of the experiment, is 0.0015 nodes per second.
The area of the AZ in the experiment has been estimated as about 7700 square meters,
for an equivalent radius of about 50 meters, which accounts only for buildings in which
classes were given during the experiment. As we can see from Table 6.1, despite its
simplicity, our model is able to predict with very good accuracy the performance of the
FC service. Its being conservative can be attributed mainly to the assumption of uniform
user distribution in the AZ.
6.5 Summary
In this chapter we presented an experimental study of the operation of floating content
in a university campus context. We characterized the performance of the service in terms
of content persistence, availability and efficiency with which the content is accessed by
users. Our analysis highlighted some critical performance aspects which are relevant for
applications based on FC. We showed that, even in such a highly dynamic setting, a rel-
atively low user density is enough to guarantee content persistence over time, contrary
to predictions from available models. More specifically, we showed that using just one
seeder, the special type of user movement in the environment that we considered in our
experiment makes the availability of generated contents grow fast in the first hour, reach-
ing on average about 40% of the users in the anchor zone. The successive increase in
availability is slower, so that about 60% of users in the AZ is reached on average after
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four hours. Whether this is acceptable for a floating content service, it depends on the
specific application, but we observed that it is easy to reach much higher availability val-
ues by just increasing the number of seeders to two. Indeed, by doing so, the number
of users reached after 1 hour became about 90% on average, and after four hours was
around 98% on average. This provided quite interesting indications for the viability and
the implementation of floating content services in university settings, and in general in
office environments. Our results suggest that future efforts in FC performance modeling
should be based on more realistic mobility models, including the effects of clustering
as well as of correlation among users’ mobility patterns, and focus on performance over
short timescales.
Chapter 7
Conclusions and Future Work
In this thesis our objective was to characterize the performance of context-aware ap-
plications that use FC as a communication service. We defined success probability, which
captures the likelihood for a user to receive the content when traversing the AZ as the pri-
mary performance indicator. As a first step, we developed a simple analytical model for
understanding the impact of FC design parameters like AZ radius, node transmission
range, and node density on the performance of an application that use FC as the commu-
nication service. Our simple analytical model helped us to the understand the correlation
between the system design parameters of FC and the performance of context-aware ap-
plications that use FC as communication service. From a system design perspective,
parameters like AZ radius, node transmission range, and node density have a significant
impact on the performance of the applications and our analysis can be used to tune key
system parameters so as to achieve the desired application performance. A key charac-
teristic of our modeling approach was that success probability was computed from few
primitive system parameters allowing our analysis to be generalized to various settings,
including different AZ shapes, different user mobility patterns, different user speed dis-
tributions, different service and application models. We applied our analysis to estimate
the success probability for three representative categories of context-aware applications,
and showed how the system can be configured to achieve the application’s target. In or-
der to complement our analytical study, we validated our simple model using extensive
simulations under different settings. Our simulation results show that our model-based
predictions are indeed highly accurate under a wide range of conditions and high success
probabilities are achieved with reasonably sized anchor zones even at low node densities,
demonstrating the viability of floating content as an enabler for context-aware applica-
tions.
As a next step, we investigated the impact of some more realistic end-user mobility
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models on the performance of context-aware applications that can use FC as a commu-
nication service. By considering three different categories of context-aware applications
under four different user mobility models, we found that FC is capable of providing very
effective performance to a variety of context-aware applications under quite diverse mo-
bility patterns. Comparing simulation results to the performance predictions of a simple
analytical model, we found that our model can provide useful performance predictions
even for complex and realistic mobility models. For all the considered mobility models,
high success probabilities can be achieved by tuning the anchor zone radii for a vari-
ety of context-aware applications, which justifies the viability of FC as an enabler for
context-aware applications.
Then we extended our previous studies of the performance of FC by doing real world
experiments. It was very important to evaluate the performance in a real world setting
because the previous works were based on simplifying assumptions for user mobility, and
on a simplified model for data exchange. As a result, the resulting models gave indica-
tions about the potential and limitations of FC, but they were only first-order predictions
of performance in realistic settings. Indeed, important aspects, such as the combined
impact of the actual mobility patterns of users, of the communication protocols, of the
specific propagation characteristics in the chosen area, of localization accuracy, were
difficult to investigate analytically and to evaluate by simulation. Moreover, it was im-
portant to understand the impact of the limitations and of the specific features of available
protocols for opportunistic communications (such as Bluetooth and WiFi Direct) on the
performance of the FC service. For conducting real world experiments, we developed
and deployed an Android mobile application based on FC in an office environment. To
the best of our knowledge, this was the first ever experimental evaluation of FC service in
an office setting. Our results confirmed the suitability of FC as a communication service
for context-aware applications in an office setting.
Finally, we extended our experimental evaluation of the FC communication paradigm
by deploying our Android based mobile app in a campus/large office setting. From this
experiment, we characterized the mobility patterns, and we assessed the performance of
services implemented using the FC paradigm. Our results unveiled the key relevance of
group dynamics in user movements for the FC performance. Surprisingly, in such an
environment, our results showed that a relatively low user density is enough to guarantee
content persistence over time, contrarily to predictions from available models. We also
investigated the impact of multiple seeders on the performance and we observed that it is
easy to reach much higher values for success probability by just increasing the number
of seeders to two. Based on these experimental findings, we developed a novel simple
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analytical model that accounts for the peculiarities of the mobility patterns in such a
setting, and that can accurately predict the effectiveness of FC for the implementation of
services in a campus/large office setting.
This work can be extended into two different directions. The first direction involves
extending the analytical model to various other mobility models. Our analytical model is
quite flexible and other mobility models can be easily incorporated without changing the
structure of the formulas. Another possible extension of the model involves incorporating
a more realistic communication model into the analytical model. From the experimen-
tal implementation standpoint, new communication technologies like Wi-Fi Direct can be
explored. Wi-Fi Direct provides quite interesting opportunities for opportunistic commu-
nications due to its longer range and higher data transfer rate as compared to Bluetooth.
At the time of writing of this thesis, implementing FC using commercial off-the-shelf de-
vices supporting Wi-Fi Direct was not possible due to the lack of user transparent authen-
tication modes. Moreover, it was also not supported by all the Android devices currently
available. However, it is expected that in near future, Wi-Fi Direct will be supported
by all the new devices and its API will also allow the developer to exploit transparent
authentication modes. Therefore using Wi-Fi Direct, new and interesting context-aware
applications based on FC can be developed.
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Appendix A
Proof of Result 1: In order to prove Result 1, we first introduce the following lem-
mas.
Lemma 1. Under the RD mobility model with node density λ, when nodes have a trans-
mission radius of r, and velocity equal to v, the number of contacts made by a node in a
time interval τ is Poisson distributed with mean µC = 2rvτλ.
Proof. Without loss of generality, we consider the perspective of a node i with velocity
vector ~vi = (v,∠0). We calculate the relative velocities of all nodes in the system with
node i as the reference. Thus, we can consider node i to be non-moving, with the other
nodes mobility characterized by their relative velocity vector. The total number of new
contacts made by i in a time interval τ is equivalent to the number of nodes that enter
a circle of radius r centered at the non-moving node i in that time interval, under the
relative velocity model. Under the RD mobility model, nodes never change direction and
thus a single node cannot enter this circle multiple times. Nodes choose their directions
independently and there are no spatial correlations under the RD model, thus the number
of nodes entering the circle in two disjoint time intervals are also independent. Further,
the stationarity of the RD model implies that the distribution of the number of nodes
entering the circle only depends on the interval τ . Therefore, the number of contacts
made by a node in a time interval is Poisson distributed.
In order to find the mean of the Poisson distribution, we integrate the average rate
at which nodes cross the boundary of the circle delineating the transmission range. The
relative velocity of node j with velocity vector ~vj = (v,∠θj) is
~v′j =
(
2v sin
(
θ
2
)
,∠pi + θ
2
)
We consider infinitesimal sections of the circumference of the circle, which lie at an
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angle ψ with respect to the x axis. At each section, we consider the possible directions
from which nodes could enter (note that relative velocities vectors have angles between
pi/2 and 3pi/2), and use the relative velocity to capture the flow from each direction
entering the transmission range through that section, The mean number of contacts in the
interval τ is: ∫ τ
0
∫ pi
0
∫ 3pi
2
ψ+pi
2
2v sin
(
2φ− pi
2
)
cos(φ− ψ)λr
pi
dφdψdt
+
∫ τ
0
∫ 2pi
pi
∫ ψ−pi
2
pi
2
2v sin
(
2φ− pi
2
)
cos(φ− ψ)λr
pi
dφdψdt
= 2rvτλ
Lemma 2. In equilibrium state, for a node traversing an AZ under the Random Direction
mobility model, the probability of meeting k nodes is given by
∫ 2R
0
`2
piR2
√
4R2 − `2
(2r`λ)ke−2r`λ
k!
d` (A.1)
Proof. Let A and B be the entry and exit points of a node traversing an AZ, respectively,
as shown in Fig. A.1. Since nodes move in a straight line, the length of the chord AB is
given by
L(y) = 2
√
R2 − y2 (A.2)
where y is the distance |CY|. Due to the properties of the RD mobility model, node
distribution is uniform in space at any point in time [40], and therefore y is uniformly
distributed in [0, R]. Then the pdf of L is given by
fL(y) =
2
√
R2 − y2∫ R
0
2
√
R2 − y2dy
=
4
√
R2 − y2
R2pi
(A.3)
Letting ` = L(y), and substituting we finally get
fL(`) =
fL(g
−1
1 (`))∣∣g′1(g−11 (`))∣∣ = `
2
R2pi
√
4R2 − `2 (A.4)
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Figure A.1: Chord length in anchor zone
with  ∈ [0, 2R].
Using Lemma 1 with l = vτ , the probability of meeting k nodes along this trajectory
with a Poisson distribution, with intensity 2rλ:
P (meet k nodes|) = (2rλ)
ke−2rλ
k!
(A.5)
So that the probability of meeting k nodes is given by (A.1).
Lemma 3. Consider an AZ in equilibrium state, with an average number of nodes equal
to N , and let n and m denote the average numbers of nodes with and without content I,
respectively. Then m = min( v
QνR
, λπR2) and n = λπR2 −m, with ν given by 2rv2
(πR2)
.
Proof. We denote with n(t) and m(t) the number of nodes with and without content I,
respectively, at a given time t, and define N(t) = n(t) +m(t). All these quantities vary
over time, as nodes move in and out of the anchor zone, and as content is exchanged.
We now build a set of differential equation which describe how these quantities vary over
time. Consider the time interval [t, t+Δt], and let δn(t) = n(t+Δt)−n(t), and similarly
for δm(t). n(t) varies over time due to nodes with content I exiting the AZ, and to nodes
without content in the AZ getting the content.
For the first contribution, we assume that users with content are uniformly distributed
within the AZ. Then, the average number of users with content in an areaAwithin the AZ
is given by A n(t)
πR2
. Consider now the time interval Δt: the users with the content that will
go out of the AZ are present in the ring of depth vΔt around the border of the AZ, whose
area can be approximated as 2πRvΔt. On average, half of them have a component of
their speed in a direction opposite to the center of the AZ (they are moving out), and half
72 Chapter A.
in a direction toward the center (they are moving in). We introduce the approximation
that all those nodes in the ring who have a component opposite to the center will leave
the AZ in the time interval (t, t+ ∆t). Putting all together, n(t)v∆t
R
is the average number
of users with content which go out of the AZ by time t+ ∆t.
For the second contribution, the frequency ν at which two nodes come within the
transmission range r of each other inside an area A, for the Random Direction mobility
model, is given by 2rv
2
A
[52]. The probability that a node picked at random within the AZ
has the content I at time t is given by p(t) = n(t)
N(t)
, and the probability that content I is
transferred during an event of two nodes coming into contact within the AZ is 2p(t)(1−
p(t))Q. With N(t) nodes in the AZ, there are N(t)(N(t)−1)
2
pairs of nodes that could come
into contact. Thus, the average amount of nodes that receive the content I in the AZ
in the considered time interval is given by ν (N(t)−1)(N(t)−n(t))n(t)
N(t)
Q∆t ∼= νn(t)(N(t) −
n(t))Q∆t. Finally, dividing by ∆t and letting this time interval go to zero, we get
dn(t)
dt
= νn(t)(N(t)− n(t))Q− n(t)v
R
(A.6)
The number of nodes inside the AZ without content I varies in time due to:
• nodes without content I exiting the AZ,
• nodes entering the AZ (we assume all entering nodes do not have the content, be-
cause all nodes delete their copy of I as soon as they exit the AZ),
• nodes without content I in the AZ getting the content, by meeting other node(s)
with content I.
The first and second contributions can be derived with a similar procedure as used in
(A.6) for computing n(t). Therefore, the average number of nodes without content I
exiting the AZ in the considered time interval is given by m(t)v∆t
R
, and the new nodes
entering the AZ in the same time interval is given by λvpiR∆t. The third term is the
same as in the previous equation, with a change in sign. Putting all together, we get the
following differential equation for m(t):
dm(t)
dt
= λvpiR− νn(t)(N(t)− n(t))Q− m(t)v
R
(A.7)
Since we assume that the system is in equilibrium, the time averages of m(t) and
n(t), indicated respectively as n and m, remain constant over time. We can write for n
and m differential equations very similar to those derived above, and we can set both dm
dt
and dn
dt
equal to zero. Solving for n and m we get the expressions in the lemma.
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Lemma 4. With the same assumptions as before, the probability that a node gets content
I given that it meets k nodes is given by
1−
(
1− Qn
(m+ n)
)k
(A.8)
Proof. The probability for a node to successfully get the content upon meeting another
node, can be computed by the product of the probability that the encountered node has
the content, (equal to the average fraction of nodes having content in the AZ, and given
by n
n+m
), and the probability of successful information transfer Q. The probability in the
lemma is then derived as the probability that at least one out of k encounters with other
nodes results into a successful transfer of content.
Proof. (Result 1) Consider a node traversing the AZ. This node gets content I if, during
its traversal:
• at least one of the encountered nodes has the content, and
• the information is transferred successfully between the two nodes. This implies that
the two nodes have been in range for a sufficiently long time to allow the message
to be transferred, possibly in presence of transmission errors (collisions and other
impairments).
In steady state, the success probability Ps can be written as
Ps =
∞∑
k=1
P (meet k nodes)P (get I| meet k nodes) (A.9)
The probability of meeting k nodes is given by Lemma 2, while the probability to suc-
cessfully get the content upon meeting k nodes is given by Lemma 4. Substituting, we
get (3.1).
Proof of Theorem 1:
Proof. Let us consider two nodes A and B with transmission range r, which come in
range of each other. The amount of time these nodes will stay in contact is given byLr/v′,
where Lr and ~v′ are respectively the length of the chord that one node travels within the
transmission range of the other, and their relative speed, with 0 ≤ v′ ≤ 2v. Using a
similar approach as for the derivation of (A.4), the probability density function of Lr is
given by fLr(`) =
`2
r2pi
√
4r2−`2 . In the RD mobility model, the probability density function
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of v′ is given by fv′(ω) = 2pi√4v2−ω2 . Using (A.3) and the formula for the pdf of the ratio
of two random variables [53], the pdf of the contact duration can be written as (3.3). IfX ′
is the amount of time required for each transfer attempt, then a necessary condition for
the information transfer to be successful is to have a contact duration greater than or equal
to X ′. Including in S all factors relative to communication problems like contention or
collisions, we get Eq.3.2 when nodes continually retry upon transmit failures.
Proof of Result 2: In order to prove Result 2, we first need to introduce the following
lemma.
Lemma 5. In steady state, for a node traversing an AZ and a ROI, under the Random
Direction mobility model, the probability of meeting k nodes before leaving the ROI can
be approximated as
PBL(met k) =
∫ R1+R2
√
R22−R21
(
fLAC (`)
(2r`λ)ke−2r`λ
k!
)
d` (A.10)
Proof. First of all, we compute the average length of the path AC that a node travels
inside an AZ and a ROI, before leaving the ROI (as shown in Fig. A.2). Let A be the
entry point into the AZ, and C be the point where the node exits the ROI, respectively,
then, since nodes travel along a straight line, the length of the chord AC is given by
L = |AC| = g2(y) =
√
R21 − y2 +
√
R22 − y2 (A.11)
where y is the distance |XY|. Assuming that y is uniformly distributed between 0 and
R1, the pdf for the chord length AC can be computed as
fLAC (`) =
fL(g
−1
2 (`))∣∣g′2(g−12 (`))∣∣ (A.12)
with ` ∈ [
√
R22 −R21, R1 +R2].
Using a similar approach as in (A.1), the probability of meeting k nodes is given by
(A.10).
Proof. (Result 2) To compute the success probability before leaving the ROI we can plug
(A.10) and (A.8) in (A.9), finally obtaining (3.4).
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Figure A.2: Anchor zone and ROI.
Proof of Result 3: In order to prove Result 3, we first need to introduce the following
lemma.
Lemma 6. In equilibrium state, for a node traversing an AZ and a ROI, under the Ran-
dom Direction mobility model, the probability of meeting k nodes before entering the ROI
can be approximated as
PBE(met k) =
∫ √R22−R21
R2−R1
(
fLAB(`)
(2r`λ)ke−2r`λ
k!
)
d` (A.13)
Proof. First of all, we compute the average length of the path that a node travels when it
traverses the length AB (as shown in Fig. A.2). Since nodes travel in a straight line, the
length LAB of the chord AB is given by
L = |AB| = g3(y) =
√
R22 − y2 −
√
R21 − y2 (A.14)
The pdf for chord length AB is computed as with ` ∈ [R2 −R1,
√
R22 −R21].
If the trajectory of a node within the anchor zone is of length `, the area swept is 2r`,
where r is the transmission range of each node, therefore using a similar approach as in
(A.1), the probability of meeting k nodes along the chord AB is given by (A.13).
Proof. (Result 3) Using equations (A.13) and (A.8) in (A.9) we finally get (3.6).

Appendix B
Proof of Theorem 2
Lemma 1 (Frequency of contacts). The frequency with which two nodes come in contact
in the AZ, in the Poisson Jump mobility model, is given by
ν =
2µr2
R2
(B.1)
Proof. Let us consider first the case in which the two nodes cannot jump out of the AZ.
Assume first that one node is fixed, and the other jumps. As the location after the jump is
uniformly distributed in the AZ, the chance of jumping within the transmission range of
the fixed node is the ratio between the coverage area of a node, pir2, and the area of the
AZ, piR2. Then the number of jumps needed for the jumping node to come in range of
the fixed one is geometrically distributed, with mean R
2
r2
. As 1/µ is the mean duration of
the stopping time, the mean amount of time for the two nodes to meet is R
2
µr2
. The inverse
of this quantity gives the frequency at which such an event takes place. If we consider
now that both nodes jump, the frequency with which the two nodes meet is two times
greater than the one obtained when one is fixed.
In the Poisson Jumps mobility model, both nodes may exit the AZ after a jump. In an
equilibrium state, the probability of a node jumping out is the same as a the probability
of a new node jumping in, so that on average, the fact that nodes jumps in or out does
not vary the mean rate of contacts between nodes in the AZ, with respect to the case of a
closed system. Finally, when the system is in transient state (assuming the system starts
from an empty state), the likelihood of a new node jumping into the AZ is higher than the
likelihood of a node jumping out of the AZ, so that our computation of the frequency of
contacts is conservative, and in any case it may be considered to be a valid approximation
for the contact frequency over short time intervals.
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Lemma 2 (Average availability). Consider an AZ in equilibrium state, with an average
number of nodes equal to N , and let n and m denote the average number of nodes with
and without content, respectively. Assume nodes move according to the Poisson Jumps
model. Then m = min
(
µ(1−p)
ν
, γ
µ(1−p)
)
and n = γ
µ(1−p) −m, with ν given by 2r
2µ
R2
.
Proof. The number of nodes in the AZ and the number of nodes with/without content
are usually described as stochastic processes. Here instead we focus on the evolution of
the mean of these system parameters over time, which can be modeled by the following
differential equations:
dn(t)
dt
= νn(t)m(t)− n(t)µ(1− p) (B.2)
dm(t)
dt
= −νn(t)m(t)−m(t)µ(1− p) + γ (B.3)
The first term, in both equations, is derived as follows. Assuming the content to be
uniformly distributed among nodes, the probability that a node has the content at time t
is n(t)
N(t)
. Then when two nodes come in range of each other, the probability that content is
replicated is 2 n(t)
N(t)
(
1− n(t)
N(t)
)
. In the AZ at time t there are N(t)(N(t)−1)
2
possible pairs of
nodes. Thus, the average rate at which content is transferred in the AZ at time t is given
by ν (N(t)−1)m(t)n(t)
N(t)
∼= νn(t)m(t).
As for the second term in both differential equations, nµ gives the average jumping rate
within the AZ. Since only (1 − p) of those jumps goes out of the AZ, the rate at which
nodes with (resp. without) content jump out of the AZ is nµ(1 − p) (resp. mµ(1 − p)).
Finally, solving for the stationary case, and noting that, from Little’s law, N = γE[T ]
1−p =
γ 1
µ(1−p) = λpiR
2, we get m = µ(1−p)
ν
, with n = N −m.
Proof. (Theorem 2) We assume border effects are negligible, which is a good approxi-
mation when r << R. The probability of getting the content after a jump can be written
as
pjump =
∞∑
j=1
P (j neighbors) ·
· [1− P (0 out of j neighbors have content)]
where P (j neighbors) is the probability of having j nodes in an area equal to pir2. For
the computation of P (0 out of j neighbors have content), we consider that in a station-
ary regime, and given that the location of each jump is uniformly distributed in the AZ,
the probability for a node to have the content is n
N
, independently of its position in the
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AZ. Even in a stationary regime, this is an approximation, as the replication mechanism
favors the formation of small clusters of users with content. However, in the settings we
consider, node densities are well below those which allow a strongly connected compo-
nent to form, and r << R. In such conditions the connected components are small, so
that this is a good approximation. Hence we have the following result:
pjump =
∞∑
j=1
(λpir2)j
j!
e−λpir
2
[
1−
(
m
N
)j]
(B.4)
(1− pjump)k+1 is the probability of not getting the content during a sojourn in the AZ
in which a node jumped k + 1 times into the anchor zone (including the first jump with
which the node entered the AZ). By summing over all possible numbers of jumps k of a
user during its sojourn in the AZ, we get:
P =
∞∑
k=0
pk(1− p)
[
1− (1− pjump)k+1
]
(B.5)

