, Landsberg provides non-trivial equations for tensors of border rank 2d − 3 for d even and 2d − 5 for d odd in [1] . In [6], we observe that Landsberg's method can be interpreted in the language of tensor blow-ups of matrix spaces, and using concavity of blow-ups we improve the case for odd d from 2d − 5 to 2d − 4. The purpose of this paper is to show that the aforementioned results extend to tensors in
Introduction
Over the last decade, tensors have received a lot of attention as a consequence of its wide ranging applications in mathematics as well as other scientific disciplines. We refer to [2] for several open conjectures in the subject, as well as a detailed introduction to the subject. The subject begins with the concept of tensor rank which is a generalization of matrix rank. Definition 1.1. For a tensor T ∈ K a 1 ⊗ K a 2 ⊗ · · · ⊗ K a l , we define its tensor rank trk(T ) to be the smallest integer m such that T can be written as a sum of m pure tensors.
Let Z m denote the set of tensors of rank ≤ m. The set Z m need not be Zariski closed, and we consider its Zariski closure Z m . This gives rise to the definition of border rank. Definition 1.2. For a tensor T , we define its border rank brk(T ) to be the smallest integer m such that T ∈ Z m .
It is only natural to try and understand the polynomials that define the closed subset Z m . If f is a polynomial that vanishes on Z m (or even Z m ), then if f (T ) = 0 for some tensor, we immediately know that brk(T) > m. In other words, f can be used a test to prove that a tensor has border rank > m.
1.1. Blow-ups of linear subspaces. Flattenings are a useful tool to find polynomial tests for the border rank of tensors in K a ⊗ K b ⊗ K c . We present flattenings using the language of blow-ups of linear subspaces of matrices and the combinatorics of their ranks. We will recall these notions briefly.
Let Mat r,s denote the set of r × s matrices with entries in the field K. Let X be a linear subspace of Mat r,s . We define blow-ups of X . Definition 1.3. Let X ⊆ Mat r,s be a linear subspace. We define its (p, q) tensor blow-up X {p,q} to be X ⊗ Mat p,q = i X i ⊗ T i X i ∈ X , T i ∈ Mat p,q , viewed as a subspace of Mat rp,sq . We will write X {d} = X {d,d} . Definition 1.4. The rank of a linear subspace X ⊆ Mat r,s is given by rk(X ) = max{rk(X) | X ∈ X }.
We will now describe a method of finding lower bounds for border rank in tensor product spaces with three tensor factors. Given a tensor T ∈ K a ⊗ K b ⊗ K c , we can write T = i s i ⊗ X i , with s i ∈ K a and X i ∈ K b ⊗ K c . Let L : K a → Mat p,q be a linear map, and denote the image by X L . We identify K b ⊗ K c with Mat b,c , and identify Mat p,q ⊗ Mat b,c with Mat pb,qc . This gives the following map.
In [6] , we describe how this map can be used to prove lower bounds for tensors.
.
The difficult part in using such a method to prove lower bounds for border rank of tensors is that the aforementioned polynomials coming from the minors might simply turn out to be the zero polynomial. In [6] , we give a criterion for these minors to be nontrivial polynomials in terms of the ranks of blow-ups of the linear subspace X L .
Lemma 1.7 ([6]). One of the d × d minors of φ L is a nontrivial polynomial if and only if
In order to use this method effectively, one would require a linear subspace for which the ranks of the blow-ups are much larger than expected. For this phenomenon to happen, it is useful to pick linear subspaces with a large ratio of noncommutative rank to rank. While we do not recall the notion of noncommutative rank, we refer to [6] for a discussion on the extremal examples and the limitations of such methods.
Lower bounds for border rank of tensors in
. . , e m be the standard basis of K m . We will write L i instead of L e i = L(e i ).
The S i are the most obvious basis of the space of (p + 1) × (p + 1) Toeplitz matrices.
Example 1.9. For p = 1, we have
The above proposition was proved by Landsberg in [1] for K = C. Landsberg's approach is to interpret L as a certain multiplication map, which is shown to be surjective in [3] . However, the argument for surjectivity requires the underlying field to be characteristic 0. Our approach to this is far more elementary and we simply compute the determinant of L in a chosen basis. Theorem 1.10. We have:
(
When K = C, (1) and (3) can be found in [6] , and (2) can be found in [1] , although the presentation in [1] is not quite the same as ours. The contribution of this paper is to show that these results are true for any field K. Note that the proof of (1) in [6] holds for any field K.
Applying Lemma 1.5, Corollary 1.6 and Lemma 1.7, we get equations for the variety of tensors in
of border rank at most 2d − 3 (resp. 2d − 4) when d is even (resp. odd). This is done for the case K = C in [1, 6] . The contribution of this paper is to extend Theorem 1.10 to any field K, and hence the aforementioned results on the equations for border rank extend to any field K. We will formulate the precise statements in Section 6.
1.3.
Tensor rank and border rank for 3 × 3 determinant and permanent. We illustrate the method described above to compute the border rank and tensor rank for the 3 × 3 determinant and permanent tensors. The 3 × 3 determinant tensor is
where Σ 3 denotes the symmetric group in 3 letters. The 3 × 3 permanent tensor is
→ Mat 9,9 as described in the introduction. We have rk(X L ) = 2, by part (1) of Theorem 1.10.
Proof. The matrix φ L (det 3 ) is an explicit 9 × 9 matrix, which can be checked to be invertible if char K = 2. We write the matrix explicitly. For this, we need to first choose ordered basis. Let (e 1 , e 2 , e 3 ) denote the standard ordered basis for
We choose the ordered basis (e 2 ∧ e 3 , e 3 ∧ e 1 , e 1 ∧ e 2 ). In the corresponding basis for Hom(
We have
For Mat 3, 3 , let E j,k denote the 3 × 3 matrix whose (j, k) th entry is 1 and all other entries are 0. Now, let us identify K 3 ⊗ K 3 with Mat 3,3 explicitly by identifying e j ⊗ e k with E j,k .
Thus, we have φ L (e i ⊗ e j ⊗ e k ) = L i ⊗ E j,k . With these choices of coordinates, we write out 
This matrix contains only 12 nonzero entries of the form ±1. Six of these entries (marked red) are in a column or a row with no other nonzero entry, reducing our computation to a 3 × 3 minor. It is easy to see that this minor is of full rank if char K = 2 (and drops rank by 1 if char K = 2).
Hence, by Lemma 1.5, we have brk(det 3 ) ≥ 9 2 = 4.5. Since the border rank must be an integer, it must be at least 5.
On the other hand, there is an explicit decomposition of det 3 as a sum of 5 simple tensors if char K = 2, see [4] . Once again, if char K = 2, there is an explicit decomposition of perm 3 as a sum of 4 simple tensors due to Glynn, see [8] .
Corollary 1.14. Assume char K = 2. Then we have brk(perm 3 ) = trk(perm 3 ) = 4.
In characteristic 0, the tensor rank of det 3 and perm 3 were shown to be 5 and 4 respectively in [9] . While the arguments for bounding the tensor rank from above are still the same (i.e., explicit decompositions), the arguments for bounding the tensor rank from below are more complicated. Their approach is to analyze certain Fano schemes parametrizing linear subspaces contained in the hypersurfaces det 3 = 0 and perm 3 = 0, and even involves a computation done with the help of a computer. The method we use for the lower bounds is far more elementary and holds in arbitrary characteristic.
1.4. Organization. In Sections 2 and 3, we develop the necessary linear algebra techniques. We prove Proposition 1.8 in an example in Section 4 and prove the main theorems in Section 5. Finally in Section 6, we give explicit equations for border rank.
Preliminaries from Linear Algebra
Let B = {v 1 , . . . , v n } denote an ordered basis for an n-dimensional vector space V . Consider the alternating power r V . For a subset I = {i 1 , . . . , i r } ⊆ [n] of size r, with
The following lemma is a well known fact. 
Suppose that B is a basis of V and C is a basis of W and L : V → W is a linear map. Then L C ,B denotes the matrix of the transformation L with respect to the bases B and C . If M : W → Z is a linear map and D is a basis of Z, then we have 
. . , b n ) be an ordered basis of V and we multiply the i th basis vector by some scalar λ = 0 to obtain the basis
th diagonal entry of X B,B ′ is λ and all other diagonal entries are 1. In particular, we have det(X B,B ′ ) = λ. For our purposes we need to understand a more interesting base change matrix. 
Proof. This follows from applying Proposition 2.6 to the base change formula
In fact, we need slightly more general results. An argument along the lines of the proof of Proposition 2.6 gives the following lemma. 
For a linear transformation
L ∈ Hom(( r V ) ⊗ W, ( r+1 V ) ⊗ W ), let L B⊗C denotethe matrix for the linear transformation of L in the bases B(r) ⊗ C and B(r + 1) ⊗ C for the domain and codomain respectively. Following the same idea as Corollary 2.7, we get the following: Corollary 2.9. Let B and B ′ be as in Propositon 2.6
. Then for a linear transformation
L ∈ Hom(( r V ) ⊗ W, ( r+1 V ) ⊗ W ), we have det(L B ′ ⊗C ) = λ c(( n−1 r−1 )−( n−1 r )) det(L B⊗C ).
Effects of scaling basis vectors on the matrices of L i 's
Let m = 2p + 1 be a positive integer. Let E = (e 1 , . . . , e m ) denote the standard ordered basis of
is the linear map that sends w to v ∧ w. Let E ′ be the ordered basis obtained from E by scaling the i th basis vector by λ, i.e., E ′ = (e 1 , . . . , e i−1 , λe i , e i+1 . . . , e m ). It is easy to understand the effect of this base change on the matrices of L i . 
For j = i, we have e i = λ −1 e ′ i , and so
where S i is defined as in Proposition 1.8. Let F denote the standard basis of K p+1 . Hence we have the bases E (p) ⊗ F and E ′ (p) ⊗ F for the domain and the bases E (p + 1) ⊗ F and E ′ (p + 1) ⊗ F for the codomain. Recall that for a linear transformation L ∈ Hom ( r V ) ⊗ W, ( r+1 V ) ⊗ W , L B⊗C denotes the matrix for the linear transformation of L in the bases B(r) ⊗ C and B(r + 1) ⊗ C for the domain and codomain respectively, where B is a basis for V and C is a basis for W .
Lemma 3.2. We have det(L E
Proof. This follows from Corollary 2.9, since (p + 1)(
Given an ordered basis E = (e 1 , . . . , e m ), we define another ordered basis λ · E = (λ 1 e 1 , λ 2 e 2 , . . . , λ m e m ). Applying the above lemma several times, we get:
Define p(t 1 , . . . , t 2p+1 ) := det(M(t 1 , . . . , t 2p+1 )).
Proof. This follows from applying Lemma 3.1 to Corollary 3.3, where λ = (t −1
Examples
Let us first recall that for an m × n matrix A = (a i,j ) and a B = (b k,l ), we define the Kronecker product A ⊗ B by ) is a square n×n matrix, then its determinant is equal to σ∈Σn sgn(σ)r σ , where σ runs over all elements of the symmetric group Σ n , sgn(σ) is the sign of the permutation σ and r σ = n i=1 a i,σ(i) . To proceed further, we believe it is necessary to acquaint the reader with small examples.
Example 4.1 (p = 1). Suppose that p = 1 and m = 3. Let E = (e 1 , e 2 , e 3 ) be the standard basis of K 3 . Then the basis E (1) is E itself, and the basis E (2) = (e 1,2 , e 1,3 , e 2,3 ). In this basis
is given by the block matrix
In other words A = M(t 1 , t 2 , t 3 ). We also write out S i . We have
Observe that the matrix A is a 6 × 6 matrix with entries in Z[t 1 , t 2 , t 3 ]. We will try to compute det A as an element of this ring. In fact, this has been computed by Domokos in [7] already in the context of understanding semi-invariants for Kronecker quivers. We will however analyze the situation thoroughly as it will be useful in handling the general case. We know det A = k(t 1 t 2 t 3 ) 2 by Corollary 3.5 and we want to establish that k = ±1. Recall that det A = σ∈Σ 6 sgn(σ)r σ , with r σ = 6 i=1 a i,σ(i) . Now, observe that each entry of A is either 0 or ±t i . Hence each r σ is either 0 or ± monomial (in the t i 's). We know that the final answer must be a multiple of the monomial (t 1 t 2 t 3 ) 2 . So, it suffices to focus on the permutations σ such that r σ = ±t We claim that there is at most one permutation σ such that r σ = ±t . In other words, there is at most one choice of 6 entries, satisfying the condition that no two entries are in the same row and no two entries are in the same column such that the product of their entries is ±t To see this, observe first there are only two entries of the form ±t 1 , since t 1 S 1 = 0 t 1 0 0 and there are exactly two blocks which are ±t 1 S 1 . So, in order to get t 2 1 , we have no choice but to pick both entries. Now, there are four entries of the form ±t 2 , two in each block of the form ±t 2 S 2 . Consider the northwest −t 2 S 2 block. This block occurs in the same block row as a t 1 S 1 . We focus on these two blocks in the top block row.
We have already argued that we must pick the blue t 1 in the t 1 S 1 , since all ±t 1 's must be picked. Hence we cannot pick any other entry from that row. This rules out the −t 2 that we have colored red. So only the −t 2 from the bottom row is available, which we have colored blue. A similar argument shows that you can only pick the t 2 in the left column of the southeast most block of the form t 2 S 2 . Since there are only two ±t 2 's available, we have no choice but to pick both of them.
Remark 4.2. We want to think of this in the following way. While considering the northwest block entry −t 2 S 2 , we observe that there is exactly 1 block entry of the form ±t i S i in the same row with i < 2. This is the condition that rules out the top 1 rows. Similarly, there are 0 block entries of the form ±t i S i in the same column with i < 2. This is the condition that rules out the right 0 columns. This leaves precisely one non-zero entry in the northwest t 2 S 2 to choose from. A generalization of such an argument (see Proposition 5.11) will be the key to unlocking the general case.
Continuing with the example, observe that there are only two ±t 3 's, and hence we must pick both of them. These ±t 3 's could potentially be in the same row or column as the choices of t 1 's and t 2 's, which would be disastrous. However, this doesn't happen. In this case, one can check explicitly. In the general case, however, instead of an explicit check we will use the generalization of the argument mentioned in the above remark. Hence, there is exactly one permutation σ for which r σ = ±(t 1 t 2 t 3 )
2 . Thus we have that det A = ±(t 1 t 2 t 3 ) 2 .
The general case
We will prove Proposition 1.8 and consequently Theorem 1.10 in this section. Let m = 2p + 1 be a positive integer, and let A := M(t 1 , . . . , t m ). We will begin with some structural results on the matrix A. Proof. The fixed entry ±t i in M corresponds to the fact that L i (e I ) = ±e I∪{i} for some I that does not contain i. Now, if j ∈ I, then let J = I ∪ {i} \ {j}. Then we have L j (e J ) = ±e J∪{j} = ±e I∪{i} . This corresponds to a ±t j in the same row. On the other hand if j / ∈ I, then L j (e I ) = ±e I∪{j} which corresponds to a ±t j in the same column.
Remark 5.5. It follows from the definition of the tensor product of matrices that by replacing each t i in M with the block matrix t i S i , we get the block matrix A. See Example 5.1.
The above remark applied to the above lemmas yield: Definition 5.9. Let P = ±t i S i be a block entry of A. Suppose there are x entries of the form ±t j S j with j < i in the same block row and y entries of the form ±t j S j in the same block column. Then we call the (x + 1, p − y) th entry of P , the elusive entry of P . Proof. The equality x+y = i−1 follows from Corollary 5.8. Indeed, we have S i (x+1, p−y) = 1 as p − y = x + 1 − i + p + 1 follows from x + y = i − 1. Thus there is a t i in position (x + 1, p − y) in the block P . The second statement is obvious since the only nonzero entries are along the diagonal containing (x + 1, p − y).
Let us recall that a permutation σ ∈ Σ n is a choice of n entries subject to the condition that there are no two entries in the same row and no two entries in the same column. In order for r σ = ± (t 1 t 2 Proof. Let P = ±t i S i be a nonzero block entry of A. We proceed by induction on i.
• Base Case: i = 1. In this case, observe that there is exactly one nonzero entry, which is ±t 1 , and that is precisely the elusive entry. There are 2p p such block entries. In order for the power of t 1 in r σ to be 2p p , we have no choice but to choose the elusive entries from each block entry of the form ±t 1 S 1 .
• Induction Step:
Suppose the claim is true for all j < i. Let the block entries in the same row of the form ±t k S k with k < i be Q 1 = ±t j 1 S j 1 , Q 2 = ±t 2 S j 2 , . . . , Q x = ±t jx S jx with 1 ≤ j 1 < j 2 < · · · < j x < i. Then clearly the block entry Q k satisfies the hypothesis of the claim for k − 1. Hence, by induction we would have picked the ±t j k from the k th row. Hence, we cannot pick the ±t i 's in the first x rows of P . By a similar argument, we cannot pick the t i 's in the right y columns, where y is the number of the block entries of the form ±t k S k with k < i in the same column. This leaves precisely one non-zero entry in P , which is the elusive entry. Now, once again we have precisely 2p p blocks of the form ±t i S i , and we can pick at most one ±t i from each one. Since we want the power of t i in r σ to be 2p p , we have no choice but to pick all of them.
Corollary 5.12. There is at most one permutation σ such that r σ = ±(t 1 t 2 . . .
where k = p(1, . . . , 1) ∈ K by Corollary 3.5. We also know that each r σ is ± monomial. Further, by the above Proposition, there is exactly one r σ which gives us ±(t 1 t 2 . . . t 2p+1 ) ( 2p p ) , and hence we must have k = ±1 = 0. But k = p(1, . . . , 1), and hence L is invertible, since p(1, . . . , 1) = det M(1, . . . , 1) and M(1, . . . , 1) is the matrix for L in some coordinates.
Proof of Theorem 1.10. As remarked before, the proof of (1) as done in [6] works for any field K. For (2) , observe that (
is invertible since we have
For (3), we use the computation in [6, Theorem 6.1], which uses concavity of blow-ups proved in [5] .
Explicit equations for border rank
In this section, we find non-trivial equations for the border rank of tensors in K Remark 6.2. In [6] under the assumption K = C, an explicit tensor of border rank ≥ 2d −3 is given. Having extended results to any field K, it is clear that the same tensor has border rank ≥ 2d − 3 in any field K.
6.2. The case d is even. In this case, we set m = 2p
be as in Section 1.2. We have the map
, and let ψ = π ⊗ id ⊗ id :
be the pull back of the polynomial det(φ L ) under ψ. 
Proof. If
has border rank ≤ 2d − 3, then so does ψ(T ). A similar calculation as in Corollary 6.1 applied to ψ(T ) gives us the required result.
Remark 6.4. Just as in [1] , we have that the tensor T = m i=1 e i ⊗ (S i ⊕ S i ) has border rank ≥ 2d − 2 since the polynomial f does not vanish on it.
