Abstract-In this paper we study optimal information fusion for sampled linear systems where the sensors are distributed and measurements are collected to central unit via a wireless network. Every sensor measurement is subject to random delay or might even be completely lost. We show that optimal sensor fusion consist in a time-varying Kalman filter with bufferized measurements. We also propose a suboptimal but computationally efficient fusion architecture based on a bank of static gains that can be optimally designed if packet delay statics are known. Finally, algorithms to check for the existence of stable estimators and to evaluate their error covariance are given and some special cases are analyzed.
location center and then fused to obtain the estimate of the system state. Each sensor measurement is subject to its own packet delay and packet loss probability, thus allowing to associate different packet arrival distributions depending on the distance of each sensor from the centralized fusion node.
II. PREVIOUS WORK AND CONTRIBUTION Recently several groups have looked at networked control systems with large random delay or packet loss. The survey paper [2] nicely reviews several results in this area. These results can be divided into two main groups: the first group focuses on variable delay but no packet drop, while the second group focuses on packet loss but no delay.
Within the first group, Nilsson at al. [3] extended LQG optimal control design to sampled linear systems subject to stochastic measurement and control packet delay, and showed how the optimal controller gains are time-delay dependent. However, their work was limited to co-located sensors and actuators. Differently, other authors studied data fusion of measurements obtained from senors with different delays. For example, Alexander [4] and Larsen et al. [5] derived suboptimal but computationally efficient Kalmanlike filters to account for random delay and they tested their performance through Monte-Carlo simulations. Julier at al. [6] studied the estimation problem when measurement timestamping is uncertain.
In the second group of results, there has been a considerably effort to apply optimal control and estimation to discrete time systems where measurements and control packets can be dropped with some probability, but have otherwise no delay. This framework is equivalent of saying that all packets have either no delay or infinite delay. For example, in [7] [8] [9] the authors proposed compensation techniques for i.i.d Bernoulli packet-drop communication networks and derived stability conditions for closed loop discrete time system. Sinopoli at al. [10] [11] , and Imer et al. [12] looked specifically at minimum variance estimation and optimal control.
In this paper we propose a probabilistic framework to analyze sensor fusion where observation packets from multiple sensors are subject to arbitrary random delay and packet loss. In this framework sensor measurements need to be timestamped at the sensor side, but packets can arrive in burst or even out of order at the receiver side. This paper extends a previous work of the author [13] where only a single sensor was considered. This estimator structure is independent of the packet arrival statistics and can be implemented using a Kalman filter with finite memory buffer if the delivered packets have a finite maximum delay. We also present an alternative sensor fusion architecture which is computationally more efficient since it does not require any matrix inversion, but simply associate a constant gain to every slot of the measurement buffer at the estimator location. We provide quantitative measures for the expected error covariance of such estimators which turns out to be the solution of modified algebraic Riccati equations and Lyapunov equations. These metrics can be used to compare different communication protocols for real-time control applications as long as the packet arrival statistics are known, i.i.d and stationary.
III. PROBLEM FORMULATION Consider the following discrete time linear stochastic plant:
where M is the total sensor number,
are Gaussian, uncorrelated, white, with mean (x 0 , 0, 0, ..., 0) and covariance (P 0 , Q, R 1 , ..., R M ) respectively. Let also consider the full observation matrix C ∈ R m×n where m = i m i defined as:
We also assume that the pair (A, C) is observable, (A, Q 1/2 ) is reachable, and R i > 0, ∀i. Measurements are timestamped, encapsulated into packets, and then transmitted through a digital communication network (DCN), whose goal is to deliver packets from a source to a destination. Time-stamping of measurements is necessary to reorder packets at the receiver side as they can arrive out of order. Modern DCNs are in general very complex and can greatly differ in their architecture and implementation depending on the medium used (wired, wireless, hybrid), and on the applications they are meant to serve (real-time monitoring, data extraction, media-related, etc ..). In our work we model a DCN as a module between the sensors and the fusion center which delivers observation measurements to the estimator with possibly random delays. This model allows also for packets with infinite delay which corresponds to a packet loss. We assume that all observation packets correctly delivered to the estimator site are stored in an infinite buffer, as shown in top panel of Fig. 2 . The arrival process is modeled via the random variables γ 
, which simply states that if packet y k is present in the receiver buffer at time t, then it will be present for all future times. We also define the packet delay τ i k ∈ {N, ∞} for observation y i k of sensor node i as follows:
where t i k is the arrival time of observation y i k of i-th sensor at the sensor fusion site. This measurement model is very general since it allows for observation measurements to arrive out of order at the estimator site. Also it is possible that between two consecutive sampling periods no packet or multiple packets are delivered. In our work we do not consider quantization distortion due to data encoding/decoding since we assume that observation noise is much larger then quantization noise, as it is the case in most DCNs where each packet allocates hundreds of bits for measurement data. Also we do not consider channel noise since we assume that if any bit error incurred during packet transmission is detected at the receiver, then the packet is dropped.
If observation y i k is not yet arrived at the estimator at time t, we assume that a zero is stored in the i, k-slot of the buffer, as shown in Fig. 2 .More formally, the value stored in the i, k-slot of the estimator buffer at time t can be written as follows:
We can also define the total measurement
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Our goal to compute the optimal mean square estimatorx t|t based on all the sensor measurements arrived at the sensor fusion location up to time t which is given by:
where
It is important to remark that the estimator above has the information weather a packet has been delivered or not, and it is not equivalent to computingx t|t =x t|t
The latter estimator would in fact consider the zero entries of the buffer as true measurements and not as dummy variables, thus giving rise to a lower performance. It is also useful to design the estimator error and error covariance as follows:
The estimatex t|t is optimal in the sense that it minimizes the error covariance, i.e. given any
where f is a measurable function, we always have
Another property of the mean square optimal estimator is thatx t|t and its error e t|t ∆ = x t −x t|t are uncorrelated, i.e.
E[e t|tx
T t|t ] = 0. This is a fundamental property since it gives rise to the separation principle for the LQG optimal control, which is of the most widely used tool in control system design [14] [11].
IV. MINIMUM ERROR COVARIANCE ESTIMATOR DESIGN
In this section we want to compute the optimal estimator given by Equation (6) . First, it is convenient to define the following variables:
from which it follows that, with a little abuse of notation, x t|t =x t t|t and P t|t = P t t|t . It is also useful to note that at time t the information available at the estimator site, given by Equation (5), can be written as the output of the following system:
where the random vectorṽ t,k is zero mean white noise with covariance
For any fixed t this system can be seen as a linear timevarying system with respect to time k, where the only time-varying elements are the observation matrix C t,k and measurement noise covariance R t,k . We can now state the main theorem of this section: Theorem 1: Let us consider the stochastic linear system given in Equations (1)- (2), where R i > 0. Also consider the arrival process defined by Equation (3), and the mean square estimator defined in Equation (6) 
for k = 1, . . . , t. (b) The optimal estimatorx t|t can be computed iteratively using a buffer of finite length N if γ (11)- (14) for t = 1, . . . , N and as follows for t > N :
Eqns. (12) , (13), (14) 
. . , t (17) If there is no packet loss and no packet delay, i.e. γ t k = 1, ∀(k, t), then Equations (11)- (14) reduce to the standard Kalman filter equations for a time-invariant system. If we consider only colocated sensors, i.e. M=1, then we recover the same results from [13] .
The previous theorem states that in general it is necessary to invert up to t matrices at every time step t of dimension R m t,k ×m t,k . However, the optimal estimator can be implemented incrementally according to Equations (15)- (17) using a buffer of finite length N if all successfully received observations have a delay smaller than N time steps, i.e. γ Fig. 2 ). This does not mean that all packets arrive at the receiver within N time steps, but only that if a packet arrives then it does within N time steps.
It is important to remark that the Kalman gain K t,k and the estimator error covariance P t|t are time-varying since they depend on the packet arrival history γ t . Differently from the standard Kalman filter which converges to a steady state, in the context of random packet delay and packet loss this filter is strongly time-varying, thus making it less computationally efficient due to all matrix inversions.
Up to this point we made no assumptions on the packet arrival process which can be deterministic, stochastic or time-varying. However, from an engineering perspective it is important to determine the performance of the estimator, which is evaluated based on the error covariance P t+1|t . If the packet arrival process is stochastic, then also the error covariance is stochastic. In this scenario a common [P t+1|t ] analytically even for a simple Bernoulli arrival process, and so far only upper and lower bounds have been be obtained [10] . Rather than trying to bound the performance of the time-varying optimal estimator, we will focus on a sensor fusion filter with a bank of constant gains associated to each slot in the M × N buffer of Figure  2(b) , i.e. K i h for all i = 1, ..., M and h = 0, . . . , N −1. The gains K i h will then be optimized to achieve the smallest error covariance at steady-state. The advantage of using constant gains is that it is not necessary to invert any matrix at all differently from the optimal time-varying filter, thus making it attractive for on-line applications. Moreover, since filters with constant gains are necessarily suboptimal, the computation of their error covariance is useful per se as it provides an upper bound for the error covariance of the optimal minimum error covariance filter given by Equations (11)- (14).
V. OPTIMAL FILTERING WITH CONSTANT GAINS
In this section we will study minimum error covariance sensor fusion filters with constant gains under stationary i.i.d arrival processes. Assumption: The packet arrival process at the estimator site is stationary and i.i.d. with probability function: P[τ t ≤ h] = λ h where t ≥ 0, and 0 ≤ λ h ≤ 1 is a non-decreasing in h = 0, 1, 2, . . ., and τ t was defined in Equation (4) .
The variable λ h corresponds to the probability that a packet sampled h time steps ago has arrived at the estimator. Obviously, λ h must be non-increasing since
Also, we define the packet loss probability as λ loss
The arrival process defined by Equation (??) can be also be defined with respect to the probability density of packet delay. In fact, by definition we have
Finally, we define the maximum delay of arrived packets as follows:
We also assume that different sensors can have different packet delay distribution, i.e. λ h = λ i h for i = 1, ..., M . This is very natural assumption for wireless sensor networks. In fact, as indicated in Figure 1 sensor node i which is located far away from the sensor fusion node is subject to longer packet delay and packet loss than sensor node j. In fact the node i needs to multi-hop its packet through the network, while node j is only one-hop apart from the receiver.
In the rest of the paper we will use the following definition of stability for an estimator. Definition: Let us consider the following static-gain estimatorx t|t = x t t|t with finite-buffer of dimension N , wherex t t|t is computed as follows:
. . , 0, where the last line include some dummy variables necessary to initialize the estimator for t = 1, . . . , N . where the last line includes some dummy variables necessary to initialize the estimator for t = 1, . . . , N . Note that constant-gain estimator structure is very similar to the optimal estimator structure given by Equation (12) as the estimate is corrected using only measurements y i t−k that have arrived at the sensor fusion location, i.e. using only y i t,t−k for which γ i t,t−k = 1. However, differently from Equation (12) where the gain K t,k is time-varying and requires several matrix inversions for its computation, the gains K i k are constant and independent of t, and the computation of the estimatex t|t is obtained through a simple sequence of sumproduct operations.
We also define the following variables that will be useful to analyze the performance of the estimator:
where t ≥ k ≥ 1. From these definitions we get:
where 
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If we substitute k = t − N into Equation (24), and noting that from Equation (??) follows that P 
Observe that Equation (26) and (27) define a set of linear deterministic equations for fixed λ k and K k . In particular, if we define S t = P t−1 t−N +1|t−N , then Equations (26) can be written as
Since all matrices P t t−k+1|t−k , k = 0, . . . , N − 1 can be obtained from S t it follows that stability of estimator can be inferred from the properties of the operator L λ (K, P ). The following lemma provides these properties:
Lemma 1: Consider the operator L λ (K, P ) as defined in Equation (25). Assume also that P ≥ 0, (A, C) is observable, (A, Q 1/2 ) is reachable, R > 0, and 0 ≤ λ ≤ 1, where the inequalities are to be interpreted for each component of the
Also consider the following operator:
, then P * > 0 and it is unique. Consequently this is true also for K = K P * , where
The proofs for all the claims of this lemma can ba obtained along the lines of the proofs in [13] , therefore in the interest of space they are omitted.
The previous theorem provides all tools necessary to analyze and design the optimal estimator with constant gains. In particular, fact (g) indicates that the constant gain K * that minimizes the steady state error covariance P * can be derived from the unique fixed point of the nonlinear operator P * = Φ λ (P * ), where K * = K P * . If the optimal gain K * is used, then the expected error covariance converges to P * regardless of the initial conditions (P 0 ,x 0 ), as follows from fact (f). Fact (i) shows that if the system A is unstable the arrival probability λ needs to be sufficiently large to ensure stability, and that the critical value λ c is a function of the unstable eigenvalues of A. Finally, although λ c and the the fixed point P * = Φ λ (P * ) cannot be computed analytically, from fact (j) follows that they can be computed efficiently using numerical optimization tools. Finally, fact (k) will be used to show that if the error covariance is bounded then the estimator is also unbiased.
Lemma 2: Let us consider the nonlinear operator
Then the operator Φ λ has a unique fixed point solution Φ λ (P ) = P if and only if
The proof follows along the lines of Theorem 5 in [15] , therefore in the interest of space is omitted. Note that Ψ λ (P ) = Φ λ (P )| Q=0,R λ =0 , i.e. it is the error covariance update in the absence of process and measurement noise, therefore stability is independent of the error noise covariances. The previous lemma provides a numerical algorithm to verify whether the operator Φ λ has a fixed point. In fact, it is sufficient to define the sequence V k+1 = Ψ(V k ), V 0 = I and check if it converges to zero exponentially. Obviously, the stability is a complex function of the probability vector λ and the observation matrices C i , and it is difficult to derive analytical expression even for M = 1 [11] .
The previous results are sufficient to derive the optimal sensor fusion estimator with constant gains.
Theorem 2: Let us consider the stochastic linear system given in Equations (1)- (2) where 
Also consider P 
The previous theorems shows that the optimal gains can be obtained by finding the fixed point of a modified algebraic Ricatti Equation (32) and then iterating N time an operator with the same structure but with different probability vector λ k . The theorem also demonstrates that a stable sensor fusion estimator with constant gains exists if and only if the optimal estimator with constant gains exists, therefore the optimal estimator design implicitly solves the problem of existence of stable estimators.
Note also that the estimator stability does not depend on the complete packet arrival statistics, but only in the overall packet loss of each sensor. In fact, let λ c = (1−λ , improves as the buffer length N is increased, which is to be expected since more information is stored. However, if the maximum packet delay is finite τ max < ∞, then the performance of the estimator does not improve for N > τ max . This is consistent with Theorem 1(b) since if a measurement packet has not arrived within τ max time steps after it was sampled, then it will never arrive and it is useless to wait longer.
From a practical perspective, the previous tools can be used by the designer to evaluate the tradeoff between the estimator performance V N 0 and buffer length N which is directly related to computational requirements.
VI. SPECIAL CASES
In this section we consider some special cases that gives rise to simpler equation.
A. Colocated sensors (M=1)
If all sensors are colocated, then all measurements are instantaneously collected at the transmitter node and are then sent over the network. This correspond to the scenario for which M = 1, and C = C 1 . In this context the optimal gain and the nonlinear operator in Lemma 2 are given by
where λ is a scalar. This scenario was previously studied in [13] .
B. Identical sensors (C
If all sensors are identical, i.e. they have the same observation matrix C i = C and measurement noise covariance R i = R, but different packet arrival probabilities, i.e. λ where we employed the fact that λCP C T − (1 − λ)P C ≤ CP C T . The matrix Φ λ (P ) considered here is smaller than the corresponding operator in Eqn. (36) for all P , from which it follows that it better to independently send measurements along different paths than sending a single packet which includes all measurements. Indeed, this is a common strategy for most routing protocols adopted in wireless sensor networks.
VII. CONCLUSIONS
In this work we proposed a framework to optimally design and analyze the performance of sensor fusion filters based on measurements collected from a set of distributed in a single location. We showed that the optimal filter is a time-varying Kalman filter with a buffer. We also proposed a suboptimal sensor fusion filter which is computationally more efficient since it requires only a finite memory buffer and constant gains. For this class of filters it was shown that if packet arrival of each sensor is i.i.d. but possibly different for each sensor, then the estimators are mean square stable if the packet loss is sufficiently small. Therefore, implicitly we also provided necessary and sufficient conditions about existence of stable sensor fusion filter. Finally, we presented numerical algorithms for the computation of the expected estimator error covariance of all the proposed estimators.
As future work, we are currently implementing the most popular wireless sensor network routing protocols to obtain experimental packet arrival distributions in order to evaluate these routing protocols for on-line monitoring applications using the tools developed in this paper.
