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Resumen
En esta tesis se estudia la deteccion y aislamiento de fallas en sistemas de
control automatico, y su aplicacion a una planta de tratamiento de euentes.
Derivamos el modelo general no lineal para una planta de remocion
biologica de carbono; en ella, se controla la concentracion de oxgeno di-
suelto en el agua a tratar mediante un controlador proporcional + integral.
Desarrollamos modelos nolineales para las perturbaciones usuales y las fallas
mas comunes.
Teniendo en cuenta que el proceso que estudiamos responde a un modelo
esencialmente no lineal, centramos nuestro analisis en el dise~no de observa-
dores no lineales para ser utilizados como generadores de residuos. En efecto,
esta es una de las tecnicas mas usuales para la deteccion de fallas.
Una propiedad fundamental para un generador de residuos es poseer al-
ta sensibilidad a las fallas y mnima frente a perturbaciones externas, pues
esto disminuye la frecuencia de falsas alarmas. En consecuencia, analizamos
la robustez de varios observadores no lineales. Para los procesos que estu-
diamos, lograr que la salida sea completamente independiente de entradas
desconocidas o perturbaciones, impone severas restricciones al modelo que
solo se verican en casos especiales. Por ello, proponemos un nuevo camino
que posibilite la atenuacion de perturbaciones a un nivel prejado. Deduci-
mos en forma teorica las condiciones que debe satisfacer el observador para
obtener convergencia semiglobal, en un compacto de espacio de estados y
perturbaciones, y nalmente ilustramos los resultados obtenidos mediante
simulaciones.
Los resultados muestran que nuestro observador de alta ganancia, re-
dise~nado para atenuar perturbaciones, puede ser implementado con muy
buena performance con el objetivo de detectar las fallas previstas en una
planta de tratamiento de euentes.
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Captulo 1
Introduccion
Debido a la creciente complejidad de los sistemas de control modernos, au-
menta da a da la necesidad de la supervision y el diagnostico de fallas
para proveer a dichos sistemas de mayor conabilidad y eciencia. Distintos
aspectos, tales como la seguridad en la operacion, la eciencia y la pro-
teccion ambiental, adquieren importancia no solo en sistemas crticos tales
como reactores nucleares y aviones, sino tambien en otros procesos como
por ejemplo plantas qumicas, en donde las fallas pueden ocasionar perdidas
economicas o un fuerte impacto en el medio ambiente.
Por otra parte, indicaciones tempranas acerca de fallas incipientes en el
sistema pueden evitar la parada de la planta y el aumento de costos opera-
tivos y de mantenimiento que conllevan estas situaciones irregulares.
Existen ciertos criterios para evaluar la eciencia de las distintas tecnicas
de deteccion de fallas en funcion de elegir la mas adecuada para resolver un
problema en particular. Los mas importantes son:
1. rapidez de la deteccion
2. sensibilidad frente a fallas incipientes
3. falsas alarmas por unidad de tiempo
4. fallas que no se detectan (omitidas)
5. identicacion incorrecta de fallas
Un metodo utilizado tradicionalmente en deteccion de fallas (DEF) con-
siste en la utilizacion de componentes fsicos redundantes que cumplan identicas
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funciones. Mediante el empleo de actuadores, sensores y componentes repe-
tidos, distribudos espacialmente en toda la planta, se garantiza una cierta
proteccion en presencia de una falla localizada. Otras tecnicas de desarro-
llo mas reciente eliminan la necesidad de la redundancia fsica, basandose
en el hecho de que se~nales de naturaleza diferente procedentes de distintos
sensores pueden emplearse en un esquema de comparacion, estableciendo
entre ellas relaciones funcionales. Entre estos metodos, llamados en gene-
ral de redundancia analtica, existe una tecnica que consiste en el dise~no
de observadores que generan una se~nal denominada residuo, obtenida como
la diferencia entre el valor medido de la salida y el valor estimado por el
observador.
Hay que destacar que si bien las tecnicas de redundancia analtica se
basan en modelos matematicos del sistema supervisado, en general no es
posible disponer de un modelo perfectamente preciso y completo de un sis-
tema fsico. Es usual que los parametros del mismo varen con el tiempo
de manera incierta, y la caracterstica de las perturbaciones (entradas des-
conocidas) y el ruido de medicion no pueden modelarse con exactitud. En
consecuencia, siempre habra una diferencia entre el proceso real y su mo-
delo, aun en ausencia de fallas. Estas discrepancias provocan dicultades
metodologicas en las aplicaciones de la deteccion de fallas, siendo la fuente
de falsas alarmas y de alarmas omitidas que degradan el desempe~no del sis-
tema de deteccion y aislamiento. Para evitar estos inconvenientes este debe
hacerse robusto, o sea insensible y hasta invariante frente a incertidumbres
de modelado. A veces, sin embargo, esta reduccion de la sensibilidad frente
a perturbaciones trae aparejada una disminucion de sensibilidad a las fallas.
En consecuencia, una formulacion mas precisa de este problema implica au-
mentar la robustez frente a perturbaciones e incertidumbres del modelo pero
sin perder (o incluso aumentando) la sensibilidad frente a las fallas. Un es-
quema que cumpla con estos requerimientos se denomina esquema robusto
de deteccion de fallas.
El desarrollo de metodos robustos para DEF ha sido un topico clave
en las investigaciones de los ultimos diez a~nos, y se han propuesto variadas
tecnicas para resolver este problema. Sin embargo, sus aplicaciones practicas
todava se encuentran en desarrollo, en especial para los sistemas nolineales
que, como analizaremos mas adelante, presentan restricciones en cuanto a
la observabilidad y al desacoplamiento total de perturbaciones.
Tradicionalmente, el problema de DEF en sistemas no lineales se ha tra-
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tado en dos pasos. En primer lugar, se linealiza el modelo en un punto de
operacion, y luego se aplican tecnicas robustas para generar residuos. Es-
te metodo solo funciona correctamente cuando la linealizacion no introduce
grandes errores con respecto al modelo original no lineal y el sistema opera
en un entorno relativamente peque~no del punto de operacion elegido. Para
tratar sistemas con nolinealidades fuertes y amplio rango de operacion, el
problema de DEF debe atacarse utilizando tecnicas no lineales.
Como caso de aplicacion, estudiaremos aqu la DEF en una planta de
tratamiento de euentes. El objetivo de estas es evitar que los desechos
domesticos e industriales vertidos en ros y lagos alteren su ecosistema, lo
cual ocasiona mortandad de peces y desaparicion de especies vegetales. Estas
y otras transformaciones biologicas y bioqumicas se producen por la intro-
duccion de sustancias o formas de energa extra~nas a la composicion natural
del ecosistema acuatico. En particular los residuos organicos e inorganicos
pueden inhibir o estimular el desarrollo de ciertos grupos de microorganis-
mos y macroorganismos, pero el medio perturbado en su equilibrio dinamico
tiende a recomponer las condiciones originales, generando un proceso de au-
todepuracion. Esta misma dinamica, con tendencia a estados de menor
energa del sistema, es utilizada en los tratamientos biologicos de aguas re-
siduales. En lo esencial estos consisten en un proceso de descomposicion
acelerada, por el cual se ofrece a los microorganismos responsables de dicha
descomposicion elementos y condiciones favorables, que normalmente cons-
tituiran factores limitantes del proceso.
Para poder dise~nar un sistema de DEF para estas plantas se requiere,
en primer lugar, un modelo apropiado, asociado al aspecto del comporta-
miento del proceso que se desea analizar. Para la descripcion de la dinamica
del sistema, hay que tener en cuenta que la reaccion biologica es producida
por una poblacion mixta de microorganismos sobre un sustrato complejo,
por lo cual su cinetica no obedece a una sencilla relacion enzima-sustrato.
Ademas, estas caractersticas determinan que no sea posible expresar este-
quiometricamente dicha reaccion. Como es de esperar, el comportamiento
obedece a un modelo esencialmente no lineal.
Esta tesis tiene como objetivo dise~nar un sistema de deteccion de fallas
basado en observadores no lineales para la planta de tratamiento de aguas
residuales, de modo que las fallas detectadas sean distinguibles de las pertur-
baciones o entradas desconocidas que puedan aparecer en la misma. Dicho
de otra forma, se busca generar un residuo robusto frente a perturbaciones y
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de alta sensibilidad a las fallas que pueden aparecer en el proceso. Veremos
que el problema no es trivial, ya que las caractersticas del modelo impiden
el desacoplamiento total de perturbaciones. En consecuencia analizaremos
la posibilidad de su atenuacion, con el objeto de minimizar su inuencia en
el residuo posibilitando una deteccion de fallas conable.
1.1 Organizacion de la tesis
La tesis esta organizada como sigue: a continuacion, se presentan algunas
deniciones utiles para la comprension del problema, tanto en el campo de la
DEF como en el de tratamiento de euentes. En el Captulo 2 se muestra
un panorama del estado del arte en los temas tratados. En el Captulo 3, se
presenta la teora de deteccion de fallas para sistemas lineales y no lineales,
tal como ha sido desarrollada por distintos investigadores. En el Captulo
4 se analiza brevemente el desacoplamiento y atenuacion de perturbaciones,
en especial en sistemas no lineales, estudiado para controladores por Isidori
[33]. Luego se propone un nuevo problema, equivalente a lo que en siste-
mas lineales sera el \dual" del anterior: la atenuacion de perturbaciones
en observadores no lineales. Se extiende el analisis al caso, no contemplado
en [33], en que las perturbaciones no son escalares. En el Captulo 5 se
describen los sistemas de tratamiento de euentes y se desarrolla el mode-
lo matematico de la planta a utilizar. En el Captulo 6 se dise~nan tres
observadores no lineales para el proceso, y se presentan los resultados de
la aplicacion de la DEF a la planta, con las simulaciones correspondientes.
Finalmente, en el Captulo 7 se muestran las conclusiones.
1.2 Glosario
En lo que sigue, denimos la terminologa basica en las areas de trabajo de
esta tesis.
1.2.1 Deteccion y aislamiento de fallas
Falla [32]: Es una desviacion no permitida de una propiedad caracterstica
que conduce a la incapacidad para lograr el objetivo propuesto. Tam-
bien puede denirse como un cambio inesperado de una funcion del
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sistema, que puede no representar una avera fsica y que perturba la
operacion normal de un proceso automatizado. Una falla debe diag-
nosticarse tan pronto como sea posible incluso si es tolerable en su
primera etapa, a n de prevenir consecuencias serias.
Sistema de diagnostico de fallas: Es un sistema de monitoreo utilizado
para detectar fallas y diagnosticar su ubicacion e importancia en el
proceso. En general consiste en:
1. Deteccion de la falla (DEF): para realizar una decision binaria
falla/no falla.
2. Aislamiento de la falla: para determinar su ubicacion (sensor, ac-
tuador, componente).
3. Identicacion de la falla: para estimar su tama~no y tipo o natu-
raleza.
Redundancia fsica o de hardware: Las tecnicas tradicionales de DEF
se basan en metodos de redundancia fsica ( o de hardware) que consis-
ten en la utilizacion de multiples sensores, actuadores, computadores
y software para medir y/o controlar una variable particular. Sus ma-
yores desventajas son la necesidad de equipamiento extra, los elevados
costos de mantenimiento y el espacio adicional que se requiere para los
equipos.
Redundancia analtica: Esta tecnica utiliza relaciones analticas (o fun-
cionales) redundantes entre varias variables medidas del proceso moni-
toreado (ejemplo: entrada-salida, entrada-entrada, salida-salida). En
un esquema como este, no se introducen fallas adicionales de hardware,
ya que no se requiere hardware complementario, por lo cual la redun-
dancia analtica es potencialmente mas conable que la redundancia
fsica.
Residuo: En los esquemas de redundancia analtica, la diferencia generada
por las vericaciones de consistencia entre las diferentes variables se
denomina se~nal residual. El residuo debera ser cero durante la ope-
racion normal, y distinto de cero cuando sucede una falla. De hecho
esta propiedad del residuo se utiliza para determinar la ocurrencia o
no de una falla.
Aislabilidad: El objetivo del aislamiento de una falla particular es distin-
guirla de otras determinando, como se dijo antes, su ubicacion. Para
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Figura 1.1: Redundancia fsica vs. redundancia analtica
esto, debe utilizarse un conjunto de residuos o vector residual. Una
falla se dice aislable cuando puede distinguirse de otras utilizando un
determinado vector residual. Si dicho vector puede aislar todas las
fallas, posee la propiedad de aislabilidad.
Diagnostico de fallas basado en un modelo [13]: El diagnostico de fa-
llas basado en un modelo puede denirse como la determinacion de las
fallas de un sistema por la comparacion de mediciones disponibles del
mismo con informacion previa representada por el modelo matematico
del sistema, a traves de la generacion de se~nales residuales y su analisis.
Falla incipiente: Falla peque~na y de desarrollo lento, a veces llamada falla
suave. Su efecto en el residuo no es muy notable, y puede permanecer
oculta como consecuencia de incertidumbres del modelo. Una falla
suave es una condicion de mal funcionamiento que no es seria en un
principio y frecuentemente se desarrolla en forma continua. No nece-
sariamente produce una degradacion signicativa en el desempe~no de
la planta, pero su deteccion temprana puede evitar una avera seria en
el sistema.
Estructura de un sistema de deteccion de fallas: Un sistema de DEF
basado en un modelo comprende dos etapas principales [15]:
1. Generacion de residuos: su objetivo es generar una se~nal residual
que indique una falla, utilizando la informacion disponible de
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entrada y salida del sistema monitoreado. En condiciones ideales
el residuo es cero si no hay fallas, y notablemente distinto de
cero cuando una falla sucede. En consecuencia, es independiente
de las entradas y salidas del sistema. El algoritmo utilizado para
producir esta se~nal se denomina generador de residuos. El residuo
solo debera aportar informacion de la falla, siendo idealmente
invariante frente a perturbaciones. Ademas, para asegurar una
DEF conable, la omision de fallas debera ser lo mas peque~na
posible.
2. Toma de decision: Se examinan los residuos para determinar la
probabilidad de fallas y se aplica una regla de decision que per-
mite denir si ha ocurrido una falla. El proceso de decision puede
consistir en un simple test de umbral para los valores instantaneos
o promedios moviles de los residuos, o puede basarse en metodos
de la teora estadstica de la decision [64], [4].
1.2.2 Sistemas de tratamiento de euentes
Calidad del agua: El agua contenida en cada ro o lago se caracteriza
por una cierta composicion -mutable por ciertos efectos estacionales
y otros no cclicos- que denen la calidad del agua. Este no es un
concepto absoluto, ya que cada uso y aplicacion del agua exige pro-
piedades particulares. Por ejemplo, la calidad del agua con miras a su
utilizacion industrial no es la misma que si se piensa en la proteccion
y reproduccion de peces, ni tampoco se relaciona, por ejemplo, con su
potabilidad. Estas diferentes calidades son denidas con parametros
especcos y las medidas de preservacion de calidad tienden precisa-
mente a mantener estos parametros dentro de los valores aceptables
en cada caso.
Demanda bioqumica de oxgeno (DBO): La respiracion aerobica re-
sulta, necesariamente, en una demanda de oxgeno del ambiente. Por
otra parte, la poblacion de microorganismos en un ambiente dado es
proporcional a la cantidad de alimento organico, biodegradable, en
el mismo. Por ello, si se introduce una cierta cantidad de materia
biodegradable en el agua, la demanda bioqumica de oxgeno es pro-
porcional. El procedimiento formulado para su determinacion (Royal
Comission of Sewage Disposal, London, 1959), que se denominometodo
de dilucion, ha sido utilizado, con peque~nas modicaciones, interna-
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cionalmente como metodo estandar. Esencialmente, la DBO podra
medirse colocando una muestra de agua en un frasco que se mantiene
un cierto numero de das a temperatura estandar. La DBO, en condi-
ciones preestablecidas de tiempo y temperatura, es la diferencia entre
la concentracion inicial y la nal de O
2
disuelto. Para poder reali-
zar la determinacion en casos de elevada carga organica, se diluye la
muestra en diferentes proporciones de agua libre de materia reductora.
Demanda qumica de oxgeno (DQO): Se han ideado otros metodos
para complementar o sustituir la DBO, considerando que la materia
organica biodegradable del euente es esencialmente reductora y por
lo tanto, sujeta a oxidacion. Estos metodos qumicos consisten en oxi-
daciones controladas de modo de obtener una determinada correlacion
con los valores de la DBO. La medicion de DQO permite una estima-
cion en un tiempo menor y con metodos sencillos y de laboratorio.
Reactor biologico: El modelo de reactor que utilizaremos es el reactor de
ujo continuo en tanque agitado, cuyas dos principales suposiciones
son:
1. regimen estacionario
2. condiciones de mezcla completa
El lodo biologico se produce en el reactor en forma continua. Bajo las
dos hipotesis anteriores, la concentracion de DBO soluble en el mismo
es igual a la del euente (corriente de salida).
Floculacion: El proceso por el cual la biomasa presente en el reactor forma
masas granuladas que luego precipitan en la decantacion secundaria es
muy importante para la remocion de la materia organica. Las celulas
de muchas bacterias poseen una vaina de consistencia gelatinosa cons-
tituida por polisacaridos, parcialmente soluble en agua, a la cual se
ha atribudo la coagulacion del material en suspension para formar
partculas mayores o oculos. Sin embargo, algunos investigadores
arman que la coagulacion se produce por las caratersticas coloidales
de la masa de bacterias relacionadas con la intensidad de sus activi-
dades metabolicas.
Captulo 2
Revision del estado del arte
Dado que se estudiara aqu la aplicacion de la DEF a una planta de trata-
miento de aguas residuales, revisaremos los trabajos mas relevantes en las
siguientes areas vinculadas:
1. Deteccion y aislamiento de fallas
2. Observadores no lineales
3. Sistemas de tratamiento de euentes y su control
2.1 Deteccion y aislamiento de fallas
Tanto la teora como las aplicaciones de la DEF han sido temas de investiga-
cion de creciente importancia en los ultimos veinte a~nos. Este desarrollo se
ha visto estimulado por la tendencia a una mayor automatizacion y comple-
jidad de los procesos, as como la demanda de mas conabilidad y seguridad
en los sistemas de control.
En los trabajos compilados por Basseville y Benveniste [5], varios au-
tores desarrollan temas relacionados con la deteccion de cambios abruptos
en se~nales y sistemas dinamicos. Por ejemplo, Willsky analiza la deteccion
de cambios abruptos en procesos estocasticos mediante bancos de ltros de
Kalman, mientras que Chow estudia las relaciones de redundancia en la de-
teccion robusta.
Un trabajo clave es el de Frank [25], que revisa el estado del arte en DEF
hasta ese momento y presenta algunos nuevos resultados. Se enfatiza all
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en el uso de observadores de entrada desconocida para conseguir robustez,
estudiando la posibilidad de desacoplamiento de perturbaciones. En el caso
en que este no sea viable, se plantean esquemas optimos basados en ndices
de performance. Si bien este artculo es muy completo para el estudio de
sistemas lineales, presenta solo un esbozo del problema en sistemas no linea-
les.
La DEF en componentes y actuadores basada en observadores de entrada
desconocida (OED) no lineales, expresando perturbaciones e incertidumbres
de modelado como entradas desconocidas al sistema, se trata en Ge y Fang
[29], y tambien en Seliger y Frank [52]. Si se satisfacen ciertas condiciones,
el sistema se transforma mediante un cambio de variables en una forma que
permanece inalterada frente a las perturbaciones, pero s se ve afectada por
las fallas. En otro trabajo, Li-Cheng Shen y Pau-Lo Hsu [38], estudian el
dise~no robusto de OED para DEF en los sistemas lineales.
Por su parte, Frank y Ding [23] presentan tecnicas robustas para genera-
cion y evaluacion de residuos, poniendo enfasis en las ultimas contribuciones
en el dominio de la frecuencia e inteligencia articial. Alcorta Garca y Frank
[1] muestran esquemas extendiendo las tecnicas ya conocidas para sistemas
lineales a los sistemas no lineales (SNL). Se discute desacoplamiento total de
perturbaciones para ciertos SNL, as como la evaluacion de residuos basada
en la adecuada eleccion de una funcion umbral.
En Vemuri y Polycarpou [59], se describe un algoritmo de diagnostico
de fallas para una clase de SNL con incertidumbres de modelado donde no
todos los estados del sistema son medibles, mientras que Yaz y Azemi [66]
presentan un esquema para DEF para una clase de SNL continuos, usan-
do ecuaciones y desigualdades lineales matriciales. La restriccion para este
metodo se encuentra, justamente, en la clase de SNL a la cual se aplica.
El trabajo de De Persis e Isidori [17] presenta una condicion suciente
para la existencia de una transformacion (difeomorsmo) que lleva al mode-
lo a una forma en la que se deduce facilmente la estructura que debe tener
un generador de residuos para resolver el problema de deteccion de fallas en
un sistema no lineal.
Algunos artculos presentan aplicaciones de la DEF a distintos procesos.
En particular, Zolghadri y Monsion [68] desarrollan dos observadores no li-
neales para detectar fallas en una instalacion hidraulica de laboratorio. La
CAP

ITULO 2. REVISI

ON DEL ESTADO DEL ARTE 11
tecnica propuesta se restringe a cierta clase de sistemas no lineales. Aubrun,
Harmand y Garnier [2], por su parte, proponen un esquema de DEF para
un proceso de digestion anaerobica, dise~nando un observador por asignacion
de vectores y valores propios. El modelo utilizado es lineal, y se verica la
eciencia del metodo de DEF en sensores y actuadores con datos experi-
mentales de una planta piloto.
Otro enfoque del problema basado en la utilizacion de inteligencia arti-
cial se presenta en el trabajo de Vega [58], donde se muestra un sistema
de DEF mediante redes neuronales aplicado a una planta de tratamiento de
euentes real. Se dise~nan dos experimentos y se toman datos, realizando la
aplicacion de los algoritmos fuera de lnea.
2.2 Observadores no lineales
La teora del control de sistemas no lineales y sus aplicaciones ha tenido un
desarrollo creciente en los ultimos a~nos. En el libro de Isidori [33] se presenta
la teora de la realimentacion nolineal, tanto para sistemas de una entrada
y una salida como para aquellos de multiples entradas y salidas. Ademas,
se desarrolla el enfoque geometrico para los sistemas no lineales, mostran-
do sus aplicaciones y estudiando la estabilizacion global con atenuacion de
perturbaciones en el caso SISO. Por otra parte en D'Attellis [16] se analiza
la dinamica de los ceros para SNL y el dise~no de observadores para sistemas
nolineales con salida lineal.
Si bien en el ultimo tiempo numerosos trabajos presentan tecnicas para
el dise~no de observadores no lineales (ONL), mencionaremos aqu solo al-
gunos de ellos, en funcion de su relevancia para el estudio de nuestro sistema.
Walcott y Zak [60], por ejemplo, proponen observadores para SNL con
incertidumbres o nolinealidades acotadas, utilizando tecnicas basadas en la
teora de los sistemas de estructura variable. En el artculo de Gauthier,
Hammouri y Othman [28] se construye un ONL teniendo en cuenta ciertas
hipotesis, como por ejemplo que algunas funciones sean globalmente Lips-
chitz. Se describe all tambien una aplicacion a sistemas biologicos. Por su
parte, Mouyon [43] presenta una descripcion de las tecnicas de estimacion de
estados para SNL, haciendo enfasis en los observadores de alta ganancia y el
ltro de Kalman. Schreier et al. [50] proponen un observador para una clase
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de SNL. Ademas, un observador de alta ganancia para sistemas no lineales
continuos y con ruido, con multiples entradas y salidas, se desarrolla en el
trabajo de Garca et al. [26].
Con respecto a las aplicaciones en sistemas biologicos, Farza, Busawon y
Hammouri [22] desarrollan un observador para estimacion de cineticas en un
biorreactor. Boskovic [9] presenta un esquema de control adaptivo basado
en un observador que requiere medicion en lnea de uno solo de los estados
del proceso, aplicado a una clase de modelos no lineales que suele aparecer
en sistemas con biorreactores. Finalmente, Biagiola et al. [8] proponen dos
observadores diferentes para la estimacion de la concentracion de biomasa
en bioprocesos discontinuos.
2.3 Sistemas de tratamiento de euentes
Tal como en las secciones anteriores, presentaremos aqu una sntesis de
los trabajos relacionados con el tema, teniendo en cuenta su aporte para
el analisis de la deteccion de fallas en la planta de tratamiento de aguas
residuales.
Los modelos que se presentan en la literatura para el tratamiento de
aguas residuales se basan frecuentemente en aquellos propuestos por la In-
ternational Water Association (IWA). Esta organizacion realiza numerosas
publicaciones, referidas a todos los aspectos del suministro y tratamiento de
aguas, recoleccion y tratamiento de euentes, y en especial a los estandares
de cantidad y calidad de agua, incluyendo los requerimientos ambientales y
de salud publica.
Una publicacion reciente de la IWA [34] presenta un panorama de la
familia de modelos propuestos para el tratamiento de lodos activados. Di-
chos modelos se denominan ASM1, ASM2 y ASM3. El primero de ellos es
el que, hasta el momento, ha tenido mayor aplicacion; describe la remocion
de Carbono y Nitrogeno, y ha probado ser muy conable. La dicultad
para su utilizacion reside en la gran cantidad de parametros que caracte-
rizan al sistema, con lo cual las posibles formas de eleccion de los mismos
son variadas. Para subsanar esta dicultad se han desarrollado modelos de
orden reducido [36], en los cuales es relativamente mas sencillo el estudio
de propiedades tales como la controlabilidad y la observabilidad, as como
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la identicacion de parametros. Por su parte, el ASM2 incluye mecanismos
para la remocion de fosforo, es mas complejo que el anterior y no ha sido
tan extensamente probado como el. En cuanto al ASM3, el mas reciente, en
[34] se desarrolla su descripcion y comparacion con el ASM1, limitaciones y
distintos aspectos de su aplicacion.
Otros trabajos muestran algunas modicaciones a los modelos mencio-
nados previamente. En [18], por ejemplo, se presenta un modelo para la
descripcion del comportamiento dinamico de la nitricacion y denitrica-
cion simultaneas en un reactor de lodos activados perfectamente mezclado,
con aireacion intermitente. En este caso, el ASM1 es extendido para incluir
el proceso de volatilizacion de las impurezas del agua.
En cuanto al control de los procesos para la remocion biologica de nu-
trientes, un estudio detallado se encuentra en el libro de Olsson y Newell
[44], en cuya primera parte (Dinamica) se trata el dise~no y utilizacion de
modelos para la planta. La segunda parte (Diagnostico) desarrolla el pro-
blema del monitoreo y diagnostico temprano de situaciones irregulares en
el proceso, y la tercera (Control) muestra la implementacion de estrategias
de control para el mismo. La ultima parte se reere a las mediciones en la
planta.
Olsson y Aspegren [45] realizan una breve revision historica de los pro-
gresos en remocion biologica de nutrientes. Por su parte Carlsson et al. [11]
muestran el dise~no y operacion de una planta piloto de lodos activados. En
[31], ademas, se analizan diferentes metodos analticos utilizados para la ca-
racterizacion de euentes y lodos.
En el artculo de Lindberg y Carlsson [39] un controlador adaptivo se
aplica a una planta piloto para denitricacion. En tanto, Carlsson y Miloc-
co [10] presentan un controlador para la concentacion de nitratos, cuando el
objetivo es la remocion biologica de nitrogeno.
Una extension de las leyes de control adaptivo en sistemas de una entra-
da y una salida a sistemas multivariables y su aplicacion al proceso de lodos
activados se muestran en el trabajo de Dochain [21].
Por su parte, Tenno y Uronen [56] consideran un proceso de tratamiento
de euentes donde tienen lugar simultaneamente la nitricacion y la remo-
cion de carbono. Se calibra el modelo con datos de planta piloto y se desarro-
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lla un algoritmo de control para controlar las concentraciones de amonaco
y materia organica.
En cuanto a la estimacion de parametros en el sistema, Lindberg y Carls-
son [40] presentan un sensor para estimar la velocidad de respiracion y la
funcion nolineal de transferencia de oxgeno (K
L
a). Ademas, la optimizacion
de parametros de dise~no tales como la maxima velocidad especca de creci-
miento microbiano (
max
), la constante de saturacion (K
S
) y el coeciente
de decaimiento (k
d
) en un sistema de lodos activados para el tratamiento de
un euente de la industria alimenticia, se muestra en el trabajo de Bertola
et al. [7].
Un enfoque diferente del problema aparece en el artculo de Hong Zhao
y Thomas Mc Avoy [67], quienes desarrollan un modelo hbrido para una
planta de lodos activados para tratamiento de euentes. Este integra un
modelo simplicado de primer principio con un modelo de caja negra utili-
zando redes neuronales.
Captulo 3
Deteccion y aislamiento de
fallas
En este captulo estudiaremos los principios basicos de la deteccion de fallas
(DEF). Presentaremos algunas tecnicas para la generacion de residuos, des-
tacando aquellas que se basan en el uso de observadores. Dado que en los
complejos sistemas de ingeniera que estudiamos es inevitable la presencia
de perturbaciones o entradas desconocidas, adquiere importancia el analisis
de la robustez de los residuos. Analizaremos entonces el dise~no de los ob-
servadores de entrada desconocida (OED), cuyo principio es hacer que el
vector de estimacion de estados no se vea afectado por las perturbaciones.
Por ultimo, estudiaremos la DEF en sistemas no lineales y la generacion
de residuos robustos mediante observadores no lineales (ONL), con las res-
tricciones que se presentan en este caso para lograr el desacoplamiento total
de las perturbaciones.
3.1 Principios basicos de la deteccion de fallas ba-
sada en un modelo
3.1.1 Estructura general para la deteccion y aislamiento de
fallas
El diagnostico de una falla basado en un modelo matematico puede denir-
se como la deteccion, aislamiento y caracterizacion de la falla a partir de
la comparacion entre mediciones disponibles del sistema y la informacion
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SISTEMA
Generador de residuos
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?

Toma de decision
-
?
Residuo
Informacion de la falla
entrada salida
-
Figura 3.1: Estructura general para el diagnostico de fallas
previa obtenida del modelo matematico del mismo.
Para detectar la falla, debe establecerse un umbral (jo o variable) en el
residuo generado por la diferencia entre las mediciones \reales"y sus valores
estimados utilizando el modelo. El analisis posterior de cada residuo con-
duce al aislamiento de la falla.
La estructura conceptual de un sistema de diagnostico de fallas basado
en un modelo consta, tal como se ve en la Figura 3.1, de dos etapas princi-
pales: generacion de residuos y toma de decision [13].
El objetivo de la generacion de residuos es producir una se~nal indican-
do la ocurrencia de una falla. El residuo debera ser nulo o cercano a cero
en ausencia de fallas, pero diferente de cero cuando sucede una falla. En
condiciones ideales, esto signica que el residuo no depende de la salidas y
entradas del sistema, y solo aporta informacion de la falla. Para asegurar
una deteccion conable, la perdida de informacion de fallas en la generacion
de residuos debera ser lo mas peque~na posible.
En cuanto a la toma de decision, dicho proceso puede consistir en un
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test sencillo utilizando valores instantaneos de los residuos comparados con
un umbral, promedios variables de los residuos, u otros metodos estadsticos
[5], [3].
Debido a incertidumbres en el modelo y a la presencia de perturbaciones
el residuo no sera, en general, nulo. El establecimiento de umbrales debe
realizarse teniendo en cuenta el compromiso existente entre la eleccion de un
umbral bajo (alta frecuencia de falsas alarmas) y uno elevado (disminucion
de la sensibilidad frente a las fallas).
Puesto que el diagnostico de fallas se realiza durante la operacion del
sistema, requiere de mediciones en lnea, es decir, la informacion de salida y
entrada del sistema, disponible cuando este se encuentra en funcionamiento.
Dicha informacion consiste en la salida medida de los sensores y la entrada
a los actuadores.
La salida medida se necesita generalmente en el control por realimen-
tacion, mientras que la entrada a los actuadores es la accion de control
requerida, generada por el controlador y normalmente implementada en un
sistema de computo apropiado.
En la Figura 3.2 puede verse que para la deteccion de fallas se utiliza el
modelo a lazo abierto, con lo cual no es necesario considerar al controlador
en el dise~no de un esquema para DEF. Es decir que es posible dise~nar en
forma independiente el detector de fallas, dado que su dinamica solo depen-
de de la relacion entrada-salida de la planta.
3.1.1.1 Modelado del sistema
El primer paso es construir el modelo matematico del sistema a ser monito-
reado. Para ello utilizaremos el sistema a lazo abierto en el cual distingui-
mos, como puede verse en la Figura 3.2, actuadores, dinamica del sistema
y sensores.
Por simplicidad en la descripcion, trabajaremos en la primera parte del
captulo con sistemas lineales y extenderemos el analisis a los sistemas no
lineales en la Seccion 3.4.
En ausencia de fallas, la dinamica del sistema en variables de estado
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Diagnostico de falla
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Figura 3.2: Diagnostico de fallas y lazo de control
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Figura 3.3: Dinamica del sistema
puede ser descripta por
_x(t) = Ax(t) + B u
R
(t)
y
R
(t) = C x(t) + Du
R
(t) (3.1)
donde x 2 R
n
es el vector de estados, u
R
2 R
r
es la entrada al actuador y
y
R
2 R
m
es la salida del sistema (vease Figura 3.3). Por su parte A,B,C y
D son matrices del sistema con dimensiones apropiadas.
Cuando hay una falla en los componentes, la dinamica del sistema puede
describirse por
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Figura 3.4: Fallas en los sensores
_x(t) = Ax(t) + B u
R
(t) + f
c
(t) (3.2)
La falla en un componente puede pensarse como un cambio en alguna
condicion del sistema, que modica la ecuacion dinamica. En algunos ca-
sos, podra expresarse como una variacion de alguno de los parametros del
sistema, por ejemplo el elemento a
ij
de la matriz A, y la ecuacion dinamica
quedara
_x(t) = Ax(t) + B u
R
(t) + I
i
 a
ij
x
j
(3.3)
donde
I
i
=
2
6
6
6
6
6
6
4
0
.
.
.
1
.
.
.
0
3
7
7
7
7
7
7
5
En general la salida del sistema y
R
no es accesible en forma directa, por
lo cual se utilizan sensores para medirla. Si se considera que la dinamica de
dichos sensores puede despreciarse,
y(t) = y
R
(t) + f
s
(t)
siendo f
s
2 R
m
el vector de fallas del sensor (vease Figura 3.4). Eligiendo
correctamente el vector f
s
pueden describirse todas las situaciones que in-
volucran fallas en los sensores.
Por otra parte, la se~nal u
R
(t) frecuentemente no es accesible. Para un
sistema controlado, u
R
(t) es la respuesta del actuador a un comando u(t),
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Figura 3.5: Fallas en los actuadores
que puede ser descripta (vease la Figura 3.5) por
u
R
(t) = u(t) + f
a
(t)
donde f
a
2 R
r
es el vector de falla del actuador y u(t) es la se~nal de con-
trol conocida. Se asume en este caso que no se considera la dinamica de
los actuadores, o que esta queda absorbida en el modelo de la dinamica del
sistema.
Del mismo modo que para las fallas en los sensores, diferentes situaciones
de falla en los actuadores pueden representarse por una funcion apropiada
de falla f
a
(t).
Para un sistema con posibles fallas en sensores, componentes y actuado-
res el modelo queda descripto por
_x(t) = Ax(t) + B u(t) + B f
a
(t) + f
c
(t)
y(t) = C x(t) + Du(t) + Df
a
(t) + f
s
(t) (3.4)
Generalizando el modelo en el espacio de estados para todas las fallas
posibles, puede expresarse
_x(t) = Ax(t) + B u(t) + R
1
f(t)
y(t) = C x(t) + Du(t) + R
2
f(t) (3.5)
donde f(t) 2 R
g
es el vector de falla, correspondiendo cada elemento f
i
(t),
(i = 1; :::g) a una falla especca. Desde un punto de vista practico las fallas
pueden considerarse como funciones desconocidas del tiempo. Las matrices
R
1
y R
2
se conocen como matrices de entrada de las fallas, y representan
el efecto de las mismas en el sistema. El vector u(t) es la accion de control
medida, y el vector y(t) es la salida medida. Ambos son conocidos en el
esquema de DEF.
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residuo
salidaentrada
u(t)
y(t)
r(t)
Figura 3.6: Estructura de se~nales redundantes
3.1.2 Estructura general para la generacion de residuos. De-
tectabilidad de fallas
La contribucion mas signicativa de los analisis modernos es la introduc-
cion de residuos que son independientes de los estados en los que opera el
sistema y responden a las fallas de forma especca. Los residuos repre-
sentan la inconsistencia entre las variables reales del sistema y el mode-
lo matematico. En base a este pueden establecerse relaciones invariantes
(dinamicas o estaticas) entre distintas variables del sistema, y cualquier vio-
lacion a dichas relaciones puede ser utilizada como residuo.
En terminos de la estructura de se~nales redundantes la generacion de
residuos puede interpretarse [42], [4] as: el sistema F
1
(u; y) genera una
se~nal auxiliar (redundante) z que junto con y genera el residuo r (vease la
Figura 3.6) que satisface la siguiente relacion invariante
r(t) = F
2
(y(t); z(t)) = 0 (3.6)
si no hay fallas.
Si hay fallas, esta relacion invariante no se verica y el residuo sera no
nulo.
El metodo mas simple para la generacion de residuos consiste en la du-
plicacion del sistema, es decir, el sistema F
1
es identico al modelo original
del sistema y tiene su misma se~nal de entrada. Es decir, el bloque F
1
es
un simulador del sistema. Si bien este metodo presenta la ventaja de su
simplicidad, su desventaja es que no se puede garantizar la estabilidad del
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(s)
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u
(s)
H
u
(s)
H
y
(s)
-
-
-
-
- 
?
-

?
f(s)
u(s) y(s)
r(s)
residuo
+
+
+ +
GENERADOR DE RESIDUO
Figura 3.7: Estructura general de un generador de residuos
sistema F
1
si el sistema original es inestable, como consecuencia del uso del
modelo a lazo abierto en el diagnostico de fallas.
Una extension del procedimiento anterior consiste en reemplazar el si-
mulador por un estimador de la salida. En este caso, el sistema F
1
(u; y)
utiliza ambas se~nales, u e y para generar una estima de una funcion li-
neal de la salida, por ejemplo, My. El sistema F
2
puede denirse co-
mo F
2
(u; y) = Q (z   My), donde Q es una matriz de peso (estatica o
dinamica).
Una estructura general se ve en la Figura 3.7, de la cual se obtiene
r(s) =

H
u
(s) H
y
(s)


u(s)
y(s)

= H
u
(s)u(s) + H
y
(s) y(s) (3.7)
siendo H
u
y H
y
matrices de transferencia realizables utilizando sistemas li-
neales estables.
De acuerdo a la denicion de residuo,
r(t) = 0 sii f(t) = 0
Del diagrama de bloques de la Figura 3.7, puede verse que esta condicion
se verica si
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G
u
(s)H
y
(s) + H
u
(s) = 0 (3.8)
Entonces el dise~no del generador de residuos consiste en la eleccion de
las matrices H
y
y H
u
que satisfagan la ecuacion (3.8).
Una falla puede detectarse comparando la funcion de evaluacion del re-
siduo J(r(t)) con una funcion umbral T (t), con un test como el siguiente:
J(r(t))  T (t) para f(t) = 0
J(r(t)) > T (t) para f(t) 6= 0
Si el test es positivo (la evaluacion del residuo excede al umbral) puede su-
ponerse que existe una falla. Hay distintas formas de elegir las funciones
de evaluacion y los umbrales. Por ejemplo, J(r(t)) puede ser la norma del
vector de residuos y T (t) una constante positiva (umbral jo).
3.1.2.1 Detectabilidad de la falla
Analicemos ahora la respuesta del vector residual cuando se producen fallas.
r(s) = H
y
(s)G
f
(s) f(s) = G
rf
(s) f(s) =
g
X
i=1
[G
rf
(s)]
i
f
i
(s)
donde G
rf
(s) = H
y
(s)G
f
(s) es una matriz de transferencia de fallas que
representa la relacion entre residuo y fallas, G
rf
(s)(i) es su i-esima columna
y f
i
(s) es la i-esima componente de f(s).
Entonces, para que la i-esima falla f
i
(s) sea detectable en el residuo r
debe vericarse
[G
rf
(s)]
i
6= 0
y esta es la condicion de detectabilidad de la falla f
i
en el residuo r.
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3.1.3 Conjuntos de residuos para aislamiento de fallas y
aislabilidad
El procedimiento posterior a detectar la falla es su aislamiento, es decir,
distinguir una falla particular de otras. Para ello se necesita un conjunto
de residuos (o vector residual). Si dicho conjunto permite aislar todas las
fallas, puede decirse que posee la propiedad de aislabilidad.
3.1.3.1 Conjunto de residuos estructurado
Un metodo para lograr el aislamiento de las fallas consiste en el dise~no
de un conjunto de residuos estructurado. Cada residuo se dise~na para ser
sensible a un subconjunto determinado de fallas e insensible a las restantes.
El procedimiento consta de dos partes:
1. especicar las relaciones de sensibilidad e insensibilidad entre residuo
y fallas, de acuerdo al objetivo de aislamiento.
2. dise~nar el conjunto de generadores de residuo de acuerdo a las relacio-
nes deseadas y especicadas previamente.
Si deben aislarse todas las fallas posibles, un conjunto de residuos puede
dise~narse segun las siguientes condiciones de sensibilidad a las fallas
r
i
(t) = R(f
i
(t)) i 2 f1; 2; :::gg
donde R(:) son relaciones funcionales.
Un umbral logico sencillo puede ser usado para tomar una decision acerca
de la aparicion de una falla especca, teniendo en cuenta que
r
i
(t) > T
i
) f
i
(t) 6= 0 i 2 f1; 2; :::gg
donde T
i
son los umbrales. Esta estructura es muy simple y permite detectar
simultaneamente todas las fallas, pero en la practica su dise~no es complejo
y frecuentemente imposible.
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3.1.3.2 Conjunto de residuos generalizado
Un esquema mas utilizado consiste en dise~nar cada residuo para que sea
sensible a todas las fallas excepto a una, es decir
8
>
>
>
<
>
>
>
>
:
r
1
(t) = R(f
2
(t); :::: f
g
(t))
.
.
.
r
i
(t) = R(f
i
(t); ::: f
i 1
(t); f
i+1
(t) ::: f
g
(t))
.
.
.
r
g
(t) = R(f
1
(t); :::: f
g 1
(t))
Si todos estos residuos se generan mediante un banco de observadores,
la estructura se conoce como \esquema del observador generalizado" [23].
El aislamiento se realiza, nuevamente, con un test de umbral como el que
sigue
r
i
 T
i
r
j
 T
j
8j 2 f1; 2; :::i   1; i+ 1; :::gg
Entonces, f
i
(t) 6= 0
3.1.3.3 Vector residual de direccion ja
Una forma alternativa para aislar fallas consiste en el dise~no de un vector
residual direccional, contenido en un subespacio del espacio residual y aso-
ciado a una falla especca. Es decir, hacer
r(t; f
i
(t)) = 
i
(t) l
i
i 2 f1; 2; :::gg
donde el vector constante l
i
es la llamada direccion de rma de la falla i-
esima y 
i
es una funcion escalar que depende del tama~no de la falla y su
dinamica.
Con este esquema, el problema de aislar la falla se tranforma en el de
determinar cual de las direcciones de rma de falla conocidas se encuentra
mas cerca del vector residual generado (ver Figura 3.8).
Para que el aislamiento sea conable, la relacion entre las fallas y su
rma debe ser uno a uno.
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Figura 3.8: Vector residual direccional
3.1.3.4 Aislamiento de fallas en sensores y actuadores
Si solo se consideran fallas en los sensores, la salida del sistema esta dada
por
y(s) = G
u
(s)u(s) + f
s
(s) (3.9)
Para dise~nar una se~nal residual sensible a un grupo de fallas f
1
s
(s) e insensible
a otro f
2
s
(s), la ecuacion anterior puede descomponerse como sigue.

y
1
(s)
y
2
(s)

= G
u
(s)u(s) +

f
1
s
(s)
f
2
s
(s)

(3.10)
El generador de residuos tendra la forma
r
1
(s) = H
1
u
(s)u(s) + H
1
y
(s) y
1
(s) (3.11)
Sustituyendo y
1
(s) en (3.11), se obtiene
r
1
(s) = (H
1
u
(s) + H
1
y
(s)G(s))u(s) + H
1
y
(s) f
1
s
(s) (3.12)
Para que el residuo solo sea sensible al grupo de fallas f
1
s
(s), debe vericarse
H
1
u
(s) =  H
1
y
(s)G(s) (3.13)
H
1
y
(s) 6= 0 (3.14)
Como puede verse, esta condicion no es otra que la presentada en la
ecuacion (3.8) para un generador de residuos, es decir que el problema de
aislamiento de fallas en sensores no plantea requerimientos adicionales.
La matriz H
1
y
(s) puede elegirse libremente en funcion de los requerimien-
tos especcos, con la unica restriccion de que sea estable y realizable. Una
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vez elegida, se determina H
1
u
(s) de la ecuacion (3.13).
Como consecuencia de la libertad en la eleccion de H
1
y
(s), el aislamiento
de fallas en sensores es siempre posible.
Cuando ocurren fallas en los actuadores, la salida del sistema queda
y(s) = G
u
(s) (u(s) + f
a
(s)) (3.15)
Si se desea que el residuo sea sensible a un conjunto de fallas f
1
a
(s), e insen-
sible a otro f
2
a
(s), la ecuacion anterior puede descomponerse en
y(s) = G
1
u
(s)(u
1
(s) + f
1
a
(s)) + G
2
u
(s)(u
2
(s) + f
2
a
(s)) (3.16)
El generador de residuos queda
r
1
(s) = H
1
u
(s)u
1
(s) + H
1
y
(s) y(s) (3.17)
Sustituyendo y(s) en (3.17) se obtiene
r
1
(s) = (H
1
u
(s) + H
1
y
(s)G
1
u
(s))u
1
(s) +
+H
1
y
(s)fG
1
u
(s) f
1
a
(s) + G
2
u
(s) (u
2
(s) + f
2
a
(s))g
Para que el residuo solo sea sensible a f
1
a
(s) se necesita cumplir las siguientes
condiciones.
H
1
u
=  H
y
G
1
u
(3.18)
H
1
y
G
2
u
= 0 (3.19)
H
1
y
G
1
u
6= 0 (3.20)
De estas ecuaciones se inere que para el problema de aislamiento de fallas
en actuadores debe cumplirse una restriccion adicional (H
1
y
G
2
u
= 0). No
siempre existira una matriz estable y realizable H
1
y
que satisfaga dicha res-
triccion. Es decir, no hay libertad total para alcanzar el requerimiento de
aislamiento de fallas en los actuadores y, en consecuencia, no siempre sera
posible dicho aislamiento.
3.1.4 Tecnicas para la generacion de residuos
La gran variedad de metodos existentes para la generacion de residuos puede
sintetizarse en [25]:
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a.- metodo del espacio de paridad
b.- metodo del observador dedicado
c.- metodo del ltro detector de fallas
d.- metodo de identicacion de parametros
3.1.4.1 Metodo del espacio de paridad
La idea clave es vericar la consistencia de las ecuaciones matematicas del
sistema (relaciones de redundancia analtica) utilizando las mediciones. Se
decide que ha ocurrido una falla cuando se sobrepasan los umbrales preasig-
nados de error T
i
.
Para delinear el concepto basico de la metodologa del espacio de pari-
dad, consideremos primero el caso simplicado de mediciones redundantes
que pueden obtenerse directamente o de fuentes analticas. Esto signica
que se mide una magnitud por dos mecanismos diferentes, como por ejemplo,
mediante instrumentos o sensores adicionales y de forma analtica (balan-
ces). Para el caso de una sola variable de salida (SISO), dichas mediciones
se modelan con la ecuacion algebraica de la medicion
y = C x + y (3.21)
donde y 2 R
q
es el vector de medicion, C 2 R
qn
es la matriz de medicion
de rango n, x 2 R
n
es el valor nominal de la medicion y y 2 R
q
es el
vector de error.
Si se cumple que y
i
> T
i
, se ha producido una falla en la variable
i-esima.
Para la deteccion de y el vector y puede ser combinado en un conjunto
de ecuaciones linealmente independientes dado por
p = V y
donde p es el vector dimensional de paridad y V es una matriz de proyeccion.
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Con el objetivo de que p satisfaga el requerimiento usual para un residuo
(es decir, ser nulo en ausencia de fallas), la matriz de proyeccion V se elige
de modo que [25]
V C = 0
V
T
V = I
q
  C (C
T
C)
 1
C
T
V V
T
= I
q n
con q > n
Esto signica que las las de V son ortogonales y V es el espacio nulo de C.
Entonces,
p = V y
Esta ultima ecuacion revela que las ecuaciones de paridad contienen solo
los errores debidos a las fallas, independientemente de x que no es medida en
forma directa. Ademas, en el espacio de paridad las columnas de V denen
q direcciones diferentes de falla asociadas con cada medicion. Por ejemplo,
la i-esima columna de V determina la direccion a lo largo de la cual cae p si
y = y
i
= [0::::y
i
:::0]
T
Esto asegura que una falla en la medicion i implica un crecimiento de
p en la i-esima direccion. El vector residual q-dimensional r = y   C x^,
donde x^ = (C
T
C)
 1
C
T
y es la estimacion de x por cuadrados mnimos y
se relaciona con el vector de paridad p por
r = V
T
p
Teniendo en cuenta todo esto, el problema de deteccion y aislamiento de
fallas puede ser formulado como sigue: dadas q mediciones redundantes
y
1
; y
2
; :::y
q
de una variable de proceso, y cotas de error T
1
; :::T
i
; :::T
q
carac-
terizando el comportamiento de la falla,
1. Encontrar un estimado x^ de las variables de proceso a partir de un
subconjunto de mediciones.
2. Identicar la medicion de la falla y chequeos de paridad. Obviamente,
para detectar una falla unica entre p componentes se necesitan p   1
relaciones de paridad.
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Generalizamos este concepto para el caso en que se usan relaciones de
redundancia temporal de un sistema dinamico.
x(k + 1) = Ax(k) + B u(k)
y(k) = C x(k) (3.22)
donde x 2 R
n
es el vector de estados, u 2 R
p
es el vector de entradas
al actuador, y 2 R
q
es el vector de salida de los sensores, y A;B;C son
matrices de dimensiones apropiadas.
Las relaciones de redundancia se especican matematicamente como si-
gue. Denamos al subespacio de vectores v de dimension q(s+ 1) por
P =
8
>
>
<
>
>
:
v = v
T
2
6
6
6
4
C
CA
.
.
.
CA
s
3
7
7
7
5
= 0
9
>
>
=
>
>
;
(3.23)
que se llama espacio de paridad de orden s.
Cualquier vector v puede ser utilizado, en un instante k, para una veri-
cacion de paridad. El residuo es
r(k) = v
T
2
6
4
2
6
4
y(k   s)
.
.
.
y(k)
3
7
5
  H
2
6
4
u(k   s)
.
.
.
u(k)
3
7
5
3
7
5
(3.24)
donde
H =
2
6
6
6
6
6
4
0 0 ::: 0 0
CB 0 ::: 0 0
CAB CB ::: 0 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
CA
s 1
B CA
s 2
B ::: CB 0
3
7
7
7
7
7
5
Sustituyendo las ecuaciones de estado (3.22) en el residuo, se llega a
r(k) = v
T
2
6
6
6
4
C
CA
.
.
.
CA
s
3
7
7
7
5
x(k   s) (3.25)
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6
7
subespacio de paridad
componente de las mediciones sin fallas
componente de falla
P
C
y  Hu
Figura 3.9: Interpretacion geometrica del espacio de paridad
Dada la denicion previa de v, ecuacion (3.23), r(k) = 0 si no hay fallas.
De esto se concluye que una relacion de redundancia es simplemente un
modelo entrada-salida para una parte del sistema. En otras palabras, en lu-
gar de vericar la consistencia del modelo matematico en su totalidad, nos
restringiremos a comprobar relaciones individuales que son parte del mode-
lo. Esto nos permite seleccionar las relaciones mas conables y proporcionar
robustez al procedimiento de deteccion y aislamiento de fallas.
Para una interpretacion geometrica de las vericaciones de paridad de-
nidas precedentemente, consideremos el modelo (3.22), y sea C el subespacio,
ortogonal al de paridad P , generado por las n columnas de [C CA ::: CA
s
]
T
.
Entonces, en ausencia de fallas, un vector v = y   Hu se encuentra en el
subespacio C (Ver la gura 3.9).
Notese que el metodo del espacio de paridad conduce a un tipo especial
de observador para deteccion de fallas, llamado \dead-beat observer" [47].
3.1.4.2 Metodo del observador dedicado
La idea basica del metodo por observadores es reconstruir las salidas del
sistema a partir de las mediciones o subconjuntos de ellas con la ayuda de
observadores o ltros de Kalman utilizando el error de estimacion o la in-
novacion, respectivamente, como residuo para la deteccion y aislamiento de
fallas.
A partir de la teora de observadores, de gran desarrollo, se conoce que
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PLANTA
Modelo sin falla
H
-
-
-
-
-
-
-
?

?
u(t)
f(t)
d(t)
y(t)
e(t) = r(t)
ESTIMADOR DE ESTADOS
RESIDUO
Figura 3.10: Conguracion general para la estimacion de estados.
la estimacion de estados puede realizarse con observadores lineales y no
lineales, de orden completo o reducido en el caso determinstico o ltros
de Kalman en el caso estocastico, donde debe considerarse el ruido. La
conguracion fundamental para un observador lineal de orden completo se
muestra en la Figura 3.10.
Notemos que el observador de orden completo consiste simplemente en
un modelo paralelo del proceso con una realimentacion del error de estima-
cion, e = y   y^.
La realimentacion es importante por las siguientes razones:
 para compensar diferencias en las condiciones iniciales.
 para estabilizar el modelo paralelo en el caso de un sistema inestable.
 para proveer grados de libertad en el dise~no del ltro, por ejemplo,
para desacoplar los efectos de algunas fallas de los de otras fallas o
entradas desconocidas.
En el caso de un proceso lineal descripto por
_x(t) = Ax(t) + B u(t) + E d(t) + K f(t)
y(t) = C x(t) + F d(t) + Gf(t) (3.26)
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donde d(t) son las perturbaciones y f(t) las fallas, el estado x^ y la salida y^
de un observador de orden completo estan dados por
_
x^(t) = (A   HC) x^(t) + B u(t) + H y(t)
y^(t) = C x^(t) (3.27)
Donde el par (A;C) es observable y H es la matriz de ganancia del ob-
servador, elegida para obtener un desempe~no deseado en el mismo.
Si se dene el error de estimacion de estados por (t) = x(t)   x^(t),
teniendo en cuenta (3.26) y (3.27) las ecuaciones para su dinamica y la del
error de salida del estimador, e(t) = y(t)   y^(t), quedan dadas por
_
(t) = (A   HC) (t) + E d(t) + K f(t)  
 H Fd(t)   H Gf(t) (3.28)
e(t) = C (t) + F d(t) + Gf(t) (3.29)
Se puede ver que el error de salida del estimador e es funcion de d y f ,
pero no de u. Entonces, puede ser usado como residuo con el objetivo de
detectar y aislar fallas.
Cuando no hay fallas, f = 0, el residuo solo es afectado por las pertur-
baciones, d. En cambio, si f 6= 0, el residuo vara, y se puede detectar
una falla vericando el incremento del residuo debido a ella. En el caso
mas simple esto se puede hacer con un umbral adecuado. Para evitar falsas
alarmas, el umbral debe elegirse lo mas grande posible, aunque esto redu-
ce la sensibilidad a las fallas. En forma similar se pueden generar residuos
usando estimadores de orden reducido o no lineales. La idea fundamental
en el dise~no de estos esttimadores para la DEF es su optimizacion basada
en la eleccion correcta de la matriz de ganancia de realimentacion H.
En lo que sigue, analizaremos distintas conguraciones posibles de los
esquemas para DEF basados en observadores.
3.1.4.2.1 Estimador unico (observador o ltro de Kalman) En
este caso, un estimador unico de orden competo o reducido se instrumenta
con la salida del sensor mas conable y se reconstruye toda la salida. La
comparacion entre la salida medida y la estimada utilizando un umbral per-
mite, en principio, la deteccion y el aislamiento de una falla de instrumento.
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Para lograr mayor exibilidad en el aislamiento de fallas de actuadores,
componentes o sensores se puede dise~nar un esquema de estimadores, o ban-
co, cuya entrada sea el vector real de salida y o un subconjunto de el. Una
tecnica muy comun se basa en testeo de hipotesis multiples [64]. En este
caso cada uno de los estimadores se dise~na para una hipotesis diferente de
falla. Las hipotesis se prueban en terminos de funciones de verosimilitud
usando, por ejemplo, teora bayesiana de decision.
Otra tecnica conocida para la DEF consiste en asignar un estimador
especco a cada uno de los sensores. En el denominado \Esquema del ob-
servador dedicado"[12], cada salida de sensor va a un estimador diferente y
se estima el vector completo de salida o tantas componentes de el como sea
posible.
3.1.4.2.2 Esquema del observador generalizado [25]. Esta es una
version alternativa que se dise~na de modo que un observador destinado a
determinado sensor tenga por entradas a todas las salidas menos la de dicho
sensor. Este esquema permite detectar y aislar solo una falla en uno de los
sensores, pero con la ventaja de proveer mayor robustez frente a entradas
desconocidas.
Por otra parte, puede combinarse redundancia analtica y de hardware
con un sistema en \duplex" de sensores, en el cual se utilizan dos conjuntos
identicos de instrumentos, cada uno supervisado por un esquema de detec-
cion de alguna de las clases anteriores. Cuando ocurre una falla en un sensor,
se detecta con la ayuda de los esquemas de observadores y el sistema se con-
muta al sensor sano. La idea es que la DEF se realice mediante redundancia
de hardware y el aislamiento con redundancia analtica.
En la Seccion 3.4.1 analizaremos los esquemas para la deteccion y aisla-
miento de fallas utilizando estimadores no lineales.
3.1.4.3 Filtro detector de fallas
Inicialmente propuesto por Beard [6] y Jones [35], consiste en un estimador
de estados de orden completo con una eleccion especial de la matriz H.
Sea un sistema con las siguientes ecuaciones de estado
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_x(t) = Ax(t) + B u(t) + k
i
f
i
(t)
y(t) = C x(t) +

k
j

f
j
(t) (3.30)
donde k
i
2 R
r
es la direccion de dise~no de la falla y r es la cantidad de
direcciones de falla. Por su parte, f
i
es una funcion arbitraria del tiempo,
de tal modo que en ausencia de fallas, f
i
= 0.
Las direcciones de falla k
i
pueden ser utilizadas para modelar fallas en
componentes y actuadores. En los sensores, las direcciones y modo de falla
pueden modelarse con

k
j
y

f
j
.
Las ecuaciones del observador quedan
_
x^(t) = (A   HC) x^(t) + B u(t) + H y(t)
y^(t) = C x^(t) (3.31)
La matriz de ganancia de realimentacion H se elige de modo que el vector
residual r = y   y^ tenga ciertas propiedades direccionales cuando ocurra
determinada falla, es decir, se restrinja a una direccion unica o plano en el
espacio de residuos, independientemente del modo de f
i
. Por lo tanto, la
informacion importante para la deteccion esta en la direccion del residuo
mas que en su variacion temporal. Una falla se detecta cuando una o mas
de las proyecciones del residuo a lo largo de la direccion (o plano) de falla
conocida es sucientemente grande.
Si bien el aspecto mas atractivo del FDF es que la direccion de falla del
residuo no se ve afectada por el tama~no o historia temporal (modo) de la
falla, notese que no se han considerado en el analisis las perturbaciones o
entradas desconocidas, incluyendo variacion de parametros y ruido de me-
dicion. En consecuencia, este esquema requiere de un modelado preciso.
3.1.4.4 Identicacion de parametros
Este metodo se basa en el hecho de que las fallas de un sistema dinamico
se reejan en sus parametros fsicos (friccion, masa, viscosidad, etc.), lo
cual permite detectarlas mediante estimacion de parametros del modelo ma-
tematico [32].
La tecnica consiste en:
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 eleccion de un modelo parametrico del sistema (en general, modelos
lineales con parametros concentrados)
a
n
y
n
(t) + :::+ a
1
_y(t) + y = b u(t) + :::+ b
m
u
m
(t)
 determinacion de las relaciones entre parametros del modelo 
i
y parametros
fsicos p
i
.
 = f(p)
 identicacion del vector de parametros del modelo  usando la entrada
u y la salida y del sistema real.
 determinacion del vector de parametros fsicos.
p = f
 1
()
 calculo del vector de desviaciones p de su valor nominal tomado del
modelo.
 decision de falla considerando las relaciones entre variacion de los
parametros fsicos p
i
y las fallas.
Este metodo, particularmente util en la deteccion de fallas incipientes,
ha sido descripto en detalle por Isermann [32] y Patton et al.[46].
3.1.5 El problema de la generacion de residuos robustos
Para obtener conabilidad y buen desempe~no en el diagnostico de fallas, se
requiere un modelo que represente con la mayor precision posible el com-
portamiento dinamico del sistema. Sin embargo, en los procesos complejos
de ingeniera es inevitable la presencia de perturbaciones y errores en el mo-
delado, lo que hace necesario el desarrollo de algoritmos para el diagnostico
robusto de fallas. En este caso, la robustez implica que el sistema debe
ser sensible solo a las fallas, aun en presencia de variacion de parametros,
turbulencia, etc. En general, las perturbaciones actuan sobre el proceso en
forma incierta, y como consecuencia de ello puede ser difcil dise~nar un sis-
tema altamente sensible a las fallas pero insensible frente a perturbaciones
no modeladas y con incertidumbre.
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Tal como se discutio en la seccion anterior, el tema central en el diagnostico
de fallas es la generacion de residuos. Estos se ven afectados tanto por las
fallas como por las perturbaciones, y discriminar entre ambos efectos es di-
cultoso. La clave para el dise~no de un sistema robusto de DEF es entonces
generar residuos que sean sensibles a las fallas pero insensibles a las incerti-
dumbres y en consecuencia robustos [23], [13].
Analizaremos ahora el modelo en el espacio de estados incluyendo todas
las clases posibles de incertidumbre que pueden presentarse, afectando el
comportamiento del sistema.
_x(t) = (A + A)x(t) + (B + B)u(t) + E
1
d(t) + R
1
f(t)
y(t) = (C + C)x(t) + (D + D)u(t) + E
2
d(t) +
+R
2
f(t) (3.32)
donde d(t) 2 R
q
es el vector de perturbaciones, E
1
y E
2
son las matrices
de distribucion de las perturbaciones (se suponen conocidas), R
1
y R
2
son
las matrices de distribucion de las fallas, y A; B; C; D son matrices
que representan errores en los parametros o variaciones en el modelado.
En cuanto a la descripcion del sistema en funciones de transferencia, se
obtiene
y(s) = (G(s) + G
u
(s))u(s) + G
d
(s) d(s) + G
f
(s) f(s) (3.33)
En esta ecuacion, el termino G
d
(s) d(s) representa el efecto de las perturba-
ciones y G
u
(s) se utiliza para errores de modelado. Ademas,
G
d
(s) = E
2
+ C (sI   A)
 1
E
1
Ambos terminos G
u
(s)u(s) y G
d
(s) d(s) reejan la incertidumbre en el
modelado.
Recordando que r(s) = H
u
(s)u(s) + H
y
(s) y(s) (ecuacion 3.7), y que se
debe cumplir la condicion (3.8), G
u
(s)H
y
(s)+H
u
(s) = 0, al sustituir y(s) en
la expresion de r(s), el vector residual en el dominio de la frecuencia queda
r(s) = H
y
(s)G
f
(s) f(s) + H
y
(s)G
u
(s)u(s) + H
y
(s)G
d
(s) d(s) (3.34)
Nuevamente se observa que tanto las fallas como las perturbaciones afectan
el residuo, y esa es la caracterstica central del problema de robustez en DEF.
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3.1.5.1 Robustez frente a perturbaciones
Si el generador de residuos se dise~na de modo tal que verique
H
y
(s)G
d
(s) = 0;
la perturbacion se encuentra totalmente desacoplada del residuo r(t) y por
lo tanto este es robusto. Este es el principio de desacoplamiento de pertur-
baciones para la generacion de residuos robustos.
Si no se verica la condicion anterior no puede alcanzarse el desacopla-
miento total. Podra considerarse un desacoplamiento optimo o aproximado
optimizando un ndice de desempe~no que contenga una medida de los efec-
tos tanto de las perturbaciones como de las fallas. En el dominio de la
frecuencia, una eleccion posible de dicho ndice sera [20]
J =
k H
y
(jw)G
f
(jw) k
k H
y
(jw)G
d
(jw) k
(3.35)
Maximizando el ndice J sobre un rango especicado de frecuencias pue-
de alcanzarse un dise~no con un cierto nivel de desacoplamiento de pertur-
baciones. Volveremos sobre esto, con mas detalle, en el Captulo 4.
3.1.5.2 Robustez frente a errores de modelado
Para errores de modelado representados por G
u
(s), el problema de la ro-
bustez es mas complejo de resolver. Se han propuesto dos tecnicas principa-
les, la primera conocida como robustez activa en DEF y la segunda robustez
pasiva [24], que utiliza un umbral adaptivo en la etapa de decision.
La forma activa de alcanzar la solucion robusta consiste en obtener una
estructura aproximada de la incertidumbre, es decir representar errores de
modelado como peturbaciones:
G
u
(s)

=
G
d
1
(s) d
1
(s)
siendo d
1
(s) un vector desconocido y G
d
1
(s) una matriz de transferencia
estimada.
En cuanto a la forma pasiva, podemos decir que se logra cuando la etapa
de decision es robusta frente a incertidumbres, lo cual implica minimizar la
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tasa de falsas alarmas y la perdida de informacion sobre fallas que se pro-
ducen debido al efecto en los residuos de incertidumbres en el modelado y
perturbaciones desconocidas.
La robustez pasiva es entonces una alternativa a la robustez activa, y
debera ser utilizada cuando la informacion disponible es muy limitada.
3.2 Generacion de residuos robustos utilizando Ob-
servadores de Entrada Desconocida (OED)
3.2.1 Teora y dise~no
Como ya se dijo, la generacion de residuos robustos es uno de los aspec-
tos mas importantes en las tecnicas de DEF. En los metodos basados en el
desacoplamiento de perturbaciones, se considera que los factores de incerti-
dumbre en el modelado actuan como entradas desconocidas o perturbaciones
en un modelo lineal. Si bien el vector de perturbaciones es desconocido, su
matriz de distribucion se asume conocida. A partir de la informacion pro-
porcionada por dicha matriz, es posible desacoplar el residuo de las pertur-
baciones. El principio del OED es, entonces, hacer que el error de estimacion
de estados no se vea afectado por las entradas desconocidas. Esto ya ha sido
estudiado por numerosos investigadores [52], [14], [1].
Comenzaremos a continuacion con el dise~no de un observador para una
clase de sistemas en los cuales la incertidumbre puede ser expresada como
un termino aditivo de perturbacion desconocida en la ecuacion dinamica
siguiente
_x(t) = Ax(t) + B u(t) + E d(t)
y(t) = C x(t) (3.36)
donde x(t) 2 R
n
es el vector de estados, y(t) 2 R
m
es el vector de salida,
u(t) 2 R
r
es el vector conocido de entrada y d(t) 2 R
q
es el vector de per-
turbaciones. A;B;C;E, son matrices conocidas de dimensiones apropiadas.
3.2.1.1 Algunas observaciones
1. No hay perdida de generalidad en asumir que la matriz de distribucion
de las perturbaciones E debe tener rango completo. Si esto no sucede,
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puede realizarse la siguiente descomposicion [13].
E d(t) = E
1
E
2
d(t)
donde E
1
es una matriz de rango completo y E
2
d(t) puede considerarse
como la nueva entrada desconocida.
2. El termino E d(t) puede ser utilizado para describir no solo una per-
turbacion aditiva, sino tambien un conjunto de diferentes clases de
incertidumbres de modelado, tales como: ruido, terminos no lineales
en la dinamica del sistema, errores de linealizacion y reduccion del
modelo, variaciones de parametros.
3. El termino de perturbacion puede aparecer tambien en la ecuacion de
salida, tal como:
y(t) = C x(t) + E
y
d(t)
Este puede transformarse en un problema equivalente al anterior me-
diante una transformacion de la se~nal de salida.
4. Para algunos sistemas, la entrada de control u(t) aparece en la salida,
o sea
y(t) = C x(t) + Du(t)
Siendo la entrada u(t) conocida este problema puede llevarse a uno equiva-
lente al de (3.36) mediante la construccion de una nueva salida.
Denicion 3.2.1 Un observador se dene como observador de entrada des-
conocida para el sistema (3.36) si el vector de error de estimacion de estados
e(t) tiende a cero asintoticamente, sin ser afectado por la presencia de en-
tradas desconocidas (perturbaciones) en el sistema.
El problema de dise~nar un observador para un sistema lineal con entradas
tanto conocidas como desconocidas ha sido estudiado por varios investiga-
dores (en primer termino en [61]).
Presentaremos aqu un observador de orden completo, basado en el es-
quema propuesto en [14] teniendo en cuenta que se requieren grados de
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libertad adicionales en el dise~no para generar residuos direccionales con el
objetivo de aislar fallas.
La estructura del observador queda descripta con las siguientes ecuacio-
nes
_z(t) = F z(t) + T B u(t) + K y(t)
x^(t) = z(t) + H y(t) (3.37)
donde x^(t) 2 R
n
es el vector de estimacion de estados, z(t) 2 R
n
es el
vector de estados de este observador de orden completo y F; T;K;H son
matrices a dise~nar para lograr el desacoplamiento de perturbaciones y otros
objetivos de dise~no.
Cuando el observador (3.37) se aplica al sistema (3.36), la dinamica del
error de estimacion queda denida por la siguiente expresion
_e(t) = (A   HCA   K
1
C) e(t) + [F   (A   HCA   K
1
C)] z(t)
+ [K
2
  (A   HCA   K
1
C)H] y(t)
+ [T   (I   HC)]Bu(t) + (HC   I)Ed(t) (3.38)
donde K = K
1
+ K
2
y el error e(t) = x(t)   x^(t).Si se pueden hacer
cumplir las siguientes relaciones
(HC   I)E = 0 (3.39)
T = I   HC (3.40)
F = A   HCA   K
1
C (3.41)
K
2
= FH (3.42)
el error de estimacion sera, entonces,
_e(t) = F e(t) (3.43)
Si todos los autovalores de F son estables el error tendera a cero asintoticamente,
con lo cual el observador (3.37) es un OED para el sistema (3.36), de acuer-
do con la denicion (3.2.1). En consecuencia, el dise~no de este observador
consiste en resolver las ecuaciones (3.39)-(3.42), logrando que todos los au-
tovalores de la matriz F del sistema sean estables.
Enunciaremos a continuacion dos lemas presentados en [13], y luego ana-
lizaremos las condiciones necesarias y sucientes para la existencia de un
OED.
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Lema 3.2.1 La ecuacion (3.39) tiene solucion si y solo si
rango (CE) = rango(E) (3.44)
y una solucion especial es
H

= E [ (CE)
T
(CE) ]
 1
(CE)
T
(3.45)
Lema 3.2.2 Sea
C
1
=

C
CA

(3.46)
entonces, la detectabilidad del par (C
1
; A) es equivalente a la del par (C; A).
Esto es, ambos pares poseen los mismos modos no observables.
Notese que el par (C; A) es detectable cuando todos sus modos no observa-
bles son estables, es decir que la detectabilidad es una condicion mas debil
que la observabilidad.
Teorema 3.2.1 Las condiciones necesarias y sucientes para que (3.37)
sea un OED para el sistema denido por (3.36) son
 i) rango (CE) = rango (E)
 ii) (C; A
1
) es un par detectable, siendo
A
1
= A   E [(CE)
T
(CE)]
 1
(CE)
T
(CA)
Demostracion:
 Suciencia: De acuerdo al Lema 3.2.1, la ecuacion (3.39) tiene solucion
si se verica la condicion i). Cuando se elige para H la solucion especial
prevista por dicho lema (H

), la matriz dinamica del sistema queda
F = A   HCA   K
1
C = A
1
  K
1
C
que puede ser estabilizada eligiendo la matriz de ganancia K
1
tal como
preve la condicion ii). Finalmente, las matrices restantes descriptas
en (3.37) pueden ser calculadas usando las ecuaciones (3.39)-(3.42).
Entonces, el observador (3.37) es un OED para el sistema (3.36).
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 Necesidad: Si (3.37) es un OED para el sistema (3.36), la ecuacion
(3.39) tiene solucion. Esto lleva a que se verique la condicion i), de
acuerdo con el Lema 3.2.1. La solucion general de la matriz H para la
ecuacion (3.39) puede ser calculada como
H = E (CE)
+
+ H
0
[I
m
  CE (CE)
+
]
donde H
0
2 R
nm
es una matriz arbitraria y (CE)
+
es la inversa a
izquierda de CE, o sea
(CE)
+
= [(CE)
T
(CE)]
 1
(CE)
T
Sustituyendo la solucion para H en la ecuacion (3.41), la matriz dinamica
del sistema F es
F = A   HCA   K
1
C (3.47)
= A
1
  K
1
C
1
(3.48)
donde K
1
= [K
1
H
0
] y C
1
=

C
CA
1

Como la matriz F es estable, el par (C
1
; A
1
) es detectable, y tambien
lo es el par (C ; A
1
) de acuerdo con el Lema (3.2.2).
 q.e.d.
3.2.1.2 Observacion
Cuando E = 0 (no hay perturbaciones en el sistema), tomando T = I y
H = 0 en (3.37) se obtiene un observador de Luenberger de orden completo.
En esta situacion, la condicion i) del Teorema 3.2.1 se verica claramente,
y la condicion ii) se transforma en la detectabilidad del par (C; A). Este es
un resultado muy conocido en el dise~no de un observador de Luenberger.
Del analisis anterior puede concluirse queK
1
es una matriz de parametros
libres en el dise~no del OED. Luego de determinarla, otras matrices en el
OED pueden ser computadas a partir de las ecuaciones (3.39)-(3.42). La
unica restriccion para la matriz K
1
es que debe estabilizar la matriz de la
dinamica del sistema F. La eleccion de K
1
que estabilice F no es enton-
ces unica, debido a la naturaleza multivariable del problema. Es decir, que
una vez satisfechas las condiciones impuestas por la existencia de entradas
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desconocidas, aun resta alguna libertad para el dise~no de K
1
. Esto puede
ser utilizado para lograr que el residuo tenga caractersticas direccionales o
propiedades de mnima varianza (Kalman).
3.3 Esquemas para el aislamiento y deteccion de
fallas basados en OED robustos.
3.3.1 Esquemas robustos para la deteccion de fallas
Como ya dijimos, el principal objetivo en la deteccion robusta de fallas es
generar un residuo que no se vea afectado por la incertidumbre del sistema.
Para detectar una falla en particular, el residuo debe ser sensible a ella. Un
sistema con posibles fallas en sensores y actuadores puede describirse as
_x(t) = Ax(t) + B u(t) + B f
a
(t) (3.49)
y(t) = C x(t) + f
s
(t) (3.50)
donde f
a
2 R
r
indica la presencia de fallas en los actuadores y f
s
2 R
m
indica fallas en los sensores. Para generar un residuo robusto, se necesita
un OED como el descripto en la seccion anterior. Cuando se dispone de una
estimacion de los estados, el residuo puede generarse como
r(t) = y(t)   Cx^(t) = (I   CH) y(t)   Cz(t) (3.51)
Cuando este generador de residuos y el observador (3.37) se aplican al sis-
tema (3.49), el residuo y la dinamica del error de estimacion de estados
quedan
_e(t) = (A
1
  K
1
C) e(t) + TBf
a
(t)   K
1
f
s
(t)   H
_
f
s
(t)
r(t) = Ce(t) + f
s
(t) (3.52)
De la ecuacion (3.52), puede verse que los efectos de las perturbaciones se
han desacoplado del residuo. Para detectar fallas en los actuadores, debe
hacerse
T B 6= 0
Mas especcamente, la falla en el i-esimo actuador afectara al residuo si y
solo si
T b
i
6= 0
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donde b
i
es la i-esima columna de la matriz B.
Analogamente, si deben detectarse fallas en los sensores el residuo debe
ser sensible frente a f
s
(t). Esta condicion se verica en general, ya que el
vector de fallas en los sensores tiene un efecto directo sobre el residuo.
El residuo robusto puede ser utilizado para detectar fallas mediante
k r(t) k=

< ; si no hay fallas
 ; si hay fallas
donde  es el umbral.
3.3.2 Esquemas robustos para el aislamiento de fallas
El problema del aislamiento de la falla consiste en ubicarla, es decir, determi-
nar en que sensor o actuador ha sucedido. Como se dijo en la Seccion 3.1.3,
uno de los posibles metodos para lograr el aislamiento de la falla consiste en
dise~nar un conjunto de residuos estructurado. En este caso \estructurado"
signica que cada residuo se dise~na para ser sensible frente a cierto grupo
de fallas e insensible frente a otras. Las propiedades de sensibilidad e in-
sensibilidad hacen posible el aislamiento. La situacion ideal es hacer cada
residuo solo sensible a una falla en particular e insensible a todas las otras.
Sin embargo, esta situacion ideal es en general difcil de alcanzar, y aunque
pudiera lograrse, no quedaran grados de libertad en el dise~no para conseguir
la robustez. Para explotar al maximo la libertad de dise~no en funcion de
la robustez, un esquema comunmente aceptado [46] se basa en hacer cada
residuo sensible a fallas en todos los sensores o actuadores menos en uno.
3.3.2.1 Fallas en sensores
Para dise~nar esquemas robustos para el aislamiento de fallas en sensores,
todos los actuadores se suponen libres de falla y las ecuaciones del sistema
pueden expresarse como
_x(t) = Ax(t) + Bu(t) + Ed(t)
y
j
(t) = C
j
x(t) + f
j
s
(t) para j = 1; 2; :::m
y
j
(t) = c
j
x(t) + f
sj
(t) (3.53)
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donde c
j
2 R
1n
es la j-esima columna de la matriz C, C
j
2 R
(m 1)n
se
obtiene de la matriz C al eliminar la j-esima columna c
j
, y
j
es la j-esima
componente de y, e y
j
2 R
m 1
se obtiene del vector y eliminando la j-esima
componente y
j
.
Partiendo de esta descripcion, el generador de residuos puede construirse
como
_z(t) = F
j
z
j
(t) + T
j
Bu(t) + K
j
y
j
(t)
r
j
(t) = (I   C
j
H
j
) y
j
(t)   C
j
z
j
(t) (3.54)
para j = 1; 2; :::m, donde las matrices de parametros deben satisfacer las
siguientes ecuaciones
H
j
C
j
E = E
T
j
= I   H
j
C
j
F
j
= T
j
A   K
j
1
C
j
K
j
2
= F
j
H
j
K
j
= K
j
1
+ K
j
2
(3.55)
para j = 1; 2; :::m, y donde F
j
debe ser estabilizada. Se observa que cada
generador de residuos recibe todas las entradas y todas menos una de las
salidas. Cuando no hay fallas en los actuadores y sucede una falla en el
j-esimo sensor, el residuo satisface la siguiente ley logica
k r
j
(t) k < 
j
y k r
k
(t) k  
k
para k = 1; 2; :::j   1; j + 1; :::m siendo 
j
j = 1; 2; :::m los umbrales de
aislamiento.
3.3.2.2 Fallas en actuadores
En este caso se supone que no hay fallas en los sensores, y las ecuaciones del
sistema quedan
_x(t) = Ax(t) + B
i
u
i
(t) + E
i
d
i
(t)
y(t) = Cx(t)
(3.56)
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para i = 1; 2; :::r, y donde b
i
es la i-esima columna de la matriz B, B
i
2
R
n(r 1)
se obtiene de la matriz B anulando la i-esima columna b
i
, u
i
es la
i-esima componente de u, u
i
2 R
(r 1)
se obtiene del vector u eliminando la
i-esima componente u
i
, y
E
i
=

E b
i

d
i
(t) =

d(t)
u
i
(t) + f
ai
(t)

para i = 1; 2; :::r. Entonces, los OED generadores de residuos pueden ser
construidos as
_z
i
(t) = F
i
z
i
(t) + T
i
B
i
u
i
(t) + K
i
y(t)
r
i
(t) = (I   CH
i
) y(t)   Cz
i
(t) (3.57)
para i = 1; 2; :::r. Las matrices de parametros deben satisfacer las siguientes
ecuaciones
H
i
C
i
E = E
i
T
i
= I   H
i
C
F
i
= T
i
A   K
i
1
C
K
i
2
= F
i
H
i
K
i
= K
i
1
+ K
i
2
(3.58)
Se observa que cada generador de residuos tiene todas las salidas y todas
menos una de las entradas. Cuando no hay fallas en los sensores y ocurre
una falla en el i-esimo actuador, el residuo cumple la siguiente ley logica
k r
i
(t) k < 
i
y k r
k
(t) k  
k
para k = 1; 2; :::i   1; i + 1; :::m; siendo 
i
i = 1; 2; :::r los umbrales de ais-
lamiento.
3.3.2.3 Observaciones
Los esquemas presentados pueden aislar una sola falla por vez, ya sea en
un sensor o en un actuador. Esto se fundamenta en que la probabilidad de
ocurrencia de dos o mas fallas simultaneas es muy baja en un caso real. Si se
necesita aislar dos o mas fallas al mismo tiempo, el esquema de aislamiento
debera modicarse mediante un reagrupamiento de fallas. El modo de agru-
pamiento depende del sistema y de las fallas a ser aisladas, lo cual rearma
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el hecho de que en DEF no puede esperarse un esquema general aplicable
a cualquier sistema, sino que por el contrario cada caso debe analizarse en
forma particular.
3.4 Deteccion de fallas en sistemas no lineales
Cuando el sistema en estudio es fuertemente no lineal, el uso de aproxima-
ciones lineales se ve limitado. El analisis de la DEF en sistemas no lineales
juega un papel muy importante en las aplicaciones practicas, ya que muchos
procesos industriales son de naturaleza no lineal y, en consecuencia, su mo-
delo matematico debe reejarlo.
Dado que no es de esperar una simple extension de los resultados existen-
tes en DEF en el campo lineal al no lineal,fue necesario desarrollar metodos
que ataquen directamente el problema de la deteccion de fallas para los
modelos no lineales. Con la aplicacion de la teora de los observadores no li-
neales (ONL) se han obtenido resultados principalmente en deteccion y, con
algunas restricciones, tambien en el aislamiento de fallas. Algunos proble-
mas, que consideran modelos mas generales as como el dise~no de los ONL
correspondientes, se encuentran aun abiertos debido a las dicultades para
estimar los estados o el vector de mediciones en un SNL, incluso en el caso
en que las nolinealidades son conocidas y no hay perturbaciones [1].
Presentaremos en lo que sigue las principales tecnicas para generacion de
residuos en SNL, y analizaremos luego el problema de la robustez en estos
sistemas, considerando el rechazo o atenuacion de perturbaciones en ellos.
Un modelo no lineal puede representarse con el siguiente sistema de
ecuaciones
_x(t) = g(x(t); u(t); f(t); d(t)) (3.59)
y(t) = h(x(t); u(t); f(t); d(t)) (3.60)
donde x(t) es el vector de estados, u(t) es el vector de entrada, y(t) es el
vector de salida, f(t) es el vector de fallas, d(t) es el vector de perturbaciones
y g(:; :; :; :) y h(:; :; :; :) indican transformaciones no lineales (funciones). El
problema de la DEF consiste entonces en generar un vector residual r(t)
utilizando la siguiente estructura
_
(t) = g
r
((t); u(t); y(t)) (3.61)
r(t) = h
r
((t); u(t); y(t)) (3.62)
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El principal desafo se encuentra en el dise~no de las transformaciones no
lineales g
r
y h
r
.
3.4.1 Observadores no lineales para generacion de residuos
3.4.1.1 Observador identidad no lineal
Analogamente al sistema lineal, esta tecnica se basa en el dise~no de un
observador identidad para el sistema controlado. Consideremos un modelo
no lineal como el que sigue
_x(t) = g(x(t); u(t)) + R
1
f(t) (3.63)
y(t) = h(x(t); u(t)) + R
2
f(t) (3.64)
Recordemos que R
1
y R
2
son las matrices de distribucion de las fallas.
Un observador identidad no lineal para este sistema puede dise~narse as
_
x^(t) = g(x^(t); u(t)) + K(x^(t); u(t)) [y(t)   y^(t)] (3.65)
y^(t) = h(x^(t); u(t)) (3.66)
r(t) = y(t)   y^(t) (3.67)
El residuo r(t) y la dinamica del error de observacion quedan
_e(t) = F (t)e(t) + O(e
2
(t); t) + R
1
f(t)  
 K(x^(t); u(t))R
2
f(t) (3.68)
r(t) = H(t)e(t) + O(e
2
(t); t) + R
2
f(t) (3.69)
donde O(e
2
(t); t) representa los terminos de segundo y mayor orden con
respecto a e(t). Tambien se tiene
F (t) =
@g(x^(t); u(t))
@x^(t)
  K(x^(t); u(t))H(t) (3.70)
H(t) =
@h(x^(t); u(t))
@x^(t)
(3.71)
En lo anterior puede verse que si el error converge asintoticamente a ce-
ro el residuo solo se ve afectado por la falla. El problema reside entonces
en dise~nar una matriz K(x^(t); u(t)) de modo que el origen sea un equili-
brio asintoticamente estable de la ecuacion (3.68). En muchas situaciones
practicas puede elegirse una matriz constante K [25].
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Debe remarcarse que no se ha hallado un algoritmo general que resuelva
este problema de estabilizacion, ya que pueden aparecer dicultades com-
putacionales y numericas debido a la nolinealidad del modelo.
3.4.1.2 Observador de Thau
Este observador fue desarrollado por Thau para una clase especial de siste-
mas no lineales, tales como
_x(t) = Ax(t) + Bu(t) + R
1
f(t) + g(x(t); u(t))
y(t) = Cx(t) + R
2
f(t) (3.72)
El modelo satisface las siguientes condiciones
 el par (C;A) es observable.
 la funcion no lineal g(x(t); u(t)) es continuamente diferenciable y lo-
calmente Lipschitz con constante , es decir
k g(x
1
; u)   g(x
2
; u) k  k x
1
  x
2
k
Cuando se satisfacen estas condiciones, un observador estable para el sistema
(3.74) se construye as
_
x^(t) = Ax^(t) + Bu(t) + g(x^(t); u(t)) + K (y(t)   y^(t))
y^(t) = Cx^(t) (3.73)
donde K es la matriz de ganancia del observador
K = P
 1

C
T
La matriz P

es la solucion de la ecuacion de Lyapunov [50]
A
T
P

+ P

A   C
T
C + P

= 0 (3.74)
que tambien puede escribirse
(A+

2
I
n
)
T
P

+ P

(A+

2
I
n
)   C
T
C = 0
en la cual  es un parametro positivo elegido de modo que la solucion de
dicha ecuacion sea positiva denida.
Cabe destacar que la version del observador de Thau que aqu mostramos
se debe a Schreier [50] y conduce a la ecuacion (3.74). El observador plan-
teado originalmente por Thau lleva, por su parte, a otro tipo de ecuacion
de Lyapunov en la cual las matrices A no son constantes.
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3.4.1.3 Observador no lineal de entrada desconocida
En principio, la idea presentada en la Seccion 3.2 para los OED lineales fue
extendida a una clase especial de sistemas no lineales por Wunnenberg [65].
Estos sistemas pueden ser modelados como sigue
_x(t) = Ax(t) + B(y(t); u(t)) + E
1
d(t) + R
1
f(t)
y(t) = Cx(t) + E
2
d(t) + R
2
f(t) (3.75)
donde f(t) es el vector de fallas y d(t) el vector de perturbaciones. Notemos
que el termino no lineal B(y(t); u(t)) solo depende de la salida y y la entrada
u, que se encuentran disponibles en forma directa. En consecuencia, la no
linealidad puede ser compensada completamente utilizando un observador
de la forma
_
(t) = F(t) + J(y(t); u(t)) + Gy(t)
r(t) = L
1
(t) + L
2
y(t) (3.76)
Para proveer robustez frente a perturbaciones y sensibilidad a las fallas, las
matrices del observador deben cumplir con las siguientes condiciones
TA   FT = GC F estable
J(y; u) = TB(y; u)
GE
2
  TE
1
= 0
L
2
E
2
= 0
L
1
T + L
2
C = 0
rango(GR
2
  TR
1
) = rango(R
1
)
rango(L
2
R
2
) = rango(R
2
) (3.77)
Si se cumplen esas condiciones, la dinamica del error de estimacion, e(t) =
(t)  Tx(t), y el residuo r(t) son
_e(t) = Fe(t) + GR
2
f(t)   TR
1
f(t)
r(t) = L
1
e(t) + L
2
R
2
f(t) (3.78)
El inconveniente que presenta esta extension de la teora de los OED linea-
les a una clase de sistemas no lineales es, justamente, la limitacion de que
solo pueda aplicarse a modelos como los descriptos en (3.75) y que se deba
cumplir con las ecuaciones (3.77).
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Una tecnica alternativa, que requiere condiciones de existencia mas debiles
y extiende la clase de sistemas a un modelo mas general, fue propuesta en
[52]
_x(t) = A(x) + B(x)u + E(x)d + R(x)f
y(t) = Cx(t) (3.79)
El objetivo del dise~no es hallar una transformacion nolineal  = T (x) que
desacople las perturbaciones en el modelo. Esto puede lograrse si y solo si
@T (x)
@x
E(x) = 0 (3.80)
Esta relacion constituye un sistema de ecuaciones diferenciales en derivadas
parciales que debe ser resuelto simultaneamente a  = T (x). Suponiendo
que existan dichas soluciones, el modelo puede reescribirse como sigue
_
 =
@T (x)
@x
(A(x) + B(x)u + R(x)f) (3.81)
donde la transformacion de la salida y

= C

(y) denota un subconjunto de
las mediciones disponibles y = C(x) sujeto a la condicion
dim(y

) < dim(y)
Supongamos ademas que existe una relacion Q(T (x); C(x)) = 0. Esta con-
dicion es limitante puesto que en una cierta subvariedad, el conjunto de
salidas debe tener una relacion funcional especial con (x). Es decir:
y = Cx = C T
 1
() ! y   C T
 1
() = 0 = Q(; y)
Entonces un ONL puede estimar la porcion \no perturbada"  del estado x.
El observador resultante tiene la forma
_
^
 =
@T (x^)
@x^

A(x^) + B(x^)u + K(
^
; y; u)Q(
^
; y)

(3.82)
Aqu, la eleccion de la matriz de realimentacion K(
^
; y; u) debe realizarse en
funcion de estabilizar la ecuacion diferencial que rige el error de estimacion
e =
^
   . Las relaciones Q(
^
; y) pueden utilizarse como residuos.
r = Q(
^
; y) = Q( + e; y) (3.83)
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La dinamica del error de estimacion es
_e(t) = (e; t)  
@T (x)
@x
R(x)f (3.84)
donde se desea que el punto de equilibrio e = 0 sea al menos local y
asintoticamente estable. Entonces, el residuo convergera a cero si no hay
fallas. Por otra parte, todas las fallas en el vector f se reejaran en el error
e si
rango

@T (x)
@x
R(x)

= rango [R(x)]
3.4.1.4 Observador adaptivo no lineal
Consideremos el sistema no lineal descripto en [20]
_x = a(x) + q
0
(x; u) + Q(x; u) + G(x; u)f + g(t)
y = c(x) x
0
= x(0) (3.85)
donde la salida y se considera escalar por simplicidad, a : R
n
! R
n
Q : R
n
 R
m
! R
nl
d
, c : R
n
! R, g : R
+
! R
n
, G : R
n
 R
m
! R
nl
, se
suponen conocidas y sucientemente suaves, f representa cambios abruptos
y  2 R
l
d
es un vector desconocido que representa, por ejemplo, parametros
desconocidos variantes en el tiempo, fallas lentamente variables o parte de
las nolinealidades del sistema. Se asume que 0 < k
_
 k M  1.
El generador de residuos adaptivo se dise~na en dos pasos [1]
1. Se halla, si es posible, una transformacion  = T (x) 2 R
k
; k < n,
denida en un entorno del estado inicial x
0
de modo que
_
 = F +  
0
(y; u) + 	(y; u) + (x; u)f
y = [0 ::: 0 1]  (3.86)
y el rango de (y; u) = l.
2. Se dise~na el residuo adaptivo como
_z = Fz +  
0
(y; u) + 	(y; u)
^
 + L
1
y +

V (t)
0

_
^

r(t) = y(t)   z
k
(t)
^
(t) =  
T
(t)r(t)
_
V (t) = RV (t) + 	
k
(y; u) V (0) = 0
(t) = k
T
V (t) + 	
k
(y; u) (3.87)
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donde   es una matriz denida positiva, R es una matriz estable,
k
T
= [0 ::: 0 1], y los elementos l
j
de L
1
se eligen de modo que F L
1
C
sea Hurwitz.
Para garantizar que j y  z
k
j< K < 1, deben cumplirse ademas las
siguientes condiciones:
 (t) es acotada,
_
(t) es acotada excepto en un numero contable
de puntos.
 9 ; , tales que 0 < I 
R
t+
t
()
T
() d
 9M
1
tal que j V (t)
_
 j  M
1
< 1
Se asume en general que k
_
 k es peque~no. Entonces, es razonable
suponer que los errores de estimacion sean cercanos a cero.
Otra tecnica relacionada con esta se basa en el observador propuesto en
[28]. Los sistemas considerados deben ser observables para toda entrada, en
el sentido propuesto en [27], y transformables en la forma
_x = F
0
(x) + G
0
(x)u + T
0
(y; u)d + p(x)f
y = Cx (3.88)
donde:
F
0
(x) = [x
2
; ::: ; x
n
; (x)]
T
G
0
(x) = [g
1
(x
1
); g
2
(x
1
; x
2
); ::: ; g
n
(x
1
; :::x
n
)]
T
C = [1 0 ::: 0]
T
0
(y; u) = S
 1
1
2
6
6
6
4

1
::: 
s
0 ::: 0
.
.
.
.
.
.
.
.
.
0 ::: 0
3
7
7
7
5
Aqu, d 2 R
s
es un vector de perturbaciones no medibles que representa,
por ejemplo, parametros lentamente variables en el tiempo o parte de las
nolinealidades del sistema. S
1
es la solucion de la ecuacion de Lyapunov:
 S
1
  A
T
S
1
  S
1
A + C
T
C = 0
siendo A la matriz de Brunovsky (todas las entradas ceros y solo unos en la
primer superdiagonal).
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En el caso en que d = f = 0, la observabilidad garantiza la existencia
de la transformacion [28].
Bajo la hipotesis de que las funciones g
i
son Lipschitz, un observador
adaptivo para el sistema anterior viene dado por
_z = F
0
(z) + G
0
(z)u + T
0
(y; u)
^

d
+ S
 1
1
C
T
(z
1
  y)
r = z
1
  y
_
^

d
=  [
1
::: 
s
]
T
[z
1
  y] (3.89)
Para entradas u uniformemente acotadas por algun u
0
 0, el sistema
(3.89) es un observador de (3.88), es decir, para  sucientemente grande
k z(t)   x(t) k K() exp( t=3) k z
0
  x
0
k
Puede verse que el observador propuesto es sencillo, ya que copia la
dinamica del sistema, agregando un termino correctivo que solo depende de
la dimension y la velocidad deseada de convergencia . Como converge para
valores de  sucientemente grandes, suele denominarse Observador de alta
ganancia, ya que a mayor  la velocidad de convergencia tambien es mayor.
Notemos que la consecuencia no deseable de una ganancia elevada es la am-
plicacion del ruido.
3.4.1.5 Filtro detector de fallas no lineal
Presentaremos una extension del ltro detector de fallas para sistemas li-
neales a una clase de sistemas no lineales [1]. Sea entonces un sistema no
lineal representable por
_x = Ax + f(x) + Bu +
s
X
i=1
F
i

i
(x; u)f
i
y = Cx (3.90)
donde F
i
2 R
n
, s es la cantidad de cambios en los parametros considerada
(fallas f
i
= 
fi
  
f0i
) y 
i
es una funcion dependiente de los parametros
considerados.
Las hipotesis requeridas son las que siguen.
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 el termino no lineal es Lipschitz, o sea
k f(x
1
)   f(x
2
) k  k x
1
  x
2
k
 (A;C) es observable
 CF = [CF
1
CF
2
::: CF
s
] tiene rango s, es decir, los modos de falla
son independientes en el espacio de salida.
Tal como en el caso lineal, los ltros de deteccion son observadores de la
salida que producen residuos con propiedades direccionales. Consideremos
un observador de tipo Thau para el sistema (3.90)
_
x^ = Ax^ + Bu + f(x^) + H (y   Cx^)
r = y   Cx^(t) (3.91)
donde la matriz H tiene la siguiente expresion
H = Q
h
[CF ]
y
+ H
F
[I   CF (CF )
y
]C
siendo Q
h
una matriz que depende de los autovalores y autovectores de
A
H
= A   HC, H
F
esta relacionada con la solucion de una ecuacion de
Riccati modicada, y el suprandice y indica la seudoinversa.
En sntesis, el objetivo de dise~no en un ltro detector de fallas consis-
te en hacer que el residuo sea unidireccional, eligiendo adecuadamente la
matriz de ganancia H. Puede observarse que en este analisis no han sido
considerados factores de incertidumbre, tales como perturbaciones o errores
de modelado. De hecho, esta es la principal desventaja de estos ltros dado
que, como ya se dijo, es inevitable que aparezcan elementos inciertos en un
sistema real.
3.5 Otros enfoques para el analisis de la deteccion
de fallas
Los diferentes metodos desarrollados muestran propiedades diversas con res-
pecto al diagnostico de fallas distintas en un proceso, por lo cual una inte-
gracion de varias tecnicas puede ser util para lograr un diagnostico conable
[32].
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Por otra parte, se han desarrollado ultimamente tecnicas que utilizan la
logica difusa o las redes neuronales para la deteccion y aislamiento de fallas.
3.5.1 Logica difusa en el diagnostico de fallas
La segunda etapa de la DEF, es decir la toma de decision, es un proceso
logico que transforma conocimiento cuantitativo (se~nales residuales) en sen-
tencias cualitativas (normal, con fallas, etc.). Esto hace suponer que podra
tratarse con la ayuda de logica difusa. Consideremos que el residuo debido
a las fallas esta tambien contaminado con ruido y el efecto de incertidumbre
por desacoplamiento incompleto de perturbaciones, con lo cual sera distinto
de cero aun en ausencia de fallas. Tpicamente estos efectos seran variantes
en el tiempo, por lo que el residuo uctuara dependiendo de funciones des-
conocidas del tiempo y de las perturbaciones, ruido y entradas del proceso.
Esta es una situacion comun, y en consecuencia la logica difusa parece ser
una herramienta natural para la etapa de decision, en una situacion incierta
y compleja basada en informacion incompleta.
Contrariamente a la logica clasica, que solo permite una clasicacion de-
nida con valores jos, la logica difusa ofrece una forma de descripcion de
las tolerancias, es decir, valores difusos, reglas heursticas y su combinacion,
aunque con mucha menor precision que con un modelo probabilstico. Si
bien el metodo posibilita la toma de decision y provee una DEF aplicable
a sistemas industriales, la dicultad se encuentra en el entrenamiento del
algoritmo en el mecanismo de inferencia [13].
3.5.2 Redes neuronales en el diagnostico de fallas en SNL
Una red neuronal puede utilizarse para modelar sistemas dinamicos no linea-
les con multiples entradas y salidas. Luego del entrenamiento, la red puede
proporcionar una estimacion ajustada de la salida del sistema. Tomando el
concepto de generacion de residuos analizado en secciones precedentes, la
diferencia pesada entre salidas reales y estimadas se usa como residuo para
detectar fallas. Cuando la magnitud de esta diferencia excede un umbral
preestablecido, puede concluirse que el sistema ha fallado.
Para localizar fallas en el sistema en forma conable, se dispone una
red neuronal secundaria para examinar caractersticas del residuo. Una ca-
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racterstica particular corresponde a una ubicacion especca de la falla.
Basada en la extraccion de caractersticas y principios de clasicacion, la
segunda red puede aislar fallas de manera conable. En Chen y Patton [13]
se presenta una tecnica que utiliza redes neuronales en todas las etapas de
la deteccion y aislamiento de fallas.
Si bien se presentan all resultados de simulacion que demuestran que
un esquema basado en redes neuronales pueden diagnosticar fallas de forma
conable en sistemas no lineales, existe un lmite para la deteccion de fallas
peque~nas porque no es posible entrenar a la red neuronal cuando la magni-
tud de la se~nal de falla es comparable con el ruido y errores de modelado.
Por otra parte, aun no se ha analizado la robustez del esquema frente a
ruido y perturbaciones. Un buen esquema de DEF debera desempe~narse
correctamente incluso cuando las condiciones de operacion hubieran cam-
biado luego del entrenamiento, en cuyo caso una posibilidad es entrenar la
red periodicamente.
Cabe destacar, nalmente, que un modelo probabilstico tambien pue-
de \entrenarse" (ajustarse), proveyendo reglas de decision racionales con
hipotesis explcitas, lo cual constituye una importante ventaja frente a tecnicas
como redes neuronales o logica difusa, cuya utilizacion solo se justica en
modelos con una notable incertidumbre.
Captulo 4
Desacoplamiento o
atenuacion de perturbaciones
en sistemas de deteccion de
fallas
Tal como se vio en el captulo anterior, para que el sistema de DEF sea con-
able los efectos de las perturbaciones o entradas desconocidas al sistema
deben poder desacoplarse de las fallas. Dicho de otra manera, el residuo no
debera reejar la inuencia de las perturbaciones. Esto no siempre es facil
de lograr en los sistemas reales, y menos aun si el modelo es no lineal.
Analizaremos en este captulo el problema del desacoplamiento total para
el caso de sistemas lineales y la alternativa del desacoplamiento aproximado,
que consiste en la optimizacion de ndices de desempe~no en el caso en que
no se veriquen ciertas condiciones necesarias para el desacoplamiento total.
En cuanto a los sistemas no lineales, estudiaremos tambien la posibilidad
de rechazo de perturbaciones y, cuando esto no sea factible, plantearemos el
problema de atenuacion de las mismas. Observemos que mientras en [33] se
desarrolla este problema para controladores, el planteo que aqu proponemos
es nuevo, y equivale a lo que en sistemas lineales sera el dual del anterior:
la atenuacion de perturbaciones para observadores no lineales. Ademas, ex-
tenderemos el analisis al caso multivariable (perturbacion no escalar), que
no ha sido tratado en [33].
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4.1 Desacoplamiento de perturbaciones en siste-
mas lineales
Una descripcion tpica de las incertidumbres del sistema se basa, tal como se
vio en el captulo anterior, en el concepto de entradas desconocidas actuando
sobre un modelo lineal nominal:
_x(t) = Ax(t) + B u(t) + E d(t) + R
1
f(t)
y(t) = C x(t) + Du(t) + R
2
f(t) (4.1)
donde el termino de perturbacionE d(t) representa incertidumbres que actuan
sobre el sistema, d(t) 2 R
q
es el vector de perturbaciones o entradas des-
conocidas, y la matriz de distribucion E 2 R
nq
se asume conocida. En
la DEF robusta, esta descripcion de la incertidumbre del sistema se conoce
como incertidumbre estructurada.
En la ecuacion (4.1) puede verse que los terminos Ed(t) y R
1
f(t) actuan
en el sistema de la misma forma, por lo cual no es posible discriminar sus
efectos si no se conoce la estructura de E. En general se asume en la practica
que esta es conocida, y entonces el residuo puede construirse de modo que
posea la propiedad de desacoplamiento robusto de perturbaciones. Luego,
este residuo robusto puede usarse para detectar fallas en forma conable.
En la Seccion 3.2 hemos estudiado la teora y dise~no de los Observadores
de entrada desconocida (OED) cuyo objetivo es, precisamente, la generacion
de residuos robustos para modelos lineales. Vimos all, ademas, algunas con-
diciones necesarias y sucientes para su existencia teniendo en cuenta que
el error de estimacion de estados no debe verse afectado por las perturba-
ciones. En sntesis, dicho analisis presenta un panorama del problema de
desacoplamiento de perturbaciones en sistemas lineales en el dominio del
tiempo. Desarrollaremos entonces otro aspecto, que consiste en el estudio
del desacoplamiento de perturbaciones en el dominio de la frecuencia.
4.1.1 Desacoplamiento de perturbaciones en el dominio de
la frecuencia
Como vimos en la Seccion 3.1.4, los observadores lineales para la DEF pue-
den dise~narse como observadores de la salida del sistema. Una forma di-
recta de construir un observador de la salida consiste en utilizar la relacion
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entrada-salida descripta por una funcion de transferencia en el dominio de
la frecuencia, tal como se propone en [23].
Consideremos un proceso lineal cuya salida puede describirse
y(s) = G
u
(s)u(s) + y(s) + G
f
f(s) (4.2)
donde G
u
; G
f
son matrices de transferencia conocidas del vector de entrada
u 2 R
p
y del vector de fallas f 2 R
q
al vector de salida y 2 R
m
. y(s) es
un vector que representa perturbaciones desconocidas e incertidumbre en el
modelado.
El generador de residuos puede realizarse por la tecnica de factorizacion,
que es aplicable tanto a procesos estables como inestables [20].
r(s) = Q(s) [
^
M
u
(s)y(s)  
^
N
u
(s)u(s)] (4.3)
donde
^
M
u
(s) y
^
N
u
(s) son los factores coprimos a izquierda de G
u
(s) y satis-
facen
^
M
 1
u
(s)
^
N
u
(s) = G
u
(s) (vease la Figura 4.1). Por su parte, Q 2 RH
1
1
es una matriz de parametros libres a seleccionar. Su signicado fsico es el
de un posltro que provee grados adicionales de libertad en el dise~no con el
objeto de, por ejemplo, aislar fallas o generar residuos robustos.
Cabe destacar que un trabajo reciente [30] extiende esta tecnica al di-
se~no de sistemas no lineales de control, deniendo para ellos la factorizacion
dinamica a derecha con el objeto de analizar la observabilidad y estudiar el
problema de dise~no de un observador para SNL.
Para analizar la robustez del residuo, debemos estudiar la inuencia que
sobre el ejercen las fallas e incertidumbres modeladas con y. Sustituyamos
con este n la ecuacion (4.2) en (4.3), para obtener
r(s) = Q(s)
^
M
u
(s)[G
f
(s)f(s) + y(s)] (4.4)
La incertidumbre del modelo y puede ser estructurada o no estructu-
rada, pero a los efectos de la deteccion de fallas solo se necesita considerar
la siguiente forma general
y(s) = G
d
(s)d(s) ;
1
RH
1
es un subespacio de L
1
(jR; C
nm
) de funciones racionales de transferencia o
matrices de transferencia, analticas y acotadas en Re(s) > 0.
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PROCESO
^
N
u
(s)
^
M
u
(s)
- -
- -  
?
Q(s)
-
u
y
r
+
-
Figura 4.1: Generacion de residuos mediante factorizacion
con un vector d desconocido pero acotado, de modo que k d k
2
< Æ
d
.
Si el rango de G
d
(s) = m y no se dispone de informacion en el dominio
de la frecuencia, por ejemplo G
d
(s) = I, la expresion G
d
(s)d(s) representa
incertidumbre no estructurada y de otro modo, incertidumbre estructurada.
Entonces, de la ecuacion (4.4) se sigue que
r(s) = Q(s)
^
M
u
(s)[G
f
(s)f(s) + G
d
(s)d(s)] (4.5)
Esta ultima es la forma usual en que se expresa el generador de residuos
para determinar la matriz de parametrizacion Q(s) que cumpla con las es-
pecicaciones deseadas.
4.1.1.1 Desacoplamiento total
Para el aislamiento perfecto de las fallas y la invariancia total frente a entra-
das desconocidas d(s) se requiere desacoplamiento total no solo entre fallas,
sino tambien entre fallas y perturbaciones.
Esto ultimo solo puede lograrse si la incertidumbre es estructurada, en
cuyo caso y de acuerdo con la ecuacion (4.5) la matriz Q(s) debe vericar
las siguientes condiciones
Q(s)
^
M
u
(s)G
f
(s) = diag (t
1
(s); ::: t
q
(s)) 2 RH
1
Q(s)
^
M
u
(s)G
d
(s) = 0 (4.6)
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con t
i
arbitrarios.
Con respecto al ltro Q(s), desde el punto de vista fsico este permite
utilizar las diferentes frecuencias caractersticas de los efectos de las fallas
y entradas desconocidas como un criterio adicional para su discriminacion.
Ademas, en forma practica el residuo generalizado de forma (4.3) puede ver-
se como una extension de las tecnicas de los espacios de paridad y de los
observadores robustos en el dominio del tiempo. Si bien se ha demostrado
que existen casos practicos en donde puede lograrse el desacoplamiento total
de las perturbaciones, en muchas situaciones esto no es posible aun cuando
las incertidumbres sean estructuradas, debido a las condiciones restrictivas
(4.6). Entonces solo pueden alcanzarse aproximaciones del desacoplamiento
perfecto.
4.1.1.2 Desacoplamiento aproximado
Si las incertidumbres no son estructuradas o no pueden vericarse las condi-
ciones (4.6), deben establecerse umbrales  > 0, y el problema de deteccion
y aislamiento debe reformularse como sigue:
 k r(s) k<  si f(s) = 0
k r(s) k  sif(s) 6= 0
 k r
i
(s) k< 
i
si f
i
(s) = 0
k r
i
(s) k 
i
sif
i
(s) 6= 0
Ahora, el objetivo de dise~no consiste en hallar una matriz de parametri-
zacion Q(s) de modo de minimizar los umbrales frente a entradas descono-
cidas d(s).
La generacion de residuos robustos en el dominio de la frecuencia tiene
algunas caractersticas atractivas. En primer lugar, ofrece metodos potentes
para resolver el problema de la robustez utilizando la teora de H
1
. Por
otra parte, permite tomar las especicaciones de frecuencia como criterios
adicionales para una mejor discriminacion entre fallas.
Para delinear el planteo basico de esta metodologa de dise~no, suponga-
mos que se desea maximizar el siguiente ndice de performance
J =
k @r=@f k
k @r=@d k
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donde k : k indica alguna norma de la sensibilidad con respecto a f y a d
respectivamente. El objetivo de dise~no es encontrar un generador de residuos
tal que J sea maximo, lo que tiene sentido ya que se maximiza la sensibilidad
a las fallas, mientras simultaneamente se minimiza la sensibilidad frente a
perturbaciones. Utilizando (4.4), J puede expresarse
J =
k Q(s)
^
M
u
(s)G
f
(s) k
k Q(s)
^
M
u
(s)G
d
(s) k
(4.7)
Si tomamos la norma L
2
y reducimos la matriz Q(s) a un vector q(s), el
problema de optimizacion se transforma en
J =
k q(s)G
2
(s) k
2
k q(s)G
1
(s) k
2
q(s)
 ! max (4.8)
donde G
1
=
^
M
u
(s)G
d
(s) y G
2
=
^
M
u
(s)G
f
(s). La maximizacion resulta en
V (j!)

G
2
(j!)G
T
1
( j!)   (!)G
1
(j!)G
T
2
( j!)

= 0
o sea, un problema de autovalores y autovectores. La solucion de este pro-
blema en el dominio de la frecuencia es
q
opt
(s) = q
f
(s)V (s); J
opt
= sup
!
((j!))
Aqu, el autovector V (s) es el selector para el generador de residuos
optimo y el maximo autovalor (!
0
) es el valor del ndice de performance
en la frecuencia optima !
0
en la cual se maximiza J . Por lo tanto, el ltro
selecciona solo aquella parte del espectro de frecuencia del residuo r que pro-
porciona el mejor compromiso entre insensibilidad frente a perturbaciones y
sensibilidad frente a las fallas.
Una tecnica alternativa considera el siguiente problema de optimizacion
J =
k Q(s)G
2
(s) k
1
k Q(s)G
1
(s) k
1
Q(s)
 ! max (4.9)
que ha sido resuelto utilizando la teora H
1
por Ding [19].
La solucion del problema (4.9) tiene tambien un importante signicado
fsico. De hecho, la norma H
1
dene una medida de la diferencia entre
las matrices de transferencia G
f
(s) y G
d
(s). Para alcanzar la maxima dife-
rencia, que se produce a una frecuencia !
0
, se utiliza un pasabanda Q
0
(s).
Como resultado, esta estrategia permite utilizar toda la informacion dispo-
nible en frecuencia para aumentar la capacidad del generador de residuos en
cuanto a su robustez y distinguibilidad entre fallas.
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4.2 Desacoplamiento de perturbaciones en siste-
mas no lineales
4.2.1 Desacoplamiento total
Sea un sistema no lineal de una entrada y una salida, de la forma:
_x = F (x) + G(x)u + E(x)d
y = h(x) (4.10)
donde d representa las perturbaciones o entradas desconocidas.
Consideremos el problema consistente en lograr que la salida y sea com-
pletamente independiente de las perturbaciones d. Este es equivalente, en
DEF, al problema de obtener un residuo totalmente desacoplado de las per-
turbaciones. Por simplicidad, trabajaremos en esta seccion con un modelo
sin fallas.
Tal como se presenta en [33], debemos examinar bajo que condiciones
existe una ley de realimentacion u, siendo:
u = (x) + (x)v
tal que en el sistema a lazo cerrado la salida y se encuentre completamente
desacoplada de la perturbacion d.
Supongamos que el sistema tiene grado relativo r en x
0
, y que el campo
vectorial E(x) es tal que
L
E
L
i
F
h(x) = 0 0  i  r   1 (4.11)
8x en un entorno de x
0
.
En la ecuacion anterior, L
F
h(x) indica la derivada de Lie de la funcion
h(x) en la direccion del campo vectorial F (x).
Nota 4.2.1 Derivadas de Lie [16]
Dadas las funciones h : R
n
! R y f : R
n
! R
n
, llamaremos Derivada de Lie
de h(x) en la direccion del campo vectorial f(x) a la funcion L
f
h : R
n
! R
L
f
h(x) =
@h(x)
@x
: f(x)
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Como suponemos que todas las funciones intervinientes son innitamente
diferenciables, es posible aplicar repetidamente la operacion anterior, para
escribir en consecuencia
L
g
L
f
h(x) =
@L
f
h(x)
@x
: g(x)
L
k
f
h(x) =
@L
k 1
f
h(x)
@x
: f(x)
El cumplimiento de (4.11) garantiza que las entradas desconocidas o in-
certidumbres en el modelado que puedan aparecer en el sistema no se veran
reejadas en la salida. Si ademas se verican las condiciones para la exis-
tencia de una forma normal denida globalmente [33], el desacoplamiento
de perturbaciones puede ser global.
4.2.2 Atenuacion de perturbaciones
El cumplimiento de una condicion de la forma (4.11) impone restricciones se-
veras al sistema, por lo cual solo se vericara en casos especiales. Trataremos
entonces aqu el problema menos exigente de hallar una ley de realimenta-
cion que minimice la inuencia de las perturbaciones en la salida. Dicha ley
debera garantizar tambien la estabilidad asintotica (global) del sistema a
lazo cerrado correspondiente.
Para alcanzar nuestro objetivo de optimizacion es necesario establecer
un criterio preciso para medir la inuencia de una entrada dada (en este
caso, la perturbacion) en la salida del sistema. En los sistemas no lineales
se utiliza con frecuencia el concepto de ganancia L
2
, que deniremos a con-
tinuacion.
Consideremos ahora un sistema de una entrada y una salida, descripto
por las siguientes ecuaciones
_x = F (x) + G(x)u
y = h(x) (4.12)
donde F y G son campos vectoriales suaves y h(x) es una funcion suave
denida en R
n
. Supongamos que F (0) = 0 y h(0) = 0. Sea L
2
el conjunto
de todas las funciones constantes a tramos u : [0 ; 1] ! R que satisfacen
Z
1
0
u
2
(s) ds < 1
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y x(t; x
0
; u(:)) el valor alcanzado por el estado x a tiempo t > 0 bajo el
efecto de la entrada u(:) 2 L
2
, comenzando del estado inicial x
0
a t = 0.
Denicion 4.2.1 El sistema (4.12) tiene ganancia L
2
menor o igual que 
si 8u 2 L
2
la respuesta x(t; 0; u(:)) desde el estado inicial x(0) = 0 existe
8t  0 y verica
Z
t
0
k h(x(s; 0; u(:))) k
2
ds  
2
Z
t
0
k u(s) k
2
ds 8t > 0 (4.13)
Enunciaremos a continuacion la proposicion demostrada en [33], que
presenta una condicion suciente para que un sistema de la forma (4.12)
tenga ganancia L
2
menor o igual que .
Proposicion 4.2.1 Sea un sistema de la forma (4.12). Supongamos que
existe una funcion suave V (x) positiva denida y propia que satisface
L
F
V (x) +
1
4
2
[L
G
V (x)]
2
+ [h(x)]
2
< 0 8x 6= 0 (4.14)
Entonces, el sistema (4.12) tiene un equilibrio global y asintoticamente es-
table en x = 0 y tiene ganancia L
2
 .
Demostracion: Observemos que (4.14) es equivalente a
@V
@x
(F (x) + G(x)u) + [h(x)]
2
  
2
u
2
< 0 8x 6= 0 ; 8u 2 R (4.15)
De hecho, para cada x jo el miembro izquierdo de la desigualdad ante-
rior es un polinomio de segundo grado que tiene un maximo en
u(x) = u

(x) =
1
2
2
L
G
V (x)
Entonces (4.15) se verica 8u si y solo si el valor de su miembro izquierdo
en u = u

es negativo, lo cual es precisamente la condicion (4.14).
Elijamos una entrada u
0
(:) 2 L
2
, sea x
0
(:) la respuesta correspondiente
del sistema (4.12) con estado inicial x(0) = 0 y supongamos que existe x
0
(t)
80  t < T . Como (4.15) implica
dV (x
0
(t))
dt
 
2
[u
0
(t)]
2
  [h(x
0
(t))]
2
(4.16)
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Integrando con respecto a t en el intervalo [0; t) con t < T ,
V (x(t))  
2
Z
t
0
[u
0
(s)]
2
ds  
Z
t
0
[h(x
0
(s))]
2
ds
porque V (0) = 0.
Como V (x(t)) es positiva denida y propia, de (4.16) se sigue

2
Z
t
0
[u
0
(s)]
2
ds 
Z
t
0
[h(x
0
(s))]
2
ds + V (x(t)) 
Z
t
0
[h(x
0
(s))]
2
ds;
tal como se peda.
Por ultimo, observemos que L
F
V (x) < 0 8x 6= 0 entonces V (x) es una
funcion de Lyapunov para el sistema autonomo _x = F (x), que por lo tanto
tiene un equilibrio global asintoticamente estable en x = 0.
 q.e.d.
La existencia de una funcion V (x) propia y denida positiva que satisfaga
la ecuacion (4.14), llamada Desigualdad de Hamilton-Jacobi, es una forma
de determinar si un sistema dado es global y asintoticamente estable y tiene
ganancia L
2
 . Tomando la existencia de dicha funcion como un criterio
para establecer una estimacion de la inuencia de la entrada en la salida de
un sistema, es posible formular el problema de alcanzar un nivel determinado
de atenuacion de perturbaciones (en un sistema de la forma (4.12)), como el
problema de hallar una realimentacion u = (x) tal que el correspondiente
sistema de lazo cerrado
_x = F (x) + G(x)(x) + E(x)d
y = h(x)
verique para una funcion V (x) propia, denida positiva, una desigualdad
de la forma (4.14), es decir
L
f
V (x) +
1
4
2
[L
E
V (x)]
2
+ [h(x)]
2
< 0 8x 6= 0 (4.17)
donde f(x) = F (x) + G(x)(x).
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4.2.2.1 Atenuacion de perturbaciones para observadores no li-
neales
Como ya se dijo, la robustez frente a perturbaciones es una caracterstica
deseable para aquellos observadores no lineales que se utilicen como detec-
tores de fallas, ya que permite una deteccion mas conable. Dado que las
condiciones para lograr el desacoplamiento total son restrictivas, es intere-
sante analizar la atenuacion de la inuencia de las perturbaciones en el error
de observacion.
Analizaremos entonces el problema \dual" del desarrollado en [33] para
controladores, para lo cual utilizamos el modelo de error del sistema planta-
observador, que puede representarse por las ecuaciones
_e =  (e; x; x^; u) + E(x)d
r = H(e) (4.18)
siendo e = x   x^, d las perturbaciones y E(x) la matriz de distribucion de
las mismas. Notese que la salida es el residuo, es decir el error de obser-
vacion, y en consecuencia nuestro objetivo es atenuar la ganancia entre r y d.
En primer lugar y para establecer un criterio preciso que permita medir
la inuencia de las perturbaciones en el error de observacion, diremos que
el sistema descripto segun (4.18) tiene ganancia L
2
menor o igual que  si
para toda d () 2 L
2
la respuesta e(s; 0; d()) existe y satisface 8t > 0
Z
t
0
k H(e(s; 0; d ())) k
2
ds  
2
Z
t
0
k d(s) k
2
ds
Una condicion suciente para que se cumpla lo anterior esta dada por la
existencia de una funcion V (e), propia y denida positiva, que satisfaga una
desigualdad de Hamilton-Jacobi. Estudiaremos el caso en que d no es esca-
lar, para lo cual se debe analizar como cumplir la condicion (4.17), que se
requiere para tener estabilidad global y asintoticamente estable en el origen
y ganancia L
2
menor o igual que . Nuestro objetivo es, entonces, extender
los resultados obtenidos en [33] a un campo multivariable.
La aplicacion del teorema de Artstein-Sontag (Ver Apendice C), basa-
do en el concepto de funcion de control de Lyapunov [33], considerando que
debe ser adaptado al problema de atenuacion de perturbaciones con estabili-
dad y referido al modelo de error, permite enunciar la siguiente Proposicion.
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Proposicion 4.2.2 Sea un sistema de la forma (4.18). Supongamos que
existe una funcion suave V (e) positiva denida y propia que satisface
L
 
V (e) +
1
4
2
[L
E
V (e)]
2
+ [H(e)]
2
< 0 8e 6= 0 (4.19)
donde
L
 
V (e) =
@V (e)
@e
 (e; x; x^; u) (4.20)
L
E
V (e) =
@V (e)
@e
E(x) (4.21)
[H(e)]
2
= e
T
e = k e k
2
(4.22)
Entonces, el sistema (4.18) tiene un equilibio global y asintoticamente
estable en e = 0 y tiene ganancia L
2
 .
Demostracion: Tal como en la Proposicion 4.2.1, la condicion (4.19) es equi-
valente a
@V
@e
[ (e; x; x^; u) + E(x) d] + k e k
2
 
2
k d k
2
< 0 8d (4.23)
Teniendo en cuenta que d no es escalar, el miembro izquierdo de la
desigualdad anterior puede escribirse como una funcion de d de la forma
f(d) = C + B
T
d   d
T
Ad < 0 (4.24)
donde
A = 
2
I B
T
=
@V
@e
E(x) = L
E
V (e)
C =k e k
2
+L
 
V (e)
Estudiaremos bajo que condiciones se verica esta desigualdad en forma glo-
bal con respecto a las perturbaciones.
La condicion (4.24) es equivalente a
 C   B
T
d + d
T
Ad > 0 (4.25)
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y deniendo

f(d) =  C   B
T
d + d
T
Ad
el cumplimiento de (4.25) 8d equivale a requerir que el mnimo de

f sea
positivo. Dicho mnimo se realiza para d

=
A
 1
B
2
y reemplazando este
valor en (4.25) se tiene

f(d

) =
 B
T
A
 1
B
4
  C > 0
Entonces, el maximo de (4.24) es negativo dado por
f(d

) =  

f(d

) =
B
T
A
 1
B
4
+ C (4.26)
con lo cual se verica (4.23) 8d. Reemplazando las expresiones de A,B, y C
en (4.26) puede verse que esta es, precisamente, la condicion (4.19).
 q.e.d.
Nota 4.2.2 Analoga para el caso lineal.
Si el sistema fuera
_x = Ax + Bu
y = Cx
Una forma cuadratica, denida positiva V (x) = x
T
Px satisface la desigual-
dad (4.16) si y solo si existe P simetrica, denida positiva de modo que:
PA + A
T
P + C
T
C +
1

2
PBB
T
P < 0
Esta es una condicion necesaria y suciente conocida, para que un sistema
sea asintoticamente estable y tenga ganancia L
2
estrictamente menor que 
(Bounded Real Lemma).
Captulo 5
Sistemas de tratamiento de
euentes
En este captulo presentaremos las caractersticas generales de los procesos
de tratamiento biologico de aguas residuales, y realizaremos un breve resu-
men de los principales metodos de pretratamiento y tratamiento primario.
Luego analizaremos el tratamiento secundario, haciendo enfasis en el siste-
ma de lodos activados. Estudiaremos este ultimo con mayor detalle, con
el objetivo de presentar los balances de materia y ecuaciones cineticas que
permitiran desarrollar el modelo matematico de la planta que se muestra en
la Seccion 5.4. Por ultimo, describiremos algunas fallas tpicas que suelen
presentarse en el proceso, a n de completar un modelo de fallas que permita
posteriormente instrumentar un sistema de deteccion y aislamiento de las
mismas.
5.1 Los tratamientos biologicos. Generalidades.
El tratamiento biologico de residuos lquidos se aplica a la remocion de
compuestos biodegradables y se utiliza con frecuencia en todo el mundo
para estabilizar desagues domesticos, como asimismo residuos organicos de
varios tipos de industrias [49], [44].
La biodegradacion o descomposicion organica no es mas que el resultado
de los procesos de digestion, asimilacion y metabolizacion del compuesto
organico por microorganismos tales como bacterias, hongos, protozoos y
otros. Para que tal utilizacion del compuesto qumico como alimento sea
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posible, es necesario que se cumplan dos condiciones basicas:
 que sus moleculas posean elevado contenido de energa potencial dis-
ponible, como es el caso de todas las moleculas formadas por extensas
cadenas carbonicas, denominadas organicas.
 que el microorganismo disponga de enzimas capaces de catalizar la
reaccion qumica que lleva al rompimiento de las cadenas organicas y
a la liberacion de su energa potencial.
Esta liberacion de energa potencial se logra merced a la oxidacion biologica
o a la respiracion, por lo cual esta ultima constituye una de las etapas fun-
damentales en cualquier proceso de biodegradacion.
La respiracion aerobica, que sera de nuestro interes en el proceso de lodos
activados, resulta necesariamente en una demanda de oxgeno del ambiente.
Si el numero de organismos es muy grande en relacion con el espacio y si
la renovacion del oxgeno en este espacio es dicultosa, la continuacion del
proceso aerobico puede verse limitada. En el caso del agua es necesario te-
ner en cuenta, ademas, la baja solubilidad del gas y la reducida velocidad
de su difusion en dicho ambiente. Por este motivo, cuando la poblacion
de microorganismos aerobicos es muy concentrada disminuye en alto grado
la concentracion de oxgeno, llegando a agotarse completamente cuando el
medio se vuelve anaerobico.
Sin embargo, la poblacion de microorganismos en un ambiente dado es
proporcional a la cantidad de alimento organico, biodegradable, en el mismo.
Por ello, se puede decir que si se introduce una cierta cantidad de materia
biodegradable en el agua, la demanda bioqumica de oxgeno (DBO) es pro-
porcional. Este constituye uno de los parametros mas importantes para
medir el posible consumo de oxgeno provocado por una carga organica, o
sea por determinada cantidad de desecho biodegradable. Al mismo tiempo,
permite evaluar el efecto generico que esta carga de polucion pudiera pro-
vocar sobre los ecosistemas acuaticos.
En cuanto al tratamiento biologico, esencialmente se trata de un proceso
de descomposicion acelerada, que consiste en ofrecer a los microorganismos
responsables de la descomposicion todos los elementos y las condiciones que
normalmente constituyan factores limitantes del proceso. La descomposi-
cion puede tener lugar en un medio aerobico o anaerobico. Esta ultima
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modalidad suele reservarse para el tratamiento de lodos o de residuos se-
milquidos, en los cuales es difcil garantizar el acceso de oxgeno al interior
de la masa pastosa de materia organica.
Para el tratamiento se requieren desde simples lagunas o zanjas excava-
das en el suelo, hasta los mas complejos biorreactores o quimiostatos, con
diferentes niveles de mecanizacion y automatizacion.
Todos los metodos de tratamiento implican la alimentacion de biomasa
con los compuestos organicos existentes en el desecho, los cuales se compor-
tan como sustrato de la actividad microbiana. Parte de este sustrato con-
sumido es metabolizado y transformado en energa y productos minerales
mediante la respiracion; otra parte es acumulada como incremento de bioma-
sa. En los procesos aerobicos, como ya se dijo, el principal factor limitante es
el oxgeno, el cual debe ser suministrado para activar y acelerar el mecanis-
mo de estabilizacion. Las variadas modalidades tecnologicas de tratamiento
aerobico dieren esencialmente en cuanto a la forma de proporcionar este
oxgeno. Se destacan las siguientes alternativas: por simple contacto con el
aire atmosferico (lechos de contacto); por turbulencia o introduccion de aire
comprimido u oxgeno puro (lodos activados); por fotosntesis de algas (la-
gunas de estabilizacion). En algunos casos, otros elementos pueden volverse
limitantes cuando el oxgeno es suministrado en cantidades sucientes; los
principales son el nitrogeno y el fosforo.
En el proceso de descomposicion la biomasa activa esta constituida prin-
cipalmente por microorganismos saprotos (bacterias y hongos), ademas de
depredadores de estos microorgamismos. Esta biomasa puede permanecer
dispersa en el medio lquido, como ocurre en las lagunas de estabilizacion,
quedar ja a un soporte fsico, como en los lechos de contacto o lechos bac-
terianos, sobre los cuales se escurre una delgada pelcula de agua residual,
o formar masas granuladas o oculos en suspension, como en el sistema de
lodos activos.
En cualquiera de estos procesos, la materia organica poluente presente
en el euente es removida en parte por oxidacion biologica (o respiracion
de los microorganismos) , transformandose en dioxido de carbono, agua y
energa, y en parte por transformacion en biomasa, la cual es continuamente
eliminada junto con el euente (en las lagunas de estabilizacion) o es sedi-
mentada constituyendo un lodo que se extrae mecanicamente (en el proceso
de lodos activados y algunos tipos de lechos de contacto).
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La secuencia basica observada en una planta de tratamiento convencional
de lodos activados es la siguiente: el euente, despues de introducido en la
planta, pasa primero por un sistema de cribas o rejillas, con el n de remover
objetos de mayores dimensiones (papeles, hojas, etc.); luego, es conducido a
una sedimentadora de arena. La etapa siguiente es la decantacion primaria
en grandes estanques, donde se deposita el lodo primario, constituido por
materias organicas insolubles (solidos sedimentados) asociados a arcillas y
otros materiales nos. Este lodo es llevado a los digestores, donde es some-
tido a tratamiento anaerobico, completandose as la etapa primaria.
El tratamiento secundario es entonces aplicado a un lquido constituido
por agua con materias en solucion, organicas e inorganicas, ademas de nas
partculas en suspension (no sedimentables). La materia organica presente
en esta forma (soluble y en suspension permanente) representa alrededor
del 60% de la carga de DBO del desague. Este lquido es sometido a algun
proceso aerobico; de entre todos los posibles describiremos aqu el de lodos
activados, que es el mas complejo pero tambien el mas utilizado en las plan-
tas actuales.
En las plantas mas recientes, suele observarse una etapa terciaria, don-
de se produce una reduccion de la carga microbiana, en especial de los
patogenos, por medio de una desinfeccion o ltracion por membranas.
5.2 Principales metodos de pretratamiento y tra-
tamiento primario de aguas residuales
Los pretratamientos de euentes consisten en la reduccion de solidos en sus-
pension o el acondicionamiento de las aguas residuales para su descarga en
los receptores o bien para pasar a un tratamiento secundario a traves de una
neutralizacion u homogeneizacion. Los tipos fundamentales de tratamientos
primarios que trataremos aqu son: cribado, sedimentacion, otacion, neu-
tralizacion y homogeneizacion [49].
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5.2.1 Cribado
El cribado, tambien llamado desbrozo, se emplea para la reduccion de solidos
en suspension de distintos tama~nos. La distancia o aberturas de las rejillas
dependen de su funcion, y su limpieza se realiza en forma manual o mecanica.
Los productos recogidos se destruyen por incineracion, se tratan por pro-
cesos de digestion anaerobia o se dirigen directamente a un vertedero. Las
materias solidas recogidas suelen clasicarse en nos y gruesos.
Mediante las rejillas de nos pueden eliminarse entre un 5 y un 25% de
solidos en suspension, en tanto que un 40 a un 60% se extraen por sedi-
mentacion. Por este motivo, y tambien porque el atascamiento suele ser un
problema, el uso de tamices nos o con abertura peque~na no es muy comun.
Las rejillas o cribas de gruesos se utilizan como elementos de proteccion
para evitar que solidos de grandes dimensiones da~nen las bombas y otros
equipos mecanicos. A veces se reemplazan las rejillas de gruesos por tritu-
radoras, que rompen o desgarran los solidos en suspension para luego ser
eliminados por sedimentacion.
5.2.2 Sedimentacion
La sedimentacion, cuyo principio se basa en la diferencia de peso especco
entre las partculas solidas y el lquido en que se encuentran, es utilizada en
este caso para separar solidos en suspension de las aguas residuales.
Este proceso puede producirse en una o varias etapas o en varios de los
puntos del proceso de tratamiento. En una planta tpica de lodos activos,
la sedimentacion se utiliza en tres de las fases del tratamiento:
 en los desarenadores, en los cuales la materia inorganica (a veces, are-
na) se elimina del agua residual.
 en los claricadores o sedimentadores primarios, que preceden al reac-
tor biologico y en los cuales los solidos (organicos y otros) se separan.
 en los claricadores o sedimentadores secundarios, que siguen al reac-
tor biologico, en los cuales los lodos se separan del euente tratado.
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5.2.3 Flotacion
La otacion es un proceso para separar solidos de baja densidad o partculas
lquidas de una fase lquida. La separacion se lleva a cabo introduciendo un
gas (normalmente aire) en la fase lquida, en forma de burbujas. La fase
lquida se somete a un proceso de presurizacion, en presencia de suciente
aire para conseguir la saturacion en aire del agua. Luego, este lquido satu-
rado de aire se despresuriza hasta la presion atmosferica. En esta situacion
y debido a la despresurizacion, se forman peque~nas burbujas de aire que se
desprenden de la solucion. Los solidos en suspension o las partculas lquidas
(como por ejemplo, aceites o petroleo) otan, debido a que estas peque~nas
burbujas, asociandose a los mismos, les obligan a elevarse hacia la supercie.
Los solidos en suspension concentrados pueden separarse de la supercie por
sistemas mecanicos. El lquido claricado puede separarse cerca del fondo,
y parte del mismo puede reciclarse.
En el campo de los tratamientos de aguas residuales, la otacion se usa
para los siguientes objetivos:
1. separacion de grasas, aceites, bras, y otros solidos de baja densidad,
de las aguas residuales;
2. espesado de los lodos procedentes de los procesos de lodos activos;
3. espesamiento de los lodos oculados qumicamente resultantes de los
tratamientos de coagulacion qumica.
Una superior calidad de los euentes (euentes con menores porcentajes de
solidos en suspension) y una economa de energa pueden conseguirse con
sistemas de otacion con reciclaje.
5.2.4 Neutralizacion y homogeneizacion
El tratamiento de neutralizacion se utliliza normalmente en los siguientes
casos que se presentan en la depuracion de aguas residuales:
1. Antes de la descarga de aguas residuales en un medio receptor. La
justicacion para la neutralizacion es que la vida acuatica es muy sen-
sible a variaciones de pH fuera de un intervalo cercano a pH = 7.
CAP

ITULO 5. SISTEMAS DE TRATAMIENTO DE EFLUENTES 78
2. Antes de la descarga de aguas residuales industriales al alcantarillado
municipal. La especicacion de pH de las descargas industriales en las
alcantarillas se hace de forma frecuente.
3. Antes del tratamiento qumico o biologico. Para los tratamientos
biologicos, el pH del sistema se mantiene en un intervalo compren-
dido entre 6; 5 y 8; 5 para asegurar una actividad biologica optima. El
proceso biologico en s mismo puede conseguir una neutralizacion, y
en cualquier caso tiene una capacidad reguladora como resultado de
la produccion de dioxido de carbono, que da lugar a la formacion de
carbonatos y bicarbonatos en la solucion. El grado de preneutraliza-
cion requerido para el tratamiento biologico depende de dos factores:
la alcalinidad o acidez presente en el agua residual, y losmg=l de DBO
que deben eliminarse en el tratamiento biologico.
En cuanto a los metodos para neutralizacion de aguas residuales, se
utilizan los siguientes:
 homogeneizacion: Consiste en mezclar las corrientes disponibles en
la planta, algunas de las cuales son acidas y otras alcalinas. Suele
utilizarse, ademas, como metodo para conseguir que la corriente de
alimentacion a la planta tenga un caudal y una DBO relativamente
constantes, con lo cual se disminuye la inuencia de las uctuaciones
de dichos parametros, que representan perturbaciones en el proceso.
 metodos de control directo de pH: Consisten en la adicion de
acidos (o bases) para neutralizar las corrientes alcalinas o acidas. Los
mas utilizados son: lechos de caliza, neutralizacion con cal, neutra-
lizacion con sosa caustica, neutralizacion con carbonato de sodio y
neutralizacion con amonaco. Esta ultima es contaminante, y por lo
tanto su uso es limitado.
5.3 Tratamiento secundario: el proceso de lodos
activos
El proceso se inicia en un tanque de aireacion o biorreactor, donde el euente
industrial lquido es sometido a una intensa oxigenacion, ya sea por medio
de tubos cribados que distribuyen aire comprimido en el fondo del estanque
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Figura 5.1: Diagrama de la planta de tratamiento de aguas residuales.
o mediante rotores superciales (helices o rotores de eje vertical o cepillos
cilndricos de eje horizontal). Despues de un perodo variable de aireacion,
el euente de este tanque pasa a un decantador o claricador, donde tiene
lugar la sedimentacion del lodo formado durante la aireacion, constituido
esencialmente por biomasa de bacterias y otros microorganismos. Parte de
la biomasa sedimentada es reciclada y vuelve al biorreactor, donde servira de
\semilla"para acelerar la formacion de nueva biomasa activa. En el clarica-
dor se remueve el lodo por sedimentacion (corriente de purga), en tanto que
el sobrenadante constituye el euente tratado o estabilizado (Ver Figura 5.1).
Los principales procesos biologicos, bioqumicos y sicoqumicos que in-
tervienen en el proceso de tratamiento tienen lugar, pues, en el tanque de
aireacion. Este no es mas que un reactor aerobico comparable a un qui-
miostato, donde el sustrato esta constituido por la materia organica del agua
residual, de naturaleza compleja, y la accion enzimatica es ejercida por una
poblacion mixta de microorganismos descomponedores y consumidores de
varios niveles. El proceso adquiere mayor complejidad en la medida en que
la competencia entre dichos microorganismos no esta determinada solamen-
te por la naturaleza fsica, soluble o no soluble del sustrato, sino tambien por
sus caractersticas qumicas. As, por ejemplo, el predominio de determina-
das bacterias suele ser el resultado de la competencia entre ellas en busca
de fuentes de nitrogeno o fosforo.
En el caso de un biorreactor \real" alimentado de manera continua con
una concentracion de sustrato teoricamente constante, el equilibrio en cuan-
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to a la composicion qumica y microbiologica que interviene en el proceso
de depuracion esta determinado por la optimizacion de una relacion costo-
benecio. Esta consiste en obtener en el menor tiempo posible un euente
de calidad compatible con la calidad que se desea mantener en la masa de
agua que lo recibe. En consecuencia, la composicion biologica caracterstica
de esta situacion de equilibrio puede servir como ndice de la eciencia o de-
sempe~no del sistema en terminos practicos. En general, se considera indicio
de buen desempe~no la presencia de oculos compactos de bacterias.
La prolongacion del proceso de estabilizacion, es decir de la aireacion
sin abastecimiento de nuevo substrato, conduce a una situacion llamada de
respiracion endogena, caracterizada por la autodigestion de los oculos. Si
bien este fenomeno no esta completamente denido desde el punto de vista
biologico, representa un conjunto de procesos que contribuyen a reducir la
biomasa.
En el analisis de la dinamica del tratamiento biologico de euentes de-
ben considerarse los aspectos energeticos, bioqumicos y sicoqumicos de la
oculacion.
 Aspectos energeticos
Las relaciones entre crecimiento de biomasa y disipacion de energa en
los procesos de oxidacion biologica se rigen por el segundo principio
de la termodinamica. En este caso, en el cual el sustrato esta cons-
tituido por un residuo complejo y la poblacion de descomponedores
y consumidores es mixta, no solamente los fenomenos de inhibicion y
competencia han de elevar el consumo de energa de conservacion, sino
tambien en cada eslabon de la cadena alimentaria, que se forma por la
presencia de depredadores, aumenta la entropa correspondiente. Por
esto deben evaluarse cuidadosamente los procentajes de conversion de
sustrato en biomasa. Al parecer, la cantidad de solidos biologicos ge-
nerada en estos sistemas incluye una porcion signicativa de materia
organica no metabolizada del residuo, que es adsorbida y precipitada
conjuntamente con los oculos bacterianos formados.
Por otra parte, una de las grandes dicultades para la evaluacion del
desempe~no del sistema la constituye la medicion de la biomasa ac-
tiva durante el proceso de tratamiento, la cual es evaluada en forma
muy aproximada en terminos de solidos suspendidos volatiles en la
CAP

ITULO 5. SISTEMAS DE TRATAMIENTO DE EFLUENTES 81
camara de aireacion. Esto presupone que todo substrato organico se
encuentra en forma soluble, lo que en general no sucede. Hay que
considerar nalmente una cantidad de residuos de celulas y microor-
ganismos muertos que, obviamente, no forman parte de la biomasa
activa.
 Aspectos bioqumicos
La materia organica se estabiliza mediante un proceso de tratamiento
biologico por la accion especca de enzimas producidas por los mi-
croorganismos participantes sobre el substrato complejo representado
por el conjunto de compuestos biodegradables que componen el euen-
te. No se trata, entonces, de una sencilla relacion enzima-sustrato su-
jeta a las leyes cineticas que rigen algunas reacciones conocidas en la
aplicacion industrial.
El rendimiento de un proceso enzimatico depende en general de la con-
centacion del sustrato y de las enzimas, de la presencia de sustancias
activadoras o inhibidoras y de otros factores, como el pH y la tempe-
ratura. Cuando hay exceso de sustrato, el rendimiento es funcion de la
concentracion de enzimas en el medio, en tanto que a una concentra-
cion ja de enzimas, el mismo depende de la concentracion de sustrato.
La velocidad de reaccion alcanza un maximo correspondiente a la sa-
turacion de la enzima por el sustrato (formula de Michaelis-Menten).
Sin embargo, para aplicar estas relaciones al proceso de lodos activados
deben tenerse en cuenta las restricciones que introduce la naturaleza
compleja del residuo organico en tratamiento, as como tambien la
presencia de poblaciones mixtas de microorganismos. Ademas, puede
detectarse la presencia de inhibidores enzimaticos, tales como metales
pesados, que aparecen en concentraciones variables y de manera per-
manente o esporadica.
Otro aspecto que merece atencion en la bioqumica del proceso de tra-
tamiento es la nitricacion, es decir la oxidacion biologica del nitrogeno
amoniacal, que a su vez proviene de la descomposicion de compuestos
nitrogenados mas complejos que existen en los desagues. El interes
por obtener un mayor o menor grado de nitricacion depende del in-
teres local y principalmente de las caractersticas del caudal receptor.
Como ya se ha se~nalado, el sistema de tratamiento tiene por objeto
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obtener un grado de depuracion que permita conseguir un euente de
calidad compatible a la que se desea mantener en la masa de agua
receptora. Ahora bien, el vertimiento de un euente de alta concen-
tracion de nitrogeno amoniacal constituye una fuente de demanda de
oxgeno para la transformacion del amonaco en nitritos y nitratos.
Siendo as, si el caudal receptor es sucientemente voluminoso como
para soportar esta demanda sin reduccion signicativa de su contenido
de oxgeno, la nitricacion podra tener lugar en el mismo ro o lago;
si por el contrario la relacion de dilucion es peque~na, la nitricacion
debera conseguirse durante el proceso de tratamiento. Finalmente, el
nitrogeno en su forma ntrica es mucho menos toxico para la fauna
acuatica que en la forma amoniacal.
 Aspectos sicoqumicos y sistematicos de la oculacion
La coagulacion, oculacion y sedimentacion de la biomasa en un siste-
ma de lodos activados constituyen los aspectos mas importantes en el
proceso de remocion de materias poluentes pues, como ya se ha dicho,
parte de la materia biodegradable del euente se convierte en bioma-
sa. El proceso de la biooculacion ha sido extensamente investigado,
considerando la naturaleza, el aspecto microscopico y la composicion
microbiologica de los oculos en relacion a su eciencia en la remocion
de DBO. Ademas, debe estudiarse la capacidad de sedimentacion de
los oculos, o sea su capacidad de precipitarse durante la decantacion
secundaria, originando el lodo biologico llamado lodo activado.
La coagulacion es de gran importancia para la sedimentacion de la ma-
sa biologica y la separacion del euente lquido. La aireacion del euen-
te lo oxida rapidamente debido a la intensa proliferacion de bacterias
aerobicas que consumen materia nutritiva y entran en fase endogena
por sobrepoblacion. En esta fase tiene lugar la coagulacion, que ha-
ce posible la precipitacion de las partculas restantes en suspension.
En tales condiciones, pueden darse varias situaciones: la aireacion
deciente mantendra un exceso de materias nutritivas y, por lo tanto,
exceso de valor energetico, lo que impedira la buena coagulacion; la ai-
reacion excesiva provoca intensa coagulacion, pero da origen a oculos
de baja capacidad puricadora en virtud de un muy reducido metabo-
lismo de las bacterias que lo forman.
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En general, los oculos estan compuestos por una gran variedad de
especies microbianas, predominando las bacterias, microorganismos
lamentosos (bacterias u hongos), amebas, ciliados. Esta composicion
vara con el grado de estabilidad bioqumica del sistema como aismis-
mo con la composicion qumica del residuo. As, cuando el euente
es sometido a aireacion prolongada, sin renovarse la carga, se observa
una sucesion de microorganismos.
La forma y estructura del oculo pueden variar mucho. Cuando pre-
dominan bacterias no lamentosas, el oculo es compacto, de bordes
lisos. Con frecuencia, se observan oculos compactos de bordes irregu-
lares muy recortados o dendrticos, que en virtud de su mayor super-
cie relativa suelen ser mas ecientes para la adsorcion de partculas
y la claricacion del lquido residual. Por ultimo, los oculos de es-
tructura lamentosa, en los cuales predominan bacterias u hongos en
forma de hilos enredados, son muy voluminosos y de baja densidad. Si
bien son los mas ecientes para la remocion de materias coloidales y
partculas en suspension, no sedimentan con facilidad, dando origen a
un lodo leve, intumescente, que ocupa gran volumen en el decantador
y es arrastrado junto con el euente. El predominio de microorganis-
mos lamentosos origina, entonces, el problema de intumescencia del
lodo, cuya causa se encuentra en varios factores aun no perfectamente
conocidos. Sin embargo, una peque~na porporcion de microorganismos
lamentosos en el biorreactor puede ser beneca para el tratamien-
to, ya que los lamentos pueden constituir una base estructural sobre
la cual se jan otras bacterias, originando la forma dendrtica de los
oculos compactos de mayor eciencia.
5.4 Modelo matematico de la planta
Las reacciones involucradas en la remocion biologica de nutrientes de un
euente pueden ser clasicadas en: remocion de carbono organico, nitrogeno
y fosforo. Estudiaremos a continuacion la primera de ellas, para cuyo analisis
se utilizaran balances de materia y relaciones cineticas que involucran a cua-
tro componentes: carbono soluble (sustrato), oxgeno, agua y biomasa (he-
terotroca).
Las hipotesis para construir el modelo son las siguientes [44]:
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 El biorreactor es un tanque de aireacion de volumen constante, perfec-
tamente mezclado. Esto ultimo implica una concentracion homogenea
en el tanque e igual a la de la corriente de salida.
 El claricador es un sedimentador perfecto, sin dinamica. En el no se
consumen microorganismos.
 No hay microorganismos en el euente.
 No hay oxgeno en el reciclo ni en la corriente de purga.
 El euente, el reciclo y la purga tienen la misma concentracion de
sustrato.
 Existe una relacion lineal entre el parametro de transferencia masica
del oxgeno y el caudal de aire [21].
La descripcion de las variables a utilizar se encuentra en la Tabla 5.1.
A continuacion, desarrollaremos los balances de materia utilizados en la
construccion del modelo.
5.4.1 Balance de masa para el oxgeno en el biorreactor
d
dt
(V S
O
) = q
F
S
OF
  (q
F
+ q
R
)S
O
  r
O
V + K
L
a (S
O;sat
  S
O
)
(5.1)
Las variables utilizadas, as como los restantes parametros, se denieron en
la Tabla 5.1.
5.4.1.1 La transferencia de oxgeno:
La transferencia de masa es el movimiento de un componente entre dos fases.
En los recipientes aireados de lodos activados, el ejemplo mas destacable es
el de la transferencia de oxgeno desde el aire hacia el agua, con el objeto
de ser utilizado por la biomasa. En principio, el oxgeno debe desplazarse
desde la masa de aire hacia la supercie del agua, disolverse en esta y luego
moverse desde la supercie hacia la masa de lquido. En tratamiento de
aguas se asume en general que, como consecuencia de la turbulencia del aire
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Tabla 5.1: Descripcion de variables para el modelo de la planta
SIMBOLO DESCRIPCION
q
F
Caudal de alimentacion [Ml/da]
S
SF
Conc. sustrato alimentacion [mg/l]
S
OF
Conc. O
2
en alimentacion [mg/l]
X
HF
Conc. biomasa alimentacion [mg/l]
S
S
Conc. sustrato en tanque [mg/l]
S
O
Conc. de O
2
en el tanque [mg/l]
X
H
Conc. biomasa en tanque [mg/l]
q
A
Caudal de aire [Ml/da]
q
R
Caudal de reciclo [Ml/da]
q
W
Caudal de purga [Ml/da]
V Volumen del tanque [Ml]

H
Tasa max. crecim. biomasa [1/da]
K
S
Cte. saturacion sustrato [mg/l]
K
OH
Cte. saturacion de O
2
[mg/l]
Y
H
Coeciente de rendimiento
b
H
Tasa decaimiento biomasa [1/da]
f
p
Fraccion de inertes
S
O;sat
Conc. saturacion de O
2
[mg/l]
K
a
Param. transf. de masa [1/Ml]
r
0
Veloc. consumo O
2
[mg/ l.da]
K
L
a Coef. transf. masa [1/da]
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y las burbujas, el agua en la supercie de las mismas se encuentra saturada
con oxgeno. Se puede entonces representar la transferencia de masa con la
siguiente ecuacion

veloc: de
transf: de O
2

=

coef: de
transf: de masa

area superf:
aire  agua

dif: de
concentraciones

En smbolos matematicos:
r
a
= K
L
a (S
O;sat
  S
O
)
En nuestro caso y de acuerdo a las hipotesis, supondremos que el coe-
ciente de transferencia de masa vara linealmente con el caudal de aire,
siendo:
K
L
a = K
a
q
A
K
a
es una constante que debe ser determinada para una instalacion particu-
lar en un punto denido de operacion.
El parametro K
L
a se utiliza en varios fenomenos de transferencia de ma-
sa. K
L
puede verse como un coeciente de absorcion y a es una relacion
area-volumen. En el caso del biorreactor, el area de contacto aire-agua esta
relacionada con el tama~no de las burbujas, que es una funcion del caudal
de aire y del equipamiento de aireacion. Peque~nas burbujas se destruyen
mas lentamente que las grandes, y tienen un tiempo de contacto mas largo.
Tambien proporcionan una mayor area de contacto. Por otra parte, la velo-
cidad de transferencia de oxgeno es diferente en el euente que en el agua
limpia; esta diferencia se expresa afectando al parametro de transferencia
con un coeciente de proporcionalidad. Analogamente, la concentracion de
saturacion para el oxgeno disuelto es diferente en el euente que en el agua
limpia.
5.4.1.2 Objetivo de control
Una variable clave en la operacion del lodo activado es la concentracion de
oxgeno disuelto. Su manipulacion se realiza actuando sobre el caudal de
aire y entonces se elige a este como variable de control. Cabe destacar que
existe un incentivo economico para minimizar el consumo de aire, pues su
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compresion aumenta notablemente el gasto de energa y este inuye signi-
cativamente sobre los costos operativos.
En cuanto a la eleccion del valor deseado de la concentracion de oxgeno
disuelto, esta debe ser sucientemente elevada como para que el crecimiento
de microorganismos autotrofos y heterotrofos no se vea limitado por ella.
Sin embargo, un exceso de aireacion y de mezclado pueden impedir la o-
culacion, afectando el rendimiento del sistema.
En resumen, el objetivo del control de caudal de aire debe ser mantener
la concentracion de oxgeno a un nivel lo sucientemente elevado como para
lograr el crecimiento de los organismos adecuados, y lo sucientemente bajo
como para ahorrar energa y evitar un exceso de mezclado.
5.4.2 Balance de masa para el nutriente carbono (sustrato)
d
dt
(V S
S
) = q
F
(S
SF
  S
S
) + r
S
V (5.2)
donde r
S
es la velocidad de generacion del nutriente, y las restantes variables
se denieron en la Tabla 5.1.
5.4.3 Balance de masa para los microorganismos en el clari-
cador
(q
F
+ q
R
)X
H
= (q
R
+ q
W
)X
HR
(5.3)
X
HR
=
q
F
+ q
R
q
W
+ q
R
X
H
(5.4)
donde X
HR
es la concentracion de microorganismos en el reciclo.
5.4.4 Balance de masa para los microorganismos en el bio-
rreactor
d
dt
(V X
H
) = q
F
X
HF
+ q
R
X
HR
  (q
F
+ q
R
)X
H
+ r
H
V (5.5)
donde r
H
es la velocidad de crecimiento de los organismos heterotrofos.
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Tabla 5.2: Expresiones cineticas
PROCESO COMPONENTES CINETICA
Sustrato Oxgeno Biomasa
Crecimiento aerobico heterotroco
 1
Y
H
Y
H
 1
Y
H
1 
Decaimiento heterotroco 1  f
p
-  1 b
H
X
H
Donde  = 
H
(
S
S
K
S
+S
S
)(
S
O
K
OH
+S
O
)X
H
5.4.5 Ecuaciones cineticas
Para completar el modelo, deben denirse las velocidades de reaccion o de
crecimiento. Dada la complejidad del proceso, estas no pueden expresarse
con las ecuaciones cineticas clasicas que suponen, entre otros factores, el co-
nocimiento preciso de la estequiometra de la reaccion. Teniendo en cuenta
los aspectos bioqumicos analizados en la Seccion 5.3, puede concluirse que
la ecuacion de Michaelis-Menten proporciona una representacion general de
la cinetica del consumo de sustrato. Para la velocidad de crecimiento de
biomasa se desarrolla una expresion equivalente, conocida como ecuacion de
Monod, en la cual un factor de decaimiento indica la biomasa perdida en
la etapa de respiracion endogena. Todo esto se sintetiza convencionalmen-
te en la literatura en forma tabular, tal como se presenta en la Tabla 5.2 [44].
La expresion para la cinetica o crecimiento de un componente en par-
ticular (r
H
, r
O
, r
S
) se obtiene sumando todos los terminos en la columna
apropiada luego de multiplicar cada uno por la expresion cinetica de la
ultima columna.
5.4.6 Ecuaciones del modelo
Con las expresiones cineticas y balances de masa desarrollados previamente,
pueden completarse las ecuaciones del modelo, que quedan
dS
O
dt
=
q
F
V
S
OF
 
(q
F
+ q
R
)
V
S
O
+
+
Y
H
  1
Y
H

H

S
S
K
S
+ S
S

S
O
K
OH
+ S
O

X
H
+ K
a
q
A
(S
O;sat
  S
O
)
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dS
S
dt
=
q
F
V
(S
SF
  S
S
)  

H
Y
H

S
S
K
S
+ S
S

S
O
K
OH
+ S
O

X
H
+
+ (1  f
p
) b
H
X
H
dX
H
dt
=
q
F
V
X
HF
 
q
W
V

q
F
+ q
R
q
W
+ q
R

X
H
+
+ 
H

S
S
K
S
+ S
S

S
O
K
OH
+ S
O

X
H
  b
H
X
H
(5.6)
El modelo matematico de la planta tendra como variables de estado
las concentraciones de oxgeno, sustrato y biomasa, que llamaremos respec-
tivamente x
1
, x
2
, x
3
y como variable de control al caudal de aire, que
llamaremos u.
De los restantes parametros, el volumen es de dise~no, la concentracion de
saturacion del oxgeno es conocida para las condiciones dadas, y los demas
son desconocidos. Realizando estudios de sensibilidad dinamica y estatica,
se puede decidir cuales de ellos deben ser ajustados a las condiciones de
operacion y cuales -los menos sensibles- pueden ser tomados directamente
de la literatura.
Se obtiene el siguiente sistema de ecuaciones diferenciales [44]
_x
1
=
q
F
V
(S
OF
  x
1
) 
q
R
V
x
1
+
Y
H
  1
Y
H
 +
+ K
a
q
A
(S
O;sat
  x
1
)
_x
2
=
q
F
V
(S
SF
  x
2
) 
1
Y
H
 + (1  f
p
)b
H
x
3
_x
3
=
q
F
V
X
HF
 
q
W
V
(
q
F
+ q
R
q
W
+ q
R
)x
3
+    b
H
x
3
donde x
1
es la concentracion de oxgeno, x
2
es la concentracion de sustrato,
x
3
es la concentracion de biomasa y
 = 
H
(
x
2
K
S
+ x
2
)(
x
1
K
OH
+ x
1
)x
3
El signicado de los demas parametros se encuentra en la Tabla 5.1.
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5.4.6.1 La ecuacion de salida
El problema de la medicion en bioprocesos radica en que las variables mas
importantes no pueden determinarse, en general, por la instrumentacion
en lnea convencional. En particular, en el sistema de lodos activados las
concentraciones de sustrato y biomasa solo pueden conocerse por medio de
mediciones infrecuentes (analisis de laboratorio de una muestra de proceso),
por lo cual estos valores no estan disponibles instantaneamente a los efectos
del control o la deteccion. Por su parte, la medicion de oxgeno disuelto es
una medicion in situ. El dispositivo, en contacto con el agua, generalmente
esta protegido por una membrana y tiene un tiempo de respuesta muy corto
(la medicion es virtualmente instantanea). En consecuencia, se elige a la
concentracion de oxgeno disuelto como variable de salida, y la ecuacion
correspondiente es
y = x
1
5.4.6.2 Variable de control
Como se dijo en la Seccion 5.4.1.2, debido a la importancia de la concen-
tracion de oxgeno disuelto, cuya manipulacion se realiza actuando sobre el
caudal de aire, se elige a este ultimo como variable de control. Entonces, el
termino de transferencia de masa en la ecuacion (5.1) puede expresarse
K
a
q
A
(S
O;sat
  x
1
) = K
a
u(S
O;sat
  x
1
)
La energa requerida para aireacion puede disminuirse considerablemente
utilizando un control de oxgeno disuelto (control DO). Actualmente, en casi
la totalidad de las plantas europeas dicho control es standard. Se ha imple-
mentado con resultado satisfactorio la utilizacion de controladores adaptivos
o auto-sintonizados, que no dan una estimacion explcita de los parametros
K
L
a y velocidad de consumo de O
2
, sino que calculan directamente los
parametros del controlador. Se observa que la mayora de las veces las cons-
tantes del controlador adaptivo convergen a un controlador proporcional +
integral (PI) [44].
Dado que el objetivo de nuestro trabajo es la DEF, que se realiza a lazo
abierto tal como se expreso en la Seccion 3.1.1, elegimos un controlador PI
cuyas constantes tomamos de la literatura.
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Nota 5.4.1 El algoritmo proporcional + integral + derivativo (PID), uti-
lizado comunmente en procesos industriales, consiste en la combinacion de
tres se~nales de control: proporcional (P), integral (I) y derivativa (D). La
eleccion del modo de combinar dichas acciones depende de cada aplicacion
en particular, siendo tal vez la mas comun la accion PI.
La expresion del algoritmo es la que sigue
u = u
0
+ K
P
e + K
I
Z
e dt + K
D
de
dt
donde u
0
es el sesgo de salida del controlador, K
P
es la ganancia proporcio-
nal, K
I
= 1=T
I
siendo T
I
el tiempo integral, K
D
es la ganancia derivativa y
e es la diferencia entre el valor de la salida y el valor de referencia o set point.
La ganancia proporcional se sintoniza para obtener una estabilidad y
amortiguacion deseadas en el lazo de control, mientras que el parametro de
ganancia integral es utilizado para remover rapidamente el oset o error de
estado estacionario, aunque con el costo de disminuir la estabilidad. Si bien
esto puede ser contrarrestado con el agregado de la accion derivativa, esta
presenta el inconveniente de que produce amplicacion del ruido.
5.4.7 Cambio de coordenadas. El modelo sin perturbaciones
Para que el modelo tenga su punto de equilibrio en el origen de coordenadas,
se reeren las concentraciones a las del estado estacionario, realizando un
sencillo cambio de variables
z
1
= x
1
  x

1
; z
2
= x
2
  x

2
; z
3
= x
3
  x

3
(5.7)
donde x

1
, x

2
, x

3
, son las concentraciones de oxgeno, sustrato y biomasa en
estado estacionario, respectivamente.
Finalmente, se obtienen las siguientes ecuaciones
_z = Az +
2
4
e
e  1
1
3
5
(z
1
; z
2
; z
3
) +
2
4
K
a
(S
O;sat
  z
1
  x

1
)
0
0
3
5
u
y =

1 0 0

z (5.8)
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donde
A =
2
4
 a 0 0
0  d c
0 0  b
3
5
siendo
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(5.9)
Debido a la forma de  dada por la ecuacion (5.9), la parte no lineal
del sistema cuenta aun con terminos lineales absorbidos en la misma, en
consecuencia para incluir estos ultimos en la matriz A debe realizarse el
desarrollo en serie de Taylor de  alrededor de z = 0. De este modo, los
terminos lineales de dicho desarrollo pueden incluirse en la parte lineal del
sistema.
Entonces se obtiene
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Con lo cual el sistema puede ser escrito como
_z = A

z +
2
4
e
e  1
1
3
5

R
(z
1
; z
2
; z
3
) +
2
4
K
a
(S
O;sat
  z
1
  x

1
)
0
0
3
5
u
y =
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z (5.10)
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donde
A

=
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Ademas,
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es el resto, que involucra los terminos de segundo orden del desarrollo
en serie de Taylor, cuya expresion queda
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donde
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Notese que la linealizacion es observable, ya que la matriz de observabi-
lidad
O =
2
4
C
CA

C(A

)
2
3
5
tiene rango 3.
5.5 El modelo con perturbaciones
Las ecuaciones anteriores podran sintetizarse expresando
_z = F (z) + G(z)u = L(z; u)
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En nuestro caso, las perturbaciones externas pueden asociarse al caudal
de alimentacion y la concentracion de sustrato en la alimentacion. Debido
a las caractersticas de la planta, ambos parametros pueden presentar un
importante rango de variacion en funcion de las uctuaciones en los sistemas
que aportan el agua residual a la misma. Entonces, una descripcion mas
realista de la dinamica del sistema debera incluirlas, siendo
_z = L(z; u; q
F
; S
SF
)
donde suponemos conocidos y constantes los valores nominales q
F0
y S
SF0
.
Entonces, las perturbaciones pueden aproximarse expandiendo L(z; u; q
F
; S
SF
)
en serie de Taylor alrededor de dichos parametros nominales [23]. El desa-
rrollo puede concluirse luego del termino lineal, dejando de lado perturba-
ciones de segundo orden y superior, y se obtiene
L(z; u; q
F
; S
SF
) = L(z; u; q
F0
; S
SF0
) +
+
@L(z; u; q
F
; S
SF
)
@q
F
q +
@L(z; u; q
F
; S
SF
)
@S
SF
S
donde q y S denotan las desviaciones del caudal y la concentracion de
sustrato de sus valores nominales.
En consecuencia, la matriz de distribucion de las perturbaciones E(z)
queda dada por
E(z) =
h
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(5.12)
Finalmente, se obtiene el siguiente sistema, que representa al modelo con
perturbaciones
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donde A

es la matriz de la ecuacion (5.10), con
a =
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q
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A
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q
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F
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Q
S
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= S
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+
S
y 
R
fue denida en la Seccion anterior.
El modelo propuesto se fundamenta en una version simplicada del
ASM1 (ver Seccion 2.3), que es de utilidad a los efectos de la DEF. Para
otras aplicaciones de los modelos standard, veanse por ejemplo [34], [57],
ya mencionados en dicha seccion.
5.6 Algunas fallas tpicas en las plantas de trata-
miento de euentes
Una planta de tratamiento de euentes es un sistema muy complejo, que
incluye gran cantidad de equipamiento. El sistema puede ser monitoreado
por sensores en lnea, instrumentos analticos, analisis de laboratorio y pue-
de ser observado por un operador. Todas estas mediciones y observaciones
constituyen la base para acciones de control u operacionales. En una planta
de gran tama~no hay, literalmente, cientos de sensores disponibles. Solo al-
gunos de ellos miden la calidad del agua, mientras que muchos monitorean
variados parametros fsicos.
En la discusion del diagnostico asumiremos que ciertas mediciones se
encuentran de alguna manera disponibles. Los sistemas de adquisicion de
datos pueden recolectar una gran cantidad de ellos, pero existen relativa-
mente pocos eventos relevantes a tener en cuenta. Por lo tanto, los datos
de todas las mediciones deben ser transformados en descripciones signica-
tivas de lo que esta sucediendo en la planta. El problema de la medicion
no es trivial, ya que por largo tiempo la falta de instrumentos ha sido un
obstaculo para la operacion de estas plantas. Sin embargo, actualmente se
observan importantes desarrollos en la instrumentacion. Otro aspecto a te-
ner en cuenta es que la concentracion de sustrato y biomasa solo pueden
determinarse por medio de mediciones infrecuentes (analisis de laboratorio
de una muestra del proceso), por lo cual estos valores no estan disponibles
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instantaneamente a los efectos del control o la deteccion.
Por otra parte, el conocimiento del comportamiento real de las bacte-
rias es aun limitado, si bien se conocen complejos modelos para describir
la dinamica del sistema. En consecuencia, la deteccion precoz de cualquier
cambio en el comportamiento del proceso tendra un valor signicativo en la
operacion.
Con respecto a la deteccion y el diagnostico, durante la operacion normal
de la planta las relaciones \causa-efecto" se encuentran bien denidas. Aun
cuando una variable presente grandes desviaciones, el sistema de control
ejercera la accion correctiva correspondiente. Por el contrario, en una situa-
cion anormal hay muchas mas opciones, ya que no es tan evidente cuales son
las variables a manipular o los lazos de control a utilizar. Por ejemplo, no
debe accionarse de la misma manera si se produce una falla en el equipamien-
to que si el proceso se ve afectado por un problema en la oculacion del lodo.
La interpretacion y analisis de los datos es un aspecto importante en
la operacion de cualquier planta. Aqu deniremos como deteccion a la
combinacion de observaciones del proceso y mediciones, analisis de datos e
interpretacion para detectar comportamientos anormales o efectos y el ais-
lamiento de fallas. En este contexto hay varios temas de interes, incluyendo
descripciones de estados, tendencias, cambios del proceso y descripcion de
fallas. La deteccion no comprende explicaciones ni causas de los compor-
tamientos. Por su parte el diagnostico involucra el analisis de los efectos
para identicar y clasicar causas probables. Esto generalmente compren-
de calculos iterativos y testeo de hipotesis basados en relaciones conocidas
causa-efecto. El informe consiste en la sntesis de las estrategias que pueden
ser implementadas por los operadores de planta para eliminar las \causas" y
retornar el proceso a sus condiciones operativas normales. El objetivo nal
de la deteccion y diagnostico es hallar sistemas de alarma temprana para
cambios en el proceso. Esto es particularmente importante en un sistema
biologico, donde algunos de los cambios pueden no ser muy evidentes y au-
mentar gradualmente hasta transformarse en un serio problema operacional.
Enumeraremos a continuacion algunas de las fallas que podran aparecer
en nuestra planta:
 Medicion erronea de la concentracion de oxgeno disuelto por ruptura
de la membrana del sensor correspondiente.
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 Determinacion incorrecta de las concentraciones de sustrato y biomasa
en las mediciones infrecuentes (no se encuentran modelizadas en este
trabajo).
 Problemas de sedimentacion, como consecuencia de los cuales se ob-
serva una elevada concentracion de sustrato en la corriente de salida
del claricador.
 Disminucion de la concentracion de biomasa, debido a la aparicion de
algun material toxico que destruya o inhiba la reproduccion de los mi-
croorganismos.
 Bloqueo de una valvula. Por ejemplo, en la corriente de entrada,
lo cual producira una disminucion del caudal de alimentacion, o en
la corriente de reujo, como consecuencia de lo cual disminuira la
biomasa activa en el biorreactor.
La importancia de la determinacion de las verdaderas causas de una
falla se pone de maniesto en el siguiente ejemplo. Sabemos que en un bio-
rreactor con control de oxgeno el caudal de aire es proporcional a la carga
biodegradable en el sistema. Supongamos que el caudal de aire demandado
para mantener la concentracion de O
2
en el valor deseado disminuye abrup-
tamente. El sistema de control solo puede detectar que hay un decaimiento
veloz en la carga a la planta. Sin embargo, los motivos pueden ser: la apa-
ricion de algun material toxico que destruya o inhiba la reproduccion de los
microorganismos (falla en el proceso), o una disminucion real en la concen-
tracion de sustrato de la alimentacion (perturbacion externa). Las acciones
a desarrollar para retornar a la operacion \normal" de la planta son esen-
cialmente diferentes en ambos casos. Esto pone en evidencia la importancia
de la robustez frente a perturbaciones en el sistema de DEF.
Captulo 6
Deteccion de fallas en una
planta de tratamiento de
euentes
En este captulo, aplicaremos la teora de la DEF y los ONL a un sistema de
tratamiento de euentes cuyas caractersticas se describieron en el captulo
anterior. En primer lugar, desarrollaremos el dise~no de tres observadores
propuestos para el modelo, comparando su desempe~no en funcion de los
requerimientos de la DEF. Presentaremos ademas las simulaciones que ilus-
tran el funcionamiento de cada uno de ellos.
En la segunda seccion, analizaremos en detalle la robustez de estos ob-
servadores frente a perturbaciones. Cuando no se cumplan las condiciones
para el rechazo o desacoplamiento total de las mismas, apelaremos a la po-
sibilidad de su atenuacion a un nivel predenido.
Por ultimo, estudiaremos el problema de la DEF en la planta, presen-
tando un posible esquema para la deteccion de las fallas mas comunes en el
sistema.
6.1 Observadores no lineales para el modelo en es-
tudio
Estudiaremos a continuacion el dise~no de observadores no lineales robustos
para el modelo propuesto en la Seccion 5.4.6. Como se discutio en captulos
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anteriores, la robustez frente a perturbaciones es un requisito esencial para
aquellos observadores cuyo objetivo nal es la deteccion y aislamiento de fa-
llas. Veremos ademas que ciertas caractersticas inherentes a los sistemas no
lineales dicultan la generalizacion de algunos resultados, as como restrin-
gen la aplicabilidad de tecnicas clasicas muy conocidas que, siendo efectivas
para una clase de SNL, no lo son para otros.
En nuestro analisis tendremos en cuenta que en un SNL la observabilidad
es, en general, una propiedad local, dependiente de un punto de operacion.
Ademas, lograr la convergencia exponencial del error de estimacion requiere
el cumplimiento de distintas hipotesis, en ocasiones muy restrictivas. Si a
esto agregamos el requerimiento de que el residuo posea sensibilidadmaxima
frente a las fallas y mnima (en el caso ideal, nula) frente a las perturbacio-
nes, tendremos un panorama de la complejidad del problema en estudio.
Propondremos en esta seccion tres observadores para la planta de trata-
miento de euentes, y compararemos luego su desempe~no en funcion de los
requerimientos antes planteados. Estos observadores son:
 Observador de orden reducido
 Observador de estructura variable
 Observador del tipo ltro de Kalman extendido (TFKE)
6.1.1 Observador de orden reducido
Desarrollaremos aqu el dise~no de un observador de orden reducido, de tipo
identidad (ver la Seccion 3.4.1). Se construye como una copia de la dinamica
del modelo, adicionandole un termino de correccion que es una funcion no
lineal de las mediciones. La tecnica utilizada puede considerarse como una
extension del metodo para sistemas no lineales con salida lineal [16], [53].
Para la planta de tratamiento de euentes, se puede dise~nar un observa-
dor de orden reducido empleando la concentracion de oxgeno que se mide
directamente, con lo cual solo se hace necesario estimar las concentraciones
de sustrato y biomasa. Este tipo de observador permite reducir la cantidad
de operaciones necesarias para su implementacion, y en muchos casos se
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simplica el analisis de estabilidad.
Para el sistema (5.13), se propone el observador
_
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donde g
1
y g
2
son parametros constantes que deben ser dise~nados para ga-
rantizar la convergencia a cero del error de estimacion, y
 = _z
1
 
_
z^
1
Notemos que la dinamica del observador es copia de la dinamica del sistema
mas un termino de correccion proporcional a . La expresion elegida para
 permite la reduccion del orden; pero un termino de correccion que utiliza
derivadas de las mediciones presenta el inconveniente de que las mismas no
se obtienen por medicion directa, ni tampoco es conveniente calcularlas a
partir de derivadas numericas, ya que ello originara estimaciones ruidosas.
Para evitar esto, realizaremos un cambio de variables en el observador:
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Entonces, las ecuaciones quedan
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(6.2)
Observemos que en las ecuaciones del observador y como consecuencia del
cambio de variables, en lugar del termino de correccion  aparece
_
z^
1
, que se
obtiene sin derivar de la primera ecuacion de (6.2).
Se dene el error como
~e =
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(6.3)
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Su dinamica queda dada por
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donde
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Reemplazando  en (6.4), se obtiene
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La solucion de la ecuacion anterior es
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+ (6.6)
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La matriz A tiene autovalores 
1
y 
2
reales, negativos y distintos, y los
autovectores correspondientes son [
1
1] y [
2
1]. Entonces, llamando V ()
a la matriz (de Vandermonde)
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se puede diagonalizar la matriz e
At
como sigue
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Sustituyendo estas expresiones en (6.6) se obtiene
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t
V ()~e
0
+
Z
t
0
V
 1
() e
(t )
V ()e
A(t )
G[
R
(z
1
; z
2
; z
3
)  
R
(z
1
; z^
2
; z^
3
)]d
Analizaremos la norma del error, para lo cual tengamos en cuenta que
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 k e
t
k= e

1
t
;
pues 
1
> 
2
.
 k 
R
(z; t)   
R
(z^; t) k L k z   z^ k
ya que se ha considerado que 
R
satisface la condicion de ser global-
mente Lipschitz en la variable z con constante L.
Utilizando ademas el lema de Gronwall [16], [37] (Ver Apendice B), se
llega a
k ~e(t) kk V
 1
() k k V () k k ~e
0
k e
(
1
+kV
 1
()k kV ()GkL)t
(6.8)
Por tanto, para que el observador converja debe elegirse G de modo que se
verique
  = 
1
+ k V
 1
() k k V ()G k L < 0; (6.9)
con lo cual
k ~e(t) k k
1
e
 t
k ~e
0
k (6.10)
donde
 > 0
k
1
=k V
 1
() k k V () k
y la convergencia del error es exponencial.
En sntesis,  corresponde a un valor de G con el cual se verica la ecuacion
(6.9), y teniendo en cuenta las expresiones anteriores,
k V ()G k=
n
[1  
1
+ e(
1
  
1
g
1
+ g
2
)]
2
+
+ [1  
2
+ e(
2
  
2
g
1
  g
2
)]
2
o
1=2
(6.11)
Reemplazando en (6.9) y elevando al cuadrado, se obtiene
[1  
1
+ e(
1
  
1
g
1
+ g
2
)]
2
+ [1  
2
+
+ e(
2
  
2
g
1
  g
2
)]
2
<


1
k V
 1
() k L

2
(6.12)
El objetivo de dise~no se reduce, entonces, a la eleccion de los valores
adecuados de g
1
y g
2
para que se verique la desigualdad anterior.
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Tabla 6.1: Valores para la planta tpica
SIMBOLO VALOR
q
F
50 [Ml/d]
S
SF
150 [mg/l]
S
OF
1 [mg/l]
X
HF
5 [mg/l]
q
A
9.072 [Ml/d]
q
R
50 [Ml/d]
q
W
1.615 [Ml/d]
V 12.5 [Ml]

H
3.733 [1/da]
K
S
20 [mg/l]
K
OH
0.2 [mg/l]
Y
H
0.6
b
H
0.4 [1/da]
f
p
0.1
S
O;sat
10 [mg/l]
K
a
5.955 [1/Ml]
6.1.1.1 Resultados de aplicacion
A continuacion analizaremos el resultado obtenido de la aplicacion del proce-
dimiento de dise~no desarrollado anteriormente a un proceso de tratamiento
de euentes. Los parametros para el modelo fueron tomados de [44] para
una planta tpica, y se presentan en la Tabla 6.1. Estos datos seran utiliza-
dos en todas las simulaciones que presentemos a partir de aqu.
Realizando entonces los calculos correspondientes, de la expresion (6.12)
se obtiene
(1:7095   0:2838 g
1
+ g
2
)
2
+ (286:7042   114:2817 g
1
+
2
3
g
2
)
2
< 5:59 10
 4
(6.13)
Esta se verica con:
g
1
= 2:5029 y g
2
=  0:9991
Analizando en forma mas exhaustiva este resultado, se observa que estos
son \casi" los unicos valores de g
1
y g
2
que satisfacen la desigualdad (6.13),
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es decir, el rango de variacion de ambas ganancias es muy peque~no.
En efecto, si tomamos g
1
= 2:502 y g
2
=  0:999 no se verica dicha desi-
gualdad, es decir que el observador no tolera una variacion de las ganancias
del orden de 10
 4
. Se observa que, para los valores dados, k V ()G k
2
< 10
 4
(aproximadamente), y en consecuencia los elementos de V ()G deben ser del
orden de 10
 2
. Ahora bien, recordemos que
G = [e  1  e g
1
; 1  e g
2
]
T
(6.14)
en consecuencia ni bien e vare en alrededor de 10
 2
podra no satisfacerse
la ecuacion (6.13).
Fsicamente, el parametro e es una funcion del coeciente de rendimiento,
con lo cual es esperable que pueda presentar alguna variacion respecto de su
valor nominal. El analisis previo conduce a que, ni bien e se aparte de dicho
valor nominal el observador se torna inestable, ya que deja de vericarse la
desigualdad (6.13). De ah la inutilidad de este observador que, aunque en
apariencia funcione correctamente, y de hecho lo hace en las simulaciones
para valores nominales, posee robustez practicamente nula. Esto refuerza la
idea, planteada antes, de que en el dise~no de observadores para sistemas no
lineales deben estudiarse cuidadosamente las caractersticas particulares de
cada proceso, las que en muchos casos limitan la aplicabilidad de tecnicas
usuales para cierta clase de sistemas no lineales.
6.1.2 Observador de estructura variable
Se propone a continuacion un observador de orden completo y de estructura
variable. Su principal ventaja es que no requiere del conocimiento exacto
de las no linealidades del sistema, lo que le conere una robustez inherente
[60]. Esto se logra utilizando tecnicas que se desarrollan en la teora de los
sistemas de estructura variable.
En cuanto a sus desventajas, veremos que el modelo debe satisfacer cier-
tas hipotesis adicionales, lo que condiciona su aplicabilidad.
Para el proceso en estudio, el observador de estructura variable (OEV)
queda dado por
_
z^ = A

z^ + S(z^; y; ) +

Bu (6.15)
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con el error denido como ~e = z   z^.
Ademas

B = [K
a
(S
O;sat
  z
1
  x

1
); 0; 0]
T
S(z^; y; ) =
8
>
<
>
:
P
 1
C
T
C~e
kC~ek
(t; u) si kC~ek > Æ
P
 1
C
T
C~e
Æ
(t; u) si kC~ek  Æ
(6.16)
Observemos que se verican las siguientes hipotesis, que posibilitan que
el sistema (6.15) sea, en efecto, un buen observador para nuestro sistema:
H1) El par (A

; C) es observable.
H2) Existe una funcion escalar positiva (t; u) que es una cota uniforme del
termino no lineal de la planta. Debido a la forma especial B h(t; z) =
B
R
(z
1
; z
2
; z
3
) de dicho termino, con B = [e; e   1; 1]
T
, se cumple
que:
k h(t; z) k=k 
R
(z
1
; z
2
; z
3
) k (t; u); 8t:
H3) La matriz P (simetrica y positiva denida) debe satisfacer ciertas con-
diciones de forma (\matching conditions"):
A
T
P + PA

=  

Q
PB = C
T
(6.17)
para alguna

Q simetrica.
Estas condiciones suelen ser a-priori restrictivas, aunque el lema de
Meyer-Kalman -Yacubovich [41](Ver Apendice A), es de gran ayuda para
saber si se pueden cumplir y ademas es instrumental para hallar

Q; P .
El lema establece que la condicion de que la transferencia denida por
(A

; B;C) sea estrictamente real positiva (o sea, <fC(j!I  A

)
 1
Bg > 0)
es necesaria y suciente para que exista Q simetrica, denida positiva, de
modo que se veriquen simultaneamente las condiciones de forma (6.17),
con

Q = Q+ qq
T
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donde  y q son una constante y un vector que pueden calcularse a partir
de (A

; B;C).
La dinamica del error para el observador de (6.15) queda dada por
_
~e = A

~e  S(z^; y; )  P
 1
C
T

R
(z^
1
; z^
2
; z^
3
) (6.18)
Consideremos la siguiente funcion de Lyapunov, denida positiva
V (~e) = ~e
T
P ~e
donde P fue denida en H3).
La derivada de dicha funcion con respecto al tiempo esta dada por
_
V (~e) =  ~e
T

Q~e   2 k C~e k  + 2~e
T
C
T
h(t; z) (6.19)
Tomando la norma eucldea en el ultimo termino de (6.19) y teniendo
en cuenta H2), se obtiene
_
V (~e)   ~e
T

Q~e   2 k C~e k  + 2 k C~e k  < 0 (6.20)
Entonces, lim
t!1
~e(t) = 0, con lo cual la diferencia entre el estado y
su estimacion tiende a cero asintoticamente. Para conocer la velocidad de
convergencia del observador, consideremos
 
_
V (~e)
V (~e)

~e
T

Q~e
~e
T
P ~e
es decir que
V (~e(t))  V (~e
0
; t
0
) ~e
 (t t
0
)
siendo  el mnimo autovalor de P
 1

Q [60].
Notese que de los dos observadores presentados en [60] hemos utilizado el
de capa lmite. Este permite evitar la discontinuidad en el termino S(z^; y; ),
as como tambien el fenomeno conocido como \chattering", comun en los sis-
temas de estructura variable. El analisis de convergencia del observador es
analogo y se concluye que, eligiendo en (6.16) un valor de Æ sucientemente
peque~no, el mismo converge exponencialmente con velocidad de decaimiento
proporcional a e
 t
, donde  es el mnimo autovalor de P
 1

Q.
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6.1.2.1 Simulaciones y resultados para el OEV
Reemplazando valores (de Tabla 6.1) en (6.15) y (6.16), se obtiene, con
Æ= = 610
 6
_
z^ =
2
4
 69:2304  66:969  0:4179
 18:0165  171:4225  0:6847
10:8099 100:4535  0:0235
3
5
z^ + S(z^; y; )
+
2
4
5:955(6:9573   z
1
)
0
0
3
5
u
S(z^; y; )=
8
>
>
>
>
<
>
>
>
>
:
150
2
4
2=3
5=3
 1
3
5
z
1
 z^
1
kz
1
 z^
1
k
si kz
1
  z^
1
k >
Æ

150
2
4
2=3
5=3
 1
3
5
z
1
 z^
1
Æ=150
si kz
1
  z^
1
k 
Æ

De este modo, el observador verica las hipotesis:
 H1) El par (A

; C) es observable.
 H2) El termino no lineal de la planta B
R
(z
1
; z
2
; z
3
) se encuentra
acotado, siendo
k 
R
(z
1
; z
2
; z
3
) k 150 [1=hora] 8t:
 H3) Como se expuso antes, el lema de Meyer Kalman Yacubovich
permite hallar

Q =
2
4
30:0375  0:0034 0:0092
 0:0034 0:0008 0
0:0092 0  0:0008
3
5
Cabe notar que la transferencia del triplete (A

; B; C) no es positiva
real. Sin embargo, cambiando el signo de B, s lo es. Por la forma
especial del termino no lineal, esto se puede hacer si se cambia 
R
por
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Figura 6.1: Evolucion de la concentracion de sustrato de la planta ({) y del
observador (   ).
 
R
, lo que no afecta la acotacion necesaria por (t; u) = 150[1=hora].
Tambien se halla
P
 1
=
2
4
1 1  1
1 10003  2
 1  2 1668
3
5
y el error converge eligiendo adecuadamente Æ.
Las simulaciones se realizaron con un esquema de control que consta de
un controlador PI, usado para seguir una referencia constante en la concen-
tracion de oxgeno [44].
En las guras se observa la performance del observador para las estima-
cion de las concentraciones de sustrato y biomasa. Los valores iniciales del
observador son arbitrarios y variaciones de los mismos no producen cam-
bios cualitativos signicativos de las respuestas. El error de estimacion es
aceptable, y la convergencia se produce en el tiempo esperable, acorde con
la dinamica del proceso. Notese que la constante de tiempo de la biomasa
es del orden de varios das. No se presenta la variable z
1
, concentracion de
oxgeno, debido a que el error es muy peque~no y converge rapidamente, por
lo cual no es visible en el graco.
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Figura 6.2: Evolucion de la concentracion de biomasa de la planta ({) y del
observador (   ).
6.1.3 Observador del tipo Filtro de Kalman Extendido (TF-
KE)
Desarrollaremos a continuacion un observador del tipo Filtro de Kalman
Extendido para el sistema en estudio, siguiendo a [28]. Nuestro objetivo es
generar un observador robusto, de modo que las perturbaciones y las incer-
tidumbres en el modelado no afecten al residuo.
El modelo de la planta de tratamiento de aguas residuales puede escri-
birse como sigue
_z = F (z) + G(z)u + E(z)d
y = h(z) (6.21)
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donde
F (z) = A

z +
2
4
e
e  1
1
3
5

R
(z)
G(z) =
2
4
K(S
o
  z
1
  x

1
)
0
0
3
5
C = [ 1 0 0 ]
E(z) =
2
6
4
S
OF
 z
1
 x

1
V
0
S
SF0
 z
2
 x

2
V
q
F0
X
HF
 f(z
3
 x

3
)
V
0
3
7
5
Para dise~nar un observador TFKE tal como en [28], debemos en primer
lugar aplicar la transformacion que lleva al sistema original a una forma
canonica uniformemente observable para toda entrada. Dicha transforma-
cion se expresa
w = T (z) =
2
4
h(z)
L
F
h(z)
L
2
F
h(z)
3
5
El sistema transformado queda entonces
_w =
@T
@z
_z
=
@T
@z
(F (z) +G(z)u+E(z)d)
y = h(z) (6.22)
Si escribimos el jacobiano de la transformacion
J =
@T
@z
=
2
6
6
6
4
@h
@z
@L
F
h(z)
@z
@L
2
F
h(z)
@z
3
7
7
7
5
el sistema puede escribirse
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_w =
2
4
L
F
h(T
 1
(w))
L
2
F
h(T
 1
(w))
0
3
5
+
2
4
0
0
L
3
F
h(T
 1
(w))
3
5
+
+
2
4
L
G
h(T
 1
(w))
L
G
L
F
h(T
 1
(w))
L
G
L
2
F
h(T
 1
(w))
3
5
u+
2
4
L
E
h(T
 1
(w))
L
E
L
F
h(T
 1
(w))
L
E
L
2
F
h(T
 1
(w))
3
5
d (6.23)
es decir
_w = Aw + K(w; u) + E(w)d
y = [1 0 0]w (6.24)
Para el sistema transformado se dene un observador como sigue.
_
w^ = Aw^ + K(w^; u) + S
 1
1
()C
T
(y   Cw^)
y^ = [1 0 0] w^ (6.25)
donde
 K(w^; u) es uniformemente Lipschitz con constante k.
 S
1
() es la solucion de la ecuacion de Lyapunov
A
T
S
1
() + S
1
()A+ S
1
()  C
T
C = 0 (6.26)
con A =
2
4
0 1 0
0 0 1
0 0 0
3
5
El calculo de S
1
() se realiza teniendo en cuenta que (ver demostra-
cion en el Apendice D)
(S
1
())
i;j
= (S
1
(1))
i;j
1

i+j 1
(6.27)
con lo cual
S
1
() =
2
6
6
6
6
4
1

 1

2
1

3
 1

2
2

3
 3

4
1

3
 3

4
6

5
3
7
7
7
7
5
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La implementacion del observador se realiza en variables originales, de-
bido a su mayor sencillez. Siendo
w^ = T (z^) ) z^ = T
 1
(w^)
se cumple que
_
z^ =
@T
 1
@w^
_
w^ = J
 1
(z^)
_
w^
Finalmente se obtiene
_
z^ = F (z^) + G(z^)u + J
 1
(z^)S
 1
1
()C
T
(y   y^)
y^ = h(z^) = [1 0 0] z^ = C z^ (6.28)
Notese que el observador propuesto es muy simple, ya que copia la
dinamica del modelo y le agrega un termino de correccion que solo es funcion
de la velocidad de convergencia deseada () y de la dimension del sistema.
De la ecuacion (6.28) se ve que tiene la estructura de un ltro de Kalman,
cuya ganancia se obtiene de una ecuacion de Riccati (6.26). Por esto el
nombre de observador del tipo ltro de Kalman extendido (TFKE).
6.1.3.1 Analisis de convergencia
Estudiaremos la convergencia del error en el dominio transformado denido
previamente, utilizando la siguiente funcion de Lyapunov
V (e) = e
T
S
1
() e
Se observa que
_
V (e) = 2 e
T
S
1
() _e (6.29)
Siguiendo un razonamiento analogo al de [28], se obtiene
_
V (e) = 2 e
T
S
1
() [A  S
 1
1
() C
T
C]e+
+2 e
T
S
1
() [K(w; u)   K(w^; u)]
+2 e
T
S
1
() E(w) d (6.30)
y entonces
_
V (e) =   e
T
S
1
() e  e
T
C
T
C e
+2 e
T
S
1
() [K(w; u)   K(w^; u)]
+2 e
T
S
1
() E(w) d (6.31)
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Deniendo
k e k
2
S
= e
T
S
1
() e
y aplicando la desigualdad de Schwartz, se llega a
_
V (e)    k e k
2
S
+ 2 k e k
S
k K(w; u)  K(w^; u) k
S
(6.32)
+ 2 e
T
S
1
() E(w) d  k Ce k
2
Como K(w; u) es uniformemente Lipschitz en la variable w con respecto a
u con constante k (notese que u es acotada, j u(t) j< u
0
)
_
V (e)    k e k
2
S
+
2S
1=2
kn
2

k e k k e k
S
+2 e
T
S
1
() E(w) d  k e k
2
C
(6.33)
donde n es el orden del sistema, k es la constante de Lipschitz de K y
S = sup
i;j
j S(1)
i;j
j.
La convergencia del observador TFKE se produce si
_
V (e) < 0, ya que
esto asegura que e = 0 es un punto de equilibrio del modelo dinamico de
error. Observemos que la existencia de perturbaciones plantea una dicul-
tad adicional para lograr esta condicion.
6.1.3.2 Simulaciones para el observador TFKE
Analizaremos a continuacion el resultado obtenido con el observador en la
planta de tratamiento de euentes, ilustrando su comportamiento mediante
simulacion.
Las simulaciones se realizaron, como antes, con un esquema de control
que utiliza un controlador PI para seguir una referencia constante en la con-
centracion de oxgeno [44].
En las guras 6.3 y 6.4 se observa la performance del observador en la
estimacion de las concentraciones de sustrato y biomasa. El error de esti-
macion es comparativamente peque~no y la convergencia se produce en un
tiempo apreciablemente menor que para otros observadores, como por ejem-
plo el de estructura variable [55]. No se presenta la variable z
1
, concentracion
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Figura 6.3: Evolucion de la concen-
tracion de sustrato-referida al estado
estacionario- de la planta y del obser-
vador (estimada).
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Figura 6.4: Evolucion de la concen-
tracion de biomasa-referida al estado
estacionario- de la planta y del obser-
vador (estimada).
de oxgeno, debido a que el error es muy peque~no y converge rapidamente,
por lo cual no es visible en el graco.
El comportamiento de este observador parece notablemente superior, por
lo cual lo adoptamos para indagar sobre su desempe~no frente a perturbacio-
nes externas.
6.2 Estudio de la robustez del observador TFKE.
Atenuacion de perturbaciones.
En funcion de nuestro objetivo, la deteccion de fallas, sera deseable hallar
un observador tal que permita detectar y aislar una falla sin \confundir-
la" con las perturbaciones esperables en el sistema, como por ejemplo, la
variacion en el caudal de entrada y en la concentracion de sustrato en la
alimentacion. Las condiciones para lograr que dichas perturbaciones se de-
sacoplen, es decir, que la salida del sistema-en este caso, el observador- sea
completamente independiente de ellas [52], son bastante restrictivas y no se
cumplen aqu. Por ello se tratara el problema, menos exigente, de atenuar
la inuencia de las perturbaciones en el error de observacion [33].
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6.2.1 Modelo de error
Analizaremos ahora el modelo de error de nuestro sistema, en el dominio
transformado denido precedentemente. Siendo _e = _w  
_
w^, se tiene
_e = M(e; w; w^; u)  S
 1
1
() C
T
C e+E(w) d
r = H(e) (6.34)
donde
M(e; z; w^; u) = A e+K(w; u)  K(w^; u)
A =
2
4
0 1 0
0 0 1
0 0 0
3
5
K(w; u) =
2
4
0
0
L
3
F
h(T
 1
(w))
3
5
+
2
4
L
G
h(T
 1
(w))
L
G
L
F
h(T
 1
(w))
L
G
L
2
F
h(T
 1
(w))
3
5
u
C = [ 1 0 0 ]
E(w) =
2
4
L
E
h(T
 1
(w))
L
E
L
F
h(T
 1
(w))
L
E
L
2
F
h(T
 1
(w))
3
5
d =

d
1
d
2

y tambien denimos   =M   S
 1
1
()C
T
Ce.
Notese que para hallar E(w) se aplico la transformacion T (z) a la ma-
triz de entrada de las perturbaciones (Seccion 5.5), que aqu llamamos E ,
obteniendose una matriz de dimensiones compatibles con d .
En este caso, hemos tomado al residuo r como salida del modelo de error.
La variacion en el caudal de alimentacion de la planta es representada por
d
1
, y la variacion en la concentracion de sustrato por d
2
. De esta manera,
queremos atenuar la ganancia entre d y r.
6.2.2 Convergencia del observador TFKE con atenuacion de
perturbaciones
Como ya se dijo, se desea analizar si es posible reducir el efecto de las entra-
das desconocidas en el error de observacion. En primer lugar, es necesario
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establecer un criterio preciso para poder medir la \inuencia"de una entrada
dada (en este caso, las perturbaciones) en la salida del sistema. Como se vio
en el Captulo 4, en el caso de los sistemas no lineales, una nocion asociada
a dicho concepto es la llamada \ganancia L
2
". El sistema descripto segun
(6.34) tiene ganancia L
2
menor o igual que  si para toda d () 2 L
2
la
respuesta e(s; 0; d()) existe y satisface 8t > 0
Z
t
0
k H(e(s; 0; d ())) k
2
ds  
2
Z
t
0
k d(s) k
2
ds
donde H(e) es el residuo, es decir, la salida del modelo de error.
Tal como se vio en el Captulo 4, una condicion suciente para que se
cumpla lo anterior esta dada por la existencia de una funcion, en nuestro
caso V (e), propia y denida positiva, que satisfaga una desigualdad de
Hamilton-Jacobi. En dicho captulo se observa que el sistema tendra un
equilibrio asintoticamente estable en e = 0, con ganancia L
2
menor o igual
que , si se verica
L
 
V (e) +
1
4
2
[L
E
V (e)]
2
+ [H(e)]
2
< 0 (6.35)
donde:
L
 
V (e) = 2 e
T
S
1
()  (e) (6.36)
L
E
V (e) = 2e
T
S
1
() E(w) (6.37)
[H(e)]
2
= e
T
e = k e k
2
(6.38)
La condicion (6.35) es equivalente a [33]
@V
@e
[ (e) + E(w) d] + k e k
2
 
2
k d k
2
< 0 8d (6.39)
Para expresar la desigualdad (6.35) en funcion de la norma del error,
deben tenerse en cuenta (6.36), (6.37) y (6.38), llegandose a
  k e k
2
S
+
2S
1=2
kn
2

k e k k e k
S
+ k e k
2
+
+
1

2
e
T
S
1
() E(w) E
T
(w) S
1
() e < 0
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Consideremos ademas que
k e k
2

1

m
k e k
2
S
siendo 
m
el mnimo autovalor de S
1
(). Observemos que como (C;A

) es
un par observable, existe Æ > 0 tal que S
1
()  ÆI y entonces 
m
fS
1
()g 
Æ > 0. En consecuencia, se llega a la condicion
k e k
2
S
(  +
2(SÆ)
1=2
kn
2

+ Æ) +
+
1

2
e
T
S
1
() E(w) E
T
(w) S
1
() e < 0
(6.40)
El proximo paso consiste en la obtencion de una cota para E(w) de mo-
do que pueda realizarse un nuevo dise~no del observador, posibilitando la
atenuacion de perturbaciones a un nivel predenido.
La expresion anterior debe escribirse en funcion de la norma de E(w),
con el objetivo de recalcular el valor de  para el observador robusto.
Sea entonces E(w)E
T
(w) = E, y recordemos que se ha denido
k e k
2
S
= e
T
S() e:
e
T
S
1
()E S
1
() e k S
1
() e k
2
k E k (6.41)
Por otra parte, puede escribirse a e como combinacion lineal de los au-
tovectores de S
1
():
e =
n
X
i=1
e
i

i
S
1
() e =
n
X
i=1
e
i

i

i
Siendo 
i
los autovalores de S(), 
i
sus autovectores y e
i
las compo-
nentes de e.
Entonces
k S
1
() e k
2
=
n
X
i=1
e
2
i

2
i
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Analogamente,
k e k
2
S
= k S
1
()
1=2
e k
2
=
n
X
i=1
e
2
i

i
(6.42)
Debido a la forma de S
1
(), para valores de   1 todos sus autovalores
(que son positivos por ser una matriz positiva denida) son menores o iguales
que 1, con lo cual se tiene
n
X
i=1
e
2
i

2
i

n
X
i=1
e
2
i

i
En consecuencia
k S
1
() e k
2
k e k
2
S
(6.43)
Reemplazando (6.43) en (6.41), se obtiene
k S
1
() e k
2
k E kk e k
2
S
k E k
Por lo tanto, el ultimo termino de la expresion (6.40) puede escribirse
1

2
e
T
S
1
() E(w) E
T
(w) S
1
() e 

1

2
k E(w) E
T
(w) k k S
1
() e k
2

1

2
k E(w) E
T
(w) k k e k
2
S
Obteniendose, en (6.40)
k e k
2
S
 
  +
2(SÆ)
1=2
kn
2

+ Æ +
1

2
k E(w) E
T
(w) k
!
< 0
Finalmente, se llega a la siguiente condicion
  +
2(SÆ)
1=2
kn
2

+ Æ +
1

2
k E(w) E
T
(w) k < 0 (6.44)
Esta ultima expresion conduce a un nuevo dise~no del observador TFKE,
aumentando su robustez frente a perturbaciones externas.
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6.2.3 Resultados y simulaciones
Para redise~nar el observador, posibilitando la atenuacion de perturbaciones
a un nivel predeterminado dado por el valor de , es preciso en primer lugar
acotar E(w). El calculo debe realizarse en funcion de las variables originales,
ya que debido a la forma de la transformacion T (z) no es posible obtener en
forma explcita al vector w.
Observemos que la norma de E = E(w)E
T
(w) esta dada por el maximo
autovalor de dicha matriz para cada terna z
1
; z
2
; z
3
. Para realizar esta aco-
tacion, gracamos k E k en funcion de z
2
y z
3
para distintos valores de z
1
.
Los resultados se muestran en el Apendice E.
Luego de analizar las guras que se muestran en dicho apendice, se de-
nio el valor de k E k= k E(w)E
T
(w) k.
Por otra parte, en la expresion (6.44), se conocen los valores de S, k,
y n (ver [54]). Ademas, se elige  =
1
10
! 
2
=
1
100
. Con todo esto,
la desigualdad (6.44), que permite obtener el valor de  que robustiza al
observador queda
 
2
+ (k
1
+ Æ)  + k
2
Æ
1=2
< 0 (6.45)
donde k
1
y k
2
dependen de S, k, n y de la cota obtenida.
Notese que para denir el valor de Æ es preciso hallar una cota del mnimo
autovalor de S
1
(). Una forma de calcularlo se presenta en [63]; otra posi-
bilidad es realizar el calculo en forma iterativa. Sin embargo, en este caso y
debido a las dimensiones relativas de la cota de E(w) y
1

2
, el valor de Æ no
inuye practicamente en la eleccion de .
Finalmente se obtiene un valor de , que proporciona una gran velocidad
de convergencia del observador, pero tambien un transitorio que puede tener
sobrepicos muy elevados y abruptos. Si redujeramos la exigencia en cuanto
al nivel de atenuacion de perturbaciones (por ejemplo, 
2
=
1
10
), el valor de
 requerido disminuye en el mismo orden.
Es decir, para lograr convergencia hay un compromiso entre una mayor
atenuacion de perturbaciones (menor ) y un buen comportamiento transi-
torio y baja amplicacion del ruido (bajo ).
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Figura 6.5: Sistema con perturbacion
en el caudal de entrada, 10% del valor
nominal, conc. sustrato
0 2 4 6 8 10 12 14 16 18 20
−300
−200
−100
0
100
200
300
tiempo[h]
co
n
c.
 b
io
m
as
a 
[m
g/l
]
TFKE con pert. d1,10%
estimada
real
Figura 6.6: Sistema con perturbacion
en el caudal de entrada, 10% del valor
nominal, conc. biomasa
6.2.3.1 Simulaciones para el sistema con perturbaciones
Se realizaron simulaciones con el nuevo valor de  para distintos niveles de
las perturbaciones en el caudal de alimentacion y en la concentracion de
sustrato. Los resultados se presentan en las guras 6.5 a 6.17.
En las Figuras 6.5 a 6.10 se muestra el desempe~no del observador para
la estimacion de la concentracion de sustrato y biomasa cuando se produce
un aumento del caudal de la alimentacion a la planta; para (6.5) a (6.7) del
orden del 10% y del 50% para (6.8) a (6.10).
Las Figuras 6.11 a 6.15 presentan la performance del observador cuando
se estiman las concentraciones de sustrato y biomasa, respectivamente, para
un aumento en la concentracion de sustrato en la alimentacion del orden del
20% y del 50%.
Finalmente, se muestra la evolucion de la concentracion de sustrato (real
y estimada) en el caso en que aparecen simultaneamente las dos perturba-
ciones: una variacion del 20% en el caudal de entrada, y del 20% en la
concentracion de sustrato en la alimentacion (Figuras 6.16 y 6.17).
Como conclusion, observamos que el observador TFKE redise~nado pa-
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Figura 6.7: Sistema con perturbacion en el caudal de entrada, 10% del valor
nominal, residuo
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Figura 6.8: Sistema con perturbacion
en el caudal de entrada, 50% del valor
nominal, conc. sustrato
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Figura 6.9: Sistema con perturbacion
en el caudal de entrada, 50% del valor
nominal, conc. biomasa
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Figura 6.10: Sistema con perturbacion en el caudal de entrada, 50% del
valor nominal, residuo
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Figura 6.11: Sistema con perturba-
cion en la conc.de sustrato, 20% del
valor nominal, conc. sustrato
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Figura 6.12: Sistema con perturba-
cion en la conc. de sustrato, 20% del
valor nominal, conc. biomasa
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Figura 6.13: Sistema con perturbacion en la conc. de sustrato, 20% del valor
nominal, residuo
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Figura 6.14: Sistema con perturba-
cion en la conc.de sustrato, 50% del
valor nominal, conc. sustrato
0 0.5 1 1.5 2 2.5 3
−5
0
5
10
15
tiempo[h]
co
n
c.
 s
u
st
ra
to
 [m
g/l
]
´residuo para TFKE con pert. d2,50%
Figura 6.15: Sistema con perturba-
cion en la conc. de sustrato, 50% del
valor nominal, residuo.
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Figura 6.16: Sistema con ambas per-
turbaciones, 20% del valor nominal,
conc. sustrato
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Figura 6.17: Sistema con ambas per-
turbaciones, 20% del valor nominal,
residuo
ra lograr la atenuacion de perturbaciones presenta un muy buen desempe~no
tanto en los casos en que se producen en forma aislada las dos perturbaciones
como en aquel en que se maniestan simultaneamente. En los gracos que
muestran los residuos puede verse que el transitorio inicial, si bien presenta
un sobrepico considerable -lo cual es esperable, debido a las consideraciones
realizadas previamente respecto de los valores elevados de , la ganancia del
observador- tiene una duracion breve. En todos los casos puede notarse que
el residuo es practicamente nulo luego de la primera media hora de iniciada
la perturbacion, lo que indica un muy buen comportamiento del generador
de residuos para este sistema.
6.3 Analisis comparativo de los observadores pro-
puestos
En este captulo hemos propuesto tres observadores para la planta de tra-
tamiento de aguas residuales, cuyo objetivo nal es la deteccion de fallas.
El primero, Observador de orden reducido, puede implementarse de manera
sencilla con las tecnicas usuales para los observadores de tipo identidad. Si
bien funciona correctamente para los valores nominales de los parametros,
una peque~na desviacion de los mismos lleva al observador fuera de la region
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de convergencia. Dicho de otro modo, su robustez es practicamente nula, lo
que lo torna inviable para un sistema como el que estudiamos, en el cual es
esperable un cierto rango de incertidumbre en los parametros del modelo.
El segundo, Observador de estructura variable, posee como ya dijimos
cierta robustez inherente al no requerir el conocimiento exacto de las no
linealidades del sistema. Sin embargo, su comportamiento frente a pertur-
baciones externas, aun peque~nas, es inadecuado.
El tercero, Observador del tipo Filtro de Kalman extendido, presenta
un correcto desempe~no en un entorno mas amplio que los precedentes. En
cuanto a su velocidad de convergencia, es mucho mayor que la del OEV, aun
para valores de  peque~nos. El estudio de la atenuacion de perturbaciones
permitio lograr un buen comportamiento, incluso en el caso en que se pre-
sentan variaciones en el caudal de la alimentacion y en la concentracion de
sustrato de entrada del orden del 50%. Si bien el empleo de observadores
de alta ganancia como este se ve limitado por la inevitable amplicacion del
ruido (ver [26]), cabe destacar que nuestro planteo para atenuar perturba-
ciones puede utilizarse de la misma manera para la atenuacion del ruido del
proceso, aunque esta importante perspectiva no sera tratada en esta tesis.
6.4 Deteccion de fallas en la planta
Una vez logrado el objetivo de generar residuos robustos mediante la ate-
nuacion de las peturbaciones del sistema, mostraremos como se reejan las
fallas en el error de observacion. Dicho de otro modo, comprobaremos que
el residuo posee la propiedad de mnima sensibilidad frente a las perturba-
ciones y una adecuada sensibilidad a las fallas.
6.4.1 El modelo con fallas
En la Seccion 5.5, se incluyeron las perturbaciones en el modelo matematico
de la planta. Siguiendo un razonamiento analogo pueden modelarse la fallas,
con lo cual una descripcion del sistema que las incluya quedara expresada
por
_z = L(z; u; d; f)
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Del mismo modo que las perturbaciones, las fallas pueden aproximarse ex-
pandiendo L(z; u; d; f) en serie de Taylor alrededor de los valores nominales
de los parametros, desestimando los terminos de segundo y mayor orden.
Consideraremos en este caso las siguientes fallas:
1. Falla 1 (f
1
): Disminucion de la concentracion de biomasa por aparicion
de una sustancia toxica para los microorganismos.
2. Falla 2 (f
2
): Disminucion del caudal de reujo por bloqueo de una
valvula.
Falla 1.- La concentracion de lodo biologico (biomasa) aumenta al prin-
cipio del proceso, durante el perodo en que una concentracion sustancial de
sustrato se encuentra presente para proporcionar alimentacion abundante
para mantener el crecimiento de los microorganismos. Cuando la concentra-
cion de sustrato disminuye considerablemente y no hay suciente alimento
para mantener el crecimiento de los microorganismos, estos comienzan a
consumirse entre s y desciende la concentracion de biomasa, ya que la ve-
locidad de destruccion de las celulas excede la de sntesis. Esta es la fase
llamada de \respiracion endogena".
El parametro de dise~no b
H
se dene como la fraccion de lodo biologico
por unidad de tiempo oxidada durante el proceso de respiracion endogena,
es decir, la utilizacion de energa en reacciones para mantenimiento celular.
Pero ademas involucra otros factores, como la muerte de celulas microbia-
nas por predacion debida a algun agente externo. Por ejemplo, b
H
= 0:1 1=d
indica que el 10% de la cantidad total de biomasa presente en el biorreactor,
en cualquier momento, se oxida por da. El factor b
H
se denomina coecien-
te de decaimiento de biomasa o coeciente de descomposicion microbiana.
En consecuencia, una variacion de la concentracion de biomasa por la
introduccion, por ejemplo, de una sustancia toxica para los microorganismos
se vera reejada en este parametro. Por lo tanto, tomemos a b
H0
como su
valor nominal y consideremos ahora
b
H
= b
H0
+b
De acuerdo a las ecuaciones del modelo, esta falla se introduce al sistema
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mediante
@L(z; u; d; f)
@b
H
=
2
4
0
(1  f
p
)(z
3
+ x

3
)
 (z
3
+ x
3
)
3
5
(6.46)
Falla 2.- Si se produjera el bloqueo parcial de la valvula en la corriente de
reujo, el caudal del mismo se vera afectado y en consecuencia disminuira
la cantidad de biomasa activa que se realimenta al biorreactor para mantener
la reaccion. Si llamamos q
R0
al valor nominal del caudal de reujo,
q
R
= q
R0
+q
R
Considerando las ecuaciones del modelo, esta falla se introduce al sistema
mediante
@L(z; u; d; f)
@q
R
=
2
6
4
 (z
1
+x

1
)
V
0
 q
w
V
(z
3
+ x

3
)
q
w
 q
F0
(q
w
+q
R0
)
2
3
7
5
(6.47)
6.4.1.1 Matriz de distribucion de fallas
En sntesis y de acuerdo a las expresiones obtenidas para ambas fallas (f
1
y
f
2
), la matriz de distribucion quedara dada por
R(z) =
h
@L(z;u;b
H
;q
R
)
@b
H
@L(z;u;b
H
;q
R
)
@q
R
i
(6.48)
El termino que modeliza las fallas en el sistema es
R(z)f =
2
6
4
0
 (z
1
+x

1
)
V
(1  f
p
)(z
3
+ x

3
) 0
 (z
3
+ x
3
)
 q
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V
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3
+ x

3
)
q
w
 q
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(q
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)
2
3
7
5

b
H
q
R

=

R
1
R
2


f
1
f
2

(6.49)
Entonces, la expresion completa del modelo incluyendo fallas y pertur-
baciones queda como sigue.
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
z +
2
4
e
e  1
1
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5

R
(z
1
; z
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+E(z)

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1
d
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donde A

es la matriz de la ecuacion (5.10), 
R
(z
1
; z
2
; z
3
) y E(z) fueron
denidos en las Secciones (5.4.7) y (5.5) respectivamente.
6.4.2 Evaluacion del residuo
El segundo paso en la DEF es la evaluacion de los residuos, proceso de toma
de decision que consiste en establecer un umbral logico mediante una funcion
de decision. En los problemas practicos, en los cuales no siempre se puede
lograr el desacoplamiento total de las perturbaciones y las mediciones se ven
afectadas por ruido deben asignarse, como ya se dijo previamente, umbrales
diferentes de cero.
En estos casos, la evaluacion robusta del residuo es la unica forma de
lograr una baja frecuencia de falsas alarmas con una aceptable sensibilidad
a las fallas.
En primer lugar debe elegirse una funcion de evaluacion y, basandose en
ella, determinar el umbral correspondiente. En la practica se usa frecuente-
mente la raz media cuadratica (rms) [23].
k r(t) k
e
= J() =


 1
Z

0
r
T
(t) r(t) dt

1=2
donde  denota la ventana de evaluacion en el dominio del tiempo y k : k
e
indica funcion de evaluacion.
En la practica, la funcion de evaluacion del residuo puede ser seleccio-
nada teniendo en cuenta como pueden evaluarse las fallas a ser detectadas
y que clase de informacion se posee acerca del proceso y posibles fallas.
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Una vez seleccionada la funcion de evaluacion se determina el umbral,
con el objetivo de reducir o prevenir falsas alarmas pero sin que esto pro-
duzca la perdida o no deteccion de fallas reales. Para la eleccion del umbral
debe tomarse en cuenta el ruido en la medicion, de modo de garantizar que
el disparo de alarma se produzca cuando la se~nal haya superado un cierto
valor, denido por consideraciones probabilsticas.
Entonces, en ausencia de fallas k r k
e
debera ser menor que el umbral y
por lo tanto
J = sup
f=0
k r k
e
Como se dijera previamente, el residuo robusto puede ser utilizado para
detectar fallas mediante
k r(t) k=

< J; si no hay fallas
 J; si hay fallas
siendo J el umbral.
Se han desarrollado variadas tecnicas para la seleccion de umbrales, en-
tre las cuales se destaca, por ejemplo, el umbral adaptivo [23]. Dado que
en esta tesis no nos hemos centrado en el analisis de los ruidos de medicion
soslayaremos esta perspectiva, que puede ser estudiada en trabajos futuros.
6.4.3 Simulaciones y resultados para el proceso con fallas
A continuacion, se presentan las simulaciones que ilustran el comportamien-
to del sistema cuando se producen en el las fallas f
1
y f
2
. En las guras que
siguen, se observa la evolucion del residuo a lo largo de 20 horas de proceso.
En las primeras 10 horas el sistema no presenta fallas (r = 0), mientras que
a t = 10h se produce ya sea una variacion en el caudal de reujo q
R
(f
2
)
como en el coeciente de decaimiento b
H
(f
1
).
Falla 1: En el caso de la variacion del coeciente de decaimiento, es decir, la
muerte de microorganismos por efecto de un agente externo al proceso
(por ejemplo, una sustancia toxica), consideramos dos posibilidades:
A) falla abrupta (tipo escalon): se producira si repentinamente la
alimentacion a la planta ingresara con una elevada concentracion
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Figura 6.18: Falla 1. Variacion de b
H
en un 50% respecto del valor nominal.
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Figura 6.19: Falla 1. Variacion de b
H
en un 10% respecto del valor nominal.
de una sustancia toxica. El efecto sobre el coeciente de descom-
posicion microbiana sera igualmente abrupto, ya que ocasionara
la muerte de gran cantidad de microorganismos.Las guras 6.18 a
6.20 muestran la aparicion de una variacion de tipo escalon en b
H
del orden del 50%, del 10% y del 5%, respectivamente, respecto
de su valor nominal.
Si se observan los datos proporcionados por el generador de resi-
duos, para el caso en que la variacion de b
H
es del 50% respecto
de su valor nominal la falla podra detectarse a los pocos minutos
de sucedida, lo que indica un buen desempe~no del generador. Pa-
ra variaciones porcentuales menores, como es esperable, el efecto
sobre el residuo tambien disminuye, aunque una falla del 5% es
detectable con un retardo de una hora aproximadamente.
B) falla suave o incipiente (tipo rampa): se producira si la alimen-
tacion a la planta contuviera una concentracion inicialmente pe-
que~na de la sustancia toxica, o si el agente externo actuara len-
tamente sobre el metabolismo de los microorganismos. En este
caso la deteccion temprana de la falla puede evitar el lavado del
biorreactor, que producira una salida fuera de especicacion du-
rante un tiempo estrechamente relacionado con el retardo con que
se detecta la falla. Se realizaron simulaciones para dos valores di-
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Figura 6.20: Falla 1. Variacion de b
H
en un 5% respecto del valor nominal.
ferentes de pendiente de la rampa: 25% y 2:5% del valor nominal
de b
H
por hora, respectivamente. En las guras se observa que
el generador de residuos maniesta una situacion anormal, ob-
servable aproximadamente a los 20 minutos de su iniciacion en el
primer caso, mientras que en el segundo el retardo es de menos
de una hora, lo que constituye un excelente desempe~no teniendo
en cuenta la peque~na pendiente de la rampa.
Notemos que el parametro b
H
tiene una cota superior natural, ya
que representa una fraccion de decaimiento. Sin embargo, el sis-
tema de deteccion de fallas debera producir un disparo de alarma
antes de que se alcance dicho valor maximo.
Falla 2: En este caso, analizamos los datos proporcionados por el gene-
rador de residuos cuando se produce un bloqueo en la valvula
reguladora del reujo.
En las guras 6.25 a 6.29 puede observarse el comportamiento del
sistema cuando se produce una variacion en el caudal de reujo
del orden del 50% y del 10%, respectivamente, respecto de su
valor nominal. Notamos que en ambos casos la falla es detecta-
ble a los pocos minutos de sucedida, con lo cual puede actuarse
rapidamente para evitar una degradacion considerable en la per-
formance del sistema.
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Figura 6.21: Falla 1. Variacion de b
H
segun una rampa de pend. 25% del
valor nominal.
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Figura 6.22: Falla 1. Variacion de b
H
segun una rampa, 9h  t  11h .
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Figura 6.23: Falla 1. Variacion de b
H
segun una rampa de pend. 2:5% del
valor nominal.
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Figura 6.24: Falla 1. Variacion de b
H
segun una rampa, 9h  t  11h .
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Figura 6.25: Falla 2. Variacion de q
R
en un 50% respecto del valor nominal.
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Figura 6.26: Falla 2. Variacion de q
R
en un 50% respecto del valor nominal
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Figura 6.27: Falla 2. Variacion de q
R
en un 10% respecto del valor nominal,
conc.biomasa.
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Figura 6.28: Falla 2. Variacion de q
R
en un 10% respecto del valor nominal.
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Figura 6.29: Falla 2. Variacion de q
R
en un 10% respecto del valor
nominal,9h  t  11h.
De las guras anteriores puede concluirse que el generador de residuos
presenta una muy buena performance para la deteccion de estas fallas en
la planta. En futuras investigaciones, podran inclurse otras fallas en el
modelo, as como avanzar en su aislamiento e identicacion.
Captulo 7
Conclusiones
En este trabajo hemos estudiado la deteccion de fallas en sistemas de control
automatico, y su aplicacion a una planta de tratamiento de euentes.
Presentaremos a continuacion nuestras conclusiones, luego desarrollare-
mos una breve sntesis de los temas tratados a lo largo de la tesis as como
de las principales contribuciones, y por ultimo mencionaremos las posibles
extensiones del trabajo.
7.1 Conclusiones
En la actualidad y debido a la creciente complejidad de los procesos y sis-
temas de control, se incrementa la necesidad de proveer a los mismos de
un alto grado de conabilidad. Para ello, es util contar con sistemas que
permitan detectar precozmente posibles fallas del proceso, informando me-
diante un disparo de alarma la ocurrencia de una situacion anormal en la
planta. Focalizando nuestra atencion en la deteccion y aislamiento de fallas
en sistemas no lineales de control automatico, hallamos un vasto campo de
estudio, con numerosos aspectos aun por analizar.
En particular, observamos que las tecnicas de dise~no de observadores no
lineales para generacion de residuos pueden no ser aplicables, en la practica,
a determinados sistemas. Teniendo en cuenta que la observabilidad en los
SNL no es una propiedad global, sino que por el contrario depende del punto
de operacion, y considerando el fundamental requerimiento de robustez que
plantea la DEF, se evidencia que no todos los ONL satisfacen las condiciones
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para desempe~narse adecuadamente como generadores de residuos. Para el
sistema de tratamiento de euentes, hemos dise~nado tres observadores (de
orden reducido, de estructura variable y tipo ltro de Kalman extendido),
entre los cuales elegimos el TFKE por presentar la mejor performance fren-
te a perturbaciones externas.
Como ya se dijo, la eciencia de la DEF esta estrechamente relacionada
con la posibilidad de rechazar o al menos atenuar las perturbaciones que
pueden aparecer en la planta. En rigor, una propiedad fundamental de un
buen generador de residuos consiste en poseer una mnima sensibilidad frente
a perturbaciones junto con una maxima sensibilidad a las fallas. Las carac-
tersticas particulares de los sistemas de tratamiento de aguas residuales,
algunos de cuyos parametros presentan uctuaciones inevitables por causas
externas al sistema, ponen de maniesto que este analisis no puede sosla-
yarse. En una primera aproximacion, observamos que las condiciones para
el desacoplamiento total de perturbaciones son altamente restrictivas y no
se cumplen en nuestro caso. Por ello, solo podemos garantizar su atenua-
cion a un nivel prejado. Utilizamos una tecnica similar a la desarrollada
en [33] para dise~nar controladores estabilizantes globales con atenuacion de
perturbaciones. Nuestro aporte consistio en plantear un nuevo problema, el
de atenuacion de perturbaciones para observadores no lineales (lo que en sis-
temas lineales sera el dual del anterior), extendiendo ademas su aplicacion
a un campo vectorial multivariable. Los resultados permitieron un redise~no
del observador TFKE, lograndose un muy buen desempe~no para variaciones
considerables de los parametros con respecto a su valor nominal.
Luego de desarrollar el modelo matematico de la planta a partir de balan-
ces de masa, as como de ecuaciones cineticas que reejan el comportamiento
de los microorganismos, inclumos en el tanto las perturbaciones como las
fallas que mas comunmente pueden afectar al proceso. Es decir, construmos
un modelo apropiado en funcion de nuestro objetivo y aplicamos en el las
herramientas previamente obtenidas, tanto para atenuar perturbaciones co-
mo para detectar fallas. Los resultados muestran que nuestro observador
de alta ganancia, redise~nado para atenuar perturbaciones, pude implemen-
tarse con muy buen desempe~no para la deteccion de fallas en la planta de
tratamiento de euentes.
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7.2 Breve sntesis
Deteccion y aislamiento de fallas: Desarrollamos aqu las tecnicas mas
usuales para DEF y generacion de residuos, haciendo enfasis en aquellas
que se basan en el uso de observadores. En particular, resulta relevan-
te para nuestro trabajo el estudio del dise~no de los Observadores de
entrada desconocida (OED), cuyo principio consiste en lograr que el
vector de estimacion no se vea afectado por las perturbaciones.
El requerimiento de robustez es especialmente restrictivo en los sis-
temas no lineales, para los cuales mostramos diferentes metodos de
generacion de residuos mediante ONL y estudiamos la posibilidad del
desacoplamiento total de las perturbaciones que pueden afectar al sis-
tema.
Desacoplamiento y atenuacion de perturbaciones: Para que el siste-
ma de DEF sea eciente, los efectos de las perturbaciones no deberan
reejarse en el residuo. En los sistemas reales esto no puede lograrse
facilmente, y menos aun si responden a un modelo no lineal. Cuan-
do no se verican las condiciones necesarias para el desacoplamiento
total, puede estudiarse la posibilidad de un desacoplamiento aproxi-
mado, optimizando ndices de desempe~no que midan la relacion entre
la sensibilidad a las fallas y la sensibilidad frente a perturbaciones.
En los sistemas no lineales lograr que la salida sea completamente
independiente de las entradas desconocidas impone restricciones se-
veras al sistema, por lo cual solo es posible en casos especiales. En
consecuencia es util proponer un nuevo camino que posibilite la ate-
nuacion de las perturbaciones a un nivel prejado. La reduccion del
efecto de las entradas desconocidas en la salida del sistema - que en
este caso es el error de observacion- puede medirse en terminos de
la ganancia L
2
, concepto que juntamente con el teorema de Artstein-
Sontag permite plantear el problema en funcion de una desigualdad de
Hamilton-Jacobi. Hemos aplicado los resultados obtenidos por Isidori
para controladores a los observadores no lineales, estudiando la atenua-
cion de perturbaciones en el modelo de error. Es decir, desarrollamos
lo que en sistemas lineales se conoce como el dual del problema plan-
teado en [33]. Ademas realizamos la extension de dichos resultados a
un campo vectorial multivariable.
Sistemas de tratamiento de euentes: Presentamos las caractersticas
generales de los procesos de tratamiento biologico de aguas residuales,
CAP

ITULO 7. CONCLUSIONES 138
en especial el metodo de lodos activados. Desarrollamos los balances
de materia y ecuaciones cineticas que permiten construir el modelo
matematico -no lineal- de la planta, incluyendo en el en una segunda
etapa el modelado de perturbaciones. Por ultimo, describimos algunas
de las fallas tpicas que suelen presentarse en el proceso, a n de cons-
truir un modelo de fallas que permita luego instrumentar un sistema
para su deteccion y aislamiento.
Deteccion de fallas en la planta: Estudiamos la aplicacion de la DEF
mediante observadores no lineales a una planta de tratamiento de
aguas residuales. Desarrollamos en primer lugar el dise~no de tres
observadores propuestos para el sistema: observador de orden redu-
cido, observador de estructura variable, observador del tipo Filtro de
Kalman extendido. Realizamos las simulaciones que ilustran su desem-
pe~no, estudiando luego su robustez frente a perturbaciones externas.
De la comparacion entre ellos puede concluirse que el observador TF-
KE presenta la mejor performance en cuanto al rechazo de perturba-
ciones. Sin embargo, dado que no se cumplen en el sistema las con-
diciones para el desacoplamiento total, debe replantearse el problema
en terminos de la atenuacion de perturbaciones a un nivel predenido.
Intodujimos en el modelo dos perturbaciones externas que aparecen
frecuentemente en la planta: variacion en la concentracion de sustrato
de entrada y variacion en el caudal de alimentacion. El redise~no del
observador para un nivel predenido de atenuacion de las perturba-
ciones se muestra efectivo, incrementando la robustez del mismo al
mostrar un desempe~no adecuado para variaciones de los parametros
del orden del 50% de su valor nominal.
Finalmente, estudiamos dos fallas que pueden aparecer en el sistema:
disminucion de la concentracion de biomasa en el biorreactor por apa-
ricion de una sustancia toxica y disminucion del caudal de reujo por
bloqueo de la valvula reguladora. Observamos que el generador de
residuos se desempe~na correctamente en ambos casos, permitiendo de-
tectar las fallas en un tiempo razonable, de modo de evitar efectos
graves sobre el proceso.
En sntesis, las dos mayores contribuciones de esta tesis son
i) el esquema de atenuacion de perturbaciones.
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ii) la obtencion de las condiciones para lograr convergencia del generador
de residuos.
7.3 Trabajo futuro
Del estudio de las distintas tecnicas para ONL se observa que los desarrollos
teoricos no siempre pueden aplicarse en forma directa a los procesos rea-
les. En particular, en el caso del observador TFKE la determinacion del
parametro  se realizo conservativamente, debido al calculo de la cota pa-
ra la transformada de la perturbacion. Una posible extension del trabajo
consiste en ajustar el calculo de dicha cota. Esto a su vez posibilitara la
obtencion de un valor de  menos conservativo, lo cual es importante dado
que existe un compromiso entre la atenuacion de perturbaciones y un buen
comportamiento transitorio con baja amplicacion del ruido. Con respec-
to a esto ultimo, cabe destacar que nuestra propuesta para atenuacion de
perturbaciones podra aplicarse, analogamente, para la atenuacion del ruido
del proceso, lo que tambien plantea una interesante lnea de trabajo futuro.
Otro aspecto en el cual se puede indagar es la evaluacion robusta del
residuo, as como la seleccion de umbrales de deteccion, en especial tecnicas
para el dise~no de umbrales adaptivos que aumenten la eciencia del sistema
de DEF.
Por otra parte, hay un amplio campo para la investigacion en el ais-
lamiento e identicacion de fallas en sistemas no lineales, ya que si bien
este tema ha sido encarado por los investigadores, aun dista de alcanzar el
desarrollo que presenta para los sistemas lineales. En particular, para los
procesos de tratamiento de euentes, resultara de interes avanzar tanto en
la modelizacion de nuevas fallas como en su aislamiento e identicacion con
el objetivo de, una vez realizada la deteccion, determinar la ubicacion de las
fallas (sensor, actuador, componente) y estimar su tama~no y naturaleza.
Apendice A
Lema de
Meyer-Kalman-Yacubovich
Teorema 1 Consideremos el sistema
_x = Ax +  
T
(x; z; t)z x 2 R
n
; x(t
0
) = x
0
(A.1)
_z =   (x; z; t)Px z 2 R
p
; z(t
0
) = z
0
(A.2)
donde: A
nn
es una matriz Hurwitz;  (x; z; t)
pn
es una matriz de funciones
suaves uniformemente acotadas para cada (x; z) acotado; 
pp
, una matriz
simetrica, denida positiva; P
nn
es la solucion simetrica, positiva denida
de la ecuacion de Lyapunov
A
T
P + PA =  Q
con Q una matriz simetrica, denida positiva.
Entonces:
a) el punto de equilibrio (x; z) = 0 es uniformemente estable.
b) las soluciones x(t) y z(t) de (A.1) son uniformemente acotadas 8t 
t
0
, 8x
0
2 R
n
, 8z
0
2 R
p
.
c) lim
t!1
k x(t) k= 0, 8x
0
2 R
n
, 8z
0
2 R
p
.
Si ademas
@ 
@t
es uniformemente acotada para todo (x; z) acotado y existe
una funcion  de clase K tal que:
z
T
 (0; z; t)  
T
(0; z; t) z  (k z k); 8t  t
0
; 8z 2 R
p
;
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entonces
d) el origen (x; z) = 0 es un equilibiro global,uniforme y asintoticamente
estable para el sistema (A.1).
Lema (Meyer-Kalman-Yacubovich) 1 Sea A
nn
una matriz Hurwitz,
y b, c
T
, dos vectores reales de n 1. Si y solo si el triplete (A; b; c) satisface
la condicion de ser estrictamente real positivo:
Refc(j!I   A)
 1
bg > 0; 8! 2 ( 1;+1)
entonces, para una matriz Q
nn
simetrica, positiva denida, existe una ma-
triz simetrica, positiva denida P
nn
, un vector real q
n1
y un numero real
positivo  tal que:
A
T
P + PA =  qq
T
  Q (A.3)
Pb = c
T
(A.4)
Apendice B
Lema generalizado de
Gronwall
Sean
 (t),  (t) reales y continuas, no negativas en [a; b]
 k > 0 una constante
Si para t en [a; b],
(t)   (t) + k
Z
t
a
(s) ds
entonces
(t)   (t) +
Z
t
a
e
k(t s)
 (s) ds
Nota:
Si f : [0; ] ! R continua y no negativa, y se verica:
f(t)  C +
Z
t
0
K f(s) ds; 8t 2 [0; ]
con C  0 y K  0, entonces
f(t)  C e
Kt
; 8t 2 [0; ]
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Apendice C
Teorema de Artstein-Sontag
Consideremos un sistema descripto por ecuaciones de la forma:
_x = f(x) + g(x)u (C.1)
donde f(x) y g(x) son campos vectoriales suaves y f(0) = 0. Entonces
existe una ley de realimentacion casi suave u = (x) que estabiliza global y
asintoticamente el equilibrio x = 0 de (C.1) si y solo si existe una funcion
suave, denida positiva y propia V (x) con las siguientes propiedades:
 L
g
V (x) = 0 ) L
f
V (x) < 0, 8x 6= 0.
 8 > 0 9Æ > 0 tal que si x 6= 0 satisface que k x k< Æ, entonces existe
alguna u con j u j<  tal que
L
f
V (x) + L
g
V (x)u < 0
Nota:
El teorema provee una formula simple para la ley de realimentacion casi
suave que estabiliza un sistema (C.1) global y asintoticamente. Esta es:
u = (x) =
8
<
:
0 si L
g
V (x) = 0
 
L
f
V (x)+
p
[L
f
V (x)]
2
+[L
g
V (x)]
4
L
g
V (x)
si L
g
V (x) 6= 0
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Apendice D
Acerca de la Ecuacion 6.27
Sea S
1
() la solucion estacionaria de:
_
S
t
() =  S
t
()   A
T
S
t
()   S
t
()A + C
T
C
donde
C = [1 0 0] A =
2
4
0 1 0
0 0 1
0 0 0
3
5
y S
t
() es una matriz simetrica, positiva denida.
Entonces, 8 > 0, la solucion estacionaria S
1
() satisface
(S
1
())
i;j
= (S
1
(1))
i;j
1

i+j 1
(ecuacion 6:27)
Demostracion
Por simplicidad, realizaremos la demostracion para la matriz S
1
() de orden
3. Se vera que, analogamente, puede extenderse para matrices de cualquier
orden.
Observemos que
S
t
() = e
 t
e
 A
T
t
S
0
() e
 At
+
Z
t
0
e
 (t s)
e
 A
T
(t s)
C
T
C e
 A(t s)
ds
Entonces para t grande e
 t
! 0 y se puede \despreciar" el primer termino.
Luego, para t grande,
S
1
() = lim
t!1
Z
t
0
e
 (t s)
e
 A
T
(t s)
C
T
C e
 A(t s)
ds
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Sea el cambio de variables  = t  s, d =  ds.
Como e
A
T


=
I  A
T
 + (A
T
)
2

2
2
, se tiene:
e
A
T

C
T

=
2
4
1
 

2
2
3
5
Con lo cual
S
1
() = lim
t!1
Z
t
0
 e
 
2
4
1
 

2
2
3
5
h
1  

2
2
i
d
La matriz S
1
() se obtiene calculando la integral anterior para cada (S
1
())
i;j
.
Obtenemos de este modo
(S
1
())
1;1
=
Z
1
0
e
 
d =
1

(S
1
())
1;2
= (S
1
())
2;1
=
Z
1
0
 e
 
 d =
 1

2
(S
1
())
1;3
= (S
1
())
3;1
=
1
2
Z
1
0
e
 

2
d =
1

3
(S
1
())
2;3
= (S
1
())
3;2
=
1
2
Z
1
0
 e
 

3
d =
 3

4
(S
1
())
2;2
=
Z
1
0
e
 

2
d =
2

3
(S
1
())
3;3
=
1
4
Z
1
0
e
 

4
d =
6

5
Entonces,
S
1
() =
2
6
6
6
6
4
1

 1

2
1

3
 1

2
2

3
 3

4
1

3
 3

4
6

5
3
7
7
7
7
5
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con
S
1
(1) =
2
4
1  1 1
 1 2  3
1  3 6
3
5
y por lo tanto
(S
1
())
i;j
= (S
1
(1))
i;j
1

i+j 1
como queramos demostrar.
Apendice E
Obtencion de la cota para la
norma de E(w)
Para realizar la acotacion deseada, gracamos k E k en funcion de z
2
y z
3
para distintos valores de z
1
como parametro.
E.1 Region de operacion elegida para establecer
la cota de E(w)
Para realizar los gracos se determinaron los siguientes intervalos en las tres
variables de estado:
a) concentracion de oxgeno ( 1:5mg=l  z
1
 2mg=l)
El intervalo se eligio teniendo en cuenta que la concentracion de O
2
es la variable controlada en el sistema, habiendose jado su set point
en z
1
= 0:5mg=l. La cota crece para valores cercanos a  2mg=l, lo
que no es relevante puesto que la concentracion de O
2
de equilibrio es
z

1
= 3:04mg=l, con lo cual el valor lmite tomado indica una concen-
tracion muy baja de oxgeno (0:5mg=l), a los efectos practicos cercana
a cero. En rigor, antes de alcanzar este valor debera producirse un
disparo de alarma, para evitar el colapso del sistema por la muerte de
gran parte de los microorganismos que producen la reaccion biologica.
Recordemos que el proceso de lodos activados es aerobico, y muy sen-
sible a la concentracion de O
2
disuelto en el agua.
b) concentracion de sustrato ( 2mg=l  z
2
 6mg=l)
El valor maximo elegido indicara que el sistema esta proveyendo un
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euente con una carga organica que es el doble de la esperada. Con
esto se estaran incumpliendo largamente las especicaciones de ca-
lidad requeridas, por lo cual es deseable que antes de alcanzar esta
condicion el sistema de deteccion de fallas haya previsto una se~nal de
alarma indicando el comportamiento anormal del proceso. En cuanto
al mnimo, se tuvo en cuenta que en un proceso de lodos activados
tradicional se logra una reduccion de la DBO de hasta un 5 y un 15%
de su valor inicial en la alimentacion, es decir un rendimiento en el
consumo de la DBO soluble del 85 al 95 %. El valor mnimo elegido
en este caso corresponde a reducir la carga organica hasta aproxima-
damente un 1% de su valor en la alimentacion. Por otra parte, se
realizaron calculos para llevar practicamente a cero la concentracion
de sustrato en el biorreactor, observandose que esto no implicara un
cambio signicativo en la cota elegida para E.
c) concentracion de biomasa ( 300mg=l  z
3
 300mg=l)
En este caso, el intervalo elegido esta en estrecha correlacion con los
anteriores. Si el proceso se encuentra funcionando en condiciones \nor-
males", no es esperable que la concentracion de microorganismos este
por fuera de este intervalo. Situaciones especiales, tales como el ago-
tamiento del biorreactor (disminucion de la biomasa a cero y concen-
tracion de sustrato en la salida igual a la de la alimentacion) deberan
ser detectadas con un disparo de alarma por el sistema de DEF.
Recuerdese que las variables z
1
, z
2
, z
3
representan concentraciones rela-
tivas a las de equilibrio.
E.2 Figuras para la determinacion de la cota
Los resultados se muestran en las Figuras E.1 a E.9. Observamos la for-
ma de k E k para valores de z
2
; z
3
en los rangos indicados y z
1
como
parametro. Se puede ver que si admitimos que (z
1
; z
2
; z
3
) pertenecen al
compacto [ 1:5; 2]  [ 2; 6]  [ 300; 300] entonces k E k 550 (Vease la
gura E.8).
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Figura E.1: Cota de k E k cuando el
valor de z
1
es el de equilibrio
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Figura E.2: Cota de k E k cuando
z
1
= 0:25
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Figura E.3: Cota de k E k cuando
z
1
= 0:5
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Figura E.4: Cota de k E k cuando
z
1
= 1
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Figura E.5: Cota de k E k cuando
z
1
= 1:5
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Figura E.6: Cota de k E k cuando
z
1
= 2
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Figura E.7: Cota de k E k cuando
z
1
=  1
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Figura E.8: Cota de k E k cuando
z
1
=  1:5
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Figura E.9: Cota de k E k cuando z
1
=  0:5
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Correcciones sugeridas
1. pag. 27 y pag. 31: Se agregaron las referencias sugeridas.
2. pag. 37: Se corrigio la ecuacion (3.34) y se agrego la expresion de r(s).
3. pag. 50: Comentario a la ecuacion (3.74)
4. pag. 65: Se agrego una nota con la denicion de las derivadas de Lie.
5. pag. 85: Se corrigio la tabla (5.1).
6. pag. 104 y 109: Se modico la notacion para mantener consistencia.
7. pag. 107: (OEV)
8. pag. 117: En las guras, se gracan las concentraciones referidas a
las de equilibrio (ver guras ), por lo cual pueden aparecer valores
negativos de las variables.
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