Abstract-Restricted reliability, or limited reliability, transport layer protocols reduce but do not eliminate the packet loss probability seen by higher layers. Forward error correction (FEC) is employed to control the packet loss rate, but automatic repeat request (ARQ) is not used, either because no reverse channel exists or because it does not support the required quality of service.
I. INTRODUCTION

R
ESTRICTED reliability, or limited reliability, protocols are ones in which forward error correction (FEC) data is sent proactively together with original data; the FEC data can be used to repair most but not all packet losses. This technique thus gives an improvement over a protocol with no FEC, but is not fully reliable since there is no automatic repeat request (ARQ).
The motivation for studying and using restricted reliability protocols is that they provide an improvement in the error rate observed by the application but do not require a reverse channel. This makes them appropriate in situations where either no such channel exists, or a channel exists but has low bandwidth (e.g., satellites). They are also suitable for real-time applications such as video or audio streaming, where reliable data transfer using ARQ is not feasible because of the time to request and retransmit lost or corrupted data [1] . Restricted reliability protocols can be used for either unicast or multicast; a further advantage in the case of multicast restricted reliability protocols [2] is that they avoid multicast NAK implosion. Biersack [3] showed that FEC is beneficial in a heterogeneous traffic mix: the increased ability to recover lost packets more than cancels any increased network loss rate caused by the FEC packets.
II. ANALYSIS
The protocol takes a block of data packets and encodes FEC packets using an erasure correcting code (e.g., [4] , [5] ). The set of packets is then transmitted as a systematic code consisting of the data packets followed by the FEC packets. The network has a packet loss probability and so in general some packets are lost. At the receiver, all data packets can be recovered provided that at least of the set of are received. If more than packets are lost, then none of the lost data packets can be recovered.
A. Assumptions
We assume data packets are generated by the application at a constant rate. We further assume that the packets are also transmitted at a constant rate, to avoid network traffic bursts. To normalize the models developed here, we assume that the data packets represent streaming application data from units of time, irrespective of the number of FEC packets. The network packet transmission rate is thus packets per unit time ( Fig. 1) .
We assume the application requires ordered delivery of data packets. We also ignore any application buffering or interleaving, since we here consider only the effect of the transport layer protocol. We assume packet losses are independent. We ignore coding delay, since this can be performed rapidly with modern processors. We also ignore network delay and network jitter, to focus on the effect of proactive FEC on the protocol.
We now derive expressions for application packet loss probability, protocol delay and protocol jitter. 
B. Application Packet Loss Probability
Following the analysis of [6] for a FEC layer, a data packet or application packet is lost if (a) it is not received at the receiver and (b) more than of the other packets in the set are also lost so that the erasure correcting code is unable to recover the packet. The application packet loss probability is, therefore, given by:
This function is plotted in Fig. 2 . The expression has also been validated by simulation using the event driven simulation tool Opnet, and these simulation results are shown in the figure.
C. Protocol Delay
We define protocol delay to be the mean packet delay, due solely to the restricted reliability protocol, in delivering a packet to the receiving application, assuming zero packet loss. Ignoring network delays, data packet is sent at time and delivered to the application at time (Fig. 1) . The delay for this packet is therefore and so is (2) The maximum delay under these conditions is for the final data packet of the block .
D. Protocol Jitter
Protocol jitter, due solely to the effect of the restricted reliability protocol, occurs when one or more of the data packets are lost, and repair therefore has to await the arrival of one or more FEC packets (Fig. 1) . We define the mean jitter as the mean difference between the time a packet is due to be deliv- where is the number of data packets in the block that are actually delivered, and for data packet . We note that, taking into account only the effect of the restricted reliability protocol, is always positive [7] . is derived in the Appendix as the sum of two terms, and . is plotted in Fig. 3 for and . Again, the expression has been validated by simulation, as shown in the figure. The maximum occurs when the network packet loss is so high that the FEC is unable to recover the lost packets: as soon as more than losses have been detected all received packets can be delivered to the application, resulting in decreased jitter. However, this is not a good operating point since the FEC is providing virtually no improvement in application packet loss rate.
III. APPLICATION
We illustrate the use of these equations with an example. Say we wish to use restricted reliability to gain an improvement of two orders of magnitude in the packet loss probability, e.g., network loss , application packet loss . From Fig. 2 , this can be achieved with either and , for a 25% network traffic overhead; or and , for a 6.25% network traffic overhead.
To compare the protocol delay and protocol jitter of these two options, consider an audio protocol which transmits frame updates every 7.5 ms. The mean protocol delay is from (2), at zero BER:
• For , , mean application packets or 6.75 ms; or • For , , mean application packets or 14.3 ms.
The protocol jitter is, from Fig. 3: • For , , mean application packets or 0.6 ms; or • For , , mean application packets or 39.8 ms.
The maximum jitter occurs when the first packet in a block is lost and repair has to wait until the final FEC packet is received, and is therefore application packets; for the two options this is respectively 7 and 63 application packets (53 ms and 473 ms).
IV. CONCLUSIONS
Our novel contribution in this letter has been to derive and apply expressions for application packet loss probability, delay and jitter for restricted reliability protocols. We have shown how increasing the number of FEC packets transmitted with a block improves the application packet loss rate. We have illustrated how a small block size has a reduced protocol delay and jitter but requires a larger network traffic volume. A large block size on the other hand has smaller network traffic overhead but at the cost of larger delay and jitter. The quantitative analysis has been confirmed by simulation study.
APPENDIX DERIVATION OF PROTOCOL JITTER
We approximate protocol jitter as the sum of two distinct components: (a) when the number of data packets lost, , is less than or equal to the expected number of FEC packets received, , so that all the data packets can be recovered; (b) when , so that no lost data packets can be recovered, and only the data packets actually received can be delivered to the application.
A.
Let data packet be the first lost packet in the block. If data packets are lost, all lost packets can be recovered when FEC packet arrives at time . The jitter is zero for data packets 1 through , and for any data packets that are due to be delivered to the application after the arrival of FEC packet . The mean jitter averaged over the block of data packets when the first lost packet is is thus where . The probability of losing out of data packets with the first lost packet at is for . Thus the mean jitter when is (3)
B.
To simplify the analysis assume the lost data packets are evenly spaced between packets 1 and . The first lost packet is therefore approximately . As soon as the receiver determines that packets have been lost and therefore it cannot repair any lost data, it delivers all packets. The mean jitter averaged over the received data packets is thus where . The probability of losing out of data packets is , and so the mean jitter when is (4) 
