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Abstract. In this paper, we study the spectral theory for nonlocal dispersal operators with time periodic
indefinite weight functions subject to Dirichlet type, Neumann type and spatial periodic type boundary
conditions. We first obtain necessary and sufficient conditions for the existence of a unique positive
principal spectrum point for such operators. We then investigate upper bounds of principal spectrum
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1 Introduction
Random dispersal operators, such as u(t, ·) 7→ ∆u(t, ·) with proper boundary condition, are often adopted
in modeling dissipative systems in applied sciences when the organisms in the systems move randomly
between the adjacent spatial locations (see [7, 9, 10, 11, 13, 14, 22, 26, 27, 28, 29, 30, 38, 52], etc.).
Nonlocal dispersal operators, such as u(t, ·) 7→
∫
RN
k(y − ·)[u(t, y) − u(t, ·)]dy, are applied in modeling
diffusive systems in applied sciences when the systems exhibit long range internal interactions (see [20, 21,
25, 33, 34, 36, 45, 50, 51], etc.). Diffusive evolution equations with both random and nonlocal dispersals
have been widely studied on one hand. On the other hand, there are still many important dynamical
issues for such systems which are not well understood yet.
The current paper is devoted to the study of principal spectrum points/principal eigenvalues of non-
local dispersal operators with time periodic indefinite weight functions and Dirichlet type, Neumann
type, and periodic boundary conditions. More precisely, the eigenvalue problem subject to Dirichlet type
boundary condition considered in this paper reads as{
−∂tu(t, x) +
∫
D
κ(y − x)u(t, y)dy − u(t, x) + λ1m1(t, x)u(t, x) = 0, x ∈ D¯,
u(t+ T, x) = u(t, x),
(1.1)
where D ⊂ RN is a smooth bounded domain and m1(t, x) 6= 0 is a continuous, time periodic weight
function; the eigenvalue problem subject to Neumann type boundary condition considered in this paper
reads as {
−∂tu(t, x) +
∫
D
κ(y − x)[u(t, y)− u(t, x)]dy + λ2m2(t, x)u(t, x) = 0, x ∈ D¯,
u(t+ T, x) = u(t, x),
(1.2)
where D ∈ RN and m2(t, x) are as (1.1); and the eigenvalue problem subject to periodic boundary
conditions considered in this paper reads as{
−∂tu(t, x) +
∫
RN
κ(y − x)[u(t, y)− u(t, x)]dy + λ3m3(t, x)u(t, x) = 0, x ∈ R
N ,
u(t+ T, x) = u(t, x+ pjej) = u(t, x),
(1.3)
where pj > 0, ej = (δj1 , δj2 , · · · , δjN ) (δjk = 1 if j = k and δjk = 0 if j 6= k), and m3(t, x) is a continuous
function with m3(t + T, x) = m3(t, x + pjej) = m3(t, x) for j = 1, 2, · · · , N . Throughout the paper, we
assume that the nonlocal kernel function κ(·) in (1.1)-(1.3) satisfies the following condition
κ(·) ∈ Cc(R
N ), κ(0) > 0, κ(−z) = κ(z), and
∫
RN
κ(z)dz = 1. (K)
The eigenvalue problems (1.1), (1.2), and (1.3) can be viewed as the nonlocal dispersal counterparts of
the following eigenvalue problems associated to random dispersal operators with time periodic indefinite
functions and Dirichlet, Neumann, and periodic boundary conditions,
−∂tu(t, x) + ∆u(t, x) + λ1m1(t, x)u(t, x) = 0 x ∈ D,
u(t, x) = 0, x ∈ ∂D,
u(t, x) = u(t+ T, x),
(1.4)

−∂tu(t, x) + ∆u(t, x) + λ2m2(t, x)u(t, x) = 0 x ∈ D,
∂u
∂n
(t, x) = 0, x ∈ ∂D,
u(t, x) = u(t+ T, x),
(1.5)
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and {
−∂tu(t, x) + ∆u(t, x) + λ3m3(t, x)u(t, x) = 0 x ∈ R
N ,
u(t+ T, x) = u(t, x+ pjej) = u(t, x),
(1.6)
respectively (see [49] and references therein for the relation between nonlocal dispersal operators with
Dirichlet type, Neumann type, and periodic boundary conditions, and random dispersal operators with
Dirichlet, Neumann, and periodic boundary conditions).
The eigenvalue problems of random dispersal operators with indefinite weight functions have been
extensively for more than two decades (see, e.g. [4, 5, 6, 7, 8, 10, 13, 14, 27, 28, 29, 32, 37, 41, 47] and
references therein). For i = 1 (i = 2, or i = 3, respectively), recall that a real number λr,p1 (λ
r,p
2 or
λr,p3 , respectively) is called a principal eigenvalue of (1.4) ((1.5), or (1.6), respectively) if (1.4) ((1.5), or
(1.6), respectively) with λ1 = λ
r,p
1 (λ2 = λ
r,p
2 , or λ3 = λ
r,p
3 , respectively) has a positive solution (called
eigenfunction). The eigenvalue problem (1.4), (1.5), or (1.6) are closely related to the following regular
eigenvalue problems,
−∂tu(t, x) + ∆u(t, x) + λ1m1(t, x)u(t, x) = µ1u(t, x) x ∈ D,
u(t, x) = 0, x ∈ ∂D,
u(t, x) = u(t+ T, x),
(1.7)

−∂tu(t, x) + ∆u(t, x) + λ2m2(t, x)u(t, x) = µ2u(t, x) x ∈ D,
∂u
∂n
(t, x) = 0, x ∈ ∂D,
u(t, x) = u(t+ T, x),
(1.8)
{
−∂tu(t, x) + ∆u(t, x) + λ3m3(t, x)u(t, x) = µ3u(t, x) x ∈ R
N ,
u(t+ T, x) = u(t, x+ pjej) = u(t, x).
(1.9)
For i = 1, 2, 3, and any given λi, let µ
r,p
i (λi) be the principal eigenvalue of (1.7), (1.8), and (1.9),
respectively. Then λr,p1 (resp. λ
r,p
2 , λ
r,p
3 ) is a principal eigenvalues of (1.4) (resp. (1.5), (1.6)) if and only
if µr1(λ
r,p
1 ) = 0 (resp. µ
r
2(λ
r,p
2 ) = 0, µ
r
3(λ
r,p
3 ) = 0).
Thanks to its applications in the nonlinear mathematical models, in particular, the population dy-
namics in biology, the existence of positive principal eigenvalues of (1.4), (1.5), and (1.6) is of partic-
ular interest and has been well studied. The time independent version was first studied by Manes and
Micheletti in [42]. Then, Hess and Kato in [29] and Brown and Lin in [8] obtained some results for
elliptic operators in Dirichlet boundary case. The proofs of Brown and Lin and Manes and Micheletti
are based on the variational characterization of the principal eigenvalue; the proof of Hess and Kato uses
Krein-Rutman’s theorem. For more general elliptic operators subject to various boundary conditions, we
refer to [5, 6, 7, 8, 10, 24, 27, 29, 39, 40, 47] and references therein, and for the applications in population
dynamics, such as the optimization of spatial arrangement of favorable and unfavorable regions for a
species to survive in biological context, we refer to [9, 11, 13, 14, 32, 37, 41], etc.
Among others, in the time independent case, it is proved that (1.4) with m1(t, x) = m1(x) admits a
unique positive principal eigenvalue if and only if
m(x0) > 0 for some x0 ∈ D (1.10)
(see [24, 29, 27]), and (1.5) with m2(t, x) = m2(x) admits a unique positive principal eigenvalue if and
only if
m2(x0) > 0 for some x0 ∈ D and
∫
D
m2(x)dx < 0 (1.11)
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(see [27]). In the time periodic case, it is proved that (1.4) has a unique positive principal eigenvalue if
and only if ∫ T
0
max
x∈D¯
m1(t, x)dt > 0 (R-D)
(see [28]), and (1.5) has a unique positive principal eigenvalue if∫ T
0
max
x∈D¯
m2(t, x)dt > 0 and
∫
D
∫ T
0
m2(t, x)dtdx < 0 (R-N)
(see [28]). There is no result for random dispersal operator subject to the spatial periodic boundary
condition so far. But as we can see in the proofs for nonlocal dispersal operator, results in spatial
periodic boundary case are very similar to those in Neumann boundary case.
The study of (1.1), (1.2), and (1.3) is of great interest in its own and will also have important
applications in the study of many nonlinear mathematical models with nonlocal dispersal from applied
science, including the following time periodic dispersal evolution equations,
∂tu =
∫
D
κ(y − x)u(t, y)dy − u(t, x) + λ1uf1(t, x, u), x ∈ D¯,
u(t+ T, x) = u(t, x),
u(0, x) ≥ 0, u(0, x) 6≡ 0,
(1.12)

∂tu =
∫
D
k(y − x)[u(t, y)− u(t, x)]dy + λ2uf2(t, x, u), x ∈ D¯,
u(t+ T, x) = u(t, x),
u(0, x) ≥ 0, u(0, x) 6≡ 0,
(1.13)
and 
∂tu =
∫
RN
k(y − x)u(t, y)dy − u(t, x) + λ3uf3(t, x, u), x ∈ R
N ,
u(t+ T, x+ piei) = u(t, x+ piei) = u(t, x),
u(0, x) ≥ 0, u(0, x) 6≡ 0,
(1.14)
where u(0, x) is continuous and bounded, λi > 0, and fi(t, x, u) satisfies the following condition (i =
1, 2, 3),
(F) fi is C
1 in t ∈ R and C3 in (x, u) ∈ RN × R; fi(t, x, u) < 0 for u ≫ 1 and ∂ufi(t, x, u) < 0 for
u ≥ 0; fi(t + T, x, u) = fi(t, x, u); and when i = 3, fi(t + T, x, u) = fi(t, x + pjej, u) = f(t, x, u) for
j = 1, 2, · · · , N .
In (1.12), (1.13), and (1.14), u(t, x) represents the density of a species at location x and time t, and
λif(t, x, 0)(i = 1, 2, 3) represents the intrinsic growth rate of a species. Hence only non-negative solutions
of (1.12), (1.13), and (1.14) are of interest. Notice that u ≡ 0 is a solution to (1.12), (1.13), and (1.14). It
is of great interest to know for which λ1 (resp. λ2, λ3), there is a positive solution of (1.12) (resp. (1.13),
(1.14)). As in the random dispersal case, the spectral theory for the eigenvalue problems (1.1), (1.2), and
(1.3) will play an important role in the study of positive solutions of (1.12), (1.13), and (1.14)).
However, little is known about the eigenvalue problems of nonlocal dispersal operators with (time
periodic) indefinite weight functions. The objective of this paper is to investigate the principal spectrum
points /eigenvalues (if exists) of the nonlocal time-periodic weighted eigenvalue problems with Dirich-
let type boundary condition (1.1), Neumann type boundary condition (1.2) and spatial periodic type
boundary condition (1.3), respectively. Note that, unlike random dispersal operators, a nonlocal disper-
sal operator may not have a principal eigenvalue (see [15, 50] for examples). We hence first introduce
the notion of the principal spectrum points of (1.1), (1.2) and (1.3), which are the natural generalization
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of notion of the principal eigenvalue of (1.4), (1.5), and (1.6). Moreover, due to the lack of compactness
of nonlocal operators, the Krein-Rutman’s theorem is not applicable, and there is in general no varia-
tional characterization for time-periodic nonlocal dispersal operators. We overcome the difficulties by
developing various new techniques, and prove the necessary and sufficient conditions for the existence of
positive principal spectrum points of (1.1), (1.2), and (1.3), respectively. We also investigate the upper
bounds of principal spectrum points and the sufficient conditions for the principal spectrum points to be
principal eigenvalues. As an application, we study asymptotic dynamics of (1.12), (1.13), and (1.14) by
the spectral theory of weighted nonlocal dispersal operators.
The rest of this paper is organized as follows. In section 2, we introduce notations, definitions and
state the main results of the paper. In section 3, we present some preliminary materials to be used in
the proof of the main results. We prove the main results and discuss the application of the main results
in section 4.
2 Notations, Definitions, and Main Results
In this section, we introduce notations, definitions, and state the main results.
We first introduce some standing notations and the concept of principal spectrum points of nonlocal
dispersal operators with time periodic indefinite weight functions.
Let
X1 = X2 = {u ∈ C(R× D¯,R)|u(t+ T, x) = u(t, x)} (2.1)
with norm ‖u‖Xi = supt∈R,x∈D¯ |u(t, x)|(i = 1, 2),
X3 = {u ∈ C(R× R
N ,R)|u(t+ T, x) = u(t, x+ pjej) = u(t, x) for j = 1, 2, · · · , N} (2.2)
with norm ‖u‖X3 = supt∈R,x∈RN |u(t, x)|. Set
X+i = {u ∈ Xi|u ≥ 0}
and
X++i = IntX
+
i = {φ ∈ Xi, φ > 0}
(i = 1, 2, 3). We define the integral operator Ki, the multiplication operator Bi, and the domain Di
(i = 1, 2, 3) as follows,
Ki : Xi → Xi, Kiu(t, x) =
{∫
D
κ(y − x)u(t, y)dy ∀u ∈ Xi, i = 1, 2,∫
RN
κ(y − x)u(t, y)dy ∀u ∈ X3,
(2.3)
Bi : Xi → Xi, Biu = biu with bi(x) =
{
1 for i = 1, 3,∫
D
κ(y − x)dy for i = 2,
(2.4)
and
Di =
{
D for i = 1, 2,
[0, p1]× [0, p2]× [0, pN ] for i = 3.
(2.5)
For 1 ≤ i ≤ 3, set
(Liu)(t, x) = −∂tu(t, x) + (Kiu)(t, x)− (Biu)(t, x) (2.6)
with domain
D(Li) = {u ∈ Xi|u is C
1 in t and ut ∈ Xi}.
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Then for i = 1, 2, 3, the eigenvalue problems (1.1), (1.2), and (1.3) in the space Xi can be written
uniformly as
Liu+ λimiu = 0, (2.7)
Observe that K2 = K1, B3 = B1 and D2 = D1. The introduction of K2, B3, and D2 is for convenience.
For any given real number λi, the weighted eigenvalue problem (2.7) is closely related to the following
regular eigenvalue problem on Xi,
Liu+ λimiu = µiu. (2.8)
Let σi(Li + λimi) be the spectrum set of (2.8) (i.e. the spectrum set of the operator Li + λimi in Xi)
and
µni (Li + λimi) = sup{Reµ|µ ∈ σi(Li + λimi)}.
Definition 2.1. (1) µni (Li + λimi) is called the principal spectrum point of the regular eigenvalue
problem (2.8). The principal spectrum point µni (Li + λimi) is called the principal eigenvalue of
(2.8) if (2.8) with µi = µ
n
i (Li + λimi) has a positive solution in Xi.
(2) A real number λpi (mi) is called a principal spectrum point of the weighted eigenvalue problem (2.7) if
µni (Li+λ
p
i (mi)mi) = 0. When λ
p
i (mi) is a principal spectrum point of (2.7) and µ
n
i (Li+λ
p
i (mi)mi)
is a principal eigenvalue of (2.8), λpi (mi) is also called a principal eigenvalue of (2.7).
If not confusion occurs, we may write µni (Li + λimi) and λ
p
i (mi) as µ
n
i (λi) and λ
p
i , respectively.
Let
X1 = X2 = {u ∈ C(D¯,R)}
with norm ‖u‖Xi = supx∈D¯ |u(x)| (i = 1, 2),
X3 = {u ∈ C(R
N ,R) |u(x+ pjej) = u(x), x ∈ R
N , j = 1, 2, · · · , N}
with norm ‖u‖X3 = maxx∈RN |u(x)|. Set
X+i = {u ∈ Xi |u ≥ 0},
and
X++i =
{
{u ∈ X+i |u(x) > 0, x ∈ D¯}, i = 1, 2,
{u ∈ X+i |u(x) > 0, x ∈ R
N}, i = 3.
In the case that mi(t, x) ≡ mi(x), consider
Kiu−Biu+ λimiu = 0, (2.9)
and
Kiu−Biu+ λimiu = µiu, (2.10)
in Xi (i = 1, 2, 3). Similarly, define the principal spectrum point µ
n
i (λi) of the regular eigenvalue problem
(2.10) to be the largest real part of the spectrum set of (2.10). We then call a real number λpi the principal
spectrum point of the weighted eigenvalue problem (2.9) if µni (λ
p
i ) = 0.
Note that when mi(t, x) ≡ mi(x), the principal spectrum point of (2.8) and the principal spectrum
point of (2.10) are the same (see Proposition 3.4).
Note also that (2.8), as well as its time independent version (2.10), is an eigenvalue problem in regular
sense for i = 1, 2, 3, as we can see from Definition 2.1 (1). Many properties of the principal spectrum
6
point/principal eigenvalue have been studied extensively (see [3, 15, 35, 46, 49, 50] etc.). And we will recall
the basic properties and prove some new properties of the principal spectrum point/principal eigenvalue
of (2.8) in subsection 3.3.
However, little is known about the eigenvalue problem (2.7). We are the first to study the principal
spectrum point/principal eigenvalue of nonlocal dispersal operators with time periodic indefinite weight
function. Definition 2.1 (2) is a natural generalization of the principal eigenvalue of random dispersal
operators with time periodic indefinite weight functions. And the necessary and sufficient conditions for
the existence of positive principal spectrum point of (2.7) are in Theorem 2.1-2.3, and the properties of
the principal spectrum point of (2.7) are in Theorem 2.4.
For i = 1, 2, 3, let
m̂i(x) =
1
T
∫ T
0
mi(t, x)dt, (2.11)
m̂i,max = max
x∈D¯i
mi(x), and m̂i,min = min
x∈D¯i
mi(x), (2.12)
and
P(mi) =
∫ T
0
max
x∈D¯i
mi(t, x)dt. (2.13)
We now state the main results of the paper. We first state the main results on the necessary and
sufficient conditions for the existence and uniqueness of positive principal spectrum points of (1.1), (1.2),
and (1.3).
Theorem 2.1 (Necessary and sufficient condition in the Dirichlet boundary case). Suppose κ(·) satisfies
(K) and m1 ∈ X1. The eigenvalue problem (1.1) has exactly one positive principal spectrum point, denoted
by λp1, if and only if
P(m1) > 0. (D)
More precisely, we show the following.
(1) There is λp1 > 0 such that µ
n
1 (λ
p
1) = 0 if and only if (D) holds.
(2) If λp,11 , λ
p,2
1 > 0 are such that µ
n
1 (λ
p,1
1 ) = µ
n
1 (λ
p,2
1 ) = 0, then λ
p,1
1 = λ
p,2
1 .
Corollary 2.1.
(1) If m1(t, x) ≡ m1(t), then (1.1) has exactly one positive principal spectrum point λ
p
1 if and only if∫ T
0
m1(t)dt > 0.
Moreover, λp1 is a principal eigenvalue of (1.1) and λ
p
1 =
−λ¯1
m̂1
, where λ¯1(< 0) is the principal
eigenvalue of K1 −B1(= K1 − I).
(2) If m1(t, x) ≡ m1(x) , consider[∫
D
κ(y − x)dy − u(x)
]
+ λ1m1(x)u(x) = 0, x ∈ D¯. (2.14)
There exists a unique positive principal spectrum point λp1 of (2.14) if and only if m1(x0) > 0 for
x0 ∈ D1.
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Remark 2.1. Theorem 2.1 and Corollary 2.1 extend the principal eigenvalue theory for random dispersal
operators with time independent or time periodic indefinite weight functions subject to Dirichlet boundary
condition to nonlocal dispersal operators with time independent or time periodic indefinite weight functions
subject to Dirichlet type boundary condition.
Theorem 2.2 (Necessary and sufficient condition in the Neumann boundary case). Suppose that κ(·)
satisfies (K), m2(·, ·) ∈ X2 and m2(t, x) 6≡ m2(t). The eigenvalue problem (1.2) has exactly one positive
principal spectrum point, denoted by λp2, if and only if
P(m2) > 0 and
∫
D2
∫ T
0
m2(t, x)dtdx < 0. (N)
More precisely, we show the following.
(1) There is a λp2 > 0 such that µ
n
2 (λ
p
2) = 0 if and only if (N) holds.
(2) If λp,12 , λ
p,2
2 > 0 are such that µ
n
2 (λ
p,1
2 ) = µ
n
2 (λ
p,2
2 ) = 0, then λ
p,1
2 = λ
p,2
2 .
Corollary 2.2. (1) If m2(t, x) ≡ m2(t), then
µn2 (λ2) = λ2m̂2.
It then follows that, if
∫ T
0
m2(t)dt 6= 0, then there is no positive principal spectrum point of (1.2),
and if
∫ T
0 m2(t)dt = 0, then any λ2 > 0 is a positive principal spectrum point of (1.2).
(2) If m2(t, x) ≡ m2(x), consider∫
D
κ(y − x)[u(y) − u(x)]dy + λ2m2(x)u(x) = 0, x ∈ D¯. (2.15)
There is exactly one positive principal spectrum point λp2 of (2.15) if and only if
m2(x0) > 0 for some x0 ∈ D2 and
∫
D2
m2(x)dx < 0.
Remark 2.2. Theorem 2.2 and Corollary 2.2 extend the principal eigenvalue theory for random dispersal
operators with time independent or time periodic indefinite weight functions subject to Neumann boundary
condition to nonlocal dispersal operators with time independent or time periodic indefinite weight functions
subject to Neumann type boundary condition.
Theorem 2.3 (Necessary and sufficient condition in the periodic boundary case). Suppose that κ(·)
satisfies (K), m3(·, ·) ∈ X3, and m3(t, x) 6≡ m3(t) for t ∈ R and x ∈ R
N . The eigenvalue problem (1.3)
has exactly one positive principal spectrum point, denoted by λp3, if and only if
P(m3) > 0 and
∫
D3
∫ T
0
m3(t, x)dtdx < 0. (P)
More precisely, we show the following.
(1) There is a λp3 > 0 such that µ
n
3 (λ
p
3) = 0 if and only if (P) holds.
(2) If λp,13 , λ
p,2
3 > 0 are such that µ
n
3 (λ
p,1
3 ) = µ
n
3 (λ
p,2
3 ) = 0, then λ
p,1
3 = λ
p,2
3 .
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Corollary 2.3. (1) If m3(t, x) = m3(t), then
µn3 (λ3) = λ3m̂3.
It then follows that, if
∫ T
0
m3(t)dt 6= 0, then there is no positive principal spectrum point of (1.3),
and if
∫ T
0
m3(t)dt = 0, then any λ3 > 0 is a positive principal spectrum point of (1.3).
(2) If m3(t, x) ≡ m3(x), consider∫
RN
κ(y − x)[u(y)− u(x)]dy + λ3m3(x)u(x) = 0. (2.16)
There is exactly one positive principal spectrum point λp3 of (2.16) if and only if
m3(x0) > 0 for some x0 ∈ D3, and
∫
D3
m3(x)dx < 0.
Next, we state the main result on the upper bounds of principal spectrum points of (1.1), (1.2), and
(1.3), and sufficient conditions for the principal spectrum points of (1.1), (1.2), and (1.3) to be principal
eigenvalues.
Consider the eigenvalue problem with indefinite weight function mˆi,
Kiu−Biu+ λim̂iu = 0, (2.17)
and the regular eigenvalue problem
Kiu−Biu+ λim̂iu = µi(λi)u (2.18)
in Xi.
Theorem 2.4 (Properties of the principal spectrum points).
(1) (Upper bounds) If (2.17) has a unique positive principal spectrum point λpi (m̂i), then (2.7) has also
a unique positive principal spectrum point λpi (mi) and
λpi (mi) ≤ λ
p
i (m̂i).
(2) (Sufficient conditions of the existence of positive principal eigenvalues)
(i) Assume that N = 1 or 2, bi + m̂i is C
N , and (2.7) has a unique positive principal spectrum point
λpi , then λ
p
i is a positive principal eigenvalue of (2.7).
(ii) For N ≥ 1, and i = 1 or 3, assume that
∫
Di
1
m̂i,max − m̂i(x)
dx =∞ and (2.7) has a unique positive
principal spectrum point λpi , then λ
p
i is a positive principal eigenvalue of (2.7).
Remark 2.3. Assume that m̂i(x0) > 0 for some x0 ∈ Di, and in addition,
∫
Di
m̂i(x)dx < 0 in the case
i = 2, 3. Then (2.17) has a unique positive principal spectrum point λpi (m̂i).
Finally, we consider the applications of the principal spectrum point theory of nonlocal dispersal
operators with time periodic indefinite weight function to the KPP type equations (1.12), (1.13), and
(1.14). And we prove the following result.
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Theorem 2.5. Assume (K) and (F) hold. Denote the principal spectrum point of the eigenvalue problem
(2.8) with mi(t, x) = fi(t, x, 0) by µ
n
i (λi). Assume in addition that f1(t, x, 0), f2(t, x, 0), and f3(t, x, 0)
satisfies (D), (N), (P), respectively. Then (1.12) ( (1.13) or (1.14)) admits a unique positive time-periodic
solution u∗(t, x) if and only if
λi > λ
p
i ,
where λpi is the positive number such that µ
n
i (λ
p
i ) = 0.
3 Preliminary
In this section, we present some notations and preliminary materials to be used in the proofs of the main
results in Section 4. We first present a technical lemma in subsection 3.1. Then we present a comparison
principle for solutions of some linear nonlocal evolution equations in subsection 3.2. Finally we present
some basic properties of principal spectrum points of the regular eigenvalue problem (2.8) in subsection
3.3. Throughout this section, for 1 ≤ i ≤ 3, let
hi(t, x;λi) = −bi(x) + λimi(t, x), (3.1)
and
ĥi(x;λi) = −bi(x) + λim̂i(x), (3.2)
where m̂i is as in (2.11). For Di defined in (2.5), set
ĥi,max(λi) = max
x∈D¯i
ĥi(x;λi), and ĥi,min(λi) = min
x∈D¯i
ĥi(x;λi). (3.3)
If there is no confusion, we may omit λi, and abbreviate the notations in (3.1), (3.2), and (3.3) as hi(t, x),
ĥi(x) and ĥi,max, respectively.
3.1 A technical lemma
In this subsection, we provide a useful technical lemma.
Lemma 3.1. Let 1 ≤ i ≤ 3. For any fixed 0 < λi ∈ R, any mi ∈ Xi and any ǫ > 0, there is mi,ǫ ∈ Xi
satisfying that
‖mi −mi,ǫ‖Xi < ǫ,
bi(x)+λim̂i,ǫ(x) is C
N , bi(x)+λim̂i,ǫ(x) attains its maximum at some x0 ∈ Int(Di), and the derivatives
of bi + λim̂i,ǫ(x) up to order N − 1 at x0 are zero.
Proof. It follows from [46, Lemma 4.1]. For the self-completeness, we provide a proof in the following.
We prove the case i = 1 or 2. The case i = 3 can be proved similarly. Without loss of generality, we
assume λi = 1, and recall that ĥi(x) = −bi(x) + m̂i(x) (see (3.2)).
First, let x˜0 ∈ D¯i be such that
ĥi(x˜0) = max
x∈D¯i
ĥi(x).
For any ǫ > 0, there is x˜ǫ ∈ Int(Di) such that
ĥi(x˜0)− ĥi(x˜ǫ) <
ǫ
3
. (3.4)
Let σ˜ > 0 be such that
B(x˜ǫ, σ˜) ⋐ Di,
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where B(x˜ǫ, σ˜) denotes the open ball with center x˜ǫ and radius σ˜.
Note that there is ξi(·) ∈ C(D¯i) such that 0 ≤ ξi(x) ≤ 1, ξi(x˜ǫ) = 1, and supp(ξi) ⊂ B(x˜ǫ, σ˜). Let
mi,ǫ(t, x) = mi(t, x) +
ǫ
3
ξi(x),
and
hi,ǫ(x) = −bi(x) + m̂i(x) +
ǫ
3
ξi(x). (3.5)
Then mi,ǫ(t, ·) and hi,ǫ(·) is continuous on D¯i,
‖mi,ǫ(t, ·)−mi(t, ·)‖ ≤
ǫ
3
(3.6)
and hi,ǫ(·) attains its maximum in Int(Di).
Let D˜i ⊂ R
N be such thatDi ⋐ D˜i. Note that hi,ǫ(·) can be continuously extended to D˜i. Without loss
of generality, we may then assume that hi,ǫ(·) is a continuous function on D˜i and there is x0 ∈ Int(Di) such
that hi,ǫ(x0) = supx∈D˜i hi,ǫ(x). Observe that there is σ > 0 and h˜i,ǫ(·) ∈ C(D˜i) such that B(x0, σ) ⋐ Di,
0 ≤ h˜i,ǫ(x) − hi,ǫ(x) ≤
ǫ
3
∀x ∈ D˜i, (3.7)
and
h˜i,ǫ(x) = ĥi,ǫ(x0) ∀x ∈ B(x0, σ).
Let
η(x) =

C exp( 1‖x‖2−1 ) if ‖x‖ < 1,
0 if ‖x‖ ≥ 1,
where C > 0 is such that
∫
RN
η(x)dx = 1. For given δ > 0, set
ηδ(x) =
1
δN
η
(x
δ
)
.
Let
hi,ǫ,δ(x) =
∫
D˜i
ηδ(y − x)h˜i,ǫ(y)dy.
By [19, Theorem 6, Appendix C], hi,ǫ,δ(·) is in C
∞(D˜i) and when 0 < δ ≪ 1,
|hi,ǫ,δ(x) − h˜i,ǫ(x)| <
ǫ
3
∀x ∈ D¯i. (3.8)
It is not difficulty to see that for 0 < δ ≪ 1,
hi,ǫ,δ(x) ≤ h˜i,ǫ(x0) ∀x ∈ B(x0, σ),
and
hi,ǫ,δ(x) = h˜i,ǫ(x0) ∀x ∈ B(x0, σ/2).
Fix 0 < δ ≪ 1. Let
ĥi,ǫ(x) = hi,ǫ,δ(x).
Then ĥi,ǫ(·) attains its maximum at some x0 ∈ Int(Di), and the partial derivatives of ĥi,ǫ(·) up to order
N − 1 at x0 are zero. Let
mi,ǫ(t, x) = mi,ǫ(t, x) + ĥi,ǫ(x) − hi,ǫ(x).
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Then mi,ǫ ∈ X2,
‖mi −m2,ǫ‖ ≤ ‖mi −mi,ǫ‖+ ‖ĥi,ǫ − hi,ǫ‖ ≤ ‖mi −mi,ǫ‖+ ‖ĥi,ǫ − h˜i,ǫ‖+ ‖h˜i,ǫ − hi,ǫ‖ ≤ ǫ,
and
−bi(x) + m̂i,ǫ(x) = ĥi,ǫ(x).
Therefore, −bi + m̂i,ǫ is C
N , attains its maximum at some point x0 ∈ IntDi, and the partial derivatives
of −bi + m̂i,ǫ up to order N − 1 at x0 are zero. The lemma is thus proved.
3.2 Comparison Principle
In this subsection, we present the comparison principle for the solutions to the following evolution equa-
tions associated to the eigenvalue problem (2.8) with λi ≥ 0,
∂tu(t, x) =
∫
D
κ(y − x)u(t, y)dy − u(t, x) + λ1m1(t, x)u(t, x) in D¯, (3.9)
∂tu(t, x) =
∫
D
κ(y − x)[u(t, y)− u(t, x)]dy + λ2m2(t, x)u(t, x) in D¯, (3.10)
and
∂tu(t, x) =
∫
RN
κ(y − x)[u(t, y)− u(t, x)]dy + λ3m3(t, x)u(t, x) in R
N , (3.11)
where mi(t, x) ∈ Xi(i = 1, 2, 3).
By general semigroup theory, (3.9) (resp. (3.10), (3.11)) generates evolution families {Φ1(t, s;m1)}
(resp. {Φ2(t, s;m2),Φ3(t, s;m3)}) on X1 (resp. X2, X3), that is, for any u0 ∈ X1 (resp. u0 ∈
X2, u0 ∈ X3), u(t, x; s, u0,m1) := (Φ1(t, s;m1)u0)(x) (resp. u(t, x; s, u0,m2) := (Φ2(t, s;m2)u0)(x),
u(t, x; s, u0,m3) := (Φ3(t, s;m3)u0)(x)) is the unique solution of (3.9) (resp. (3.10), (3.11)) with u(s, x; s, u0,m1) =
u0(x) (resp. u(s, x; s, u0,m2) = u0(x), u(s, x; s, u0,m3) = u0(x)).
Definition 3.1. A bounded measurable function u(t, x) on [0, T )× D¯ is called a super-solution (or sub-
solution) of (3.9) if for any x ∈ D¯, u(t, x) is differentiable for all but finite many t’s in [0, T ) and satisfies
that for each x ∈ D¯,
∂tu ≥ ( or ≤)
∫
D
κ(y − x)u(t, y)dy − u(t, x) +m1(t, x)u(t, x)
for all but finite many t’s in [0, T ).
Super-solutions and sub-solutions of (3.10) and (3.11) are defined in an analogous way.
Proposition 3.1 (Comparison principle).
(1) If u1(t, x) and u2(t, x) are bounded sub- and super- solution of (3.9) (resp. (3.10), (3.11)) on [s, T ),
respectively, and u1(s, ·) ≤ u2(s, ·), then u1(t, ·) ≤ u2(t, ·) for t ∈ [s, T ).
(2) If u1, u2 ∈ Xi, u
1 ≤ u2 and u1 6= u2, then
Φi(t, s;mi)u
1 ≪ Φi(t, s;mi)u
2 for all t > s.
(3) If u0 ∈ X
+
i , and m
1
i ,m
2
i ∈ Xi, if m
1
i ≤ m
2
i , then
Φi(t, s;m
1
i )u0 ≤ Φi(t, s;m
2
i )u0 for all t > s.
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Proof. (1) follows from the arguments in [50, Proposition 3.1 (1)].
(2) follows from the arguments in [50, Proposition 3.1 (2)].
(3) We consider the case i = 1. Other cases ca be proved similarly.
Note that u1(t, x; s, u0,m
2
1) is a supersolution of (3.9) with m1 being replaced by m
1
1. Then by (1),
u1(t, ·; s, u0,m
1
1) ≤ u1(t, ·; s, u0,m
2
1) for all t > s.
For simplicity in notation, put Φi(T ;mi) = Φi(T, 0;mi)(i = 1, 2, 3), and let r(Φi(T ;mi)) be the
spectral radius of Φi(T, 0;mi).
3.3 Basic properties of principal spectrum points/principal eigenvalues
Our objective in this subsection is to study some basic properties of the principal spectrum point of the
regular eigenvalue problem (2.8).
Recall that in (2.8), (Li + λimi)u = −∂tu − Biu +Kiu + λimiu, and we may use µ
n
i (Li + λimi) or
µni (λi) to denote the principal spectrum point of (2.8), if no confusion occurs. And when λi = 0, we use
µni (0) to denote the principal Li.
Proposition 3.2. For 1 ≤ i ≤ 3, µni (Li + λimi) =
ln r(Φi(T ;mi))
T
.
Proof. It follows from [46, Proposition 3.10].
Proposition 3.3. Let 1 ≤ i ≤ 3. Given any u0 ∈ X
+
i \ {0},
µni (Li + λimi) = lim
t→∞
ln ‖Φi(t, 0;mi)u0‖
t
.
Proof. It follows from the arguments in [35, Proposition 2.5 and Theorem 3.2].
Proposition 3.4. Let 1 ≤ i ≤ 3.
(1) If mi(t, x) ≡ mi(x), then the principal spectrum point of (2.8) equals to the principal spectrum point
of (2.10).
(2) If mi(t, x) ≡ mi(t), then µ
n
i (Li + λimi) = µ
n
i (0) + λim̂i.
Proof. (1) It follows from [49, Proposition 3.3] and Proposition 3.3.
(2) It follows from Proposition 3.3 and the fact that
Φi(t, 0;mi) = e
λi
∫
t
0
mi(s)dsΦi(t, 0; 0).
Recall that hi(t, x) is defined in (3.1). Set
Hi : D(Hi)→ Xi, (Hiu)(t, x) = −∂tu(t, x) + hi(t, x)u(t, x) (3.12)
with D(Hi) = D(Li). Note that Hi +Ki = Li + λimi. Hence, we may use µ
n
i (Hi +Ki) or equivalently
µni (Li + λimi) in different situations to denote the principal spectrum point of the eigenvalue problem
(2.8). We use Re{σ(Hi)} to denote the real part of the spectrum set of Hi.
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Proposition 3.5. Let 1 ≤ i ≤ 3.
(1) Re{σ(Hi)} = [ĥi,min, ĥi,max].
(2) µni (Li + λimi) ≥ µ
n
i (Li + λim̂i) ≥ ĥi,max.
(3) µni (Li + λimi) is the principal eigenvalue if and only if µ
n
i (Li + λimi) > ĥi,max.
Proof. (1) It follows from Lemma 3.7 in [35].
(2) µni (Li+λimi) ≥ µ
n
i (Li+λim̂i) follows from [46, Theorem C], and µ
n
i (Li+λim̂i) ≥ ĥi,max follows
from Proposition 3.4 (1) and [48, Proposition 3.9].
(3) It follows from [46, Theorem A].
For fixed λi, let (S1), (S2), and (S3) be the following standing assumptions.
(S1) For 1 ≤ i ≤ 3, ĥi(·;λi) is C
N , there is some x0 ∈ IntDi in the case i = 1, 2 and x0 ∈ D3 in the
case of i = 3 satisfying that ĥi(x0;λi) = ĥi,max, and the partial derivatives of ĥi(x;λi) up to order N − 1
at x0 are zero.
(S2) |λi|(m̂i,max − m̂i,min) < infx∈D¯i
∫
Di
κ(y − x)dy in the case of i = 2, and |λi|(m̂i,max − m̂i,min) < 1
in the case of i = 1, 3.
(S3)
∫
Di
1
ĥi,max − ĥi(x;λi)
dx =∞ for i = 1, 2, 3.
Note that, if |λi| ≪ 1, then the condition (S2) is automatically satisfied for i = 1, 2, 3. Note also that
(S1) implies (S3), and when i = 1 or 3, (S3) holds if and only if
∫
Di
1
m̂i,max − m̂i(x)
dx =∞.
Proposition 3.6. (1) For given λi ∈ R, if (S1) or (S2) or (S3) is satisfied, then µ
n
i (λi) is the principal
eigenvalue of Li + λimi.
(2) For given λi ∈ R, if µ
n
i (λi) is not the principal eigenvalue of Li + λimi, then
µni (λi) = ĥi,max.
Proof. (1) The result that (S1) and (S2) are sufficient conditions for µni (λi) to be the principal eigenvalue
follows from the argument in Theorem B in [46]. (S3) is a sufficient condition for µni (λi) to be the
principal eigenvalue follows from [15, Theorem 1.1] and Proposition 3.5.
(2) It follows from Proposition 3.5.
The next proposition is essential to prove our main theorems. Each property in the proposition is also
of independent interest.
Proposition 3.7. Let 1 ≤ i ≤ 3.
(1) Assumemi,mi,k ∈ Xi with λ
k
imi,k → λimi as k →∞ in Xi. Then µ
n
i (Li+λ
k
imi,k)→ µ
n
i (Li+λimi)
as k →∞.
(2) We have µni (0) < 0 for i = 1, and µ
n
i (0) = 0 for i = 2, 3.
(3) If λ1im
1
i (t, x) ≤ λ
2
im
2
i (t, x), then µ
n
i (Li + λ
1
im
1
i ) ≤ µ
n
i (Li + λ
2
im
2
i ). If, in addition, λ
1
im
1
i (t, x) 6≡
λ2im
2
i (t, x), then µ
n
i (Li + λ
1
im
1
i ) < µ
n
i (Li + λ
2
im
2
i ) .
(4) If P(mi) =
∫ T
0
maxx∈D¯i mi(t, x)dt > 0, then µ
n
i (Li + λimi) > 0 for λ≫ 1.
14
(5) The mapping λi ∈ R
+ 7→ µni (Li + λimi) ∈ R is convex.
Proof. (1) follows from [46, Proposition 3.11].
(2) In the case of λi = 0, µ
n
i (0) is the principal eigenvalue of Li, since the condition (S2) holds. And
by Proposition 3.4 (1), µni (0) is the principal eigenvalue of Ki − Bi, associated with an eigenfunction
φi ∈ X
++
i , such that ∫
D
κ(y − x)φ1(y)dy − φ1(x) = µ
n
1 (0)φ1(x) (3.13)
in the Dirichlet boundary condition case,∫
D
κ(y − x)φ2(y)dy −
∫
D
k(y − x)dyφ2(x) = µ
n
2 (0)φ2(x) (3.14)
in the Neumann boundary condition case, and∫
RN
κ(y − x)φ3(y)dy − φ3(x) = µ
n
3 (0)φ3(x) (3.15)
in the periodic boundary condition case. In the Neumann and periodic boundary condition cases, we
have that (µn2 (0), φ2) = (0, 1) and (µ
n
3 (0), φ3) = (0, 1) are eigenpairs, respectively. Hence µ
n
i (0) = 0 for
i = 2, 3. In the Dirichlet boundary case, we have
µn1 (0)
∫
D
φ21(x)dx =
∫
D
∫
D
κ(y − x)φ1(y)φ1(x)dydxφ1 −
∫
D
φ21(x)dx
≤
∫
D
∫
D
κ(y − x)φ1(y)φ1(x)dydx −
∫
D
∫
D
κ(y − x)φ21(x)dydx
=
∫
D
∫
D
κ(y − x)
[
φ1(y)φ1(x)−
φ21(x) + φ
2
1(y)
2
]
dydx
= −
1
2
∫
D
∫
D
κ(y − x)(φ1(x)− φ1(y))
2dydx.
This implies that µn1 (0) < 0. Hence the proof is complete.
(3) Suppose that m1i ,m
2
i ∈ Xi, and λ
1
2m
1
i ≤ λ
2
im
2
i . By Proposition 3.1 (3), for any u0 ∈ X
+
i and t ≥ s,
Φi(t, s;λ
1
im
1
i )u0 ≤ Φi(t, s;λ
2
im
2
i,).
This implies that
r(Φi(t, s;λ
1
im
1
i )) ≤ r(Φi(t, s;λ
2
im
2
i )).
By Proposition 3.2, we have
µni (Li + λ
1
im
1
i ) ≤ µ
n
i (Li + λ
2
im
2
i ).
(4) Assume that
∫ T
0
m˜i(t)dt =
∫ T
0
maxx∈Di mi(t, x)dt > 0, and we need to show that µ
n
i (λi) > 0 when
λi ≫ 1. We will prove the case of i = 1, since other cases can be proved similarly.
By the continuity of m1(t, x), there are δ > 0, x0, x1, · · · , xn−1 ∈ D, 0 = t0 < t1 < t2 < · · · <
tn = T , r0, r1, · · · , rn−1 ∈ R
+, and m0,m1, · · · ,mn−1 ∈ R such that ∪
i=n−1
i=0 B(xi, ri) ⊂ D, and for
i = 0, 1, · · · , n− 1
mi + δ ≤ m1(t, x) ≤ m˜1(t) for ti ≤ t ≤ ti+1, x ∈ B(xi, ri),
and
m0(t1 − t0) +m1(t2 − t1) + · · ·mn−1(tn − tn−1) > 0.
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Let u¯(t, x) be the function defined as follows: for t0 ≤ t < t1,
u¯(t, x) =
{
eλm0t for x ∈ B(x0, r0),
0 for x ∈ D¯ \B(x0, r0),
for ti ≤ t < ti+1(i = 1, 2, · · · , n− 1),
u¯(t, x) =
{
eλ[m0(t1−t0)+m1(t2−t1)+···mi−1(ti−ti−1)]+λmit for x ∈ B(xi, ri),
0 for x ∈ D¯\B(xi, ri),
and for 0 ≤ t < T and k = 1, 2, · · · ,
u¯(kT + t, x) = u¯(kT, x)u¯(t, x), x ∈ D¯.
We then have that for any x ∈ D¯, u¯(t, x) is differentiable in t at all t but ti + kT for i = 0, 1, 2, · · · , n− 1
and k = 0, 1, 2, · · · . Moreover, for λ≫ 1, any ti + kT < t < ti+1 + kT , and any x ∈ Ω¯, we have
u¯t(t, x)−
[∫
D
κ(y − x)u¯(t, y)dy − u¯(t, x) + λ1m1(t, x)u¯(t, x)
]
≤ u¯(t, x)λ1mi − [−u¯(t, x) + λ1m1(t, x)u¯(t, x)]
= u¯(t, x)λ1[mi −m1(t, x)] + u¯(t, x)
= u¯(t, x)[λ(mi −m(t, x)) + 1]
≤ 0
for λ≫ 1, where i = 0, 1, · · · , n− 1, k = 0, 1, · · · . Then by Proposition 3.1, for λ≫ 1, t ≥ 0 and x ∈ D¯,
we have
u(t, x;u0) ≥ u¯(t, x)
for any u0 ∈ X
+
1 with u0(x) ≥ u¯(0, x). For λ≫ 1, it then follows from Proposition 3.3 that
µn1 (λ1) ≥ lim
t→∞
ln ‖u¯(t, ·)‖∞
t
=
m0(t1 − t0) +m1(t2 − t1) + · · ·+mn−1(tn − tn−1)
T
> 0.
The proof is thus complete.
(5) It suffices to show that for any 0 ≤ λ1i < λ
2
i ,
µni
(
λ1i + λ
2
i
2
)
≤
µni (λ
1
i ) + µ
n
i (λ
2
i )
2
. (3.16)
Fix 0 ≤ λ1i < λ
2
i . By Lemma 3.1 and Proposition 3.6, there are m
1,k
i ,m
2,k
i ∈ Xi for k = 1, 2, · · · such
that
mi(t, x) ≤ m
j,k
i (t, x) for j = 1, 2, k = 1, 2, 3, · · · ,
mj,ki → mi as k →∞
in Xi (j = 1, 2), and µ
n
i (Li+λ
j
im
j,k
i ) is the principal eigenvalue of Li+λ
j
im
j,k
i for j = 1, 2 and k = 1, 2, · · · .
It then suffices to prove
µni
(
λ1i + λ
2
i
2
)
≤
µni (Li + λ
1
im
1,k
i ) + µ
n
i (Li + λ
2
im
2,k
i )
2
. (3.17)
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Fix k ≥ 1. Let µn,j,ki = µ
n
i (Li + λ
j
im
j,k
i ) (j = 1, 2). Suppose that φ
j,k
i are positive eigenfunctions of
Li + λ
j
im
j,k
i corresponding to µ
n,j,k
i . Let φ
k
i =
√
φ1,ki φ
2,k
i . Note that u
1,k
i (t, x) = e
µ
n,j,k
i
tφ1,ki (t, x) is a
solution of
ut =
∫
D
κ(y − x)u(t, y)dy − bi(x)u(t, x) + λ
1
im
1,k
i (t, x)u(t, x),
and u2,ki (t, x) = e
µ
n,j,k
i
tφ2,ki (t, x) is a solution of
ut =
∫
D
κ(y − x)u(t, y)dy − bi(x)u(t, x) + λ
2
im
2,k
i (t, x)u(t, x),
where D = RN in the periodic boundary condition case. Let
u1,2,ki (t, x) = e
µ
n,1,k
i
+µ
n,2,k
i
2
t
√
φ1,ki (t, x)φ
2,k
i (t, x).
Then, we have
∂tu
1,2,k
i (t, x)
=
µn,1,ki + µ
n,2,k
i
2
e
µ
n,1,k
i
+µ
n,2,k
i
2
t
√
φ1,ki (t, x)φ
2,k
i (t, x)
+ e
µ
n,1,k
i
+µ
n,2,k
i
2
t ∂tφ
1,k
i (t, x)φ
2,k
i (t, x) + φ
1,k
i (t, x)∂tφ
2,k
i (t, x)
2
√
φ1,ki (t, x)φ
2,k
i (t, x)
=e
µ
n,1,k
i
+µ
n,2,k
i
2
t
∫
D
κ(y − x)[φ1,ki (t, y)φ
2,k
i (t, x) + φ
1,k
i (t, x)φ
2,k
i (t, y)]dy
2
√
φ1,ki (t, x)φ
2,k
i (t, x)
+ e
µ
n,1,k
i
+µ
n,2,k
i
2
t−2biφ
1,k
i (t, x)φ
2,k
i (t, x) + (λ
1
im
1,k
i + λ
2
im
2,k
i )φ
1,k
i (t, x)φ
2,k
i (t, x)
2
√
φ1,ki (t, x)φ
2,k
i (t, x)
≥e
µ
n,1,k
i
+µ
n,2,k
i
2
t
∫
D
κ(y − x)
(
2
√
φ1,ki (t, y)φ
2,k
i (t, x)
√
φ1,ki (t, x)φ
2,k
i (t, y)
)
dy
2
√
φ1,ki (t, x)φ
2,k
i (t, x)
− bi(x)u
1,2,k
i (t, x) +
λ1i + λ
2
i
2
mi(t, x)u
1,2,k
i (t, x)
≥
∫
D
κ(y − x)u1,2,ki (t, y)dy − bi(x)u
1,2,k
i (t, x) +
λ1i + λ
2
i
2
mi(t, x)u
1,2,k
i (t, x).
Therefore, u1,2,ki is a positive super-solution of
ut =
∫
D
κ(y − x)u(t, y)dy − bi(x)u(t, x) +
λ1i + λ
2
i
2
mi(t, x)u(t, x).
This together with Propositions 3.1 and 3.3 implies that
µni
(
λ1i + λ
2
i
2
)
≤ lim
t→∞
lnu1,2,ki (t, x)
t
=
µn,1,ki + µ
n,2,k
i
2
.
This proves (3.17). Letting k →∞. we get (3.16).
Corollary 3.1. Assume that mi(t, x) 6≡ mi(t) and 0 ≤ λ
1
1 < λ
2
i . If µ
n
i (Li + λ
j
imi) (j = 1, 2) are the
principal eigenvalue of Li + λ
j
imi, then
µni
(
λ1i + λ
2
i
2
)
<
µni (λ
1
i ) + µ
n
i (λ
2
i )
2
.
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Proof. We denote the principal eigenvalues of Li+λ
1
imi and Li+λ
2
imi by µ
n
i (λ
1
i ) and µ
n
i (λ
2
i ), respectively.
Let φji be a positive eigenfunction of Li + λ
j
imi (j = 1, 2). By the assumption that mi(t, x) 6≡ mi(t), we
have
φ1i (t,x)
φ2
i
(t,x)
6≡constant. In fact, if φ1i (t, x) = cφ
2
i (t, x) for some c > 0, then we have
Liφ
1
i (t, x) + λ
1
imi(t, x)φ
1
i (t, x) = µ
n
i (λ
1
i )φ
1
i (t, x)
and
Liφ
1
i (t, x) + λ
2
imi(t, x)φ
1
i (t, x) = µ
n
i (λ
2
i )φ
1
i (t, x).
It then follows that
λ1imi(t, x)φ
1
i (t, x) − µ
n
i (λ
1
i )φ
1
i (t, x) = λ
2
imi(t, x)φ
1
i (t, x) − µ
n
i (λ
2
i )φ
1
i (t, x).
This implies that
mi(t, x) =
µni (λ
1
i )− µ
n
i (λ
2
i )
λ1i − λ
2
i
≡ constant
This is a contradiction. Hence
φ1i (t,x)
φ2
i
(t,x)
6≡constant.
We then have
φ1i (t, y)φ
2
i (t, x) + φ
1
i (t, y)φ
2
i (t, x)
2
√
φ1i (t, x)φ
2
i (t, x)
>
√
φ1i (t, y)φ
2
i (t, y).
By the arguments of Proposition 3.7, we have
µni
(
λ1i + λ
2
i
2
)
<
µni (λ
1
i ) + µ
n
i (λ
2
i )
2
.
The corollary is thus proved.
4 Proofs of the main results
In this section, we prove our main results.
4.1 Dirichlet boundary condition case
In this subsection, we prove Theorem 2.1 and Corollary 2.1.
Proof of Theorem 2.1. (1) We first assume that there is λp1 > 0 such that µ
n
1 (λ
p
1) = 0, and prove that (D)
holds, that is
∫ T
0 m˜1(t)dt =
∫ T
0 maxx∈D¯1 m1(t, x)dt > 0.
Assume that
∫ T
0 m˜1(t)dt ≤ 0. For any λ1 > 0, we use µ˜
n
1 (λ1) to denote the principal spectrum point
of the following eigenvalue problem{
−∂tu+
∫
D1
κ(y − x)u(t, y)dy − u(t, x) + λ1m˜1(t)u = µ˜1u in D¯,
u(t+ T, x) = u(t, x).
By Proposition 3.4 (2), we have
µ˜n1 (λ1) = µ
n
i (0) +
λ1
T
∫ T
0
m˜(t)dt,
where µn1 (0) < 0 by Proposition 3.7(2). And by Proposition 3.7(3), we have
µn1 (λ1) ≤ µ˜
n
1 (λ1),
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since m1(t, x) ≤ m˜1(t) and λ1 > 0. Hence µ
n
1 (λ1) < 0 for any λ ≥ 0. This is a contradiction. Hence∫ T
0 m˜1(t)dt > 0.
Next, we assume that (D) holds, and prove that there is a unique λp1 > 0 such that µ
n
1 (λ
p
1) = 0.
According to Proposition 3.7(2), µn1 (λ1) < 0 for λ1 = 0. Meanwhile, from Proposition 3.7(4), we have
µn1 (λ1) > 0 for λ≫ 1. Thus there is λ
p
1 > 0 such that µ
n
1 (λ
p
1) = 0.
(2) Suppose there exist 0 < λp,11 ≤ λ
p,2
1 such that µ
n
1 (λ
p,1
1 ) = µ
n
1 (λ
p,2
1 ) = 0. We need to show that
λp,11 = λ
p,2
1 . Assume that λ
p,1
1 < λ
p,2
1 . By the convexity of µ
n
1 (λ1), µ
n
1 (λ1) = 0 for λ
p,1
1 ≤ λ1 ≤ λ
p,2
1 .
If m1(t, x) ≡ m1(t), we have µ
n
1 (λ
p,1
1 ) = µ
n
1 (0)+λ
p,1
1 m̂1 = 0 and µ
n
1 (λ
p,2
1 ) = µ
n
1 (0)+λ
p,2
1 m̂1 = 0. Note
that µn1 (0) < 0. We then must have m̂1 > 0 and then
0 = µn1 (λ
p,1
1 ) = µ
n
1 (0) + λ
p,1
1 m̂1 < µ
n
1 (λ
p,2
1 ) = µ
n
1 (0) + λ
p,2
1 m̂1 = 0.
This is a contradiction. Hence λp,11 = λ
p,2
1 .
Suppose thatm1(t, x) 6≡ m1(t). Assume that µ
n
1 (λ
p,1
1 ) is the principal eigenvalue of L1+λ
p,1
1 m1. Then
for λ1 > λ
p,1
1 with λ1 − λ
p,1
1 ≪ 1, µ
n
1 (λ1) is also the principal eigenvalue of L1 + λ1m1. By Corollary
3.1, we have µn1 (λ1) < 0 for λ1 with λ1 − λ
p,1
1 ≪ 1. This is a contradiction. Hence µ
n
1 (λ
p,1
1 ) is not the
principal eigenvalue of L1+λ
p,1
1 m1. Similarly, µ
n
1 (λ
p,2
1 ) is not the principal eigenvalue of L1+λ
p,2
1 m1. We
then have that µn1 (λ
p,1
1 ) and µ
n
1 (λ
p,2
1 ) are not eigenvalues of L1 + λ
p,1
1 m1 and L1 + λ
p,2
1 m1, respectively.
By Proposition 3.6 (2), we have
µn1 (λ
p,1
1 ) = h1,max(λ
p,1
1 ) = −1 + λ
p,1
1 m1,max,
and
µn1 (λ
p,2
1 ) = h1,max(λ
p,2
1 ) = −1 + λ
p,2
1 m1,max.
It thus follows that λp,11 = λ
p,2
1 if µ
n
1 (λ
p,1
1 ) = µ
n
1 (λ
p,2
1 ) = 0. This is also a contradiction.
Therefore, λp,11 = λ
p,2
1 .
Proof of Corollary 2.1. (1) Assume that m1(t, x) ≡ m1(t). Then P(m1) =
∫ T
0 m1(t)dt and
µn1 (L1 + λ1m1) = µ
n
1 (0) + λ1m̂1.
(1) then follows from Theorem 2.1.
(2) Assume thatm1(t, x) ≡ m1(x). Then P(m1) = T ·maxx∈D¯1 m1(x). Then (2) follows from Theorem
2.1 and Proposition 3.4.
4.2 Neumann boundary condition case
In this subsection, we prove Theorem 2.2 and Corollary 2.2.
Proof of Theorem 2.2. We first prove (2).
Suppose that there exist 0 < λp,12 ≤ λ
p,2
2 such that µ
n
2 (λ
p,1
2 ) = µ
n
2 (λ
p,2
2 ) = 0. We need to show that
λp,12 = λ
p,2
2 .
Assume that λp,12 < λ
p,2
2 . By the convexity of µ
n
2 (λ2), µ
n
2 (λ2) = 0 for λ
p,1
2 ≤ λ2 ≤ λ
p,2
2 .
By the similar argument as in the Dirichlet boundary case, µn2 (λ
p,1
2 ) and µ
n
2 (λ
p,2
2 ) are not eigenvalues of
L2+λ
p,1
2 m2 and L2+λ
p,2
2 m2, respectively (the assumptionm2(t, x) 6≡ m2(t) is used here). By Proposition
3.6 (2), we have
µn2 (λ) = ĥ2,max(λ) = max
x∈D¯2
[−b2(x) + λm̂2(x)] = 0 for all λ ∈ [λ
p,1
2 , λ
p,2
2 ],
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where b2(x) =
∫
D
κ(y − x)dy. Let xλ ∈ D¯2 be such that
max
x∈D¯2
[−b2(x) + λm̂2(x)] = −b2(xλ) + λm̂2(xλ) = µ
n
2 (λ) = 0 (4.1)
for λ ∈ [λp,12 , λ
p,2
2 ]. Note that −b2(x) < 0 for any x ∈ D¯2. Hence we must have m̂2(xλ) > 0. In particular,
m̂2(xλp,1
2
) > 0. We then have
−b2(xλp,1
2
) + λp,12 m̂2(xλp,1
2
) < −b2(xλp,1
2
) + λp,22 m̂2(xλp,1
2
) ≤ −b2(xλp,2
2
) + λp,22 m̂2(xλp,2
2
),
which contradicts to (4.1).
It thus follows that λp,12 = λ
p,2
2 if µ
n
2 (λ
p,1
2 ) = µ
n
2 (λ
p,2
2 ) = 0.
Next, we prove (1).
First suppose that there is λp2 > 0 such that µ
n
2 (λ
p
2) = 0. We prove that
∫ T
0
m˜2(t)dt > 0 and∫
D
m̂2(x)dx < 0 with m˜2(t) = maxx∈D¯2 m2(t, x) and m̂2(x) =
1
T
∫ T
0
m2(t, x)dt.
Assume that
∫ T
0 m˜2(t)dt ≤ 0. Note that m2(t, x) ≤ m˜2(t) and m2(t, x) 6≡ m˜2(t). Hence, by Proposi-
tion 3.4(2) and Proposition 3.7(3), we have
µn2 (λ2) < λ2
∫ T
0 m˜2(t)dt
T
≤ 0
for λ2 > 0. This is a contradiction. Therefore
∫ T
0 m˜2(t)dt > 0.
Proposition 3.7, together with µn2 (λ
p
2) = 0 and (2), leads to µ
n
2 (λ2) < 0 for 0 < λ2 ≪ 1. Note that for
|λ2| ≪ 1, µ
n
2 (λ2) is a principal eigenvalue, associated with a positive eigenfunction, denoted by φ
λ2
2 (t, x).
Then
−
∂tφ
λ2
2 (t, x)
φλ22 (t, x)
+
∫
D2
κ(y − x)
φλ22 (t, y)− φ
λ2
2 (t, x)
φλ22 (t, x)
dy + λ2m2(t, x) = µ
n
2 (λ2).
Hence for 0 < λ2 ≪ 1,
µn2 (λ2) · T · |D2| − λ2T
∫
D2
m̂2(x)dx
=
∫ T
0
∫
D2
∫
D2
κ(y − x)
φλ22 (t, y)− φ
λ2
2 (t, x)
φλ22 (t, x)
dydxdt
=
1
2
∫ T
0
∫
D2
∫
D2
κ(y − x)
[φλ22 (t, y)− φλ22 (t, x)
φλ22 (t, x)
+
φλ22 (t, x) − φ
λ2
2 (t, y)
φλ22 (t, y)
]
dydxdt
=
1
2
∫ T
0
∫
D2
∫
D2
κ(y − x)
(φλ22 (t, y)− φ
λ2
2 (t, x))
2
φλ22 (t, x)φ
λ2
2 (t, y)
dydxdt.
Since m2(t, x) 6≡ m2(t), φ
λ2
2 (t, y) 6≡ φ
λ2
2 (t, x). We then have
0 > µn2 (λ2) · T · |D2| > λ2T
∫
D2
m̂2(x)dx for 0 < λ2 ≪ 1,
and then
∫
D2
m̂2(x)dx < 0.
Next, suppose that
∫ T
0 m˜2(t)dt > 0 and
∫
D2
m̂2(x)dx < 0. We prove that there is λ
p
2 > 0 such that
µn2 (λ
p
2) = 0.
By Proposition 3.7 (4), µn2 (λ2) > 0 for λ2 ≫ 1. Note that µ2(0) = 0 and for 0 < λ2 ≪ 1,
µn2 (λ2) is a principal eigenvalue of (1.2). Suppose that φ
λ2
2 (t, x) is a positive principal eigenfunction
with ‖φλ22 (·, ·)‖∞ = 1. Note that φ
λ2
2 (t, x) is differentiable in λ2 and φ
0
2(t, x) ≡ 1. Hence
φλ22 (t, y)− φ
λ2
2 (t, x) = φ
λ2
2 (t, y)− 1− (φ
λ2
2 (t, x)− 1) = O(λ2).
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Then by the above arguments,
µn2 (λ2) · T · |D2|
=λ2
∫
D2
m̂2(x)dx +
1
2
∫ T
0
∫
D2
∫
D2
κ(y − x)
(φλ22 (t, y)− φ
λ2
2 (t, x))
2
φλ22 (t, x)φ
λ2
2 (t, y)
dydxdt
=λ2
∫
D2
m̂2(x)dx +O(λ
2
2).
It then follows that µn2 (λ2) < 0 for 0 < λ2 ≪ 1. Then there is λ
p
2 > 0 such that µ
n
2 (λ
p
2) = 0.
Proof of Corollary 2.2. (1) Assume that m2(t, x) ≡ m2(t). Then by Proposition 3.4 (2) and 3.7 (2), we
have
µn2 (L2 + λ2m2) = µ
n
2 (0) + λ2m̂2 = λ2m̂2.
It then follows that if m̂2 6= 0, then there is no positive principal spectrum point of L2+λ2m2. If m̂2 = 0,
then every positive λ is a principal spectrum point of L2 + λ2m2.
(2) Assume that m2(t, x) ≡ m2(x). Then P(m2) = T ·maxx∈D¯2 m2(x). (2) then follows from Theorem
2.2 and Proposition 3.4.
4.3 Periodic boundary condition case
In this subsection, we prove Theorem 2.3 and Corollary 2.3
Proof of Theorem 2.3. First, (2) can proved by the similar arguments as those in Theorem 2.2(2).
We prove (1) in the following.
Suppose that there is λp3 > 0 such that µ
n
3 (λ
p
3) = 0. We prove that
∫ T
0 m˜3(t)dt > 0 and
∫
D3
m̂3(x)dx <
0.
Assume that
∫ T
0
m˜3(t)dt ≤ 0. Note that m3(t, x) ≤ m˜3(t) and m3(t, x) 6≡ m˜3(t). Hence
µn3 (λ3) <
λ3
T
∫ T
0
m˜3(t)dt ≤ 0
for λ3 > 0. This is a contradiction. Therefore
∫ T
0
m˜3(t)dt > 0.
Proposition 3.7, together with µn3 (λ
p
3) = 0, leads to µ
n
3 (λ3) < 0 for 0 < λ3 ≪ 1. Note that for |λ3| ≪ 1,
µn3 (λ3) is a principal eigenvalue. Suppose that φ
λ3
3 (t, x) is a positive principal eigenfunction. Then
−
∂tφ
λ3
3 (t, x)
φλ33 (t, x)
+
∫
RN
κ(y − x)
φλ33 (t, y)− φ
λ3
3 (t, x)
φλ33 (t, x)
dy + λ3m3(t, x) = µ
n
3 (λ3).
Let
κ˜(z) =
∑
(k1,k2,··· ,kN )∈ZN
κ(z + (k1p1, k2p2, · · · , kNpN)).
Then κ˜(−z) = κ˜(z) and ∫
RN
κ(y − x)φλ33 (t, y)dy =
∫
D3
κ˜(y − x)φλ33 (t, y)dy.
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Hence for 0 < λ3 ≪ 1,
µn3 (λ3) · T · |D3| − λ3T
∫
D3
m̂3(x)dx
=
∫ T
0
∫
D3
∫
D3
κ˜(y − x)
φλ33 (t, y)− φ
λ3
3 (t, x)
φλ33 (t, x)
dydxdt
=
1
2
∫ T
0
∫
D3
∫
D3
κ˜(y − x)
[φλ33 (t, y)− φλ33 (t, x)
φλ33 (t, x)
+
φλ33 (t, x) − φ
λ3
3 (t, y)
φλ33 (t, y)
]
dydxdt
=
1
2
∫ T
0
∫
D3
∫
D3
κ˜(y − x)
(φλ33 (t, y)− φ
λ3
3 (t, x))
2
φλ33 (t, x)φ
λ3
3 (t, y)
dydxdt.
Since m3(t, x) 6≡ m3(t), φ
λ3
3 (t, y) 6≡ φ
λ3
3 (t, x). Hence for 0 < λ3 ≪ 1,
0 > µn3 (λ3) · T · |D3| > λ3T
∫
D3
m̂3(x)dx
and then
∫
D3
m̂3(x)dx < 0.
Next, suppose that
∫ T
0
m˜3(t)dt > 0 and
∫
D3
m̂3(x)dx < 0. We prove that there is λ
p
3 > 0 such that
µn3 (λ
p
3) = 0.
By Proposition 3.7 (4), µn3 (λ3) > 0 for λ3 ≫ 1. Note that µ
n
3 (0) = 0 and for 0 < λ3 ≪ 1,
µn3 (λ3) is a principal eigenvalue of (1.3). Suppose that φ
λ3
3 (t, x) is a positive principal eigenfunction
with ‖φλ33 (·, ·)‖∞ = 1. Note that φ
λ3
3 (t, x) is differentiable in λ3 and φ
0
3(t, x) ≡ 1. Hence
φλ33 (t, y)− φ
λ3
3 (t, x) = φ
λ3
3 (t, y)− 1− (φ
λ3
3 (t, x)− 1) = O(λ3).
Then by the above arguments,
µn3 (λ3) · T · |D3|
=λ3
∫
D3
m̂3(x)dx +
1
2
∫ T
0
∫
D3
∫
D3
κ˜(y − x)
(φλ33 (t, y)− φ
λ3
3 (t, x))
2
φλ33 (t, x)φ
λ3
3 (t, y)
dydxdt
=λ3
∫
D3
m̂3(x)dx +O(λ
2
3).
It then follows that µn3 (λ3) < 0 for 0 < λ3 ≪ 1. Then there is λ
p
3 > 0 such that µ
n
3 (λ
p
3) = 0.
Proof of Corollary 2.3. It can be proved by a similar argument as in the proof of Corollary 2.2.
4.4 Upper bounds and the existence of principal eigenvalues
In this subsection, we prove Theorem 2.4.
Proof of Theorem 2.4. (1) First, we prove the upper bound of (2.7) in the case of i = 1. If (2.17) has a
unique positive principal spectrum point λp1(m̂1), we need to show that (2.7) also has a unique positive
principal spectrum point λp1(m1), and λ
p
1(m1) ≤ λ
p
1(m̂1).
By Corollary 2.1 (2), (2.17) has a unique positive principal spectrum point λp1(m̂1) if and only if
m̂1(x0) > 0 for some x0 ∈ D1, (4.2)
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where m̂1(x0) =
1
T
∫ T
0 m1(t, x0)dt. Since
∫ T
0 m1(t, x0)dt ≤
∫ T
0 maxx∈D¯1 m1(t, x)dt, we know that m1(t, x)
satisfies (D), that is
P(m1) =
∫ T
0
max
x∈D¯1
m1(t, x)dt > 0.
By Theorem 2.1, we know that (2.7) also has a unique positive principal spectrum point λp1(m1).
To prove the upper bound of λp1(m1), denote the principal spectrum point of (2.18) by µ
n
1 (λ1, m̂1),
and the principal spectrum point of (2.8) by µn1 (λ1,m1). We have
µn1 (λ
p
1(m̂1), m̂1) ≤ µ
n
1 (λ
p
1(m̂1),m1))
by Proposition 3.7 (3). By Definition 2.1, we have
µn1 (λ
p
1(m̂1), m̂1) = µ
n
1 (λ
p
1(m1),m1) = 0.
Hence,
µn1 (λ
p
1(m1),m1) ≤ µ
n
1 (λ
p
1(m̂1),m1).
By Proposition 3.7 (3), we have
λp1(mi) ≤ λ
p
1(m̂i).
The proof in the case of i = 2 or i = 3 is similar to the case of i = 1. So we omit it.
(2) (i) It follows from the fact that the conditions in (i) imply that (S1) holds.
(ii) It follows from (1) and Proposition 3.6.
4.5 Applications
In this section, we apply Theorem 2.1, 2.2 and 2.3 to study the existence of positive time-periodic solution
of the KPP type equations (1.12), (1.13), and (1.14).
Recall the KPP type equation (1.12) ((1.13) or (1.14)) with fi(t, x, u)(i = 1, 2, 3) satisfying (F). The
eigenvalue problems of (1.12), (1.13), and (1.14) linearized at u = 0 are
−∂tu(t, x) +
[∫
D
κ(y − x)u(t, y)dy − u(t, x)
]
+ λ1m1(t, x)u(t, x) = µ1u,
u(t+ T, x) = u(t, x).
u(t, x) ≥ 0,
(4.3)
for the Dirichlet boundary condition,
−∂tu(t, x) +
∫
D
κ(y − x)[u(t, y)− u(t, x)]dy + λ2m2(t, x)u(t, x) = µ2u,
u(t+ T, x) = u(t, x),
u(t, x) ≥ 0
(4.4)
for the Neumann boundary condition, and
−∂tu(t, x) +
∫
RN
κ(y − x)[u(t, y)− u(t, x)]dy + λ3m3(t, x)u(t, x) = µ3u,
u(t+ T, x) = u(t, x+ pjej) = u(t, x),
u(t, x) ≥ 0
(4.5)
for the periodic boundary condition, where mi(t, x) = fi(t, x, 0). It is assumed that m1, m2, and m3
satisfies (D), (N), and (P), respectively.
Denote the principal spectrum point of (4.3), (4.4), and (4.5) by µn1 (λ1), µ
n
2 (λ2), and µ
n
3 (λ3), respec-
tively. Suppose λpi is such that µ
n
i (λ
p
i ) = 0, we need to show that (1.12) ((1.13) or (1.14)) admits a unique
positive time-periodic solution u∗(t, x) if and only if λi > λ
p
i .
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Proof of Theorem 2.5. We only prove the case of i = 1, and other cases (i = 2 or i = 3) can be shown
similarly.
First, we show if λ1 > λ
p
1, then (1.12) admits a unique positive time-periodic solution u
∗(t, x). By [46,
Theorem E], the KPP type equation (1.12) has a unique positive time periodic solution, if f1 satisfies the
following monostable assumptions:
(H1) f1 is C
1 in t ∈ R and C3 in (x, u) ∈ RN × R; f1(t, x, u) < 0 for u ≫ 1 and ∂uf1(t, x, u) < 0 for
u ≥ 0; f1(t+ T, x, u) = f1(t, x, u).
(H2) µn1 (λ1) > 0, where µ
n
1 (λ1) is the principle spectrum point of (4.3).
The condition (H1) is exactly (F), so we only need to show that (H2) is satisfied if λ1 > λ
p
1. Since
m1 = f1(t, x, 0) satisfies (D), we have µ
n
1 (λ
p
1) = 0 by Theorem 2.1. Since λ1 > λ
p
1, we know that
µn1 (λ1) > µ
n
1 (λ
p
1) by Theorem 2.1 and Proposition 3.7 (3). It follows that µ
n
1 (λ1) > 0. Hence (H2) is
satisfied.
Second, consider (1.12), and we need to show that if (1.12) has a solution, then λ1 > λ
p
1, where λ
p
1 is
the unique positive number such that µn1 (λ
p
1) = 0.
Suppose that (1.12) admits a positive solution u∗(t, x). Then
−∂tu
∗(t, x) +
∫
D
κ(y − x)u∗(t, y)dy − u∗(t, x) + λ1f1(t, x, u
∗(t, x))u∗(t, x) = 0.
This implies that µn1 (L1 + λ1m
∗
1) = 0, where m
∗
1(t, x) = f1(t, x, u
∗(t, x)). Note that f1(t, x, 0) >
f1(t, x, u
∗(t, x)). Hence µn1 (λ1) > 0. Therefore, λ
p
1 < λ1.
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