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Abstract Consider G the progressive enlargement of a filtration F with a random time τ . Assuming
that, in F, the martingale representation property holds, we examine conditions under which the
martingale representation property holds also in G. A general methodology is developed in this paper,
with results covering every known (classical or recent) examples.
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1 Introduction
The theory of progressive enlargement of filtration is a fundamental technique in default risk modeling.
In this context, a natural question is whether the progressive enlargement of a filtration possesses the
martingale representation property. Many discussions are made on the question (cf. [5, 6, 8, 18, 27, 32]).
On the other hand, as the intensity process is almost the only element that is calibrated from market
data, the paper [20, 21] studies the problem how to construct models for a given default intensity. It
is proved that infinitely many of such models exist and [21] provides a procedure (called ♮-model in
[21] and "an evolution model" in this paper) which produces systematically models with the given
intensity. (See [31] for a more complete study.) One gets back then to the question if the evolution
model satisfies the martingale representation property. It happens that no of the known techniques
applies on the evolution model. That motivates the present paper.
We consider a filtration F in which the martingale representation property holds : there exists a multi-
dimensional F-martingale W such that any F local martingale null at the origin can be written as a
stochastic integral with respect to W . Let G be the progressive enlargement of F with a random time
τ . We investigate conditions under which the martingale representation property also holds in G.
The question of the martingale representation property in G had been considered from the very be-
ginning of the theory of enlargement of filtration. In the case of an honest time τ , it is proved in [2]
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that if the weak martingale representation property (i.e., a representation with stochastic integrals
with respect to a compensated random measure) holds in F, it also holds in G. The structure of G-
martingales is considered in the same situation in [23, Théorême 5.12] where it is proved that the space
of G-square integrable martingales is generated by two families : the family X˜ of X˜, where X˜ denotes
the G-martingale part of a bounded F-martingale X, and the family J of the bounded G-martingales
of the form v1[τ,∞) − (v1[τ,∞))
G·p, where v ∈ Gτ and (v1[τ,∞))
G·p denotes the G-predictable dual pro-
jection. This study is also specified in [1] when F is the natural filtration of a Brownian motion B
and τ is the end of a predictable set (hence is honest), avoiding the F stopping times. The proof of
these results relies on the fact that the G-predictable sets are generated by the F-predictable sets and
by the random interval [0, τ ] (cf. [2, 23]), which is a particular property of honest time. If we restrict
the study on the random interval [0, τ ], the G-predictable sets coincide with the F-predictable sets,
whatever is the random time τ . Based on this point, under the technical condition (C) of the filtration
F, martingales of the form Kt = E[kτ |Gt], t ≥ 0, where k is an F-predictable process, are studied in [6]
and it is proved that these martingales K are in the stable space generated by X˜ and J restricted on
[0, τ ] (cf. also [5]). Besides the honest time condition which gives to the G-predictable sets a simple
structure, the well-known Jacod’s criterion (cf. [15]) is another condition which enables ones to make
efficient computations in G. Actually under Jacod’s criterion, τ behaves much like a random variable
independent of F∞. Under this condition, [18] obtain the same generating property of X˜ and J . This
idea is further developed in [8] (and also in [32] for the weak martingale representation property in
G). Finally, a very different and elementary approach is proposed in [27] where the actual martingale
representation property is obtained in G when F is a Brownian filtration satisfying the immersion
assumption, i.e., all F-martingales are G-martingales.
The key point which allows to establish the martingale representation property in G is how the "projec-
tion" of a G-local martingale onto the stable space generated by X˜ can be computed. The contribution
of this paper is a general methodology for computing such projections. This methodology gives a uni-
fied proof of all the results mentioned before and is applicable to the evolution model of [21]. The
main consequences of this methodology are presented in Theorem 3.1, Theorem 4.2, Theorem 5.1 and
Theorem 7.2.
As in the literature, we deal with the problem separately on the time interval [0, τ ] and on the time
interval (τ,∞). For any random time τ , the G-martingales restricted on [0, τ ] are linked with the F-
martingales in the following formula (see [5]) : Let N τ be a bounded G-martingale N stopped at τ .
Then, noting Zt = Q[t < τ |Ft] and Ht = 1{τ≤t}
N τt =
E[Nτ1{t<τ}|Ft]
Zt
(1−Ht) +NτHt, 0 ≤ t <∞. (1)
Developing carefully the right hand side of the above identity by integration by parts formula, we obtain
the "projection" of N τ with respect to X˜ , with no supplementary assumption (which generalizes the
result in [6, 5]). See Section 3 for details.
The situation on the time interval (τ,∞) is more complicated. All the known results are obtained under
extra conditions. Our approach is based on the method of local solutions proposed in [28] (cf. [30] for a
recent account). It has been shown in [30] that the local solution method is efficient in the study of the
problem of enlargement of filtration. The well-known Jacod’s criterion and honest time assumptions
are two particular cases where the local solution method is satisfied. Following the principle of the local
solution method, we introduce the notion of sH-measure with covering condition. An sH measure is a
change of probability which creates locally a relationship between G and F similar to the immersion
situation considered in [27]. The covering condition says that we can do so at every time point in
(τ,∞) (or (0,∞)). This new notion provides a technique (a mixture of [27] and [28]) to compute the
"projection" with respect to X˜ . See Section 4 for details.
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In Section 6, it is shown that the notion of sH measure with covering condition is satisfied in the
situations of the classical results mentioned at the beginning of this section. We provide new proofs
of these results. Beyond the classical examples, the notion of sH measure with covering condition is
also satisfied in situations such as the evolution model in [21], where the classical assumptions are not
available. See Section 7. We recall that this paper was initiated by the question if the evolution model
in [21] satisfies the martingale representation property.
The study of the martingale representation property in G provides precise information on the structure
of the family of G-local martingales. It also gives powerful computing techniques. This study has
applications in mathematical modeling of financial market. As an example, consider the notion of
market completeness, a notion which guarantees perfect pricing and hedging. However in general,
when the filtration changes from F to G, the completeness property will be lost. We ask questions :
What are the elements which make the loss of the completeness ? How to quantify the incompleteness ?
In what is this incompleteness a bad thing for the market ? Is it possible to complete an incomplete
market in introducing complementary tradable assets ? As answer, we state that it is especially the gap
between Gτ− and Gτ which creates the incompleteness. In some cases, this gap can be completed by
introducing new tradable assets. Theorem 6.3 shows that, if F is the filtration of a Black-Scholes model,
if τ is a pure honest default time, the market with filtration G is not complete (it is not possible to
hedge the risk associated with the time τ), but it becomes complete if it is supplemented with (merely)
two defaultable zero-coupon bonds.
2 Preliminary results
We recall some basic facts in stochastic calculus.
2.1 d-dimensional stochastic integrals
A stochastic basis (Ω,A,Q,F) is a quadruplet, where (Ω,A,Q) is a probability space and F is a filtration
of sub-σ-algebras of A, satisfying the usual conditions.
Given a stochastic basis, we introduce different spaces of martingales. The basic one is M(Q,F) the
space of all (Q,F) martingales. Various subscript or superscript may be used to indicate various deriva-
tives of the spaceM(Q,F), especiallyMloc,0(Q,F) for local martingales null at the origin, orM∞0 (Q,F)
for bounded martingales null at the origin. The space Hp0(Q,F) is the subspace of M ∈M0(Q,F) such
that E[(
√
[M ]∞)
p] <∞ (cf. [13, Chapter 10] and [14]).
Stochastic integral with respect to multi-dimensional local martingale (cf. [9, 14, 16]) will be employed
in the computations. For a multi-dimensional (Q,F) local martingaleM , I(Q,F,M) denotes the family
of the multi-dimensional F-predictable processes which are M -integrable under Q (cf. [14, Chapitre
IV.4 (4.59)] or [9]). For J ∈ I(Q,F,M), the stochastic integral is denoted by J M and the space of
all such stochastic integrals is denoted by Mloc,0(Q,F,M). Note that, by definition, the stochastic
integrals are null at the origin.
We define a topology in I(Q,F,M). A sequence (Jn)n≥1 in I(Q,F,M) is said to converge to an element
J in I(Q,F,M), if there exists a sequence of stopping times (Tk)k≥1 converging to the infinity such
that, for any k ≥ 1, the sequence of martingales (JTkn M)n≥1 converges to J
Tk M in H10. We note that
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the bounded predictable processes are dense in I(Q,F,M).
The notion of stochastic integral is also employed for a multi-dimensional (Q,F) semimartingale X (cf.
[16, Chapter III.6b] or [9]). Similarly, the space of X-integrable processes will be denoted by I(Q,F,X)
and the stochastic integral will be denoted by J X. Recall (J X)0 = 0 by definition. Sometimes, the
stochastic integral will also be denoted by (
∫ t
0 JsdXs)t≥0. Recall also that, when X has finite variation,
(J X) is simply the pathwise Lebesgue-Stieltjes integral.
2.2 Stochastic integrals in different filtrations under different probability mea-
sures
A technical problem that we will meet in this paper is that a stochastic integral defined in a filtration
under some probability measure will be also considered in another filtration under another probability
measure. Assumption 2.1 below states conditions which ensure that the variously defined stochastic
integrals coincide.
Given a measurable space (Ω,A), let Q and P be two probability measures on A. Let F = (Ft)t≥0 and
G = (Gt)t≥0 be two right-continuous filtrations in A. Let X be a multi-dimensional càdlàg process and
0 ≤ S ≤ T be two given random variables. Consider the following assumption.
Assumption 2.1 1. (Q,F) (resp. (P,G)) satisfies the usual conditions.
2. S, T are F-stopping times and G-stopping times.
3. X is a (Q,F) semimartingale and a (P,G) semimartingale.
4. The probability P is equivalent to Q on F∞ ∨ G∞.
5. for any F-predictable process J , J1(S,T ] is a G-predictable process.
Lemma 2.1 Suppose Assumption 2.1. Let J be an F-predictable process. Suppose
J1(S,T ] ∈ I(Q,F,X) ∩ I(P,G,X).
Then, the stochastic integral J1(S,T ]X defined in the two senses gives the same process.
Proof. The lemma is true for elementary F predictable process J . Apply [13, Theorem 1.4] (monotone
class theorem), [9, Remark(ii) of Definition 4.8] and [9, Lemma 4.12], we see that the lemma is true
for bounded F predictable process. Again by [9, Remark(ii) of Definition 4.8] and [9, Lemma 4.11], the
lemma is proved.
We can also consider the question of semimartingale decomposition under Assumption 2.1. But we
will do it only in an enlarged filtration. Suppose therefore Ft ⊂ Gt, t ≥ 0. Suppose that a (Q,F)
local martingale X remains a (Q,G) (special) semimartingale. Let X = M + V be the canonical
decomposition, where M is a (Q,G) local martingale and V is a G predictable càdlàg process with
finite variation.
Lemma 2.2 Let J ∈ I(Q,F,X) and denote Y = J X. If Y is a (Q,G) semimartingale, we have
J ∈ I(Q,G,M) ∩ I(Q,G, V ) and Y = J M + J V .
4
Proof. The key point is to prove the M -integrabiliy and the V -integrability of J . Without loss of the
generality, suppose Y ∈ H10(Q,F). Let Jn = 1{sup1≤i≤d |Ji|≤n}J for n ∈ N. By [23, Corollaire (1.8)], for
some constant C,
E[
√
[JnM,JnM ]∞] ≤ CE[
√
[JnX,JnX]∞] ≤ CE[
√
[Y, Y ]∞] <∞, n ∈ N.
Taking n ↑ ∞, we prove J ∈ I(Q,G,M). Because Y is a semimartingale in G, applying Lemma 2.1,
1{sup1≤i≤d |Ji|≤n}Y (in G) = 1{sup1≤i≤d |Ji|≤n}Y (in F) = JnX (in F)
= JnX (in G) = JnM + JnV (in G).
As in [16, Chapter III.6b], we represent the components Vi of V in the form aiF , where the processes
ai and F are supposed to be G predictable and F is càdlàg increasing. We have
|
∑d
i=1 Jiai|1{sup1≤i≤d |Ji|≤n}F
= sgn(
∑d
i=1 Jiai)1{sup1≤i≤d |Ji|≤n}J V
= sgn(
∑d
i=1 Jiai)1{sup1≤i≤d |Ji|≤n}Y − sgn(
∑d
i=1 Jiai)1{sup1≤i≤d |Ji|≤n}J M (in G).
As Y and J M are semimartingales in G, by [9, Remark(ii) of Definition 4.8] and [9, Lemma 4.11 and
Lemma 4.12], the terms on the right hand side of this equality converge in probability when n ↑ ∞.
Consequently, J ∈ I(Q,G, V ) (cf. [9, Definition 3.7]) and the lemma follows.
2.3 Martingale representation property
In this subsection, we give the definition of the martingale representation property that we adopt in
this paper, and we recall some related results with short proofs.
Given a stochastic basis (Ω,A,Q,F), let W be a multi-dimensional F-adapted càdlàg process. We say
that W has the martingale representation property in the filtration F under the probability Q, if W is
a (Q,F) local martingale, and if
Mloc,0(Q,F,W ) =Mloc,0(Q,F).
We will call the processW the driving process. The martingale representation property will be denoted
by Mrp(Q,F,W ), or simply by Mrp.
We introduce the operator 1 † : For ζ F∞-measurable Q-integrable random variable, we denote by ζ†
the martingale
ζ†t = Q[ζ|Ft]−Q[ζ|F0], t ≥ 0.
Lemma 2.3 Suppose that W is a multi-dimensional (Q,F) local martingale. Let C be a π-class such
that σ(C) = F∞. If, for any A ∈ C, the (Q,F)-martingale (1A)† is an element in Mloc,0(Q,F,W ),
then Mrp(Q,F,W ) holds.
Proof. We know that, if M∞0 (Q,F) ⊂ Mloc,0(Q,F,W ), then the space H
1
0(Q,F) is contained in
M0(Q,F,W ) (cf. [13, Theorem 10.5]) and consequently Mrp(Q,F,W ) holds. Let Π be the family of
1. Note that the operator † depends on (Q,F). The context in which † is used will help to avoid the ambiguity.
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bounded F∞-measurable random variables ζ such that the (Q,F)-martingales ζ† belong toMloc,0(Q,F,W ).
Applying the monotone class theorem, we see that the space Π contains all bounded σ(C) = F∞ mea-
surable random variables, which means exactly M∞0 (Q,F) ⊂Mloc,0(Q,F,W ).
Other characteristic conditions for Mrp exist.
Lemma 2.4 Let W be a d-dimensional (Q,F) local martingale with W0 = 0. The following statements
are equivalent :
1. Mloc,0(Q,F,W ) =Mloc,0(Q,F), i.e., Mrp(Q,F,W ) holds.
2. Any L ∈Mloc,0(Q,F) such that LWi ∈ Mloc,0(Q,F) for all 1 ≤ i ≤ d, is null.
3. Any L ∈M∞0 (Q,F) such that LWi ∈ Mloc,0(Q,F) for all 1 ≤ i ≤ d, is null.
Proof. This is the consequence of [14, Corollaire(4.12) and Proposition(4.67)]
We recall below that the property Mrp is invariant by change of probabilities. (However, the driving
process may change.) Suppose Mrp(Q,F,W ). For a probability measure P locally equivalent to Q, set
ηt =
dP
dQ
∣∣∣∣
Ft
, 0 ≤ t <∞.
The process η is a strictly positive (Q,F)-martingale. We have the following result.
Lemma 2.5 Suppose that the predictable brackets 〈η,Wi〉, 1 ≤ i ≤ d, exist in F under Q andMrp(Q,F,W )
holds. Set
W
[η]
i,t =Wi,t −
∫ t
0
1
ηs−
d〈η,Wi〉s, 0 ≤ t <∞, 1 ≤ i ≤ d. (2)
Then, we have Mrp(P,F,W [η]).
Proof. Note that, by Girsanov’s theorem, the process W [η] is a (P,F) local martingale. By Lemma
2.4, it is enough to prove that, for L ∈ Mloc,0(P,F), if LW
[η]
i ∈ Mloc,0(P,F) for 1 ≤ i ≤ d, the process
L is null. But then, if Y = Lη, the two processes Y and YW
[η]
i belong to Mloc,0(Q,F). This yields
that 〈Y,Wi〉 exists (under Q) and 〈Y −
Y−
η−
η,Wi〉 = 0, 1 ≤ i ≤ d. Applying Lemma 2.4 with the
Mrp(Q,F,W ) property, we conclude Y = 0, and consequently L = 0.
2.4 Progressive enlargement of filtrations and (H′) hypothesis
Given a stochastic basis (Ω,A,F,Q), let τ be an A-measurable random variable taking values in [0,∞]
and G be the progressive enlargement of the filtration F by the random time τ , i.e., G = (Gt)t≥0 with
Gt = ∩s>t(Fs ∨ σ(τ ∧ s)) augmented by (Q,F∞ ∨ σ(τ)) negligible sets.
The (Q,F) optional projection of the process 1[0,τ), denoted by Z, is a bounded and non negative
(Q,F) supermartingale. We denote by Z = M − A its Doob-Meyer’s decomposition, where M is a
(Q,F) martingale and A is a càdlàg (Q,F)-predictable increasing process with A0 = 0. We note that
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A coincides with the (Q,F) predictable dual projection of the process 1{τ>0}1[τ,∞). We consider also
the (Q,F) optional dual projection of the process 1{τ>0}1[τ,∞), that we denote by Aˆ. Let H := 1[τ,∞).
According to [23, Remarques(4.5) 3)], the process
Lt = 1{τ>0}Ht −
∫ t∧τ
0
dAs
Zs−
, t ≥ 0, (3)
is a (Q,G) local martingale. We introduce the following assumption.
Assumption 2.2 (H′) Hypothesis. There exists a map Γ from Mloc(Q,F) into the space of càdlàg
G-predictable processes with finite variation, such that, for any X ∈ Mloc(Q,F), Γ(X)0 = 0 and
X˜ := X − Γ(X) is a (Q,G) local martingale. The operator Γwill be called the drift operator.
Note that, when a (Q,F) local martingale X is a (Q,G)-semimartingale, it is a special semimartingale.
Consequently, the drift operator Γ(X) is well defined. Many facts are known about the drift operator
Γ (see [23]). In particular, 1(0,τ ]Γ(X) takes the form :
1(0,τ ]Γ(X) = 1(0,τ ]
1
Z−
〈M + Aˆ−A,X〉, (4)
where the bracket 〈·〉 is computed in the filtration F. The computation of the drift operator Γ(X) on
the time interval (τ,∞) is more complicated. There do not exist general results. For a long time, the
only known example was the case of a honest time τ for which the drift operator on (τ,∞) is given
by :
1(τ,∞)Γ(X) = 1(τ,∞)
1
1− Z−
〈M + Aˆ−A,X〉 (5)
(see [2], [25]). Recent researches (cf. [8, 11, 17, 20, 21]) show that, unlike the situation on the interval
[0, τ ], the operator 1(τ,∞)Γ(X) can have various different forms.
2.5 Miscellaneous notes
When we say that a filtration F = (Ft)t≥0 satisfies the usual condition under a probability P, we
consider only the (P,F∞)-negligible sets in the usual condition.
Relations between random variables are to be understood to be almost sure relations. For a random
variable X and a σ-algebra F , the expression X ∈ F means that X is F-measurable.
We will compute expectations with respect to different probability measures P. To simplify the notation,
we will denote the expectation by P[·] instead of EP[·], and the conditional expectation by P[·|Ft] instead
of EP[·|Ft].
For any non negative random variable ρ, Fρ (resp. Fρ−) denotes the σ-algebra generated by the random
variables Uρ1{ρ<∞} + ξ1{ρ=∞} where U runs over the family of the F-optional processes (respectively
F-predictable processes) and ξ ∈ F∞
Let D be a subset of Ω and T be a σ-algebra on Ω. We denote by D∩T the family of all subsets D∩A
with A running through T . If D itself is an element in T , D ∩ T coincides with {A ∈ T : A ⊂ D}.
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Although D ∩ T is a σ-algebra on D, we will use it mainly as a family of subsets of Ω. We use the
symbol "+" to present the union of two disjoint subsets. For two disjoint sets D1,D2 in Ω, and two
families T1,T2 of sets in Ω, we denote by D1 ∩T1+D2 ∩T2 the family of sets D1 ∩B1+D2 ∩B2 where
B1 ∈ T1, B2 ∈ T2. For a probability P, we say D ∩T1 = D ∩ T2 under P, if, for any A ∈ T1, there exists
a B ∈ T2 such that (D ∩A)∆(D ∩B) is P-negligible, and vice versa.
The jump at the origin of a càdlàg process X is by definition : ∆0X = X0.
3 Mrp property before τ
In this section, we assume the setting of the subsection 2.4 with the process Z,A and the notation
X˜ := X − Γ(X). We need the following lemma from [33]
Lemma 3.1 We define Z0− = 1. Let R = inf{t ≥ 0 : Zt− = 0 or Zt = 0} and, for n ≥ 1, Rn =
inf{t ≥ 0 : Zt− <
1
n or Zt <
1
n}. Then, supn≥1Rn = R, τ ≤ R and Zτ− > 0 on {τ <∞}.
We introduce
Assumption 3.1
(i) Mrp(Q,F,W ) holds for a d-dimensional F-adapted càdlàg process W .
(ii) (H′)-hypothesis holds between F and G.
We use the notations X˜ = X−Γ(X) (introduced in Assumption 2.2) and H = 1[τ,∞). Here is the main
result in this section, which generalizes [23, Lemme(5.15)], [6, Theorem 1] and [5, Theorem 3.3.2] :
Theorem 3.1 Suppose Assumption 3.1. Then, for any bounded ζ ∈ Gτ , there exist an F-predictable
process J such that J1[0,τ ] ∈ I(Q,G, W˜ ) and
Q[ζ|Gt] = Q[ζ|G0] +
∫ t
0
(1−Hs−)JsdW˜s + 1{τ>0}(ζ −Xτ )Ht −
∫ t
0
Ks(1−Hs−)
1
Zs−
dAs, (6)
for t ≥ 0, where K is a bounded F-predictable process such that Kτ1{0<τ<∞} = Q[(ζ−Xτ )1{0<τ<∞}|Fτ−],
and the process X is defined as
Xt =
Q[ζ1{t<τ}|Ft]
Zt
1{t<R}, 0 ≤ t <∞.
Proof. The proof could be build from [23, Lemma (5.15)]. But we prefer a proof based on a direct
computation of the martingale Q[ζ|Gt], t ≥ 0.
Consider a bounded random variable ζ ∈ Gτ . From [5, 19], we have the decomposition formula:
Q[ζ|Gt] =
Q[ζ1{t<τ}|Ft]
Zt
(1−Ht) + ζHt, 0 ≤ t <∞.
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Since τ ≤ R and Zτ− > 0, the process X is well defined, bounded and càdlàg. By [2, Lemma 5.2], for
any n ≥ 1, XRn is a (Q,F) semimartingale, i.e., the process X is a bounded (Q,F) semimartingale
on the F-predictable set B = ∪n≥1[0, Rn] (see [13, Definition 8.19]). Note that supn≥1Rn = R which
implies ∪n≥1[0, Rn] ⊃ [0, R). Denote the (Q,F) canonical decomposition on B of X by X [m] + X [v],
where X [m] is a (Q,F) local martingale on B and X [v] is an F-predictable process with finite variation
on B. By the property Mrp(Q,F,W ), there exists a d-dimensional F-predictable process J defined on
B such that, for any n ≥ 1, J1[0,Rn] ∈ I(Q,F,W ) and
X
[m]
t = X
[m]
0 +
∫ t
0
JsdWs, 0 ≤ t < R.
Since, for every n ≥ 1, J1[0,Rn] W andW are (Q,G) semimartingales by (H
′)-Hypothesis, according to
Lemma 2.2, the process J1[0,Rn] belongs to I(Q,G, W˜ ) and to I(Q,G,Γ(W )). Lemma 2.1 is applicable
to J1[0,Rn] between F and G.
Note Gτ− = Fτ− (cf. [23, Lemme (4.4)]). Let K be a bounded F-predictable process such that
Kτ1{0<τ<∞} = Q[(ζ −Xτ )1{0<τ<∞}|Gτ−] = Q[(ζ −Xτ )1{0<τ<∞}|Fτ−].
We compute now the martingale Q[ζ|Gt] : for n ≥ 1, for 0 ≤ t ≤ Rn
Q[ζ|Gt] = Xt(1−Ht) + ζHt
=
∫ t
0 (1−Hs−)dXs −
∫ t
0 Xs−dHs + [X, 1−H]t + ζHt
= X0(1−H0) +
∫ t
0 (1−Hs−)JsdWs +
∫ t
0 (1−Hs−)dX
[v]
s + (ζ − 1{τ>0}Xτ )Ht
= Q[ζ|G0] +
∫ t
0 (1−Hs−)JsdW˜s +
∫ t
0 (1−Hs−)JsdΓ(W )s +
∫ t
0 (1−Hs−)dX
[v]
s
+1{τ>0}(ζ −Xτ )Ht −
∫ t
0 Ks1{s≤τ}
1
Zs−
dAs +
∫ t
0 Ks1{s≤τ}
1
Zs−
dAs.
We note that, since
∫ t
0 Ks1{s≤τ}
1
Zs−
dAs is the (Q,G) predictable dual projection of 1{τ>0}(ζ −Xτ )H
(see [23]), the process
1{τ>0}(ζ −Xτ )Ht −
∫ t
0
Ks1{s≤τ}
1
Zs−
dAs
is a (Q,G) local martingale. This implies that the following G-predictable process with finite variation∫ t
0
(1−Hs−)JsdΓ(W )s +
∫ t
0
(1−Hs−)dX
[v]
s +
∫ t
0
Ks1{s≤τ}
1
Zs−
dAs
is a (Q,G) local martingale, so that it is null. Consequently,
Q[ζ|Gt] = Q[ζ|G0] +
∫ t
0
(1−Hs−)JsdW˜s + 1{τ>0}(ζ −Xτ )Ht −
∫ t
0
Ks1{s≤τ}
1
Zs−
dAs (7)
for 0 ≤ t ≤ Rn, n ≥ 1.
Let us prove that Q[∀n ≥ 1, Rn < τ ] = 0. Actually, on the set {∀n ≥ 1, Rn < τ}, there can exist
two situations. Firstly the sequence (Rn) is stationary, i.e., for some n, R = Rn < τ . It is impossible
because ZR+ǫ = 0,∀ǫ > 0 (see [13, Theorem 2.62]) whilst Zτ− > 0. When the sequence (Rn) is not
stationary, we must have R = limnRn = τ and ZR− = 0. Once again it is impossible because Zτ− > 0.
We conclude that [0, τ ] ⊂ B. Hence, the process J is well defined on [0, τ ] and the above formula
(7) is true on [0, τ ]. Note that Q[ζ|Gt] and 1{τ>0}(ζ − Xτ )Ht −
∫ t
0 Ks1{s≤τ}
1
Zs−
dAs are (Q,G) local
martingales on the whole R+. Consequently, J1[0,Rn] is in I(Q,G, W˜ ) uniformly for all n ≥ 1, which
implies J1[0,τ ] ∈ I(Q,G, W˜ ). The theorem is proved.
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Remark 3.1 Let L = 1{τ>0}1[τ,∞) − 1(0,τ ]
1
Z−
A. Then, the formula (6) can be written as
Q[ζ|Gt] = Q[ζ|G0] +
∫ t
0 1{0<s≤τ}JsdW˜s
+
∫ t
0 Ks1{0<s≤τ}dLs + 1{τ>0}(ζ −Xτ −Kτ )Ht.
(8)
This shows that, for any bounded (Q,G)-martingale Y , the stopped martingale Y τ is the sum of a
stochastic integral with respect to (W˜ , L) and a (Q,G)-martingale of the form ξH, where ξ ∈ Gτ such
that Q[ξ|Gτ−] = 0. This remark links the formula (6) to [23, Théorème(5.12)].
Suppose now that {0 < τ < ∞} ∩ Gτ = {0 < τ < ∞} ∩ Gτ− under Q. In this case, 1{0<τ<∞}Kτ =
1{0<τ<∞}(ζ −Xτ ) and formula (6) writes as
Q[ζ|Gt] = Q[ζ|G0] +
∫ t
0 1{0<s≤τ}JsdW˜s +
∫ t
0 Ks1{0<s≤τ}dLs. (9)
From this identity, applying Lemma 2.3, we conclude that the property Mrp(Q,Gτ , (W˜ τ , L)) holds,
where Gτ denotes the stopped filtration (Gt∧τ : t ≥ 0), and W˜ τ is W˜ stopped at τ . We can state this
conclusion in another way :
Theorem 3.2 Suppose Assumption 3.1. Then, Mrp(Q,Gτ , (W˜ τ , L)) and 1{0<τ<∞}Wτ ∈ Gτ− hold if
and only if {0 < τ <∞} ∩ Gτ = {0 < τ <∞} ∩ Gτ− under Q.
Proof. We have explained that the condition is sufficient. Suppose now Mrp(Q,Gτ , (W˜ τ , L)) and
1{0<τ<∞}Wτ ∈ Gτ−. Any (Q,G
τ ) bounded martingale Y with Y0 = 0 has a representation as in (9).
We have, therefore,
1{0<τ<∞}∆τY
= Jτ1{0<τ<∞}∆τW˜ + 1{0<τ<∞}Kτ (1−
1
Zτ−
∆τA) (computing ∆τY with [14, Proposition(4.68)])
= Jτ1{0<τ<∞}(Wτ −Wτ−)− Jτ1{0<τ<∞}∆τΓ(W ) + 1{0<τ<∞}Kτ (1−
1
Zτ−
∆τA),
where J,K,Z−,∆Γ(W ),∆A are F-predictable processes and {0 < τ < ∞} ∈ Gτ−. Consequently,
1{0<τ<∞}Yτ = 1{0<τ<∞}Yτ− + 1{0<τ<∞}∆τY ∈ Gτ−, and (cf. [10, Chapter XX section 22])
{0 < τ <∞} ∩ Gτ
= {0 < τ <∞} ∩ σ{τ, 1{0<τ<∞}Yτ : Y is a (Q,G
τ ) bounded martingale}
⊂ {0 < τ <∞} ∩ Gτ−.
The inverse inclusion Gτ− ⊂ Gτ is obvious. The theorem is proved.
Remark 3.2 The condition 1{0<τ<∞}Wτ ∈ Gτ− is satisfied if W is continuous. It is also satisfied if
the random time τ avoids the F stopping times, since then Wτ =Wτ− ∈ Gτ−.
4 Mrp property after the default time τ
We will work on the Mrp property on the time horizon (τ,∞) according to the local solution metho-
dology developed in [28, 30]. Roughly speaking, this amounts to proceed the search of Mrp property
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in two steps. Firstly for any point a ∈ (τ,∞), we look for, if possible, a neighbourhood (sa, ta) of a
and a probability measure Qa equivalent to Q such that under Qa, the "restriction of the filtration
G" on (sa, ta) has a "local immersion property on (sa, ta)", which will ensure an "Mrp property on
(sa, ta)" (a local solution). Then, we establish an Mrp property on the union ∪a∈(τ,∞)(sa, ta) (a global
solution). This will, in particular, give a solution to our problem when ∪a∈(τ,∞)(sa, ta) ⊃ [τ,∞). In
this section, the above mentioned concepts such as "local immersion property" or "restriction of the
filtration G" will be firmly defined and the two steps program will be realized.
4.1 Fragments of the filtration G
We work in the setting of the subsection 2.4. The following definition represents the notion of the
"restriction of the filtration G" on a random interval.
Definition 4.1 For any G-stopping time T , we define the σ-algebra
G∗T = {T < τ} ∩ FT + {τ ≤ T <∞} ∩ (σ(τ) ∨ FT ) + {T =∞} ∩ (σ(τ) ∨ F∞).
For two G-stopping times S, T such that S ≤ T , we define the family G(S,T ] of σ-algebras :
G
(S,T ]
t = {{T ≤ S ∨ t} ∩A+ {S ∨ t < T} ∩B : A ∈ G
∗
T , B ∈ GS∨t}, 0 ≤ t <∞.
For general G-stopping times S, T , we define the family G(S,T ] = G(S,S∨T ].
For any process X, for G-stopping times S, T such that S ≤ T , we denote X(S,T ]t = X(S∨t)∧T −XS , 0 ≤
t <∞. For general G-stopping times S, T , we define X(S,T ] = X(S,S∨T ].
The following results exhibit the properties of the family G(S,T ] in relation with the filtration G. The
proofs will be given in the Appendix.
Lemma 4.1 For any G-stopping times S, T , we have GT− ⊂ G∗T ⊂ GT and
G∗S∨T = {S < T} ∩ G
∗
T + {T ≤ S} ∩ G
∗
S .
Proposition 4.1 We consider two G-stopping times S, T such that S ≤ T . We have
(1) G(S,T ] is a right-continuous filtration.
(2) For a G(S,T ]-stopping time R such that S ≤ R ≤ T , we have
G
(S,T ]
R = {R = T} ∩ G
∗
T + {R < T} ∩ GR.
In particular, G
(S,T ]
S = G
(S,T ]
0 and G
(S,T ]
T = G
∗
T .
(3) For any G-adapted process X such that XT ∈ G∗T , X
(S,T ] is a G(S,T ]-adapted process. Conversely,
for any G(S,T ]-adapted process X ′, X ′(S,T ] is a G-adapted process.
(4) For any G-predictable process K, K(S,T ] and 1(S,T ]K define G
(S,T ]-predictable processes. Conver-
sely, for any G(S,T ]-predictable process K ′, K ′(S,T ] and 1(S,T ]K
′ define G-predictable processes.
(5) For any (Q,G) local martingale X such that XT ∈ G∗T , X
(S,T ] is a (Q,G(S,T ]) local martingale.
Conversely, for any (Q,G(S,T ]) local martingale X ′, X ′(S,T ] is a (Q,G) local martingale.
(6) For any G-predictable process K, for any (Q,G) local martingale X such that XT ∈ G∗T , the fact
that 1(S,T ]K is X-integrable in G implies that 1(S,T ]K is X
(S,T ]-integrable in G(S,T ]. Conversely,
for any G(S,T ]-predictable process K ′, for any (Q,G(S,T ]) local martingale X ′, the fact that 1(S,T ]K
′
is X ′-integrable in G(S,T ] implies that 1(S,T ]K
′ is X ′(S,T ]-integrable in G.
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4.2 sH-measures
The following definition represents the notion of the "local immersion property" on a random interval
under a change of probability measure.
Definition 4.2 Let S, T be G-stopping times. A probability measure Q′ defined on G∞ is called an
sH-measure over the random time interval (S, T ] (with respect to (Q,G)), if Q′ is equivalent to Q on
G∞, and if, for any (Q,F) local martingale X, X(S,T ] is a (Q′,G(S,T ]) local martingale.
Remark 4.1 Note that, since obviously XT ∈ G
∗
T , X
(S,T ] is G(S,T ]-adapted (Proposition 4.1 (3)).
The notion of sH-measure resembles to the immersion condition (also called (H)-hypothesis), but not
exactly, because Q 6= Q′ and F * G(S,T ]. The notation sH refers to a "skewed" immersion condition.
The sH measure condition was used to establish the (H′) hypothesis in [28].
The notion of sH-measure is closely linked with Mrp property.
Theorem 4.1 Suppose Assumption 3.1. Then, for any F-stopping time T , for any G-stopping time S
such that S ≥ τ , for any sH-measure Q′ over (S, T ], Mrp(Q′,G(S,T ],W (S,T ]) holds.
Proof. We suppose that the set {T > S} is not empty, because otherwise, nothing is to be proved.
The proof is presented in several steps.
◮ Let ζ be an FT -measurable bounded random variable, and X be the martingale Xt = Q[ζ|Ft], 0 ≤
t < ∞. The random time T being an F-stopping time, we have the identity ζ = XT∨t, t ≥ 0. By the
Mrp(Q,F,W ) property, X has the following representation in the filtration F under Q :
Xt = X0 +
∫ t
0
JsdWs = X0 +
∫ t∧T
0
JsdWs, 0 ≤ t <∞, (10)
where J is a process in I(Q,F,W ).
◮ Since W and J W are (Q,G) semimartingales, according to Lemma 2.2, J is integrable with respect
to W in the sense of (Q,G) semimartingale. This, together with Lemma 2.1, entails that the formula
(10) is also valid in the filtration G.
◮ We are in particular interested in a variant of the formula (10) :
X
(S,T ]
t =
∫ t
0
1{S<s≤T}JsdW
(S,T ]
s , 0 ≤ t <∞. (11)
We check straightforwardly that J1(S,T ] is integrable with respect to W
(S,T ] in the sense of (Q,G(S,T ])
semimartingale and the formula (11) is also valid in the filtration G(S,T ] under Q. (cf. Proposition 4.1
(6) and Lemma 2.1.)
◮ Let Q′ be an sH-measure on (S, T ]. The two probabilities Q′ and Q are equivalent on G∞ and the
processes W (S,T ] and X(S,T ] are (Q′,G(S,T ]) local martingales. Recall that the (optional) brackets are
the same under Q or under Q′. We have
1(S,T ]J
⊤[W,W⊤]J = [X(S,T ]].
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Note that [X(S,T ]] is G(S,T ]-adapted (cf. Proposition 4.1 (3)). As X is bounded, the bracket [X(S,T ]] is
G(S,T ]-locally bounded, which entails 1(S,T ]J ∈ I(Q
′,G(S,T ],W (S,T ]).
From Lemma 2.1, we conclude that the formula (11) is also valid in the filtration G(S,T ] under Q′.
◮ Consider now a bounded Borel function g on [0,∞]. Since τ ≤ S, we have g(τ) ∈ G∗S ⊂ G
(S,T ]
0 .
Therefore, the process g(τ)1(S,T ]J is a G
(S,T ]-predictable process whilst g(τ)X(S,T ] is a (Q′,G(S,T ])
martingale. Since g is bounded, g(τ)1(S,T ]J ∈ I(Q
′,G(S,T ],W (S,T ]). We can apply the formula (11) and
write:
g(τ)X
(S,T ]
t =
∫ t
0
g(τ)1{S<s≤T}JsdW
(S,T ]
s , t ≥ 0,
valid in G(S,T ] under Q′.
◮ Note that g(τ)J1(S,T ]W
(S,T ] is a bounded (Q′,G(S,T ]) martingale. Also note that Xt = XT = ζ for
t ≥ T and g(τ)XS ∈ G
(S,T ]
0 . We can write
g(τ)XS +
∫ t
0 g(τ)1{S<s≤T}JsdW
(S,T ]
s
= Q′[g(τ)XS +
∫∞
0 g(τ)1{S<s≤T}JsdW
(S,T ]
s |G
(S,T ]
t ]
= Q′[g(τ)ζ |G(S,T ]t ], t ≥ 0.
We deduce from this identity that Q′[g(τ)ζ |G(S,T ]0 ] = g(τ)XS and hence
(g(τ)ζ)†t =
∫ t
0 g(τ)1{S<s≤T}JsdW
(S,T ]
s , t ≥ 0,
valid in G(S,T ] under Q′, where we use the operator † (as it is defined in Lemma 2.3) with respect to
(Q′,G(S,T ]). This identity shows that (g(τ)ζ)† belongs to Mloc,0(Q′,G(S,T ],W (S,T ]).
◮ Let C denote the class of all sets of the form
{S < T} ∩ {s < τ ≤ t} ∩A+ {T ≤ S} ∩B,
where 0 ≤ s < t and A ∈ FT and B ∈ G
∗
S . Note that {S < T}, {T ≤ S}∩B ∈ G
(S,T ]
S = G
(S,T ]
0 according
to Proposition 4.1 (2). This observation together with what we have proved previously shows that, for
any F ∈ C, the (Q′,G(S,T ]) martingale (1F )† belongs to Mloc,0(Q′,G(S,T ],W (S,T ]). On the other hand,
the class C is a π-system and σ(C) = G
(S,T ]
∞ because of Lemma 4.1 and τ ≤ S. We apply Lemma 2.3,
and we conclude with the property Mrp(Q′,G(S,T ],W (S,T ]).
4.3 From local solution to global solution
The next theorem shows how the local solutions are aggregated into a global one.
Theorem 4.2 Suppose Assumption 3.1. Assume moreover the following
sH-measure condition covering (τ,∞) : There exists a countable family of G-stopping times {Sj , Tj :
j ∈ N}, such that
1. for any j ∈ N, there exists an sH-measure Qj over the time interval (Sj , Tj ],
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2. Tj are F-stopping times,
3. Sj ≥ τ and (τ,∞) = ∪j∈N(Sj , Tj).
Then, Mrp(Q,G(τ,∞], W˜ (τ,∞]) holds.
Note that G
(τ,∞]
t = Gτ∨t, t ≥ 0.
Proof. The proof consists to establish firstly Mrp(Q,G(Sj ,Tj ], W˜ (Sj ,Tj ]) (the local solutions), and then
to pass from local solutions to the global one. It is divided into several steps.
1) Local solutions
◮ Let j ∈ N be fixed and ηt =
dQ
dQj
∣∣∣
G
(Sj,Tj ]
t
, t ≥ 0. In this step, we prove that, for any 1 ≤ i ≤ d,
〈η,W
(Sj ,Tj ]
i 〉 exists in G
(Sj ,Tj ] under Qj. To do this, it is enough to show that (ηW
(Sj ,Tj ]
i )
∗ (where, for
a process Ξ, Ξ∗ = sups≤t |Ξs|, t ≥ 0) is G
(Sj ,Tj ] locally Qj-integrable. Since W
(Sj ,Tj ]
i is a (Q,G
(Sj ,Tj ])
special semimartingale, there exists an increasing sequence of G(Sj ,Tj ]-stopping times (Rn) converging
to infinity Q-almost surely (hence Qj almost surely ) such that (W
(Sj ,Tj ]
i )
∗
Rn
is Q-integrable for any
n ≥ 1. For m ∈ N, set
Um = inf{s : |(ηW
(Sj ,Tj ]
i )s| > m}.
Then, Um tends to infinity Qj almost surely and
|(ηW
(Sj ,Tj ]
i )
∗
Um∧Rn | ≤ m+ ηUm∧RnW
∗
Um∧Rn .
The random variable on the right hand side is Qj-integrable, because W ∗Um∧Rn is Q integrable. This is
what had to be proved.
◮ According to Theorem 4.1, Mrp(Qj ,G(Sj ,Tj ],W (Sj ,Tj ]) holds. By Lemma 2.5, for 1 ≤ i ≤ d,
Mrp(Q,G(Sj ,Tj ],W [η],(Sj ,Tj ]) holds, where W
[η],(Sj ,Tj ]
i = W
(Sj ,Tj ]
i −
1
η−
〈η,W
(Sj ,Tj ]
i 〉 is a (Q,G
(Sj ,Tj ])
local martingale. On the other hand, the process
W˜i
(Sj ,Tj ]
= (Wi − Γ(Wi))
(Sj ,Tj ] =W
(Sj ,Tj ]
i − Γ(Wi)
(Sj ,Tj ]
is also a (Q,G(Sj ,Tj ]) local martingale (cf. Proposition 4.1 (5)). This implies thatW
[η],(Sj ,Tj ]
i = W˜i
(Sj ,Tj ]
and Mrp(Q,G(Sj ,Tj ], W˜ (Sj ,Tj ]) holds.
2) Global solution
◮ Let us now prove the global solutionMrp(Q,G(τ,∞], W˜ (τ,∞]). LetN be any element inM∞0 (Q,G
(τ,∞])
such that NW˜
(τ,∞]
i ∈ Mloc,0(Q,G
(τ,∞]), 1 ≤ i ≤ d. We will prove that N ≡ 0, which, from Lemma
2.4, will achieve the proof of the theorem.
A "natural idea" would be to say that N (Sj ,Tj ] is a (Q,G(Sj ,Tj ]) local martingale, so that N (Sj ,Tj ] takes
the form : N (Sj ,Tj ] = J W˜ (Sj ,Tj ] because of Mrp(Q,G(Sj ,Tj ], W˜ (Sj ,Tj ]). This would entail
[N (Sj ,Tj ]] = J1(Sj ,Tj ] [N, W˜ ] ∈ M
∞
0 (Q,G
(τ,∞]).
Since [N (Sj ,Tj ]] is an increasing process, it would be null. We could then conclude N ≡ 0 by the covering
condition.
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However, this "natural idea" can not work because there is no guarantee that N (Sj ,Tj ] is a (Q,G(Sj ,Tj ])
local martingale. Proposition 4.1 (5) is not applicable, if ∆Sj∨TjN /∈ G
∗
Sj∨Tj
. That is why the proof of
the global solution is concentrated on the study of ∆N .
◮We note thatN is a local martingale in the filtration G. Indeed, Nτ = N0 = 0 because G
(τ,∞]
0 = G
(τ,∞]
τ
according to Proposition 4.1 (2). This entails N = N (τ,∞]. According to Proposition 4.1 (5), N is
a (Q,G) local martingale (as N is bounded, it is in fact a true martingale). For the same reason
NW˜
(τ,∞]
i is a (Q,G) local martingale. Applying the integration by parts formula, we see that [N, W˜i] ∈
Mloc,0(Q,G). Taking the stochastic integrals, we obtain that, for any process J ∈ I(Q,G, W˜ ),
[N,J W˜ ] ∈ Mloc,0(Q,G). (12)
◮ Let us study the jump process ∆N at predictable times. Let T be a G-predictable stopping time.
We have
[1[T ]N,J W˜ ] = [N, 1[T ]J W˜ ] ∈ Mloc,0(Q,G).
Consider the (Q,G) local martingale X = 1[T ]N . We have X = 1{τ<T}∆TN1[T,∞) and, for any j ∈ N,
∆TjX
Tj = 1{T=Tj}∆TN .
Let j ∈ N be fixed. Set κ = 1{T=Tj}∆TN and κ− = Q[κ|GT−]. Using the fact that T is G-predictable,
by a direct computation, we obtain
(κ1[Tj ,∞))
(p) = 1{T≤Tj}κ−1[T,∞),
where (κ1[Tj ,∞))
(p) denotes the (Q,G) predictable dual projection of the jump process κ1[Tj ,∞).
Set X ′ = κ1[Tj ,∞) − (κ1[Tj ,∞))
(p) and
X ′′ = XTj −X ′ = (1{T<Tj}∆TN + 1{T≤Tj}κ−)1[T,∞).
Since X ′′ = X ′′Tj and T is G-predictable,
X ′′Sj∨Tj = X
′′
Tj
= 1{T<Tj}∆TN + 1{T≤Tj}κ− ∈ GTj− ⊂ GSj∨Tj− ⊂ G
∗
Sj∨Tj .
Proposition 4.1 (5) implies that X ′′(Sj ,Tj ] ∈ Mloc,0(Q,G(Sj ,Tj ]). By Mrp(Q,G(Sj ,Tj ], W˜ (Sj ,Tj ]), there
exists a d-dimensional process J ∈ I(Q,G(Sj ,Tj ], W˜ (Sj ,Tj ]) such thatX ′′(Sj ,Tj ] = J W˜ (Sj ,Tj ] in (Q,G(Sj ,Tj ]).
Applying Proposition 4.1 (4) and (6) and Lemma 2.1, we have J1(Sj ,Tj ] ∈ I(Q,G, W˜ ) and
X ′′(Sj ,Tj ] = J1(Sj ,Tj ]W˜
(Sj ,Tj ] = J1(Sj ,Tj ]W˜
in (Q,G). From this relation, in computing the jump at T , we deduce
(1{T<Tj}∆TN + 1{T≤Tj}κ−)1{Sj<T≤Tj} = JT 1{Sj<T≤Tj}∆T W˜ .
We now compute the bracket between N and J1(Sj ,Tj ]W˜ (see (12)) :
[1[T ]N,J1(Sj ,Tj ]W˜ ] = (1{T<Tj}(∆TN)
2 +∆TN1{T≤Tj}κ−)1{Sj<T≤Tj}1[T,∞).
We know that [1[T ]N,J1(Sj ,Tj ]W˜ ] is a (Q,G) local martingale. We check that
∆TN1{T≤Tj}κ−1{Sj<T≤Tj}1[T,∞)
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also is a (Q,G) local martingale. We conclude therefore ∆TN1{Sj<T<Tj} = 0.
This nullity being true for any j ∈ N, we can apply the covering condition and we conclude ∆TN =
∆TN1{τ<T<∞} = 0.
◮ We have proved that N has no jumps at G-predictable times. For j ∈ N, we introduce the process
N ′ = ∆Sj∨TjN1[Sj∨Tj ,∞) − (∆Sj∨TjN1[Sj∨Tj ,∞))
(p).
The process (∆Sj∨TjN1[Sj∨Tj ,∞))
(p) is continuous, because N has no jump at predictable times. Set
N ′′ = N −N ′ and compute the jump of N ′′ at Sj ∨ Tj :
∆Sj∨TjN
′′ = ∆Sj∨TjN −∆Sj∨TjN
′ = 0.
This nullity entails that (N ′′)Sj∨Tj ∈ G
∗
Sj∨Tj
, so that N ′′(Sj ,Tj ] ∈ Mloc,0(Q,G(Sj ,Tj ]) (cf. Proposition
4.1 (5)). Because of the property Mrp(Q,G(Sj ,Tj ], W˜ (Sj ,Tj ]), there exists a d-dimensional process J ∈
I(Q,G(Sj ,Tj ], W˜ (Sj ,Tj ]) such that N ′′(Sj ,Tj ] = J W˜ (Sj ,Tj ]. Applying Proposition 4.1 (6), Lemma 2.1,
we have also J1(Sj ,Tj ] ∈ I(Q,G, W˜ ) and N
′′(Sj ,Tj ] = J1(Sj ,Tj ]W˜ in the sense of (Q,G). On the other
hand, we check immediately [N ′′(Sj ,Tj ], N ′(Sj ,Tj ]] = 0. These facts enable us to write
[N ′′(Sj ,Tj ], N ′′(Sj ,Tj ]] = [N,J1(Sj ,Tj ]W˜i] ∈Mloc,0(Q,G).
This relation is possible only if N ′′(Sj ,Tj ] ≡ 0, which yields N (Sj ,Tj ] = N ′(Sj ,Tj ]. It follows that
1{Sj<t<Tj}∆tN = 0 and N has bounded variation on (Sj , Tj ].
◮ Now, by covering condition (τ,∞) = ∪j∈N(Sj, Tj), we conclude that N is a continuous local mar-
tingale with finite variation. It is therefore a constant, i.e., it is null.
5 Mrp on R+ and an equality between Gτ− and Gτ
The Mrp property in the progressively enlarged filtration is closely linked with the σ-algebra equality
{0 < τ < ∞} ∩ Gτ = {0 < τ < ∞} ∩ Gτ−. The study of the gap between Gτ− and Gτ has long
been considered because of its importance in progressive enlargement of filtration (see for example
[3, 23, 29]). Our discussions below give complementary information to this problem.
Putting together Theorem 3.2 and Theorem 4.2, we obtain immediately
Theorem 5.1 Suppose Assumption 3.1 and sH-measure condition covering (τ,∞). Then, Mrp(Q,G, (W˜ , L))
and 1{0<τ<∞}Wτ ∈ Gτ− hold if and only if {0 < τ <∞} ∩ Gτ = {0 < τ <∞} ∩ Gτ−.
We see the particular role played by the equality {0 < τ < ∞} ∩ Gτ− = {0 < τ < ∞} ∩ Gτ . In this
section we show how this equality can be studied by sH-measure condition.
Theorem 5.2 Suppose Assumption 3.1 and the following
sH-measure condition covering (0,∞) : There exists a countable family of G-stopping times {Sj , Tj :
j ∈ N}, such that
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1. for any j ∈ N, there exists an sH-measure Qj over the time interval (Sj , Tj ].
2. Tj are F-stopping times.
3. (0,∞) = ∪i∈N(Sj , Tj).
Suppose that τ avoids the F stopping times on (0,∞). Then, {0 < τ <∞}∩Gτ− = {0 < τ <∞}∩Gτ .
Proof. Fix j ∈ N. Let ζ be an FTj -measurable bounded random variable, and X be the martingale
Xt = Q[ζ|Ft], 0 ≤ t < ∞. We note the identity ζ = XTj∨t for all t ≥ 0. By definition of sH measure,
X(Sj ,Tj ] is a (Qj ,G(Sj ,Tj ]) uniformly integrable martingale. Let Rj = Sj ∨ (τ ∧ Tj). Note that {Sj <
Rj < Tj} is equivalent to {Sj < τ < Tj} (and in particular Rj = τ). Let g be a bounded Borel function.
Applying Lemma A.5 and Proposition 4.1 (2), we can write
1{Sj<τ<Tj}Qj [g(τ)ζ|Gτ ] = g(τ)1{Sj<Rj<Tj}Qj[X
Sj∨Tj
Sj∨Tj
|G
(Sj ,Tj ]
Rj
]
= g(τ)1{Sj<τ<Tj}Xτ = g(τ)1{Sj<τ<Tj}Xτ− ∈ Gτ−,
(because τ avoids the F stopping times and Qj is equivalent to Q).
Since {Sj < τ < Tj} ∩ Gτ ⊂ {Sj < τ < Tj} ∩ (σ(τ) ∨ FTj ), the above relation yields {Sj < τ <
Tj} ∩ Gτ = {Sj < τ < Tj} ∩ Gτ− under Qj (and hence, under Q).
Now, for any A ∈ Gτ , noting that (0,∞) = ∪i∈N(Sj, Tj), we can write under the probability Q
{0 < τ <∞} ∩A = ∪j∈N{Sj < τ < Tj} ∩A
= ∪j∈N{Sj < τ < Tj} ∩Bj for some Bj ∈ Gτ−
= ∪j∈N{Sj < τ ≤ Tj , τ <∞} ∩Bj because τ avoids the F stopping times
∈ {0 < τ <∞} ∩ Gτ−.
We have proved {0 < τ < ∞} ∩ Gτ ⊂ {0 < τ < ∞} ∩ Gτ− under Q. The inverse inclusion being an
evidence, the theorem is proved.
We end this section by the following relation between sH-measure condition covering (0,∞) and sH-
measure condition covering (τ,∞).
Lemma 5.1 If the family {Sj, Tj : j ∈ N} of G stopping times satisfies the sH-measure condition
covering (0,∞), the family {(Sj ∨ τ) ∧ (Sj ∨ Tj), Tj : j ∈ N} satisfies the sH-measure condition
covering (τ,∞).
Proof. Consider four G stopping times S, T, U, V . Suppose S ≤ U ≤ S ∨ T, S ≤ V ≤ S ∨ T .
By Proposition 4.1, Lemma A.5, for any G stopping time R such that U ≤ R ≤ U ∨ V , one has
G
(U,V ]
R ⊂ G
(S,T ]
R .
Let Q′ be an sH-measure on (S, T ]. For any (Q,F) uniformly integrable martingale X, X(S,T ] is a
(Q′,G(S,S∨T ]) uniformly integrable martingale, and consequently,X(U,V ] = (X(S,T ])(U,V ] is a (Q′,G(S,S∨T ])
uniformly integrable martingale. For any G stopping times R,R′ such that U ≤ R ≤ R′ ≤ U ∨ V , for
A ∈ G
(U,U∨V ]
R , we have A ∈ G
(S,S∨T ]
R and therefore
Q′[1AX
(U,V ]
R′ ] = Q
′[1A(X
(S,T ])
(U,V ]
R′ ] = Q
′[1A(X
(S,T ])
(U,V ]
R ] = Q
′[1AX
(U,V ]
R ].
Since X(U,V ] is G(U,U∨V ] adapted, X(U,V ] is a (Q′,G(U,U∨V ]) uniformly integrable martingale. This is
enough to conclude the lemma.
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6 Examples
In this section we assume the setting of subsection 2.4. We show how our method applies, in the
situations already studied in the literature, to provide a uniform way to prove various classical results.
In all this section, Assumption 3.1 (i) is in force.
6.1 The case of the immersion condition
Suppose the immersion condition ([5, 7, 27]), i.e., any (Q,F) local martingale is a (Q,G) local martingale
(in particular W = W˜ ). In this case, if we take T = ∞ and S = 0, the random variable T is an F
stopping time and the interval (S, T ] covers (0,∞), and the probability measure Q is clearly an sH-
measure on (S, T ]. Hence, according to Lemma 5.1 and Theorem 5.1, the properties Mrp(Q,G, (W,L))
and 1{0<τ<∞}Wτ ∈ Fτ− hold, whenever {0 < τ <∞} ∩ Gτ = {0 < τ <∞} ∩ Gτ−.
Let us show that the immersion condition together with Wτ ∈ Fτ− implies Gτ− = Gτ . Let ζ be a
bounded F∞ measurable random variable. Let ζt = Q[ζ|Ft], t ≥ 0. Since Wτ ∈ Fτ−, by the property
Mrp(Q,F,W ), we check that ∆τζ ∈ Fτ− so that ζτ ∈ Fτ− = Gτ− (see the proof of Theorem 3.2).
Thanks to the immersion condition, if g is a bounded Borel function on [0,∞],
Q[g(τ)ζ|Gτ ] = g(τ)Q[ζ|Gτ ] = g(τ)ζτ ∈ Gτ−.
Applying the monotone class theorem, we obtain Gτ = Gτ−.
Theorem 6.1 Suppose Assumption 3.1 (i). Then the following two conditions are equivalent
(i) Immersion condition and Wτ ∈ Fτ−.
(ii) Mrp(Q,G, (W,L)) and Gτ = Gτ−.
Remark 6.1 a. Theorem 6.1 implies the results given in [27, Theorem 2.3, N = 1], because, for W
a Brownian motion, Wτ ∈ Fτ−. Applying Theorem 6.1 and Lemma 2.5, we can prove also [27,
Theorem 3.2, N = 1].
b. The condition Wτ ∈ Fτ− holds obviously, if τ avoids the F stopping times.
6.2 The case of a honest time
In this section, we suppose that τ is an F honest time. Honest times have been fully studied in the
past (cf. [2, 23, 25]). Let us reconsider this case with the results obtained in this paper.
To simplify the computations, we assume
Hy(C) All (Q,F) local martingales are continuous.
We know that, when τ is an honest time, (H′) hypothesis holds. Under Hy(C), Aˆ−A ≡ 0 (see Section
2.4 for notations) and the drift operator Γ(X) on (τ,∞) is given by
1(τ,∞)Γ(X) = 1(τ,∞)
1
1− Z
〈M,X〉
which is continuous.
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Lemma 6.1 Suppose Assumption 3.1 (i) and Hy(C). Then, we have the sH-measure condition cove-
ring (τ,∞).
Proof. For any n ∈ N∗, for any a > 0, set
Ta,n = inf{t ≥ a :
∫ t
a
1
(1− Zs−)2
d〈M〉s > n} ∧ n.
The random variables Ta,n are F stopping times. Set Sa = τ ∨ a. Since Zt− < 1, Zt < 1, for t > τ , we
have ∪a∈Q,a>0,n∈N∗(Sa, Ta,n) = (τ,∞). For fixed a > 0, n ∈ N∗, we introduce the process
η = E
(
1(Sa,Ta,n]
1
1− Z−
M˜
)
which is a positive continuous (Q,G) martingale. We now show that the probability measure
Qa,n = ηSa∨Ta,n ·Q
is an sH-measure on the random interval (Sa, Ta,n].
Let X be a (Q,F) local martingale. Then, X˜ is a (Q,G) local martingale. By Girsanov’s theorem,
the process X˜ [η] (cf. Lemma 2.5) is a (Qa,n,G) local martingale. Let us compute X˜ [η] on the random
interval (Sa, Ta,n]. Thanks to Hy(C), 〈X˜, M˜〉 = 〈X,M〉 and 〈η, X˜〉 = 〈η,X〉.
X˜
[η]
τ∨t − X˜
[η]
τ∨a
= Xτ∨t −Xτ∨a +
∫ t
a
1{τ<s}
1
1−Zs−
d〈M,X〉s −
∫ t
a
1{τ<s}
1
1−Zs−
1{Sa<s≤Ta,n}d〈M˜ ,X〉s.
= Xτ∨t −Xτ∨a, if a ≤ t ≤ Tn.
It follows that X
τ∨a∨Ta,n
τ∨a∨t −Xτ∨a, t ≥ 0, is a (Q
a,n,G) local martingale. Since Xτ∨a∨Ta,n ∈ Fτ∨a∨Ta,n ⊂
G∗τ∨a∨Ta,n , we conclude that X
(Sa,Ta,n] is a (Qa,n,G(Sa,Ta,n]) local martingale (cf. Proposition 4.1 (5)).
This proves that the probability Qa,n is an sH-measure on (Sa, Ta,n].
Now we apply Theorem 3.1 and Theorem 4.2. Note that, according to [23, Proposition(5.3)], for any
G-predictable process J , there exist F-predictable processes J ′, J ′′ such that
J1(0,∞) = J
′1(0,τ ] + J
′′1(τ,∞).
Recall the process L in Remark 3.1.
Theorem 6.2 Suppose Assumption 3.1 (i) and Hy(C). For any bounded (Q,G)-martingale X, there
exist F-predictable processes J ′, J ′′,K and a bounded ξ ∈ Gτ such that Q[ξ|Gτ−] = 0, J ′1(0,τ ]+J
′′1(τ,∞) ∈
I(Q,G, W˜ ) and, for t ≥ 0,
Xt = X0 +
∫ t
0
(
J ′1{s≤τ} + J
′′1{τ<s}
)
dW˜s +
∫ t
0
Ks1{0<s≤τ}dLs + 1{τ>0}ξHt. (13)
If, in addition, {0 < τ <∞} ∩ Gτ− = {0 < τ <∞} ∩ Gτ , the property Mrp(Q,G, (W˜ , L)) holds.
We end this section by a remark on Brownian filtrations (in the sense of [3]).
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Theorem 6.3 Suppose Assumption 3.1 (i). Suppose that F is a Brownian filtration. Then there exists
a bounded (Q,G) martingale ν such that Mrp(Q,G, (W˜ , L, ν)) holds.
Proof. According to [3], since F is a Brownian filtration and τ is F honest, there exists a random event
A ∈ Gτ such that Gτ = Gτ− ∨ σ(A). This means that, for any ξ ∈ Gτ , there exist ξ
′, ξ′′ ∈ Gτ− such that
ξ = ξ′1A+ ξ
′′1Ac . In particular, if Q[ξ|Gτ−] = 0, i.e., 0 = ξ′p+ ξ′′(1− p), where p = Q[A|Gτ−], we have
ξ = (−1{p>0}ξ
′′ 1
p + 1{p=0}ξ
′ 1
1−p)((1− p)1A − p1Ac).
Let ν = ((1 − p)1A − p1Ac)H and F be an F-predictable process such that Fτ = (−1{p>0}ξ
′′ 1
p +
1{p=0}ξ
′ 1
1−p). Then, ν is a bounded (Q,G) martingale and F is ν-integrable. For bounded (Q,G)-
martingale X, the formula (13) now becomes
Xt = X0 +
∫ t
0
(
J ′1{s≤τ} + J
′′1{τ<s}
)
dW˜s +
∫ t
0
Ks1{0<s≤τ}dLs +
∫ t
0
Fsdνs.
This proves the theorem.
6.3 The case of density hypothesis
In this subsection we work under
Assumption 6.1 Density Hypothesis. We assume that, for any t ∈ R+, there exists a strictly
positive B[0,∞]⊗Ft measurable function αt(θ, ω), (θ, ω) ∈ [0,∞]×Ω, which gives the conditional law
Q[τ ∈ A|Ft] =
∫
A
αt(θ)µ(dθ), t ≥ 0, A ∈ B[0,∞],
where αt(θ) denotes the application αt(θ, ·) and µ is a diffuse probability measure on R+. We assume
that the trajectory t→ αt(θ, ω) is càdlàg.
For any n ≥ 1, let Q′n = αn(τ)
−1 · Q. We check that Q′n[τ ∈ dθ|Fn] = µ(dθ). This means that, under
Q′n, τ is independent of Fn. For any (Q
′
n,F)-local martingale Y , the process Y
n (Y stopped at n) will
be a (Q′n,G)-local martingale, and therefore Y
(0,n] is a (Q′n,G
(0,n])-local martingale. Since
Q[
1
αn(τ)
|Fn] = 1,
we have Q′n|Fn = Q|Fn . This yields that, for any (Q,F)-local martingale X, X
n is a (Q′n,F)-local
martingale, and X(0,n] is a (Q′n,G
(0,n])-local martingale. We have proved that Q′n is an sH-measure on
(0, n]. We note that the integers n are F stopping times and the intervals (0, n], n ≥ 1, cover (0,∞).
Note also that, since µ is diffuse, τ avoids the F stopping times.
Applying Theorem 5.2, Lemma 5.1, Theorem 5.1, we obtain :
Theorem 6.4 Suppose Assumption 3.1 (i) and density hypothesis 6.1. Then, {0 < τ < ∞} ∩ Gτ− =
{0 < τ <∞} ∩ Gτ and Mrp(Q,G, (W˜ , L)) holds.
Remark 6.2 The property Mrp under density hypothesis 6.1 has been studied in [18, Theorem 2.1]
when W is continuous, making use of Itô’s computations.
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6.4 The case of Cox measure and the related ones
In this subsection, we consider a probability space (Ω,A,P) equipped with a filtration F of sub-σ-
algebras in A. We consider the product measurable space ([0,∞] × Ω,B[0,∞] ⊗ F∞). As usual, we
consider F as a filtration on the product space and P as a probability measure defined on F∞ considered
as a sub-σ-algebra of B[0,∞] ⊗ F∞ (see Section 7). Consider the projection map : τ(s, ω) = s for
(s, ω) ∈ [0,∞] × Ω. Let Λ be a continuous increasing F-adapted process such that Λ0 = 0,Λ∞ = ∞.
The Cox measure νΛ on the product space [0,∞] ×Ω associated with Λ is defined by the relation
νΛ[A ∩ {s < τ ≤ t}] = P[IA
∫ t
s
e−ΛvdΛv], A ∈ F∞, 0 < s < t <∞. (14)
Consider the progressively enlarged filtration G on the product space [0,∞] × Ω from F with τ . It is
well know that, under the Cox measure, the immersion condition holds (cf. [5]). It is also easy to check
that νΛ[τ = T ] = 0 for any F-stopping time T , consequence of the continuity of the process Λ. This
last property implies Wτ ∈ Fτ−. Theorem 6.1 is applicable. We have the property Mrp(ν
Λ,G, (W,H −
1
1−e−Λ
Λ)) and Gτ− = Gτ .
Now, if a probability measure Q on the product space is absolutely continuous with respect to the Cox
measure, we apply Lemma 2.5 to obtain
Theorem 6.5 Suppose Assumption 3.1 (i). If the probability measure Q is absolutely continuous with
respect to the Cox measure νΛ, we have the properties Wτ ∈ Fτ−, Gτ− = Gτ and Mrp(Q,G, (W˜ , L)).
Remark 6.3 It is proved in [20] that, for any probability measure P on F∞, for any positive (P,F)
local martingale N , for any continuous F-adapted increasing process Λ such that Λ0 = 0, N0 = 1 and
∀t > 0, Nte
−Λt < 1, Nt−e
−Λt < 1, there exists a probability measure Q on the product space, which is
absolutely continuous with respect to the Cox measure, such that Q|F∞ = P|F∞ and Q[t < τ |F∞] =
Nte
−Λt , t ≥ 0.
7 An evolution model
In this section, we consider a model developed in [21] (the ♮-model). The basic setting is a filtered
probability space (Ω,A,F,P), where F = (Ft)t≥0 is a filtration satisfying the usual conditions. We
consider an F-adapted continuous increasing process Λ and a non negative (P,F) local martingale
N such that Λ0 = 0, N0 = 1 and 0 ≤ Nte
−Λt ≤ 1 for all 0 ≤ t < ∞. We introduce the product
measurable space ([0,∞]×Ω,B[0,∞]⊗F∞) with its canonical projection maps π and τ : π(s, ω) = ω
and τ(s, ω) = s. Using the projection map π we pull back the probability structure (P,F) onto the
product space [0,∞]×Ω with the filtration Fˆ = π−1(F) and with the probability measure on π−1(F∞)
defined by Pˆ(π−1(A)) = P(A) for A ∈ F∞. The probability structure ([0,∞] × Ω, Fˆ, Pˆ) is isomorphic to
that of (Ω,F,P). We will henceforth simply denote (Pˆ, Fˆ) by (P,F) and identify the F∞-measurable
random variables ξ on Ω with ξ ◦ π on the product space.
We consider the following problem :
Problem P∗. Construct on the product space ([0,∞] × Ω,B[0,∞] ⊗ F∞) a probability measure Q
such that
– (restriction condition) Q|F∞ = P|F∞ and
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– (projection condition) Q[τ > t|Ft] = Nte−Λt for all 0 ≤ t <∞.
(Recall that we identify Fˆ as F and Pˆ as P.)
Suppose Hy(C), i.e. all (P,F) local martingales are continuous. Suppose Zt < 1 for any 0 < t < ∞,
where Z = Ne−Λ. Under these conditions, [21] proves that there exist infinitely many solutions to the
problem P∗. In particular, for any (P,F) local martingale Y , for any bounded differentiable function
f with bounded continuous derivative and f(0) = 0, there exists Q♮ a solution of the problem P∗ on
the product space such that, for any u ∈ R∗+, the martingale M
u
t = Q
♮[τ ≤ u|Ft], t ≥ u, satisfies the
following evolution equation(♮)
(♮u)
{
dXt = Xt
(
− e
−Λt
1−Zt
dNt + f(Xt − (1− Zt))dYt
)
, u ≤ t <∞,
Xu = 1− Zu.
Consider the progressively enlarged filtration G on this product space with the random time τ .
Theorem 7.1 Suppose the same assumptions as above. Suppose in addition :
Hy(Mc) : For each 0 < t <∞, the map u→Mut is continuous on (0, t].
Then, for any (P,F) local martingale X, the process
Γ(X)t :=
∫ t
0 1{s≤τ}
e−Λs
Zs
d〈N,X〉s −
∫ t
0 1{τ<s}
e−Λs
1−Zs
d〈N,X〉s
+
∫ t
0 1{τ<s}(f(M
τ
s − (1− Zs)) +M
τ
s f
′(M τs − (1− Zs)))d〈Y,X〉s, 0 ≤ t <∞,
is a well-defined G-predictable process with finite variation, and the process X˜ = X−Γ(X) is a (Q♮,G)
local martingale.
We now study the Mrp property of the model defined by the evolution equation(♮). Let W be a
d-dimensional F-adapted càdlàg process. We assume the following set of assumptions :
Assumption 7.1 (i) The above two parameters Y and f are given.
(ii) Assume Hy(C), Hy(Mc).
(iii) Assume Mrp(P,F,W ).
(iv) Assume 0 < Zt < 1 for 0 < t <∞.
For any F stopping time T , under assumption Hy(Mc), we have
Q♮[τ = T, τ ≤ t|Ft] =
∫ t
0
1{u=T}duM
u
t = 0, ∀0 < t <∞.
This yields that τ avoids the F stopping times on (0,∞). Let 0 < a <∞, n ∈ N∗ and let
Ta,n = inf{v ≥ a :
∫ v
a
e−2Λw
Z2w
d〈N〉w > n,
or
∫ v
a
e−2Λw
(1−Zw)2
d〈N〉w > n,
or 〈Y 〉v − 〈Y 〉a > n,
or 〈W 〉v − 〈W 〉a > n,
or v > a+ n }.
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The random times Ta,n are F-stopping times. Since 0 < Z < 1 on (0,∞) and N,Y,W are continuous,
limn→∞ Ta,n =∞. We have (0,∞) = ∪a∈Q,n∈N∗(a, Ta,n).
Let us show that there exists an sH-measure on the intervals (a, Ta,n]. We introduce
γs =
e−Λs
Zs
, αs = −
e−Λs
1− Zs
, βs = f(M
τ
s − (1− Zs)) +M
τ
s f
′(M τs − (1− Zs))
and the exponential martingale :
η = E
(
(−γ1[0,τ ] − α1(τ,∞))1(a,Tn]  N˜ + (−β)1(τ,∞)1(a,Tn]  Y˜
)
.
By Hy(C), Γ(N) is continuous and 〈N〉 = [N ] = 〈N˜〉 indifferently in the filtration F or in the filtration
G. The same property holds for the bracket of Y . We check then that Novikov’s condition is satisfied
by η so that Q♮[η] = 1. Let Qa,n = η ·Q♮. By Girsanov’s theorem, the process X˜ [η]t − X˜
[η]
a , 0 ≤ t <∞,
is a (Qa,n,G) local martingale. Note
Γ(X) = γ1[0,τ ]  〈N,X〉 + α1(τ,∞)  〈N,X〉+ β1(τ,∞)  〈Y,X〉.
Because of Hy(C), we can write 〈X˜, N˜〉 = 〈X,N〉 and 〈X˜, Y˜ 〉 = 〈X,Y 〉, and therefore, by a direct
computation (cf. subsection 6.2), we get
X˜
[η]
t − X˜
[η]
a = Xt −Xa, if a ≤ t ≤ Ta,n.
This shows that X
Ta,n
a∨t −Xa is a (Q
a,n,G) local martingale. Since XTa,n −Xa ∈ FTa,n ⊂ G
∗
Ta,n
, X(a,Ta,n]
is also a (Qa,n,G(a,Ta,n]) local martingale (cf. Proposition 4.1 (5)). The measure Qa,n is an sH-measure
on (a, Ta,n].
The sH-measure condition covering (0,∞) is satisfied. Applying Theorem 5.2, Lemma 5.1, Theorem
5.1, we obtain
Theorem 7.2 Under Assumption 7.1, the property Mrp(Q♮,G, (W˜ , L)) holds.
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A Study of the filtration G(S,T ]
In this appendix, we study the filtrations G(S,T ] introduced in Section 4.1 and prove the results stated
in Proposition 4.1. This study is independent of the main text of this article. We consider a probability
space (Ω,A,Q), with a right-continuous filtration F = (Ft)t≥0 of sub-σ-algebras in A. We consider
a random time τ in A and its associated progressively enlarged filtration G = (Gt)t≥0 where Gt =
∩s>t(Fs ∨ σ(τ ∧ s)) for t ∈ R+. Unlike the assumptions in Subsection 2.4, we do not assume here that
G0 contains all the (Q,G∞) negligible sets.
We recall two useful results :
Lemma A.1 Let E be a space. Let C be a non empty family of sets in E. Let A ⊂ E. Then, A∩σ(C) =
A ∩ σ(A ∩ C).
Lemma A.2 (cf. [23, Lemme (4.4)]) Let T be a G-stopping time. We have
GT− = {T ≤ τ, T <∞} ∩FT− + {τ < T <∞} ∩ (σ(τ) ∨ FT−) + {T =∞} ∩ (σ(τ) ∨ F∞)
= {T < τ} ∩ FT− + {τ ≤ T <∞} ∩ (σ(τ) ∨ FT−) + {T =∞} ∩ (σ(τ) ∨ F∞).
From now on till Lemma A.11, we consider two G-stopping times S, T such that S ≤ T .
Lemma A.3 We have the relations : G
(S,T ]
∞ = G∗T ⊂ σ(τ) ∨ FT and GT− ⊂ G
∗
T ⊂ GT . For t ≥ 0, we
have G
(S,T ]
t ⊂ G(S∨t)∧T . A random variable ξ is G
(S,T ]
t -measurable if and only if there exist two random
variables ξ1 ∈ G
∗
T and ξ2 ∈ GS∨t such that
ξ = ξ11{T≤S∨t} + ξ21{S∨t<T}
or if and only if ξ1{T≤S∨t} ∈ G
∗
T and ξ1{S∨t<T} ∈ GS∨t.
Proof. The results of the lemma are direct consequences of the definition. Let us prove, for example,
the relation G∗T ⊂ σ(τ) ∨ FT . We note first that 1[0,t](T ) ∈ FT− ⊂ FT , and consequently,
{T < τ} = ∪t∈Q+{T ≤ t} ∩ {t < τ} ∈ σ(τ) ∨ FT .
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In the same way, we can prove that {τ ≤ T} and {T =∞} belong to σ(τ) ∨ FT . Therefore,
G∗T ⊂ {T < τ} ∩ (σ(τ) ∨ FT ) + {τ ≤ T <∞} ∩ (σ(τ) ∨ FT ) + {T =∞} ∩ (σ(τ) ∨ FT )
= σ(τ) ∨ FT ,
where we have used the relation {T =∞} ∩ FT = {T =∞} ∩ F∞. The lemma is proved.
Lemma A.4 (Proposition 4.1 (1)) G(S,T ] is a right-continuous filtration.
Proof. Let us show first that G(S,T ] is a filtration, i.e., G(S,T ]s ⊂ G
(S,T ]
t for any 0 < s < t < ∞. By
definition,
G
(S,T ]
t
= {{T ≤ S ∨ t} ∩ ({T ≤ S ∨ s} ∩A+ {S ∨ s < T} ∩A) + {S ∨ t < T} ∩B : A ∈ G∗T , B ∈ GS∨t}
= {{T ≤ S ∨ s} ∩A+ {S ∨ s < T} ∩ ({T ≤ S ∨ t} ∩A′ + {S ∨ t < T} ∩B) : A,A′ ∈ G∗T , B ∈ GS∨t}.
We study G(S,T ] separately in two cases : {t ≤ S} or {S < t}. Firstly, we have
{t ≤ S} ∩ G
(S,T ]
t
= {{t ≤ S} ∩ {T ≤ S} ∩A+ {t ≤ S} ∩ {S < T} ∩B : A ∈ G∗T , B ∈ GS}
= {{t ≤ S} ∩ {T ≤ S ∨ s} ∩A+ {t ≤ S} ∩ {S ∨ s < T} ∩B : A ∈ G∗T , B ∈ GS∨s}
= {t ≤ S} ∩ G
(S,T ]
s .
Next, we note that, on the set {S < t}, we have S ∨ s < t. Therefore
{S < t} ∩ G
(S,T ]
t
= {{S < t} ∩ {T ≤ S ∨ s} ∩A+ {S < t} ∩ {S ∨ s < T} ∩ ({T ≤ t} ∩A′ + {t < T} ∩B) :
A,A′ ∈ G∗T , B ∈ GS∨t}
⊃ {{S < t} ∩ {T ≤ S ∨ s} ∩A+ {S < t} ∩ {S ∨ s < T} ∩ ({T ≤ t} ∩A′ + {t < T} ∩B) :
A ∈ G∗T , A
′ ∈ GT−, B ∈ Gt−}
because, from Lemma A.3, GT− ⊂ G
∗
T ,
= {{S < t} ∩ {T ≤ S ∨ s} ∩A+ {S < t} ∩ {S ∨ s < T} ∩ C : A ∈ G∗T , C ∈ G(T∧t)−}
see [13, Corollary 3.5]
⊃ {{S < t} ∩ {T ≤ S ∨ s} ∩A+ {S < t} ∩ {S ∨ s < T ∧ t} ∩C : A ∈ G∗T , C ∈ GS∨s}
= {S < t} ∩ G
(S,T ]
s .
This shows that G(S,T ] is a filtration.
Now we show the right-continuity, i.e., G
(S,T ]
s = ∩t>sG
(S,T ]
t for any s ∈ R+. We begin with the following
observation. Let D be a set in Ω. We have the equality
D ∩ (∩t∈Q,t>sG
(S,T ]
t ) = ∩t∈Q,t>s(D ∩ G
(S,T ]
t ). (15)
Clearly the left-hand side family is contained in the right one. Let B be an element in the right-hand
side family. For any t ∈ Q with t > s, there exists Bt ∈ G
(S,T ]
t such that B = D ∩Bt. It yields that, for
β > 0, B = ∪t∈Q,β>t>s(D ∩Bt) = D ∩ (∪t∈Q,β>t>sBt) and
B = ∩β>s ∪t∈Q,β>t>s (D ∩Bt) = D ∩ (∩β>s ∪t∈Q,β>t>s Bt).
By monotony
∩β>s ∪t∈Q,β>t>s Bt = ∩s+ǫ>β>s ∪t∈Q,β>t>s Bt ∈ G
(S,T ]
s+ǫ
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for any ǫ > 0. This shows that B is an element in the left-hand side family. The formula (15) is proved.
In the same way we prove also the equality
D ∩ (∩t∈Q,t>sGS∨t) = ∩t∈Q,t>s(D ∩ GS∨t).
Using the above observation, we obtain, on the one hand,
{T ≤ S ∨ s} ∩ (∩t>sG
(S,T ]
t ) = ∩t∈Q,t>s({T ≤ S ∨ s} ∩ G
(S,T ]
t )
= {T ≤ S ∨ s} ∩ G∗T
= {T ≤ S ∨ s} ∩ G
(S,T ]
s ,
and on the other hand, for β > s,
{S ∨ β < T} ∩ (∩t>sG
(S,T ]
t ) = ∩t∈Q,β>t>s({S ∨ β < T} ∩ G
(S,T ]
t )
= {S ∨ β < T} ∩ (∩t∈Q,β>t>sGS∨t)
= {S ∨ β < T} ∩ G
(S,T ]
s .
Consider then a set B ∈ {S ∨ s < T} ∩ (∩t>sG
(S,T ]
t ). For any β > s,
B ∩ {S ∨ β < T} ∈ {S ∨ β < T} ∩ (∩t>sG
(S,T ]
t ) = {S ∨ β < T} ∩ G
(S,T ]
s .
Let Bβ ∈ G
(S,T ]
s such that B ∩ {S ∨ β < T} = Bβ ∩ {S ∨ β < T}. We have Bβ ∩ {S ∨ β < T} =
Bβ′ ∩ {S ∨ β < T} for any β > β
′ > s. Let B∗ = ∩ǫ>0 ∪β′∈Q,s<β′<s+ǫ Bβ′ ∈ G
(S,T ]
s . We have
B∗ ∩ {S ∨ β < T} = {S ∨ β < T} ∩ (∩ǫ>0 ∪s<β′<s+ǫ Bβ′)
= {S ∨ β < T} ∩ (∩β−s>ǫ>0 ∪s<β′<s+ǫ Bβ′)
= ∩β−s>ǫ>0 ∪s<β′<s+ǫ ({S ∨ β < T} ∩Bβ′)
= ∩β−s>ǫ>0 ∪s<β′<s+ǫ ({S ∨ β < T} ∩B)
= B ∩ {S ∨ β < T}.
Taking the union on β > s we obtain finally
B = B ∩ {S ∨ s < T} = B∗ ∩ {S ∨ s < T}.
This being true for any B ∈ {S ∨ s < T} ∩ (∩t>sG
(S,T ]
t ), we obtain
{S ∨ s < T} ∩ (∩t>sG
(S,T ]
t ) ⊂ {S ∨ s < T} ∩ G
(S,T ]
s .
Actually we have an equality instead of the inclusion, because the inverse of the above relation is an
evidence. Since {S ∨ s < T} ∈ G
(S,T ]
s , we can put together the two equalities :
{T ≤ S ∨ s} ∩ (∩t>sG
(S,T ]
t ) = {T ≤ S ∨ s} ∩ G
(S,T ]
s
{S ∨ s < T} ∩ (∩t>sG
(S,T ]
t ) = {S ∨ s < T} ∩ G
(S,T ]
s .
and we conclude G
(S,T ]
s = ∩t>sG
(S,T ]
t , i.e., the right continuity of G
(S,T ].
Lemma A.5 S and T are G(S,T ]-stopping times. More generally, any G-stopping time R between S
and T : S ≤ R ≤ T , is a G(S,T ]-stopping time. Conversely, for any G(S,T ]-stopping time R′, S ∨R′ is
a G-stopping time.
This lemma can be checked straightforwardly.
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Lemma A.6 (Proposition 4.1 (2)) For a G(S,T ]-stopping time R such that S ≤ R ≤ T , we have
G
(S,T ]
R = {R = T} ∩ G
∗
T + {R < T} ∩ GR = {R = T} ∩ G
∗
R + {R < T} ∩ GR.
In particular, G
(S,T ]
S = G
(S,T ]
0 and G
(S,T ]
T = G
∗
T .
Proof. Consider first G
(S,T ]
T . We have, on the one hand, G
(S,T ]
T ⊂ G
(S,T ]
∞ = G∗T . On the other hand, for
any B ∈ G∗T , for t ≥ 0, we note that {T ≤ t} ∈ GT− ⊂ G
∗
T so that B ∩ {T ≤ t} ∈ G
∗
T . Therefore,
B ∩ {T ≤ t} = B ∩ {T ≤ t} ∩ {T ≤ S ∨ t}+B ∩ {T ≤ t} ∩ {S ∨ t < T}
= B ∩ {T ≤ t} ∩ {T ≤ S ∨ t} ∈ {T ≤ S ∨ t} ∩ G∗T ∈ G
(S,T ]
t .
This proves that B ∈ G
(S,T ]
T , i.e., G
(S,T ]
T = G
∗
T .
Consider now G
(S,T ]
R . We note that R is also a G-stopping time, as it is stated in the preceding Lemma
A.5. Let A ∈ G
(S,T ]
R . Then, for any t ≥ 0, since {R < T} is an element in G
(S,T ]
R , we have
A ∩ {R < T} ∩ {R ≤ t} ∈ {R ≤ t} ∩ G
(S,T ]
t
⊂ {R ≤ t} ∩ G(S∨t)∧T according to Lemma A.3
⊂ {R ≤ t} ∩ {S ≤ t} ∩ GS∨t ⊂ Gt.
This computation shows that A ∩ {R < T} ∈ GR. Conversely let B ∈ GR. For t ≥ 0, we have
B ∩ {R < T} ∩ {R ≤ t} ∈ GT− and B ∩ {R < T} ∩ {R ≤ t} ∈ Gt.
Therefore,
B ∩ {R < T} ∩ {R ≤ t}
= {T ≤ S ∨ t} ∩B ∩ {R < T} ∩ {R ≤ t}+ {S ∨ t < T} ∩B ∩ {R < T} ∩ {R ≤ t}
∈ {T ≤ S ∨ t} ∩ GT− + {S ∨ t < T} ∩ {R ≤ t} ∩ Gt
⊂ {T ≤ S ∨ t} ∩ G∗T + {S ∨ t < T} ∩ GS∨t
= G
(S,T ]
t .
This proves that B ∩ {R < T} ∈ G
(S,T ]
R . We have just established
{R < T} ∩ G
(S,T ]
R = {R < T} ∩ GR.
We can also write
{R = T} ∩ G
(S,T ]
R = {R = T} ∩ G
(S,T ]
T = {R = T} ∩ G
∗
T .
(For the first equality, see [13, Corollary 3.5 statement 4)]). The lemma is proved.
Lemma A.7 (Proposition 4.1 (3)) For any G-adapted process X such that XT ∈ G∗T , X
(S,T ] defines
a G(S,T ]-adapted process. Conversely, for any G(S,T ]-adapted process X ′, X ′(S,T ] defines a G-adapted
process.
This lemma can be checked using Lemma A.3.
Lemma A.8 (Proposition 4.1 (5)) For any (Q,G) local martingale X such that XT ∈ G∗T , X
(S,T ] de-
fines a (Q,G(S,T ]) local martingale. Conversely, for any (Q,G(S,T ]) local martingale X ′, X ′(S,T ] defines
a (Q,G) local martingale.
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Proof. Let R be a X-reducing stopping time, i.e., a G-stopping time such that XR is a uniformly Q-
integrable (Q,G)martingale. Note that, for t ≥ 0, (X(S,T ])Rt = (X
R)
(S,T ]
t .As 1{R<T}XR, 1{R≥T} ∈ GT−,
we have
XRT = 1{R<T}XR + 1{R≥T}XT ∈ G
∗
T .
This relation together with the preceding Lemma A.7 shows that (X(S,T ])R is G(S,T ]-adapted. (We
note that we could not say this directly, because R is not a G(S,T ]-stopping time.)
Let 0 ≤ s ≤ t ≤ ∞ and A ∈ G
(S,T ]
s . Since G
(S,T ]
s ⊂ G(S∨s)∧T ⊂ G(S∨s), we have
E[1A(XR)TS∨t] = E[1AX
R∧T
S∨t ] = E[1AX
R∧T
S∨s ] = E[1A(X
R)TS∨s].
This computation implies
E[1A(X
R)
(S,T ]
S∨t ] = E[1A(X
R)
(S,T ]
S∨s ],
i.e. (XR)(S,T ] = (X(S,T ])R is a (Q,G(S,T ]) uniformly integrable martingale. We note that X(S,T ]t = 0 if
t ≤ S and X
(S,T ]
t = XT −XS if t ≥ T . We can write
(X(S,T ])R = (X(S,T ])R
′
,
where
R′ = 1{(S∨R)∧T<T}(S ∨R) ∧ T + 1{(S∨R)∧T≥T} · ∞.
According to Lemma A.5, (S∨R)∧T , as well as T , is a G(S,T ]-stopping time. The set {(S∨R)∧T < T}
is in G
(S,T ]
(S∨R)∧T . Hence, R
′, as a restriction of (S ∨ R) ∧ T , is also a G(S,T ]-stopping time. Moreover, if
R tends to infinity, R′ does so too. We can now state that X(S,T ] is a (Q,G(S,T ]) local martingale. The
first part of the lemma is proved.
Consider a (Q,G(S,T ]) local martingale X ′. Let U ′ be a X ′-reducing stopping time. We know that
X ′(S,T ] is a G-adapted process, and S ∨ U ′ is a G-stopping time. We use the identity
(X ′(S,T ])S∨U
′
t = (X
′S∨U ′)
(S,T ]
t = (X
′S∨U ′)TS∨t −X
′S∨U ′
S = X
′(S∨U ′)∧T
S∨t −X
′
S
for t ≥ 0. Set R = (S ∨ U ′) ∧ T which is a stopping time with respect to both G and G(S,T ]. Let
0 ≤ s ≤ t ≤ ∞ and B ∈ Gs. We write
E[1B(X ′(S,T ])S∨U
′
t ] = E[1B1{T≤S∨s}(X
′R
S∨t −X
′
S)] + E[1B1{S∨s<T}(X
′R
S∨t −X
′
S)].
We note that B ∩ {S ∨ s < T} ∈ GS∨s which yields B ∩ {S ∨ s < T} ∈ G
(S,T ]
s . Hence,
E[1B1{S∨s<T}(X
′R
S∨t −X
′
S)] = E[1B1{S∨s<T}1{S<U ′}(X
′U ′∧T
S∨t −X
′
S)]
= E[1B1{S∨s<T}1{S<U ′}(X
′U ′∧T
S∨s −X
′
S)] because {S < U
′} ∈ G
(S,T ]
S∨s
= E[1B1{S∨s<T}(X
′R
S∨s −X
′
S)].
We note also
1B1{T≤S∨s}(X
′R
S∨t −X
′
S) = 1B1{T≤S∨s}(X
′
R −X
′
S) = 1B1{T≤S∨s}(X
′R
S∨s −X
′
S).
Putting these relations together, we write
E[1B(X ′(S,T ])S∨U
′
t ] = E[1B1{T≤S∨s}(X
′R
S∨s −X
′
S)] + E[1B1{S∨s<T}(X
′R
S∨s −X
′
S)]
= E[1B(X ′RS∨s −X
′
S)] = E[1B(X
′(S,T ])S∨U
′
t ].
This proves the second part of the lemma.
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Lemma A.9 (Proposition 4.1 (4)) For any G-predictable process K, the processes K(S,T ] and 1(S,T ]K
are G(S,T ]-predictable. Conversely, for any G(S,T ]-predictable process K ′, K ′(S,T ] and 1(S,T ]K
′ are G-
predictable processes.
Proof. If K or K ′ are left continuous, with Lemma A.7, the result is clear. To pass to general K or
K ′, we use the monotone class theorem.
Lemma A.10 For any increasing process A, (1(S,T ])A is (Q,G)-locally integrable if and only if
(1(S,T ])A is (Q,G
(S,T ])-locally integrable. In the case of a locally integrable A, let A′′ and A′ be
respectively the (Q,G) and the (Q,G(S,T ]) predictable dual projection of (1(S,T ])A. Then, we have
(1(S,T ])A
′′ = (1(S,T ])A
′
This lemma can be checked straightforwardly.
Lemma A.11 (Proposition 4.1 (6)) For any G-predictable process K, for any (Q,G) local martingale
X such that XT ∈ G
∗
T , the fact that 1(S,T ]K is X-integrable in G implies that 1(S,T ]K is X
(S,T ]-integrable
in G(S,T ]. Conversely, for any G(S,T ]-predictable process K ′, for any (Q,G(S,T ]) local martingale X ′,
the fact that 1(S,T ]K
′ is X ′-integrable in G(S,T ] implies that 1(S,T ]K
′ is X ′(S,T ]-integrable in G.
Proof. We note that the brackets [X(S,T ]] and [X ′(S,T ]] are the same in the two filtrations. We can
then check that
√
K [X(S,T ]] or
√
K [X ′(S,T ]] is locally integrable in one filtration if and only if it is
so in the other filtration.
We end the Appendix by the following result
Lemma A.12 (Lemma 4.1) Let S, T be two G-stopping times. We have
G∗S∨T = {S < T} ∩ G
∗
T + {T ≤ S} ∩ G
∗
S .
Proof. Let us consider only this identity on the set {S < T} ∩ {τ ≤ S ∨ T < ∞}. With Lemma A.1
we can write
{S < T} ∩ {τ ≤ S ∨ T <∞} ∩ G∗S∨T
= {S < T} ∩ {τ ≤ T <∞} ∩ σ{{τ ≤ s}, {XS∨T ≤ t} : X is F optional, s, t ∈ R}
= {S < T} ∩ {τ ≤ T <∞} ∩ σ{{τ ≤ s}, {XT ≤ t} : X is F optional, s, t ∈ R}
= {S < T} ∩ {τ ≤ T <∞} ∩ G∗T .
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