Abstract. We propose nonparametric estimators for conditional value-at-risk (CVaR) and conditional expected shortfall (CES) associated with conditional distributions of a series of returns on a financial asset. The return series and the conditioning covariates, which may include lagged returns and other exogenous variables, are assumed to be strong mixing and follow a nonparametric conditional location-scale model. First stage nonparametric estimators for location and scale are combined with a generalized Pareto approximation for distribution tails proposed by Pickands (1975) to give final estimators for CVaR and CES. We provide consistency and asymptotic normality of the proposed estimators under suitable normalization. We also present the results of a Monte Carlo study that sheds light on their finite sample performance. Empirical viability of the model and estimators is investigated through a backtesting exercise using returns on future contracts for five agricultural commodities.
Introduction
Conditional value-at-risk (CVaR) and conditional expected shortfall (CES) are two of the most used synthetic measures of market risk in empirical finance (see Duffie and Singleton (2003) , McNeil et al. (2005) and Danielsson (2011) ). From a statistical perspective they have straightforward definitions. Let {Y t } denote a stochastic process representing the returns 1 on a given stock, portfolio or market index, where t ∈ Z indexes a discrete measure of time, and F Yt|Xt=x denote the conditional distribution of Y t given X t = x. The vector X t ∈ R d normally includes lag returns {Y t−ℓ } 1≤ℓ≤p , for some p ∈ N, as well as other relevant conditioning variables that reflect economic or market conditions. Then, for a ∈ (0, 1), a-CVaR(x) is defined to be the a-quantile associated with F Yt|Xt=x and a-CES(x) is defined to be the conditional expectation of Y t given that Y t exceeds a-CVaR(x), i.e., a-CES(x)=E(Y t |Y t > a-CVaR(x), X t = x).
2
In this paper we consider the estimation of a-CVaR(x) and a-CES(x) for processes {Y t } that admit a location-scale representation
where m and h > 0 are nonparametric functions defined on the range of X t , ε t is independent of X t , and {ε t } is an independent and identically distributed (IID) innovation process with E(ε t ) = 0, V (ε t ) = 1 and distribution function F belonging to a suitably restricted class (see section 2). This representation can be viewed as a nonparametric generalization of certain autoregressive conditionally heteroscedastic (ARCH) structures and has been studied by Masry and Tjøstheim (1995) , Härdle and Tsybakov (1997) , Masry and Fan (1997) and Fan and Yao (1998) , among others.
3 Under (1) we have a-CVaR(x) ≡ q Yt|Xt=x (a) = m(x) + h 1/2 (x)q(a)
and a-CES(x) ≡ E Y t |Y t > q Yt|Xt=x (a), X t = x = m(x) + h 1/2 (x)E(ε t |ε t > q(a)),
1 Let Pt denote the price of a financial asset at time t. In this paper a "return" is defined as Yt = −log
. We adopt this definition because in practice, regulators, portfolio and risk managers are mostly concerned with the distribution of losses, i.e., negative values of log
where q Yt|Xt=x (a) denotes the conditional a-quantile associated with F Yt|Xt=x and q(a) is the a-quantile associated with F .
In insurance and empirical finance, where regulators and portfolio managers are interested in high levels of risk, with a in the vicinity of 1 (Chernozhukov and Umantsev (2001) ; Tsay (2010) ), an important concern for inference is that conventional asymptotic theory does not apply sufficiently far in the tails of F Yt|Xt=x (see Chernozhukov (2005, p. 807) ). Hence, we focus on proposing and characterizing the asymptotic behavior of nonparametric estimators for a-CVaR(x) and a-CES(x) when a → 1. In the conditional quantile (regression) literature this is commonly referred to as extreme quantile regression (Chernozhukov (2005) ) and in empirical finance the corresponding notion is that of extreme CVaR, see e.g., Embrechts et al. (1997, p. 349 ) and Chernozhukov and Umantsev (2001, p. 273) .
Nonparametric estimators of a-CVaR and a-CES for the non-extreme case, where a is fixed in (0, 1), have been proposed and studied in several papers. Since a-CVaR(x) is a conditional quantile, estimation can naturally proceed using nonparametric regression quantiles as in Yu and Jones (1998) , Cai (2002) , Cosma et al. (2007) or Cai and Wang (2008) . These estimators for a-CVaR(x) can then be used to produce nonparametric estimators for a-CES(x) as in Scaillet (2005) , Cai and Wang (2008) , Kato (2012) and Linton and Xiao (2013) . Also, for the non-extreme case, there exists a large literature on nonparametric estimation of unconditional value-at-risk and expected shortfall, see e.g., Scaillet (2004) , Chen and Tang (2005) , Chen (2008) , Linton and Xiao (2013) and Hill (2015) , that is indirectly related to our work.
We propose a two-stage estimation procedure for a-CVaR and a-CES. First, motivated by (1), nonparametric estimators for m and h are obtained and used to produce standardized residuals. Second, these residuals are used to obtain estimators for q(a) and E(ε t |ε t > q(a)) using a likelihood procedure to estimate the parameters of a Generalized Pareto Distribution (GPD) that approximates the upper right tail of F . This stage is motivated by Theorem 7 in Pickands (1975) and extends the work of Smith (1987) .
These estimators for q(a) and E(ε t |ε t > q(a)) are then combined with the first stage estimators for m and h to produce estimators for a-CVaR(x) and a-CES(x). To our knowledge, this two stage estimation approach was first proposed by McNeil and Frey (2000) in the case where m and h are indexed by a finite dimensional parameter. They provided no asymptotic characterization or finite sample properties for the resulting estimators of conditional value-at-risk or expected shortfall. However, their backtesting exercise on several time series of selected market indexes provided encouraging evidence of the estimators' performance. Martins-Filho and Yao (2006) generalized the estimation framework of McNeil and Frey to the case where m and h are nonparametric functions. They demonstrated via an extensive Monte Carlo simulation, and through backtesting, that accounting for nonlinearities in m and h can be important in improving the estimators' finite sample performance. Martins-Filho et al. (2015) provides an asymptotic characterization of the two stage estimation procedure for a-CVaR when a → 1 in a model with constant and unknown variance (h(X t ) = θ) and a process {(Y t , X T t )} t∈Z (x T indicates the transposition of the vector x) that is IID. Their results, however, are of limited use in empirical finance where the IID assumption is untenable and h cannot be adequately modeled as a constant function of X t . Furthermore, by restricting attention to the case where X t ∈ R, i.e., a scalar, they failed to elucidate the restrictions that the dimension d may impose on nonparametric estimation of conditional value-at-risk and expected shortfall.
Here, we extend Martins-Filho et al. (2015) in three important directions: a) we relax the assumption that {(Y t , X T t )} t∈Z is an IID process and instead consider the case where the process is strictly stationary and strong mixing of a suitable order. This allows for the presence of lagged values of Y t in the conditioning vector X t , a possibility not covered in our earlier paper and of significant practical interest; b) we allow the conditional variance h to be a non-constant function of X t ; and c) we consider the estimation of aCVaR(x) and a-CES(x). We first establish consistency and asymptotic normality of the estimators for q (a) and E(ε t |ε t > q(a)) based on the maximum likelihood estimators for the parameters of the (approximating) GPD using residuals from the first stage estimation. From a technical perspective, this extends the results in Smith (1987) to the case where only residuals, rather than the actual sequence {ε t }, are observed. These results are used to obtain consistency and asymptotic normality of our proposed estimators for a-CVaR(x) and a-CES(x). Estimators, like ours, that rely on tail approximations based on the GPD are normally asymptotically biased and require bias correction for valid inference. Hence, we provide bias-corrected versions of our estimators that can be easily used for inference as their asymptotic distributions are correctly centered.
Besides this introduction, this paper has five more sections and two appendices. Section 2 provides a discussion of the main restrictions we impose on F , as well as a motivation, description and discussion of the estimation procedure. Section 3 contains a list of assumptions needed to study the estimators for m and h and the main theorems that describe the asymptotic behavior of our estimators. Section 4 contains a Monte
Carlo study that sheds light on the finite sample behavior of our estimators and contrasts their performance with the estimators proposed by Cai and Wang (2008) . Section 5 provides an empirical application in which a-CVaR and a-CES are estimated using time series of returns on future contracts for five widely traded agricultural commodities. A backtesting exercise is also conducted for each of the time series. Section 6 provides concluding remarks and gives some directions for future research. Tables and figures associated with the Monte Carlo study and the empirical exercise are provided in Appendix 1. The proofs for Theorems 2 through 5 are provided in Appendix 2. Supporting lemmas and their proofs, as well as the proof of Theorem 1, can be found in the online supplement to this article available at Cambridge Journals Online (journals.cambridge.org/ect).
Estimation of a-CVaR and a-CES
As stated in the introduction, our estimation procedure has two stages. In the first stage we produce a sequence of standardized nonparametric residuals based on the estimation of m and h. Given a sample
, we consider a local linear (LL) estimator for m, denoted bym(x) ≡β 0 , where
, K 1 (·) is a multivariate kernel function and h 1n > 0 is a bandwidth. For the estimation of h, we follow the procedure proposed in Fan and Yao (1998) , where we ob-
and defineĥ(x) ≡η, where (η,η 1 ) ≡ argmin η,η1 n t=1
, K 2 (·) is a multivariate kernel function and h 2n > 0 is a bandwidth, both potentially different from those used in the definition ofm. 4 The estimatorsm(x) andĥ(x) are used to produce a sequence of standardized nonparametric residuals {ε t } n t=1 , wherê
In the second stage, we use these residuals to construct estimators for q(a) and E(ε t |ε t > q(a)), appearing in (2) and (3), which are combined withm(x) andĥ(x) to produce our estimators for a-CVaR(x) and a-CES(x).
Whereas to motivate the first stage of estimation, the only restrictions imposed on F were that it has mean zero and variance one, the motivation for the second stage requires additional restrictions. First, we assume Assumption FR1: a) F is strictly monotonic and absolutely continuous with positive density f such that for some k 0 < 0, lim
Remarks on FR1: 1. By Proposition 1.15 in Resnick (1987) , if F satisfies FR1 a), then it belongs to the maximum domain of attraction of a Fréchet distribution with parameter −1/k 0 , denoted here by
being slowly varying as x → ∞ (see Gnedenko (1943) ). Thus, any F satisfying FR1 a) is such that (1 − F (x))x −1/k0 is slowly varying at infinity.
2. The restriction that F belongs to the domain of attraction of a Fréchet distribution is not entirely arbitrary. There are only two other possibilities: a) F belongs to the domain of attraction of a (reverse)
Weibull distribution, in which case F has a finite right endpoint, a restriction that is not commonly placed on the innovation associated with location-scale models; b) F belongs to the domain of attraction of a Gumbel distribution, in which case, when F has an infinite right endpoint 1 − F is rapidly varying at infinity (Resnick (1987) ), a case we must avoid to derive the asymptotic properties of our estimators. Thus, distribution functions where 1 − F (x) decays exponentially fast as x → ∞ are ruled out by FR1 a).
3. We note that assumptions FR1 a) and b) imply that −1/(4 + ǫ) < k 0 < 0. This ensures that the (right) tail 1 − F (x) decays sufficiently fast as x → ∞. It rules out distribution functions with right tails that are "too thick" in the sense of k 0 ≤ −1/4. Hence, F is in a class of distributions that can have thick tails, but not so thick as to prevent the existence of moments slightly larger than four. The restriction is critical for 5 See Leadbetter et al. (1983) , Resnick (1987) or Embrechts et al. (1997) for the definition of maximum domains of attraction.
the asymptotic results we derive and can be empirically binding in that many financial time series appear to have heavy tails with k 0 ≤ −1/2 (Embrechts et al. (1997) ).
4. FR1 c) is needed to provide asymptotic characterizations of our proposed estimators (see, e.g., the proof of Lemma 5), but is not required to provide a motivation for their definition.
Theorem 7 in Pickands (1975) shows that if F ∈ D(Φ −1/k0 ), then its extreme upper tail is uniformly close to a generalized Pareto distribution (GPD). Formally, for k 0 < 0 and some function σ 0 (ξ) > 0 with
where
and G(u; σ, k) = 1 − (1 − ku/σ) 1/k with 0 < u < ∞. As in Davis and Resnick (1984, p. 1471) and Smith (1987 Smith ( , p. 1176 , we use the equivalence in (5) to motivate our estimator for q(a).
To this end, let N n be a nonstochastic subsequence on n such that N n → ∞ and Since (5) is valid for any sequence ξ → ∞, we put ξ ≡ q(a N ) and note that by strict monotonicity of F ,
Note that since a N → 1, we have a → 1 as n → ∞. By (5) we have that for n sufficiently large
.
Rearranging the terms, we have
which motivates our proposed estimator for q(a). We first use the residuals {ε t } n t=1 to estimate F by integrating a Rosenblatt kernel estimator for the density f , i.e.,
where K 3 (·) is a univariate kernel and h 3n > 0 is a bandwidth. Then, we define the estimatorq(a N ) for q(a N )
as the solution forF (q(a N )) = a N . We note that a simpler estimator isq n (a N ), the a N -quantile associated with the empirical distribution of the nonparametric residuals {ε t } n t=1 . We preferq(a N ) because it is well known from the unconditional distribution and quantile estimation literature (Azzalini (1981); Falk (1985) ; Yang (1985) ; Bowman et al. (1998); Martins-Filho and Yao (2008) ) that smoothing beyond that attained by the empirical distribution can produce significant gains in finite samples with no impact on asymptotic rates of convergence.
To estimate k 0 and σ 0 (q(a N )) we follow the maximum likelihood procedure suggested by Smith (1987) using the approximation provided by G(u; σ 0 (q(a N )), k 0 ). To this end we define the ascending order statistics
and construct a sequence of exceedances
, which are used to obtain maximum likelihood estimators for σ 0 (q(a N )) and k 0 based on the density g(z; σ, k) =
associated with the GPD. Here, it is important to note that the number of residuals that exceedq(a N ), i.e., N s is stochastic and generally different from N . Our estimators are a solution (σq (aN ) ,k) for the likelihood
Then, based on (6) our estimatorq(a) for q(a) is given bŷ
To motivate our estimator for E(ε t |ε t > q(a)) we place the following additional restriction on F ,
where 0 < φ(x) → 0 as x → ∞ is regularly varying with index ρ < 0 and k(t) =
If the exceedances over the quantile q(a) were distributed exactly as g(z; σ 0 , k 0 ), then integration by parts gives E(ε t |ε t > q(a)) = q(a) 1+k0 1 + σ0 q(a) (Embrechts et al. (1997, p. 165) ). In the general case where the exceedances are not distributed as g(z; σ, k), but F satisfies assumptions FR1 a), b) and FR2 it can be easily shown (see Lemma 8 in the online supplement) that E(ε t |ε t > q(a)) = q(a) (1)) . This motivates our proposed estimator for E(ε t |ε t > q(a)) which is given by
Remarks on FR2: 1. Assumption FR2 is equivalent to requiring that the error in approximating the tail 1 − F (x) by a Pareto distribution be given by φ(x) Goldie and Smith (1987, p. 48) ). Assumptions on how the approximating error decays are necessary for an asymptotic characterization of estimators for the parameters of the GPD. Our FR2 is similar to the condition SR2 in Smith (1987) , whereas a stronger version of it is assumed by Hall (1982) . Goldie and Smith (1987) provides a comprehensive discussion of these second order assumptions on the characterization of estimators that, like ours, depend on Extreme Value Theory.
2. FR2 is necessary in providing a first order approximation for the expected value of the score associated with the likelihood procedure, which is used in characterizing and correcting the asymptotic bias. For example, in the case of the parameter k 0 (see Appendix 2)
providing a handle on how the asymptotic bias of the estimators we propose depends on k 0 and ρ. Combining the estimatorsm,ĥ, (9) and (10) into equations (2), (3), we define the estimatorsq
and a-CES(x) associated with the series {Y t } and the conditioning set {X t = x}. In the next section we study the asymptotic behavior of these estimators.
3 Asymptotic characterization of the proposed estimators 3.1 Assumptions and existence ofσq (a N ) andk
We begin the study of the asymptotic behavior of our estimators by establishing that a solution for equation 
are ascending order statistics associated with {ε t } n t=1 and N 1 is the stochastic number of exceedances over the nonstochastic threshold q(a N ).
This is accomplished in two steps. First, we show in Lemma 1 (see online supplement) that the score functions associated with L ′ N (σ, k) are uniformly asymptotically equivalent in probability to those asso-
, and q n (a) =
is the quantile of order a N associated with the empirical distri-
. This, together with Lemma 5 in Smith (1985) , establishes the important result that Theorem 3.2 in Smith (1987) is valid for the case where a stochastic threshold, in this case q n (a N ), is used in conjunction with our nonstochastic N .
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Second, we show in the proof of Theorem 1 that the score functions associated withL N (σ, k) and L N (σ, k)
are uniformly asymptotically equivalent in probability. This, in combination with Lemma 5 in Smith (1985) , establishes the existence ofσq (aN ) andk, and characterizes them as a local maximum forL N (σ, k). Since establishing this equivalence involves the nonparametric residuals {ε t } n t=1 that appear inL N (σ, k), additional assumptions are needed to ensure that the nonparametric estimatorsm(x) andĥ(x) converge uniformly in probability to m(x) and h(x) at suitable rates.
We adopt the following notation in our assumptions and proofs: a) 0 < C < ∞ will represent an inconsequential and arbitrary constant taking different values; b) G denotes a compact subset of
denotes the integer part of x ∈ R; d) P (A) denotes the probability of event A associated with a probability space (Ω, F , P ) or a probability measure, depending on the context; e) for any function m : 
The gradient of the function m is denoted by m (1) (x) and its Hessian by m (2) (x); f) the joint density of the vector of conditioning variables X t is denoted by f X . For a vector j ∈ R d with components j i that are non-negative integers, we write
for all x ∈ R and j = 0, 1, 2, 3; 5) The kernel K 3 is symmetric and twice continuously
and x i1 · · · x ir K i (x)dx = 0 whenever r < s or i j = i k for some j, k ≤ s. The order s for K 1 and K 2 is needed to establish that the biases form andĥ are, respectively, of order O(h s in ) for i = 1, 2 in Lemmas 3 and 4. The order m 1 for K 3 is necessary in the proof of Lemma 5. All other assumptions are common in the nonparametric estimation literature and are easily satisfied by a variety of commonly used kernels.
Assumption A2: 1) {X t } t=1,2,··· is a strictly stationary α-mixing process with α(l) ≤ C l −B for some B > 2; 2) f X (x) and all of its partial derivatives of order < s are differentiable and uniformly bounded on
A2 1) implies that for some δ > 2 and
proofs. We note that α-mixing is the weakest of the mixing concepts (Doukhan (1994) ) and its use here is only possible due to Lemma A.2 in Gao (2007) , which plays a critical role in the proof of Lemma 5.
Assumption A3: 1) m(x) and all of its partial derivatives of order < s are differentiable on R d . The partial derivatives are uniformly bounded on R d ; 2) 0 < h(x) and all of its partial derivatives of order < s are differentiable and uniformly bounded on
The degree of smoothness s of m, h and f X (in A2 and A3), the dimension d and the mixing size B are, as expected, tightly connected with the speed at whichm andĥ converge (uniformly) to m and h. These parameters also interact in specific ways to determine the asymptotic behavior ofq(a) andÊ(ε t |ε t > q(a)).
A3 3) and FR1 b) imply, by the c r -Inequality, that E |Y t | 4+ǫ < ∞. Xiao (2013) and Hill (2015) have proposed nonparametric estimators for unconditional expected shortfall (ES) and studied their asymptotic behavior for fixed a ∈ (0, 1) for cases where E(|Y t |) < ∞ and V (Y t ) = ∞. Our model is more restrictive regarding tail behavior than theirs, but in contrast we are able to study conditional VaR and ES when a → 1.
Assumption A4 is necessary in Lemma 5 and is directly related to the verification of the existence of bounds required to use Lemma A.2 in Gao (2007) .
2s+d −δ for some δ > 0 and
The following Theorem 1 establishes the existence ofσq (aN ) andk and characterizes them as a local maximum. It will be convenient to re-parametrize the likelihood functions and represent arbitrary values σ
, and k as k 0 + τ 2 δ N for τ 1 , τ 2 ∈ R with δ N → 0 as N → ∞. Note that these arbitrary values belong to a shrinking neighborhood (δ N → 0 as N → ∞) of the true values k 0
as N → ∞ and denote arbitrary σ and k by σ N (1 + τ 1 δ N ) and k 0 + τ 2 δ N , respectively. We define
are as defined in section 2. Then, as n → ∞ (and consequently N → ∞),
2 ) has, with probability approaching 1, a local maximum
The vector (τ * 1 , τ * 2 ) implies valuesσq (aN ) andk which are solutions for the likelihood equations
Hence, there exists, with probability approaching 1, a local maximum (σq (aN ) 
The proof of Theorem 1 (see online supplement) depends critically on two sets of results. First, since ε t is unobserved and is estimated byε t , we must obtain convergence of bothm(x) andĥ(x) to the true m(x) and h(x) uniformly in G at suitable rates. This is addressed in Lemmas 3 and 4. Second, Lemma 5 shows thatq(a N ) is asymptotically close to q n (a N ) by satisfyingq
It is in this lemma that the stochasticity of the estimated thresholdq is explicitly handled and where the full set of restrictions in FR1 and FR2 on the class of functions to which F belongs are needed. It is also in Lemma 5 that the stochasticity of N s , and the fact that it may differ from N in finite samples, is handled by showing that
We note that, as in Smith (1987) , we require N 1/2 δ N → ∞ and N 1/2 φ(q(a N )) = O(1). The restriction that N 1/2 δ N → ∞ is for convenience and places no stochastic constraint on our model, whereas
is necessary to provide first order approximations for the expected value of the scores associated with the likelihood function (see, e.g., equation (12) below).
The influence of the dimension d of the conditioning space manifests itself on the asymptotic results in a strong manner via the requirement that the degree of smoothness of the functions m and h be such that s ≥ 2d. We believe that alleviation of this strong requirement can only result from further constraints on the class of functions containing m and h.
Asymptotic normality ofγ
The following theorem shows that, under suitable normalization,γ is asymptotically distributed as a bivariate normal random vector. The theorem has two parts. Part a) shows thatγ carries a bias that does not decay to zero at the rate √ N , a problem that is similar to that encountered in Theorem 3.2 in Smith (1987) .
Inspired by Peng (1998) , who proposed a moments based bias corrected version of the traditional Hill (1975) estimator, we provide in part b) a bias corrected version ofγ, which we denote by (σ
It will be useful to make two clarifying comments before stating Theorem 2. First, by Theorem 3.4.5 (b) in Embrechts et al. (1997) and Theorem 7 in Pickands (1975) 
Hence, as in Smith (1987) we set, without loss of generality,
since the only requirements on φ(x) in FR2 are that it decays to zero and be regularly varying at infinity with ρ < 0, a full characterization of the limiting normal distribution of (σq (aN ) ,k) requires, as in Smith (1987) , that √ N φ(q(a N )) have a limit. Given FR2 and the expectation of the scores associated withL N (see, e.g., equation (11)) we set
for some µ ∈ R. As a limit, µ is unique for given φ, but since there exist many φ that satisfy FR2 for a given pair (ρ, k 0 ), there correspondingly exist many µ associated with such a pair. Thus, the bias we encounter due to approximating the upper right tail of F by a GPD is, as a result of assumption FR2, a function of µ, ρ and k 0 .
Theorem 2. Assume FR1, FR2, A1-A5 and µ as defined in (12). Then, for
,ρ be a consistent estimator for ρ and definẽ
Remark: Part b) of Theorem 2 calls for a consistent estimator of ρ, which we now provide. For an arbitrary
and definê
Lemma 9 shows thatρ
It is instructive to compare Theorem 2 to Theorem 3.2 in Smith (1987) . There, he obtains
. Part a) shows that the use ofZ i instead of Z i to define the exceedances used in the estimation of the parameters of the GPD impacts the variance of the asymptotic distribution. It is easy to verify that
(expected) loss of efficiency that results from estimating ε t nonparametrically. However, any additional bias introduced by the nonparametric estimation is of second order effect as the asymptotic bias derived in Smith (1987) is precisely the same as the one we obtain in part a) of Theorem 2. The presence of such bias manifests itself in other estimation procedures for k 0 that rely on Extreme Value Theory (Hill (1975) ; Pickands (1975) ). Also, as in Peng (1998) , bias correction may increase the variance of the asymptotic distribution. Hence, although our bias correction produces correctly centered asymptotic distributions, the cost may be an increase in the variance of the asymptotic distribution. In our Monte Carlo experiment, we compare the root mean squared error of the uncorrected and bias corrected estimators (see Table 1 ). There, it is seen that the benefits from bias correction are far larger than any cost associated with variance increase.
Asymptotic normality ofq(a),Ê(ε t |ε t > q(a)), a-CVaR(x) and a-CES(x)
The asymptotic distributions of the ML estimators given in parts a) and b) of Theorem 2 are the basis for obtaining the asymptotic distributions ofq(a) andÊ(ε t |ε t > q(a)). First, in the case ofq(a), we rely on the asymptotic properties ofq(a n ) and Theorem 2 parts a) and b). Second, sinceÊ(ε t |ε t > q(a)) =q
, its asymptotic distribution can be derived directly from the results forq(a) andk. The estimatorsq (a) andÊ(ε t |ε t > q(a)) inherit an asymptotic bias that derives from the result in part a) of Theorem 2.
Hence, Theorems 3 and 4 include bias-corrected versions of the estimators we propose, which we denote bŷ
It is important to emphasize, as mentioned in section 2, that in Theorems 3, 4 and 5 both a N and a approach 1 as n → ∞ with a N < a. We also note that we assume that
In the extreme (regression) quantile literature this is called the "intermediate order" type asymptotics (Chernozhukov (2005, p. 809) ) and in the extreme CVaR literature this is described as asymptotics for "high quantiles within the sample" (Embrechts et al. (1997, p. 349) ).
Theorem 3. Assume FR1, FR2, A1-A5 and µ as defined in (12). Then, for σ N = −k 0 q(a N ) and for some
and c
, whereB q =Ẑρ
Remark: Under the assumption that n(1 − a) ∝ N , the constant Z is the limit of q(a)/q(a N ) as N → ∞.
Thus, it captures the variation of the quantile associated with F as we approach its endpoint, which in this case is infinity. Bias correction in part b) of the theorem requires a consistent estimatorẐ for Z.
Theorem 4. Assume FR1, FR2, A1-A5 and µ as defined in (12). Then, for σ N = −k 0 q(a N ) and for some
and c b , b 1 and b 2 are as defined in Theorem 3.
2 (k 0 , ρ) , where
c q is as defined in Theorem 3, and A(k 0 , ρ) and
From Theorems 3 and 4 we obtain our main results, the asymptotic normality and consistency of
. Since these estimators also inherit an asymptotic bias, we present only results for estimators of a-CVaR(x) and a-CES(x) that are constructed usingq (b) (a) and
,ρ are as defined in Theorem 2 andẐ andq (b) (a) are as defined in Theorem 3.
Theorem 5. Assume FR1, FR2, A1-A5 and µ as defined in (12). Then, for σ N = −k 0 q(a N ) and for some
3 (k 0 , ρ) , where
and d are defined in Theorem 2.
As we have observed following Theorem 2, it is also the case that bias correction in Theorems 3, 4 and 5 has an impact on the variance of the asymptotic distribution of the estimators. The following corollary to Theorem 5 shows that the benefit of bias correction, in terms of asymptotic mean squared error, depends critically on the parameters k 0 and ρ, and how they relate to the constants µ and Z, of which µ is not uniquely determined by F . 7 The corollary is most useful for given φ, in which case the value of µ is fixed.
This theoretical indeterminacy manifests itself in our simulations (see section 4). For example, when F is a Student-t distribution with v = 6 degrees of freedom, k 0 = −1/6 and ρ = −2 (Ling and Peng (2015)), the benefit of bias reduction in the estimation of the parameters of the GPD seems quite clear. In contrast, bias reduction in the estimation q Yt|Xt=x (a) and E(Y t |Y t > q Yt|Xt=x (a), X t = x) is not apparent, at least from the point of view of reduced root mean squared error. These simulation results suggest that |µ| satisfies threshold levels for reduced MSE under bias correction for the estimators in Theorem 2 but not for those in Theorem 5. Evidently, alternative data generating processes may produce different results.
Corollary 1. Assume the conditions of Theorem 5 hold. Let M SE(ν n ) denote the mean squared error of the estimator ν n . Then,
Theorem 5 provides the basis for inference regarding extreme CVaR(x) and CES(x). The covariance matrices depend on k 0 , ρ and Z which can be consistently estimated as described in Theorem 3 and Lemma 9. In section 4 we implement these estimators, construct confidence intervals and report on empirical coverage probabilities. As a direct consequence of Theorem 5 we haveq 
Monte Carlo study
We perform a Monte Carlo study to investigate the finite sample properties of the parameter estimator
, as well as their bias-corrected versions given byγ
To simplify the notation, we putq
with corresponding true values given by q and E. The underlying values of a and x will be clear in context.
We generate data from the following location-scale model
We choose m(Y t−1 ) to be sin(0.5Y t−1 ) and consider h(t) = h i (Y t−1 ) + θh(t − 1) for i = 1, 2, where
. The quadratic type heteroskedasticity function h 1 (·) was considered in Cai and Wang (2008) , where we add the sin(·) function to make the nonlinearity more prominent, and h 2 (·) has been considered in Martins-Filho and Yao (2006) . θ is set to be 0 or 0.5. 8 Our estimators are based on a model where θ = 0, but the model with θ = 0.5 and h 1 (·) without the sin(·) function corresponds to the popular GARCH model, and it would be interesting to investigate the performance of our estimators under this structure. Note also that h 1 is unbounded, therefore violating assumption A3. Initial values of Y t and h(t) are set to be zero and Y t is generated recursively according to equation (13). We discard the first 1000 observations so that the samples are not heavily influenced by the choice of initial values.
We generate ε t independently from a Student-t distribution with v degrees of freedom. It can be easily
shown that k 0 = − 1 v , so we have k 0 = −1/3 for v = 3 and k 0 = −1/6 for v = 6. We note that only the case where v = 6 conforms to the assumptions needed to establish asymptotic normality of our estimators, but we consider the other case to investigate the behavior of the estimators when our asymptotic results may not hold. Here, the variance of ε t is larger with v = 3 and we expect that in this case estimation will be relatively more difficult. In contrast, when v = 6 the Student-t distribution resembles the normal distribution. For identification purposes, we standardize ε t so that it has unit variance.
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Implementation of our estimator requires the choice of bandwidths h 1n , h 2n and h 3n . Since h 1n and h 2n are utilized to estimate the conditional mean and variance, we select them using the rule-of-thumb data 8 We only report results for θ = 0. All results for θ = 0.5 are available from the first author upon request. However, in the text we discuss the results for θ = 0.5 and highlight the differences when needed.
9 We have also performed our study using the log-gamma distribution, a density that is also in the domain of attraction of the Fréchet distribution. Since its support is bounded from below, it is much less commonly used to model financial returns. Though the relative rankings regarding estimators' performances change somewhat in specific experiment designs, we do not report these results to save space and focus on the more popular Student-t distribution and a more detailed exposition. driven plug-in method of Ruppert et al. (1995) and denote them byĥ 1n andĥ 2n . Specifically,ĥ 1n andĥ 2n are obtained from the following regressand and regressor sequences
respectively. We select h 3n by using the rule-of-thumb bandwidthĥ 3n = 0.79R(Y t−1 )n −1/5+δ as in (2.52) of Pagan and Ullah (1999) , where R(Y t−1 ) is the sample interquartile range of Y t−1 , and we set δ = 0.01 so that it satisfies our assumption on the bandwidth. The second order Epanechnikov kernel is used for our estimators.
In estimating the parameters, we consider our estimatorsγ = (σq (aN ) ,k) T , our bias-corrected estimators
T , Smith type estimatorsγ = (σ qn(aN ) ,k) T and Smith type bias-corrected estimatorŝ Cai and Wang (2008) . We follow their instructions for implementation and utilize the theoretical optimal bandwidths available in the simulation for (q,Ė) to minimize the noise. The estimation utilizes 1000 sample data points generated from equation (13) with h 1 (Y t−1 ) = 1+0.01Y 2 t−1 + 0.5sin(Y t−1 ), θ = 0 and Student-t distributed ε t with v = 3 degrees of freedom. We use N = round(c * 1000 0.8−0.01 ) = 164 in constructing our estimates, where c = 0.7 and round(·) gives the nearest integer. We note that all estimators are smooth functions of a, and they seem to capture the shape of the true value-atrisk and expected shortfall well. It seems more difficult to estimate expected shortfall than value-at-risk as the gap between the estimates and the true value is noticeably larger for expected shortfall.
The performance of our estimators is fairly robust to our choice of N in the simulations for n = 1000, 2000
and 4000. In the expression for N , we set c = 0.7 so that we use less than 20% of the total number of observations as tail observations in the second stage estimation, giving N = 164, 284, and 491, respectively.
Thus, with n being doubled, the effective sample size N in the second stage of our estimation is less than doubled, as required by the assumption on N . Each experiment is repeated 2000 times. We summarize the performance of all parameter estimators in terms of their bias (B), standard deviation (S) and root mean squared error (R) in Table 1 for θ = 0.
We consider the performance of the a−conditional value-at-risk and expected shortfall estimators for a = 0.95, 0.99, and 0.999 evaluated at Y n , the most recent observation in the sample. Specifically, the performances in terms of the bias (B), standard deviation (S) and relative root mean squared error (R) for θ = 0 are detailed in Tables 2 and 3 for v = 3 and 6, respectively. To facilitate comparison, we report the relative root mean squared error as the ratio of the root mean squared error of each estimator over that of the estimator with the smallest root mean squared error in each experiment design. To reduce the impact of extreme experiment runs, we truncate the smallest and largest 2.5% estimates from the repetitions for all estimators. We give the 95% empirical coverage probability for the bias-corrected estimators
and E s(b) in Table 4 for θ = 0. As the results for n = 2000 are qualitatively similar, we only report detailed results for n = 1000 and n = 4000.
To implement the bias-corrected estimators, we need the second order parameter ρ, which is estimated and we choose N (c) = cN log(n) for some positive constant c. We let c = 0.25 so that for the sample sizes and N considered, N (c) and N ((c/2)) are less than n. The moments based estimatork(N s ) is utilized to construct the bias-corrected parameter estimateγ (b) , which is then used to constructq (b) andÊ (b) . We use the asymptotic distributions ofq (b) andÊ (b) to construct confidence intervals, since they are asymptotically unbiased. Specifically, we estimate the 95% confidence interval for the
, where Z 0.975 is the 97.5% quantile for the standard normal distribution. For the a-CES(x), its 95% confidence interval estimates
, where Z is estimated byẐ = q(a)/q(a N ).
In the case of estimating parameters, we notice that bothγ andγ overestimate (σ N , k 0 ), while the biascorrected estimatorsγ (b) andγ (b) often underestimate (σ N , k 0 ). As the sample size increases, all estimators' performance improves, in the sense that B, S and R decrease, with a few exceptions for B ofγ
This confirms the asymptotic results in the previous section. When k 0 is decreased (smaller v in Table 1 ),
we generally find that all estimators exhibit smaller B, larger S and smaller R, since the drop in B dominates the increase in S, with a few exceptions in the case of estimating σ N . We think that this is related to the bias and variance trade-off for the parameter estimation. As mentioned above, the variance of ε t without standardization is larger with smaller k 0 , and the distribution of ε t exhibits heavier tail behavior, thus the more representative extreme observations have a larger probability to show up in a sample, which explains the lower bias. It is generally harder to estimate σ N than k 0 when usingγ andγ, as estimates of σ N exhibit larger R. However, under this criterion, it is harder to estimate k 0 than σ N , when usingγ (b) andγ (b) . In terms of relative performance, we notice thatγ In the case of estimating conditional value-at-risk and expected shortfall, we observe that performances of all estimators generally improve with the sample sizes in terms of smaller B, S and R, with some exceptions for B. This confirms the consistency of our estimators for conditional value-at-risk and expected shortfall.
In the case of estimating conditional value-at-risk,q and q s carry positive bias for a = 0.95 and 0.99, but exhibit negative bias for a = 0.999.q is frequently positively biased, whileq (b) and q s(b) are negatively biased. In the case of estimating expected shortfall, all estimators are generally negatively biased. There is mixed evidence on the impact an increase in k 0 has on the S of (q
especially for larger a values. This is expected since the distribution of ε t exhibits less heavy tails with larger k 0 . The performance of (q,Ė) does not seem to depend on k 0 in a clear fashion. With a few exceptions on B,
we notice that it is more difficult to estimate the conditional expected shortfall relative to the value-at-risk, judged by the larger B, S and R for all estimators across different experiment designs. It is also harder to estimate higher order conditional value-at-risk and expected shortfall, as demonstrated by the larger B, S and R for all estimators, with some exceptions for B.
Across all experiment designs, the best estimator for q in terms of R is q s and the best estimator for E is either E s or E s(b) , where the latter is often the best when sample sizes are large and v = 3. Thus, the root mean squared errors are constructed for the other estimators relative to q s , E s or E s(b) . For the estimation of the a-CVaR(x), we notice that the biases of (q s(b) ,q (b) ) do not seem to be smaller than those of (q s ,q).
As expected, S for q s and q s(b) are smallest, followed by that ofq andq (b) , with exceptions when v = 6 and h 1 (Y t−1 ), where the S forq is smaller than that for q s(b) .q always carries the largest S. In terms of R, q s is the best estimator, followed in order byq, q s(b) ,q (b) andq, with exceptions for v = 3 and h 2 (Y t−1 ). In these cases the performance of q s(b) is better than that ofq. For the estimation of the a-CES(x), we notice that the bias-corrected estimators (E s(b) ,Ê (b) ) exhibit smaller B than their counterparts (E s ,Ê), though with a cost of larger S. When a > 0.95, the best estimators in terms of R are either E s(b) or E s , followed in order byÊ,Ê (b) andĖ. When a = 0.95, E s(b) is the best estimator, followed byÊ (b) or E s , and then byÊ.Ė does not always carry the largest R, on occasions it performs better thanÊ. Thus, in terms of estimation performance, our proposed estimators (q,Ê) and (q (b) ,Ê (b) ) can offer finite sample improvement over (q,Ė). We notice that the improvement could be sizable when a > 0.95. To illustrate, we plot in Figure   2 the relative root mean squared error ofq and, andĖ andÊ Ė E across sample sizes 1000 and 4000 for θ = 0 and a = 0.999. We observe that the relative root mean squared errors are all greater than one.
Furthermore, as the sample size increases, the relative root mean squared error generally becomes larger, illustrating that the finite sample improvement of (q,Ê) over (q,Ė) gets magnified with sample sizes. As v is increased, the advantage of (q,Ê) over (q,Ė) is more prominent. For example, in the case of estimating q, the relative root mean squared error ofis over 1.9 for v = 6, so the reduction in the root mean squared error ofq overq is more than 47%. In the case of estimating E, the relative root mean squared errorĖ E is over 2.4 for v = 6, so the reduction in the root mean squared error ofÊ overĖ is more than 58%.
We conclude that our estimators (q,Ê) have good finite sample performance and can be especially useful when estimating higher order conditional value-at-risk and expected shortfall. (q (b) ,Ê (b) ) provide reasonable alternatives and their asymptotic distributions are bias free, which enable us to construct confidence intervals.
The 95%-empirical coverage probability (ECP) in Table 4 gives an indication of the performance of the confidence interval estimates. The ECP seems to improve when v is decreased for all estimators at least when h 1 (Y t−1 ) is considered. The ECP for the bias-corrected estimators (q (b) ,Ê (b) ) is similar to that for (q s(b) , E s(b) ), indicating that the estimation of m and h does not pose a significant challenge in constructing confidence intervals. The ECP for the a-CES(x) seems to be closer to the target of 95%. The ECP for the a-CVaR(x) can be relatively far from the target for lower values of a, but it gets much closer to the target when a is larger.
The simulation results for the estimators do not change qualitatively across different values of θ, which suggests that accounting for the nonlinearity in the conditional mean and variance functions is important for estimating high order q and E. Overall, the study suggests that utilizing Extreme Value Theory and properly accounting for nonlinearities seems to pay off in finite samples.
The choice of N could be an important issue because the number of residuals exceeding the threshold is based onq(a N ). We need to choose a largeq(a N ) to reduce the bias from approximating the tail distribution with a GPD, but we need to keep N large (orq(a N ) small) to control the variance of the estimates.
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We suggested earlier that our estimators are relatively robust to the choice of N , and here we specifically illustrate the impact from different N 's on the performance of our estimators for the 99% conditional valueat-risk and expected shortfall with a simulation. We set n = 1000, σ conditional expected shortfall than the value-at-risk, judged by the larger bias and root mean squared error ofÊ. The performance ofq is fairly robust in the range of N considered, with slight improvement when N is greater than 20. The bias ofÊ seems to be smallest when N is between 30 and 50, but its magnitude increases with smaller N , and grows steadily with larger N . The root mean squared error ofÊ decreases sharply from N = 20 to 60 and drops gradually until N = 160. It remains fairly stable for a wide range of N and eventually increases slowly for N greater than 220.
The performance of the bias-corrected estimatorsq (b) andÊ (b) could depend on the choice of N in a delicate fashion, since it requires the estimation of the second order parameter ρ. From our discussion above, the estimation of ρ depends on a fine-tune parameter c, which assures that for N and n, N (c) and N ((c/2)) are less than n. We adopt the same ρ estimate described above for all N considered, so that we can focus attention on the impact of N from the bias correction made other than the estimation of ρ. We observe that
are generally negatively biased. Again, it is harder to estimate conditional expected shortfall than value-at-risk, judged by the larger B and R ofÊ (b) . The B and R ofq 
Empirical illustration with backtesting
We illustrate the empirical applicability of our estimators using five historical daily series {Y t } on the following log returns of future prices (contracts expiring between 1 and 3 months): (1) To backtest on a data set {Y 1 , Y 2 , · · · , Y m }, we utilize the previous n observations {Y t−n+1 , Y t−n+2 , · · · , Y t } to estimate the a-CVaR byq Y |X=Yt (a) and the a-CES byÊ(Y |Y > q Y |X=Yt (a), X = Y t ) for a = 0.95, 0.99, and 0.995, where 0 < n < m, t ∈ T = {n, n + 1, · · · , m − 1}. We fix m = 1500, n = 1000, let N = round(n 0.8−0.01 ) = 234 and implement our estimators as in the simulation study. We provide in Figure   4 the plot of log returns of Maize futures prices against time together with the 95% conditional value-at-risk and expected shortfall estimates. Clearly our estimates respond quickly to changing prices.
To backtest the a-CVaR estimator, we define a violation as the event {Y t+1 > q Y |X=Yt (a)}. Under the null hypothesis that the dynamics of Y t are correctly specified,
where χ A is the indicator function. Consequently, W = t∈T I t ∼ Binomial(m − n, 1 − a). We perform a two sided test with the alternative hypothesis that the quantile is not correctly estimated with too many or too few violations. Since q Y |X=Yt (a) is not observed, we estimate it withq Y |X=Yt (a) and construct the empirical version of the test statistic asŴ = t∈T χ {Yt+1>qY |X=Y t (a)} . Under the null hypothesis, the standardized test statisticŴ
is distributed asymptotically as a standard normal. We report the violation numbers together with the p-values based on the normal distribution for our estimator on the left part of Table 5 . For all five daily series and across all values of a considered, the actual number of violations is fairly close to the expected number, with large p-values indicating no rejection of the null hypothesis.
The only relatively large deviation of the violation numbers from expected is for a = 0.95 on Maize, but its p-value is still larger than 0.1.
If the dynamics of Y t are correctly specified, the violation sequences are expected to be independent and have a correct conditional coverage. The above coverage test and the first-order Markov test proposed
by Christoffersen (1998) To backtest the a-CES we consider the normalized difference between
. If the return dynamics are correctly specified, given that Y t+1 > q Y |X=Yt (a), r t+1 is independent and identically distributed with mean zero. Since
is not observed, we use the estimated residuals {r t+1 : t ∈ T and
. Without making specific distributional assumptions on the residuals, we perform a one-sided bootstrap test as described in Efron and Tibshirani (1993, pp.224-227) to test the null hypothesis that the mean of the residuals is zero against the alternative that the mean is greater than zero, since underestimating a−conditional expected shortfall is likely to be the direction of interest. The p-values of the test for the five series across all values of a are provided on the right part of Table 5 . Given a 5% significance level for the test, the null hypothesis for our a-conditional expected shortfall estimator is not rejected for a = 0.99 and 0.995 for all series, but it is rejected for a = 0.95. The empirical results seem to confirm our Monte Carlo study, in that our estimators can be especially useful in estimating higher order conditional value-at-risk and expected shortfall.
Summary and conclusion
The estimation of conditional value-at-risk and conditional expected shortfall has been the subject of much interest in both empirical finance and theoretical econometrics. Perhaps the interest is driven by the usefulness of these measures for regulators, portfolio managers and other professionals interested in an effective and synthetic tool for measuring risk. Most stochastic models and estimators proposed for conditional value-at-risk and expected shortfall are hampered in their use by tight parametric specifications that most certainly impact performance and usability. In this paper we have proposed fully nonparametric estimators for value-at-risk and expected shortfall, showed their consistency and obtained their asymptotic distributions. Our Monte Carlo study has revealed that our estimators outperform those proposed by Cai and Wang (2008) indicating that the use of the approximations provided by Extreme Value Theory may indeed prove beneficial.
We see an important direction for future research related to the contribution in this paper. The fact that we require s ≥ 2d presents a strong requirement on the smoothness of the location and scale functions. Table 1 : Bias (B), Standard deviation (S) and Root mean squared error (R) for parameter estimators with sample size n(×1000) and θ = 0, where Table 2 : Bias (B), Standard deviation (S) and Relative Root Mean Squared Error (R) for conditional valueat-risk (q) and expected shortfall (E) estimators with v = 3, sample size n(×1000), and θ = 0. Table 3 : Bias (B), Standard deviation (S) and Relative Root Mean Squared Error (R) for conditional valueat-risk (q) and expected shortfall (E) estimators with v = 6, sample size n(×1000), and θ = 0. Table 4 : 95%−Empirical coverage probability for bias corrected a-conditional Value-at-Risk (q) and expected shortfall(E) estimators with sample size n(×1000), θ = 0. Table 5 : Backtest results for a-conditional Value-at-Risk (q) and expected shortfall (E) on m − n = 500 observations, expected violations = (m − n)(1 − a). q: Number of violations and p-value (in parentheses). Duration based tests for q: p-value for T ind and T cc . E: p-value for exceedance residuals to have zero mean. 
Appendix 2 -Proofs
We rely, throughout the proofs, on results from Smith (1985) and Smith (1987) . For a nonstochastic positive sequence q(a N ) → ∞ as N → ∞ and σ N = σ(q(a N )), k 0 < 0 we have (a N )) ), where all expectations are taken with respect to the unknown distribution F q(aN ) . Evidently, these approximations are based on a sequence of thresholds q(a N ) that approach the end point of the distribution F as N → ∞.
For some λ 1 , λ 2 ∈ (0, 1) let
whereĨ 1N , I 1N ,Ĩ 4N , I 4N are as defined in Theorem 1. By a Taylor's expansion of the first order condition in (14) around (1, k 0 ) we have
We start by investigating the asymptotic properties of
and observe that from Theorem 1, Lemma 5 and the fact that
By Lemma 6 and the fact that
Note that we can write
Also, from Lemma 5, √ Nq
dy and y n = q(a N )(1 + N −1/2 z)
for arbitrary z. It can be easily verified that E(Z t1 ) = E(Z t2 ) = E(Z t3 ) = 0. In addition,
, where the last equality follows from the results listed in section 3.1. Using similar arguments we obtain V (
and from Lemma 5 we have that
. We now define the vector ψ n = n t=1 (Z t1 , Z t2 , Z t3 ) T and for arbitrary 0 = λ ∈ R 3 we consider λ
From above, we have that E(Z tn ) = 0 and Smith (1987) we have that
(1−k0)(1−2k0) + O(φ(ε (n−N ) )), and from Lemma 7 we have that E log 1 −
. Combined with the orders obtained for the other components of the expectation
. We now turn to E(Z t1 Z t3 ) which can be
and since (n(1 − F (y n ))) −1/2 is asymptotically equivalent to N −1/2 , the second term in the covariance expression is of order
. We now turn to T 2n , the first term in the covariance expression. Since (n(1 − F (y n )))
is asymptotically equivalent to N −1/2 , we have by the Cauchy-Schwartz inequality
To verify this condition, it suffices to show that:
(iii) was verified in Lemma 5, so we focus on (i) and (ii). For (i), note that
given the bound we obtained in case (i). By FR1 a) and integrating by parts we have
Three repeated applications of L'Hôpital's rule and Proposition 1.15 in Resnick (1987) give τ 1n = 0. For τ 2n
we have that given FR 1 a) and again integrating by parts and letting t = 1 + z/ε (n−N )
It is easy to verify that
which verifies (ii). By the Cramer-Wold theorem we have that 
and note that using (15) we can write
In addition, using the arguments in the proof of part a) we have
We rewrite (16) as
Note that
Z t3 from part a). We put
Z t5 and observe that,
where the second equalities in both expressions follow from the fact that √ N o(φ(q(a N ))) = o(1), and thus E(Z t4 ) = E(Z t5 ) = 0. Using arguments similar to those in part a) of the proof we obtain,
Now, integrating by parts E log
. Consequently, by Liapounov's CLT and the Cramer-Wold device we have
Theorem 3. Proof. a) Let a ∈ (0, 1), a N < a and write q(a) = q(a N )Z N,a . By assumption
where C is an arbitrary constant satisfying 0 < C < 1, which we set at C = Z 1/k0 for Z > 0. Then, if
By Theorem 2 and the fact that
Let h(σ, k, q) = log(1 − σ kq ), and since σ N = −k 0 q(a N ), we haveσq
→ −1/2 by the MVT, Theorem 2 and Lemma 5, we havẽ
Letting h 1 (k, c) = k log(1 + c) for c ≥ 0, we have by FR2, Theorem 2, the MVT and the fact that Z N,a → Z,
Using equations (19), (20) and (21) we write,
where c
. From the proof of Lemma 5 we have that
In addition, from the proof of Theorem 2 (adopting its notation) we have that
ρd . From equation (17) we
Using the MVT as in part a) we have
Also, from part a), substitutingk byk (b) in equation (19) we have
Now, sinceB q = O p (N −1/2 ), by the MVT
By equations (22) and (24), and since log(1 +B q ) = O p (N −1/2 ) we have
and consequently we have (1 +B q ) −k (b) p → 1. Now, we writê
Using equations (20), (23) and (25) we have
Given equation (18) 
hence we conclude that
Additional algebra, gives . From part b)
of Theorems 2 and 3 we havek From Lemma 3, the fact that q(a) → ∞ as n → ∞ and assumption A3 2), we havem 
1 (k 0 , ρ)).
b) We writê
E Y t |Y t > q Yt|Xt=x (a), X t = x) − 1 =m (x) − m(x) m(x) + h 1/2 (x)E(ε t |ε t > q(a)) +ĥ 1/2 (x) − h 1/2 (x) m(x) E(εt|εt>q(a)) + h 1/2 (x) × (Ê (b) (ε t |ε t > q(a)) +B E ) − E(ε t |ε t > q(a)) E(ε t |ε t > q(a))
E(εt|εt>q(a)) + h 1/2 (x) × Ê (b) (ε t |ε t > q(a)) +B E − E(ε t |ε t > q(a)) E(ε t |ε t > q(a)) + E(ε t |ε t > q(a))(ĥ 1/2 (x) − h 1/2 (x)) m(x) + h 1/2 (x)E(ε t |ε t > q(a))
As in part a), since m(x) + h 1/2 (x)E(ε t |ε t > q(a)) → ∞ as n → ∞, given Lemma 3 and A5 and n(1 − = o p (N −1/2 ). Now, consider E (b) (ε t |ε t > q(a)) +B E − E(ε t |ε t > q(a)) E(ε t |ε t > q(a)) = Ê (b) (ε t |ε t > q(a)) q(a) 1+k0
− 1 E(ε t |ε t > q(a)) q(a) 1+k0 . Given thatq 
