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Abstract
The fundamental impacts of surface geometry on the stability of wetting states, and the transitions between
them are elucidated for posts and reentrant structures in both two and three dimensions. We identify three
principal outcomes of particular importance for future surface design of liquid-repellent surfaces. Firstly, we
demonstrate and quantify how capillary condensation and vapour cavitation affect wetting state stabilities, and
the roles condensates play in wetting transitions. Crucially, this leads to a description of the surface structures
which exhibit a suspended state in the absence of a collapsed state. Secondly, two distinct collapse mechanisms
are observed for 3D reentrant geometries, Base Contact and Pillar Contact, which are operative at different pillar
heights. As well as morphological differences in the penetrating liquid, each mechanism is affected differently by
changes in the contact angle with the solid. Finally, symmetry breaking is shown to be prevalent in 2D systems, but
absent in the 3D equivalents. For the 2D reentrant geometries, three pillar heigh-dependent collapse mechanisms
are shown: asymmetric Pillar Contact and Base Contact, and a third hybrid mode.
1 Introduction
Superamphiphobic surfaces demonstrate contact an-
gles in excess of 150o and low contact angle hysteresis
(less that 10o) for liquids with low surface tensions,
such as oils (superoleophobicity), and those with high
surface tensions, for example water (superhydropho-
bicity) [1]. Such surfaces are expected to play vital
roles in engineering a sustainable and energy-efficient
future by, for example, reducing fuel waste in tanks and
lines [2,3], reducing biofouling and drag in marine ship-
ping [4,5], enabling self-cleaning [6] and improving the
capabilities and performance of microfluidic devices [7].
Fundamentally, the success of these applications lies in
the ability of physically structured surface textures to
maintain a suspended state (in which the liquid sits
atop a composite solid-vapour surface) relative to the
collapsed state (the liquid fills the texture).
Despite the imminent need for these surfaces and the
significant synthetic advances across a broad range of
wetting applications [8], two key challenges remain as
significant barriers to industrial development.
The first challenge is the maintenance of the sus-
pended state when the texture is entirely submerged in
the liquid phase. Although from the analysis of interfa-
cial tensions, an underwater suspended state was sug-
gested to be possible [9], solvation of the vapour phase
in the liquid has meant that many experimental sub-
merged suspended states have only demonstrated a fi-
nite lifetime, typically on the time scale of days [10–13].
Design criteria have been suggested for increasing this
lifetime, such as by utilising nanoscale [10] and multi-
scale textures [14], or optimising microtexture dimen-
sions [10, 15]. Overwhelmingly however, experimental
observations suggest that the suspended state is prone
to collapse when triggered by vibrations to the system.
The situation is worsened further by considering that
although nanoscale textures increase the barrier to the
wetting transition, large vapour pockets are required
in order to maximise the slip length and increase the
efficiency of driving a fluid across the texture [4].
The second challenge is that current superam-
phiphobic surfaces have limited mechanical strength,
engendered by the typical overhang structures, and low
volume fractions of solid to air [16]. A large number of
synthetic procedures have attempted to address this
issue (see for example [17–21] and the review [22]).
However, the geometrical features which produce a ro-
bust suspended state are relatively unknown, such that
it is difficult to produce a texture which is resistant to
impact and abrasion without compromising the stabil-
ity of the suspended state. Fundamentally the barrier
to the wetting transition remains poorly elucidated for
all but the simplest structures [23].
Few experimental procedures have been able to track
the liquid-vapour interface throughout the collapse
transition. For liquid droplets on square arrays, the
transition was shown to occur over a time-scale of
less than 1 ms [24], making the time-resolution of the
interface challenging. Greater success however was
achieved through following the liquid-vapour interface
of the suspended state in submerged well and ridge
systems [25–27]. As the transition occurred over sev-
eral minutes due to the rate-limiting solvation of air
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in water, this enabled the effective interface visualisa-
tion using of laser confocal microscopy and diffraction
measurements. The principal result from these stud-
ies was that for each submerged well and ridge, the
transitioning liquid-vapour interface preserved the lo-
cal symmetry whilst sliding down the feature. Upon
contacting the base of the system, the transition com-
pleted rapidly.
Wetting transitions on more complex structures have
been able to be simulated over a broad range of length
scales by utilising different computational techniques;
molecular dynamics at the nanoscale, diffuse interface
models for mesoscale wetting, and sharp interface mod-
els at the macroscale. Despite the significant insights
offered by these studies, the precise influence of the
surface geometry on the wetting mechanisms remain
absent in current computational investigations.
For example, in systems comprised of multiple posts,
the wetting transition mechanism is consensually char-
acterised as being initiated through the local collapse
about a single feature, followed by lateral propaga-
tion of the liquid to fill the texture [28–31]. Pre-
dominantly, the transition state was shown to be as-
sociated with the first local collapse. The transition
barrier was greater in energy for reentrant geometries
compared to posts, as the reentrant geometry imposed
a larger liquid-vapour interface area at the transition
state. The influence of multiple features on the wet-
ting transition was further shown to be enhanced when
the liquid droplet size was of the order of the scale of
the surface structures [8, 32, 33]. In the presence of
multiple posts therefore, the complex local collapse -
propagation mechanism means that the roles of each
structural aspect of the surface geometry in the wetting
transition are difficult to probe individually. In two di-
mensions, or with 3D ridge geometries, as the lateral
propagation stage is not possible, the global collapse
transition has been shown to occur through a series
of local transitions [34, 35]. However, because in these
works a liquid droplet was simulated, each local col-
lapse was influenced by the droplet shape, and not by
the surface geometry alone.
Attempting to eliminate the effects of multiple posts,
only a small number of studies have sought to exam-
ine the structure’s geometrical influence on the wetting
transition. Evaluation of the Young-Laplace equation
(in a sharp interface model) has previously enabled the
comparison between the collapse mechanisms of reen-
trant and post geometries [36]. The small height to
width ratio of the both structures meant that the tran-
sition proceeded by the interface sagging to contact the
base of the system (the transition state) before depin-
ning from the top of the structure. Thus, although the
geometry affected the shape of the interface late in the
transition, it had little bearing close to the transition
state. In contrast to this, a diffuse interface model of
a droplet atop a single pillar suggested that the tran-
sition was dominated by cavity condensation (which
in turn is highly geometry - dependent) [37], although
this formalisation was unable to track the transition.
In two dimensions, in direct contrast to three dimen-
sional experiments, the collapse mechanism on posts
and reentrant geometries has always been observed to
break the symmetry of the system [38–41]. Princi-
pally, these authors observed multiple transition paths
for the reentrant geometries. For the transition of a
droplet on multiple 3D ridge structures, each local col-
lapse either preserved or broke the local symmetry [35],
although the reason for the selection of a specific mech-
anism was not presented. Symmetry breaking was also
observed using molecular dynamics simulations on 3D
post systems [42]. Here, following the contact of the
liquid at the base of the system, the resulting vapour
cavities collapsed asymmetrically.
It has been our aim therefore to elucidate the geo-
metrical influence of the surface structure on the wet-
ting states and collapse mechanism through minimis-
ing he extraneous effects present in previous works. By
using a diffuse interface model (allowing for the facile
simulation of topological changes), assumptions about
the liquid vapour interface morphology are negated.
The minimum energy pathways, MEPs, (the steepest-
descent pathways with the smallest transition state en-
ergies) obtained between the collapsed and suspended
states provide a lower bound to the transition state en-
ergy obtained via any experimentally realisable transi-
tion pathway.
We compare square posts and reentrant structures
in two and three dimensions in order to elucidate the
impact of the reentrant cap structure. Importantly, we
find the geometry to critically influence three principal
aspects of wetting. Firstly, we highlight the significant
impact of liquid condensation and vapour cavitation
on the wetting state stabilities and transitions mecha-
nisms (Section 3). Secondly, two distinct mechanisms
are observed for the wetting transition of 3D reentrant
geometries. Pillar height is shown to critically influ-
ence which mechanism is operative. The influence of
surface wettability and pressure are investigated for
each (Section 4). Finally, we discuss the influence of
the surface geometry on the symmetry of the transi-
tions, finding significant symmetry breaking only in
two dimensions. In 2D, three pillar height-dependent
mechanisms are identified (Section 5).
2 Methods
2.1 Phase field model
Here, to describe a bi-fluidic system in contact with a
solid surface, the energy functional employed is based
on a Landau-type free energy model [43–46]. We
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choose the scalar order parameter φ(r), representing
the local composition, such that φ = 1 in the pure
liquid phase and φ = −1 in the pure vapour phase.
According to Cahn [47], treating the fluid-surface in-
teractions as short range enables us to decompose the
system free energy Ψ, into
Ψ−Ψo = Ψi + Ψs −∆PVl. (1)
Here, Ψi is the free energy contribution arising from
an isotropic biphasic system [48],
Ψi =
∫
V
(
ψb +

2
|∇φ|2
)
dV, (2)
in which the first term of the integrand is a Landau-
type free energy density for a homogeneous (bulk) sys-
tem ψb =
1

(
1
4φ
4 − 12φ2
)
. The second term describes
the energy density associated with composition gradi-
ents and as such represents a surface tension.
Ψs is the free energy associated with solid-liquid in-
teractions, approximated as an integral over the sur-
face,
Ψs =
∫
S
ψsdS, (3)
in which to a first approximation the surface energy
density is represented as ψs = −hφs [47, 49]. φs is the
value of the order parameter at the surface. Previously
h has been referred to as a wetting potential, and is
related to the contact angle of a liquid droplet on a
planar surface θo through
h = sign
(pi
2
− θo
)√
2 cos
(α
3
) [
1− cos
(α
3
)]
, (4)
where α = arccos(sin θo) and the function ‘sign’ re-
turns the sign of the argument [50].
In this work, the effect of pressurising the system
is introduced into this phase field model. This is in-
corporated into the free energy functional through the
addition of the terms −PlVl and −PvVv in terms of the
liquid and vapour pressures, Pl and Pv, and volumes,
Vl and Vv, respectively. Within this phase field model,
Vl =
∫
V
φ+ 1
2
dV, (5)
and by using Vv = V − Vl and ∆P = Pl − Pv, with
V as the simulation volume, the pressure terms can be
rearranged into the form −∆PVl+PvV . This pressure
treatment is similar to that employed previously in a
two dimensional, sharp interface model [41]. We label
PvV as Ψo with which we chose to reference Ψ against,
describing a system occupied by only the vapour phase
at Pv = 0 with all surfaces having θo = 90
o. For the re-
mainder of this report, Ψ−Ψo is denoted as Ψ˜. As has
been previously reported, the pressure term is equiv-
alent to a chemical potential [38, 51]. The effect of
this term is to effectively contact the system with an
external reservoir at constant pressure, enabling the
exchange of both phases at any point within the sys-
tem.
The solid-vapour, solid-liquid and liquid-vapour sur-
face tensions, γsv, γsl and γlv can be expressed by con-
sidering the excess bulk free energy density W in the
presence of an interface (see for example [45]),
γlv =
√
8
9
, (6)
γsl =
γlv
2
(
1− (1 +
√
2h)3/2
)
, (7)
γsv =
γlv
2
(
1− (1−
√
2h)3/2
)
. (8)
In this work, in a similar manner to a previous treat-
ment [46], the computational domain is discretized
into a Nx × Ny × Nz cubic lattice of points (nodes),
each associated with a value φijk, where i, j, k ∈
{1, ..., Nx,y,z}. A spatial separation between adjacent
points is defined, labelled G. These nodes are classi-
fied according to whether they are at the surface of a
solid boundary (surface nodes), within the solid (solid
nodes), or within the bulk system (bulk nodes). Al-
though the solid nodes are always assigned an initial
φ, they do not contribute to the free energy or the free
energy gradients of the system, and are not updated in
the energy minimization. Furthermore, in order that
the solid nodes do not impact the transition pathway,
the eigenvalues corresponding to changing φ at these
nodes are shifted, and the corresponding eigenvectors
are projected out of the Hessian [52]. Details of the
discretization methodology can be found in the Sup-
plementary Information.
2.2 Simulation implimentation
In the following sections, the surface geometries are
termed ‘post’ and ‘reentrant’ depending on the cap
structure. Cross sections through the geometries are
shown in Fig. 1. Here, simulations are carried out
Figure 1: Geometric descriptions of the post (left) and
reentrant geometry (right) with dimensions labelled.
in two and three dimensions, with the heights of the
post and reentrant structures varied through changing
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T and H. Two specific heights are referred to through-
out, labelled ‘Short’ (T = 30G) and ‘Tall’ (T = 50G).
The other dimensions remain fixed throughout, such
that (in units of G): W = 29, X = 12, C = 12, and
P = 5. One structural replica is used per simulation
system. In the 3D simulations, the dimensions are the
same in the x and y directions.
The size of the structural features was chosen to bal-
ance the computational cost of the simulation with the
Cahn number, Cn, defining the ratio of the interface
width to the smallest length scale in the system. It has
been suggested that Cn ≤ 0.5 is sufficient for the dif-
fuse interface to not influence the behaviour of the sys-
tem significantly [34]. To ensure this condition, here
Cn ≤ 0.2. Further confidence in this assumption is
gained in the observation that, in molecular dynam-
ics simulations, structures need only be approximately
three molecules wide in order to exhibit macroscopic
wetting behaviour [53].
For the 2D and 3D systems, Ny = 60. For short
geometries, Nz = 50, whilst for tall geometries, Nz =
60. In the 3D simulations, Nx = 60. The interface
width  is chosen as  = 0.02. Because the lattice
must have sufficient resolution to resolve the interface,
the lattice spacing G = 0.02 is also used. Again, this
was chosen in order to balance the computational cost
of the simulation with the accuracy with which the
interface was resolved.
By dividing Ψ˜ by γlvAf , in which Af is the area
of the base of the system,Ψ˜ is nondimensionalzed, la-
belled Ψ˜r. In a similar manner, ∆P is divided by
γlv
NyG
to make ∆Pr dimensionless.
Through trialling basin hopping steps [52, 54, 55], a
complete catalogue of the system free energy minima
could be obtained through initialising a planar fluid-
vapour interface at heights 0, H, T and Nz. Below
the interface, φijk = −1, at the interface φijk = 0 and
above φijk = +1. The minimization convergence crite-
rion used was that the gradient at each node was sep-
arately converged to a tolerance of 10−11. Because of
the relatively small number of nodes located at liquid-
solid, liquid-vapour or solid-vapour interfaces relative
to the system volume, an rms convergence criterion
was found to be unsuccessful in converging to the true
free energy minima.
The large simulation sizes used in this work (of
the order of 105-106 degrees of freedom) necessitated
the use of a memory-efficient minimization method,
here we use the limited-memory Broyden-Fletcher-
Goldfarb-Shanno (LBFGS) algorithm [56, 57]. In or-
der to compute both the transition states between
minima, and the transformations between them along
the MEPs, the doubly-nudged elastic band (DNEB)
method is used [58, 59] within the program OPTIM
[60].
The initial DNEB string was implemented with 37
images (inclusive of the minimum end-points). As the
MEP converged upon by DNEB is sensitive to the ini-
tial string, several strings were trialled for the 2D and
3D systems; either preserving or breaking the system
symmetry. This distinction was however found to be
important only in the case of the 2D post geometries.
3 Condensation and Cavitation
Condensation of the liquid from the vapour phase, and
cavitation of the vapour from the liquid phase, are
found to critically influence the stabilities of the free
energy minima. Within this section, we quantify these
effects and principally describe the stability limits of
each minimum in θo and ∆Pr. We also show that con-
densation plays a key role in determining the minimum
energy pathways for the collapse mechanism of fluids
with low θo. Overall, we elucidate how each structural
aspect of the surface geometry impacts the formation
of condensates along the minimum energy pathway.
In order to describe the wetting characteristics of the
surface textures in terms of common experimentally
controlled parameters, we first survey the free energy
minima for the contact angle range 0o ≤ θo ≤ 180o,
and the pressure range −0.25 ≤ ∆Pr ≤ 0.25. The
energy minima in 2D are discussed first.
For the 2D posts, six minima are identified and im-
aged in Fig. 2 (a). In addition to the vapour-filled
(Empty), liquid-filled (Collapsed) and suspended min-
ima, the product of heterogeneous nucleation of the liq-
uid phase in the empty state (Condensate) is observed,
with a third evidencing the nucleation of vapour within
the liquid-filled system (Cavity).
For the 2D reentrant geometries, seven minima are
highlighted and shown in Fig. 2 (b). As with the
posts, the reentrant geometry also admits the empty,
suspended (top) and collapsed solutions. Here how-
ever, for θo < 90
o, the suspended (top) state becomes
unstable with respect to the liquid-vapour interface
sliding down the cap, leading to a different suspended
state in which the interface is pinned at the base of
the cap (suspended, bottom). This latter minimum
highlights the ability of the reentrant structure to sus-
pend liquids which would otherwise wet an unstruc-
tured solid substrate. Condensates and cavities are
observed to form at the base of the pillar and under
the cap. However, these solutions are only stable over
a narrow θo − ∆Pr coordinate range as the conden-
sates and cavities readily coalesce to fill the underside
of the reentrant cap structure, leading to the Drape
and Inverse Drape states.
Evaluation of the existence and energy of each min-
imum type across the range of θo − ∆Pr coordinates
enables a phase diagram to be constructed for the post
and reentrant geometries, shown in Figs. 2 (c) and (d)
respectively. Initially, we focus on the three phase di-
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Figure 2: Images of the phase field at the free energy minima for 2D posts (a) and reentrant geometries (b). The
solid structure is shown in white, the liquid phase (φ = 1) in blue, and the vapour phase (φ = −1) in yellow. The
φ = 0 boundary line is highlighted in black. The phase diagrams are shown for the post (c) and reentrant geometry
(d), with numbered regions indicating the stable states listed in order of increasing energy.
agram features in the approximate range 45o < θo <
135o, which are not strongly influenced by cavitation
and condensation effects: the boundary at which the
suspended (top) and collapsed states become isoen-
ergetic, the boundary at which the suspended (bot-
tom) and empty states become isoenergetic (for the
reentrant geometry), and the stability limit of the
suspended (top) state. These are evaluated using a
macroscopic (sharp interface) model. Here, the ener-
gies of the collapsed, empty and suspended states are
expressed respectively as
Ψ˜C = γslAsl −∆PV, (9)
Ψ˜E = γsvAsv, (10)
Ψ˜S = γslAsl + γsvAsv + γlvAlv −∆PV. (11)
In 3D, Asl, Asv, and Alv are the solid-liquid, solid-
vapour and liquid-vapour interfacial areas respectively,
V is the liquid volume. In 2D, each of these quantities
become the two dimensional analogues; the γ therefore
represent energies per unit length with ∆P expressed
as an energy per unit area.
The boundaries where T and C have equal energy
are shown in the phase diagrams in Fig. 2 (c) (4-
5 boundary) and (d) (5-6 boundary), and were con-
structed through interpolating between adjacent simu-
lation points. Approximating the liquid-vapour inter-
face as planar, Ψ˜C and Ψ˜S were equated to yield an
analytic expression for the phase boundary. This ana-
lytic expression is observed to agree with the simula-
tion boundary to within an accuracy of 0.1%; insignif-
icant compared to the uncertainty introduced through
the interpolation.
For the reentrant geometry, the boundary where B
and E have equal energy, shown in Fig. 2 (d) (3-4
boundary), was also constructed through interpolat-
ing adjacent simulation points. This boundary was
modelled by equating Ψ˜E and Ψ˜S , now however Ψ˜S is
expressed for the B state and we again approximate
the liquid-vapour interface as planar. The model is in
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excellent agreement with the simulation boundary, the
maximum difference between the two being a reduced
pressure difference of 0.04.
The stability limit of T, shown in Fig. 2 (c) (3-
4 boundary) and (d) (4-5 boundary), can be evalu-
ated through consideration of the θo-∆Pr coordinate
at which it becomes energetically favourable for the
liquid-vapour interface to slide down the structure.
This yields the critical pressure, ∆Pc, for a post of
square cross section [61]. The same interpretation ap-
plied to the reentrant geometry accurately yields the
suspended (top)-suspended (bottom) phase boundary.
For both phase diagrams, the theoretical critical pres-
sure is in agreement with the interpolated simulation
results, the discrepancy between the two increases to
3% at the extremes of ∆Pr as the planar interface as-
sumption becomes inaccurate.
Outside of the approximate range 45o < θo < 135
o,
cavitation and condensation dominate the phase be-
haviour, determining the stability limits for each of
the minima shown in Fig. 2 (a) and (b). As a first-
order approximation, a sharp interface model is again
assumed for the formation of vapour cavities and liq-
uid condensates at the concave corners of the solid sur-
faces, illustrated in Fig. 3 (a) and (b) respectively.
For the formation of a vapour cavity at the base of a
post, the model assumes the detached liquid vapour in-
terface to have constant curvature, described by a cir-
cular arc of radius r. The condition is imposed that the
liquid-vapour interface must contact the solid surface
at the intrinsic contact angle θo. The change in energy
upon forming the vapour cavity (relative to the fully
collapsed state) can therefore be expressed in terms of
a) b)
Figure 3: (a) Geometric construction of the vapour
cavity (white) at the base of the post (black), sur-
rounded by the liquid phase (blue). The liquid-vapour
interface is shown as a circular arc of radius r, con-
tacting the solid at the contact angle θo, with lateral
extend d. (b) An equivalent model for the formation of
a liquid condensate surrounded by the vapour phase.
θo and d, the maximum lateral extend of the cavity,
∆Ψ˜ =
[√
2γlvd
sinα
+
∆Pd2
2 sin2 α
]
[α+ sinα (sinα− cosα)] ,
(12)
where α = 3pi4 − θo. Choosing to express the energy
change in terms of α means that as θo → 3pi4 , α → 0.
Small angle theorems may therefore be used to recover
the energy change for a planar interface (when r →∞
but d remains finite).
For α < 0,∆P < 0, it is observed that ∆Ψ˜ < 0,
leading to a limitless increase in d, and hence the in-
stability of the collapsed state. For α > 0,∆P > 0,
the formation of a vapour cavity is energetically un-
favourable. However, for α > 0,∆P < 0, an energy
barrier exists to unbounded cavitation such that both
the empty and collapsed states are able to coexist. For
α < 0,∆P > 0 or a vapour cavity of bounded extent
is formed, with
d = −γlv
√
2 sinα
∆P
. (13)
Therefore, it is assumed that when d is greater than
half the distance between adjacent posts, the vapour
cavities between proximal posts merge to lift the in-
terface in a barrierless process. This condition forms
the model collapsed stability limits shown in Figs. 2
(c) and (d), and is accurate for the approximate range
−1.5 < ∆Pr < 1.5. For ∆Pr < −1.5, cavitation is ex-
pected to occur on the flat surfaces, making the empty
state monostable (regions 8 and 9 in Figs. 2 (c) and
(d) respectively). For ∆Pr > 1.5, deviations from the
sharp interface model presented are observed as an ex-
tension of the range of stability of regions 6 and 7 in
Figs. 2 (c) and (d) to lower pressures. Within these re-
gions, the shape of the vapour cavity is significantly in-
fluenced by the interactions at the three-phase contact
line [62], imaged in the Supplementary Information.
Thus, a negative line tension operates to reduce the
cavity size d from that predicted by the sharp interface
model in Eq. (13), which neglects these contributions.
At low θo, the stability limit of the suspended (bot-
tom) and empty states are derived in a similar manner
to the collapsed stability limit, and is illustrated by the
geometric construction in Fig. 3 (b). In this case, a
liquid condensate is modelled at the base of the post,
surrounded by the vapour phase. The energy change
for this condensation is therefore expressed as
∆Ψ˜ =
[√
2γlvd
sin δ
+
∆Pd2
2 sin2 δ
]
[δ − sin δ (cos δ + sin δ)] ,
(14)
where δ = pi4 − θo. When δ > 0,∆P > 0, it is en-
ergetically favourable for a condensate to form which
fills the simulation volume. For δ < 0,∆P < 0, con-
densation does not occur. When δ < 0,∆P > 0, an
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energy barrier exists to nucleation such that the col-
lapsed and empty states are able to coexist, whereas
for δ > 0,∆P < 0, a condensate of finite d is formed,
where
d = −γlv
√
2 sin δ
∆P
. (15)
Once again, when d is greater than half the post sepa-
ration, it is assumed that the condensates between ad-
jacent posts merge to fill the simulation volume with
liquid in a barrierless process. This condition forms the
model empty stability limits shown in Figs. 2 (c) and
(d). Because an identical condensate merger process
is expected to take place in the suspended (bottom)
state, the empty stability limit is also the stability limit
of the suspended (bottom) state shown in Fig. 2 (d).
In an identical manner to the increased stability range
of states V and D, states N and Di in region 2 of Figs.
2 (c) and (d) experience a stability range increase to
lower pressure magnitudes to that expected from the
sharp interface model presented. In the low-θo regime,
line tension effects again become non-negligible, with
a positive line tension reducing the condensate size d
relative to Eq. (15).
Comparing the two phase diagrams in Figs. 2 (c)
and (d), we conclude that in two dimensions, the dom-
inant effect of the reentrant structure is to maintain
a suspended state over a greater range in the phase
diagram than the 2D post allows. However, the di-
mensionality of the system and 90◦ angles of the solid
corners mean that both the post and reentrant struc-
tures experience similar empty and collapsed stabil-
ity limits with respect to cavitation and condensation.
Despite the ability of the 2D reentrant structure to
support a suspended (bottom) state, identical conden-
sation effects to those prevalent in the empty state at
low contact angles mean that it is only possible to sus-
pend liquids with θo significantly less than 45
◦ at large
negative pressures.
In three dimensions, the free energy minima of the
posts and reentrant structures are also accurately rep-
resented by the phase field images of the 2D structures
in Fig. 2 (a) and (b). In 3D however, these images rep-
resent cross sections through the system. The phase
diagrams are shown in Fig. 4 (a) and (b) respectively.
The 3D post phase diagram is qualitatively similar to
the 2D equivalent, whereas significant differences exist
between the 2D and 3D reentrant phase diagrams. The
differences between the phase diagrams are dominated
by the cavitation and condensation effects, in partic-
ular the change in liquid-vapour interface morphology
concomitant with the change from 2D to 3D.
Around the perimeter of the 3D post and reen-
trant pillar, the liquid-vapour interface of the cav-
ity/condensate forms a surface of constant mean cur-
vature, which can be expected to be similar to an un-
duloid distorted by the square post geometry. The
first observed effect of this is to reduce the pressure
range over which the suspended states are stable in
3D, relative to 2D. Secondly, whereas in 2D the cavity
extent d is independent of the pillar width, in 3D d
is proportional to the pillar width. Crucially for the
reentrant geometry used here, the pillar is sufficiently
narrow that cavity and condensate formation is not
observed across all θo at the level of the simulation
resolution. Therefore, an effective method to stabilise
a suspended state with respect to condensation is to
fabricate a reentrant surface texture in which the pil-
lar width is minimised. An increase in the suspended-
collapsed coexistence range has been observed previ-
ously using a diffuse interface model, but for a droplet
on a square array of reentrant posts [29]. However, the
suspended and collapsed states were not stable over all
θo. In this system, the ratio between the reentrant pil-
lar width and the post width was only 0.5, compared
to 0.17 here, meaning that the maximisation of the
coexistence range was not effectively realised.
A consequence of reducing the occurrence of cavi-
tation in the 3D reentrant geometries is that the sus-
pended states always coexist with the collapsed state.
This is in contrast to region 12 of Fig. 4 for the post
structure where, neglecting the empty state, the sus-
pended state is monostable, even at positive pressures.
The occurrence of a monostable suspended state on a
square array of posts has been recently shown to oc-
cur experimentally for hierarchically textured, super-
hydrophobic surfaces [63]. The addition of a nanoscale
texture to the microscale structuring effectively ac-
cesses contact angles in excess of 135◦ (for surfaces
without the microscale texture). Here we have shown
that such surfaces represent the perfect robustness of
the suspended state. One caveat however is that in real
systems prepared in the collapsed state, the recovery of
the suspended state through growth of a vapour cav-
ity will be significantly hindered by the diffusion rate
of gases through the liquid phase, unless other mecha-
nisms to increase the gas volume are employed [64].
A second consequence of the increased suspended-
collapsed coexistence range for both 2D and 3D reen-
trant geometries, relative to posts, is that at low con-
tact angles condensates are observed to participate in
the collapse transition pathways. The MEP for such a
condensate-incorporating mechanism for the 2D reen-
trant structure is shown in Fig. 5 (a). Here, the tran-
sition is initiated through condensation of the liquid
under the cap structure with an early transition state
occurring when the growing condensate reaches the cap
edge. At this point, the liquid-vapour interfacial area
is maximal.
In the 3D reentrant structures, a condensate also
critically affects the transition pathway, shown in Fig.
5 (b). Unlike in the 2D case, here the liquid-vapour in-
terface first sags underneath the cap, remaining pinned
only on the centre of each cap edge. At the same time,
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Figure 4: Phase diagrams for the 3D post (a) and 3D reentrant geometries (b). Numbered regions indicate the
stable states, listed in order of increasing energy
liquid condenses on the base of the system at the mid-
point between diagonally adjacent pillars. At the tran-
sition state this sagging interface and the condensate
coalesce. The interface then depins from cap edges and
slides under the cap. In the final stages of the collapse
mechanism, the vapour forms a toroidal ring around
the reentrant pillar.
Overall, it is shown that in both 2D and 3D systems
at low contact angles, condensates not only partici-
pates within the MEP, but crucially affects the liquid-
vapour interface configuration at the transition state.
Therefore, in designing reentrant surfaces which ex-
hibit a robust suspended state, condensation effects
cannot be neglected for highly wetting liquids.
4 Transition mechansisms in
three dimensions
Even when condensation or cavitation effects are not
dominant, the shape of the reentrant geometry is still
observed to critically influence the collapse transition
pathway. Here, we show the existence of two funda-
mental transition mechanisms of reentrant structures,
and compare the properties of the MEPs of each as the
contact angle is varied.
The minimum energy pathways are compared for
the 3D post and reentrant structures between the sus-
pended and collapsed states. First, a comparison is
made between the energetic profiles along the MEPs
of the two geometries at both tall and short heights,
shown in Fig. 6 (a). Here, each transition takes place
at θo = 110
◦,∆Pr = 0.15. We chose to simulate tran-
sitions at ∆Pr = 0.15 throughout this work, in or-
der to correspond to experimental scenarios in which
Figure 5: (a) MEP for the collapse transition of the
2D reentrant structure at θo = 50
◦,∆Pr = 0.15, see
video S1. (b) Diagonal cross section of the MEP for
the collapse transition of the 3D reentrant structure at
θo = 20
◦,∆Pr = 0.15, see video S2. The liquid-vapour
(φ = 0) interface is shown at 5-image intervals. The
interface at the transition state (red, dashed) is also
labelled (∗).
a textured surface is submerged to a depth of approx-
imately 2cm under water, when a length scale G =
1 µm is chosen. The transitions are followed through
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consideration of the reduced liquid volume, Vr,
Vr =
V − VS
VC − VS . (16)
Here, V is the absolute liquid volume within the sys-
tem at a point along the MEP. VC and VS are the
liquid volumes in the collapsed and suspended states
respectively.
Let us focus on the 3D post geometries. In agree-
ment with previous studies, the wetting transition for
both the short and tall posts is observed to take place
via the depinning mechanism, in which the interface
depins from the top of the post before sliding to the
base of the system [23, 32, 37, 65–69]. This is illus-
trated in Fig. 6 (b). The transition state occurs at the
point where the liquid-vapour interface first contacts
the base of the system, followed by rapid completion of
the collapse. This behaviour is in excellent agreement
with theoretical predictions [28, 29, 32, 36, 70] and ex-
perimental observations [24,71]. Throughout the range
of pressures and contact angles, the alternative sag-
ging mechanism is not observed due to the large post
height to separation ratio (even for what are termed
short posts considered here).
For the 3D reentrant geometries, the striking obser-
vation is made that upon increasing the pillar height,
there is a significant change in transition mechanism.
This is evidenced in the change in shape of the MEP
energetic profile in Fig. 6 (a) upon increasing H from
18 to 38. The transition pathways for each height are
visualised in Fig. 6 (c) and (d) respectively.
For the short reentrant geometry, shown in Fig.
6 (c), for all θo, the liquid-vapour interface remains
pinned at the centre of the bottom edge of the cap
structure whilst the interface sags in the diagonal sep-
aration between the structures. As the interface ap-
proaches the base of the system, it becomes pinched
in the centre to achieve the transition state. Following
this, the interface depins completely from the cap edge,
before sliding underneath to complete the transition.
For the tall structures however, a significantly dif-
ferent mechanism is observed, shown in Fig. 6 (d). As
with the short structure, the first stage of the transition
is completed by the liquid-vapour interface sagging be-
low the cap, whilst remaining pinned on the centre of
the cap edges. In the tall geometry however, eventually
the sagging process ceases completely, and the imping-
ing liquid extends laterally under the cap. Only after
contacting the pillar does the interface continue to slide
down towards the system base. In this sliding region,
the shape of the interface remains constant, leading
to the plateau in the MEP energetic profile seen in
Fig. 6 (a). Thus, it is not true that the transition is
rapidly completed after the interface first contacts the
solid surface beneath the top of the structure, in direct
contrast to the post transition mechanisms.
We therefore distinguish two distinct collapse mech-
anisms on reentrant geometries: Base Contact, Fig. 6
(c), and Pillar Contact, Fig. 6 (d). The key character-
istics of both mechanisms have been described using
the short and tall reentrant posts respectively. For in-
termediate post heights, both base contact and pillar
contact modes are MEPs, the post height and contact
angle determining which mode has the lowest transi-
tion state energy.
It is predicted that the advent of transparent reen-
trant surface textures [17] may enable these mecha-
nisms to be distinguished experimentally via similar
optical techniques used to elucidate the post transition
mechanism [25–27].
The variation of the energetic profiles of the MEPs
as θo is changed is compared for both mechanisms at
∆Pr = 0.15. Fig. 7 (a) shows the behaviour for the
short reentrant geometries (Base Contact), whilst Fig.
7 (b) shows the behaviour for the tall geometries (Pillar
Contact). Condensates are observed to participate in
the transitions for θo < 50
◦.
For the base contact mode, as θo is increased, the en-
ergy of the transition state relative to the suspended
state
(
∆Ψ˜Sr
)∗
evidences a large increase between 90◦
and 140◦. At low contact angles, the transition state
occurs when the sagging liquid-vapour interface first
contacts the system base. However, for θo ≥ 140◦, al-
though the same base contact mechanism is followed,
the transition state occurs immediately prior to the
interface contacting the pillar at the end of the transi-
tion. A crossover regime is observed close to θo = 130
◦,
in which the transition state occurs between the inter-
face contacting the base and the pillar. This change in
transition state position are evidenced by and increase
in the reduced liquid volume at the transition state,
V ∗r .
The tall reentrant geometry also evidences a jump in
both the transition state energy and location between
θ = 110◦ and θ = 120◦. In these systems, as the inter-
face slides down the pillar in the plateau region of the
MEP, for θ ≥ 120◦ the energy decrease for increasing
the volume of liquid in the system is exceeded by the
energy penalty of increasing the liquid-solid contact
area. Thus, for θ < 120◦, the transition state occurs
immediately prior to the interface first contacting the
pillar. For θ ≥ 120◦ however, the transition state is
immediately prior to to interface contacting the base
of the system.
To complete the reentrant transition mechanism dis-
cussion, the effect of ∆Pr on the MEP energetic profile
was investigated, and is shown in the Supplementary
Information. Unlike when varying θo, no significant
change in the shape of the MEP is observed upon
changing ∆Pr. The only effect is to change the free
energy of each image along the MEP in proportion to
the volume of liquid present. This behaviour is ob-
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Figure 6: (a) Minimum energy pathways between suspended and collapsed states of the four sample structures
(labelled); θo = 110
◦,∆Pr = 0.15. The progress of the transition is monitored through evaluation of the reduced
liquid volume, Vr. (b-d) Diagonal cross section of the MEP for the 3D collapse transitions at θo = 110
◦,∆Pr = 0.15
for the post (b), video S3, short reentrant (c), video S4, and tall reentrant geometries (d), video S5. The liquid-
vapour (φ = 0) interface is shown at five-image intervals. The interface at the transition state (red, dashed) is also
labelled (∗). Inset: 3D visualisations of the interface (blue) at the transition state.
served for all systems (2D, 3D, post and reentrant) in
the pressure range simulated.
5 Transition symmetry
It has been observed previously, using molecular dy-
namics and sharp interface models, that in two dimen-
sions, the reflection symmetry of the system is broken
during the collapse transition [38, 40, 41, 72]. In this
section we first corroborate these findings, and link
the disparate length scales of the molecular dynamics
and sharp interface models with our diffuse interface
model. The geometric influence of when and how the
symmetry is broken along the MEP is then elucidated.
Finally, in contrast to the two collapse mechanisms ob-
served in 3D reentrant geometries, we observed three
distinct mechanisms in 2D.
Beginning the discussion with 2D square posts (or
equivalently square wells), molecular dynamics and
sharp interface models have previously shown that an
asymmetric transition pathway is observed for the col-
lapse mechanism [38, 40]. Here however, two mecha-
nisms are observed: a symmetric transition and and
asymmetric transition, shown in Fig. 8 (a) and (b)
respectively.
The symmetric path is obtained for symmetric initial
DNEB strings, or strings with moderate asymmetry in-
troduced. It is found that the asymmetric transition
path can only be accessed via introducing an extreme
asymmetry into the initial DNEB string. It is noted
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Figure 7: The influence of θo (labelled) on the energetic profiles of the base contact (a) and pillar contact (b)
mechanisms. All transitions are carried out at ∆Pr = 0.15. Inset: the variation of the position (black) and energy
(red) of the transition state (relative to the suspended minimum free energy) as θo is varied.
Figure 8: (a, b) Liquid-vapour interfacial profile (φ = 0) for the 2D post collapse transition shown every five
images with the transition state highlighted (red, dashed). θo = 100
◦,∆Pr = 0.15. (a) Symmetric mechanism.
(b) Asymmetric mechanism, video S6. (c) MEP energetic profiles for the symmetric (red, dashed) and asymmetric
(black) collapse mechanisms.
here that initialising the 3D systems with extremely
asymmetric strings does not result in an asymmetric
pathway. Experimental testing of the wetting transi-
tion found that an asymmetric transition pathway was
never observed in a 3D circular well (unless impurities
were present) [27]. To explain the discrepancy between
this experimental observation and the previous 2D sim-
ulations, it was suggested that although the asymmet-
ric path may exist, during the experiment the motion
of the liquid-vapour interface is along the symmetric
reaction coordinate. Between equivalent points on the
symmetric and asymmetric MEPs, it was further sug-
gested that a high energetic barrier exists. From our
2D simulations, the stability of the symmetric MEP
with respect to asymmetric perturbations corroborates
this suggestion. However, in order to show this conclu-
sively, it would be necessary to determine whether an
asymmetric path is available within a 3D cylindrical
well.
The energetic profiles for the symmetric and asym-
metric post transition mechanisms are shown in Fig.
8 (c). For the majority of the collapse transition,
both mechanisms share identical paths, particularly
when the liquid-vapour interface initially slides down
the post. In the vicinity of the transition state, the
asymmetric mechanism evidences an earlier transition
state of lower energy, compared to the symmetric path.
However, the energy difference between the transition
states of the two mechanisms is only approximately
0.5%.
For the 2D reentrant systems, an asymmetric col-
lapse transition is obtained regardless of the initial
DNEB string. As with the 3D reentrant geometries,
the collapse mechanism is influenced by the pillar
height, but in two dimensions, three collapse mech-
anisms are observed with differing numbers of local
maxima along the MEP energetic profile, shown in Fig.
9 (a).
11
Figure 9: (a) Energetic profiles along the MEPs of the 2D reentrant geometries at three pillar heights (labelled).
(b-d) The liquid-vapour interface (φ = 0) at five-image intervals along the MEP, showing the local energetic maxima
(red, dashed). θ = 110◦,∆Pr = 0.15. (b) Base Contact: H =18, labelled arrows indicate the order in which each
side of the system wets the solid structure, see video S7. (c) Hybrid: H =38, video S8. (d) Pillar Contact: H =55,
video S9.
At H =18, a base contact mechanism is observed,
shown in Fig. 9 (b). Initially, the interface sags sym-
metrically between the structures to contact the base
of the system, defining the position of the first of three
local maximum along the MEP, shown in Fig. 9 (a).
After this point, one side of the liquid-vapour interface
remains pinned to the cap edge, whilst the other slides
under the cap. Immediately prior to contacting the pil-
lar, a second local energetic maximum (the transition
state in this system) occurs. Finally, the pinned inter-
face detaches, and also slides under the cap. Again, the
point at which the interface contacts the pillar defines
the third local energetic maximum.
At H =38, unlike with the 3D case, the pillar contact
mechanism is not observed. Instead a hybrid mecha-
nism is evidenced in Fig. 9 (c), showing aspects of
both Base Contact and Pillar Contact. Initially, one
side of the liquid-vapour interface slides under the cap
by lateral deformation to contact the pillar, whilst the
other remains pinned at the cap edge. Unlike in the
3D case, this does not represent a transition state, but
does evidence a kink structure in the energetic profile
in Fig. 9 (a). As the interface slides down the pillar
on one side only, the reflection symmetry of the system
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is increasingly violated. The first of two local maxima
occurs when the interface contacts the base of the sys-
tem (the transition state for this system). Only after
this has occurred can the interface depin from the cap
edge and slide under the cap. The second local max-
imum is observed immediately prior to the interface
contacting the pillar.
Only by increasing the post height to H =55 can a
pillar contact mechanism be accessed, shown in Fig. 9
(d). It is noted that in order to simulate this pillar
height, Nz = 80 was used. Here, the interface sags
under the cap, to contact the pillar asymmetrically.
As with the hybrid mechanism, this does not represent
the transition state, but a kink in the MEP energetic
profile. Following this, the interface slides symmetri-
cally down the pillar to contact the system at the base
(defining the transition state). The energetic profile
for this process in Fig. 9 (a) evidences a plateau-like
structure seen in the 3D MEPs. The gradient in 2D is
exaggerated relative to the 3D case however, due to the
relative increase in energetic contribution from the in-
terfacial energies relative to the ∆P − V term. Unlike
in the previous two mechanisms, the reflection sym-
metry in 2D Pillar Contact is never strongly broken.
It is further noted that at intermediate pillar heights
between the three cases presented, two transition path-
ways are accessible, with the MEP of lowest transition
state determined by the pillar height.
The existence of three collapse mechanisms with
very different energetic MEP profiles leads to the gen-
eral conclusion that 2D systems are more strongly in-
fluenced by surface geometry than equivalent 3D sys-
tems. This is expected, due to the relative increase in
Asl
V in 2D systems relative to the 3D equivalents.
6 Conclusions
Overall, we have developed a phase field model de-
signed to selectively probe the influence of the system
surface geometry on the minimum free energies, and
collapse transition pathways. This has been achieved
for 2D and 3D systems, featuring square posts and
reentrant structures. Within this description, three
principal outcomes which significantly influence future
surface design are highlighted.
Firstly, condensation and cavitation processes were
shown to be able to critically influence both the mini-
mum stability ranges in θo and ∆Pr, and the collapse
mechanisms. A model was developed which accurately
predicted the stability ranges of the 2D and 3D posts,
when the liquid-vapour interface had a constant profile
around the perimeter of the surface structure. For the
3D reentrant posts, this approximation was not cor-
rect; the corners of the square pillar enabled the empty,
collapsed and suspended states to coexist across the en-
tire phase diagram. This was due to the formation of
condensates and cavities around the base of the pillar
of significantly different shape, and much larger liquid-
vapour interface area than assumed in the model.
The second principal outcome was the description of
two dominant collapse mechanisms for the reentrant
geometries: 1) the base-contact mode, characterised
by a sagging interface first contacting the base of the
system, 2) the pillar contact mode, characterised by
the impinging liquid-vapour interface deforming later-
ally under the cap to contact the pillar first. In this
work, each mechanism could be sampled by changing
the pillar height.
The final principal outcome was the observation
that 2D systems undergo significantly different collapse
mechanisms than their three dimensional counterparts,
particularly regarding the prevalence of asymmetric
pathways. Three collapse mechanisms were charac-
terised for the 2D reentrant geometries: the 2D asym-
metric equivalents of the base contact and pillar con-
tact modes, and a third highly asymmetric mechanism
which is a hybrid of the previous two. Furthermore,
the pillar heights at which each mechanism is opera-
tive differs from the 3D equivalents.
Overall, it is anticipated that the fundamental geo-
metrical effects presented in this work will enable the
rational and targeted design of robust superamphipho-
bic surfaces.
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1 Total free energy: effect of the pressure term
In total, the free energy of the system is described by
Ψ−Ψo =
∫
V
(
ψb +

2
|∇φ|2
)
dV +
∫
S
ψsdS −∆P
∫
V
φ+ 1
2
dV, (1)
where ψb =
1

(
1
4φ− 12φ
)
.
The effect of the pressure term is to shift the bulk value of φ relative to the ∆P = 0 scenario, determined by
minimising Ψ−Ψo in the absence of any interfaces. Thus, for an isotropic, homogeneous system,
φ3o − φo −
∆P
2
= 0. (2)
This admits three complex solutions for:
φo =

1
3Q +Q (= +1 when ∆P = 0) ,
− 16Q − Q2 +
√
3
2
(
1
3Q −Q
)
i (= −1 when ∆P = 0) ,
− 16Q − Q2 −
√
3
2
(
1
3Q −Q
)
i (= 0 when ∆P = 0) ,
(3)
where
Q =
∆P
4
+
√(
∆P
4
)2
− 1
27

1
3
. (4)
Only the first and second solution yield free energy minima, the third yields the system maximum. Since Q is itself
complex, two real solutions for φo exist only in the range |φo| >
√
3
3 , corresponding to the approximate pressure
range |∆Pr| < 49.1, outside of this range only a single real minimum is admitted.
2 System discretisation
To calculate approximate numerical solutions to Ψ−Ψo, Eq.(1) is discretized term by term as follows:∫
V
ψbdV =
∑
ijk
1

(
1
4
φ4ijk −
1
2
φ2ijk
)
G3, (5)
∫
V

2
|∇φ|2dV =
∑
ijk

2
((
∂φijk
∂x
)2
+
(
∂φijk
∂y
)2
+
(
∂φijk
∂z
)2)
G3, (6)∫
S
ψSdS =
∑
surface
−hφijkG2, (7)
∆PVl = ∆P
∑
ijk
φ+ 1
2
G3. (8)
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Here, the spatial derivatives are approximated to second order accuracy and are calculated as, for example,(
∂φijk
∂x
)2
=
1
2G2
((
φ(i+1)jk − φijk
)2
+ (
(
φ(i−1)jk − φijk
)2)
. (9)
A similar treatment is employed in the y and z directions.
Periodic boundary conditions are enforced in the x and y directions, whereas the z -gradient at k = Nz is fixed
as zero. This is equivalent to having a surface which does not interact with the fluid phases in any other way than
to prevent them interacting with the underside of the solid structure of interest. The boundary conditions for the
gradient at the solid surface are also imposed in terms of the directional derivative of φ:
n̂ · ∇φijk = −h

. (10)
Here, the same discretization of ∇φijk is used as in Eq. (6). Since these surface gradient terms contribute a constant
to the free energy we are free to neglect its contribution in Eq. (6). n̂ is the unit vector normal to the surface
element. At edges and vertices of the structure, the direction of the normal is defined as the average of the normals
of the incident planes. This scheme is slightly different to others employed previously [1], in which the node states
are chosen according to the permitted directions in which derivatives can be taken.
Overall therefore, the gradient in the free energy with respect to the order parameter at each node can be
computed:
dΨ˜
dφijk
=
dΨi
dφijk
+
dΨs
dφijk
−∆P dV
dφijk
, (11)
where
dΨi
dφijk
=
G3

(
φ3ijk − φijk
)
− G ((φ(i+1)jk − φijk)+ ((φ(i−1)jk − φijk))
− G ((φi(j+1)k − φijk)+ ((φi(j−1)k − φijk))
− G ((φij(k+1) − φijk)+ ((φij(k−1) − φijk)) , (12)
dΨs
dφijk
= −hG2, if φijk is a boundary node, (13)
dV
dφijk
=
G3
2
. (14)
Note that for surface nodes, a spatial derivative component of Eq. (12) is zero if the direction in which the derivative
is taken is parallel to n̂.
3 Wetting films and line tension
Fig. 1 shows a cross section of the cavity formed about a 3D post for θo = 150
◦,∆Pr = 0.15. Crucially, for θo
greater than approximately 140◦, the solid-fluid and liquid-vapour interface interactions become non-negligible and
Figure 1: Cross section of the phase field for a 3D post at θo = 150
◦,∆Pr = 0.15, showing a distorted vapour cavity
(yellow) forming in the liquid phase (blue) at the base of the post (white).
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significantly change the shape of the liquid-vapour interface from a surface of constant mean curvature. These
interactions are principally manifest in the transition zones [2] with thickness on the order of the characteristic
width of the liquid-vapour interface, . Where they exist, the transition zones located on the sides of the pillar are
typically observed to have a finite extent from the vapour cavity at all ∆Pr tested. The transition zones at the base
of the system merge across the periodic boundaries, except where ∆Pr becomes large and the cavity size becomes
small. Thus, the transition zones represent three-phase contact regions, leading to the occurrence of line tensions
within the diffuse interface system.
4 Pressure and the MEP
For the tall and short posts and reentrant structures in both two and three dimensions, the MEPs were obtained
for the wetting transition across the pressure range −0.25∆Pr < 0.25, at θo = 110◦. However, the principal effect of
changing the pressure on the MEP was to shift the energy of each image in proportion to the volume of the liquid
phase present. An example of this shifting is shown for the short 3D reentrant geometries in Fig. 2.
Figure 2: Variation in the MEP from Suspended (top) to Collapsed for the short reentrant geometry in the reduced
pressure range −0.25 ≤ ∆Pr ≤ 0.25, θo = 110◦.
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