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A mi madre y a mi padre. Haberlo perdido mien-
tras afrontaba la u´ltima etapa de este trabajo ha sido
un golpe durı´simo, pero el ejemplo de su optimismo
vital ha sido una ayuda para superarlo. Ninguno de
ellos ha llegado a conocer el concepto de abduccio´n y,
sin embargo, esta investigacio´n les debe muchı´simo.

Resumen
Comenzamos esbozando de modo informal una propuesta muy general del con-
cepto de abduccio´n, sen˜alando cua´les son los caracteres esenciales de este tipo de
inferencia y que´ otros rasgos que tradicionalmente se le han impuesto deben ser eli-
minados. A continuacio´n, ya desde una perspectiva puramente lo´gica, y partiendo
de una modelizacio´n formal muy pro´xima a la que hemos considerado como versio´n
cano´nica de la abduccio´n ordinaria, hemos presentado en un nivel metalingu¨ı´stico
(no vinculado a ningu´n sistema lo´gico concreto) diversas propuestas que, adema´s
de liberar este concepto de sus dependencias de las lo´gicas cla´sicas, lo generalizan
de distintas maneras –por ejemplo, contemplando la posibilidad de que el problema
abductivo o/y la solucio´n sean todo un conjunto de fo´rmulas, o tambie´n incorporan-
do la posibilidad de que se establezcan condiciones adicionales a las que ya debe
cumplir la versio´n inicial (a la que hemos etiquetado como plana)–. A partir de la
citada posibilidad que admite nuevas condiciones, y que constituye lo que hemos
denominado como abduccio´n ordinaria cualificada, hemos elaborado los conceptos
de abduccio´n ordinaria cualificada preferencial y abduccio´n ordinaria cualificada
preferencial estrate´gica. Adema´s, en todo este proceso de generalizacio´n y diversi-
ficacio´n se han incorporado componentes que no se recogen en las formalizaciones
que encontramos en la literatura lo´gica consultada e igualmente se han hecho distin-
ciones novedosas respecto de algunos elementos que sı´ han sido considerados con
anterioridad. Todo ello ha permitido que se pueda expandir considerablemente la
tipologı´a de inferencias que aparecen en los estudios sobre esta materia. En el caso
de la abduccio´n siste´mica tambie´n hemos acometido esa doble tarea de sacar a la
luz ciertas componentes que no habı´an sido previamente contempladas y de elabo-
rar una versio´n que, partiendo de la que aquı´ es considerada como cano´nica, permita
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6aplicarla en muchas otras situaciones que no reu´nen los requisitos que ta´citamente
se recogen en las escasas publicaciones que hasta la fecha han abordado esta cues-
tio´n. Extendemos a ella algunas de las distinciones que ya fueron consideradas en
relacio´n con la abduccio´n ordinaria y, de este modo, reforzamos los argumentos que
defienden la naturaleza esencialmente abductiva de este tipo de inferencia. Similar
proceso hemos seguido y similares logros hemos alcanzado en el caso de la novedo-
sa abduccio´n holı´stica, la cual presentamos como una manera de unificar y superar a
los dos grandes modos que ya hemos sen˜alado: ordinario y siste´mico. Creemos que
un estudio profundo de una relacio´n inferencial debe afrontar su nivel puramente
estructural, aunque somos conscientes que en el mismo no queda todo determina-
do y en cualquier caso hay que completarlo con otros estudios en los que ya se ha
agregado informacio´n acerca del lenguaje o de la sema´ntica concreta del sistema
lo´gico. Nuestro estudio estructural, que se aparta en algunas exigencias de los ma´s
comunes en la literatura, fijo´ inicialmente la mirada en las relaciones inferenciales
binarias y dentro de ellas, de manera especial, en la deduccio´n cla´sica y en una ma´s
novedosa que aquı´ denominamos deduccio´n plural. Ambas, junto a la tambie´n no-
vedosa relacio´n de deduccio´n cualificada, son estudiadas por nosotros con un fin
puramente instrumental. Para cada uno de los tipos de relaciones inferenciales bi-
narias que hemos distinguido se ha presentado un buen nu´mero de propiedades y
hemos indagado cua´les se derivan de otras consideradas ba´sicas. En el caso de las
relaciones inferenciales ternarias, dado que son nuestro objetivo, el estudio tipolo´gi-
co es ma´s detallado si cabe. En todos los casos hemos indicado que´ restricciones
se tienen que imponer y que´ propiedades se satisfacen en cada uno de los tipos.
El haberlo hecho paso a paso, ‘aislando’ cada uno de los requisitos elementales
que se pueden agregar al caso base (que es una relacio´n inferencial que coincide
con la que Atocha Aliseda denomina inferencia abductiva), nos permite tener in-
tuiciones sobre otros tipos aquı´ no abordamos explı´citamente pero que se pueden
construir mediante la adecuada combinacio´n de los citados caracteres ba´sicos. Del
mismo modo, hemos probado de manera rigurosa importantes resultados (llamados
teoremas de representacio´n) sobre la caracterizacio´n estructural de ciertos tipos de
relaciones inferenciales abductivas, dando con ello respuesta a problemas que han
permanecido abiertos casi dos de´cadas. Finalmente hemos presentado varias apor-
taciones que o bien facilitan la modelizacio´n de ciertos tipos de inferencia abductiva
en sistemas lo´gicos pertenecientes al a´mbito de la Lo´gica Episte´mica Dina´mica (en-
tendida en sentido amplio) o bien mejoran varias de sus propiedades con el objetivo
7de posibilitar su implementacio´n en herramientas informa´ticas. En concreto nuestro
tratamiento lo´gico de la accio´n de olvidar se muestra como un buen candidato para
la modelizacio´n de la abduccio´n ante anomalı´a en el a´mbito citado.

Pro´logo
Probablemente, los que de un modo u otro nos hemos ejercitado en el estudio
tanto de la Ciencia (sensu lato) como de la Filosofı´a compartamos la idea de que
las diversas disciplinas cientı´ficas ofrecen un material de partida extraordinario para
la reflexio´n filoso´fica, a la vez que e´sta contribuye a ‘iluminar’ numerosos aspectos
de aque´llas. Pero, entre todos los que pertenecemos al colectivo antes designado,
quiza´s no despierte la misma unanimidad la siguiente declaracio´n de principios: el
tratamiento lo´gico-formal de una cuestio´n y la reflexio´n filoso´fica sobre la misma
a menudo se auxilian mutuamente, e incluso en ocasiones se necesitan la una a la
otra –ello ha sucedido en el pasado, tiene lugar en el presente y, previsiblemente,
tambie´n ocurrira´ en el futuro–.
En particular, esta u´ltima (la reflexio´n filoso´fica) frecuentemente se convierte
en el material intuitivo que inspira cierta elaboracio´n lo´gico-formal, sin que ello
sea obsta´culo para que otras veces el desarrollo de la Lo´gica responda a motiva-
ciones puramente internas. Del mismo modo, tambie´n es habitual que la reflexio´n
filoso´fica sobre cierto desarrollo formal contribuya a una mejor comprensio´n de
sus asunciones ta´citas, su aplicabilidad, sus logros y sus limitaciones. Ma´s adelante
sen˜alaremos co´mo la abduccio´n es un ejemplo paradigma´tico de estos dos ‘movi-
mientos de sentido contrario’ (digamos ‘de ida y vuelta’) y en que´ medida cada uno
de ellos ha contribuido a convertir dicha cuestio´n en uno de los conceptos claves de
la investigacio´n lo´gica y filoso´fica en las u´ltimas de´cadas.
Refirie´ndonos al primero de los procesos citados (es decir, al tratamiento lo´gico
de asuntos sugeridos por la Filosofı´a), una vez alcanzada la modelizacio´n formal de
una cuestio´n, ella aporta claridad, precisio´n y rigor a la reflexio´n filoso´fica que le
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sirvio´ de punto de partida. Por supuesto, con ello no se resuelven todas las contro-
versias relativas a la citada cuestio´n, lo cual sigue estando en manos de los espe-
cialistas en el asunto correspondiente. Por ejemplo, podemos formalizar de varios
modos lo que entendemos por creencia y cada sistema formal nos permitira´ obtener
unos resultados; pero, decidir cua´l de esos sistemas formales es el que mejor re-
presenta la cuestio´n doxa´stica en determinado a´mbito, es algo que queda en manos
de los estudiosos de esta u´ltima parcela del saber. Del mismo modo, en relacio´n
a la cuestio´n que aquı´ nos ocupa –la abduccio´n–, valorar la ventaja de usar uno u
otro esquema formal para caracterizar determinados procesos inferenciales en cier-
ta parcela de la Ciencia es algo que estara´ en manos de los filo´sofos de la Ciencia
y de los cientı´ficos que trabajando en esa a´rea reflexionan sobre su quehacer. Lo
que sı´ podra´ sen˜alar el lo´gico es la incompatibilidad de ciertas pretendidas conclu-
siones con el punto de partida elegido, lo cual al menos puede liberarles de ciertos
resultados erro´neos o de ciertas aspiraciones vanas.
Este planteamiento coincide con la visio´n aristote´lica de la Lo´gica como ((o´rga-
non)); sin embargo, el hecho de que en algunos casos tenga este cara´cter instrumen-
tal para otros campos (como tambie´n lo tiene el A´lgebra o la Geometrı´a para varias
disciplinas), no impide su autonomı´a a la hora de generalizar sus conceptos y de
obtener sus resultados. Retomando el anterior ejemplo de la Lo´gica Modal, sabe-
mos que en ella se postulan sistemas que hasta ahora no modelizan el tratamiento
de la nocio´n de creencia adoptado por pensador alguno ni subyacente en a´mbito de
conocimiento alguno, pero que han surgido explorando las distintas variantes que
las herramientas formales permiten concebir (del mismo modo que la Geometrı´a
estudia espacios que no esta´n implı´citos en ninguna teorı´a cientı´fica conocida; es
ma´s, en algunos casos no so´lo que no esta´n, sino que ni siquiera es previsible que
lo ‘este´n’ en un futuro cercano). Ası´ pues, una ventaja del enfoque lo´gico-formal es
que se goza de una libertad creadora mucho mayor que en los enfoques propios de
otras disciplinas, por cuanto no se esta´ constren˜ido a referirse a lo que acontece o ha
acontecido en la realidad (por ejemplo, nuestros conceptos en relacio´n a la abduc-
cio´n no tienen por que´ limitarse al modo en que concibieron la cuestio´n uno o varios
pensadores, ni a las maneras particulares en que actualmente trabajan los distintos
colectivos cientı´ficos, ni a los distintos usos que se hayan hecho de la misma en
cualesquiera a´mbitos del pensamiento a lo largo del devenir histo´rico,...). Es decir,
la Lo´gica tambie´n puede construir herramientas aptas para ‘escenarios posibles’ de
los que au´n no se conocen correlatos reales.
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Por otra parte, al menos en el presente siglo y en el inmediatamente anterior,
a menudo ha ocurrido que las elaboraciones lo´gicas han motivado nuevas reflexio-
nes filoso´ficas y que e´stas han contribuido a ‘interpretar’ diversos aspectos de los
modelos formales (pensemos, por ejemplo, en la Filosofı´a de la Lo´gica). Ası´ pues,
estamos ante una relacio´n simbio´tica entre saberes con objetivos y metodologı´as
diferentes, pero vinculados en un ciclo que se retroalimenta positivamente.
Para evidenciar la fecundidad de estas relaciones interdisciplinares en sus dis-
tintas ‘direcciones’, en relacio´n al asunto que nos ocupa, recordemos de forma re-
sumida algunas etapas en la historia de su estudio: la abduccio´n es un concepto que
fue tratado por la Filosofı´a desde la Antigu¨edad; a partir de la Revolucio´n Cientı´fica
jugo´ un papel crucial en el quehacer de la Ciencia y se convirtio´ en una herramienta
imprescindible en su me´todo; ma´s tarde, a partir de la de´cada de los 30 del siglo
XIX, fue nuevamente objeto de reflexio´n filoso´fica, tras resultar muy enriquecida
por la experiencia de uso de varios siglos; a finales del siglo XX fue modelizada
con herramientas lo´gicas y sus desarrollos inspiraron nuevas reflexiones filoso´ficas
a la vez que permitieron su implementacio´n en dispositivos automa´ticos disen˜ados
para el avance del conocimiento en varias a´reas de las Ciencias Empı´ricas.
Haber explicitado las reivindicaciones anteriores, que para algunos deben resul-
tar obvias, tiene como intencio´n poner de manifiesto los supuestos profundos bajo
los que se han abordado los dos objetivos generales que sirven de grandes ejes en
esta investigacio´n: a) dilucidar que´ es desde un punto de vista lo´gico la abduccio´n,
tanto en su versio´n ordinaria como en un enfoque siste´mico (por otros denominado
estructural), ası´ como modelizarlas de modo ma´s general que en los tratamientos
hasta ahora publicados (de este modo, las diferentes propuestas sera´n hechas en un
nivel metalingu¨ı´stico que no estara´ vinculado a ningu´n sistema lo´gico en particular);
y b) investigar en herramientas formales que permitan nuevas modelizaciones de la
abduccio´n en sistemas lo´gicos proposicionales especı´ficos que incorporen aspectos
interesantes que, aun estando algunos de ellos ya presentes en estudios informales,
todavı´a no han sido recogidos en tratamientos formales previos. El restringirnos a
sistemas lo´gicos proposicionales esta´ motivado porque hasta el momento el fun-
cionamiento de la abduccio´n so´lo se ha conseguido que sea satisfactorio en dicho
nivel.
En relacio´n con el primer gran objetivo de esta investigacio´n, estamos intere-
sados en elaborar un concepto de abduccio´n que acoja clases ma´s amplias de ope-
raciones episte´micas mediante las que se puedan generar explicaciones (entendida
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esta palabra en un sentido puramente lo´gico). Con este fin tendremos que: 1) ge-
neralizar y diversificar la nocio´n de abduccio´n ordinaria cla´sica, independiza´ndola
a la vez del lenguaje de sistemas lo´gicos especı´ficos (en particular, de los sistemas
lo´gicos cla´sicos, dado que las formulaciones tradicionales son fuertemente depen-
dientes de e´stos); 2) generalizar la versio´n siste´mica de la abduccio´n para permitir
su uso en clases de sistemas lo´gicos ma´s amplias; y 3) encontrar una modelizacio´n
que unifique las correspondientes relaciones inferenciales ordinarias y siste´micas
bajo un tipo comu´n ma´s general (la abduccio´n holı´stica). En algunos casos dichas
propuestas vendra´n sugeridas por el tratamiento de la abduccio´n en otras discipli-
nas de conocimiento, aunque en la mayorı´a de las ocasiones las motivaciones son
puramente internas.
Este ‘movimiento’ hacia un planteamiento ma´s amplio que permita unificar ba-
jo un mismo tratamiento formal diversos enfoques particulares resulta crucial dado
que en los u´ltimos 20 an˜os han proliferado las modelizaciones en diversos sistemas
lo´gicos y con propo´sitos diferentes, pero no ha existido un esfuerzo paralelo por
responder, a la luz de todas esas propuestas, a la pregunta de que´ es entonces la
abduccio´n desde el punto de vista de la Lo´gica y co´mo esa nocio´n comu´n puede
desplegarse en la multiplicidad de versiones especı´ficas que se han propuesto. No
se entienda lo anterior en el sentido de que no se ha avanzado nada al respecto:
de hecho, sı´ se han alcanzado ciertos importantes resultados en la caracterizacio´n
estructural de la relacio´n de consecuencia abductiva, pero ciertamente quienes in-
vestigan la abduccio´n desde un punto de vista lo´gico han volcado sus esfuerzos
mayoritariamente en el tratamiento formal de la abduccio´n en los diversos marcos
lo´gicos particulares.
En el mencionado estudio, cuyo enfoque es eminentemente general y concep-
tual, tambie´n abordamos la tarea de sacar a la luz nuevos ‘ingredientes’ que explı´cita
o implı´citamente esta´n presentes en mu´ltiples inferencias abductivas y establecemos
distinciones que nos permitira´n hacer una tipologı´a del variado abanico de relacio-
nes inferenciales abductivas que podemos encontrar. Todo ello redundara´ igualmen-
te en la posibilidad de adquirir una visio´n ma´s completa de este tipo de consecuencia
lo´gica que tan a menudo se presenta en el a´mbito lo´gico de forma excesivamente
simplificada y monolı´tica.
En relacio´n con el segundo gran objetivo, estamos especialmente interesados en
herramientas que permitan efectuar las modelizaciones en el seno de sistemas lo´gi-
cos que desbordan el marco de la Lo´gica Cla´sica, en la medida que ellos puedan dar
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cuenta de aspectos que no resulta posible representar en el marco cla´sico. Si se ob-
serva ‘con distancia’, e´ste es, en cierto modo, un ‘movimiento de sentido contrario’
al del anterior objetivo, puesto que en el presente lo que hacemos pretende facili-
tar la particularizacio´n a sistemas concretos, mientras que en el primer objetivo se
buscaba la mayor generalidad posible. No es contradictorio perseguir ambos obje-
tivos: de los logros alcanzados en cada uno de ellos podemos obtener un provecho
diferente.
Como se desprende de lo hasta ahora expuesto, esta investigacio´n tiene un enfo-
que eminentemente lo´gico-formal, sin renunciar por ello a tomar en consideracio´n,
al menos brevemente, las aportaciones relevantes para nuestros objetivos que pro-
vienen de la Historia de la Ciencia y de la Lo´gica ası´ como de la Filosofı´a de la
Ciencia y de la Lo´gica. Y ello no so´lo por el gran respeto y aprecio que le profesa-
mos a estas disciplinas, sino por lo que contribuyen al cabal entendimiento de los
conceptos en los que se inspiran algunos de los que aquı´ se proponen, ası´ como a
tomar conciencia de la gran riqueza de matices inherentes al asunto.
Sin embargo, aunque los ro´tulos de las diversas construcciones formales no se
han asignado con indiferencia hacia el uso de dichos nombres en el acervo histo´rico
y filoso´fico, para la correcta comprensio´n de este trabajo debe tomarse cada uno
de ellos con el exacto significado que en el texto se le asigna y no atribuirles otros
rasgos que no se deriven necesariamente de los anteriores, aunque los posean en las
concepciones de otros autores (por cierto, a menudo diferentes tambie´n entre sı´ en
muchos aspectos). Con el fin de evitar estas ‘interferencias’, en varias ocasiones
hemos preferido acun˜ar nuevos nombres, lo cual parece ajustarse a una indicacio´n
dada por el propio Peirce: ((Assign to every scientific conception a scientific na-
me of its own, preferably a new word rather than one already appropriated to an
unscientific and dubious conception.)) (CP 7.494 Fn 9).
Entrando ya en la organizacio´n de esta memoria, comenzaremos en el primer
capı´tulo presentando las raı´ces filoso´ficas del concepto peirceano de abduccio´n y de
otro, histo´rica y tema´ticamente emparentado con e´ste, pero distinto: la inferencia a
la mejor explicacio´n. A continuacio´n presentaremos algunas pinceladas sobre nues-
tra concepcio´n general de ambas cuestiones, indicando en que´ medida las liberamos
de algunas de las limitaciones que habitualmente se le imponen.
El segundo capı´tulo arranca exponiendo informalmente la caracterizacio´n lo´gica
de la abduccio´n ordinaria que actualmente es tomada como cano´nica. En la segunda
seccio´n, y partiendo de una modelizacio´n formal pro´xima a dicha caracterizacio´n,
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se suceden distintas propuestas que generalizan la inicial en diversos sentidos (en
particular, amplia´ndola a lo´gicas no cla´sicas y tambie´n contemplando la posibilidad
de que el problema abductivo o/y la solucio´n sean todo un conjunto de fo´rmulas). El
proceso de generalizacio´n continu´a con el tra´nsito de la mera abduccio´n ordinaria
plana a la abduccio´n ordinaria cualificada y, dentro de esta u´ltima, a una abduccio´n
ordinaria cualificada preferencial. Daremos tambie´n algunas pinceladas (sin profun-
dizar en ello) sobre una ampliacio´n que contemple tanto la estrategia seguida en el
proceso abductivo como la limitacio´n de los recursos disponibles en su realizacio´n.
Con todo ello se amplı´a enormemente el elenco de inferencias deductivas que hasta
ahora habı´an sido estudiada dentro del a´mbito de la Lo´gica y adema´s se proponen
tipologı´as ma´s amplias tanto de los problemas abductivos como de las soluciones
abductivas. Aunque no sea el objetivo de esta investigacio´n, las necesidades concep-
tuales y simbo´licas nos han conducido a estudiar al hilo de los anteriores desarrollos
dos novedosas relaciones inferenciales de la familia de la deduccio´n: la deduccio´n
cualificada y la deduccio´n plural.
En la tercera seccio´n del mismo capı´tulo presentamos el concepto intuitivo de
abduccio´n siste´mica (nocio´n que fue denominada abduccio´n estructural por el pio-
nero en su tratamiento lo´gico), con la cual sera´ posible dar cuenta de modificaciones
ma´s profundas de las teorı´as cientı´ficas (en particular de ciertos cambios de para-
digmas) y que se muestra especialmente interesante en el a´mbito de la Metafı´sica
Computacional en el sentido en que e´sta es abordada por Edward N. Zalta. Tras pre-
sentar la formalizacio´n de la versio´n cano´nica, seguiremos con el estudio de ciertas
cuestiones instrumentales acerca de los sistemas lo´gicos, las cuales nos permitira´n
una modelizacio´n ma´s general de este tipo de inferencia. Tambie´n abordaremos
por vez primera el establecimiento de una tipologı´a de las soluciones abductivas
siste´micas. En la cuarta y u´ltima seccio´n del capı´tulo formularemos nuestra pro-
puesta, inicialmente tambie´n a nivel informal, de un concepto general unificador de
la abduccio´n ordinaria y la abduccio´n siste´mica: la abduccio´n holı´stica.
Los capı´tulos tercero a quinto conforman la segunda parte de nuestra memoria
de investigacio´n, dedicada a la aplicacio´n del Ana´lisis Estructural Lo´gico a distintas
relaciones de consecuencia lo´gica. En este bloque se presentan numerosos resulta-
dos formales acerca de las distintas relaciones de consecuencia deductivas y abduc-
tivas, algunos de ellos bastante importantes en cuanto que vienen a dar respuesta a
problemas que au´n permanecı´an abiertos en el campo.
El capı´tulo tercero comienza presentado las cuestiones conceptuales y notacio-
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nales que resultan necesarias para la comprensio´n del material que se presenta en
todo el bloque y reflexiona acerca del sentido de algunos de los conceptos involucra-
dos y de las limitaciones que habitualmente se le imponen a un estudio de este tipo
–algunas de las cuales son criticadas y no sera´n asumidas en nuestras propuestas–.
A continuacio´n se presentan las propiedades estructurales de la relacio´n inferencial
deductiva, comenzando con las de la versio´n cla´sica y siguiendo con la formulacio´n
novedosa que hemos denominado deduccio´n plural.
En el capı´tulo cuarto y quinto se estudian con detalle las correspondientes pro-
piedades estructurales de distintas versiones de relaciones inferenciales abductivas,
probando teoremas de representacio´n para varias de ellas. El modo de proceder en
ambos ha sido el siguiente: arrancar del estudio de un concepto de inferencia que
este´ a la base tanto de nuestra nocio´n de inferencia abductiva como de la propuesta
que esta´ a la base de los resultados estructurales que hasta ahora han sido publica-
dos (es decir, la nocio´n que propugna Atocha Aliseda). A partir de esa propuesta
base estudiamos otras que an˜aden alguna otra condicio´n, de modo que esto permite
ver que´ nuevas propiedades se ‘ganan’ y cua´les se ‘pierden’ con cada uno de esos
requisitos adicionales. El elenco de casos estudiados no abarca todas las situaciones
posibles, pero sı´ que presenta las situaciones que son ma´s relevantes para el objeti-
vo de nuestra investigacio´n y algunas ma´s que conjuntamente permiten ‘vislumbrar’
las caracterı´sticas de otras situaciones concretas.
En cada uno de estos tres capı´tulos, la terminologı´a puede ser una dificultad adi-
cional: buena parte de los ro´tulos son de nuevo cun˜o y a menudo resultan largos.
De ambas circunstancias, la u´ltima es consecuencia de haber optado por reducir el
nu´mero de denominaciones necesarias, no creando te´rminos para situaciones que
podrı´amos considerar ‘intermedias’ (es decir, te´rminos que de un modo jera´rquico
o estratificado acumulan cualidades anteriores –digamos metafo´ricamente, te´rmi-
nos que a modo de ((matrioskas)) ‘engloban’ todas las cualidades que esta´ en niveles
inferiores–), y en su lugar haber construido dichos ro´tulos enumerando todas los ad-
jetivos que se agregan como cualificacio´n sobre el caso base. Este modo de proceder
puede hacer menos fluida la lectura frente al que crea nuevos te´rminos ‘desconec-
tados’ entre cada ‘nivel’ y sus ‘ramificaciones’, pero adema´s de ser ma´s econo´mico
en cuanto al elenco terminolo´gico tiene tambie´n la ventaja de que en todo momento
pone claramente de manifiesto los vı´nculos entre los distintos conceptos (digamos,
en terminologı´a aristote´lica, que revelan cristalinamente tanto su ‘ge´nero comu´n’
como sus ‘diferencias especı´ficas’). Eso sı´, la cantidad de resultados, junto a la cita-
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da complejidad terminolo´gica, conllevan el peligro de que nos ocurra aquello de lo
que intenta prevenirnos el proverbio: “que los a´rboles nos impidan ver el bosque”.
Para facilitar esta visio´n sino´ptica se han insertado junto al texto principal un buen
nu´mero de diagramas en los que que se presentan de un modo muy intuitivo cua´les
son los vı´nculos entre diversos conjuntos de reglas, tanto de un modo general como
para ciertas relaciones inferenciales que cumplen determinadas condiciones. Con
el mismo fin, en un ape´ndice se han recogido todas las denominaciones abreviadas
correspondientes a los conjuntos de reglas que aparecen en el texto y se ha indicado
a que´ relaciones inferenciales corresponden.
En el capı´tulo sexto presentamos una aportacio´n que mejora, en relacio´n al es-
tado del arte anterior, las propiedades computacionales (en situaciones promedio
tı´picas) de un sistema lo´gico muy potente: la lo´gica de la comunicacio´n y el cambio
(a la cual nos referiremos ma´s brevemente como LCC). E´ste resulta especialmente
indicado para la modelizacio´n de la inferencia abductiva ordinaria en tanto que, a
diferencia de la lo´gica episte´mica dina´mica en sentido convencional (DEL), permite
dar cuenta no so´lo del conocimiento que los sujetos tienen de la realidad sino tam-
bie´n de los cambios que pueden ocurrir en la misma. LCC es una extensio´n propia
tanto de la lo´gica proposicional cla´sica como de la lo´gica de anuncios pu´blicos (en
el sentido de que toda inferencia va´lida en alguna de estas u´ltimas lo seguira´ sien-
do en aque´lla, pero no viceversa), aunque su mayor potencia expresiva la ‘pagara´’
con un aumento de la complejidad computacional de cualquier algoritmo que quie-
ra probar en ella satisfacibilidad. La aportacio´n presenta tambie´n otras ventajas de
ı´ndole pra´ctico como su formulacio´n matricial y la presentacio´n de operaciones que
eliminan au´n ma´s ‘ruido’ en los procesos de obtencio´n de los transformadores de
programas, redundando todo ello en su mayor usabilidad.
En el se´ptimo capı´tulo se modeliza en el a´mbito de la Lo´gica Episte´mica Dina´mi-
ca una operacio´n que, a pesar de su relevancia gnoseolo´gica, apenas ha sido tratada
hasta la fecha dentro del a´mbito sen˜alado: la accio´n de olvidar. Este concepto y el
aparato desarrollado para su modelizacio´n formal permite, por ejemplo tratar, de
una manera novedosa en relacio´n a la literatura lo´gica, la abduccio´n ante anomalı´a.
Se presentan diversos modos de olvidar y se estudian los vı´nculos entre algunos de
ellos. Incluso para la que se toma como nu´cleo de la propuesta (la accio´n de olvidar-
si es verdadera una proposicio´n) se ha obtenido un sistema axioma´tico correcto y
completo. La modelizacio´n formal abordada en este capı´tulo se presenta u´nicamen-
te para escenarios monoagnetes, por lo que en el siguiente acometemos la tarea de
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hacer la correspondiente propuesta para sistemas con mu´ltiples agentes.
Sin embargo, en el capı´tulo octavo no nos limitamos a una formulacio´n que ten-
ga la expresividad indicada, sino que aprovechamos para hacer otra presentacio´n
que consiga reducir el taman˜o de los modelos (que en la anterior crecı´an de modo
exponencial) y que a la vez sea ma´ximamente respetuoso con el estado episte´mico
de los agentes previo a la ejecucio´n de la operacio´n de olvido. Ası´ pues, tanto en
este u´ltimo como en el primero de los capı´tulos de este tercer bloque no so´lo se ha
tenido en cuenta la adecuada modelizacio´n teo´rica sino que ha sido una preocupa-
cio´n constante la implementabilidad de la propuesta en herramientas informa´ticas
reales.
Finalmente se exponen los principales logros que se siguen de esta investiga-
cio´n, valora´ndolos a la luz de los objetivos que nos hemos propuesto.
Se incluyen en la presente memoria dos ape´ndices que pretenden facilitar la ca-
bal comprensio´n de lo aquı´ expuesto: en el primero de ellos se presenta una relacio´n
de los diferentes sı´mbolos que han sido empleados a lo largo del texto, e igualmen-
te se recogen algunas abreviaturas y convenciones tipogra´ficas (su consulta previa
a la lectura del texto puede ayudar a evitar ciertas confusiones que pueden surgir
si se asumen ta´citamente los ‘interpretaciones’ que en otros textos pueda tener la
misma notacio´n); en el segundo, ya mencionado, se recogen todas las denominacio-
nes abreviadas correspondientes a los conjuntos de reglas que aparecen en el texto.
Adema´s de la bibliografı´a consultada para esta investigacio´n, cierran el texto sendas
listas de las tablas y figuras que aparecen a lo largo de la obra.
La motivacio´n de este trabajo parte de la necesidad de profundizar desde un pun-
to de vista lo´gico en una cuestio´n crucial para varias disciplinas, pero que u´ltima-
mente esta´ siendo abordada con ma´s intensidad desde otros a´mbitos (especialmente
la Filosofı´a de la Ciencia y la Inteligencia Artificial) y cuyo tratamiento en el a´mbito
de la Lo´gica se centra ma´s en el co´mo caracterizarla e implementarla de modo efec-
tivo en sistemas lo´gicos concretos, con un cierto descuido por la indagacio´n sobre la
misma en una perspectiva lo ma´s general posible. Los objetivos concretos y la meto-
dologı´a de esta investigacio´n han sido ya expuestos en este pro´logo que ya se acerca
a su final. Retomando las ideas que se exponı´an en sus primeros pa´rrafos, podemos
afirmar que, a la luz del plan de trabajo que ha sido expuesto, nuestra investigacio´n
aparece como fiel reflejo de esa relacio´n simbio´tica entre saberes: tomando en cuen-
ta, adema´s de las puramente internas, motivaciones intuitivas que nos proporcionan
otras disciplinas y las aportaciones ma´s relevantes que se han realizado a lo largo
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de la historia del pensamiento en relacio´n a la cuestio´n que nos ocupa, formulamos
propuestas formales que superan el estado de la cuestio´n en el a´mbito de la Lo´gi-
ca, propuestas que a su vez trascienden lo puramente formal y podra´n proporcionar
un nuevo impulso en el tratamiento intuitivo que desde la Filosofı´a de la Ciencia o
desde la Inteligencia Artificial se hace de esta cuestio´n. En cuanto a la presentacio´n
del estado del arte hemos optado por fragmentarla de modo que anteceda en cada
caso a cada aspecto concreto (normalmente al inicio del capı´tulo o de la seccio´n).
Algunas de las ideas recogidas en esta memoria han sido presentadas y discu-
tidas con otros participantes en los congresos, jornadas, workshops..., que a conti-
nuacio´n se enumeran en orden cronolo´gico inverso:
Nepomuceno Ferna´ndez, A.; Sarrio´n Morillo, E.; Soler Toscano, F. & Vela´z-
quez Quesada, F.R.: Public and Secret Forgetting of Propositional Formulas.
Conferencia CAEPIA’2015. Universidad de Castilla-La Mancha. 2015.
Sarrio´n Morillo, E.: Nuevas modelizaciones formales de la abduccio´n y sus
aplicaciones. VIII Congreso de la Sociedad de Lo´gica, Metodologı´a y Filo-
sofı´a de la Ciencia en Espan˜a. Facultad de Filosofı´a - Universidad de Barce-
lona. 2015.
Sarrio´n Morillo, E.: Forgetting complex propositions. Workshop “Logic on
Computation”. Escuela Te´cnica Superior de Ingenierı´a Informa´tica - Univer-
sidad de Ma´laga. 2015.
Sarrio´n Morillo, E.: Transformadores eficientes de programas para traducir
LCC a PDL. Workshop “Lo´gica, Lenguaje e Informacio´n”. Escuela Te´cnica
Superior de Ingenierı´a Informa´tica - Universidad de Ma´laga. 2014.
Pardo Ventura, P.; Sarrio´n Morillo, E.; Soler Toscano, F. & Vela´zquez Que-
sada, F.R.: Efficient program transformers for translating LCC to PDL. 14th
European Conference on Logics in Artificial Intelligence - JELIA’14. Univer-
sidade da Madeira. 2014.
Sarrio´n Morillo, E.: Abduccio´n y cambio de marco lo´gico. I Congreso Inter-
nacional de la Red Espan˜ola de Filosofı´a. Facultad de Filosofı´a - Universidad
de Valencia y Red Espan˜ola de Filosofı´a. 2014.
19
Sarrio´n Morillo, E.: Para seguir pensando en torno a la abduccio´n. VIII Jor-
nadas Ibericas - “Debates da Filosofia da Cieˆncia Contemporaˆnea”. Tec Labs
- Centro de Inovac¸a˜o da Fac.Cieˆncias - Universidade de Lisboa. 2014.
Sarrio´n Morillo, E.: Concepcio´n generalizada de la abduccio´n y su implemen-
tacio´n. Simposio sobre Lo´gica y Computacio´n. Escuela Te´cnica Superior de
Ingenierı´a Informa´tica - Universidad de Ma´laga. 2104.
Sarrio´n Morillo, E.: Abduccio´n en el retı´culo de los sistemas normales de
la Lo´gica Modal Proposicional. International Symposium of Epistemology,
Logic and Language. Faculdade de Cieˆncias - Universidade de Lisboa. 2012.
Sarrio´n Morillo, E.; Herna´ndez Anto´n, I. & Nepomuceno Ferna´ndez, A.: Tra-
tamiento multimodal de contextos. VII Congreso de la Sociedad de Lo´gica,
Metodologı´a y Filosofı´a de la Ciencia en Espan˜a. Santiago de Compostela.
2012.
Herna´ndez Anto´n, I.; Sarrio´n Morillo, E. & Soler Toscano, F.: Abduccio´n
y Sema´ntica de Teorı´a de Juegos. VII Congreso de la Sociedad de Lo´gica,
Metodologı´a y Filosofı´a de la Ciencia en Espan˜a. Santiago de Compostela.
2012.
Sarrio´n Morillo, E.: Utilidad de la Lo´gica de Contextos en la Filosofı´a de la
Ciencia. II Brainstorming de Epistemologı´a, Lo´gica y Lenguaje. Facultad de
Filosofı´a - Universidad de Sevilla. 2012.
Herna´ndez Anto´n, I.; Nepomuceno Ferna´ndez, A. & Sarrio´n Morillo, E.: La
inferencia cientı´fica relativa al contexto. VI Jornadas Ibe´ricas - Lo´gica, Len-
guaje, Mente y Ciencia. Facultad de Filosofı´a - Universidad Complutense de
Madrid. 2011.
Adema´s, muchos de los contenidos de esta memoria han dado lugar a diferen-
tes publicaciones, las cuales se presentan a continuacio´n agrupadas en tres tipos y,
dentro de cada uno de ellos, enumeradas en orden cronolo´gico inverso:
I ARTI´CULOS DE REVISTAS:
Pardo Ventura, P.; Sarrio´n Morillo, E.; Soler Toscano, F. & Vela´zquez Quesa-
da, F.R.: Tuning the program transformers from LCC to PDL. [bajo revisio´n
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en Journal of Applied Logic, ISSN: 1570-8683 (fecha de presentacio´n: 22-
01-2016)].
Ferna´ndez Duque, D.; Nepomuceno Ferna´ndez, A.; Sarrio´n Morillo, E.; So-
ler Toscano, F. & Vela´zquez Quesada, F.R.: Forgetting complex propositions.
Journal of IGPL, 23 (6), pp. 942-965. 2015. ISSN: 1367-0751 y e-ISSN:
1368-9894.
Sarrio´n Morillo, E.: LCC-program transformers through Brzozowski’s equa-
tions. Bulletin of the European Association for Theoretical Computer Science,
116, pp. 220-229. 2015. ISSN: 0252-9742. [Recoge trabajos ampliados se-
leccionados con posterioridad entre los presentados en el Workshop “Lo´gica,
Lenguaje e Informacio´n”.]
I CAPI´TULOS DE LIBROS:
Herna´ndez Anto´n, I.; Nepomuceno Ferna´ndez, A. & Sarrio´n Morillo, E.: La
inferencia cientı´fica relativa al contexto. En Ferna´ndez Moreno, L.; Salgue-
ro Lamillar, F.J.; Bare´s Go´mez, C. (eds.): Ensayos sobre Lo´gica, Lenguaje,
Mente y Ciencia, pp. 17-30. Ediciones Alfar. 2012. ISBN: 9788478984626.
Nepomuceno Ferna´ndez, A.; Sarrio´n Morillo, E.; Soler Toscano, F. & Ve-
la´zquez Quesada, F.R.: Investigar con lo´gicas no cla´sicas. En Lo´pez-Co´zar
Delgado, R. (ed.): Aplicaciones Multidisciplinares de Sistemas de Dia´logo,
pp. 157-173. Red Tema´tica en Sistemas de Dia´logo Avanzados. 2015. ISBN:
9788494012853.
I ACTAS DE CONGRESOS Y OTRAS PUBLICACIONES:
Sarrio´n Morillo, E.: Para seguir pensando en torno a la abduccio´n. En Pom-
bo, O. (ed.): VIII Jornadas Ibericas - “Debates da Filosofia da Cieˆncia Con-
temporaˆnea”. Centro de Filosofia das Cieˆncias - Universidade de Lisboa. En
prensa. [Recoge trabajos ampliados seleccionados con posterioridad entre los
presentados en las citadas jornadas.]
Nepomuceno Ferna´ndez, A.; Sarrio´n Morillo, E.; Soler Toscano, F. & Vela´z-
quez Quesada, F.R.: Public and Secret Forgetting of Propositional Formulas.
En Puerta, J.M.; Ga´mez, J.A.; Dorronsoro, B.; Barrenechea, E.; Troncoso, A.;
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Baruque, B. & Galar, M. (ed.): Advances in Artificial Intelligence (16th Con-
ference of the Spanish Association for Artificial Intelligence, CAEPIA 2015.
Albacete, Spain, November 9-12, 2015. Proceedings), pp. 139-149. Lecture
Notes in Artificial Intelligence, 9422. Springer. 2015. ISBN: 9783319245973
y e-ISBN: 9783319245980. [Reducida seleccio´n de trabajos de la citada con-
ferencia.]
Sarrio´n Morillo, E.: Nuevas modelizaciones formales de la abduccio´n y sus
aplicaciones. En Dı´ez, J.; Garcı´a-Carpintero, M.; Martı´nez, J. & Oms, S.
(eds.): Actas del VIII Congreso de la Sociedad de Lo´gica, Metodologı´a y Fi-
losofı´a de la Ciencia en Espan˜a, pp. 57-64. Sociedad de Lo´gica, Metodologı´a
y Filosofı´a de la Ciencia en Espan˜a y Universitat de Barcelona. 2015. ISBN:
9788460693031.
Pardo Ventura, P.; Sarrio´n Morillo, E.; Soler Toscano, F. & Vela´zquez Que-
sada, F.R.: Efficient program transformers for translating LCC to PDL. En
Ferme´, E. & Leite, J. (eds.): Logics in Artificial Intelligence (14th Euro-
pean Conference, JELIA 2014. Funchal, Madeira, Portugal, September 24-
26, 2014. Proceedings), pp. 253-266. Lecture Notes in Artificial Intelligence,
8761. Springer. 2014. ISBN: 9783319115573 y e-ISBN: 9783319115580.
Sarrio´n Morillo, E.: Abduccio´n y cambio de marco lo´gico. En Campillo, A.
& Manzanero, D. (coords.): Los retos de la Filosofı´a en el siglo XXI, vol.
X –Corredor, C. (ed.): Lo´gica, Lenguaje y Argumentacio´n–, pp. 71-85. Pu-
blicacions de la Universitat de Vale`ncia y Red Espan˜ola de Filosofı´a. 2015.
ISBN: 9788437096803. [Recoge trabajos ampliados y revisados que fueron
seleccionados con posterioridad entre los presentados en el I Congreso Inter-
nacional de la Red Espan˜ola de Filosofı´a.]
Sarrio´n Morillo, E.; Herna´ndez Anto´n, I. & Nepomuceno Ferna´ndez, A.: Tra-
tamiento multimodal de contextos. En Martı´nez Vidal, C.; Falguera, J.L.;
Sagu¨illo, J.M.; Verdejo, V.M. & Pereira-Farin˜a, M.: VII Congreso de la Socie-
dad de Lo´gica, Metodologı´a y Filosofı´a de la Ciencia en Espan˜a, pp. 81-87.
Servicio de Publicacions da Universidade de Santiago de Compostela. 2012.
ISBN: 9788498879391.
Herna´ndez Anto´n, I.; Sarrio´n Morillo, E. & Soler Toscano, F.: Abduccio´n y
Sema´ntica de Teorı´a de Juegos. En Martı´nez Vidal, C.; Falguera, J.L.; Sagu¨illo,
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J.M.; Verdejo, V.M. & Pereira-Farin˜a, M.: VII Congreso de la Sociedad de
Lo´gica, Metodologı´a y Filosofı´a de la Ciencia en Espan˜a, pp. 60-66. Servi-
cio de Publicacions da Universidade de Santiago de Compostela. 2012. ISBN:
9788498879391.
Quienes tienen ya una amplia experiencia en el a´mbito de la investigacio´n dicen
que la elaboracio´n de la tesis doctoral es so´lo el comienzo del camino, una etapa
preparatoria que a su te´rmino permite acreditar que se han adquirido las habilidades
indispensables para ejercer de forma competente la investigacio´n en algu´n campo
de conocimiento. Siendo esto ası´, parece que haber afrontado retos de ı´ndole muy
diversa es el mejor modo de aproximarse a lo que sera´ el ejercicio profesional real
en este poliface´tico a´mbito, el de la Lo´gica, en el que lo mismo hay que habe´rselas
con las ideas de un pensador que realizo´ sus propuestas hace ma´s de 2000 an˜os,
que hay que afanarse en la demostracio´n rigurosa de un resultado expresado en un
simbolismo muy alejado del lenguaje natural humano.
Parte I
Abduccio´n: Filosofı´a y Lo´gica
(capı´tulos 1 y 2)

Capı´tulo 1
Introduccio´n: breve bosquejo
histo´rico-filoso´fico del concepto de
abduccio´n
Abrimos este capı´tulo inicial presentando algunas de las aportaciones que a lo
largo de la historia del pensamiento han ido configurando el concepto central de
nuestra investigacio´n –la abduccio´n– y pondremos de manifiesto las coincidencias
y diferencias con otro que esta´ estrechamente conectado con e´l: la inferencia a la
mejor explicacio´n. No cabe aquı´ el intento de agotar los diferentes tratamientos de
dichas cuestiones, pero sı´, al menos, presentar las lı´neas maestras de las aporta-
ciones ma´s influyentes y reflexionar sobre las notas esenciales de esos conceptos.
Finalizaremos el capı´tulo con una discusio´n crı´tica de la que ha sido considerada
entre los estudiosos de la abduccio´n como la caracterizacio´n informal de la versio´n
paradigma´tica.
1.1. La abduccio´n en su sentido cla´sico
Lo que en Lo´gica se entiende comu´nmente por abduccio´n –y en esta investiga-
cio´n llamaremos abduccio´n ordinaria1–, es un concepto que fue explı´citamente teo-
rizado por Charles Sanders Peirce en textos que van desde 1866 a 1907. Dicho autor
puso de manifiesto que esta nocio´n ya se encontraba apuntada con ide´ntico sentido,
1 Tambie´n se le puede llamar abduccio´n cla´sica o abduccio´n esta´ndar o, por razones que se
comprendera´n mejor posteriormente, abduccio´n elemental.
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bajo el ro´tulo de hipo´tesis, en diversos escritos publicados con anterioridad por Wi-
lliam Whewell (especialmente en sus obras, que cabrı´a tildar de ‘monumentales’,
[Whe37] y [Whe40], con 3 y 2 volu´menes respectivamente), aunque debemos decir
que en ellas no fue suficientemente desarrollada. Otros autores de su e´poca trataron
tambie´n la cuestio´n (entre ellos destaca especialmente John Stuart Mill [Mil43]2),
pero no cabe la menor duda de que es Peirce el referente fundacional para todos
los investigadores actuales de la abduccio´n, adopten e´stos un enfoque formal o no
formal, y en ambos casos, tanto de los que suscriben fielmente sus propuestas como
de quienes so´lo parten de e´stas para desarrollarlas e incluso de quienes discrepan en
mayor o menor grado de ellas.
La palabra abduccio´n deriva del vocablo latino ((abductio)), el cual fue empleado
por el humanista Julius Pacius para traducir en 1597 el te´rmino griego ((apagoge´)),
que habı´a sido el usado por Aristo´teles en el capı´tulo 25 del libro II de los Analı´ticos
primeros [Ari82] –siendo e´ste el precedente ma´s remoto del que tenemos constancia
en relacio´n al estudio del concepto central de nuestra investigacio´n–. En dicha obra
el estagirita abordo´ las tres formas de razonamiento siguientes: ((apodeixis)) (tra-
ducida como deduccio´n o demostracio´n apodı´ctica’), ((epagoge´)) (traducida como
induccio´n o comprobacio´n) y ((apagoge´)) (traducida inicialmente como abduccio´n
o reduccio´n y vinculada a lo largo de la historia, en mayor o menor grado, con
las expresiones deduccio´n en reversa, retroduccio´n, presuncio´n, hipo´tesis, conje-
tura, explicacio´n, hipo´tesis explicativa, razonamiento explicativo y razonamiento
hipote´tico, entre otras).
El propio Peirce utilizo´ a lo largo de su obra varias de esas expresiones y al-
gunas ma´s con la intencio´n de destacar en cada momento unos aspectos u otros;
hasta ocho maneras distintas encontramos en la obra peirceana para referirse a este
concepto: razonamiento a posteriori, hipo´tesis, razonamiento por signos, retroduc-
cio´n, presuncio´n, conjetura, adivinacio´n y abduccio´n. No todas ellas tuvieron exac-
tamente la misma significacio´n, e incluso una misma expresio´n fue caracterizada
con distintos rasgos en diferentes e´pocas; pero todas esta´n vinculadas al concepto
de razonamiento3 a un antecedente. Curiosamente, Peirce abandono´ el uso de la pa-
2 En el texto citado Stuart Mill abordo´ la cuestio´n de la induccio´n, pero en el seno de sus
reflexiones se refirio´ tambie´n a la elaboracio´n de hipo´tesis. Tras la publicacio´n de esa obra el citado
William Whewell escribio´ dos monografı´as, [Whe49] y [Whe58], en las que presento´ sus objeciones
a las propuesta del anterior, en particular distinguiendo claramente entre las relaciones inferenciales
que hoy reciben los ro´tulos de induccio´n y abduccio´n.
3 En todas las obras de la ingente produccio´n peirceana, salvo en una, razonamiento e inferen-
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labra abduccio´n en sus u´ltimos escritos sobre la cuestio´n, probablemente para evitar
la identificacio´n directa de su concepto con el aristote´lico, a pesar de que e´l mismo
habı´a defendido esta relacio´n an˜os atra´s.
El planteamiento peirceano no fue diacro´nicamente homoge´neo, de hecho es
habitual entre los estudiosos de e´ste considerar la existencia de distintas etapas en
su concepcio´n de la cuestio´n que aquı´ nos ocupa, dado que presenta una notable
evolucio´n en los ma´s de 40 an˜os en los que escribio´ sobre ella. Ası´, por ejemplo, una
de las propuestas ma´s influyentes, la de Fann [Fan70], distingue las tres siguientes:
Una primera, que abarcarı´a desde 1860 hasta 1890, en la que la abduccio´n (al
igual que la deduccio´n y la induccio´n) esta´ ligada al silogismo aristote´lico.
Una segunda etapa, concebida como un periodo de transicio´n entre las dos
principales y que abarcarı´a desde 1891 hasta 1898. En e´sta se usa preferente-
mente la expresio´n retroduccio´n, designando ello la adopcio´n de una hipo´tesis
y asumiendo los nuevos rasgos de ser verificable y explicar hechos. Esto, a su
vez, le condujo a la tematizacio´n de nuevas ideas, tales como la de economı´a
de la investigacio´n.
Una u´ltima etapa, que irı´a desde 1901 hasta 1914, en la que las tres formas
de inferencia constituyen las tres etapas del me´todo cientı´fico, repitie´ndose
cı´clicamente en los procesos de investigacio´n: con la abduccio´n se propone
una hipo´tesis para explicar algunos hechos observados, mediante la deduccio´n
se derivan las consecuencias de dicha hipo´tesis y, finalmente, la induccio´n
contrasta estas consecuencias con la experiencia4.
cia aparecen usados como sino´nimos. Aunque es posible diferenciarlos, en este texto tambie´n los
usaremos de forma indistinta.
4 Enfatizamos el hecho de que Peirce usa en esta etapa el te´rmino induccio´n en un sentido
estrechamente vinculado al de nuestra contrastacio´n empı´rica, mientras que en el a´mbito lo´gico
actual la induccio´n es un proceso inferencial por el que se generaliza un predicado para los objetos
de cierto conjunto a partir de la constatacio´n de que los elementos de un subconjunto propio del
mismo satisfacen esa propiedad; dicho ma´s formalmente: dado un conjunto no vacı´o de objetos
A y un subconjunto propio B del anterior, si todos los te´rminos que representan a los elementos
de B satisfacen el predicado P –es decir, si ∀x(B(x) → P (x))–, entonces podemos inferir por
induccio´n que todos los te´rminos que representan a los elementos de A satisfacen el mismo predicado
P –es decir, se infiere ∀x(A(x) → P (x))–. Por supuesto, la induccio´n esta´ sujeta a una serie de
condiciones adicionales, pero aquı´ so´lo se ha sen˜alado la anterior para poner de manifiesto la notable
divergencia entre las dos acepciones del te´rmino indicado. Algunos autores denominan induccio´n
enumerativa a una inferencia con un enfoque ana´logo al presentado pero sin exigencias adicionales.
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Su concepcio´n en la primera etapa queda magnı´ficamente ilustrada por una terna
de ejemplos, convertida hoy en arquetı´pica, que Peirce presenta en 1878 dentro del
texto titulado Deduction, induction, and hypothesis (CP 2.623)5, la cual muestra
con sencillez las diferencias entre tres modos de inferencia ba´sicos, quedando en
evidencia el distinto rol que juegan las proposiciones comunes involucradas (vea´se
la tabla 1 (1.1), en la cual se ha seguido la convencio´n usual segu´n la cual sobre la
raya se indican las premisas y bajo ella la conclusio´n):
Deduccio´n:
Regla: Todas las alubias de este saco son blancas.
Caso: Estas alubias son de este saco.
Resultado: Estas alubias son blancas.
Induccio´n:
Caso: Estas alubias son de este saco.
Resultado: Estas alubias son blancas.
Regla: Todas las alubias de este saco son blancas.
Abduccio´n:
Regla: Todas las alubias de este saco son blancas.
Resultado: Estas alubias son blancas.
Caso: Estas alubias son de este saco.
Tabla 1 (1.1): Terna de ejemplos que permite distinguir de modo sencillo los
tipos de inferencia ba´sicos que acepta C.S. Peirce.
Sin embargo, la concepcio´n peirceana presenta una filiacio´n compleja con la no-
5 Mediante las iniciales CP –seguidas del nu´mero del volumen y, tras un punto, del nu´mero del
para´grafo–, se acostumbran a citar los textos de la recopilacio´n The collected papers of Charles S.
Peirce [Pei94].
1.1. La abduccio´n en su sentido cla´sico 29
cio´n de ((apagoge´)) aristote´lica. Esto es debido a dos factores: primero, la evolucio´n
que tanto las ideas del estagirita como las de Peirce tuvieron en relacio´n al concepto;
y segundo, la diversidad de interpretaciones que los comentadores del filo´sofo grie-
go hicieron a lo largo del tiempo, las cuales presentaban la ((apagoge´)) ma´s o menos
pro´xima, segu´n el caso, a la inferencia inductiva o a la inferencia por analogı´a. A
este respecto, los estudiosos del pensamiento peirceano han puesto de manifiesto
que la concepcio´n de la abduccio´n profesada inicialmente por e´ste esta´ muy condi-
cionada por la interpretacio´n escola´stica de la propuesta aristote´lica –en particular,
por la teorı´a medieval de las ((consequentiae)) y por las ideas de Duns Scoto– (lo
cual no resulta extran˜o a tenor del gran conocimiento de la Filosofı´a Medieval que
poseı´a el pensador norteamericano). No obstante, fue el propio Peirce quien se es-
forzo´ por vincular su concepto de abduccio´n con el presentado en el capı´tulo 25
de los Analı´ticos primeros: “Busque´ ma´s alla´ y encontre´ que... Aristo´teles abre el
citado capı´tulo con una descripcio´n de la inferencia de la premisa menor a partir de
la mayor y la conclusio´n...”6.
Aproximadamente durante tres de´cadas se sintio´ Peirce seducido por la regulari-
dad de esta formulacio´n, que mediante simples permutaciones a partir de un patro´n
silogı´stico inicial le permitı´a caracterizar tres tipos de inferencia distintos. La in-
sistencia en esta tricotomı´a tendra´ un doble coste: por un lado, tener que forzar o
no considerar algunos rasgos de cada una de las formas de razonamiento sen˜ala-
das con el fin de mantener unos componentes comunes (a saber, la regla, el caso
y el resultado); por otro, descuidar otras posibles formas de inferencia o empen˜ar-
se en subsumirlas bajo una de las tres anteriores (ası´ ocurrio´, por ejemplo, con la
inferencia por analogı´a7).
No obstante, el concepto de abduccio´n que desde la Filosofı´a de la Ciencia ac-
tual se toma como paradigma, y que esta´ a la base de la modelizacio´n lo´gica que en
este trabajo tomamos como punto de partida en el a´mbito formal, es el que Peirce
sostiene en la tercera fase mencionada, ma´s concretamente el que da en sus Confe-
rencias de 1903: “El hecho sorprendente, C, es observado; pero, si A fuese verda-
dero, C serı´a obvio. Por tanto, hay razo´n para sospechar que A es verdadero” (CP
5.189). Con esta presentacio´n Peirce enfatiza la idea de que la abduccio´n es un pro-
ceso inferencial mediante el que se generan explicaciones a partir de observaciones.
6 Traduccio´n realizada a partir del texto incluido en el libro de Murphey [Mur61].
7 Peirce sostendra´ en este punto que no encuentra motivo para aceptar un cuarto tipo de inferencia
ba´sico, de modo que considera que la analogı´a puede ser caracterizada como una composicio´n de
las tres formas de inferencia elementales: deduccio´n, induccio´n y abduccio´n.
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Pero, salta a la vista, que entendido el anterior como razonamiento deducti-
vo, e´ste no serı´a va´lido, puesto que su conclusio´n es falible: es posible describir
situaciones en las que, aun considerando que las proposiciones de la teorı´a y la
proposicio´n que describe el hecho sorprendente son verdaderas, y siendo la lo´gica
deductiva subyacente correcta, se puede obtener una conclusio´n falsa. De hecho,
visto de esa manera serı´a un calco de la conocida falacia de afirmacio´n del conse-
cuente. Ası´ pues, como el mismo filo´sofo pragmatista sen˜ala (y en ello coinciden
todas las propuestas y todas las interpretaciones desde la del estagirita), la abduc-
cio´n es un tipo de inferencia no apodı´ctica8, de modo que su conclusio´n tiene un
cara´cter puramente hipote´tico (lo cual la distingue claramente del silogismo aris-
tote´lico en sentido propio). Ma´s concretamente, la conclusio´n era concebida por
e´l como una conjetura que se muestra u´til en la explicacio´n9 de alguna proposi-
cio´n de la que previamente no se dispone de su ‘soporte teo´rico’ (es decir, permite
dar cuenta de la proposicio´n que enuncia un hecho sorprendente) y que se aspira
a justificar teo´ricamente. Naturalmente, dicha conclusio´n debe ser contrastada, y
eventualmente puede ser cambiada, tras la adquisicio´n de nueva informacio´n por
parte del razonador; por tanto, se trata de un razonamiento revisable. Ma´s au´n, Peir-
ce insiste en que la conclusio´n abductiva no puede tomarse ni siquiera como una
creencia, sino como una mera sugerencia, una mera sospecha que hay que poner a
prueba experimentalmente: so´lo en el caso de que dicha sospecha pase con e´xito el
proceso de contrastacio´n estarı´amos justificados para creer en ella.
8 El cara´cter apodı´ctico de la deduccio´n consiste en que la relacio´n de consecuencia entre premi-
sas y conclusio´n es incondicionalmente cierta y necesaria. Desde un punto de vista informativo esto
se traduce en que toda la informacio´n que tiene la conclusio´n esta´ ya, al menos implı´citamente, en
la premisas. Sin embargo, la abduccio´n es una modalidad de inferencia ampliativa, de manera que la
solucio´n abductiva tiene informacio´n que no contiene, ni explı´cita ni implı´citamente, la teorı´a inicial
–por lo que no resulta posible garantizar la necesidad de la conclusio´n–.
9 Algunos pensadores, entre ellos Searle [Sea01], distinguen entre justificar y explicar: una jus-
tificacio´n es una secuencia de enunciados que operan como cadena de razones para aceptar o realizar
algo (respectivamente, cierto conjunto de enunciados o cierto conjunto de acciones); mientras que
una explicacio´n es una secuencia no vacua de enunciados sobre un hecho o una ley tal que dicha se-
cuencia da cuenta de otro hecho u otra ley, en el sentido de que en aque´lla se expresa por que´ ocurre
e´ste o e´sta. En el presente texto usaremos indistintamente ambos te´rminos, aunque, obviamente, si
asumie´semos la distincio´n anterior, el rol de la inferencia abductiva, visto desde la exclusiva ‘o´ptica’
de la Lo´gica, estarı´a mucho ma´s pro´ximo al de la justificacio´n del problema abductivo que al de la
explicacio´n de e´ste.
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Tomis Kapitan propuso en [Kap97] la caracterizacio´n informal de la versio´n
paradigma´tica de la abduccio´n peirceana mediante las siguientes cuatro tesis:
Tesis inferencial: la abduccio´n es, o incluye, uno o varios procesos inferen-
ciales (CP 5.188-189; CP 7.202).
Tesis del propo´sito: el propo´sito de una abduccio´n cientı´fica es: (i) generar
nuevas hipo´tesis; y (ii) seleccionar de entre dichas hipo´tesis cua´les deben pa-
sar un posterior examen (CP 6.525).
Tesis de la comprehensio´n: la abduccio´n cientı´fica incluye todas las operacio-
nes por las que las teorı´as son generadas (CP 5.590).
Tesis de la autonomı´a: la abduccio´n es un razonamiento distinto e irreductible
a la induccio´n y a la deduccio´n (CP 5.146).
Las dos u´ltimas tesis han sido contestadas por distintos autores; pero, entre am-
bas, es sin duda la u´ltima la que ma´s crı´ticas ha recibido. En ella, por supuesto, el
te´rmino clave es irreductible, pues dependiendo de lo que por e´l se entienda pue-
de resultar o no aceptable aque´lla. En este sentido, en la actualidad, al menos en el
a´mbito de la Lo´gica, la inmensa mayorı´a de los intentos de caracterizar la abduccio´n
mantienen una fuerte vinculacio´n entre e´sta y la deduccio´n (de hecho, en algunos
casos, los me´todos de ca´lculo efectivo de la solucio´n abductiva no son sino un uso
especial de me´todos ampliamente usados en las lo´gicas deductivas).
Douglas Nin˜o, en su tesis doctoral [Nin˜], sen˜ala tres rasgos, correspondientes
a otras tantas dimensiones, mediante los que se puede caracterizar a la abduccio´n
en Peirce y, por tanto, distinguirla de las otras formas de razonamiento ba´sicas para
dicho autor:
En su dimensio´n formal, la abduccio´n es una inferencia a un ‘antecedente’ a
partir de una ‘relacio´n de consecuencia’ y un ‘consecuente’10).
En su dimensio´n metodolo´gica, la abduccio´n tiene siempre como primera pre-
misa la constatacio´n de un hecho sorprendente (es decir, un hecho respecto
del que hay cierta ausencia de conocimiento) y del cual se debe dar cuenta.
Si no existiese esta duda inicial, carecerı´a de sentido acudir a este modo de
inferencia.
10 Los te´rminos de estos tres rasgos que aparezcan encerrados entre comillas simples deben
entenderse en el sentido medieval que tuvieron esas expresiones.
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Y, en su dimensio´n epistemolo´gica, esta forma de inferencia mantiene en la
conclusio´n (el ‘antecedente’) el estado de ignorancia inicial (es decir, el es-
tado episte´mico del ‘consecuente’), por cuanto dicha conclusio´n surge como
una solucio´n posible al reto de explicar el hecho sorprendente, pero ella no
tiene la suficiente garantı´a de certeza para convertirse en una creencia justifi-
cada.
1.2. La inferencia a la mejor explicacio´n
Las propuestas de Peirce prepararon el camino y en cierto modo ya anticiparon
el concepto que ma´s tarde recibio´ el ro´tulo de inferencia a la mejor explicacio´n,
pero es erro´neo identificar sin ma´s esta u´ltima con la abduccio´n peirceana. No han
faltado tampoco quienes han vinculado, o incluso identificado, a la inferencia a la
mejor explicacio´n con otro tipo de argumentos: por ejemplo, para Josephson [Jos95]
la induccio´n es un tipo extremo de inferencia a la mejor explicacio´n. Ciertamente, si
analizamos la formulacio´n que dimos de la induccio´n en la seccio´n anterior, pode-
mos constatar que la generalizacio´n inductiva alcanzada permite expandir la teorı´a
de modo que se pueden inferir las proposiciones que forman la base de induccio´n11;
pero Josephson afirma que no so´lo se trata de un proceso abductivo (es decir, de una
inferencia que concluye proponiendo una posible explicacio´n), sino que constituye
verdaderamente una inferencia a la mejor explicacio´n, por cuanto resulta ma´s razo-
nable pensar que objetos del mismo tipo coincidan en esa cualidad que se induce
que pensar en otra posible explicacio´n de distinto tipo. Para quienes defienden este
planteamiento, en la generalizacio´n inductiva hay dos premisas adicionales ta´citas,
cuya explicitacio´n permite constatar que realmente se trata de una inferencia del
tipo indicado:
1) Todos los elementos del subconjunto B tienen la propiedad P .
2) La hipo´tesis de que todos los elementos del conjunto A tienen la propiedad P
explica que todos los elementos del subconjunto B tienen la propiedad P .
3) Ninguna otra explicacio´n posible del hecho de que todos los elementos del sub-
conjunto B tienen la propiedad P es mejor que la que proporciona la afirmacio´n de
11 Nosotros consideraremos que para poder hablar propiamente de una inferencia abductiva habrı´a
que establecer adema´s que al menos una de las proposiciones que componen la base inductiva no se
siga de la teorı´a.
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que todos los elementos del conjunto A tienen la propiedad P .
4) Por lo tanto, todos los elementos del conjunto A tienen la propiedad P .
Esta propuesta ha sido contestada por diversos autores e incluso habı´a sido ya
analizada antes que e´l, pero rechazada, por otros investigadores (en particular por
Ennis [Enn68]).
Por nuestra parte, con el fin de precisar el alcance del nuevo concepto y de-
terminar que´ vı´nculos tendrı´a en el pensamiento peirceano tanto con la abduccio´n
como con la induccio´n, comenzaremos presentando brevemente las caracterı´sticas
generales que este u´ltimo modo de inferencia tiene en la produccio´n del filo´so-
fo pragmatista norteamericano. Acudiendo nuevamente al texto citado de Douglas
Nin˜o [Nin˜], en e´l encontramos los siguientes tres rasgos, correspondientes a las mis-
mas dimensiones que antes ya sen˜alamos para la abduccio´n, que caracterizarı´an a
la induccio´n peirceana:
En su dimensio´n formal, la induccio´n es la inferencia a una ‘relacio´n de con-
secuencia’.
En su dimensio´n metodolo´gica, necesariamente una de sus premisas es obte-
nida por predesignacio´n12.
Y, en su dimensio´n epistemolo´gica, esta forma de inferencia justifica la con-
clusio´n y permite que desaparezca la duda acerca de ella 13.
Ası´ pues, para Peirce, en el punto de partida, tanto de la abduccio´n como de la
induccio´n, existe un desconocimiento, pero en la induccio´n la ignorancia es respecto
a que´ otros objetos pueden poseer cierta caracterı´stica compartida por un determi-
nado grupo de objetos explorados, mientras que en la abduccio´n la ignorancia es
relativa a que´ otras caracterı´sticas (que no se siguen de las ya conocidas) pueden
compartir dicho grupo de objetos explorados.
Peirce, a diferencia de autores posteriores (entre ellos, Rudolf Carnap y Karl
Popper, quienes consideraban irrelevante co´mo se hubiese alcanzado una propues-
ta teo´rica), muestra preocupacio´n no so´lo por el asunto de la justificacio´n de las
12 Este requisito, tomado probablemente de William Rowan Hamilton, propone que los ‘caracte-
res comunes’ que se quieran generalizar se deben establecer antes de observar la muestra.
13 Recue´rdese que la induccio´n esta´ ligada en esta etapa del pensamiento peirceano a la contras-
tacio´n empı´rica.
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teorı´as cientı´ficas a la luz de la evidencia empı´rica, sino tambie´n por la cuestio´n
de co´mo se elaboran dichas teorı´as, lo cual apunta directamente a lo que se ha lla-
mado la lo´gica del descubrimiento cientı´fico (expresio´n que se hace cargo de la
famosa distincio´n entre contexto de descubrimiento y contexto de justificacio´n14).
Se podrı´a pensar que, dado que Carnap escribio´ diversas obras sobre la lo´gica in-
ductiva –especialmente [Car50], [Car52] y [Car55]–, debio´ considerar la existencia
de un me´todo de dicha naturaleza para generar propuestas teo´ricas. Sin embargo,
como indica de modo esclarecedor Andre´s Rivadulla ([RF91], pa´g. 72): “Para Ru-
dolf Carnap (1891-1970), en efecto, la tarea de la lo´gica inductiva no consiste en el
descubrimiento de leyes generales, sino en la determinacio´n del grado de confirma-
cio´n o probabilidad lo´gica de una hipo´tesis dada en base a la experiencia disponible.
La funcio´n de la lo´gica inductiva comienza para Carnap so´lo cuando se dispone de
una hipo´tesis explicativa de determinados feno´menos, cuya probabilidad a poste-
riori se trata de averiguar”. Por su parte, Popper niega la posibilidad de una lo´gica
del descubrimiento por un doble motivo, en ambos casos fruto de una concepcio´n
reduccionista: el primero es la identificacio´n del descubrimiento cientı´fico con un
golpe de inspiracio´n o ‘¡aja´!’ (ası´ pues, segu´n dice en [Pop59], el descubrimiento
cientı´fico es una cuestio´n que pertenece al a´mbito de la Psicologı´a) y el segundo es
una idea de la Lo´gica que la reduce a la Lo´gica Deductiva. Frente a ellos tenemos
la postura de Hempel ([HO48], [Hem62] y [Hem65a]), quien pretende fundamentar
el razonamiento explicativo desde un punto de vista lo´gico, e incluso, inicialmente
lo identifica con un particular modo de inferencia de la lo´gica cla´sica –claro esta´,
sujeto a ciertas condiciones adicionales (las cuales se fueron haciendo progresiva-
mente ma´s complejas a medida que los filo´sofos de la Ciencia iban encontrando
‘situaciones extran˜as’ a la luz de la propuesta inicial)–.
Tal como se ha puesto de manifiesto, a Carnap y Popper no les interesa, en
particular, determinar si una hipo´tesis ha sido alcanzada por induccio´n, mediante
abduccio´n, por analogı´a o mediante el concurso de una o varias de las anteriores en
conjuncio´n o no con la deduccio´n: el motivo es que ellos defienden que, indepen-
dientemente del modo en que se haya conseguido, no esta´ garantizada la idoneidad,
siquiera provisional, de la misma; por tanto, so´lo le concedera´n importancia a las
relaciones que existan entre la teorı´a y los enunciados que representan a los hechos
de experiencia. Pero entre estos dos u´ltimos autores, a su vez, surge una diferen-
14 Estos ro´tulos fueron propuestos por Hans Reichenbach [Rei38], aunque la distincio´n ya estaba
presente en una obra popperiana [Pop59].
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cia fundamental: Carnap asigna valores cuantitativos de probabilidad a las hipo´tesis
cientı´ficas a partir del repertorio de evidencias disponibles y asume como criterio
metodolo´gico que el cientı´fico debe adoptar las hipo´tesis con mayor ı´ndice de pro-
babilidad; por su parte, Popper propone como criterio metodolo´gico la preferencia
por las hipo´tesis que ‘se arriesguen ma´s’ a ser falsadas en el proceso de contras-
tacio´n –lo que puede desembocar en la adopcio´n de aque´llas que, a tenor de la
experiencia previa, resultan ma´s improbables–.
Por su parte, el filo´sofo pragmatista norteamericano, opuesto al bayesianismo,
habı´a sostenido que la mejor explicacio´n no tiene por que´ ser la ma´s probable sino la
que proporciona ma´s consecuencias que pueden fa´cilmente ponerse a prueba (idea
que esta´ muy cerca del falibilismo popperiano). De entre dos explicaciones, Peirce
preferira´ la ma´s ‘econo´mica’, pero ello no conlleva que tambie´n sea la ma´s plausi-
ble, sino so´lo que es la ma´s apropiada para ponerla a prueba. Por ello hay ocasiones
en las que recomienda tomar la hipo´tesis ma´s implausible para someterla a contras-
tacio´n, dado que presumiblemente sera´ la ma´s fa´cilmente refutable.
Diversos autores, entre ellos Kapitan [Kap97], retomando en este punto una
objecio´n ya presentada en 1958 por Harry G. Frankfurt [Fra58], han criticado que
el esquema peirceano de la abduccio´n no tiene en cuenta en sı´ mismo el hecho
de que a menudo la hipo´tesis que se quiere obtener como conclusio´n no es una
cualquiera de entre las que pertenecen a un conjunto, sino la ma´s plausible de ellas
(esto contrasta con el planteamiento de Peirce, para el cual las abducciones son las
u´nicas conclusiones inferenciales para las que, despue´s de haber admitido que son
aceptables, au´n queda por investigar en un proceso ulterior si son ventajosas o no15).
En este sentido, el filo´sofo pragmatista recogio´ justamente en su economı´a de la
investigacio´n los diversos criterios para preferir una hipo´tesis sobre otras, pero para
Kapitan esto deberı´a conseguirse en el mismo proceso de abduccio´n si no se quiere
que e´sta sea un tipo de inferencia para la que es suficiente el requisito meramente
justificativo y que no distingue los diferentes grados de plausibilidad de las distintas
hipo´tesis posibles.
El pionero en el tratamiento lo´gico de la inferencia a la mejor explicacio´n fue
15 Tengamos en cuenta que, a diferencia de la deduccio´n, la induccio´n, la analogı´a y otros tipos
de argumentos, la abduccio´n es un modo de inferencia en el que a menudo la conclusio´n no viene
claramente sugerida por las premisas, siendo necesario para obtener aque´lla el concurso de la imagi-
nacio´n. Es por ello que varios de los autores que estudian informalmente la abduccio´n han intentado
encontrar el vı´nculo entre abduccio´n y pensamiento creativo (sirva de ejemplo [Kap90]).
36 Capı´tulo 1. Introduccio´n
Gilbert Harman, en su artı´culo The inference to the best explanation de 1965 [Har65],
y formulaciones distintas de esta misma nocio´n han sido dadas por Paul Thagard en
1978 [Tha78a] y Peter Lipton en 1991 [Lip91]. Para autores tan reputados como
Mika Kiikeri [Kii01b], Dov Gabbay y John Woods [GW05], la abduccio´n y la in-
ferencia a la mejor explicacio´n son semejantes; aunque otros, no menos relevantes,
como Jaako Hintikka [Hin98] y Sami Paavola [Paa06a], consideran que no se las
puede asimilar. Este u´ltimo sen˜ala que, dado que la abduccio´n es la inferencia a
una posible explicacio´n y no a la mejor, la inferencia a la mejor explicacio´n es un
concepto refinado en relacio´n al primero que se muestra ma´s apto para su incorpo-
racio´n en el ciclo de las tres etapas del me´todo de investigacio´n cientı´fica. Por su
parte, para Atocha Aliseda [AL06], la labor de la lo´gica en la abduccio´n terminarı´a
en la determinacio´n de los abducibles (es decir, de las posibles soluciones abducti-
vas) y a partir de aquı´ cualquier proceso de preferencia de una solucio´n sobre otra
serı´a un proceso extralo´gico.
Una cuestio´n central para este tipo de inferencia, pero muy problema´tica, sera´ po-
der determinar cua´ndo una explicacio´n es mejor que otra: Harman [Har92] enumera,
como criterios que propician esto, los de simplicidad, mayor explicatividad, menor
cara´cter ad hoc y, por supuesto, mayor ajuste a la experiencia. Thagard [Tha78a]
sen˜ala los tres siguientes: consiliencia, simplicidad y analogı´a. La consiliencia de
una teorı´a consiste en su capacidad de explicar una mayor o menor clase de hechos
o leyes en a´mbitos distintos (por lo que representa su poder de unificacio´n y siste-
matizacio´n); la simplicidad exige que la teorı´a tenga el menor nu´mero posible de
hipo´tesis ad hoc; por u´ltimo, la analogı´a se entiende en el sentido inferencial del
te´rmino16.
En palabras de Douglas Nin˜o [Nin˜], la diferencia entre abduccio´n e inferencia a
la mejor explicacio´n en Thagard estriba en su ‘fuerza’ en relacio´n a la cantidad de
hechos explicados y a la cantidad de hipo´tesis eliminadas, de modo que dados cierto
conjunto de datos empı´ricos y cierto conjunto de hipo´tesis, la inferencia sera´ llama-
da abduccio´n si la fuerza de la inferencia es poca y sera´ llamada inferencia a la
mejor explicacio´n si dicha fuerza es mucha. El autor colombiano destaca tambie´n,
en la obra ya citada, la siguiente diferencia entre el planteamiento de Peirce y el de
16 La analogı´a, en tanto que mecanismo inferencial lo´gico, resulta de la ejecucio´n de un tipo de
argumento no apodı´ctico –realmente habrı´a que referirse a ella como una coleccio´n de mecanismos
inferenciales, dado que se pueden establecer muchos y muy diversos modos dentro de este tipo, no
todos ellos con el mismo grado de plausibilidad–.
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Thagard: mientras que este u´ltimo establece la comparacio´n entre diferentes hipo´te-
sis con respecto a toda la evidencia empı´rica disponible (trivial y no trivial), para
escoger la que mejor explica toda esa evidencia, en la economı´a de la investigacio´n
peirceana la comparacio´n entre diferentes hipo´tesis es previa a la experimentacio´n
(ası´ pues, no con respecto a toda la evidencia), para seleccionar la que haga avanzar
la investigacio´n de la forma menos onerosa.
La abduccio´n de Peirce no es la inferencia a la mejor explicacio´n, sino la selec-
cio´n de la mejor hipo´tesis disponible para ser contrastada. Los criterios que guı´an
esta bu´squeda de una posible explicacio´n son criterios estrate´gicos (en el sentido
que tiene dicha expresio´n para Hintikka [Hin98] y Paavola [Paa04a]) y deben pro-
piciar el e´xito del intento. Sin embargo, la inferencia a la mejor explicacio´n deja de
lado el aspecto estrate´gico, que es esencial en la abduccio´n peirceana.
Los seguidores de la inferencia a la mejor explicacio´n hacen, ana´logamente a
Carnap, que su aceptacio´n se de´ en el marco del grado de creencia que es modificado
por la evidencia segu´n lo establecido por el teorema de Bayes (que se refiere a la
probabilidad subjetiva), y no por el que se deriva de una teorı´a frecuentista amparada
en la concepcio´n de Neyman-Pearson (que se refiere a la probabilidad objetiva);
esto u´ltimo esta´ ma´s cerca de la lı´nea de Peirce, puesto que e´ste siempre critico´ un
enfoque de tipo bayesiano. Ası´ pues, la inferencia a la mejor explicacio´n puede
hacerse compatible con un enfoque bayesiano, mientras que la abduccio´n peirceana
no.
1.3. Nuestra concepcio´n general de la abduccio´n
Antes de que en los pro´ximos capı´tulos entremos en el desarrollo y los deta-
lles concretos de nuestras elaboraciones sobre distintas relaciones inferenciales que
esta´n vinculadas a la abduccio´n plana –de forma particular, la inferencia a la me-
jor explicacio´n–, parece necesario presentar cua´les son los caracteres generales de
aque´lla (aunque, ciertamente, no podamos ser todo lo precisos que ma´s adelan-
te sı´ estara´ a nuestro alcance gracias a nuestra simbolizacio´n, nuestras definicio-
nes y ciertas precisiones terminolo´gicas). Desarrollaremos esta concepcio´n general
sen˜alando algunos de los puntos de coincidencia y discrepancia entre nuestra pro-
puesta y la que hemos considerado como caracterizacio´n informal de la versio´n
paradigma´tica (es decir, las cuatro tesis de Tomis Kapitan [Kap97] ya citadas), pero
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insistiremos sobre todo en los aspectos divergentes por cuanto suponen una mane-
ra de liberar al tratamiento previo de algunas de las limitaciones que se le venı´an
imponiendo.
Tesis 1. Coincidimos de entrada con la tesis inferencial de Kapitan y concebimos
la abduccio´n con el siguiente doble aspecto:
Esta´ticamente: como un tipo de argumento.
Dina´micamente: como un tipo de mecanismo (o proceso) inferencial (ası´ pues,
como una operacio´n lo´gica que obtiene expresiones a partir de otras expre-
siones).
Explicaremos a continuacio´n el sentido que tienen los conceptos involucrados
en estos enunciados. Tradicionalmente se ha considerado que un argumento es un
conjunto de expresiones en el que todas ellas pertenecen al conjunto de premisas (es
decir, expresiones que recogen los puntos de partida, tanto si e´stos son datos como
si son meras asunciones tentativas) o al conjunto unitario de la conclusio´n, siendo
ambos disjuntos. Dado un conjunto de expresiones que coincide exactamente con el
conjunto de las premisas de un argumento, al proceso de obtencio´n de la conclusio´n
lo denominamos una inferencia (o una ejecucio´n del argumento). A menudo, por
abuso de lenguaje, usaremos en este texto estos te´rminos indistintamente.
Hemos hablado de expresiones17 –de las que sera´n casos particulares los enun-
ciados– porque en algunos argumentos, tanto si e´stos son deductivos como si son
de otro tipo, algunos de sus componentes pueden ser entidades lingu¨ı´sticas no ve-
ritativas (por ejemplo, acciones, instrucciones particulares o normas), aunque hay
que decir que probablemente no son los casos arquetı´picos ni los ma´s frecuentes.
Ası´ pues, se pretende poner de manifiesto que los productos del acto lingu¨ı´stico que
esta´n involucrados en las inferencias no necesariamente tienen que tener funcio´n re-
ferencial, sino que pueden tener funcio´n conativa. En esta misma lı´nea, hablaremos
de la idoneidad de una expresio´n, que en el caso de un enunciado se ‘traducira´’ en
su verdad.
En lugar del vocablo expresio´n, podrı´amos haber optado por el te´rmino profe-
rencia, pero en la Filosofı´a del Lenguaje actual este te´rmino es usado mayoritaria-
mente para designar la accio´n de proferir, aunque en algunos filo´sofos del lenguaje
17 Esta nocio´n serı´a en el lenguaje natural la ana´loga a la de fo´rmula en el lenguaje formal.
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se observa a veces un uso laxo por el que tambie´n se designa como proferencia al
producto de dicho acto lingu¨ı´stico. Al redactar su magno diccionario, Jose´ Ferrater
Mora ya constataba que la palabra era usada en algunos autores para designar la
accio´n misma, en otros para referirse a lo que produce el acto y en otros a ambos
indistintamente, aunque sen˜alaba que era esta u´ltima opcio´n la mayoritaria en esa
e´poca. En esta investigacio´n, dado los objetivos que se ha marcado, nos limitamos a
abordar la cuestio´n del desencadenante del proceso de inferencia abductiva en tanto
que producto lingu¨ı´stico, pero reconocemos el intere´s que tendrı´a en la Filosofı´a
del Lenguaje desarrollar la cuestio´n del acto lingu¨ı´stico (con todos los elementos no
verbales e intencionales que forman parte del mismo) como detonante abductivo18.
Usando la terminologı´a de Grice podemos ahora decir que en nuestros argumentos
podrı´an ocurrir tanto proferencias exhibitivas como proferencias protre´pticas.
Ası´ pues, en este punto la existencia o no de diferencia esencial con la citada
tesis depende de que la propuesta de Kapitan se entienda o no restringida a que los
elementos del argumento abductivo sean o no puramente referenciales.
Tesis 2. La segunda tesis establecı´a el propo´sito de la abduccio´n en tanto que
abduccio´n cientı´fica.
Hemos indicado que la abduccio´n es un tipo de argumento (o inferencia) y ahora
an˜adimos que ese producto lingu¨ı´stico tiene como propo´sito o bien generar justifi-
caciones de creencias o conocimientos que carecı´an de explicacio´n o bien encontrar
justificaciones distintas de las ya conocidas en los casos en que dichas creencias o
dichos conocimientos contasen con alguna explicacio´n previa. A este respecto va-
le la pena que nos detengamos a hacer una precisio´n. Todos los autores esta´n de
acuerdo en que la conclusio´n abductiva tiene un cara´cter puramente conjetural, e
igualmente en que las fo´rmulas del conjunto de partida son retractables (de hecho,
esto u´ltimo ocurre con algunas de ellas en el planteamiento cla´sico de la abduccio´n
cuando a partir de dicho conjunto de partida se infiere deductivamente lo contradic-
torio del detonante abductivo); sin embargo, muchos de esos autores asumen que
dicho detonante debe tener el estatus de conocimiento. A nuestro entender esto no
18 Con ello tambie´n se contribuirı´a a poner de relieve la enorme importancia de la abduccio´n en
relacio´n a la competencia lingu¨ı´stica de un hablante y el uso del lenguaje: si mediante la induccio´n y
la analogı´a se generan ciertos patrones lingu¨ı´sticos y mediante la deduccio´n se particularizan dichos
patrones en la ejecucio´n de ciertas proferencias, mediante la abduccio´n se seleccionan cua´les son los
mejores medios para alcanzar los objetivos globales (o intenciones primarias) de dichas proferen-
cias –estos medios son la materializacio´n concreta de las denominadas intenciones secundarias en
te´rminos griceanos–.
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es necesario y nada se opone a que lo que motive el inicio de un proceso de infe-
rencia abductiva pueda ser tambie´n una mera creencia: por ejemplo, si un individuo
cree que p → q y adema´s cree que q, es plausible pensar que dicho individuo cree
que p. Incluso, el problema abductivo puede ser una mera proposicio´n que se toma
de manera tentativa (es decir, el argumento involucra un condicional futuro19): de
esta u´ltima forma tendrı´amos que la abduccio´n podrı´a ser u´til como mecanismo an-
ticipativo, por el cual se predicen posibles objetivos sobre los que poder actuar20;
la solucio´n abductiva aquı´ podrı´a ser una actuacio´n determinada, poniendo esto de
manifiesto la pertinencia de consideraciones anteriores en las que sostenı´amos que
los componentes de la inferencia abductiva pueden ser entidades no veritativas. Lo
anterior entra en conflicto y viene a enmendar cierta visio´n consolidada en la Filo-
sofı´a de la Ciencia segu´n la cual se contraponen predecir y explicar, atribuye´ndole
a la primera su anterioridad y a la segunda su posterioridad a la ocurrencia de los
hechos o de las situaciones a los que quieren dar cobertura. Como vemos, la expli-
cacio´n hipote´tica tambie´n puede ser una estrategia anticipativa, claro esta´ que sin
gozar del cara´cter apodı´ctico que tienen, en relacio´n a sus premisas, las predicciones
deductivas.
Llegados a este punto podemos distinguir entre las dos siguientes orientaciones:
una abduccio´n motivada teo´ricamente y una que carece de tal motivacio´n. Con el fin
de entender la distincio´n valga´monos del siguiente ‘experimento mental’ (en el sen-
tido que tiene esta expresio´n en la llamada Filosofı´a Pra´ctica). Supongamos que dos
jugadores participan en un juego y que uno de ellos (al que designaremos como A)
ha registrado con el nivel de detalle requerido un conjunto de sucesos21. Este u´ltimo
revisa los registros y tras ello le transmite al otro jugador (el B) lo siguiente: en to-
dos los sucesos se satisface que siempre que se cumple la proposicio´n p entonces se
cumple la proposicio´n q (en sı´mbolos, tenemos que el conjunto de sucesos satisface
19 Otra opcio´n que no debe excluirse y que resulta especialmente interesante es que involucrase
un condicional contrafa´ctico.
20 Pensemos, entre otras posibilidades, en el chequeo de las condiciones de seguridad de unas
instalaciones consideradas crı´ticas y en la necesidad de buscar posibles causas ante la ocurrencia
hipote´tica de ciertos eventos problema´ticos.
21 Usamos el te´rmino suceso en lugar de hecho para poner de manifiesto que no es necesario
que el mismo haya acaecido realmente, sino que basta con que sea una posibilidad imaginable (tal
y como ocurre en los mencionados experimentos mentales). De hecho ya hemos apuntado que el
razonamiento abductivo se puede usar, por ejemplo, para determinar que´ serı´a razonable concluir si
tuvie´semos cierto conjunto de fo´rmulas de partida y cierta fo´rmula que no se deduce de las anteriores,
no teniendo de facto ninguno de esos elementos, los cuales se consideran so´lo tentativamente.
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p→ q) y adema´s cierto suceso satisface q. En esta situacio´n, si se le pide al jugador
B que conjeture razonablemente acerca de alguna proposicio´n que satisface dicho
suceso, e´ste puede usar su ‘astucia inferencial natural’ y proponer la proposicio´n p.
Nuestras intuiciones nos permiten decir que estamos ante un ejemplo de inferencia
abductiva, aunque no haya teorı´a alguna (so´lo una regularidad constatada para un
conjunto de sucesos limitado).
Otro ejemplo ‘extremo’ es el siguiente: si en cierta teorı´a matema´tica somos ca-
paces de derivar que cualquier objeto que tenga la propiedad M tendra´ tambie´n la
propiedadN e igualmente podemos derivar que cierto objeto a tiene la propiedadN
(es decir, que es verdaderoN(a)) podemos conjeturar que en dicha teorı´a igualmen-
te se puede derivar que ese objeto tiene la propiedad M (es decir, que es verdadero
M(a))22. En cualquier caso, la inferencia abductiva so´lo nos invita a emprender el
intento de derivacio´n, pero es esta u´ltima la que nos dara´ la certeza acerca de si
dicha proposicio´n es o no sostenible dentro de esa teorı´a.
Un ejemplo intermedio es de ı´ndole similar a los que con mayor habitualidad se
encuentran en la literatura sobre el tema: un investigador experimental que investiga
en cierto a´mbito y ha asumido cierta teorı´a cientı´fica al respecto, se encuentra con
el resultado de un experimento que no es posible explicar en el seno de la misma –e
igualmente tampoco se puede explicar la negacio´n de esa situacio´n–; para resolver
dicha situacio´n asume conjeturalmente una nueva proposicio´n que junto al resto de
la teorı´a sı´ permite conseguir dicha justificacio´n.
Como se colige de los anteriores ejemplos, en la abduccio´n hay mu´ltiples mane-
ras de articularse teorı´a y experiencia (de hecho hay otras adema´s de las tres indica-
das) y no puede atribuirse sin ma´s el cara´cter teo´rico al conjunto inicial de fo´rmulas
y el cara´cter fa´ctico a la fo´rmula que se quiere explicar, lo cual parece que viene
sugerido por la incardinacio´n de este tipo de inferencia en el proceso de elaboracio´n
de teorı´as cientı´ficas. En cualquier caso, con motivacio´n teo´rica o no, la abduccio´n
puede jugar un papel importante en el cambio de nuestro estado episte´mico, puesto
que mediante su concurso podemos ampliar nuestras creencias racionales.
Otro punto en el que nos apartamos de la tesis de Kapitan es consecuencia de
que nosotros vamos a distinguir entre la mera generacio´n de una hipo´tesis (a lo que
22 Como queda de manifiesto a partir de lo indicado, en nuestra nocio´n de teorı´a no so´lo pueden
existir enunciados generales, sino que tambie´n son acogidos enunciados particulares, sean e´stos
condicionales o no; la nocio´n de teorı´a que aquı´ se asume es e´sa de la Lo´gica que la define como un
conjunto de fo´rmulas cerrada bajo consecuencia deductiva.
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respondera´ cualesquiera de las formas de abduccio´n plana que mencionaremos) de
la generacio´n de una hipo´tesis bajo cierto conjunto no vacuo de criterios adicio-
nales (que sera´ modelada en alguna de las formas de abduccio´n cualificada). Es
justamente como un caso especial de abduccio´n cualificada preferencial como no-
sotros concebimos a la inferencia a la mejor explicacio´n: en dicho caso no bastara´,
por tanto, que se alcance una conclusio´n que permita justificar el objeto del proble-
ma abductivo, sino que adema´s dicha conclusio´n debe satisfacer que es ma´ximo el
valor de cierta propiedad o el valor del balance de cierto conjunto de propiedades
en las que haremos descansar la idea de bondad explicativa.
Por otra parte, entendemos que la abduccio´n es un mecanismo inferencial lo´gi-
co23 que no esta´ limitado al a´mbito de la Ciencia (y aquı´ usamos este te´rmino con
un alcance que no se restringe a las Ciencias Empı´ricas). Nos encontramos una si-
tuacio´n extran˜a respecto a la abduccio´n, en la que su e´xito en el a´mbito cientı´fico ha
sido a menudo el motivo que ha inhibido una visio´n ma´s general y plural de este ti-
po de consecuencia lo´gica (algo ana´logo hubiese sido que el e´xito de los resultados
alcanzados por el Ca´lculo Infinitesimal en relacio´n a los problemas meca´nicos que
impulsaron su desarrollo hubiesen inhibido su concepcio´n como una herramienta
independiente de la tema´tica inicial que resulta muy u´til para multitud de cuestiones
procedentes de a´mbitos diversos). En este sentido, consideramos que la abduccio´n
es un tipo de argumento que puede ser empleado en cualquier sistema informativo
dotado de otro mecanismo inferencial lo´gico24.
Un buen ejemplo del uso de la inferencia abductiva fuera del quehacer de las
Ciencias aparece justamente en el a´mbito de la reflexio´n filoso´fica sobre aque´llas
23 Una inferencia (o un mecanismo inferencial) entendido en su acepcio´n ma´s general es un
proceso por el cual a partir de cierta informacio´n inicial se obtiene cierta otra informacio´n derivada,
pero todos sabemos que en el mundo no todos esos procesos de extraccio´n satisfacen criterios de
racionalidad que permitan calificarlos como lo´gicos (pensemos, por ejemplo, en las predicciones
que hacı´an en el mundo romano los augures). Por otro lado, un mecanismo inferencial lo´gico no
tiene por que´ ser necesariamente deductivo: ası´ pues, cabe hablar de, por ejemplo, lo´gica abductiva
y lo´gica inductiva sin que sean expresiones figuradas y sin que esto suponga tampoco diluir la neta
distincio´n entre la lo´gica deductiva y las otras lo´gicas.
24 No empleamos la expresio´n sistema de informacio´n por ser e´sta usada tambie´n con otros
significados en otros autores. Adema´s, entendemos que e´ste puede pertenecer a cualesquiera a´reas
intelectuales en las que pueda establecerse un marco lo´gico subyacente que regule dicho mecanis-
mo inferencial –en particular, puede representar diversos sistemas de varias a´reas de la Filosofı´a
(Epistemologı´a, Doxologı´a, Deontologı´a, Ontologı´a...)–. La ya citada Metafı´sica Computacional de
Edward Zalta es un fiel reflejo de lo que aquı´ indicamos.
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nos referimos al denominado argumento abductivo del no milagro que han esgri-
mido algunos pensadores que sostienen un planteamiento realista de la Ciencia. No
deja de ser curioso que el anterior sea a menudo contestado, por quienes defienden
una concepcio´n instrumentalista de la Ciencia, mediante un argumento de un tipo
diferente: el llamado argumento inductivo del reiterado fracaso y abandono de las
teorı´as cientı´ficas previas. A veces al primero de los expuestos se le aplica la expre-
sio´n argumento metaabductivo y a e´ste se le denomina argumento metainductivo,
pero esto no afecta en nada a la verdadera naturaleza de los mismos y quiza´s so´lo
sea una manera de avisar al interlocutor de que las proposiciones que ocurren en
los mismos no tienen el mismo cara´cter empı´rico que las proposiciones que ocurren
cuando se los usa cotidianamente en las Ciencias Empı´ricas.
Una circunstancia ma´s que apoya nuestro posicionamiento es que algunas de las
formas de abduccio´n que en esta memoria tratamos apenas cuentan con ejemplos
de su uso en las Ciencias Empı´ricas, pero sı´ es posible pensar en situaciones en las
que puedan ser u´tiles en otras a´reas intelectuales.
Tesis 3 y 4. La tesis de la comprehensio´n establecı´a que la abduccio´n cientı´fica
incluye todas las operaciones por las que las teorı´as son generadas. Aquı´ no so´lo di-
vergimos en restringir la abduccio´n al a´mbito cientı´fico (atendiendo a lo ya sen˜alado
respecto de la segunda tesis) sino que tambie´n lo hacemos por cuanto no aceptamos
que todas las operaciones por las que se puedan generar nuevas teorı´as puedan ser
consideradas procesos abductivos. Explicaremos nuestras objeciones a la vez que
presentamos nuestras precisiones a la cuarta y u´ltima tesis (segu´n la cual la abduc-
cio´n es un razonamiento distinto e irreductible a la induccio´n y a la deduccio´n).
Nosotros concebimos una inferencia abductiva como un proceso que siempre
arranca con un problema abductivo25 y, para que podamos hablar de tal situacio´n,
exigimos que en cierto sistema lo´gico26 no sea posible concluir, mediante algu´n
mecanismo inferencial lo´gico que incorpore, determinada fo´rmula a partir de la
teorı´a inicial –en el caso del problema abductivo cualificado, lo que debe ocurrir es
que no sea posible inferir deductivamente dicha fo´rmula de modo que se satisfagan
25 Por ello, al problema abductivo se le denomina tambie´n el detonante (o desencadenante) de la
inferencia abductiva.
26 Sen˜alemos que diversos autores, siguiendo en ello a Raymundo Morado [Mor84] (pa´g. 238),
distinguen entre una lo´gica y un sistema lo´gico, en la medida que la primera incluye tambie´n las
propiedades metalo´gicas y la orientacio´n filoso´fica de este u´ltimo. Esta distincio´n resulta de gran
intere´s con otros fines distintos a los de esta investigacio´n, pero no sera´ decisiva en lo que aquı´ se
aborda, por lo que en esta memoria usaremos ambas expresiones como sino´nimas.
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ciertas cualidades adicionales–.
Hablando de un modo ma´s preciso, pero sin perder generalidad, una inferen-
cia abductiva queda caracterizada por los componentes de la tupla (problema ab-
ductivo, solucio´n abductiva,...), exigie´ndose que la solucio´n abductiva satisfaga el
requisito justificativo –es decir, que disuelva el problema abductivo– y, segu´n sea
una abduccio´n cualificada o plana, que se satisfagan otras condiciones adicionales
o no, respectivamente (por lo que la oportuna componente de la tupla que recoja
esto debera´ ocurrir necesariamente o no, respectivamente). A su vez, el problema
abductivo esta´ caracterizado por los componentes de la tupla (fracaso inferencial
en la relacio´n mediadora, teorı´a inicial, objeto del problema,...), nuevamente con o
sin la exigencia de que se satisfagan ciertas cualidades adicionales, segu´n sea una
abduccio´n cualificada o plana, respectivamente27.
Hemos evitado intencionadamente incluir el requisito de que el fracaso inferen-
cial debe ser en el marco de un relacio´n de consecuencia lo´gica de cierto tipo. Como
ya fue indicado por Atocha Aliseda, dicho mecanismo inferencial lo´gico no nece-
sariamente es deductivo cla´sico, citando ella en [AL06] tres casos diferentes que
acogen la posibilidad de que ni siquiera se trate de una inferencia deductiva, a sa-
ber: estadı´stico-probabilista, relacio´n inferencial de la Programacio´n Lo´gica y con-
secuencia dina´mica. Queremos enfatizar este hecho y poner de manifiesto que dicho
fracaso inferencial inicial puede darse en otros tipos de relaciones de consecuencia
si cabe menos esperables: inductiva, analo´gica, polar, por defecto, imprecisa, etc.
Vista como proceso, toda inferencia abductiva tiene un primer ‘momento’ en el que
constata el intento infructuoso de realizar cierta inferencia lo´gica (cumplie´ndose o
no ciertos requisitos adicionales, segu´n corresponda) y un segundo ‘momento’, en
el que se genera una propuesta que hace que esta u´ltima sea viable. Por tanto, es
caracterı´stica esencial de la abduccio´n el estar mediada por otro tipo de inferen-
cia y no consideramos posible hablar de una inferencia abductiva si no ha fallado
previamente la correspondiente inferencia de otro tipo.
Veamos un ejemplo de lo anterior involucrando un tipo de argumento (el analo´gi-
co) distinto al sen˜alado por la pensadora mexicana como alternativa a la inferencia
27 En varios de sus escritos, por ejemplo [AL97], [AL03] y [AL06], Atocha Aliseda situ´a el citado
fracaso inferencial previo como requisito de un problema abductivo; pero, al hablar de los diferentes
estilos de explicacio´n abductiva, no incluye la anterior exigencia para todos ellos: de hecho, de los
cinco que distingue –plano, consistente, explicativo, minimal y preferencial– so´lo aparecera´ como
requisito en el tercero.
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deductiva. La modelizacio´n de uno de los posibles modos de la analogı´a en un len-
guaje de predicados de primer orden podrı´a ser la siguiente:
Sean dadas dos ‘configuraciones’S yS ′ que ‘tienen en comu´n’ un conjunto finito
no vacı´o de propiedades distintas {P1, ..., Pn} predicadas de objetos (o individuos)
correspondientes a cada una de dichas configuraciones, no necesariamente distintos
internamente en cada de ellas aunque deben existir al menos dos objetos, uno de
cada ‘configuracio´n’, distintos entre sı´ –es decir, expresando todo lo anterior ma´s
formalmente, si (x1, ..., xn) es una secuencia de te´rminos que designan objetos de
S y (x′1, ..., x
′
n) es una secuencia de te´rminos que designan objetos de S
′, ocu-
rriendo que para algu´n xi deS y algu´n x′j deS
′ se tiene que xi 6= x′j , entonces se
satisface el conjunto de proposiciones {P1(x1), P1(x′1), ..., Pn(xn), Pn(x′n)}–. Asi-
mismo, sea dada otra propiedad Pn+1 que posee un objeto de S designado por
xn+1, tal que la proposicio´n Pn+1(xn+1) este´ ‘vinculada de un modo relevante’ con
el conjunto de proposiciones {P1(x1), ..., Pn(xn)}; entonces es plausible tomar a
Pn+1 como una propiedad del objeto de S ′ designado por x′n+1. En este contexto,
si el objeto del problema abductivo fuese la proposicio´n Pn+2(x′n+2), la inferencia
abductiva nos sen˜aları´a como solucio´n la proposicio´n Pn+2(xn+2).
Como consecuencia de lo anteriormente expuesto, podemos decir que, aunque
compartimos con Kapitan ([Kap92] y [Kap97]) que la inferencia abductiva es dis-
tinta e irreductible a la deduccio´n e induccio´n (puesto que el segundo ‘momento’
–el de la generacio´n de la propuesta de solucio´n– es completamente diferente a
lo que se hace en e´stos), consideramos que las relaciones inferenciales abductivas
no pueden ser en ningu´n caso independientes de cualquier otro tipo de relacio´n de
consecuencia lo´gica, es decir: las relaciones inferenciales abductivas son necesaria-
mente mediadas por otras relaciones inferenciales lo´gicas y, en particular, una de
estas u´ltimas puede ser la relacio´n deductiva.
No obstante, en esta investigacio´n, nos restringiremos a los casos en los que el
fracaso inferencial inicial acontece en el marco de un sistema lo´gico deductivo, por
ser la relacio´n inferencial que aporta mayor seguridad a sus conclusiones. Por ello,
en lo que sigue, salvo indicacio´n en otro sentido, entenderemos que las expresio-
nes lo´gica, sistema lo´gico, marco lo´gico, consecuencia lo´gica e inferencia lo´gica
se esta´n usando en favor de la brevedad en lugar de usar, respectivamente, lo´gica
deductiva, sistema lo´gico deductivo, marco lo´gico deductivo, consecuencia lo´gica
deductiva e inferencia lo´gica deductiva. Incluso en numerosas ocasiones diremos
inferencia o mecanismo inferencial en lugar de, respectivamente, inferencia lo´gica
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o mecanismo inferencial lo´gico. En el caso de la expresio´n consecuencia lo´gica no
parece satisfactoria la posibilidad ana´loga dado que el te´rmino consecuencia tiene
en el lenguaje cotidiano y en las Ciencias Empı´ricas unos rasgos que se apartan
notablemente del sentido lo´gico. Adema´s, si en adelante hay algu´n caso en el que
queramos que una expresio´n de las anteriormente indicadas tenga el alcance ma´s
amplio y no el que sobreentenderemos ta´citamente restringido, con el fin de evitar
ambigu¨edades, an˜adiremos las palabras “en general” a dicha expresio´n. Por otro la-
do, aunque algunos autores identifican consecuencia lo´gica con consecuencia lo´gica
sema´ntica –llama´ndola ma´s brevemente consecuencia sema´ntica–, nosotros consi-
deramos que la consecuencia lo´gica designa tanto a una relacio´n inferencial dada
sema´nticamente como a una dada sinta´cticamente.
Retomando la cuestio´n, en relacio´n a la tesis de la comprehensio´n y restringida
al a´mbito cientı´fico, su asuncio´n conlleva que la abduccio´n deberı´a acoger cualquier
manera de generar una nueva teorı´a (entendiendo e´sta como un constructo comple-
jo, uno de cuyos elementos es su marco lo´gico), es decir debe explicar el paso de
una teorı´a T1 a otra T2 distinta de la anterior en al menos uno de sus componen-
tes. Sin embargo, en el elenco de componentes que la concepcio´n estructuralista de
las teorı´as cientı´ficas sen˜ala, algunos de ellos (citemos, como ejemplo, el conjun-
to de modelos potenciales) pueden ser modificados sin que acontezca previamente
fracaso inferencial alguno. A fortiori, si no nos restringimos al a´mbito cientı´fico,
tampoco aceptamos que la abduccio´n deba acoger cualquier proceso mediante el
que se puede transitar de un sistema informativo (del que es un tipo particular una
teorı´a cientı´fica) a otro distinto del anterior en al menos uno de sus componentes.
En el extremo opuesto esta´n quienes so´lo conciben la abduccio´n como una
manera de incorporar nuevos elementos a su nu´cleo enunciativo (es decir, an˜adir
fo´rmulas a lo que llamaremos su teorı´a-base). Esta manera de concebir la abduc-
cio´n, mayoritaria hasta ahora entre quienes investigan en su tratamiento lo´gico, res-
tringe esa operacio´n lo´gica a la que en esta memoria llamamos abduccio´n ordinaria,
quedando en evidencia la necesidad imperiosa de ‘ensanchar’ su concepcio´n y dar
cuenta de otras posibilidades que se contemplan en el quehacer cientı´fico. Por tanto,
nosotros sostenemos que la abduccio´n puede dar cuenta de muchas de las maneras
de elaborar nuevas teorı´as y de muchos de los modos de elaborar nuevos sistemas
informativos (por supuesto, de muchos ma´s que aque´llos que son modelizados por
la abduccio´n ordinaria), pero no de todos.
Tambie´n es discutible la aceptabilidad de la tesis comprehensiva incluso si nos
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restringimos al nu´cleo enunciativo de una teorı´a cientı´fica o, ma´s generalmente, de
un sistema informativo. En este sentido, pensemos en un investigador que genera-
liza una serie de resultados no porque los mismos no sean explicables en su teorı´a
(es decir, sin mediar fracaso inferencial alguno) sino influido por una concepcio´n
filoso´fica que aspira a describir la naturaleza con un alto nivel de ‘simetrı´as’. La
expansio´n resultante de an˜adir dicho resultado general (que puede haber sido alcan-
zado por induccio´n, por preduccio´n teo´rica28, por analogı´a, por ‘pura serendipia’ o
incluso por deduccio´n a partir de creencias erro´neas.), es un cambio teo´rico (cuya
teorı´a resultante debe ser sometida a contrastacio´n del mismo modo que si se hu-
biese alcanzado con el concurso de la abduccio´n) y no se puede afirmar que este
proceso haya involucrado a la inferencia abductiva.
Sea S1 = (L1, (T1,E1)) un sistema informativo cuya primera componente es
puramente formal –el sistema lo´gico subyacente–, y cuya segunda componente, no
puramente formal, es un complejo teo´rico-empı´rico29 cuya primera subcomponen-
te es la informacio´n teo´rica y cuya segunda subcomponente recoge la informacio´n
empı´rica del sistema30. Tras una inferencia abductiva lo que obtenemos es un nuevo
sistema S2 = (L2, (T2,E2)) en el que puede haber variado una o las dos compo-
nentes, teniendo en cuenta que la inferencia abductiva no cambia la informacio´n
empı´rica (de hecho, so´lo contribuye a que en el sistema informativo esta u´ltima
reciba una explicacio´n satisfactoria). Por ejemplo, si en el curso de ciertas observa-
ciones celestes se encontrase un nuevo planeta cuya justificacio´n no es posible en el
sistema informativo aceptado previamente, mediante la abduccio´n podrı´amos tran-
sitar hacia una propuesta de un nuevo sistema que sı´ resulte satisfactorio para ese
fin. Esta´ claro que la abduccio´n no ha modificado nuestra informacio´n empı´rica. Se
podrı´a objetar contra esto el caso del ‘descubrimiento’ de Neptuno por Le Verrier,
donde el planteamiento de la hipo´tesis precedio´ a su determinacio´n observacional,
pues fue de hecho dicha solucio´n abductiva la que guio´ su bu´squeda. Pero, en este
28 Esta forma de inferencia, cuyo pionero en el estudio es Andre´s Rivadulla [RF06], es una
distinguida forma de analogı´a entre a´reas de conocimiento que pueden ser conectables.
29 Aunque somos conscientes de las numerosas dificultades que a menudo conlleva la distincio´n
entre ambos aspectos en muchı´simas cuestiones –hasta tal punto que la distincio´n es imposible en
te´rminos globales–, sı´ merece la pena tratarlos separadamente en la medida en que, al menos en
ciertos casos lı´mites, sı´ pueden ser distinguidos.
30 Cada una de estas componentes esta´ a su vez estructurada, probablemente en distintos niveles,
y tambie´n puede darse el caso de que se trate de una estructura vacı´a. Por ejemplo, si el sistema
informativo cuenta con un mecanismo deductivo y representa a una disciplina puramente formal
(digamos, por ejemplo, a la Ontologı´a Formal) la componente empı´rica es obviamente vacua.
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caso la inferencia abductiva tampoco modifica el subcomponente empı´rico, puesto
que este u´ltimo so´lo se amplio´ tras su observacio´n (considerar la cuestio´n del otro
modo conducirı´a a sostener que la propuesta hipote´tica, tambie´n hecha por Le Ve-
rrier, de la existencia de un planeta que afectaba a la o´rbita de Mercurio –al que se
le denomino´ Vulcano–, y que luego fue rechazada, tambie´n supuso una modifica-
cio´n de la informacio´n empı´rica, lo cual resulta obviamente absurdo). Por tanto, en
el ejemplo de la hipo´tesis de Neptuno (que algunos han incluido en una categorı´a
a la que se le ha dado el nombre de abduccio´n existencial) no se puede haber mo-
dificado otra cosa que el subcomponente teo´rico, en el cual se incorporo´ un nuevo
planeta al Sistema Solar. Ejemplos de naturaleza muy distinta surgen a partir de lo
expuesto en la seccio´n tercera del segundo capı´tulo, en el cual trataremos la abduc-
cio´n siste´mica: si se plantea un problema abductivo en un a´mbito puramente lo´gico
formal, una solucio´n abductiva siste´mica supondrı´a cambiar de relacio´n inferencial
y, por tanto, de sistema lo´gico, dejando inalterados los restantes subcomponentes.
En la u´ltima seccio´n de este mismo capı´tulo mencionamos el caso de la adopcio´n
de la Meca´nica Cua´ntica, proceso en el que encontramos que fueron cambiadas las
dos componentes.
Concluimos este capı´tulo diciendo que en absoluto es arriesgado afirmar que
la abduccio´n es un tipo de inferencia mucho ma´s diverso de lo que su concepcio´n
esta´ndar ha podido hacernos pensar hasta ahora, pero tambie´n que algunos auto-
res le han atribuido un protagonismo en el cambio de las teorı´as cientı´ficas, el cual
no se discute aquı´, pero que, segu´n nuestra consideracio´n, no debe asumir en ex-
clusiva: dicho de otro modo, la inferencia abductiva es decisiva en el razonamiento
cientı´fico, pero ni toda abduccio´n es un razonamiento cientı´fico ni todo razonamien-
to cientı´fico es abductivo.
Capı´tulo 2
Estudio lo´gico de la abduccio´n
En el anterior capı´tulo nos acercamos al concepto central de nuestro trabajo, la
abduccio´n, desde un punto de vista que no estaba restringido al a´mbito de la Lo´gi-
ca. En e´ste abordamos con mayor profundidad su estudio exclusivamente desde la
perspectiva de esta u´ltima disciplina y, en particular, so´lo en el marco de las lo´gicas
deductivas. En cada caso comenzaremos por exponer las propuestas informalmente
y, tras sen˜alar las carencias de que adolece el tratamiento actual, iremos introdu-
ciendo progresivamente diversas propuestas que introducen novedades en e´ste.
2.1. Aproximacio´n intuitiva al estudio lo´gico de la ab-
duccio´n ordinaria
Es sorprendente que, a pesar del prestigio que desde muy pronto tuvo Peirce en
los a´mbitos de la Filosofı´a de la Ciencia y de la Lo´gica, ası´ como de su e´nfasis en
que la abduccio´n es el modo de inferencia crucial en el desarrollo del conocimiento
cientı´fico1, esta nocio´n recibiera durante bastantes de´cadas una atencio´n insuficiente
por parte de los filo´sofos de la ciencia y casi nula por parte de los lo´gicos. En el caso
de la Lo´gica esta situacio´n cambio´ dra´sticamente a partir de mediados de los an˜os
80 y principios de los 90 del siglo pasado, perı´odo en el que aparecen numerosos
1 Peirce afirma que la abduccio´n es el verdadero modo de avanzar de la Ciencia. Algunos autores
sostienen, incluso, que ella es la u´nica inferencia lo´gica que puede proporcionar nuevas ideas y
que, en este sentido, es la u´nica inferencia sinte´tica en el razonamiento cientı´fico. Sin embargo,
Peirce sostenı´a en 1910 que todo argumento no deductivo es ampliativo, por lo que esta u´ltima
consideracio´n no parece ser compartida por el filo´sofo pragmatista.
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artı´culos en los que se ensaya un tratamiento formal de la nocio´n peirceana y, como
consecuencia de ello, surgen mu´ltiples distinciones –que conforman un despliegue
de los conceptos originales– ası´ como propuestas de ca´lculos de diversos tipos que
intentan conseguir su mecanizacio´n.
Los tratamientos formales de la abduccio´n han encontrado en la Filosofı´a de la
Ciencia tanto una fuente de inspiracio´n para sus elaboraciones como un campo de
aplicacio´n de las mismas. La realimentacio´n mutua ha sido constante y el esfuer-
zo conjunto de ambos acercamientos ha contribuido a situar a esta cuestio´n en un
primer plano lo´gico-filoso´fico: un autor de talla intelectual excepcional como Hin-
tikka, lo califico´ en un artı´culo de 1998 [Hin98] como “el problema fundamental
de la Epistemologı´a contempora´nea”2. En este sentido, la inferencia abductiva ha
tenido la virtud de servir de ‘punto de encuentro’ para pensadores de orientacio´n
ma´s lo´gico-formal con otros de orientacio´n ma´s filoso´fica, contribuyendo a romper
la tendencia al aislamiento que se habı´a ido consolidando en la segunda mitad del
siglo XX.
La primera gran dificultad que hay que afrontar cuando se desea modelizar lo´gi-
camente la abduccio´n peirceana proviene, como ya se comento´, de que dicha nocio´n
experimento´ una notable evolucio´n a lo largo de los ma´s de 40 an˜os en los que la es-
tudio´ el filo´sofo norteamericano. En el a´mbito de la Lo´gica la mayorı´a de los autores
asumen como punto de partida la formulacio´n que Peirce hizo de este concepto en
las Conferencias de 1903 (CP 5.189), la cual ya hemos presentado en el capı´tulo an-
terior. El sustrato teo´rico informal sobre el que se construyen los modelos formales
suele completarse con algunas precisiones realizadas por autores posteriores, como
por ejemplo las antecitadas cuatro tesis de Tomis Kapitan [Kap97], constituyendo
lo que hemos denominado en este trabajo la caracterizacio´n informal de la versio´n
paradigma´tica3.
Todo ello ha fraguado en al menos dos grandes enfoques dentro del a´mbito
lo´gico-formal: a) el denominado modelo AKM4, magistralmente expuesto por Ato-
cha Aliseda en [AL06], que es el ma´s conocido y que propone un tratamiento de
2 Aunque este autor ha matizado posteriormente sus palabras, hay bastantes autores que lo se-
guirı´an eligiendo como uno, aunque no el u´nico, de los conceptos fundamentales de la Epistemologı´a
de finales del siglo XX y comienzos del XXI.
3 A ello contribuyo´ la consideracio´n que un autor como Hintikka le concedio´ a tal formulacio´n
en [Hin98].
4 Acro´nimo acun˜ado por Dov Gabbay a partir de las iniciales de algunos de sus ma´s importantes
impulsores: Aliseda, Kakas, Kowalski, Kuipers, Magnani y Meheus.
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la abduccio´n como cambio episte´mico –e´ste sera´, de hecho, el que aquı´ tomaremos
como versio´n cano´nica y desarrollaremos–; y b) el llamado modelo GW5, propues-
to por Gabbay y Woods en [GW05] y [GW06], quienes presentan la abduccio´n en
relacio´n a una lo´gica pra´ctica de agentes con capacidades cognitivas, en la que la
abduccio´n tiene el particular papel de cerrar provisionalmente las agendas cogni-
tivas de dichos agentes apoya´ndose e´stos en la conclusio´n abductiva que se toma
como presuncio´n.
Por otro lado, dado que toda modelizacio´n lo´gica se hace en el seno de un len-
guaje simbo´lico concreto, la limitacio´n expresiva de e´ste condicionara´ decisivamen-
te la posibilidad de representar o no ciertos rasgos que aparecen en la propuesta
informal. Podemos aceptar sin complejos que hasta ahora ninguna modelizacio´n
lo´gica da cuenta de todos los matices que del concepto de abduccio´n se han sen˜ala-
do en la Filosofı´a de la Ciencia, pero que al menos sı´ se recogen en casi todas ellas
buena parte de sus rasgos principales.
Concretemos la anterior reflexio´n en la primera premisa de la citada versio´n
paradigma´tica (“El hecho sorprendente, C, es observado”) y supongamos que no
queremos hacer uso de otros recursos expresivos que los de la lo´gica proposicional
cla´sica. En primer lugar, el acto de observar un hecho tendremos que transformarlo
en la proposicio´n que describe dicho acto de observacio´n. Y llegados a este punto
nos encontramos con un primer gran escollo: nuestro lenguaje no tiene poder expre-
sivo para representar modalidades, por lo que en particular no podemos hacer uso
de ningu´n operador que refiera operacio´n episte´mica alguna. Ası´ pues, para modeli-
zar la idea de que la proposicio´n representa un hecho que ha resultado sorprendente
no queda otro remedio que establecer que dicha proposicio´n no sea consecuencia
lo´gica6 de cierto conjunto de proposiciones que representan los hechos conocidos
por el sujeto (lo cual supone que la modelizacio´n se hace en un nivel metalo´gico
con respecto al lenguaje de la lo´gica proposicional, que era el sistema simbo´lico
que habı´amos elegido para efectuar la representacio´n). Pero con esta propuesta es-
tamos ma´s cerca de recoger la cualidad de que una proposicio´n no es conocida que
el rasgo de ser sorprendente7. Adema´s, la idea de modelo conocer que estamos
5 Acro´nimo formado a partir de las iniciales de sus dos proponentes: Dov Gabbay y John Woods.
6 Dado que la lo´gica proposicional cla´sica es correcta y completa, podemos formular la cuestio´n
indistintamente con la nocio´n de consecuencia lo´gica sema´ntica o con la nocio´n de consecuencia
lo´gica sinta´ctica (en sistemas lo´gicos que no sean completos sı´ sera´ relevante que se adopte uno u
otro punto de vista).
7 De todos modos, es e´ste un rasgo que muchos autores posteriores a Peirce discuten: para
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modelizando esta´ bastante alejada de las capacidades episte´micas limitadas de los
seres humanos (e incluso de las ma´quinas), puesto que tiene entre sus propiedades
una que establece que conocemos todas las fo´rmulas que son consecuencia lo´gica
sema´ntica / sinta´ctica de un conjunto vacı´o de premisas ası´ como que, dada una base
de conocimientos cualquiera, tambie´n conocemos todas las fo´rmulas consecuencia
lo´gica sema´ntica / sinta´ctica de e´sta (es decir, entre sus rasgos esta´ la omnisciencia
lo´gica). Otro aspecto insatisfactorio es que el desconocimiento se postula de forma
gene´rica, sin que se haya podido incluir referencia alguna al sujeto que es titular de
la misma. Por u´ltimo, al identificar conocimiento con proposicio´n inferida y estar
en el marco de una lo´gica mono´tona, se vuelve imposible la retractacio´n del conoci-
miento (y justamente esto es lo que algunos autores descalifican como conocimiento
no revisable o ucro´nico).
Similares problemas surgen cuando queremos modelizar lo que se entiende por
obvio en la segunda premisa de la formulacio´n peirceana (“pero, si A fuese ver-
dadero, C serı´a obvio”) y el te´rmino sospechar en la conclusio´n (“Por tanto, hay
razo´n para sospechar que A es verdadero”). Ana´logamente a lo hecho anteriormen-
te, identificamos que una proposicio´n sea obvia con que sea consecuencia lo´gica
sema´ntica / sinta´ctica de una base de conocimientos (en este caso ampliada conve-
nientemente con la proposicio´n que aspira a convertirse en la conclusio´n abductiva
del razonamiento). La formulacio´n peirceana tiene la virtud de no permitir que A
sea falsa, lo que la libera de una posibilidad trivial (si se pudiese tomar como A una
proposicio´n contradictoria o una proposicio´n de la que se nos informa que es falsa,
entonces cualquier proposicio´n C podrı´a ser inferida lo´gicamente a partir de ella8).
Sin embargo, cuando se dice que C serı´a obvio si A fuese verdadero, se esta´ que-
riendo decir no so´lo que C se tiene siempre que se tiene A, sino que el hecho de que
se de´ esta u´ltima es relevante para que se de´ la primera. Nos enfrentamos de nuevo
a una incapacidad de nuestro sistema de representacio´n, dado que la lo´gica propo-
ellos lo importante no es que el hecho provoque extran˜eza –lo cual es un feno´meno psicolo´gico
asociado con la no satisfaccio´n de ciertas expectativas del observador–, sino que este u´ltimo no tenga
una justificacio´n para el hecho observado. La sorpresa quedarı´a como un rasgo de las situaciones
arquetı´picas en las que entra en juego la inferencia abductiva –en buena medida por influencia de su
relevancia en la investigacio´n detectivesca y por la analogı´a que a menudo hacemos entre e´sta y la
investigacio´n cientı´fica–, pero no serı´a un requisito imprescindible.
8 Esto es lo que habitualmente se describe diciendo que la lo´gica cla´sica tiene los principios
explosivos denominados ((ex falso sequitur quodlibet)) y ((ex contradictione sequitur quodlibet)) –
literalmente, “de una falsedad se sigue cualquier cosa” y “de una contradiccio´n se sigue cualquier
cosa”, respectivamente–.
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sicional cla´sica no tiene mecanismos suficientes para garantizar dicha relevancia en
la inferencia de la conclusio´n a partir de las premisas.
En cuanto al otro te´rmino problema´tico, sospechar, Peirce afirmaba en sus es-
critos que la conclusio´n abductiva no se podı´a entender como creencia, puesto que
se trata de una situacio´n episte´micamente au´n ma´s de´bil. En cualquier caso nuestra
lo´gica proposicional no nos permite modelizar, ni siquiera indirectamente, la posi-
bilidad de que una proposicio´n sea creı´da. Ası´ pues, con nuestra asociacio´n entre
conocimiento y consecuencia lo´gica so´lo nos resultan dos posibilidades, a saber:
que sea conocida o que no sea conocida.
Un apunte ma´s para terminar de dibujar el marco general de la propuesta de
modelizacio´n lo´gica que aquı´ asumimos como formulacio´n cano´nica. E´sta fija sus
requisitos tanto para la fo´rmula que constituye el objeto del problema abductivo
como para la que constituye la solucio´n abductiva, pero deja entera libertad en re-
lacio´n al procedimiento mediante el que haya sido alcanzada esta u´ltima. Es decir,
esta modelizacio´n paradigma´tica es no procesual y so´lo atiende a los estados inicial
y final9.
El gran consenso que ha obtenido la formulacio´n cano´nica ha provocado que en
las dos de´cadas siguientes apenas se hayan presentado aportaciones que extiendan
o rivalicen con ella (excepcio´n hecha de las ya citadas de Gabbay y Woods). En este
trabajo, intentando avanzar en la citada lı´nea de investigacio´n, presentamos nuevas
propuestas de modelizacio´n que generalizan la anterior e igualmente ponemos de
manifiesto nuevos ‘ingredientes’ que deben ser tenidos en cuenta en dichos modelos
formales.
Veamos ahora en detalle, aunque tambie´n informalmente, la citada formulacio´n
cano´nica, la cual coincide en buena parte con la propugnada en 2006 por Atocha
Aliseda [AL06], aunque en algunos casos nuestra terminologı´a difiere de la de e´sta.
Al hacer la primera propuesta formal de la formulacio´n lo´gica, que sera´ etiquetada
como versio´n 1, partiremos de la formulacio´n de Atocha con las modificaciones ter-
minolo´gicas que en nuestra previa presentacio´n informal ya habı´amos incorporado
e incluso con muchas otras de mayor calado, especialmente en lo que se refiere a
la introduccio´n de nuevas cuestiones a tratar o la consideracio´n de distinciones y la
adopcio´n de un enfoque al menos parcialmente distinto en los aspectos ya tratados
por la pensadora mexicana.
9 A menudo, en la literatura lo´gica existente se utiliza la dicotomı´a abduccio´n entendida como
proceso / abduccio´n entendida como producto para referirse a la distincio´n aquı´ sen˜alada.
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En la inferencia abductiva ordinaria10, dada una proposicio´n (a la que llamare-
mos objeto del problema abductivo11) que no se sigue de cierta teorı´a inicial (deno-
minada teorı´a-base12), queremos obtener como solucio´n una nueva proposicio´n (a
la que llamaremos solucio´n abductiva o, cuando el contexto no permita confusio-
nes, simplemente solucio´n) de tal modo que el citado problema pase a ser inferible
a partir de la teorı´a-base junto con la solucio´n obtenida.
Como se puede observar, la terminologı´a es deudora del vı´nculo existente en-
tre la mencionada idea de abduccio´n y el me´todo hipote´tico-deductivo: en el con-
texto de una teorı´a de partida es hallado (tras una etapa de experimentacio´n o de
observacio´n) determinado resultado sorprendente (bien porque e´ste contradice lo
esperado13, bien porque no se tenı´a expectativa alguna sobre ello) que no se puede
justificar a partir del corpus teo´rico aceptado; ante esta situacio´n, el investigador
lanza una hipo´tesis que junto con el citado corpus teo´rico (cuyo nu´cleo enunciativo
ha sido previamente contraı´do o no, respectivamente, segu´n que el resultado con-
tradijese o no las consecuencias lo´gicas de la teorı´a precedente) permite inferir el
resultado experimental obtenido. En muchos otros casos el proceso de elaboracio´n
teo´rica permuta el orden temporal indicado entre la etapa de recopilacio´n de datos
empı´ricos y el proceso de obtencio´n de consecuencias lo´gicas de la teorı´a: es decir,
a menudo, se parte de la propuesta de una hipo´tesis que junto con el resto del corpus
teo´rico aceptado permite inferir una serie de resultados que tienen la consideracio´n
10 En el resto del presente capı´tulo a veces omitiremos el te´rmino ordinaria / ordinario y enten-
deremos que el mismo esta´ implı´cito si no hay ningu´n otro adjetivo que se le oponga (es decir, si no
se le ha calificado como siste´mica / siste´mico u holı´stica / holı´stico).
11 Habitualmente a la proposicio´n misma se le denomina problema abductivo, pero nosotros
preferimos reservar este ro´tulo para la situacio´n problema´tica –es decir, para el hecho de que cierta
fo´rmula no se infiere en cierto sistema lo´gico a partir de cierta teorı´a-base–. No en vano, la expresio´n
ser un problema abductivo es relacional (una fo´rmula no es un problema abductivo en sı´ misma,
sino que lo es en la medida en que no puede justificarse atendiendo a una teorı´a-base y lo´gica
concretas). A partir de ahora frecuentemente usaremos las expresiones ma´s breves problema y objeto
del problema en lugar de las anteriormente mencionadas.
12 Nos parece ma´s adecuado hablar a partir de ahora de teorı´a-base para distinguir el uso ‘vago’
del te´rmino teorı´a de su sentido te´cnico: segu´n este u´ltimo, una teorı´a es un constructo complejo del
que su teorı´a-base –el conjunto de enunciados que forman parte de la teorı´a, al cual tambie´n se le
llama el nu´cleo enunciativo de la teorı´a– es so´lo uno de sus componentes. Quede claro pues, que
nuestra propuesta ni asume ni se limita a la nocio´n de teorı´a sostenida por la llamada Concepcio´n
Heredada y, de hecho, es plenamente compatible con la nocio´n que de dicho concepto sostiene el
Estructuralismo.
13 Esta posibilidad, a la que se le dara´ el nombre de abduccio´n ante anomalı´a, fue por primera
vez tratada en el a´mbito lo´gico por Atocha Aliseda [AL97].
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de predicciones que deben ser contrastadas posteriormente con la experiencia. Sin
embargo, la etapa de cotejo entre consecuencias lo´gicas de la teorı´a y datos empı´ri-
cos, ası´ como la relacio´n metodolo´gica entre ambos tipos de ‘elementos’ no cambia
en otros aspectos. Es obvio, por tanto, que en todos los casos es la adecuacio´n de las
consecuencias teo´ricas a los datos empı´ricos –dicho de otro modo, el que los datos
empı´ricos corroboren o no las previsiones teo´ricas– el criterio u´ltimo de aceptacio´n
o rechazo de la hipo´tesis.
Ahora, haciendo uso de la terminologı´a ma´s habitual en Filosofı´a de la Cien-
cia, podemos decir que lo que se pretende conseguir es una expansio´n del nu´cleo
enunciativo de la teorı´a inicial con una nueva fo´rmula, de tal modo que la teorı´a
resultante se convierta en suficientemente explicativa del hecho sorprendente. El
te´rmino expansio´n remite a una nocio´n central en el modelo AGM14 de revisio´n de
creencias (no en vano, se puede establecer un vı´nculo muy estrecho entre las ope-
raciones episte´micas de expansio´n, contraccio´n y revisio´n que incorpora el modelo
AGM y ciertos procesos abductivos).
La modelizacio´n de la abduccio´n que hemos asumido conlleva que el papel de
conclusio´n a menudo pueda ser ostentado por ma´s de una fo´rmula. De hecho, es
fa´cil probar que, si el lenguaje del sistema lo´gico contiene un conjuntor cla´sico y no
se impone ninguna restriccio´n adicional, siempre que exista al menos una solucio´n
existira´n infinitas (basta con tomar una cualquiera de dichas soluciones y conectar
conjuntivamente dicha fo´rmula con cualquier otra), e incluso infinitas no equivalen-
tes entre sı´ (en este caso es suficiente con que, adema´s de los anteriores requisitos,
contemos con un conjunto infinito de variables proposicionales para poder unirlas
conjuntivamente de modo sucesivo a una solucio´n cualquiera)15.
Una modificacio´n decisiva sera´ exigir que la teorı´a-base, el objeto del problema
y la solucio´n abductiva cumplan determinados requisitos que se consideran obli-
gatorios (por ejemplo, en relacio´n a su consistencia intrı´nseca o a la consistencia
relativa de alguno de los componentes mencionados con respecto de otro), de modo
que se les pueda retirar la consideracio´n de problema abductivo a ciertas situaciones
que no resultan relevantes y, del mismo modo, que se pueda excluir como posible
14 Acro´nimo formado a partir de las iniciales de los autores de su artı´culo fundacional [AGM85]:
Alchourro´n, Gardenfors y Makinson.
15 Obviamente, tampoco es un problema que el resultado de cualquiera de las conjunciones
indicadas sea una fo´rmula que al agregarla a la teorı´a inicial la vuelva trivial, puesto que, a fortiori,
la teorı´a resultante de la expansio´n permitirı´a inferir cualquier fo´rmula.
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solucio´n a ciertas opciones no deseadas. Por otro lado, se pueden establecer un con-
junto de condiciones deseables de modo que una fo´rmula pueda ser considerada
como objeto del problema abductivo, aun no existiendo fracaso inferencial, si no se
satisface alguna de esas condiciones que se desea alcanzar.
Lo dicho hasta ahora pone en pie de igualdad todas las soluciones posibles,
a pesar de que intuitivamente podemos expresar preferencias por algunas de ellas
(por ejemplo, por las que tienen una longitud menor, o por las que involucran un
menor nu´mero de variables proposicionales diferentes, o por las que no incluyen
variables proposicionales que no ocurren en la teorı´a-base...). Con el fin de inten-
tar incorporar este elemento preferencial parece necesario dotar al conjunto de las
potenciales soluciones de algu´n tipo de estructura de orden (en particular, una de
las posibilidades hacia las que dirigimos nuestra mirada es e´sa en la que la solucio´n
es u´nica, de modo que estarı´amos ante una modelizacio´n formal de una relacio´n
inferencial que justamente podrı´amos considerar como inferencia a la mejor expli-
cacio´n). Pero, dado que nuestra propuesta formal en este caso puede apartarse en
aspectos sustanciales de los rasgos que distintos autores le han atribuido a este u´lti-
mo tipo de razonamiento, y con el fin de evitar posibles ‘interferencias’ en su justa
comprensio´n, acun˜aremos un nuevo ro´tulo para referirnos a e´l.
En el desarrollo de nuestra investigacio´n usaremos una serie de sı´mbolos me-
talingu¨ı´sticos para representar los operadores lo´gicos de dicho nivel. En concreto,
el negador, el conjuntor, el conjuntor iterado, el disyuntor inclusivo, el disyuntor
exclusivo, el disyuntor iterado, el implicador, el coimplicador, el cuantificador uni-
versal, el cuantificador existencial y el cuantificador unitario sera´n, respectivamen-
te: “∼”, “&”, “∧”, “O”, “O”, “∨”, “⇒”, “⇔”, “∀”, “∃” y “!∃”. En el caso de la
equivalencia metalingu¨ı´stica y su negacio´n tambie´n usaremos, respectivamente, los
sı´mbolos “≡” y “ 6≡” con el fin de mejorar la legibilidad de las expresiones simbo´li-
cas. Adema´s, usaremos como signos metalingu¨ı´sticos los sı´mbolos habituales de
la Teorı´a de Conjuntos (en particular, los de pertenencia, inclusio´n, igualdad y las
operaciones conjuntistas): ∈, /∈, ⊆, *, (, =, 6=,... Dado que necesitaremos tambie´n
sı´mbolos para los operadores meta-metalingu¨ı´sticos (concretamente, los ana´logos
a los ya mencionados, pero para este nuevo nivel), emplearemos para cada uno de
ellos el correspondiente operador metalingu¨ı´stico distinguido con un punto sobre e´l
(por ejemplo, “⇒˙” para el implicador meta-metalingu¨ı´stico).
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2.2. Tratamiento formal de la abduccio´n ordinaria
Pasemos ahora a presentar formalmente la que hemos asumido como versio´n
cano´nica de la abduccio´n ordinaria en sentido lo´gico (a la que llamaremos a partir
de este momento versio´n 1), la cual, como ya se ha indicado, parte de la formu-
lacio´n de Atocha Aliseda en [AL06], aunque con notables diferencias (no so´lo en
que algunas denominaciones de un mismo concepto son distintas, sino tambie´n en
que se introducen nuevas cuestiones y distinciones, ası´ como en el enfoque de al-
gunas de las cuestiones que sı´ son tratadas por la pensadora mexicana). Con el fin
de mostrar claramente la relacio´n de generalizacio´n / particularizacio´n o alternativi-
dad entre unas y otras, las versiones que le sigan a e´sta las numeraremos mediante
una notacio´n de tipo Gorn pero en la que emplearemos so´lo nu´meros enteros po-
sitivos escritos de la forma convencional –es decir, sin la ocurrencia de ceros a la
izquierda–. En particular, una versio´n cuyo nu´mero de Gorn sea una supercadena
de otra sera´ una generalizacio´n de e´sta.
En toda esta seccio´n vamos a considerar que esta´ expresamente determinado
el sistema lo´gico deductivo en cuyo marco se va a realizar la inferencia abducti-
va, por lo que de manera particular esta´n fijados el lenguaje lo´gico L y la relacio´n
inferencial deductiva  ⊆ ℘(FOR(L)) × FOR(L). La expresio´n (Θ¯, pi) ∈  es
una proposicio´n metalingu¨ı´stica que indica que la inferencia deductiva es exitosa
(es decir, que la fo´rmula pi se puede inferir del conjunto de fo´rmulas Θ¯ en la re-
lacio´n de consecuencia lo´gica deductiva ). Adema´s de la anterior notacio´n, que
podrı´amos calificar de netamente conjuntista, tambie´n se puede encontrar en la li-
teratura lo´gico-matema´tica otras presentaciones en las que el deductor aparece en
notacio´n relacional: bien en posicio´n prefija ( (Θ¯, pi)), bien en posicio´n interfija
(Θ¯  pi), siendo esta u´ltima la que ma´s frecuentemente aparece en los textos de
Lo´gica y la que aquı´ usaremos por resultar ma´s intuitiva16.
Si no se satisfaciese la mencionada relacio´n inferencial deductiva, siempre den-
tro del lenguaje lo´gico fijado, podrı´amos escribir ∼((Θ¯, pi) ∈ ) o, ma´s abrevia-
damente, (Θ¯, pi) /∈ . Atendiendo a las otras notaciones indicadas, esto puede ser
asimismo escrito de las siguientes maneras: ∼ (Θ¯, pi), 1 (Θ¯, pi), ∼(Θ¯  pi) o
Θ¯ 1 pi, siendo esta u´ltima nuevamente la opcio´n por la que habitualmente nos de-
cantaremos. Ası´ pues, 1 es la relacio´n complementaria de  (dicho formalmente
16 Aunque no tan frecuentemente como las anteriores, algunos autores tambie´n anotan la relacio´n
inferencial deductiva como una terna (, Θ¯, pi).
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1 := (℘(FOR(L)) × FOR(L)) \ ), por lo que adema´s del anterior sı´mbolo
podrı´amos usar tambie´n {.
2.2.1. Abduccio´n cla´sica (v. 1)
Comenzaremos presentando las definiciones de los conceptos sobre los que se
articula cualquier tipo de inferencia abductiva que sea considerada, a saber las co-
rrespondientes a la nocio´n de problema abductivo y a la de solucio´n abductiva.
Definicio´n 1 (Problema abductivo cla´sico (v. 1)).
Dado un conjunto de fo´rmulas Θ¯ (al que denominamos teorı´a-base), un problema
abductivo cla´sico (v. 1), cuyo objeto del problema es la fo´rmula pi, es una situacio´n
(o un hecho)17 en la que pi no se infiere de Θ¯ en la relacio´n de consecuencia de-
ductiva cla´sica –proposicional, de primer orden o de orden superior– representada
por  (la cual decimos que es su para´metro inferencial)18. De manera ma´s formal
podemos escribir el definiens como:
Θ¯ 1 pi.
En este capı´tulo so´lo abordamos la posibilidad de que dicho para´metro infe-
rencial sea deductivo, aunque, como se ha indicado anteriormente, Atocha Aliseda
ya sen˜alo´ la posibilidad de usar alguna relacio´n de consecuencia lo´gica no cla´sica.
Adema´s, como el mismo ro´tulo indica, en esta versio´n 1 asumimos adema´s que di-
cha relacio´n inferencial es cla´sica, pero en versiones posteriores ampliaremos esta
posibilidad.
De esta definicio´n se extrae como consecuencia que la relacio´n inferencial  no
puede ser completamente trivial19 (es decir, debe ocurrir que  6= ℘(FOR(L)) ×
17 Usar las expresiones situacio´n problema´tica abductiva o hecho problema´tico abductivo en
lugar de la expresio´n problema abductivo contribuirı´a a que el ro´tulo evocase ma´s claramente su
referencia, a la vez que mostrarı´a su filiacio´n con lo que Peirce denominaba hecho sorprendente.
La preferencia de uso por la anteriormente empleada sobre las dos que acabamos de mencionar se
apoya en la menor longitud de aque´lla.
18 Con el fin de poner de manifiesto el lenguaje lo´gico sobre el que se define la relacio´n inferen-
cial, aparece anotado como subı´ndice del relator inferencial, pero cuando no exista duda de cua´l es
se puede suprimir dicha indicacio´n.
19 Algunos autores adjetivan a este tipo de relaciones como banales, delicuescentes o disolutivas,
en el sentido de que en ellas todas las situaciones tienen una consideracio´n indistinguible de las
restantes. Dichos te´rminos, que en Lo´gica adquieren una significacio´n precisa establecida definicio-
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FOR(L)). Obviamente Θ¯ tampoco puede ser un conjunto de fo´rmulas para el que
se trivialice la relacio´n (es decir, debe ocurrir que {Θ¯} × FOR(L) * ).
Si la teorı´a-base tiene todas sus fo´rmulas universalmente aceptables20, entonces
toda fo´rmula que no posea dicha cualidad es para ella el objeto de un problema
abductivo. Tambie´n se puede concluir que una fo´rmula universalmente aceptable
nunca puede ser el objeto de un problema abductivo y que una fo´rmula inconsisten-
te21 siempre lo sera´ para una teorı´a-base consistente.
Es importante poner de manifiesto que nuestra propuesta no se ha hecho restrin-
gida a sentencias sino que se ha planteado para fo´rmulas cualesquiera. Esto queda
justificado por el hecho de que, si un sistema lo´gico es tal que su lenguaje admi-
te fo´rmulas abiertas y e´stas no son meros ‘floreros’ de esa lo´gica, entonces en su
sema´ntica se debe haber arbitrado una forma de otorgarles significado22 y en su
ca´lculo sinta´ctico se deben haber establecido las reglas de derivacio´n oportunas.
Definicio´n 2 (Inferencia abductiva cla´sica // Solucio´n abductiva cla´sica (v. 1)).
En la inferencia abductiva cla´sica (v. 1) dado un problema abductivo cla´sico Θ¯ 1 pi,
queremos obtener como solucio´n abductiva cla´sica (v. 1) una fo´rmula σ tal que el
citado problema deje de serlo (es decir, tal que el objeto del problema pueda inferir-
se mediante la relacio´n inferencial cla´sica de que se trate a partir de la teorı´a-base
junto con la solucio´n encontrada). De manera ma´s formal podemos decir que una
inferencia abductiva cla´sica es (Θ¯, pi) ao σ y esto es equivalente a:
(Θ¯ 1 pi) &˙ (Θ¯ ∪ {σ}  pi).
Una ra´pida conclusio´n que se obtiene de las dos definiciones precedentes es
nalmente y parcialmente distinta de la que tienen en la vida cotidiana o en las Ciencias Empı´ricas, se
toman por analogı´a con su uso en estas u´ltimas. A este respecto, una buena denominacio´n, tambie´n
con raı´ces metafo´ricas, serı´a la de relaciones ma´ximamente entro´picas, dado que la citada indistin-
cio´n evoca a la entropı´a.
20 Con esta expresio´n inespecı´fica queremos referirnos, segu´n sea el enfoque elegido, a una
fo´rmula universalmente va´lida (enfoque sema´ntico) o teorema´tica (enfoque sinta´ctico). Para esta
cuestio´n y otras que encontraremos ma´s adelante, renunciamos a emplear una pareja de expresiones,
una correspondiente a cada punto de vista, para no tornar obscuros los contenidos que se explican
en el resto del capı´tulo apoya´ndose sobre esta consideracio´n.
21 Nuevamente usamos este te´rmino de modo inespecı´fico para referirnos, segu´n sea el enfoque
elegido, a una fo´rmula insatisfacible (enfoque sema´ntico) o contradictoria (enfoque sinta´ctico).
22 Por ejemplo, considerarlas que ta´citamente esta´n clausuradas universalmente y, por tanto,
que tienen el mismo valor que si se las cerrase mediante cuantificacio´n universal de las variables
abiertas–.
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que la solucio´n abductiva no puede ser universalmente aceptable; tambie´n resulta
obvio que, aun no siendo habitualmente una opcio´n deseable, cualquier fo´rmula in-
consistente es una solucio´n abductiva. Otras fo´rmulas que suelen desden˜arse como
solucio´n, a pesar de que siempre satisfacen las condiciones hasta ahora presentadas,
son la que representa al objeto del problema mismo o cualquier otra fo´rmula que
por sı´ sola permita deducir a e´sta. Podemos inferir tambie´n que la resolucio´n de un
problema abductivo cuyo objeto es inconsistente conlleva necesariamente alcanzar
una teorı´a-base expandida inconsistente.
Dada la naturaleza de las distintas entidades que intervienen en este tipo de
inferencia abductiva, a la teorı´a-base tambie´n se le puede llamar conjunto-base, al
objeto del problema abductivo podemos denominarlo fo´rmula-problema y a la solu-
cio´n abductiva podemos llamarla fo´rmula-solucio´n. La relacio´n inferencial abducti-
va sera´ ao ⊆ (℘(FOR(L))×FOR(L))×FOR(L) por lo que una inferencia ab-
ductiva la podemos escribir como ((Θ¯, pi), σ) ∈ ao en notacio´n netamente conjun-
tista; tambie´n se puede escribir en notacio´n relacional, bien con el sı´mbolo inferen-
cial en posicio´n prefija (ao ((Θ¯, pi), σ)), bien en posicio´n interfija ((Θ¯, pi) ao σ),
que es como se hizo en la definicio´n anterior por ser el modo en le que lo hare-
mos a lo largo de esta memoria. Incluso podrı´amos escribir Θ¯|pi ao σ en lugar de
(Θ¯, pi) ao σ: aunque ao es una relacio´n binaria y ao una relacio´n ternaria, las
dos notaciones apuntan a una misma concepcio´n por cuanto se puede establecer un
isomorfismo entre ambas relaciones, de modo que la diferencia entre ellas se reduce
a una mera cuestio´n de estilo. Todas estas notaciones coinciden en asumir que se ha
establecido de modo inequı´voco cua´l es la relacio´n inferencial mediadora.
Tambie´n es importante que contemos con una notacio´n para referirnos al con-
junto de todas las soluciones abductivas para cierto problema abductivo (las cuales
tambie´n son a menudo llamadas abducibles): SOLao(Θ¯ 1 pi)23.
Los conceptos usados en las definiciones precedentes (cuyos ro´tulos constituyen
el ‘vocabulario’ ba´sico de la Lo´gica Abductiva Formal) tienen una larga tradicio´n
en Filosofı´a de la Ciencia, por lo que antes de su tratamiento formal ya se habı´an
acun˜ado expresiones para referirse a ellos. Reflejamos en la tabla 1 (2.2) la corres-
23 Algunos autores usan expresiones ana´logas a σ = SOLao(Θ¯ 1 pi) para designar a cierta
solucio´n abductiva, pero pensamos que serı´a mejor anotar σ ∈ SOLao(Θ¯ 1 pi) en la medida que
esta u´ltima expresio´n no es una fo´rmula sino un conjunto ellas (normalmente no unitario –sabemos
que para un mismo problema abductivo habitualmente existe ma´s de una solucio´n–, de hecho dicho
conjunto es potencialmente infinito aunque tambie´n puede ser vacı´o).
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pondencia entre dichas denominaciones de uno y otro a´mbito.
Expresiones usadas en Terminologı´a ma´s habitual
Lo´gica Abductiva Formal en Filosofı´a de la Ciencia
(versio´n cla´sica)
inferencia abductiva razonamiento explicativo
(o abduccio´n)
teorı´a-base nu´cleo enunciativo de la teorı´a
problema abductivo hecho sorprendente
para´metro inferencial lo´gica subyacente
(o marco lo´gico)
solucio´n abductiva hipo´tesis explicativa
Tabla 1 (2.2): Correspondencia entre algunas expresiones usadas en Lo´gica
Abductiva Formal y la terminologı´a ma´s habitual en Filosofı´a de la Ciencia.
Podemos distinguir varios tipos de problemas abductivos, atendiendo a la posi-
bilidad de inferir la fo´rmula contradictoria a partir del objeto del problema o bien a
partir de la teorı´a-base y atendiendo tambie´n a que se satisfaga que esta u´ltima es
finita y que es universalmente aceptable la conjuncio´n iterada de sus fo´rmulas24.
Definicio´n 3 (Tipos de problemas abductivos cla´sicos (v. 1)).
Dado un problema abductivo cla´sico Θ¯ 1 pi), decimos que e´ste es:
· Consistente si y so´lo si {pi} 1 ¬pi. En el caso de que no se satisfaga esta condicio´n
necesaria y suficiente diremos que es inconsistente.
· Novedoso si y so´lo si Θ¯ 1 ¬pi. En el caso de que no se satisfaga esta condicio´n
necesaria y suficiente diremos que es ano´malo.
· Usual si y so´lo si (card(Θ¯)  card(N)) &˙ (1 ∧ Θ¯)25. En el caso de que no se
satisfaga esta condicio´n necesaria y suficiente diremos que es inusual26
24 A este respecto recordemos que la conjuncio´n iterada de un conjunto vacı´o es una fo´rmula
universalmente aceptable (
∧
∅ = >˜) y que la conjuncio´n iterada de un conjunto unitario de fo´rmulas
coincide con el u´nico elemento del conjunto (
∧{ϕ} = ϕ).
25 En la lo´gica proposicional cla´sica podemos definir el conjuntor iterado, el cual es finitario, a
partir de un conjuntor binario, dado que e´ste es conmutativo, asociativo e idempotente. Si no nos
restringimos a la lo´gica cla´sica podemos encontrar un conjuntor generalizado, el cual es infinitario
(para un conjunto infinito numerable).
26 Ello ocurre en particular cuando Θ¯ = ∅, como se desprende de lo indicado en una nota previa,
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Ası´ pues, el problema abductivo indicado es consistente si y so´lo si para el
conjunto unitario que contiene a su objeto no se trivializa la relacio´n inferencial; es
novedoso si y so´lo si la contradictoria de dicho objeto del problema es tambie´n un
problema abductivo; y, finalmente, es usual si y so´lo si la teorı´a-base es finita, no
vacı´a y al menos una de sus fo´rmulas no es universalmente aceptable.
Ana´logamente, podemos distinguir varios tipos de soluciones abductivas aten-
diendo a su consistencia intrı´nseca, a su compatibilidad (en el sentido de consis-
tencia relativa) con la teorı´a-base, a su capacidad de justificar ella sola el objeto
del problema, a que consista en una fo´rmula condicional cuyo antecedente es la
conjuncio´n iterada de un subconjunto de la teorı´a-base y cuyo consecuente es jus-
tamente el problema abductivo y tambie´n atendiendo a la existencia de alguna otra
solucio´n que sea consecuencia lo´gica de ella pero no equivalente e igualmente a que
se cumpla que toda posible solucio´n la implica.
Definicio´n 4 (Tipos de soluciones abductivas cla´sicas (v. 1)).
Sea Θ¯ 1 pi un problema abductivo cla´sico y σ una solucio´n abductiva cla´sica, de-
cimos que e´sta es:
· Consistente si y so´lo si {σ} 1 ¬σ. En el caso de que no se satisfaga esta condicio´n
necesaria y suficiente diremos que es inconsistente.
· Compatible si y so´lo si Θ¯ ∪ {σ} 1 ¬σ. En el caso de que no se satisfaga esta
condicio´n necesaria y suficiente diremos que es incompatible.
· Explicativa si y so´lo si {σ} 1 pi. En el caso de que no se satisfaga esta condicio´n
necesaria y suficiente diremos que es no explicativa.
· Ingeniosa si y so´lo si ∼˙∃˙ϕ((σ ≡ ϕ → pi) &˙ (ϕ ≡ ∧ Θ¯′) &˙ (Θ¯′ ⊆ Θ¯) &˙
(card(Θ¯′)  card(N))). En el caso de que no se satisfaga esta condicio´n nece-
saria y suficiente diremos que es no ingeniosa.
· Deductivamente minimal si y so´lo si ∼˙∃˙σ′((σ′ ∈ SOLao(Θ¯ 1 pi)) &˙ ({σ} 
σ′) &˙ ({σ′} 1 σ))27. En el caso de que no se satisfaga esta condicio´n necesaria y
suficiente diremos que es deductivamente no minimal.
· Deductivamente mı´nima28 si y so´lo si ∀˙σ′((σ′ ∈ SOLao(Θ¯ 1 pi)) ⇒˙ ({σ′}  σ)).
ası´ como cuando card(Θ¯) ≥ card(N).
27 O, equivalentemente, ∀˙σ′(((σ′ ∈ SOLao(Θ¯ 1 pi)) &˙ ({σ}  σ′)) ⇒˙ ({σ′}  σ)). Y
teniendo en cuenta que (σ ≡ σ′) ⇔˙ (({σ}  σ′) &˙ ({σ′}  σ)), tambie´n son equivalentes las dos
formulaciones siguientes:
a) ∼˙∃˙σ′((σ′ ∈ SOLao(Θ¯ 1 pi)) &˙ ({σ}  σ′) &˙ (σ 6≡ σ′)).
b) ∀˙σ′(((σ′ ∈ SOLao(Θ¯ 1 pi)) &˙ ({σ}  σ′)) ⇒˙ (σ ≡ σ′)).
28 Atocha Aliseda impone este requisito a la abduccio´n minimal, pero creemos que dicha condi-
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En el caso de que no se satisfaga esta condicio´n necesaria y suficiente diremos que
es deductivamente no mı´nima.
Ası´ pues, la solucio´n abductiva indicada es consistente si y so´lo si para el con-
junto unitario que la contiene no se trivializa la relacio´n inferencial; es compatible
si y so´lo si para el conjunto resultante de expandir la teorı´a-base con la solucio´n
tampoco ocurre dicha trivializacio´n; es explicativa si y so´lo si la solucio´n no es tan
fuerte deductivamente que resulte autosuficiente para justificar el problema abduc-
tivo29; es ingeniosa si y so´lo si no es una solucio´n obvia que se ha construido de
la manera que se indica en la anterior definicio´n (la cual resulta siempre posible
independientemente de cua´l sea la teorı´a-base y el objeto del problema, inclusive si
aque´lla es un conjunto vacı´o); es deductivamente minimal si no hay otras soluciones
no equivalentes a ella misma que la impliquen deductivamente; y es deductivamente
mı´nima si cualquier solucio´n la implica deductivamente.
Sen˜alemos dos casos particulares destacables:
1. σ = pi es siempre una solucio´n no explicativa y no ingeniosa (para esto u´ltimo
basta tener en cuenta que pi ≡ >˜ → pi y que ∧∅ = >˜).
2. Si card(Θ¯)  card(N) entonces la solucio´n deductivamente mı´nima es σ ≡
((
∧
Θ¯) → pi). En primer lugar, resulta obvio que (∧ Θ¯) → pi es una solucio´n
abductiva en una lo´gica cla´sica: Θ¯∪{(∧ Θ¯)→ pi}  pi. En segundo lugar podemos
justificar que cualquier otra solucio´n abductiva σ′ es tal que {σ′}  (∧ Θ¯) → pi.
Para ello basta observar que por ser σ′ ∈ SOLao(Θ¯ 1 pi) se tiene que Θ¯ ∪ {σ′} 
pi y por satisfacer la relacio´n inferencial deductiva cla´sica el metateorema de la
deduccio´n se tiene que {σ′}  (∧ Θ¯)→ pi.
Podemos colegir fa´cilmente que si el problema abductivo es inusual y es finita
su teorı´a-base (es decir, si e´sta tiene todas las fo´rmulas universalmente aceptables),
entonces no puede existir ninguna solucio´n explicativa.
2.2.2. Abduccio´n ordinaria s-s plana (v. 1.1)
La anterior nocio´n de problema abductivo singular plano recoge explı´citamen-
te que el para´metro inferencial es una relacio´n de consecuencia deductiva cla´sica.
cio´n lo que hace es garantizar la existencia de un elemento mı´nimo en el conjunto y no so´lo de un
elemento minimal.
29 Es decir, la explicatividad quiere garantizar la relevancia de la teorı´a-base en dicho proceso
justificativo.
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Adema´s la definicio´n de inferencia abductiva ordinaria s-s plana sostiene que la so-
lucio´n abductiva ordinaria singular plana satisface el requisito justificativo para la
misma relacio´n inferencial en la que surge el problema abductivo. Esto nos ha per-
mitido hacer una presentacio´n ma´s sencilla de distintos tipos de tales problemas y
soluciones abductivas.
En esta nueva versio´n (la 1.1) haremos una propuesta ma´s general que permane-
cera´ dentro del a´mbito de las lo´gicas deductivas (en particular, dara´ cabida a ciertas
lo´gicas que admiten paraconsistencias30) y que conseguira´ ser independiente del
lenguaje y las propiedades metalo´gicas de las lo´gicas cla´sicas. Tal como desea´ba-
mos, la versio´n anterior quedara´ como un caso particular de la que seguidamente
presentaremos.
En relacio´n a los mencionados conceptos de problema abductivo, inferencia ab-
ductiva y solucio´n abductiva, basta para su generalizacio´n con eliminar en el prime-
ro de ellos su restriccio´n a relaciones inferenciales deductivas cla´sicas, eliminando
este u´ltimo adjetivo. Para proceder a la correspondiente generalizacio´n de los requi-
sitos que se exigieron a algunos de los tipos de problemas abductivos y soluciones
abductivas que fueron distinguidos, necesitamos desarrollar previamente algunas
cuestiones instrumentales conexas.
Definicio´n 5 (Conjunto de fo´rmulas de´bilmente consistente / fuertemente inconsis-
tente).
Si un conjunto de fo´rmulas Γ¯ cumple que ∃˙ϕ((ϕ ∈ FOR(L)) &˙ (Γ¯ 1 ϕ)), decimos
que es de´bilmente consistente en la relacio´n de consecuencia lo´gica ; en caso
contrario decimos que es fuertemente inconsistente en dicha relacio´n inferencial.
Por abuso de lenguaje podemos decir que una fo´rmula ϕ es de´bilmente consisten-
te / fuertemente inconsistente en una relacio´n inferencial si y so´lo si el conjunto
unitario {ϕ} lo es.
Ası´ pues, un conjunto de fo´rmulas fuertemente inconsistente tiene la pecu-
liaridad de que para e´l se trivializa la relacio´n inferencial (motivo por el que le
podrı´amos tambie´n llamar conjuntos ma´ximamente entro´picos).
30 Pie´nsese en la importancia de este logro a tenor de que la abduccio´n es un tipo de inferencia
crucial en el quehacer teo´rico, el cual raramente discurre con los requisitos de consistencia que
exigen las lo´gicas cla´sicas.
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Definicio´n 6 (Conjunto de fo´rmulas fuertemente consistente / de´bilmente inconsis-
tente).
Si un conjunto de fo´rmulas Γ¯ cumple que Γ¯ 1 ⊥˜31, decimos que es fuertemente con-
sistente en la relacio´n de consecuencia lo´gica ; en caso contrario decimos que es
de´bilmente inconsistente en dicha relacio´n inferencial. Por abuso de lenguaje pode-
mos decir que una fo´rmula ϕ es de´bilmente consistente / fuertemente inconsistente
en una relacio´n inferencial si y so´lo si el conjunto unitario {ϕ} lo es.
Obviamente, para que un conjunto de fo´rmulas sea de´bilmente consistente o
fuertemente consistente en una relacio´n inferencial, e´sta no puede ser completa-
mente trivial. Adema´s, si la relacio´n inferencial posee algu´n ‘principio explosivo’
(tales como, por ejemplo, el ((ex contradictione sequitur quodlibet)) o el ((ex falso se-
quitur quodlibet)) de la lo´gica cla´sica32) cualquier conjunto de fo´rmulas de´bilmente
inconsistente trivializa la teorı´a (es decir, es tambie´n fuertemente inconsistente), de
modo que ambas definiciones colapsan en una sola.
Sen˜alemos un par de conclusiones inmediatas de las anteriores definiciones:
1. Todo conjunto de fo´rmulas fuertemente consistente en una relacio´n inferencial a
fortiori es de´bilmente consistente en la misma; igualmente, todo conjunto de fo´rmu-
las fuertemente inconsistente en una relacio´n inferencial a fortiori es de´bilmente
inconsistente en la misma. Esto nos permite decir que los ro´tulos elegidos para cada
propiedad siguen la regla intuitiva de que ‘lo que puede lo ma´s tambie´n puede lo
menos’.
2. Por otra parte, en las lo´gicas cla´sicas se cumple que Θ¯ 1 pi permite inferir Θ¯ 1 ⊥˜,
dado que ellas contienen los principios explosivos mencionados, pero ahora no po-
demos ahora garantizar tal cosa. Sı´ podemos en cambio sostener que un conjunto
de fo´rmulas fuertemente inconsistente para una relacio´n inferencial no puede ser el
conjunto-base de un problema abductivo cuyo para´metro inferencial es la relacio´n
aludida. En consecuencia, todas las tipologı´as de problemas abductivos y solucio-
nes abductivas que en adelante se presentan conllevan que la teorı´a-base es al menos
de´bilmente consistente.
Veamos co´mo, a la luz de estos nuevos conceptos, podemos reformular la carac-
31 Advirtamos que en estas definiciones y en adelante ⊥˜ es un sı´mbolo metalingu¨ı´stico que
representa cualquier fo´rmula inconsistente del lenguaje correspondiente y no so´lo a la constante
lo´gica falsa / contradiccio´n de un lenguaje concreto.
32 Estos principios se reproducen en cualquier sistema lo´gico cuyo u´nico operador de negacio´n
sea de tipo cla´sico, al cual tambie´n podemos llamar contradictor a tenor de su sema´ntica.
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terizacio´n de los distintos tipos de problemas abductivos:
Definicio´n 7 (Tipos de problemas abductivos singulares planos (v. 1.1)).
Dado un problema abductivo Θ¯ 1 pi, decimos que e´ste es:
· De´bilmente consistente si y so´lo si ∃˙ϕ((ϕ ∈ FOR(L)) &˙ ({pi} 1 ϕ)). En el
caso de que no se satisfaga esta condicio´n necesaria y suficiente diremos que es
fuertemente inconsistente.
· Fuertemente consistente si y so´lo si {pi} 1 ⊥˜. En el caso de que no se satisfaga
esta condicio´n necesaria y suficiente diremos que es de´bilmente inconsistente.
· De´bilmente novedoso33 si y so´lo si ∃˙ϕ((ϕ ∈ FOR(L)) &˙ (Θ¯ ∪ {pi} 1 ϕ)). En
el caso de que no se satisfaga esta condicio´n necesaria y suficiente diremos que es
fuertemente ano´malo.
· Fuertemente novedoso si y so´lo si Γ¯∪ {pi} 1 ⊥˜. En el caso de que no se satisfaga
esta condicio´n necesaria y suficiente diremos que es de´bilmente ano´malo.
· Conservador por partes de la novedad fuerte34 si y so´lo si ∀˙Γ¯(((Γ¯ ⊆ Θ¯) &˙ (Γ¯ 1
⊥˜)) ⇒˙ (Γ¯∪{pi} 1 ⊥˜)). En el caso de que no se satisfaga esta condicio´n necesaria
y suficiente diremos que es no conservador por partes de la novedad fuerte.
· Formulado sobre una teorı´a-base fuertemente consistente si y so´lo si Θ¯ 1 ⊥˜. En
el caso de que no se satisfaga esta condicio´n necesaria y suficiente diremos que es
formulado sobre una teorı´a-base de´bilmente inconsistente.
· Usual si y so´lo si (card(Θ¯)  card(N)) &˙ (Θ¯ 6= ∅ ⇒˙ ∃˙ϕ((ϕ ∈ Θ¯) &˙ (1 ϕ))).
En el caso de que no se satisfaga esta condicio´n necesaria y suficiente diremos que
es inusual35.
La cualidad de ser de´bilmente novedoso lo que exige es que la expansio´n de la
teorı´a-base con el objeto del problema no torne trivial la relacio´n inferencial para
ese conjunto expandido. Ana´logamente la cualidad de ser fuertemente novedoso re-
clama que la citada expansio´n de la teorı´a-base no sea un conjunto inconsistente. En
cuanto a la cualidad de ser conservador por partes de la consistencia fuerte, en ella
33 Tambie´n podrı´amos decir que el objeto del problema es de´bilmente novedoso en esa teorı´a-base
dentro del marco lo´gico indicado. Ana´loga versio´n se podrı´a dar de los conceptos que se delimiten
en adelante a partir de un problema abductivo, pero dado que vuelve muy onerosa la lectura, no lo
haremos. Lo hemos realizado en este caso para poner de manifiesto que la cualidad de novedad /
anomalı´a es atribuible al objeto del problema en relacio´n a los otros dos componentes sen˜alados.
34 En una lo´gica deductiva no tiene intere´s la formulacio´n de la ana´loga propiedad para la con-
sistencia de´bil, porque, tal como ya anunciamos, todo problema abductivo es tal que su teorı´a-base
es al menos de´bilmente consistente.
35 De nuevo, ello ocurre en particular cuando Θ¯ = ∅ ası´ como cuando card(Θ¯) ≥ card(N).
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se exige que ningu´n subconjunto de fo´rmulas de la teorı´a-base que sea fuertemente
consistente deje de serlo tras expandirlo con el objeto del problema. Podemos decir,
por tanto, que los dos tipos de novedad y la cualidad de conservacio´n por partes
aludida –propiedades que se predican de una fo´rmula que constituye el objeto de
un problema– no son ma´s que distintos modos de consistencia relativa de dicha
fo´rmula con la teorı´a-base o con ciertas partes de e´sta.
A partir de las definiciones precedentes es fa´cil concluir que todo problema
fuertemente novedoso es de´bilmente novedoso y, teniendo en cuenta adema´s que
toda lo´gica deductiva satisface la propiedad estructural de monotonı´a, que la pri-
mera de esas propiedades tambie´n conlleva la propiedad conservativa que antes fue
presentada (puesto que, en particular, todos sus subconjuntos satisfacen que son
fuertemente consistentes); sin embargo, dicha propiedad conservativa no garantiza
la novedad de´bil (ver figura 1 (2.2)). A su vez, teniendo en cuenta nuevamente la
propiedad de monotonı´a, se infiere que todo problema abductivo de´bilmente nove-
doso necesariamente es de´bilmente consistente y que todo problema fuertemente
novedoso es fuertemente consistente. Tambie´n esta´ garantizado que la cualidad de
ser conservador por partes de la consistencia fuerte no puede satisfacerla un proble-
ma abductivo por mera falsedad del antecedente de la implicacio´n que constituye la
matriz que se cuantifica universalmente en dicha definicio´n, dado que toda relacio´n
inferencial deductiva cumple que ∅ 1 ⊥˜. Adema´s, justamente ese caso, Γ¯ = ∅, es
el que muestra claramente que todo problema abductivo con esta propiedad conser-
vativa necesariamente tienen la propiedad de consistencia fuerte. Es fa´cil concluir a
partir de las definiciones que todo problema fuertemente consistente es de´bilmente
consistente e igualmente que toda teorı´a-base fuertemente consistente es de´bilmente
consistente. La mera existencia de un problema abductivo, sea cual sea su consis-
tencia, conlleva que la teorı´a-base es de´bilmente consistente. La monotonı´a permite
adema´s afirmar que un problema fuertemente novedoso esta´ formulado sobre una
teorı´a-base fuertemente consistente. Por u´ltimo, en los casos que se satisfaga esta
u´ltima propiedad, la monotonı´a nos permite asegurar que todos los subconjuntos de
dicha teorı´a-base son fuertemente consistentes y, por tanto, que la propiedad con-
servativa mencionada es equivalente a la novedad fuerte.
Definicio´n 8 (Tipos de soluciones abductivas ordinarias singulares planas (v. 1.1)).
Sea Θ¯ 1 pi un problema abductivo singular plano y σ una solucio´n abductiva ordi-
naria singular plana, decimos que e´sta es:
· De´bilmente consistente si y so´lo si ∃˙ϕ((ϕ ∈ FOR(L)) &˙ ({σ} 1 ϕ)). En el caso
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Fig. 1 (2.2): Algunos tipos de problemas abductivos y de teorı´as-base.
de que no se satisfaga esta condicio´n necesaria y suficiente diremos que es fuerte-
mente inconsistente.
· Fuertemente consistente si y so´lo si {σ} 1 ⊥˜. En el caso de que no se satisfaga
esta condicio´n necesaria y suficiente diremos que es de´bilmente inconsistente.
· De´bilmente compatible si y so´lo si ∃˙ϕ((ϕ ∈ FOR(L)) &˙ (Θ¯ ∪ {σ} 1 ϕ)). En
el caso de que no se satisfaga esta condicio´n necesaria y suficiente diremos que es
fuertemente incompatible.
· Fuertemente compatible si y so´lo si Θ¯∪{σ} 1 ⊥˜. En el caso de que no se satisfaga
esta condicio´n necesaria y suficiente diremos que es de´bilmente incompatible.
· Conservadora por partes de la compatibilidad fuerte si y so´lo si ∀˙Γ¯(((Γ¯ ⊆ Θ¯) &˙
(Γ¯ 1 ⊥˜)) ⇒˙ (Γ¯ ∪ {σ} 1 ⊥˜)). En el caso de que no se satisfaga esta condicio´n ne-
cesaria y suficiente diremos que es no conservadora por partes de la compatibilidad
fuerte.
· Explicativa si y so´lo si {σ} 1 pi. En el caso de que no se satisfaga esta condicio´n
necesaria y suficiente diremos que es no explicativa.
· Ingeniosa si y so´lo si ∼˙∃˙ϕ(pi ≡ ϕ &˙ ϕ ∈ SUBFORM(σ)). En el caso de que no
se satisfaga esta condicio´n necesaria y suficiente diremos que es no ingeniosa.
· Deductivamente minimal si y so´lo si ∼˙∃˙σ′((σ′ ∈ SOLao(Θ¯ 1 pi)) &˙ ({σ} 
σ′) &˙ ({σ′} 1 σ)). En el caso de que no se satisfaga esta condicio´n necesaria y
suficiente diremos que es deductivamente no minimal.
· Deductivamente mı´nima si y so´lo si ∀˙σ′((σ′ ∈ SOLao(Θ¯ 1 pi)) ⇒˙ ({σ′}  σ)).
En el caso de que no se satisfaga esta condicio´n necesaria y suficiente diremos que
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es deductivamente no mı´nima.
La compatibilidad de´bil establece que la expansio´n de la teorı´a-base con la so-
lucio´n abductiva no puede tornar trivial la relacio´n inferencial para ese conjunto
expandido. Ana´logamente la compatibilidad fuerte exige que la citada expansio´n de
la teorı´a-base no sea un conjunto inconsistente (ver figura 2 (2.2)). En cuanto a la
cualidad de ser conservadora por partes de la consistencia fuerte, en ella se exige
que ningu´n subconjunto de fo´rmulas de la teorı´a-base que sea fuertemente consis-
tente deje de serlo tras expandirlo con la solucio´n abductiva. Ası´ pues, los dos tipos
de compatibilidad y la cualidad de conservacio´n por partes –propiedades predicadas
de una fo´rmula que constituye la solucio´n de un problema abductivo– nuevamente
no son ma´s que distintos modos de consistencia relativa de dicha fo´rmula con la
teorı´a-base o con ciertas partes de e´sta. La ingeniosidad lo que quiere evitar es que
la solucio´n sea un recurso ad hoc que involucre de una manera decisiva al propio
objeto del problema36 (cuyo caso ma´s evidente en una lo´gica cla´sica y ante una
teorı´a-base finita es aque´l en el que para resolver el problema planteado tomamos
como solucio´n la proposicio´n condicional asociada al meta-enunciado contradicto-
rio del que es presentado en la condicio´n del fracaso inferencial).
Fig. 2 (2.2): Algunos tipos de soluciones abductivos y de teorı´as-base.
Fa´cilmente se concluye que toda solucio´n fuertemente compatible es de´bilmen-
te compatible y, dado que toda lo´gica deductiva satisface la propiedad estructural de
36 Una versio´n ma´s pro´xima a nuestra intuicio´n serı´a decir que con este requisito se pretende que
la explicacio´n no involucre de modo alguno al enunciado dudoso que debe ser explicado.
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monotonı´a, se concluye adema´s que la primera de esas propiedades tambie´n con-
lleva la propiedad conservativa de la solucio´n que fue expuesta; sin embargo, dicha
propiedad conservativa no garantiza la compatibilidad de´bil. A su vez, teniendo en
cuenta nuevamente la propiedad de monotonı´a, se infiere que toda solucio´n abduc-
tiva de´bilmente compatible necesariamente es de´bilmente consistente y que toda
solucio´n fuertemente compatible es fuertemente consistente. Tambie´n esta´ garanti-
zado que la conservacio´n por partes de la consistencia fuerte no puede satisfacerla
una solucio´n abductiva por mera falsedad del antecedente de la implicacio´n que
constituye la matriz que se cuantifica universalmente en dicha definicio´n, dado que
toda relacio´n inferencial deductiva cumple que ∅ 1 ⊥˜. Adema´s, justamente ese
caso, Γ¯ = ∅ permite establecer que toda solucio´n abductiva con esta propiedad
conservativa necesariamente tienen la propiedad de compatibilidad fuerte. Por otro
lado, es fa´cil concluir a partir de las definiciones que toda solucio´n fuertemente con-
sistente es de´bilmente consistente. La mera existencia de una solucio´n abductiva,
sea cual sea su consistencia, conlleva que la teorı´a-base es de´bilmente consistente.
La monotonı´a permite adema´s afirmar que una solucio´n fuertemente compatible lo
es de un problema abductivo cuya teorı´a-base es fuertemente consistente. Por u´lti-
mo, en los casos que se satisfaga esta u´ltima propiedad, ella junto a la monotonı´a
nos permiten asegurar que la propiedad conservativa de la solucio´n es equivalente a
la compatibilidad fuerte.
2.2.3. Abduccio´n ordinaria s-s cualificada (v. 1.1.1)
La propuesta presentada en la subseccio´n anterior tiene la virtud de liberar a la
abduccio´n de su vinculacio´n exclusiva con las lo´gicas deductivas cla´sicas; sin em-
bargo, hay tres cuestiones claves en las que sigue siendo insatisfactoria: en primer
lugar, admite como teorı´a-base, como objeto del problema o como solucio´n ab-
ductiva ciertas posibilidades que, en algunos casos, querrı´amos excluir; en segundo
lugar, y de forma contraria, excluye algunas situaciones en las que, a pesar de no
cumplirse el requisito del fracaso inferencial (al que calificaremos como plano),
podrı´amos considerar que el objeto del problema esta´ insatisfactoriamente explica-
do en la teorı´a-base –es decir, existen situaciones en las que una fo´rmula puede ser
inferida en sentido plano a partir de la teorı´a-base en el marco de cierta relacio´n
inferencial mediadora (de modo que no existe problema abductivo plano), pero no
se satisfacen ciertas condiciones deseadas y, por tanto, querrı´amos que se pudiese
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hablar de la existencia de un problema abductivo de otra ı´ndole (al que adjetivare-
mos con el te´rmino cualificado)–37; en tercer lugar, en muchos casos estamos in-
teresados en obtener no una mera solucio´n abductiva (a la que calificaremos como
plana), sino una que satisfaga ciertas condiciones adicionales (a la que adjetivare-
mos con el te´rmino cualificada). Por ello, a una inferencia abductiva que de´ cuenta
adecuadamente de todas estas cuestiones la denominaremos abduccio´n ordinaria s-
s cualificada, siendo e´sta especialmente ido´nea en el a´mbito cientı´fico: las distintas
condiciones que se impongan pueden modelizar las particularidades de los nu´cleos
enunciativos de las teorı´as cientı´ficas y de los problemas que en ellos son relevantes.
Al plantear nuestra propuesta debemos tener en cuenta que el nuevo tipo infe-
rencial abductivo debe seguir respondiendo al esquema precedente, el cual exigı´a el
cumplimiento de dos requisitos fundamentales: en primer lugar, la existencia de un
fracaso inferencial previo; y, en segundo, la posterior satisfaccio´n de una condicio´n
justificativa. Ası´ pues, este nuevo tipo de inferencia abductiva estara´ mediada tam-
bie´n por otra relacio´n inferencial, pero tendremos que introducir algunos cambios
en e´sta si queremos dar cumplimiento a los requisitos indicados. Y, por supuesto,
tendremos que modificar nuestros conceptos de problema abductivo y solucio´n ab-
ductiva, dado que a menudo las definiciones previas no resultara´n adecuadas para
nuestro propo´sito.
Como ya dijimos al comienzo de este capı´tulo, en esta investigacio´n abordamos
so´lo el caso en el que la inferencia mediadora es la deduccio´n, pero su concepcio´n
esta´ndar no resultara´ ido´nea a tenor de lo mencionado en los pa´rrafos precedentes
de esta subseccio´n. Necesitamos, por tanto, una nueva modalidad de inferencia de-
ductiva a la que llamaremos deduccio´n cualificada (nos estaremos refiriendo a la
concepcio´n esta´ndar cuando no le an˜adamos ningu´n adjetivo al te´rmino deduccio´n
y tambie´n, si queremos destacar este rasgo, cuando usemos el ro´tulo deduccio´n pla-
na). Una inferencia deductiva cualificada exitosa Γ¯ C ϕ, donde C es el relator
deductivo cualificado (sin especificar si esta´ definido sema´nticamente o sinta´ctica-
mente), debe garantizar no so´lo que es exitosa la correspondiente inferencia deduc-
tiva plana (Γ¯  ϕ) sino tambie´n que el par (Γ¯, ϕ) satisface todas las condiciones del
37 A este respecto hay que mencionar que, en relacio´n al cambio del nu´cleo enunciativo de
una teorı´a y tomando en consideracio´n el material intuitivo que nos proporciona la Filosofı´a de
la Ciencia, la abduccio´n deberı´a al menos dar cuenta de las siguientes operaciones episte´micas: la
expansio´n de teorı´as hasta poder explicar ciertos hechos antes no explicados, la revisio´n de teorı´as
orientada a hacer compatibles sus predicciones con ciertos hechos, ası´ como la revisio´n de teorı´as
con el objetivo de obtener una mejor explicacio´n de ciertos hechos que ya tenı´an alguna previamente.
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conjunto C .
Dado que una relacio´n inferencial puede ser vista como un conjunto de pares,
para la definicio´n de la deduccio´n cualificada podemos valernos de la idea de selec-
cio´n de los elementos de un conjunto mediante un conjunto finito de condiciones
(posibilidad que queda legitimada por la aplicacio´n iterada del axioma de especifi-
cacio´n conjuntista): dado un conjunto Γ¯ y un conjunto finito de condiciones C =
{Ci / i ∈ I ( N} sobre sus elementos, las cuales han sido enunciadas en un nivel
metalingu¨ı´stico, obtenemos el conjunto Γ¯C := {ϕ / ϕ ∈ Γ &˙ ∀˙i(i ∈ I ⇒˙Ci(ϕ))}.
De manera sencilla el conjunto complementario del anterior se puede expresar co-
mo: (Γ¯C ){ = {ϕ / ϕ /∈ Γ O˙ ∃˙i(i ∈ I &˙ ∼Ci(ϕ))}.
Si A es el a´mbito en el que se desarrolla una cuestio´n –por ejemplo, en el
caso de la inferencia abductiva el a´mbito de los problemas abductivos es A =
℘(FOR(L)) × FOR(L)– al conjunto AC lo llamaremos el suba´mbito relevante
bajo las condiciones C . Si C = ∅ entonces AC = A –de ahı´ que, siguiendo con
el ejemplo, el suba´mbito relevante para los problemas abductivos planos sea ta´cita-
menteAC = ℘(FOR(L))×FOR(L)–. Si el a´mbitoA se construye sobre un domi-
nio (o universo) de objetos D –en el ejemplo citado D = FOR(L)– el suba´mbito
relevante puede inducir una serie de subdominios relevantes –nuevamente referi-
do al ejemplo anterior, hay dos subdominios relevantes, uno para cada componente
(concretamente DC o1 = {ϕ / ϕ ∈ Γ¯ & Γ¯ ∈ Proy2(AC o)} para la primera compo-
nente y DC o2 = Proy2(A
C o) para la segunda)–.
Aplicamos ahora estas ideas a las relaciones inferenciales deductivas.
Definicio´n 9 (Relacio´n inferencial deductiva cualificada).
Sean  ⊆ ℘(FOR(L)) × FOR(L) una relacio´n de consecuencia lo´gica deducti-
va plana y C = {Ci / i ∈ I ( N} un conjunto finito de condiciones sobre los
pares (Γ¯, ϕ) enunciadas en un nivel metalingu¨ı´stico (cada condicio´n Ci ∈ C es
una funcio´n proposicional sobre ℘(FOR(L))×FOR(L)); definimos una relacio´n
inferencial deductiva cualificada C como sigue:
C := {(Γ¯, ϕ) / ((Γ¯, ϕ) ∈ ) &˙ ∀˙i(i ∈ I ⇒˙ Ci(Γ¯, ϕ))}.
Dado que C es un conjunto finito, entonces card(I) = n ∈ N y la anterior
definicio´n podrı´a transformarse de la siguiente manera:
C := {(Γ¯, ϕ) / ((Γ¯, ϕ) ∈ ) &˙ C1(Γ¯, ϕ) &˙ ... &˙ Cn(Γ¯, ϕ)}.
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Desde un punto de vista conjuntista, la relacio´n C es una restriccio´n de  y,
por tanto, seguimos estando ante una verdadera relacio´n binaria entre conjuntos de
fo´rmulas y fo´rmulas: C ⊆  ⊆ ℘(FOR(L)) × FOR(L). En este sentido, la ad-
jetivacio´n cualificada / cualificado no se presenta como una propiedad absoluta de
una relacio´n inferencial, sino como una propiedad relativa que indica que cierta re-
lacio´n inferencial puede ser vista como una restriccio´n de otra y obtenida a partir de
la primera mediante el ‘filtrado’ que resulta de tomar en consideracio´n un conjunto
finito de condiciones. Obviamente si el conjunto de condiciones impuestas es vacı´o,
estamos ante la clase de casos particulares que viene dado por la relacio´n inferencial
plana.
La relacio´n complementaria de C la podrı´amos representar como (C ){ o, de
manera ma´s familiar, comoC . Se concluye fa´cilmente que:

C := {(Γ¯, ϕ) / ((Γ¯, ϕ) /∈ ) O˙ ∃˙i(i ∈ I &˙ ∼Ci(Γ¯, ϕ))}.
Equivalentemente podrı´amos escribir:

C := {(Γ¯, ϕ) / ((Γ¯, ϕ) ∈ 1) O˙ ∃˙i(i ∈ I &˙ ∼Ci(Γ¯, ϕ))}.
O tambie´n:

C := {(Γ¯, ϕ) / ((Γ¯, ϕ) ∈ 1) O˙ ∼C1(Γ¯, ϕ) O˙ ... O˙ ∼Cn(Γ¯, ϕ)}.
Pero dado que la relacio´n complementaria de una relacio´n inferencial no es otra
cosa que un conjunto (en particular, de pares ordenados), si se desea podemos sobre
ella aplicar tambie´n condiciones adicionales. Supongamos que a la relacio´nC an-
terior le imponemos otro conjunto finito de condiciones C ′ = {C ′j / j ∈ J ( N},
obtendrı´amos el resultado que a continuacio´n se indica:

C C ′ := (C )C
′
= {(Γ¯, ϕ) / (((Γ¯, ϕ) ∈ 1) O˙ ∃˙i(i ∈ I &˙ ∼Ci(Γ¯, ϕ))) &˙
∀˙j(j ∈ J ⇒˙ C ′j(Γ¯, ϕ))}.
Por supuesto, la relacio´n deductiva cualificada puede ser a su vez objeto de la
imposicio´n de nuevas condiciones, resultando en este caso que todas las condiciones
aparecen unidas conjuntivamente, motivo por el cual se justifica la conmutatividad
y la asociatividad en la realizacio´n de restricciones mediante el establecimiento de
74 Capı´tulo 2. Estudio lo´gico de la abduccio´n
condiciones. Ası´ pues, si a la relacio´nC anterior le imponemos otro conjunto finito
de condiciones C ′ = {C ′j / j ∈ J ( N}, obtendrı´amos como resultado:
CC ′ := (C )C ′ = {(Γ¯, ϕ) / ((Γ¯, ϕ) ∈ ) &˙ ∀˙i(i ∈ I ⇒˙ Ci(Γ¯, ϕ)) &˙
∀˙j(j ∈ J ⇒˙ C ′j(Γ¯, ϕ))}.
Estas nociones nos permiten crear fa´cilmente nuevas relaciones inferenciales
deductivas ma´s complejas a partir de relaciones deductivas planas o cualificadas
ma´s simples por un mero ‘cribado’ sobre los elementos de la relacio´n plana que
satisfacen las condiciones adicionales, siendo muy flexible en cuanto al conjunto
propiedades que pueden ser impuestas. En particular, es posible que las condiciones
versen sobre criterios puramente lo´gicos o bien asuman criterios extralo´gicos; que
sean so´lo relativas a la conclusio´n, so´lo relativas a las premisas o relativas a todos
ellos conjuntamente; se puede hacer uso de condiciones puramente sinta´cticas y
tambie´n de otras que involucren al plano sema´ntico; adema´s, en cada uno de estos
dos planos, las condiciones pueden referirse a aspectos puramente lingu¨ı´sticos o
a cualidades inferenciales). Veremos seguidamente algunos ejemplos de criterios
puramente lo´gicos:
1. Concernientes exclusivamente a la conclusio´n:
a) Concernientes a aspectos puramente lingu¨ı´sticos:
Acerca de la normalizacio´n de la conclusio´n (especialmente del al-
cance del negador).
Acerca de la longitud total de la conclusio´n.
Acerca del nu´mero de variables proposicionales diferentes que ocu-
rren en la fo´rmula.
Acerca del nu´mero total de ocurrencias de variables proposiciona-
les en la fo´rmula.
b) Concernientes a aspectos inferenciales:
Acerca de su tipo de consistencia en el marco de la relacio´n infe-
rencial.
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2. Concernientes exclusivamente a las premisas:
a) Concernientes a aspectos puramente lingu¨ı´sticos:
Acerca de la normalizacio´n de las fo´rmulas (especialmente del al-
cance del negador).
b) Concernientes a aspectos inferenciales:
Acerca de la aceptabilidad universal de sus fo´rmulas en el marco de
la relacio´n inferencial.
Acerca de su tipo de consistencia en el marco de la relacio´n infe-
rencial.
3. Concernientes a la conclusio´n y a las premisas:
a) Concernientes a aspectos puramente lingu¨ı´sticos:
Acerca de la no ocurrencia en la conclusio´n de variables proposi-
cionales que no ocurren en las premisas.
b) Concernientes a aspectos inferenciales:
Acerca de la compatibilidad entre las premisas y la conclusio´n en
el marco de la relacio´n inferencial38.
Acerca de que la derivacio´n de la conclusio´n en la relacio´n inferen-
cial correspondiente involucre menor nu´mero de premisas.
Acerca de que la derivacio´n de la conclusio´n en la relacio´n inferen-
cial correspondiente involucre necesariamente cierto subconjunto
de las premisas.
Acerca de la longitud de la derivacio´n cano´nica de la conclusio´n a
partir de las premisas en un ca´lculo de la relacio´n inferencial co-
rrespondiente39.
38 Obviamente esta cualidad so´lo resulta relevante en el caso de que no se satisfaga la relacio´n
inferencial.
39 La longitud de una derivacio´n cano´nica es una funcio´n que devuelve un nu´mero natural
no nulo correspondiente a la cantidad de pasos que tiene la derivacio´n ma´s corta posible de una
fo´rmula a partir de un conjunto de fo´rmulas en la relacio´n inferencial correspondiente. Podemos
simbolizar dicha funcio´n como: long( (Γ¯, ϕ)). En general, si long( (Γ¯, ϕ)) = 1 entonces
ϕ ∈ Ax() –y, por tanto, Γ¯ no es relevante para ϕ en , pues ϕ serı´a teorema´tica en – o
∃˙Γ¯′(Γ¯′ ⊆ Γ¯ &˙ (Γ¯′, ϕ) ∈ Reg()). Por supuesto, se requiere que se haya establecido un ca´lculo
–que tendra´ reglas y, eventualmente, axiomas– para la relacio´n inferencial. Tengamos en cuenta que
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Como boto´n de muestra de criterios extralo´gicos –por supuesto, dicha infor-
macio´n deberı´a ser proporcionada por una fuente externa (normalmente, cuando se
trata del uso de la abduccio´n en cierta materia cientı´fica, por personal competente
en e´sta)– podemos sen˜alar el alcanzar un grado de relevancia mı´nimo en la relacio´n
de los elementos de la teorı´a-base con el objeto del problema abductivo.
Las nueva definicio´n de problema abductivo es la siguiente:
Definicio´n 10 (Problema abductivo singular cualificado (v. 1.1.1)).
Dada una teorı´a-base Θ¯ ⊆ FOR(L), un problema abductivo singular cualificado
(v. 1.1.1), cuyo objeto del problema es la fo´rmula pi ∈ FOR(L), es una situacio´n en
la que (Θ¯, pi) satisface todas las condiciones del conjunto C o = {Coi / i ∈ I ( N}
(denominadas condiciones obligatorias) y adema´s o bien pi no se infiere de Θ¯ en la
relacio´n de consecuencia deductiva  o bien (Θ¯, pi) no satisface al menos una de
las condiciones del conjunto C d = {Cdj / j ∈ J ( N} (denominadas condiciones
deseables). De manera ma´s formal podemos escribir el definiens como:
∀˙i(i ∈ I ⇒˙ Coi (Θ¯, pi)) &˙ ((Θ¯ 1 pi) O˙ ∃˙j(j ∈ J &˙ ∼Cdj (Θ¯, pi))).
Y haciendo uso de las cuestiones instrumentales explicadas en esta seccio´n po-
demos escribir ma´s brevemente dicha condicio´n necesaria y suficiente como:
Θ¯ C dC o pi.
Tal como habı´amos reivindicado, esta definicio´n nos permite excluir de la dilu-
cidacio´n del asunto a fo´rmulas que no deseamos que intervengan (por ejemplo, a las
que no satisfagan cierto requisito de consistencia): de hecho siendo el a´mbito de los
problemas abductivos planos A = ℘(FOR(L))×FOR(L), el suba´mbito relevante
para los ana´logos cualificados sera´ AC o . A tenor de esto podemos escribir:
C dC o = AC o ∩ (1 ∪ (AC d){) = AC o ∩ ( ∩ (AC d)){.
Por otro lado, la nueva definicio´n definicio´n de problema abductivo nos permite
considerar como su objeto a una fo´rmula que se infiere a partir de la teorı´a-base
mediante la relacio´n inferencial correspondiente pero que no reu´ne alguna de las
es posible definir una tal relacio´n sin establecer ca´lculo alguno, y ello es posible tanto si la relacio´n
inferencial esta´ dada desde un punto de vista sema´ntico como si esta´ dada desde un punto de vista
sinta´ctico (ve´ase un ejemplo en el capı´tulo 12 de [GW03]).
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condiciones deseadas (por ejemplo, a ciertas fo´rmulas cuya longitud de la deriva-
cio´n cano´nica es superior a cierta cantidad de pasos40).
Anuncia´bamos tambie´n al comienzo de la subseccio´n que a menudo la solu-
cio´n abductiva buscada no es una cualquiera que satisfaga el requisito justificativo,
sino una que adema´s cumpla algunas condiciones adicionales. Sin duda, entre e´stas
se encontrara´n las citadas condiciones obligatorias que las parejas formadas por
la teorı´a-base y el objeto del problema deben satisfacer (no en vano la resolucio´n
del problema sobreviene cuando la solucio´n abductiva se agrega a la teorı´a-base
para formar una nueva teorı´a-base expandida). Y, justamente por este mismo moti-
vo, es en el conjunto de las condiciones deseables donde estara´n incluidas las que
establezcan ciertos criterios cuya total satisfaccio´n, junto a la derivacio´n inferen-
cial, permitira´n afirmar que cierta fo´rmula esta´ adecuadamente justificada por cierta
teorı´a-base en la relacio´n inferencial.
Ahora ya estamos en condiciones de poder dar la definicio´n de inferencia ab-
ductiva ordinaria:
Definicio´n 11 (Inferencia abductiva ordinaria s-s cualificada // Solucio´n abductiva
ordinaria singular cualificada (v. 1.1.1)).
En la inferencia abductiva ordinaria s-s cualificada (v. 1.1.1), dado un problema
abductivo singular cualificado Θ¯ C dC o pi queremos obtener como solucio´n ab-
ductiva ordinaria singular cualificada (v. 1.1.1) una fo´rmula σ ∈ FOR(L) tal que
el objeto del problema pueda inferirse mediante la relacio´n inferencial de que se
trate a partir de la teorı´a-base junto con la solucio´n encontrada y que (Θ¯∪{σ}, pi)
satisfaga las condiciones obligatorias C o y las condiciones adicionales C d. Escrito
de manera ma´s formal (Θ¯, pi) C dC oaoc σ es una inferencia abductiva ordinaria s-s
cualificada (v. 1.1.1) y ello es equivalente a que se satisfaga:
(Θ¯ C dC o pi) &˙ (Θ¯ ∪ {σ} C dC o pi)
40 Esto abre la puerta a la utilizacio´n de la abduccio´n en investigaciones acerca de fo´rmulas
universalmente aceptables; por ejemplo, en la confeccio´n de un ca´lculo tal que todos los elementos
de un conjunto de tautologı´as dado sean derivables en dicho ca´lculo en un nu´mero de pasos inferior
o igual a un nu´mero fijado.
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2.2.4. Abduccio´n ordinaria s-s cualificada preferencial (v. 1.1.1.1
y v. 1.1.1.2)
La anterior versio´n ya nos ha permitido que garanticemos que la solucio´n ab-
ductiva no sea cualquiera que satisfaga el mero requisito justificativo, sino una que
adema´s satisfaga ciertas condiciones adicionales; pero, de momento, si existiesen
varias posibilidades que reu´nan todos los requisitos, nuestra relacio´n inferencial no
establece ninguna preferencia por una o varias de ellas en funcio´n de una o varias
cualidades que modelizan la bondad explicativa41. Atocha Aliseda considera que
la preferencia de una solucio´n sobre otra sale fuera del a´mbito de la Lo´gica por
no ser posible su caracterizacio´n por medios puramente matema´ticos, siendo ne-
cesario considerar aspectos pragma´ticos. Sin embargo, nosotros queremos matizar
dicha consideracio´n. Coincidimos con la pensadora mexicana en que la motivacio´n
intuitiva que inspiran los criterios de preferencia a menudo tienen esa naturaleza
extralo´gica (por ejemplo, ello ocurre con el grado de ajuste a una coleccio´n de datos
fa´cticos). Sin embargo, creemos que algunos criterios podrı´an y deberı´an ser mo-
delizados como una cuestio´n propiamente lo´gico-matema´tica –ve´anse los criterios
que en la subseccio´n anterior se indicaron que se podı´an usar para imponer ciertas
condiciones obligatorias o deseables, resultando ahora especialmente interesantes
aque´llos para los que se pueda establecer algu´n tipo de graduacio´n–. De hecho al-
gunos de los criterios son propiamente lo´gicos42 y en relacio´n con aque´llos que
no lo son la Lo´gica simplemente asume la valoracio´n que se le transmite desde el
a´mbito de conocimiento material en el que se este´ usando la inferencia abductiva43.
Un mecanismo preferencial es matema´ticamente una relacio´n que compara en
un conjunto de entidades una cualidad simple o compleja y que establece un orden
41 No hay acuerdo en la comunidad cientı´fica sobre que´ debemos entender por este concepto,
ni que´ ‘ingredientes’ debe reunir (pertinencia, relevancia, simplicidad, autosuficiencia, generalidad,
economı´a, probabilidad, poder predictivo,...), pero en cualquier caso, en nuestra modelizacio´n lo´gica
sera´ una cualidad comparable que vendra´ determinada por el ‘valor’ de cierta propiedad o el resulta-
do de una evaluacio´n multifactorial que atiende a cierto conjunto de propiedades en las que haremos
descansar dicho concepto.
42 Por ejemplo, una propuesta que hace descansar la bondad explicativa en la menor longitud de
las derivaciones cano´nicas ya fue formulada por D’Agostino, Finger y Gabbay en [DFG08].
43 A este respecto la situacio´n no es muy distinta de lo que ocurre en la Lo´gica Deductiva, donde
el lo´gico sı´ conoce la verdad de ciertas fo´rmulas so´lo por su ‘forma lo´gica’, pero en muchı´simos
casos cuando se usa la deduccio´n como mecanismo inferencial den cierta parcela del conocimiento
dicha informacio´n la debe recibir el lo´gico de las personas que son competentes en ella.
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atendiendo al valor que en cada elemento tiene dicha cualidad. Ası´ pues, para conse-
guir nuestro objetivo, debemos tener una estructura matema´tica de orden parcial no
estricto, siendo dos los componentes de esta estructura: en primer lugar un conjunto
sobre al que se dota de estructura (al que tambie´n llamaremos conjunto asociado
a la estructura) y, en segundo lugar, una relacio´n binaria entre los elementos del
conjunto satisfaciendo las propiedades reflexiva, antisime´trica y transitiva. A esta
estructura de las soluciones potenciales la llamaremos espacio de potenciales solu-
ciones abductivas ordinarias y la denotaremos como E y si queremos referirnos a
su conjunto asociado lo haremos con el sı´mbolo E.
En la subseccio´n anterior vimos que existı´an unas condiciones obligatorias pa-
ra todos los problemas abductivos, por lo que con ello se establecı´a un subdo-
minio relevante para la solucio´n abductiva. En concreto, dado que el dominio es
D = FOR(L) y el conjunto de las condiciones obligatorias es C o –las cuales
esta´n enunciadas sobre el a´mbito A = ℘(FOR(L)) × FOR(L)–, obtenemos que
el subdominio relevante para la solucio´n abductiva es DC o1 = {ϕ / ϕ ∈ Γ¯ &
Γ¯ ∈ Proy2(AC o)}. El conjunto asociado al espacio de potenciales soluciones so´lo
tiene como requisito el ser una parte, propia o impropia, del dominio (es decir,
E ⊆ FOR(L), pero si lo deseamos podrı´amos restringirlo a un subdominio –sea
e´ste DC o1 o alguno parcialmente distinto de e´l (en cualquier caso la solucio´n per-
tenecera´ finalmente a E ∩ DC o1 ). Obviamente en la versio´n plana dicho conjunto
asociado al espacio es, de modo ta´cito, el conjunto de todas las fo´rmulas del len-
guaje (E = FOR(L)).
El papel crucial del citado espacio de potenciales soluciones queda de manifies-
to en el hecho de que, dependiendo de que estemos ante uno u otro, podremos decir
que estamos o no ante un problema abductivo y, en caso afirmativo, de que exista
solucio´n o no. Un caso lı´mite podrı´a ser, si la estructura que posee no lo impide, que
el conjunto asociado a dicho espacio fuese vacı´o (E = ∅), aunque, obviamente, en
ese caso no serı´a posible encontrar solucio´n abductiva ordinaria alguna. Otro caso
lı´mite serı´a aque´l en el que todos los elementos deE tienen la misma preferencia, lo
cual sirve, por ejemplo, para dar cuenta de la clase de casos particulares representa-
do por la abduccio´n ordinaria singular plana, de manera que podemos decir que la
versio´n que en esta subseccio´n presentamos es una generalizacio´n de aque´lla.
El espacio de potenciales soluciones abductivas puede adoptar estructuras (y a
veces es necesario que las adopte atendiendo al fin que nos hemos propuesto) que no
son meros o´rdenes parciales no estrictos, aunque en cualquier caso se debe cumplir
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que o bien tiene a e´sta como subestructura de la adoptada o bien esta u´ltima puede
inducir aque´lla. Entre las posibles estructuras que puede adoptar sen˜alaremos las
siguientes a modo de ejemplo: retı´culo, retı´culo complementado, a´lgebra de Boole,
orden total, espacio me´trico, espacio pseudome´trico, espacio topolo´gico y filtro.
Como veremos a continuacio´n, la definicio´n de problema abductivo (v. 1.1.1.1)
ha sido modificada para permitir contar entre sus objetos a las fo´rmulas que se de-
ducen de la teorı´a-base y cumplen las condiciones obligatorias y deseables, pero de
las que se sabe que dan lugar a una explicacio´n que tiene menor bondad explicativa
que la generada por al menos otra fo´rmula que es distinta de ella:
Definicio´n 12 (Problema abductivo singular cualificado preferencial (v. 1.1.1.1)).
Dados una teorı´a-base Θ¯ ⊆ FOR(L) y un espacio de potenciales soluciones ab-
ductivas ordinarias E = (E,BE) –siendo E ⊆ FOR(L) su conjunto asociado y
BE una relacio´n de orden parcial no estricto sobre E tal que β BE α indica que
β es preferible a α–, un problema abductivo singular cualificado preferencial (v.
1.1.1.1), cuyo objeto del problema es la fo´rmula pi ∈ FOR(L), es una situacio´n
que queda descrita en alguna de las dos posibilidades siguientes:
a) (Θ¯, pi) satisface todas las condiciones del conjunto C o = {Coi / i ∈ I ( N}
(denominadas condiciones obligatorias) y adema´s o bien pi no se infiere de Θ¯ en la
relacio´n de consecuencia deductiva  o bien (Θ¯, pi) no satisface al menos una de
las condiciones del conjunto C d = {Cdj / j ∈ J ( N} (denominadas condiciones
deseables).
b) (Θ¯, pi) satisface todas las condiciones del conjunto C o44 y existe al menos una
fo´rmula α ∈ Θ¯ y al menos otra β ∈ E, de modo que la teorı´a-base revisada Θ¯′
(que se obtiene al an˜adir β al conjunto resultante de eliminar α en Θ¯) es tal que
(Θ¯′, pi) satisface todas las condiciones de los conjuntos C o y C d indicados en el
apartado anterior, pi se infiere de Θ¯′ en la relacio´n de consecuencia deductiva  y
β es preferible a α segu´n la relacio´n BE , siendo ambas fo´rmulas distintas.
De manera ma´s formal podemos escribir el definiens como:
(Θ¯ C dC o pi) O˙ (∀˙i(i ∈ I ⇒˙ Coi (Θ¯, pi)) &˙ ∃˙α∃˙β(α ∈ Θ¯ &˙ β ∈ E &˙
(Θ¯′ = (Θ¯ \ {α}) ∪ {β}) &˙ (Θ¯′ C dC o pi) &˙ (β BE α) &˙ (β 6= α))).
44 Este requisito podrı´a haber sido cambiado por el siguiente, que es equivalente: (Θ¯, pi) satisface
todas las condiciones del conjunto C o = {Coi / i ∈ I ( N} y adema´s pi se infiere de Θ¯ en la
relacio´n de consecuencia deductiva  y (Θ¯, pi) satisface todas las condiciones del conjunto C d =
{Cdj / j ∈ J ( N}. De manera ma´s formal y breve ello se habrı´a escrito como: Θ¯ C
dC o pi.
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Para poder referirnos de forma ma´s breve a esta condicio´n necesaria y suficiente
designe´mosla con la etiqueta 0˙.
Veamos que ahora pueden presentarse dos distintas versiones de inferencia ab-
ductiva ordinaria s-s cualificada preferencial, una menos exigente que la otra, a las
que tildaremos de no-extrema y extrema, respectivamente:
Definicio´n 13 (Inferencia abductiva ordinaria s-s cualificada preferencial no-extre-
ma // Solucio´n abductiva ordinaria singular cualificada preferencial no-extrema (v.
1.1.1.1)).
En la inferencia abductiva ordinaria s-s cualificada preferencial no-extrema (v. 1.1.
1.1), dado un problema abductivo singular cualificado preferencial 0˙ sobre el espa-
cio de potenciales soluciones abductivas ordinarias E = (E,BE), queremos obte-
ner como solucio´n abductiva ordinaria singular cualificada preferencial no-extrema
(v. 1.1.1.1) una fo´rmula σ ∈ E tal que:
a) Si se tenı´a que Θ¯ C dC o pi, entonces Θ¯ ∪ {σ} C dC o pi.
b) Si se tenı´a Θ¯ C dC o pi, entonces ∃˙α(α ∈ Θ¯ &˙ (Θ¯′ = (Θ¯\{α})∪{σ}) &˙ (Θ¯′ C dC o
pi) &˙ (σ BE α) &˙ (σ 6= α))).
Escrito de manera ma´s formal ((Θ¯, pi),E ) C dC oaocpn σ es una inferencia abductiva
ordinaria s-s cualificada preferencial no-extrema (v. 1.1.1.1) y ello es equivalente a
que se satisfaga:
0˙ & ((Θ¯ C dC o pi) ⇒˙ (Θ¯∪ {σ} C dC o pi)) & ((Θ¯ C dC o pi) ⇒˙ ∃˙α(α ∈ Θ¯ &˙
(Θ¯′ = (Θ¯ \ {α}) ∪ {σ}) &˙ (Θ¯′ C dC o pi) &˙ (σ BE α) &˙ (σ 6= α))).
A esta relacio´n de consecuencia lo´gica le podemos llamar tambie´n inferencia
a una mejor explicacio´n (entendiendo que, ante un hecho problema´tico que no ha
sido previamente explicado, una explicacio´n cualquiera es una mejor explicacio´n).
Definicio´n 14 (Inferencia abductiva ordinaria s-s cualificada preferencial extrema //
Solucio´n abductiva ordinaria singular cualificada preferencial extrema (v. 1.1.1.2)).
En la inferencia abductiva ordinaria s-s cualificada preferencial extrema (v. 1.1.1.2),
dado un problema abductivo singular cualificado preferencial 0˙ sobre el espacio de
potenciales soluciones abductivas ordinarias E = (E,BE), que debe ser un retı´cu-
lo complementado, queremos obtener como solucio´n abductiva ordinaria singular
cualificada preferencial extrema (v. 1.1.1.2) una fo´rmula σ ∈ E tal que:
a) Si se tenı´a que Θ¯ C dC o pi, entonces σ = maxBE{ϕ / Θ¯ ∪ {ϕ} C dC o pi}.
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b) Si se tenı´a Θ¯ C dC o pi, entonces σ = maxBE{ϕ / ∃˙α(α ∈ Θ¯ &˙ (Θ¯′ =
(Θ¯ \ {α}) ∪ {ϕ}) &˙ (Θ¯′ C dC o pi) &˙ (ϕ BE α) &˙ (ϕ 6= α))}.
Escrito de manera ma´s formal ((Θ¯, pi),E ) C dC oaocpe σ es una inferencia abductiva or-
dinaria s-s cualificada preferencial extrema (v. 1.1.1.2) y ello es equivalente a que
se satisfaga:
0˙ & ((Θ¯ C dC o pi) ⇒˙ (σ = maxBE{ϕ / Θ¯ ∪ {ϕ} C
dC o pi})) &
((Θ¯ C dC o pi) ⇒˙ (σ = maxBE{ϕ / ∃˙α(α ∈ Θ¯ &˙ (Θ¯′ = (Θ¯ \ {α}) ∪ {ϕ}) &˙
(Θ¯′ C dC o pi) &˙ (ϕ BE α) &˙ (ϕ 6= α))})).
A esta relacio´n de consecuencia lo´gica le podemos llamar tambie´n inferencia a
la mejor explicacio´n, puesto que ante cualquier problema abductivo siempre consi-
gue la solucio´n con mayor bondad explicativa. Para garantizar la existencia de dicha
mejor explicacio´n (es decir, del ma´ximo del conjunto de las fo´rmulas que explican
el hecho –que es un elemento u´nico y alcanzable–) hemos tenido que imponer que
la estructura sea un retı´culo complementado.
Por ejemplo, si estamos en una lo´gica cla´sica45 y a la la solucio´n le exigimos que
se trate de la deductivamente ma´s de´bil (es decir, nuestro criterio de ma´xima bon-
dad explicativa descansa en el menor poder deductivo46) y el espacio de potenciales
soluciones abductivas ordinarias esta´ ordenado bajo dicha relacio´n de consecuencia
deductiva47, etc., entonces estamos ante una relacio´n inferencial a la mejor explica-
cio´n –eso sı´, segu´n ya probamos anteriormente, se trata de un tipo de inferencia que,
si no se le exige alguna otra condicio´n, siempre obtiene como solucio´n una fo´rmula
no ingeniosa equivalente a (
∧
Θ¯) → pi, motivo por el que habitualmente se suele
imponer que no se trate de ninguna de las que verifican dicha equivalencia48–.
En el caso de que el espacio de potenciales soluciones abductivas tenga estruc-
tura de retı´culo complementado finito la inferencia a la mejor explicacio´n puede ser
45 Podrı´amos extenderlo a cualquier sistema lo´gico deductivo tal que su relacio´n inferencial sa-
tisfaga el metateorema de la deduccio´n y las propiedades estructurales de permutacio´n, contraccio´n
por la derecha y contraccio´n por la izquierda, ası´ como que su alfabeto cuente con un conjuntor
conmutativo, asociativo e idempotente.
46 Un indicio de que es un buen criterio es que las fo´rmulas fuertemente inconsistentes son las
que tienen mayor poder deductivo y, por tanto, menor bondad explicativa.
47 Lo cual dota al conjunto de estructura de retı´culo complementado.
48 Con dicha eliminacio´n el espacio de potenciales soluciones abductivas ordinarias deja de ser
un retı´culo complementado, por lo que, si se decide eliminar la citada fo´rmula, hay que modificar
solidariamente el criterio de bondad explicativa.
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tambie´n simulada por una secuencia finita de inferencias a una mejor explicacio´n
en la que la solucio´n abductiva de cada iteracio´n de la secuencia, salvo la u´ltima, es
tomada como el problema abductivo de la siguiente ejecucio´n (ası´ pues, como un
proceso de ‘refinamiento’ en la inferencia a una mejor explicacio´n hasta alcanzar el
elemento ma´ximo). La cardinalidad finita del espacio y la existencia de un ma´ximo
garantizan que el proceso termine y que se alcance el resultado deseado.
2.2.5. Abduccio´n ordinaria s-s cualificada preferencial estrate´gi-
ca (v. 1.1.1.1.1 y v. 1.1.1.2.1)
Todo lo dicho hasta ahora so´lo tiene en cuenta el resultado de la inferencia ab-
ductiva (esto es lo que habı´amos denominado la concepcio´n de la abduccio´n como
producto); sin embargo, en el uso real de este tipo de la abduccio´n es crucial el as-
pecto procesual, entre cuyos ingredientes destaca, siguiendo en ello a autores como
Hintikka [Hin98] y Paavola [Paa04a], lo que llamaremos la estrategia abductiva.
An˜adamos nosotros otro ma´s: este proceso requiere del empleo de recursos espa-
ciales y temporales que en cualquier implementacio´n son necesariamente limitados.
Aunque esta cuestio´n se escapa de los objetivos particulares que nos habı´amos
fijado en esta investigacio´n, haremos en esta subseccio´n un brevı´simo apunte (sin
tener ocasio´n de profundizar en el estudio de la cuestio´n) de co´mo deberı´amos mo-
dificar la definicio´n de solucio´n abductiva –la nocio´n de problema abductivo (v.
1.1.1.1) puede mantenerse sin alteracio´n alguna– aunque no sera´ presentada con el
nivel de formalizacio´n que se ha empleado en las anteriores ocasiones, toda vez que
requerirı´a tener que presentar el tratamiento desde esta o´ptica de conceptos que nos
llevarı´an muy lejos de nuestros propo´sitos (entre ellos los de procedimiento, proce-
dimiento meca´nico, regla heurı´stica, recurso material, espacio de almacenamiento,
tiempo de ejecucio´n,...).
La nocio´n de inferencia abductiva ordinaria s-s cualificada preferencial no-
extrema estrate´gica (v. 1.1.1.1.1) se construye a partir de la versio´n 1.1.1.1 an˜adien-
do los dos nuevos ‘ingredientes’: la solucio´n debe ser el resultado de la ejecucio´n
sobre los datos de partida (constituidos por el problema abductivo) de un proce-
dimiento49 P que satisface las limitaciones de recursos espaciales y temporales
49 Que no necesariamente tiene que ser puramente meca´nico ni determinista, de modo que puede
incorporar heurı´sticas y opciones elegibles.
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establecidas en el conjunto de restriccionesR. Ası´ pues, ma´s formalmente:
((Θ¯, pi),E ,P,R) C dC oaocpns σ.
Ana´logamente para la inferencia abductiva ordinaria s-s cualificada preferen-
cial extrema estrate´gica (v. 1.1.1.2.1) a partir de la versio´n 1.1.1.2.
Obviamente si la estrategia es vacua y los recursos espacio-temporales se consi-
deran ilimitados obtenemos la modelizacio´n de los casos particulares representados
por la abduccio´n ordinaria singular plana. Por otro lado, la estrategia a menudo se
aprovechara´ de la estructura del espacio de potenciales soluciones para una locali-
zacio´n efectiva y eficaz de una solucio´n abductiva –el impacto de dicha estructura
sobre la eficacia de la estrategia es ma´s notoria cuando se trate de averiguar todas
las posibles soluciones abductivas (por ejemplo, en un espacio de potenciales so-
luciones con estructura de retı´culo generada por la relacio´n de deducibilidad, una
vez encontrada una solucio´n plana, cualquier elemento que la mayore en la citada
relacio´n sera´ igualmente una solucio´n plana del mismo problema)–.
2.2.6. Abduccio´n ordinaria s-s plana cuya solucio´n es fuerte-
mente compatible (v. 1.1.2)
Esta subseccio´n no sera´ un paso ma´s en el proceso de generalizacio´n crecien-
te que hemos realizado hasta ahora, sino que vamos a detenernos a considerar una
clase de casos especialmente interesantes: aque´llos en los que la solucio´n es fuer-
temente compatible50. Hay una fuerte motivacio´n intuitiva para ello: realmente los
casos en los que habitualmente se interesan las diversas disciplinas cientı´ficas en las
que se usa la abduccio´n son de este tipo y ello ocurre ası´ independientemente de que
el problema abductivo que pone en marcha el proceso abductivo sea de uno u otro
tipo en relacio´n con la novedad / anomalı´a. A este respecto, en los planteamientos
anteriores las inferencias abductivas que parten de problemas abductivos ano´malos
tienen un tratamiento muy insatisfactorio, pues, en particular, toda solucio´n abduc-
tiva ordinaria singular plana sera´ al menos de´bilmente incompatible.
Por ello, inspira´ndonos en ciertas intuiciones provenientes de las Ciencias (es-
pecialmente de las Ciencias Empı´ricas) elaboraremos una nueva propuesta que per-
mita en todos los casos alcanzar una solucio´n con la cualidad mencionada, aunque
50 Es muy similar la versio´n ana´loga a e´sta pero para la clase de casos en los que la solucio´n es
de´bilmente compatible, motivo por el que no incluiremos esa nueva ramificacio´n en esta memoria.
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aquı´ no priorizaremos entre las posibles soluciones –a diferencia de lo que podrı´a
hacerse en la versio´n cualificada preferencial–. En una formulacio´n de esta u´lti-
ma51, entre las condiciones adicionales que se pueden establecer para la solucio´n
abductiva pueden aparecer una serie de criterios de preferencia para determinar
que´ fo´rmulas deben incorporarse al conjunto-contractor y cua´les deben permane-
cer en la teorı´a-base contraı´da (lo cual recoge nuevamente un aspecto relativo a la
bondad explicativa de la solucio´n).
Para que resulten ma´s inteligibles las novedades que se introducen en esta ver-
sio´n con respecto a otras formulaciones estudiadas, la presentaremos sin incorporar
la cuestio´n de la cualificacio´n (ası´ pues, sera´ una generalizacio´n elaborada a partir
de la 1.1 y quedara´ como una rama colateral de la 1.1.1), considerando que la conse-
cucio´n de una nueva versio´n que incorpore dicho aspecto cualificacional (digamos
la 1.1.2.1) a partir de lo aquı´ expuesto es ciertamente asequible. Incidamos en un
punto a este respecto: la versio´n 1.1.1 nos permite excluir como problemas abducti-
vos a los casos en los que la teorı´a-base no satisfaga cierto requisito de consistencia
o el objeto del problema cierto requisito de novedad, e igualmente podemos garanti-
zar el tipo de compatibilidad de la solucio´n abductiva, pero no resulta posible partir
de una situacio´n en la que no se satisfaga alguna de las condiciones indicadas y se
desemboque en una situacio´n final que sı´ lo haga. Ası´ pues, el presente tipo de infe-
rencia abductiva resulta necesaria y no puede entenderse como una particularizacio´n
de la versio´n cualificada que fue expuesta.
En la inferencia abductiva ordinaria s-s plana (v. 1.1.2), dado un problema ab-
ductivo singular plano, querremos obtener como solucio´n abductiva ordinaria un par
ordenado tal que su primera componente sea un subconjunto, propio o impropio, de
la teorı´a-base (al que llamaremos conjunto contractor), y su segunda componen-
te sea una fo´rmula (a la que denominaremos elemento expansor), tal que el objeto
del problema pase a poderse inferir en dicho marco lo´gico a partir del conjunto
fuertemente consistente que se obtenga tras detraer de la teorı´a-base el conjunto
contractor (llame´mosle a este resultado parcial la teorı´a-base contraı´da) y unirle a
dicho resultado el conjunto formado por el elemento expansor (pudiendo denominar
al conjunto ası´ obtenido como teorı´a-base revisada). Ası´ pues, lo que se pretende
conseguir en este caso, dicho en una terminologı´a ma´s cla´sica (y en buena medida
heredera del modelo AGM de cambio de creencias), es una revisio´n fuertemente
51 Que aquı´ no presentamos, al igual que haremos con muchas otras situaciones particulares y
con la mayorı´a de combinaciones de los tipos estudiados, por no ser excesivamente prolijos.
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consistente de la teorı´a inicial por medio de la realizacio´n de los siguientes dos pa-
sos: 1) obtener una contraccio´n de la teorı´a inicial; y 2) hacer una expansio´n con
una fo´rmula del mismo lenguaje, de tal modo que la teorı´a resultante tras la contrac-
cio´n y expansio´n sea fuertemente consistente y justificativa del hecho sorprendente
contando con la misma lo´gica subyacente. Tanto el proceso de contraccio´n como
el elemento expansor no esta´n sujetos en esta versio´n a condiciones adicionales,
por lo que habitualmente existira´n mu´ltiples soluciones posibles. Una opcio´n en
principio diferente a la aquı´ adoptada habrı´a sido hacer primero la expansio´n de
la teorı´a-base hasta obtener la justificacio´n del objeto del problema abductivo y a
continuacio´n hacer una contraccio´n hasta conseguir que se torne consistente.
Presentemos ahora formalmente las nuevas versiones de los conceptos de infe-
rencia abductiva y solucio´n abductiva (la nocio´n de problema abductivo no tiene
cambio alguno respecto de la versio´n 1.1):
Definicio´n 15 (Inferencia abductiva ordinaria s-s plana cuya solucio´n es fuertemen-
te compatible // Solucio´n abductiva ordinaria singular plana fuertemente compatible
(v. 1.1.2)).
En la inferencia abductiva ordinaria s-s plana cuya solucio´n es fuertemente com-
patible (v. 1.1.2) dado un problema abductivo singular plano Θ¯ 1 pi, queremos
obtener como solucio´n abductiva ordinaria singular plana fuertemente compatible
(v. 1.1.2) un par ordenado (∆¯, σ) ∈ ℘(Θ¯) × FOR(L) (cuyos componentes son
denominados, respectivamente, conjunto contractor y elemento expansor) tal que el
objeto del problema pueda inferirse mediante la relacio´n inferencial de que se trate
a partir de un conjunto fuertemente consistente Θ¯′′ al que denominamos teorı´a-base
revisada y cuyo procedimiento de ca´lculo es Θ¯′′ = Θ¯′∪{σ}, siendo Θ¯′ la teorı´a-base
contraı´da que se ha obtenido del siguiente modo Θ¯′ = Θ¯ \ ∆¯. Escrito de manera
ma´s formal (Θ¯, pi) ao(fc) (∆¯, σ) es una inferencia abductiva ordinaria s-s cualifi-
cada cuya solucio´n es fuertemente compatible (v. 1.1.2) y ello es equivalente a que
se satisfaga:
(Θ¯ 1 pi) &˙ ((Θ¯ \ ∆¯) ∪ {σ} 1 ⊥˜) &˙ ((Θ¯ \ ∆¯) ∪ {σ}  pi).
Obviamente, si el problema abductivo es ano´malo (de´bilmente o fuertemente),
∆¯ no puede ser vacı´o, pero en cualquier otro caso sı´ lo podra´ ser –aunque en esta
versio´n no queda excluida la posibilidad de que el conjunto contractor sea no vacuo
en casos en los que el problema sea incluso fuertemente novedoso (en la versio´n
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cualificada las condiciones de preferencia sobre el conjunto contractor podrı´an im-
pedirlo, comportamiento que es el ma´s habitual cuando la inferencia abductiva es
usada en el a´mbito cientı´fico)–.
2.2.7. Abduccio´n ordinaria s-p plana (v. 2.1)
Existen sistemas lo´gicos deductivos en los que no es posible resolver con una
sola fo´rmula de su lenguaje un problema abductivo al que se le exige alguna carac-
terı´stica adicional y, sin embargo, sı´ se conseguirı´a dicha resolucio´n con un conjunto
de ellas. Presentamos un ejemplo (que, como se vera´, se vale de una lo´gica que es
un fragmento de la lo´gica proposicional cla´sica):
Ejemplo 16.
Sea L un lenguaje proposicional cuyo alfabeto consta de un conjunto de a´tomos
ATOML = {p,¬p, q,¬q, r,¬r, s,¬s, ...} (ATOML es un conjunto infinito nume-
rable que consta de variables proposicionales y sus contradictorias) y de un con-
junto de conectores CONL = {∨,→} (es decir, es un conjunto de conectores que
no permite obtener todos los de la lo´gica proposicional cla´sica, de ahı´ que algunos
autores lo adjetiven como ‘incompleto’ o ‘insuficiente). La grama´tica de L es la
restriccio´n de la correspondiente al lenguaje de la lo´gica proposicional a dicho al-
fabeto (por supuesto, en el conjunto FOR(L) no aparecera´n fo´rmulas no ato´micas
negadas ni se puede definir como sı´mbolo derivado el conjuntor cla´sico). La rela-
cio´n inferencial  es la correspondiente a la lo´gica cla´sica restringida a FOR(L).
Sean Θ¯ = {p → q ∨ r; s → ¬r} la teorı´a-base y pi = q el objeto del proble-
ma. El intento de encontrar una solucio´n abductiva singular σ que sea fuertemente
consistente y no involucre a q52 resulta infructuoso53. Sin embargo, si se busca una
solucio´n abductiva plural Σ¯ que satisfaga ese mismo requisito, nos encontramos
ra´pidamente con una posible solucio´n, a saber: Σ¯ = {p, s}.
Con este ejemplo queda acreditado que ciertas ocasiones no so´lo es ventajoso,
sino necesario, pensar en un nuevo tipo de abduccio´n que concibe la componente
de la solucio´n como un conjunto. Esta nueva posibilidad que no ha sido considerada
por otros autores (al menos, no tenemos constancia de ello), puede tambie´n conce-
birse como una generalizacio´n de la versio´n 1: esta u´ltima serı´a la clase de casos
52 Dicho con ma´s precisio´n, que sea fuertemente compatible, explicativa e ingeniosa.
53 Si se permitiese involucrar a q una posibilidad serı´a ella misma y otra ¬q → q.
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particulares en los que el conjunto-solucio´n es necesariamente unitario54. A pesar
de esto u´ltimo, en nuestra presentacio´n hemos rotulado esta versio´n con un nombre
que no revela esa relacio´n de generalizacio´n que hemos mencionado porque quere-
mos que exista una ‘estructuracio´n’ ide´ntica de las distinciones que se pueden hacer
en los cuatro tipos de abduccio´n que se pueden concebir segu´n sean el objeto del
problema, la solucio´n o ambas una sola fo´rmula o un conjunto de ellas.
La nocio´n de inferencia abductiva ordinaria s-p plana (v. 2.1) se construye so-
bre un concepto de problema abductivo singular plano ya estudiado: la versio´n 1.
Sin embargo, sı´ es distinta la correspondiente nocio´n de solucio´n abductiva y, con
ello, la de inferencia abductiva. Su presentacio´n informal es la siguiente: en la infe-
rencia abductiva ordinaria s-p plana, dado un problema abductivo singular plano,
queremos obtener como solucio´n abductiva ordinaria singular plana un conjunto
no vacı´o de fo´rmulas tal que el objeto del problema pasa a poderse inferir en di-
cho marco lo´gico a partir de la unio´n de la teorı´a-base y la solucio´n abductiva (a
la que ahora podemos llamar conjunto-solucio´n). Dicho en terminologı´a ma´s cla´si-
ca, lo que se pretende conseguir es, nuevamente, una expansio´n de la teorı´a inicial
con una o ma´s fo´rmulas del mismo lenguaje, de tal modo que la teorı´a resultante
se convierta en suficientemente explicativa del hecho sorprendente contando con el
mismo marco lo´gico.
Definicio´n 17 (Inferencia abductiva ordinaria s-p plana // Solucio´n abductiva ordi-
naria plural plana (v. 2.1)).
En la inferencia abductiva ordinaria s-p plana (v. 2.1) dado un problema abductivo
singular plano Θ¯ 1 pi, queremos obtener como solucio´n abductiva ordinaria plural
plana (v. 2.1) un conjunto de fo´rmulas Σ¯ ⊆ FOR(L) (al que tambie´n denomina-
mos conjunto-solucio´n) tal que el citado problema deje de serlo (es decir, tal que el
objeto del problema pueda inferirse mediante la relacio´n inferencial de que se trate
a partir de la teorı´a-base unido al conjunto-solucio´n encontrado). De manera ma´s
formal podemos escribir el definiens como:
(Θ¯ 1 pi) &˙ (Θ¯ ∪ Σ¯  pi).
Ahora anotamos la inferencia abductiva como (Θ¯, pi) aO Σ¯. Adema´s, de las
definiciones de problema abductivo y de solucio´n abductiva que han sido empleadas
se deriva que necesariamente se cumple que Σ¯ 6= ∅.
54 Formalmente es diferente un conjunto unitario de su u´nico elemento, pero se puede probar la
existencia de una isomorfı´a entre las relaciones inferenciales formuladas de uno y otro modo.
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Por supuesto, adema´s de los casos cuyo conjunto-solucio´n es unitario, hay otras
situaciones en las que esta versio´n puede ser convertida en la correspondiente ver-
sio´n s-s: todos aque´llos que se desenvuelvan en el marco de un sistema lo´gico en
el que sea factible obtener una sola premisa que sea ‘equivalente’ a un conjunto de
premisas –y hemos hablado de equivalencia porque realmente el proceso se pue-
de realizar en los dos sentidos (es decir, podemos tomar cualquier elemento del
conjunto de premisas cuyo conector principal sea el conjuntor y sustituirlo por las
subfo´rmulas que constituı´an el miembro izquierdo y el derecho de la conjuncio´n
inicial, pudiendo repetir el proceso hasta que ninguna fo´rmula del conjunto de pre-
misas tenga al conjuntor como sı´mbolo principal)–. Esto ocurre, por ejemplo, en
la lo´gica proposicional cla´sica, pues e´sta cuenta con un conjuntor de tipo cla´sico
(que posee las propiedades conmutativa, asociativa e idempotente) y, por tanto, en
ella se puede demostrar el metateorema que establece la equivalencia metateo´rica
entre una inferencia con un conjunto de premisas que cuente con un nu´mero finito
cualquiera (eventualmente vacı´o) de fo´rmulas y una inferencia con un conjunto de
premisas unitario (si el primero de estos conjuntos es vacı´o, entonces el conjunto
unitario tendra´ como u´nica fo´rmula a una que sea universalmente aceptable, y, si el
primero es no vacı´o, entonces el conjunto unitario tendra´ como u´nica fo´rmula a la
obtenida mediante la conjuncio´n de las premisas, repitiendo el proceso tantas veces
como resulte necesario):
card(Γ¯)  card(N) ⇒˙ ((Γ¯  ϕ) ⇔˙ ({
∧
Γ¯}  ϕ)).
Y ello nos permite asegurar en el caso que ahora nos ocupa que:
card(Σ¯)  card(N) ⇒˙ (((Θ¯, pi) aO Σ¯) ⇔˙ ((Θ¯, pi) ao
∧
Σ¯)).
Pero no es cierta la viabilidad universal de reducir la versio´n s-p a la s-s puesto
que existen no so´lo sistemas lo´gicos cuyo alfabeto no contiene conjuntor alguno
sino tambie´n otros en los que existiendo algu´n conjuntor e´ste no se comporta de
la manera indicada. Por ejemplo, desde un punto de vista dina´mico el conjuntor
ma´s natural puede ser uno que no satisfaga la conmutatividad. Pero, incluso en los
sistemas lo´gicos que cuentan con el mencionado conjuntor cla´sico y, por tanto, que
satisfacen el citado metateorema para conjuntos finitos de premisas, es posible que
no se pueda reproducir la situacio´n en el caso de conjuntos infinitos de fo´rmulas –lo
cual ocurre en, por ejemplo, en la lo´gica proposicional cla´sica misma, dado que no
cuenta con un conjuntor generalizado infinitario–.
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Definicio´n 18 (Tipos de soluciones abductivas ordinarias plurales planas (v. 2.1)).
Sea Θ¯ 1 pi un problema abductivo singular plano y Σ¯ una solucio´n abductiva ordi-
naria plural plana, decimos que e´sta es:
· De´bilmente consistente si y so´lo si ∃˙ϕ((ϕ ∈ FOR(L)) &˙ (Σ¯ 1 ϕ)). En el caso
de que no se satisfaga esta condicio´n necesaria y suficiente diremos que es fuerte-
mente inconsistente.
· Fuertemente consistente si y so´lo si Σ¯ 1 ⊥˜. En el caso de que no se satisfaga esta
condicio´n necesaria y suficiente diremos que es de´bilmente inconsistente.
· De´bilmente compatible si y so´lo si ∃˙ϕ((ϕ ∈ FOR(L)) &˙ (Θ¯ ∪ Σ¯ 1 ϕ)). En el
caso de que no se satisfaga esta condicio´n necesaria y suficiente diremos que es
fuertemente incompatible.
· Fuertemente compatible si y so´lo si Θ¯ ∪ Σ¯ 1 ⊥˜. En el caso de que no se satisfaga
esta condicio´n necesaria y suficiente diremos que es de´bilmente incompatible.
· Conservadora por partes de la compatibilidad fuerte si y so´lo si ∀˙Γ¯(((Γ¯ ⊆ Θ¯) &˙
(Γ¯ 1 ⊥˜)) ⇒˙ (Γ¯ ∪ Σ¯ 1 ⊥˜)). En el caso de que no se satisfaga esta condicio´n ne-
cesaria y suficiente diremos que es no conservadora por partes de la compatibilidad
fuerte.
· Explicativa si y so´lo si Σ¯ 1 pi. En el caso de que no se satisfaga esta condicio´n
necesaria y suficiente diremos que es no explicativa.
· Ingeniosa si y so´lo si ∼˙∃˙ϕ(pi ≡ ϕ &˙ ϕ ∈ ⋃σ∈Σ¯ SUBFORM(σ)). En el caso de
que no se satisfaga esta condicio´n necesaria y suficiente diremos que es no inge-
niosa.
· Deductivamente minimal si y so´lo si ∼˙∃˙Σ¯′((Σ¯′ ∈ SOLaO(Θ¯ 1 pi)) &˙ (∀˙σ′(σ′ ∈
Σ¯′ ⇒˙ Σ¯  σ′) &˙ (∃σ(σ ∈ Σ¯ &˙ Σ¯′ 1 σ)). En el caso de que no se satisfaga esta
condicio´n necesaria y suficiente diremos que es deductivamente no minimal.
· Deductivamente mı´nima si y so´lo si ∀˙Σ′((Σ′ ∈ SOLaO(Θ¯ 1 pi)) ⇒˙ (∀˙σ(σ ∈
Σ¯ ⇒˙ Σ¯′  σ)). En el caso de que no se satisfaga esta condicio´n necesaria y sufi-
ciente diremos que es deductivamente no mı´nima.
2.2.8. Abduccio´n ordinaria p-s plana (v. 3.1)
La siguiente propuesta parte de una generalizacio´n de la nocio´n de problema
abductivo plano: ahora el objeto del problema sera´ un conjunto de fo´rmulas tal que
al menos una de ellas no se siga de la teorı´a-base en cierta relacio´n de consecuencia
lo´gica. Nos podemos preguntar que´ sentido tiene que el objeto del problema (al que
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tambie´n podemos llamar conjunto-problema) pueda contener fo´rmulas que sı´ son
derivables de la teorı´a-base en la relacio´n inferencial (o, dicho de otro modo, ¿por
que´ no exigir que todas las fo´rmulas del conjunto-problema tengan la cualidad de
dar lugar a un fracaso inferencial individualmente?
Veamos que existen varios motivos para ello. En primer lugar, y como motiva-
cio´n interna, nos gustarı´a que en este tipo de inferencia abductiva sucediese algo
ana´logo a lo que ocurrı´a en la subseccio´n anterior en cuanto a la posibilidad de po-
der reducirlo al tipo s-s en el caso de que se cuente en el lenguaje lo´gico con un
conjuntor con las propiedades que allı´ se indicaron. Como dijimos, este metateo-
rema permite el ‘recorrido’ en los dos sentidos: o bien pasar de un conjunto finito
cualquiera de premisas a un conjunto unitario equivalente o bien descomponer las
premisas cuyo signo principal es el conjuntor hasta alcanzar un conjunto de premi-
sas en la que ninguna de ellas sea una conjuncio´n55. Es fa´cil darse cuenta de que
en una fo´rmula conjuntiva que es el objeto de un problema abductivo singular no
necesariamente los dos miembros reproducen esa situacio´n.
En segundo lugar, y como motivacio´n externa (concretamente procedente del
a´mbito de la Ciencia), sabemos que normalmente los enunciados de las teorı´as
cientı´ficas no son elementos aislados, por lo que un desajuste entre las prediccio-
nes y la experiencia requerira´ la modificacio´n de un conjunto de enunciados que
mantienen en mayor o menor medida ciertas interdependencias (de hecho, en las
Ciencias Empı´ricas a menudo ni siquiera es posible contrastar ciertos enunciados
aislados, sino que debe hacerse en conjuncio´n de otros con los cuales esta´ ı´ntima-
mente conectado). Por ejemplo, ante un problema abductivo por anomalı´a la versio´n
3.1.2 (es decir, la que se elaborarı´a a partir de lo que aquı´ expondremos pero trans-
formada para garantizar que su solucio´n sea fuertemente compatible) requerirı´a la
contraccio´n de la teorı´a-base y, segu´n dijimos, esto en la mayorı´a de las ocasio-
nes se puede hacer de mu´ltiples maneras. El tomar el problema abductivo como un
conjunto de fo´rmulas, que globalmente esta´n afectadas por el fracaso inferencial
(aunque no necesariamente ocurra ası´ individualmente), nos permitira´ garantizar
que la teorı´a-base revisada seguira´ justificando todas ellas.
Igualmente, en una versio´n cualificada (la 3.1.1) en la que se impongan condi-
ciones adicionales al problema abductivo y/o a la solucio´n abductiva puede resultar
relevante la inclusio´n o no en el conjunto-solucio´n de fo´rmulas que sı´ se infieren a
partir de la teorı´a-base.
55 Recordemos que una fo´rmula decimos es del tipo que indica su signo principal.
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Definicio´n 19 (Problema abductivo plural plano (v. 3.1)).
Dada una teorı´a-base Θ¯, un problema abductivo plural plano (v. 3.1), cuyo objeto
del problema es el conjunto de fo´rmulas Π¯ (al que tambie´n denominamos conjunto-
problema), es una situacio´n en la que al menos una fo´rmula de Π¯ no se infiere de
Θ¯ en la relacio´n de consecuencia deductiva . De manera ma´s formal podemos
escribir el definiens como:
∃˙pi(pi ∈ Π¯ &˙ (Θ¯ 1 pi)).
La anterior condicio´n necesaria y suficiente parece excesivamente larga para
hacerla intervenir en otras expresiones en las que ella sera´ so´lo una de sus partes,
pero podemos encontrar una manera mucho ma´s corta de expresar esa misma idea
mediante un nuevo tipo de relacio´n inferencial a la que denominaremos deduccio´n
plural y que simbolizaremos con el sı´mbolo D:
Definicio´n 20 (Relacio´n inferencial deductiva plural).
La relacio´n inferencial deductiva plural se define a partir de la relacio´n inferencial
deductiva singular de la siguiente manera:
Γ¯ D Φ¯ si y so´lo si ∀˙ϕ(ϕ ∈ Φ¯ ⇒˙ (Γ¯  ϕ)).
Veamos el resultado de negar el miembro de la derecha en esta equivalencia
definicional:
Γ¯ 1D Φ¯ si y so´lo si ∃˙ϕ(ϕ ∈ Φ¯ &˙ (Γ¯ 1 ϕ)).
Ahora esta´ claro que la condicio´n necesaria y suficiente de la anterior definicio´n
de problema abductivo es:
Θ¯ 1D Π¯.
Nuevamente no se puede asegurar la viabilidad de reducir la versio´n p-s a la s-s
en cualquier caso, y las razones son las mismas que se adujeron en la subseccio´n
anterior. Sin embargo, si en dicha definicio´n el conjunto-problema tiene cardinal
unitario, la nocio´n de problema abductivo (v. 3.1) se reduce a la que antes habı´amos
etiquetado como (v. 1.1) –eso sı´, siempre que medie la correspondiente prueba de
isomorfı´a–. Pero, adema´s de esos casos hay otros en los que esta versio´n puede
ser convertida en la correspondiente versio´n s-s: nuevamente todos aque´llos que se
desenvuelvan en el marco de un sistema lo´gico en el que sea factible obtener una
sola fo´rmula ‘equivalente’ a un conjunto de fo´rmulas. Lo que sı´ brinda esta nueva
2.2. Tratamiento formal de la abduccio´n ordinaria 93
propuesta es la posibilidad de que el conjunto-problema tenga cardinal infinito, po-
sibilidad que en una lo´gica cla´sica no puede transformarse en un conjunto unitario
por carecer de conectores infinitarios. El resultado es ana´logo al ya estudiado para
la solucio´n abductiva plural:
card(Φ¯)  card(N) ⇒˙ ((Γ¯ D Φ¯) ⇔˙ (Γ¯ 
∧
Φ¯)).
Y ello nos permite asegurar en el caso que ahora nos ocupa que:
card(Π¯)  card(N) ⇒˙ (((Θ¯, Π¯) Ao σ) ⇔˙ ((Θ¯,
∧
Π¯) ao σ)).
Por otro lado, dado que toda lo´gica deductiva es reflexiva, a partir de la defini-
cio´n de problema abductivo podemos concluir que no puede ocurrir que su objeto
sea un conjunto vacı´o, pues e´ste es consecuencia de cualquier otro conjunto (inclu-
sive el propio vacı´o), de modo que no se satisfarı´a el citado requisito del fracaso
inferencial.
Los tipos de problemas ahora son:
Definicio´n 21 (Tipos de problemas abductivos plurales planos (v. 3.1)).
Dado un problema abductivo Θ¯ 1D Π¯, decimos que e´ste es:
· De´bilmente consistente si y so´lo si ∃˙ϕ((ϕ ∈ FOR(L)) &˙ (Π¯ 1 ϕ)). En el caso de
que no se satisfaga esta condicio´n necesaria y suficiente diremos que es fuertemente
inconsistente.
· Fuertemente consistente si y so´lo si Π¯ 1 ⊥˜. En el caso de que no se satisfaga esta
condicio´n necesaria y suficiente diremos que es de´bilmente inconsistente.
· De´bilmente novedoso56 si y so´lo si ∃˙ϕ((ϕ ∈ FOR(L)) &˙ (Θ¯ ∪ Π¯ 1 ϕ)). En el
caso de que no se satisfaga esta condicio´n necesaria y suficiente diremos que es
fuertemente ano´malo.
· Fuertemente novedoso si y so´lo si Γ¯ ∪ Π¯ 1 ⊥˜. En el caso de que no se satisfaga
esta condicio´n necesaria y suficiente diremos que es de´bilmente ano´malo.
· Conservador por partes de la novedad fuerte57 si y so´lo si ∀˙Γ¯(((Γ¯ ⊆ Θ¯) &˙ (Γ¯ 1
56 Tambie´n podrı´amos decir que el objeto del problema es de´bilmente novedoso en esa teorı´a-base
dentro del marco lo´gico indicado. Ana´loga versio´n se podrı´a dar de los conceptos que se delimiten
en adelante a partir de un problema abductivo, pero dado que vuelve muy onerosa la lectura, no lo
haremos. Lo hemos realizado en este caso para poner de manifiesto que la cualidad de novedad /
anomalı´a es atribuible al objeto del problema en relacio´n a los otros dos componentes sen˜alados.
57 En una lo´gica deductiva no tiene intere´s la formulacio´n de la ana´loga propiedad para la con-
sistencia de´bil, porque, tal como ya anunciamos, todo problema abductivo es tal que su teorı´a-base
es al menos de´bilmente consistente.
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⊥˜)) ⇒˙ (Γ¯ ∪ Π¯ 1 ⊥˜)). En el caso de que no se satisfaga esta condicio´n necesaria
y suficiente diremos que es no conservador por partes de la novedad fuerte.
· Formulado sobre una teorı´a-base fuertemente consistente si y so´lo si Θ¯ 1 ⊥˜. En
el caso de que no se satisfaga esta condicio´n necesaria y suficiente diremos que es
formulado sobre una teorı´a-base de´bilmente inconsistente.
· Usual si y so´lo si card(Θ¯)  card(N) &˙ (Θ¯ 6= ∅ ⇒˙ ∃˙ϕ((ϕ ∈ Θ¯) &˙ (1 ϕ))). En
el caso de que no se satisfaga esta condicio´n necesaria y suficiente diremos que es
inusual58.
Y la nueva definicio´n de inferencia abductiva queda de la siguiente manera:
Definicio´n 22 (Inferencia abductiva ordinaria p-s plana // Solucio´n abductiva ordi-
naria singular plana (v. 3.1)).
En la inferencia abductiva ordinaria p-s plana (v. 1) dado un problema abductivo
plural plano Θ¯ 1D Π¯, queremos obtener como solucio´n abductiva ordinaria singu-
lar plana (v. 3.1) una fo´rmula σ ∈ FOR(L) tal que el objeto del problema pueda
inferirse mediante la relacio´n inferencial de que se trate a partir de la teorı´a-base
junto con la solucio´n encontrada. De manera ma´s formal podemos escribir el defi-
niens como:
(Θ¯ 1D Π¯) &˙ (Θ¯ ∪ {σ} D Π¯).
Ahora anotamos la inferencia abductiva como (Θ¯, Π¯) Ao σ.
En cuanto a los tipos de soluciones abductivas indicamos so´lo aque´llas que pre-
sentan alguna diferencia con los de la versio´n 2.1:
Definicio´n 23 (Tipos de soluciones abductivas ordinarias plurales planas (v. 3.1)).
Sea Θ¯ 1D Π¯ un problema abductivo plural plano y σ una solucio´n abductiva ordi-
naria singular plana, decimos que e´sta es:
· Explicativa si y so´lo si {σ} 1D Π¯. En el caso de que no se satisfaga esta condicio´n
necesaria y suficiente diremos que es no explicativa.
· Ingeniosa si y so´lo si ∃˙pi(pi ∈ Π¯ & ∼˙∃˙ϕ(pi ≡ ϕ &˙ ϕ ∈ SUBFORM(σ))). En el
caso de que no se satisfaga esta condicio´n necesaria y suficiente diremos que es no
ingeniosa.
· Deductivamente minimal si y so´lo si ∼˙∃˙σ′((σ′ ∈ SOLAo(Θ¯ 1D Π¯)) &˙ ({σ} 
σ′) &˙ ({σ′} 1 σ)). En el caso de que no se satisfaga esta condicio´n necesaria y
suficiente diremos que es deductivamente no minimal.
58 De nuevo, ello ocurre en particular cuando Θ¯ = ∅ ası´ como cuando card(Θ¯) ≥ card(N).
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· Deductivamente mı´nima si y so´lo si ∀˙σ′((σ′ ∈ SOLAo(Θ¯ 1D Π¯)) ⇒˙ ({σ′}  σ)).
En el caso de que no se satisfaga esta condicio´n necesaria y suficiente diremos que
es deductivamente no mı´nima.
2.2.9. Abduccio´n ordinaria p-p plana (v. 4.1)
La u´ltima propuesta au´na a las motivaciones de las dos anteriores y, en el sentido
que ya hemos mencionado en las subsecciones correspondientes, las generaliza: las
versiones 3.1, 2.1 y 1.1 son, respectivamente, las clases de casos particulares en los
que el objeto del problema, la solucio´n abductiva o ambos son conjuntos unitarios
(con las diferencias que ya sabemos que son irrelevantes por la isomorfı´a entre las
relaciones inferenciales).
La definicio´n de problema abductivo plural plano y los correspondientes tipos
de problemas son ide´nticos a los que fueron presentados en la anterior subseccio´n.
En cuanto a la nueva definicio´n de inferencia abductiva so´lo requiere un pequen˜o
cambio:
Definicio´n 24 (Inferencia abductiva ordinaria p-p plana // Solucio´n abductiva ordi-
naria plural plana (v. 4.1)).
En la inferencia abductiva ordinaria p-p plana (v. 4.1) dado un problema abductivo
plural plano Θ¯ 1 Π (cuyo objeto es el conjunto-problema Π), queremos obtener
como solucio´n abductiva ordinaria plural plana (v. 4.1) un conjunto de fo´rmulas
Σ¯ ⊆ FOR(L) (al que tambie´n denominamos conjunto-solucio´n) tal que el cita-
do problema deje de serlo (es decir, tal que el objeto del problema pueda inferirse
mediante la relacio´n inferencial de que se trate a partir de la teorı´a-base unida al
conjunto-solucio´n encontrado). De manera ma´s formal podemos escribir el defi-
niens como:
(Θ¯ 1 Π) &˙ (Θ¯ ∪ Σ¯  Π).
Ahora anotamos la inferencia abductiva como (Θ¯,Π) AO Σ¯. Adema´s, de las
definiciones de problema abductivo y de solucio´n abductiva adoptadas se sigue de-
rivando que necesariamente se cumplen que Π¯ 6= ∅ y Σ¯ 6= ∅.
Por otro lado, la reducibilidad de la versio´n p-p a las otras tres podra´ hacerse,
adema´s de los casos unitarios sen˜alados, cuando el lenguaje cuente con el conjun-
tor cla´sico que ya hemos sen˜alado anteriormente y el correspondiente conjunto de
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fo´rmulas que se quiere ‘reescribir’ sea finito:
((card(Π¯)  card(N)) &˙ (card(Π¯)  card(N))) ⇒˙ (((Θ¯, Π¯) AO Σ) ⇔˙
((Θ¯, pi) aO
∧
Σ¯) ⇔˙ ((Θ¯,
∧
Π¯) Ao σ) ⇔˙ ((Θ¯,
∧
Π¯) ao
∧
Σ¯)).
En cuanto a los tipos de soluciones abductivas indicamos so´lo aque´llas que pre-
sentan alguna diferencia con los de las anteriores versiones:
Definicio´n 25 (Tipos de soluciones abductivas ordinarias plurales planas (v. 4.1)).
Sea Θ¯ 1D Π un problema abductivo plural plano y Σ¯ una solucio´n abductiva
ordinaria plural plana, decimos que e´sta es:
· Explicativa si y so´lo si Σ¯ 1D Π¯. En el caso de que no se satisfaga esta condicio´n
necesaria y suficiente diremos que es no explicativa.
· Ingeniosa si y so´lo si ∃˙pi(pi ∈ Π¯ & ∼˙∃˙ϕ(pi ≡ ϕ &˙ ϕ ∈ ⋃σ∈Σ¯ SUBFORM(σ))).
En el caso de que no se satisfaga esta condicio´n necesaria y suficiente diremos que
es no ingeniosa.
· Deductivamente minimal si y so´lo si ∼˙∃˙Σ¯′((Σ¯′ ∈ SOLAO(Θ¯ 1D Π¯)) &˙ (Σ¯ D
Σ¯′) &˙ (Σ¯′ 1D Σ¯)). En el caso de que no se satisfaga esta condicio´n necesaria y
suficiente diremos que es deductivamente no minimal.
·Deductivamente mı´nima si y so´lo si ∀˙Σ¯′((Σ¯′ ∈ SOLAO(Θ¯ 1D Π¯)) ⇒˙ (Σ¯′ D Σ¯)).
En el caso de que no se satisfaga esta condicio´n necesaria y suficiente diremos que
es deductivamente no mı´nima.
2.3. Aproximacio´n intuitiva y tratamiento formal de
la abduccio´n siste´mica
Hasta hace pocos an˜os los estudios lo´gicos han adoptado principalmente una
visio´n que liga a la abduccio´n con la revisio´n del nu´cleo enunciativo de las teorı´as,
proceso que encaja perfectamente con lo que en terminologı´a kuhniana se deno-
mina ciencia normal. Sin embargo, para muchos autores la abduccio´n debe incluir
todas las operaciones por las que se generan nuevas teorı´as (recordemos la tesis de
comprehensio´n de Kapitan).
Por otra parte, superada ya ampliamente la Concepcio´n Heredada, hoy no con-
cebimos las teorı´as cientı´ficas de manera monolı´tica, sino que pensamos en comple-
jos estructurados en los que existen tanto componentes nucleares como perife´ricos,
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pudiendo estos u´ltimos tener distintos grados de especificidad. Sin duda, un compo-
nente que es nuclear y altamente inespecı´fico (de hecho compartido por numerosı´si-
mas estructuras teo´ricas) sera´ su lo´gica subyacente o marco lo´gico59. Por supuesto,
el proceso de cambio teo´rico impulsado por el hallazgo de un hecho sorprendente
intentara´ antes un cambio en los elementos perife´ricos que en el marco lo´gico, pero
quiza´s despue´s de numerosos intentos infructuosos se dirija la mirada tambie´n en
esta u´ltima direccio´n. A este proceso de ciencia revolucionaria, de nuevo en termi-
nologı´a kuhniana, nada puede aportar la abduccio´n en su formulacio´n tradicional
(es decir, la abduccio´n ordinaria), pero sı´ la abduccio´n siste´mica y holı´stica
La nocio´n de abduccio´n siste´mica (aunque bajo el ro´tulo de abduccio´n estruc-
tural60) esta´ documentada por primera vez en la tesis doctoral de Laurent Keiff
[Kei07]. E´ste, tras elaborar una modelizacio´n de la inferencia abductiva ordinaria
dentro de las lo´gicas dialo´gicas, plantea que en algunos casos es posible y prefe-
rible alcanzar la conclusio´n realizando un cambio de la lo´gica subyacente (que en
el caso de estas lo´gicas se concreta en el cambio de algunas de sus reglas61). Pos-
teriormente a la citada tesis doctoral, esta nocio´n ha sido desarrollada por autores
como A´ngel Nepomuceno ([NFFD10] y [NFSLFD12]) y Fernando Soler ([ST13]),
ambos codirectores de la presente investigacio´n.
Veamos informalmente en que´ consiste este nuevo tipo de abduccio´n. En la in-
ferencia abductiva siste´mica, dado un problema abductivo, queremos obtener como
solucio´n abductiva siste´mica una relacio´n de consecuencia lo´gica alternativa tal
que la citada fo´rmula-problema pase a poderse inferir en esta nueva relacio´n in-
ferencial a partir de la teorı´a-base inicial. Lo que se pretende en este caso, dicho
en terminologı´a ma´s cla´sica, es encontrar otra lo´gica subyacente distinta de la de
partida que consiga justificar el hecho sorprendente.
En este nuevo enfoque de la abduccio´n tampoco podemos asegurar que la solu-
59 Entendemos este u´ltimo concepto como la lo´gica que implı´cita o explı´citamente –y, en este
segundo caso, presentada formalmente o no–, recoge los procesos de inferencia lo´gica que se ad-
miten en cierta disciplina de conocimiento (ası´ pues, ni siquiera es requisito que se trate de un a´rea
cientı´fica).
60 Cuando en la lectura de esta memoria se alcance la segunda parte se entendera´ mejor que esa
denominacio´n podrı´a colisionar con el sentido que allı´ se le dara´ al te´rmino estructural. Por otro
lado, creemos que el vocablo siste´mico apunta mejor hacia lo que se obtiene como conclusio´n de
esta modalidad de la abduccio´n, pues todo cambio de relacio´n inferencial conlleva necesariamente
un cambio de sistema lo´gico.
61 En las lo´gicas dialo´gicas se distinguen tres tipos de reglas: operatorias, estructurales y es-
trate´gicas.
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cio´n abductiva sea u´nica y, desde luego, no existe un criterio que permita preferir un
sistema lo´gico sobre los restantes para cualesquiera a´mbitos y usos: a este respecto,
so´lo podemos decir que una lo´gica subyacente modeliza mejor que otra ciertos as-
pectos en funcio´n de ciertos fines (por lo tanto, que una lo´gica subyacente es u´til en
cierto a´mbito y para cierto propo´sito).
Pongamos un ejemplo. En la tradicio´n filoso´fica se ha reflexionado ampliamen-
te acerca de lo necesario, lo posible y lo contingente, existiendo variados plantea-
mientos en torno a estas cuestiones; sen˜alemos, entre otros: concebir que todo lo
necesario es posible, o bien que todo lo necesario ocurre de hecho, o que lo nece-
sario es necesariamente necesario, o que lo posible es necesariamente posible... La
Lo´gica Modal posee las herramientas formales necesarias para dar cuenta de estos
diversos planteamientos, pero no nos puede decir que exista uno de ellos privilegia-
do que sea ‘fiel retrato’ de la realidad. De hecho, dependiendo del asunto intuitivo
que estemos tratando ası´ se mostrara´ ma´s ventajoso un sistema u otro: si estamos en
el a´mbito epistemolo´gico, asumir que todo lo necesario ocurre de hecho se traduce
en que todo lo conocido es verdadero, lo cual no resulta del todo descabellado si
nuestro concepto de conocimiento es suficientemente fuerte62; sin embargo, en el
a´mbito doxa´stico serı´a inaceptable, puesto que conllevarı´a que todo lo que creemos
es igualmente verdadero; tambie´n en el a´mbito de lo deo´ntico parece inadecuado,
puesto que la idea de que todo lo obligatorio es realizado de hecho por los agentes
nos conduce a modelizar un ‘universo’ en el que no existe la voluntad humana ni la
libertad de accio´n (ası´ pues, un a´mbito muy distinto de aque´l que estudia el Derecho
o la E´tica)63.
Se podrı´a pensar en la idea de para´metro inferencial de la abduccio´n, ya apun-
tada por Atocha Aliseda, como un precedente remoto de la de Keiff, pero un ana´li-
sis ma´s detallado revela las profundas diferencias entre ambas ideas. Es cierto que
Atocha Aliseda habı´a considerado la posibilidad de que dicho para´metro fuese un
sistema lo´gico no cla´sico, pero con ello se referı´a a que se pudiese plantear y re-
solver un problema abductivo en una lo´gica no cla´sica. Por su parte, la abduccio´n
siste´mica conlleva intentar resolver un problema abductivo en otro sistema lo´gico
distinto de aque´l en el que se planteo´ originalmente (pudiendo ser alguno de ellos,
62 Tomando en consideracio´n la nocio´n de conocimiento que Plato´n presenta en el Teeteto (201e-
210a), creencia verdadera justificada, la clave estarı´a en las exigencias que se le impongan a la
justificacio´n.
63 En cambio, sı´ serı´a preciso asumir en estos dos a´mbitos que todo lo necesario es posible, con
el fin de garantizar la racionalidad del corpus normativo y moral.
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eventualmente, no cla´sico).
Como se puede ver, la denominacio´n de inferencia abductiva esta´ plenamente
justificada en este nuevo enfoque, ma´s au´n si tenemos en cuenta la pretensio´n de
que la abduccio´n sea el tipo de inferencia mediante el cual se elaboran las teorı´as
cientı´ficas. En ese sentido, la abduccio´n siste´mica viene a ‘llenar’ una de las gran-
des lagunas que se presentaban en dicho proyecto cuando so´lo se consideraba la
abduccio´n ordinaria. Adema´s, como se vera´ ma´s adelante, los elementos coinci-
dentes entre ambos modos de inferencia son suficientemente relevantes para que,
aplicando el esquema aristote´lico, se les considere dos especies distintas de un mis-
mo ge´nero: en los dos modos citados de abduccio´n partimos de un mismo problema
abductivo, pero seguimos dos ‘caminos’ diferentes para resolver la situacio´n –en
la abduccio´n ordinaria buscamos una revisio´n de la teorı´a-base (contando con el
mismo marco lo´gico) de tal modo que la teorı´a resultante se convierta en suficiente-
mente explicativa del hecho sorprendente en el mismo marco lo´gico, mientras que
en la abduccio´n siste´mica el objetivo sera´ encontrar un marco lo´gico alternativo
(manteniendo la misma teorı´a-base) que consiga justificar el paso de la teorı´a-base
al hecho sorprendente–. Por ejemplo, un problema abductivo inicialmente plantea-
do en una lo´gica proposicional no cla´sica se podrı´a resolver cambiando la relacio´n
inferencial de aque´lla por la de la lo´gica proposicional cla´sica. Veamos un caso
concreto:
Ejemplo 26.
Sea L1 un sistema de lo´gica proposicional no cla´sica, donde L1 es su lenguaje y
1 la relacio´n inferencial. E´ste sistema comparte el mismo lenguaje que la lo´gica
proposicional cla´sica (tanto sintaxis como sema´ntica), pero no ası´ su relacio´n infe-
rencial. En particular en dicha relacio´n inferencial (sea presentada sinta´cticamente
o sema´nticamente) no es universalmente aceptable la disyuncio´n de dos fo´rmulas
una negada y otra sin negar. Sean Θ¯ = {p∨¬p→ q; q → r;¬r∨ s} la teorı´a-base
y pi = s el objeto del problema. No es posible encontrar en el sistema L1 una so-
lucio´n que sea fuertemente compatible, explicativa e ingeniosa. Sin embargo, si el
intento de derivar pi a partir de Θ¯ aconteciese en un sistema de lo´gica proposicio-
nal cla´sicaL2 que coincide con el anterior en todo salvo en la relacio´n inferencial
2, la cual admite el principio del tercio excluso, entonces la situacio´n dejarı´a de
ser problema´tica. Luego una solucio´n abductiva siste´mica es esta u´ltima lo´gica.
Obviamente, dada la menor frecuencia de procesos tan altamente revoluciona-
rios, la Historia de la Ciencia no nos puede proporcionar de momento muchos ejem-
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plos a cuya modelizacio´n formal contribuya la mencionada nocio´n de abduccio´n
siste´mica. No obstante, en el paso de la Meca´nica Cla´sica a la Meca´nica Cua´ntica
sı´ parece tener un papel decisivo (claro esta´ que con el concurso de otras diversas
operaciones episte´micas, entre ellas, por supuesto, la abduccio´n ordinaria64: esta
revolucio´n supuso el abandono de la lo´gica cla´sica (bivalente) como marco lo´gico
y la adopcio´n de uno alternativo que se dio en llamar justamente lo´gica cua´ntica
(trivalente).
No obstante, la nocio´n de abduccio´n siste´mica se muestra especialmente u´til en
un a´mbito ajeno a las Ciencias Empı´ricas, que es en el que se situ´a su uso arquetı´pi-
co: nos referimos a lo que Edward N. Zalta ha denominado Metafı´sica Computacio-
nal. Por ejemplo, tomando como ‘campo de experimentacio´n’ los quince sistemas
modales normales de la Lo´gica Proposicional Monomodal que se obtienen median-
te la combinacio´n de los axiomas D, T, B, 4 y 565, y aprovechando la estructura
de retı´culo de que se puede dotar a dicho conjunto, mediante la abduccio´n siste´mi-
ca podemos definir nuevas operaciones episte´micas que contribuyan a la labor de
ana´lisis y reconstruccio´n formal (naturalmente hipote´tica) de los sistemas lo´gicos
subyacentes a ciertas concepciones filoso´ficas, ası´ como al estudio diacro´nico de di-
chas concepciones de un mismo autor o al estudio comparado entre las de diversos
autores. En particular las obras de ciertos filo´sofos –bien toma´ndolas individual-
mente o bien asumiendo una sı´ntesis ‘ideal’ de las mismas– que se interesaron por
cuestiones metafı´sicas relativas a las modalidades ale´ticas o episte´micas, constitu-
yen un buen material de trabajo para poner en pra´ctica este programa.
Hagamos ahora una presentacio´n ma´s formal de los conceptos ba´sicos que aca-
bamos de explicar, de modo que sera´n ma´s claramente reconocibles las similitudes
y diferencias con la abduccio´n ordinaria. En esta labor nos ajustaremos a lo que
podemos considerar como la versio´n cano´nica de este nuevo tipo de abduccio´n (en
el sentido de que es la que toman, implı´cita o explı´citamente, los escasos textos que
hasta ahora abordan la cuestio´n).
64 Probablemente, en la pra´ctica cientı´fica ocurre que la mayorı´a de los contextos inferenciales en
los que se esta´n produciendo cambios teo´ricos son suficientemente ricos como para mezclar diversos
tipos de inferencia, de modo que nuestros modelos formales so´lo dan cuenta de forma directa de
situaciones lı´mites muy simplificadas.
65 En concreto estos sistemas son (figura 3 (2.3)): K, KD (abreviadamente D), KT (tambie´n
llamado KDT y, abreviadamente, T), KB (abreviadamente B), K4, K5, KDB, KD4, KD5, KTB
(abreviadamente TB), KT4 (abreviadamente S4), KB4 (tambie´n llamado KB5 y KB45), K45, KD45,
KTB4 (tambie´n llamado KT5, KDB4, KDB5, KTB5, KT45, KTB45 y, abreviadamente, S5).
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Fig. 3 (2.3): Diagrama de Hasse del retı´culo complementado formado por
los quince sistemas modales normales de la Lo´gica Proposicional Monomodal
que se obtienen mediante la combinacio´n de los axiomas D, T, B, 4 y 5.
Definicio´n 27 (Inferencia abductiva siste´mica plural // Solucio´n abductiva siste´mica
(v. s.1)).
En la inferencia abductiva siste´mica (v. s.1) dado un problema abductivo singu-
lar plano Θ¯ 11 pi, queremos obtener como solucio´n abductiva siste´mica66 (v. s.1)
una relacio´n inferencial alternativa 2 (siendo el sistema lo´gico L2 cuya relacio´n
inferencial es 2 en todo coincidente con el sistema lo´gico L1 cuya relacio´n in-
ferencial es 1, salvo en las citadas relaciones de consecuencia lo´gica) tal que el
66 A la cual tambie´n denominaremos marco lo´gico alternativo.
102 Capı´tulo 2. Estudio lo´gico de la abduccio´n
citado problema deje de serlo (es decir, tal que el objeto del problema pueda infe-
rirse mediante la nueva relacio´n inferencial a partir de la teorı´a-base inicial). De
manera ma´s formal podemos decir que una inferencia abductiva siste´mica (v. s.1)
es (1, Θ¯, pi) as (2), y esto es equivalente a:
(Θ¯ 11 pi) &˙ (Θ¯ 2 pi).
En esta definicio´n se exige que la solucio´n abductiva siste´mica sea una rela-
cio´n inferencial cuyo sistema lo´gico tenga en comu´n con el sistema inicial tanto la
sintaxis como la sema´ntica del lenguaje. Obviamente, a partir de esta definicio´n se
deduce que 1 6= 2, puesto que les distingue al menos un elemento (es decir una
inferencia); ası´ pues, los dos sistemas lo´gicos no son el mismo. Adema´s, ahora entre
las premisas figura la relacio´n inferencial de partida, toda vez que e´sta sera´ distinta
de la que se obtiene como conclusio´n (en la abduccio´n ordinaria no era necesario
explicitarla porque se mantenı´a constante en todo el proceso de inferencia abducti-
va).
En los textos que estudian la abduccio´n siste´mica se observa que la relacio´n infe-
rencial sobre la que elaboran la investigacio´n esta´ dada en todos los casos en el plano
sinta´ctico. Adema´s, ambas relaciones sinta´cticas son formuladas sobre un mismo
lenguaje y cada una de ellas es caracterizada por un conjunto consistente de axio-
mas (o postulados) independientes –es decir, por un conjunto consistente y decidible
de fo´rmulas del lenguaje que son independientes entre sı´ y tal que mediante la apli-
cacio´n a ellas de las reglas de inferencia se puedan generar todos los teoremas del
sistema–. Ası´ pues, la situacio´n (a menudo planteada implı´citamente) es la siguien-
te: sea A1 ⊆ FOR(L) tal que A1 es decicible, ∀˙α1(α1 ∈ A1 ⇒˙ A1 \ {α1} 01 α1)
y CON(A1) = {ϕ1 / ϕ1 ∈ FOR(L) & A1 `1 ϕ1} = TEO(`1), e igualmente
sea A2 ⊆ FOR(L) tal que A2 es decicible, ∀˙α2(α2 ∈ A2 ⇒˙ A2 \ {α2} 02 α2) y
CON(A2) = {ϕ2 / ϕ2 ∈ FOR(L) & A2 `2 ϕ2} = TEO(`2); el cumplimiento
de A1 ( A2, garantiza (gracias a la monotonı´a de la relacio´n de consecuencia de-
ductiva) que TEO(`1) ( TEO(`2).
Esta manera de enfocar la abduccio´n estructural conlleva varias dificultades:
1. Las relaciones de deducibilidad de los sistemas lo´gicos pueden tener o no aso-
ciado un ca´lculo y, en el caso de tenerlo, e´ste pude adoptar distintos tipos de
presentacio´n (axioma´tico, de secuentes, deductivo-natural, de tableros, de re-
solucio´n...), con numerosas variantes estilı´sticas dentro de cada uno de ellos,
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por lo que no siempre es posible compararlos a partir de sus conjuntos de
axiomas.
2. Si nos restringimos a sistemas presentados axioma´ticamente, e´stos deben
coincidir en el conjunto de sus reglas de inferencia para poder ası´ comparar
convenientemente sus conjuntos de axiomas.
3. En particular, habra´ que garantizar que en ambos sistemas el conjunto de
axiomas es independiente (y, por supuesto, consistente).
4. Sabemos que a menudo diferentes conjuntos de axiomas independientes de
un mismo lenguaje generan exactamente el mismo conjunto de teoremas.
Por tanto, el planteamiento presentado en las referencias consultadas permite
caracterizar un cierto tipo de abduccio´n siste´mica; pero, es posible generalizar esta
nocio´n atendiendo a las siguientes indicaciones:
1. En primer lugar, permitiendo que la relacio´n inferencial pueda estar dada
sema´nticamente o sinta´cticamente, y en ambos casos que pueda poseer un
ca´lculo asociado o no.
2. No exigiendo que el marco lo´gico alternativo comparta la sintaxis y la sema´nti-
ca del lenguaje con el marco lo´gico inicial, sino que sera´ suficiente que ambos
sean lingu¨ı´sticamente compatibles de forma restringida. De esta manera, el
planteamiento precedente puede ser visto como la clase de casos especiales
en los que el cambio de sistema lo´gico es una ‘evolucio´n muy conservativa’
y no ‘el paso a una propuesta ma´s o menos divergente’.
3. Cuando nos interese comparar las correspondientes relaciones de consecuen-
cia lo´gica de sendos sistemas lo´gicos cuyas sintaxis y sema´ntica del lenguaje
son respectivamente ide´nticas, con el fin de no tener que hacer consideracio-
nes acerca de los postulados de una y otra relacio´n, compararemos el conjun-
to de todos los elementos de las relaciones inferenciales (lo cual, sin duda,
es una condicio´n ma´s fuerte o igual que la relativa al conjunto de todos sus
teoremas).
4. Dado que la relacio´n inferencial alternativa no esta´ sujeta inicialmente a una
restriccio´n tan fuerte como lo estaba anteriormente (y, por lo tanto, el nu´mero
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de potenciales candidatos crece significativamente en relacio´n a las propues-
tas precedentes), el espacio de potenciales soluciones siste´micas ya no puede
establecerse ta´citamente, sino que debe sen˜alarse expresamente (bien sea por
enumeracio´n, bien sea por comprensio´n a partir de ciertas propiedades estruc-
turales).
Expongamos a continuacio´n los desarrollos teo´ricos que nos permitira´n presen-
tar con precisio´n nuestra propuesta. Comenzamos exponiendo que´ entendemos por
sistema lo´gico pleno.
Definicio´n 28 (Sistema lo´gico formal67).
Un sistema lo´gico formal es una tetra-upla ordenada L = (Si, Se,`,) en la que
las dos primeas componentes conforman el plano lingu¨ı´stico y las dos siguientes
el plano inferencial. A su vez, en cada una de esas parejas la primera componente
es la dimensio´n sinta´ctica de ese plano y la segunda componente es su dimensio´n
sema´ntica.
Diremos que es un sistema lo´gico pleno si ninguna de sus componentes es va-
cua, en caso contrario diremos que es un sistema lo´gico no pleno. Si la segunda
componente es vacua diremos que es un sistema lo´gico no interpretado y si adema´s
tambie´n es vacua la cuarta diremos que es un sistema puramente logı´stico. Nuestra
generalizacio´n de la nocio´n de abduccio´n siste´mica se presentara´ para sistemas lo´gi-
cos plenos, dado que queremos garantizar que el cambio de lenguaje no ha supuesto
un cambio del sentido del problema abductivo.
Al par ordenado L = (Si, Se) lo denominamos el lenguaje formal del sistema
lo´gico, pero si la segunda componente del plano lingu¨ı´stico es vacua diremos que
se trata de un lenguaje formal no interpretado, o mejor de un co´digo formal.
Si es la sintaxis formal del lenguaje e incluye el alfabeto formal –acogiendo
tanto los sı´mbolos primitivos como los derivados, y en cualquiera de los dos ca-
sos tanto los sı´mbolos lo´gicos como los no lo´gicos de cualesquiera de los tipos–
y la grama´tica formal –incluyendo las reglas de formacio´n de cadenas admitidas,
las reglas de determinacio´n de cada tipo de cadenas (especialmente de las cade-
nas privilegiadas)– y las reglas auxiliares de simplificacio´n notacional, y en los tres
casos tanto de sı´mbolos primitivos como de sı´mbolos derivados).
67 En adelante, lo llamaremos simplemente sistema lo´gico.
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Se es la sema´ntica formal del lenguaje y en ella se recoge todo el mecanismo
interpretativo del lenguaje (incluyendo las funciones de interpretacio´n de sı´mbolos
constantes, las funciones de asignacio´n de sı´mbolos variables, las reglas de evalua-
cio´n de sı´mbolos lo´gicos y la designacio´n de la clase de estructuras interpretativas
sobre los que se interpreta el lenguaje68).
` es una relacio´n de consecuencia lo´gica dada sinta´cticamente (es decir, que
involucra exclusivamente al aspecto sinta´ctico del lenguaje), la cual habitualmente,
pero no necesariamente, esta´ provista de un ca´lculo –que incluira´ reglas de deriva-
cio´n (al menos estructurales y operatorias y, eventualmente, estrate´gicas y auxilia-
res) y, segu´n el caso, tambie´n axiomas– y, en el caso de que posea e´ste, que puede
estar provista tambie´n un procedimiento automa´tico de derivacio´n (en el cual se
pueden incluir reglas heurı´sticas).
 es una una relacio´n de consecuencia lo´gica dada sema´nticamente, la cual es
formulada involucrando la interpretacio´n de los elementos lingu¨ı´sticos, pudiendo
estar o no provista de un ca´lculo cuyas reglas de inferencia trabajan con las eva-
luaciones establecidas en la dimensio´n sema´ntica del plano lingu¨ı´stico. Muchos au-
tores incluyen toda la componente lingu¨ı´stico-sema´ntica dentro de esta u´ltima (la
inferencial-sema´ntica), pero ello serı´a poco recomendable en nuestro estudio por-
que no permitirı´a distinguir adecuadamente ciertas situaciones en las que la primera
de las componentes sen˜aladas coincide pero no la segunda.
Veamos ahora una de las definiciones cruciales para poder presentar nuestra
propuesta generalizadora:
Definicio´n 29 (Compatibilidad lingu¨ı´stica global de sistemas lo´gicos).
Dados los sistemas lo´gicos plenosL1 = (Si1 , Se1 ,`1,1) yL2 = (Si2 , Se2 ,`1,1),
ambos interpretados sobre la misma clase de estructurasM, decimos que el segun-
do de dichos sistemas es lingu¨ı´sticamente compatible de forma global respecto del
primero en la citada clase de estructuras interpretativas si y so´lo si ∀ϕ1∃ϕ2∀M
((ϕ1 ∈ FOR(L1) & ϕ2 ∈ FOR(L2) & M ∈M)⇒ ‖ϕ1‖M ,L1 = ‖ϕ2‖M ,L2),
siendo ‖ϕi‖M ,Lj el valor sema´ntico de la fo´rmula ϕi en el modeloM otorgado por
la sema´ntica del lenguaje Lj .
A partir de lo establecido en esta definicio´n podemos construir al menos una
68 En la literatura lo´gica las estructuras sobre las que se puede interpretar cierto lenguaje son
denominadas estructuras interpretativas homo´logas al lenguaje, indica´ndose con ello que el lenguaje
y las estructuras tienen el mismo tipo de similaridad.
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correspondencia de traduccio´n global (TL1−L2) entre los lenguajes L1 y L2, a saber:
TL1−L2 : FOR(L1) −→ FOR(L2), cuyos elementos son aque´llos que satisfacen
que (ϕ1, ϕ2) ∈ TL1−L2 ⇔ (ϕ1 ∈ Γ¯1 ⊆ FOR(L1) & ϕ2 ∈ FOR(L2) &
∀M (‖ϕ1‖M ,L1 = ‖ϕ2‖M ,L2)). La correspondencia de traduccio´n tiene naturaleza
metalingu¨ı´stica, lo cual esta´ en sintonı´a con el cara´cter metalo´gico de la abduccio´n
siste´mica (que no es un mecanismo inferencial ‘interno’ de un sistema lo´gico, sino
‘interlo´gico’). Si los lenguajes del sistema lo´gico inicial y final coinciden, entonces
una posible correspondencia de traduccio´n es, obviamente, la funcio´n identidad. En
este u´ltimo caso diremos que los sistemas lo´gicos son homolingu¨ı´sticos.
Adoptando el anterior requisito de compatibilidad lingu¨ı´stica global, que vin-
cula la capacidad expresiva (o expresividad) de dos lenguajes lo´gicos formales, se
permite que un problema abductivo que se presenta en un sistema con cierto len-
guaje pueda ser resuelto en otro sistema con un lenguaje distinto garantizado que no
se ha alterado el sentido inicial del problema abductivo. A la clase de los sistemas
lo´gicos plenos lingu¨ı´sticamente compatibles de forma global conLi para la clase de
estructuras interpretativas M la podemos designar como LCG(Li,M) –ası´ pues,
LCG(Li,M) es una subclase de LM, que es la clase de todos los sistemas lo´gicos
plenos interpretados sobre la clase de estructuras M–.
Volviendo nuestra mirada nuevamente sobre la anterior definicio´n, constatamos
que tomar esa cualidad como condicio´n requerida es menos exigente que la condi-
cio´n que subyace en el enfoque cano´nico de la abduccio´n siste´mica; sin embargo,
teniendo en cuenta cua´l es nuestro propo´sito (garantizar que al intentar resolver el
problema original en el nuevo sistema lo´gico la traduccio´n no haya cambiado su
sentido) au´n parece demasiado fuerte. Realmente la eleccio´n de la anterior o de la
siguiente caracterı´stica como condicio´n a imponer va a depender de cierta postura
filoso´fica en torno a las teorı´as cientı´ficas: si se defiende un cierto contextualismo,
segu´n el cual el sentido de una cuestio´n es dependiente tambie´n de todo el ‘contex-
to’ teo´rico, entonces la opcio´n serı´a la anterior. No obstante, aquı´ vamos a presentar
la inferencia abductiva siste´mica empleando la condicio´n ana´loga pero restringido
a un a´mbito local puesto que esta opcio´n exige un poco ma´s de elaboracio´n formal
y, por tanto, a partir de ella se puede generar la otra posibilidad con so´lo realizar
algunos cambios evidentes. Otro motivo es que en Lo´gica, donde los significados
se establecen ‘por decreto’, podemos encontrar ejemplos para los que bastarı´a di-
cha condicio´n local. Pensemos en el que ha aparecido anteriormente para ilustrar la
abduccio´n siste´mica: en el problema abductivo no ocurren el conjuntor ni el bicon-
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dicionador, por lo que no parece necesario tener que encontrar una correspondencia
de traduccio´n para todo el lenguaje; de hecho existe al menos una correspondencia
de traduccio´n y adema´s e´sta es obvia, puesto que ambos sistemas lo´gicos tienen
el mismo lenguaje, pero no serı´a exigible ese hecho. Para ver ma´s claramente esta
cuestio´n, pensemos que el sistema lo´gico solucio´n podrı´a haber tenido un lenguaje
cuyo alfabeto fuese unitario (siendo su u´nico conector la barra de Sheffer o la fle-
cha de Peirce), por lo que se infiere que los sistemas lo´gicos inicial y final podrı´a
tener interseccio´n vacı´a entre sus alfabetos (aunque cualquier fo´rmula del lenguaje
original puede ser reescrita en el final).
Presentamos pues la ya anunciada definicio´n del requisito restringido a las L1-
fo´rmulas involucradas en el problema:
Definicio´n 30 (Compatibilidad lingu¨ı´stica local de sistemas lo´gicos).
Dados los sistemas lo´gicos plenosL1 = (Si1 , Se1 ,`1,1) yL2 = (Si2 , Se2 ,`1,1),
ambos interpretados sobre la misma clase de estructuras M, y dado el conjunto de
fo´rmulas Γ¯1 ⊆ FOR(L1), decimos que el segundo de dichos sistemas es lingu¨ı´sti-
camente compatible de forma local respecto del primero en la citada clase de es-
tructuras interpretativas y restringido al citado conjunto de fo´rmulas (del primer
lenguaje) si y so´lo si ∀ϕ1∃ϕ2∀M ((ϕ1 ∈ FOR(L1) & ϕ2 ∈ FOR(L2) & M ∈
M)⇒ ‖ϕ1‖M ,L1 = ‖ϕ2‖M ,L2), siendo nuevamente ‖ϕi‖M ,Lj el valor sema´ntico
de la fo´rmula ϕi en el modeloM otorgado por la sema´ntica del lenguaje Lj .
A partir de lo establecido en esta definicio´n podemos construir al menos una
correspondencia de traduccio´n local (TL1−L2|Γ¯1) entre los lenguajes L1 y L2 que
esta´ restringida al conjunto de fo´rmulas Γ¯1 ⊆ FOR(L1), a saber:
TL1−L2|Γ¯1 : Γ¯1 −→ FOR(L2), cuyos elementos satisfacen que (ϕ1, ϕ2) ∈ TL1−L2|Γ¯1
⇔ (ϕ1 ∈ Γ¯1 ⊆ FOR(L1) & ϕ2 ∈ FOR(L2) & ∀M (‖ϕ1‖M ,L1 = ‖ϕ2‖M ,L2)).
Hablando con precisio´n, TL1−L2|Γ¯1 es una funcio´n cuyo argumento es una fo´rmu-
la y no permite que se introduzca como ((input)) un conjunto de fo´rmulas. Sin em-
bargo, no es difı´cil definir a partir de la anterior una funcio´n que sı´ lo permita:
∆¯1 ⊆ Γ¯1 ⊆ FOR(L1)⇒ T¯L1−L2|Γ¯1(∆¯1) = {ψ / ϕ ∈ ∆¯1 & (ϕ, ψ) ∈ TL1−L2|Γ¯1}.
A la clase de los sistemas lo´gicos plenos lingu¨ı´sticamente compatibles de forma
local respecto de Li para la clase de estructuras interpretativas M y el conjunto de
fo´rmulas Γ¯i ⊆ FOR(Li) la podemos designar como LCL(Li, Γ¯i,M) –por tanto,
LCL(Li, Γ¯i,M) es una subclase de LCG(Li,M)–.
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Ahora ya estamos en condiciones de poder dar una nueva definicio´n de la in-
ferencia abductiva siste´mica, la cual la formularemos para un problema abductivo
plural con el deseo de ser ma´s general tambie´n en este punto.
Definicio´n 31 (Inferencia abductiva siste´mica plural // Solucio´n abductiva siste´mica
(v. s.1.1)). 69
En la inferencia abductiva siste´mica plural (v. s.1.1) tenemos:
a) un problema abductivo plural Θ¯1 1D1 Π¯1 formulado en un sistema lo´gico pleno
L1 = (Si1 , Se1 ,`D1 ,D1), cuyo lenguaje L1 se interpreta sobre una clase de es-
tructuras M, y
b) un espacio de potenciales soluciones abductivas siste´micas E, siendo este espa-
cio una estructura cuyo conjunto asociado es c asoc(E) = E ⊆ LCL(L1, Ψ¯1,M),
siendoLCL(L1, Ψ¯1,M) el conjunto de los sistemas lo´gicos plenos que son lingu¨ı´sti-
camente compatibles de forma local respecto de L1 en la clase de estructuras in-
terpretativas M para el conjunto de fo´rmulas Ψ¯1 = Θ¯1 ∪ Π¯1.
A partir de esta situacio´n queremos obtener como solucio´n abductiva siste´mica (v.
s.1.1) una relacio´n inferencial alternativa D2 tal que:
1) D2 sea la relacio´n de consecuencia lo´gica de un sistema lo´gico pleno L2 =
(Si2 , Se2 ,`D2 ,D2),
2) L2 sea miembro de E, siendo TL1−L2|Ψ¯1 : Ψ¯1 −→ FOR(L2) una corresponden-
cia de traduccio´n local para dicho conjunto de fo´rmulas,
3) Π¯2 = T¯L1−L2|Ψ¯1(Π¯1) pueda inferirse a partir de Θ¯2 = T¯L1−L2|Ψ¯1(Θ¯1) mediante
D2 .
De manera ma´s formal podemos decir que una inferencia abductiva siste´mica (v.
s.1.1) es ((D1 , Θ¯1, Π¯1),E) as (D2), y esto es equivalente a:
(Θ¯1 1D1 Π¯1) &˙ (Θ¯2 D2 Π¯2)
Y ana´logamente a lo que hicimos en la abduccio´n ordinaria, el conjunto de
todas las soluciones siste´micas del problema Θ¯1 1D1 Π¯1 lo anotaremos como
SOLas(Θ¯1 1D1 Π¯1). El espacio de potenciales soluciones abductivas siste´micas
(E) podrı´a tener como caso lı´mite, si la estructura que posee no lo impide, su con-
junto asociado vacı´o (aunque, obviamente, en ese caso no serı´a posible encontrar
solucio´n abductiva siste´mica alguna).
69 El calificativo de singular o plural en este tipo de inferencia abductiva so´lo depende de co´mo
sea el problema abductivo, por lo que no haremos distincio´n ana´loga para la solucio´n.
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Tambie´n podemos distinguir diferentes tipos de soluciones en la inferencia ab-
ductiva siste´mica:
Definicio´n 32 (Tipos de soluciones abductivas siste´micas (v. s.1.1)).
Sea Θ¯1 1D1 Π¯1 un problema abductivo plural y D2 una solucio´n abductiva
siste´mica –lo que conlleva en particular que (Θ¯2 D2 Π¯2) &˙ Π¯2 = T¯L1−L2|Ψ¯1(Π¯1)
&˙ Θ¯2 = T¯L1−L2|Ψ¯1(Θ¯1), con Ψ¯1 = Θ¯1 ∪ Π¯1–, decimos que e´sta es:
· No completamente trivial si y so´lo si ∃˙Γ¯2∃˙Φ¯2((Γ¯2, Φ¯2 ⊆ FOR(L2)) &˙ (Γ¯2 1D2
Φ¯2)). En el caso de que no se satisfaga esta condicio´n necesaria y suficiente dire-
mos que es completamente trivial.
· Paraconsistente si y so´lo si ∃˙Γ¯2∃˙Φ¯2((Γ¯2, Φ¯2 ⊆ FOR(L2)) &˙ (Γ¯2 D2 {⊥˜2}) &˙
(Γ¯2 1D2 Φ¯2)). En el caso de que no se satisfaga esta condicio´n necesaria y sufi-
ciente diremos que es no paraconsistente.
· De´bilmente compatible si y so´lo si ∃˙Φ¯2((Φ¯2 ⊆ FOR(L2)) &˙ (Θ¯2 1D2 Φ¯2)). En
el caso de que no se satisfaga esta condicio´n necesaria y suficiente diremos que es
fuertemente incompatible.
· Fuertemente compatible si y so´lo si Θ¯2 1D2 {⊥˜2}. En el caso de que no se satis-
faga esta condicio´n necesaria y suficiente diremos que es de´bilmente incompatible.
· Conservadora por partes de la compatibilidad fuerte si y so´lo si ∀˙Γ¯1(((Γ¯1 ⊆ Θ¯1) &˙
(Γ¯1 1D1 {⊥˜1})) ⇒˙ (T¯L1−L2|Ψ¯1(Γ¯1) 1D2 {⊥˜2})). En el caso de que no se satisfaga
esta condicio´n necesaria y suficiente diremos que es no conservadora por partes de
la compatibilidad fuerte.
· Explicativa si y so´lo si 1D2 Π¯2. En el caso de que no se satisfaga esta condicio´n
necesaria y suficiente diremos que es no explicativa.
· Deductivamente minimal si y so´lo si ∼˙∃˙ D2′ ((D2′∈ SOLas(Θ¯1 1D1 Π¯1)) &˙
(D2′ ( D2)). En el caso de que no se satisfaga esta condicio´n necesaria y sufi-
ciente diremos que es deductivamente no minimal.
· Deductivamente mı´nima si y so´lo si ∀˙ D2′ ((D2′∈ SOLas(Θ¯1 1D1 Π¯1)) ⇒˙
(D2 ( D2′ )). En el caso de que no se satisfaga esta condicio´n necesaria y sufi-
ciente diremos que es deductivamente no mı´nima.
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2.4. Aproximacio´n intuitiva y tratamiento formal de
la abduccio´n holı´stica
No son pocas las situaciones en las que puede ser conveniente para la resolu-
cio´n de un problema abductivo realizar simulta´neamente las dos ‘operaciones’ ya
estudiadas: expansio´n / revisio´n de la teorı´a-base y cambio del sistema lo´gico; sin
embargo, no tenemos conocimiento de que se haya presentado un tratamiento uni-
ficado de ambos tipos de abduccio´n. Entre sus motivaciones intuitivas estarı´a la
siguiente: es posible que en alguna ocasio´n optar so´lo por la revisio´n de la teorı´a-
base conduzca a tener que eliminar una o varias proposiciones de las que no desea-
mos desprendernos (al menos antes de explorar otras posibilidades), debido a, entre
otros factores, su concordancia con la intuicio´n, o su alto grado de contrastacio´n,
o su cara´cter nuclear para una o varias teorı´as (pie´nsese, por ejemplo, en enuncia-
dos acerca de la simultaneidad de ciertos eventos que se encuentran en la Meca´nica
Cla´sica); por otro lado, un cambio so´lo en el sistema lo´gico puede conllevar en cier-
tas ocasiones asumir un marco lo´gico especialmente complejo y poco estudiado.
A este nuevo tipo de inferencia abductiva, que aglutina a los dos tipos ya estudia-
dos, lo podrı´amos llamar abduccio´n holı´stica, puesto que permite cambio en todos
los elementos que son susceptibles de contribuir a la resolucio´n del problema ab-
ductivo: la teorı´a-base y la relacio´n inferencial. Ası´ pues, la abduccio´n ordinaria y la
abduccio´n siste´mica representara´n a dos clases de casos particulares en los que so´lo
se actu´a sobre uno de los citados componentes (si queremos poner de manifiesto
esta circunstancia podrı´amos hablar de abduccio´n holı´stica ordinaria y abduccio´n
holı´stica siste´mica).
En la seccio´n anterior citamos el paso de la Meca´nica Cla´sica a la Meca´nica
Cua´ntica como un ejemplo histo´rico en el que el problema abductivo requirio´ del
cambio de marco lo´gico; y allı´ mismo sen˜alamos que ese tuvo lugar en concurren-
cia con otras operaciones episte´micas. Ahora ya podemos decir que, en realidad,
dicho proceso se ajusta mejor a la modelizacio´n mediante la abduccio´n holı´stica,
por cuanto no so´lo supuso un cambio de lo´gica subyacente sino tambie´n la revisio´n
de la teorı´a-base.
Una gran cantidad de ejemplos de este nuevo tipo de inferencia proceden tanto
de distintos fragmentos de la lo´gica proposicional cla´sica como de mu´ltiples posi-
bles extensiones conservativas de la misma. Veamos un ejemplo del primer tipo (es
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decir, un fragmento del sistema lo´gico mencionado) por ser ma´s sencilla su presen-
tacio´n (en la medida de que no hay que introducir ‘ingredientes’ nuevos):
Ejemplo 33.
Sea L1 un sistema lo´gico tal que L1 es un lenguaje proposicional cuyo alfabeto
consta de un conjunto de a´tomos ATOML1 = {p,¬p, q,¬q, r,¬r, s,¬s, t, ¬t, ...}
(ATOML1 es un conjunto infinito numerable que consta de variables proposicio-
nales y sus contradictorias) y de un conjunto de conectores CONL1 = {∨,→,↔}
(es decir, es un conjunto de conectores que no permite obtener todos los de la lo´gica
proposicional cla´sica, de ahı´ que algunos autores lo adjetiven como ‘incompleto’
o ‘insuficiente). La grama´tica de L1 es la restriccio´n de la correspondiente al len-
guaje de la lo´gica proposicional a dicho alfabeto (por supuesto, en el conjunto
FOR(L1) no aparecera´n fo´rmulas no ato´micas negadas ni se puede definir como
sı´mbolo derivado el conjuntor cla´sico). La relacio´n inferencial 1 es la correspon-
diente a la lo´gica cla´sica restringida a FOR(L1). Sean Θ¯1 = {p → ¬q; r →
¬s; q ∨ (s ∨ t)} la teorı´a-base y pi1 = t el objeto del problema. No es posible en-
contrar en el sistema L1 una solucio´n que sea fuertemente compatible, explicativa
e ingeniosa. Sin embargo, sı´ existe una tal solucio´n (a saber, σ2 = p ∧ r) si este
mismo problema se intenta resolver en el sistema L2 que coincide con el anterior
en todo salvo en que CONL2 = {∨,∧,→} (y, por supuesto, los cambios que de
ello se deriven en FOR(L2), ası´ como en su sema´ntica y en la relacio´n inferencial
2). Ası´ pues, ahora la solucio´n es (p ∧ r,2).
La formulacio´n lo´gica de la abduccio´n holı´stica tambie´n la haremos directa-
mente para un problema abductivo plural y una solucio´n abductiva holı´stica cuya
componente ordinaria sea tambie´n plural. Adema´s, fija´ndonos bien, fa´cilmente al-
canzamos la conclusio´n de que realmente tenemos dos tipos de inferencia holı´stica,
a las cuales podremos denominar ordinario-siste´mica y siste´mico-ordinaria, depen-
diendo del orden de ‘actuacio´n’ con el que se proceda para alcanzar la conclusio´n.
Comenzando con el primero de los dos citados, podemos describirlo en lengua-
je natural diciendo que en la inferencia abductiva holı´stica ord-sist p-p, dado un
problema abductivo plural, queremos obtener como solucio´n abductiva holı´stica
ord-sist plural un par ordenado cuya primera componente es el conjunto-expansor
(que sera´ una parte del conjunto asociado al espacio de potenciales soluciones ab-
ductivas ordinarias del primer sistema lo´gico) y cuya segunda componente es el
marco lo´gico alternativo (que sera´ un elemento del espacio de potenciales solucio-
nes abductivas siste´micas), tal que la traduccio´n del objeto del problema pase a ser
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deducible en el marco lo´gico alternativo a partir de la traduccio´n de la unio´n de la
teorı´a-base y del conjunto-solucio´n.
Definicio´n 34 (Inferencia abductiva holı´stica ord-sist p-p // Solucio´n abductiva holı´s-
tica ord-sist plural (v. h.1.1)). 70
En la inferencia abductiva holı´stica ord-sist p-p (v. h.1.1) tenemos:
a) un problema abductivo plural Θ¯1 1D1 Π¯1 formulado en un sistema lo´gico pleno
L1 = (Si1 , Se1 ,`D1 ,D1), cuyo lenguaje L1 se interpreta sobre una clase de es-
tructuras M, y
b) un espacio de potenciales soluciones abductivas holı´sticas (E1,FE), siendo la pri-
mera componente de este par ordenado una estructura cuyo conjunto asociado es
c asoc(E1) = E1 ⊆ ℘(FOR(L1)) y cuya segunda componente es una familia de es-
tructuras, cada una de las cuales tiene como conjunto asociado un conjunto de sis-
temas lo´gicos: FE = {E / c asoc(E) = E ⊆ LCL(L1, Ξ¯1,M) & Ξ¯1 ⊆ E1}, siendo
LCL(L1, Ξ¯1,M) el conjunto de los sistemas lo´gicos plenos que son lingu¨ı´stica-
mente compatibles de forma local respecto de L1 en la clase de estructuras inter-
pretativas M para el conjunto de fo´rmulas Ξ¯1 ⊆ E1, satisfaciendo adema´s que
∀x(Ex ⊆ ℘(FOR(Lx)) ⇒ !∃y(Ey ⊆ LCL(Lx, Ξ¯x,M))).
A partir de esta situacio´n queremos obtener como solucio´n abductiva holı´stica ord-
sist plural (v. h.1.1) un par (Σ¯1,D2) tal que:
1) Σ¯1 ⊆ E1 es el conjunto-expansor,
2) D2 , denominada relacio´n inferencial alternativa, sea la relacio´n de consecuen-
cia lo´gica de un sistema lo´gico plenoL2 = (Si2 , Se2 ,`D2 ,D2),
3) L2 sea miembro de E, siendo TL1−L2|Ψ¯1 : Ψ¯1 −→ FOR(L2) una corresponden-
cia de traduccio´n local para el conjunto de fo´rmulas Ψ¯1 = Θ¯1 ∪ Π¯1 ∪ Σ¯1,
4) Π¯2 = T¯L1−L2|Ψ¯1(Π¯1) pueda inferirse a partir de la unio´n de los conjuntos Θ¯2 =
T¯L1−L2|Ψ¯1(Θ¯1) y Σ¯2 = T¯L1−L2|Ψ¯1(Σ¯1) mediante D2 .
De manera ma´s formal podemos decir que una inferencia abductiva siste´mica ord-
sist p-p (h. 1.1) es ((D1 , Θ¯1, Π¯1), (E1,FE)) ah (Σ¯1,D2), y esto equivale a:
(Θ¯1 1D1 Π¯1) &˙ (Θ¯2 ∪ Σ¯2 D2 Π¯2).
De todo ello se infiere que, a diferencia de lo que ocurrı´a en ocasiones anterio-
res, el conjunto expansor de la teorı´a-base puede ser vacı´o (y, con ello, la teorı´a-base
70 El calificativo p-p en este tipo de inferencia abductiva so´lo depende de co´mo sea el problema
abductivo y la componente ordinaria de la solucio´n, pero no de co´mo sea la componente siste´mica
de la solucio´n.
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expandida en el lenguaje inicial puede ser igual a la de partida) y el marco lo´gico
alternativo puede coincidir con el inicial, aunque, obviamente, no se pueden dar am-
bas circunstancias simulta´neamente. Por otro lado, dado que la solucio´n abductiva
ordinaria y la solucio´n abductiva siste´mica no tienen por que´ ser u´nicas, a fortiori
la solucio´n abductiva holı´stica tampoco lo sera´. Adema´s, el espacio de potenciales
soluciones abductivas holı´sticas podrı´a, como caso lı´mite, tener los dos componen-
tes vacı´os, pero en ese caso no serı´a posible encontrar solucio´n abductiva holı´stica
alguna.
Los diferentes tipos de soluciones en esta modalidad son:
Definicio´n 35 (Tipos de soluciones abductivas holı´sticas ord-sist plurales (v. h.1.1)).
Sea Θ¯1 1D1 Π¯1 un problema abductivo plural y (Σ¯1,D2) una solucio´n abduc-
tiva holı´stica ord-sist plural –lo que conlleva en particular que (Θ¯2 ∪ Σ¯2 D2
Π¯2) &˙ Π¯2 = T¯L1−L2|Ψ¯1(Π¯1) &˙ Θ¯2 = T¯L1−L2|Ψ¯1(Θ¯1) &˙ Σ¯2 = T¯L1−L2|Ψ¯1(Σ¯1), con
Ψ¯1 = Θ¯1 ∪ Π¯1 ∪ Σ¯1–, decimos que e´sta es:
· No completamente trivial si y so´lo si ∃˙Γ¯2∃˙Φ¯2((Γ¯2, Φ¯2 ⊆ FOR(L2)) &˙ (Γ¯2 1D2
Φ¯2)). En el caso de que no se satisfaga esta condicio´n necesaria y suficiente dire-
mos que es completamente trivial.
· Paraconsistente si y so´lo si ∃˙Γ¯2∃˙Φ¯2((Γ¯2, Φ¯2 ⊆ FOR(L2)) &˙ (Γ¯2 D2 {⊥˜2}) &˙
(Γ¯2 1D2 Φ¯2)). En el caso de que no se satisfaga esta condicio´n necesaria y sufi-
ciente diremos que es no paraconsistente.
· De´bilmente consistente si y so´lo si ∃˙Φ¯2((Φ¯2 ∈ FOR(L2)) &˙ (Σ¯2 1D2 Φ¯2)). En
el caso de que no se satisfaga esta condicio´n necesaria y suficiente diremos que es
fuertemente inconsistente.
· Fuertemente consistente si y so´lo si Σ¯2 1D2 {⊥˜2}. En el caso de que no se satis-
faga esta condicio´n necesaria y suficiente diremos que es de´bilmente inconsistente.
· De´bilmente compatible si y so´lo si ∃˙Φ¯2((Φ¯2 ⊆ FOR(L2)) &˙ (Θ¯2 ∪ Σ¯2 1D2 Φ¯2)).
En el caso de que no se satisfaga esta condicio´n necesaria y suficiente diremos que
es fuertemente incompatible.
· Fuertemente compatible si y so´lo si Θ¯2 ∪ Σ¯2 1D2 {⊥˜2}. En el caso de que no se
satisfaga esta condicio´n necesaria y suficiente diremos que es de´bilmente incompa-
tible.
· Conservadora por partes de la compatibilidad fuerte si y so´lo si ∀˙Γ¯1(((Γ¯1 ⊆ Θ¯1) &˙
(Γ¯1 1D1 {⊥˜1})) ⇒˙ ((T¯L1−L2|Ψ¯1(Γ¯1)) ∪ Σ¯2 1D2 {⊥˜2})). En el caso de que no se
satisfaga esta condicio´n necesaria y suficiente diremos que es no conservadora por
partes de la compatibilidad fuerte.
114 Capı´tulo 2. Estudio lo´gico de la abduccio´n
· Explicativa si y so´lo si Σ¯2 1D2 Π¯2. En el caso de que no se satisfaga esta condi-
cio´n necesaria y suficiente diremos que es no explicativa.
El segundo de los dos modos citados podemos describirlo en lenguaje natural
diciendo que en la inferencia abductiva holı´stica sist-ord p-p, dado un problema
de igual naturaleza que en el anterior caso, queremos obtener como solucio´n ab-
ductiva holı´stica sist-ord plural un par ordenado cuya primera componente es el
marco lo´gico alternativo (que sera´ un elemento del espacio de potenciales solu-
ciones abductivas siste´micas) y cuya segunda componente es el conjunto-expansor
(que sera´ una parte del conjunto asociado al espacio de potenciales soluciones ab-
ductivas ordinarias del segundo sistema lo´gico), tal que la traduccio´n del objeto del
problema pase a ser deducible en el marco lo´gico alternativo a partir de la unio´n del
conjunto-solucio´n y de la traduccio´n de la teorı´a-base.
Definicio´n 36 (Inferencia abductiva holı´stica sist-ord p-p // Solucio´n abductiva holı´s-
tica sist-ord plural (v. h.1.2)).
En la inferencia abductiva holı´stica sist-ord p-p (v. h.1.2) tenemos:
a) un problema abductivo plural Θ¯1 1D1 Π¯1 formulado en un sistema lo´gico pleno
L1 = (Si1 , Se1 ,`D1 ,D1), cuyo lenguaje L1 se interpreta sobre una clase de es-
tructuras M, y
b) un espacio de potenciales soluciones abductivas holı´sticas (E,F E2), siendo la
primera componente de este par ordenado una estructura cuyo conjunto asocia-
do es c asoc(E) = E ⊆ LCL(L1, Ψ¯1,M), con LCL(L1, Ψ¯1,M) el conjunto de
los sistemas lo´gicos plenos que son lingu¨ı´sticamente compatibles de forma local
respecto de L1 en la clase de estructuras interpretativas M para el conjunto de
fo´rmulas Ψ¯1 = Θ¯1 ∪ Π¯1; y la segunda componente es una familia de estructuras,
cada una de las cuales tiene como conjunto asociado un conjunto de fo´rmulas:
F E2 = {E2 / c asoc(E2) = E2 ⊆ ℘(FOR(L2)) & L2 = (Si2 , Se2 ,`D2 ,D2) &
L2 ∈ LCL(L1, Ψ¯1,M)}, satisfaciendo adema´s que ∀x(Lx ∈ E ⇒ !∃y(Ey ⊆
FOR(Lx))).
A partir de esta situacio´n queremos obtener como solucio´n abductiva holı´stica sist-
ord plural (v. h.1.2) un par (D2 , Σ¯2) tal que:
1) D2 , denominada relacio´n inferencial alternativa, sea la relacio´n de consecuen-
cia lo´gica de un sistema lo´gico plenoL2 = (Si2 , Se2 ,`D2 ,D2),
2) Σ¯2 ⊆ E2 es el conjunto-expansor,
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3) L2 sea miembro de E, siendo TL1−L2|Ψ¯1 : Ψ¯1 −→ FOR(L2) una corresponden-
cia de traduccio´n local para el conjunto de fo´rmulas Ψ¯1,
4) Π¯2 = T¯L1−L2|Ψ¯1(Π¯1) pueda inferirse a partir de la unio´n de los conjuntos Θ¯2 =
T¯L1−L2|Ψ¯1(Θ¯1) y Σ¯2Σ¯2 ⊆ E2 mediante D2 .
De manera ma´s formal podemos decir que una inferencia abductiva siste´mica sist-
ord p-p (h. 1.2) es ((D1 , Θ¯1, Π¯1), (E,E2)) ah (D2 , Σ¯2), y esto equivale a:
(Θ¯1 1D1 Π¯1) &˙ (Θ¯2 ∪ Σ¯2 D2 Π¯2).
Nuevamente el conjunto expansor de la teorı´a-base puede ser vacı´o (y, con ello,
la teorı´a-base expandida en el lenguaje final puede ser igual a la traduccio´n de la
teorı´a-base de partida) y el marco lo´gico alternativo puede coincidir con el inicial,
aunque, obviamente, no se pueden dar ambas circunstancias simulta´neamente.
En cuanto a los tipos de soluciones en esta modalidad, todos ellos coinciden
exactamente con los indicados al hacer el estudio del modo inferencial anterior.

Parte II
Ana´lisis Estructural Lo´gico
(capı´tulos 3 a 5)

Capı´tulo 3
Ana´lisis estructural de la deduccio´n
Para profundizar en el tratamiento lo´gico de la relacio´n inferencial abductiva
ordinaria cuyo para´metro inferencial es la relacio´n deductiva, acudiremos al llama-
do Ana´lisis Estructural Lo´gico. E´ste hunde sus raı´ces en los primeros intentos de
estudiar desde un punto de vista abstracto la naturaleza de la deduccio´n, teniendo
como principales precedentes las investigaciones de Alfred Tarski sobre la relacio´n
de consecuencia lo´gica deductiva (especialmente [Tar83], [Tar86] y [Tar02]) y los
trabajos de Gerhard Gentzen sobre el ca´lculo de secuentes y el ca´lculo deductivo-
natural1 (de forma particular [Gen69]), aunque algunas de sus ideas seminales se
pueden retrotraer hasta Bernard Bolzano2. Pero, sin duda es tras un artı´culo de Da-
na Scott [Sco71] cuando se produce la cristalizacio´n del Ana´lisis Estructural Lo´gico
como una metodologı´a de estudio transversal a distintas relaciones de consecuencia
lo´gica.
En la obra citada, Scott [Sco71] afirma que “una nocio´n de inferencia lo´gica
puede ser caracterizada completamente por sus propiedades combinatorias ba´sicas,
expresadas por reglas estructurales”. El propio tı´tulo del artı´culo en el que se de-
claran tales aspiraciones, On Engendering an Illusion of Understanding, pone de
manifiesto las enormes expectativas que sobre este enfoque se pusieron por parte
de algunos lo´gicos a partir de los an˜os 70. Con ese entusiasmo se intento´ encontrar
la diferencia especı´fica (en el sentido de la expresio´n aristote´lica) entre la inferen-
cia deductiva y otros tipos de inferencia lo´gica (por ejemplo, en Gabbay [Gab94] y
Dosen et al. [DSH93]).
1 De hecho la nocio´n de regla estructural se la debemos a e´l.
2 Para ma´s detalles en torno a la cuestio´n remitimos a [vP14].
119
120 Capı´tulo 3. Ana´lisis estructural de la deduccio´n
En nuestra opinio´n el objetivo debe ser ma´s modesto: el Ana´lisis Estructural
permite sen˜alar propiedades (que, por motivos obvios, adjetivaremos como estruc-
turales) que poseen las diferentes nociones de consecuencia lo´gica con indepen-
dencia del lenguaje lo´gico concreto que adopte el sistema lo´gico. A partir de di-
chas propiedades, podemos acercarnos al conocimiento de la verdadera naturaleza
de una relacio´n inferencial, contribucio´n que, claro esta´, necesita completarse con
el concurso de resultados obtenidos mediante otros enfoques y correspondientes a
mu´ltiples ingredientes, tanto de naturaleza sinta´ctica como de naturaleza sema´ntica
(no debemos olvidar que algunas de las caracterı´sticas de un sistema lo´gico vienen
determinadas por otros componentes del mismo distintos de su relacio´n de conse-
cuencia lo´gica: la cardinalidad o la capacidad de representar entidades de distintos
o´rdenes que tiene el lenguaje lo´gico, la sema´ntica de que se le dote, las reglas que
regulen sus operadores lo´gicos...). Igualmente las propiedades estructurales permi-
ten la determinacio´n de similitudes y diferencias entre las relaciones inferenciales
en un nivel muy general –lo cual permitira´, en particular, establecer clasificaciones
que permitan ‘orientarse’ en el ya muy ‘frondoso a´rbol de las lo´gicas’–.
Estas pretensiones ma´s modestas tambie´n han tenido reflejo en la produccio´n
lo´gica: tanto en relacio´n con la pretensio´n de iluminara la naturaleza de una rela-
cio´n de consecuencia lo´gica (citamos los trabajos de Etchemendy [Etc88] y [Etc90]
y [Etc08]), como en cuanto metodologı´a para organizar el ya amplio abanico de
lo´gicas subestructurales, de forma particular las no mono´tonas (por ejemplo, en el
capı´tulo de Dov Gabbay [Gab85] y en las referencia de David Makinson [Mak94,
Mak03, Mak05]) y la inferencia por defecto(por ejemplo, en Kraus et al. [KLM]).
Su uso se ha ido incorporando tambie´n en textos introductorios a las lo´gicas no
cla´sicas por sus innegables bondades pedago´gicas (por ejemplo, [Pal09]), pero en el
seno de la comunidad lo´gica se instalo´ durante el u´ltimo lustro del siglo XX y el pri-
mero del siglo XXI un cierto pesimismo en cuanto a la consecucio´n de sus objetivos
iniciales (claramente sobreestimados). Esto provoco´ que algunos de sus impulsores
se fuesen progresivamente desinteresando por este enfoque y entre ellos destaca el
caso de Dov Gabbay (ve´ase el libro de Ohlbach y Reyle [OR99b]), proceso que
corrio´ paralelo a la hipertrofia de sistemas lo´gicos (a menudo hechos desde a´mbitos
cercanos a la Informa´tica) junto a un inferior esfuerzo por encontrar sus elementos
comunes y dilucidar su naturaleza. Cual movimiento pendular, esa tendencia parece
que vuelve a cambiar de sentido y, ası´, vuelven estas cuestiones generales a estar en
el ‘punto de mira’ de las investigaciones lo´gicas (valgan como ejemplos las apor-
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taciones de [Per08] y [Ang15] y la celebracio´n este mismo an˜o del Second Taiwan
Philosophical Logic Colloquium bajo el tı´tulo Structural Analysis of Non-Classical
Logics [YDL16]).
Desde el punto de vista del Ana´lisis Estructural, la lo´gica abductiva ordinaria
se situara´ entre las llamadas lo´gicas subestructurales –es decir, entre los sistemas
lo´gicos cuya relacio´n inferencial no satisface al menos una de las propiedades es-
tructurales que se consideran necesarias para estar ante una relacio´n de consecuen-
cia deductiva–. Como veremos a lo largo de los dos pro´ximos capı´tulos, su estudio
puede hacer ma´s precisa y enriquecer enormemente nuestra concepcio´n acerca de
este particular modo de inferencia lo´gica.
3.1. Cuestiones conceptuales y notacionales previas
Antes de entrar en ese estudio estructural haremos algunas aclaraciones respecto
del significado de algunos conceptos y sı´mbolos, evitando ası´ hacer un uso acrı´tico,
obscuro o impreciso de los mismos. Ello contribuye a la inteligibilidad del texto de
las dos secciones principales del presente capı´tulo y de todas las secciones de los
dos siguientes, e igualmente a la ‘justificacio´n’ de ciertas opciones terminolo´gicas
y notacionales implementadas en ellos.
En el Ana´lisis Estructural Lo´gico se adopta una perspectiva muy general, in-
tentando que las descripciones sean aplicables a clases de sistemas lo´gicos lo ma´s
amplias posible. Con este fin, mediante el sı´mbolo “=⇒” designaremos una relacio´n
de consecuencia lo´gica, sea o no de tipo deductivo, que no ha sido fijada como una
en particular, aunque sobre ella se pueden haber establecido ciertas propiedades
que debe cumplir. Ma´s adelante introduciremos otros sı´mbolos que se distinguen
del anterior mediante la yuxtaposicio´n de una o ma´s marcas en posicio´n superı´ndi-
ce o/y subı´ndice; ası´, por ejemplo: “=⇒{ ”, “=⇒∗ ”, “=⇒∗{ ”, “=⇒••m ”, “=⇒•∗m ”,...
Su sentido sera´ debidamente delimitado en el momento en que los utilicemos por
primera vez.
Usaremos los sı´mbolos “ ”, “ ” y “` ” –donde en lugar de “ ” ira´ la etiqueta
que corresponda (“d”, “D”, “ao”, “aO”, “Ao” o “AO”)– si queremos indicar que
se trata de un tipo de relacio´n inferencial particular. La diferencia entre los tres
sı´mbolos inferenciales es la siguiente: cuando queramos indicar que se trata de una
relacio´n de consecuencia, pero no deseemos precisar si esta´ dada sema´nticamente
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o sinta´cticamente, usaremos el sı´mbolo “ ”; en el caso de que sı´ se quiera indicar
dicho cara´cter, usaremos “ ” y “` ” para la versio´n sema´ntica y sinta´ctica, respec-
tivamente. La letra “d” como subı´ndice de la relacio´n inferencial quiere sen˜alar que
se trata de la deduccio´n cla´sica (la cual a menudo se omite cuando por el contexto
este´ claro de cua´l se trata) y la correspondiente mayu´scula indica que es la rela-
cio´n inferencial deductiva plural. La relacio´n de consecuencia abductiva ordinaria
s-s plana es simbolizada por “ao”, la ana´loga s-p por “aO”, la p-s por “Ao” y
la p-p por “AO”.
A menudo las proposiciones metalingu¨ı´sticas cuyo sı´mbolo principal es el ope-
rador metalingu¨ı´stico “∼” y cuyo sı´mbolo secundario es un relator inferencial sera´n
escritas ‘fusionando’ ambos sı´mbolos en uno solo; por ejemplo: “6=⇒”, “6=⇒{ ”,
“6=⇒∗ ”, “ 6=⇒∗{ ”, “ 6=⇒••m ”, “6=⇒•∗m ”, “1 ”, “2 ”, “0 ”...
En un sistema lo´gico el sı´mbolo de consecuencia lo´gica es de naturaleza meta-
lingu¨ı´stica (es decir, no pertenece al lenguaje de ese sistema sino al metalenguaje
con el que hablamos de dicho sistema), de modo que la representacio´n simbo´lica
que establece que de ciertas premisas se sigue cierta conclusio´n es un enunciado del
citado nivel.
En la literatura lo´gica se consideran varios tipos de reglas, en particular se distin-
guen las denominadas estructurales de las denominadas operatorias (u operativas)3.
La diferencia ma´s visible estriba en que cada regla operatoria es especı´fica de uno
o varios operadores lo´gicos4, ocurriendo necesariamente dichos sı´mbolos construc-
tores en al menos una de las fo´rmulas involucradas en la regla; por su parte, las
reglas estructurales sensu stricto se formulan sin referencia a operador lo´gico al-
guno. No obstante, la diferencia fundamental entre ambos tipos de reglas esta´ en su
distinta naturaleza: las reglas operatorias representan leyes de composicio´n interna
sobre el conjunto de fo´rmulas del lenguaje correspondiente5 (por tanto, represen-
tan esquema´ticamente una multiplicidad de instancias de una relacio´n inferencial
(definida sinta´cticamente) que son justificables de manera inmediata6); ası´ pues, las
3 En los ca´lculos lo´gicos tambie´n se pueden establecer otros tipos de reglas de las que aquı´ no
hablaremos, tales como las estrate´gicas y las auxiliares.
4 Es decir, de al menos un sı´mbolo con el que se pueda construir una nueva cadena de sı´mbolos
admitida a partir de otra cadena de sı´mbolos admitida, en ambos casos correspondiente a un mismo
lenguaje.
5 No en vano se les puede llamar tambie´n reglas de trasformacio´n (de fo´rmulas), reglas de
reescritura (de fo´rmulas) o reglas de produccio´n (de fo´rmulas).
6 Entie´ndase esta expresio´n en el sentido de justificables en un solo paso.
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reglas operatorias son necesariamente inherentes a un sistema lo´gico concreto y
contribuyen a su ‘regulacio´n interna’. Por su parte, las reglas estructurales descri-
ben ‘patrones’ muy generales de las relaciones de consecuencia lo´gica. En particu-
lar, muchos de esos patrones se refieren a transformaciones ba´sicas de esquemas de
inferencias en otros esquemas de inferencias (es decir, representan a una multipli-
cidad de transformaciones ba´sicas sobre las instancias de una clase de relaciones
inferenciales definidas sobre un mismo lenguaje). Como veremos en los dos pro´xi-
mos capı´tulos, las reglas estructurales tambie´n pueden describir transformaciones
ba´sicas permitidas de esquemas de una relacio´n inferencial a partir de otros esque-
mas de relaciones inferenciales distintas, a condicio´n de que todas ellas satisfagan el
mencionado requisito de estar definidas sobre el mismo lenguaje. Ası´ pues, aunque
las reglas estructurales habitualmente se usan para modelizar la relacio´n inferencial
propia de un sistema lo´gico, tambie´n pueden usarse para expresar vı´nculos entre
relaciones inferenciales de sistemas lo´gicos distintos que tienen en comu´n su len-
guaje.
En relacio´n con los dos pa´rrafos precedentes, hagamos algunas precisiones. A
veces se dice que tal operador lo´gico tiene cierta propiedad (por ejemplo, que el
conjuntor tiene la propiedad conmutativa) y se codifica ello mediante la corres-
pondiente regla de reescritura. Esto es plenamente compatible con todo lo dicho
anteriormente y no hay que entenderlo como una forma figurada de hablar o como
un abuso del lenguaje, puesto que en realidad se trata de un esquema de enuncia-
do metalo´gico que expresa una propiedad relacional, la cual remite a la posibilidad
de transformar de cierta manera predeterminada un esquema de fo´rmula en otro
esquema de fo´rmula (idea que concuerda plenamente con la de regla operatoria
que hemos expuesto anteriormente). Ası´ pues, no hay licencia alguna en hablar de
propiedades o de reglas de los operadores lo´gicos y en este texto usaremos ambas
palabras como sino´nimas. Del mismo modo, hablaremos indistintamente de reglas
estructurales de la relacio´n de consecuencia lo´gica o de propiedades estructurales
que satisface dicha relacio´n inferencial.
Sin embargo, lo que sı´ resulta nocivo es no distinguir entre el cara´cter de las
reglas operatorias y el de las reglas estructurales; a esta confusio´n contribuye no-
tablemente el que a menudo se use para ambos tipos una notacio´n de apariencia
similar (aunque, visto en profundidad, algunos de sus sı´mbolos coincidentes no tie-
nen el mismo significado). Ası´ ocurre, de hecho, con la raya horizontal alargada (a
la manera de una raya fraccionaria) que se usa con la finalidad de separar las precon-
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diciones de las postcondiciones en la notacio´n esta´ndar ‘vertical’ de las reglas: en el
caso de las reglas operatorias dicha raya no es otra cosa que un signo de consecuen-
cia lo´gica (es decir, un signo metalingu¨ı´stico) en nada distinto de los que en notacio´n
horizontal habitualmente representamos mediante alguno de los sı´mbolos indicados
en uno de los pa´rrafos precedentes. Pero en el caso de las reglas estructurales di-
cha raya tiene naturaleza meta-metalingu¨ı´stica (las propiedades estructurales son,
de hecho, esquemas de enunciados meta-metalingu¨ı´sticos que sen˜alan propieda-
des relacionales entre relaciones de consecuencia lo´gica7). Ası´ pues, si quisie´semos
evitar confusiones, a las reglas estructurales las podrı´amos llamar ma´s propiamente
metareglas; sin embargo, aunque sea un uso abusivo del lenguaje, frecuentemente,
cuando el contexto permita averiguarlo sin dificultad o no resulte decisivo para la
cuestio´n que se aborda, y con el fin de hacer ma´s fluida la lectura del texto, elimi-
naremos el prefijo meta de las palabras en las que debiera aparecer.
Algunos autores, a menudo de manera ta´cita, parecen no permitir la existen-
cia de reglas estructurales que contengan sı´mbolos inferenciales negados. A tenor
del planteamiento general que acabamos de exponer, e´sta parece una restriccio´n
innecesaria y, como se mostrara´ en los dos capı´tulos siguientes, con efectos ‘mu-
tiladores’. Es cierto que en una regla operatoria, en tanto que regla de reescritura,
no parece tener sentido la anterior posibilidad (dentro de un sistema lo´gico so´lo
nos interesan los modos en que se pueden reescribir las fo´rmulas modificando los
sı´mbolos que en ellas ocurren, pero no tiene intere´s conocer algunas de las infinitas
maneras en las que ello no se puede hacer). Ahora bien, tal como ya hemos dicho,
las reglas estructurales representan ‘patrones’ muy generales de las relaciones de
consecuencia lo´gica, y a veces esos ‘patrones’ muy generales codifican ‘situacio-
nes negativas’ (o, si se quiere decir con ma´s precisio´n, a veces la regularidad de
una cierta relacio´n de consecuencia lo´gica esta´ en la satisfaccio´n de cierto tipo de
enunciados meta-metalingu¨ı´sticos negativos, situacio´n que viene representada por
ciertos esquemas de meta-metaenunciados cuyo operador principal sera´, por tan-
to, un negador meta-metalingu¨ı´stico). En esta investigacio´n nos liberamos de esta
limitacio´n y sus consecuencias son altamente fructı´feras.
Todas las letras que aparezcan en las reglas estructurales estara´n ta´citamente to-
madas universalmente (mostraremos explı´citamente el cuantificador existencial me-
7 Esta naturaleza meta-metalo´gica es si cabe ma´s evidente cuando las precondiciones involucran
relaciones inferenciales de sistemas lo´gicos distintos, puesto que en ese caso las reglas ‘hablan’ de
relaciones entre lo´gicas distintas.
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talingu¨ı´stico cuando sea e´ste el caso). Por supuesto, en la presentacio´n de las reglas
frecuentemente aparecera´n conectores meta-metalingu¨ı´sticos: lo habitual es usar el
sı´mbolo “;” en lugar del conjuntor meta-metalingu¨ı´stico y aquı´ hemos seguido esa
costumbre en la notacio´n vertical, pero en la notacio´n horizontal usaremos “&˙”.
Recordemos que los sı´mbolos que usaremos para los operadores metalingu¨ı´sticos y
meta-metalingu¨ı´sticos (negador, disyuntor inclusivo, disyuntor exclusivo, implica-
dor, coimplicador, cuantificador universal, cuantificador existencial y cuantificador
unitario sera´n) sera´n los que ya indicamos en el segundo capı´tulo. Eventualmen-
te pueden aparecer tambie´n, usados como signos metalingu¨ı´sticos, los sı´mbolos de
la Teorı´a de Conjuntos (en particular, los de pertenencia, inclusio´n, igualdad y las
operaciones conjuntistas).
Nuestra presentacio´n de todas las propiedades estructurales se hara´ en el ya
citado formato de reglas –con el conjunto (necesariamente finito) de precondicio-
nes anotado sobre la raya horizontal y el conjunto (igualmente finito) de postcon-
diciones anotado bajo e´sta). Cuando queramos escribir en notacio´n horizontal di-
chas reglas estructurales, obtendremos una meta-metaproposicio´n implicativa8 (por
ello la funcio´n de la citada raya horizontal la cumplira´ el citado implicador meta-
metalingu¨ı´stico que simbolizamos como “⇒˙”). Esa naturaleza implicativa que tie-
nen las reglas desde un punto de vista ‘descriptivo’ se manifiesta en todas sus cua-
lidades: en particular, ellas representan la garantı´a de que asumir la ‘globalidad’ de
sus precondiciones conlleva asumir la ‘globalidad’ de sus postcondiciones 9. Otra
consecuencia de la citada naturaleza es que, dada una regla estructural, podemos
leerla en ‘sentido directo’ (es decir, de la manera antes indicada) o bien en ‘senti-
do contrapuesto’ (es decir, concibiendo que la negacio´n meta-metalingu¨ı´stica10 de
la ‘globalidad’ de las postcondiciones conlleva la negacio´n meta-metalingu¨ı´stica
de la ‘globalidad’ de las precondiciones). Contempladas las reglas desde un punto
de vista manipulativo-transformacional, e´stas so´lo pueden (pero no necesariamente
deben) ser aplicadas en el caso de que se satisfagan las precondiciones.
8 Entendiendo ello como una meta-metaproposicio´n condicional que siempre se cumple.
9 Co´mo afecta la asuncio´n o no de la ‘globalidad’ de las precondiciones sobre la necesaria
asuncio´n o no de cada una de sus condiciones componentes, dependera´ de co´mo este´n conectadas
dichas condiciones: ‘conjuntivamente’, ‘disyuntivamente’ o ‘implicativamente’. Ana´logamente ocu-
rre en cuanto a co´mo afecta la consecucio´n o no de la ‘globalidad’ de las postcondiciones sobre la
consecucio´n o no de cada una de sus condiciones componentes.
10 Que se formara´ anteponiendo un operador meta-metalingu¨ı´stico de negacio´n de tipo contradic-
tor.
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A la luz de lo anterior, analicemos varias situaciones cuya dilucidacio´n sera´ muy
u´til en mu´ltiples ocasiones en las que tendremos que razonar acerca de reglas de
estructurales:
Una regla con todas sus precondiciones conectadas ‘conjuntivamente’ se pue-
de descomponer en un nu´mero de reglas igual al de las postcondiciones –cada
una de ellas con todas las precondiciones y so´lo una postcondicio´n–, conec-
tando dichas reglas del mismo modo que lo estaban las postcondiciones11
(llamaremos a este proceso descomposicio´n de una reglas segu´n sus postcon-
diciones):
• Postcondiciones conectadas ‘conjuntivamente’:
A1; ...;Am
C1; ...;Cn
≡˙
≡˙ (A1 &˙ ... &˙ Am) ⇒˙ (C1 &˙ ... &˙ Cn) ≡˙
≡˙ ∼˙(A1 &˙ ... &˙ Am) O˙ (C1 &˙ ... &˙ Cn) ≡˙
≡˙ (∼˙(A1 &˙ ... &˙ Am) O˙ C1) &˙ ... &˙ (∼˙(A1 &˙ ... &˙ Am) O˙ Cn) ≡˙
≡˙ A1 &˙ ... &˙ Am
C1
&˙ ... &˙
A1 &˙ ... &˙ Am
Cn
.
• Postcondiciones conectadas ‘disyuntivamente’:
A1; ...;Am
C1O˙...O˙Cn
≡˙
≡˙ (A1 &˙ ... &˙ Am) ⇒˙ (C1O˙...O˙Cn) ≡˙
≡˙ ∼˙(A1 &˙ ... &˙ Am) O˙ (C1O˙...O˙Cn) ≡˙
≡˙ (∼˙(A1 &˙ ... &˙ Am) O˙ C1) O˙...O˙ (∼˙(A1 &˙ ... &˙ Am) O˙ Cn) ≡˙
≡˙ A1 &˙ ... &˙ Am
C1
O˙...O˙ A1 &˙ ... &˙ Am
Cn
.
11 Aquı´ presentaremos so´lo los casos en los que todas las postcondiciones esta´n conectadas de la
misma manera, pero a partir de lo aquı´ expuesto se puede obtener fa´cilmente el resultado de otras
posibles combinaciones.
3.1. Cuestiones conceptuales y notacionales previas 127
El ‘sentido contrapuesto’ de una regla conm precondiciones conectadas ‘con-
juntivamente’ y una sola postcondicio´n12, es una ‘disyuncio´n’ de reglas cada
una de las cuales tiene como precondicio´n a la negacio´n de la postcondicio´n
inicial y como postcondicio´n a la negacio´n de una de las precondiciones ini-
ciales:
A1; ...;Am
C
≡˙
≡˙ (A1 &˙ ... &˙ Am) ⇒˙ C ≡˙
≡˙ ∼˙C ⇒˙ ∼˙(A1 &˙ ... &˙ Am) ≡˙
≡˙ ∼˙C ⇒˙ (∼˙A1O˙...O˙∼˙Am) ≡˙
≡˙ ∼˙C∼˙A1O˙...O˙∼˙Am .
En algunos casos podemos determinar que cierta postcondicio´n se sigue de
ciertas precondiciones razonando por reduccio´n al absurdo, lo cual queda jus-
tificado atendiendo a lo siguiente (particularizado para una regla con m pre-
condiciones conectadas ‘conjuntivamente’ y una sola postcondicio´n):
A1; ...;Am
C
≡˙
≡˙ ∼˙(A1 &˙ ... &˙ Am) O˙ C ≡˙
≡˙ (∼˙(A1 &˙ ... &˙ Am) O˙ C) O˙ ⊥˙ ≡˙
≡˙ ∼˙((A1 &˙ ... &˙ Am) &˙ ∼˙C) O˙ ⊥˙ ≡˙
≡˙ A1; ...;Am; ∼˙C⊥˙ .
A partir de las dos primeras situaciones presentadas podemos colegir que cuan-
do analicemos una regla podremos pensar en si se sigue cada postcondicio´n de
forma independiente de las restantes postcondiciones que eventualmente existan.
A continuacio´n, dependiendo de co´mo estuviesen conectadas las postcondiciones,
habrı´a que comprobar que ello ocurre en todas las reglas obtenidas por la citada
descomposicio´n o so´lo en al menos una de ellas. La tercera situacio´n nos permi-
tira´ que al pensar en el ‘sentido contrapuesto’ de una regla tomemos en cuenta so´lo
12 No abordamos los casos con ma´s de una postcondicio´n porque el anterior ana´lisis nos muestra
co´mo podemos transformar la situacio´n para que se cumpla este requisito.
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si a partir de la negacio´n de cierta postcondicio´n se sigue la negacio´n de alguna
precondicio´n. Es claro que, combinando todo lo anterior, se puede hacer una des-
composicio´n ‘cano´nica’ de las reglas en otras, conectadas adecuadamente, que so´lo
tengan una precondicio´n y una postcondicio´n.
Dada su peculiaridad, hagamos un inciso acerca de un caso ‘degenerado’: la
regla de reflexividad. E´sta no tiene requisitos previos (es decir, su aplicacio´n no
esta´ sujeta al cumplimiento de precondicio´n alguna), por lo que es usual que otros
autores la presenten en el formato de principio13. Que no haya requisitos previos
conlleva que cualquiera que sea la situacio´n previa, se puede introducir la postcon-
dicio´n. Para entender las consecuencias de esto pensemos en la situacio´n extrema
en la que tenemos en las precondiciones una metaproposicio´n (o condicio´n) ver-
dadera en todos los casos14; dado que una metaregla se puede escribir como una
meta-metaproposicio´n implicativa, tendrı´amos que un metaprincipio tendrı´a su an-
tecedente siempre verdadero, por lo que –dado que la implicacio´n es un condicional
tautolo´gico–, el consecuente es necesariamente verdadero. Ahora es ma´s evidente
que el ‘sentido contrapuesto’ de un metaprincipio es una metaregla ‘explosiva’ (que
so´lo es aplicable si estamos en una situacio´n contradictoria):
Γ =⇒ Ω ≡˙
≡˙ >˙ ⇒˙ (Γ =⇒ Ω) ≡˙
13 Aunque, hablando propiamente, habrı´a que llamarlo metaprincipio.
14 Usaremos con tal fin el sı´mbolo meta-metalingu¨ı´stico >˙ –ası´, por ejemplo, >˙ ≡˙ (Γ =⇒
Ω) O˙ ∼˙(Γ =⇒ Ω)–; pero hay que distinguir claramente e´ste del sı´mbolo metalingu¨ı´stico >˜ –que
designa una fo´rmula teorema´tica / va´lida cualquiera (concretamente se comporta como un para´metro
de fo´rmulas teorema´ticas / va´lidas)–, de >¯ –que designa a cualquier conjunto que contenga todas
sus fo´rmulas teorema´ticas / va´lidas– y de >̂ –que designa a cualquier subfamilia que contenga to-
das sus fo´rmulas teorema´ticas / va´lidas–. Si transformamos la regla en su ‘sentido contrapuesto’,
dicho sı´mbolo pasarı´a a ser en las postcondiciones ⊥˙ (la condicio´n siempre falsa) –ası´, por ejemplo,
⊥˙ ≡˙ (Γ =⇒ Ω) &˙ ∼˙(Γ =⇒ Ω)–; pero, nuevamente, distinguimos e´ste del sı´mbolo metalingu¨ı´stico
⊥˜ –que designa una fo´rmula inconsistente / insatisfacible cualquiera (concretamente se comporta
como un para´metro de fo´rmulas inconsistentes / insatisfacibles)–, de ⊥¯ –que designa a cualquier
conjunto que contenga al menos una fo´rmula inconsistente / insatisfacible– y de ⊥̂ –que designa
a cualquier subfamilia que contenga al menos una fo´rmula inconsistente / insatisfacible–. Es una
cuestio´n peliaguda decidir si los sı´mbolos con tilde o con ‘angulo’ superior pueden aparecer o no
en reglas estructurales, puesto que en ambos casos se introducen cualidades que son inherentes a
los lenguajes / lenguajes interpretados –de hecho su ocurrencia en las reglas estructurales conlle-
va la asuncio´n de que en el lenguaje correspondiente existen fo´rmulas con ciertas caracterı´sticas
sinta´cticas / sema´nticas concretas–.
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≡˙ ∼˙(Γ =⇒ Ω) ⇒˙ ∼˙>˙ ≡˙
≡˙ (Γ 6=⇒ Ω) ⇒˙ ⊥˙ ≡˙
≡˙ Γ 6=⇒ Ω⊥˙ .
En el Ana´lisis Estructural Lo´gico, considerando e´ste de manera ‘estricta’, las
condiciones de las reglas so´lo pueden ser uno de los tipos siguientes:
a) Enunciados inferenciales (entendidos en un sentido amplio que acoja tambie´n a
sus negaciones).
b) Enunciados relacionales en los que sus relatores son conjuntistas y las entidades
que aparecen relacionadas son del mismo tipo que las que componen los correspon-
dientes enunciados inferenciales (por ejemplo, segu´n sea el caso, fo´rmulas, conjun-
tos de fo´rmulas, cadenas de fo´rmulas o subfamilias de fo´rmulas).
c) Enunciados complejos en los que dos enunciados de los anteriores tipos son co-
nectados con operadores lo´gicos meta-metalingu¨ı´sticos.
En el citado nivel ‘estricto’ ninguna regla posee condicio´n alguna en la que se
indique que´ conectivas ocurren en sus fo´rmulas, por lo que so´lo se puede considerar
la verdad o falsedad de un enunciado inferencial si estamos en una de las siguientes
situaciones:
1) Se nos indica externamente. 2) Se asume tentativamente en el curso de algu´n
razonamiento metateo´rico. 3) Es consecuencia de haberle atribuido determinada
propiedad estructural a la relacio´n de consecuencia lo´gica de que se trate.
Ası´ pues, no podemos hablar a nivel estructural de enunciados inferenciales que
sean por su ‘forma’ necesariamente va´lidos, aunque sı´ podemos hablar, apelando a
una sema´ntica intuitiva del nivel meta-metalingu¨ı´stico, de conjuntos de enunciados
inferenciales estructuralmente incompatibles (o estructuralmente ‘contradictorios’).
En el caso de los otros enunciados relacionales la determinacio´n de su valor de ver-
dad dependera´ de la informacio´n particular que se nos proporcione y de los resul-
tados de la Teorı´a de Conjuntos. Por u´ltimo, el valor de verdad de los enunciados
obtenidos mediante la conexio´n con operadores meta-metalingu¨ı´sticos de dos enun-
ciados depende del valor de verdad de dichos componentes y de la citada sema´ntica
intuitiva.
Para los tres tipos de enunciados mencionados se cumple que, dada una con-
dicio´n A, su condicio´n contradictoria es la condicio´n negativa ∼˙A. Establecemos
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que una condicio´n considerada falsa (consideracio´n que puede ser alcanzada de
cualquiera de las tres maneras antes indicadas) es incompatible con cualquier otra.
Asimismo, enfatizamos el hecho de que dos condiciones son estructuralmente in-
compatibles cuando son incompatibles (es decir, ‘contradictorias’) en todas las si-
tuaciones posibles, de modo que no se puede producir tal incompatibilidad estruc-
tural si una de las condiciones es estrictamente ma´s general que la otra. Ası´ pues,
a esta compatibilidad estructural cabrı´a calificarla de primaria y la usaremos co-
mo un filtro inicial de las posibles condiciones que pueden ocurrir en una regla,
sin que ello impida que ciertas condiciones estructuralmente compatibles generen
situaciones ‘contradictorias’ cuando se incorpore cierta informacio´n adicional. En
este sentido, la adopcio´n de ciertas propiedades estructurales para cierta relacio´n
de consecuencia lo´gica o la concrecio´n de otras cualidades metateo´ricas de e´sta (en
particular, pero no so´lo, de propiedades relativas a su sema´ntica) puede poner de
manifiesto que ciertas condiciones estructuralmente compatibles no lo son en todas
las ‘situaciones’ posibles.
Atendiendo a lo indicado en el pa´rrafo anterior, si tenemos la conjuncio´n de
dos condiciones, una de las cuales es ‘negativa’ (o sea, si tenemos A &˙ ∼˙B) y nos
dicen que las correspondientes condiciones ‘positivas’ (es decir, A y B) son tales
que una de ellas se puede obtener como especificacio´n15 de la otra, entonces dicha
conjuncio´n de condiciones representa el sostenimiento de la condicio´n ma´s general
para todos los casos salvo los que esta´n en conflicto con la condicio´n ma´s particular
(de hecho a partir de la citada conjuncio´n se puede inferir otra nueva condicio´n que
establece el requisito de compatibilidad de ambos miembros conjuntados). Sirva
como ejemplo (el cual todavı´a resultara´ algo crı´ptico por cuanto no se conoce el
significado preciso de los sı´mbolos que esta´n involucrados en sendos enunciados
inferenciales) la siguiente situacio´n: si tenemos las condiciones Γ · ∆ =⇒ ϕ y
Γ 6=⇒ ϕ, de su conjuncio´n podemos inferir ∆¨6=〈 〉 –es decir, la conjuncio´n de las
dos primeras condiciones se puede sostener en todos los casos en que se satisface la
primera salvo en aque´llos en los que no se cumple la condicio´n inferida–.
En la literatura lo´gica (por ejemplo, en Aliseda [AL06]) podemos encontrar que
en algunas reglas estructurales aparecen condiciones que no son enunciados de los
tipos antes mencionados: tal como ya podemos sospechar, en algunos casos puede
resultar conveniente ‘abandonar’ el nivel estructural sensu stricto y presentar re-
glas semi-estructurales que incorporen condiciones que incluyan referencias a la
15 En particular, una condicio´n es una especificacio´n (diremos que impropia) de sı´ misma.
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ocurrencia de ciertas conectivas en las fo´rmulas o que introduzcan determinados
criterios ‘extralo´gicos’. En esta investigacio´n intentaremos no ‘apartarnos’ del nivel
estricto: en todo caso, quiza´s sı´ lo hagamos (aunque es una cuestio´n discutible) en
ciertas reglas que incluyen una condicio´n en la que ocurre una fo´rmula necesaria-
mente contradictoria.
Por otro lado, debemos decir que nosotros estamos interesados en reglas cuyas
precondiciones sean estructuralmente compatibles de forma ‘global’, puesto que
de otro modo estarı´amos ante una regla ‘explosiva’. Realmente, dada la naturaleza
implicativa de las reglas, y a pesar de su nombre, estas reglas no ‘corrompen’ las
relaciones de consecuencia lo´gicas, pero au´nan el ser poco u´tiles (puesto que so´lo
se aplicarı´an en situaciones ‘contradictorias’, las cuales esta´n descartadas por haber
asumido una sema´ntica intuitiva de tipo cla´sico –ası´ pues, serı´an reglas que sub-
sisten vacuamente–) con ser un obsta´culo para la consecucio´n de ciertos resultados
generales acerca de los conjuntos de reglas que las incluyan. Ası´ pues, en particular
estaremos atentos para que ninguna de nuestras reglas sea del tipo:
...;Ai; ...; ∼˙Ai; ...
...Cj...
.
Adema´s, cada una de las reglas debe ser tal que garantice que no se alcancen resul-
tados extran˜os y, concretamente, que las postcondiciones no sean estructuralmente
incompatibles de forma ‘global’ ni en sı´ mismas ni con respecto a las precondi-
ciones. Ası´ pues, en el caso particular de que las precondiciones, por un lado, y las
postcondiciones, por otro, este´n unidas conjuntivamente, y asumiendo de que se tra-
te de una regla no ‘explosiva’, hemos de constatar que en el conjunto formado por la
unio´n de los dos citados no hay al menos dos condiciones (explı´citas o implı´citas)
estructuralmente incompatibles entre sı´ (en el caso de reglas sin precondiciones,
esta comprobacio´n, obviamente, se limita al conjunto de las postcondiciones).
En particular estaremos atentos para que ninguna de nuestras reglas sea de al-
guno de los siguientes tipos:
1.
...Ai...
...;Cj; ...; ∼˙Cj; ... .
2.
...;Ai; ...
...; ∼˙Ai; ... .
3.
...; ∼˙Ai; ...
...;Ai; ...
.
132 Capı´tulo 3. Ana´lisis estructural de la deduccio´n
Nuestras reglas deben tambie´n garantizar que ninguna especificacio´n propia de
todas las condiciones (realizada de forma homoge´nea) puede generar nuevas post-
condiciones que sean incompatibles entre sı´ o incompatibles con las nuevas pre-
condiciones, salvo en el caso de que las nuevas precondiciones sean igualmente
incompatibles entre sı´.
Resulta interesante determinar que´ reglas estructurales, de entre las que figuren
en un cierto elenco, tienen el cara´cter de ba´sicas para cierta relacio´n inferencial con
una signatura concreta –en tanto que, si una relacio´n inferencial con dicha signatura
cumple esas reglas ba´sicas, podemos asegurar que cumple todas las restantes del
elenco–. Ası´ pues, lo primero que debemos hacer es definir que´ entendemos por la
signatura de una relacio´n inferencial:
Definicio´n 37 (Signatura de una relacio´n inferencial).
Dada una relacio´n inferencial llamamos su signatura a un par cuyas componentes
son:
Primera: un nu´mero natural n mayor o igual que 2, el cual indica la aridad
de la relacio´n inferencial.
Segunda: una n-upla (siendo n la aridad antes mencionada), en la que ca-
da miembro recoge la informacio´n de la correspondiente componente de la
relacio´n inferencial. Esta informacio´n de cada componente vendra´ a su vez
codificada como un par: el primer miembro indicara´ el conjunto de entida-
des de donde proceden sus elementos y el segundo miembro indicara´ median-
te alguna de las siguientes expresiones el requisito de cardinalidad al que
esta´ sujeto dicha componente:
1. “c = n” (con n ∈ N), si es un nu´mero natural determinado.
2. “c < card(N)”, si se trata de una cantidad finita.
3. “c ≤ card(N)”, si se trata de una cantidad numerable.
4. “c = ”, si se trata de una cantidad arbitraria.
Por ejemplo, la relacio´n inferencial deductiva cla´sica tiene como signatura el
par (2,((℘(FOR(L)),c = ),(FOR(L),c = 1))).
Resulta muy importante tambie´n precisar que´ debemos entender por derivar
cierta regla estructural a partir de otras reglas de igual naturaleza.
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Definicio´n 38 (Derivacio´n de una regla estructural a partir de otras reglas estructu-
rales).
Decimos que de ciertas reglas estructurales de una relacio´n de inferencia con de-
terminada signatura se deriva otra regla para la misma relacio´n inferencial si, to-
mando las precondiciones de esta u´ltima regla como hipo´tesis iniciales (ası´ pues,
no tomando ninguna en el caso de los metaprincipios), podemos alcanzar su post-
condicio´n mediante un nu´mero finito de pasos, cada uno de los cuales materializa
una inferencia meta-metalo´gica que puede ser de uno de los siguientes tipos:
1. La introduccio´n de una condicio´n nueva que este´ permitida por algu´n meta-
principio asumido.
2. La obtencio´n de una condicio´n transformada a partir de una o ma´s condicio-
nes que hayan aparecido con anterioridad. Las transformaciones permitidas
deben corresponder a uno de los siguientes procesos:
a) La aplicacio´n de una regla estructural que haya sido asumida.
b) La especificacio´n (o particularizacio´n) de una condicio´n.
c) La aplicacio´n de propiedades conjuntistas de las entidades de que se
trate (conjuntos, cadenas o subfamilias).
3. La aplicacio´n de propiedades que esta´n amparadas por la meta-metalo´gica
intuitiva (la cual es de tipo deductivo cla´sico) sobre los operadores meta-
metalingu¨ı´sticos que vinculan las distintas condiciones.
Las derivaciones pueden ser directas o indirectas (a estas u´ltimas las llamamos
tambie´n derivaciones por reduccio´n al absurdo). En estas u´ltimas tomamos como
hipo´tesis auxiliar la negacio´n de alguna condicio´n y progresamos en la derivacio´n
hasta alcanzar un par de condiciones estructuralmente incompatibles que este´n uni-
das conjuntivamente16, momento en el cual clausuramos la citada hipo´tesis y obte-
nemos como conclusio´n la condicio´n que se tomo´ como hipo´tesis auxiliar pero sin
negar. La diferencia con las derivaciones directas esta´ en que en estas u´ltimas no
16 Recordemos que en el Ana´lisis Estructural no hay condiciones no va´lidas en sı´ mismas (dado
que en el seno de las condiciones que ocurren en las reglas estructurales no aparecen operadores
lo´gicos) y las u´nicas situaciones necesariamente ‘repudiables’ que se pueden presentar son aque´llas
en las que hay al menos un par de condiciones estructuralmente incompatibles entre sı´ que esta´n
unidas conjuntivamente.
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incorporamos hipo´tesis auxiliares, por lo que intentamos alcanzar el objetivo direc-
tamente a partir de las hipo´tesis iniciales. Por supuesto, ambos modos se pueden
combinar anidando uno dentro de otro para cierto objetivo parcial. En todos los ca-
sos, las reglas se pueden usar en su ‘sentido directo’ o en su ‘sentido contrapuesto’,
aunque en el caso de reglas con una sola postcondicio´n y ma´s de una precondicio´n
resulta ventajoso emplearlas en su ‘sentido directo’ (lo cual hace que el proceso sea
determinista), mientras que si las usamos en su ‘sentido contrapuesto’ surgen expre-
siones disyuntivas que representan ‘bifurcaciones’ (aunque, tambie´n es cierto que,
actuando ha´bilmente, podemos hacer que ambas posibilidades converjan en una so-
la condicio´n); en el caso de los metaprincipios, su uso en ‘sentido contrapuesto’ es
evitado porque genera la postcondicio´n ⊥˙.
Toda derivacio´n que se pueda hacer por reduccio´n al absurdo se puede hacer
tambie´n directamente, de ahı´ que podamos presentar enunciados metateo´ricos rela-
tivos a la imposibilidad de derivar una regla a partir de otras restringie´ndonos a las
derivaciones directas. La conveniencia de que las derivaciones sean de uno u otro
modo depende de que en la regla a derivar o en las reglas que se usan para la deriva-
cio´n ocurran o no al menos una condicio´n negativa (debemos tener en cuenta que en
estos procesos de derivacio´n no tenemos premisas, so´lo hipo´tesis –ası´ pues, salvo
en el caso de los metaprincipios, siempre tendremos hipo´tesis iniciales y, segu´n que
el modo sea siempre indirecto o no, aparecera´n o no tambie´n hipo´tesis auxiliares–).
Cuando en todas las reglas involucradas no exista al menos una condicio´n nega-
tiva, entonces lo ventajoso es el me´todo directo. Sin embargo, si ocurre una sola
condicio´n negativa y ella es la que se desea alcanzar como objetivo, una opcio´n a
menudo ventajosa es el me´todo de reduccio´n al absurdo a partir de la suposicio´n de
la correspondiente condicio´n positiva –de esta manera las reglas involucradas en la
derivacio´n pueden ser usadas todas en ‘sentido directo’–.
En un aspecto importante existe una clara diferencia entre la situacio´n a la que
estamos acostumbrados cuando investigamos los vı´nculos deductivos entre fo´rmu-
las en una lo´gica cla´sica y la situacio´n que nos encontramos en nuestros procesos
de determinacio´n de los vı´nculos justificativos entre las reglas estructurales. Ası´,
dadas dos reglas estructurales tales que la primera sea ma´s general que la otra17,
entonces la primera tambie´n tendra´ mayor poder de justificacio´n de otras reglas que
17 Tambie´n podemos decir que la primera tiene mayor capacidad de representacio´n que la segun-
da, o incluso que la primera es menos especı´fica (o menos particular) que la otra. Esta cualidad se
concreta en que toda relacio´n inferencial que cumpla esta u´ltima tambie´n satisfara´ la primera –es de-
cir, al particularizar las reglas restringimos la clase de relaciones inferenciales que satisfacen dichas
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la segunda. Sin embargo, con la derivabilidad de fo´rmulas en la lo´gica cla´sica la si-
tuacio´n es distinta: dadas dos fo´rmulas, la primera de las cuales es menos restrictiva
que la otra18, se tiene que la ma´s restrictiva implica formalmente (es decir, permite
derivar en sentido deductivo) a la otra19. El enunciado en te´rminos sencillos de lo
que acabamos de decir es que particularizar una fo´rmula es exigir menos, mien-
tras que particularizar una regla estructural es exigir ma´s20. Todo esto tendra´ una
influencia decisiva en los llamados teoremas de representacio´n de los distintos ti-
pos de relacio´n inferencial que demostraremos en esta investigacio´n: dado uno de
estos teoremas que ha sido probado usando cierto elenco de reglas estructurales, a
fortiori tambie´n puede ser probado con un elenco de reglas estructurales que con-
juntamente tengan mayor poder de justificacio´n. E´ste es un buen motivo para que
estemos interesados en encontrar conjuntos de reglas estructurales que son estric-
tamente ma´s generales, puesto que permite que seamos conscientes de un mayor
nu´mero de relaciones inferenciales que pueden ser representadas mediante cierta
relacio´n de consecuencia que es mejor conocida. Otra consecuencia interesante que
podemos extraer de ello es que, dados dos conjuntos de reglas que permiten probar
un teorema de representacio´n para la misma relacio´n inferencial, ello no nos per-
mite asegurar que ambos conjuntos coincidan en su capacidad justificativa, puesto
que dichas reglas son condiciones suficientes, pero no son condiciones necesarias
(ası´ pues, los teoremas de representacio´n no caracterizan completamente a las rela-
ciones inferenciales para las que se enuncian).
Como se puede apreciar claramente en la definicio´n que anteriormente fue pre-
reglas–.
18 A veces decimos tambie´n que la primera es ma´s de´bil que la segunda, o tambie´n que la primera
es menos fuerte que la otra (por ejemplo, porque la primera se ha obtenido a partir de la segunda
eliminando algu´n miembro unido conjuntivamente, o introduciendo algu´n miembro unido disyun-
tivamente, o eliminando por particularizacio´n algu´n cuantificador universal, o introduciendo algu´n
cuantificador existencial).
19 Esto se ve claramente con su caracterizacio´n en te´rminos de modelos, puesto que las operacio-
nes lo´gicas que hemos indicado permiten agregar interpretaciones a la clase de modelos de partida,
con lo cual eliminamos posibles clases de modelos de las cuales la primera sea una subclase –es
decir, al debilitar las fo´rmulas ampliamos la clase de modelos que satisfacen aque´llas–.
20 La clave profunda de esta situacio´n aparentemente ano´mala esta´ en que en el caso de la de-
duccio´n entre fo´rmulas a lo que estamos apuntando es a las garantı´as de la verdad de la conclusio´n a
partir de la verdad de las premisas mediante las que se ha deducido dicha conclusio´n, mientras que
en justificacio´n de las reglas apuntamos a la capacidad de representacio´n una regla derivada a partir
de la capacidad de representacio´n de las reglas primitivas mediante las que se ha justificado aque´lla.
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sentada, toda derivacio´n es un procedimiento efectivo de justificacio´n21 y so´lo es
aplicable entre propiedades estructurales de relaciones inferenciales con la misma
signatura. Sin embargo, en este texto presentaremos tambie´n ciertos resultados que
establecen que una relacio´n inferencial satisface ciertas propiedades estructurales si
posee determinadas cualidades en relacio´n a cierta relacio´n inferencial con la que
esta´ asociada, siendo ambas de distinta signatura y satisfaciendo esta u´ltima rela-
cio´n inferencial otras propiedades estructurales que se sen˜alan. En estos casos, no
podemos decir que estas u´ltimas propiedades estructurales permitan derivar las pri-
meras, pero sı´ podemos seguir diciendo que las u´ltimas justifican las primeras para
dos relaciones que mantienen el vı´nculo sen˜alado. En ese proceso de justificacio´n
no exigiremos que el procedimiento sea efectivo y adema´s admitiremos el empleo
de cualesquiera recursos lo´gico-matema´ticos que resulten adecuados. Por supuesto,
en estas pruebas se pueden usar cualesquiera propiedades correspondientes a dichas
relaciones inferenciales y, en particular, las que establezcan vı´nculos entre ambas
en las oportunas definiciones de los distintos tipos de relaciones de consecuencia
lo´gica.
Vamos ahora a entrar de lleno en el estudio de las propiedades estructurales y,
aunque nuestro objetivo final es el estudio estructural de la abduccio´n ordinaria que
esta´ mediada por la relacio´n inferencial deductiva, es imprescindible comenzar por
el estudio de esta u´ltima por cuanto algunas de las propiedades de aque´lla esta´n
condicionadas por la circunstancia de que e´sta las posea o no. Adema´s, como se
vera´ en los dos pro´ximos capı´tulos, para modelizar algunas de las variantes de la
abduccio´n ordinaria que queremos investigar, resulta preciso considerar un tipo de
inferencia deductiva distinta de la habitual en los textos de Lo´gica.
3.2. Propiedades estructurales de la deduccio´n cla´si-
ca
En 1991 van Benthem [vB91] probo´ que la relacio´n de consecuencia deducti-
va cla´sica podı´a caracterizarse mediante ciertas propiedades estructurales. Atocha
Aliseda recogio´ en su tesis doctoral [AL97] y posteriormente en otros escritos (en
particular el artı´culo [AL03] y el libro [AL06]) tanto las propiedades estructurales
que le sirvieron al lo´gico holande´s de punto de partida como la prueba del resultado.
21 Ası´ pues, toda derivacio´n es una justificacio´n pero no viceversa.
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Dado que tanto unas (las propiedades) como la otra (la demostracio´n) se presentan
en dichos textos restringidas a cadenas finitas de fo´rmulas22, adoptamos inicialmen-
te dicho planteamiento. En esos textos no se especifica co´mo se construyen formal-
mente dichas cadenas ni co´mo se define la operacio´n de concatenacio´n de dos de
ellas, sino que se apela a la nocio´n intuitiva que tenemos de esas cuestiones. Sin
embargo, en favor del rigor y tambie´n con intencio´n propede´utica para el enfoque
que posteriormente adoptaremos, parece razonable que indiquemos sucintamente
co´mo construimos y operamos esos objetos lo´gicos.
3.2.1. Deduccio´n con una cadena finita de fo´rmulas como pre-
misas
Definamos SEGF (N∗) como el conjunto de los segmentos23 finitos de nu´meros
naturales mayores que 0:
SEGF (N∗) = {S / S = {x ∈ N∗ / m ≤ x ≤ n & m,n ∈ N∗}}.
Dado el lenguaje lo´gicoL cuyo conjunto de fo´rmulas no vacı´o es FOR(L), obtene-
mos el conjunto de las cadenas finitas de elementos de dicho conjunto del siguiente
modo:
CADF (FOR(L)) = {F / (F : S −→ FOR(L)) & S ∈ SEGF (N∗)
& F es una funcio´n}.
Obviamente, si S = ∅, entonces F es la cadena vacı´a, la cual representaremos
como “d e”. Una cadena de n elementos sera´ anotada como {(i1, A1), ..., (in, An)}
(obviamente, como se desprende de la definicio´n, ij ∈ N∗ y Aj ∈ FOR(L)), o
tambie´n como d(i1, A1), ..., (in, An)e o, incluso mejor, con la etiqueta posicional
en notacio´n de subı´ndice: dAi1 , ..., Aine. Por otra parte, dAe sera´ otra manera de
escribir la cadena unitaria {(i, A)} sin preocuparnos por la primera componente del
par. Dada una cadena finita de fo´rmulasX , designaremos mediante X¯ a su conjunto
22 Aunque en algunos momentos, en lugar de hablar de secuencias de fo´rmulas, se refiere, quiza´s
por abuso de lenguaje, a conjuntos de fo´rmulas.
23 La palabra segmento se usa a menudo en la literatura matema´tica para designar gene´ricamente
a un conjunto convexo finito. Consideraremos al conjunto vacı´o y a los conjuntos unitarios como
casos degenerados de segmentos.
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de fo´rmulas asociado, el cual se define como la segunda proyeccio´n de dicha cadena
(es decir, el conjunto imagen de la misma).
Para poder establecer relaciones entre cadenas finitas (inclusio´n no estricta, in-
clusio´n estricta, igualdad y desigualdad) que tengan en cuenta la multiplicidad y el
orden relativos de las segundas componentes de sus elementos, pero que no exijan
que las etiquetas sean coincidentes, definiremos nuevas relaciones para las cuales
usaremos los sı´mbolos especiales ⊆c, (c, =c y 6=c, respectivamente.
Definicio´n 39 (Relaciones ‘en bloque’ entre cadenas finitas).
Sean X : I −→ FOR(L), con I ∈ SEGF (N∗), e Y : J −→ FOR(L), con
J ∈ SEGF (N∗), dos cadenas finitas cuyas segundas componentes son elementos
del conjunto no vacı´o FOR(L); decimos que se verifica la relacio´n con el nombre
que en cada apartado se menciona si y so´lo si se cumplen todas las condiciones que
en cada caso se indican:
Relacio´n de inclusio´n ‘en bloque’ no estricta de la primera en la segunda (lo
cual anotamos como X ⊆c Y ):
∃J ′∃g(J ′ ⊆ J & (g : I −→ J ′) es una funcio´n biyectiva & (i1 = min(I) &
(i1, A1) ∈ X ⇒ ((g(i1), A1) ∈ Y & ∀ik, il((ik, il ∈ I & il = sg(ik) &
(il, Al) ∈ X) ⇒ (g(il) = sg(g(ik)) & (g(il), Al) ∈ Y )))))24.
Relacio´n de igualdad ‘en bloque’ entre ambas (lo cual anotamos comoX =c
Y ):
(X ⊆c Y ) & (Y ⊆c X).
Relacio´n de desigualdad ‘en bloque’ entre ambas (lo cual anotamos como
X 6=c Y ):
∼(X ⊆c Y ) O∼(X ⊆c Y ).
Relacio´n de inclusio´n ‘en bloque’ estricta de la primera en la segunda (lo
cual anotamos como X (c Y ):
(X ⊆c Y ) & (X 6=c Y ).
Dadas dos cadenas finitas X e Y , su concatenacio´n (que designaremos median-
te el sı´mbolo “”) sera´ una nueva cadena Z que se construye segu´n la siguiente
definicio´n.
24 En particular, consideramos biyectiva a la funcio´n que va del conjunto vacı´o al conjunto vacı´o.
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Definicio´n 40 (Concatenacio´n de cadenas de fo´rmulas).
Sean X, Y ∈ CADF (FOR(L)); la concatenacio´n de ambas en el orden en el que
se las ha nombrado (X  Y ) sera´ Z ∈ CADF (FOR(L)) tal que:
1. Si X =c d e, entonces Z = Y .
2. Si X 6=c d e e Y =c d e, entonces Z = X .
3. Si X 6=c d e e Y 6=c d e –por tanto, si X : I −→ FOR(L) (con I =
{i1, ..., im}) e Y : J −→ FOR(L) (con J = {j1, ..., jn})–, entonces la
cadena Z : K −→ FOR(L) es una funcio´n tal que K = {i1, ..., im+n},
K ∈ SEGF (N∗), satisfacie´ndose ∀k((i1 ≤ k ≤ im ⇒ Z(k) = X(k)) &
(im+1 ≤ k = im+l ≤ im+n ⇒ Z(k) = Y (jl))).
Dado que esta operacio´n sobre el conjunto de las cadenas finitas de fo´rmulas de
un lenguaje es asociativa podemos iterar la citada operacio´n binaria sin necesidad
de escribir pare´ntesis para indicar co´mo se agrupan las cadenas finitas operadas:
Proposicio´n 41.
Sean X, Y, Z ∈ CADF (FOR(L)), se satisface la siguiente propiedad:
(X  Y )  Z =c X  (Y  Z).
En consecuencia, cualquiera de los miembros de la anterior igualdad ‘en bloque’
entre cadenas finitas puede ser escrito ma´s brevemente como X  Y  Z.
La prueba de esta proposicio´n es obvia aunque laboriosa, pues su u´nica dificul-
tad radica en que la notacio´n que se debe usar se vuelve alambicada. Sin embargo,
la idea nuclear es muy clara (recordemos que la concatenacio´n de dos subfamilias es
una unio´n de las mismas garantizando que ambas son disjuntas, que el orden de los
elementos en cada una de ellas no se altera y que todos los elementos de la primera
son anteriores a los de la segunda): entre ambas expresiones a lo sumo varı´an las
etiquetas de algunas fo´rmulas, pero en ningu´n caso las fo´rmulas que la componen
ni el orden relativo de las mismas. Teniendo en cuenta que la prueba de este resul-
tado se puede encontrar fa´cilmente en textos en los que se explica el manejo de las
cadenas finitas, la omitimos aquı´.
Sean X , Y y Z elementos cualesquiera del conjunto CADF (FOR(L)) y sean
A, B y C elementos cualesquiera del conjunto FOR(L) –al decir que son fo´rmulas
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o cadenas finitas de fo´rmulas cualesquiera estamos indicando que esta´n ta´citamente
cuantificadas universalmente, de modo que aunque no escribiremos los sı´mbolos
correspondientes a dichos cuantificadores metalingu¨ı´sticos, debemos asumir que
ellos esta´n implı´citos en la formulacio´n de las reglas–. X =⇒cf A representara´ un
enunciado inferencial que indica que a partir de la cadena finita de fo´rmulas X se
puede concluir lo´gicamente la fo´rmulaA. Si quisie´semos, con el fin de poner de ma-
nifiesto claramente su verdadero cara´cter, podrı´amos escribir el relator inferencial
en posicio´n prefija en lugar de hacerlo en posicio´n interfija (que es como apare-
cio´ anteriormente y tambie´n como resulta ma´s habitual): =⇒cf (X,A). No en vano
tenemos que =⇒cf es una relacio´n de aridad 2 del siguiente tipo:
=⇒cf ⊆ CADF (FOR(L))× FOR(L).
Las relaciones de consecuencia lo´gica cuyas premisas forman una cadena finita
pueden satisfacer, entre otras, algunas de las reglas estructurales que seguidamente
se enumeran:
I.1- Reflexividad [At-c1]25:
dCe =⇒cf C.
I.2- Monotonı´a [At-c1]:
X  Y =⇒cf C
X  dAe  Y =⇒cf C .
I.3- Corte [At-c1]:
X  dAe  Y =⇒cf C; Z =⇒cf A
X  Z  Y =⇒cf C .
I.4- Contraccio´n [At-c1]:
X  dAe  Y  dAe  Z =⇒cf C
X  dAe  Y  Z =⇒cf C .
25 A lo largo del texto una misma expresio´n en lengua natural sera´ usada para formar distintos
nombres de reglas las cuales no coinciden entre sı´, motivo por el que para formar aque´llos le an˜adi-
mos a las citadas expresiones una marca entre corchetes que permitira´ poder referirnos a cada una
de ellas sin ambigu¨edad. “At-c” indica que se trata de la versio´n propuesta por Atocha Aliseda para
cadenas finitas con ligeros cambios notacionales: a diferencia de dicha autora, hemos distinguido
entre una fo´rmula y una cadena unitaria cuyo u´nico miembro tiene como segunda componente del
par a dicha fo´rmula; tambie´n hemos explicitado la operacio´n de concatenacio´n de cadenas cuando
ocurren varias de ellas en el miembro izquierdo del enunciado inferencial. El acompan˜ar la marca
“At-c” con un nu´mero apunta al hecho de que posteriormente se presentara´ otra versio´n distinta de
reglas propuestas por la mismas autora.
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En el elenco de reglas que presenta Atocha Aliseda no se distinguen dos casos
que realmente son distintos en una formulacio´n en te´rminos de cadenas (aunque,
por los motivos que ma´s adelante se indicara´n, no es crucial esta ausencia): nos
referimos, concretamente, a que la anterior regla de contraccio´n [At-c1] (a la que
nosotros en adelante llamaremos contraccio´n (por la derecha) [At-c1]) es diferente
de la siguiente (a la cual llamaremos contraccio´n por la izquierda):
I.5- Contraccio´n por la izquierda:
X  dAe  Y  dAe  Z =⇒cf C
X  Y  dAe  Z =⇒cf C .
Los motivos a los que aludı´amos unas lı´neas ma´s atra´s son los siguientes: prime-
ro, que esta u´ltima propiedad la podrı´amos derivar a partir de las cuatro anteriores;
y segundo, que obtendrı´amos una situacio´n sime´trica en el elenco de reglas si cam-
bia´semos la contraccio´n por la izquierda por la contraccio´n (por la derecha) [At-c1],
de modo que la eleccio´n de una u otra no tiene repercusio´n sobre la relacio´n de con-
secuencia que es modelizada de una u otra forma.
Proposicio´n 42.
Una relacio´n de consecuencia lo´gica para una cantidad finita de premisas que sa-
tisfaga monotonı´a [At-c1] y contraccio´n (por la derecha) [At-c1], necesariamente
satisface contraccio´n por la izquierda.
Demostracio´n. Partimos de la precondicio´n de la regla de contraccio´n por la iz-
quierda:
X  dAe  Y  dAe  Z =⇒cf C.
Dado que X y Y son finitos, card(X) = m y card(Y ) = n, con m,n ∈ N. Ahora,
aplicando m + n veces de la regla de la monotonı´a [At-c1], podemos introducir en
el extremo izquierdo las fo´rmulas de las secuencias X e Y :
X  Y X  dAe  Y  dAe  Z =⇒cf C.
Y, finalmente, aplicando m + n + 1 veces la regla de contraccio´n (por la derecha)
[At-c1], se pueden eliminar por dicho lado las ocurrencias repetidas tanto de las
fo´rmulas de las secuencias X e Y como de la fo´rmula A:
X  Y  dAe  Z =⇒cf C.
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El resultado obtenido coincide con la postcondicio´n de la regla de contraccio´n por
la izquierda. 
Durante algu´n tiempo, con anterioridad a que fuese publicado el libro de van
Benthem [vB91], era frecuente que se incluyese como requisito de la consecuencia
deductiva cla´sica una quinta propiedad estructural:
I.6- Permutacio´n [At-c1]:
X  dAe  dBe  Y =⇒cf C
X  dBe  dAe  Y =⇒cf C .
Sin embargo, es fa´cil justificar que, para el citado fin, no es necesario su inclu-
sio´n si se contase con las cuatro primeras, puesto que se puede probar el siguiente
resultado:
Proposicio´n 43.
Una relacio´n de consecuencia lo´gica para una cantidad finita de premisas que sa-
tisfaga monotonı´a [At-c1] y contraccio´n (por la derecha) [At-c1], necesariamente
satisface permutacio´n [At-c1].
Demostracio´n. Partimos de la precondicio´n de la regla de permutacio´n [At-c1] y a
continuacio´n anotamos el resultado de aplicar la propiedad estructural que en cada
caso se indica entre pare´ntesis:
1. X  dAe  dBe  Y =⇒cf C (hipo´tesis).
2. X  dBe  dAe  dBe  Y =⇒cf C (por monotonı´a [At-c1] sobre 1).
3. X  dBe  dAe Y =⇒cf C (por contraccio´n (por la derecha) [At-c1] sobre 2).
El resultado obtenido coincide con la postcondicio´n de la regla de permutacio´n [At-
c1]. 
Una vez vistas las relaciones de derivacio´n entre las distintas propiedades es-
tructurales presentamos la siguiente definicio´n.
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Definicio´n 44 (Relacio´n inferencial de tipo RMCCd [At-c1]).
Dada una relacio´n de consecuencia lo´gica =⇒cf , diremos que es de tipo RMCCd
[At-c1] si y so´lo si satisface las siguientes propiedades estructurales:
1. Reflexividad [At-c1].
2. Monotonı´a [At-c1].
3. Corte [At-c1].
4. Contraccio´n (por la derecha) [At-c1].
Al conjunto de estas cuatro propiedades estructurales, consideradas ba´sicas, lo
designamos PB[At-c1]. Al conjunto de todas las reglas derivadas a partir de las ante-
riores lo denominamos P[At-c1]26.
Ahora ya estamos en condiciones de presentar de manera precisa el importante
resultado aludido al inicio de la seccio´n:
Teorema 45 (Teorema de representacio´n de la relacio´n inferencial deductiva cla´sica
(van Benthem)).
Las propiedades de reflexividad [At-c1], monotonı´a [At-c1], corte [At-c1] y con-
traccio´n (por la derecha) [At-c1] son condiciones suficientes de la relacio´n de con-
secuencia deductiva cla´sica para cadenas finitas de premisas, en el sentido de que
cualquier relacio´n inferencial con dicha cantidad de premisas que satisfaga las
cuatro propiedades mencionadas se puede representar como si fuese la relacio´n de
consecuencia deductiva indicada.
Demostracio´n. La prueba que presenta Atocha Aliseda en [AL97], [AL03] y [AL06]
es muy esquema´tica, por lo que se expondremos aquı´ una ‘reconstruccio´n’ detallada
de la misma que nos ‘allane el camino’ para las que se presenten ma´s adelante de
otros resultados de similar naturaleza.
Sean =⇒cf una relacio´n de consecuencia lo´gica cuyas premisas forman una ca-
dena finita (X ∈ CADF (FOR(L))) y cuya conclusio´n es un solo elemento del
conjunto FOR(L) (A ∈ FOR(L)). Asumimos que la relacio´n inferencial deduc-
tiva cla´sica esta´ caracterizada sema´nticamente por la siguiente propiedad relativa a
26 Diremos que el primero es una base generadora de este u´ltimo.
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modelos:
X  A si y so´lo si (
⋂
B∈X¯
Mod(B)) ⊆Mod(A)27.
Ası´ pues, debemos probar que:
X =⇒cf A si y so´lo si (
⋂
B∈X¯
Mod(B)) ⊆Mod(A),
siendo =⇒cf una relacio´n de consecuencia lo´gica que satisface las propiedades de
reflexividad [At-c1], monotonı´a [At-c1], corte [At-c1] y contraccio´n (por la dere-
cha) [At-c1].
Para ello adoptamos una sema´ntica segu´n la cual los modelos de cada fo´rmula
son las cadenas finitas de fo´rmulas con las cuales se pueden establecer enunciados
inferenciales correctos tales que las premisas vengan dadas por una de esas cadenas
y la conclusio´n por la mencionada fo´rmula. Es decir, siendo Y una cadena finita
cualquiera de fo´rmulas, para cada fo´rmula C ∈ Y¯ su conjunto de modelos es:
Mod(C) = {Z / Z ∈ CADF (FOR(L)) &˙ Z =⇒cf C}.
Probaremos el anterior si y so´lo si descomponie´ndolo en dos implicaciones
recı´procas:
1. Si X =⇒cf A entonces (
⋂
B∈X¯Mod(B)) ⊆Mod(A):
Por hipo´tesis tenemos que X =⇒cf A y analizaremos el siguiente conjunto:⋂
B∈X¯Mod(B). Caben dos posibilidades:
a) Que sea (
⋂
B∈X¯Mod(B)) = ∅: en cuyo caso, obviamente,
(
⋂
B∈X¯Mod(B)) ⊆Mod(A).
b) Que sea (
⋂
B∈X¯Mod(B)) 6= ∅: en ese caso elegimos un elemento
cualquiera (Z0) de dicho conjunto (por tanto, Z0 es una cadena fini-
ta de fo´rmulas). Dado que Z0 es un elemento de Mod(B) para cada
B ∈ X¯ y dado que la relacio´n de consecuencia =⇒cf satisface la pro-
piedad de corte [At-c1], podemos substituir (usando so´lo un nu´mero
finito de pasos) en X =⇒cf A cada cadena unitaria dBe ⊆c X por
27 Esta expresio´n recoge perfectamente el cara´cter apodı´ctico de la relacio´n inferencial deductiva:
el rasgo de que es imposible que se satisfagan las premisas y no se satisfaga la conclusio´n queda
aquı´ formalizado en la cualidad de que, necesariamente, todos los modelos de las premisas son
modelos de la conclusio´n.
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Z0. Luego, por la iteracio´n un nu´mero finito de veces de la regla de
contraccio´n (por la derecha) [At-c1], eliminamos de cada una de las
fo´rmulas repetidas todas las ocurrencias salvo la que esta´ ma´s a la iz-
quierda. De este modo obtenemos Z0 =⇒cf A y de aquı´, teniendo en
cuenta la definicio´n de Mod(A), concluimos que Z0 ∈ Mod(A). Y co-
mo Z0 era un elemento cualquiera de
⋂
B∈X¯Mod(B), se infiere que
(
⋂
B∈X¯Mod(B)) ⊆Mod(A).
2. Si (
⋂
B∈X¯Mod(B)) ⊆Mod(A) entonces X =⇒cf A:
En esta segunda parte nuestra hipo´tesis es que (
⋂
B∈X¯Mod(B)) ⊆Mod(A).
Por la reflexividad [At-c1] de la relacio´n de consecuencia =⇒cf tenemos que
para cada B ∈ X¯ el conjunto Mod(B) es no vacı´o, de hecho a e´l pertenece
al menos la cadena unitaria dBe. Ahora aplicando iteradamente la monotonı´a
[At-c1] a partir de dBe =⇒cf B podemos ir concatenando cada una las res-
tantes cadenas unitarias B ⊆c X en la posicio´n adecuada hasta que en un
nu´mero finito de pasos obtengamos X =⇒cf B; por tanto, hemos determina-
do que X ∈Mod(B). Y este proceso lo podemos repetir con cada una de las
fo´rmulas B de X¯ , por lo que concluimos que X ∈ ⋂B∈X¯Mod(B). Ahora
bien, si X ∈ Mod(B) y, por hipo´tesis, (⋂B∈X¯Mod(B)) ⊆ Mod(A), enton-
ces X ∈Mod(A); y por definicio´n de Mod(A) tenemos que X =⇒cf A.

Reflexionando ahora sobre el ‘marco general’ en el que se ha enunciado y de-
mostrado este teorema de representacio´n sobresale la circunstancia de que ha sido
restringido a relaciones de consecuencia lo´gica con un nu´mero finito de premisas.
Sin embargo, nosotros consideramos que aque´lla debiera ser eliminada, por cuanto
es habitual en ciertas partes de la Matema´tica y de la Lo´gica (especialmente en la
Teorı´a de Conjuntos y la Metalo´gica) el uso de inferencias con un nu´mero infini-
to, incluso no numerable, de premisas. Esto es una necesidad real y no un mero
anhelo teo´rico: por ejemplo, teniendo como universo de discurso el conjunto de
los nu´meros reales, podrı´a ser necesario en algu´n caso representar que, si se toman
como premisas las fo´rmulas que indican para cada uno de los nu´meros reales que
e´ste satisface cierto predicado P , ello permite inferir una sola fo´rmula en la que su
operador principal es un cuantificador universal cuyo ı´ndice cuantificacional reco-
rre el citado conjunto y en la que su matriz cuantificacional consiste en predicar la
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cualidad indicada de los elementos que son designados por la mencionada variable
individual.
Obviamente en la lo´gica proposicional cla´sica no podemos encontrarnos una si-
tuacio´n en la que las premisas sean una cantidad infinita no numerable (puesto que,
de hecho, el conjunto de fo´rmulas bien formadas del lenguaje de dicha lo´gica tiene
una cardinalidad estrictamente inferior). Se podrı´a pensar entonces que, dado que
nuestra finalidad inmediata es caracterizar estructuralmente la relacio´n de conse-
cuencia deductiva sobre la que se apoya la relacio´n inferencial abductiva ordinaria,
y dado que en esta investigacio´n nos hemos centrado en el a´mbito proposicional, no
serı´a necesario tal grado de generalidad. Sin embargo, lo presentado en e´ste y los
dos capı´tulos siguientes esta´ pensado desde la o´ptica del Ana´lisis Estructural Lo´gico
y, como ya se menciono´, en dicho tratamiento no se introducen restricciones relati-
vas ni a los sı´mbolos lo´gicos ni tampoco a los sı´mbolos peculiares de los lenguajes
lo´gicos (ası´ pues, en particular, no se distingue entre orden cero –o proposicional–,
primer orden y orden superior; igualmente tampoco se hace distincio´n entre los sis-
temas que cuentan so´lo con operadores aserto´ricos y los que a e´stos an˜aden al menos
uno modal). Ası´ pues, lo presentado desde esta perspectiva estructural deberı´a man-
tenerse tambie´n en el caso de que pudiesen existir una cantidad no numerable de
premisas.
3.2.2. Deduccio´n con una subfamilia arbitraria de fo´rmulas co-
mo premisas
Para describir con el nivel deseado de generalidad las propiedades estructurales
ya citadas, y otras que presentaremos en adelante, no podremos usar la notacio´n
inferencial ma´s habitual, segu´n la cual en la relacio´n de consecuencia lo´gica las
premisas forman un mero conjunto de fo´rmulas en el que no es relevante si un
elemento ocurre ma´s de una vez y tampoco lo es en que´ orden relativo ocurren
los mismos; ası´ pues, la citada relacio´n inferencial es un conjunto que satisface lo
siguiente:
=⇒cj ⊆ ℘(FOR(L))× FOR(L).
Tampoco es suficiente contar con la no tan usual notacio´n secuencial, ni siquiera
lleva´ndola ‘ma´s lejos’ de lo contemplado en el planteamiento anterior y con ello
admitiendo cadenas infinitas de premisas, puesto que las cadenas son, atendiendo a
su definicio´n, necesariamente numerables y, por este motivo, no consiguen toda la
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generalidad que se requiere. Por todo ello, desembocamos en la necesidad de tratar a
las familias como familias indexadas de fo´rmulas de cardinalidad arbitraria, lo cual
supone aunar la posibilidad de una cantidad infinita supernumerable de premisas
(que sı´ era posible en la versio´n con conjuntos) con la relevancia de la multiplicidad
y el orden relativo de las fo´rmulas (de lo que sı´ daba cuenta la versio´n secuencial).
Ahora seguira´n unos pa´rrafos en los que expondremos de forma precisa co´mo
se obtienen y manipulan todos los ‘ingredientes’ que aparecen en este nuevo tra-
tamiento lo´gico formal de la cuestio´n (sobre todo teniendo en cuenta que nuestra
aspiracio´n de que sea adecuada para subfamilias cualesquiera, eventualmente con
cardinalidad infinita no numerable, nos pone de frente a dificultades de gran cala-
do.).
Dado el lenguaje lo´gico L cuyo conjunto FOR(L) es no vacı´o y dado un con-
junto E28 de cardinalidad arbitraria y totalmente ordenado por la relacio´n 4E, la
funcio´n f de E en el conjunto FOR(L) es una familia totalmente ordenada por el
orden inducido por 4E. Definamos FAME(FOR(L)) como el conjunto de las fun-
ciones que tienen como conjunto inicial E y como conjunto final FOR(L) (es decir,
FAME(FOR(L)) = {f / (f : E −→ FOR(L)) es una funcio´n}). A continuacio´n
obtenemos el conjunto de las subfamilias29 totalmente ordenadas –eventualmente
vacı´as o infinitas, y en el segundo caso numerables o no– de fo´rmulas que se pueden
construir a partir de E30. Dicho conjunto de las subfamilias totalmente ordenadas es:
SUBFAME(FOR(L)) = {fˆ / fˆ ⊆ f & f ∈ FAME(FOR(L))}.
En este caso hemos optado por presentar al conjunto de las subfamilias como el
de los subconjuntos de elementos de cada una de las familias definidas a partir del
conjunto de etiquetas; pero podrı´amos haber procedido de otra manera y haber ob-
tenido un resultado similar: el conjunto de las subfamilias podrı´a ser delimitado
como el de las funciones que se pueden definir a partir de los subconjuntos del con-
junto de etiquetas inicial. Obviamente, si el conjunto de etiquetas es el conjunto
de los nu´meros naturales u otro cualquiera que sea numerable las familias serı´an
sucesiones; adema´s, si se impusiesen las condiciones adicionales de que los sub-
conjuntos del conjunto numerable de etiquetas fuesen convexos y finitos, entonces
28 A E se le suele llamar conjunto de etiquetas o conjunto de ı´ndices.
29 En realidad toda subfamilia es una familia, pero nos interesa darle este nombre diferente para
distinguir cua´ndo una es subconjunto de otra.
30 A partir de ahora, y con el objetivo de mayor brevedad, con el ro´tulo escueto subfamilias nos
referiremos exclusivamente a e´stas.
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las subfamilias serı´an las cadenas finitas que anteriormente fueron presentadas.
En adelante, Γ =⇒ ϕ –o, si se quiere escribir el relator en posicio´n prefija,
=⇒ (Γ, ϕ)– representara´ un enunciado inferencial que indica que a partir de la sub-
familia de fo´rmulas Γ se puede concluir lo´gicamente la fo´rmula ϕ. Visto de modo
general, la relacio´n inferencial =⇒ es una relacio´n binaria del tipo que seguidamen-
te se indica:
=⇒⊆ SUBFAME(FOR(L))× FOR(L).
Dada una familia Γ, designaremos mediante Γ¯ a su conjunto de fo´rmulas aso-
ciado, o sea al conjunto-imagen de la subfamilia (el conjunto de las segundas com-
ponentes de los elementos de la subfamilia). Por otra parte, 〈γ〉 no sera´ sino otra
manera de escribir {(ε, γ)} sin preocuparnos de la etiqueta que ocupa la primera
posicio´n del par –puesto que e´ste es el u´nico elemento de la familia unitaria, real-
mente no perdemos con ello ninguna informacio´n relevante–. Mediante el sı´mbolo
“〈 〉” designaremos a la familia vacı´a31.
Nosotros estamos interesados en relaciones entre subfamilias (en particulara en
las de inclusio´n no estricta, inclusio´n estricta, igualdad y desigualdad) que manten-
gan la multiplicidad y el orden relativos de las segundas componentes de sus ele-
mentos, pero que no exijan que las etiquetas sean coincidentes. Esto nos llevara´ a
definir nuevas relaciones binarias sujetas a consideraciones ma´s complicadas y, con
el fin de poner en aviso sobre esta circunstancia, usaremos los sı´mbolos especiales
⊆¨, (¨, =¨ y ¨6=, respectivamente.
Definicio´n 46 (Relaciones ‘en bloque’ entre subfamilias).
Sean Γ y ∆ dos subfamilias de elementos del conjunto no vacı´o FOR(L), etique-
tadas respectivamente por los conjuntos totalmente ordenados P y Q; decimos que
se verifica la relacio´n con el nombre que en cada apartado se menciona si y so´lo si
se cumplen todas las condiciones que en cada caso se indican:
Relacio´n de inclusio´n ‘en bloque’ no estricta de la primera en la segunda (lo
cual anotamos como Γ ⊆¨ ∆):
∃Λ∃g(Λ ⊆ ∆ & (g : Γ −→ Λ) es una funcio´n biyectiva & ∀γ1, γ2, λ1, λ2
((γ1, γ2 ∈ Γ & γ1 = (p1, ϕ1) & γ2 = (p2, ϕ2) & λ1, λ2 ∈ Λ & λ1 =
31 Dado que una familia es un conjunto, tambie´n podrı´amos haber usado el habitual sı´mbolo “∅”
para designar a la citada familia vacua, pero en ciertas ocasiones resultara´ preferible no usar ese
sı´mbolo por distintos motivos, entre ellos por su parecido con alguna de las letras griegas usadas con
otros fines.
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g(γ1) = (q1, ψ1) & λ2 = g(γ2) = (q2, ψ2)) ⇒ (p1 4P p2 ⇔ q1 4Q
q2)) & ∀δ1, δ2, δ((δ1, δ2 ∈ Λ & δ ∈ ∆ & δ1 = (q3, ψ3) & δ2 = (q4, ψ4) & δ =
(q, ψ) & q3 4Q q 4Q q4) ⇒ δ ∈ Λ))32.
Relacio´n de igualdad ‘en bloque’ entre ambas (lo cual anotamos como Γ =¨ ∆):
(Γ ⊆¨ ∆) & (∆ ⊆¨ Γ).
Relacio´n de desigualdad ‘en bloque’ entre ambas (lo cual anotamos como
Γ ¨6= ∆):
∼(Γ ⊆¨ ∆) O∼(∆ ⊆¨ Γ).
Relacio´n de inclusio´n ‘en bloque’ estricta de la primera en la segunda (lo
cual anotamos como Γ (¨ ∆):
(Γ ⊆¨ ∆) & (∆ ¨6= Γ).
En la anterior definicio´n de la relacio´n de inclusio´n ‘en bloque’ no estricta entre
subfamilias, los tres primeros miembros que esta´n unidos conjuntivamente estable-
cen que existe al menos un isomorfismo entre una subfamilia Γ y una parte (propia
o impropia) Λ de otra ∆; el cuarto miembro unido conjuntivamente exige que esa
parte Λ sea un ‘bloque’ (o mejor, un conjunto convexo). De hecho, las condicio-
nes definen en cualquier caso un recubrimiento disjunto de ∆ en tres subfamilias
(eventualmente vacı´as o coincidentes con ∆): un ‘bloque’ inicial (Σ1), un ‘bloque’
intermedio (Λ) y un ‘bloque’ final (Σ2).
En el desarrollo de estos capı´tulos en los que abordamos el ana´lisis estructural de
relaciones inferenciales usaremos una notacio´n con la que pondremos de manifiesto
cua´ndo existen tales relaciones entre las subfamilias sin tener que hacer considera-
ciones complejas como las que se indican en la definicio´n previa. Concretamente,
para la consecucio´n de este objetivo sera´ crucial la operacio´n de concatenacio´n de
subfamilias que seguidamente se explica. Dicha operacio´n es diferente de la mera
unio´n de las mismas, aunque en algunos casos pueda coincidir el resultado. En par-
ticular, la concatenacio´n tiene que mantener la multiplicidad y el orden relativo de
las segundas componentes de los elementos de las subfamilias ası´ como el orden en
el que se operan estas u´ltimas. Por ello, la concatenacio´n reetiqueta de modo conve-
niente los elementos de las subfamilias, de modo que cada uno de ellos tendra´ como
primera componente del par otro par ordenado en el que la primera subcomponente
32 En particular, consideramos biyectiva a la funcio´n que va del conjunto vacı´o al conjunto vacı´o.
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indicara´ cua´l es la subfamilia de la que procede y la segunda subcomponente sera´ la
que antes era la primera componente del par.
Definicio´n 47 (Concatenacio´n generalizada de una familia de subfamilias).
Sea F = {Γp / p ∈ P} una familia de elementos de SUBFAME(FOR(L)) eti-
quetada por el conjunto P, este u´ltimo totalmente ordenado por la relacio´n 4P. La
concatenacio´n generalizada de los elementos de F en el orden que se establece en
P es otra subfamilia ∆ de elementos del conjunto no vacı´o FOR(L) etiquetada por
el conjunto Q, este u´ltimo totalmente ordenado por la relacio´n 4P×E (inducida por
4P y 4E) tal que:
1. (·F) := {(q, γ) / q ∈ Q & q = (p, ε) & (ε, γ) ∈ Γp} = ∆.
2. Q := {(p, ε) / p ∈ P & ε ∈ E}.
3. ∀q1∀q2((q1, q2 ∈ Q & q1 = (p1, ε1) & q2 = (p2, ε2) & p1 4P p2) ⇒
q1 4P×E q2).
4. ∀q1∀q2((q1, q2 ∈ Q & q1 = (p, ε1) & q2 = (p, ε2) & ε1 4E ε2) ⇒ q1 4P×E
q2).
Cuando la familia de subfamilias que se concatenan sea finita en lugar de la
notacio´n anterior (con el operador en posicio´n prefija) usaremos otra en la que el
sı´mbolo “·” aparecera´ en posicio´n interfija, mediando entre cada par de subfami-
lias concatenadas. Dado que esta operacio´n sobre el conjunto de las subfamilias
arbitrarias de fo´rmulas de un lenguaje es asociativa podemos iterar la citada opera-
cio´n binaria sin necesidad de escribir pare´ntesis para indicar co´mo se agrupan las
subfamilias operadas:
Proposicio´n 48.
Sean Γ,∆,Λ ∈ SUBFAME(FOR(L)), se satisface la siguiente propiedad:
(Γ ·∆) · Λ =¨ Γ · (∆ · Λ).
En consecuencia, cualquiera de los miembros de la anterior igualdad ‘en bloque’
entre subfamilias puede ser escrito ma´s brevemente como Γ ·∆ · Λ.
Nuevamente, la prueba de esta proposicio´n es obvia aunque laboriosa y tambie´n
tiene como u´nica dificultad el aspecto notacional. La idea nuclear vuelve a ser que
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entre ambas expresiones a lo sumo varı´an las etiquetas de algunas fo´rmulas, pero
en ningu´n caso las fo´rmulas que la componen ni el orden entre ellas. Por tanto, se
satisface la relacio´n ‘en bloque’ =¨ entre subfamilias arbitrarias. Dado que se puede
encontrar fa´cilmente en textos en los que se explica el manejo de las subfamilias
finitas, la omitimos aquı´.
Como ejemplo de los u´ltimos aspectos expuestos, y retomando lo dicho anterior-
mente a tenor de la relacio´n de inclusio´n ‘en bloque’ no estricta, podemos anotar
el hecho de que Λ sea un ‘bloque’ inicial, intermedio o final de ∆, respectivamente
como:
∆ =¨ Λ · Σ1.
∆ =¨ Σ1 · Λ · Σ2.
∆ =¨ Σ1 · Λ.
Presentemos ya de un modo ma´s general las citadas propiedades estructurales,
sen˜alando que nuestra propuesta se puede apartar de otras que se encuentran en
libros y artı´culos sobre el tema no so´lo en cuanto a que lo que en ellas son se-
cuencias aquı´ son subfamilias; en particular, con respecto a las versiones anterior-
mente mostradas existen las siguientes diferencias: de la reflexividad, la monotonı´a,
la contraccio´n y la permutacio´n presentamos una versio´n ma´s fuerte (de tal modo
que las ana´logas anteriores son, respectivamente, casos particulares de e´stas) –de
la contraccio´n daremos las dos versiones distintas que resultan segu´n el lado en el
que se efectu´e la eliminacio´n–; por u´ltimo, la que antes se llamaba corte nosotros
la nombramos como transitividad, dado que aparece otra diferente bajo el primer
nombre33. A este respecto, es importante sen˜alar que, aunque en algunas lo´gicas,
33 En las disciplinas formales ma´s que en ninguna otra podemos nombrar las cosas despreocu-
pados de la significacio´n que habitualmente tienen esas palabras, puesto que lo realmente decisivo
son las determinaciones que explı´citamente se establecen en las correspondientes definiciones. Sin
embargo, siquiera por ser un elemento facilitador de la comprensio´n y la conservacio´n en la memoria
de ciertas informaciones, nos parece conveniente que al nombrar tengamos en cuenta los sentidos
prefijados en la lengua cotidiana. Es justamente por esto que nos ha parecido justificado cambiar la
asignacio´n del nombre previamente indicado para una regla, buscando con ello que el ahora fijado
sea ma´s ilustrativo de lo que realmente se consigue con la aplicacio´n de la misma. Ası´ queda de ma-
nifiesto si se contemplan las dos reglas mencionadas a la luz de las siguientes acepciones extraı´das
del diccionario de la R.A.E.: “que pasa y se transfiere de uno a otro” (primera acepcio´n del adjetivo
transitivo) y recortar (uno de los mu´ltiples significados del verbo cortar).
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entre ellas las deductivas cla´sicas, ambas propiedades coinciden, ello no ocurre en
general, de modo que existen sistemas lo´gicos que satisfacen una de ellas y no la
otra.
En lo que sigue dentro de este capı´tulo y en los dos siguientes, Γ, ∆, Θ, Λ, Ξ, Π,
Σ, Φ, Ψ, Υ y Ω sera´n subfamilias cualesquiera de elementos del conjunto no vacı´o
FOR(L) y las correspondientes letras minu´sculas designara´n elementos cuales-
quiera de este u´ltimo conjunto34. He aquı´ una nueva presentacio´n de reglas estruc-
turales, algunas de las cuales, entre otras, pueden ser satisfechas por las relaciones
de consecuencia lo´gica binaria (esta vez con familias cualesquiera de premisas35):
II.1- Reflexividad [NP-s1]36:
Γ · 〈ϕ〉 · Λ =⇒ ϕ .
II.2- Monotonı´a [NP-s1]:
Γ · Λ =⇒ ϕ
Γ ·∆ · Λ =⇒ ϕ .
II.3- Transitividad [NP-s1]:
Γ =⇒ ϕ; ∆ · 〈ϕ〉 · Λ =⇒ ψ
∆ · Γ · Λ =⇒ ψ .
II.4- Corte [NP-s1]:
Γ · 〈ϕ〉 · Λ =⇒ ψ; Γ · Λ =⇒ ϕ
Γ · Λ =⇒ ψ .
II.5- Contraccio´n por la derecha [NP-s1]:
Γ · Ξ ·∆ · Ξ · Λ =⇒ ϕ
Γ · Ξ ·∆ · Λ =⇒ ϕ .
II.6- Contraccio´n por la izquierda [NP-s1]:
Γ · Ξ ·∆ · Ξ · Λ =⇒ ϕ
Γ ·∆ · Ξ · Λ =⇒ ϕ .
34 Al decir que son fo´rmulas o subfamilias de fo´rmulas cualesquiera estamos indicando que esta´n
ta´citamente cuantificadas universalmente, de modo que aunque no escribiremos los sı´mbolos corres-
pondientes a dichos cuantificadores metalingu¨ı´sticos, debemos asumir que ellos esta´n implı´citos.
35 Eventualmente puede ser una familia vacı´a, sin que ello suponga ningu´n inconveniente. Ası´,
por ejemplo, en la lo´gica deductiva cla´sica las fo´rmulas universalmente va´lidas / los teoremas se
pueden inferir a partir de un conjunto vacuo de premisas.
36 “NP-s” va en lugar de “Nuestra propuesta-versio´n con subfamilias”. El que aparezca a conti-
nuacio´n un nu´mero viene motivado porque haremos ma´s adelante otra presentacio´n de estas mismas
reglas.
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II.7- Reemplazo de repeticiones por la derecha [NP-s1]:
Γ · Ξ ·∆ · Ξ · Λ =⇒ ϕ
Γ · Ξ ·∆ ·Ψ · Λ =⇒ ϕ .
II.8- Reemplazo de repeticiones por la izquierda [NP-s1]:
Γ · Ξ ·∆ · Ξ · Λ =⇒ ϕ
Γ ·Ψ ·∆ · Ξ · Λ =⇒ ϕ .
II.9- Permutacio´n [NP-s1]:
Γ · Ξ ·∆ · Ω · Λ =⇒ ϕ
Γ · Ω ·∆ · Ξ · Λ =⇒ ϕ .
Proposicio´n 49.
Cada una de las anteriores reglas [NP-s1] cumple que en el conjunto formado por
sus precondiciones y su postcondicio´n no hay al menos dos condiciones estruc-
turalmente incompatibles entre sı´ e igualmente ninguna especificacio´n propia de
todas las condiciones (realizada de forma homoge´nea) puede generar condiciones
incompatibles.
Demostracio´n. Su prueba es elemental: simple inspeccio´n ocular de que ninguna
de las reglas tiene una condicio´n negativa, por lo que no puede haber un par de con-
diciones estructuralmente incompatibles ni pueden surgir enunciados inferenciales
contradictorios tras la especificacio´n de dichas condiciones. 
Comenzaremos indicando cua´les sera´n las propiedades a partir de las que deri-
varemos las dema´s:
Definicio´n 50 (Relacio´n inferencial de tipo RTCd [NP-s1]).
Dada una relacio´n de consecuencia lo´gica =⇒, diremos que es de tipo RTCd [NP-
s1] si y so´lo si satisface las siguientes propiedades estructurales:
1. Reflexividad [NP-s1].
2. Transitividad [NP-s1].
3. Contraccio´n por la derecha [NP-s1].
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Al conjunto de estas tres propiedades estructurales, consideradas ba´sicas, lo desig-
namos PB[NP-s1]. Al conjunto de todas las reglas derivadas a partir de las anteriores
lo denominamos P[NP-s1].
A partir de dichas propiedades ba´sicas podremos derivar las restantes que tie-
nen la etiqueta [NP-s1]. En ese proceso comenzaremos con la derivacio´n de las
propiedades de monotonı´a [NP-s1] y de corte [NP-s1] por requerir so´lo dos de las
propiedades ba´sicas.
Proposicio´n 51.
Una relacio´n de consecuencia lo´gica que satisfaga reflexividad [NP-s1] y transiti-
vidad [NP-s1], necesariamente satisface monotonı´a [NP-s1].
Demostracio´n. Tomamos como hipo´tesis la precondicio´n de la propiedad de mo-
notonı´a [NP-s1]:
1. Γ · Λ =⇒ ϕ.
Distinguimos dos casos:
a) Γ · Λ =¨ 〈 〉. En este caso tenemos que la hipo´tesis se convierte en:
2. 〈 〉 =⇒ ϕ.
Ahora, aplicando la reflexividad [NP-s1], que no esta´ sujeta a condiciones previas,
podemos introducir:
3. ∆ · 〈ϕ〉 =⇒ ϕ.
A continuacio´n, aplicando la transitividad [NP-s1] sobre 2 y 3, obtenemos:
4. ∆ · 〈 〉 =⇒ ϕ.
Lo cual, operando la subfamilia vacı´a, da como resultado:
5. ∆ =⇒ ϕ.
Y, dado que Γ · Λ =¨ 〈 〉, por propiedades elementales de la concatenacio´n de sub-
familias tenemos que Γ =¨ 〈 〉 y Λ =¨ 〈 〉, por lo que, de nuevo operando con la
subfamilia vacı´a, se sigue que ∆ =¨ Γ ·∆ ·Λ. De este modo, reescribimos la lı´nea 5
como sigue:
6. Γ ·∆ · Λ =⇒ ϕ.
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b) Γ·Λ ¨6= 〈 〉. De esto, por propiedades elementales de la concatenacio´n de familias,
se sigue que Γ ¨6= 〈 〉 o Λ ¨6= 〈 〉. Distingamos ahora dos subcasos:
b,1) Γ ¨6= 〈 〉. Ahora, aplicando propiedades elementales de la concatenacio´n de fa-
milias, podemos encontrar un recubrimiento disjunto de Γ, por ejemplo: Γ =¨ Σ·〈ψ〉.
En este caso tenemos que la hipo´tesis se convierte en:
2. Σ · 〈ψ〉 · Λ =⇒ ϕ.
Y aplicando la reflexividad [NP-s1] podemos introducir:
3. 〈ψ〉 ·∆ =⇒ ψ.
A continuacio´n, aplicando la transitividad [NP-s1] sobre 3 y 2, obtenemos:
4. Σ · 〈ψ〉 ·∆ · Λ =⇒ ϕ.
Y, dado que Γ =¨ Σ · 〈ψ〉, reescribimos la lı´nea 4 como sigue:
5. Γ ·∆ · Λ =⇒ ϕ.
b,2) Λ ¨6= 〈 〉. Ahora, aplicando propiedades elementales de la concatenacio´n de
familias, podemos encontrar un recubrimiento disjunto de Λ, por ejemplo: Λ =¨ 〈ψ〉·
Σ. En este caso tenemos que la hipo´tesis se convierte en:
2. Γ · 〈ψ〉 · Σ =⇒ ϕ.
Y aplicando la reflexividad [NP-s1] podemos introducir:
3. ∆ · 〈ψ〉 =⇒ ψ.
A continuacio´n, aplicando la transitividad [NP-s1] sobre 3 y 2, obtenemos:
4. Γ ·∆ · 〈ψ〉 · Σ =⇒ ϕ.
Y, dado que Λ =¨ 〈ψ〉 · Σ, reescribimos la lı´nea 4 como sigue:
5. Γ ·∆ · Λ =⇒ ϕ.
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Y, en cualquiera de las tres situaciones, la u´ltima lı´nea coincide con la postcon-
dicio´n de la citada propiedad de monotonı´a [NP-s1]. 
Ası´ pues, a diferencia de lo que ocurrı´a con las propiedades estructurales [At-
c1], la monotonı´a [NP-s1] es derivable a partir de las otras propiedades ba´sicas de
esta nueva propuesta de reglas. Veamos ahora que´ ocurre con las restantes propie-
dades [NP-s1].
Proposicio´n 52.
Una relacio´n de consecuencia lo´gica que satisfaga transitividad [NP-s1] y con-
traccio´n por la derecha [NP-s1], necesariamente satisface la propiedad de corte
[NP-s1].
Demostracio´n. Partimos de las dos precondiciones de la regla de corte [NP-s1] y a
continuacio´n anotamos el resultado de aplicar la propiedad estructural que en cada
lı´nea se indica entre pare´ntesis:
1. Γ · 〈ϕ〉 · Λ =⇒ ψ (hipo´tesis).
2. Γ · Λ =⇒ ϕ (hipo´tesis).
3. Γ · Γ · Λ · Λ =⇒ ψ (por transitividad [NP-s1] sobre 1 y 2).
4. Γ · Γ · Λ =⇒ ψ (por contraccio´n por la derecha [NP-s1] sobre 3).
5. Γ · Λ =⇒ ψ (por contraccio´n por la derecha [NP-s1] sobre 4).
Y esto u´ltimo coincide con la postcondicio´n de la propiedad de corte [NP-s1]. 
A continuacio´n hacemos las derivaciones de aquellas propiedades que requieren
las tres propiedades estructurales que hemos considerado ba´sicas.
Proposicio´n 53.
Una relacio´n de consecuencia de tipo RTCd [NP-s1] necesariamente satisface las
siguientes propiedades estructurales:
a) Contraccio´n por la izquierda [NP-s1].
b) Reemplazo de repeticiones por la derecha [NP-s1].
c) Reemplazo de repeticiones por la izquierda [NP-s1].
d) Permutacio´n [NP-s1].
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Demostracio´n. En cada uno de los casos partimos de la precondicio´n de la pro-
piedad que se quiere probar y a continuacio´n anotamos el resultado de aplicar la
propiedad estructural que en cada lı´nea se indica entre pare´ntesis. Encadenamos las
pruebas de manera que podamos hacer uso de las propiedades ya derivadas en las
siguientes pruebas.
a) Contraccio´n por la izquierda [NP-s1]:
1. Γ · Ξ ·∆ · Ξ · Λ =⇒ ϕ (hipo´tesis).
2. Γ ·∆ · Γ · Ξ ·∆ · Ξ · Λ =⇒ ϕ (por monotonı´a [NP-s1] sobre 1).
3. Γ ·∆ · Γ · Ξ ·∆ · Λ =⇒ ϕ (por contraccio´n por la derecha [NP-s1] sobre 2).
4. Γ ·∆ · Γ · Ξ · Λ =⇒ ϕ (por contraccio´n por la derecha [NP-s1] sobre 3).
5. Γ ·∆ · Ξ · Λ =⇒ ϕ (por contraccio´n por la derecha [NP-s1] sobre 4).
Esta u´ltima es la postcondicio´n de la citada propiedad de contraccio´n por la izquier-
da [NP-s1].
b) Reemplazo de repeticiones por la derecha [NP-s1]:
1. Γ · Ξ ·∆ · Ξ · Λ =⇒ ϕ (hipo´tesis).
2. Γ · Ξ ·∆ · Λ =⇒ ϕ (por contraccio´n por la derecha [NP-s1] sobre 1).
3. Γ · Ξ ·∆ ·Ψ · Λ =⇒ ϕ (por monotonı´a [NP-s1] sobre 2).
Siendo esta u´ltima la postcondicio´n de la citada propiedad de reemplazo de repeti-
ciones por la derecha [NP-s1].
c) Reemplazo de repeticiones por la izquierda [NP-s1]:
1. Γ · Ξ ·∆ · Ξ · Λ =⇒ ϕ (hipo´tesis).
2. Γ ·∆ · Ξ · Λ =⇒ ϕ (por contraccio´n por la izquierda [NP-s1] sobre 1).
3. Γ ·Ψ ·∆ · Ξ · Λ =⇒ ϕ (por monotonı´a [NP-s1] sobre 2).
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Lo cual coincide con la postcondicio´n de la citada propiedad de reemplazo de repe-
ticiones por la izquierda [NP-s1].
d) Permutacio´n [NP-s1]:
1. Γ · Ξ ·∆ · Ω · Λ =⇒ ϕ (hipo´tesis).
2. Γ · Ω · Ξ ·∆ · Ω · Λ =⇒ ϕ (por monotonı´a [NP-s1] sobre 1).
3. Γ · Ω · Ξ ·∆ · Ω · Ξ · Λ =⇒ ϕ (por monotonı´a [NP-s1] sobre 2).
4. Γ · Ω · Ξ ·∆ · Ξ · Λ =⇒ ϕ (por contraccio´n por la derecha [NP-s1] sobre 3).
5. Γ · Ω ·∆ · Ξ · Λ =⇒ ϕ (por contraccio´n por la izquierda [NP-s1] sobre 4).
Finalmente, el resultado obtenido coincide con la postcondicio´n de la regla de per-
mutacio´n [NP-s1]. 
Como ha quedado de manifiesto, en la presentacio´n [NP-s1] hemos podido de-
rivar la contraccio´n por la izquierda [NP-s1] a partir de la monotonı´a [NP-s1] y
hemos derivado la contraccio´n por la derecha [NP-s1] con un procedimiento que no
ha dependido del taman˜o de las familias que flanquean a la que se contrae, dado que
en esta presentacio´n podemos introducir o eliminar una familia de fo´rmulas en un
solo paso.
Ya dijimos que uno de nuestros objetivos era generalizar el citado teorema de
van Benthem, lo cual hacemos justamente a continuacio´n:
Teorema 54 (Teorema de representacio´n de la relacio´n inferencial deductiva cla´sica
[NP-s1]).
Las propiedades de reflexividad [NP-s1], transitividad [NP-s1] y contraccio´n por la
derecha [NP-s1] son condiciones suficientes de la relacio´n de consecuencia deduc-
tiva cla´sica para subfamilias de premisas con un cardinal arbitrario, en el sentido
de que cualquier relacio´n inferencial con dicha cantidad de premisas que satisfaga
las tres propiedades indicadas se puede representar como si fuese la relacio´n de
consecuencia deductiva indicada.
Demostracio´n. Seguiremos el esquema de demostracio´n que para el caso de ca-
denas finitas presentamos anteriormente, aunque obviamente habra´ que introdu-
cir cambios en algunos puntos. Sean =⇒ una relacio´n de consecuencia lo´gica,
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ϕ ∈ FOR(L) y Γ ∈ SUBFAME(FOR(L)). Asumimos que la relacio´n inferen-
cial deductiva singular esta´ caracterizada sema´nticamente por la siguiente propiedad
relativa a modelos:
Γ d ϕ si y so´lo si (
⋂
γ∈Γ¯
Mod(γ)) ⊆Mod(ϕ)37.
Ası´ pues, debemos probar que:
Γ =⇒ ϕ si y so´lo si (
⋂
γ∈Γ¯
Mod(γ)) ⊆Mod(ϕ),
siendo =⇒ una relacio´n de consecuencia lo´gica que satisface las propiedades de
reflexividad [NP-s1], transitividad [NP-s1] y contraccio´n por la derecha [NP-s1].
Para ello adoptamos una sema´ntica segu´n la cual los modelos de cada fo´rmula
son subfamilias de fo´rmulas con las cuales se pueden establecer enunciados infe-
renciales correctos tales que las premisas vengan dadas por una de esas subfamilias
y la conclusio´n por la mencionada fo´rmula. Es decir, siendo Ψ una subfamilia cual-
quiera de fo´rmulas, para cada fo´rmula ψ ∈ Ψ¯ su conjunto de modelos es:
Mod(ψ) = {Σ / Σ ∈ SUBFAME(FOR(L)) &˙ Σ =⇒ ψ}.
Probaremos el anterior si y so´lo si descomponie´ndolo en dos implicaciones
recı´procas:
1. Si Γ =⇒ ϕ entonces (⋂γ∈Γ¯ Mod(γ)) ⊆Mod(ϕ):
Por hipo´tesis tenemos que Γ =⇒ ϕ y analizamos el conjunto ⋂γ∈Γ¯Mod(γ).
Caben dos posibilidades:
a) Que sea (
⋂
γ∈Γ¯Mod(γ)) = ∅: en cuyo caso, obviamente,
(
⋂
γ∈Γ¯Mod(γ)) ⊆Mod(ϕ).
b) Que sea (
⋂
γ∈Γ¯Mod(γ)) 6= ∅: en ese caso elegimos un elemento cual-
quiera (Σ0) de dicho conjunto (por tanto, Σ0 es una subfamilia de fo´rmu-
las). Dado que Σ0 es un elemento de Mod(γ) para cada γ y dado que
la relacio´n de consecuencia =⇒ satisface la propiedad de transitivi-
dad [NP-s1], podemos substituir en Γ =⇒ ϕ cada subfamilia unitaria
37 Esta expresio´n recoge perfectamente el cara´cter apodı´ctico de la relacio´n inferencial deductiva:
el rasgo de que es imposible que se satisfagan las premisas y no se satisfaga la conclusio´n queda
aquı´ formalizada en la cualidad de que, necesariamente, todos los modelos de las premisas son
modelos de la conclusio´n.
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〈γ〉 ⊆¨ Γ por Σ0. Para ma´s detalles, si Γ =¨ ∆ · 〈γ〉 · Λ, el resultado de
una de esas substituciones es Γ′ =¨ ∆ · Σ0 · Λ. Por tanto, Γ′ es una nue-
va subfamilia. Ahora, por la regla de contraccio´n por la derecha [NP-s1]
eliminamos cada una de las subfamilias Σ0 salvo la primera y obtenemos
que Σ0 =⇒ ϕ y de aquı´, teniendo en cuenta la definicio´n de Mod(ϕ),
concluimos que Σ0 ∈ Mod(ϕ). Y como Σ0 era un elemento cualquiera
de
⋂
γ∈Γ¯Mod(γ), se infiere que (
⋂
γ∈Γ¯Mod(γ)) ⊆Mod(ϕ).
2. Si (
⋂
γ∈Γ¯Mod(γ)) ⊆Mod(ϕ) entonces Γ =⇒ ϕ:
En esta segunda parte nuestra hipo´tesis es que (
⋂
γ∈Γ¯ Mod(γ)) ⊆ Mod(ϕ).
Por la reflexividad [NP-s1] de la relacio´n de consecuencia =⇒ tenemos que
para cada γ ∈ Γ¯ el conjunto Mod(γ) es no vacı´o, de hecho a e´l pertenecen al
menos cualesquiera subfamilias Σ tales que γ ∈ Σ¯; en particular, para cada
subfamilia unitaria 〈γ〉 ⊆¨ Γ, tenemos que al conjunto Mod(γ) pertenecen al
menos las subfamilias Σ tales que 〈γ〉 ⊆¨ Σ. Por lo tanto, a ⋂γ∈Γ¯ Mod(γ)
pertenece al menos la subfamilia {(ε, γ) / (ε, γ) ∈ Γ & ε ∈ E)}, la cual no es
otra que la propia subfamilia Γ. Ahora bien, si Γ ∈ Mod(γ) y, por hipo´tesis,
(
⋂
γ∈Γ¯Mod(γ)) ⊆ Mod(ϕ), entonces Γ ∈ Mod(ϕ); y por definicio´n de
Mod(ϕ) tenemos que Γ =⇒ ϕ.

Hagamos tres comentarios respecto de este resultado. El primero es que, a di-
ferencia del primer teorema de representacio´n, y como cabı´a esperar, esta prueba
no usa me´todos puramente finitistas. El segundo es que, el igual que ocurrı´a en el
sistema de reglas de Atocha Aliseda, de las dos formas de contraccio´n nos ha bas-
tado con tener la contraccio´n por la derecha [NP-s1] (se obtendrı´a una situacio´n
sime´trica si, en lugar de esa regla, hubie´semos contado con la contraccio´n por la
izquierda [NP-s1]). El tercero es que, a diferencia del anterior, nuestro teorema de
representacio´n no exige monotonı´a [NP-s1], puesto que su uso no resulta necesario
en la prueba de aque´l. De hecho, a tenor de las versiones de las propiedades estruc-
turales que hemos presentado, tanto la propiedad de monotonı´a [NP-s1], como las
restantes que no han sido usadas en dicho teorema, se pueden derivar usando a lo
sumo las tres que se han exigido como requisito del mismo, motivo por el cual las
hemos considerado ba´sicas.
El tercer comentario suscita una cuestio´n crucial: ¿que´ pasarı´a si tuvie´semos
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reglas ana´logas a las [At-c1] (podrı´amos decir ‘iguales en su forma’) pero en las que
las letras que antes representaban cadenas finitas de fo´rmulas ahora representasen
subfamilias de fo´rmulas de cualquier cardinalidad? En el fondo, lo que se intenta
esclarecer es cua´l es la diferencia ‘esencial’ entre las reglas [At-c1] y las [NP-s1]
ma´s alla´ de la consabida limitacio´n de la cardinalidad que existe en la primera. Para
poder referirnos a ellas ma´s brevemente, llamaremos reglas [‘At’-s1] a la nueva
versio´n de reglas, ana´logas a las [At-c1] pero aptas para subfamilias.
Proposicio´n 55.
1. La reflexividad [NP-s1] permite derivar a la la reflexividad [‘At’-s1], pero
esta u´ltima no permite derivar a la primera.
2. La monotonı´a [NP-s1] permite derivar a la monotonı´a [‘At’-s1] y esta u´ltima
permite justificar a la primera.
3. La transitividad [NP-s1] y la propiedad de corte [‘At’-s1] representan la
misma regla.
4. La contraccio´n por la derecha [NP-s1] permite derivar a la contraccio´n (por
la derecha) [‘At’-s1] y esta u´ltima permite justificar a la primera.
5. Es posible justificar la reflexividad [NP-s1] a partir de la reflexividad [‘At’-
s1] y la monotonı´a [‘At’-s1]; por lo tanto, las cuatro reglas ba´sicas [‘At’-
s1] permiten conjuntamente justificar las mismas reglas que las tres reglas
ba´sicas [NP-s1].
Demostracio´n.
1. La reflexividad [‘At’-s1] es
〈ϕ〉 =⇒ ϕ,
mientras que la reflexividad [NP-s1] es
Γ · 〈ϕ〉 · Λ =⇒ ϕ ,
por lo que la primera es la particularizacio´n de esta u´ltima para Γ=¨Λ=¨〈 〉. Por
otra parte, la primera no permite por aplicacio´n iterada derivar a esta u´ltima,
puesto que aque´lla siempre exige la coincidencia exacta entre el miembro
izquierdo y el derecho de la relacio´n inferencial.
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2. Siendo la monotonı´a [‘At’-s1]
Γ · Λ =⇒ ϕ
Γ · 〈δ〉 · Λ =⇒ ϕ
y la monotonı´a [NP-s1]
Γ · Λ =⇒ ϕ
Γ ·∆ · Λ =⇒ ϕ ,
la primera es la particularizacio´n de esta u´ltima para ∆=¨〈δ〉. Por otro lado, a
partir de la versio´n [‘At’-s1] y aplicando de manera conveniente dicha regla
una cantidad de veces igual a card(∆) podemos justificar [NP-s1] mediante
la anterior.
3. Siendo la regla de corte [‘At’-s1]
∆ · 〈ϕ〉 · Λ =⇒ ψ; Γ =⇒ ψ
∆ · Γ · Λ =⇒ ψ
y la transitividad [NP-s1]
Γ =⇒ ϕ; ∆ · 〈ϕ〉 · Λ =⇒ ψ
∆ · Γ · Λ =⇒ ψ ,
dichas reglas coinciden salvo en el orden de las precondiciones, lo cual resulta
irrelevante por ser intuitivamente conmutativo el conjuntor meta-metalingu¨ı´sti-
co que las vincula.
4. Siendo la contraccio´n (por la derecha) [‘At’-s1]
Γ · 〈ξ〉 ·∆ · 〈ξ〉 · Λ =⇒ ϕ
Γ · 〈ξ〉 ·∆ · Λ =⇒ ϕ
y la contraccio´n por la derecha [NP-s1]
Γ · Ξ ·∆ · Ξ · Λ =⇒ ϕ
Γ · Ξ ·∆ · Λ =⇒ ϕ ,
la primera es la particularizacio´n de esta u´ltima para Ξ=¨〈ξ〉. Por otra parte, a
partir de la versio´n [‘At’-s1] y aplicando de manera conveniente dicha regla
una cantidad de veces igual a card(Ξ) podemos justificar [NP-s1] a partir de
la anterior.
5. Es posible justificar la reflexividad [NP-s1] a partir de la reflexividad [‘At’-s1]
y la monotonı´a [‘At’-s1]. De este modo, introducimos incondicionalmente la
postcondicio´n de la reflexividad [‘At’-s1] y aplicando de manera conveniente
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la monotonı´a [‘At’-s1] una cantidad de veces igual a card(Γ) + card(Λ) po-
demos justificar la reflexividad [NP-s1]. Y ahora, teniendo en cuenta que la
monotonı´a [NP-s1] es consecuencia de la reflexividad [NP-s1] y la transitivi-
dad [NP-s1], podemos afirmar que las cuatro reglas ba´sicas [‘At’-s1] permiten
conjuntamente justificar las mismas reglas que las tres reglas ba´sicas [NP-s1].

Fig. 1 (3.2): Vı´nculos entre reglas [‘At’-s1] y [NP-s1].
Ası´ pues, la diferencia clave entre ambos elencos de reglas –mostramos gra´fica-
mente los vı´nculos entre dichas reglas en la figura 1 (3.2) para una visio´n sino´pti-
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ca38– (es decir, el hecho de que podamos prescindir de la monotonı´a [NP-s1] como
regla ba´sica) esta´ en la distinta generalidad de las dos formulaciones de la reflexivi-
dad, resultado que es a la vez sorprendente y ‘tranquilizador’. Sorprendente porque
de entrada no era esperable que fuese el cambio crucial y ‘tranquilizador’ en el sen-
tido de que la regla de reflexividad es una de las que tiene un mayor grado de apoyo
intuitivo: asumir que se puede inferir cualquiera de las fo´rmulas que se toman co-
mo premisas parece algo bastante natural (aunque, como sabemos, no se mantiene
en cualquier relacio´n inferencial –un ejemplo de esto u´ltimo es, concretamente, la
lo´gica de la relevancia–).
Por supuesto, asumir uno u otro conjunto de reglas tambie´n influye en la longi-
tud de las justificaciones de nuevas reglas que se pueden hacer a partir de ellas: en
general, con [NP-s1] resultara´n iguales o ma´s cortas que con [‘At’-s1]. Adema´s, tal
como hemos visto, las reglas [‘At’-s1] son derivables a partir [NP-s1] pero no serı´a
posible hacer lo recı´proco salvo para el caso de la transitividad [NP-s1] (ciertamente
hemos podido justificarlas, pero dichas justificaciones no tienen un nu´mero finito de
pasos). Las reglas que sı´ forman ‘ca´lculos’ con igual capacidad de derivacio´n, con
la u´nica diferencia de la menor longitud de las derivaciones en favor del segundo,
son las cuatro ba´sicas [At-c1] y las tres ba´sicas [NP-c1] (que son ana´logas a las tres
reglas ba´sicas [NP-s1], pero en las que las letras que antes representaban subfami-
lias de fo´rmulas ahora representarı´an cadenas finitas de fo´rmulas) –ve´ase la figura
2 (3.2)–.
Proposicio´n 56.
A) La reflexividad [NP-c1] permite derivar a la la reflexividad [At-c1], pero esta
u´ltima no permite derivar a la primera.
B) Se pueden derivar mutuamente los siguientes pares de propiedades estructura-
les:
1. La monotonı´a [NP-c1] y la monotonı´a [At-c1].
2. La transitividad [NP-c1] y la propiedad de corte [At-c1].
3. La contraccio´n por la derecha [NP-c1] y la contraccio´n (por la derecha)
[At-c1].
38 En todos los gra´ficos de esta memoria que muestren vı´nculos entre reglas seguimos el siguien-
te criterio: la punta de flecha con forma de a´ngulo indica que las reglas de los extremos iniciales
permiten derivar a las reglas de los extremos finales; la punta de flecha con forma de rombo relleno
indica que las reglas de los extremos iniciales permiten justificar a las reglas de los extremos finales.
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C) Es posible derivar la reflexividad [NP-c1] a partir de la reflexividad [At-c1]
y la monotonı´a [At-c1]; por lo tanto, las cuatro reglas ba´sicas [At-c1] permiten
conjuntamente derivar las mismas reglas que las tres reglas ba´sicas [NP-c1].
Demostracio´n.
A) La prueba es ide´ntica a la del teorema anterior substituyendo subfamilias por
cadenas finitas y las reglas [NP-s1] y [‘At’-s1] por las correspondientes [NP-c1] y
[At-c1], respectivamente.
B) Veamos lo relativo a las derivaciones mutuas entre los pares de reglas men-
cionados:
1. Nuevamente la prueba es similar a la del teorema anterior substituyendo sub-
familias por cadenas finitas y las reglas [NP-s1] y [‘At’-s1] por las correspon-
dientes [NP-c1] y [At-c1], respectivamente. Pero ahora, justamente por esto,
card(∆) ∈ N, por lo que la anterior justificacio´n se torna en derivacio´n.
2. Esto es obvio por tratarse de la misma regla.
3. Tambie´n la prueba es similar a la del teorema anterior substituyendo subfami-
lias por cadenas finitas y las reglas [NP-s1] y [‘At’-s1] por las correspondien-
tes [NP-c1] y [At-c1], respectivamente. Ası´ pues, card(Ξ) ∈ N, por lo que la
anterior justificacio´n se torna en derivacio´n.
C) Otra vez ocurre que la prueba es similar a la del teorema anterior substituyen-
do subfamilias por cadenas finitas y las reglas [NP-s1] y [‘At’-s1] por las correspon-
dientes [NP-c1] y [At-c1], respectivamente. De este modo (card(Γ) + card(Λ)) ∈
N, por lo que la anterior justificacio´n se torna en derivacio´n. Y ahora, teniendo en
cuenta que la monotonı´a [NP-c1] es consecuencia de la reflexividad [NP-c1] y la
transitividad [NP-c1], podemos afirmar que las cuatro reglas ba´sicas [At-c1] permi-
ten conjuntamente derivar las mismas reglas que las tres reglas ba´sicas [NP-c1]. 
Es importante tambie´n que reflexionemos brevemente sobre la regla de transiti-
vidad [NP-s1], la cual coincide, como ya vimos, con la de corte [‘At’-s1]. Podrı´amos
haber pensado en presentar otra versio´n alternativa (que nombraremos como tran-
sitividad [NP-s1b]39):
Γ =⇒ ϕ; 〈ϕ〉 =⇒ ψ
Γ =⇒ ψ .
39 El ro´tulo sera´ transitividad [NP-c1b] cuando este´ restringido a cadenas finitas.
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Fig. 2 (3.2): Vı´nculos entre reglas [At-c1] y [NP-c1].
Proposicio´n 57.
En relacio´n a las distintas formulaciones de la propiedad de transitividad, se tiene
que –ve´anse las figuras 3 (3.2) y 4 (3.2)–:
1. La transitividad [NP-s1] permite derivar la transitividad [NP-s1b].
2. No es posible recı´procamente ni siquiera conjuntamente con las otras propie-
dades ba´sicas [NP-s1].
3. La situacio´n es similar entre la propiedad de corte [At-c1] y la transitividad
[NP-c1b], de manera que se satisfacen las proposiciones ana´logas a las dos
anteriores.
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Demostracio´n.
1. Obviamente [NP-s1b] representa una clase de casos particulares de [NP-s1]:
aque´llos en los que ∆=¨Λ=¨〈 〉.
2. Es sencillo probar que la transitividad [NP-s1b] junto con la reflexividad [NP-
s1] y la contraccio´n por la derecha [NP-s1] no permiten derivar de manera
directa la transitividad [NP-s1]. La prueba es una reduccio´n al absurdo desde
el supuesto de que sı´ existe la mencionada derivacio´n directa. E´sta partirı´a
de las precondiciones de la u´ltima regla mencionada (Γ =⇒ ϕ y ∆ · 〈ϕ〉 ·
Λ =⇒ ψ) y terminarı´a cuando se alcanzase por primera vez su postcondicio´n
(∆ · Γ · Λ =⇒ ψ) mediante el uso de las otras reglas mencionadas.
Ahora bien, observando la reflexividad [NP-s1] y la contraccio´n por la de-
recha [NP-s1], vemos que ninguna de ellas pudo ser la que permitio´ conse-
guir por primera vez una condicio´n con la ocurrencia de ∆, Γ y Λ so´lo en
el miembro izquierdo y de ψ so´lo en el miembro derecho: la reflexividad
[NP-s1] obliga a que ψ ocurra en el miembro izquierdo de la condicio´n si
queremos que ocurra tambie´n en el derecho; por su parte, la contraccio´n por
la derecha [NP-s1] so´lo permite eliminar subfamilias en el miembro izquier-
do de la postcondicio´n, por lo que deberı´a haberse obtenido previamente otra
condicio´n que ya satisfarı´a los requisitos mencionados. Ası´ pues, so´lo resta
analizar si ello habrı´a sido posible mediante la propia regla de transitividad
[NP-s1b]: e´sta so´lo habrı´a permitido obtener una condicio´n como la citada
si hubie´semos tenido una precondicio´n con ∆, Γ y Λ so´lo en el miembro iz-
quierdo y de ϕ so´lo en el miembro derecho. Pero nuevamente una condicio´n
tal no se podrı´a haber obtenido por primera vez ni por la reflexividad [NP-s1]
ni por la contraccio´n por la derecha [NP-s1] y asumir que lo hubiese sido por
la transitividad [NP-s1b] nos introducirı´a en un bucle sin fin.
Ası´ pues, hemos de rechazar por contradictoria la posibilidad de que exista la
mencionada derivacio´n directa.
3. En el caso de [NP-c1b] y [At-c1] so´lo hay que cambiar en los dos apartados
anteriores las subfamilias por las cadenas finitas ana´logas.

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Fig. 3 (3.2): Vı´nculos entre reglas [NP-s1] y [NP-s1b].
Es importante sen˜alar que con la nueva versio´n de la transitividad, la [NP-s1b] y
la [NP-c1b], no se podrı´an probar los respectivos teoremas de representacio´n de la
relacio´n inferencial deductiva cla´sica para subfamilias y cadenas finitas que han sido
ya presentados. Ana´logamente sucederı´a con las respectivas propiedades de mono-
tonı´a, corte, contraccio´n por la izquierda y permutacio´n. Sin embargo, la simple
consulta de las pruebas precedentes de estas dos u´ltimas propiedades nos permiten
saber que si se an˜adiese la monotonı´a como regla ba´sica sı´ se podrı´an derivar. Por
tanto, tendremos que incluir en sus respectivos conjuntos de reglas ba´sicas las co-
rrespondientes reglas de monotonı´a y de corte. Se puede ver tambie´n que no hace
falta an˜adir ninguna otra regla.
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Fig. 4 (3.2): Vı´nculos entre reglas [NP-c1] y [NP-c1b].
Proposicio´n 58.
Una relacio´n de consecuencia lo´gica que satisfaga monotonı´a [NP-s1] y corte [NP-
s1], necesariamente satisface la propiedad de transitividad [NP-s1].
Demostracio´n. Partimos de las dos precondiciones de la regla de transitividad [NP-
s1] y a continuacio´n anotamos el resultado de aplicar la propiedad estructural que
en cada lı´nea se indica entre pare´ntesis.
1. Γ =⇒ ϕ (hipo´tesis).
2. ∆ · 〈ϕ〉 · Λ =⇒ ψ (hipo´tesis).
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3. ∆ · Γ =⇒ ϕ (por monotonı´a [NP-s1] sobre 1).
4. ∆ · Γ · Λ =⇒ ϕ (por monotonı´a [NP-s1] sobre 3).
5. ∆ · Γ · 〈ϕ〉 · Λ =⇒ ψ (por monotonı´a [NP-s1] sobre 2).
6. ∆ · Γ · Λ =⇒ ψ (por corte [NP-s1] sobre 4 y 5).
Y esto u´ltimo coincide con la postcondicio´n de la transitividad [NP-s1]. 
Los nuevos resultados motivan que presentemos nuevas versiones de una defi-
nicio´n previa:
Definicio´n 59 (Relacio´n inferencial de tipo RMTbCCd [NP-s1b] / RTbCd [NP-s1b]).
Dada una relacio´n de consecuencia lo´gica =⇒, diremos que es de tipo RMTbCCd
[NP-s1b] si y so´lo si satisface las siguientes propiedades estructurales:
1. Reflexividad [NP-s1].
2. Monotonı´a [NP-s1].
3. Transitividad [NP-s1b].
4. Corte [NP-s1].
5. Contraccio´n por la derecha [NP-s1].
Diremos que es de tipo RTbCd [NP-s1b] si y so´lo si satisface la primera, tercera y
quinta propiedad.
Al conjunto de estas cinco propiedades estructurales, consideradas ba´sicas, lo de-
signamos PB[NP-s1b]. Al conjunto de todas las reglas derivadas a partir de las ante-
riores lo denominamos P[NP-s1b].
Definicio´n 60 (Relacio´n inferencial de tipo RMCCd [‘At’-s1]).
Dada una relacio´n de consecuencia lo´gica =⇒, diremos que es de tipo RMCCd
[‘At’-s1] si y so´lo si satisface las siguientes propiedades estructurales:
1. Reflexividad [‘At’-s1].
2. Monotonı´a [‘At’-s1].
3. Corte [‘At’-s1].
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4. Contraccio´n (por la derecha) [‘At’-s1].
Al conjunto de estas cuatro propiedades estructurales, consideradas ba´sicas, lo
designamos PB[‘At’-s1]. Al conjunto de todas las reglas derivadas a partir de las
anteriores lo denominamos P[‘At’-s1].
Definicio´n 61 (Relacio´n inferencial de tipo RTCd [NP-c1]).
Dada una relacio´n de consecuencia lo´gica =⇒cf , diremos que es de tipo RTCd
[NP-c1] si y so´lo si satisface las siguientes propiedades estructurales:
1. Reflexividad [NP-c1].
2. Transitividad [NP-c1].
3. Contraccio´n por la derecha [NP-c1].
Al conjunto de estas tres propiedades estructurales, consideradas ba´sicas, lo desig-
namos PB[NP-c1]. Al conjunto de todas las reglas derivadas a partir de las anteriores
lo denominamos P[NP-c1].
Definicio´n 62 (Relacio´n inferencial de tipo RMTbCCd [NP-c1b]).
Dada una relacio´n de consecuencia lo´gica =⇒cf , diremos que es de tipo RMTbCCd
[NP-c1b] si y so´lo si satisface las siguientes propiedades estructurales:
1. Reflexividad [NP-c1].
2. Monotonı´a [NP-c1].
3. Transitividad [NP-c1b].
4. Corte [NP-c1].
5. Contraccio´n por la derecha [NP-c1].
Al conjunto de estas cinco propiedades estructurales, consideradas ba´sicas, lo de-
signamos PB[NP-c1b]. Al conjunto de todas las reglas derivadas a partir de las ante-
riores lo denominamos P[NP-c1b].
A la luz de todos los resultados presentados podemos establecer una proposicio´n
que, a modo de resumen, los agrupe.
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Proposicio´n 63.
1. Dada una relacio´n de consecuencia lo´gica =⇒cf :
a) Es RMCCd [At-c1] si y so´lo si es RTCd [NP-c1].
b) Es RTCd [NP-c1] si y so´lo si es RMTbCCd [NP-c1b].
c) Los tres siguientes conjuntos de reglas tienen la misma capacidad de
derivacio´n: PB[At-c1], P
B
[NP-c1] y P
B
[NP-c1b].
2. Dada una relacio´n de consecuencia lo´gica =⇒:
a) Es RMCCd [‘At’-s1] si y so´lo si es RTCd [NP-s1].
b) Es RTCd [NP-s1] si y so´lo si es RMTbCCd [NP-s1b].
c) Los dos siguientes conjuntos de reglas tienen la misma capacidad de
derivacio´n: PB[NP-s1] y P
B
[NP-s1b]. El siguiente conjunto de reglas tiene
una capacidad de derivacio´n estrictamente menor que los anteriores:
PB[‘At’-s1].
Presentamos ahora un corolario del teorema de representacio´n que fue probado
con anterioridad:
Corolario 64.
La relacio´n inferencial deductiva cla´sica es de tipo RTCd [NP-s1].
Teniendo en cuenta que la relacio´n de consecuencia deductiva cla´sica es de tipo
RTCd [NP-s1] y, por tanto, que satisface tanto permutacio´n [NP-s1] (es decir, el
orden de aparicio´n de las fo´rmulas-premisas es irrelevante) como las dos formas de
contraccio´n [NP-s1] (es decir, no es importante el nu´mero de ocurrencias de cada
una de las fo´rmulas-premisas si dicho nu´mero es no nulo), en lugar de una presenta-
cio´n en la que una relacio´n de consecuencia lo´gica es un conjunto de pares cuya pri-
mera componente es una subfamilia de fo´rmulas y cuya segunda componente es una
fo´rmula, dicha relacio´n puede entenderse como un conjunto de pares cuya primera
componente es un mero conjunto de fo´rmulas (concretamente el conjunto-imagen
de la subfamilia) y cuya segunda componente es una fo´rmula. Hacemos esto con las
cuatro primeras reglas etiquetadas con la marca “[NP-s1]”40 y las reetiquetaremos
40 Para efectuar esta adaptacio´n comenzamos por tomar de cada subfamilia su correspondiente
conjunto-imagen y a continuacio´n podemos hacer ciertas simplificaciones de ‘ingredientes’ que han
dejado de tener valor significativo por no cumplir la finalidad de contribuir a describir situaciones
distintas.
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con la marca “[NP:d]”, donde la “d” quiere sen˜alar que son reglas correspondientes
a la deduccio´n cla´sica (la cual simbolizaremos como “d” o, simplemente, como
“”). En lo que sigue en este capı´tulo y en los dos pro´ximos Γ¯, ∆¯, Θ¯, Λ¯, Ξ¯, Π¯,
Σ¯, Φ¯, Ψ¯, Υ¯ y Ω¯ sera´n subconjuntos cualesquiera –eventualmente vacı´os– del con-
junto no vacuo FOR(L). Con esta opcio´n notacional, las reglas estructurales ma´s
interesantes que satisface la relacio´n inferencial deductiva cla´sica son:
III.1- Reflexividad [NP:d]:
Γ¯ ∪ {ϕ} d ϕ
.
III.2- Monotonı´a [NP:d]:
Γ¯ d ϕ
Γ¯ ∪ ∆¯ d ϕ
.
III.3- Transitividad [NP:d]:
Γ¯ d ϕ; {ϕ} ∪ ∆¯ d ψ
Γ¯ ∪ ∆¯ d ψ
.
III.4- Corte [NP:d]:
Γ¯ ∪ {ϕ} d ψ; Γ¯ d ϕ
Γ¯ d ψ
.
No lo hacemos aquı´, pero se puede probar que cada una de las anteriores reglas
[NP:d] satisface la caracterizacio´n en te´rminos de modelos que se ha dado de la
relacio´n inferencial deductiva cla´sica.
Es importante tambie´n que sen˜alemos que, dada una relacio´n de consecuencia
deductiva cla´sica que ha sido establecida sinta´cticamente, la satisfaccio´n de las an-
teriores siete propiedades [NP-s1] no garantiza su correccio´n ni su completitud. De
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hecho la relacio´n inferencial  = ℘(FOR(L))×FOR(L) (es decir, la relacio´n in-
ferencial completamente trivial) satisface todas ellas. Ambas propiedades metalo´gi-
cas (correccio´n y completitud) requerira´n que se cuente con una relacio´n de conse-
cuencia lo´gica definida sema´nticamente y otra tal relacio´n definida sinta´cticamente;
adema´s, para esto u´ltimo, se necesitan tambie´n propiedades operativas (ciertamente
parece razonable que la caracterizacio´n de un sistema lo´gico no sea posible a partir
de so´lo uno de sus ingredientes, por ma´s que e´ste sea uno de los cruciales).
Quiza´s el que resultasen defraudadas las expectativas tan altas que algunas reivin-
dicaciones, como la de Dana Scott ya citada, haya hecho que algunos autores per-
diesen intere´s por este enfoque. Sin embargo, no parece que pueda considerarse ca-
rente de intere´s el poder determinar que´ propiedades de la relacio´n de consecuencia
lo´gica son independientes del lenguaje lo´gico adoptado y cua´les esta´n vinculadas a
e´ste o a algu´n otro componente del sistema lo´gico (como, por ejemplo, la sema´ntica
adoptada).
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Para muchas de las cuestiones que vamos a tratar en los dos capı´tulos que siguen
a e´ste resulta imprescindible hacer uso de una relacio´n inferencial cuyo miembro de
la derecha es una subfamilia de fo´rmulas (en lugar de una sola fo´rmula, como venı´a
siendo hasta ahora). A esta nueva relacio´n de consecuencia entre subfamilias de
fo´rmulas la adjetivaremos como plural –y la simbolizaremos como “=⇒∗ ”–, y a
la habitual la calificaremos, cuando convenga destacar tal cara´cter, como singular
o cla´sica –para ella mantendremos el sı´mbolo “=⇒” ya usado– (si no an˜adimos
adjetivo alguno se entiende que, por defecto, se trata de este tipo). Ası´ pues tenemos
que =⇒∗ es la relacio´n de aridad 2:
=⇒∗ ⊆ SUBFAME(FOR(L))× SUBFAME(FOR(L)).
Conviene que antes de avanzar hagamos algunas precisiones en torno a este nue-
vo concepto. El repertorio de propiedades estructurales de la relacio´n inferencial
plural no es un ca´lculo de secuentes del estilo de los de Gerhard Gentzen. Aun-
que en ambos casos se establecen enunciados meta-metalingu¨ı´sticos que indican las
propiedades de una relacio´n de consecuencia lo´gica, y tambie´n ambos coinciden en
presentar dichos enunciados ‘metadescriptivos’ en forma de reglas en las cuales no
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ocurren sı´mbolos lo´gicos de una lo´gica particular, las diferencias son cruciales. En
primer lugar, en la relacio´n inferencial plural tanto las premisas como la conclu-
sio´n pueden ser familias no numerables y no meras secuencias. Pero, la diferencia
ma´s importante estriba en que en el caso del ca´lculo de secuentes de Gentzen las
fo´rmulas de la secuencia del lado derecho del secuente se consideran ta´citamen-
te conectadas mediante un operador metalingu¨ı´stico de disyuncio´n, mientras que
en nuestra propuesta no hay necesariamente una conexio´n entre las fo´rmulas que
subyazca implı´citamente. Ya veremos que una opcio´n interesante serı´a que estuvie-
sen ta´citamente conectadas mediante un operador metalingu¨ı´stico de conjuncio´n,
de modo que todas las fo´rmulas de las conclusiones se sigan necesariamente de las
premisas; pero, en cualquier caso, esto es so´lo una opcio´n. De hecho podemos pen-
sar en una relacio´n de consecuencia lo´gica plural de tipo probabilı´stico en la que
los modelos de las conclusiones sean so´lo un subconjunto relevante de los modelos
de las premisas. En esta situacio´n, dada una relacio´n de consecuencia lo´gica plural
no podemos expresarla en te´rminos de una relacio´n de consecuencia singular tal
que todas las conclusiones sean consecuencia probabilı´stica –con el mismo nivel de
relevancia– de dichas premisas.
Las relaciones de consecuencia lo´gica plural cuyas premisas y conclusiones son
subfamilias de fo´rmulas pueden satisfacer, entre otras, algunas de las reglas estruc-
turales que seguidamente se enumeran:
IV.1- Reflexividad [NP-s2]:
Γ ·∆ · Λ =⇒∗ ∆ .
IV.2- Monotonı´a en las premisas [NP-s2]:
Γ · Λ =⇒∗ Ω
Γ ·∆ · Λ =⇒∗ Ω .
IV.3- Monotonı´a cauta en las conclusiones [NP-s2]:
Γ =⇒∗ Ω · Λ; Γ =⇒∗ Ξ ·∆ · Φ
Γ =⇒∗ Ω ·∆ · Λ .
IV.4- Monotonı´a homoge´nea en las premisas y las conclusiones [NP-s2]:
Γ · Λ =⇒∗ Ω · Φ
Γ ·∆ · Λ =⇒∗ Ω ·∆ · Φ .
IV.5- Monotonı´a no homoge´nea en las premisas y las conclusiones [NP-s2]:
Γ · Λ =⇒∗ Ω · Φ; ∆ =⇒∗ Ξ
Γ ·∆ · Λ =⇒∗ Ω · Ξ · Φ .
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IV.6- Repeticio´n por la derecha en las conclusiones [NP-s2]:
Γ =⇒∗ Ω · Ξ ·∆ · Φ
Γ =⇒∗ Ω · Ξ ·∆ · Ξ · Φ .
IV.7- Repeticio´n por la izquierda en las conclusiones [NP-s2]:
Γ =⇒∗ Ω ·∆ · Ξ · Φ
Γ =⇒∗ Ω · Ξ ·∆ · Ξ · Φ .
IV.8- Transitividad [NP-s2]:
Γ =⇒∗ Ξ · Ω ·Ψ; ∆ · Ω · Λ =⇒∗ Φ
∆ · Γ · Λ =⇒∗ Φ .
IV.9- Corte en las premisas [NP-s2]:
Γ ·∆ · Λ =⇒∗ Ω; Γ · Λ =⇒∗ ∆
Γ · Λ =⇒∗ Ω .
IV.10- Corte directo en las conclusiones [NP-s2]:
Γ =⇒∗ ∆ · Ω · Λ
Γ =⇒∗ ∆ · Λ .
IV.11- Contraccio´n por la derecha en las premisas [NP-s2]:
Γ · Ξ ·∆ · Ξ · Λ =⇒∗ Φ
Γ · Ξ ·∆ · Λ =⇒∗ Φ .
IV.12- Contraccio´n por la izquierda en las premisas [NP-s2]:
Γ · Ξ ·∆ · Ξ · Λ =⇒∗ Φ
Γ ·∆ · Ξ · Λ =⇒∗ Φ .
IV.13- Contraccio´n por la derecha en las conclusiones [NP-s2]:
Γ =⇒∗ Φ · Ξ ·∆ · Ξ · Λ
Γ =⇒∗ Φ · Ξ ·∆ · Λ .
IV.14- Contraccio´n por la izquierda en las conclusiones [NP-s2]:
Γ =⇒∗ Φ · Ξ ·∆ · Ξ · Λ
Γ =⇒∗ Φ ·∆ · Ξ · Λ .
IV.15- Reemplazo de repeticiones por la derecha [NP-s2]:
Γ · Ξ ·∆ · Ξ · Λ =⇒∗ Φ
Γ · Ξ ·∆ ·Ψ · Λ =⇒∗ Φ .
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IV.16- Reemplazo de repeticiones por la izquierda [NP-s2]:
Γ · Ξ ·∆ · Ξ · Λ =⇒∗ Φ
Γ ·Ψ ·∆ · Ξ · Λ =⇒∗ Φ .
IV.17- Permutacio´n en las premisas [NP-s2]:
Γ · Ξ ·∆ · Ω · Λ =⇒∗ Φ
Γ · Ω ·∆ · Ξ · Λ =⇒∗ Φ .
IV.18- Permutacio´n en las conclusiones [NP-s2]:
Γ =⇒∗ Φ · Ξ ·∆ · Ω · Λ
Γ =⇒∗ Φ · Ω ·∆ · Ξ · Λ .
Proposicio´n 65.
Cada una de las anteriores reglas [NP-s2] cumple que en el conjunto formado por
sus precondiciones y su postcondicio´n no hay al menos dos condiciones estruc-
turalmente incompatibles entre sı´ e igualmente ninguna especificacio´n propia de
todas las condiciones (realizada de forma homoge´nea) puede generar condiciones
incompatibles.
Su prueba es nuevamente elemental (ide´ntica a la de las reglas NP-s1).
De forma ana´loga a lo que ocurrio´ en ocasiones anteriores, podrı´amos probar
que no es necesario contar con la propiedad estructural de monotonı´a en las premi-
sas [NP-s2] como primitiva, pero ahora es notablemente ma´s sencilla.
Proposicio´n 66.
La propiedad estructural de monotonı´a en las premisas [NP-s2] es derivable a
partir de la reflexividad [NP-s2] y la transitividad [NP-s2].
Demostracio´n. Partimos de la precondicio´n de la propiedad de monotonı´a en las
premisas [NP-s2]:
1. Γ · Λ =⇒∗ Ω.
Ahora, por propiedades elementales de la concatenacio´n de subfamilias podemos
escribir lo anterior con la ocurrencia de la subfamilia vacı´a:
2. Γ · 〈 〉 · Λ =⇒∗ Ω.
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Por aplicacio´n de la reflexividad [NP-s2] podemos introducir incondicionalmente
la siguiente fo´rmula (recordemos que nuestro planteamiento permite que la primera
componente de la relacio´n inferencial sea una subfamilia vacı´a):
3. ∆ =⇒∗ 〈 〉.
A continuacio´n, aplicando la propiedad de transitividad [NP-s2] sobre las lı´neas 3
y 2 (concretamente, colocando las premisas del enunciado inferencial que aparece
en esta u´ltima lı´nea en lugar de la ocurrencia de la subfamilia vacı´a en la anterior
lı´nea), obtenemos:
4. Γ ·∆ · Λ =⇒∗ ϕ.
Y este resultado es justamente la postcondicio´n de la citada propiedad de monotonı´a
en las premisas [NP-s2]. 
Si por algu´n motivo ‘repugnase’ que como subfamilia de conclusiones de la
relacio´n apareciese la subfamilia vacı´a (tengamos en cuenta que con esa expresio´n
no se esta´ diciendo que no se puedan encontrar consecuencias de las premisas, sino
so´lo que en esa subfamilia no hay ninguna de tales consecuencias41), y que con tal
motivo se suprimiese esta posibilidad, se podrı´a dar otra prueba de la propiedad
estructural de monotonı´a en las premisas [NP-s2] a partir de las mismas reglas.
Proposicio´n 67.
Una relacio´n de consecuencia lo´gica que exija que las conclusiones sean no vacı´as
41 Inferencias cuya subfamilia de conclusiones son vacı´as no representan ninguna dificultad en
la relacio´n inferencial deductiva desde un punto de vista sema´ntico: en ella se asume que la sub-
familia vacı´a es satisfecha por todos los modelos, por lo que es siempre cierto que los modelos de
la subfamilia de premisas –incluso si e´sta es tambie´n otra subfamilia vacı´a– son un subconjunto de
los modelos de la subfamilia de conclusiones. En otros tipos de consecuencia lo´gica la situacio´n es
variada: mientras que en la relacio´n inferencial probabilı´stica no hay dificultades tampoco (de hecho,
se trata de una situacio´n con incertidumbre nula), en la relacio´n inferencial abductiva ordinaria no
es posible considerar solucio´n abductiva a una subfamilia vacı´a –siendo e´ste el motivo por el que
se ha suscitado aquı´ la cuestio´n–. Se puede asegurar, y su comprobacio´n de hecho es sencilla, que
todas las reglas ası´ como los procesos de derivacio´n entre ellas se mantienen intactos si se impone la
condicio´n de que las conclusiones no sean una subfamilia vacı´a. Incluso la situacio´n es la misma si
adema´s de la anterior se exige la condicio´n de que las premisas no sean una subfamilia vacı´a –esta
u´ltima restriccio´n no parece tan razonable porque en la deduccio´n cla´sica todas las fo´rmulas uni-
versalmente va´lidas / teorema´ticas se pueden inferir sin premisas y tambie´n porque en la abduccio´n
ordinaria no hay necesidad de establecer limitacio´n alguna en este sentido–.
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y que satisfaga reflexividad [NP-s2] y transitividad [NP-s2], necesariamente satis-
face monotonı´a en las premisas [NP-s2].
Demostracio´n. Partimos de la precondicio´n de la regla de monotonı´a en las premi-
sas [NP-s2] y a continuacio´n anotamos el resultado de aplicar la propiedad estruc-
tural que en cada caso se indica entre pare´ntesis:
1. Γ · Λ =⇒∗ Ω (hipo´tesis).
2. Γ ·∆ =⇒∗ Γ (por reflexividad [NP-s2], incondicionalmente).
3. Γ ·∆ · Λ =⇒∗ Ω (por transitividad [NP-s2] sobre 2 y 1).
Y esto u´ltimo coincide con la postcondicio´n de la propiedad de monotonı´a en las
premisas [NP-s2]. 
Sin embargo, a pesar de no haber usado ninguna de las formas de contraccio´n en
el teorema de representacio´n –a diferencia de lo que ocurrio´ en los casos de [NP-s1]
y [At-c1]–, esto no se debe a que dicha propiedad sea en general consecuencia de las
otras dos que sı´ han sido usadas en las tres ocasiones, y de hecho se puede probar que
las primeras son independientes de estas u´ltimas. El argumento ni siquiera requiere
que indiquemos si se trata de la contraccio´n por la derecha en las premisas [NP-s2]
o de la ana´loga por la izquierda [NP-s2].
Proposicio´n 68.
No existe al menos una derivacio´n directa de la propiedad estructural de contrac-
cio´n en las premisas [NP-s2] a partir de la reflexividad [NP-s2] y la transitividad
[NP-s2].
Demostracio´n. Para el desarrollo de esta demostracio´n tengamos en cuenta que si
X e Y son dos subfamilias y X¯ e Y¯ sus conjuntos de fo´rmulas asociados, entonces
se tiene que (X ⊆¨ Y ) ⇒ (X¯ ⊆ Y¯ ), pero no se puede garantizar la implicacio´n
recı´proca.
Hacemos ahora una presentacio´n de las reglas que no desvirtu´a en nada su con-
tenido, pero que es ma´s u´til para los fines que nos proponemos. Sean Ix, Iy, Iz, Dx,
Dy y Dz subfamilias de fo´rmulas cualesquiera:
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1. Reflexividad [NP-s2’]:
Ix =⇒∗ Dx (Dx ⊆¨ Ix)
.
2. Transitividad [NP-s2’]:
Ix =⇒∗ Dx; Iy =⇒∗ Dy ((Dx =¨ Ξ · Ω ·Ψ) &˙ (Iy =¨ ∆ · Ω · Λ))
Iz =⇒∗ Dz ((Iz =¨ ∆ · Ix · Λ) &˙ (Dz =¨ Dy))
.
3. Contraccio´n en las premisas [NP-s2’]:
Ix =⇒∗ Dx
Iy =⇒∗ Dy ((Iy (¨ Ix) &˙ (I¯y = I¯x) &˙ (Dy =¨ Dx))
.
Es conveniente que sustituyamos los anteriores subı´ndices por etiquetas distintas
entre unas y otras reglas, de modo que podamos referirnos a esas subfamilias de
manera ma´s breve pero sin perder precisio´n:
1. Reflexividad [NP-s2”]:
I1 =⇒∗ D1 (D1 ⊆¨ I1)
.
2. Transitividad [NP-s2”]:
I2 =⇒∗ D2; I3 =⇒∗ D3 ((D2 =¨ Ξ · Ω ·Ψ) &˙ (I3 =¨ ∆ · Ω · Λ))
I4 =⇒∗ D4 ((I4 =¨ ∆ · I2 · Λ) &˙ (D4 =¨ D3))
.
3. Contraccio´n en las premisas [NP-s2”]:
I5 =⇒∗ D5
I6 =⇒∗ D6 ((I6 (¨ I5) &˙ (I¯6 = I¯5) &˙ (D6 =¨ D5))
.
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Haremos una demostracio´n de este teorema por reduccio´n al absurdo, lo cual
conlleva partir de la suposicio´n de que existe al menos una derivacio´n directa de
la regla estructural indicada a partir de las otras dos y alcanzar una contradiccio´n.
Por ser una derivacio´n directa de dicha regla, e´sta habrı´a comenzado tomando como
hipo´tesis la precondicio´n de la misma –es decir, I5 =⇒∗ D5– y habrı´a terminado
en el momento que se hubiese alcanzado por primera vez su postcondicio´n –o sea,
I6 =⇒∗ D6 (I6 (¨ I5) &˙ (I¯6 = I¯5) &˙ (D6 =¨ D5))–.
Ahora bien, es obvio que esta u´ltima lı´nea no pudo ser introducida por aplicacio´n
de la reflexividad [NP-s2”] puesto que en ese caso se habrı´a exigido la satisfaccio´n
de la condicio´n D6 ⊆¨ I6 y esto es una restriccio´n que no se impone en la regla de
contraccio´n en las premisas [NP-s2”]. Ası´ pues, la u´nica opcio´n es que la u´ltima
lı´nea se hubiese obtenido por aplicacio´n de la transitividad [NP-s2”] a otras ante-
riores. Si ası´ hubiese sucedido, es porque se habrı´a satisfecho que D6 =¨ D4 =¨ D3 y
tambie´n I6 =¨ I4 =¨ ∆ · I2 · Λ.
Analicemos ahora los distintos casos que fueron posibles.
Supongamos que I2 =¨ 〈 〉. En ese caso I6 =¨ I4 =¨ ∆ ·I2 ·Λ =¨ ∆ ·Λ. Fije´monos
en I3 =¨ ∆ · Ω · Λ. Tenemos ahora dos nuevas posibilidades:
• Ω =¨ 〈 〉. En ese caso I3 =¨ ∆ · Ω · Λ =¨ ∆ · Λ, pero entonces I3 =¨ I6 y
esto contradice la hipo´tesis de que no se habı´a alcanzado au´n I6.
• Ω ¨6= 〈 〉. En ese caso, I2 =⇒∗ D2 serı´a tal que I2 =¨ 〈 〉 y D2 ¨6= 〈 〉
(pues D2 =¨ Ξ · Ω · Ψ). La metaproposicio´n I2 =⇒∗ D2 no puede ser
I5 =⇒∗ D5, pues si fuese I5 =¨ 〈 〉 llegarı´amos a una contradiccio´n,
dado que hemos establecido que I6 (¨ I5. Dicha metaproposicio´n no
podrı´a haberse obtenido directamente por una aplicacio´n de la regla de
reflexividad [NP-s2”], puesto que e´sta habrı´a exigido D2 ⊆¨ I2 (es decir,
con la familia de las premisas vacı´a so´lo podemos obtener por esta regla
la metaproposicio´n 〈 〉 =⇒∗ 〈 〉, pero e´sta incumple la condicio´n de
que la familia de las conclusiones sea no vacı´a). Ası´ pues, so´lo habrı´a
sido posible obtenerla mediante la aplicacio´n de la regla de transitividad
[NP-s2”] a otras lı´neas anteriores. Pero esta propiedad exige, para obte-
ner una postcondicio´n con la familia de las premisas vacı´a y la familia de
las conclusiones no vacı´a, que alguna de las dos precondiciones tenga
justamente esas caracterı´sticas, por lo que asumir que se obtuvo me-
diante la regla de transitividad [NP-s2”] nos conducirı´a a una regresio´n
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al infinito que esta´ en contradiccio´n con la suposicio´n de que se trata de
una derivacio´n directa (puesto que ello conlleva que sea efectiva).
Supongamos que I2 ¨6= 〈 〉. Fije´monos otra vez en I3 =¨ ∆ · Ω · Λ. Tenemos
nuevamente dos posibilidades:
• Ω ⊆¨ I2. En ese caso, como I6 =¨ I4 =¨ ∆ · I2 · Λ, I2 ¨6= 〈 〉 e I3 =¨ ∆ · Ω ·
Λ =¨ ∆ · Λ, tenemos que I3 ⊆¨ I6. Eso conlleva que la metaproposicio´n
I3 =⇒∗ D3 no puede ser I5 =⇒∗ D5, pues si fuese I3 =¨ I5, llegarı´amos
a una contradiccio´n, dado que ya habı´amos establecido que I6 (¨ I5.
Dicha metaproposicio´n tampoco podrı´a haberse obtenido directamente
por una aplicacio´n de la regla de reflexividad [NP-s2”], puesto que e´sta
habrı´a exigidoD3 ⊆¨ I3, de modo que si quisie´semos queD3 =¨D5 (y da-
do que previamente tenı´amos D5 =¨ D6) esto conducirı´a a que D6 ⊆¨ I3,
que junto con I3 ⊆¨ I6 conllevarı´a D6 ⊆¨ I6, lo cual es una condicio´n que
no impone la regla de contraccio´n de las premisas [NP-s2”]. Ası´ pues,
so´lo habrı´a sido posible obtenerla mediante la aplicacio´n de la regla de
transitividad [NP-s2”] a otras lı´neas anteriores. Pero bajo las condicio-
nes de que I2 ¨6= 〈 〉 y Ω ⊆¨ I2 esta u´ltima regla so´lo puede obtener
una postcondicio´n I3 =⇒∗ D3 que cumpla las condiciones D3 =¨ D6 y
I3 ⊆¨ I6 si su segunda precondicio´n cumple exactamente las mismas con-
diciones, lo cual nos conducirı´a a una regresio´n al infinito que esta´ en
contradiccio´n con la suposicio´n de que se trata de una derivacio´n directa
(puesto que ello conlleva que sea efectiva).
• I2 (¨ Ω. Esto supone que anteriormente debı´amos haber alcanzado una
metaproposicio´n I2 =⇒∗ D2 con D2 =¨ Ξ · Ω · Ψ y, por tanto, con
I2 (¨ D2. Eso conlleva que la metaproposicio´n I2 =⇒∗ D2 no puede
ser I5 =⇒∗ D5, puesto que esta u´ltima no esta´ necesariamente sujeta
a las condiciones que se indican en la que le precede. Tampoco podrı´a
haberse obtenido directamente por una aplicacio´n de la regla de reflexi-
vidad [NP-s2”], puesto que e´sta habrı´a exigido D2 ⊆¨ I2. Ası´ pues, so´lo
habrı´a sido posible obtenerla mediante la aplicacio´n de la regla transiti-
vidad [NP-s2”] a otras lı´neas anteriores. Pero para que la postcondicio´n
de esta regla sea tal que la subfamilia de las premisas este´ estrictamen-
te contenida en la subfamilia de las conclusiones esto mismo lo tiene
que cumplir al menos una de sus precondiciones (analizando los cua-
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tro casos que son posibles si para las precondiciones consideramos so´lo
dos opciones –una, que la subfamilia de la premisas este´ estrictamente
contenida en la subfamilia de las conclusiones, y la otra, que ambas sub-
familias sean iguales–, se tiene que en todos esos casos la postcondicio´n
es tal que esta´ garantizado que la subfamilia de la premisas este´ con-
tenida en la subfamilia de las conclusiones). Ası´ pues, esta opcio´n nos
conducirı´a de nuevo a una regresio´n al infinito que esta´ en contradiccio´n
con la suposicio´n de que se trata de una derivacio´n directa (puesto que
ello conlleva que sea efectiva).

De hecho, podemos asegurar que las tres propiedades estructurales antecitadas
son independientes; para poder establecer justificadamente esa consideracio´n nos
resta por enunciar y probar los dos siguientes teoremas:
Proposicio´n 69.
No existe al menos una derivacio´n directa de la propiedad estructural de transiti-
vidad [NP-s2] a partir de la reflexividad [NP-s2] y la contraccio´n en las premisas
[NP-s2] en cualquiera de sus formas.
Demostracio´n. Para el desarrollo de esta demostracio´n tengamos en cuenta que si
X e Y son dos subfamilias y X¯ e Y¯ sus conjuntos de fo´rmulas asociados, entonces
se tiene que (X ⊆¨ Y ) ⇒ (X¯ ⊆ Y¯ ), pero no se puede garantizar la implicacio´n
recı´proca.
Haremos una demostracio´n de este teorema por reduccio´n al absurdo. Supon-
gamos que existe al menos una derivacio´n directa de la regla estructural indicada
a partir de las otras dos. Asumimos aquı´ la presentacio´n de las reglas [NP-s2”] ex-
puestas en la demostracio´n anterior. Por ser una derivacio´n directa de dicha regla,
e´sta habrı´a comenzado tomando como hipo´tesis las dos precondiciones de la mis-
ma –es decir, I2 =⇒∗ D2; I3 =⇒∗ D3 ((D2 =¨ Ξ · Ω · Ψ) &˙ (I3 =¨ ∆ · Ω · Λ))–
y habrı´a terminado en el momento que se hubiese alcanzado por primera vez su
postcondicio´n –o sea, I4 =⇒∗ D4 ((I4 =¨ ∆ · I2 · Λ) &˙ (D4 =¨ D3))–.
Ahora bien, es obvio que esta u´ltima lı´nea no pudo ser introducida por aplicacio´n
de la reflexividad [NP-s2”] puesto que en ese caso se habrı´a exigido la satisfaccio´n
de la condicio´n D4 ⊆¨ I4 y esto es una restriccio´n que no se impone en la regla de
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transitividad [NP-s2”]. Ası´ pues, la u´nica opcio´n es que la u´ltima lı´nea se hubiese
obtenido por aplicacio´n a otras anteriores de la contraccio´n en las premisas [NP-s2]
en cualquiera de sus formas. Pero esta u´ltima regla consiste exactamente en elimi-
nar redundancias; ası´ pues, expresa´ndolo ma´s formalmente, si ası´ hubiese sucedido,
es porque se habrı´a satisfecho que Iy (¨ Ix, I¯y = I¯x yDy =¨Dx. Esto conlleva que la
regla no se aplico´ directamente sobre ninguna de las fo´rmulas de partida, puesto que
en ellas no necesariamente existen tales redundancias. Tampoco se podrı´a haber ob-
tenido por aplicacio´n de la citada regla sobre una lı´nea introducida por reflexividad,
puesto que en ellas se exige Dx ⊆¨ Ix (lo cual implica D¯x ⊆ I¯x) y combinando e´sta
con las condiciones de la regla de contraccio´n en las premisas [NP-s2], en cualquie-
ra de sus formas, obtendrı´amos: D¯y = D¯x ⊆ I¯x = I¯y; por lo tanto, la conclusio´n
habrı´a satisfecho D¯y ⊆ I¯y, que es una restriccio´n que no se impone en la regla de
transitividad [NP-s2”]. 
Proposicio´n 70.
No existe al menos una derivacio´n directa de la propiedad estructural de reflexivi-
dad [NP-s2] a partir de la transitividad [NP-s2] y la contraccio´n en las premisas
[NP-s2] en cualquiera de sus formas.
Demostracio´n. Es bastante obvio que la reflexividad [NP-s2] no es posible obte-
nerla mediante una derivacio´n directa a partir de la transitividad [NP-s2] y la con-
traccio´n de las premisas [NP-s2] en cualquiera de sus formas, puesto que la primera
regla se puede aplicar incondicionalmente y cualquiera de las otras dos exige que
se cumpla al menos una precondicio´n. 
Estos tres resultados conjuntamente tienen importantes consecuencias, puesto
que la constatacio´n de que son tres propiedades estructurales independientes abre la
posibilidad de que existan relaciones de consecuencia plural que satisfagan cuales-
quiera de ellas sin satisfacer las restantes.
Pensemos en una relacio´n de consecuencia lo´gica plural para la que las premi-
sas son consideradas como recursos que se agotan con su uso (concretamente, cada
ocurrencia de una fo´rmula puede ser usada en una sola inferencia y una sola vez
en dicha inferencia), pero en la que se admita el aumento de recursos sin que ello
suponga tener que revisar las conclusiones42. Por tanto, en esta relacio´n inferencial
42 Un ‘modelo’ natural de esta relacio´n vendrı´a dado por la nocio´n de ‘fabricabilidad’ de cierto
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es relevante el nu´mero de ocurrencias de cada premisa, aunque no su orden relati-
vo (formalmente dirı´amos que las premisas son un multiconjunto): en terminologı´a
de Troelstra [Tro92], estarı´amos ante una lo´gica sensible a los recursos). Es obvio
que dicha relacio´n de consecuencia lo´gica satisfarı´a la reflexividad [NP-s2], la tran-
sitividad [NP-s2] –por tanto, tambie´n la monotonı´a en las premisas [NP-s2]–, la
permutacio´n en las premisas [NP-s2] y la permutacio´n en las conclusiones [NP-s2],
pero no la contraccio´n por la derecha en las premisas [NP-s2] ni su ana´loga por la
izquierda, y adema´s tampoco mantendrı´a la monotonı´a cauta en las conclusiones
[NP-s2]43. Esta relacio´n de consecuencia lo´gica se parece a la relacio´n inferencial
plural correspondiente a la lo´gica lineal, pero a diferencia de la anterior esta u´lti-
ma no satisface en general la transitividad [NP-s2] ni la monotonı´a en las premisas
[NP-s2]44.
Pensemos ahora en otra relacio´n de consecuencia lo´gica plural, tambie´n sensi-
ble a los recursos, para la que cada ocurrencia de una premisa es tomada como un
‘ingrediente’ distinto, pero en la cual e´stos no se agotan con su uso (es decir, cada
ocurrencia de una fo´rmula puede ser usada en distintas inferencias cuantas veces
se desee, pero no puede usarse varias veces en la misma inferencia); en este caso
se admite tambie´n el aumento de recursos sin que ello suponga tener que revisar
las conclusiones aunque se impone la condicio´n de que las conclusiones de infe-
rencias previas no se pueden usar como premisas de otras inferencias posteriores45.
Asumiendo que cada fo´rmula alcanza el umbral de activacio´n necesario para que
pueda ser inferida ella misma, esta relacio´n de consecuencia lo´gica satisfarı´a la re-
flexividad [NP-s2], la monotonı´a en las premisas [NP-s2], la permutacio´n en las
premisas [NP-s2], la monotonı´a cauta en las conclusiones [NP-s2] y la permutacio´n
en las conclusiones [NP-s2], pero no la transitividad [NP-s2], la contraccio´n por la
derecha en las premisas [NP-s2] ni su ana´loga por la izquierda46
objeto atendiendo al stock de materiales fungibles existente.
43 Su correspondiente relacio´n de consecuencia lo´gica singular satisfarı´a la reflexividad [NP-s1],
la transitividad [NP-s1] –por tanto, tambie´n la monotonı´a [NP-s1]– y la permutacio´n [NP-s1], pero
no la contraccio´n por la derecha [NP-s1] ni la contraccio´n por la izquierda [NP-s1].
44 Su correspondiente relacio´n de consecuencia lo´gica singular satisfarı´a la reflexividad [NP-s1]
y la permutacio´n [NP-s1], pero no la transitividad [NP-s1], la monotonı´a [NP-s1], la contraccio´n por
la derecha [NP-s1] ni la contraccio´n por la izquierda [NP-s1].
45 Un ‘modelo’ natural de esta relacio´n vendrı´a dado por un mecanismo parecido al quorum sensii
–es decir, un proceso en el que existe un umbral de activacio´n mı´nimo– en el que no se consumen
los recursos pero en el que lo que se obtiene como resultado de un proceso esta´ marcado de modo
que no puede ser utilizado en nuevos procesos.
46 Su correspondiente relacio´n de consecuencia lo´gica singular satisfarı´a la reflexividad [NP-s1],
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En la siguiente definicio´n indicamos cua´les son las reglas ba´sicas:
Definicio´n 71 (Relacio´n inferencial de tipo RTCd [NP-s2] / RT [NP-s2]).
Dada una relacio´n de consecuencia lo´gica =⇒∗, diremos que es de tipo RTCd [NP-
s2] si y so´lo si satisface las siguientes propiedades estructurales:
1. Reflexividad [NP-s2].
2. Transitividad [NP-s2].
3. Contraccio´n por la derecha en las premisas [NP-s2].
Diremos que es de tipo RT [NP-s2] si y so´lo si satisface las Al conjunto de estas
tres propiedades estructurales, consideradas ba´sicas, lo designamos PB[NP-s2]. Al
conjunto de todas las reglas derivadas a partir de las anteriores lo denominamos
P[NP-s2].
Nos sera´ u´til tambie´n tener la siguiente definicio´n ma´s general:
Definicio´n 72 (Relacio´n inferencial de tipo RT [NP-s2]).
Dada una relacio´n de consecuencia lo´gica =⇒∗, siguientes propiedades estructu-
rales:
1. Reflexividad [NP-s2].
2. Transitividad [NP-s2].
Obviamente, ninguna de las anteriormente mencionadas relaciones de conse-
cuencia lo´gica en las que los recursos son relevantes es de tipo RTCd [NP-s2],
aunque la primera sı´ es RT [NP-s2].
A continuacio´n seguimos indagando los vı´nculos de derivabilidad entre las dis-
tintas propiedades estructurales, comenzando con las que so´lo requieren dos de las
propiedades ba´sicas.
Proposicio´n 73.
Una relacio´n de consecuencia lo´gica que satisfaga transitividad [NP-s2] y contrac-
cio´n por la derecha en las premisas [NP-s2], necesariamente satisface la propiedad
de corte en las premisas [NP-s2].
la monotonı´a [NP-s1] y la permutacio´n [NP-s1], pero no la transitividad [NP-s1], la contraccio´n por
la derecha [NP-s1] ni la contraccio´n por la izquierda [NP-s1].
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Demostracio´n. Partimos de las precondiciones de la propiedad que se quiere probar
y a continuacio´n anotamos el resultado de aplicar la propiedad estructural que en
cada lı´nea se indica entre pare´ntesis:
1. Γ ·∆ · Λ =⇒∗ Ω (hipo´tesis)
2. Γ · Λ =⇒∗ ∆ (hipo´tesis)
3. Γ · Γ · Λ · Λ =⇒∗ Ω (por transitividad [NP-s2] sobre 2 y 1)
4. Γ ·Γ ·Λ =⇒∗ Ω (por contraccio´n por la derecha en las premisas [NP-s2] sobre
3)
5. Γ · Λ =⇒∗ Ω (por contraccio´n por la derecha en las premisas [NP-s2] sobre
4)
Y esto u´ltimo coincide con la postcondicio´n de la propiedad de corte en las premi-
sas [NP-s2].

Proposicio´n 74.
Una relacio´n de consecuencia lo´gica de tipo RTCd [NP-s2] necesariamente satis-
face las siguientes propiedades:
a) Contraccio´n por la izquierda en las premisas [NP-s2].
b) Reemplazo de repeticiones por la derecha en las premisas [NP-s2].
c) Reemplazo de repeticiones por la izquierda en las premisas [NP-s2].
d) Permutacio´n en las premisas [NP-s2].
e) Monotonı´a homoge´nea en las premisas y las conclusiones [NP-s2].
f) Monotonı´a no homoge´nea en las premisas y las conclusiones [NP-s2].
g) Corte directo en las conclusiones [NP-s2].
h) Contraccio´n por la derecha en las conclusiones [NP-s2].
i) Contraccio´n por la izquierda en las conclusiones [NP-s2].
j) Monotonı´a cauta en las conclusiones [NP-s2].
k) Repeticio´n por la derecha en las conclusiones [NP-s2].
l) Repeticio´n por la izquierda en las conclusiones [NP-s2].
m) Permutacio´n en las conclusiones [NP-s2].
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Demostracio´n. En cada uno de los casos partimos de la precondicio´n o las precondi-
ciones de la propiedad que se quiere probar y a continuacio´n anotamos el resultado
de aplicar la propiedad estructural que en cada lı´nea se indica entre pare´ntesis. En-
cadenamos las pruebas de manera que podamos hacer uso de las propiedades ya
derivadas en las siguientes pruebas (por haber sido probado bajo requisitos inclui-
dos entre los anteriores, podremos tambie´n usar la propiedad de monotonı´a en las
premisas [NP-s2]):
a) Contraccio´n por la izquierda en las premisas [NP-s2]:
1. Γ · Ξ ·∆ · Ξ · Λ =⇒∗ Φ (hipo´tesis).
2. Γ ·∆ · Γ · Ξ ·∆ · Ξ ·Λ =⇒∗ Φ (por monotonı´a en las premisas [NP-s2] sobre
1).
3. Γ · ∆ · Γ · Ξ · ∆ · Λ =⇒∗ Φ (por contraccio´n por la derecha en las premisas
[NP-s2] sobre 2).
4. Γ ·∆ ·Γ ·Ξ ·Λ =⇒∗ Φ (por contraccio´n por la derecha en las premisas [NP-s2]
sobre 3).
5. Γ ·∆ · Ξ · Λ =⇒∗ Φ (por contraccio´n por la derecha en las premisas [NP-s2]
sobre 4).
Lo cual coincide con la postcondicio´n de la propiedad de contraccio´n por la izquier-
da en las premisas [NP-s2].
b) Reemplazo de repeticiones por la derecha en las premisas [NP-s2]:
1. Γ · Ξ ·∆ · Ξ · Λ =⇒∗ Φ (hipo´tesis).
2. Γ · Ξ ·∆ · Λ =⇒∗ Φ (por contraccio´n por la derecha en las premisas [NP-s2]
sobre 1).
3. Γ · Ξ ·∆ ·Ψ · Λ =⇒∗ Φ (por monotonı´a en las premisas [NP-s2] sobre 2).
Siendo esta u´ltima la postcondicio´n de la citada propiedad de reemplazo de repeti-
ciones por la derecha en las premisas [NP-s2].
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c) Reemplazo de repeticiones por la izquierda en las premisas [NP-s2]:
1. Γ · Ξ ·∆ · Ξ · Λ =⇒∗ Φ (hipo´tesis).
2. Γ ·∆ ·Ξ ·Λ =⇒∗ Φ (por contraccio´n por la izquierda en las premisas [NP-s2]
sobre 1).
3. Γ ·Ψ ·∆ · Ξ · Λ =⇒∗ Φ (por monotonı´a en las premisas [NP-s2] sobre 2).
Lo cual coincide con la postcondicio´n de la citada propiedad de reemplazo de repe-
ticiones por la izquierda en las premisas [NP-s2].
d) Permutacio´n en las premisas [NP-s2]:
1. Γ · Ξ ·∆ · Ω · Λ =⇒ ϕ (hipo´tesis).
2. Γ ·Ω ·∆ ·Γ ·Ξ ·∆ ·Ω ·Λ =⇒ ϕ (por monotonı´a en las premisas [NP-s2] sobre
1).
3. Γ ·Ω ·∆ · Γ ·Ξ ·∆ ·Λ =⇒ ϕ (por contraccio´n por la derecha en las premisas
[NP-s2] sobre 2).
4. Γ · Ω · ∆ · Γ · Ξ · Λ =⇒ ϕ (por contraccio´n por la derecha en las premisas
[NP-s2] sobre 3).
5. Γ ·Ω ·∆ ·Ξ ·Λ =⇒ ϕ (por contraccio´n por la derecha en las premisas [NP-s2]
sobre 4).
Finalmente, el resultado obtenido coincide con la postcondicio´n de la regla de per-
mutacio´n en las premisas [NP-s2].
e) Monotonı´a homoge´nea en las premisas y las conclusiones [NP-s2]:
1. Γ · Λ =⇒∗ Ω · Φ (hipo´tesis).
2. Γ ·∆ · Λ =⇒∗ Ω · Φ (por monotonı´a en las premisas [NP-s2] sobre 1).
3. Ω ·∆ · Φ =⇒∗ Ω ·∆ · Φ (por reflexividad [NP-s2], incondicionalmente).
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4. Ω · Φ ·∆ =⇒∗ Ω ·∆ · Φ (por permutacio´n en las premisas [NP-s2] sobre 3).
5. Γ ·∆ · Λ ·∆ =⇒∗ Ω ·∆ · Φ (por transitividad [NP-s2] sobre 2 y 4).
6. Γ·∆·Λ =⇒∗ Ω·∆·Φ (por contraccio´n por la derecha en las premisas [NP-s2]
sobre 5).
Conclusio´n que coincide con la postcondicio´n de la monotonı´a homoge´nea en las
premisas y las conclusiones [NP-s2].
f) Monotonı´a no homoge´nea en las premisas y las conclusiones [NP-s2]:
1. Γ · Λ =⇒∗ Ω · Φ (hipo´tesis).
2. ∆ =⇒∗ Ξ (hipo´tesis).
3. Γ ·∆ · Λ =⇒∗ Ω · Φ (por monotonı´a en las premisas [NP-s2] sobre 1).
4. Ω · Ξ · Φ =⇒∗ Ω · Ξ · Φ (por reflexividad [NP-s2], incondicionalmente).
5. Ω ·∆ · Φ =⇒∗ Ω · Ξ · Φ (por transitividad [NP-s2] sobre 2 y 4).
6. Ω · Φ ·∆ =⇒∗ Ω ·∆ · Φ (por permutacio´n en las premisas [NP-s2] sobre 5).
7. Γ ·∆ · Λ ·∆ =⇒∗ Ω ·∆ · Φ (por transitividad [NP-s2] sobre 3 y 6).
8. Γ·∆·Λ =⇒∗ Ω·∆·Φ (por contraccio´n por la derecha en las premisas [NP-s2]
sobre 7).
Siendo la conclusio´n obtenida la postcondicio´n de la monotonı´a no homoge´nea en
las premisas y las conclusiones [NP-s2].
g) Corte directo en las conclusiones [NP-s2]:
1. Γ =⇒∗ ∆ · Ω · Λ (hipo´tesis).
2. Ω ·∆ · Λ =⇒∗ ∆ · Λ (por reflexividad [NP-s2], incondicionalmente).
3. ∆ · Ω · Λ =⇒∗ ∆ · Λ (por permutacio´n en las premisas [NP-s2] sobre 2).
4. Γ =⇒∗ ∆ · Λ (por transitividad [NP-s2] sobre 1 y 3).
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Siendo el resultado obtenido coincidente con la postcondicio´n del corte directo en
las conclusiones [NP-s2].
h) Contraccio´n por la derecha en las conclusiones [NP-s2]:
1. Γ =⇒∗ Φ · Ξ ·∆ · Ξ · Λ (hipo´tesis).
2. Γ =⇒∗ Φ · Ξ ·∆ · Λ (por corte directo en las conclusiones [NP-s2] sobre 1).
Que es la postcondicio´n de la contraccio´n por la derecha en las conclusiones [NP-
s2].
i) Contraccio´n por la izquierda en las conclusiones [NP-s2]:
1. Γ =⇒∗ Φ · Ξ ·∆ · Ξ · Λ (hipo´tesis).
2. Γ =⇒∗ Φ ·∆ · Ξ · Λ (por corte directo en las conclusiones [NP-s2] sobre 1).
Siendo e´sta la postcondicio´n de la contraccio´n por la izquierda en las conclusiones
[NP-s2].
j) Monotonı´a cauta en las conclusiones [NP-s2]:
1. Γ =⇒∗ Ω · Λ (hipo´tesis).
2. Γ =⇒∗ Ξ ·∆ · Φ (hipo´tesis).
3. Ω ·∆ · Λ =⇒∗ Ω ·∆ · Λ (por reflexividad [NP-s2], incondicionalmente).
4. Ω ·Ξ ·∆ ·Λ =⇒∗ Ω ·∆ ·Λ (por monotonı´a en las premisas [NP-s2] sobre 3).
5. Ω ·Ξ ·∆ ·Φ ·Λ =⇒∗ Ω ·∆ ·Λ (por monotonı´a en las premisas [NP-s2] sobre
4).
6. Ω · Γ · Λ =⇒∗ Ω ·∆ · Λ (por transitividad [NP-s2] sobre 2 y 5).
7. Ω ·Λ · Γ ·Λ =⇒∗ Ω ·∆ ·Λ (por monotonı´a en las premisas [NP-s2] sobre 6).
8. Ω ·Λ · Γ ·Ω ·Λ =⇒∗ Ω ·∆ ·Λ (por monotonı´a en las premisas [NP-s2] sobre
7).
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9. Ω · Λ · Γ · Γ =⇒∗ Ω ·∆ · Λ (por transitividad [NP-s2] sobre 1 y 8).
10. Γ · Γ · Γ =⇒∗ Ω ·∆ · Λ (por transitividad [NP-s2] sobre 1 y 9).
11. Γ · Γ =⇒∗ Ω ·∆ · Λ (por contraccio´n por la derecha en las premisas [NP-s2]
sobre 10).
12. Γ =⇒∗ Ω · ∆ · Λ (por contraccio´n por la derecha en las premisas [NP-s2]
sobre 11).
Lo cual coincide con la postcondicio´n de la monotonı´a cauta en las conclusiones
[NP-s2].
k) Repeticio´n por la derecha en las conclusiones [NP-s2]:
1. Γ =⇒∗ Ω · Ξ ·∆ · Φ (hipo´tesis).
2. Γ =⇒∗ Ξ ·∆ · Φ (por corte directo en las conclusiones [NP-s2] sobre 1).
3. Γ =⇒∗ Ξ (por corte directo en las conclusiones [NP-s2] sobre 2).
4. Γ =⇒∗ Ω · Ξ · ∆ · Ξ · Φ (por monotonı´a cauta en las conclusiones [NP-s2]
sobre 3).
Siendo e´sta la postcondicio´n de la repeticio´n por la derecha en las conclusiones
[NP-s2].
l) Repeticio´n por la izquierda en las conclusiones [NP-s2]:
1. Γ =⇒∗ Ω ·∆ · Ξ · Φ (hipo´tesis).
2. Γ =⇒∗ Ξ · Φ (por corte directo en las conclusiones [NP-s2] sobre 1).
3. Γ =⇒∗ Ξ (por corte directo en las conclusiones [NP-s2] sobre 2).
4. Γ =⇒∗ Ω · Ξ · ∆ · Ξ · Φ (por monotonı´a cauta en las conclusiones [NP-s2]
sobre 3).
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Lo cual coincide con la postcondicio´n de la repeticio´n por la izquierda en las con-
clusiones [NP-s2].
m) Permutacio´n en las conclusiones [NP-s2]:
1. Γ =⇒∗ Φ · Ξ ·∆ · Ω · Λ (hipo´tesis).
2. Γ =⇒∗ Φ ·Ξ ·∆ ·Ω ·Ξ ·Λ (por monotonı´a cauta en las conclusiones [NP-s2]
sobre 1 y 1).
3. Γ =⇒∗ Φ · Ω · Ξ · ∆ · Ω · Ξ · Λ (por monotonı´a cauta en las conclusiones
[NP-s2] sobre 2 y 2).
4. Γ =⇒∗ Φ · Ω · Ξ · ∆ · Ξ · Λ (por corte directo en las conclusiones [NP-s2]
sobre 3).
5. Γ =⇒∗ Φ · Ω ·∆ · Ξ · Λ (por corte directo en las conclusiones [NP-s2] sobre
4).
Finalmente, el resultado obtenido coincide con la postcondicio´n de la regla de per-
mutacio´n en las premisas [NP-s2].

Ya anunciamos anteriormente que una posibilidad muy interesante surge cuando
se considera que todas las conclusiones de la relacio´n inferencial plural esta´n ta´ci-
tamente conectadas conjuntivamente. Esta clase de relaciones inferenciales plurales
sera´ fundamental en nuestro planteamiento, puesto que nos permitira´ modelizar el
tipo de relacio´n inferencial que esta´ a la base de la abduccio´n ordinaria plural plana
(en la cual se permite que tanto el objeto del problema abductivo como la solucio´n
abductiva ordinaria sean ma´s de una fo´rmula). Con este fin procedemos a dar la
siguiente definicio´n:
Definicio´n 75 (Relacio´n inferencial plural de aridad 2 que es acumulativa en su se-
gunda componente).
Una relacio´n inferencial plural de aridad 2 =⇒∗ es acumulativa en su segun-
da componente respecto de una relacio´n inferencial singular de igual aridad =⇒
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cuando se satisface que:
Γ =⇒∗ Ω si y so´lo si ∀˙ω(〈ω〉 ⊆¨ Ω ⇒˙ (Γ =⇒ ω)).
Obviamente, de entre las anteriormente presentadas relaciones inferenciales plu-
rales de aridad 2 que son sensibles a los recursos, las dos primeras (la que modeliza
la ‘fabricabilidad’ relativa a los materiales fungibles y la de la lo´gica lineal) no son
acumulativas en su segunda componente respecto de las correspondientes singula-
res, pero sı´ lo es la tercera relacio´n de consecuencia lo´gica antes expuesta (la que
modeliza el quorum sensii sin reutilizacio´n de resultados). Para las dos primeras
podemos sen˜alar otro tipo de vı´nculo entre la relacio´n inferencial plural y su corres-
pondiente singular:
Definicio´n 76 (Relacio´n inferencial plural de aridad 2 que es iterativa en su segunda
componente).
Sea Γ una subfamilia cualquiera de elementos del conjunto no vacı´o FOR(L) y
sea Ω una subfamilia de elementos del mismo conjunto que esta´ indexada por el
conjunto bien ordenado I (ası´ pues, Ω = {(i, ω) / ω ∈ FOR(L) & i ∈ I}). En
lugar de (i, ω) escribiremos ωi; adema´s, al primer elemento de I lo designaremos
como i0 y al siguiente de un elemento cualquiera de i ∈ I lo designaremos sg(i).
Una relacio´n inferencial plural de aridad 2 =⇒∗ es iterativa en su segunda compo-
nente respecto de una relacio´n inferencial singular de igual aridad =⇒ cuando se
satisface que: Γ =⇒∗ Ω si y so´lo si o bien Ω=¨〈 〉 o bien, en caso contrario, existe
la familia (Γi)i∈I tal que Γ=¨Γi0 , Γi =⇒ ωi y para cada i < i0 ocurre que Γsg(i)⊆¨Γi
contiene las fo´rmulas de Γi que no se han usado en la derivacio´n de ωi.
Veamos ahora tres resultados que indican que´ propiedades de la correspondien-
te relacio´n de consecuencia lo´gica singular son suficientes para que una relacio´n
inferencial plural de aridad 2 que es acumulativa en su segunda componente res-
pecto de la primera mencionada satisfaga cada una de las propiedades que hemos
considerado ba´sicas para la relacio´n inferencial plural.
Proposicio´n 77.
La relacio´n de consecuencia lo´gica plural de aridad 2 =⇒∗ que es acumulativa
en su segunda componente satisface la reflexividad [NP-s2] si su correspondiente
relacio´n de consecuencia lo´gica singular =⇒ satisface la reflexividad [NP-s1] y la
transitividad [NP-s1].
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Demostracio´n. La propiedad de reflexividad [NP-s1] establece que:
Γ · 〈δ〉 · Λ =⇒ δ .
Sea ∆ =¨ Ξ · 〈δ〉 · Φ una superfamilia cualquiera de la familia unitaria 〈δ〉. A partir
de Γ · 〈δ〉 · Λ =⇒ δ podemos derivar Γ · Ξ · 〈δ〉 · Φ · Λ =⇒ δ del siguiente modo:
1. Γ · 〈δ〉 · Λ =⇒ δ (hipo´tesis)
2. Ξ · 〈δ〉 =⇒ 〈δ〉 (por reflexividad [NP-s1], incondicionalmente)
3. Γ · Ξ · 〈δ〉 · Λ =⇒ δ (por transitividad [NP-s1] sobre 2 y 1)
4. 〈δ〉 · Φ =⇒ 〈δ〉 (por reflexividad [NP-s1], incondicionalmente)
5. Γ · Ξ · 〈δ〉 · Φ · Λ =⇒ δ (por transitividad [NP-s1] sobre 4 y 3)
Pero, dado que habı´amos establecido que ∆ =¨ Ξ · 〈δ〉 · Φ, tenemos que Γ · Ξ ·
〈δ〉 ·Φ ·Λ =⇒ δ es lo mismo que Γ ·∆ ·Λ =⇒ δ si 〈δ〉 ⊆¨∆. Ası´ pues, concluimos
que:
〈δ〉 ⊆¨ ∆
Γ ·∆ · Λ =⇒ δ .
Y dado que 〈δ〉 puede ser una subfamilia unitaria cualquiera de ∆ y que =⇒∗ es
una relacio´n de aridad 2 que es acumulativa en su segunda componente respecto de
=⇒, se tiene que:
Γ ·∆ · Λ =⇒∗ ∆
Y la regla obtenida es, justamente, la reflexividad [NP-s1]. 
Proposicio´n 78.
La relacio´n de consecuencia lo´gica plural de aridad 2 =⇒∗ que es acumulativa
en su segunda componente satisface la transitividad [NP-s2] si su correspondiente
relacio´n de consecuencia lo´gica singular =⇒ satisface la transitividad [NP-s1].
Demostracio´n. Tomemos como hipo´tesis las precondiciones de la propiedad de
transitividad [NP-s2]:
1. Γ =⇒∗ Ξ · Ω ·Ψ (hipo´tesis).
2. ∆ · Ω · Λ =⇒∗ Φ (hipo´tesis).
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A partir de la lı´nea 1 y de que =⇒∗ es una relacio´n de aridad 2 que es acumula-
tiva en su segunda componente respecto de =⇒, tenemos que:
Γ =⇒∗ Ξ · Ω ·Ψ si y so´lo si ∀˙ρ(〈ρ〉 ⊆¨ Ξ · Ω ·Ψ ⇒˙ (Γ =⇒ ρ)).
En particular, sean Ξ =¨ Ψ =¨ 〈 〉 y 〈ω〉 una subfamilia unitaria cualquiera de Ω,
podemos concluir que Γ =⇒ ω.
Ana´logamente, a partir de la lı´nea 2 y el mencionado cara´cter acumulativo en su
segunda componente de =⇒∗ respecto de =⇒, tenemos que:
∆ · Ω · Λ =⇒∗ Φ si y so´lo si ∀˙ϕ(〈ϕ〉 ⊆¨ Φ ⇒˙ (∆ · Ω · Λ =⇒ ϕ)).
En particular, si 〈ω〉 es cualquier subfamilia unitaria de Ω, podemos concluir que:
∀˙ϕ(〈ϕ〉 ⊆¨ Φ ⇒˙ (∆ · 〈ω〉 · Λ =⇒ ϕ)).
Ahora, por la transitividad [NP-s1] sobre Γ =⇒ ω y ∆ ·〈ω〉·Λ =⇒ ϕ derivamos
∆ · Γ · Λ =⇒ ϕ. Y como ello se cumple independientemente de cua´l sea 〈ϕ〉 ⊆¨ Φ,
se obtiene:
∀˙ϕ(〈ϕ〉 ⊆¨ Φ ⇒˙ (∆ · Γ · Λ =⇒ ϕ)),
lo cual es equivalente a ∆ · Γ · Λ =⇒∗ Φ atendiendo a la definicio´n de =⇒∗ en
funcio´n de =⇒.
Y esto u´ltimo es, justamente, la postcondicio´n de la transitividad [NP-s1]. 
Proposicio´n 79.
La relacio´n de consecuencia lo´gica plural de aridad 2 =⇒∗ que es acumulativa
en su segunda componente satisface la contraccio´n por la derecha en las premi-
sas [NP-s2] si su correspondiente relacio´n de consecuencia lo´gica singular =⇒
satisface la contraccio´n por la derecha [NP-s1].
Demostracio´n. Tomemos como hipo´tesis la precondicio´n de la contraccio´n por la
derecha en las premisas [NP-s2]: Γ ·Ξ ·∆ ·Ξ ·Λ =⇒∗ Φ. A partir de la lı´nea 1 y de
que =⇒∗ es una relacio´n de aridad 2 que es acumulativa en su segunda componente
respecto de =⇒, tenemos que:
Γ · Ξ ·∆ · Ξ · Λ =⇒∗ Φ si y so´lo si ∀˙ϕ(〈ϕ〉 ⊆¨ Φ ⇒˙ (Γ · Ξ ·∆ · Ξ · Λ =⇒ ϕ)).
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Aplicando la contraccio´n por la derecha [NP-s1], lo anterior permite inferir:
∀˙ϕ(〈ϕ〉 ⊆¨ Φ ⇒˙ (Γ · Ξ ·∆ · Λ =⇒ ϕ)).
Y, aplicando otra vez la definicio´n de =⇒∗ en funcio´n de =⇒, esto es equivalente a
Γ · Ξ ·∆ · Λ =⇒∗ Φ.
Y esto u´ltimo es, justamente, la postcondicio´n de la contraccio´n por la derecha
[NP-s1]. 
Abordamos ahora tres resultados ‘recı´procos’, los cuales indican que´ propie-
dades cumple necesariamente la correspondiente relacio´n de consecuencia lo´gica
singular si la relacio´n inferencial plural de aridad 2 que es acumulativa en su segun-
da componente respecto de aque´lla satisface cada una de las propiedades que hemos
considerado ba´sicas para la relacio´n inferencial plural.
Proposicio´n 80.
La relacio´n de consecuencia lo´gica singular =⇒ satisface la reflexividad [NP-s1]
si su relacio´n de consecuencia lo´gica plural de aridad 2 =⇒∗ que es acumulativa
en su segunda componente satisface la reflexividad [NP-s2].
Demostracio´n. La propiedad de reflexividad [NP-s2] establece que:
Γ ·∆ · Λ =⇒∗ ∆ .
En particular, si ∆ =¨ 〈δ〉 se sigue que:
Γ · 〈δ〉 · Λ =⇒∗ 〈δ〉 .
Por ser =⇒∗ una relacio´n de consecuencia lo´gica de aridad 2 que es acumulativa en
su segunda componente respecto de =⇒, se tiene que:
∀˙δ(〈δ〉 ⊆¨ 〈δ〉 ⇒˙ (Γ ·∆ · Λ =⇒ δ)).
Lo cual es equivalente a:
∀˙δ(>˜ ⇒˙ (Γ · 〈δ〉 · Λ =⇒ δ)).
A su vez, dicha expresio´n se puede presentar en formato de regla de la siguiente
manera:
Γ · 〈δ〉 · Λ =⇒ δ .
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Y esto u´ltimo afirma que la relacio´n de consecuencia lo´gica singular =⇒ satisface
la reflexividad [NP-s1]. 
Proposicio´n 81.
La relacio´n de consecuencia lo´gica singular =⇒ satisface la transitividad [NP-s1]
si su relacio´n de consecuencia lo´gica plural de aridad 2 =⇒∗ que es acumulativa
en su segunda componente satisface la transitividad [NP-s2].
Demostracio´n. La propiedad de transitividad [NP-s2] establece que:
Γ =⇒∗ Ξ · Ω ·Ψ; ∆ · Ω · Λ =⇒∗ Φ
∆ · Γ · Λ =⇒∗ Φ .
Si en ella hacemos que en particular sea Ω =¨ 〈ω〉, Φ =¨ 〈ϕ〉 y Ξ =¨ Ψ =¨ 〈 〉,
obtenemos para la relacio´n de consecuencia lo´gica plural:
Γ =⇒∗ 〈ω〉; ∆ · 〈ω〉 · Λ =⇒∗ 〈ϕ〉
∆ · Γ · Λ =⇒∗ 〈ϕ〉 .
Por ser =⇒∗ una relacio´n de consecuencia lo´gica de aridad 2 que es acumulativa
en su segunda componente respecto de =⇒, se tiene que:
1. Γ =⇒∗ 〈ω〉 si y so´lo si ∀˙ω(〈ω〉 ⊆¨ 〈ω〉 ⇒˙ (Γ =⇒ ω)).
2. ∆ · 〈ω〉 · Λ =⇒∗ 〈ϕ〉 si y so´lo si ∀˙ϕ(〈ϕ〉 ⊆¨ 〈ϕ〉 ⇒˙ (∆ · 〈ω〉 · Λ =⇒ ϕ)).
3. ∆ · Γ · Λ =⇒∗ 〈ϕ〉 si y so´lo si ∀˙ϕ(〈ϕ〉 ⊆¨ 〈ϕ〉 ⇒˙ (∆ · Γ · Λ =⇒ ϕ)).
Por tanto, se satisface la siguiente regla de la relacio´n de consecuencia lo´gica
singular:
Γ =⇒ ω; ∆ · 〈ω〉 · Λ =⇒ ϕ
∆ · Γ · Λ =⇒ ϕ .
Y e´sta es, justamente, la propiedad de transitividad [NP-s1]. 
Para el caso de la contraccio´n por la derecha [NP-s2] probaremos previamente
un importante lema:
Lema 82.
Una relacio´n de consecuencia lo´gica plural de aridad 2 =⇒∗ que es acumulativa
en su segunda componente respecto de =⇒ y que satisface la reflexividad [NP-s2]
y la transitividad [NP-s2] tambie´n satisface la contraccio´n por la derecha en las
premisas [NP-s2].
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Demostracio´n. La reflexividad [NP-s2] permite afirmar Ξ ·∆ =⇒∗ Ξ ·∆.
Dado que =⇒∗ es una relacio´n de consecuencia lo´gica de aridad 2 que es acu-
mulativa en su segunda componente respecto de =⇒ se tiene que:
∀˙ϕ(〈ϕ〉 ⊆¨ Ξ ·∆ ⇒˙ (Ξ ·∆ =⇒ ϕ)).
Ahora la expresio´n 〈ϕ〉 la podemos presentar de forma ma´s precisa ası´: {(ε1, ϕ)}.
Con ello queda ma´s claramente de manifiesto que en la expresio´n
∀˙ϕ({(ε1, ϕ)} ⊆¨ Ξ ·∆ ⇒˙ (Ξ ·∆ =⇒ ϕ))
la primera componente de los elementos de las subfamilias no es relevante para la
relacio´n inferencial indicada. Y, teniendo en cuenta que Ξ¯ ∪ ∆¯ = Ξ¯ ∪ ∆¯ ∪ Ξ¯, se
deduce que la siguiente sera´ equivalente a la anterior expresio´n:
∀˙ϕ({(ε1, ϕ)} ⊆¨ Ξ ·∆ · Ξ ⇒˙ (Ξ ·∆ =⇒ ϕ)).
Tomando esto u´ltimo y aplicando de nuevo la definicio´n de =⇒∗ en funcio´n de =⇒,
resulta que Ξ ·∆ =⇒∗ Ξ ·∆ · Ξ.
Por otro lado, sabemos que la precondicio´n de la regla de contraccio´n por la
derecha en las premisas [NP-s2] es Γ · Ξ ·∆ · Ξ · Λ =⇒ Φ.
Aplicando la transitividad [NP-s2] a las dos anteriores expresiones obtenemos
Γ · Ξ ·∆ · Λ =⇒ Φ.
Y e´sta es, justamente, la postcondicio´n de la regla de contraccio´n por la derecha
en las premisas [NP-s2]. 
Esto tendra´ como consecuencia que en el teorema de representacio´n de la deduc-
cio´n plural no sea necesario incluir la condicio´n de que la relacio´n de consecuencia
lo´gica plural de aridad 2 que es acumulativa en su segunda componente satisfaga la
propiedad de contraccio´n por la derecha en las premisas [NP-s2], puesto que aunque
en general es independiente de la reflexividad [NP-s2] y la transitividad [NP-s2], en
el caso particular citado aquella propiedad se sigue de e´stas.
Proposicio´n 83.
La relacio´n de consecuencia lo´gica singular =⇒ satisface la contraccio´n por la
derecha [NP-s1] si su relacio´n de consecuencia lo´gica plural de aridad 2 =⇒∗ que
es acumulativa en su segunda componente satisface la contraccio´n por la derecha
en las premisas [NP-s2].
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Demostracio´n. La regla de contraccio´n por la derecha en las premisas [NP-s2]
establece que:
Γ · Ξ ·∆ · Ξ · Λ =⇒∗ Φ
Γ · Ξ ·∆ · Λ =⇒∗ Φ .
Si en ella hacemos que en particular sea Φ =¨ 〈ϕ〉, obtenemos para la relacio´n de
consecuencia lo´gica plural:
Γ · Ξ ·∆ · Ξ · Λ =⇒∗ 〈ϕ〉
Γ · Ξ ·∆ · Λ =⇒∗ 〈ϕ〉 .
Dado que =⇒∗ es una relacio´n de consecuencia lo´gica de aridad 2 que es acu-
mulativa en su segunda componente respecto de =⇒ se tiene que la precondicio´n
de la regla es equivalente a:
∀˙ϕ(〈ϕ〉 ⊆¨ 〈ϕ〉 ⇒˙ (Γ · Ξ ·∆ · Ξ · Λ =⇒ ϕ)).
Por igual motivo se tiene que la postcondicio´n de la regla es equivalente a:
∀˙ϕ(〈ϕ〉 ⊆¨ 〈ϕ〉 ⇒˙ (Γ · Ξ ·∆ · Λ =⇒ ϕ)).
Por todo ello, se tiene que la regla de contraccio´n por la derecha [NP-s2] permite
obtener la siguiente regla de la relacio´n de consecuencia lo´gica singular:
Γ · Ξ ·∆ · Ξ · Λ =⇒ ϕ
Γ · Ξ ·∆ · Λ =⇒ ϕ .
Y e´sta es, justamente, la regla de contraccio´n por la derecha [NP-s1]. 
De los dos anteriores se infiere de forma inmediata el resultado que presenta
las condiciones suficientes que debe cumplir una relacio´n de consecuencia lo´gica
plural de aridad 2 que es acumulativa en su segunda componente para que la corres-
pondiente relacio´n singular satisfaga la contraccio´n por la derecha [NP-s1]:
Corolario 84.
La relacio´n de consecuencia lo´gica singular =⇒ satisface la contraccio´n por la
derecha [NP-s1] si su relacio´n de consecuencia lo´gica plural de aridad 2 =⇒∗ que
es acumulativa en su segunda componente satisface la reflexividad [NP-s2] y la
transitividad [NP-s2].
Igualmente de los seis anteriores teoremas se infiere la siguiente consecuencia.
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Corolario 85.
Una relacio´n inferencial plural de aridad 2 =⇒∗ que es acumulativa en su segunda
componente es de tipo RT [NP-s2] si y so´lo si su relacio´n de consecuencia lo´gica
singular =⇒ es de tipo RTCd [NP-s1] –ve´ase la figura 5 (3.3)–.
Fig. 5 (3.3): Vı´nculos entre reglas [NP-s1] de una relacio´n inferencial singu-
lar y reglas [NP-s2] de una relacio´n inferencial plural si esta u´ltima es acumu-
lativa en su segunda componente respecto de aque´lla.
Refirie´ndonos nuevamente a las anteriormente presentadas relaciones inferen-
ciales plurales de aridad 2 que son sensibles a los recursos, las dos primeras (la
que modeliza la ‘fabricabilidad’ relativa a los materiales fungibles y la de la lo´gica
lineal) no son acumulativas en su segunda componente respecto de las correspon-
dientes singulares, por lo que no se les puede aplicar el anterior corolario (ası´ pues,
aunque la primera de las relaciones inferenciales plurales indicadas es de tipo RT
[NP-s2], con so´lo esta informacio´n no podemos garantizar que su correspondiente
relacio´n singular sea RTCd [NP-s1]). La tercera relacio´n de consecuencia lo´gica
plural sensible a los recursos antes mencionada (la que modeliza el quorum sensii
sin reutilizacio´n de resultados) sı´ es acumulativa en su segunda componente respec-
to de su correspondientes singular, y dado que la relacio´n plural no es de tipo RT
[NP-s2], podemos garantizar que la relacio´n singular no es de tipo RTCd [NP-s1].
Podemos pensar ahora en la relacio´n inferencial deductiva plural, la cual pode-
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mos definir a partir de la relacio´n inferencial deductiva cla´sica y que, como ya di-
jimos, sera´ fundamental en la modelizacio´n de la abduccio´n ordinaria plural plana
que analizaremos en el quinto capı´tulo. Esta nueva relacio´n inferencial deductiva la
simbolizaremos como “D” (la relacio´n inferencial deductiva cla´sica la seguiremos
simbolizando simplemente como “” o, cuando deseemos sen˜alar esta circunstan-
cia, como “d”).
Definicio´n 86 (Relacio´n inferencial deductiva plural).
La relacio´n inferencial deductiva plural se define a partir de la relacio´n inferencial
deductiva singular de la siguiente manera:
Γ D Ω si y so´lo si ∀˙ω(〈ω〉 ⊆¨ Ω ⇒˙ (Γ d ω)).
Corolario 87.
La relacio´n inferencial deductiva plural es acumulativa en su segunda componente
respecto de la relacio´n inferencial deductiva cla´sica.
Presentamos a continuacio´n un teorema de representacio´n para la relacio´n in-
ferencial deductiva plural, el cual, como en el caso de la respectiva singular, no
requerira´ de la correspondiente versio´n de la propiedad de monotonı´a en las pre-
misas [NP-s2]; pero, adema´s, ahora ni siquiera sera´ necesaria la correspondiente
versio´n de la contraccio´n por la derecha [NP-s2].
Teorema 88 (Teorema de representacio´n de la relacio´n inferencial deductiva plural
[NP-s2]).
Las propiedades de reflexividad [NP-s2] y transitividad [NP-s2] son condiciones
suficientes de la relacio´n de consecuencia deductiva plural para subfamilias de
premisas y subfamilias de conclusiones con un cardinal arbitrario, en el sentido
de que cualquier relacio´n inferencial plural que satisfaga las dos propiedades in-
dicadas se puede representar como si fuese la relacio´n de consecuencia deductiva
plural indicada.
Demostracio´n. Sea =⇒∗ una relacio´n de consecuencia lo´gica plural y sean Γ y Φ
elementos de SUBFAME(FOR(L)).
Hemos establecido definicionalmente el vı´nculo entre una relacio´n inferencial
plural de aridad 2 que es acumulativa en su segunda componente y su correspon-
diente relacio´n inferencial singular del siguiente modo:
Γ =⇒∗ Ω si y so´lo si ∀˙ω(〈ω〉 ⊆¨ Ω ⇒˙ (Γ =⇒ ω)).
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Adema´s, hemos asumido que la relacio´n inferencial deductiva singular venı´a carac-
terizada sema´nticamente por la siguiente formulacio´n relativa a modelos:
Γ =⇒ ω si y so´lo si (
⋂
γ∈Γ¯
Mod(γ)) ⊆Mod(ω).
Y, dado que el conjunto de los modelos que satisfacen todas las fo´rmulas ω ∈ Ω¯
es justamente
⋂
ω∈Ω¯ Mod(ω), tenemos que la relacio´n inferencial deductiva plural
queda caracterizada sema´nticamente como:
Γ =⇒∗ Ω si y so´lo si (
⋂
γ∈Γ¯
Mod(γ)) ⊆ (
⋂
ω∈Ω¯
Mod(ω)).
Si Ψ es un elemento cualquiera de SUBFAME(FOR(L)) y definimos Mod(Ψ¯) =
(
⋂
ψ∈Ψ¯Mod(ψ)), dicha caracterizacio´n sema´ntica queda como sigue:
Γ =⇒∗ Ω si y so´lo si Mod(Γ¯) ⊆Mod(Ω¯).
Y esto u´ltimo es, justamente, lo que debemos probar, siendo =⇒∗ una relacio´n de
consecuencia lo´gica plural que satisface las propiedades de reflexividad [NP-s2] y
transitividad [NP-s2].
Para ello adoptaremos una sema´ntica segu´n la cual los modelos de cada sub-
familia son las subfamilias que siendo tomadas como premisas permiten estable-
cer inferencias correctas en las que justamente las familias de las que se buscan
los modelos son las conclusiones. Es decir, si Ψ es un elemento cualquiera de
SUBFAME(FOR(L)), entonces su conjunto de modelos es:
Mod(Ψ¯) = {Σ / Σ ∈ SUBFAME(FOR(L)) &˙ Σ =⇒∗ Ψ¯}.
Ahora probaremos el anterior si y so´lo si descomponie´ndolo en dos implicaciones
recı´procas:
1. Si Γ =⇒∗ Ω entonces Mod(Γ¯) ⊆Mod(Ω¯):
Por hipo´tesis tenemos que Γ =⇒∗ Ω y analizamos el conjunto Mod(Γ¯). Ca-
ben dos posibilidades:
a) Que sea Mod(Γ¯) = ∅: en ese caso, obviamente, Mod(Γ¯) ⊆Mod(Ω¯).
b) Que sea Mod(Γ¯) 6= ∅: en ese caso elegimos un elemento cualquiera Σ0
de dicho conjunto. Dado que Σ0 es un elemento deMod(Γ¯), se tiene por
la definicio´n de este conjunto que Σ0 =⇒∗ Γ y, dado que la relacio´n de
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consecuencia =⇒∗ satisface la propiedad de transitividad [NP-s2] y que
por hipo´tesis Γ =⇒∗ Ω, se tiene que Σ0 =⇒∗ Ω. Ası´ pues, a tenor de la
definicio´n de Mod(Ω¯), se concluye que Σ0 ∈ Mod(Ω¯). Y como Σ0 era
un elemento cualquiera de Mod(Γ¯), se infiere que Mod(Γ¯) ⊆Mod(Ω¯).
2. Si Mod(Γ¯) ⊆Mod(Ω¯) entonces Γ =⇒∗ Ω:
Ahora nuestra hipo´tesis es que Mod(Γ¯) ⊆Mod(Ω¯). Por la reflexividad [NP-
s2] de la relacio´n de consecuencia =⇒∗ tenemos que Γ =⇒∗ Γ, por lo tanto
Γ ∈ Mod(Γ¯). Adema´s, como por hipo´tesis se tiene Mod(Γ¯) ⊆ Mod(Ω¯), se
infiere que Γ ∈Mod(Ω¯). Y ahora, por la definicio´n de Mod(Ω¯), se concluye
que Γ =⇒∗ Ω.

Es importante tambie´n que reflexionemos un poco sobre la regla de transitividad
[NP-s2], de la cual podrı´amos haber presentado otras dos versiones alternativas,
cuyos ro´tulos respectivos se indican a continuacio´n de cada una de ellas:
1.
Γ =⇒∗ Ω; ∆ · Ω · Λ =⇒∗ Φ
∆ · Γ · Λ =⇒∗ Φ (transitividad [NP-s2b]).
2.
Γ =⇒∗ Ω; Ω =⇒∗ Φ
∆ · Γ · Λ =⇒∗ Φ (transitividad [NP-s2c]).
Proposicio´n 89.
En relacio´n a las distintas alternativas para la regla de transitividad tenemos la
siguiente situacio´n –ve´ase la figura 6 (3.3)–:
1. La transitividad [NP-s2] permite derivar la transitividad [NP-s2b].
2. La transitividad [NP-s2b] conjuntamente con la reflexividad [NP-s2] permite
derivar la transitividad [NP-s2].
3. La transitividad [NP-s2b] permite derivar la transitividad [NP-s2c].
4. No es posible derivar de manera directa la transitividad [NP-s2b] median-
te la transitividad [NP-s2c], la reflexividad [NP-s2] y la contraccio´n por la
derecha [NP-s2].
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Fig. 6 (3.3): Vı´nculos entre reglas [NP-s2], [NP-s2b] y [NP-s2c].
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Demostracio´n.
1. Obviamente [NP-s2b] representa una clase de casos particulares de [NP-s2]:
aque´llos en los que Ξ=¨Ψ=¨〈 〉.
2. La derivacio´n de la transitividad [NP-s2] mediante la transitividad [NP-s2b]
y la reflexividad [NP-s2] es casi inmediata:
a) Γ =⇒∗ Ξ · Ω ·Ψ (hipo´tesis).
b) ∆ · Ω · Λ =⇒∗ Φ (hipo´tesis).
c) Ξ · Ω ·Ψ =⇒∗ Ω (por reflexividad [NP-s2], incondicionalmente).
d) Γ =⇒∗ Ω (por transitividad [NP-s2b] sobre a y c).
e) ∆ · Γ · Λ =⇒∗ Φ (por transitividad [NP-s2b] sobre d y b).
Y esto u´ltimo es la conclusio´n de la transitividad [NP-s2].
3. Obviamente [NP-s2c] representa una clase de casos particulares de [NP-s2b]:
aque´llos en los que ∆=¨Λ=¨〈 〉.
4. Es sencillo probar que la transitividad [NP-s2c] junto con la reflexividad [NP-
s2] y la contraccio´n por la derecha en las premisas [NP-s2] no permiten deri-
var de manera directa la transitividad [NP-s2]. La prueba es una reduccio´n al
absurdo desde el supuesto de que sı´ existe la mencionada derivacio´n directa.
E´sta partirı´a de las precondiciones de la u´ltima regla mencionada (Γ =⇒∗ Ω
y ∆ ·Ω ·Λ =⇒∗ Φ) y terminarı´a cuando se alcanzase por primera vez su post-
condicio´n (∆ · Γ ·Λ =⇒ Φ) mediante el uso de las otras reglas mencionadas.
Ahora bien, observando la reflexividad [NP-s2] y la contraccio´n por la de-
recha [NP-s2], vemos que ninguna de ellas pudo ser la que permitio´ conse-
guir por primera vez una condicio´n con la ocurrencia de ∆, Γ y Λ so´lo en
el miembro izquierdo y de Φ so´lo en el miembro derecho: la reflexividad
[NP-s2] obliga a que Φ ocurra en el miembro izquierdo de la condicio´n si
queremos que ocurra tambie´n en el derecho; por su parte, la contraccio´n por
la derecha [NP-s2] so´lo permite eliminar subfamilias en el miembro izquier-
do de la postcondicio´n, por lo que deberı´a haberse obtenido previamente otra
condicio´n que ya satisfarı´a los requisitos mencionados. Ası´ pues, so´lo resta
analizar si ello habrı´a sido posible mediante la propia regla de transitividad
[NP-s2c]: e´sta so´lo habrı´a permitido obtener una condicio´n como la citada si
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hubie´semos tenido una precondicio´n con ∆, Γ y Λ so´lo en el miembro iz-
quierdo y de Ω so´lo en el miembro derecho. Pero nuevamente una condicio´n
tal no se podrı´a haber obtenido por primera vez ni por la reflexividad [NP-s2]
ni por la contraccio´n por la derecha [NP-s2] y asumir que lo hubiese sido por
la transitividad [NP-s2c] nos introducirı´a en un bucle sin fin. Ası´ pues, he-
mos de rechazar por contradictoria la posibilidad de que exista la mencionada
derivacio´n directa.

Es importante sen˜alar que con estas versiones alternativas de la transitividad
se podrı´a probar el teorema de representacio´n de la relacio´n inferencial deductiva
plural, resultando llamativa la situacio´n en el caso de la segunda, dado que a partir
de ella no se puede derivar de manera directa la transitividad [NP-s2] ni siquiera
en conjuncio´n con las otras propiedades ba´sicas [NP-s2]. En lo sorprendente de la
situacio´n abunda el hecho de que con la transitividad [NP-s2c] no se podrı´a haber
derivado de manera directa la propiedad de monotonı´a en las premisas [NP-s2] ni
otras que se han obtenido con el uso de esta u´ltima. Lo que explica la anterior
situacio´n es el hecho de que en el citado teorema de representacio´n se exige que la
relacio´n inferencial plural sea acumulativa en su segunda componente respecto de
la correspondiente relacio´n inferencial singular y que satisfaga la reflexividad [NP-
s2], y en ese ‘marco’ ocurre que las tres versiones de la transitividad convergen.
Veamos co´mo se justifica la versio´n [NP-s2b] a partir de la [NP-s2c] bajo dichos
supuestos:
Proposicio´n 90.
Una relacio´n de consecuencia lo´gica plural de aridad 2 =⇒∗ que es acumulativa
en su segunda componente respecto de =⇒ y que satisface la reflexividad [NP-s2]
y la transitividad [NP-s2c] tambie´n satisface la transitividad [NP-s2b].
Demostracio´n. Tomamos como hipo´tesis las precondiciones de la transitividad
[NP-s2b]:
1. Γ =⇒∗ Ω.
2. ∆ · Ω · Λ =⇒∗ Φ.
La reflexividad [NP-s2] nos permite afirmar incondicionalmente:
3. ∆ · Γ · Λ =⇒∗ Γ.
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4. ∆ · Γ · Λ =⇒∗ ∆.
5. ∆ · Γ · Λ =⇒∗ Λ.
Y aplicando la transitividad [NP-s2c] sobre 3 y 1 obtenemos:
6. ∆ · Γ · Λ =⇒∗ Ω.
=⇒∗ es una relacio´n de consecuencia lo´gica de aridad 2 que es acumulativa en
su segunda componente con respecto a =⇒, por lo que a partir de las anteriores
lı´neas 4, 5 y 6 se tiene, respectivamente:
7. ∀˙ϕ(〈ϕ〉 ⊆¨ ∆ ⇒˙ (∆ · Γ · Λ =⇒ ϕ)).
8. ∀˙ϕ(〈ϕ〉 ⊆¨ Λ ⇒˙ (∆ · Γ · Λ =⇒ ϕ)).
9. ∀˙ϕ(〈ϕ〉 ⊆¨ Ω ⇒˙ (∆ · Γ · Λ =⇒ ϕ)).
Por propiedades ba´sicas del cuantificador universal metalingu¨ı´stico inferimos:
10. ∀˙ϕ((〈ϕ〉 ⊆¨∆ ⇒˙ (∆·Γ·Λ =⇒ ϕ)) &˙ (〈ϕ〉 ⊆¨Ω ⇒˙ (∆·Γ·Λ =⇒ ϕ)) &˙ (〈ϕ〉 ⊆¨Λ ⇒˙
(∆ · Γ · Λ =⇒ ϕ))).
11. ∀˙ϕ(((〈ϕ〉 ⊆¨ ∆) O˙ (〈ϕ〉 ⊆¨ Ω) O˙ (〈ϕ〉 ⊆¨ Λ)) ⇒˙ (∆ · Γ · Λ =⇒ ϕ)).
Ahora bien, por propiedades elementales de las subfamilias tenemos:
12. 〈ϕ〉 ⊆¨ ∆ · Ω · Λ ⇔˙ (〈ϕ〉 ⊆¨ ∆) O˙ (〈ϕ〉 ⊆¨ Ω) O˙ (〈ϕ〉 ⊆¨ Λ).
Por tanto, podemos inferir:
13. ∀˙ϕ(〈ϕ〉 ⊆¨ ∆ · Ω · Λ ⇒˙ (∆ · Γ · Λ =⇒ ϕ)).
Y, nuevamente por la mencionada propiedad de acumulatividad, se sigue: 14.
∆ · Γ · Λ =⇒∗ ∆ · Ω · Λ.
Ahora, aplicando la transitividad [NP-s2c] sobre 14 y 2, obtenemos:
15. ∆ · Γ · Λ =⇒∗ Φ.
Y e´sta es justamente la postcondicio´n de la transitividad [NP-s2]. 
Proposicio´n 91.
Una relacio´n de consecuencia lo´gica que satisfaga transitividad [NP-s2c] y mo-
notonı´a homoge´nea en las premisas y las conclusiones [NP-s2], necesariamente
satisface la transitividad [NP-s2b].
Demostracio´n. Partimos de las precondiciones de la propiedad que se quiere probar
y a continuacio´n anotamos el resultado de aplicar la propiedad estructural que en
cada lı´nea se indica entre pare´ntesis:
1. Γ =⇒∗ Ω (hipo´tesis)
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2. ∆ · Ω · Λ =⇒∗ Φ (hipo´tesis)
3. Γ·Λ =⇒∗ Ω·Λ (por monotonı´a homoge´nea en las premisas y las conclusiones
[NP-s2] sobre 1)
4. ∆ · Γ · Λ =⇒∗ ∆ · Ω · Λ (por monotonı´a homoge´nea en las premisas y las
conclusiones [NP-s2] sobre 3)
5. ∆ · Γ · Λ =⇒∗ Φ (por transitividad [NP-s2c] sobre 4 y 2)
Y esto u´ltimo coincide con la postcondicio´n de la propiedad de transitividad [NP-
s2b].

Ahora presentamos nuevas definiciones incorporando estas u´ltimas propiedades
estructurales:
Definicio´n 92 (Relacio´n inferencial de tipo RTbCd [NP-s2b]).
Dada una relacio´n de consecuencia lo´gica =⇒∗, diremos que es de tipo RTbCd
[NP-s2b] si y so´lo si satisface las siguientes propiedades estructurales:
1. Reflexividad [NP-s2].
2. Transitividad [NP-s2b].
3. Contraccio´n por la derecha en las premisas [NP-s2].
Al conjunto de estas tres propiedades estructurales, consideradas ba´sicas, lo desig-
namos PB[NP-s2b]. Al conjunto de todas las reglas derivadas a partir de las anteriores
lo denominamos P[NP-s2b].
Definicio´n 93 (Relacio´n inferencial de tipo RMsTcCd [NP-s2c]).
Dada una relacio´n de consecuencia lo´gica =⇒∗, diremos que es de tipo RMsTcCd
[NP-s2c] si y so´lo si satisface las siguientes propiedades estructurales:
1. Reflexividad [NP-s2].
2. Monotonı´a homoge´nea en las premisas y las conclusiones [NP-s2].
3. Transitividad [NP-s2c].
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4. Contraccio´n por la derecha en las premisas [NP-s2].
Al conjunto de estas cuatro propiedades estructurales, consideradas ba´sicas, lo
designamos PB[NP-s2c]. Al conjunto de todas las reglas derivadas a partir de las
anteriores lo denominamos P[NP-s2c].
A la luz de todos los resultados presentados podemos establecer a modo de
resumen:
Proposicio´n 94.
Dada una relacio´n de consecuencia lo´gica =⇒∗:
1. Es RTCd [NP-s2] si y so´lo si es RTbCd [NP-s2b].
2. Es RTbCd [NP-s2b] si y so´lo si es RMsTcCd [NP-s2c].
3. Los tres siguientes conjuntos de reglas tienen la misma capacidad de deriva-
cio´n: PB[NP-s2], P
B
[NP-s2b] y P
B
[NP-s2c].
Veamos ahora una consecuencia del u´ltimo teorema de representacio´n:
Corolario 95.
La relacio´n inferencial deductiva plural es de tipo RTCd [NP-s2].
Para terminar esta seccio´n, particularizaremos las reglas [NP-s2] al caso de la
deduccio´n plural. Al ser e´sta de tipo RTCd [NP-s2] se tiene que tambie´n satisface
las dos propiedades de contraccio´n en las premisas y las conclusiones [NP-s2] y
las dos propiedades de permutacio´n en las premisas y las conclusiones [NP-s2].
Adema´s, segu´n ya vimos, la deduccio´n cla´sica es de tipo RTCd [NP-s1]. Por ello,
podrı´amos representar la condicio´n necesaria y suficiente que liga ambos tipos de
relaciones inferenciales mediante conjuntos de fo´rmulas:
Corolario 96.
Γ¯ D Ω¯ si y so´lo si ∀˙ω(ω ∈ Ω¯ ⇒˙ Γ¯ d ω).
No explicitamos aquı´ su demostracio´n dado que e´sta no es ma´s que la invocacio´n
de la definicio´n de la relacio´n inferencial deductiva plural a partir de la correspon-
diente singular junto con las mencionadas propiedades estructurales de ambas.
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Con esta opcio´n notacional, las reglas estructurales ma´s interesantes que satis-
face la relacio´n inferencial deductiva plural son:
V.1- Reflexividad [NP:D]47:
Γ¯ ∪ ∆¯ D Γ¯
.
V.2- Monotonı´a en las premisas [NP:D]:
Γ¯ D Ω¯
Γ¯ ∪ ∆¯ D Ω¯
.
V.3- Monotonı´a cauta en las conclusiones [NP:D]48:
Γ¯ D Ω¯ ∪ Λ¯; Γ¯ D ∆¯ ∪ Ξ¯
Γ¯ D Ω¯ ∪ ∆¯
.
V.4- Monotonı´a homoge´nea en las premisas y las conclusiones [NP:D]:
Γ¯ D Ω¯
Γ¯ ∪ ∆¯ D Ω¯ ∪ ∆¯
.
47 Su nombre es ma´s ilustrativo de una clase de casos particulares de la anterior regla que ocurren
cuando ∆¯ = ∅:
Γ¯ D Γ¯
.
48 Su nombre es ma´s ilustrativo de una clase de casos particulares de la anterior regla que ocurren
cuando Λ¯ = Ξ¯ = ∅:
Γ¯ D Ω¯; Γ¯ D ∆¯
Γ¯ D Ω¯ ∪ ∆¯
.
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V.5- Transitividad [NP:D]49:
Γ¯ D Ω¯ ∪ Ξ¯; Ω¯ ∪ ∆¯ D Φ¯
Γ¯ ∪ ∆¯ D Φ¯
.
V.6- Corte en las premisas [NP:D]:
Γ¯ ∪ ∆¯ D Ω¯; Γ¯ D ∆¯
Γ¯ D Ω¯
.
V.7- Corte directo en las conclusiones [NP:D]:
Γ¯ D Ω¯ ∪ ∆¯
Γ¯ D Ω¯
.
No lo hacemos aquı´, pero se puede probar que cada una de estas reglas satisface
la caracterizacio´n en te´rminos de modelos que se ha dado de la relacio´n inferencial
deductiva plural.
49 Su nombre es ma´s ilustrativo de una clase de casos particulares de la anterior regla que ocurren
cuando Ξ¯ = ∆¯ = ∅:
Γ¯ D Ω¯; Ω¯ D Φ¯
Γ¯ D Φ¯
.
Capı´tulo 4
Ana´lisis estructural de la abduccio´n
ordinaria cla´sica
Como anunciamos al comienzo del capı´tulo anterior, el objetivo de esta segun-
da parte de esta memoria de investigacio´n es realizar el ana´lisis estructural de la
relacio´n inferencial abductiva ordinaria cuando ella esta´ mediada por la relacio´n de
consecuencia deductiva. Dicho estudio presenta algunas dificultades importantes, a
lo cual se suma el hecho de que las propiedades estructurales son diferentes si nos
referimos a la relacio´n inferencial abductiva ordinaria plana o a las distintas rela-
ciones inferenciales abductivas ordinarias cualificadas (es decir, dependera´ de las
condiciones adicionales que se exijan); en este trabajo nos interesaremos especial-
mente por la primera de las indicadas, por cuanto las dema´s se apoyan en ella.
Es una´nime que la abduccio´n ordinaria da lugar a un tipo de lo´gica subestructu-
ral, pero justificar esto de modo preciso y riguroso no es fa´cil en todos sus puntos
(de hecho, en la mayorı´a de tratamientos intuitivos se sortean las mencionadas di-
ficultades haciendo algu´n que otro cambio a conveniencia en la presentacio´n de las
reglas). Veamos de modo intuitivo algunos de los motivos para incluir a la rela-
cio´n inferencial abductiva ordinaria entre las llamadas relaciones de consecuencia
subestructurales:
1. La no satisfaccio´n de la reflexividad para las fo´rmulas de la teorı´a-base es
bastante obvia, dado que una fo´rmula que ya se encontraba en aque´lla no
puede ser la solucio´n abductiva ordinaria de un problema abductivo (te´ngase
en cuenta que la relacio´n de consecuencia deductiva satisface las dos formas
de la propiedad de contraccio´n y, por tanto, la agregacio´n de cualquier fo´rmula
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que ya perteneciese a dicha teorı´a-base dejarı´a una situacio´n ide´ntica a la
inicial).
2. Que no satisface la propiedad de monotonı´a con respecto a posibles expansio-
nes de la teorı´a-base tambie´n resulta fa´cil de acreditar, puesto que si an˜adimos
a aque´lla una solucio´n abductiva ordinaria, obviamente el problema abducti-
vo inicial queda disuelto: la consideracio´n de que una fo´rmula es el objeto
de un problema abductivo depende en particular de cua´l sea la teorı´a-base y,
por tanto, dicha consideracio´n debe ser revisada si varı´a e´sta. La necesidad de
retractar la conclusio´n1 tras la expansio´n de la teorı´a-base queda claramente
de manifiesto en algunas modalidades de la abduccio´n ordinaria cualificada.
Supongamos que en lugar de abduccio´n ordinaria plana se exigiese tambie´n
que la solucio´n abductiva fuese fuerte compatible; si una solucio´n abductiva
ordinaria para cierto problema abductivo inicial es cierta fo´rmula y se piensa
en un nuevo problema abductivo, igual al anterior salvo que a la teorı´a-base se
le an˜ade la negacio´n de la anterior solucio´n abductiva ordinaria, obviamente
la solucio´n previa no puede seguir sie´ndolo, so pena de incurrir en inconsis-
tencia.
3. Para mostrar que tampoco se puede garantizar la transitividad habitualmen-
te se usan versiones de las propiedades estructurales que son adaptaciones ad
hoc, puesto que la presentacio´n general de las reglas no se ajusta conveniente-
mente al formato de la relacio´n inferencial abductiva ordinaria. Analizaremos
tres diferentes adaptaciones que se encuentran con cierta frecuencia en la li-
teratura sobre la cuestio´n (en esos casos ao ⊆ ℘(FOR(L)) × FOR(L), Θ¯
sera´ un subconjunto del conjunto no vacı´o FOR(L) y pi, σ y σ′ sera´n elemen-
tos de FOR(L)):
a) Versio´n 1:
(Θ¯, pi) ao σ; (Θ¯, σ) ao σ′
(Θ¯, pi) ao σ′
.
En la abduccio´n ordinaria plana esta regla sı´ se cumple siempre que la
relacio´n de consecuencia deductiva por la que esta´ mediada satisfaga
1 El cara´cter revisable de la inferencia abductiva ordinaria ha hecho que, a menudo, en el a´rea de
la Inteligencia Artificial se la haya vinculado al argumento por defecto (tambie´n llamado de sentido
comu´n).
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la propiedad transitiva: esto queda de manifiesto si en la regla anterior
sustituimos los enunciados inferenciales abductivos ordinarios por los
correspondientes enunciados inferenciales equivalentes:
Θ¯ 1d pi; Θ¯ ∪ {σ} d pi; Θ¯ 1d σ; Θ¯ ∪ {σ′} d σ
Θ¯ 1d pi; Θ¯ ∪ {σ′} d pi
.
Esta propiedad tambie´n se mantiene (siempre que la relacio´n inferencial
deductiva por la que esta´ mediada satisfaga la propiedad mencionada)
en el caso de la abduccio´n ordinaria a cuya solucio´n se le exige que sea
compatible, tanto si lo es en sentido fuerte
Θ¯ 1d pi; Θ¯ ∪ {σ} d pi; Θ¯ ∪ {σ} 1d ⊥;
Θ¯ 1d σ; Θ¯ ∪ {σ′} d σ; Θ¯ ∪ {σ′} 1d ⊥
Θ¯ 1d pi; Θ¯ ∪ {σ′} d pi; Θ¯ ∪ {σ′} 1d ⊥
o de´bil
Θ¯ 1d pi; Θ¯ ∪ {σ} d pi; ∃˙ϕ(Θ¯ ∪ {σ} 1d ϕ);
Θ¯ 1d σ; Θ¯ ∪ {σ′} d σ; ∃˙ϕ( Θ¯ ∪ {σ′} 1d ϕ)
Θ¯ 1d pi; Θ¯ ∪ {σ′} d pi; ∃˙ϕ(Θ¯ ∪ {σ′} 1d ϕ)
.
Sin embargo, en la abduccio´n ordinaria a cuya solucio´n se le exige que
sea explicativa
Θ¯ 1d pi; Θ¯ ∪ {σ} d pi; {σ} 1d pi;
Θ¯ 1d σ; Θ¯ ∪ {σ′} d σ; {σ′} 1d σ
Θ¯ 1d pi; Θ¯ ∪ {σ′} d pi; {σ′} 1d pi
,
dicha propiedad no se mantiene en general, como muestra el siguiente
contraejemplo: Θ¯ = {p, r}, pi = r → q, σ = p → q, σ′ = r → q
y d la relacio´n inferencial, dada sema´nticamente o sinta´cticamente,
de la lo´gica proposicional cla´sica (este ejemplo incumple la condicio´n
{σ′} 1d pi).
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b) Versio´n 2:
(Θ¯, pi) ao σ; (Θ¯′, σ) ao σ′
(Θ¯ ∪ Θ¯′, pi) ao σ′
.
Esta propiedad no se mantiene en general para la abduccio´n ordina-
ria plana, como muestra el siguiente contraejemplo: Θ¯ = {p}, Θ¯′ =
{q}, pi = q, σ = p∧q, σ′ = p y d la relacio´n inferencial, dada sema´nti-
camente o sinta´cticamente, de la lo´gica proposicional cla´sica (si en la
regla anterior sustituimos los enunciados inferenciales abductivos ordi-
narios por sus correspondientes requisitos deductivos obtenemos:
Θ¯ 1d pi; Θ¯ ∪ {σ} d pi; Θ¯′ 1d σ; Θ¯′ ∪ {σ′} d σ
Θ¯ ∪ Θ¯′ 1d pi; Θ¯ ∪ Θ¯′ ∪ {σ′} d pi
,
y es evidente que en el ejemplo indicado se incumple la condicio´n Θ¯ ∪
Θ¯′ 1d pi). En este ejemplo las soluciones abductivas presentadas ge-
neran una teorı´a-base expandida que es consistente en sentido fuerte y
en sentido de´bil, por lo que el mismo ejemplo vale para probar que la
regla no se sostiene en la abduccio´n ordinaria con solucio´n de´bilmente
compatible y fuertemente compatible. Sin embargo, no todas las solu-
ciones abductivas que aparecen en las precondiciones de la regla son
explicativas (concretamente σ = p ∧ q no lo es para pi = p), pero en
el siguiente sı´ ocurre tal cosa, lo cual muestra que tampoco se sostiene
dicha propiedad en este tipo de abduccio´n ordinaria: Θ¯ = {p→ q, q →
r}, Θ¯′ = {q}, pi = r, σ = p, σ′ = q → p, siendo igualmente d la re-
lacio´n inferencial, dada sema´nticamente o sinta´cticamente, de la lo´gica
proposicional cla´sica.
c) Versio´n 3:
(Θ¯, pi) ao σ; ({σ}, pi′) ao σ′
(Θ¯ ∪ {pi}, pi′) ao σ′
.
Esta propiedad no se mantiene en general para la abduccio´n ordinaria
plana, ni para la abduccio´n ordinaria a cuya solucio´n se le exige que sea
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compatible –tanto si lo es en sentido fuerte o de´bil–, ni tampoco para
la abduccio´n ordinaria a cuya solucio´n se le exige que sea explicativa,
como muestra el siguiente contraejemplo: Θ¯ = {p → q, q → r}, pi =
r, σ = p, pi′ = r, σ′ = p → r, siendo d otra vez la relacio´n inferen-
cial, dada sema´nticamente o sinta´cticamente, de la lo´gica proposicional
cla´sica.
4. Para justificar que se satisfacen las propiedades de permutacio´n y contraccio´n
en las premisas basta tener en cuenta que la teorı´a-base es un conjunto de
fo´rmulas, por lo que la consideracio´n de que cierta fo´rmula es el objeto de un
problema abductivo o de que cierta otra es una solucio´n abductiva ordinaria
no se ve alterada por la adicio´n o supresio´n de fo´rmulas repetidas en la teorı´a-
base ni por el orden relativo de dichas fo´rmulas en esta u´ltima.
En los textos ya citados de Atocha Aliseda ([AL97], [AL03] y [AL06]) aparece
un importante resultado en relacio´n a lo que ella llama abduccio´n consistente (pero
que no coincide con lo que nosotros llamamos de modo similar, por cuanto falta el
requisito del fracaso inferencial en la relacio´n de consecuencia lo´gica mediadora).
Se trata de un teorema de representacio´n mediante el cual caracteriza la relacio´n
inferencial abductiva ordinaria citada mediante tres reglas estructurales.
Sean Xi (para 1 ≤ i ≤ m; i,m ∈ N, siendo m constante), Aj (para 1 ≤ j ≤
n; j, n ∈ N, siendo n constante) y B elementos cualesquiera del conjunto no vacı´o
FOR(L), las mencionadas reglas son:
VI.1- Reflexividad condicionada [At-c2]:
dX1, ..., Xme =⇒cf B
dX1, ..., Xme =⇒cf Xi .
VI.2- Corte simulta´neo [At-c2]:
(dX1, ..., Xme =⇒cf A1); ...; (dX1, ..., Xme =⇒cf An); (dA1, ..., Ane =⇒cf B)
dX1, ..., Xme =⇒cf B .
VI.3- Conclusio´n consistente [At-c2]:
(dX1, ..., Xme =⇒cf A1); ...; (dX1, ..., Xme =⇒cf An)
dA1, ..., Ane =⇒cf Aj .
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Teorema 97 (Teorema de representacio´n de la ‘abduccio´n consistente’ (Aliseda)).
La reflexividad condicionada [At-c2], la propiedad de corte simulta´neo [At-c2] y
la conclusio´n consistente [At-c2] son condiciones suficientes de la relacio´n de con-
secuencia abductiva ordinaria para cadenas finitas de premisas, en el sentido de
que cualquier relacio´n inferencial con dicha cantidad de premisas que satisfaga las
tres propiedades mencionadas se puede representar como si fuese la relacio´n de
consecuencia abductiva ordinaria indicada.
Demostracio´n. Expondremos a continuacio´n una prueba que, en sus lı´neas princi-
pales, coincide con la que presenta Atocha Aliseda en [AL97], [AL03] y [AL06],
aunque aquı´ explicitaremos bastantes detalles de la misma, de modo que con ello
resultara´n ma´s claras las semejanzas y diferencias que existen con otros resultados
de igual naturaleza que veremos ma´s adelante en esta seccio´n y en las que le siguen.
Sea =⇒cf una relacio´n de consecuencia lo´gica cuyas premisas forman una
cadena finita (X ∈ CADF (FOR(L))) y cuya conclusio´n es una sola fo´rmula
(B ∈ FOR(L)).
Siendo X la teorı´a-base, B el objeto del problema abductivo y C la solucio´n
abductiva ordinaria, se cumple X  dCe  B. Establecemos que X ′ = X  dCe.
Asumimos que la relacio´n inferencial deductiva cla´sica esta´ caracterizada sema´nti-
camente por la siguiente propiedad relativa a modelos:
X ′  B si y so´lo si (
⋂
A∈X¯′
Mod(A)) ⊆Mod(B).
La consistencia de la cadena finita de fo´rmulas X ′ se traduce sema´nticamente
en que tiene algu´n modelo:
X ′ es consistente si y so´lo si (
⋂
A∈X¯′
Mod(A)) 6= ∅.
Y, por propiedades de la Teorı´a de Conjuntos, sabemos que M 6= ∅ si y so´lo si
∅ (M .
Ası´ pues, debemos probar que:
X ′ =⇒cf B si y so´lo si ∅ ( (
⋂
A∈X¯′
Mod(A)) ⊆Mod(B),
siendo =⇒cf una relacio´n de consecuencia lo´gica que satisface las propiedades de
reflexividad condicionada [At-c2], corte simulta´neo [At-c2] y conclusio´n consisten-
te [At-c2].
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Para ello adoptamos una sema´ntica segu´n la cual los modelos de cada fo´rmula
son las cadenas finitas de fo´rmulas con las cuales se pueden establecer enunciados
inferenciales correctos tales que las premisas vengan dadas por una de esas cadenas
y la conclusio´n por la mencionada fo´rmula. Es decir, siendo Y una cadena finita
cualquiera de fo´rmulas, para cada fo´rmula D ∈ Y¯ su conjunto de modelos es:
Mod(D) = {Z / Z ∈ CADF (FOR(L)) &˙ Z =⇒cf D}.
Probaremos el anterior si y so´lo si descomponie´ndolo en dos implicaciones
recı´procas:
1. Si X ′ =⇒cf B entonces ∅ ( (
⋂
A∈X¯′Mod(A)) ⊆Mod(B):
Por hipo´tesis tenemos X ′ =⇒cf B y analizaremos el conjunto de modelos⋂
A∈X¯′Mod(A). E´ste no puede ser vacı´o, puesto que de la hipo´tesisX
′ =⇒cf
B podemos inferir, por la regla de reflexividad condicionada [At-c2],X ′ =⇒cf
A para cualquier A ∈ X¯ ′ y, por lo tanto, X ′ ∈ ⋂A∈X¯′Mod(A). Por otro lado,
dado que dicho conjunto no es vacı´o, podemos elegir un elemento cualquiera
(Z0) de dicho conjunto (por tanto, Z0 es una cadena finita de fo´rmulas). Aho-
ra, puesto que Z0 es un elemento de Mod(A) para cada A ∈ X¯ ′, tenemos
Z0 =⇒cf A; y por satisfacer la relacio´n de consecuencia =⇒cf la propie-
dad de corte simulta´neo [At-c2], junto con la hipo´tesis X ′ =⇒cf B, tenemos
Z0 =⇒cf B, de donde Z0 ∈Mod(B). Y como Z0 era un elemento cualquiera
de
⋂
A∈X¯′Mod(A), se infiere que (
⋂
A∈X¯′Mod(A)) ⊆Mod(B).
2. Si ∅ ( (
⋂
A∈X¯′Mod(A)) ⊆Mod(B) entonces X ′ =⇒cf B:
En esta segunda parte nuestra hipo´tesis es∅ ( (
⋂
A∈X¯′Mod(A)) ⊆Mod(B).
Por ser
⋂
A∈X¯′Mod(A) un conjunto no vacı´o, podemos elegir un elemento
cualquiera (Z0) de dicho conjunto. Ahora, puesto que Z0 es un elemento de
Mod(A) para cada A ∈ X¯ ′, tenemos Z0 =⇒cf A; y por satisfacer la relacio´n
de consecuencia =⇒cf la propiedad de conclusio´n consistente [At-c2], tene-
mos X ′ =⇒cf A para cada A ∈ X¯ ′. Por tanto, X ′ ∈
⋂
A∈X¯′Mod(A); y dado
que, por hipo´tesis, (
⋂
A∈X¯′Mod(A)) ⊆ Mod(B), se infiere X ′ ∈ Mod(B);
ası´ pues, por definicio´n de Mod(B), tenemos X ′ =⇒cf B.

220 Capı´tulo 4. Ana´lisis estructural de la abduccio´n ordinaria cla´sica
Definicio´n 98 (Relacio´n inferencial de tipo RcCsCc [At-c2]).
Dada una relacio´n de consecuencia lo´gica =⇒cf , diremos que es de tipo RcCsCc
[At-c2] si y so´lo si satisface las siguientes propiedades estructurales:
1. Reflexividad condicionada [At-c2].
2. Corte simulta´neo [At-c2].
3. Conclusio´n consistente [At-c2].
Al conjunto de estas tres propiedades estructurales, consideradas ba´sicas, lo desig-
namos PB[At-c2]. Al conjunto de todas las reglas derivadas a partir de las anteriores
lo denominamos P[At-c2].
Podemos pensar en que reglas ana´logas a las [At-c2], pero en las que las le-
tras que antes representaban subfamilias de fo´rmulas ahora representarı´an cadenas
finitas de fo´rmulas: las llamamos reglas [‘At’-s2].
Definicio´n 99 (Relacio´n inferencial de tipo RcCsCc [‘At’-s2]).
Dada una relacio´n de consecuencia lo´gica =⇒, diremos que es de tipo RcCsCc
[‘At’-s2] si y so´lo si satisface las siguientes propiedades estructurales:
1. Reflexividad condicionada [‘At’-s2].
2. Corte simulta´neo [‘At’-s2].
3. Conclusio´n consistente [‘At’-s2].
Al conjunto de estas tres propiedades estructurales, consideradas ba´sicas, lo desig-
namos PB[‘At’-s2]. Al conjunto de todas las reglas derivadas a partir de las anteriores
lo denominamos P[‘At’-s2].
Algo que resulta muy sencillo de probar es que estas reglas [At-c2] tienen una
capacidad de derivacio´n estrictamente menor que las tres reglas ba´sicas [NP-c1]
–ve´ase la figura 1 (4.0)–:
Proposicio´n 100.
Dada una relacio´n inferencial singular =⇒cf cuyas premisas forman una cadena
finita, se tiene que:
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1. Las tres reglas ba´sicas [NP-c1] permiten derivar las tres reglas [At-c2] antes
indicadas.
2. Las tres reglas [At-c2] citadas permiten derivar la contraccio´n por la derecha
[NP-c1].
3. Mediante las tres reglas [At-c2] no se pueden derivar de manera directa la
reflexividad [NP-c1] ni la transitividad [NP-c1].
Demostracio´n. Sea Xi (para 1 ≤ i ≤ m; i,m ∈ N, siendo m constante), Yj (para
1 ≤ j ≤ p; j, p ∈ N, siendo p constante), Zk (para 1 ≤ k ≤ q; k, q ∈ N, siendo
q constante), Ul (para 1 ≤ l ≤ r; l, r ∈ N, siendo r constante), A y B elementos
cualesquiera del conjunto no vacı´o FOR(L).
1. Comenzamos derivando las reglas [At-c2] a partir de las reglas [NP-c1].
a) Reflexividad condicionada [At-c2]. Obviamente, e´sta representa una cla-
se de casos particulares de la reflexividad [NP-c1], dado que coincide la
postcondicio´n, pero en esta u´ltima no se exige ninguna precondicio´n en
particular.
b) Corte simulta´neo [At-c2]. En este caso basta con aplicar n veces la tran-
sitividad [NP-c1], substituyendo cada una de las fo´rmulas Aj (1 ≤ j ≤
n; j, n ∈ N, siendo n constante) del enunciado inferencial dA1, ..., Ane =⇒cf
B por la cadena finita dX1, ..., Xme, y a continuacio´n aplicar n−1 veces
la propiedad de contraccio´n por la derecha [NP-c1], eliminando todas
las cadenas repetidas salvo la que ocurre ma´s a la izquierda. Tras esto
obtenemos como resultado dX1, ..., Xme =⇒cf B, que es la conclusio´n
buscada.
c) Conclusio´n consistente [At-c2]. Del mismo modo que en la reflexividad
condicionada [At-c2], dado que coincide la postcondicio´n pero no se
exige ninguna precondicio´n en particular, la conclusio´n consistente [At-
c2] representa una clase de casos particulares de la reflexividad [NP-c1].
2. La regla de contraccio´n por la derecha [NP-c1] es:
dX1, ..., Xme  dU1, ..., Ure  dY1, ..., Ype  dU1, ..., Ure  dZ1, ..., Zqe =⇒cf B
dX1, ..., Xme  dU1, ..., Ure  dY1, ..., Ype  dZ1, ..., Zqe =⇒cf B .
La derivacio´n serı´a la siguiente:
1. dX1, ..., Xme  dU1, ..., Ure  dY1, ..., Ype  dU1, ..., Ure  dZ1, ..., Zqe =⇒cf B
222 Capı´tulo 4. Ana´lisis estructural de la abduccio´n ordinaria cla´sica
(hipo´tesis).
2. dX1, ..., Xme dU1, ..., Ure dY1, ..., Ype dU1, ..., Ure dZ1, ..., Zqe =⇒cf X1
(por reflexividad condicionada [At-c2] sobre 1).
(...)
m+1. dX1, ..., Xme dU1, ..., Ure dY1, ..., Ype dU1, ..., Ure dZ1, ..., Zqe=⇒cf
Xm (por reflexividad condicionada [At-c2] sobre 1).
m+2. dX1, ..., Xme dU1, ..., Ure dY1, ..., Ype dU1, ..., Ure dZ1, ..., Zqe=⇒cf
U1 (por reflexividad condicionada [At-c2] sobre 1).
(...)
m+r+1. dX1, ..., Xme  dU1, ..., Ure  dY1, ..., Ype  dU1, ..., Ure  dZ1, ..., Zqe
=⇒cf Ur (por reflexividad condicionada [At-c2] sobre 1).
m+r+2. dX1, ..., Xme  dU1, ..., Ure  dY1, ..., Ype  dU1, ..., Ure  dZ1, ..., Zqe
=⇒cf Y1 (por reflexividad condicionada [At-c2] sobre 1).
(...)
m+r+p+1. dX1, ..., Xme  dU1, ..., Ure  dY1, ..., Ype  dU1, ..., Ure  dZ1, ..., Zqe
=⇒cf Yp (por reflexividad condicionada [At-c2] sobre 1)
m+r+p+2. dX1, ..., Xme  dU1, ..., Ure  dY1, ..., Ype  dU1, ..., Ure  dZ1, ..., Zqe
=⇒cf Z1 (por reflexividad condicionada [At-c2] sobre 1).
(...)
m+r+p+q+1. dX1, ..., Xme  dU1, ..., Ure  dY1, ..., Ype  dU1, ..., Ure
dZ1, ..., Zqe =⇒cf Zq (por reflexividad condicionada [At-c2] sobre 1).
m+r+p+q+2. dX1, ..., Xme  dU1, ..., Ure  dY1, ..., Ype  dZ1, ..., Zqe =⇒cf X1
(por conclusio´n consistente [At-c2] sobre las lı´neas que van desde la nu´mero
2 a la nu´mero m+r+p+q+1).
(...)
2m+r+p+q+1. dX1, ..., XmedU1, ..., UredY1, ..., YpedZ1, ..., Zqe=⇒cf Xm
(por reflexividad condicionada [At-c2] sobre m+r+p+q+2).
2m+r+p+q+2. dX1, ..., Xme dU1, ..., Ure dY1, ..., Ype dZ1, ..., Zqe=⇒cf U1
(por reflexividad condicionada [At-c2] sobre m+r+p+q+2).
(...)
2m+2r+p+q+1. dX1, ..., XmedU1, ..., UredY1, ..., YpedZ1, ..., Zqe=⇒cf Ur
(por reflexividad condicionada [At-c2] sobre m+r+p+q+2).
2m+2r+p+q+2. dX1, ..., XmedU1, ..., UredY1, ..., YpedZ1, ..., Zqe=⇒cf Y1
(por reflexividad condicionada [At-c2] sobre m+r+p+q+2).
(...)
223
2m+2r+2p+q+1. dX1, ..., Xme  dU1, ..., Ure  dY1, ..., Ype  dZ1, ..., Zqe =⇒cf
Yp (por reflexividad condicionada [At-c2] sobre m+r+p+q+2)
2m+2r+2p+q+2. dX1, ..., Xme  dU1, ..., Ure  dY1, ..., Ype  dZ1, ..., Zqe =⇒cf
U1 (por reflexividad condicionada [At-c2] sobre m+r+p+q+2).
(...)
2m+3r+2p+q+1. dX1, ..., Xme  dU1, ..., Ure  dY1, ..., Ype  dZ1, ..., Zqe =⇒cf
Ur (por reflexividad condicionada [At-c2] sobre m+r+p+q+2).
2m+3r+2p+q+2. dX1, ..., Xme  dU1, ..., Ure  dY1, ..., Ype  dZ1, ..., Zqe =⇒cf
Z1 (por reflexividad condicionada [At-c2] sobre m+r+p+q+2).
(...)
2m+3r+2p+2q+1. dX1, ..., Xme dU1, ..., Ure dY1, ..., Ype dZ1, ..., Zqe=⇒cf
Zq (por reflexividad condicionada [At-c2] sobre m+r+p+q+2).
2m+3r+2p+2q+2. dX1, ..., Xme dU1, ..., Ure dY1, ..., Ype dZ1, ..., Zqe=⇒cf
B (por corte simulta´neo [At-c2] sobre las lı´neas que van desde la nu´mero
m+r+p+q+2 a la nu´mero 2m+3r+2p+2q+1 y la lı´nea 1).
3. Ahora probamos por que´ la reflexividad [NP-c1] y la transitividad [NP-c1] no
se pueden derivar a partir de las [At-c2].
a) La reflexividad [NP-c1] es:
dX1, ..., Xme =⇒cf Xi .
Y ella resulta imposible de obtener a partir de las [At-c2] puesto que
estas u´ltimas exigen en todos los casos la satisfaccio´n de al menos una
condicio´n y aque´lla es incondicional.
b) La transitividad [NP-c1] es:
dX1, ..., Xme =⇒cf A; dY1, ..., Ype  dAe  dZ1, ..., Zqe =⇒cf B
dY1, ..., Ype  dX1, ..., Xme  dZ1, ..., Zqe =⇒cf B .
Para probar que con las reglas [At-c2] es imposible obtener mediante de-
rivacio´n directa la regla de la transitividad [NP-c1] hagamos el siguiente
razonamiento por reduccio´n al absurdo. Supongamos que existiese tal
derivacio´n, en cuyo caso e´sta comenzarı´a con las precondiciones de di-
cha regla (dX1, ..., Xme =⇒cf A y dY1, ..., Ype  dAe  dZ1, ..., Zqe =⇒cf
B) y terminarı´a la primera vez que se alcanzase la postcondicio´n de
aque´lla (dY1, ..., Ype  dX1, ..., Xme  dZ1, ..., Zqe =⇒cf B). Ahora nos
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preguntamos co´mo se ha obtenido la cadena que aparece en el miem-
bro izquierdo de la postcondicio´n (es decir, dY1, ..., Ype  dX1, ..., Xme 
dZ1, ..., Zqe. Dicha cadena no coincide con el miembro izquierdo de nin-
guna de las dos hipo´tesis y tampoco es posible obtener una postcondi-
cio´n con dicha cadena como miembro izquierdo ni por medio de la regla
de reflexividad condicionada [At-c2] ni por medio de la regla de corte
simulta´neo [At-c2], puesto que en ambos casos el miembro izquierdo
de la postcondicio´n coincide exactamente con el de alguna precondi-
cio´n suya. Por tanto, so´lo podrı´a haberse obtenido como postcondicio´n
por la regla de conclusio´n consistente [At-c2]. Sin embargo, e´sta exi-
ge que todas las precondiciones coincidan en su miembro izquierdo y
que cada una de las fo´rmulas de la secuencia que estamos buscando ha-
ya sido el miembro derecho de alguna precondicio´n. Ahora nos fijamos
en que so´lo la regla de reflexividad condicionada [At-c2] permitirı´a ob-
tener en el miembro derecho cada una de las fo´rmulas indicadas, pero
ello exigirı´a que el miembro izquierdo fuese exactamente la cadena que
queremos construir, por lo que entrarı´amos en un bucle indefinido. De-
bemos concluir, por tanto, que no es posible derivar de forma directa la
propiedad de transitividad [NP-c1] a partir de las reglas [At-c2]2.

La versio´n para las propiedades [NP-s1] y [‘At’-s2] es muy parecida –ve´ase la
figura 2 (4.0)–:
Proposicio´n 101.
Dada una relacio´n inferencial singular =⇒ cuyas premisas forman una subfamilia,
se tiene que:
1. Las tres reglas ba´sicas [NP-s1] permiten derivar las tres reglas [‘At’-s2] an-
tes indicadas.
2 Ide´ntica conclusio´n se obtiene al constatar que en las reglas [At-c2] no es posible tener con-
dicio´n alguna cuyo miembro izquierdo sea la cadena vacı´a. Aquı´ hemos preferido usar en la prueba
un argumento que subsistirı´a aunque estuvie´semos en un ‘contexto’ en el que se garantizase que no
existen enunciados inferenciales con el miembro izquierdo vacı´o –lo cual, segu´n veremos, es una
exigencia en ciertas relaciones inferenciales–.
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Fig. 1 (4.0): Vı´nculos entre reglas [NP-c1] y [At-c2].
2. Las tres reglas [‘At’-s2] citadas permiten justificar la contraccio´n por la de-
recha [NP-s1].
3. Mediante las tres reglas [‘At’-s2] no se pueden derivar de manera directa la
reflexividad [NP-s1] ni la transitividad [NP-s1].
Demostracio´n. En todos los casos, la prueba de cada apartado es similar a la de
su correspondiente en el anterior teorema substituyendo cadenas finitas por subfa-
milias y las reglas [NP-c1] y [At-c2] por [NP-s1] y [‘At’-s2], respectivamente. La
prueba del segundo apartado dejara´ de ser una prueba para ser una mera justifica-
cio´n dado que no se tratara´ de un procedimiento finito. 
La situacio´n es distinta en el caso de la transitividad [NP-c1b] –ve´ase la figura
3 (4.0)–:
Proposicio´n 102.
Dada una relacio´n inferencial singular =⇒cf cuyas premisas forman una cadena
finita, se tiene que:
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Fig. 2 (4.0): Vı´nculos entre reglas [NP-s1] y [‘At’-s2].
1. La regla de corte simulta´neo [At-c2] permite derivar la transitividad [NP-
c1b].
2. No es posible derivar de manera directa la regla de corte simulta´neo [At-c2]
mediante la transitividad [NP-c1b], la reflexividad [NP-c1] y la contraccio´n
por la derecha [NP-c1].
3. No es posible derivar de manera directa la regla de corte simulta´neo [At-c2]
mediante la transitividad [NP-c1b] y las otras reglas [At-c2].
Demostracio´n.
1. La transitividad [NP-c1b] es:
dX1, ..., Xme =⇒cf A; dAe =⇒cf B
dX1, ..., Xme =⇒cf B ,
y su derivacio´n es inmediata, puesto que la citada regla representa la clase
de casos particulares de la propiedad de corte simulta´neo [At-c2] en los que
((dX1, ..., Xme =⇒cf A1); ...; (dX1, ..., Xme =⇒cf An)) esta´ particularizado
como (dX1, ..., Xme =⇒cf A) y dA1, ..., Ame esta´ particularizado como dAe.
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2. La prueba es una reduccio´n al absurdo desde el supuesto de que sı´ exis-
te la mencionada derivacio´n directa. E´sta partirı´a de las precondiciones de
la regla de corte simulta´neo [At-c2] (desde dX1, ..., Xme =⇒cf A1 hasta
dX1, ..., Xme =⇒cf An y dA1, ..., Ane =⇒cf B) y terminarı´a cuando se al-
canzase por primera vez su postcondicio´n (dX1, ..., Xme =⇒cf B) mediante
el uso de las otras reglas mencionadas.
Ahora bien, observando la reflexividad [NP-c1] y la contraccio´n por la dere-
cha [NP-c1], vemos que ninguna de ellas pudo ser la que permitio´ conseguir
por primera vez una condicio´n con la ocurrencia de las fo´rmulas X1,...,Xm
so´lo en el miembro izquierdo y de B so´lo en el miembro derecho: la reflexi-
vidad [NP-c1] obliga a que B ocurra en el miembro izquierdo de la condicio´n
si queremos que ocurra tambie´n en el derecho; por su parte, la contraccio´n
por la derecha [NP-c1] so´lo permite eliminar cadenas finitas en el miembro
izquierdo de la postcondicio´n, por lo que deberı´a haberse obtenido previa-
mente otra condicio´n que ya satisfarı´a los requisitos mencionados. Ası´ pues,
so´lo resta analizar si ello habrı´a sido posible mediante la propia regla de tran-
sitividad [NP-c1b]: e´sta so´lo habrı´a permitido obtener una condicio´n como la
citada si hubie´semos tenido una precondicio´n que estableciese dCe =⇒cf B
y otra precondicio´n con las fo´rmulas X1,...,Xm so´lo en el miembro izquierdo
y de C so´lo en el miembro derecho. Pero nuevamente una condicio´n tal como
esta u´ltima no se podrı´a haber obtenido por primera vez ni por la reflexivi-
dad [NP-s1b] ni por la contraccio´n por la derecha [NP-s1b] y asumir que lo
hubiese sido por la transitividad [NP-c1b] nos introducirı´a en un bucle sin fin.
3. La prueba es una reduccio´n al absurdo desde el mismo supuesto que antes y
cuyo requisito de terminacio´n serı´a tambie´n coincidente.
Observando la reflexividad condicionada [At-c2] y la regla de conclusio´n con-
sistente [At-c2], vemos que ninguna de ellas pudo ser la que permitio´ conse-
guir la postcondicio´n, puesto que ambas obligan a que B ocurra en el miem-
bro izquierdo de la condicio´n si queremos que ocurra tambie´n en el derecho.
Ası´ pues, so´lo resta analizar si ello habrı´a sido posible mediante la propia
regla de transitividad [NP-c1b]: e´sta habrı´a permitido obtener dX1, ..., Xme
=⇒cf B so´lo si hubie´semos tenido dX1, ..., Xme =⇒cf A y dAe =⇒cf B.
De ambas condiciones la u´ltima no coincide con ninguna de las hipo´tesis ini-
ciales y tampoco podrı´a ser obtenida por la reflexividad condicionada [At-c2]
ni por la regla de conclusio´n consistente [At-c2], puesto que ambas obligan a
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que B ocurra en el miembro izquierdo de la condicio´n si queremos que ocu-
rra en el derecho. Adema´s, para obtener la u´ltima condicio´n indicada por la
transitividad [NP-s1b] necesitarı´amos dAe =⇒cf A y dAe =⇒cf B, lo que
nos introducirı´a en un bucle sin fin. Ası´ pues, hemos de rechazar por contra-
dictoria la posibilidad de que exista la mencionada derivacio´n directa.

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Fig. 3 (4.0): Vı´nculos entre reglas [NP-c1b], [At-c2] y [‘At’-c2b].
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La versio´n para las propiedades [NP-s1b] y [‘At’-s2] es ide´ntica a la ana´loga
para cadenas –ve´ase la figura 4 (4.0)–:
Proposicio´n 103.
Dada una relacio´n inferencial singular =⇒ cuyas premisas forman una subfamilia,
se tiene que:
1. La regla de corte simulta´neo [‘At’-s2] permite derivar la transitividad [NP-
s1b].
2. No es posible derivar de manera directa la regla de corte simulta´neo [‘At’-s2]
mediante la transitividad [NP-s1b], la reflexividad [NP-s1] y la contraccio´n
por la derecha [NP-s1].
3. No es posible derivar de manera directa la regla de corte simulta´neo [‘At’-s2]
mediante la transitividad [NP-s1b] y las otras reglas [‘At’-s2].
Demostracio´n. En todos los casos, la prueba de cada apartado es similar a la de
su correspondiente en el anterior teorema substituyendo cadenas finitas por subfa-
milias y las reglas [NP-c1], [NP-c1b] y [At-c2] por [NP-s1], [NP-s1b] y [‘At’-s2],
respectivamente. 
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Fig. 4 (4.0): Vı´nculos entre reglas [NP-s1b], [‘At’-s2] y [‘At’-s2b].
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Damos ahora las definiciones de los nuevos tipos de relaciones inferenciales:
Definicio´n 104 (Relacio´n inferencial de tipo RcTbCc [‘At’-c2b]).
Dada una relacio´n de consecuencia lo´gica =⇒cf , diremos que es de tipo RcTbCc
[‘At’-c2b] si y so´lo si satisface las siguientes propiedades estructurales:
1. Reflexividad condicionada [At-c2].
2. Transitividad [NP-c1b].
3. Conclusio´n consistente [At-c2].
Al conjunto de estas tres propiedades estructurales, consideradas ba´sicas, lo desig-
namos PB[‘At’-c2b]. Al conjunto de todas las reglas derivadas a partir de las anterio-
res lo denominamos P[‘At’-c2b].
Definicio´n 105 (Relacio´n inferencial de tipo RcTbCc [‘At’-s2b]).
Dada una relacio´n de consecuencia lo´gica =⇒cf , diremos que es de tipo RcTbCc
[‘At’-s2b] si y so´lo si satisface las siguientes propiedades estructurales:
1. Reflexividad condicionada [‘At’-s2].
2. Transitividad [NP-s1b].
3. Conclusio´n consistente [‘At’-s2].
Al conjunto de estas tres propiedades estructurales, consideradas ba´sicas, lo desig-
namos PB[‘At’-s2b]. Al conjunto de todas las reglas derivadas a partir de las anterio-
res lo denominamos P[‘At’-s2b].
A la luz de los resultados presentados podemos establecer a modo de resumen:
Proposicio´n 106.
Dada una relacio´n de consecuencia lo´gica =⇒cf :
1. Si es RTCd [NP-c1] entonces es RcCsCc [At-c2], pero no ocurre necesaria-
mente lo recı´proco.
2. Si es RcCsCc [At-c2] entonces es RcTbCc [‘At’-c2b], pero no ocurre necesa-
riamente lo recı´proco.
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3. Si es RTCd [NP-c1] entonces es RTbCd [NP-c1b], pero no ocurre necesaria-
mente lo recı´proco.
4. Si es RTbCd [NP-c1b] entonces es RcTbCc [‘At’-c2b], pero no ocurre nece-
sariamente lo recı´proco.
Dada una relacio´n de consecuencia lo´gica =⇒:
1. Si es RTCd [NP-s1] entonces es RcCsCc [‘At’-s2], pero no ocurre necesaria-
mente lo recı´proco.
2. Si es RcCsCc [‘At’-s2] entonces es RcTbCc [‘At’-s2b], pero no ocurre nece-
sariamente lo recı´proco.
3. Si es RTCd [NP-s1] entonces es RTbCd [NP-s1b], pero no ocurre necesaria-
mente lo recı´proco.
4. Si es RTbCd [NP-s1b] entonces es RcTbCc [‘At’-s2b], pero no ocurre nece-
sariamente lo recı´proco.
Con estos datos, y analizando la prueba del teorema de representacio´n de la ‘ab-
duccio´n consistente’ (Aliseda), fa´cilmente se puede colegir que se podrı´a enunciar
un teorema similar al citado para una relacio´n de tipo RTCd [NP-c1], pero no para
una relacio´n de tipo RTbCd [NP-c1b] ni de tipo RcTbCc [‘At’-c2b].
Teorema 107 (Teorema de representacio´n de la ‘abduccio´n consistente’ [NP-c1]).
La reflexividad [NP-c1], la transitividad [NP-c1] y la contraccio´n por la derecha
[NP-c1] son condiciones suficientes de la relacio´n de consecuencia abductiva or-
dinaria para cadenas finitas de premisas, en el sentido de que cualquier relacio´n
inferencial con dicha cantidad de premisas que satisfaga las tres propiedades men-
cionadas se puede representar como si fuese la relacio´n de consecuencia abductiva
ordinaria indicada.
Demostracio´n. La prueba es ide´ntica a la anteriormente presentada para el teorema
de Atocha Aliseda salvo en muy pocos puntos.
Lo que ahora debemos probar es:
X ′ =⇒cf B si y so´lo si ∅ ( (
⋂
A∈X¯′
Mod(A)) ⊆Mod(B),
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siendo =⇒cf una relacio´n de consecuencia lo´gica que satisface las propiedades de
reflexividad [NP-c1], transitividad [NP-c1] y contraccio´n por la derecha [NP-c1] y
adoptando la misma sema´ntica que en el teorema precedente que se ha indicado.
Probaremos el anterior si y so´lo si descomponie´ndolo en dos implicaciones
recı´procas:
1. Si X ′ =⇒cf B entonces ∅ ( (
⋂
A∈X¯′Mod(A)) ⊆Mod(B):
Por hipo´tesis tenemos X ′ =⇒cf B y analizaremos el conjunto de mode-
los
⋂
A∈X¯′Mod(A). E´ste no puede ser vacı´o, puesto que, por la regla de
reflexividad [NP-c1], X ′ =⇒cf A para cualquier A ∈ X¯ ′ y, por lo tanto,
X ′ ∈ ⋂A∈X¯′Mod(A). Por otro lado, dado que dicho conjunto no es vacı´o,
podemos elegir un elemento cualquiera (Z0) de dicho conjunto (por tanto, Z0
es una cadena finita de fo´rmulas). Ahora, puesto que Z0 es un elemento de
Mod(A) para cada A ∈ X¯ ′, tenemos Z0 =⇒cf A; y por satisfacer la rela-
cio´n de consecuencia =⇒cf la transitividad [NP-c1] podemos substituir en la
hipo´tesis X ′ =⇒cf B cada subcadena unitaria X ′i ⊆c X ′ por Z0. A conti-
nuacio´n, aplicando repetidamente la contraccio´n por la derecha [NP-c1] nos
quedamos so´lo con la ocurrencia de Z0 que esta´ ma´s a la izquierda y obte-
nemos Z0 =⇒cf B, de donde Z0 ∈ Mod(B). Y como Z0 era un elemento
cualquiera de
⋂
A∈X¯′Mod(A), se infiere que (
⋂
A∈X¯′Mod(A)) ⊆Mod(B).
2. Si ∅ ( (
⋂
A∈X¯′Mod(A)) ⊆Mod(B) entonces X ′ =⇒cf B:
En esta segunda parte nuestra hipo´tesis es∅ ( (
⋂
A∈X¯′Mod(A)) ⊆Mod(B).
Por la regla de reflexividad [NP-c1], X ′ =⇒cf A para cualquier A ∈ X¯ ′ y,
por lo tanto, X ′ ∈ ⋂A∈X¯′Mod(A). A partir de esto, y teniendo en cuenta la
hipo´tesis, se sigue que X ′ ∈ Mod(B). Y por la sema´ntica que se ha estable-
cido de eso se infiere X ′ =⇒cf B.

Uno de nuestros objetivos en esta seccio´n es presentar nuevos teoremas de re-
presentacio´n, tanto para una relacio´n inferencial ana´loga a la de Atocha Aliseda
pero apta para subfamilias, como para otras relaciones que son de una signatura si-
milar a esta u´ltima y con la cual difieren so´lo en algunas caracterı´sticas adicionales
que aque´lla o e´stas poseen. A continuacio´n sen˜alamos algunos puntos que permiten
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un adecuado entendimiento del resultado de la autora mexicana y, a la vez, que po-
nen de manifiesto algunas coincidencias y algunas diferencias con los que nosotros
presentaremos:
Atocha Aliseda lo enuncia restringido a que la teorı´a-base sea una cadena
finita de fo´rmulas y a que el objeto del problema abductivo y la solucio´n ab-
ductiva ordinaria sea una sola fo´rmula. Por nuestra parte, generalizaremos los
teoremas de representacio´n de modo que la teorı´a-base sea una subfamilia de
fo´rmulas de cardinal arbitrario y en cuanto al objeto del problema abductivo y
la solucio´n abductiva ordinaria abordaremos distintas posibilidades, tanto en
las que son fo´rmulas como en las que son subfamilias arbitrarias de fo´rmulas.
Su resultado esta´ restringido a lo que la autora mexicana denomina abduccio´n
consistente, para la cual ella no exige la constatacio´n de un problema abduc-
tivo pero sı´ la consistencia fuerte del resultado obtenido al an˜adir la solucio´n
abductiva ordinaria a la teorı´a-base. Por nuestra parte, presentaremos tanto
una versio´n para dicho tipo de inferencia como otras versiones para distintos
tipos de abduccio´n ordinaria.
Dado que para su concepto de abduccio´n consistente so´lo exige el requisito
justificativo y el de consistencia de la teorı´a-base expandida, las fo´rmulas de
la teorı´a-base y la solucio´n abductiva ordinaria son intercambiables sin que
se altere en nada el resultado (es decir, la teorı´a-base y la solucio´n abductiva
ordinaria tienen un comportamiento sime´trico en esa situacio´n); por ello, y
con la finalidad de lograr la semejanza con el formato habitual de las propie-
dades estructurales, Aliseda concatena en el miembro izquierdo de la relacio´n
inferencial, y sin distinguir unas de otra, tanto las fo´rmulas de la teorı´a-base
como la solucio´n abductiva ordinaria (apareciendo en el miembro derecho la
fo´rmula que constituye el objeto del problema abductivo). Por nuestra parte,
ubicaremos a la solucio´n abductiva ordinaria en el lado derecho, contribu-
yendo a destacar que e´sa es la conclusio´n de este tipo de inferencia, y en el
lado izquierdo estableceremos una nı´tida diferencia entre la/s fo´rmula/s de la
teorı´a-base y la/s del objeto del problema abductivo.
Tal como acabamos de sen˜alar, la presentacio´n habitual de las propiedades es-
tructurales no se adecua convenientemente al formato de la inferencia abductiva
ordinaria, en donde es muy relevante distinguir, dentro del miembro izquierdo de la
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relacio´n inferencial, la parte correspondiente a la teorı´a-base de la parte correspon-
diente al objeto del problema abductivo. Por ello, nosotros haremos una presenta-
cio´n en la que separaremos las dos partes mencionadas mediante una raya vertical,
de modo que obtendremos un formato apto para relaciones ternarias. No emplea-
remos relaciones de mayor aridad porque cualquier condicio´n adicional que se im-
ponga quedara´ ‘absorvida’ en el relator inferencial vı´a la definicio´n correspondiente
que vinculara´ un enunciado inferencial gene´rico con el conjunto de condiciones que
debera´ satisfacer3.
Por otro lado, en la tercera seccio´n del primer capı´tulo, al exponer nuestra con-
cepcio´n general acerca de la abduccio´n, dijimos que consideramos a e´sta como una
relacio´n de consecuencia necesariamente mediada por otro tipo de relacio´n inferen-
cial. Y esto, necesariamente, tiene que tener reflejo en el tratamiento formal de la
misma. Para distinguir las relaciones de consecuencia lo´gica que esta´n mediadas
de las relaciones de consecuencia lo´gica que son mediadoras, usaremos el sı´mbo-
lo “=⇒m” con los superı´ndices y sub-subı´ndices que correspondan para aque´llas y
reservaremos el hasta ahora usado (“=⇒”) con los superı´ndices y sub-subı´ndices
oportunos para e´stas.
Ya hemos visto que las relaciones inferenciales mediadoras =⇒ y =⇒∗ tienen
aridad 2:
a, 1) =⇒⊆ SUBFAME(FOR(L))× FOR(L).
a, 2) =⇒∗ ⊆ SUBFAME(FOR(L))× SUBFAME(FOR(L)).
Por su parte, las relaciones inferenciales mediadas pueden tener aridad mayor o
igual que 2, aunque las que aquı´ nos interesara´n (por ser la usadas con el fin de ana-
lizar estructuralmente la abduccio´n ordinaria) son las que tienen aridad 3. En este
texto no vamos a manejar relaciones inferenciales mediadas de otra aridad que la ci-
tada y adema´s todas las relaciones inferenciales ternarias que vamos a manejar son
mediadas, por lo que usaremos el sı´mbolo “=⇒m” para referirnos exclusivamente a
las relaciones inferenciales mediadas de aridad 3 y tambie´n habitualmente omitire-
mos la indicacio´n de la aridad de la relacio´n inferencial mediada por cualquier otro
recurso lingu¨ı´stico.
3 Esta opcio´n ası´ como el usar el mismo sı´mbolo inferencial en distintas secciones –a pesar de
que las condiciones asumidas por e´l en unas y otras son distintas– tiene como finalidad facilitar la
comprensio´n de las expresiones formales. En cualquier caso, la adicio´n de una etiqueta para cada
conjunto de reglas –etiqueta que acompan˜ara´ a cada regla cada vez que se la mencione–, contribuira´ a
deshacer posibles equı´vocos.
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En este punto debemos sen˜alar que, aunque la literatura lo´gica hasta ahora ha
abordado so´lo el tipo de relacio´n inferencial en el que la teorı´a-base es un conjunto
de fo´rmulas y el objeto del problema abductivo y la solucio´n abductiva ordinaria
son cada uno de ellos una fo´rmula u´nica, realmente, como ya se indico´ en el segun-
do capı´tulo, existen varias posibilidades que, como veremos en lo que sigue, no son
reducibles a una sola. Por ello, en nuestra presentacio´n general de las relaciones in-
ferenciales mediadas distinguiremos los siguientes cuatro tipos atendiendo a co´mo
sean sus dos u´ltimos componentes:
1. Singular-singular (o, ma´s brevemente, s-s):
=⇒••m ⊆ (FAME(FOR(L))× FOR(L))× FOR(L).
Por ejemplo: Γ|υ =⇒••m ω4.
2. Singular-plural (o, ma´s brevemente, s-p):
=⇒•∗m ⊆ (SUBFAME(FOR(L))× FOR(L))× SUBFAME(FOR(L)).
Por ejemplo: Γ|υ =⇒•∗m Ω.
3. Plural-singular (o, ma´s brevemente, p-s):
=⇒∗•m ⊆ (SUBFAME(FOR(L))× SUBFAME(FOR(L)))× FOR(L).
Por ejemplo: Γ|Υ =⇒∗•m ω.
4. Plural-plural (o, ma´s brevemente, p-p):
=⇒∗∗m ⊆ (SUBFAME(FOR(L))× SUBFAME(FOR(L)))×
SUBFAME(FOR(L)).
Por ejemplo: Γ|Υ =⇒∗∗m Ω.
Al comienzo del capı´tulo anterior habı´amos indicado que Γ 6=⇒ ϕ serı´a una
manera ma´s breve de escribir ∼(Γ =⇒ ϕ) –lo cual no es sino una metaproposicio´n
cuyo sı´mbolo principal es un negador metalingu¨ı´stico–; del mismo modo Γ 6=⇒∗ Φ
4 Una notacio´n en la que el relator inferencial vaya colocado en posicio´n prefija pone claramente
de manifiesto su cara´cter ternario en e´ste y en los siguientes tres tipos. Pongamos un ejemplo del
presente tipo: =⇒••m (Γ, υ, ω).
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representa de una manera ma´s intuitiva a ∼(Γ =⇒∗ Φ). Es importante tambie´n que
nos fijemos en que 6=⇒ y 6=⇒∗ representan sendas relaciones que son complemen-
tarias de la respectiva relacio´n inferencial ‘positiva’ (si queremos, podemos decir
que son relaciones de no-inferencia). Por ejemplo, Γ 6=⇒∗ Φ indica que a partir de
la subfamilia de fo´rmulas Γ no se puede concluir lo´gicamente la subfamilia Φ y,
adema´s de las dos formas ya vistas, tambie´n puede ser anotada como Γ =⇒∗{ Φ.
Ası´ pues, las dos mencionadas relaciones no-inferenciales, obviamente de aridad 2,
son respectivamente:
b, 1) 6=⇒ = (SUBFAME(FOR(L))× FOR(L)) \ =⇒.
b, 2) 6=⇒∗ = (SUBFAME(FOR(L))× SUBFAME(FOR(L))) \ =⇒∗.
Ana´loga convencio´n usaremos en el caso de las relaciones no-inferenciales me-
diadas que tienen aridad 3:
1) Γ|υ 6=⇒••m ω := ∼(Γ|υ =⇒••m ω).
2) Γ|υ 6=⇒•∗m Ω := ∼(Γ|υ =⇒•∗m Ω).
3) Γ|Υ 6=⇒∗•m ω := ∼(Γ|Υ =⇒∗•m ω).
4) Γ|Υ 6=⇒∗∗m Ω := ∼(Γ|Υ =⇒∗∗m Ω).
Por ejemplo, Γ|Υ 6=⇒∗∗m Ω representa una relacio´n ternaria que es complementa-
ria de una relacio´n de inferencia mediada p-p e indica que a partir de las subfamilias
de fo´rmulas Γ e Υ no se puede concluir lo´gicamente la subfamilia de fo´rmulas Φ.
4.1. Relacio´n de consecuencia lo´gica mediada s-s jus-
tificativa
Para esclarecer los vı´nculos que puedan existir entre el teorema de representa-
cio´n que Atocha Aliseda presenta para su ‘abduccio´n consistente’ y nuestros pos-
teriores teoremas de representacio´n para diferentes tipos de abduccio´n ordinaria, y
teniendo en cuenta lo ya dicho acerca de que en el citado concepto de la pensadora
mexicana no se exige como requisito el fracaso inferencial (que en nuestro caso es
condicio´n sine qua non para poder hablar de inferencia abductiva), vamos a presen-
tar una nocio´n, compatible con las nuestras. El calificativo justificativa que en dicha
nocio´n aparece viene a poner de manifiesto que la conclusio´n de la relacio´n infe-
rencial mediada de aridad 3 permite garantizar cierta relacio´n inferencial mediadora
de aridad 2 (sin exigir que previamente ello no se pudiese inferir de la teorı´a-base
inicial).
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Definicio´n 108 (Relacio´n de consecuencia lo´gica mediada s-s justificativa).
Una relacio´n de consecuencia lo´gica mediada s-s =⇒••m es justificativa respecto de
una relacio´n inferencial mediadora singular =⇒ cuando se satisface que:
Γ|υ =⇒••m ω si y so´lo si Γ · 〈ω〉 =⇒ υ.
Las relaciones de consecuencia lo´gica mediadas s-s justificativas pueden satisfa-
cer, entre otras, algunas de las reglas estructurales que seguidamente se enumeran5:
VII.1- Reflexividad de la teorı´a-base en el objeto del problema [NP-s3]:
Γ · 〈υ〉 · Λ|υ =⇒••m ω
.
VII.2- Identidad del objeto del problema y la solucio´n [NP-s3]:
Γ|υ =⇒••m υ
.
VII.3- Ampliabilidad de la teorı´a-base con la solucio´n [NP-s3]:
Γ · Λ|υ =⇒••m ω
Γ · 〈ω〉 · Λ|υ =⇒••m ϕ
.
VII.4- Monotonı´a en la teorı´a-base [NP-s3]:
Γ · Λ|υ =⇒••m ω
Γ ·∆ · Λ|υ =⇒••m ω
.
VII.5- Transitividad entre el objeto del problema y la solucio´n [NP-s3]:
Γ|υ =⇒••m ω; Γ|ω =⇒••m ϕ
Γ|υ =⇒••m ϕ
.
5 Se les han dado nombres que resulten significativos para la relacio´n inferencial abductiva
ordinaria; sin embargo, dado que estas reglas estructurales pretenden ser lo ma´s generales posible,
los mismos podrı´an ser formulados sustituyendo teorı´a-base por primera componente de la parte
izquierda, objeto del problema abductivo –en adelante, para mayor brevedad nos referiremos a ello
simplemente como el objeto del problema– por segunda componente de la parte izquierda y solucio´n
abductiva ordinaria –en adelante para mayor brevedad nos referiremos a ella simplemente como la
solucio´n– por parte derecha. Se entiende fa´cilmente por que´ hemos renunciado a usar estos nombres
aunque pudiesen transmitir una ‘sensacio´n’ de mayor generalidad, ma´s au´n teniendo en cuenta el
objetivo de nuestras investigaciones.
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VII.6- Transitividad entre el objeto del problema y la solucio´n y expansio´n de la
teorı´a-base [NP-s3]:
∆ · Λ|υ =⇒••m ω; Γ|ω =⇒••m ϕ
∆ · Γ · Λ|υ =⇒••m ϕ
.
VII.7- Corte en la teorı´a-base [NP-s3]:
Γ · 〈ϕ〉 · Λ|υ =⇒••m ω; Γ · Λ|ϕ =⇒••m ω
Γ · Λ|υ =⇒••m ω
.
VII.8- Corte en la teorı´a-base y transitividad entre el objeto del problema y la so-
lucio´n [NP-s3]:
Γ · 〈ϕ〉 · Λ|υ =⇒••m ω; Γ · Λ|ω =⇒••m ϕ
Γ · Λ|υ =⇒••m ϕ
.
VII.9- Permutacio´n cauta entre la teorı´a-base y la solucio´n [NP-s3]:
Γ · 〈ϕ〉 · Λ|υ =⇒••m ω; Γ · 〈ω〉 · Λ|υ =⇒••m ψ
Γ · 〈ω〉 · Λ|υ =⇒••m ϕ
.
VII.10- Contraccio´n por la derecha en la teorı´a-base [NP-s3]:
Γ · Ξ ·∆ · Ξ · Λ|υ =⇒••m ω
Γ · Ξ ·∆ · Λ|υ =⇒••m ω
.
VII.11- Contraccio´n por la izquierda en la teorı´a-base [NP-s3]:
Γ · Ξ ·∆ · Ξ · Λ|υ =⇒••m ω
Γ ·∆ · Ξ · Λ|υ =⇒••m ω
.
VII.12- Permutacio´n en la teorı´a-base [NP-s3]:
Γ · Ξ ·∆ · Φ · Λ|υ =⇒••m ω
Γ · Φ ·∆ · Ξ · Λ|υ =⇒••m ω
.
Proposicio´n 109.
Si una relacio´n inferencial mediada s-s es justificativa entonces satisface las an-
teriores propiedades [NP-s3] si la correspondiente relacio´n inferencial mediadora
singular cumple las propiedades estructurales [NP-s1] que en cada una de ellas se
indican.
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VII.1- Reflexividad de la teorı´a-base en el objeto del problema [NP-s3]: reflexividad
[NP-s1].
VII.2- Identidad del objeto del problema y la solucio´n [NP-s3]: reflexividad [NP-
s1].
VII.3- Ampliabilidad de la teorı´a-base con la solucio´n [NP-s3]: monotonı´a [NP-s1]
y permutacio´n [NP-s1].
VII.4- Monotonı´a en la teorı´a-base [NP-s3]: monotonı´a [NP-s1].
VII.5- Transitividad entre el objeto del problema y la solucio´n [NP-s3]: transitivi-
dad [NP-s1] y la contraccio´n por la derecha [NP-s1].
VII.6- Transitividad entre el objeto del problema y la solucio´n y expansio´n de la
teorı´a-base [NP-s3]: transitividad [NP-s1] y permutacio´n [NP-s1].
VII.7- Corte en la teorı´a-base [NP-s3]: transitividad [NP-s1] y contraccio´n por la
izquierda [NP-s1].
VII.8- Corte en la teorı´a-base y transitividad entre el objeto del problema y la solu-
cio´n [NP-s3]: transitividad [NP-s1] y contraccio´n por la izquierda [NP-s1].
VII.9- Permutacio´n cauta entre la teorı´a-base y la solucio´n [NP-s3]: permutacio´n
[NP-s1].
VII.10- Contraccio´n por la derecha en la teorı´a-base [NP-s3]: monotonı´a [NP-s1] y
contraccio´n por la derecha [NP-s1].
VII.11- Contraccio´n por la izquierda en la teorı´a-base [NP-s3]: monotonı´a [NP-s1]
y contraccio´n por la izquierda [NP-s1].
VII.12- Permutacio´n en la teorı´a-base [NP-s3]: permutacio´n [NP-s1].
Demostracio´n.
VII.1- Reflexividad de la teorı´a-base en el objeto del problema [NP-s3]:
Γ · 〈υ〉 · Λ|υ =⇒••m ω
.
Por ser =⇒••m justificativa respecto de =⇒, ello es equivalente a:
Γ · 〈υ〉 · Λ · 〈ω〉 =⇒ υ .
La postcondicio´n de la regla se tiene si =⇒ satisface la reflexividad [NP-s1].
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VII.2- Identidad del objeto del problema y la solucio´n [NP-s3]:
Γ|υ =⇒••m υ
.
Por ser =⇒••m justificativa respecto de =⇒, ello es equivalente a:
Γ · 〈υ〉 =⇒ υ .
La postcondicio´n de la regla se tiene si =⇒ satisface la reflexividad [NP-s1].
VII.3- Ampliabilidad de la teorı´a-base con la solucio´n [NP-s3]:
Γ · Λ|υ =⇒••m ω
Γ · 〈ω〉 · Λ|υ =⇒••m ϕ
.
Por ser =⇒••m justificativa respecto de =⇒, ello es equivalente a:
Γ · Λ · 〈ω〉 =⇒ υ
Γ · 〈ω〉 · Λ · 〈ϕ〉 =⇒ υ .
La postcondicio´n se tiene a partir de la precondicio´n si =⇒ satisface la mo-
notonı´a [NP-s1] y la permutacio´n [NP-s1].
VII.4- Monotonı´a en la teorı´a-base [NP-s3]:
Γ · Λ|υ =⇒••m ω
Γ ·∆ · Λ|υ =⇒••m ω
.
Por ser =⇒••m justificativa respecto de =⇒, ello es equivalente a:
Γ · Λ · 〈ω〉 =⇒ υ
Γ ·∆ · Λ · 〈ω〉 =⇒ υ .
La postcondicio´n de la regla se tiene a partir de la precondicio´n si =⇒ satis-
face la monotonı´a [NP-s1].
VII.5- Transitividad entre el objeto del problema y la solucio´n [NP-s3]:
Γ|υ =⇒••m ω; Γ|ω =⇒••m ϕ
Γ|υ =⇒••m ϕ
.
Por ser =⇒••m justificativa respecto de =⇒, ello es equivalente a:
Γ · 〈ω〉 =⇒ υ; Γ · 〈ϕ〉 =⇒ ω
Γ · 〈ϕ〉 =⇒ υ .
La postcondicio´n se tiene a partir de las dos precondiciones si =⇒ satisface
la transitividad [NP-s1] y la contraccio´n por la derecha [NP-s1].
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VII.6- Transitividad entre el objeto del problema y la solucio´n y expansio´n de la
teorı´a-base [NP-s3]:
∆ · Λ|υ =⇒••m ω; Γ|ω =⇒••m ϕ
∆ · Γ · Λ|υ =⇒••m ϕ
.
Por ser =⇒••m justificativa respecto de =⇒, ello es equivalente a:
∆ · Λ · 〈ω〉 =⇒ υ; Γ · 〈ϕ〉 =⇒ ω
∆ · Γ · Λ · 〈ϕ〉 =⇒ υ .
La postcondicio´n se tiene a partir de las dos precondiciones si =⇒ satisface
la transitividad [NP-s1] y la permutacio´n [NP-s1].
VII.7- Corte en la teorı´a-base [NP-s3]:
Γ · 〈ϕ〉 · Λ|υ =⇒••m ω; Γ · Λ|ϕ =⇒••m ω
Γ · Λ|υ =⇒••m ω
.
Por ser =⇒••m justificativa respecto de =⇒, ello es equivalente a:
Γ · 〈ϕ〉 · Λ · 〈ω〉 =⇒ υ; Γ · Λ · 〈ω〉 =⇒ ϕ
Γ · Λ · 〈ω〉 =⇒ υ .
La postcondicio´n se tiene a partir de las dos precondiciones si =⇒ satisface
la transitividad [NP-s1] y la contraccio´n por la izquierda [NP-s1].
VII.8- Corte en la teorı´a-base y transitividad entre el objeto del problema y la solu-
cio´n [NP-s3]:
Γ · 〈ϕ〉 · Λ|υ =⇒••m ω; Γ · Λ|ω =⇒••m ϕ
Γ · Λ|υ =⇒••m ϕ
.
Por ser =⇒••m justificativa respecto de =⇒, ello es equivalente a:
Γ · 〈ϕ〉 · Λ · 〈ω〉 =⇒ υ; Γ · Λ · 〈ϕ〉 =⇒ ω
Γ · Λ · 〈ϕ〉 =⇒ υ .
La postcondicio´n se tiene a partir de las dos precondiciones si =⇒ satisface
la transitividad [NP-s1] y la contraccio´n por la izquierda [NP-s1].
VII.9- Permutacio´n cauta entre la teorı´a-base y la solucio´n [NP-s3]:
Γ · 〈ϕ〉 · Λ|υ =⇒••m ω; Γ · 〈ω〉 · Λ|υ =⇒••m ψ
Γ · 〈ω〉 · Λ|υ =⇒••m ϕ
.
Por ser =⇒••m justificativa respecto de =⇒, ello es equivalente a:
Γ · 〈ϕ〉 · Λ · 〈ω〉 =⇒ υ; Γ · 〈ω〉 · Λ · 〈ψ〉 =⇒ υ
Γ · 〈ω〉 · Λ · 〈ϕ〉 =⇒ υ .
La postcondicio´n de la regla se tiene a partir de la primera precondicio´n si
=⇒ satisface la permutacio´n [NP-s1].
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VII.10- Contraccio´n por la derecha en la teorı´a-base [NP-s3]:
Γ · Ξ ·∆ · Ξ · Λ|υ =⇒••m ω
Γ · Ξ ·∆ · Λ|υ =⇒••m ω
.
Por ser =⇒••m justificativa respecto de =⇒, ello es equivalente a:
Γ · Ξ ·∆ · Ξ · Λ · 〈ω〉 =⇒ υ
Γ · Ξ ·∆ · Λ · 〈ω〉 =⇒ υ .
La postcondicio´n se sigue a partir de la precondicio´n si =⇒ satisface la con-
traccio´n por la derecha [NP-s1].
VII.11- Contraccio´n por la izquierda en la teorı´a-base [NP-s3]:
Γ · Ξ ·∆ · Ξ · Λ|υ =⇒••m ω
Γ ·∆ · Ξ · Λ|υ =⇒••m ω
.
Por ser =⇒••m justificativa respecto de =⇒, ello es equivalente a:
Γ · Ξ ·∆ · Ξ · Λ · 〈ω〉 =⇒ υ
Γ ·∆ · Ξ · Λ · 〈ω〉 =⇒ υ .
La postcondicio´n se sigue a partir de la precondicio´n si =⇒ satisface la con-
traccio´n por la izquierda [NP-s1].
VII.12- Permutacio´n en la teorı´a-base [NP-s3]:
Γ · Ξ ·∆ · Φ · Λ|υ =⇒••m ω
Γ · Φ ·∆ · Ξ · Λ|υ =⇒••m ω
.
Por ser =⇒••m justificativa respecto de =⇒, ello es equivalente a:
Γ · Ξ ·∆ · Φ · Λ · 〈ω〉 =⇒ υ
Γ · Φ ·∆ · Ξ · Λ · 〈ω〉 =⇒ υ .
La postcondicio´n se sigue a partir de la precondicio´n si =⇒ satisface la per-
mutacio´n [NP-s1].

Proposicio´n 110.
Cada una de las anteriores versiones de las reglas [NP-s3] expresadas mediante la
condicio´n mediadora cumple que en el conjunto formado por sus precondiciones y
sus postcondiciones no hay al menos dos condiciones estructuralmente incompati-
bles entre sı´ e igualmente ninguna especificacio´n propia de todas las condiciones
(realizada de forma homoge´nea) puede generar condiciones incompatibles.
4.1. Relacio´n de consecuencia lo´gica mediada s-s justificativa 245
Su prueba es elemental (ide´ntica a la de las proposiciones ana´logas anteriores).
Algunas de las anteriores reglas se pueden derivar a partir de otras; veamos a
modo de ejemplo dos de tales derivaciones en las que esta´n involucradas las cinco
primeras reglas estructurales [NP-s3]:
Proposicio´n 111.
Una relacio´n de consecuencia lo´gica mediada s-s que satisfaga la reflexividad de
la teorı´a-base en el objeto del problema [NP-s3] y la transitividad entre el objeto
del problema y la solucio´n y expansio´n de la teorı´a-base [NP-s3], necesariamente
satisface la propiedad de ampliabilidad de la teorı´a-base con la solucio´n [NP-s3].
Demostracio´n. Partimos de la precondicio´n de la ampliabilidad de la teorı´a-base
con la solucio´n [NP-s3] y a continuacio´n anotamos el resultado de aplicar la pro-
piedad estructural que en cada lı´nea se indica entre pare´ntesis:
1. Γ · Λ|υ =⇒••m ω (hipo´tesis).
2. 〈ω〉|ω =⇒••m ϕ (por reflexividad de la teorı´a-base en el objeto del problema
[NP-s3] incondicionalmente).
3. Γ · 〈ω〉 · Λ|υ =⇒••m ϕ (por transitividad entre el objeto del problema y la
solucio´n y expansio´n de la teorı´a-base [NP-s3] sobre 1 y 2).
Y esto u´ltimo coincide con la ampliabilidad de la teorı´a-base con la solucio´n [NP-
s3]. 
Proposicio´n 112.
Una relacio´n de consecuencia lo´gica mediada s-s6 que satisfaga la identidad del
objeto del problema y la solucio´n [NP-s3] y la transitividad entre el objeto del
problema y la solucio´n y expansio´n de la teorı´a-base [NP-s3], necesariamente sa-
tisface la propiedad de monotonı´a en la teorı´a-base [NP-s3].
Demostracio´n. Partimos de la precondicio´n de la monotonı´a en la teorı´a-base [NP-
s3] y a continuacio´n anotamos el resultado de aplicar la propiedad estructural que
en cada lı´nea se indica entre pare´ntesis:
6 Remarcamos el hecho de que al ser una derivacio´n no hemos hecho uso de la condicio´n de que
la relacio´n mediada sea justificativa, puesto que esta cualidad se enuncia en relacio´n a su relacio´n
inferencial mediadora.
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1. Γ · Λ|υ =⇒••m ω (hipo´tesis).
2. ∆|ω =⇒••m ω (por identidad del objeto del problema y la solucio´n [NP-s3]
incondicionalmente).
3. Γ·∆·Λ|υ =⇒••m ω (por transitividad entre el objeto del problema y la solucio´n
y expansio´n de la teorı´a-base [NP-s3] sobre 1 y 2).
Y esto u´ltimo coincide con la monotonı´a en la teorı´a-base [NP-s3]. 
Podemos tambie´n presentar reglas ‘mixtas’ que incluyen precondiciones con
la relacio´n inferencial mediada y con la correspondiente mediadora de aridad 2.
La ventaja de combinar ambos tipos de inferencia es que a menudo se consiguen
simplificar las precondiciones que deben imponerse. Concretamente, las relaciones
inferenciales del presente tipo pueden tambie´n satisfacer, entre otras, algunas de las
reglas estructurales mixtas que seguidamente se enumeran::
VII.13- Debilitamiento del objeto del problema (condicionado por la inferencia me-
diadora) [NP-s3]:
Γ|υ =⇒••m ω; 〈υ〉 =⇒ ψ
Γ|ψ =⇒••m ω
.
VII.14- Fortalecimiento de la solucio´n (condicionado por la inferencia mediadora)
[NP-s3]:
Γ|υ =⇒••m ω; 〈ϕ〉 =⇒ ω
Γ|υ =⇒••m ϕ
.
Proposicio´n 113.
Si una relacio´n inferencial mediada s-s es justificativa entonces satisface las an-
teriores propiedades estructurales ‘mixtas’ [NP-s3] si la correspondiente relacio´n
inferencial mediadora singular cumple las propiedades estructurales [NP-s1] que
en cada una de ellas se indican.
VII.13- Debilitamiento del objeto del problema (condicionado por la inferencia me-
diadora) [NP-s3]: transitividad [NP-s1b].
VII.14- Fortalecimiento de la solucio´n (condicionado por la inferencia mediadora)
[NP-s3]: transitividad [NP-s1].
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Demostracio´n.
VII.13- Debilitamiento del objeto del problema (condicionado por la inferencia me-
diadora) [NP-s3]:
Γ|υ =⇒••m ω; 〈υ〉 =⇒ ψ
Γ|ψ =⇒••m ω
.
Por ser =⇒••m justificativa respecto de =⇒, ello es equivalente a:
Γ · 〈ω〉 =⇒ υ; 〈υ〉 =⇒ ψ
Γ · 〈ω〉 =⇒ ψ .
La postcondicio´n de la regla se tiene a partir de las precondiciones si =⇒∗
satisface la transitividad [NP-s1b].
VII.14- Fortalecimiento de la solucio´n (condicionado por la inferencia mediadora)
[NP-s3]:
Γ|υ =⇒••m ω; 〈ϕ〉 =⇒ ω
Γ|υ =⇒••m ϕ
.
Por ser =⇒••m justificativa respecto de =⇒, ello es equivalente a:
Γ · 〈ω〉 =⇒ υ; 〈ϕ〉 =⇒ ω
Γ · 〈ϕ〉 =⇒ υ .
La postcondicio´n de la regla se tiene a partir de las precondiciones si =⇒∗
satisface la transitividad [NP-s1].

Proposicio´n 114.
Cada una de las anteriores versiones de las reglas ‘mixtas’ [NP-s3] expresadas
mediante la condicio´n mediadora cumple que en el conjunto formado por sus pre-
condiciones y sus postcondiciones no hay al menos dos condiciones estructural-
mente incompatibles entre sı´ e igualmente ninguna especificacio´n propia de todas
las condiciones (realizada de forma homoge´nea) puede generar condiciones incom-
patibles.
Su prueba es nuevamente elemental (ide´ntica a la de las proposiciones ana´logas
anteriores).
Ya habı´amos establecido que, en general, si una relacio´n inferencial es RTCd
[NP-c1] entonces es RcCsCc [At-c2], pero no necesariamente es cierto lo recı´proco;
tambie´n habı´amos probado que, en general, que sea RcCsCc [At-c2] no garantiza
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que la relacio´n inferencial sea RTbCd [NP-c1b]. Si embargo, en el caso de que dicha
relacio´n de consecuencia sea la mediadora de una relacio´n de inferencia mediada
s-s justificativa que es no vacua, entonces para el conjunto de elementos de dicha
relacio´n mediada sı´ se sigue que la relacio´n inferencial mediadora es RTbCd [NP-
c1b]:
Proposicio´n 115.
Dada una relacio´n de inferencia mediada s-s justificativa no vacua =⇒cfm , se tiene
que si la relacio´n inferencial mediadora =⇒cf es RcCsCc [At-c2] entonces dicha
relacio´n inferencial mediadora es necesariamente RTbCd [NP-c1b] –ve´ase la figu-
ra 5 (4.1)–.
Demostracio´n. Teniendo en cuenta que la relacio´n inferencial =⇒cfm no es vacua,
podemos tomar un metaenunciado X|B =⇒cfm A cualquiera. Adema´s, por ser
justificativa la relacio´n de consecuencia mediada s-s, se tiene que se satisface X 
dAe =⇒cf B.
Ahora, dado que en este ‘marco’ la precondicio´n de la regla de reflexividad
condicionada [At-c2] de =⇒cf se satisface necesariamente, tenemos de forma in-
condicional la postcondicio´n de la regla de reflexividad [NP-c1] para la relacio´n
inferencial mediadora. Por otro lado, sabemos que tanto la transitividad [NP-c1b]
como la contraccio´n por la derecha [NP-c1] son derivables de las propiedades [At-
c2]. En consecuencia, la relacio´n inferencial mediadora =⇒cf necesariamente es
RTbCd [NP-c1b]. 
Ana´logamente ocurre con la correspondiente versio´n con subfamilias, aunque
debemos tener claro que ahora las reglas [‘At’-s2] so´lo permiten justificar (pero no
derivar) la regla de contraccio´n por la derecha [NP-s1]:
Proposicio´n 116.
Dada una relacio´n de inferencia mediada s-s justificativa no vacua =⇒m, se tiene
que si la relacio´n inferencial mediadora =⇒ es RcCsCc [‘At’-s2] entonces dicha
relacio´n inferencial mediadora es necesariamente RTbCd [NP-s1b] –ve´ase la figu-
ra 6 (4.1)–.
Demostracio´n. La prueba es similar a la del anterior teorema substituyendo cade-
nas finitas por subfamilias y las reglas [NP-c1], [NP-c1b] y [At-c2] por [NP-s1],
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Fig. 5 (4.1): Vı´nculos entre reglas [NP-c1b] y [At-c2] de la relacio´n inferen-
cial mediadora si la relacio´n inferencial mediada s-s es justificativa respecto de
aque´lla.
Fig. 6 (4.1): Vı´nculos entre reglas [NP-s1b] y [‘At’-s2] de la relacio´n inferen-
cial mediadora si la relacio´n inferencial mediada s-s es justificativa respecto de
aque´lla.
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[NP-s1b] y [‘At’-s2], respectivamente. 
En este punto ya podemos presentar un teorema de representacio´n para la rela-
cio´n inferencial que Atocha denomina abduccio´n, aunque formulado para subfami-
lias arbitrarias:
Teorema 117 (Teorema de representacio´n mediante propiedades [NP-s1] de la rela-
cio´n inferencial mediada s-s que es justificativa respecto de la deduccio´n cla´sica).
La reflexividad [NP-s1], la transitividad [NP-s1] y la contraccio´n por la derecha
[NP-s1] de la relacio´n inferencial mediadora singular son condiciones suficientes
de una relacio´n de consecuencia lo´gica mediada s-s, cuya primera componente es
una subfamilia arbitraria, que es justificativa respecto de la deduccio´n cla´sica, en
el sentido de que cualquier relacio´n inferencial mediada cuya relacio´n inferencial
mediadora y cuyas premisas sean las indicadas y que satisfaga las tres propiedades
mencionadas, se puede representar como si fuese la relacio´n mediada mencionada.
Demostracio´n. En esta demostracio´n nos apoyaremos en el teorema de represen-
tacio´n de la relacio´n inferencial deductiva cla´sica [NP-s1]. Sea =⇒••m una relacio´n
de consecuencia lo´gica s-s justificativa que esta´ mediada por la relacio´n de conse-
cuencia lo´gica singular =⇒. Sean Γ un elemento de SUBFAME(FOR(L)) e υ y
ω elementos de FOR(L).
Por ser =⇒••m justificativa respecto de =⇒ tenemos que:
Γ|υ =⇒••m ω si y so´lo si Γ · 〈ω〉 =⇒ υ.
Por otro lado, la relacio´n inferencial mediadora es la deduccio´n cla´sica y, aten-
diendo a su su caracterizacio´n mediante modelos, sabemos que:
Γ · 〈ω〉 d υ si y so´lo si (
⋂
γ∈Γ¯
Mod(γ)) ∩Mod(ω) ⊆Mod(υ).
Ası´ pues, debemos probar que:
Γ · 〈ω〉 =⇒ υ si y so´lo si (
⋂
γ∈Γ¯
Mod(γ)) ∩Mod(ω) ⊆Mod(υ),
siendo =⇒ una relacio´n de consecuencia lo´gica singular que satisface las propie-
dades de reflexividad [NP-s1], transitividad [NP-s1] y la contraccio´n por la derecha
[NP-s1].
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Hagamos Γ′=¨Γ · 〈ω〉; aplicando propiedades conjuntistas sencillas tenemos que:
(
⋂
γ′∈Γ¯′
Mod(γ′)) = (
⋂
γ∈Γ¯
Mod(γ)) ∩Mod(ω).
Por tanto, lo que debemos probar se transforma en:
Γ′ =⇒ υ si y so´lo si (
⋂
γ′∈Γ¯′
Mod(γ′)) ⊆Mod(υ),
siendo =⇒ una relacio´n de consecuencia lo´gica singular que satisface las propie-
dades de reflexividad [NP-s1], transitividad [NP-s1] y la contraccio´n por la derecha
[NP-s1]. Y esto fue justamente lo que se probo´ en el teorema de representacio´n de
la relacio´n inferencial deductiva cla´sica [NP-s1].

4.2. Relacio´n de consecuencia lo´gica mediada s-s jus-
tificativa de modo posicionalmente indiferente
Serı´a muy interesante determinar cua´les son los vı´nculos que existen entre las
propiedades [NP-s3] que satisface la relacio´n inferencial mediada s-s justificativa
y las propiedades [NP-s1] que satisface la relacio´n inferencial mediadora singular.
Con este fin necesitamos una nueva definicio´n, la cual a su vez reclama que presen-
temos nuevas notaciones. La clave de la cuestio´n esta´ en que nuestra definicio´n de
relacio´n inferencial mediada s-s justificativa establece la concatenacio´n ‘en la cola’
de la subfamilia unitaria formada por la ‘solucio´n’ a la subfamilia que constituye la
‘teorı´a-base’ (es decir, la subfamilia unitaria formada por la ‘solucio´n’ es un ‘blo-
que’ final de la subfamilia de las premisas). Pero se podrı´a pensar tambie´n en una
concatenacio´n ‘en la cabeza’ (es decir, que la subfamilia unitaria formada por la
‘solucio´n’ sea un ‘bloque’ inicial de la subfamilia de las premisas) o la concatena-
cio´n ‘en el cuerpo’ (es decir, que la subfamilia unitaria formada por la ‘solucio´n’
sea un ‘bloque’ intermedio de la subfamilia de las premisas).
Usaremos las siguientes notaciones:
Definicio´n 118 (Concatenacio´n posicionalmente indiferente en relaciones inferen-
ciales singulares).
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1. (Γ~∆ =⇒ ω) : ⇔˙ (∀Σ1,Σ2((Γ =¨ Σ1 · Σ2) ⇒˙ (Σ1 ·∆ · Σ2 =⇒ ω))).
2. (Γ}∆ =⇒ ω) : ⇔˙ (∃˙Σ1,Σ2((Γ =¨ Σ1 · Σ2) ⇒˙ (Σ1 ·∆ · Σ2 =⇒ ω))).
Claramente la concatenacio´n de una subfamilia unitaria ‘en la cola’, ‘en la ca-
beza’ o ‘en el cuerpo’ son tres casos que son implicados por la posibilidad prevista
en la primera de las definiciones que acabamos de presentar (ası´ pues, dichos casos
son ma´s generales que la posibilidad citada). A su vez los tres casos mencionados
(la concatenacio´n ‘en la cola’, ‘en la cabeza’ o ‘en el cuerpo’) implican a la posibili-
dad prevista en la segunda de las definiciones que acabamos de presentar (ası´ pues,
dichos casos son ma´s restringidos que la u´ltima posibilidad citada).
Definicio´n 119 (Relacio´n de consecuencia lo´gica mediada s-s justificativa de modo
posicionalmente indiferente).
Una relacio´n de consecuencia lo´gica mediada s-s =⇒••m es justificativa de modo
posicionalmente indiferente respecto de una relacio´n inferencial mediadora singu-
lar =⇒ cuando se satisface que:
Γ|υ =⇒••m ω si y so´lo si Γ~ 〈ω〉 =⇒ υ.
Todas las propiedades [NP-s3] que fueron presentadas, tanto las ‘puras’ como
las ‘mixtas’, se mantienen sin alteraciones con esta nueva exigencia (no desarrolla-
mos explı´citamente aquı´ la demostracio´n porque coincide con la dada aplicando en
cada condicio´n de cada regla la definicio´n en la que se ha introducido el sı´mbolo ~
y, a lo sumo, an˜adiendo la propiedad de permutacio´n [NP-s1] –dado que lo u´nico
que puede cambiar en este caso es la posicio´n de la fo´rmula que antes se concatena-
ba en todos los casos ‘en la cola’–). Estructuralmente no se trata sin embargo de dos
opciones alternativas al mismo ‘nivel’, sino que la presente es una versio´n sujeta a
condiciones ma´s fuertes que la anteriormente dada (de hecho aque´lla puede verse
como un caso particular de e´sta)7 –ası´ pues, toda propiedad que se mantenga en esta
situacio´n, a fortiori se mantendra´ en la anterior situacio´n–. Una ventaja es que aho-
ra podemos justificar en el sentido recı´proco al que ya fue presentado los vı´nculos
existentes entre las propiedades de la relacio´n inferencial mediada y la mediadora:
7 Recordemos que al particularizar las reglas restringimos la clase de relaciones inferenciales
que satisfacen dichas reglas, a diferencia de lo que ocurre con la clase de modelos al particularizar
una fo´rmula.
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Proposicio´n 120.
Si una relacio´n inferencial mediada s-s =⇒••m es justificativa de modo posicional-
mente indiferente respecto de =⇒ y satisface la identidad del objeto del problema
y la solucio´n [NP-s3], la transitividad entre el objeto del problema y la solucio´n y
expansio´n de la teorı´a-base [NP-s3] y la contraccio´n por la derecha en la teorı´a-
base [NP-s3], entonces la restriccio´n de su relacio´n inferencial mediadora singular
=⇒ a los elementos que satisfacen que la subfamilia de premisas es no vacı´a es una
relacio´n de consecuencia lo´gica de tipo RTCd [NP-s1] –ve´ase la figura 7 (4.2)–.
Demostracio´n. Por ser =⇒••m justificativa de modo posicionalmente indiferente res-
pecto de =⇒ tenemos que las antecitadas propiedades de la relacio´n mediada se
‘traducen’ en las siguientes propiedades de la relacio´n mediadora:
1. Identidad del objeto del problema y la solucio´n [NP-s3]:
Γ~ 〈υ〉 =⇒ υ .
2. Transitividad entre el objeto del problema y la solucio´n y expansio´n de la
teorı´a-base [NP-s3]:
(∆ · Λ)~ 〈ω〉 =⇒ υ; Γ~ 〈ϕ〉 =⇒ ω
(∆ · Γ · Λ)~ 〈ϕ〉 =⇒ υ .
3. Contraccio´n por la derecha en la teorı´a-base [NP-s3]:
(Γ · Ξ ·∆ · Ξ · Λ)~ 〈ω〉 =⇒ υ
(Γ · Ξ ·∆ · Λ)~ 〈ω〉 =⇒ υ .
Para probar que la relacio´n inferencial =⇒ posee la reflexividad [NP-s1] hemos
de establecer que ella satisface incondicionalmente Σ1 · 〈υ〉 · Σ2 =⇒ υ, lo cual
esta´ garantizado sin precondiciones por la identidad del objeto del problema y la
solucio´n [NP-s3] (para ello basta con hacer Γ =¨ Σ1 · Σ2).
Para probar que la relacio´n inferencial, cuya subfamilia de premisas es siempre
no vacı´a, posee la transitividad [NP-s1], partimos de sus precondiciones (Σ1 · 〈ϕ〉 ·
Σ2 =⇒ ω y Σ3 ·〈ω〉·Σ4 =⇒ υ) y justificamos que bajo ese supuesto necesariamente
se cumple su postcondicio´n (Σ3·Σ1·〈ϕ〉·Σ2·Σ4 =⇒ υ). Para ese fin, basta con hacer
Γ =¨ Σ1 ·Σ2, ∆ =¨ Σ3 y Λ =¨ Σ4 para ver que esto esta´ garantizado por la transitividad
entre el objeto del problema y la solucio´n y expansio´n de la teorı´a-base [NP-s3].
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De nuevo, para probar que dicha relacio´n inferencial, cuya subfamilia de premi-
sas es siempre no vacı´a, posee la contraccio´n por la derecha [NP-s1] partimos de su
precondicio´n (Γ ·Ξ ·∆ ·Ξ ·Λ =⇒ υ, tal que 〈ω〉 ⊆¨ Γ ·Ξ ·∆ ·Ξ ·Λ) y justificamos que
bajo ese supuesto necesariamente se cumple su postcondicio´n (Γ · Ξ ·∆ · Λ =⇒ υ,
tal que 〈ω〉 ⊆¨ Γ · Ξ ·∆ ·Λ). Para ese fin, basta con tener en cuenta que esto esta´ ga-
rantizado por la contraccio´n por la derecha en la teorı´a-base [NP-s3] puesto que se
cumplen 〈ω〉 ⊆¨ (Γ · Ξ ·∆ · Ξ · Λ)~ 〈ω〉 y 〈ω〉 ⊆¨ (Γ · Ξ ·∆ · Λ)~ 〈ω〉. 
Fig. 7 (4.2): Vı´nculos entre reglas [NP-s1] de la relacio´n inferencial media-
dora y reglas [NP-s3] de la relacio´n inferencial mediada s-s si esta u´ltima es
justificativa de modo posicionalmente indiferente respecto de aque´lla.
La anterior proposicio´n hace evidente la posibilidad de enunciar un teorema de
representacio´n para la misma relacio´n inferencial que allı´ se maneja, usando en este
nuevo teorema propiedades [NP-s3]:
Teorema 121 (Teorema de representacio´n mediante propiedades [NP-s3] de la re-
lacio´n inferencial mediada s-s que es justificativa de modo posicionalmente indife-
rente respecto de la deduccio´n cla´sica).
La identidad del objeto del problema y la solucio´n [NP-s3], la transitividad entre
el objeto del problema y la solucio´n y expansio´n de la teorı´a-base [NP-s3] y la
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contraccio´n por la derecha en la teorı´a-base [NP-s3] son condiciones suficientes
de una relacio´n de consecuencia lo´gica mediada s-s, cuya primera componente es
una subfamilia arbitraria, que es justificativa de modo posicionalmente indiferente
respecto de la deduccio´n cla´sica, en el sentido de que cualquier relacio´n inferencial
mediada cuya relacio´n inferencial mediadora y cuyas premisas sean las indicadas y
que satisfaga las tres propiedades mencionadas, se puede representar como si fuese
la relacio´n mediada mencionada.
Demostracio´n. Sea =⇒••m una relacio´n de consecuencia lo´gica s-s que tiene como
primera componente una subfamilia arbitraria y que es justificativa de modo posi-
cionalmente indiferente respecto de la relacio´n de consecuencia lo´gica singular =⇒.
Sean Γ un elemento de SUBFAME(FOR(L)) e υ y ω elementos de FOR(L).
Por ser =⇒••m justificativa de modo posicionalmente indiferente respecto de =⇒
tenemos que:
Γ|υ =⇒••m ω si y so´lo si Γ~ 〈ω〉 =⇒ υ.
Por otro lado, la relacio´n inferencial mediadora es la deduccio´n cla´sica y, aten-
diendo a su su caracterizacio´n mediante modelos, sabemos que:
Γ~ 〈ω〉 d υ si y so´lo si (
⋂
γ∈Γ¯
Mod(γ)) ∩Mod(ω) ⊆Mod(υ).
Ası´ pues, debemos probar que:
Γ~ 〈ω〉 =⇒ υ si y so´lo si (
⋂
γ∈Γ¯
Mod(γ)) ∩Mod(ω) ⊆Mod(υ),
siendo =⇒ una relacio´n de consecuencia lo´gica mediadora singular cuya relacio´n
de consecuencia lo´gica mediada =⇒••m satisface las propiedades de identidad del
objeto del problema y la solucio´n [NP-s3], transitividad entre el objeto del problema
y la solucio´n y expansio´n de la teorı´a-base [NP-s3] y contraccio´n por la derecha en
la teorı´a-base [NP-s3].
Pero, a tenor de la definicio´n del sı´mbolo ~, se infiere que Γ ~ 〈ω〉 =⇒ υ
es equivalente a ∀Σ1,Σ2((Γ =¨ Σ1 · Σ2) ⇒˙ (Σ1 · 〈ω〉 · Σ2 =⇒ υ)). Y haciendo
Γ′ =¨ Σ1 · 〈ω〉 · Σ2, por la aplicacio´n de propiedades conjuntistas sencillas tenemos
que:
(
⋂
γ′∈Γ¯′
Mod(γ′)) = (
⋂
σ1∈Σ¯1
Mod(σ1)) ∩Mod(ω) ∩ (
⋂
σ2∈Σ¯2
Mod(σ2)).
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Por tanto, lo que debemos probar se transforma en:
Γ′ =⇒ υ si y so´lo si (
⋂
γ′∈Γ¯′
Mod(γ′)) ⊆Mod(υ),
siendo =⇒ una relacio´n inferencial singular mediadora que satisface la ‘traduccio´n’
de las antecitadas tres propiedades [NP-s3] para relaciones inferenciales mediadas
s-s que son justificativas de modo posicionalmente indiferente.
La demostracio´n es a partir de aquı´ ide´ntica a la que dimos del teorema de re-
presentacio´n de la relacio´n inferencial deductiva cla´sica [NP-s1] con las u´nicas
salvedades de que cuando en la que acabamos de citar se aplica alguna de las tres
propiedades [NP-s1] que aparecen en su enunciado, en esta se usara´ la ‘traduccio´n’
de la correspondiente propiedad [NP-s3]. 
Para terminar esta seccio´n reflexionaremos sobre la posibilidad de substituir la
nueva condicio´n de que la relacio´n inferencial sea justificativa de modo posicional-
mente indiferente por otras distintas. Se puede ver fa´cilmente que hay un conjunto
de propiedades [NP-s3] que permiten garantizar que dicha relacio´n inferencial es
justificativa de modo posicionalmente indiferente:
Proposicio´n 122.
Si una relacio´n inferencial mediada s-s =⇒••m es justificativa respecto de =⇒ y
satisface la reflexividad de la teorı´a-base en el objeto del problema [NP-s3], la
permutacio´n cauta entre la teorı´a-base y la solucio´n [NP-s3] y la permutacio´n en
la teorı´a-base [NP-s3], entonces dicha relacio´n inferencial mediada es justificati-
va de modo posicionalmente indiferente respecto de la misma relacio´n inferencial
mediadora.
Demostracio´n. Sea Γ|υ =⇒••m ω un enunciado inferencial cualquiera correspon-
diente a una relacio´n de consecuencia mediada s-s (=⇒••m ) que es justificativa res-
pecto de =⇒ y que satisface las tres propiedades indicadas. Al ser =⇒••m justificativa
se satisface que Γ · 〈ω〉 =⇒ υ.
Existen dos posibilidades:
Que sea Γ =¨ 〈 〉. En ese caso, tenemos que Γ · 〈ω〉 =¨ Σ1 · 〈ω〉 · Σ2 para
cualesquiera Σ1 · Σ2 =¨ 〈 〉. Es decir, se satisface que ∀Σ1,Σ2((Γ =¨ Σ1 ·
Σ2) ⇒˙ (Σ1 · 〈ω〉 · Σ2 =⇒ υ)). Y esta u´ltima es justamente la definicio´n de
Γ~ 〈ω〉 =⇒ υ.
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Que sea Γ ¨6= 〈 〉. En ese caso, tenemos que Γ =¨ ∆ · 〈ϕ〉 y substituyendo en
el enunciado inferencial inicial correspondiente a la relacio´n mediada obte-
nemos ∆ · 〈ϕ〉|υ =⇒••m ω.
Por otro lado, aplicando la identidad del objeto del problema y la solucio´n
[NP-s3], podemos garantizar incondicionalmente ∆·〈ω〉|υ =⇒••m υ. Y a partir
de e´ste y del anterior enunciado inferencial, y aplicando la permutacio´n cauta
entre la teorı´a-base y la solucio´n [NP-s3], obtenemos: ∆ · 〈ω〉|υ =⇒••m ϕ.
Por tanto, para cualesquiera Λ1 y Λ2 tales que Λ1 · Λ2 =¨ ∆, y aplicando la
permutacio´n en la teorı´a-base [NP-s3], se infiere: Λ1 · 〈ω〉 · Λ2|υ =⇒••m ϕ. Y
como =⇒••m es justificativa, la anterior expresio´n es equivalente a Λ1 · 〈ω〉 ·
Λ2 · 〈ϕ〉· =⇒ υ.
De todo ello se sigue que se satisface que ∀Σ1,Σ2((Γ =¨ Σ1 ·Σ2) ⇒˙ (Σ1 · 〈ω〉 ·
Σ2 =⇒ υ)). Y esta u´ltima es justamente la definicio´n de Γ~ 〈ω〉 =⇒ υ.
Por lo tanto, en ambos casos, =⇒••m es justificativa de modo posicionalmente indi-
ferente. 
Por tanto, el teorema de representacio´n anterior que fue probado para relaciones
inferenciales mediadas s-s =⇒••m que son justificativas de modo posicionalmente
independientes respecto de =⇒ podrı´a enunciarse eliminando el requisito que cua-
lifica la propiedad de ser justificativa y, en su lugar, an˜adiendo las dos propiedades
[NP-s3] que antes no se exigı´an y aquı´ sı´, o bien habrı´a que probar que estas dos las
tiene necesariamente una relacio´n inferencial mediada que satisfaga las condiciones
del mencionado teorema.
4.3. Relacio´n de consecuencia lo´gica mediada s-s jus-
tificativa de modo fuertemente compatible
Definimos la nueva cualidad que acabamos de mencionar8:
Definicio´n 123 (Subfamilia de fo´rmulas fuertemente consistente / de´bilmente in-
consistente).
8 En el segundo capı´tulo se dio una definicio´n ana´loga pero restringida a conjuntos de fo´rmulas.
258 Capı´tulo 4. Ana´lisis estructural de la abduccio´n ordinaria cla´sica
Dada una subfamilia de fo´rmulas Γ, si cumple que Γ 6=⇒ ⊥˜, decimos que es fuer-
temente consistente respecto de la relacio´n inferencial =⇒; en caso contrario de-
cimos que es de´bilmente inconsistente respecto de dicha relacio´n inferencial.
La siguiente definicio´n sera´ indispensable para poder presentar un teorema de
representacio´n para una relacio´n inferencial que generalice a la ‘abduccio´n consis-
tente’ de Atocha:
Definicio´n 124 (Relacio´n de consecuencia lo´gica mediada s-s justificativa de modo
fuertemente compatible).
Una relacio´n de consecuencia lo´gica mediada s-s =⇒••m es justificativa de modo
fuertemente compatible respecto de una relacio´n de consecuencia lo´gica mediadora
singular =⇒ cuando se satisface que:
Γ|υ =⇒••m ω si y so´lo si (Γ · 〈ω〉 =⇒ υ) &˙ (Γ · 〈ω〉 6=⇒ ⊥˜).
Es obvio que cualquier relacio´n de consecuencia lo´gica del tipo que acabamos
de definir debe satisfacer que υ 6= ⊥˜9, pero no es necesario an˜adirlo a las condicio-
nes anteriores porque se deriva a partir de las ya impuestas.
Las relaciones de consecuencia lo´gica mediadas s-s justificativas de modo fuer-
temente compatible pueden satisfacer, entre otras, algunas de las reglas estructurales
que seguidamente se enumeran:
VIII.1- Reflexividad condicionada de la teorı´a-base en el objeto del problema [NP-
s4]:
Γ · 〈δ〉 · Λ|υ =⇒••m ω; δ 6= ⊥˜
Γ · 〈δ〉 · Λ|δ =⇒••m ω
.
VIII.2- Reflexividad condicionada del objeto del problema en la solucio´n [NP-s4]:
Γ|υ =⇒••m ω
Γ|υ =⇒••m υ
.
VIII.3- Reflexividad condicionada de la solucio´n en el objeto del problema [NP-s4]:
Γ|υ =⇒••m ω; ω 6= ⊥˜
Γ|ω =⇒••m ω
.
9 Recordemos que ⊥˜ es un sı´mbolo metalingu¨ı´stico que se comporta como un para´metro de
fo´rmulas inconsistentes / insatisfacibles.
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VIII.4- Ampliabilidad de la teorı´a-base con la solucio´n [NP-s4]:
Γ · Λ|υ =⇒••m ω
Γ · 〈ω〉 · Λ|υ =⇒••m ω
.
VIII.5- Monotonı´a cauta en la teorı´a-base [NP-s4]:
Γ · Λ|υ =⇒••m ω; Γ ·∆ · 〈ω〉 · Ξ · Λ|υ =⇒••m ϕ
Γ ·∆ · 〈ω〉 · Ξ · Λ|υ =⇒••m ω
.
VIII.6- Corte en la teorı´a-base [NP-s4]:
Γ · 〈ϕ〉 · Λ|υ =⇒••m ω; Γ · Λ|ϕ =⇒••m ω
Γ · Λ|υ =⇒••m ω
.
VIII.7- Corte en la teorı´a-base y transitividad entre el objeto del problema y la so-
lucio´n [NP-s4]:
Γ · 〈ϕ〉 · Λ|υ =⇒••m ω; Γ · Λ|ω =⇒••m ϕ
Γ · Λ|υ =⇒••m ϕ
.
VIII.8- Permutacio´n cauta entre la teorı´a-base y la solucio´n [NP-s4]:
Γ · 〈ϕ〉 · Λ|υ =⇒••m ω; Γ · 〈ω〉 · Λ|υ =⇒••m ψ
Γ · 〈ω〉 · Λ|υ =⇒••m ϕ
.
VIII.9- Contraccio´n por la derecha en la teorı´a-base [NP-s4]:
Γ · Ξ ·∆ · Ξ · Λ|υ =⇒••m ω
Γ · Ξ ·∆ · Λ|υ =⇒••m ω
.
VIII.10- Contraccio´n por la izquierda en la teorı´a-base [NP-s4]:
Γ · Ξ ·∆ · Ξ · Λ|υ =⇒••m ω
Γ ·∆ · Ξ · Λ|υ =⇒••m ω
.
VIII.11- Permutacio´n en la teorı´a-base [NP-s4]:
Γ · Ξ ·∆ · Φ · Λ|υ =⇒••m ω
Γ · Φ ·∆ · Ξ · Λ|υ =⇒••m ω
.
Proposicio´n 125.
Si una relacio´n inferencial mediada s-s es justificativa de modo fuertemente com-
patible entonces satisface las anteriores propiedades [NP-s4] si la correspondiente
relacio´n inferencial mediadora singular cumple las propiedades estructurales [NP-
s1] que en cada una de ellas se indican.
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VIII.1- Reflexividad condicionada de la teorı´a-base en el objeto del problema [NP-
s4]: reflexividad [NP-s1].
VIII.2- Reflexividad condicionada del objeto del problema en la solucio´n [NP-s4]:
reflexividad [NP-s1] y transitividad [NP-s1].
VIII.3- Reflexividad condicionada de la solucio´n en el objeto del problema [NP-s4]:
reflexividad [NP-s1].
VIII.4- Ampliabilidad de la teorı´a-base con la solucio´n [NP-s4]: monotonı´a [NP-s1]
y contraccio´n por la izquierda [NP-s1].
VIII.5- Monotonı´a cauta en la teorı´a-base [NP-s4]: monotonı´a [NP-s1] y reemplazo
de repeticiones por la derecha [NP-s1].
VIII.6- Corte en la teorı´a-base [NP-s4]: transitividad [NP-s1] y contraccio´n por la
izquierda [NP-s1].
VIII.7- Corte en la teorı´a-base y transitividad entre el objeto del problema y la solu-
cio´n [NP-s4]: transitividad [NP-s1] y contraccio´n por la izquierda [NP-s1].
VIII.8- Permutacio´n cauta entre la teorı´a-base y la solucio´n [NP-s4]: permutacio´n
[NP-s1].
VIII.9- Contraccio´n por la derecha en la teorı´a-base [NP-s4]: monotonı´a [NP-s1] y
contraccio´n por la derecha [NP-s1].
VIII.10- Contraccio´n por la izquierda en la teorı´a-base [NP-s4]: monotonı´a [NP-s1]
y contraccio´n por la izquierda [NP-s1].
VIII.11- Permutacio´n en la teorı´a-base [NP-s4]: permutacio´n [NP-s1].
Demostracio´n.
VIII.1- Reflexividad condicionada de la teorı´a-base en el objeto del problema [NP-
s4]:
Γ · 〈δ〉 · Λ|υ =⇒••m ω; δ 6= ⊥˜
Γ · 〈δ〉 · Λ|δ =⇒••m ω
.
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Por ser =⇒••m justificativa de modo fuertemente compatible respecto de =⇒,
ello es equivalente a:
Γ · 〈δ〉 · Λ · 〈ω〉 =⇒ υ; Γ · 〈δ〉 · Λ · 〈ω〉 6=⇒ ⊥˜;
δ 6= ⊥˜
Γ · 〈δ〉 · Λ · 〈ω〉 =⇒ δ; Γ · 〈δ〉 · Λ · 〈ω〉 6=⇒ ⊥˜
.
So´lo hay que sen˜alara que la primera postcondicio´n de la regla se tiene si =⇒
satisface la reflexividad [NP-s1].
VIII.2- Reflexividad condicionada del objeto del problema en la solucio´n [NP-s4]:
Γ|υ =⇒••m ω
Γ|υ =⇒••m υ
.
Por ser =⇒••m justificativa de modo fuertemente compatible respecto de =⇒,
ello es equivalente a:
Γ · 〈ω〉 =⇒ υ; Γ · 〈ω〉 6=⇒ ⊥˜
Γ · 〈υ〉 =⇒ υ; Γ · 〈υ〉 6=⇒ ⊥˜
.
La primera postcondicio´n de la regla se tiene si =⇒ satisface la reflexividad
[NP-s1]; la segunda postcondicio´n de la regla se tiene a partir de las dos pre-
condiciones si =⇒ satisface la transitividad [NP-s1] (para llegar a esta con-
clusio´n podemos razonar por reduccio´n al absurdo: supongamos que a partir
de las precondiciones Γ · 〈ω〉 =⇒ υ y Γ · 〈ω〉 6=⇒ ⊥˜ se siguiese Γ · 〈υ〉 =⇒ ⊥˜;
entonces, por la transitividad [NP-s1] de =⇒ sobre este supuesto y la primera
precondicio´n obtendrı´amos Γ · 〈ω〉 =⇒ ⊥˜, lo cual es contradictorio con la
segunda precondicio´n; por lo tanto hemos de concluir Γ · 〈υ〉 6=⇒ ⊥˜).
VIII.3- Reflexividad condicionada de la solucio´n en el objeto del problema [NP-s4]:
Γ|υ =⇒••m ω; ω 6= ⊥˜
Γ|ω =⇒••m ω
.
Por ser =⇒••m justificativa de modo fuertemente compatible respecto de =⇒,
ello es equivalente a:
Γ · 〈ω〉 =⇒ υ; Γ · 〈ω〉 6=⇒ ⊥˜;
ω 6= ⊥˜
Γ · 〈ω〉 =⇒ ω; Γ · 〈ω〉 6=⇒ ⊥˜
.
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So´lo hay que sen˜alar que la primera postcondicio´n de la regla se tiene si =⇒
satisface la reflexividad [NP-s1].
VIII.4- Ampliabilidad de la teorı´a-base con la solucio´n [NP-s4]:
Γ · Λ|υ =⇒••m ω
Γ · 〈ω〉 · Λ|υ =⇒••m ω
.
Por ser =⇒••m justificativa de modo fuertemente compatible respecto de =⇒,
ello es equivalente a:
Γ · Λ · 〈ω〉 =⇒ υ; Γ · Λ · 〈ω〉 6=⇒ ⊥˜
Γ · 〈ω〉 · Λ · 〈ω〉 =⇒ υ; Γ · 〈ω〉 · Λ · 〈ω〉 6=⇒ ⊥˜
.
La primera postcondicio´n de la regla se tiene a partir de la primera precon-
dicio´n si =⇒ satisface la monotonı´a [NP-s1]; la segunda postcondicio´n se
tiene a partir de la segunda precondicio´n si =⇒ satisface la contraccio´n por
la izquierda [NP-s1] (la cual leeremos en ‘sentido contrapuesto’).
VIII.5- Monotonı´a cauta en la teorı´a-base [NP-s4]:
Γ · Λ|υ =⇒••m ω; Γ ·∆ · 〈ω〉 · Ξ · Λ|υ =⇒••m ϕ
Γ ·∆ · 〈ω〉 · Ξ · Λ|υ =⇒••m ω
.
Por ser =⇒••m justificativa de modo fuertemente compatible respecto de =⇒,
ello es equivalente a:
Γ · Λ · 〈ω〉 =⇒ υ; Γ · Λ · 〈ω〉 6=⇒ ⊥˜;
Γ ·∆ · 〈ω〉 · Ξ · Λ · 〈ϕ〉 =⇒ υ; Γ ·∆ · 〈ω〉 · Ξ · Λ · 〈ϕ〉 6=⇒ ⊥˜
Γ ·∆ · 〈ω〉 · Ξ · Λ · 〈ω〉 =⇒ υ; Γ ·∆ · 〈ω〉 · Ξ · Λ · 〈ω〉 6=⇒ ⊥˜
.
La primera postcondicio´n de la regla se tiene a partir de la primera precon-
dicio´n si =⇒ satisface la monotonı´a [NP-s1]; la segunda postcondicio´n se
tiene a partir de la cuarta precondicio´n si =⇒ satisface la propiedad de re-
emplazo de repeticiones por la derecha [NP-s1] (la cual leeremos en ‘sentido
contrapuesto’).
VIII.6- Corte en la teorı´a-base [NP-s4]:
Γ · 〈ϕ〉 · Λ|υ =⇒••m ω; Γ · Λ|ϕ =⇒••m ω
Γ · Λ|υ =⇒••m ω
.
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Por ser =⇒••m justificativa de modo fuertemente compatible respecto de =⇒,
ello es equivalente a:
Γ · 〈ϕ〉 · Λ · 〈ω〉 =⇒ υ; Γ · 〈ϕ〉 · Λ · 〈ω〉 6=⇒ ⊥˜;
Γ · Λ · 〈ω〉 =⇒ ϕ; Γ · Λ · 〈ω〉 6=⇒ ⊥˜
Γ · Λ · 〈ω〉 =⇒ υ; Γ · Λ · 〈ω〉 6=⇒ ⊥˜
.
So´lo hay que indicar que la primera postcondicio´n de la regla se tiene a partir
de la tercera y primera precondiciones si =⇒ satisface la transitividad [NP-
s1] y la contraccio´n por la izquierda [NP-s1].
VIII.7- Corte en la teorı´a-base y transitividad entre el objeto del problema y la solu-
cio´n [NP-s4]:
Γ · 〈ϕ〉 · Λ|υ =⇒••m ω; Γ · Λ|ω =⇒••m ϕ
Γ · Λ|υ =⇒••m ϕ
.
Por ser =⇒••m justificativa de modo fuertemente compatible respecto de =⇒,
ello es equivalente a:
Γ · 〈ϕ〉 · Λ · 〈ω〉 =⇒ υ; Γ · 〈ϕ〉 · Λ · 〈ω〉 6=⇒ ⊥˜;
Γ · Λ · 〈ϕ〉 =⇒ ω; Γ · Λ · 〈ϕ〉 6=⇒ ⊥˜
Γ · Λ · 〈ϕ〉 =⇒ υ; Γ · Λ · 〈ϕ〉 6=⇒ ⊥˜
.
So´lo hay que indicar que la primera postcondicio´n de la regla se tiene a partir
de la tercera y primera precondiciones si =⇒ satisface la transitividad [NP-
s1] y la contraccio´n por la izquierda [NP-s1].
VIII.8- Permutacio´n cauta entre la teorı´a-base y la solucio´n [NP-s4]:
Γ · 〈ϕ〉 · Λ|υ =⇒••m ω; Γ · 〈ω〉 · Λ|υ =⇒••m ψ
Γ · 〈ω〉 · Λ|υ =⇒••m ϕ
.
Por ser =⇒••m justificativa de modo fuertemente compatible respecto de =⇒,
ello es equivalente a:
Γ · 〈ϕ〉 · Λ · 〈ω〉 =⇒ υ; Γ · 〈ϕ〉 · Λ · 〈ω〉 6=⇒ ⊥˜;
Γ · 〈ω〉 · Λ · 〈ψ〉 =⇒ υ; Γ · 〈ω〉 · Λ · 〈ψ〉 6=⇒ ⊥˜
Γ · 〈ω〉 · Λ · 〈ϕ〉 =⇒ υ; Γ · 〈ω〉 · Λ · 〈ϕ〉 6=⇒ ⊥˜
.
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La primera postcondicio´n de la regla se tiene a partir de la primera precon-
dicio´n si =⇒ satisface la permutacio´n [NP-s1]; la segunda postcondicio´n de
la regla se tiene a partir de la segunda precondicio´n si =⇒ satisface la citada
regla (la cual leeremos ahora en ‘sentido contrapuesto’).
VIII.9- Contraccio´n por la derecha en la teorı´a-base [NP-s4]:
Γ · Ξ ·∆ · Ξ · Λ|υ =⇒••m ω
Γ · Ξ ·∆ · Λ|υ =⇒••m ω
.
Por ser =⇒••m justificativa de modo fuertemente compatible respecto de =⇒,
ello es equivalente a:
Γ · Ξ ·∆ · Ξ · Λ · 〈ω〉 =⇒ υ; Γ · Ξ ·∆ · Ξ · Λ · 〈ω〉 6=⇒ ⊥˜
Γ · Ξ ·∆ · Λ · 〈ω〉 =⇒ υ; Γ · Ξ ·∆ · Λ · 〈ω〉 6=⇒ ⊥˜
.
La primera postcondicio´n se sigue a partir de la primera precondicio´n si =⇒
satisface la contraccio´n por la derecha [NP-s1]; la segunda postcondicio´n se
sigue a partir de la segunda precondicio´n si =⇒ satisface la monotonı´a [NP-
s1] (la cual leeremos ahora en ‘sentido contrapuesto’).
VIII.10- Contraccio´n por la izquierda en la teorı´a-base [NP-s4]:
Γ · Ξ ·∆ · Ξ · Λ|υ =⇒••m ω
Γ ·∆ · Ξ · Λ|υ =⇒••m ω
.
Por ser =⇒••m justificativa de modo fuertemente compatible respecto de =⇒,
ello es equivalente a:
Γ · Ξ ·∆ · Ξ · Λ · 〈ω〉 =⇒ υ; Γ · Ξ ·∆ · Ξ · Λ · 〈ω〉 6=⇒ ⊥˜
Γ ·∆ · Ξ · Λ · 〈ω〉 =⇒ υ; Γ ·∆ · Ξ · Λ · 〈ω〉 6=⇒ ⊥˜
.
La primera postcondicio´n se sigue a partir de la primera precondicio´n si =⇒
satisface la contraccio´n por la izquierda [NP-s1]; la segunda postcondicio´n
se sigue a partir de la segunda precondicio´n si =⇒ satisface la monotonı´a
[NP-s1] (la cual leeremos ahora en ‘sentido contrapuesto’).
VIII.11- Permutacio´n en la teorı´a-base [NP-s4]:
Γ · Ξ ·∆ · Φ · Λ|υ =⇒••m ω
Γ · Φ ·∆ · Ξ · Λ|υ =⇒••m ω
.
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Por ser =⇒••m justificativa de modo fuertemente compatible respecto de =⇒,
ello es equivalente a:
Γ · Ξ ·∆ · Φ · Λ · 〈ω〉 =⇒ υ; Γ · Ξ ·∆ · Φ · Λ · 〈ω〉 6=⇒ ⊥˜
Γ · Φ ·∆ · Ξ · Λ · 〈ω〉 =⇒ υ; Γ · Φ ·∆ · Ξ · Λ · 〈ω〉 6=⇒ ⊥˜
.
La primera postcondicio´n se sigue a partir de la primera precondicio´n si =⇒
satisface la permutacio´n [NP-s1]; la segunda postcondicio´n se sigue a par-
tir de la segunda precondicio´n si =⇒ satisface la citada propiedad (la cual
leeremos ahora en ‘sentido contrapuesto’). 
Proposicio´n 126.
Cada una de las anteriores versiones de las reglas [NP-s4] expresadas mediante la
condicio´n mediadora cumple que en el conjunto formado por sus precondiciones y
sus postcondiciones no hay al menos dos condiciones estructuralmente incompati-
bles entre sı´ e igualmente ninguna especificacio´n propia de todas las condiciones
(realizada de forma homoge´nea) puede generar condiciones incompatibles.
Demostracio´n. Si observamos todas las mencionadas versiones veremos que tanto
las precondiciones como las postcondiciones son de uno de los siguientes tipos:
1) Σ11 · ... · Σ1m =⇒ σ, con σ 6= ⊥˜ (esto u´ltimo se cumple bien porque se haya
impuesto expresamente, bien porque se derive de las precondiciones tomadas con-
juntamente).
2) Σ21 · ... · Σ2n 6=⇒ ⊥˜.
Y es evidente que dichas condiciones no son estructuralmente incompatibles ni
pueden generar por especificacio´n condiciones que sean incompatibles a nivel par-
ticular. 
Las relaciones inferenciales del presente tipo pueden tambie´n satisfacer, entre
otras, algunas de las reglas estructurales mixtas que seguidamente se enumeran:
VIII.12- Transitividad cauta entre el objeto del problema y la solucio´n (condicionada
por la inferencia mediadora) [NP-s4]:
∆ · Λ|υ =⇒••m ω; Γ|ω =⇒••m ϕ; ∆ · Γ · Λ · 〈ϕ〉 6=⇒ ⊥˜
∆ · Γ · Λ|υ =⇒••m ϕ
.
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VIII.13- Debilitamiento del objeto del problema (condicionado por la inferencia me-
diadora) [NP-s4]:
Γ · 〈ψ〉|υ =⇒••m ω; 〈υ〉 =⇒ ψ; ψ 6= ⊥˜
Γ · 〈ψ〉|ψ =⇒••m ω
.
VIII.14- Fortalecimiento de la solucio´n (condicionado por la inferencia mediadora)
[NP-s4]:
Γ · 〈ϕ〉|υ =⇒••m ω; 〈ϕ〉 =⇒ ω
Γ|υ =⇒••m ϕ
.
Proposicio´n 127.
Si una relacio´n inferencial mediada s-s es justificativa de modo fuertemente compa-
tible entonces satisface las anteriores propiedades estructurales ‘mixtas’ [NP-s4] si
la correspondiente relacio´n inferencial mediadora singular cumple las propiedades
estructurales [NP-s1] que en cada una de ellas se indican.
VIII.12- Transitividad cauta entre el objeto del problema y la solucio´n (condicionada
por la inferencia mediadora) [NP-s4]: transitividad [NP-s1] y permutacio´n
[NP-s1].
VIII.13- Debilitamiento del objeto del problema (condicionado por la inferencia me-
diadora) [NP-s4]: reflexividad [NP-s1] (o bien transitividad [NP-s1b]).
VIII.14- Fortalecimiento de la solucio´n (condicionado por la inferencia mediadora)
[NP-s4]: transitividad [NP-s1], monotonı´a [NP-s1] y contraccio´n por la de-
recha [NP-s1].
Demostracio´n.
VIII.12- Transitividad cauta entre el objeto del problema y la solucio´n (condicionada
por la inferencia mediadora) [NP-s4]:
∆ · Λ|υ =⇒••m ω; Γ|ω =⇒••m ϕ; ∆ · Γ · Λ · 〈ϕ〉 6=⇒ ⊥˜
∆ · Γ · Λ|υ =⇒••m ϕ
.
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Por ser =⇒••m justificativa de modo fuertemente compatible respecto de =⇒,
ello es equivalente a:
∆ · Λ · 〈ω〉 =⇒ υ; ∆ · Λ · 〈ω〉 6=⇒ ⊥˜;
Γ · 〈ϕ〉 =⇒ ω; Γ · 〈ϕ〉 6=⇒ ⊥˜;
∆ · Γ · Λ · 〈ϕ〉 6=⇒ ⊥˜
∆ · Γ · Λ · 〈ϕ〉 =⇒ υ; ∆ · Γ · Λ · 〈ϕ〉 6=⇒ ⊥˜
.
So´lo hay que sen˜alar que la primera postcondicio´n de la regla se tiene a partir
de la tercera y primera precondiciones si =⇒ satisface la transitividad [NP-
s1] y la permutacio´n [NP-s1].
VIII.13- Debilitamiento del objeto del problema (condicionado por la inferencia me-
diadora) [NP-s4]:
Γ · 〈ψ〉|υ =⇒••m ω; 〈υ〉 =⇒ ψ; ψ 6= ⊥˜
Γ · 〈ψ〉|ψ =⇒••m ω
.
Por ser =⇒••m justificativa de modo fuertemente compatible respecto de =⇒,
ello es equivalente a:
Γ · 〈ψ〉 · 〈ω〉 =⇒ υ; Γ · 〈ψ〉 · 〈ω〉 6=⇒ ⊥˜;
〈υ〉 =⇒ ψ; ψ 6= ⊥˜
Γ · 〈ψ〉 · 〈ω〉 =⇒ ψ; Γ · 〈ψ〉 · 〈ω〉 6=⇒ ⊥˜
.
So´lo hay que sen˜alar que la primera postcondicio´n de la regla se tiene si =⇒
satisface la reflexividad [NP-s1] (o bien a partir de la primera y tercera pre-
condiciones si =⇒ satisface la transitividad [NP-s1b]).
VIII.14- Fortalecimiento de la solucio´n (condicionado por la inferencia mediadora)
[NP-s4]:
Γ · 〈ϕ〉|υ =⇒••m ω; 〈ϕ〉 =⇒ ω
Γ|υ =⇒••m ϕ
.
Por ser =⇒••m justificativa de modo fuertemente compatible respecto de =⇒,
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ello es equivalente a:
Γ · 〈ϕ〉 · 〈ω〉 =⇒ υ; Γ · 〈ϕ〉 · 〈ω〉 6=⇒ ⊥˜;
〈ϕ〉 =⇒ ω
Γ · 〈ϕ〉 =⇒ υ; Γ · 〈ϕ〉 6=⇒ ⊥˜
.
La primera postcondicio´n de la regla se tiene si =⇒ satisface la transitividad
[NP-s1] y la contraccio´n por la derecha [NP-s1]; la segunda postcondicio´n
se tiene a partir de la segunda precondicio´n si =⇒ satisface la monotonı´a
[NP-s1] (la cual leeremos en ‘sentido contrapuesto’).

Proposicio´n 128.
Cada una de las anteriores versiones de las reglas ‘mixtas’ [NP-s4] expresadas
mediante la condicio´n mediadora cumple que en el conjunto formado por sus pre-
condiciones y sus postcondiciones no hay al menos dos condiciones estructural-
mente incompatibles entre sı´ e igualmente ninguna especificacio´n propia de todas
las condiciones (realizada de forma homoge´nea) puede generar condiciones incom-
patibles.
Su prueba es ide´ntica a la de la proposicio´n ana´loga anterior, es decir la corres-
pondiente a las reglas ‘puras’ [NP-s4].
El que sigue es el teorema de representacio´n que anuncia´bamos, ampliado para
subfamilias arbitrarias, pero en lugar de usar las versiones para subfamilias que son
ana´logas a las reglas que maneja Atocha Aliseda –es decir, las [‘At’-s2]–, se han
usado las propiedades [NP-s1]:
Teorema 129 (Teorema de representacio´n mediante propiedades [NP-s1] de la rela-
cio´n inferencial mediada s-s justificativa de modo fuertemente compatible respecto
de la deduccio´n cla´sica).
La reflexividad [NP-s1], la transitividad [NP-s1] y la contraccio´n por la derecha
[NP-s1] de la relacio´n inferencial mediadora singular son condiciones suficientes
de una relacio´n inferencial mediada s-s justificativa de modo fuertemente compati-
ble respecto de la deduccio´n cla´sica, cuya primera componente es una subfamilia
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arbitraria y tal que su relacio´n mediadora es la deduccio´n cla´sica, en el sentido de
que cualquier relacio´n inferencial mediada con la relacio´n inferencial mediadora y
las premisas indicadas y que satisfaga las tres propiedades mencionadas, se puede
representar como si fuese la relacio´n mencionada.
Demostracio´n. En esta demostracio´n nos apoyaremos en el teorema de representa-
cio´n anterior. Sea =⇒••m una relacio´n de consecuencia lo´gica s-s justificativa de mo-
do fuertemente compatible que esta´ mediada por la relacio´n de consecuencia lo´gica
singular =⇒. Sean Γ un elemento de SUBFAME(FOR(L)) e υ y ω elementos de
FOR(L).
Por ser =⇒••m justificativa de modo fuertemente compatible tenemos que:
Γ|υ =⇒••m ω si y so´lo si (Γ · 〈ω〉 =⇒ υ) &˙ (Γ · 〈ω〉 6=⇒ ⊥˜).
Por otro lado, la inferencia mediadora es la deduccio´n cla´sica y, atendiendo a su
caracterizacio´n mediante modelos, sabemos que:
(Γ · 〈ω〉 d υ) &˙ (Γ · 〈ω〉 2d ⊥˜) si y so´lo si
((
⋂
γ∈Γ¯
Mod(γ)) ∩Mod(ω) ⊆Mod(υ)) &˙ ((
⋂
γ∈Γ¯
Mod(γ)) ∩Mod(ω) *Mod(⊥˜)).
Ası´ pues, debemos probar que:
(Γ · 〈ω〉 =⇒ υ) &˙ (Γ · 〈ω〉 6=⇒ ⊥˜) si y so´lo si
((
⋂
γ∈Γ¯
Mod(γ)) ∩Mod(ω) ⊆Mod(υ)) &˙ ((
⋂
γ∈Γ¯
Mod(γ)) ∩Mod(ω) *Mod(⊥˜)).
siendo =⇒ una relacio´n de consecuencia lo´gica singular que satisface las propie-
dades de reflexividad [NP-s1], transitividad [NP-s1] y contraccio´n por la derecha
[NP-s1].
Hagamos Γ′ =¨ Γ · 〈ω〉; aplicando propiedades conjuntistas sencillas tenemos
que:
(
⋂
γ′∈Γ¯′
Mod(γ′)) = (
⋂
γ∈Γ¯
Mod(γ)) ∩Mod(ω).
Ahora bien, el teorema de representacio´n de la relacio´n inferencial deductiva
cla´sica [NP-s1] establece que:
a) Γ′ =⇒ υ si y so´lo si (
⋂
γ′∈Γ¯′
Mod(γ′)) ⊆Mod(υ),
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y, por igual motivo, tambie´n se cumple que
b) Γ′ 6=⇒ ⊥˜ si y so´lo si (
⋂
γ′∈Γ¯′
Mod(γ′)) *Mod(⊥˜),
en ambos casos bajo las mismas condiciones para =⇒ que en el teorema de repre-
sentacio´n en el cual nos apoyamos.
Por u´ltimo, a) y b) conjuntamente implican lo que nos habı´amos propuesto pro-
bar. 
Antes de proseguir, hacemos un inciso sobre la relacio´n del lado derecho de la
equivalencia con el miembro ana´logo del teorema de representacio´n probado por
Atocha Aliseda. Nuestra eleccio´n permite ver de una manera ra´pida la aplicabilidad
del teorema de representacio´n de la relacio´n inferencial deductiva cla´sica [NP-s1],
pero es fa´cil justificar que ambas versiones son realmente equivalentes si se tiene
tiene en cuenta que Mod(⊥˜) = ∅ y se aplican propiedades sencillas de la Teorı´a de
Conjuntos: M * ∅ es equivalente a M 6= ∅ y esto a su vez equivalente a ∅ (M .
4.4. Relacio´n de consecuencia lo´gica mediada s-s jus-
tificativa de modo fuertemente compatible y po-
sicionalmente indiferente
Queremos ahora determinar cua´les son los vı´nculos que existen entre las propie-
dades [NP-s4] que satisface la relacio´n inferencial mediada s-s que es justificativa
de modo fuertemente compatible y las propiedades [NP-s1] que satisface la rela-
cio´n inferencial mediadora singular, para lo cual comenzamos viendo la siguiente
definicio´n:
Definicio´n 130 (Relacio´n de consecuencia lo´gica mediada s-s justificativa de modo
fuertemente compatible y posicionalmente indiferente).
Una relacio´n de consecuencia lo´gica mediada s-s =⇒••m es justificativa de mo-
do fuertemente compatible y posicionalmente indiferente respecto de una relacio´n
inferencial mediadora singular =⇒ cuando se satisface que:
Γ|υ =⇒••m ω si y so´lo si (Γ~ 〈ω〉 =⇒ υ) &˙ (Γ~ 〈ω〉 6=⇒ ⊥˜).
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Nuevamente, cualquier relacio´n de consecuencia lo´gica del tipo que acabamos
de definir debe satisfacer que υ 6= ⊥˜, pues esto se infiere de las condiciones que se
han establecido.
Todas las propiedades [NP-s4] que fueron presentadas, tanto las ‘puras’ como
las ‘mixtas’, se mantienen sin alteraciones con esta nueva exigencia (no desarrolla-
mos explı´citamente aquı´ la demostracio´n por los motivos que ya se indicaron en la
seccio´n previa en la que se analizaron las consecuencias de introducir este requisi-
to). Nuevamente la presente es una versio´n sujeta a condiciones ma´s fuertes que la
anteriormente dada: ası´ pues, toda propiedad que se mantenga en esta situacio´n, a
fortiori se mantendra´ en la anterior situacio´n; pero ahora contamos con la ventaja de
que podemos justificar en el sentido recı´proco al que ya fue presentado los vı´nculos
existentes entre las propiedades de la relacio´n inferencial mediada y la mediadora:
Proposicio´n 131.
Si una relacio´n inferencial mediada s-s =⇒••m es justificativa de modo fuertemente
compatible y posicionalmente indiferente respecto de =⇒ y satisface la reflexividad
condicionada del objeto del problema en la solucio´n [NP-s4] y la contraccio´n por
la derecha en la teorı´a-base [NP-s4], entonces la restriccio´n de su relacio´n infe-
rencial mediadora singular =⇒ a los elementos que satisfacen que la subfamilia
de premisas es no vacı´a y fuertemente compatible es una relacio´n de consecuencia
que satisface la reflexividad [NP-s1] y la contraccio´n por la derecha [NP-s1].
Demostracio´n. Por ser =⇒••m justificativa de modo fuertemente compatible y po-
sicionalmente indiferente respecto de =⇒ tenemos que las antecitadas propiedades
de la relacio´n mediada se ‘traducen’ en las siguientes propiedades de la relacio´n
mediadora:
1. Reflexividad condicionada del objeto del problema en la solucio´n [NP-s4]:
Γ~ 〈ω〉 =⇒ υ; Γ~ 〈ω〉 6=⇒ ⊥˜
Γ~ 〈υ〉 =⇒ υ; Γ~ 〈υ〉 6=⇒ ⊥˜
.
2. Contraccio´n por la derecha en la teorı´a-base [NP-s4]:
(Γ · Ξ ·∆ · Ξ · Λ)~ 〈ω〉 =⇒ υ; (Γ · Ξ ·∆ · Ξ · Λ)~ 〈ω〉 6=⇒ ⊥˜
(Γ · Ξ ·∆ · Λ)~ 〈ω〉 =⇒ υ; (Γ · Ξ ·∆ · Λ)~ 〈ω〉 6=⇒ ⊥˜
.
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Para probar que la restriccio´n antes indicada de la relacio´n inferencial mediadora
singular =⇒ (es decir, el conjunto de elementos de e´sta que satisfacen que la subfa-
milia de premisas es no vacı´a y fuertemente compatible) posee la reflexividad [NP-
s1], hemos de establecer que ella satisface incondicionalmente Σ1 · 〈υ〉 · Σ2 =⇒ υ.
Y esto viene garantizado por la reflexividad condicionada del objeto del problema
en la solucio´n [NP-s4] (para ello basta con hacer Γ =¨ Σ1 · Σ2).
De nuevo, para probar que la citada restriccio´n de la relacio´n inferencial (la cual
satisface que la subfamilia de premisas es siempre no vacı´a y fuertemente com-
patible) posee la contraccio´n por la derecha [NP-s1] partimos de su precondicio´n
(Γ · Ξ ·∆ · Ξ · Λ =⇒ υ, tal que 〈ω〉 ⊆¨ Γ · Ξ ·∆ · Ξ · Λ) y justificamos que bajo ese
supuesto necesariamente se cumple su postcondicio´n (Γ · Ξ · ∆ · Λ =⇒ υ, tal que
〈ω〉 ⊆¨ Γ ·Ξ ·∆ ·Λ). Para ese fin, basta con tener en cuenta que esto esta´ garantizado
por la contraccio´n por la derecha en la teorı´a-base [NP-s4] puesto que se cumplen
〈ω〉 ⊆¨ Γ · Ξ ·∆ · Ξ · Λ~ 〈ω〉 y 〈ω〉 ⊆¨ Γ · Ξ ·∆ · Λ~ 〈ω〉. 
El hecho de no haber mencionado a la transitividad [NP-s1] en la proposicio´n
seguramente ya habra´ hecho sospechar lo que a continuacio´n exponemos. No pa-
rece existir ninguna propiedad ‘pura’ [NP-s4] que por sı´ misma permita garantizar
la citada propiedad [NP-s1]. Si aceptamos intentarlo con alguna propiedad ‘mixta’
[NP-s4] (siendo consciente de que en ellas las condiciones no se dan exclusiva-
mente en te´rminos de la relacio´n mediada), la u´nica que parece buena candidata
es la transitividad cauta entre el objeto del problema y la solucio´n (condicionada
por la inferencia mediadora) [NP-s4]. Sin embargo, e´sta exige una precondicio´n
que no satisfacen necesariamente los elementos de la restriccio´n que se indico´ de
la relacio´n inferencial mediadora (adema´s el hecho de que dicha precondicio´n in-
volucre a subfamilias de distintos enunciados inferenciales hace inviable encontrar
otra restriccio´n de la citada relacio´n inferencial en la que sı´ se puedan garantizar los
vı´nculos entre las propiedades de la relacio´n de consecuencia mediada y las corres-
pondientes propiedades de su relacio´n de consecuencia mediadora). La situacio´n se
reproduce si en lugar de una sola propiedad, ‘pura’ o ‘mixta’ lo intentamos con dos
o ma´s de ellas conjuntamente.
Todo lo anterior desemboca en que tampoco resulte posible el enunciado de un
teorema de representacio´n para la relacio´n inferencial mediada s-s que es justifica-
tiva de modo fuertemente compatible y posicionalmente indiferente respecto de la
deduccio´n cla´sica usando so´lo propiedades [NP-s4]. Probablemente esto nos esta´ in-
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dicando por que´ otros autores han fracasado anteriormente en el intento de probar
teoremas de representacio´n para ciertos tipos de inferencia abductiva ordinaria con
propiedades elaboradas para relaciones inferenciales ternarias. De hecho, como ya
pudimos ver el teorema que presento´ Atocha Aliseda en realidad usa propiedades
relativas a relaciones inferenciales binarias cuya u´nica diferencia con las [NP-c1] es
el que tienen una menor capacidad de representacio´n.
4.5. Relacio´n de consecuencia lo´gica mediada s-s jus-
tificativa de modo de´bilmente compatible
Al comienzo del capı´tulo anterior comentamos que de entrada se rechaza que
aparezcan en las reglas estructurales condiciones que sean relativas al lenguaje
o lenguaje interpretado del sistema lo´gico, siendo discutible si el sı´mbolo meta-
lingu¨ı´stico que designa a una fo´rmula inconsistente / insatisfacible de manera gene´ri-
ca incumple dicho requisito. Podemos pensar en un tipo de relacio´n inferencial que
evita esas posibles objeciones al cambiar el requisito de compatibilidad fuerte por
el de compatibilidad de´bil:
Definicio´n 132 (Subfamilia de fo´rmulas de´bilmente consistente / fuertemente in-
consistente).
Dada una subfamilia de fo´rmulas Γ, si cumple que ∃˙ϕ(Γ 6=⇒ ϕ), decimos que es
de´bilmente consistente respecto de la relacio´n inferencial =⇒; en caso contrario
decimos que es fuertemente inconsistente respecto de dicha relacio´n inferencial.
Definicio´n 133 (Relacio´n de consecuencia lo´gica mediada s-s justificativa de modo
de´bilmente compatible).
Una relacio´n de consecuencia lo´gica mediada s-s =⇒••m es justificativa de modo
de´bilmente compatible respecto de una relacio´n consecuencia lo´gica mediadora
singular =⇒ cuando se satisface que:
Γ|υ =⇒••m ω si y so´lo si (Γ · 〈ω〉 =⇒ υ) &˙ (∃˙ϕ(Γ · 〈ω〉 6=⇒ ϕ)).
10
10 En la segunda condicio´n no nos hace falta indicar que´ tipo de entidad es ϕ, a diferencia de lo
que hicimos en el segundo capı´tulo, dado que en el tercer capı´tulo establecimos una notacio´n que es
comu´n para todos los que componen la segunda parte de la tesis.
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Es obvio que cualquier relacio´n de consecuencia lo´gica del tipo que acabamos
de definir debe satisfacer que υ 6= ϕ, pero no es necesario an˜adirlo a las condiciones
anteriores porque se deriva a partir de las ya impuestas.
Todas las propiedades [NP-s4] que fueron presentadas, tanto las ‘puras’ como
las ‘mixtas’, se mantienen sin alteraciones con esta nueva exigencia (no desarrolla-
mos explı´citamente aquı´ la demostracio´n porque coincide con la dada realizando
el cambio de la condicio´n de compatibilidad fuerte (Γ · 〈ω〉 6=⇒ ⊥˜) por la condi-
cio´n de compatibilidad de´bil (∃˙ϕ(Γ · 〈ω〉 6=⇒ ϕ)) en cada uno de los casos que
aque´lla apareciese en cada regla y, cuando corresponda, cambiando υ 6= ⊥˜ por
υ 6= ϕ. Estructuralmente se trata de dos opciones al mismo ‘nivel’, salvo que se
an˜ada la informacio´n adicional (cuyo cara´cter estructural serı´a nuevamente discu-
tible) de que la anterior condicio´n exige estrictamente ma´s que la presente –y, por
tanto, aque´lla implica a e´sta, aunque no de manera recı´proca–.
Del mismo modo, el teorema de representacio´n enunciado para las relaciones
de consecuencia lo´gica mediadas s-s justificativas de modo fuertemente compatible
se mantiene para las ana´logas relaciones justificativas de modo de´bilmente compa-
tibles.
En cuanto a la relacio´n de consecuencia lo´gica mediada s-s justificativa de mo-
do de´bilmente compatible y posicionalmente indiferente comencemos con su defi-
nicio´n:
Definicio´n 134 (Relacio´n de consecuencia lo´gica mediada s-s justificativa de modo
de´bilmente compatible y posicionalmente indiferente).
Una relacio´n de consecuencia lo´gica mediada s-s =⇒••m es justificativa de mo-
do de´bilmente compatible y posicionalmente indiferente respecto de una relacio´n
inferencial mediadora singular =⇒ cuando se satisface que:
Γ|υ =⇒••m ω si y so´lo si (Γ~ 〈ω〉 =⇒ υ) &˙ (∃˙ϕ(Γ~ 〈ω〉 6=⇒ ϕ)).
Nuevamente, cualquier relacio´n de consecuencia lo´gica del tipo que acabamos
de definir debe satisfacer que υ 6= ϕ, pues esto se infiere de las condiciones que se
han establecido.
Nos encontramos con que la situacio´n en este caso es exactamente ide´ntica a la
que tiene la relacio´n de consecuencia ana´loga pero cuyo requisito de compatibili-
dad es el fuerte, por lo que damos por reproducidas aquı´ todo el fragmento debiendo
u´nicamente cambiar, las menciones y los usos de la citada condicio´n por la de com-
patibilidad de´bil.
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4.6. Relacio´n de consecuencia lo´gica mediada s-s jus-
tificativa de modo explicativo
Como en ocasiones anteriores comenzamos definiendo este tipo de inferencia:
Definicio´n 135 (Relacio´n de consecuencia lo´gica mediada s-s justificativa de modo
explicativo).
Una relacio´n de consecuencia lo´gica mediada s-s =⇒••m es justificativa de modo
explicativo respecto de una relacio´n inferencial mediadora singular =⇒ cuando se
satisface que:
Γ|υ =⇒••m ω si y so´lo si (Γ · 〈ω〉 =⇒ υ) &˙ (〈ω〉 6=⇒ υ).
Es obvio que cualquier relacio´n de consecuencia lo´gica del tipo que acabamos
de definir debe satisfacer que Γ ¨6= 〈 〉, pero no es necesario an˜adirlo a las condicio-
nes anteriores porque se deriva a partir de las ya impuestas.
Las relaciones de consecuencia lo´gica mediadas s-s justificativas de modo ex-
plicativo pueden satisfacer, entre otras, algunas de las reglas estructurales que se-
guidamente se enumeran:
IX.1- Ampliabilidad de la teorı´a-base con la solucio´n [NP-s5]:
Γ · Λ|υ =⇒••m ω
Γ · 〈ω〉 · Λ|υ =⇒••m ω
.
IX.2- Monotonı´a en la teorı´a-base [NP-s5]:
Γ · Λ|υ =⇒••m ω
Γ ·∆ · Λ|υ =⇒••m ω
.
IX.3- Corte en la teorı´a-base [NP-s5]:
Γ · 〈ϕ〉 · Λ|υ =⇒••m ω; Γ · Λ|ϕ =⇒••m ω
Γ · Λ|υ =⇒••m ω
.
IX.4- Contraccio´n por la derecha en la teorı´a-base [NP-s5]:
Γ · Ξ ·∆ · Ξ · Λ|υ =⇒••m ω
Γ · Ξ ·∆ · Λ|υ =⇒••m ω
.
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IX.5- Contraccio´n por la izquierda en la teorı´a-base [NP-s5]:
Γ · Ξ ·∆ · Ξ · Λ|υ =⇒••m ω
Γ ·∆ · Ξ · Λ|υ =⇒••m ω
.
IX.6- Permutacio´n en la teorı´a-base [NP-s5]:
Γ · Ξ ·∆ · Φ · Λ|υ =⇒••m ω
Γ · Φ ·∆ · Ξ · Λ|υ =⇒••m ω
.
Proposicio´n 136.
Si una relacio´n inferencial mediada s-s es justificativa entonces satisface las an-
teriores propiedades [NP-s5] si la correspondiente relacio´n inferencial mediadora
singular cumple las propiedades estructurales [NP-s1] que en cada una de ellas se
indican.
IX.1- Ampliabilidad de la teorı´a-base con la solucio´n [NP-s5]: monotonı´a [NP-s1]
y permutacio´n [NP-s1].
IX.2- Monotonı´a en la teorı´a-base [NP-s5]: monotonı´a [NP-s1].
IX.3- Corte en la teorı´a-base [NP-s5]: transitividad [NP-s1] y contraccio´n por la
izquierda [NP-s1].
IX.4- Contraccio´n por la derecha en la teorı´a-base [NP-s5]: contraccio´n por la
derecha [NP-s1].
IX.5- Contraccio´n por la izquierda en la teorı´a-base [NP-s5]: contraccio´n por la
izquierda [NP-s1].
IX.6- Permutacio´n en la teorı´a-base [NP-s5]: permutacio´n [NP-s1].
Demostracio´n.
IX.1- Ampliabilidad de la teorı´a-base con la solucio´n [NP-s5]:
Γ · Λ|υ =⇒••m ω
Γ · 〈ω〉 · Λ|υ =⇒••m ω
.
Por ser =⇒••m justificativa de modo explicativo respecto de =⇒, ello es equi-
valente a:
Γ · Λ · 〈ω〉 =⇒ υ; 〈ω〉 6=⇒ υ
Γ · 〈ω〉 · Λ · 〈ω〉 =⇒ υ; 〈ω〉 6=⇒ υ .
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So´lo hay que sen˜alar que la primera postcondicio´n se tiene a partir de la pri-
mera precondicio´n si =⇒ satisface la monotonı´a [NP-s1] y la permutacio´n
[NP-s1].
IX.2- Monotonı´a en la teorı´a-base [NP-s5]:
Γ · Λ|υ =⇒••m ω
Γ ·∆ · Λ|υ =⇒••m ω
.
Por ser =⇒••m justificativa de modo explicativo respecto de =⇒, ello es equi-
valente a:
Γ · Λ · 〈ω〉 =⇒ υ; 〈ω〉 6=⇒ υ
Γ ·∆ · Λ · 〈ω〉 =⇒ υ; 〈ω〉 6=⇒ υ .
So´lo hay que sen˜alar que la primera postcondicio´n de la regla se tiene a partir
de la primera precondicio´n si =⇒ satisface la monotonı´a [NP-s1].
IX.3- Corte en la teorı´a-base [NP-s5]:
Γ · 〈ϕ〉 · Λ|υ =⇒••m ω; Γ · Λ|ϕ =⇒••m ω
Γ · Λ|υ =⇒••m ω
.
Por ser =⇒••m justificativa de modo explicativo respecto de =⇒, ello es equi-
valente a:
Γ · 〈ϕ〉 · Λ · 〈ω〉 =⇒ υ; 〈ω〉 6=⇒ υ;
Γ · Λ · 〈ω〉 =⇒ ϕ; 〈ω〉 6=⇒ ϕ
Γ · Λ · 〈ω〉 =⇒ υ; 〈ω〉 6=⇒ υ
.
So´lo hay que sen˜alar que la primera postcondicio´n se tiene a partir de la ter-
cera y la primera precondiciones si =⇒ satisface la transitividad [NP-s1] y la
contraccio´n por la izquierda [NP-s1].
IX.4- Contraccio´n por la derecha en la teorı´a-base [NP-s5]:
Γ · Ξ ·∆ · Ξ · Λ|υ =⇒••m ω
Γ · Ξ ·∆ · Λ|υ =⇒••m ω
.
Por ser =⇒••m justificativa de modo explicativo respecto de =⇒, ello es equi-
valente a:
Γ · Ξ ·∆ · Ξ · Λ · 〈ω〉 =⇒ υ; 〈ω〉 6=⇒ υ
Γ · Ξ ·∆ · Λ · 〈ω〉 =⇒ υ; 〈ω〉 6=⇒ υ .
So´lo hay que sen˜alar que la primera postcondicio´n se sigue a partir de la
primera precondicio´n si =⇒ satisface la contraccio´n por la derecha [NP-s1].
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IX.5- Contraccio´n por la izquierda en la teorı´a-base [NP-s5]:
Γ · Ξ ·∆ · Ξ · Λ|υ =⇒••m ω
Γ ·∆ · Ξ · Λ|υ =⇒••m ω
.
Por ser =⇒••m justificativa de modo explicativo respecto de =⇒, ello es equi-
valente a:
Γ · Ξ ·∆ · Ξ · Λ · 〈ω〉 =⇒ υ; 〈ω〉 6=⇒ υ
Γ ·∆ · Ξ · Λ · 〈ω〉 =⇒ υ; 〈ω〉 6=⇒ υ .
So´lo hay que sen˜alar que la primera postcondicio´n se sigue a partir de la
primera precondicio´n si =⇒ satisface la contraccio´n por la izquierda [NP-
s1].
IX.6- Permutacio´n en la teorı´a-base [NP-s5]:
Γ · Ξ ·∆ · Φ · Λ|υ =⇒••m ω
Γ · Φ ·∆ · Ξ · Λ|υ =⇒••m ω
.
Por ser =⇒••m justificativa de modo explicativo respecto de =⇒, ello es equi-
valente a:
Γ · Ξ ·∆ · Φ · Λ · 〈ω〉 =⇒ υ; 〈ω〉 6=⇒ υ
Γ · Φ ·∆ · Ξ · Λ · 〈ω〉 =⇒ υ; 〈ω〉 6=⇒ υ .
So´lo hay que sen˜alar que la primera postcondicio´n se sigue a partir de la
primera precondicio´n si =⇒ satisface la propiedad de permutacio´n [NP-s1].

Proposicio´n 137.
Cada una de las anteriores versiones de las reglas [NP-s5] expresadas mediante la
condicio´n mediadora cumple que en el conjunto formado por sus precondiciones y
sus postcondiciones no hay al menos dos condiciones estructuralmente incompati-
bles entre sı´ e igualmente ninguna especificacio´n propia de todas las condiciones
(realizada de forma homoge´nea) puede generar condiciones incompatibles.
Demostracio´n. Si observamos todas las mencionadas versiones veremos que tanto
las precondiciones como las postcondiciones son de uno de los siguientes tipos:
1) Σ1 · ... · Σm · 〈σ1〉 =⇒ σ2, con Σ1 · ... · Σm ¨6= 〈 〉 (esto u´ltimo se cumple porque
se deriva de las precondiciones tomadas conjuntamente).
2) 〈σ1〉 6=⇒ σ2.
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Y es evidente que dichas condiciones no son estructuralmente incompatibles ni
pueden generar por especificacio´n condiciones que sean incompatibles a nivel par-
ticular. 
Las relaciones inferenciales del presente tipo pueden tambie´n satisfacer, entre
otras, algunas de las reglas estructurales mixtas que seguidamente se enumeran:
IX.7- Corte en la teorı´a-base (condicionado por la inferencia mediadora) [NP-
s5]:
Γ ·∆ · Λ|υ =⇒••m ω; Γ · Λ · 〈ω〉 =⇒ υ; Γ · Λ ¨6= 〈 〉
Γ · Λ|υ =⇒••m ω
.
IX.8- Fortalecimiento cauto del objeto del problema (condicionado por la infe-
rencia mediadora) [NP-s5]:
Γ|υ =⇒••m ω; 〈ψ〉 =⇒ υ; Γ · 〈ω〉 =⇒ ψ
Γ|ψ =⇒••m ω
.
IX.9- Cambio por equivalencia del objeto del problema [NP-s5]:
Γ|υ =⇒••m ω; 〈υ〉 =⇒ ψ; 〈ψ〉 =⇒ υ; υ 6= ω
Γ|ψ =⇒••m ω
.
IX.10- Cambio por equivalencia de la solucio´n [NP-s5]:
Γ|υ =⇒••m ω; 〈ω〉 =⇒ ψ; 〈ψ〉 =⇒ ω; υ 6= ω
Γ|υ =⇒••m ψ
.
Proposicio´n 138.
Si una relacio´n inferencial mediada s-s es justificativa entonces satisface las an-
teriores propiedades estructurales ‘mixtas’ [NP-s5] si la correspondiente relacio´n
inferencial mediadora singular cumple las propiedades estructurales [NP-s1] que
en cada una de ellas se indican.
IX.7- Corte en la teorı´a-base (condicionado por la inferencia mediadora) [NP-s5]:
en cualquier caso.
IX.8- Fortalecimiento cauto del objeto del problema (condicionado por la inferen-
cia mediadora) [NP-s5]: transitividad [NP-s1b].
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IX.9- Cambio por equivalencia del objeto del problema [NP-s5]: transitividad [NP-
s1b].
IX.10- Cambio por equivalencia de la solucio´n [NP-s5]: transitividad [NP-s1b].
Demostracio´n.
IX.7- Corte en la teorı´a-base (condicionado por la inferencia mediadora) [NP-s5]:
Γ ·∆ · Λ|υ =⇒••m ω; Γ · Λ · 〈ω〉 =⇒ υ; Γ · Λ ¨6= 〈 〉
Γ · Λ|υ =⇒••m ω
.
Por ser =⇒••m justificativa de modo explicativo respecto de =⇒, ello es equi-
valente a:
Γ ·∆ · Λ · 〈ω〉 =⇒ υ; 〈ω〉 6=⇒ υ;
Γ · Λ · 〈ω〉 =⇒ υ; Γ · Λ ¨6= 〈 〉
Γ · Λ · 〈ω〉 =⇒ υ; 〈ω〉 6=⇒ υ
.
Lo cual es evidente.
IX.8- Fortalecimiento cauto del objeto del problema (condicionado por la inferen-
cia mediadora) [NP-s5]:
Γ|υ =⇒••m ω; 〈ψ〉 =⇒ υ; Γ · 〈ω〉 =⇒ ψ
Γ|ψ =⇒••m ω
.
Por ser =⇒••m justificativa de modo explicativo respecto de =⇒, ello es equi-
valente a:
Γ · 〈ω〉 =⇒ υ; 〈ω〉 6=⇒ υ;
〈ψ〉 =⇒ υ; Γ · 〈ω〉 =⇒ ψ
Γ · 〈ω〉 =⇒ ψ; 〈ω〉 6=⇒ ψ
.
So´lo hay que sen˜alar que la segunda postcondicio´n de la regla se tiene a partir
de la segunda y tercera precondiciones si =⇒ satisface la transitividad [NP-
s1b] (para llegar a esta conclusio´n podemos razonar por reduccio´n al absurdo:
supongamos que a partir de las precondiciones 〈ω〉 6=⇒ υ y 〈ψ〉 =⇒ υ se
siguiese 〈ω〉 =⇒ ψ; entonces, por la transitividad [NP-s1b] de =⇒ sobre
este supuesto y la tercera precondicio´n obtendrı´amos 〈ω〉 =⇒ υ, lo cual es
contradictorio con la primera precondicio´n; por lo tanto hemos de concluir
〈ω〉 6=⇒ ψ).
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IX.9- Cambio por equivalencia del objeto del problema [NP-s5]:
Γ|υ =⇒••m ω; 〈υ〉 =⇒ ψ; 〈ψ〉 =⇒ υ; υ 6= ω
Γ|ψ =⇒••m ω
.
Por ser =⇒••m justificativa de modo explicativo respecto de =⇒, ello es equi-
valente a:
Γ · 〈ω〉 =⇒ υ; 〈ω〉 6=⇒ υ;
〈υ〉 =⇒ ψ; 〈ψ〉 =⇒ υ; υ 6= ω
Γ · 〈ω〉 =⇒ ψ; 〈ω〉 6=⇒ ψ
.
So´lo hay que sen˜alar que la segunda postcondicio´n de la regla se tiene a partir
de la segunda y cuarta precondiciones si =⇒ satisface la transitividad [NP-
s1b] (para llegar a esta conclusio´n podemos razonar por reduccio´n al absurdo:
supongamos que a partir de las precondiciones 〈ω〉 6=⇒ υ y 〈ψ〉 =⇒ υ se
siguiese 〈ω〉 =⇒ ψ; entonces, por la transitividad [NP-s1b] de =⇒ sobre
este supuesto y la cuarta precondicio´n obtendrı´amos 〈ω〉 =⇒ υ, lo cual es
contradictorio con la segunda precondicio´n; por lo tanto hemos de concluir
〈ω〉 6=⇒ ψ).
IX.10- Cambio por equivalencia de la solucio´n [NP-s5]:
Γ|υ =⇒••m ω; 〈ω〉 =⇒ ψ; 〈ψ〉 =⇒ ω; υ 6= ω
Γ|υ =⇒••m ψ
.
Por ser =⇒••m justificativa de modo explicativo respecto de =⇒, ello es equi-
valente a:
Γ · 〈ω〉 =⇒ υ; 〈ω〉 6=⇒ υ;
〈ω〉 =⇒ ψ; 〈ψ〉 =⇒ ω; υ 6= ω
Γ · 〈ψ〉 =⇒ υ; 〈ψ〉 6=⇒ υ
.
So´lo hay que sen˜alar que la segunda postcondicio´n de la regla se tiene a partir
de la segunda y tercera precondiciones si =⇒ satisface la transitividad [NP-
s1b] (para llegar a esta conclusio´n podemos razonar por reduccio´n al absurdo:
supongamos que a partir de las precondiciones 〈ω〉 6=⇒ υ y 〈ω〉 =⇒ ψ se
siguiese 〈ψ〉 =⇒ υ; entonces, por la transitividad [NP-s1b] de =⇒ sobre
este supuesto y la tercera precondicio´n obtendrı´amos 〈ω〉 =⇒ υ, lo cual es
contradictorio con la segunda precondicio´n; por lo tanto hemos de concluir
〈ψ〉 6=⇒ υ).
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
Proposicio´n 139.
Cada una de las anteriores versiones de las reglas ‘mixtas’ [NP-s5] expresadas
mediante la condicio´n mediadora cumple que:
1) En el conjunto formado por sus precondiciones y sus postcondiciones no hay
al menos dos condiciones (explı´citas o implı´citas) estructuralmente incompatibles
entre sı´.
2) Ninguna especificacio´n propia de todas las condiciones (realizada de forma ho-
moge´nea) puede generar nuevas postcondiciones que sean incompatibles entre sı´ o
incompatibles con las nuevas precondiciones, salvo en el caso de que las nuevas
precondiciones sean igualmente incompatibles entre sı´.
La prueba de esta proposicio´n es laboriosa y creemos que no aporta nada sus-
tancial presentarla con todo el detalle. En cualquier caso, podemos indicar las lı´neas
maestras de la misma. El proceso requerira´ de la indagacio´n de cada regla y, para
cada una de ellas, lo dividiremos en dos fases (que se corresponden respectivamen-
te con los apartados que se distinguen en el enunciado de la proposicio´n). Nuestras
pesquisas se ven facilitadas por el hecho de que todas las precondiciones, por un
lado, y todas las postcondiciones, por otro, esta´n unidas conjuntivamente:
1) Determinacio´n de que en el conjunto formado por sus precondiciones y sus post-
condiciones no hay al menos dos condiciones (explı´citas o implı´citas) estructural-
mente incompatibles entre sı´. Con este fin comenzamos por explicitar los enun-
ciados relacionales que sean consecuencia de las precondiciones y a continuacio´n
haremos lo propio con las postcondiciones (en ambos casos dichos enunciados re-
lacionales so´lo pueden versar sobre la vacuidad o no de cierta entidad o sobre la
necesidad de que ciertas entidades sean distintas o iguales). A continuacio´n agrupa-
mos las condiciones iniciales y las explicitadas en dos conjuntos segu´n sea o no el
negador su ‘signo’ principal (las podemos llamar ‘negativas’ y ‘positivas’, respec-
tivamente). Una vez hecho esto, cada elemento de uno de esos conjuntos se coteja
con todos los elementos del otro conjunto que tengan igual ‘naturaleza’ (inferencial
o relacional). 2) Determinacio´n de que ninguna especificacio´n propia de todas las
condiciones (realizada de forma homoge´nea) puede generar nuevas postcondiciones
que sean incompatibles entre sı´ o incompatibles con las nuevas precondiciones, sal-
vo en el caso de que las nuevas precondiciones sean igualmente incompatibles entre
sı´. Para ello comenzamos determinando cua´les son las posibles especificaciones
de las postcondiciones, las cuales se obtienen mediante la aplicacio´n de sucesivas
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operaciones de unificacio´n11 de las letras que ocurren en las postcondiciones con
cualesquiera letras que ocurran en la regla y tambie´n con la subfamilia vacı´a, sal-
vo cuando alguna de esas posibilidades este´ expresamente excluida a tenor de las
condiciones iniciales. Para cada conjunto de condiciones obtenidas por una misma
especificacio´n realizamos el proceso indicado en el apartado anterior.
Probamos ahora el correspondiente teorema de representacio´n:
Teorema 140 (Teorema de representacio´n mediante propiedades [NP-s1] de la rela-
cio´n inferencial mediada s-s justificativa de modo explicativo respecto de la deduc-
cio´n cla´sica).
La reflexividad [NP-s1], la transitividad [NP-s1] y la contraccio´n por la derecha
[NP-s1] de la relacio´n inferencial mediadora singular son condiciones suficientes
de una relacio´n inferencial mediada s-s justificativa de modo explicativo respecto
de la deduccio´n cla´sica, cuya primera componente es una subfamilia arbitraria y tal
que su relacio´n mediadora es la deduccio´n cla´sica, en el sentido de que cualquier
relacio´n inferencial mediada con la relacio´n inferencial mediadora y las premisas
indicadas y que satisfaga las tres propiedades mencionadas, se puede representar
como si fuese la relacio´n mencionada.
Demostracio´n. Sea =⇒••m una relacio´n de consecuencia lo´gica s-s justificativa de
modo explicativo que esta´ mediada por la relacio´n de consecuencia lo´gica singu-
lar =⇒. Sean Γ un elemento de SUBFAME(FOR(L)) e υ y ω elementos de
FOR(L).
Por ser =⇒••m justificativa de modo explicativo tenemos que:
Γ|υ =⇒••m ω si y so´lo si (Γ · 〈ω〉 =⇒ υ) &˙ (〈ω〉 6=⇒ υ).
Por otro lado, la relacio´n inferencial mediadora es la deduccio´n cla´sica y, aten-
diendo a su caracterizacio´n mediante modelos, sabemos que:
(Γ · 〈ω〉 d υ) &˙ (〈ω〉 2d υ) si y so´lo si
((
⋂
γ∈Γ¯
Mod(γ)) ∩Mod(ω) ⊆Mod(υ)) &˙ (Mod(ω) *Mod(υ)).
Ası´ pues, debemos probar que:
(Γ · 〈ω〉 =⇒ υ) &˙ (〈ω〉 6=⇒ υ) si y so´lo si
11 En el sentido que tiene esta expresio´n en Programacio´n Lo´gica.
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((
⋂
γ∈Γ¯
Mod(γ)) ∩Mod(ω) ⊆Mod(υ)) &˙ (Mod(ω) *Mod(υ)),
siendo =⇒ una relacio´n de consecuencia lo´gica singular que satisface las propie-
dades de reflexividad [NP-s1], transitividad [NP-s1] y la contraccio´n por la derecha
[NP-s1].
Ahora bien, a partir de lo que se probo´ en el teorema de representacio´n de la
relacio´n inferencial deductiva cla´sica [NP-s1], sabemos que:
a) Γ · 〈ω〉 =⇒ υ si y so´lo si (
⋂
γ∈Γ¯
Mod(γ)) ∩Mod(ω) ⊆Mod(υ),
bajo las mismas condiciones para =⇒.
Y, teniendo en cuenta nuevamente lo que se probo´ en el teorema de representa-
cio´n de la relacio´n inferencial deductiva cla´sica [NP-s1], sabemos que:
b) 〈ω〉 =⇒ υ si y so´lo si Mod(ω) ⊆Mod(υ).
Por lo tanto, al tratarse de una equivalencia, las correspondientes negaciones de
cada miembro tambie´n son equivalentes. Por u´ltimo, a) y b) conjuntamente impli-
can lo que nos habı´amos propuesto probar. 
4.7. Relacio´n de consecuencia lo´gica mediada s-s re-
solutiva
Definiremos ahora una relacio´n de consecuencia lo´gica mediada s-s resolutiva,
la cual, aunque su nombre no lo muestre claramente como sı´ ocurrı´a en pasadas
ocasiones, sera´ tambie´n un tipo particular de la justificativa antes definida12:
Definicio´n 141 (Relacio´n de consecuencia lo´gica mediada s-s resolutiva).
Una relacio´n de consecuencia lo´gica mediada s-s =⇒••m es resolutiva respecto de
una relacio´n consecuencia lo´gica mediadora singular =⇒ cuando se satisface que:
Γ|υ =⇒••m ω si y so´lo si (Γ 6=⇒ υ) &˙ (Γ · 〈ω〉 =⇒ υ).
12 Obviamente nuestra propuesta toma en consideracio´n co´mo definimos habitualmente la abduc-
cio´n ordinaria s-s plana a partir de la deduccio´n singular, pero se hace en un nivel general de modo
que podrı´an encontrarse otros ‘modelos’; ma´s adelante, tras la prueba del correspondiente teorema
de representacio´n, ya si nos referiremos exclusivamente al caso particular que viene dado por la
relacio´n inferencial mediadora y mediada indicadas.
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Las relaciones de consecuencia lo´gica mediadas s-s resolutivas pueden satisfa-
cer, entre otras, algunas de las reglas estructurales que seguidamente se enumeran:
X.1- Reflexividad condicionada del objeto del problema en la solucio´n [NP-s6]:
Γ|υ =⇒••m ω
Γ|υ =⇒••m υ
.
X.2- Reflexividad condicionada de la solucio´n en el objeto del problema [NP-s6]:
Γ|υ =⇒••m ω
Γ|ω =⇒••m ω
.
X.3- Monotonı´a cauta en la teorı´a-base [NP-s6]:
Γ · Λ|υ =⇒••m ω; Γ ·∆ · Λ|υ =⇒••m ϕ
Γ ·∆ · Λ|υ =⇒••m ω
.
X.4- Transitividad entre el objeto del problema y la solucio´n y expansio´n de la
teorı´a-base [NP-s6]:
∆ · Γ · Λ|υ =⇒••m ω; Γ|ω =⇒••m ϕ
∆ · Γ · Λ|υ =⇒••m ϕ
.
X.5- Corte en la teorı´a-base [NP-s6]:
Γ · 〈ϕ〉 · Λ|υ =⇒••m ω; Γ · Λ|ϕ =⇒••m ω; 〈ϕ〉 · Λ ¨6= Λ · 〈ω〉
Γ · Λ|υ =⇒••m ω
.
X.6- Corte en la teorı´a-base y transitividad entre el objeto del problema y la so-
lucio´n [NP-s6]:
Γ · 〈ϕ〉 · Λ|υ =⇒••m ω; Γ · Λ|ω =⇒••m ϕ; 〈ϕ〉 · Λ ¨6= Λ · 〈ϕ〉
Γ · Λ|υ =⇒••m ϕ
.
X.7- Permutacio´n cauta entre la teorı´a-base y la solucio´n [NP-s6]:
Γ · 〈ϕ〉 · Λ|υ =⇒••m ω; Γ · 〈ω〉 · Λ|υ =⇒••m ψ
Γ · 〈ω〉 · Λ|υ =⇒••m ϕ
.
X.8- Contraccio´n por la derecha en la teorı´a-base [NP-s6]:
Γ · Ξ ·∆ · Ξ · Λ|υ =⇒••m ω; Ξ · Λ ¨6= Λ · 〈ω〉
Γ · Ξ ·∆ · Λ|υ =⇒••m ω
.
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X.9- Contraccio´n por la izquierda en la teorı´a-base [NP-s6]:
Γ · Ξ ·∆ · Ξ · Λ|υ =⇒••m ω; Ξ ·∆ · Ξ · Λ ¨6= ∆ · Ξ · Λ · 〈ω〉
Γ ·∆ · Ξ · Λ|υ =⇒••m ω
.
X.10- Permutacio´n en la teorı´a-base [NP-s6]:
Γ · Ξ ·∆ · Φ · Λ|υ =⇒••m ω
Γ · Φ ·∆ · Ξ · Λ|υ =⇒••m ω
.
Proposicio´n 142.
Si una relacio´n inferencial mediada s-s es resolutiva entonces satisface dichas
propiedades [NP-s6] si la correspondiente relacio´n inferencial mediadora singular
tiene las propiedades estructurales [NP-s1] que en cada una de ellas se indican.
X.1- Reflexividad condicionada del objeto del problema en la solucio´n [NP-s6]:
reflexividad [NP-s1].
X.2- Reflexividad condicionada de la solucio´n en el objeto del problema [NP-
s6]: reflexividad [NP-s1], transitividad [NP-s1] y contraccio´n por la derecha
[NP-s1].
X.3- Monotonı´a cauta en la teorı´a-base [NP-s6]: monotonı´a [NP-s1].
X.4- Transitividad entre el objeto del problema y la solucio´n y expansio´n de la
teorı´a-base [NP-s6]: transitividad [NP-s1] y contraccio´n por la derecha [NP-
s1].
X.5- Corte en la teorı´a-base [NP-s6]: monotonı´a [NP-s1], transitividad [NP-s1]
y contraccio´n por la izquierda [NP-s1].
X.6- Corte en la teorı´a-base y transitividad entre el objeto del problema y la so-
lucio´n [NP-s6]: monotonı´a [NP-s1], transitividad [NP-s1] y contraccio´n por
la izquierda [NP-s1].
X.7- Permutacio´n cauta entre la teorı´a-base y la solucio´n [NP-s6]: permutacio´n
[NP-s1].
X.8- Contraccio´n por la derecha en la teorı´a-base [NP-s6]: monotonı´a [NP-s1] y
contraccio´n por la derecha [NP-s1].
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X.9- Contraccio´n por la izquierda en la teorı´a-base [NP-s6]: monotonı´a [NP-s1]
y contraccio´n por la izquierda [NP-s1].
X.10- Permutacio´n en la teorı´a-base [NP-s6]: permutacio´n [NP-s1].
Demostracio´n.
X.1- Reflexividad condicionada del objeto del problema en la solucio´n [NP-s6]:
Γ|υ =⇒••m ω
Γ|υ =⇒••m υ
.
Por ser =⇒••m resolutiva respecto de =⇒, ello es equivalente a:
Γ 6=⇒ υ; Γ · 〈ω〉 =⇒ υ
Γ 6=⇒ υ; Γ · 〈υ〉 =⇒ υ .
So´lo hay que sen˜alar que la segunda postcondicio´n de la regla se tiene si =⇒
satisface la reflexividad [NP-s1].
X.2- Reflexividad condicionada de la solucio´n en el objeto del problema [NP-s6]:
Γ|υ =⇒••m ω
Γ|ω =⇒••m ω
.
Por ser =⇒••m resolutiva respecto de =⇒, ello es equivalente a:
Γ 6=⇒ υ; Γ · 〈ω〉 =⇒ υ
Γ 6=⇒ ω; Γ · 〈ω〉 =⇒ ω .
La primera postcondicio´n de la regla se tiene a partir de la primera y segunda
precondiciones si =⇒ satisface la transitividad [NP-s1] y la contraccio´n por la
derecha [NP-s1] (para llegar a esta conclusio´n podemos razonar por reduccio´n
al absurdo: supongamos que a partir de las precondiciones Γ 6=⇒ υ y Γ ·
〈ω〉 =⇒ υ se siguiese Γ =⇒ ω; entonces, por la transitividad [NP-s1] de =⇒
sobre este supuesto y la segunda precondicio´n obtendrı´amos Γ · Γ =⇒ υ y
aplicando la contraccio´n por la derecha [NP-s1] de =⇒ llegarı´amos a Γ =⇒
υ, lo cual es contradictorio con la primera precondicio´n; por lo tanto hemos
de concluir Γ 6=⇒ ω); por su parte, la segunda postcondicio´n de la regla se
tiene si =⇒ satisface la reflexividad [NP-s1].
X.3- Monotonı´a cauta en la teorı´a-base [NP-s6]:
Γ · Λ|υ =⇒••m ω; Γ ·∆ · Λ|υ =⇒••m ϕ
Γ ·∆ · Λ|υ =⇒••m ω
.
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Por ser =⇒••m resolutiva respecto de =⇒, ello es equivalente a:
Γ · Λ 6=⇒ υ; Γ · Λ · 〈ω〉 =⇒ υ;
Γ ·∆ · Λ 6=⇒ υ; Γ ·∆ · Λ · 〈ϕ〉 =⇒ υ
Γ ·∆ · Λ 6=⇒ υ; Γ ·∆ · Λ · 〈ω〉 =⇒ υ
.
So´lo hay que sen˜alar que la segunda postcondicio´n de la regla se tiene a partir
de la segunda precondicio´n si =⇒ satisface la monotonı´a [NP-s1].
X.4- Transitividad entre el objeto del problema y la solucio´n y expansio´n de la
teorı´a-base [NP-s6]:
∆ · Γ · Λ|υ =⇒••m ω; Γ|ω =⇒••m ϕ
∆ · Γ · Λ|υ =⇒••m ϕ
.
Por ser =⇒••m resolutiva respecto de =⇒, ello es equivalente a:
∆ · Γ · Λ 6=⇒ υ; ∆ · Γ · Λ · 〈ω〉 =⇒ υ;
Γ 6=⇒ ω; Γ · 〈ϕ〉 =⇒ ω
∆ · Γ · Λ 6=⇒ υ; ∆ · Γ · Λ · 〈ϕ〉 =⇒ υ
.
So´lo hay que sen˜alar que la segunda postcondicio´n de la regla se tiene a partir
de la cuarta y segunda precondiciones si =⇒ satisface la transitividad [NP-s1]
y la contraccio´n por la derecha [NP-s1].
X.5- Corte en la teorı´a-base-1 [NP-s6]:
Γ · 〈ϕ〉 · Λ|υ =⇒••m ω; Γ · Λ|ϕ =⇒••m ω; 〈ϕ〉 · Λ ¨6= Λ · 〈ω〉
Γ · Λ|υ =⇒••m ω
.
Por ser =⇒••m resolutiva respecto de =⇒, ello es equivalente a:
Γ · 〈ϕ〉 · Λ 6=⇒ υ; Γ · 〈ϕ〉 · Λ · 〈ω〉 =⇒ υ;
Γ · Λ 6=⇒ ϕ; Γ · Λ · 〈ω〉 =⇒ ϕ;
〈ϕ〉 · Λ ¨6= Λ · 〈ω〉
Γ · Λ 6=⇒ υ; Γ · Λ · 〈ω〉 =⇒ υ
.
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La primera postcondicio´n de la regla se tiene a partir de la primera precon-
dicio´n si =⇒ satisface la monotonı´a [NP-s1] (la cual leeremos en ‘sentido
contrapuesto’); la segunda postcondicio´n se tiene a partir de la cuarta y la
segunda precondiciones si =⇒ satisface la transitividad [NP-s1] y la contrac-
cio´n por la izquierda [NP-s1].
X.6- Corte en la teorı´a-base y transitividad entre el objeto del problema y la solu-
cio´n [NP-s6]:
Γ · 〈ϕ〉 · Λ|υ =⇒••m ω; Γ · Λ|ω =⇒••m ϕ; 〈ϕ〉 · Λ ¨6= Λ · 〈ϕ〉
Γ · Λ|υ =⇒••m ϕ
.
Por ser =⇒••m resolutiva respecto de =⇒, ello es equivalente a:
Γ · 〈ϕ〉 · Λ 6=⇒ υ; Γ · 〈ϕ〉 · Λ · 〈ω〉 =⇒ υ;
Γ · Λ 6=⇒ ω; Γ · Λ · 〈ϕ〉 =⇒ ω;
〈ϕ〉 · Λ ¨6= Λ · 〈ϕ〉
Γ · Λ 6=⇒ υ; Γ · Λ · 〈ϕ〉 =⇒ υ
.
La primera postcondicio´n de la regla se tiene a partir de la primera precon-
dicio´n si =⇒ satisface la monotonı´a [NP-s1] (la cual leeremos en ‘sentido
contrapuesto’); la segunda postcondicio´n se tiene a partir de la cuarta y la
segunda precondiciones si =⇒ satisface la transitividad [NP-s1] y la contrac-
cio´n por la izquierda [NP-s1].
X.7- Permutacio´n cauta entre la teorı´a-base y la solucio´n [NP-s6]:
Γ · 〈ϕ〉 · Λ|υ =⇒••m ω; Γ · 〈ω〉 · Λ|υ =⇒••m ψ
Γ · 〈ω〉 · Λ|υ =⇒••m ϕ
.
Por ser =⇒••m resolutiva respecto de =⇒, ello es equivalente a:
Γ · 〈ϕ〉 · Λ 6=⇒ υ; Γ · 〈ϕ〉 · Λ · 〈ω〉 =⇒ υ;
Γ · 〈ω〉 · Λ 6=⇒ υ; Γ · 〈ω〉 · Λ · 〈ψ〉 =⇒ υ
Γ · 〈ω〉 · Λ 6=⇒ υ; Γ · 〈ω〉 · Λ · 〈ϕ〉 =⇒ υ
.
So´lo es necesario sen˜alar que la segunda postcondicio´n de la regla se tiene a
partir de la segunda precondicio´n si =⇒ satisface la permutacio´n [NP-s1].
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X.8- Contraccio´n por la derecha en la teorı´a-base [NP-s6]:
Γ · Ξ ·∆ · Ξ · Λ|υ =⇒••m ω; Ξ · Λ ¨6= Λ · 〈ω〉
Γ · Ξ ·∆ · Λ|υ =⇒••m ω
.
Por ser =⇒••m resolutiva respecto de =⇒, ello es equivalente a:
Γ · Ξ ·∆ · Ξ · Λ 6=⇒ υ; Γ · Ξ ·∆ · Ξ · Λ · 〈ω〉 =⇒ υ;
Ξ · Λ ¨6= Λ · 〈ω〉
Γ · Ξ ·∆ · Λ 6=⇒ υ; Γ · Ξ ·∆ · Λ · 〈ω〉 =⇒ υ
.
La primera postcondicio´n de la regla se tiene a partir de la primera precondi-
cio´n si =⇒ satisface la propiedad de monotonı´a [NP-s1] (la cual leeremos en
‘sentido contrapuesto’); por su parte, la segunda postcondicio´n se sigue a par-
tir de la segunda precondicio´n si =⇒ satisface la contraccio´n por la derecha
[NP-s1].
X.9- Contraccio´n por la izquierda en la teorı´a-base [NP-s6]:
Γ · Ξ ·∆ · Ξ · Λ|υ =⇒••m ω; Ξ ·∆ · Ξ · Λ ¨6= ∆ · Ξ · Λ · 〈ω〉
Γ ·∆ · Ξ · Λ|υ =⇒••m ω
.
Por ser =⇒••m resolutiva respecto de =⇒, ello es equivalente a:
Γ · Ξ ·∆ · Ξ · Λ 6=⇒ υ; Γ · Ξ ·∆ · Ξ · Λ · 〈ω〉 =⇒ υ;
Ξ ·∆ · Ξ · Λ ¨6= ∆ · Ξ · Λ · 〈ω〉
Γ ·∆ · Ξ · Λ 6=⇒ υ; Γ ·∆ · Ξ · Λ · 〈ω〉 =⇒ υ
.
La primera postcondicio´n de la regla se tiene a partir de la primera precondi-
cio´n si =⇒ satisface la propiedad de monotonı´a [NP-s1] (la cual leeremos en
‘sentido contrapuesto’); por su parte, la segunda postcondicio´n se sigue a par-
tir de la segunda precondicio´n si =⇒ satisface la contraccio´n por la izquierda
[NP-s1].
X.10- Permutacio´n en la teorı´a-base [NP-s6]:
Γ · Ξ ·∆ · Φ · Λ|υ =⇒••m ω
Γ · Φ ·∆ · Ξ · Λ|υ =⇒••m ω
.
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Por ser =⇒••m resolutiva respecto de =⇒, ello es equivalente a:
Γ · Ξ ·∆ · Φ · Λ 6=⇒ υ; Γ · Ξ ·∆ · Φ · Λ · 〈ω〉 =⇒ υ
Γ · Φ ·∆ · Ξ · Λ 6=⇒ υ; Γ · Φ ·∆ · Ξ · Λ · 〈ω〉 =⇒ υ .
La primera postcondicio´n de la regla se tiene a partir de la primera precondi-
cio´n si =⇒ satisface la propiedad de permutacio´n [NP-s1] (la cual leeremos
en ‘sentido contrapuesto’); por su parte, la segunda postcondicio´n se sigue a
partir de la segunda precondicio´n si =⇒ satisface la citada propiedad (la cual
leeremos en ‘sentido directo’).

Proposicio´n 143.
Cada una de las anteriores versiones de las reglas [NP-s6] expresadas mediante la
condicio´n mediadora cumple que:
1) En el conjunto formado por sus precondiciones y sus postcondiciones no hay
al menos dos condiciones (explı´citas o implı´citas) estructuralmente incompatibles
entre sı´.
2) Ninguna especificacio´n propia de todas las condiciones (realizada de forma ho-
moge´nea) puede generar nuevas postcondiciones que sean incompatibles entre sı´ o
incompatibles con las nuevas precondiciones, salvo en el caso de que las nuevas
precondiciones sean igualmente incompatibles entre sı´.
La prueba de esta proposicio´n sigue el mismo esquema de la correspondiente a
las reglas ‘mixtas’ [NP-s5].
Las relaciones inferenciales del presente tipo pueden tambie´n satisfacer, entre
otras, algunas de las reglas estructurales mixtas que seguidamente se enumeran:
X.11- Monotonı´a cauta en la teorı´a-base (condicionada por la inferencia media-
dora) [NP-s6]:
Γ · Λ|υ =⇒••m ω; Γ ·∆ · Λ 6=⇒ υ
Γ ·∆ · Λ|υ =⇒••m ω
.
X.12- Corte en la teorı´a-base (condicionado por la inferencia mediadora) [NP-
s6]:
Γ ·∆ · Λ|υ =⇒••m ω; Γ · Λ · 〈ω〉 =⇒ υ
Γ · Λ|υ =⇒••m ω
.
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X.13- Fortalecimiento cauto del objeto del problema (condicionado por la infe-
rencia mediadora) [NP-s6]:
Γ|υ =⇒••m ω; 〈ψ〉 =⇒ υ; Γ · 〈ω〉 =⇒ ψ
Γ|ψ =⇒••m ω
.
X.14- Debilitamiento cauto del objeto del problema (condicionado por la inferen-
cia mediadora) [NP-s6]:
Γ|υ =⇒••m ω; 〈υ〉 =⇒ ψ; Γ 6=⇒ ψ
Γ|ψ =⇒••m ω
.
X.15- Cambio por equivalencia del objeto del problema [NP-s6]:
Γ|υ =⇒••m ω; 〈υ〉 =⇒ ψ; 〈ψ〉 =⇒ υ; Γ ¨6= 〈υ〉
Γ|ψ =⇒••m ω
.
X.16- Fortalecimiento de la solucio´n (condicionado por la inferencia mediadora)
[NP-s6]:
Γ|υ =⇒••m ω; 〈ϕ〉 =⇒ ω
Γ|υ =⇒••m ϕ
.
X.17- Debilitamiento cauto de la solucio´n (condicionado por la inferencia media-
dora) [NP-s6]:
Γ|υ =⇒••m ω; Γ · 〈ϕ〉 =⇒ υ
Γ|υ =⇒••m ϕ
.
Proposicio´n 144.
Si una relacio´n inferencial mediada s-s es resolutiva entonces cada una de las an-
teriores propiedades estructurales ‘mixtas’ [NP-s6] cumple que en el conjunto for-
mado por sus precondiciones y su postcondicio´n no hay al menos dos condiciones
estructuralmente incompatibles entre sı´. Adema´s, la relacio´n inferencial mediada
s-s resolutiva satisface dichas propiedades ‘mixtas’ [NP-s6] si la correspondiente
relacio´n inferencial mediadora singular tiene las propiedades estructurales [NP-
s1] que en cada una de ellas se indican.
X.11- Monotonı´a cauta en la teorı´a-base (condicionada por la inferencia mediado-
ra) [NP-s6]: monotonı´a [NP-s1].
X.12- Corte en la teorı´a-base (condicionado por la inferencia mediadora) [NP-s6]:
monotonı´a [NP-s1].
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X.13- Fortalecimiento cauto del objeto del problema (condicionado por la inferen-
cia mediadora) [NP-s6]: transitividad [NP-s1b].
X.14- Debilitamiento cauto del objeto del problema (condicionado por la inferencia
mediadora) [NP-s6]: transitividad [NP-s1b].
X.15- Cambio por equivalencia del objeto del problema [NP-s6]: transitividad [NP-
s1b].
X.16- Fortalecimiento de la solucio´n (condicionado por la inferencia mediadora)
[NP-s6]: transitividad [NP-s1].
X.17- Debilitamiento cauto de la solucio´n (condicionado por la inferencia media-
dora) [NP-s6]: en cualquier caso.
Demostracio´n.
X.11- Monotonı´a cauta en la teorı´a-base (condicionada por la inferencia mediado-
ra) [NP-s6]:
Γ · Λ|υ =⇒••m ω; Γ ·∆ · Λ 6=⇒ υ
Γ ·∆ · Λ|υ =⇒••m ω
.
Por ser =⇒••m resolutiva respecto de =⇒, ello es equivalente a:
Γ · Λ 6=⇒ υ; Γ · Λ · 〈ω〉 =⇒ υ;
Γ ·∆ · Λ 6=⇒ υ
Γ ·∆ · Λ 6=⇒ υ; Γ ·∆ · Λ · 〈ω〉 =⇒ υ
.
So´lo hay que sen˜alar que la segunda postcondicio´n de la regla se tiene a partir
de la segunda precondicio´n si =⇒ satisface la monotonı´a [NP-s1].
X.12- Corte en la teorı´a-base (condicionado por la inferencia mediadora) [NP-s6]:
Γ ·∆ · Λ|υ =⇒••m ω; Γ · Λ · 〈ω〉 =⇒ υ
Γ · Λ|υ =⇒••m ω
.
Por ser =⇒••m resolutiva respecto de =⇒, ello es equivalente a:
Γ ·∆ · Λ 6=⇒ υ; Γ ·∆ · Λ · 〈ω〉 =⇒ υ;
Γ · Λ · 〈ω〉 =⇒ υ
Γ · Λ 6=⇒ υ; Γ · Λ · 〈ω〉 =⇒ υ
.
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So´lo hay que sen˜alar que la primera postcondicio´n de la regla se tiene a partir
de la primera precondicio´n si =⇒ satisface la monotonı´a [NP-s1] (la cual
leeremos en ‘sentido contrapuesto’).
X.13- Fortalecimiento cauto del objeto del problema (condicionado por la inferen-
cia mediadora) [NP-s6]:
Γ|υ =⇒••m ω; 〈ψ〉 =⇒ υ; Γ · 〈ω〉 =⇒ ψ
Γ|ψ =⇒••m ω
.
Por ser =⇒••m resolutiva respecto de =⇒, ello es equivalente a:
Γ 6=⇒ υ; Γ · 〈ω〉 =⇒ υ;
〈ψ〉 =⇒ υ; Γ · 〈ω〉 =⇒ ψ
Γ 6=⇒ ψ; Γ · 〈ω〉 =⇒ ψ
.
So´lo hay que sen˜alar que la primera postcondicio´n de la regla se tiene a partir
de la primera y tercera precondiciones si =⇒ satisface la transitividad [NP-
s1b] (para llegar a esta conclusio´n podemos razonar por reduccio´n al absur-
do: supongamos que a partir de las precondiciones Γ 6=⇒ υ y 〈ψ〉 =⇒ υ
se siguiese Γ =⇒ ψ; entonces, por la transitividad [NP-s1b] de =⇒ sobre
este supuesto y la tercera precondicio´n obtendrı´amos Γ =⇒ υ, lo cual es
contradictorio con la primera precondicio´n; por lo tanto hemos de concluir
Γ 6=⇒ ψ).
X.14- Debilitamiento cauto del objeto del problema (condicionado por la inferencia
mediadora) [NP-s6]:
Γ|υ =⇒••m ω; 〈υ〉 =⇒ ψ; Γ 6=⇒ ψ
Γ|ψ =⇒••m ω
.
Por ser =⇒••m resolutiva respecto de =⇒, ello es equivalente a:
Γ 6=⇒ υ; Γ · 〈ω〉 =⇒ υ;
〈υ〉 =⇒ ψ; Γ 6=⇒ ψ
Γ 6=⇒ ψ; Γ · 〈ω〉 =⇒ ψ
.
So´lo hay que sen˜alar que la segunda postcondicio´n de la regla se tiene a partir
de la segunda y tercera precondiciones si =⇒ satisface la transitividad [NP-
s1b].
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X.15- Cambio por equivalencia del objeto del problema [NP-s6]:
Γ|υ =⇒••m ω; 〈υ〉 =⇒ ψ; 〈ψ〉 =⇒ υ; Γ ¨6= 〈υ〉
Γ|ψ =⇒••m ω
.
Por ser =⇒••m resolutiva respecto de =⇒, ello es equivalente a:
Γ 6=⇒ υ; Γ · 〈ω〉 =⇒ υ;
〈υ〉 =⇒ ψ; 〈ψ〉 =⇒ υ; Γ ¨6= 〈υ〉
Γ 6=⇒ ψ; Γ · 〈ω〉 =⇒ ψ
.
La primera postcondicio´n de la regla se tiene a partir de la primera y cuarta
precondiciones si =⇒ satisface la transitividad [NP-s1b] (para llegar a es-
ta conclusio´n podemos razonar por reduccio´n al absurdo: supongamos que
a partir de las precondiciones Γ 6=⇒ υ y 〈ψ〉 =⇒ υ se siguiese Γ =⇒ ψ;
entonces, por la transitividad [NP-s1b] de =⇒ sobre este supuesto y la cuarta
precondicio´n obtendrı´amos Γ =⇒ υ, lo cual es contradictorio con la primera
precondicio´n; por lo tanto hemos de concluir Γ 6=⇒ ψ); la segunda postcon-
dicio´n de la regla se tiene a partir de la segunda y tercera precondiciones si
=⇒ satisface la transitividad [NP-s1b].
X.16- Fortalecimiento de la solucio´n (condicionado por la inferencia mediadora)
[NP-s6]:
Γ|υ =⇒••m ω; 〈ϕ〉 =⇒ ω
Γ|υ =⇒••m ϕ
.
Por ser =⇒••m resolutiva respecto de =⇒, ello es equivalente a:
Γ 6=⇒ υ; Γ · 〈ω〉 =⇒ υ;
〈ϕ〉 =⇒ ω
Γ 6=⇒ υ; Γ · 〈ϕ〉 =⇒ υ
.
So´lo hay que sen˜alar que la segunda postcondicio´n de la regla se tiene a partir
de la segunda y tercera precondiciones si =⇒ satisface la transitividad [NP-
s1].
X.17- Debilitamiento cauto de la solucio´n (condicionado por la inferencia media-
dora) [NP-s6]:
Γ|υ =⇒••m ω; Γ · 〈ϕ〉 =⇒ υ
Γ|υ =⇒••m ϕ
.
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Por ser =⇒••m resolutiva respecto de =⇒, ello es equivalente a:
Γ 6=⇒ υ; Γ · 〈ω〉 =⇒ υ;
Γ · 〈ϕ〉 =⇒ υ
Γ 6=⇒ υ; Γ · 〈ϕ〉 =⇒ υ
.
Lo cual es evidente.

Proposicio´n 145.
Cada una de las anteriores versiones de las reglas ‘mixtas’ [NP-s6] expresadas
mediante la condicio´n mediadora cumple que:
1) En el conjunto formado por sus precondiciones y sus postcondiciones no hay
al menos dos condiciones (explı´citas o implı´citas) estructuralmente incompatibles
entre sı´.
2) Ninguna especificacio´n propia de todas las condiciones (realizada de forma ho-
moge´nea) puede generar nuevas postcondiciones que sean incompatibles entre sı´ o
incompatibles con las nuevas precondiciones, salvo en el caso de que las nuevas
precondiciones sean igualmente incompatibles entre sı´.
La prueba de esta proposicio´n sigue el mismo esquema de la correspondiente a
las reglas ‘mixtas’ [NP-s5].
En particular, un tipo de relacio´n inferencial mediada s-s es la relacio´n de con-
secuencia abductiva ordinaria s-s plana (la cual simbolizaremos por “ao”) cuya
relacio´n inferencial mediadora es la deduccio´n cla´sica:
Definicio´n 146 (Relacio´n inferencial abductiva ordinaria s-s plana).
La relacio´n inferencial abductiva ordinaria s-s plana se define de la siguiente ma-
nera a partir de la relacio´n inferencial deductiva cla´sica:
Γ|υ ao ω si y so´lo si (Γ 1d υ) &˙ (Γ · 〈ω〉 d υ).
Obviamente la relacio´n inferencial abductiva ordinaria s-s plana es resolutiva.
En este sentido, una de las consecuencias ventajosas de que la abduccio´n cuente
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entre sus requisitos con el fracaso inferencial, a diferencia de lo que hace la pensa-
dora mexicana, es que se impide que la subfamilia vacı´a pueda ser considerada una
solucio´n abductiva.
Probamos ahora un nuevo teorema de representacio´n para la relacio´n inferencial
abductiva ordinaria s-s plana. E´ste es un problema abierto en el campo de la abduc-
cio´n, segu´n se indica en el actual libro de referencia para la abduccio´n ordinaria
[AL06] (aunque ya figuraba en los mismos te´rminos en [AL97] y [AL03])13.
Teorema 147 (Teorema de representacio´n mediante propiedades [NP-s1] de la ab-
duccio´n ordinaria s-s plana cuya relacio´n inferencial mediadora es la deduccio´n
singular).
La reflexividad [NP-s1], la transitividad [NP-s1] y la contraccio´n por la derecha
[NP-s1] de la relacio´n inferencial mediadora singular son condiciones suficientes
de la abduccio´n ordinaria s-s plana para casos en los que la teorı´a-base es una
subfamilia con un cardinal arbitrario (inclusive si e´ste es supernumerable), y sien-
do su relacio´n inferencial mediadora la deduccio´n singular, en el sentido de que
cualquier relacio´n de consecuencia lo´gica mediada s-s resolutiva, cuya relacio´n
de consecuencia lo´gica mediadora singular satisfaga las tres propiedades [NP-s1]
mencionadas, se puede representar como si fuese la relacio´n de consecuencia ab-
ductiva ordinaria indicada.
Demostracio´n. Sea =⇒••m una relacio´n de consecuencia lo´gica s-s resolutiva que
esta´ mediada por la relacio´n de consecuencia lo´gica singular =⇒. Sean Γ un ele-
mento de SUBFAME(FOR(L)) e υ y ω elementos de FOR(L).
Por ser =⇒••m resolutiva tenemos que:
Γ|υ =⇒••m ω si y so´lo si (Γ 6=⇒ υ) &˙ (Γ · 〈ω〉 =⇒ υ).
Por otro lado, la abduccio´n ordinaria s-s plana se define en te´rminos de la deduccio´n
cla´sica del siguiente modo:
Γ|υ ao ω si y so´lo si (Γ 1d υ) &˙ (Γ · 〈ω〉 d υ).
Adoptaremos una sema´ntica segu´n la cual los modelos de cada fo´rmula son
las subfamilias que siendo tomadas como premisas permiten establecer enunciados
13 Te´ngase en cuenta que en los escritos de Atocha Aliseda se le llama inferencia abductiva
de´bilmente explicativa a lo que aquı´ llamamos abduccio´n ordinaria s-s plana.
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inferenciales correctos en los que las citadas fo´rmulas de las que se buscan los
modelos son las conclusiones. Es decir, si ψ es un elemento cualquiera de FOR(L),
entonces su conjunto de modelos es:
Mod(ψ) = {Σ / Σ ∈ SUBFAME(FOR(L)) &˙ Σ =⇒ ψ}.
Ası´ pues, debemos probar que:
(Γ 6=⇒ υ) &˙ (Γ · 〈ω〉 =⇒ υ) si y so´lo si
(Mod(Γ¯) *Mod(υ)) &˙ (Mod(Γ¯) ∩Mod(ω) ⊆Mod(υ)),
siendo =⇒ una relacio´n de consecuencia lo´gica mediadora singular que satisface
las propiedades de reflexividad [NP-s1], transitividad [NP-s1] y la contraccio´n por
la derecha [NP-s1].
Ahora bien, a partir de lo que se probo´ en el teorema de representacio´n de la
relacio´n inferencial deductiva cla´sica [NP-s1], sabemos que:
a) Γ · 〈ω〉 =⇒ υ si y so´lo si (
⋂
γ∈Γ¯
Mod(γ)) ∩Mod(ω) ⊆Mod(υ),
bajo las mismas condiciones para =⇒.
En cuanto al primer miembro de la conjuncio´n que aparece en el lado derecho
de la equivalencia citada, teniendo en cuenta nuevamente lo que se probo´ en el
teorema de representacio´n de la relacio´n inferencial deductiva cla´sica [NP-s1],
sabemos que:
b) Γ =⇒ υ si y so´lo si (
⋂
γ∈Γ¯
Mod(γ)) ⊆Mod(υ).
Por lo tanto, al tratarse de una equivalencia, las correspondientes negaciones de
cada miembro tambie´n son equivalentes. Por u´ltimo, a) y b) conjuntamente impli-
can lo que nos habı´amos propuesto probar. 
En cuanto a la relacio´n de consecuencia lo´gica mediada s-s resolutiva de modo
posicionalmente indiferente comencemos con su definicio´n:
Definicio´n 148 (Relacio´n de consecuencia lo´gica mediada s-s resolutiva de modo
posicionalmente indiferente).
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Una relacio´n de consecuencia lo´gica mediada s-s =⇒••m es resolutiva de modo po-
sicionalmente indiferente respecto de una relacio´n inferencial mediadora singular
=⇒ cuando se satisface que:
Γ|υ =⇒••m ω si y so´lo si (Γ 6=⇒ υ) &˙ (Γ~ 〈ω〉 =⇒ υ).
Podemos afirmar que todas las propiedades [NP-s6] que han sido presentadas,
tanto las ‘puras’ como las ‘mixtas’, se mantienen sin alteraciones con esta nueva
exigencia (no desarrollamos explı´citamente aquı´ la demostracio´n por los motivos
que ya se indicaron en la seccio´n en la que se analizaron las consecuencias de in-
troducir este requisito). Nuevamente la presente es una versio´n sujeta a condiciones
ma´s fuertes que la anteriormente dada: ası´ pues, toda propiedad que se mantenga en
esta situacio´n, a fortiori se mantendra´ en la anterior situacio´n.
Sin embargo, esta condicio´n adicional no nos permite justificar en el sentido
recı´proco al que ya fue presentado los vı´nculos existentes entre las propiedades de
la relacio´n inferencial mediada y la mediadora. Al menos son dos los motivos para
esta nueva situacio´n: el primero es que no resulta viable encontrar una restriccio´n
de la relacio´n inferencial mediadora en la que se pueda garantizar la satisfaccio´n del
requisito del fracaso inferencial (podrı´amos hacerlo si la condicio´n resolutiva no tu-
viese que ser posicionalmente indiferente –puesto que en ese caso bastarı´a restringir
la relacio´n inferencial mediadora a los pares en los que se satisfaga que la elimina-
cio´n de la u´ltima premisa conlleva que no se siga la conclusio´n–, pero en ese caso
no se tendrı´a la necesaria generalidad que requieren las reglas [NP-s1], las cuales
no se restringen a la ocurrencia de ciertas fo´rmulas en una ‘ubicacio´n’ concreta de
las premisas); el segundo motivo es que la regla de contraccio´n por la derecha en
la teorı´a-base [NP-s6] esta´ sujeta a una condicio´n que no es posible trasladar co-
mo restriccio´n de la relacio´n inferencial mediadora sin desvirtuar completamente el
objetivo inicialmente marcado.
Nuevamente esto conlleva que tampoco tengamos un teorema de representacio´n
para la relacio´n inferencial mediada s-s que es resolutiva de modo posicionalmente
indiferente respecto de la deduccio´n cla´sica usando so´lo propiedades [NP-s6].
Mirando ‘a vista de pa´jaro’ todo lo que hemos hecho hasta ahora en este capı´tu-
lo, podemos darnos cuenta de que hemos indagado los tipos de inferencia mediada
que son ma´s relevantes para el objetivo de estudiar la inferencia abductiva ordi-
naria s-s plana. Pero quedan muchos otros tipos que pueden surgir a partir de las
combinaciones de las condiciones aquı´ analizadas o bien an˜adiendo algunas otras
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nuevas (por ejemplo, que so´lo la teorı´a-base sea fuertemente / de´bilmente compati-
ble, que so´lo el objeto del problema sea fuertemente / de´bilmente compatible, que
so´lo la solucio´n sea fuertemente / de´bilmente compatible, que la solucio´n sea inge-
niosa,...). Sin embargo, hay caracterı´sticas que no se pueden representar en un nivel
estructural en sentido ‘estricto’ y que son fundamentales, entre otras la de que el
problema sea novedoso o ano´malo y, segu´n el criterio de preferencia elegido, la de
que una solucio´n sea preferencial. Esto apunta en la direccio´n que ya se comento´: el
estudio a nivel estructural de la relacio´n de consecuencia lo´gica, aun siendo de una
enorme importancia, no agota todas las caracterı´sticas de los sistemas lo´gicos que
incorporan dichas relaciones inferenciales.
Para terminar este capı´tulo, particularizaremos las anteriores reglas para la infe-
rencia abductiva ordinaria s-s plana. Ya justificamos por que´ se puede garantizar que
esta u´ltima satisface las distintas propiedades de permutacio´n y contraccio´n [NP-s6]
(es decir, tanto en las dos partes del miembro de la izquierda como en el miembro
de la derecha). Tambie´n sabemos que la deduccio´n cla´sica satisface las correspon-
dientes propiedades de permutacio´n y contraccio´n [NP-s1]. Ası´ pues, en lugar de
una presentacio´n en la que una relacio´n de consecuencia lo´gica es un conjunto de
ternas cuya primera componente es una subfamilia de fo´rmulas, hacemos una pre-
sentacio´n en la que dicha primera componente es un mero conjunto de fo´rmulas.
Por ello, podrı´amos representar la condicio´n necesaria y suficiente que liga ambos
tipos de inferencia del siguiente modo:
Corolario 149.
Γ|υ ao ω si y so´lo si (Γ 1d υ) &˙ (Γ ∪ {ω} d υ).
No explicitamos aquı´ su demostracio´n dado que e´sta no es ma´s que la invocacio´n
de la definicio´n de la inferencia abductiva ordinaria s-s plana a partir de la corres-
pondiente deduccio´n singular junto con las mencionadas propiedades estructurales
de ambas.
Con esta opcio´n notacional, las reglas estructurales ma´s interesantes que satis-
face esta u´ltima relacio´n inferencial son:
XI.1- Reflexividad condicionada del objeto del problema en la solucio´n [NP:ao]:
Γ¯|υ ao ω
Γ¯|υ ao υ
.
4.7. Relacio´n de consecuencia lo´gica mediada s-s resolutiva 301
XI.2- Reflexividad condicionada de la solucio´n en el objeto del problema [NP:ao]:
Γ¯|υ ao ω
Γ¯|ω ao ω
.
XI.3- Monotonı´a cauta en la teorı´a-base [NP:ao]:
Γ¯|υ ao ω; Γ¯ ∪ ∆¯|υ ao ϕ
Γ¯ ∪ ∆¯|υ ao ω
.
XI.4- Transitividad entre el objeto del problema y la solucio´n y expansio´n de la
teorı´a-base [NP:ao]:
Γ¯ ∪ ∆¯|υ ao ω; Γ¯|ω ao ϕ
Γ¯ ∪ ∆¯|υ ao ϕ
.
XI.5- Corte en la teorı´a-base [NP:ao]:
Γ¯ ∪ {ϕ}|υ ao ω; Γ¯|ϕ ao ω
Γ¯|υ ao ω
.
XI.6- Permutacio´n cauta entre la teorı´a-base y la solucio´n [NP:ao]:
Γ¯ ∪ {ϕ}|υ ao ω; Γ¯ ∪ {ω}|υ ao ψ
Γ¯ ∪ {ω}|υ ao ϕ
.
De manera semejante, las reglas ‘mixtas’ serı´an:
XI.7- Monotonı´a cauta en la teorı´a-base (condicionada por la inferencia media-
dora) [NP:ao]:
Γ¯|υ ao ω; Γ¯ ∪ ∆¯ 1d υ
Γ¯ ∪ ∆¯|υ ao ω
.
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XI.8- Corte en la teorı´a-base (condicionado por la inferencia mediadora) [NP:ao]:
Γ¯ ∪ ∆¯|υ ao ω; Γ¯ ∪ {ω} d υ
Γ¯|υ ao ω
.
XI.9- Fortalecimiento cauto del objeto del problema (condicionado por la infe-
rencia mediadora [NP:ao]:
Γ¯|υ ao ω; {ψ} d υ; Γ¯ ∪ {ω} d ψ
Γ¯|ψ ao ω
.
XI.10- Debilitamiento cauto del objeto del problema (condicionado por la inferen-
cia mediadora) [NP:ao]:
Γ¯|υ ao ω; {υ} d ψ; Γ¯ 1d ψ
Γ¯|ψ ao ω
.
XI.11- Cambio por equivalencia del objeto del problema [NP:ao]:
Γ¯|υ ao ω; {υ} d ψ; {ψ} d υ; Γ¯ 6= {υ}
Γ¯|ψ ao ω
.
XI.12- Fortalecimiento de la solucio´n (condicionado por la inferencia mediadora
[NP:ao]:
Γ¯|υ ao ω; {ϕ} d ω
Γ¯|υ ao ϕ
.
XI.13- Debilitamiento cauto de la solucio´n (condicionado por la inferencia media-
dora) [NP:ao]:
Γ¯|υ ao ω; Γ¯ ∪ {ϕ} d υ
Γ¯|υ ao ϕ
.
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Como se habra´ podido apreciar, entre las anteriores reglas ‘puras’ [NP:ao] no
aparece la ana´loga a la de corte en la teorı´a-base y transitividad entre el objeto del
problema y la solucio´n [NP-s6]. El motivo es que al pasar a te´rminos conjuntis-
tas la expresio´n que inicialmente esta´ en te´rminos de subfamilias, el resultado que
se obtiene es una regla ‘explosiva’ y, por tanto, carente de intere´s. Por otro lado,
atendiendo a las especiales caracterı´sticas que se derivan de las propiedades que
satisface la inferencia abductiva ordinaria s-s plana cuya relacio´n mediadora es la
deduccio´n cla´sica14, podemos presentar nuevas reglas que satisface esta relacio´n
de consecuencia lo´gica las cuales tienen la peculiaridad de incluir entre sus condi-
ciones algu´n enunciado inferencial negativo cuyo relator es el correspondiente a la
relacio´n mediada:
XI.14- Irreflexividad de la teorı´a-base en el objeto del problema [NP:ao]:
Γ¯ ∪ {υ}|υ 1ao ω
.
XI.15- Irreflexividad condicionada de la teorı´a-base en la solucio´n [NP:ao]:
Γ¯ ∪ {δ}|υ ao ω
Γ¯ ∪ {δ}|υ 1ao δ
.
XI.16- Irreflexividad condicionada de la solucio´n en la teorı´a-base [NP:ao]:
Γ¯|υ ao ω
Γ¯ ∪ {ω}|υ 1ao ϕ
.
XI.17- Consistencia de la teorı´a-base [NP:ao]:
Γ¯ ∪ {⊥˜}|υ 1ao ω
.
14 En particular, a la posibilidad de hacer una presentacio´n de ambas en la que sus premisas sean
meros conjuntos de fo´rmulas en los que no resulten relevantes ni la cantidad de ocurrencias de una
cada una de ellas ni su posicio´n relativa, y tambie´n gracias a que la deduccio´n cla´sica satisface las
propiedades estructurales de reflexividad y contraccio´n por la derecha ası´ como a otras propiedades
metateo´ricas tales como la inadmisibilidad de paraconsistencias y la invariabilidad de la clase de
modelos de un conjunto de fo´rmulas tras la adicio´n de tautologı´as.
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XI.18- No validez del objeto del problema [NP:ao]:
Γ¯|>˜ 1ao ω
.
XI.19- No validez de la solucio´n [NP:ao]:
Γ¯|υ 1ao >˜
.
No lo hacemos aquı´, pero se puede probar que cada una de estas reglas satisface
la caracterizacio´n en te´rminos de modelos que se ha dado de la relacio´n inferen-
cial abductiva ordinaria s-s plana cuya relacio´n de consecuencia mediadora es la
deduccio´n singular.
Capı´tulo 5
Ana´lisis estructural de otras formas
de abduccio´n
En este trabajo queremos tambie´n abordar en profundidad el ana´lisis estructu-
ral de distintos tipos de inferencia abductiva ordinaria p-p (como veremos en las
siguientes secciones, pero en cierto sentido su estudio puede apoyarse sobre el que
hicimos en las secciones del capı´tulo anterior y el que afrontaremos en e´sta). Recor-
demos que se mantienen el criterio de omitir la indicacio´n de la aridad de la relacio´n
inferencial mediada, puesto que en todos ellos se tratara´ de una relacio´n ternaria.
5.1. Relacio´n de consecuencia lo´gica mediada p-p jus-
tificativa
Nuevamente comenzamos con una nocio´n ma´s ba´sica que aque´lla que al final
de este capı´tulo permitira´ modelizar la nuestra de abduccio´n ordinaria p-p plana, y
que a su vez es estructuralmente compatible con e´sta: la relacio´n de consecuencia
lo´gica mediada p-p justificativa. Adema´s, tal como ocurrio´ en el caso s-s e´sta sera´ el
tipo de relacio´n inferencial ba´sica, a partir del cual iremos generando nuevos con-
ceptos mediante la adicio´n de nuevas caracterı´stica (esta forma de proceder permite
tambie´n que podamos aquilatar cua´l es la influencia que cada condicio´n tiene sobre
las propiedades de los distintos tipos de inferencia abductiva ordinaria p-p1).
1 Digamos que viene a ser un proceso de deconstruccio´n que nos permite conocer el ‘rol’ de
cada uno de los ‘componentes’.
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Definicio´n 150 (Relacio´n de consecuencia lo´gica mediada p-p justificativa).
Una relacio´n de consecuencia lo´gica mediada p-p =⇒∗∗m es justificativa respecto
de una relacio´n inferencial mediadora singular =⇒ cuando se satisface que:
Γ|Υ =⇒∗∗m Ω si y so´lo si (Γ · Ω =⇒∗ Υ).
Las relaciones de consecuencia lo´gica mediadas p-p justificativas pueden satis-
facer, entre otras, algunas de las reglas estructurales que seguidamente se enumeran:
XII.1- Vacuidad condicionada de la solucio´n [NP-s7]:
Γ · Λ|Υ =⇒∗∗m Ω
Γ · Ω · Λ|Υ =⇒∗∗m 〈 〉
.
XII.2- Reflexividad de la teorı´a-base en el objeto del problema [NP-s7]:
Γ ·∆ · Λ|∆ =⇒∗∗m Ω
.
XII.3- Reflexividad condicionada del objeto del problema en la teorı´a-base [NP-
s7]:
Γ · Λ|Υ ·∆ ·Ψ =⇒∗∗m Ω
Γ ·∆ · Λ|Υ ·∆ ·Ψ =⇒∗∗m Ω
.
XII.4- Reflexividad del objeto del problema en la solucio´n [NP-s7]:
Γ|Υ =⇒∗∗m Ω ·Υ · Λ
.
XII.5- Reflexividad de la solucio´n en el objeto del problema [NP-s7]:
Γ|∆ =⇒∗∗m Ω ·∆ · Λ
.
XII.6- Reflexividad condicionada de la solucio´n en el objeto del problema [NP-s7]:
Γ|Υ · Λ =⇒∗∗m Ω ·∆ ·Ψ
Γ|Υ ·∆ · Λ =⇒∗∗m Ω ·∆ ·Ψ
.
XII.7- Ampliabilidad de la teorı´a-base con la solucio´n [NP-s7]:
Γ · Λ|Υ =⇒∗∗m Ω
Γ · Ω · Λ|Υ =⇒∗∗m Φ
.
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XII.8- Monotonı´a en la teorı´a-base [NP-s7]:
Γ · Λ|Υ =⇒∗∗m Ω
Γ ·∆ · Λ|Υ =⇒∗∗m Ω
.
XII.9- Monotonı´a cauta en el objeto del problema [NP-s7]:
Γ|Υ · Λ =⇒∗∗m Ω; Γ|∆ =⇒∗∗m Ω
Γ|Υ ·∆ · Λ =⇒∗∗m Ω
.
XII.10- Monotonı´a en la solucio´n [NP-s7]:
Γ|Υ =⇒∗∗m Ω · Λ
Γ|Υ =⇒∗∗m Ω ·∆ · Λ
.
XII.11- Monotonı´a homoge´nea en la teorı´a-base y el objeto del problema [NP-s7]:
Γ · Λ|Υ ·Ψ =⇒∗∗m Ω
Γ ·∆ · Λ|Υ ·∆ ·Ψ =⇒∗∗m Ω
.
XII.12- Monotonı´a homoge´nea en el objeto del problema y la solucio´n [NP-s7]:
Γ|Υ ·Ψ =⇒∗∗m Ω · Λ
Γ|Υ ·∆ ·Ψ =⇒∗∗m Ω ·∆ · Λ
.
XII.13- Monotonı´a cauta no homoge´nea en el objeto del problema y la solucio´n
[NP-s7]:
Γ|Υ ·Ψ =⇒∗∗m Ω · Λ; Γ|Ξ =⇒∗∗m Φ
Γ|Υ · Ξ ·Ψ =⇒∗∗m Ω · Φ · Λ
.
XII.14- Transitividad entre el objeto del problema y la solucio´n [NP-s7]:
Γ|Υ =⇒∗∗m ∆ · Ω · Λ; Γ|Ξ · Ω ·Ψ =⇒∗∗m Φ
Γ|Υ =⇒∗∗m ∆ · Φ · Λ
.
XII.15- Transitividad entre el objeto del problema y la solucio´n y expansio´n de la
teorı´a-base [NP-s7]2:
∆ · Λ|Υ =⇒∗∗m Π · Ω ·Θ; Γ|Ξ · Ω ·Ψ =⇒∗∗m Φ
∆ · Γ · Λ|Υ =⇒∗∗m Π · Φ · Σ
.
2 Su nombre es ma´s ilustrativo de una clase de casos particulares de la anterior regla que ocurren
cuando: ∆ =¨ Λ =¨ Ξ =¨ Ψ =¨ 〈 〉:
Γ|Υ =⇒∗∗m Ω; Γ|Ω =⇒∗∗m Φ
Γ|Υ =⇒∗∗m Φ
.
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XII.16- Corte en la teorı´a-base [NP-s7]:
Γ ·∆ · Λ|Υ =⇒∗∗m Ω; Γ · Λ|∆ =⇒∗∗m Ω
Γ · Λ|Υ =⇒∗∗m Ω
.
XII.17- Corte en la teorı´a-base y transitividad entre el objeto del problema y la so-
lucio´n [NP-s7]:
Γ ·∆ · Λ|Υ =⇒∗∗m Ω; Γ · Λ|Ω =⇒∗∗m ∆
Γ · Λ|Υ =⇒∗∗m ∆
.
XII.18- Corte directo en la teorı´a-base y expansio´n en la solucio´n [NP-s7]:
Γ ·∆ · Λ|Υ =⇒∗∗m Ω ·Ψ
Γ · Λ|Υ =⇒∗∗m Ω ·∆ ·Ψ
.
XII.19- Corte directo en la teorı´a-base y expansiones homoge´neas en el objeto del
problema y la solucio´n [NP-s7]:
Γ ·∆ · Λ|Υ ·Ψ =⇒∗∗m Ω · Ξ
Γ · Λ|Υ ·∆ ·Ψ =⇒∗∗m Ω ·∆ · Ξ
.
XII.20- Corte directo en el objeto del problema [NP-s7]:
Γ|Υ ·∆ · Λ =⇒∗∗m Ω
Γ|Υ · Λ =⇒∗∗m Ω
.
XII.21- Corte en la solucio´n [NP-s7]:
Γ|Υ =⇒∗∗m Ω ·∆ · Λ; Γ|∆ =⇒∗∗m Ω · Λ
Γ|Υ =⇒∗∗m Ω · Λ
.
XII.22- Corte directo en la solucio´n y expansio´n en la teorı´a-base [NP-s7]:
Γ · Λ|Υ =⇒∗∗m Ω ·∆ · Ξ
Γ ·∆ · Λ|Υ =⇒∗∗m Ω · Ξ
.
XII.23- Contraccio´n por la derecha considerando la teorı´a-base y la solucio´n con-
juntamente [NP-s7]:
Γ ·∆ · Λ|Υ =⇒∗∗m Ω ·∆ · Φ
Γ ·∆ · Λ|Υ =⇒∗∗m Ω · Φ
.
XII.24- Contraccio´n por la izquierda considerando la teorı´a-base y la solucio´n con-
juntamente [NP-s7]:
Γ ·∆ · Λ|Υ =⇒∗∗m Ω ·∆ · Φ
Γ · Λ|Υ =⇒∗∗m Ω ·∆ · Φ
.
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XII.25- Permutacio´n entre la teorı´a-base y la solucio´n [NP-s7]:
Γ ·∆ · Λ|Υ =⇒∗∗m Ω · Ξ · Φ
Γ · Ξ · Λ|Υ =⇒∗∗m Ω ·∆ · Φ
.
XII.26- Contraccio´n por la derecha en la teorı´a-base [NP-s7]:
Γ · Ξ ·∆ · Ξ · Λ|Υ =⇒∗∗m Ω
Γ · Ξ ·∆ · Λ|Υ =⇒∗∗m Ω
.
XII.27- Contraccio´n por la izquierda en la teorı´a-base [NP-s7]:
Γ · Ξ ·∆ · Ξ · Λ|Υ =⇒∗∗m Ω
Γ ·∆ · Ξ · Λ|Υ =⇒∗∗m Ω
.
XII.28- Contraccio´n por la derecha en el objeto del problema [NP-s7]:
Γ|Υ · Ξ ·∆ · Ξ · Λ =⇒∗∗m Ω
Γ|Υ · Ξ ·∆ · Λ =⇒∗∗m Ω
.
XII.29- Contraccio´n por la izquierda en el objeto del problema [NP-s7]:
Γ|Υ · Ξ ·∆ · Ξ · Λ =⇒∗∗m Ω
Γ|Υ ·∆ · Ξ · Λ =⇒∗∗m Ω
.
XII.30- Contraccio´n por la derecha en la solucio´n [NP-s7]:
Γ|Υ =⇒∗∗m Ω · Ξ ·∆ · Ξ · Λ
Γ|Υ =⇒∗∗m Ω · Ξ ·∆ · Λ
.
XII.31- Contraccio´n por la izquierda en la solucio´n [NP-s7]:
Γ|Υ =⇒∗∗m Ω · Ξ ·∆ · Ξ · Λ
Γ|Υ =⇒∗∗m Ω ·∆ · Ξ · Λ
.
XII.32- Permutacio´n en la teorı´a-base [NP-s7]:
Γ · Ξ ·∆ · Φ · Λ|Υ =⇒∗∗m Ω
Γ · Φ ·∆ · Ξ · Λ|Υ =⇒∗∗m Ω
.
XII.33- Permutacio´n en el objeto del problema [NP-s7]:
Γ|Υ · Ξ ·∆ · Φ · Λ =⇒∗∗m Ω
Γ|Υ · Φ ·∆ · Ξ · Λ =⇒∗∗m Ω
.
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XII.34- Permutacio´n en la solucio´n [NP-s7]:
Γ|Υ =⇒∗∗m Ω · Ξ ·∆ · Φ · Λ
Γ|Υ =⇒∗∗m Ω · Φ ·∆ · Ξ · Λ
.
Proposicio´n 151.
Si una relacio´n inferencial mediada p-p es justificativa entonces satisface las an-
teriores propiedades [NP-s7] si la correspondiente relacio´n inferencial mediadora
plural tiene las propiedades estructurales [NP-s2] que en cada una de ellas se in-
dican.
XII.1- Vacuidad condicionada de la solucio´n [NP-s7]: permutacio´n en las premisas
[NP-s2].
XII.2- Reflexividad de la teorı´a-base en el objeto del problema [NP-s7]: reflexividad
[NP-s2].
XII.3- Reflexividad condicionada del objeto del problema en la teorı´a-base [NP-s7]:
monotonı´a en las premisas [NP-s2].
XII.4- Reflexividad del objeto del problema en la solucio´n [NP-s7]: reflexividad
[NP-s2].
XII.5- Reflexividad de la solucio´n en el objeto del problema [NP-s7]: reflexividad
[NP-s2].
XII.6- Reflexividad condicionada de la solucio´n en el objeto del problema [NP-s7]:
reflexividad [NP-s2] y monotonı´a cauta en las conclusiones [NP-s2].
XII.7- Ampliabilidad de la teorı´a-base con la solucio´n [NP-s7]: monotonı´a en las
premisas [NP-s2] y permutacio´n en las premisas [NP-s2].
XII.8- Monotonı´a en la teorı´a-base [NP-s7]: monotonı´a en las premisas [NP-s2].
XII.9- Monotonı´a cauta en el objeto del problema [NP-s7]: monotonı´a cauta en las
conclusiones [NP-s2].
XII.10- Monotonı´a en la solucio´n [NP-s7]: monotonı´a en las premisas [NP-s2].
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XII.11- Monotonı´a homoge´nea en la teorı´a-base y el objeto del problema [NP-s7]:
monotonı´a homoge´nea en las premisas y las conclusiones [NP-s2].
XII.12- Monotonı´a homoge´nea en el objeto del problema y la solucio´n [NP-s7]: mo-
notonı´a homoge´nea en las premisas y las conclusiones [NP-s2].
XII.13- Monotonı´a cauta no homoge´nea en el objeto del problema y la solucio´n [NP-
s7]: monotonı´a no homoge´nea en las premisas y las conclusiones [NP-s2].
XII.14- Transitividad entre el objeto del problema y la solucio´n [NP-s7]: transitivi-
dad [NP-s2] y permutacio´n en las premisas [NP-s2].
XII.15- Transitividad entre el objeto del problema y la solucio´n y expansio´n de la
teorı´a-base [NP-s7]: transitividad [NP-s2] y permutacio´n en las premisas
[NP-s2].
XII.16- Corte en la teorı´a-base [NP-s7]: transitividad [NP-s2b] y contraccio´n por la
derecha en las premisas [NP-s2].
XII.17- Corte en la teorı´a-base y transitividad entre el objeto del problema y la so-
lucio´n [NP-s7]: transitividad [NP-s2b] y contraccio´n por la derecha en las
premisas [NP-s2].
XII.18- Corte directo en la teorı´a-base y expansio´n en la solucio´n [NP-s7]: permuta-
cio´n en las premisas [NP-s2].
XII.19- Corte directo en la teorı´a-base y expansiones homoge´neas en el objeto del
problema y la solucio´n [NP-s7]: monotonı´a no homoge´nea en las premisas
y las conclusiones [NP-s2] y contraccio´n por la izquierda en las premisas
[NP-s2].
XII.20- Corte directo en el objeto del problema [NP-s7]: corte directo en las conclu-
siones [NP-s2].
XII.21- Corte en la solucio´n [NP-s7]: corte en las premisas [NP-s2].
XII.22- Corte directo en la solucio´n y expansio´n en la teorı´a-base [NP-s7]: permuta-
cio´n en las premisas [NP-s2].
XII.23- Contraccio´n por la derecha considerando la teorı´a-base y la solucio´n con-
juntamente [NP-s7]: contraccio´n por la derecha en las premisas [NP-s2].
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XII.24- Contraccio´n por la izquierda considerando la teorı´a-base y la solucio´n con-
juntamente [NP-s7]: contraccio´n por la izquierda en las premisas [NP-s2].
XII.25- Permutacio´n entre la teorı´a-base y la solucio´n [NP-s7]: permutacio´n en las
premisas [NP-s2].
XII.26- Contraccio´n por la derecha en la teorı´a-base [NP-s7]: contraccio´n por la
derecha en las premisas [NP-s2].
XII.27- Contraccio´n por la izquierda en la teorı´a-base [NP-s7]: contraccio´n por la
izquierda en las premisas [NP-s2].
XII.28- Contraccio´n por la derecha en el objeto del problema [NP-s7]: corte directo
en las conclusiones [NP-s2].
XII.29- Contraccio´n por la izquierda en el objeto del problema [NP-s7]: corte directo
en las conclusiones [NP-s2].
XII.30- Contraccio´n por la derecha en la solucio´n [NP-s7]: contraccio´n por la dere-
cha en las premisas [NP-s2].
XII.31- Contraccio´n por la izquierda en la solucio´n [NP-s7]: contraccio´n por la iz-
quierda en las premisas [NP-s2].
XII.32- Permutacio´n en la teorı´a-base [NP-s7]: permutacio´n en las premisas [NP-
s2].
XII.33- Permutacio´n en el objeto del problema [NP-s7]: permutacio´n en las conclu-
siones [NP-s2].
XII.34- Permutacio´n en la solucio´n [NP-s7]: permutacio´n en las premisas [NP-s2].
Demostracio´n.
XII.1- Vacuidad condicionada de la solucio´n [NP-s7]:
Γ · Λ|Υ =⇒∗∗m Ω
Γ · Ω · Λ|Υ =⇒∗∗m 〈 〉
.
Por ser =⇒∗∗m justificativa respecto de =⇒∗, ello es equivalente a:
Γ · Λ · Ω =⇒∗ Υ
Γ · Ω · Λ · 〈 〉 =⇒∗ Υ .
La postcondicio´n se tiene a partir de la precondicio´n si =⇒∗ satisface la per-
mutacio´n en las premisas [NP-s2].
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XII.2- Reflexividad de la teorı´a-base en el objeto del problema [NP-s7]:
Γ ·∆ · Λ|∆ =⇒∗∗m Ω
.
Por ser =⇒∗∗m justificativa respecto de =⇒∗, ello es equivalente a:
Γ ·∆ · Λ · Ω =⇒∗ ∆ .
La postcondicio´n se tiene si =⇒∗ satisface la reflexividad [NP-s2].
XII.3- Reflexividad condicionada del objeto del problema en la teorı´a-base [NP-s7]:
Γ · Λ|Υ ·∆ ·Ψ =⇒∗∗m Ω
Γ ·∆ · Λ|Υ ·∆ ·Ψ =⇒∗∗m Ω
.
Por ser =⇒∗∗m justificativa respecto de =⇒∗, ello es equivalente a:
Γ · Λ · Ω =⇒∗ Υ ·∆ ·Ψ
Γ ·∆ · Λ · Ω =⇒∗∗m Υ ·∆ ·Ψ
.
La postcondicio´n se tiene a partir de la precondicio´n si =⇒∗ satisface la mo-
notonı´a en las premisas [NP-s2].
XII.4- Reflexividad del objeto del problema en la solucio´n [NP-s7]:
Γ|Υ =⇒∗∗m Ω ·Υ · Λ
.
Por ser =⇒∗∗m justificativa respecto de =⇒∗, ello es equivalente a:
Γ · Ω ·Υ · Λ =⇒∗ Υ .
La postcondicio´n se tiene si =⇒∗ satisface la reflexividad [NP-s2].
XII.5- Reflexividad de la solucio´n en el objeto del problema [NP-s7]:
Γ|∆ =⇒∗∗m Ω ·∆ · Λ
.
Por ser =⇒∗∗m justificativa respecto de =⇒∗, ello es equivalente a:
Γ · Ω ·∆ · Λ =⇒∗ ∆ .
La postcondicio´n se tiene si =⇒∗ satisface la reflexividad [NP-s2].
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XII.6- Reflexividad condicionada de la solucio´n en el objeto del problema [NP-s7]:
Γ|Υ · Λ =⇒∗∗m Ω ·∆ ·Ψ
Γ|Υ ·∆ · Λ =⇒∗∗m Ω ·∆ ·Ψ
.
Por ser =⇒∗∗m justificativa respecto de =⇒∗, ello es equivalente a:
Γ · Ω ·∆ ·Ψ =⇒∗ Υ · Λ
Γ · Ω ·∆ ·Ψ =⇒∗ Υ ·∆ · Λ .
La postcondicio´n se deriva a partir de la precondicio´n si =⇒∗ satisface la
reflexividad [NP-s2] y la monotonı´a cauta en las conclusiones [NP-s2].
XII.7- Ampliabilidad de la teorı´a-base con la solucio´n [NP-s7]:
Γ · Λ|Υ =⇒∗∗m Ω
Γ · Ω · Λ|Υ =⇒∗∗m Φ
.
Por ser =⇒∗∗m justificativa respecto de =⇒∗, ello es equivalente a:
Γ · Λ · Ω =⇒∗ Υ
Γ · Ω · Λ · Φ =⇒∗ Υ .
La postcondicio´n se tiene a partir de la precondicio´n si =⇒∗ satisface la mo-
notonı´a en las premisas [NP-s2] y la permutacio´n en las premisas [NP-s2].
XII.8- Monotonı´a en la teorı´a-base [NP-s7]:
Γ · Λ|Υ =⇒∗∗m Ω
Γ ·∆ · Λ|Υ =⇒∗∗m Ω
.
Por ser =⇒∗∗m justificativa respecto de =⇒∗, ello es equivalente a:
Γ · Λ · Ω =⇒∗ Υ
Γ ·∆ · Λ · Ω =⇒∗ Υ .
La postcondicio´n se tiene a partir de la precondicio´n si =⇒∗ satisface la mo-
notonı´a en las premisas [NP-s2].
XII.9- Monotonı´a cauta en el objeto del problema [NP-s7]:
Γ|Υ · Λ =⇒∗∗m Ω; Γ|∆ =⇒∗∗m Ω
Γ|Υ ·∆ · Λ =⇒∗∗m Ω
.
Por ser =⇒∗∗m justificativa respecto de =⇒∗, ello es equivalente a:
Γ · Ω =⇒∗ Υ · Λ; Γ · Ω =⇒∗ ∆
Γ · Ω =⇒∗ Υ ·∆ · Λ .
La postcondicio´n se deriva a partir de las dos precondiciones si =⇒∗ satisface
la monotonı´a cauta en las conclusiones [NP-s2].
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XII.10- Monotonı´a en la solucio´n [NP-s7]:
Γ|Υ =⇒∗∗m Ω · Λ
Γ|Υ =⇒∗∗m Ω ·∆ · Λ
.
Por ser =⇒∗∗m justificativa respecto de =⇒∗, ello es equivalente a:
Γ · Ω · Λ =⇒∗ Υ
Γ · Ω ·∆ · Λ =⇒∗ Υ .
La postcondicio´n se tiene a partir de la precondicio´n si =⇒∗ satisface la mo-
notonı´a en las premisas [NP-s2].
XII.11- Monotonı´a homoge´nea en la teorı´a-base y el objeto del problema [NP-s7]:
Γ · Λ|Υ ·Ψ =⇒∗∗m Ω
Γ ·∆ · Λ|Υ ·∆ ·Ψ =⇒∗∗m Ω
.
Por ser =⇒∗∗m justificativa respecto de =⇒∗, ello es equivalente a:
Γ · Λ · Ω =⇒∗ Υ ·Ψ
Γ ·∆ · Λ · Ω =⇒∗ Υ ·∆ ·Ψ .
La postcondicio´n se deriva a partir de la precondicio´n si =⇒∗ satisface la
monotonı´a homoge´nea en las premisas y las conclusiones [NP-s2].
XII.12- Monotonı´a homoge´nea en el objeto del problema y la solucio´n [NP-s7]:
Γ|Υ ·Ψ =⇒∗∗m Ω · Λ
Γ|Υ ·∆ ·Ψ =⇒∗∗m Ω ·∆ · Λ
.
Por ser =⇒∗∗m justificativa respecto de =⇒∗, ello es equivalente a:
Γ · Ω · Λ =⇒∗ Υ ·Ψ
Γ · Ω ·∆ · Λ =⇒∗ Υ ·∆ ·Ψ .
La postcondicio´n se deriva a partir de la precondicio´n si =⇒∗ satisface la
monotonı´a homoge´nea en las premisas y las conclusiones [NP-s2].
XII.13- Monotonı´a cauta no homoge´nea en el objeto del problema y la solucio´n [NP-
s7]:
Γ|Υ ·Ψ =⇒∗∗m Ω · Λ; Γ|Ξ =⇒∗∗m Φ
Γ|Υ · Ξ ·Ψ =⇒∗∗m Ω · Φ · Λ
.
Por ser =⇒∗∗m justificativa respecto de =⇒∗, ello es equivalente a:
Γ · Ω · Λ =⇒∗ Υ ·Ψ; Γ · Φ =⇒∗ Ξ
Γ · Ω · Φ · Λ =⇒∗ Υ · Ξ ·Ψ .
La postcondicio´n se deriva a partir de las precondiciones si =⇒∗ satisface la
monotonı´a no homoge´nea en las premisas y las conclusiones [NP-s2].
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XII.14- Transitividad entre el objeto del problema y la solucio´n [NP-s7]:
Γ|Υ =⇒∗∗m ∆ · Ω · Λ; Γ|Ξ · Ω ·Ψ =⇒∗∗m Φ
Γ|Υ =⇒∗∗m ∆ · Φ · Λ
.
Por la definicio´n de =⇒∗∗m , ello es equivalente a:
Γ ·∆ · Ω · Λ =⇒∗ Υ; Γ · Φ =⇒∗ Ξ · Ω ·Ψ
Γ ·∆ · Φ · Λ =⇒∗ Υ .
La postcondicio´n se tiene a partir de las precondiciones si =⇒∗ satisface la
transitividad [NP-s2] y la contraccio´n por la derecha en las premisas [NP-s2].
XII.15- Transitividad entre el objeto del problema y la solucio´n y expansio´n de la
teorı´a-base [NP-s7]:
∆ · Λ|Υ =⇒∗∗m Π · Ω ·Θ; Γ|Ξ · Ω ·Ψ =⇒∗∗m Φ
∆ · Γ · Λ|Υ =⇒∗∗m Π · Φ · Σ
.
Por ser =⇒∗∗m justificativa respecto de =⇒∗, ello es equivalente a:
∆ · Λ · Π · Ω ·Θ =⇒∗∗m Υ; Γ · Φ =⇒∗ Ξ · Ω ·Ψ
∆ · Γ · Λ · Π · Φ · Σ =⇒∗ Υ .
La postcondicio´n se tiene a partir de las precondiciones si =⇒∗ satisface la
transitividad [NP-s2] y la permutacio´n en las premisas [NP-s2].
XII.16- Corte en la teorı´a-base [NP-s7]:
Γ ·∆ · Λ|Υ =⇒∗∗m Ω; Γ · Λ|∆ =⇒∗∗m Ω
Γ · Λ|Υ =⇒∗∗m Ω
.
Por ser =⇒∗∗m justificativa respecto de =⇒∗, ello es equivalente a:
Γ ·∆ · Λ · Ω =⇒∗ Υ; Γ · Λ · Ω =⇒∗ ∆
Γ · Λ · Ω =⇒∗ Υ .
La postcondicio´n se tiene a partir de las precondiciones si =⇒∗ satisface la
transitividad [NP-s2b] y la contraccio´n por la derecha en las premisas [NP-
s2].
XII.17- Corte en la teorı´a-base y transitividad entre el objeto del problema y la solu-
cio´n [NP-s7]:
Γ ·∆ · Λ|Υ =⇒∗∗m Ω; Γ · Λ|Ω =⇒∗∗m ∆
Γ · Λ|Υ =⇒∗∗m ∆
.
Por ser =⇒∗∗m justificativa respecto de =⇒∗, ello es equivalente a:
Γ ·∆ · Λ · Ω =⇒∗ Υ; Γ · Λ ·∆ =⇒∗ Ω
Γ · Λ ·∆ =⇒∗ Υ .
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La postcondicio´n se tiene a partir de las precondiciones si =⇒∗ satisface la
transitividad [NP-s2b] y la contraccio´n por la derecha en las premisas [NP-
s2].
XII.18- Corte directo en la teorı´a-base y expansio´n en la solucio´n [NP-s7]:
Γ ·∆ · Λ|Υ =⇒∗∗m Ω ·Ψ
Γ · Λ|Υ =⇒∗∗m Ω ·∆ ·Ψ
.
Por ser =⇒∗∗m justificativa respecto de =⇒∗, ello es equivalente a:
Γ ·∆ · Λ · Ω ·Ψ =⇒∗ Υ
Γ · Λ · Ω ·∆ ·Ψ =⇒∗ Υ .
La postcondicio´n se tiene a partir de la precondicio´n si =⇒∗ satisface la per-
mutacio´n en las premisas [NP-s2].
XII.19- Corte directo en la teorı´a-base y expansiones homoge´neas en el objeto del
problema y la solucio´n [NP-s7]:
Γ ·∆ · Λ|Υ ·Ψ =⇒∗∗m Ω · Ξ
Γ · Λ|Υ ·∆ ·Ψ =⇒∗∗m Ω ·∆ · Ξ
.
Por ser =⇒∗∗m justificativa respecto de =⇒∗, ello es equivalente a:
Γ ·∆ · Λ · Ω · Ξ =⇒∗ Υ ·Ψ
Γ · Λ · Ω ·∆ · Ξ =⇒∗ Υ ·∆ ·Ψ .
La postcondicio´n postcondicio´n se tiene a partir de la precondicio´n si =⇒∗
satisface la monotonı´a no homoge´nea en las premisas y las conclusiones [NP-
s2] y la contraccio´n por la izquierda en las premisas [NP-s2].
XII.20- Corte directo en el objeto del problema [NP-s7]:
Γ|Υ ·∆ · Λ =⇒∗∗m Ω
Γ|Υ · Λ =⇒∗∗m Ω
.
Por ser =⇒∗∗m justificativa respecto de =⇒∗, ello es equivalente a:
Γ · Ω =⇒∗ Υ ·∆ · Λ
Γ · Ω =⇒∗ Υ · Λ .
La postcondicio´n se tiene a partir de la precondicio´n si =⇒∗ satisface la pro-
piedad de corte directo en las conclusiones [NP-s2].
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XII.21- Corte en la solucio´n [NP-s7]:
Γ|Υ =⇒∗∗m Ω ·∆ · Λ; Γ|∆ =⇒∗∗m Ω · Λ
Γ|Υ =⇒∗∗m Ω · Λ
.
Por ser =⇒∗∗m justificativa respecto de =⇒∗, ello es equivalente a:
Γ · Ω ·∆ · Λ =⇒∗ Υ; Γ · Ω · Λ =⇒∗ ∆
Γ · Ω · Λ =⇒∗ Υ .
La postcondicio´n se tiene a partir de las precondiciones si =⇒∗ satisface la
propiedad de corte en las premisas [NP-s2].
XII.22- Corte directo en la solucio´n y expansio´n en la teorı´a-base [NP-s7]:
Γ · Λ|Υ =⇒∗∗m Ω ·∆ · Ξ
Γ ·∆ · Λ|Υ =⇒∗∗m Ω · Ξ
.
Por ser =⇒∗∗m justificativa respecto de =⇒∗, ello es equivalente a:
Γ · Λ · Ω ·∆ · Ξ =⇒∗ Υ
Γ ·∆ · Λ · Ω · Ξ =⇒∗ Υ .
La postcondicio´n se tiene a partir de la precondicio´n si =⇒∗ satisface la pro-
piedad de permutacio´n en las premisas [NP-s2].
XII.23- Contraccio´n por la derecha considerando la teorı´a-base y la solucio´n con-
juntamente [NP-s7]:
Γ ·∆ · Λ|Υ =⇒∗∗m Ω ·∆ · Φ
Γ ·∆ · Λ|Υ =⇒∗∗m Ω · Φ
.
Por ser =⇒∗∗m justificativa respecto de =⇒∗, ello es equivalente a:
Γ ·∆ · Λ · Ω ·∆ · Φ =⇒∗ Υ
Γ ·∆ · Λ · Ω · Φ =⇒∗ Υ .
La postcondicio´n se tiene a partir de la precondicio´n si =⇒∗ satisface la con-
traccio´n por la derecha en las premisas [NP-s2].
XII.24- Contraccio´n por la izquierda considerando la teorı´a-base y la solucio´n con-
juntamente [NP-s7]:
Γ ·∆ · Λ|Υ =⇒∗∗m Ω ·∆ · Φ
Γ · Λ|Υ =⇒∗∗m Ω ·∆ · Φ
.
Por ser =⇒∗∗m justificativa respecto de =⇒∗, ello es equivalente a:
Γ ·∆ · Λ · Ω ·∆ · Φ =⇒∗ Υ
Γ · Λ · Ω ·∆ · Φ =⇒∗ Υ .
La postcondicio´n se tiene a partir de la precondicio´n si =⇒∗ satisface la con-
traccio´n por la izquierda en las premisas [NP-s2].
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XII.25- Permutacio´n entre la teorı´a-base y la solucio´n [NP-s7]:
Γ ·∆ · Λ|Υ =⇒∗∗m Ω · Ξ · Φ
Γ · Ξ · Λ|Υ =⇒∗∗m Ω ·∆ · Φ
.
Por ser =⇒∗∗m justificativa respecto de =⇒∗, ello es equivalente a:
Γ ·∆ · Λ · Ω · Ξ · Φ =⇒∗ Υ
Γ · Ξ · Λ · Ω ·∆ · Φ =⇒∗ Υ .
La postcondicio´n se tiene a partir de la precondicio´n si =⇒∗ satisface la per-
mutacio´n en las premisas [NP-s2].
XII.26- Contraccio´n por la derecha en la teorı´a-base [NP-s7]:
Γ · Ξ ·∆ · Ξ · Λ|Υ =⇒∗∗m Ω
Γ · Ξ ·∆ · Λ|Υ =⇒∗∗m Ω
.
Por ser =⇒∗∗m justificativa respecto de =⇒∗, ello es equivalente a:
Γ · Ξ ·∆ · Ξ · Λ · Ω =⇒∗ Υ
Γ · Ξ ·∆ · Λ · Ω =⇒∗ Υ .
La postcondicio´n se sigue a partir de la precondicio´n si =⇒∗ satisface la con-
traccio´n por la derecha en las premisas [NP-s2].
XII.27- Contraccio´n por la izquierda en la teorı´a-base [NP-s7]:
Γ · Ξ ·∆ · Ξ · Λ|Υ =⇒∗∗m Ω
Γ ·∆ · Ξ · Λ|Υ =⇒∗∗m Ω
.
Por ser =⇒∗∗m justificativa respecto de =⇒∗, ello es equivalente a:
Γ · Ξ ·∆ · Ξ · Λ · Ω =⇒∗ Υ
Γ ·∆ · Ξ · Λ · Ω =⇒∗ Υ .
La postcondicio´n se sigue a partir de la precondicio´n si =⇒∗ satisface la con-
traccio´n por la izquierda en las premisas [NP-s2].
XII.28- Contraccio´n por la derecha en el objeto del problema [NP-s7]:
Γ|Υ · Ξ ·∆ · Ξ · Λ =⇒∗∗m Ω
Γ|Υ · Ξ ·∆ · Λ =⇒∗∗m Ω
.
Por ser =⇒∗∗m justificativa respecto de =⇒∗, ello es equivalente a:
Γ · Ω =⇒∗ Υ · Ξ ·∆ · Ξ · Λ
Γ · Ω =⇒∗ Υ · Ξ ·∆ · Λ .
La postcondicio´n se sigue a partir de la precondicio´n si =⇒∗ satisface la pro-
piedad de corte directo en las conclusiones [NP-s2].
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XII.29- Contraccio´n por la izquierda en el objeto del problema [NP-s7]:
Γ|Υ · Ξ ·∆ · Ξ · Λ =⇒∗∗m Ω
Γ|Υ ·∆ · Ξ · Λ =⇒∗∗m Ω
.
Por ser =⇒∗∗m justificativa respecto de =⇒∗, ello es equivalente a:
Γ · Ω =⇒∗ Υ · Ξ ·∆ · Ξ · Λ
Γ · Ω =⇒∗ Υ ·∆ · Ξ · Λ .
La postcondicio´n se sigue a partir de la precondicio´n si =⇒∗ satisface la pro-
piedad de corte directo en las conclusiones [NP-s2].
XII.30- Contraccio´n por la derecha en la solucio´n [NP-s7]:
Γ|Υ =⇒∗∗m Ω · Ξ ·∆ · Ξ · Λ
Γ|Υ =⇒∗∗m Ω · Ξ ·∆ · Λ
.
Por ser =⇒∗∗m justificativa respecto de =⇒∗, ello es equivalente a:
Γ · Ω · Ξ ·∆ · Ξ · Λ =⇒∗ Υ
Γ · Ω · Ξ ·∆ · Λ =⇒∗ Υ .
La postcondicio´n se sigue a partir de la precondicio´n si =⇒∗ satisface la con-
traccio´n por la derecha en las premisas [NP-s2].
XII.31- Contraccio´n por la izquierda en la solucio´n [NP-s7]:
Γ|Υ =⇒∗∗m Ω · Ξ ·∆ · Ξ · Λ
Γ|Υ =⇒∗∗m Ω ·∆ · Ξ · Λ
.
Por ser =⇒∗∗m justificativa respecto de =⇒∗, ello es equivalente a:
Γ · Ω · Ξ ·∆ · Ξ · Λ =⇒∗ Υ
Γ · Ω ·∆ · Ξ · Λ =⇒∗ Υ .
La postcondicio´n se sigue a partir de la precondicio´n si =⇒∗ satisface la con-
traccio´n por la izquierda en las premisas [NP-s2].
XII.32- Permutacio´n en la teorı´a-base [NP-s7]:
Γ · Ξ ·∆ · Φ · Λ|Υ =⇒∗∗m Ω
Γ · Φ ·∆ · Ξ · Λ|Υ =⇒∗∗m Ω
.
Por ser =⇒∗∗m justificativa respecto de =⇒∗, ello es equivalente a:
Γ · Ξ ·∆ · Φ · Λ · Ω =⇒∗ Υ
Γ · Φ ·∆ · Ξ · Λ · Ω =⇒∗ Υ .
La postcondicio´n se sigue a partir de la precondicio´n si =⇒∗ satisface la per-
mutacio´n en las premisas [NP-s2].
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XII.33- Permutacio´n en el objeto del problema [NP-s7]:
Γ|Υ · Ξ ·∆ · Φ · Λ =⇒∗∗m Ω
Γ|Υ · Φ ·∆ · Ξ · Λ =⇒∗∗m Ω
.
Por ser =⇒∗∗m justificativa respecto de =⇒∗, ello es equivalente a:
Γ · Ω =⇒∗ Υ · Ξ ·∆ · Φ · Λ
Γ · Ω =⇒∗ Υ · Φ ·∆ · Ξ · Λ .
La postcondicio´n se sigue a partir de la precondicio´n si =⇒∗ satisface la per-
mutacio´n en las conclusiones [NP-s2].
XII.34- Permutacio´n en la solucio´n [NP-s7]:
Γ|Υ =⇒∗∗m Ω · Ξ ·∆ · Φ · Λ
Γ|Υ =⇒∗∗m Ω · Φ ·∆ · Ξ · Λ
.
Por ser =⇒∗∗m justificativa respecto de =⇒∗, ello es equivalente a:
Γ · Ω · Ξ ·∆ · Φ · Λ =⇒∗ Υ
Γ · Ω · Φ ·∆ · Ξ · Λ =⇒∗ Υ .
La postcondicio´n se tiene a partir de la precondicio´n si =⇒∗ satisface la per-
mutacio´n en las premisas [NP-s2].

Proposicio´n 152.
Cada una de las anteriores versiones de las reglas [NP-s7] expresadas mediante la
condicio´n mediadora cumple que en el conjunto formado por sus precondiciones y
sus postcondiciones no hay al menos dos condiciones estructuralmente incompati-
bles entre sı´ e igualmente ninguna especificacio´n propia de todas las condiciones
(realizada de forma homoge´nea) puede generar condiciones incompatibles.
Su prueba es elemental (ide´ntica a la de las reglas NP-s1).
Tambie´n en esta ocasio´n algunas de las anteriores reglas se pueden derivar a
partir de otras; veamos a modo de ejemplo dos de tales derivaciones:
Proposicio´n 153.
Una relacio´n de consecuencia lo´gica mediada p-p que satisfaga la reflexividad de
la teorı´a-base en el objeto del problema [NP-s7] y la transitividad entre el objeto
del problema y la solucio´n y expansio´n de la teorı´a-base [NP-s7], necesariamente
satisface la propiedad de ampliabilidad de la teorı´a-base con la solucio´n [NP-s7].
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Demostracio´n. Partimos de la precondicio´n de la ampliabilidad de la teorı´a-base
con la solucio´n [NP-s7] y a continuacio´n anotamos el resultado de aplicar la pro-
piedad estructural que en cada lı´nea se indica entre pare´ntesis:
1. Γ · Λ|Υ =⇒∗∗m Ω (hipo´tesis).
2. Ω|Ω =⇒∗∗m Φ (por reflexividad de la teorı´a-base en el objeto del problema
[NP-s7] incondicionalmente).
3. Γ·Ω·Λ|Υ =⇒∗∗m Φ (por transitividad entre el objeto del problema y la solucio´n
y expansio´n de la teorı´a-base [NP-s7] sobre 1 y 2).
Y esto u´ltimo coincide con la ampliabilidad de la teorı´a-base con la solucio´n [NP-
s3].

Proposicio´n 154.
Una relacio´n de consecuencia lo´gica mediada p-p3 que satisfaga la reflexividad
del objeto del problema en la solucio´n [NP-s7] y la transitividad entre el objeto
del problema y la solucio´n y expansio´n de la teorı´a-base [NP-s7], necesariamente
satisface la propiedad de monotonı´a en la teorı´a-base [NP-s7].
Demostracio´n. Partimos de la precondicio´n de la monotonı´a en la teorı´a-base [NP-
s7] y a continuacio´n anotamos el resultado de aplicar la propiedad estructural que
en cada lı´nea se indica entre pare´ntesis:
1. Γ · Λ|Υ =⇒∗∗m Ω (hipo´tesis).
2. ∆|Ω =⇒∗∗m Ω (por reflexividad del objeto del problema en la solucio´n [NP-s7]
incondicionalmente).
3. Γ · ∆ · Λ|Υ =⇒∗∗m Ω (por transitividad entre el objeto del problema y la
solucio´n y expansio´n de la teorı´a-base [NP-s7] sobre 1 y 2).
3 Remarcamos el hecho de que al ser una derivacio´n no hemos hecho uso de la condicio´n de que
la relacio´n mediada sea justificativa, puesto que esta cualidad se enuncia en relacio´n a su relacio´n
inferencial mediadora.
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Y esto u´ltimo coincide con la monotonı´a en la teorı´a-base [NP-s7].

Las relaciones inferenciales del presente tipo pueden tambie´n satisfacer, entre
otras, algunas de las reglas estructurales mixtas que seguidamente se enumeran:
XII.35- Monotonı´a cauta en el objeto del problema (condicionada por la inferencia
mediadora) [NP-s7]:
Γ|Υ · Λ =⇒∗∗m Ω; Γ · Ω =⇒∗ ∆
Γ|Υ ·∆ · Λ =⇒∗∗m Ω
.
XII.36- Corte en la teorı´a-base (condicionado por la inferencia mediadora) [NP-
s7]:
Γ ·∆ · Λ|Υ =⇒∗∗m Ω; Γ · Λ =⇒∗ ∆
Γ · Λ|Υ =⇒∗∗m Ω
.
XII.37- Corte en la solucio´n (condicionado por la inferencia mediadora) [NP-s7]:
Γ|Υ =⇒∗∗m Ω ·∆ · Λ; Ω · Λ =⇒∗ ∆
Γ|Υ =⇒∗∗m Ω · Λ
.
XII.38- Debilitamiento del objeto del problema (condicionado por la inferencia me-
diadora) [NP-s7]:
Γ|Υ =⇒∗∗m Ω; Υ =⇒∗ Ψ
Γ|Ψ =⇒∗∗m Ω
.
XII.39- Fortalecimiento de la solucio´n (condicionado por la inferencia mediadora)
[NP-s7]:
Γ|Υ =⇒∗∗m Ω; Φ =⇒∗ Ω
Γ|Υ =⇒∗∗m Φ
.
Proposicio´n 155.
Si una relacio´n inferencial mediada p-p es resolutiva entonces cada una de las an-
teriores propiedades estructurales ‘mixtas’ [NP-s7] cumple que en el conjunto for-
mado por sus precondiciones y sus postcondicio´n no hay al menos dos condiciones
estructuralmente incompatibles entre sı´. Adema´s, la relacio´n inferencial mediada
p-p resolutiva satisface dichas propiedades ‘mixtas’ [NP-s7] si la correspondiente
relacio´n inferencial mediadora plural tiene las propiedades estructurales [NP-s2]
que en cada una de ellas se indican.
324 Capı´tulo 5. Ana´lisis estructural de otras formas de abduccio´n
XII.35- Monotonı´a cauta en el objeto del problema (condicionada por la inferencia
mediadora) [NP-s7]: monotonı´a cauta en las conclusiones [NP-s2].
XII.36- Corte en la teorı´a-base (condicionado por la inferencia mediadora) [NP-s7]:
transitividad [NP-s2b] y la contraccio´n por la derecha en las premisas [NP-
s2].
XII.37- Corte en la solucio´n (condicionado por la inferencia mediadora) [NP-s7]:
transitividad [NP-s2b] y la contraccio´n por la derecha en las premisas [NP-
s2].
XII.38- Debilitamiento del objeto del problema (condicionado por la inferencia me-
diadora) [NP-s7]: transitividad [NP-s2c].
XII.39- Fortalecimiento de la solucio´n (condicionado por la inferencia mediadora)
[NP-s7]: transitividad [NP-s2b].
Demostracio´n.
XII.35- Monotonı´a cauta en el objeto del problema (condicionada por la inferencia
mediadora) [NP-s7]:
Γ|Υ · Λ =⇒∗∗m Ω; Γ · Ω =⇒∗ ∆
Γ|Υ ·∆ · Λ =⇒∗∗m Ω
.
Por ser =⇒∗∗m justificativa respecto de =⇒∗, ello es equivalente a:
Γ · Ω =⇒∗ Υ · Λ; Γ · Ω =⇒∗ ∆
Γ · Ω =⇒∗ Υ ·∆ · Λ .
La postcondicio´n se sigue a partir de las precondiciones si =⇒∗ satisface la
monotonı´a cauta en las conclusiones [NP-s2].
XII.36- Corte en la teorı´a-base (condicionado por la inferencia mediadora) [NP-s7]:
Γ ·∆ · Λ|Υ =⇒∗∗m Ω; Γ · Λ =⇒∗ ∆
Γ · Λ|Υ =⇒∗∗m Ω
.
Por ser =⇒∗∗m justificativa respecto de =⇒∗, ello es equivalente a:
Γ ·∆ · Λ · Ω =⇒∗ Υ; Γ · Λ =⇒∗ ∆
Γ · Λ · Ω =⇒∗ Υ .
La postcondicio´n se tiene a partir de las precondiciones si =⇒∗ satisface la
transitividad [NP-s2b] y la contraccio´n por la derecha en las premisas [NP-
s2].
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XII.37- Corte en la solucio´n (condicionado por la inferencia mediadora) [NP-s7]:
Γ|Υ =⇒∗∗m Ω ·∆ · Λ; Ω · Λ =⇒∗ ∆
Γ|Υ =⇒∗∗m Ω · Λ
.
Por ser =⇒∗∗m justificativa respecto de =⇒∗, ello es equivalente a:
Γ · Ω ·∆ · Λ =⇒∗ Υ; Ω · Λ =⇒∗ ∆
Γ · Ω · Λ =⇒∗ Υ .
La postcondicio´n se tiene a partir de las precondiciones si =⇒∗ satisface la
transitividad [NP-s2b] y la contraccio´n por la derecha en las premisas [NP-
s2].
XII.38- Debilitamiento del objeto del problema (condicionado por la inferencia me-
diadora) [NP-s7]:
Γ|Υ =⇒∗∗m Ω; Υ =⇒∗ Ψ
Γ|Ψ =⇒∗∗m Ω
.
Por ser =⇒∗∗m justificativa respecto de =⇒, ello es equivalente a:
Γ · Ω =⇒∗ Υ; Υ =⇒∗ Ψ
Γ · Ω =⇒∗ Ψ .
La postcondicio´n de la regla se tiene a partir de las precondiciones si =⇒
satisface la transitividad [NP-s2c].
XII.39- Fortalecimiento de la solucio´n (condicionado por la inferencia mediadora)
[NP-s7]:
Γ|Υ =⇒∗∗m Ω; Φ =⇒∗ Ω
Γ|Υ =⇒∗∗m Φ
.
Por ser =⇒∗∗m justificativa respecto de =⇒, ello es equivalente a:
Γ · Ω =⇒∗ Υ; Φ =⇒∗ Ω
Γ · Φ =⇒∗ Υ .
La postcondicio´n de la regla se tiene a partir de las precondiciones si =⇒
satisface la transitividad [NP-s2b].

Proposicio´n 156.
Cada una de las anteriores versiones de las reglas ‘mixtas’ [NP-s7] expresadas
mediante la condicio´n mediadora cumple que en el conjunto formado por sus pre-
condiciones y sus postcondiciones no hay al menos dos condiciones estructural-
mente incompatibles entre sı´ e igualmente ninguna especificacio´n propia de todas
las condiciones (realizada de forma homoge´nea) puede generar condiciones incom-
patibles.
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Su prueba es nuevamente elemental (ide´ntica a la de las reglas NP-s1).
Veamos ahora el correspondiente teorema de representacio´n para este tipo de
relacio´n inferencial:
Teorema 157 (Teorema de representacio´n mediante propiedades [NP-s2] de la rela-
cio´n inferencial mediada p-p que es justificativa respecto de la deduccio´n plural).
La reflexividad [NP-s2] y la transitividad [NP-s2] de la relacio´n inferencial me-
diadora plural son condiciones suficientes de una relacio´n de consecuencia lo´gica
mediada p-p, cuya primera componente es una subfamilia arbitraria, que es jus-
tificativa respecto de la deduccio´n plural, en el sentido de que cualquier relacio´n
inferencial mediada cuya relacio´n inferencial mediadora y cuyas premisas sean las
indicadas y que satisfaga las tres propiedades mencionadas, se puede representar
como si fuese la relacio´n mediada mencionada.
Demostracio´n. En esta demostracio´n nos apoyaremos en el teorema de represen-
tacio´n de la relacio´n inferencial deductiva plural [NP-s2]. Sea =⇒∗∗m una relacio´n
de consecuencia lo´gica p-p justificativa que esta´ mediada por la relacio´n de conse-
cuencia lo´gica plural =⇒∗. Sean Γ, Υ y Ω elementos de SUBFAME(FOR(L)).
Por ser =⇒∗∗m justificativa tenemos que:
Γ|Υ =⇒∗∗m Ω si y so´lo si Γ · Ω =⇒∗ Υ.
Por otro lado, la relacio´n inferencial mediadora es la deduccio´n plural y, aten-
diendo a su su caracterizacio´n mediante modelos, sabemos que:
Γ · Ω D Υ si y so´lo si Mod(Γ¯) ∩Mod(Ω¯) ⊆Mod(Υ¯).
Ası´ pues, debemos probar que:
Γ · Ω =⇒∗ Υ si y so´lo si Mod(Γ¯) ∩Mod(Ω¯) ⊆Mod(Υ¯),
siendo =⇒∗ una relacio´n de consecuencia lo´gica mediadora plural que satisface las
propiedades de reflexividad [NP-s2] y transitividad [NP-s2].
Hagamos Γ′=¨Γ · Ω; aplicando propiedades conjuntistas sencillas tenemos que:
Mod(Γ¯′) = Mod(Γ¯) ∩Mod(Ω¯).
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Por lo tanto, lo que tenemos que probar se transforma en:
Γ′ =⇒∗ Υ si y so´lo si Mod(Γ¯′) ⊆Mod(Υ¯),
Y esto es justamente lo que fue probado en el teorema de representacio´n de la re-
lacio´n inferencial deductiva plural [NP-s2] bajo las mismas condiciones que en el
presente resultado.

5.2. Relacio´n de consecuencia lo´gica mediada p-p jus-
tificativa de modo posicionalmente indiferente
Tal como hicimos en el capı´tulo anterior, queremos estudiar cua´les son los
vı´nculos que existen entre las propiedades [NP-s7] que satisface la relacio´n infe-
rencial mediada p-p justificativa y las propiedades [NP-s2] que satisface la relacio´n
inferencial mediadora plural. Con este fin necesitamos extender algunas definicio-
nes que ya fueron anteriormente presentadas, de modo que se considere la concate-
nacio´n de la solucio´n en una posicio´n cualquiera de las premisas.
Usaremos las siguientes notaciones:
Definicio´n 158 (Concatenacio´n posicionalmente indiferente en relaciones inferen-
ciales plurales).
1. (Γ~∆ =⇒∗ Ω) : ⇔˙ (∀Σ1,Σ2((Γ =¨ Σ1 · Σ2) ⇒˙ (Σ1 ·∆ · Σ2 =⇒∗ Ω))).
2. (Γ}∆ =⇒∗ Ω) : ⇔˙ (∃˙Σ1,Σ2((Γ =¨ Σ1 · Σ2) ⇒˙ (Σ1 ·∆ · Σ2 =⇒∗ Ω))).
La concatenacio´n de una subfamilia cualquiera ‘en la cola’, ‘en la cabeza’ o
‘en el cuerpo’ son tres casos que son implicados por la posibilidad prevista en la
primera de las definiciones que acabamos de presentar (ası´ pues, dichos casos son
ma´s generales que la posibilidad citada). A su vez los tres casos mencionados (la
concatenacio´n ‘en la cola’, ‘en la cabeza’ o ‘en el cuerpo’) implican a la posibilidad
prevista en la segunda de las definiciones que acabamos de presentar (ası´ pues,
dichos casos son ma´s restringidos que la u´ltima posibilidad citada).
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Esta definicio´n nos permite presentar un nuevo tipo de relacio´n inferencial:
Definicio´n 159 (Relacio´n de consecuencia lo´gica mediada p-p justificativa de modo
posicionalmente indiferente).
Una relacio´n de consecuencia lo´gica mediada p-p =⇒∗∗m es justificativa de modo
posicionalmente indiferente respecto de una relacio´n inferencial mediadora plural
=⇒∗ cuando se satisface que:
Γ|Υ =⇒∗∗m Ω si y so´lo si (Γ~ Ω =⇒∗ Υ).
Todas las propiedades [NP-s7] que fueron presentadas, tanto las ‘puras’ como
las ‘mixtas’, se mantienen sin alteraciones con esta nueva exigencia (no desarrolla-
mos explı´citamente aquı´ la demostracio´n porque coincide con la dada aplicando en
cada condicio´n de cada regla la definicio´n en la que se ha introducido el sı´mbolo ~
y, a lo sumo, an˜adiendo la propiedad de permutacio´n en las premisas [NP-s2] –dado
que lo u´nico que puede cambiar en este caso es la ubicacio´n de la subfamilia de
fo´rmulas que antes se concatenaba en todos los casos ‘en la cola’–). Nuevamente
se trata de una versio´n sujeta a condiciones ma´s fuertes que la dada en la seccio´n
anterior (de hecho aque´lla puede verse como un caso particular de e´sta). La razo´n
de introducir estas nociones es que ahora podemos justificar en el sentido recı´proco
al que ya fue presentado los vı´nculos existentes entre las propiedades de la relacio´n
inferencial mediada y la mediadora:
Proposicio´n 160.
Si una relacio´n inferencial mediada p-p =⇒∗∗m es justificativa de modo posicional-
mente indiferente respecto de =⇒∗ y satisface la reflexividad de la teorı´a-base en
el objeto del problema [NP-s7], la transitividad entre el objeto del problema y la
solucio´n y expansio´n de la teorı´a-base [NP-s7] y la contraccio´n por la derecha en
la teorı´a-base [NP-s7], entonces su relacio´n inferencial mediadora plural =⇒∗ es
una relacio´n de consecuencia lo´gica de tipo RTCd [NP-s2].
Demostracio´n. Por ser =⇒∗∗m justificativa de modo posicionalmente indiferente res-
pecto de =⇒∗ tenemos que las antecitadas propiedades de la relacio´n mediada se
‘traducen’ en las siguientes propiedades de la relacio´n mediadora –ve´ase la figura 1
(5.2)–:
1. Reflexividad de la teorı´a-base en el objeto del problema [NP-s7]:
(Γ ·∆ · Λ)~ Ω =⇒∗ ∆ .
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2. Transitividad entre el objeto del problema y la solucio´n y expansio´n de la
teorı´a-base [NP-s7]:
(∆ · Λ)~ (Π · Ω ·Θ) =⇒∗∗m Υ;
Γ~ Φ =⇒∗ Ξ · Ω ·Ψ
(∆ · Γ · Λ)~ (Π · Φ · Σ) =⇒∗ Υ
.
3. Contraccio´n por la derecha en la teorı´a-base [NP-s7]:
(Γ · Ξ ·∆ · Ξ · Λ)~ Ω =⇒∗ Υ
(Γ · Ξ ·∆ · Λ)~ Ω =⇒∗ Υ .
Para probar que la relacio´n inferencial =⇒∗ posee la reflexividad [NP-s2] hemos
de establecer que ella satisface incondicionalmente Σ1 · Υ · Σ2 =⇒∗ Υ, lo cual
esta´ garantizado sin precondiciones por la identidad del objeto del problema y la
solucio´n [NP-s7] (para ello basta con hacer Γ =¨ Σ1, Λ =¨ Σ2 y Ω =¨ 〈 〉).
Para probar que la relacio´n inferencial posee la transitividad [NP-s2], partimos
de sus precondiciones (Γ =⇒∗ Ξ · Ω · Ψ y Σ1 · Ω · Σ2 =⇒∗ Υ) y justificamos que
bajo ese supuesto necesariamente se cumple su postcondicio´n (Σ1 · Γ ·Σ2 =⇒∗ Υ).
Para ese fin, basta con hacer ∆ =¨ Σ1, Λ =¨ Σ2 y Φ =¨ Π =¨ Θ =¨ 〈 〉 para ver que
esto esta´ garantizado por la transitividad entre el objeto del problema y la solucio´n
y expansio´n de la teorı´a-base [NP-s7].
De nuevo, para probar que dicha relacio´n inferencial posee la contraccio´n por la
derecha [NP-s2] partimos de su precondicio´n (Γ ·Ξ ·∆ ·Ξ ·Λ =⇒∗ Υ) y justificamos
que bajo ese supuesto necesariamente se cumple su postcondicio´n (Γ ·Ξ ·∆ ·Λ =⇒∗
Υ). Para ese fin, basta con hacer Ω =¨ 〈 〉 para ver que esto esta´ garantizado por la
contraccio´n por la derecha en la teorı´a-base [NP-s7]. 
La anterior proposicio´n hace evidente la posibilidad de enunciar un teorema de
representacio´n para la misma relacio´n inferencial que allı´ se maneja, usando en este
nuevo teorema propiedades [NP-s7].
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Fig. 1 (5.2): Vı´nculos entre reglas [NP-s2] de la relacio´n inferencial media-
dora y reglas [NP-s7] de la relacio´n inferencial mediada p-p si esta u´ltima es
justificativa de modo posicionalmente indiferente respecto de aque´lla.
Teorema 161 (Teorema de representacio´n mediante propiedades [NP-s7] de la re-
lacio´n inferencial mediada p-p que es justificativa de modo posicionalmente indife-
rente respecto de la deduccio´n plural).
La reflexividad de la teorı´a-base en el objeto del problema [NP-s7] y la transi-
tividad entre el objeto del problema y la solucio´n y expansio´n de la teorı´a-base
[NP-s7] son condiciones suficientes de una relacio´n de consecuencia lo´gica media-
da p-p, cuya primera componente es una subfamilia arbitraria, que es justificativa
de modo posicionalmente indiferente respecto de la deduccio´n plural, en el sentido
de que cualquier relacio´n inferencial mediada cuya relacio´n inferencial mediadora
y cuyas premisas sean las indicadas y que satisfaga las tres propiedades menciona-
das, se puede representar como si fuese la relacio´n mediada mencionada.
Demostracio´n. Sea =⇒∗∗m una relacio´n de consecuencia lo´gica p-p que tiene co-
mo primera componente una subfamilia arbitraria y que es justificativa de modo
posicionalmente indiferente respecto de la relacio´n de consecuencia lo´gica singu-
lar =⇒∗. Sean Γ un elemento de SUBFAME(FOR(L)) e Υ y Ω elementos de
FOR(L).
Por ser =⇒∗∗m justificativa de modo posicionalmente indiferente respecto de
5.2. R.c.l. mediada p-p justif. de modo posicionalmente indiferente 331
=⇒∗ tenemos que:
Γ|Υ =⇒∗∗m Ω si y so´lo si (Γ~ Ω =⇒∗ Υ).
Por otro lado, la relacio´n inferencial mediadora es la deduccio´n plural y, aten-
diendo a su su caracterizacio´n mediante modelos, sabemos que:
Γ~ Ω D Υ si y so´lo si Mod(Γ¯) ∩Mod(Ω¯) ⊆Mod(Υ¯).
Ası´ pues, debemos probar que:
Γ~ Ω =⇒∗ Υ si y so´lo si Mod(Γ¯) ∩Mod(Ω¯) ⊆Mod(Υ¯),
siendo =⇒∗ una relacio´n de consecuencia lo´gica mediadora plural cuya relacio´n de
consecuencia lo´gica mediada =⇒∗∗m satisface las propiedades de reflexividad de la
teorı´a-base en el objeto del problema [NP-s7] y la transitividad entre el objeto del
problema y la solucio´n y expansio´n de la teorı´a-base [NP-s7].
Pero, a tenor de la definicio´n del sı´mbolo ~, se infiere que Γ ~ Ω =⇒∗ Υ
es equivalente a ∀Σ1,Σ2((Γ =¨ Σ1 · Σ2) ⇒˙ (Σ1 · Ω · Σ2 =⇒∗ Υ)). Y haciendo
Γ′ =¨ Σ1 · Ω · Σ2, por la aplicacio´n de propiedades conjuntistas sencillas tenemos
que:
Mod(Γ¯′) = Mod(Σ¯1) ∩Mod(Ω¯) ∩Mod(Σ¯2).
Por tanto, lo que debemos probar se transforma en:
(Γ′ =⇒∗ Υ) si y so´lo si Mod(Γ¯′) ⊆Mod(Υ¯),
siendo =⇒∗ una relacio´n inferencial plural mediadora que satisface la ‘traduccio´n’
de las antecitadas tres propiedades [NP-s7] para relaciones inferenciales mediadas
p-p que son justificativas de modo posicionalmente indiferente.
Como en el anterior teorema de representacio´n, la prueba se hace probando dos
equivalencias. La demostracio´n de la primera es ide´ntica a la que dimos del teore-
ma de representacio´n de la relacio´n inferencial deductiva cla´sica [NP-s2] con las
u´nicas salvedades de que cuando en la que acabamos de citar se aplica alguna de
las dos propiedades [NP-s2] que aparecen en su enunciado, en esta se usara´ la ‘tra-
duccio´n’ de la correspondiente propiedad [NP-s7]. La demostracio´n de la segunda
es exactamente igual a la que se presento´ en el u´ltimo teorema de representacio´n
anterior al presente. 
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Para terminar esta seccio´n reflexionaremos sobre la posibilidad de substituir la
nueva condicio´n de que la relacio´n inferencial sea justificativa de modo posicional-
mente indiferente por otras distintas. Se puede ver fa´cilmente que hay un conjunto
de propiedades [NP-s7] que permiten garantizar que dicha relacio´n inferencial es
justificativa de modo posicionalmente indiferente (en esta ocasio´n, a diferencia de
lo que ocurrio´ con la relacio´n inferencial s-s ana´loga a la presente, bastan dos pro-
piedades para obtener una situacio´n en la que an˜adir el cara´cter justificativo de modo
posicionalmente indiferente no altera aspecto alguno):
Proposicio´n 162.
Si una relacio´n inferencial mediada p-p =⇒∗∗m es justificativa respecto de =⇒∗ y sa-
tisface la permutacio´n entre la teorı´a-base y la solucio´n [NP-s7] y la permutacio´n
en la teorı´a-base [NP-s7], entonces dicha relacio´n inferencial mediada es justifica-
tiva de modo posicionalmente indiferente respecto de la misma relacio´n inferencial
mediadora.
Demostracio´n. Sea Γ|Υ =⇒∗∗m Ω un enunciado inferencial cualquiera correspon-
diente a una relacio´n de consecuencia mediada p-p (=⇒∗∗m ) que es justificativa res-
pecto de =⇒∗ y que satisface las dos propiedades indicadas. Al ser =⇒∗∗m justifica-
tiva se satisface que Γ · Ω =⇒∗ Υ.
Existen dos posibilidades:
Que sea Γ =¨ 〈 〉. En ese caso, tenemos que Γ·Ω =¨ Σ1 ·Ω·Σ2 para cualesquiera
Σ1 · Σ2 =¨ 〈 〉. Es decir, se satisface que ∀Σ1,Σ2((Γ =¨ Σ1 · Σ2) ⇒˙ (Σ1 · Ω ·
Σ2 =⇒∗ Υ)). Y esta u´ltima es justamente la definicio´n de Γ~ Ω =⇒∗ Υ.
Que sea Γ ¨6= 〈 〉. En ese caso, tenemos que Γ =¨ ∆ · Φ · Λ y substituyendo en
el enunciado inferencial inicial correspondiente a la relacio´n mediada obtene-
mos ∆·Φ·Λ|Υ =⇒∗∗m Ω. Ahora, aplicando la permutacio´n entre la teorı´a-base
y la solucio´n [NP-s7], se infiere: ∆ · Ω · Λ|Υ =⇒∗∗m Φ. Por tanto, para cua-
lesquiera Σ1 y Σ2 tales que Σ1 · Σ2 =¨ ∆ · Λ, y aplicando la permutacio´n en
la teorı´a-base [NP-s7], se infiere: Σ1 · Ω · Σ2|Υ =⇒••m Φ. Y como =⇒••m es
justificativa, la anterior expresio´n es equivalente a Σ1 · Ω · Σ2 · Φ =⇒∗ Υ.
De todo ello se sigue que se satisface que ∀Σ1,Σ2((Γ =¨ Σ1 ·Σ2) ⇒˙ (Σ1 ·Ω ·
Σ2 =⇒∗ Υ)). Y esta u´ltima es justamente la definicio´n de Γ~ Ω =⇒∗ Υ.
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Por lo tanto, en ambos casos, =⇒∗∗m es justificativa de modo posicionalmente indi-
ferente. 
Por tanto, el teorema de representacio´n anterior que fue probado para relaciones
inferenciales mediadas p-p =⇒∗∗m que son justificativas de modo posicionalmente
independientes respecto de =⇒∗ podrı´a enunciarse eliminando el requisito que cua-
lifica la propiedad de ser justificativa y, en su lugar, an˜adiendo las dos propiedades
[NP-s7] que antes no se exigı´an y aquı´ sı´, o bien habrı´a que probar que estas dos las
tiene necesariamente una relacio´n inferencial mediada que satisfaga las condiciones
del mencionado teorema.
5.3. Relacio´n de consecuencia lo´gica mediada p-p re-
solutiva
Echando la vista atra´s, nos damos cuenta que en este capı´tulo vamos a pasar
directamente del estudio de la relacio´n de consecuencia lo´gica mediada p-p justi-
ficativa de modo posicionalmente indiferente a la relacio´n de consecuencia lo´gica
mediada p-p resolutiva sin detenernos en el estudio de otros tipos de relaciones in-
ferenciales mediadas p-p justificativas p-p ana´logos a los que fueron analizados en
el caso de las relaciones inferenciales mediadas s-s. La razo´n esta´ en que con lo
visto en el cuarto capı´tulo y las dos primeras secciones de e´ste se puede ‘componer’
fa´cilmente una visio´n de cua´l es la situacio´n que se tendrı´a en cada caso. Sı´ va-
mos a detenernos en la relacio´n de consecuencia lo´gica mediada p-p resolutiva por
cuanto es con ella con la que podremos presentar el teorema de representacio´n para
la abduccio´n ordinaria plural. Comencemos pues con la definicio´n que hara´ esto
posible4:
Definicio´n 163 (Relacio´n de consecuencia lo´gica mediada p-p resolutiva).
Una relacio´n de consecuencia lo´gica mediada p-p =⇒∗∗m es resolutiva respecto de
4 Obviamente, lo hacemos tomando en consideracio´n co´mo definimos habitualmente la abduc-
cio´n ordinaria p-p plana a partir de la deduccio´n plural, pero nuestra definicio´n pretende en este
momento ser general y podrı´a tener otros ‘modelos’; ma´s adelante, tras la prueba del correspondien-
te teorema de representacio´n, ya si nos referiremos exclusivamente al caso particular que viene dado
por los dos tipos de inferencia indicados.
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una relacio´n consecuencia lo´gica mediadora plural =⇒∗ cuando se satisface que:
Γ|Υ =⇒∗∗m Ω si y so´lo si (Γ 6=⇒∗ Υ) &˙ (Γ · Ω =⇒ Υ).
En cualquier relacio´n de consecuencia lo´gica mediada p-p resolutiva debe sa-
tisfacerse que Ω ¨6= 〈 〉, pero no es necesario an˜adirlo a las condiciones anteriores
porque se deriva a partir de las otras que han sido impuestas.
Las relaciones de consecuencia lo´gica mediadas p-p resolutivas pueden satisfa-
cer, entre otras, algunas de las reglas estructurales que seguidamente se enumeran:
XIII.1- Reflexividad condicionada del objeto del problema en la solucio´n [NP-s8]:
Γ|Υ =⇒∗∗m Ω; ∆ ·Υ · Λ ¨6= 〈 〉
Γ|Υ =⇒∗∗m ∆ ·Υ · Λ
.
XIII.2- Reflexividad condicionada de la solucio´n en el objeto del problema [NP-s8]:
Γ|Υ · Λ =⇒∗∗m Ω ·∆ ·Ψ
Γ|Υ ·∆ · Λ =⇒∗∗m Ω ·∆ ·Ψ
.
XIII.3- Identidad condicionada de la solucio´n y el objeto del problema [NP-s8]:
Γ|Υ =⇒∗∗m Ω
Γ|Ω =⇒∗∗m Ω
.
XIII.4- Monotonı´a cauta en la teorı´a-base [NP-s8]:
Γ · Λ|Υ =⇒∗∗m Ω; Γ ·∆ · Λ|Υ =⇒∗∗m Φ
Γ ·∆ · Λ|Υ =⇒∗∗m Ω
.
XIII.5- Monotonı´a cauta en el objeto del problema [NP-s8]:
Γ|Υ · Λ =⇒∗∗m Ω; Γ|∆ =⇒∗∗m Ω
Γ|Υ ·∆ · Λ =⇒∗∗m Ω
.
XIII.6- Monotonı´a en la solucio´n [NP-s8]:
Γ|Υ =⇒∗∗m Ω · Λ
Γ|Υ =⇒∗∗m Ω ·∆ · Λ
.
XIII.7- Monotonı´a cauta homoge´nea en la teorı´a-base y el objeto del problema
[NP-s8]:
Γ · Λ|Υ ·Ψ =⇒∗∗m Ω; Γ ·∆ · Λ|Υ ·Ψ =⇒∗∗m Φ
Γ ·∆ · Λ|Υ ·∆ ·Ψ =⇒∗∗m Ω
.
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XIII.8- Monotonı´a homoge´nea en el objeto del problema y la solucio´n [NP-s8]:
Γ|Υ ·Ψ =⇒∗∗m Ω · Λ
Γ|Υ ·∆ ·Ψ =⇒∗∗m Ω ·∆ · Λ
.
XIII.9- Monotonı´a cauta no homoge´nea en el objeto del problema y la solucio´n
[NP-s8]:
Γ|Υ ·Ψ =⇒∗∗m Ω · Λ; Γ|Ξ =⇒∗∗m Φ
Γ|Υ · Ξ ·Ψ =⇒∗∗m Ω · Φ · Λ
.
XIII.10- Transitividad entre el objeto del problema y la solucio´n [NP-s8]:
Γ|Υ =⇒∗∗m ∆ · Ω · Λ; Γ|Ξ · Ω ·Ψ =⇒∗∗m Φ
Γ|Υ =⇒∗∗m ∆ · Φ · Λ
.
XIII.11- Corte en la teorı´a-base [NP-s8]:
Γ ·∆ · Λ|Υ =⇒∗∗m Ω; Γ · Λ|∆ =⇒∗∗m Ω; ∆ · Λ ¨6= Λ · Ω
Γ · Λ|Υ =⇒∗∗m Ω
.
XIII.12- Corte directo en la teorı´a-base y expansio´n en la solucio´n [NP-s8]:
Γ ·∆ · Λ|Υ =⇒∗∗m Ω ·Ψ
Γ · Λ|Υ =⇒∗∗m Ω ·∆ ·Ψ
.
XIII.13- Corte directo en la teorı´a-base y expansio´n homoge´nea en el objeto del pro-
blema y la solucio´n [NP-s8]:
Γ ·∆ · Λ|Υ ·Ψ =⇒∗∗m Ω · Ξ
Γ · Λ|Υ ·∆ ·Ψ =⇒∗∗m Ω ·∆ · Ξ
.
XIII.14- Corte en la teorı´a-base y transitividad entre el objeto del problema y la so-
lucio´n [NP-s8]:
Γ ·∆ · Λ|Υ =⇒∗∗m Ω; Γ · Λ|Ω =⇒∗∗m ∆; ∆ · Λ ¨6= Λ ·∆
Γ · Λ|Υ =⇒∗∗m ∆
.
XIII.15- Corte en el objeto del problema [NP-s8]:
Γ|Υ ·∆ · Λ =⇒∗∗m Ω; Γ|Υ · Λ =⇒∗∗m Φ
Γ|Υ · Λ =⇒∗∗m Ω
.
XIII.16- Corte en la solucio´n [NP-s8]:
Γ|Υ =⇒∗∗m Ω ·∆ · Λ; Γ|∆ =⇒∗∗m Ω · Λ
Γ|Υ =⇒∗∗m Ω · Λ
.
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XIII.17- Corte en la solucio´n y expansio´n en la teorı´a-base [NP-s8]:
Γ · Λ|Υ =⇒∗∗m Ω ·∆ · Ξ; Γ ·∆ · Λ|Υ =⇒∗∗m Φ; Ω · Ξ ¨6= 〈 〉
Γ ·∆ · Λ|Υ =⇒∗∗m Ω · Ξ
.
XIII.18- Contraccio´n por la derecha considerando la teorı´a-base y la solucio´n con-
juntamente [NP-s8]:
Γ ·∆ · Λ|Υ =⇒∗∗m Ω ·∆ · Φ; Ω · Φ ¨6= 〈 〉
Γ ·∆ · Λ|Υ =⇒∗∗m Ω · Φ
.
XIII.19- Contraccio´n por la izquierda considerando la teorı´a-base y la solucio´n con-
juntamente [NP-s8]:
Γ ·∆ · Λ|Υ =⇒∗∗m Ω ·∆ · Φ; ∆ · Λ ¨6= Λ · Ω ·∆ · Φ; ∆ · Λ ¨6= Λ · Ω ·∆ · Φ
Γ · Λ|Υ =⇒∗∗m Ω ·∆ · Φ
.
XIII.20- Permutacio´n cauta entre la teorı´a-base y la solucio´n [NP-s8]:
Γ ·∆ · Λ|Υ =⇒∗∗m Ω; Γ · Ω · Λ|Υ =⇒∗∗m Φ; ∆ ¨6= 〈 〉
Γ · Ω · Λ|Υ =⇒∗∗m ∆
.
XIII.21- Contraccio´n por la derecha en la teorı´a-base [NP-s8]:
Γ · Ξ ·∆ · Ξ · Λ|Υ =⇒∗∗m Ω; Ξ · Λ ¨6= Λ · Ω
Γ · Ξ ·∆ · Λ|Υ =⇒∗∗m Ω
.
XIII.22- Contraccio´n por la izquierda en la teorı´a-base [NP-s8]:
Γ · Ξ ·∆ · Ξ · Λ|Υ =⇒∗∗m Ω; Ξ ·∆ · Ξ · Λ ¨6= ∆ · Ξ · Λ · Ω
Γ ·∆ · Ξ · Λ|Υ =⇒∗∗m Ω
.
XIII.23- Contraccio´n por la derecha en el objeto del problema [NP-s8]:
Γ|Υ · Ξ ·∆ · Ξ · Λ =⇒∗∗m Ω
Γ|Υ · Ξ ·∆ · Λ =⇒∗∗m Ω
.
XIII.24- Contraccio´n por la izquierda en el objeto del problema [NP-s8]:
Γ|Υ · Ξ ·∆ · Ξ · Λ =⇒∗∗m Ω
Γ|Υ ·∆ · Ξ · Λ =⇒∗∗m Ω
.
XIII.25- Contraccio´n por la derecha en la solucio´n [NP-s8]:
Γ|Υ =⇒∗∗m Ω · Ξ ·∆ · Ξ · Λ
Γ|Υ =⇒∗∗m Ω · Ξ ·∆ · Λ
.
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XIII.26- Contraccio´n por la izquierda en la solucio´n [NP-s8]:
Γ|Υ =⇒∗∗m Ω · Ξ ·∆ · Ξ · Λ
Γ|Υ =⇒∗∗m Ω ·∆ · Ξ · Λ
.
XIII.27- Permutacio´n en la teorı´a-base [NP-s8]:
Γ · Ξ ·∆ · Φ · Λ|Υ =⇒∗∗m Ω
Γ · Φ ·∆ · Ξ · Λ|Υ =⇒∗∗m Ω
.
XIII.28- Permutacio´n en el objeto del problema [NP-s8]:
Γ|Υ · Ξ ·∆ · Φ · Λ =⇒∗∗m Ω
Γ|Υ · Φ ·∆ · Ξ · Λ =⇒∗∗m Ω
.
XIII.29- Permutacio´n en la solucio´n [NP-s8]:
Γ|Υ =⇒∗∗m Ω · Ξ ·∆ · Φ · Λ
Γ|Υ =⇒∗∗m Ω · Φ ·∆ · Ξ · Λ
.
Proposicio´n 164.
Si una relacio´n inferencial mediada p-p es resolutiva entonces satisface las ante-
riores propiedades [NP-s8] si la correspondiente relacio´n inferencial mediadora
plural tiene las propiedades estructurales [NP-s2] que en cada una de ellas se in-
dican.
XIII.1- Reflexividad condicionada del objeto del problema en la solucio´n [NP-s8]:
reflexividad [NP-s2].
XIII.2- Reflexividad condicionada de la solucio´n en el objeto del problema [NP-s8]:
reflexividad [NP-s2], monotonı´a cauta en las conclusiones [NP-s2] y corte
directo en las conclusiones [NP-s2].
XIII.3- Identidad condicionada de la solucio´n y el objeto del problema [NP-s8]: re-
flexividad [NP-s2], transitividad [NP-s2b] y contraccio´n por la derecha en
las premisas [NP-s2].
XIII.4- Monotonı´a cauta en la teorı´a-base [NP-s8]: monotonı´a en las premisas [NP-
s2].
338 Capı´tulo 5. Ana´lisis estructural de otras formas de abduccio´n
XIII.5- Monotonı´a cauta en el objeto del problema [NP-s8]: monotonı´a cauta en las
conclusiones [NP-s2] y corte directo en las conclusiones [NP-s2].
XIII.6- Monotonı´a en la solucio´n [NP-s8]: monotonı´a en las premisas [NP-s2].
XIII.7- Monotonı´a cauta homoge´nea en la teorı´a-base y el objeto del problema [NP-
s8]: monotonı´a homoge´nea en las premisas y las conclusiones [NP-s2] y cor-
te directo en las conclusiones [NP-s2].
XIII.8- Monotonı´a homoge´nea en el objeto del problema y la solucio´n [NP-s8]: mo-
notonı´a homoge´nea en las premisas y las conclusiones [NP-s2] y corte direc-
to en las conclusiones [NP-s2].
XIII.9- Monotonı´a cauta no homoge´nea en el objeto del problema y la solucio´n [NP-
s8]: monotonı´a no homoge´nea en las premisas y las conclusiones [NP-s2] y
corte directo en las conclusiones [NP-s2].
XIII.10- Transitividad entre el objeto del problema y la solucio´n [NP-s8]: transitivi-
dad [NP-s2] y contraccio´n por la derecha en las premisas [NP-s2].
XIII.11- Corte en la teorı´a-base [NP-s8]: monotonı´a en las premisas [NP-s2], transi-
tividad [NP-s2b] y contraccio´n por la derecha en las premisas [NP-s2].
XIII.12- Corte directo en la teorı´a-base y expansio´n en la solucio´n [NP-s8]: mono-
tonı´a en las premisas [NP-s2] y permutacio´n en las premisas [NP-s2].
XIII.13- Corte directo en la teorı´a-base y expansio´n homoge´nea en el objeto del pro-
blema y la solucio´n [NP-s8]: monotonı´a en las premisas [NP-s2], monotonı´a
no homoge´nea en las premisas y las conclusiones [NP-s2], corte directo en
las conclusiones [NP-s2] y contraccio´n por la izquierda en las premisas [NP-
s2].
XIII.14- Corte en la teorı´a-base y transitividad entre el objeto del problema y la solu-
cio´n [NP-s8]: monotonı´a en las premisas [NP-s2], transitividad [NP-s2b] y
contraccio´n por la izquierda en las premisas [NP-s2].
XIII.15- Corte en el objeto del problema [NP-s8]: corte directo en las conclusiones
[NP-s2].
XIII.16- Corte en la solucio´n [NP-s8]: corte en las premisas [NP-s2].
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XIII.17- Corte en la solucio´n y expansio´n en la teorı´a-base [NP-s8]: permutacio´n en
las premisas [NP-s2].
XIII.18- Contraccio´n por la derecha considerando la teorı´a-base y la solucio´n con-
juntamente [NP-s8]: contraccio´n por la derecha en las premisas [NP-s2].
XIII.19- Contraccio´n por la izquierda considerando la teorı´a-base y la solucio´n con-
juntamente [NP-s8]: contraccio´n por la izquierda en las premisas [NP-s2].
XIII.20- Permutacio´n cauta entre la teorı´a-base y la solucio´n [NP-s8]: permutacio´n
en las premisas [NP-s2].
XIII.21- Contraccio´n por la derecha en la teorı´a-base [NP-s8]: monotonı´a en las pre-
misas [NP-s2] y contraccio´n por la derecha en las premisas [NP-s2].
XIII.22- Contraccio´n por la izquierda en la teorı´a-base [NP-s8]: monotonı´a en las
premisas [NP-s2] y contraccio´n por la izquierda en las premisas [NP-s2].
XIII.23- Contraccio´n por la derecha en el objeto del problema [NP-s8]: repeticio´n por
la derecha en las conclusiones [NP-s2] y corte directo en las conclusiones
[NP-s2].
XIII.24- Contraccio´n por la izquierda en el objeto del problema [NP-s8]: monotonı´a
cauta en las conclusiones [NP-s2] y corte directo en las conclusiones [NP-
s2].
XIII.25- Contraccio´n por la derecha en la solucio´n [NP-s8]: contraccio´n por la dere-
cha en las premisas [NP-s2].
XIII.26- Contraccio´n por la izquierda en la solucio´n [NP-s8]: contraccio´n por la iz-
quierda en las premisas [NP-s2].
XIII.27- Permutacio´n en la teorı´a-base [NP-s8]: permutacio´n en las premisas [NP-
s2].
XIII.28- Permutacio´n en el objeto del problema [NP-s8]: permutacio´n en las conclu-
siones [NP-s2].
XIII.29- Permutacio´n en la solucio´n [NP-s8]: permutacio´n en las premisas [NP-s2].
Demostracio´n.
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XIII.1- Reflexividad condicionada del objeto del problema en la solucio´n [NP-s8]:
Γ|Υ =⇒∗∗m Ω; ∆ ·Υ · Λ ¨6= 〈 〉
Γ|Υ =⇒∗∗m ∆ ·Υ · Λ
.
Por ser =⇒∗∗m resolutiva respecto de =⇒∗, ello es equivalente a:
Γ 6=⇒∗ Υ; Γ · Ω =⇒∗ Υ;
∆ ·Υ · Λ ¨6= 〈 〉
Γ 6=⇒∗ Υ; Γ ·∆ ·Υ · Λ =⇒∗ Υ
.
So´lo hay que sen˜alar que la segunda postcondicio´n se tiene si =⇒∗ satisface
la reflexividad [NP-s2].
XIII.2- Reflexividad condicionada de la solucio´n en el objeto del problema [NP-s8]:
Γ|Υ · Λ =⇒∗∗m Ω ·∆ ·Ψ
Γ|Υ ·∆ · Λ =⇒∗∗m Ω ·∆ ·Ψ
.
Por ser =⇒∗∗m resolutiva respecto de =⇒∗, ello es equivalente a:
Γ 6=⇒∗ Υ · Λ; Γ · Ω ·∆ ·Ψ =⇒∗ Υ · Λ
Γ 6=⇒∗ Υ ·∆ · Λ; Γ · Ω ·∆ ·Ψ =⇒∗ Υ ·∆ · Λ .
La primera postcondicio´n se deriva a partir de la primera precondicio´n si =⇒∗
satisface la propiedad de corte directo en las conclusiones [NP-s2] (la cual
leeremos en ‘sentido contrapuesto’); la segunda postcondicio´n se deriva a
partir de la segunda precondicio´n si =⇒∗ satisface la reflexividad [NP-s2] y
la monotonı´a cauta en las conclusiones [NP-s2].
XIII.3- Identidad condicionada de la solucio´n y el objeto del problema [NP-s8]:
Γ|Υ =⇒∗∗m Ω
Γ|Ω =⇒∗∗m Ω
.
Por ser =⇒∗∗m resolutiva respecto de =⇒∗, ello es equivalente a:
Γ 6=⇒∗ Υ; Γ · Ω =⇒∗ Υ
Γ 6=⇒∗ Ω; Γ · Ω =⇒∗ Ω .
La primera postcondicio´n se tiene a partir de la primera y segunda precon-
diciones si =⇒∗ satisface la transitividad [NP-s2b] y la contraccio´n por la
derecha en las premisas [NP-s2] (para llegar a esta conclusio´n podemos razo-
nar por reduccio´n al absurdo: supongamos que a partir de las precondiciones
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Γ 6=⇒∗ Υ y Γ · Ω =⇒∗ Υ se siguiese Γ =⇒∗ Ω; entonces, por la tran-
sitividad [NP-s2b] de =⇒∗ sobre este supuesto y la segunda precondicio´n
obtendrı´amos Γ · Γ =⇒∗ Υ y aplicando la contraccio´n por la derecha en las
premisas [NP-s2] de =⇒∗ llegarı´amos a Γ =⇒∗ Υ, lo cual es contradictorio
con la primera precondicio´n; por lo tanto hemos de concluir Γ 6=⇒∗ Ω); por
su parte, la segunda postcondicio´n se tiene si =⇒∗ satisface la reflexividad
[NP-s2].
XIII.4- Monotonı´a cauta en la teorı´a-base [NP-s8]:
Γ · Λ|Υ =⇒∗∗m Ω; Γ ·∆ · Λ|Υ =⇒∗∗m Φ
Γ ·∆ · Λ|Υ =⇒∗∗m Ω
.
Por ser =⇒∗∗m resolutiva respecto de =⇒∗, ello es equivalente a:
Γ · Λ 6=⇒∗ Υ; Γ · Λ · Ω =⇒∗ Υ;
Γ ·∆ · Λ 6=⇒∗ Υ; Γ ·∆ · Λ · Φ =⇒∗ Υ
Γ ·∆ · Λ 6=⇒∗ Υ; Γ ·∆ · Λ · Ω =⇒∗ Υ
.
So´lo hay que sen˜alar que la segunda postcondicio´n se tiene a partir de la
segunda precondicio´n si =⇒∗ satisface la monotonı´a en las premisas [NP-
s2].
XIII.5- Monotonı´a cauta en el objeto del problema [NP-s8]:
Γ|Υ · Λ =⇒∗∗m Ω; Γ|∆ =⇒∗∗m Ω
Γ|Υ ·∆ · Λ =⇒∗∗m Ω
.
Por ser =⇒∗∗m resolutiva respecto de =⇒∗, ello es equivalente a:
Γ 6=⇒∗ Υ · Λ; Γ · Ω =⇒∗ Υ · Λ;
Γ 6=⇒∗ ∆; Γ · Ω =⇒∗ ∆
Γ 6=⇒∗ Υ ·∆ · Λ; Γ · Ω =⇒∗ Υ ·∆ · Λ
.
La primera postcondicio´n se tiene a partir de la primera precondicio´n si =⇒∗
satisface la propiedad de corte directo en las conclusiones [NP-s2] (la cual
leeremos en ‘sentido contrapuesto’); por su parte, la segunda postcondicio´n
se deriva a partir de la segunda y la cuarta precondicio´n si =⇒∗ satisface la
monotonı´a cauta en las conclusiones [NP-s2].
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XIII.6- Monotonı´a en la solucio´n [NP-s8]:
Γ|Υ =⇒∗∗m Ω · Λ
Γ|Υ =⇒∗∗m Ω ·∆ · Λ
.
Por ser =⇒∗∗m resolutiva respecto de =⇒∗, ello es equivalente a:
Γ 6=⇒∗ Υ; Γ · Ω · Λ =⇒∗ Υ
Γ 6=⇒∗ Υ; Γ · Ω ·∆ · Λ =⇒∗ Υ .
So´lo hay que sen˜alar que la segunda postcondicio´n se tiene a partir de la
segunda precondicio´n si =⇒∗ satisface la monotonı´a en las premisas [NP-
s2].
XIII.7- Monotonı´a cauta homoge´nea en la teorı´a-base y el objeto del problema [NP-
s8]:
Γ · Λ|Υ ·Ψ =⇒∗∗m Ω; Γ ·∆ · Λ|Υ ·Ψ =⇒∗∗m Φ
Γ ·∆ · Λ|Υ ·∆ ·Ψ =⇒∗∗m Ω
.
Por ser =⇒∗∗m resolutiva respecto de =⇒∗, ello es equivalente a:
Γ · Λ 6=⇒∗ Υ ·Ψ; Γ · Λ · Ω =⇒∗ Υ ·Ψ;
Γ ·∆ · Λ 6=⇒∗ Υ ·Ψ; Γ ·∆ · Λ · Φ =⇒∗ Υ ·Ψ
Γ ·∆ · Λ 6=⇒∗ Υ ·∆ ·Ψ; Γ ·∆ · Λ · Ω =⇒∗ Υ ·∆ ·Ψ
.
La primera postcondicio´n se tiene a partir de la tercera precondicio´n si =⇒∗
satisface la propiedad de corte directo en las conclusiones [NP-s2] (la cual
leeremos en ‘sentido contrapuesto’); por su parte, la segunda postcondicio´n
se deriva a partir de la segunda precondicio´n si =⇒∗ satisface la monotonı´a
homoge´nea en las premisas y las conclusiones [NP-s2].
XIII.8- Monotonı´a homoge´nea en el objeto del problema y la solucio´n [NP-s8]:
Γ|Υ ·Ψ =⇒∗∗m Ω · Λ
Γ|Υ ·∆ ·Ψ =⇒∗∗m Ω ·∆ · Λ
.
Por ser =⇒∗∗m resolutiva respecto de =⇒∗, ello es equivalente a:
Γ 6=⇒∗ Υ ·Ψ; Γ · Ω · Λ =⇒∗ Υ ·Ψ
Γ 6=⇒∗ Υ ·∆ ·Ψ; Γ · Ω ·∆ · Λ =⇒∗ Υ ·∆ ·Ψ .
La primera postcondicio´n se tiene a partir de la primera precondicio´n si =⇒∗
satisface la propiedad de corte directo en las conclusiones [NP-s2] (la cual
leeremos en ‘sentido contrapuesto’); por su parte, la segunda postcondicio´n
se deriva a partir de la segunda precondicio´n si =⇒∗ satisface la monotonı´a
homoge´nea en las premisas y las conclusiones [NP-s2].
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XIII.9- Monotonı´a cauta no homoge´nea en el objeto del problema y la solucio´n [NP-
s8]:
Γ|Υ ·Ψ =⇒∗∗m Ω · Λ; Γ|Ξ =⇒∗∗m Φ
Γ|Υ · Ξ ·Ψ =⇒∗∗m Ω · Φ · Λ
.
Por ser =⇒∗∗m resolutiva respecto de =⇒∗, ello es equivalente a:
Γ 6=⇒∗ Υ ·Ψ; Γ · Ω · Λ =⇒∗ Υ ·Ψ;
Γ 6=⇒∗ Ξ; Γ · Φ =⇒∗ Ξ
Γ 6=⇒∗ Υ · Ξ ·Ψ; Γ · Ω · Φ · Λ =⇒∗ Υ · Ξ ·Ψ
.
La primera postcondicio´n se tiene a partir de la tercera precondicio´n si =⇒∗
satisface la propiedad de corte directo en las conclusiones [NP-s2] (la cual
leeremos en ‘sentido contrapuesto’); por su parte, la segunda postcondicio´n
se deriva a partir de la segunda y la cuarta precondiciones si =⇒∗ satisface la
monotonı´a no homoge´nea en las premisas y las conclusiones [NP-s2].
XIII.10- Transitividad entre el objeto del problema y la solucio´n [NP-s8]:
Γ|Υ =⇒∗∗m ∆ · Ω · Λ; Γ|Ξ · Ω ·Ψ =⇒∗∗m Φ
Γ|Υ =⇒∗∗m ∆ · Φ · Λ
.
Por ser =⇒∗∗m resolutiva respecto de =⇒∗, ello es equivalente a:
Γ 6=⇒∗ Υ; Γ ·∆ · Ω · Λ =⇒∗ Υ;
Γ 6=⇒∗ Ξ · Ω ·Ψ; Γ · Φ =⇒∗ Ξ · Ω ·Ψ
Γ 6=⇒∗ Υ; Γ ·∆ · Φ · Λ =⇒∗ Υ
.
So´lo hay que sen˜alar que la segunda postcondicio´n se tiene a partir de la
cuarta y segunda precondiciones si =⇒∗ satisface la transitividad [NP-s2] y
la contraccio´n por la derecha en las premisas [NP-s2].
XIII.11- Corte en la teorı´a-base [NP-s8]:
Γ ·∆ · Λ|Υ =⇒∗∗m Ω; Γ · Λ|∆ =⇒∗∗m Ω; ∆ · Λ ¨6= Λ · Ω
Γ · Λ|Υ =⇒∗∗m Ω
.
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Por ser =⇒∗∗m resolutiva respecto de =⇒∗, ello es equivalente a:
Γ ·∆ · Λ 6=⇒∗ Υ; Γ ·∆ · Λ · Ω =⇒∗ Υ;
Γ · Λ 6=⇒∗ ∆; Γ · Λ · Ω =⇒∗ ∆;
∆ · Λ ¨6= Λ · Ω
Γ · Λ 6=⇒∗ Υ; Γ · Λ · Ω =⇒∗ Υ
.
La primera postcondicio´n se tiene a partir de la primera precondicio´n si =⇒∗
satisface la monotonı´a en las premisas [NP-s2] (la cual leeremos en ‘sentido
contrapuesto’); la segunda postcondicio´n se tiene a partir de la segunda y la
cuarta precondiciones si =⇒∗ satisface la transitividad [NP-s2b] y la contrac-
cio´n por la derecha en las premisas [NP-s2].
XIII.12- Corte directo en la teorı´a-base y expansio´n en la solucio´n [NP-s8]:
Γ ·∆ · Λ|Υ =⇒∗∗m Ω ·Ψ
Γ · Λ|Υ =⇒∗∗m Ω ·∆ ·Ψ
.
Por ser =⇒∗∗m resolutiva respecto de =⇒∗, ello es equivalente a:
Γ ·∆ · Λ 6=⇒∗ Υ; Γ ·∆ · Λ · Ω ·Ψ =⇒∗ Υ
Γ · Λ 6=⇒∗ Υ; Γ · Λ · Ω ·∆ ·Ψ =⇒∗ Υ .
La primera postcondicio´n se tiene a partir de la primera precondicio´n si =⇒∗
satisface la propiedad de monotonı´a en las premisas [NP-s2] (la cual leeremos
en ‘sentido contrapuesto’); por su parte, la segunda postcondicio´n se tiene
a partir de la segunda precondicio´n si =⇒∗ satisface la permutacio´n en las
premisas [NP-s2].
XIII.13- Corte directo en la teorı´a-base y expansio´n homoge´nea en el objeto del pro-
blema y la solucio´n [NP-s8]:
Γ ·∆ · Λ|Υ ·Ψ =⇒∗∗m Ω · Ξ
Γ · Λ|Υ ·∆ ·Ψ =⇒∗∗m Ω ·∆ · Ξ
.
Por ser =⇒∗∗m resolutiva respecto de =⇒∗, ello es equivalente a:
Γ ·∆ · Λ 6=⇒∗ Υ ·Ψ; Γ ·∆ · Λ · Ω · Ξ =⇒∗ Υ ·Ψ
Γ · Λ 6=⇒∗ Υ ·∆ ·Ψ; Γ · Λ · Ω ·∆ · Ξ =⇒∗ Υ ·∆ ·Ψ .
La primera postcondicio´n se tiene a partir de la primera precondicio´n si =⇒∗
satisface la propiedad de monotonı´a en las premisas [NP-s2] y la de corte
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directo en las conclusiones [NP-s2] (las cuales leeremos en ‘sentido contra-
puesto’); por su parte, la segunda postcondicio´n se tiene a partir de la segunda
precondicio´n si =⇒∗ satisface la monotonı´a no homoge´nea en las premisas
y las conclusiones [NP-s2] y la contraccio´n por la izquierda en las premisas
[NP-s2].
XIII.14- Corte en la teorı´a-base y transitividad entre el objeto del problema y la solu-
cio´n [NP-s8]:
Γ ·∆ · Λ|Υ =⇒∗∗m Ω; Γ · Λ|Ω =⇒∗∗m ∆; ∆ · Λ ¨6= Λ ·∆
Γ · Λ|Υ =⇒∗∗m ∆
.
Por ser =⇒∗∗m resolutiva respecto de =⇒∗, ello es equivalente a:
Γ ·∆ · Λ 6=⇒∗ Υ; Γ ·∆ · Λ · Ω =⇒∗ Υ;
Γ · Λ 6=⇒∗ Ω; Γ · Λ ·∆ =⇒∗ Ω;
∆ · Λ ¨6= Λ ·∆
Γ · Λ 6=⇒∗ Υ; Γ · Λ ·∆ =⇒∗ Υ
.
La primera postcondicio´n se tiene a partir de la primera precondicio´n si =⇒∗
satisface la monotonı´a en las premisas [NP-s2] (la cual leeremos en ‘sentido
contrapuesto’); la segunda postcondicio´n se tiene a partir de la segunda y la
cuarta precondiciones si =⇒∗ satisface la transitividad [NP-s2b] y la contrac-
cio´n por la izquierda en las premisas [NP-s2].
XIII.15- Corte en el objeto del problema [NP-s8]:
Γ|Υ ·∆ · Λ =⇒∗∗m Ω; Γ|Υ · Λ =⇒∗∗m Φ
Γ|Υ · Λ =⇒∗∗m Ω
.
Por ser =⇒∗∗m resolutiva respecto de =⇒∗, ello es equivalente a:
Γ 6=⇒∗ Υ ·∆ · Λ; Γ · Ω =⇒∗ Υ ·∆ · Λ;
Γ 6=⇒∗ Υ · Λ; Γ · Φ =⇒∗ Υ · Λ
Γ 6=⇒∗ Υ · Λ; Γ · Ω =⇒∗ Υ · Λ
.
So´lo hay que sen˜alar que la segunda postcondicio´n se tiene a partir de la
segunda precondicio´n si =⇒∗ satisface la propiedad de corte directo en las
conclusiones [NP-s2].
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XIII.16- Corte en la solucio´n [NP-s8]:
Γ|Υ =⇒∗∗m Ω ·∆ · Λ; Γ|∆ =⇒∗∗m Ω · Λ
Γ|Υ =⇒∗∗m Ω · Λ
.
Por ser =⇒∗∗m resolutiva respecto de =⇒∗, ello es equivalente a:
Γ 6=⇒∗ Υ; Γ · Ω ·∆ · Λ =⇒∗ Υ;
Γ 6=⇒∗ ∆; Γ · Ω · Λ =⇒∗ ∆
Γ 6=⇒∗ Υ; Γ · Ω · Λ =⇒∗ Υ
.
So´lo hay que sen˜alar que la segunda postcondicio´n se tiene a partir de la
segunda y cuarta precondiciones si =⇒∗ satisface la propiedad de corte en las
premisas [NP-s2].
XIII.17- Corte en la solucio´n y expansio´n en la teorı´a-base [NP-s8]:
Γ · Λ|Υ =⇒∗∗m Ω ·∆ · Ξ; Γ ·∆ · Λ|Υ =⇒∗∗m Φ; Ω · Ξ ¨6= 〈 〉
Γ ·∆ · Λ|Υ =⇒∗∗m Ω · Ξ
.
Por ser =⇒∗∗m resolutiva respecto de =⇒∗, ello es equivalente a:
Γ · Λ 6=⇒∗ Υ; Γ · Λ · Ω ·∆ · Ξ =⇒∗ Υ;
Γ ·∆ · Λ 6=⇒∗ Υ; Γ ·∆ · Λ · Φ =⇒∗ Υ;
Ω · Ξ ¨6= 〈 〉
Γ ·∆ · Λ 6=⇒∗ Υ; Γ ·∆ · Λ · Ω · Ξ =⇒∗ Υ
.
La segunda postcondicio´n se tiene a partir de la segunda precondicio´n si =⇒∗
satisface la propiedad de permutacio´n en las premisas [NP-s2].
XIII.18- Contraccio´n por la derecha considerando la teorı´a-base y la solucio´n con-
juntamente [NP-s8]:
Γ ·∆ · Λ|Υ =⇒∗∗m Ω ·∆ · Φ; Ω · Φ ¨6= 〈 〉
Γ ·∆ · Λ|Υ =⇒∗∗m Ω · Φ
.
Por ser =⇒∗∗m resolutiva respecto de =⇒∗, ello es equivalente a:
Γ ·∆ · Λ 6=⇒∗ Υ; Γ ·∆ · Λ · Ω ·∆ · Φ =⇒∗ Υ;
Ω · Φ ¨6= 〈 〉
Γ ·∆ · Λ 6=⇒∗ Υ; Γ ·∆ · Λ · Ω · Φ =⇒∗ Υ
.
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La segunda postcondicio´n se tiene a partir de la segunda precondicio´n si =⇒∗
satisface la contraccio´n por la derecha en las premisas [NP-s2].
XIII.19- Contraccio´n por la izquierda considerando la teorı´a-base y la solucio´n con-
juntamente [NP-s8]:
Γ ·∆ · Λ|Υ =⇒∗∗m Ω ·∆ · Φ; ∆ · Λ ¨6= Λ · Ω ·∆ · Φ
Γ · Λ|Υ =⇒∗∗m Ω ·∆ · Φ
.
Por ser =⇒∗∗m resolutiva respecto de =⇒∗, ello es equivalente a:
Γ ·∆ · Λ 6=⇒∗ Υ; Γ ·∆ · Λ · Ω ·∆ · Φ =⇒∗ Υ;
∆ · Λ ¨6= Λ · Ω ·∆ · Φ
Γ · Λ 6=⇒∗ Υ; Γ · Λ · Ω ·∆ · Φ =⇒∗ Υ
.
La segunda postcondicio´n se tiene a partir de la segunda precondicio´n si =⇒∗
satisface la contraccio´n por la izquierda en las premisas [NP-s2].
XIII.20- Permutacio´n cauta entre la teorı´a-base y la solucio´n [NP-s8]:
Γ ·∆ · Λ|Υ =⇒∗∗m Ω; Γ · Ω · Λ|Υ =⇒∗∗m Φ; ∆ ¨6= 〈 〉
Γ · Ω · Λ|Υ =⇒∗∗m ∆
.
Por ser =⇒∗∗m resolutiva respecto de =⇒∗, ello es equivalente a:
Γ ·∆ · Λ 6=⇒∗ Υ; Γ ·∆ · Λ · Ω =⇒∗ Υ;
Γ · Ω · Λ 6=⇒∗ Υ; Γ · Ω · Λ · Φ =⇒∗ Υ;
∆ ¨6= 〈 〉
Γ · Ω · Λ 6=⇒∗ Υ; Γ · Ω · Λ ·∆ =⇒∗ Υ
.
So´lo hay que indicar que la segunda postcondicio´n se tiene a partir de la
segunda precondicio´n si =⇒∗ satisface la permutacio´n en las premisas [NP-
s2].
XIII.21- Contraccio´n por la derecha en la teorı´a-base [NP-s8]:
Γ · Ξ ·∆ · Ξ · Λ|Υ =⇒∗∗m Ω; Ξ · Λ ¨6= Λ · Ω
Γ · Ξ ·∆ · Λ|Υ =⇒∗∗m Ω
.
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Por ser =⇒∗∗m resolutiva respecto de =⇒∗, ello es equivalente a:
Γ · Ξ ·∆ · Ξ · Λ 6=⇒∗ Υ; Γ · Ξ ·∆ · Ξ · Λ · Ω =⇒∗ Υ;
Ξ · Λ ¨6= Λ · Ω
Γ · Ξ ·∆ · Λ 6=⇒∗ Υ; Γ · Ξ ·∆ · Λ · Ω =⇒∗ Υ
.
La primera postcondicio´n se tiene a partir de la primera precondicio´n si =⇒∗
satisface la propiedad de monotonı´a en las premisas [NP-s2] (la cual leeremos
en ‘sentido contrapuesto’); por su parte, la segunda postcondicio´n se sigue
a partir de la segunda precondicio´n si =⇒∗ satisface la contraccio´n por la
derecha en las premisas [NP-s2].
XIII.22- Contraccio´n por la izquierda en la teorı´a-base [NP-s8]:
Γ · Ξ ·∆ · Ξ · Λ|Υ =⇒∗∗m Ω; Ξ ·∆ · Ξ · Λ ¨6= ∆ · Ξ · Λ · Ω
Γ ·∆ · Ξ · Λ|Υ =⇒∗∗m Ω
.
Por ser =⇒∗∗m resolutiva respecto de =⇒∗, ello es equivalente a:
Γ · Ξ ·∆ · Ξ · Λ 6=⇒∗ Υ; Γ · Ξ ·∆ · Ξ · Λ · Ω =⇒∗ Υ;
Ξ ·∆ · Ξ · Λ ¨6= ∆ · Ξ · Λ · Ω
Γ ·∆ · Ξ · Λ 6=⇒∗ Υ; Γ ·∆ · Ξ · Λ · Ω =⇒∗ Υ
.
La primera postcondicio´n se tiene a partir de la primera precondicio´n si =⇒∗
satisface la propiedad de monotonı´a en las premisas [NP-s2] (la cual leeremos
en ‘sentido contrapuesto’); por su parte, la segunda postcondicio´n se sigue
a partir de la segunda precondicio´n si =⇒∗ satisface la contraccio´n por la
izquierda en las premisas [NP-s2].
XIII.23- Contraccio´n por la derecha en el objeto del problema [NP-s8]:
Γ|Υ · Ξ ·∆ · Ξ · Λ =⇒∗∗m Ω
Γ|Υ · Ξ ·∆ · Λ =⇒∗∗m Ω
.
Por ser =⇒∗∗m resolutiva respecto de =⇒∗, ello es equivalente a:
Γ 6=⇒∗ Υ · Ξ ·∆ · Ξ · Λ; Γ · Ω =⇒∗ Υ · Ξ ·∆ · Ξ · Λ
Γ 6=⇒∗ Υ · Ξ ·∆ · Λ; Γ · Ω =⇒∗ Υ · Ξ ·∆ · Λ .
La primera postcondicio´n se tiene a partir de la primera precondicio´n si =⇒∗
satisface la propiedad de repeticio´n por la derecha en las conclusiones [NP-s2]
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(la cual leeremos en ‘sentido contrapuesto’); por su parte, la segunda post-
condicio´n se sigue a partir de la segunda precondicio´n si =⇒∗ satisface la
propiedad de corte directo en las conclusiones [NP-s2].
XIII.24- Contraccio´n por la izquierda en el objeto del problema [NP-s8]:
Γ|Υ · Ξ ·∆ · Ξ · Λ =⇒∗∗m Ω
Γ|Υ ·∆ · Ξ · Λ =⇒∗∗m Ω
.
Por ser =⇒∗∗m resolutiva respecto de =⇒∗, ello es equivalente a:
Γ 6=⇒∗ Υ · Ξ ·∆ · Ξ · Λ; Γ · Ω =⇒∗ Υ · Ξ ·∆ · Ξ · Λ
Γ 6=⇒∗ Υ ·∆ · Ξ · Λ; Γ · Ω =⇒∗ Υ ·∆ · Ξ · Λ .
La primera postcondicio´n se tiene a partir de la primera precondicio´n si =⇒∗
satisface la propiedad de repeticio´n por la izquierda en las conclusiones [NP-
s2] de =⇒∗ (la cual leeremos en ‘sentido contrapuesto’); por su parte, la se-
gunda postcondicio´n se sigue a partir de la segunda precondicio´n si =⇒∗
satisface la propiedad de corte directo en las conclusiones [NP-s2].
XIII.25- Contraccio´n por la derecha en la solucio´n [NP-s8]:
Γ|Υ =⇒∗∗m Ω · Ξ ·∆ · Ξ · Λ
Γ|Υ =⇒∗∗m Ω · Ξ ·∆ · Λ
.
Por ser =⇒∗∗m resolutiva respecto de =⇒∗, ello es equivalente a:
Γ 6=⇒∗ Υ; Γ · Ω · Ξ ·∆ · Ξ · Λ =⇒∗ Υ
Γ 6=⇒∗ Υ; Γ · Ω · Ξ ·∆ · Λ =⇒∗ Υ .
So´lo es necesario sen˜alar que la segunda postcondicio´n se sigue a partir de la
segunda precondicio´n si =⇒∗ satisface la contraccio´n por la derecha en las
premisas [NP-s2].
XIII.26- Contraccio´n por la izquierda en la solucio´n [NP-s8]:
Γ|Υ =⇒∗∗m Ω · Ξ ·∆ · Ξ · Λ
Γ|Υ =⇒∗∗m Ω ·∆ · Ξ · Λ
.
Por ser =⇒∗∗m resolutiva respecto de =⇒∗, ello es equivalente a:
Γ 6=⇒∗ Υ; Γ · Ω · Ξ ·∆ · Ξ · Λ =⇒∗ Υ
Γ 6=⇒∗ Υ; Γ · Ω ·∆ · Ξ · Λ =⇒∗ Υ .
So´lo es necesario sen˜alar que la segunda postcondicio´n se sigue a partir de la
segunda precondicio´n si =⇒∗ satisface la contraccio´n por la izquierda en las
premisas [NP-s2].
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XIII.27- Permutacio´n en la teorı´a-base [NP-s8]:
Γ · Ξ ·∆ · Φ · Λ|Υ =⇒∗∗m Ω
Γ · Φ ·∆ · Ξ · Λ|Υ =⇒∗∗m Ω
.
Por ser =⇒∗∗m resolutiva respecto de =⇒∗, ello es equivalente a:
Γ · Ξ ·∆ · Φ · Λ 6=⇒∗ Υ; Γ · Ξ ·∆ · Φ · Λ · Ω =⇒∗ Υ
Γ · Φ ·∆ · Ξ · Λ 6=⇒∗ Υ; Γ · Φ ·∆ · Ξ · Λ · Ω =⇒∗ Υ .
La primera postcondicio´n se tiene a partir de la primera precondicio´n si =⇒∗
satisface la propiedad de permutacio´n en las premisas [NP-s2] (la cual lee-
remos en ‘sentido contrapuesto’); por su parte, la segunda postcondicio´n se
sigue a partir de la segunda precondicio´n si =⇒∗ satisface la citada propiedad
(la cual leeremos en ‘sentido directo’).
XIII.28- Permutacio´n en el objeto del problema [NP-s8]:
Γ|Υ · Ξ ·∆ · Φ · Λ =⇒∗∗m Ω
Γ|Υ · Φ ·∆ · Ξ · Λ =⇒∗∗m Ω
.
Por ser =⇒∗∗m resolutiva respecto de =⇒∗, ello es equivalente a:
Γ 6=⇒∗ Υ · Ξ ·∆ · Φ · Λ; Γ · Ω =⇒∗ Υ · Ξ ·∆ · Φ · Λ
Γ 6=⇒∗ Υ · Φ ·∆ · Ξ · Λ; Γ · Ω =⇒∗ Υ · Φ ·∆ · Ξ · Λ .
La primera postcondicio´n se tiene a partir de la primera precondicio´n si =⇒∗
satisface la propiedad de permutacio´n en las conclusiones [NP-s2] (la cual
leeremos en ‘sentido contrapuesto’); por su parte, la segunda postcondicio´n se
sigue a partir de la segunda precondicio´n si =⇒∗ satisface la citada propiedad
(la cual leeremos en ‘sentido directo’).
XIII.29- Permutacio´n en la solucio´n [NP-s8]:
Γ|Υ =⇒∗∗m Ω · Ξ ·∆ · Φ · Λ
Γ|Υ =⇒∗∗m Ω · Φ ·∆ · Ξ · Λ
.
Por ser =⇒∗∗m resolutiva respecto de =⇒∗, ello es equivalente a:
Γ 6=⇒∗ Υ; Γ · Ω · Ξ ·∆ · Φ · Λ =⇒∗ Υ
Γ 6=⇒∗ Υ; Γ · Ω · Φ ·∆ · Ξ · Λ =⇒∗ Υ .
So´lo es necesario sen˜alar que la segunda postcondicio´n se tiene a partir de la
segunda precondicio´n si =⇒∗ satisface la permutacio´n en las premisas [NP-
s2].
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
Proposicio´n 165.
Cada una de las anteriores versiones de las reglas [NP-s8] expresadas mediante la
condicio´n mediadora cumple que:
1) En el conjunto formado por sus precondiciones y sus postcondiciones no hay
al menos dos condiciones (explı´citas o implı´citas) estructuralmente incompatibles
entre sı´.
2) Ninguna especificacio´n propia de todas las condiciones (realizada de forma ho-
moge´nea) puede generar nuevas postcondiciones que sean incompatibles entre sı´ o
incompatibles con las nuevas precondiciones, salvo en el caso de que las nuevas
precondiciones sean igualmente incompatibles entre sı´.
La prueba de esta proposicio´n sigue el mismo esquema de la correspondiente a
las reglas ‘mixtas’ [NP-s5].
Las relaciones inferenciales del presente tipo pueden tambie´n satisfacer, entre
otras, algunas de las reglas estructurales mixtas que seguidamente se enumeran:
XIII.30- Monotonı´a cauta en la teorı´a-base (condicionada por la inferencia media-
dora) [NP-s8]:
Γ · Λ|Υ =⇒∗∗m Ω; Γ ·∆ · Λ 6=⇒∗ Υ
Γ ·∆ · Λ|Υ =⇒∗∗m Ω
.
XIII.31- Monotonı´a cauta en el objeto del problema (condicionada por la inferencia
mediadora) [NP-s8]:
Γ|Υ · Λ =⇒∗∗m Ω; Γ · Ω =⇒∗ ∆
Γ|Υ ·∆ · Λ =⇒∗∗m Ω
.
XIII.32- Corte en la teorı´a-base (condicionado por la inferencia mediadora) [NP-
s8]:
Γ ·∆ · Λ|Υ =⇒∗∗m Ω; Γ · Λ =⇒∗ ∆; ∆ · Λ ¨6= Λ · Ω; ∆ ¨6= Υ
Γ · Λ|Υ =⇒∗∗m Ω
.
XIII.33- Corte en la solucio´n (condicionado por la inferencia mediadora) [NP-s8]:
Γ|Υ =⇒∗∗m Ω ·∆ · Λ; Ω · Λ =⇒∗ ∆; Ω · Λ ¨6= 〈 〉
Γ|Υ =⇒∗∗m Ω · Λ
.
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XIII.34- Debilitamiento cauto del objeto del problema (condicionado por la inferen-
cia mediadora) [NP-s8]:
Γ|Υ =⇒∗∗m Ω; Υ =⇒∗ Ψ; Γ 6=⇒∗ Ψ
Γ|Ψ =⇒∗∗m Ω
.
XIII.35- Cambio por equivalencia del objeto del problema [NP-s8]:
Γ|Υ =⇒∗∗m Ω; Υ =⇒∗ Ψ; Ψ =⇒∗ Υ; Γ ¨6= Υ
Γ|Ψ =⇒∗∗m Ω
.
XIII.36- Fortalecimiento de la solucio´n (condicionado por la inferencia mediadora)
[NP-s8]:
Γ|Υ =⇒∗∗m Ω; Φ =⇒∗ Ω; Φ ¨6= 〈 〉
Γ|Υ =⇒∗∗m Φ
.
XIII.37- Debilitamiento cauto de la solucio´n (condicionado por la inferencia media-
dora) [NP-s8]:
Γ|Υ =⇒∗∗m Ω; Γ · Φ =⇒∗ Υ; Φ ¨6= 〈 〉
Γ|Υ =⇒∗∗m Φ
.
Proposicio´n 166.
Si una relacio´n inferencial mediada p-p es resolutiva entonces cada una de las an-
teriores propiedades estructurales ‘mixtas’ [NP-s8] cumple que en el conjunto for-
mado por sus precondiciones y sus postcondicio´n no hay al menos dos condiciones
estructuralmente incompatibles entre sı´. Adema´s, la relacio´n inferencial mediada
p-p resolutiva satisface dichas propiedades ‘mixtas’ [NP-s8] si la correspondien-
te relacio´n de consecuencia mediadora plural tiene las propiedades estructurales
[NP-s2] que en cada una de ellas se indica.
XIII.30- Monotonı´a cauta en la teorı´a-base (condicionada por la inferencia mediado-
ra) [NP-s8]: monotonı´a en las premisas [NP-s2].
XIII.31- Monotonı´a cauta en el objeto del problema (condicionada por la inferencia
mediadora) [NP-s8]: monotonı´a en las premisas [NP-s2] y monotonı´a cauta
en las conclusiones [NP-s2].
XIII.32- Corte en la teorı´a-base (condicionado por la inferencia mediadora) [NP-s8]:
transitividad [NP-s2b] y contraccio´n por la derecha en las premisas [NP-s2].
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XIII.33- Corte en la solucio´n (condicionado por la inferencia mediadora) [NP-s8]:
transitividad [NP-s2b] y contraccio´n por la derecha en las premisas [NP-
s2].
XIII.34- Debilitamiento cauto del objeto del problema (condicionado por la inferencia
mediadora) [NP-s8]: transitividad [NP-s2c].
XIII.35- Cambio por equivalencia del objeto del problema [NP-s8]: transitividad [NP-
s2c].
XIII.36- Fortalecimiento de la solucio´n (condicionado por la inferencia mediadora)
[NP-s8]: transitividad [NP-s2b].
XIII.37- Debilitamiento cauto de la solucio´n (condicionado por la inferencia media-
dora) [NP-s8]: en cualquier caso.
Demostracio´n.
XIII.30- Monotonı´a cauta en la teorı´a-base (condicionada por la inferencia mediado-
ra) [NP-s8]:
Γ · Λ|Υ =⇒∗∗m Ω; Γ ·∆ · Λ 6=⇒∗ Υ
Γ ·∆ · Λ|Υ =⇒∗∗m Ω
.
Por ser =⇒∗∗m resolutiva respecto de =⇒∗, ello es equivalente a:
Γ · Λ 6=⇒∗ Υ; Γ · Λ · Ω =⇒∗ Υ;
Γ ·∆ · Λ 6=⇒∗ Υ
Γ ·∆ · Λ 6=⇒∗ Υ; Γ ·∆ · Λ · Ω =⇒∗ Υ
.
So´lo hay que sen˜alar que la segunda postcondicio´n se tiene a partir de la
segunda precondicio´n si =⇒∗ satisface la monotonı´a en las premisas [NP-
s2].
XIII.31- Monotonı´a cauta en el objeto del problema (condicionada por la inferencia
mediadora) [NP-s8]:
Γ|Υ · Λ =⇒∗∗m Ω; Γ · Ω =⇒∗ ∆
Γ|Υ ·∆ · Λ =⇒∗∗m Ω
.
Por ser =⇒∗∗m resolutiva respecto de =⇒∗, ello es equivalente a:
Γ 6=⇒∗ Υ · Λ; Γ · Ω =⇒∗ Υ · Λ; Γ · Ω =⇒∗ ∆
Γ 6=⇒∗ Υ ·∆ · Λ; Γ · Ω =⇒∗ Υ ·∆ · Λ .
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La primera postcondicio´n se deriva a partir de la primera precondicio´n si =⇒∗
satisface la monotonı´a en las premisas [NP-s2] (la cual leeremos en ‘sentido
contrapuesto’); por su parte, la segunda postcondicio´n se tiene a partir de la
segunda y la tercera precondiciones si =⇒∗ satisface la monotonı´a cauta en
las conclusiones [NP-s2].)
XIII.32- Corte en la teorı´a-base (condicionado por la inferencia mediadora) [NP-s8]:
Γ ·∆ · Λ|Υ =⇒∗∗m Ω; Γ · Λ =⇒∗ ∆; ∆ · Λ ¨6= Λ · Ω; ∆ ¨6= Υ
Γ · Λ|Υ =⇒∗∗m Ω
.
Por ser =⇒∗∗m resolutiva respecto de =⇒∗, ello es equivalente a:
Γ ·∆ · Λ 6=⇒∗ Υ; Γ ·∆ · Λ · Ω =⇒∗ Υ;
Γ · Λ =⇒∗ ∆; ∆ · Λ ¨6= Λ · Ω; ∆ ¨6= Υ
Γ · Λ 6=⇒∗ Υ; Γ · Λ · Ω =⇒∗ Υ
.
La primera postcondicio´n se tiene a partir de la tercera y la segunda precon-
diciones si =⇒∗ satisface la transitividad [NP-s2b] y la contraccio´n por la
derecha en las premisas [NP-s2].
XIII.33- Corte en la solucio´n (condicionado por la inferencia mediadora) [NP-s8]:
Γ|Υ =⇒∗∗m Ω ·∆ · Λ; Ω · Λ =⇒∗ ∆; Ω · Λ ¨6= 〈 〉
Γ|Υ =⇒∗∗m Ω · Λ
.
Por ser =⇒∗∗m resolutiva respecto de =⇒∗, ello es equivalente a:
Γ 6=⇒∗ Υ; Γ · Ω ·∆ · Λ =⇒∗ Υ;
Ω · Λ =⇒∗ ∆; Ω · Λ ¨6= 〈 〉
Γ 6=⇒∗ Υ; Γ · Ω · Λ =⇒∗ Υ
.
La segunda postcondicio´n se tiene a partir de la tercera y la segunda precon-
diciones si =⇒∗ satisface la transitividad [NP-s2b] y la contraccio´n por la
derecha en las premisas [NP-s2].
XIII.34- Debilitamiento cauto del objeto del problema (condicionado por la inferencia
mediadora) [NP-s8]:
Γ|Υ =⇒∗∗m Ω; Υ =⇒∗ Ψ; Γ 6=⇒∗ Ψ
Γ|Ψ =⇒∗∗m Ω
.
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Por ser =⇒∗∗m resolutiva respecto de =⇒∗, ello es equivalente a:
Γ 6=⇒∗ Υ; Γ · Ω =⇒∗ Υ;
Υ =⇒∗ Ψ; Γ 6=⇒∗ Ψ
Γ 6=⇒∗ Ψ; Γ · Ω =⇒∗ Ψ
.
So´lo hay que sen˜alar que la segunda postcondicio´n de la regla se tiene a partir
de la segunda y tercera precondiciones si =⇒∗ satisface la transitividad [NP-
s2c].
XIII.35- Cambio por equivalencia del objeto del problema [NP-s8]:
Γ|Υ =⇒∗∗m Ω; Υ =⇒∗ Ψ; Ψ =⇒∗ Υ; Γ ¨6= Υ
Γ|Ψ =⇒∗∗m Ω
.
Por ser =⇒∗∗m resolutiva respecto de =⇒∗, ello es equivalente a:
Γ 6=⇒∗ Υ; Γ · Ω =⇒∗ Υ;
Υ =⇒∗ Ψ; Ψ =⇒∗ Υ; Γ ¨6= Υ
Γ 6=⇒∗ Ψ; Γ · Ω =⇒∗ Ψ
.
La primera postcondicio´n de la regla se tiene a partir de la primera y cuarta
precondiciones si =⇒ satisface la transitividad [NP-s2c] (para llegar a es-
ta conclusio´n podemos razonar por reduccio´n al absurdo: supongamos que
a partir de las precondiciones Γ 6=⇒ Υ y Ψ =⇒ Υ se siguiese Γ =⇒ Ψ;
entonces, por la transitividad [NP-s2c] de =⇒ sobre este supuesto y la cuarta
precondicio´n obtendrı´amos Γ =⇒ Υ, lo cual es contradictorio con la primera
precondicio´n; por lo tanto hemos de concluir Γ 6=⇒ Ψ); la segunda postcon-
dicio´n de la regla se tiene a partir de la segunda y tercera precondiciones si
=⇒ satisface la transitividad [NP-s2c].
XIII.36- Fortalecimiento de la solucio´n (condicionado por la inferencia mediadora)
[NP-s8]:
Γ|Υ =⇒∗∗m Ω; Φ =⇒∗ Ω; Φ ¨6= 〈 〉
Γ|Υ =⇒∗∗m Φ
.
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Por ser =⇒∗∗m resolutiva respecto de =⇒∗, ello es equivalente a:
Γ 6=⇒∗ Υ; Γ · Ω =⇒∗ Υ;
Φ =⇒∗ Ω; Φ ¨6= 〈 〉
Γ 6=⇒∗ Υ; Γ · Φ =⇒∗ Υ .
So´lo hay que sen˜alar que la segunda postcondicio´n de la regla se tiene a partir
de la tercera y la segunda precondiciones si =⇒∗ satisface la transitividad
[NP-s2b].
XIII.37- Debilitamiento cauto de la solucio´n (condicionado por la inferencia media-
dora) [NP-s8]:
Γ|Υ =⇒∗∗m Ω; Γ · Φ =⇒∗ Υ; Φ ¨6= 〈 〉
Γ|Υ =⇒∗∗m Φ
.
Por ser =⇒∗∗m resolutiva respecto de =⇒∗, ello es equivalente a:
Γ 6=⇒∗ Υ; Γ · Ω =⇒∗ Υ;
Γ · Φ =⇒∗ Υ; Φ ¨6= 〈 〉
Γ 6=⇒∗ Υ; Γ · Φ =⇒∗ Υ .
Lo cual es evidente.

Proposicio´n 167.
Cada una de las anteriores versiones de las reglas ‘mixtas’ [NP-s8] expresadas
mediante la condicio´n mediadora cumple que:
1) En el conjunto formado por sus precondiciones y sus postcondiciones no hay
al menos dos condiciones (explı´citas o implı´citas) estructuralmente incompatibles
entre sı´.
2) Ninguna especificacio´n propia de todas las condiciones (realizada de forma ho-
moge´nea) puede generar nuevas postcondiciones que sean incompatibles entre sı´ o
incompatibles con las nuevas precondiciones, salvo en el caso de que las nuevas
precondiciones sean igualmente incompatibles entre sı´.
La prueba de esta proposicio´n sigue el mismo esquema de la correspondiente a
las reglas ‘mixtas’ [NP-s5].
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En particular, un tipo de relacio´n inferencial mediada p-p es la relacio´n de con-
secuencia abductiva ordinaria p-p plana (la cual simbolizaremos por “AO”) cuya
relacio´n inferencial mediadora es la deduccio´n plural:
Definicio´n 168 (Relacio´n inferencial abductiva ordinaria p-p plana).
La relacio´n inferencial abductiva ordinaria p-p plana se define de la siguiente ma-
nera a partir de la deduccio´n plural:
Γ|Υ AO Ω si y so´lo si (Γ 1D Υ) &˙ (Γ · Ω D Υ).
Obviamente, esta nueva relacio´n de consecuencia lo´gica es resolutiva y, como
ya se puso de manifiesto, ello conlleva que no es posible que la solucio´n abductiva
sea la subfamilia vacı´a. Adema´s, ahora podemos derivar que Υ¨6=〈 〉 a partir de la
condicio´n Γ 1D Υ, puesto que para cualquier subfamilia Γ se tiene que Γ D 〈 〉
por satisfacer D la propiedad de reflexividad [NP-s2].
Veamos a continuacio´n el correspondiente teorema de representacio´n:
Teorema 169 (Teorema de representacio´n mediante propiedades [NP-s1] de la ab-
duccio´n ordinaria p-p plana cuya relacio´n inferencial mediadora es la deduccio´n
plural).
La reflexividad [NP-s2] y la transitividad [NP-s2] de la relacio´n inferencial media-
dora plural son condiciones suficientes de la abduccio´n ordinaria p-p plana para
casos en los que la teorı´a-base, el objeto del problema y las soluciones son sub-
familias con un cardinal arbitrario, y siendo su relacio´n inferencial mediadora la
deduccio´n plural, en el sentido de que cualquier relacio´n de consecuencia lo´gica
mediada p-p resolutiva, cuya relacio´n de consecuencia lo´gica mediadora plural sa-
tisfaga las dos propiedades [NP-s2] mencionadas, se puede representar como si
fuese la relacio´n de consecuencia abductiva ordinaria indicada.
Demostracio´n. Sea =⇒∗∗m una relacio´n de consecuencia lo´gica p-p resolutiva que
esta´ mediada por la relacio´n de consecuencia lo´gica plural =⇒∗. Sean Γ, Υ y Ω
elementos de SUBFAME(FOR(L)).
Por ser =⇒∗∗m resolutiva tenemos que:
Γ|Υ =⇒∗∗m Ω si y so´lo si (Γ 6=⇒∗ Υ) &˙ (Γ · Ω =⇒∗ Υ).
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Por otro lado, la abduccio´n ordinaria p-p plana se define en te´rminos de la de-
duccio´n plural del siguiente modo:
Γ|Υ AO Ω si y so´lo si (Γ 1D Υ) &˙ (Γ · Ω D Υ).
Adoptaremos una sema´ntica segu´n la cual los modelos de cada subfamilia son
las subfamilias que siendo tomadas como premisas permiten establecer enuncia-
dos inferenciales correctos en los que justamente las familias de las que se bus-
can los modelos son las conclusiones. Es decir, si Ψ es un elemento cualquiera de
SUBFAME(FOR(L)), entonces su conjunto de modelos es:
Mod(Ψ¯) = {Σ / Σ ∈ SUBFAME(FOR(L)) &˙ Σ =⇒∗ Ψ}.
Por tanto, tenemos que la abduccio´n ordinaria p-p plana esta´ caracterizada a
partir de modelos de la siguiente manera:
Γ|Υ =⇒∗∗m Ω si y so´lo si (Mod(Γ¯) *Mod(Υ¯)) &˙ (Mod(Γ¯)∩Mod(Ω¯) ⊆Mod(Υ¯)).
Ası´ pues, debemos probar que:
(Γ 6=⇒∗ Υ) &˙ (Γ · Ω =⇒∗ Υ) si y so´lo si
(Mod(Γ¯) *Mod(Υ¯)) &˙ (Mod(Γ¯) ∩Mod(Ω¯) ⊆Mod(Υ¯)),
siendo =⇒∗ una relacio´n de consecuencia lo´gica mediadora plural que satisface las
propiedades de reflexividad [NP-s2] y transitividad [NP-s2].
Ahora bien, a partir de lo que se probo´ en el teorema de representacio´n de la
relacio´n inferencial deductiva plural [NP-s2], sabemos que:
a) Γ · Ω =⇒∗ Υ si y so´lo si Mod(Γ) ∩Mod(Ω) ⊆Mod(Υ),
bajo las mismas condiciones para =⇒∗.
En cuanto al primer miembro de la conjuncio´n que aparece en el lado derecho de
la equivalencia citada, teniendo en cuenta nuevamente el citado resultado, sabemos
que:
b) Γ =⇒∗ Υ si y so´lo si Mod(Γ) ⊆Mod(Υ).
Por lo tanto, al tratarse de una equivalencia, las correspondientes negaciones de
cada miembro tambie´n son equivalentes. Por u´ltimo, a) y b) conjuntamente impli-
can lo que nos habı´amos propuesto probar. 
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En cuanto a la relacio´n de consecuencia lo´gica mediada p-p resolutiva de modo
posicionalmente indiferente comencemos con su definicio´n:
Definicio´n 170 (Relacio´n de consecuencia lo´gica mediada p-p resolutiva de modo
posicionalmente indiferente).
Una relacio´n de consecuencia lo´gica mediada p-p =⇒••m es resolutiva de modo
posicionalmente indiferente respecto de una relacio´n inferencial mediadora plural
=⇒∗ cuando se satisface que:
Γ|Υ =⇒∗∗m Ω si y so´lo si (Γ 6=⇒∗ Υ)) &˙ (Γ~ Ω =⇒∗ Υ).
Podemos afirmar que todas las propiedades [NP-s8] que han sido presentadas,
tanto las ‘puras’ como las ‘mixtas’, se mantienen sin alteraciones con esta nueva
exigencia (no desarrollamos explı´citamente aquı´ la demostracio´n por los motivos
que ya se indicaron en el anterior capı´tulo). Nuevamente la presente es una versio´n
sujeta a condiciones ma´s fuertes que la anteriormente dada: ası´ pues, toda propiedad
que se mantenga en esta situacio´n, a fortiori se mantendra´ en la anterior situacio´n.
Sin embargo, en este caso tampoco la condicio´n adicional nos permite justificar
en el sentido recı´proco al que ya fue presentado los vı´nculos existentes entre las
propiedades de la relacio´n inferencial mediada y la mediadora. Los motivos son
ide´nticos a los indicados a la relacio´n inferencial s-s ana´loga a la presente.
Nuevamente esto conlleva que tampoco tengamos un teorema de representacio´n
para la relacio´n inferencial mediada p-p que es resolutiva de modo posicionalmente
indiferente respecto de la deduccio´n plural usando so´lo propiedades [NP-s8].
Para terminar esta seccio´n, particularizaremos las anteriores reglas para la re-
lacio´n inferencial abductiva ordinaria p-p plana. Ya justificamos por que´ se puede
garantizar que esta u´ltima satisface las distintas propiedades de permutacio´n y con-
traccio´n [NP-s8] (es decir, tanto en las dos partes del miembro de la izquierda como
en el miembro de la derecha). Tambie´n sabemos que la deduccio´n plural satisface
las correspondientes propiedades de permutacio´n y contraccio´n [NP-s2] (es decir,
tanto en las premisas como en las conclusiones). Ası´ pues, en lugar de una pre-
sentacio´n en la que una relacio´n de consecuencia lo´gica es un conjunto de ternas
cuyas componentes son subfamilias de fo´rmulas, hacemos una presentacio´n en la
que dichas componentes son conjuntos de fo´rmulas. Por ello, podrı´amos representar
la condicio´n necesaria y suficiente que liga ambos tipos de inferencia del siguiente
modo:
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Corolario 171.
Γ|Υ AO Ω si y so´lo si (Γ 1D Υ) &˙ (Γ ∪ Ω D Υ).
No explicitamos aquı´ su demostracio´n dado que e´sta no es ma´s que la invoca-
cio´n de la definicio´n de la relacio´n inferencial abductiva ordinaria p-p plana a partir
de la correspondiente deduccio´n plural junto con las mencionadas propiedades es-
tructurales de ambas.
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Con esta opcio´n notacional, las reglas estructurales ma´s interesantes de esta
u´ltima relacio´n inferencial son:
XIV.1- Reflexividad condicionada del objeto del problema en la solucio´n [NP:AO]:
Γ¯|Υ¯ AO Ω¯
Γ¯|Υ¯ AO Υ¯ ∪ ∆¯
.
XIV.2- Reflexividad condicionada de la solucio´n en el objeto del problema [NP:AO]:
Γ¯|Υ¯ AO Ω¯ ∪ ∆¯
Γ¯|Υ¯ ∪ ∆¯ AO Ω¯ ∪ ∆¯
.
XIV.3- Identidad condicionada de la solucio´n y el objeto del problema [NP:AO]:
Γ¯|Υ¯ AO Ω¯
Γ¯|Ω¯ AO Ω¯
.
XIV.4- Monotonı´a cauta en la teorı´a-base [NP:AO]:
Γ¯|Υ¯ AO Ω¯; Γ¯ ∪ ∆¯|Υ¯ AO Φ¯
Γ¯ ∪ ∆¯|Υ¯ AO Ω¯
.
XIV.5- Monotonı´a cauta en el objeto del problema [NP:AO]:
Γ¯|Υ¯ AO Ω¯; Γ¯|∆¯ AO Ω¯
Γ¯|Υ¯ ∪ ∆¯ AO Ω¯
.
XIV.6- Monotonı´a en la solucio´n [NP:AO]:
Γ¯|Υ¯ AO Ω¯
Γ¯|Υ¯ AO Ω¯ ∪ ∆¯
.
362 Capı´tulo 5. Ana´lisis estructural de otras formas de abduccio´n
XIV.7- Monotonı´a cauta homoge´nea en la teorı´a-base y el objeto del problema
[NP:AO]:
Γ¯|Υ¯ AO Ω¯; Γ¯ ∪ ∆¯|Υ¯ AO Φ¯
Γ¯ ∪ ∆¯|Υ¯ ∪ ∆¯ AO Ω¯
.
XIV.8- Monotonı´a homoge´nea en el objeto del problema y la solucio´n [NP:AO]:
Γ¯|Υ¯ AO Ω¯
Γ¯|Υ¯ ∪ ∆¯ AO Ω¯ ∪ ∆¯
.
XIV.9- Monotonı´a cauta no homoge´nea en el objeto del problema y la solucio´n
[NP:AO]:
Γ¯|Υ¯ AO Ω¯; Γ¯|Ξ¯ AO Φ¯
Γ¯|Υ¯ ∪ Ξ¯ AO Ω¯ ∪ Φ¯
.
XIV.10- Transitividad entre el objeto del problema y la solucio´n [NP:AO]:
Γ¯|Υ¯ AO Ω¯ ∪ ∆¯; Γ¯|Ω¯ ∪ Ξ¯ AO Φ¯
Γ¯|Υ¯ AO Φ¯ ∪ ∆¯
.
XIV.11- Corte en la teorı´a-base [NP:AO]:
Γ¯ ∪ ∆¯|Υ¯ AO Ω¯; Γ¯|∆¯ AO Ω¯
Γ¯|Υ¯ AO Ω¯
.
XIV.12- Corte directo en la teorı´a-base y expansio´n en la solucio´n [NP:AO]:
Γ¯ ∪ ∆¯|Υ¯ AO Ω¯
Γ¯|Υ¯ AO Ω¯ ∪ ∆¯
.
XIV.13- Corte directo en la teorı´a-base y expansio´n homoge´nea en el objeto del pro-
blema y la solucio´n [NP:AO]:
Γ¯ ∪ ∆¯|Υ¯ AO Ω¯
Γ¯|Υ¯ ∪ ∆¯ AO Ω¯ ∪ ∆¯
.
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XIV.14- Corte en el objeto del problema [NP:AO]:
Γ¯|Υ¯ ∪ ∆¯ AO Ω¯; Γ¯|Υ¯ AO Φ¯
Γ¯|Υ¯ AO Ω¯
.
XIV.15- Corte en la solucio´n [NP:AO]:
Γ¯|Υ¯ AO Ω¯ ∪ ∆¯; Γ¯|∆¯ AO Ω¯
Γ¯|Υ¯ AO Ω¯
.
XIV.16- Corte en la solucio´n y expansio´n en la teorı´a-base [NP:AO]:
Γ¯|Υ¯ AO Ω¯ ∪ ∆¯; Γ¯ ∪ ∆¯|Υ¯ AO Φ¯; Ω¯ 6= ∅
Γ¯ ∪ ∆¯|Υ¯ AO Ω¯
.
XIV.17- Contraccio´n por la derecha considerando la teorı´a-base y la solucio´n con-
juntamente [NP:AO]:
Γ¯ ∪ ∆¯|Υ¯ AO Ω¯ ∪ ∆¯; Ω¯ 6= ∅
Γ¯ ∪ ∆¯|Υ¯ AO Ω¯
.
XIV.18- Contraccio´n por la izquierda considerando la teorı´a-base y la solucio´n con-
juntamente [NP:AO]:
Γ¯ ∪ ∆¯|Υ¯ AO Ω¯ ∪ ∆¯
Γ¯|Υ¯ AO Ω¯ ∪ ∆¯
.
XIV.19- Permutacio´n cauta entre la teorı´a-base y la solucio´n [NP:AO]:
Γ¯ ∪ ∆¯|Υ¯ AO Ω¯; Γ¯ ∪ Ω¯|Υ¯ AO Φ¯; ∆¯ 6= ∅
Γ¯ ∪ Ω¯|Υ¯ AO ∆¯
.
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De manera semejante, las reglas ‘mixtas’ serı´an:
XIV.20- Monotonı´a cauta en la teorı´a-base (condicionada por la inferencia media-
dora) [NP:AO]:
Γ¯|Υ¯ AO Ω¯; Γ¯ ∪ ∆¯ 1D Υ¯
Γ¯ ∪ ∆¯|Υ¯ AO Ω¯
.
XIV.21- Monotonı´a en el objeto del problema (condicionada por la inferencia me-
diadora) [NP:AO]:
Γ¯|Υ¯ AO Ω¯; Γ¯ ∪ Ω¯ D ∆¯
Γ¯|Υ¯ ∪ ∆¯ AO Ω¯
.
XIV.22- Corte en la teorı´a-base (condicionado por la inferencia mediadora) [NP:AO]:
Γ¯ ∪ ∆¯|Υ¯ AO Ω¯; Γ¯ D ∆¯
Γ¯|Υ¯ AO Ω¯
.
XIV.23- Corte en la solucio´n (condicionado por la inferencia mediadora) [NP:AO]:
Γ¯|Υ¯ AO Ω¯ ∪ ∆¯; Ω¯ D ∆¯
Γ¯|Υ¯ AO Ω¯
.
XIV.24- Debilitamiento cauto del objeto del problema (condicionado por la inferen-
cia mediadora) [NP:AO]:
Γ¯|Υ¯ AO Ω¯; Υ¯ D Ψ¯; Γ¯ 1D Ψ¯
Γ¯|Ψ¯ AO Ω¯
.
XIV.25- Cambio por equivalencia del objeto del problema [NP:AO]:
Γ¯|Υ¯ AO Ω¯; Υ¯ D Ψ¯; Ψ¯ D Υ¯
Γ¯|Ψ¯ AO Ω¯
.
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XIV.26- Fortalecimiento de la solucio´n (condicionado por la inferencia mediadora)
[NP:AO]:
Γ¯|Υ¯ AO Ω¯; Φ¯ D Ω¯
Γ¯|Υ¯ AO Φ¯
.
XIV.27- Debilitamiento cauto de la solucio´n (condicionado por la inferencia media-
dora) [NP:AO]:
Γ¯|Υ¯ AO Ω¯; Γ¯ ∪ Φ¯ D Υ¯
Γ¯|Υ¯ AO Φ¯
.
Como se habra´ podido apreciar, entre las anteriores reglas ‘puras’ [NP:AO] no
aparece la ana´loga a la de corte en la teorı´a-base y transitividad entre el objeto del
problema y la solucio´n [NP-s8]. El motivo es que al pasar a te´rminos conjuntistas la
expresio´n que inicialmente esta´ en te´rminos de subfamilias, el resultado que se ob-
tiene es una regla ‘explosiva’ y, por tanto, carente de intere´s. Por otro lado, atendien-
do a las especiales caracterı´sticas que se derivan de las propiedades que satisface la
inferencia abductiva ordinaria p-p plana cuya relacio´n mediadora es la deduccio´n
plural5, podemos presentar nuevas reglas para esta relacio´n de consecuencia lo´gica
que tienen la peculiaridad de incluir entre sus condiciones algu´n enunciado inferen-
cial negativo cuyo relator es el correspondiente a la relacio´n mediada:
XI.28- No vacuidad del objeto del problema [NP:AO]:
Γ¯|∅ 1AO Ω¯
.
5 En particular, a la posibilidad de hacer una presentacio´n de ambas en la que sus premisas sean
meros conjuntos de fo´rmulas en los que no resulten relevantes ni la cantidad de ocurrencias de una
cada una de ellas ni su posicio´n relativa, y tambie´n gracias a que la deduccio´n plural satisface las
propiedades estructurales de reflexividad y contraccio´n por la derecha en las premisas ası´ como a
otras propiedades metateo´ricas tales como la inadmisibilidad de paraconsistencias y la invariabilidad
de la clase de modelos de un conjunto de fo´rmulas tras la adicio´n conjuntos de tautologı´as.
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XI.29- No vacuidad de la solucio´n [NP:AO]:
Γ¯|Υ¯ 1AO ∅
.
XI.30- Irreflexividad de la teorı´a-base en el objeto del problema [NP:AO]:
Γ¯ ∪ Υ¯|Υ¯ 1AO Ω¯
.
XI.31- Irreflexividad condicionada de la teorı´a-base en la solucio´n [NP:AO]:
Γ¯ ∪ ∆¯|Υ¯ AO Ω¯
Γ¯ ∪ ∆¯|Υ¯ 1AO ∆¯
.
XI.32- Irreflexividad condicionada de la solucio´n en la teorı´a-base [NP:AO]:
Γ¯|Υ¯ AO Ω¯
Γ¯ ∪ Ω¯|Υ¯ 1AO Φ¯
.
XI.33- Consistencia de la teorı´a-base [NP:AO]:
Γ¯ ∪ ⊥¯|Υ¯ 1AO Ω¯
.
XI.34- No validez del objeto del problema [NP:AO]:
Γ¯|>¯ 1AO Ω¯
.
XI.35- No validez de la solucio´n [NP:AO]:
Γ¯|Υ¯ 1AO >¯
.
No lo hacemos aquı´, pero se puede probar que cada una de las anteriores reglas
[NP:AO] satisface la caracterizacio´n en te´rminos de modelos que se ha dado de la
relacio´n inferencial abductiva ordinaria p-p plana cuya relacio´n de consecuencia
mediadora es la deduccio´n plural.
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5.4. Propiedades estructurales de otras formas de ab-
duccio´n
Hasta ahora (sumando lo visto en el anterior capı´tulo y en el presente) hemos
estudiado los tipos de relaciones inferenciales mediadas cuyo objeto del problema
y cuya solucio´n son o bien una sola fo´rmula o bien una subfamilia de fo´rmulas
cada uno de ellos. Pero existen otros dos grandes tipos que deben ser mencionados
y cuyos vı´nculos con los ya estudiados queremos sen˜alar (consideramos que los
aspectos ana´logos a los abordados en las secciones anteriores se pueden extrapolar
fa´cilmente a partir del material ya presentado):
Relacio´n de consecuencia lo´gica mediada s-p: (Γ|υ =⇒•∗m Ω).
Relacio´n de consecuencia lo´gica mediada p-s: (Γ|Υ =⇒∗•m ω).
En cierto modo la relacio´n inferencial p-p es ma´s general que las otras, dado
que mediante e´sta podemos ‘simular’ a cualquiera de las otras, pero no ocurre lo
recı´proco. La idea es la siguiente: el tipo s-p puede ser considerado como la clase
de casos particulares en los que la segunda componente tiene necesariamente como
cardinal a la unidad; el tipo p-s como la clase de casos particulares en los que es la
tercera componente la que es unitaria; y el tipo s-s como la correspondiente clase
en la que ambas tienen cardinalidad unitaria. Es decir, las relaciones p-p colapsan
en relaciones s-p cuando se cumple Υ =¨ 〈υ〉, en relaciones p-s cuando se tiene
Ω =¨ 〈ω〉 y en relaciones s-s cuando se satisfacen ambas condiciones. Todo esto se
apoya sobre la consideracio´n de que son indistintos Γ =⇒∗ 〈ϕ〉 y Γ =⇒∗ ϕ. Sin
embargo, en principio, desde un punto de vista formal es distinta una secuencia de
un solo elemento de dicho miembro, pero parece claro que la situacio´n tiene una
similitud estructural que alcanza el grado de isomorfı´a entre una y otra relacio´n
inferencial.
Lo que hemos concluido hasta ahora es que todas las relaciones inferenciales
con alguna de sus componentes singulares pueden ser tratadas con relaciones en
las que dichas componentes son plurales y se imponen a las mismas los requisitos
indicados. Sin embargo, parece interesante que nos preguntemos si existen circuns-
tancias bajo las que pueda hacerse lo recı´proco: que las relaciones con componentes
plurales se puedan tratar como relaciones con dichas componentes singulares. Con
este fin presentaremos las siguientes definiciones:
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Definicio´n 172 (Relacio´n inferencial mediada de aridad 3 p-s / p-p que es acumula-
tiva en su segunda componente).
Una relacio´n inferencial mediada de aridad 3 p-s / p-p =⇒∗§m (donde, respectiva-
mente, “§” es “•” / “∗”) es acumulativa en su segunda componente respecto de
otra relacio´n inferencial mediada s-s / s-p de igual aridad =⇒•§m (donde “§” toma
el mismo valor que antes) cuando se satisface que:
Γ|Υ =⇒∗§ ] si y so´lo si ∀˙υ(〈υ〉 ⊆¨ Υ ⇒˙ (Γ|υ =⇒•§ ])),
siendo ] = ω si § = • y ] = Ω si § = ∗.
Definicio´n 173 (Relacio´n inferencial mediada de aridad 3 s-p / p-p que es acumula-
tiva en su tercera componente).
Una relacio´n inferencial mediada de aridad 3 s-p / p-p =⇒§∗m (donde, respecti-
vamente, “§” toma el valor “•” / “∗”) es acumulativa en su tercera componente
respecto de otra relacio´n inferencial mediada s-s / p-s de igual aridad =⇒§•m (donde
“§” toma el mismo valor que antes) cuando se satisface que:
Γ|] =⇒§∗ Ω si y so´lo si ∀˙ω(〈ω〉 ⊆¨ Ω ⇒˙ (Γ|] =⇒§• ω)),
siendo ] = υ si § = • y ] = Υ si § = ∗.
Comenzamos estudiando dichos vı´nculos ente los distintos tipos de relaciones
de consecuencia lo´gica mediadas que son justificativas:
1- Relacio´n inferencial mediada s-s justificativa:
Γ|υ =⇒••m ω si y so´lo si Γ · 〈ω〉 =⇒ υ.
2- Relacio´n inferencial mediada s-p justificativa:
Γ|υ =⇒•∗m Ω si y so´lo si Γ · Ω =⇒ υ.
Por otro lado, para que esta relacio´n inferencial fuese acumulativa en su tercera
componente tendrı´a que satisfacerse:
Γ|υ =⇒•∗ Ω si y so´lo si ∀˙ω(〈ω〉 ⊆¨ Ω ⇒˙ (Γ|υ =⇒•• ω)).
Adema´s, por ser =⇒•• tambie´n justificativa, se tiene que:
Γ|υ =⇒•∗ Ω si y so´lo si ∀˙ω(〈ω〉 ⊆¨ Ω ⇒˙ (Γ · 〈ω〉 =⇒ υ)).
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El miembro derecho de esta equivalencia es en general distinto del miembro dere-
cho de la primera equivalencia (es decir, de la caracterizacio´n que en te´rminos de
la relacio´n inferencial mediadora singular corresponde a una relacio´n inferencial
mediada s-p que es justificativa). Ası´ pues, este u´ltimo tipo de inferencia no es en
general acumulativa en su tercera componente respecto de una relacio´n inferencial
mediada s-s justificativa. En el caso de que la relacio´n =⇒ sea mono´tona, el miem-
bro derecho de esta u´ltima equivalencia es estrictamente ma´s fuerte que el de la
primera (es decir, este u´ltimo implica al primero pero no viceversa).
Podrı´amos pensar en otros posibles vı´nculos generales, distintos de la acumula-
tividad, entre las relaciones inferenciales mediadas s-p y s-s que son justificativas.
Se muestra a continuacio´n dos posibilidades que parecen intuitivas, pero ninguna
de ellas es satisfactoria:
a) Mediante cuantificacio´n existencial:
Γ|υ =⇒•∗m Ω si y so´lo si ∃˙ω(〈ω〉 ⊆¨ Ω &˙ (Γ|υ =⇒••m ω)).
b) Mediante cuantificacio´n unitaria:
Γ|υ =⇒•∗m Ω si y so´lo si ∃˙!ω(〈ω〉 ⊆¨ Ω &˙ (Γ|υ =⇒••m ω)).
Nuevamente, en el caso de que la relacio´n =⇒ sea mono´tona, estas dos equiva-
lencias satisfacen que su miembro derecho es estrictamente ma´s fuerte que el de la
primera (es decir, que este u´ltimo implica al primero pero no viceversa).
3- Relacio´n inferencial mediada p-s justificativa:
Γ|Υ =⇒∗•m ω si y so´lo si Γ · 〈ω〉 =⇒∗ Υ.
Ahora, para que esta relacio´n inferencial fuese acumulativa en su segunda compo-
nente, tendrı´a que satisfacerse:
Γ|Υ =⇒∗•m ω si y so´lo si ∀˙υ(〈υ〉 ⊆¨ Υ ⇒˙ (Γ|υ =⇒••m ω)).
Y por ser =⇒•• tambie´n justificativa se tiene que:
Γ|Υ =⇒∗• ω si y so´lo si ∀˙υ(〈υ〉 ⊆¨ Υ ⇒˙ (Γ · 〈ω〉 =⇒ υ)).
Es evidente que el miembro de la derecha de esta u´ltima equivalencia coincide con
el miembro ana´logo de la definicio´n del concepto de relacio´n inferencial mediadora
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plural que es acumulativa en su segunda componente con respecto a una relacio´n
singular (claro esta´, adaptada a la presente situacio´n):
Γ · 〈ω〉 =⇒∗ Υ si y so´lo si ∀˙υ(〈υ〉 ⊆¨ Υ ⇒˙ (Γ · 〈ω〉 =⇒ υ)).
Ası´ pues, una relacio´n inferencial mediada p-s justificativa es acumulativa en su
segunda componente respecto de otra relacio´n similar s-s si y so´lo si la correspon-
diente relacio´n mediadora plural de la p-s es acumulativa en su segunda componente
respecto de la correspondiente relacio´n mediadora singular de la s-s.
4- Relacio´n inferencial mediada p-p justificativa:
Γ|Υ =⇒∗∗m Ω si y so´lo si Γ · Ω =⇒∗ Υ.
Nuevamente, para que esta relacio´n inferencial fuese acumulativa en su segunda
componente tendrı´a que satisfacerse:
Γ|Υ =⇒∗∗m Ω si y so´lo si ∀˙υ(〈υ〉 ⊆¨ Υ ⇒˙ (Γ|υ =⇒•∗m Ω)).
Y por ser =⇒•∗ tambie´n justificativa se tiene que:
Γ|Υ =⇒∗∗ Ω si y so´lo si ∀˙υ(〈υ〉 ⊆¨ Υ ⇒˙ (Γ · Ω =⇒ υ)).
Particularizamos para la presente situacio´n la definicio´n de relacio´n inferencial bi-
naria plural que es acumulativa en su segunda componente:
Γ · Ω =⇒∗ Υ si y so´lo si ∀˙υ(〈υ〉 ⊆¨ Υ ⇒˙ (Γ · Ω =⇒ υ)).
A partir de lo anterior podemos asegurar que una relacio´n inferencial mediada p-
p justificativa es acumulativa en su segunda componente respecto de otra relacio´n
similar s-p si y so´lo si la correspondiente relacio´n mediadora plural de la p-p es
acumulativa en su segunda componente respecto de la correspondiente relacio´n me-
diadora singular de la s-p.
Por u´ltimo, como respuesta a la cuestio´n de si la relacio´n inferencial mediada
p-p justificativa es o no acumulativa en su tercera componente respecto de otra re-
lacio´n similar p-s, bastarı´a con hacer un razonamiento ana´logo al realizado para el
anterior tipo 2 con el fin de probar que estamos en una situacio´n ide´ntica a la allı´ ex-
puesta.
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Pasamos ahora a estudiar los vı´nculos que pudiesen existir entre los distintos
tipos de relaciones de consecuencia lo´gica mediadas que son resolutivas:
1’- Relacio´n inferencial mediada s-s resolutiva:
Γ|υ =⇒••m ω si y so´lo si (Γ 6=⇒ υ) &˙ (Γ · 〈ω〉 =⇒ υ).
2’- Relacio´n inferencial mediada s-p resolutiva:
Γ|υ =⇒•∗m Ω si y so´lo si (Γ 6=⇒ υ) &˙ (Γ · Ω =⇒ υ).
Adema´s, para que esta relacio´n inferencial fuese acumulativa en su tercera compo-
nente tendrı´a que satisfacerse:
Γ|υ =⇒•∗ Ω si y so´lo si ∀˙ω(〈ω〉 ⊆¨ Ω ⇒˙ (Γ|υ =⇒•• ω)).
Y por ser =⇒•• tambie´n resolutiva se tiene que:
Γ|υ =⇒•∗ Ω si y so´lo si ∀˙ω(〈ω〉 ⊆¨ Ω ⇒˙ ((Γ 6=⇒ υ) &˙ (Γ · 〈ω〉 =⇒ υ))).
Podemos ahora transformar el miembro de la derecha de la anterior equivalencia
mediante propiedades de la lo´gica cla´sica (que es la que subyace implı´citamente en
este nivel meta-metateo´rico):
Γ|υ =⇒•∗ Ω si y so´lo si (Γ 6=⇒ υ) &˙ (∀˙ω(〈ω〉 ⊆¨ Ω ⇒˙ (Γ · 〈ω〉 =⇒ υ))).
Y esto u´ltimo nos permite ver ma´s fa´cilmente que en general una relacio´n inferen-
cial mediada s-p resolutiva no es acumulativa en su tercera componente respecto de
una relacio´n similar s-s. Nuevamente, en el caso de que la relacio´n =⇒ sea mono´to-
na, el miembro derecho de esta u´ltima equivalencia es estrictamente ma´s fuerte que
el de la primera (es decir, este u´ltimo implica al primero pero no viceversa).
Podrı´amos pensar en otros posibles vı´nculos generales, pero ninguno de los que
se muestran resultan exitosos:
a) Mediante cuantificacio´n existencial:
Γ|υ =⇒•∗m Ω ≡˙
≡˙ ∃˙ω(〈ω〉 ⊆¨ Ω &˙ (Γ|υ =⇒••m ω)) ≡˙
≡˙ ∃˙ω(〈ω〉 ⊆¨ Ω &˙ ((Γ 6=⇒ υ) &˙ (Γ · 〈ω〉 =⇒ υ))) ≡˙
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≡˙ (Γ 6=⇒ υ) &˙ (∃˙ω(〈ω〉 ⊆¨ Ω &˙ (Γ · 〈ω〉 =⇒ υ))).
b) Mediante cuantificacio´n unitaria:
Γ|υ =⇒•∗m Ω ≡˙
≡˙ ∃˙!ω(〈ω〉 ⊆¨ Ω &˙ (Γ|υ =⇒••m ω)) ≡˙
≡˙ ∃˙!ω(〈ω〉 ⊆¨ Ω &˙ ((Γ 6=⇒ υ) &˙ (Γ · 〈ω〉 =⇒ υ))) ≡˙
≡˙ (Γ 6=⇒ υ) &˙ (∃˙!ω(〈ω〉 ⊆¨ Ω &˙ (Γ · 〈ω〉 =⇒ υ))).
Y, otra vez, en el caso de que la relacio´n =⇒ sea mono´tona, estas dos equiva-
lencias satisfacen que su miembro derecho es estrictamente ma´s fuerte que el de la
primera (es decir, que este u´ltimo implica al primero pero no viceversa).
3’- Relacio´n inferencial mediada p-s resolutiva:
Γ|Υ =⇒∗•m ω si y so´lo si (Γ 6=⇒∗ Υ) &˙ (Γ · 〈ω〉 =⇒∗ Υ).
Ahora, para que esta relacio´n inferencial fuese acumulativa en su segunda compo-
nente tendrı´a que satisfacerse:
Γ|Υ =⇒∗•m ω si y so´lo si ∀˙υ(〈υ〉 ⊆¨ Υ ⇒˙ (Γ|υ =⇒••m ω)).
Y por ser =⇒•• tambie´n resolutiva se tiene que:
Γ|Υ =⇒∗• ω si y so´lo si ∀˙υ(〈υ〉 ⊆¨ Υ ⇒˙ ((Γ 6=⇒ υ) &˙ (Γ · 〈ω〉 =⇒ υ))).
Podemos nuevamente transformar el miembro de la derecha de la anterior condicio´n
necesaria y suficiente mediante propiedades de la lo´gica cla´sica:
Γ|Υ =⇒∗• ω si y so´lo si
(∀˙υ(〈υ〉 ⊆¨ Υ ⇒˙ (Γ 6=⇒ υ))) &˙ (∀˙υ(〈υ〉 ⊆¨ Υ ⇒˙ (Γ · 〈ω〉 =⇒ υ))).
Fije´monos en los dos miembros que aparecen en el lado derecho de esta condicio´n
necesaria y suficiente. El segundo de ellos coincide con el miembro derecho de la
definicio´n del concepto de relacio´n inferencial mediadora plural que es acumulativa
en su segunda componente con respecto a una relacio´n singular (claro esta´, adaptada
a la presente situacio´n):
Γ · 〈ω〉 =⇒∗ Υ si y so´lo si ∀˙υ(〈υ〉 ⊆¨ Υ ⇒˙ (Γ · 〈ω〉 =⇒ υ)).
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Sin embargo, apelando a la misma cualidad, concluimos que el primer miembro
de la conjuncio´n es, bajo el supuesto de que el objeto del problema es no vacı´o,
estrictamente ma´s fuerte que el primer miembro de la conjuncio´n que aparece en el
lado derecho de la primera equivalencia, tal como se muestra a continuacio´n:
Γ =⇒∗ Υ si y so´lo si ∀˙υ(〈υ〉 ⊆¨ Υ ⇒˙ (Γ =⇒ υ)).
Y por ser una equivalencia tenemos que:
Γ 6=⇒∗ Υ si y so´lo si ∃˙υ(〈υ〉 ⊆¨ Υ &˙ (Γ 6=⇒ υ)).
Ası´ pues, una relacio´n inferencial mediada p-s resolutiva no es en general acumula-
tiva en su segunda componente respecto de otra similar s-s.
4’- Relacio´n inferencial mediada p-p resolutiva:
Γ|Υ =⇒∗∗m Ω si y so´lo si (Γ 6=⇒∗ Υ) &˙ (Γ · Ω =⇒∗ Υ).
Con razonamientos ana´logos a los realizados en los tipos 2’ y 3’ podrı´amos con-
cluir que una relacio´n inferencial mediada p-p resolutiva en general no es acumula-
tiva en su segunda componente respecto de otra similar s-p ni tampoco acumulativa
en su tercera componente respecto de otra similar p-s.
Pasamos ahora a dilucidar si la situacio´n que hemos analizado desde un punto
de vista general se reproduce inalterada o no en el caso de los distintos tipos de in-
ferencia abductiva ordinaria plana cuya inferencia mediadora es la deduccio´n. Con
este fin usaremos la caracterizacio´n en te´rminos de modelos de la correspondiente
inferencia abductiva:
1”- Relacio´n inferencial abductiva ordinaria s-s plana:
Γ¯|υ ao ω si y so´lo si
((
⋂
γ∈Γ¯
Mod(γ)) *Mod(υ)) &˙ ((
⋂
γ∈Γ¯
Mod(γ)) ∩Mod(ω) ⊆Mod(υ)).
Ahora, aplicando propiedades conjuntistas, el miembro derecho de la equivalencia
se transforma en:
(Mod(Γ¯) *Mod(υ)) &˙ (Mod(Γ¯) ∩Mod(ω) ⊆Mod(υ)).
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2”- Relacio´n inferencial abductiva ordinaria s-p plana:
Γ¯|υ aO Ω¯ si y so´lo si
((
⋂
γ∈Γ¯
Mod(γ)) *Mod(υ)) &˙ ((
⋂
γ∈Γ¯
Mod(γ)) ∩ (
⋂
ω∈Ω¯
Mod(ω)) ⊆Mod(υ)).
Y, nuevamente, tras aplicar propiedades conjuntistas, el miembro derecho se trans-
forma en:
(Mod(Γ¯) *Mod(υ)) &˙ (Mod(Γ¯) ∩Mod(Ω¯) ⊆Mod(υ)).
Para que esta relacio´n inferencial fuese acumulativa en su tercera componente tendrı´a
que satisfacerse:
Γ¯|υ aO Ω¯ si y so´lo si ∀˙ω(ω ∈ Ω¯ ⇒˙ (Γ¯|υ ao ω)).
Ahora, substituyendo en el miembro de la derecha de esta equivalencia el enunciado
inferencial abductivo por su caracterizacio´n en te´rminos de modelos obtendrı´amos:
∀˙ω(ω ∈ Ω¯ ⇒˙ ((Mod(Γ¯) *Mod(υ)) &˙ (Mod(Γ¯) ∩Mod(ω) ⊆Mod(υ)))).
Lo cual es equivalente a:
(Mod(Γ¯) *Mod(υ)) &˙ (∀˙ω(ω ∈ Ω¯ ⇒˙ (Mod(Γ¯) ∩Mod(ω) ⊆Mod(υ)))).
Y a partir de esto u´ltimo se puede ver claramente que la relacio´n inferencial abduc-
tiva ordinaria s-p plana no es acumulativa en su tercera componente respecto de la
relacio´n inferencial abductiva ordinaria s-s plana.
Tampoco ahora son satisfactorias las siguientes definiciones a partir de la ver-
sio´n s-s:
a) Mediante cuantificacio´n existencial:
Γ¯|υ aO Ω¯ si y so´lo si ∃˙ω(ω ∈ Ω¯ ⇒˙ (Γ¯|υ ao ω)).
En este caso el miembro derecho se transformarı´a en:
(Mod(Γ¯) *Mod(υ)) &˙ (∃˙ω(ω ∈ Ω¯ ⇒˙ (Mod(Γ¯) ∩Mod(ω) ⊆Mod(υ)))).
b) Mediante cuantificacio´n unitaria:
Γ¯|υ aO Ω¯ si y so´lo si ∃˙!ω(ω ∈ Ω¯ ⇒˙ (Γ¯|υ ao ω)).
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En este caso el miembro derecho se transformarı´a en:
(Mod(Γ¯) *Mod(υ)) &˙ (∃˙!ω(ω ∈ Ω¯ ⇒˙ (Mod(Γ¯) ∩Mod(ω) ⊆Mod(υ)))).
3”- Relacio´n inferencial abductiva ordinaria p-s plana:
Γ¯|Υ¯ Ao ω si y so´lo si
((
⋂
γ∈Γ¯
Mod(γ)) * (
⋂
υ∈Υ¯
Mod(υ))) &˙ ((
⋂
γ∈Γ¯
Mod(γ)) ∩Mod(ω) ⊆ (
⋂
υ∈Υ¯
Mod(υ))).
Y aplicando propiedades conjuntistas sobre el miembro derecho e´ste da lugar a:
(Mod(Γ¯) *Mod(Υ¯)) &˙ (Mod(Γ¯) ∩Mod(ω) ⊆Mod(Υ¯)).
Para que esta relacio´n inferencial fuese acumulativa en su tercera componente debe
satisfacerse:
Γ¯|Υ¯ Ao ω si y so´lo si ∀˙υ(υ ∈ Υ¯ ⇒˙ (Γ¯|υ ao ω)).
Tras substituir en el miembro de la derecha de esta equivalencia el enunciado infe-
rencial abductivo por su caracterizacio´n en te´rminos de modelos obtendrı´amos:
∀˙υ(υ ∈ Υ¯ ⇒˙ ((Mod(Γ¯) *Mod(υ)) &˙ (Mod(Γ¯) ∩Mod(ω) ⊆Mod(υ)))).
Lo cual es equivalente a:
(∀˙υ(υ ∈ Υ¯ ⇒˙ (Mod(Γ¯) *Mod(υ)))) &˙
(∀˙υ(υ ∈ Υ¯ ⇒˙ (Mod(Γ¯) ∩Mod(ω) ⊆Mod(υ)))).
Y aunque el segundo miembro de esta conjuncio´n sı´ se satisface en general, no ocu-
rre lo mismo con el primer miembro (un contraejemplo sencillo viene dado por el
caso en el que exista una fo´rmula υ que satisfaga tanto υ ∈ Υ como υ ∈ Γ). Por
lo tanto, podemos concluir que la relacio´n inferencial abductiva ordinaria p-s plana
no es acumulativa en su segunda componente respecto de la relacio´n inferencial ab-
ductiva ordinaria s-s plana.
4”- Relacio´n inferencial abductiva ordinaria p-p plana:
(Γ¯|Υ¯ AO Ω¯) si y so´lo si
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((
⋂
γ∈Γ¯
Mod(γ)) * (
⋂
υ∈Υ¯
Mod(υ))) &˙ ((
⋂
γ∈Γ¯
Mod(γ))∩(
⋂
ω∈Ω¯
Mod(Ω¯)) ⊆ (
⋂
υ∈Υ¯
Mod(υ)))
Y aplicando propiedades conjuntistas sobre el miembro derecho de la equivalencia
e´ste da lugar a:
(Mod(Γ¯) *Mod(Υ¯)) &˙ (Mod(Γ¯) ∩Mod(Ω¯) ⊆Mod(Υ¯)).
Con procedimientos ana´logos a los que aparecen en los anteriores casos 2” y
3” podemos concluir que la relacio´n inferencial abductiva ordinaria p-p plana en
general no es acumulativa en su segunda componente respecto de otra similar s-p ni
tampoco acumulativa en su tercera componente respecto de otra similar p-s.
Parte III
Nuevas herramientas formales para
el tratamiento de la abduccio´n en
lo´gicas no cla´sicas
(capı´tulos 6 a 8)

Capı´tulo 6
Lo´gica de la comunicacio´n y el
cambio (LCC)
Con este capı´tulo comenzamos un nuevo bloque en el que nuestras aportaciones
versan sobre cuestiones que, de entrada, no parecen estar relacionadas con la abduc-
cio´n, pero en las que hemos investigado teniendo a la vista, entre otros objetivos, su
uso como herramientas que posibilitan la modelizacio´n de dicho tipo de inferencia
en lo´gicas no cla´sicas. Las modelizaciones en estos sistemas tienen la ventaja de
que permiten dar cuenta de de aspectos que no pueden ser recogidos por las lo´gi-
cas cla´sicas. Pensemos, por ejemplo, en lo que dijimos en la seccio´n primera del
segundo capı´tulo acerca de co´mo modelizar en lo´gica proposicional cla´sica la idea
de que un hecho era sorprendente para algu´n agente. Finalmente no tuvimos ma´s
opcio´n que identificar sorpresa con desconocimiento para un agente cualquiera y, a
su vez, habı´amos ya identificado el conocimiento de una proposicio´n por un agen-
te cualquiera con la posibilidad de inferirla a partir de una base de conocimientos
materializada en un conjunto de premisas. Esto conlleva varios problemas que ya
fueron identificados en el lugar citado, entre ellos la ‘disolucio´n’ de la referencia
al agente que realiza la operacio´n abductiva, pero tambie´n la omnisciencia lo´gica
y la imposibilidad de revisar las conclusiones alcanzadas. Hecho este ana´lisis, que
descubre una situacio´n ciertamente insatisfactoria, parece muy razonable dirigir la
mirada hacia otros sistemas lo´gicos que no nos obliguen, cual Procrusto, a forzar
tanto la cuestio´n para su encaje en los ‘moldes’ admitidos por los sistemas cla´sicos.
Una opcio´n muy natural es explorar el a´mbito de la Lo´gica Episte´mica Dina´mi-
ca –entendida e´sta en un sentido amplio que de´ cuenta no so´lo del conocimiento
379
380 Capı´tulo 6. Lo´gica de la comunicacio´n y el cambio (LCC)
sino tambie´n de las creencias y acogiendo a una multiplicidad de sistemas lo´gicos
distintos–, puesto que la abduccio´n no deja de ser una operacio´n que goza de ese
rasgo modal. En esta lı´nea se encuentran los interesantes trabajos de Fernando So-
ler y Fernando Vela´zquez [STVQ10], [STVQ12] y [STVQ14] y el de los anteriores
junto a A´ngel Nepomucento Nepomuceno-A.–Soler-F.–Velazquez-F.R.2013, todos
ellos con el objetivo comu´n de modelizar la abduccio´n en el marco de la lo´gica
episte´mica dina´mica –entendida e´sta en sentido restringido, por lo que en adelante
le agregaremos el adjetivo convencional–.
En esa lı´nea de exploracio´n emerge la lo´gica de la comunicacio´n y el cambio
(LCC) como uno de los mejores candidatos para avanzar en el objetivo propuesto.
La clave esta´ en que este sistema nos brinda la posibilidad de modelizar no so´lo el
cambio de conocimiento de ciertos agentes, sino tambie´n el cambio fa´ctico mismo.
Veamos por que´ es eso un elemento cuya consideracio´n parece necesaria. Un hecho
sorprendente a menudo tiene dos polos: el primero es el cambio en el mundo de los
hechos (sea real o imaginado) y el segundo es la confrontacio´n que el agente hace
del hecho observado o imaginado con la teorı´a que resulte pertinente, proceso que
desemboca en la constatacio´n de la existencia de un fracaso inferencial. Ası´ pues,
el origen del detonante abductivo es un cambio fa´ctico. El gran inconveniente que
inicialmente encontramos en la adopcio´n de LCC radica en sus peores propiedades
computacionales en comparacio´n con la lo´gica episte´mica dina´mica convencional
a la vez que en que el resultado de la transformacio´n de programas genera mul-
titud de componentes en las fo´rmulas. Por ello, y materializando la preocupacio´n
que en este tercer bloque de esta tesis doctoral mostramos hacia la implementacio´n
en herramientas informa´ticas de las nuevas modelizaciones en lo´gicas no cla´sicas,
este trabajo consigue justamente avanzar en relacio´n a los dos defectos indicados,
logrando la eliminacio´n de los componentes irrelevantes y la rebaja del coste de
computacio´n, tanto a nivel teo´rico en los casos tı´picos como a nivel aplicado en
cualesquiera ejemplos concretos en los que sea implementado.
Veamos ra´pidamente co´mo hemos estructurado el capı´tulo. En la primera sec-
cio´n contextualizaremos que´ es LCC en el marco de la Lo´gica Episte´mica Dina´mica
y en la segunda desgranaremos cua´les son sus ‘ingredientes’ ba´sicos e igualmente
presentaremos los axiomas de reduccio´n y los transformadores de programas que
aparecen en el artı´culo fundacional de LCC. En la tercera seccio´n explicaremos
co´mo podemos obtener, a trave´s del me´todo ecuacional de Brzozowski, las expre-
siones regulares que representan el lenguaje aceptado por un auto´mata finito, de-
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tenie´ndonos de manera especial en el caso ma´s peliagudo: el cierre de Kleene. En
la cuarta introduciremos el nu´cleo novedoso de nuestra propuesta: una definicio´n
alternativa de los transformadores de programas usando un tratamiento matricial
del citado me´todo de Brzozowski; con estos nuevos transformadores podremos de-
finir una funcio´n alternativa de traduccio´n desde LCC a PDL y un nuevo sistema
axioma´tico. En la u´ltima seccio´n haremos varios comentarios sobre la complejidad
computacional teo´rica de este enfoque y sobre los costes computacionales efectivos
para distintos casos de prueba que se han obtenido con cada uno de los dos me´todos
(para hacer la comparativa se han construido sendos programas en lenguaje Prolog
y se han ejecutado para cada uno de esos casos de prueba). Mientras el me´todo de
Brzozowski y el usado en el artı´culo original de LCC [vBvEK06] son equivalentes,
el primero es computacionalmente ma´s eficiente; adema´s, el tratamiento matricial
presentado aquı´ es ma´s sinte´tico, simple y elegante, permitiendo por tanto una im-
plementacio´n ma´s simple.
6.1. Que´ es LCC
La Lo´gica Episte´mica Dina´mica, entendida como suba´rea dentro de la Lo´gi-
ca Deductiva y, por tanto, como un marco de trabajo que abarca diversos sistemas
lo´gicos (entre ellos los indicados en [vDvdHK07] y [vB11]), tiene como objetivo
principal el estudio de diferentes actitudes episte´micas correspondientes a uno o va-
rios agentes ası´ como la forma en que su conocimiento puede cambiar debido a las
diversas acciones episte´micas que pueden realizar cada uno de ellos. Estas lo´gicas
tienen tı´picamente dos componentes ba´sicos: uno ‘esta´tico’–que usa algu´n mode-
lo relacional multiagente de tipo kripkeano para representar la idea a estudiar (por
ejemplo, el conocimiento o las creencias)–, y otro ‘dina´mico’ –que usa operaciones
sobre el modelo para representar las acciones episte´micas que modifican la confi-
guracio´n correspondiente a la nocio´n elegida (entre ellas, acciones como la revisio´n
de creencias, distintos tipos de anuncios e inferencias abductivas)–. Hagamos un
inciso: esta forma de representar la dina´mica es diferente de otros enfoques presen-
tes en la literatura lo´gica –como, por ejemplo, la lo´gica temporal episte´mica que
aparecen en [FHMV95] y [PR03], en la cual en el modelo esta´tico ya se describe no
so´lo la nocio´n de referencia, sino tambie´n todas las posibles formas en que puede
variar debido a la accio´n episte´mica elegida (una comparacio´n ente ambos enfoques
puede verse en [vBGHP09])–.
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Entre los diversos sistemas lo´gicos que se agrupan en la Lo´gica Episte´mica
Dina´mica, la lo´gica de la comunicacio´n y el cambio de Johan van Benthem, Jan van
Eijck y Barteld Kooi [vBvEK06] se erige como uno de los ma´s interesantes por su
gran expresividad. Este sistema lo´gico posee un componente ‘esta´tico’ que se con-
creta en una lo´gica dina´mica proposicional (a la que designaremos ma´s brevemente
como PDL) –al estilo de la presentada en [HKT00]– interpretada episte´micamen-
te, junto con la ‘maquinaria’ de los modelos de accio´n –como los que se recogen
en[BMS98] y [BM04]– para representar el conocimiento acerca de las acciones
episte´micas (es decir, como componente ‘dina´mico’). El sistema LCC nos permite
modelar no so´lo mu´ltiples acciones episte´micas mediante las que el agente capta de
una fuente externa a e´l nueva informacio´n (como, por ejemplo, anuncios pu´blicos,
privados o secretos) o procesos por los que puede extraer nuevas conclusiones a
partir de la informacio´n que ya poseı´a (por ejemplo, inferencias abductivas), sino
tambie´n el cambio fa´ctico.
Una caracterı´stica clave de esta lo´gica es que caracteriza el efecto de la ejecu-
cio´n de un modelo de accio´n mediante axiomas de reduccio´n: fo´rmulas va´lidas a
trave´s de las cuales es posible reescribir una fo´rmula con modalidades de actualiza-
cio´n de modelos de accio´n en otra equivalente sin dichas modalidades, reduciendo
ası´ LCC a PDL y, por lo tanto, proporcionando un ana´lisis composicional para una
amplia gama de eventos informativos. Por ejemplo, el axioma de reduccio´n para la
conjuncio´n nos dice que una conjuncio´n ϕ ∧ ψ siempre sera´ verdad despue´s de que
cualquier modelo de accio´n apuntado (U, ei) sea ejecutado –lo cual anotamos como
[U, ei](ϕ ∧ ψ)–, si y so´lo si tanto ϕ como ψ son verdaderos despue´s de ejecutar tal
accio´n –lo cual anotamos como [U, ei]ϕ ∧ [U, ei]ψ–. Otro ejemplo viene dado por
el axioma de reduccio´n para fo´rmulas ato´micas p, el cual reduce efectivamente una
fo´rmula LCC [U, ei]p en una fo´rmula sobre las condiciones de la accio´n ei y sus
efectos sobre p. Para comprender mejor ambos ejemplos mı´rese en la pa´gina 390 la
tabla 2 (6.2).
Como era de esperar, el axioma de reduccio´n crucial es el que caracteriza el
efecto de la ejecucio´n de un modelo de accio´n sobre las modalidades episte´micas
programas PDL (aquı´ representados como pi):
[U, ei][pi]ϕ ↔
n−1∧
j=0
[TUij (pi)][U, ej]ϕ.
Este axioma, que analizaremos con mayor detalle ma´s adelante, caracteriza el
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cambio episte´mico que el modelo de accio´n U produce: despue´s de ser ejecuta-
do cualquier modelo de accio´n apuntado (U, ei), cualquier pi-camino en el modelo
episte´mico multiagente resultante conduce a un ϕ-mundo (es decir, [U, ei][pi]ϕ), si
y so´lo si, para cada accio´n ej en el modelo de accio´n U, cada TUij (pi)-camino en
el modelo episte´mico multiagente original termina en un mundo que, despue´s de la
ejecucio´n de cada (U, ej), satisfara´ ϕ. El axioma se basa en la correspondencia entre
los modelos de accio´n y auto´matas finitos investigada en [vBK04b] y su principal
componente, el denominado transformador de programas TUij , sigue la traduccio´n
de Kleene desde auto´matas finitos a expresiones regulares expuesta en [Kle56].
En este capı´tulo proponemos una definicio´n alternativa de los transformadores
de programas, utilizando para ello un tratamiento matricial del me´todo ecuacional
de Brzozowski [Brz64] que permite la obtencio´n de una expresio´n que representa
al lenguaje aceptado por un auto´mata finito dado (usado de esta manera por primera
vez por [Con71]). La principal ventaja de esta definicio´n alternativa es su menor
complejidad, permitiendo ası´ implementaciones ma´s eficiente de cualquier me´todo
basado en LCC y, en particular, de la operaciones episte´micas consistentes en la
realizacio´n de inferencias abductivas.
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Nos parece que resulta imprescindible que, antes de explicar nuestras aportacio-
nes novedosas, presentemos siquiera brevemente los componentes ba´sicos de este
sistema lo´gico: su lenguaje, su sema´ntica y un sistema axioma´tico para el mismo.
A lo largo de la seccio´n, designaremos mediante Var a un conjunto de fo´rmulas
ato´micas (concretamente variables proposicionales) y por Ag a un conjunto finito
de agentes.
Comenzamos esta presentacio´n de los ‘ingredientes’ ba´sicos de LCC fija´ndo-
nos en las estructuras involucradas y, en primer lugar, en la estructura sobre la que
interpretaremos las fo´rmulas.
Definicio´n 174 (Modelo episte´mico multiagente).
Un modelo episte´mico multiagente1 M es una terna (W, 〈Ra〉a∈Ag , V ) donde W 6=
∅ es un conjunto de mundos, Ra ⊆ (W ×W ) es una relacio´n episte´mica para cada
1 Para no hacer excesivamente complicada la lectura omitiremos en el resto del capı´tulo la
palabra multiagente cuando nos refiramos a este concepto.
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agente a ∈ Ag y V : Var → ℘(W ) es una funcio´n de evaluacio´n de las fo´rmulas
ato´micas.
Como es habitual, cada mundo posible puede ser interpretado como un estado
posible de hechos (cada uno de ellos definido por una evaluacio´n ato´mica), y ca-
da relacio´n Ra representa la incertidumbre de un agente a sobre la situacio´n: en
el mundo w, para el agente a todos los mundos u tal que wRau son episte´mica-
mente posibles –es decir, son vistos como posibles por este agente–. Mostramos un
ejemplo de modelo episte´mico en la figura 1 (6.2).
p ¬p
abc abcbc
Fig. 1 (6.2): Un modelo episte´mico M con un mundo actual que satisface p
(cı´rculo gris) y un mundo posible que satisface ¬p (cı´rculo blanco). Las flechas
representan las relaciones de accesibilidad Ra, Rb y Rc, de modo que so´lo el
agente a conoce actualmente p, mientras que b y c lo desconocen (en el sentido
de que no saben si se satisface p o ¬p).
A continuacio´n veamos la estructura que se utilizara´ para representar el conoci-
miento acerca de las acciones episte´micas.
Definicio´n 175 (Modelo de accio´n multiagente).
Sea L un lenguaje construido sobre Var y Ag que se puede interpretar sobre
modelos episte´micos multiagentes. Un L-modelo de accio´n multiagente2 U es una
tetra-upla (E, 〈Ra〉a∈Ag , pre, sub) donde E = {e0, . . . , en−1} es un conjunto finito
no vacı´o de acciones, Ra ⊆ (E × E) es una relacio´n binaria para cada a ∈ Ag ,
pre : E → L es una funcio´n precondicio´n que asigna una fo´rmula pre(e) ∈ L
a cada accio´n e ∈ E y sub : (E× Var)→ L es una funcio´n postcondicio´n que
asigna una fo´rmula sub(e, p) ∈ L a cada a´tomo p ∈ Var para cada accio´n e ∈ E.
Con respecto a la funcio´n postcondicio´n, se requiere que sub(e, p) 6= p so´lo para
un nu´mero finito de a´tomos p3. Enfatizamos el hecho de que en esta definicio´n el
lenguaje L es so´lo un para´metro.
2 Para no hacer excesivamente complicada la lectura omitiremos en el resto del capı´tulo la
palabra multiagente cuando nos refiramos a este concepto.
3 Se necesitan estos requisitos de finitud (dominio finito y so´lo un nu´mero finito de a´tomos
afectados por la funcio´n de postcondicio´n) para permitir que el modelo de accio´n apuntado (U, e)
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Del mismo modo que cada relacio´n Ra describe la incertidumbre del agente a
acerca de la situacio´n, cada Ra representa la incertidumbre del agente acerca de la
accio´n que se ejecuta: eRaf indica que a puede concebir f desde e.
Ejemplo 176.
La figura 2 (6.2) ilustra tres modelos de accio´n para anuncios en un conjunto de tres
agentes de Ag = {a, b, c}. Cada una de las acciones, por ejemplo f, es puramen-
te episte´mica (esto es, preservadora de hechos), ası´ que sub(f, p) = p para cada
p ∈ Var . Las flechas etiquetadas denotan las relaciones de accesibilidad Ra, Rb o
Rc; un cı´rculo gris indica la accio´n que se ejecuta realmente, mientras que otras ac-
ciones (que algunos agentes erro´neamente creen que es posible que ocurran) esta´n
representadas por cı´rculos blancos. Las precondiciones se escriben debajo de las
acciones correspondientes.
p!aAg
p!ab ¬p!ab
p†ab p!ab
skipa
p ¬p p
p ¬p >
abc
abc abcc
a
ab
abc
b
c c
Fig. 2 (6.2): (Arriba a la izquierda) Anuncio pu´blico verdadero de la pro-
posicio´n p por a (denotado p!aAg ). (Abajo a la izquierda) Anuncio privado de a
a b sobre la proposicio´n p (denotado p!ab ) –aquı´ el agente c so´lo conoce el tema
del mensaje–. (Derecha) Mentira secreta de la proposicio´n p realizada por a a
b (denotada p†ab ), la cual es aceptada por b como verdad, es decir, como si fuese
p!ab ); el agente c no tiene conciencia de ninguna comunicacio´n entre a y b.
Como se ha mencionado, los modelos de accio´n representan tanto las acciones
como el conocimiento acerca de estas acciones en el sistema. Los modelos de accio´n
modifican los modelos episte´micos multiagentes de la siguiente manera:
–un par en el que U es un L-modelo de accio´n y e una accio´n distinguida en e´l– este´ asociado a
un objeto sinta´ctico y, por lo tanto, pueda ser utilizado dentro de las fo´rmulas. Para ma´s detalles, se
puede consultar la discusio´n acerca de los modelos de accio´n en la seccio´n 6.1 de [vDvdHK07].
386 Capı´tulo 6. Lo´gica de la comunicacio´n y el cambio (LCC)
Definicio´n 177 (Ejecucio´n de actualizacio´n).
Sea M = (W, 〈Ra〉a∈Ag , V ) un modelo episte´mico y U = (E, 〈Ra〉a∈Ag , pre, sub) un
L-modelo de accio´n, ambos sobre Var y Ag . Recordemos que L es cualquier len-
guaje construido sobre Var y Ag que se puede interpretar sobre modelos episte´mi-
cos multiagentes, por lo que podemos asumir la existencia de una funcio´n J·KM que
devuelve los mundos de M en los que la fo´rmula L se mantiene.
La ejecucio´n de actualizacio´n de U sobre M produce un modelo episte´mico
(M ⊗ U) = (WM⊗U, 〈RM⊗Ua 〉a∈Ag , V M⊗U) dado por:
WM⊗U := { (w, e) ∈ W × E | w ∈ [pre(e)]M }
RM⊗Ua := { 〈(w, e), (v, f)〉 ∈ WM⊗U ×WM⊗U | wRav y e Raf }
V M⊗U(p) := { (w, e) ∈ WM⊗U | w ∈ [sub(e, p)]M }
para cada a ∈ Ag y p ∈ Var .
Por lo tanto, la ejecucio´n de la actualizacio´n U sobre M produce un modelo
episte´mico M ⊗ U cuyo dominio es el producto cartesiano restringido de los domi-
nios de los modelos originales. EnM⊗U, un mundo (w, e) satisface un a´tomo p si y
so´lo si w satisfacı´a la fo´rmula sub(e, p) en M ; finalmente, un agente a ve un mundo
(u, f) como posible desde (w, e) si y so´lo si ve u desde w (en M ) y ve f desde e (en
U). Veamos la figura 3 (6.2) para una ilustracio´n de diferentes actualizaciones en un
modelo episte´mico.
Con las estructuras sema´nticas ya definidas, es el momento de definir el lenguaje
que se utiliza para describirlas. Te´ngase en cuenta que las fo´rmulas (y programas)
del lenguaje LLCC son definidas simulta´neamente con la nocio´n de LLCC-modelo
de accio´n (es decir, un modelo de accio´n que usa LLCC para sus funciones precon-
dicio´n y postcondicio´n).
Definicio´n 178 (El lenguaje LLCC).
Las fo´rmulas ϕ y los programas pi del lenguaje LLCC vienen dados, respectiva-
mente, por:
ϕ ::= > | p | ¬ϕ | ϕ1 ∧ ϕ2 | [pi]ϕ | [U, e]ϕ
pi ::= a | ?ϕ | pi1; pi2 | pi1 ∪ pi2 | pi∗
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p ¬p p ¬p
e p!ab ¬p!ab
¬p p ¬p
p 7→ ⊥
p p ¬p
M
U
M ⊗ U
abc abcbc abc abcbc
abc abc abcc
abc abc abcc
Fig. 3 (6.2): Dos ejemplos de ejecucio´n de actualizacio´n en el modelo
episte´micoM de la figura 1 (6.2), donde so´lo el agente a conoce la proposicio´n p.
(Izquierda) La accio´n e representa un cambio pu´blico (es decir, pu´blicamente
observable) a la proposicio´n ¬p; notemos que la postcondicio´n esta´ escrita en-
cima de la accio´n. Despue´s de la ejecucio´n, se convierte en conocimiento comu´n
la proposicio´n ¬p. (Derecha) Un anuncio privado de a a b sobre la proposicio´n
p resulta en un nuevo modelo en el que es pu´blico que b ahora conoce si p, y
so´lo c se mantiene ignorante sobre dicha proposicio´n.
donde p ∈ Var , a ∈ Ag y (U, e) es un par con un LLCC-modelo de accio´n U y una
accio´n e de este modelo.
Como la definicio´n establece, el conjunto de fo´rmulas LCC contiene las propo-
siciones ato´micas y>, y esta´ cerrado bajo el negador, el conjuntor, y los operadores
modales [pi] (siendo pi un programa) y [U, e] (para U un LLCC-modelo de accio´n y
e una accio´n en e´l)4. Del otro lado, el conjunto de programas LCC contiene progra-
mas ba´sicos para agentes a y tests ?ϕ (siendo ϕ una fo´rmula), y ello esta´ cerrado
bajo composicio´n secuencial (“;”), eleccio´n no determinista (“∪”) y cierre de Klee-
ne (“∗”).
So´lo queda definir la funcio´n J·KM asociada a LLCC que recoge los mundos de
un modelo episte´mico dado (M ) en el que una fo´rmula LLCC dada se mantiene. En
el caso de LCC,esta funcio´n tambie´n expresa los pares de mundos relacionados por
un programa LLCC dado.
4 A partir de ahora, todos los modelos de accio´n se supone que son LLCC-modelos de accio´n.
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Definicio´n 179 (Sema´ntica de LLCC).
Sean un modelo episte´mico M = (W, 〈Ra〉a∈Ag , V ) y un modelo de accio´n U =
(E, 〈Ra〉a∈Ag , pre, sub). La funcio´n J·KM , devuelve tanto los mundos W en los que
una LLCC-fo´rmula se mantiene como los pares de W ×W en los que ocurre eso
para un LLCC-programa; su definicio´n distingue los siguientes casos:
Para fo´rmulas:
J>KM := W
JpKM := V (p)
J¬ϕKM := W \ JϕKM
Jϕ1 ∧ ϕ2KM := Jϕ1KM ∩ Jϕ2KM
J[pi]ϕKM := {w ∈ W | ∀v((w, v) ∈ JpiKM ⇒ v ∈ JϕKM)}
J[U, e]ϕKM := {w ∈ W | w ∈ Jpre(e)KM ⇒ (w, e) ∈ JϕKM⊗U}
Para programas:
JaKM := Ra
J?ϕKM := IdJϕKMJpi1; pi2KM := Jpi1KM ◦ Jpi2KM
Jpi1 ∪ pi2KM := Jpi1KM ∪ Jpi2KM
Jpi∗KM := (JpiKM)∗
Tabla 1 (6.2): Sema´ntica: reglas de evaluacio´n de LLCC .
donde ◦ y ∗ son la composicio´n y el operador de cierre reflexivo transitivo, respec-
tivamente. Destacamos dos casos especiales para el programa test: [?⊥]M = ∅ y
[?>]M = IdW .
Aunque LCC se puede ver de manera abstracta como la lo´gica de los progra-
mas regulares (la parte PDL) ma´s los modelos de accio´n (modalidades de la forma
[U, e]), es tamie´n ilustrativo indagar su interpretacio´n episte´mica, en particular, la de
sus programas de PDL. Los programas ‘agente’ ba´sicos a ∈ Ag producen fo´rmulas
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de la forma [a]ϕ, leı´das simplemente como el agente a conoce / cree ϕ como en
la Lo´gica Episte´mica Dina´mmica convencional. Hay ma´s programas complejos que
tambie´n tienen lecturas episte´micas. Las fo´rmulas de la forma [pi1; pi2]ϕ, que consis-
ten en la composicio´n secuencial de pi1 y a continuacio´n pi2, puede ser leı´do como
pi1 conoce / cree que pi2 conoce / cree ϕ, y por tanto pueden ser usadas para expresar
conocimiento anidado / creencia anidada; las fo´rmulas de la forma [pi1 ∪ pi2]ϕ, que
consisten en la unio´n de las relaciones para pi1 y pi2, puede ser leı´da como tanto pi1
como pi2 conocen / creen ϕ, y por tanto pueden ser usadas para expresar conocimien-
to / creencia de grupo; finalmente, las fo´rmulas de la forma [pi∗]ϕ, que consisten del
cierre reflexivo y transitivo de las relaciones para pi, puede ser leı´do como ϕ es el
caso, pi lo conoce, pi conoce que lo conoce, y ası´ sucesivamente, y por tanto puede
ser usado para expresar conocimiento comu´n (o, si pi+ := pi; pi∗ se utiliza en lugar
de pi∗, creencia comu´n). Las modalidades que involucran modelos de accio´n se li-
mitan a afirmar los efectos de las acciones, con fo´rmulas de la forma [U, e]ϕ leı´das
como ϕ es el caso despue´s de cualquier ejecucio´n de la accio´n apuntada (U, e).
Sistema axioma´tico El sistema axioma´tico para LCC, mostrado en la tabla 2
(6.2), combina el sistema axioma´tico conocido de su fragmento PDL (los nueve pri-
meros) [HKT00]) con axiomas de recursio´n para su fragmento de modelo de accio´n
(los seis u´ltimos axiomas). Intuitivamente, los axiomas de recursio´n son fo´rmulas
va´lidas caracterizando una situacio´n despue´s de la ejecucio´n de una actualizacio´n en
te´rminos de una situacio´n antes de tal actualizacio´n, y, por tanto, que indica co´mo
reescribir una fo´rmula con un operador modal de modelos de accio´n como otra
fo´rmula equivalente pero sin dicho operador. Por tanto, mientras la correccio´n se si-
gue de la validez de estos nuevos axiomas, la completitud se sigue de la completitud
del sistema ba´sico5.
En nuestro caso particular, los axiomas de recursio´n para las proposiciones
ato´micas y las constantes booleanas / los operadores booleanos son esta´ndar pa-
ra los modelos de accio´n con cambio o´ntico (es decir, con cambio en la funcio´n de
evaluacio´n) [vDK08]: el axioma (atom) establece que un a´tomo p sera´ el caso des-
pue´s de cualquier ejecucio´n de actualizacio´n con el modelo de accio´n U y la accio´n
e (es decir, [U, e]p) si y so´lo si antes de la actualizacio´n la fo´rmula sub(e, p) se man-
tiene cada vez que pre(e) se mantiene (ası´ pues, pre(e) → sub(e, p)); los axiomas
(neg) y (conj) afirman que se conmuta la ejecucio´n de actualizacio´n con la negacio´n
5 Ve´ase el capı´tulo 7 de [vDvdHK07] para una extensa explicacio´n de esta te´cnica.
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(taut) Tautologı´as proposicionales
(K) [pi](ϕ1 → ϕ2)→ ([pi]ϕ1 → [pi]ϕ2)
(test) [?ϕ1]ϕ2 ↔ (ϕ1 → ϕ2)
(sec) [pi1; pi2]ϕ↔ [pi1][pi2]ϕ
(elec) [pi1 ∪ pi2]ϕ↔ [pi1]ϕ ∧ [pi2]ϕ
(mix) [pi∗]ϕ↔ ϕ ∧ [pi][pi∗]ϕ
(ind) ϕ ∧ [pi∗](ϕ→ [pi]ϕ))→ [pi∗]ϕ
(MP) De ` ϕ1 y ` ϕ1 → ϕ2 se infiere ` ϕ2
(Npi) De ` ϕ se infiere ` [pi]ϕ
(top) [U, e]> ↔ >
(atom) [U, e]p↔ (pre(e)→ sub(e, p))
(neg) [U, e]¬ϕ↔ (pre(e)→ ¬[U, e]ϕ)
(conj) [U, e](ϕ1 ∧ ϕ2)↔ ([U, e]ϕ1 ∧ [U, e]ϕ2)
(prog) [U, ei][pi]ϕ↔
∧n−1
j=0 [T
U
ij (pi)][U, ej]ϕ
(NU) De ` ϕ se infiere ` [U, e]ϕ
Tabla 2 (6.2): Ca´lculo para LCC en [vBvEK06]: ca´lculo para PDL (los nueve
primeros axiomas) junto al axioma de reduccio´n y la regla de necesitacio´n para
[U, e] (los 6 restantes).
(mo´dulo su precondicio´n) y se distribuye sobre conjuncio´n, respectivamente.
El axioma de recursio´n ma´s importante (prog), caracteriza el efecto de un mo-
delo de accio´n sobre programas LCC. Afirma que despue´s de cualquier ejecucio´n
de actualizacio´n con U en ei, cada pi-camino en el modelo episte´mico resultante
dara´ lugar a un ϕ-mundo (es decir, [U, ei][pi]ϕ) si y so´lo si antes de la actualizacio´n
cada camino TUij (pi) conduce a un mundo que satisfara´ ϕ despue´s de cualquier eje-
cucio´n con U en ej donde ej es alguna accio´n de U,
∧n−1
j=0 [T
U
ij (pi)][U, ej]ϕ. En este
axioma, el transformador de programas TUij es crucial, tomando un programa LCC
en el que pi representa un camino sobre M ⊗ U y devolviendo un programa LCC
en el que TUij (pi) representa un camino ‘correspondiente’ en M , teniendo especial
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cuidado de que tal camino tambie´n se puede producir en el modelo de accio´n U. Un
transformador de programas sigue la traduccio´n de Kleene de auto´matas finitos a
expresiones regulares [Kle56],y es formalmente definido como sigue.
Definicio´n 180 (Transformador de programas (v. [vBvEK06])).
Sea U = (E, 〈Ra〉a∈Ag , pre, sub) un modelo de accio´n con E = {e0, . . . , en−1}. El
transformador de programas TUij (i, j ∈ {0, . . . , n−1}) en el conjunto de programas
LCC es definido como:
TUij (a) :=
?pre(ei); a si eiRaej?⊥ en otro caso
TUij (?ϕ) :=
?(pre(ei) ∧ [U, ei]ϕ) si i = j?⊥ en otro caso
TUij (pi1; pi2) :=
⋃n−1
k=0(T
U
ik(pi1);T
U
kj(pi2))
TUij (pi1 ∪ pi2) := TUij (pi1) ∪ TUij (pi2)
TUij (pi
∗) := KUijn(pi)
Estando KUijn definido inductivamente como sigue:
KUij0(pi) :=
?> ∪ T
U
ij (pi) si i = j
TUij (pi) en otro caso
KUij(k+1)(pi) =

(KUkkk(pi))
∗ si i = k = j
(KUkkk(pi))
∗;KUkjk(pi) si i = k 6= j
KUikk(pi); (K
U
kkk(pi))
∗ si i 6= k = j
KUijk(pi) ∪ (KUikk(pi); (KUkkk(pi))∗;KUkjk(pi)) si i 6= k 6= j
Tabla 3 (6.2): Transformador de programas (v. [vBvEK06]).
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Ejemplo 181.
En el modelo de accio´n de la figura 3 (6.2) (izquierda), el axioma para el cambio
pu´blico a ¬p reduce una consecuencia episte´mica [U, e][a]¬p a un requisito antes
de la ejecucio´n (a saber, [?pre(e); a][U, e]¬p), el cual es necesariamente verdad –
ver ma´s abajo la columna izquierda–. De forma similar, en el modelo de accio´n
de un anuncio mentiroso privado segu´n la figura 2 (6.2) (derecha), enumera las
acciones como p†ab = e0, p!ab = e1 y skipa = e2. Entonces, el axioma para el anuncio
mentiroso p†ab transforma la mentira creı´da [U, p†ab ][b]p en un requisito anterior a la
ejecucio´n, tambie´n una tautologı´a –ver la columna de la derecha–.
[U, e][a]¬p [U, p†ab ][b]p
≡ [?pre(e); a][U, e]¬p ≡ [TU01(b)][U, p!ab ]p
≡ [?p; a]
(
pre(e)→ ¬[U, e]p
)
≡ [?pre(p†ab ); b][U, p!ab ]p
≡ p→ [a]
(
p→ ¬(pre(e)→ sub(e, p))
)
≡ [?¬p; b]
(
pre(p!ab )→ sub(p!ab , p)
)
≡ p→ [a]
(
p→ ¬(p→ ⊥)
)
≡ ¬p→ [b]
(
p→ p
)
≡ p→ [a]
(
p→ (p ∧ >)
)
≡ ¬p→ [b]>
≡ p→ [a]> ≡ > ≡ >
6.3. Transformacio´n de programas a trave´s de las ecua-
ciones de Brzozowski
Este documento propone una definicio´n alternativa del transformador de progra-
mas que se centra principalmente en el caso del operador cierre de Kleene. Para todo
programa pi definimos una matriz µU(pi) cuyas celdas son programas LCC. En esta
matriz, µU(pi)[i, j] (la celda en la fila i-e´sima y la columna j-e´sima) corresponde a
la transformacio´n (es decir, al camino en M ) de pi desde ei a ej (es decir, el camino
en M ⊗ U). La matriz µU(pi) puede interpretarse como la matriz de adyacencia de
un grafo dirigido etiquetado cuyos nodos son las acciones en E y cada arista de ei a
ej es etiquetada con la transformacio´n de pi desde ei a ej .
Antes de presentar las definiciones formales, introducimos nuestro me´todo de
manera informal. En los siguientes pa´rrafos presentamos ejemplos de modelos de
accio´n y etiquetamos las aristas tanto con un programa de LCC como con su trans-
formacio´n. Las etiquetas tienen dos partes separadas por una barra vertical, la parte
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izquierda es el programa LCC y la parte derecha es su transformacio´n. Por ejemplo,
en el diagrama de los agentes, la etiqueta de e0 a e1
a | ?pre(e0); a significa µU(a)[0, 1] = ?pre(e0); a.
Agente Supongamos que el modelo de accio´n U contiene una arista desde ei a ej
etiquetada con el agente a. Sea w un estado en el modelo episte´mico M . ¿Que´ tene-
mos que comprobar con el fin de garantizar que, despue´s de ejecutar (U, ei) sobre
(M,w), un a-camino desde (w, ei) a algu´n estado (w′, ej), persistira´ M ⊗ U? Pri-
mero necesitamos comprobar en M que ei es ejecutable en w, y despue´s que existe
un a-camino desde w a w′. Esto se muestra gra´ficamente en la siguiente figura:
e0 e1
a | ?pre(e0); a
Fig. 4 (6.3): Modelo de accio´n para programas de tipo agente.
Obviamente, si no hay un a-camino desde ei hasta ej en U, entonces la transfor-
macio´n de a es ?⊥, es decir µU(a)[i, j] = ?⊥.
Test La transformacio´n de un test desde algu´n ei hasta e´l mismo es justamente
un test. Pero la comprobacio´n tiene dos partes, ya que con el fin de testar ?ϕ en
(w, ei) deberı´amos primero comprobar que pre(ei) es verdad en w. Entonces, como
la ejecucio´n de la accio´n ei puede cambiar la funcio´n de valoracio´n, lo que testamos
en w no es so´lo ϕ sino [U, ei]ϕ. La transformacio´n de un test de algu´n estado a otro
estado diferente es siempre ?⊥.
ei
?ϕ | ?(pre(ei) ∧ [U, ei]ϕ)
Fig. 5 (6.3): Modelo de accio´n para programas de tipo test.
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Eleccio´n no determinista La transformacio´n de la eleccio´n pi1∪pi2 es la eleccio´n
de las transformaciones de ambos programas. Pero, dado que la eleccio´n de algu´n
programa pi con ?⊥ es equivalente a pi, podemos simplificar algunos casos.
e0 e1e2
pi1 | S011
pi2 | S012
pi1 | S021
pi1 ∪ pi2 | S011 ∪ S012pi1 ∪ pi2 | S021
Fig. 6 (6.3): Modelo de accio´n para programas de tipo eleccio´n no determi-
nista.
En el diagrama anterior, las transformaciones de algunos pi1 y pi2 son etiquetadas
con lı´neas de trazos. Cuando una lı´nea de este tipo entre dos nodos no existe, la
transformacio´n debe ser ?⊥. Las etiquetas de la forma Sjki representan programas
LCC correspondientes a la transformacio´n de pii desde ej a ek. Las transformaciones
de pi1 ∪ pi2 Se muestran con lı´neas continuas.
Composicio´n secuencial El estado ek es alcanzable desde ei a trave´s de la con-
catenacio´n de pi1 y pi2 si y so´lo si hay algu´n algu´n estado intermedio ej que es
alcanzable desde ei a trave´s de un pi1-camino y hay un pi2-camino desde ej a ek.
Sin embargo, pueden haber diferentes estados intermedios con estas propiedades
(e1 y e2 en el ejemplo de ma´s abajo). Ası´ pues, la transformacio´n de la concatena-
cio´n pi1; pi2 es la eleccio´n de todas las diferentes concatenaciones posibles (ver ma´s
abajo).
Hasta ahora, hemos procedido de una manera muy similar a la de la defini-
cio´n 180, simplemente simplificando algunos casos obvios tales como pi ∪ ?⊥, el
cual se deduce a pi. La principal novedad de nuestra transformacio´n esta´ en el cie-
rre de Kleene, dado que nosotros utilizamos un me´todo propuesto por Brzozowski
[Brz64], presentado aquı´ en formato matricial.
clausura de Kleene El siguiente grafo sera´ usado para ilustrar la creacio´n de las
transformaciones de pi∗ dadas las de pi. Aquı´ es donde nuestros transformadores de
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e0
e1
e2
e3
pi1
| S
01
1
pi1 | S 02
1
pi2 | S 13
2
pi2 | S
23
2
pi1;pi2 | (S011 ;S132 ) ∪ (S021 ;S232 )
Fig. 7 (6.3): Modelo de accio´n para programas de tipo composicio´n secuen-
cial.
programas son sustancialmente diferentes de los de [vBvEK06].
e0 e1 e2
pi | S01
pi | S10
pi | S21
pi | S11 pi | S22
Fig. 8 (6.3): Modelo de accio´n para programas de tipo clausura de Kleene.
En el gra´fico anterior, las etiquetas Sij representan las transformaciones de pi
desde ei a ej –cuando no hay una flecha entre nodos (refirie´ndonos tanto a los casos
de dos nodos diferentes como a los casos de flechas reflexivas), se supone que el
programa correspondiente es ?⊥–. Con el fin de encontrar las etiquetas X ij para las
transformaciones de pi∗, seguimos un me´todo ecuacional propuesto por primera vez
por Brzozowski [Brz64]. Observemos, por ejemplo, co´mo un pi∗-camino desde e1 a
e0 podrı´a comenzar con S10 (una instancia de pi desde e1 a e0) y despue´s continuar
con X00 (una instancia de pi∗ desde e0 a e0), pero podrı´a tambie´n empezar con S11
(una instancia de pi desde e1 a e1) y luego continuar con X10 (una instancia de pi∗
desde e1 a e0). En este caso, e´stas son las u´nicas dos posibilidades, las cuales pueden
ser representadas por la siguiente ecuacio´n:
X10 = (S10;X00) ∪ (S11;X10) (6.1)
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Las ecuaciones para X00 y X20 pueden obtenerse de forma similar:
X00 = ?pre(e0) ∪ (S01;X10) (6.2)
X20 = (S22;X20) ∪ (S21;X10) (6.3)
El resultado es un sistema de ecuaciones de programas LCC con X00, X10 y X20
como sus u´nicas variables. Observemos co´mo en (6.2) ?pre(e0) indica que un posi-
ble pi∗-camino desde e0 a sı´ mismo es no hacer nada, pero la transformacio´n debe
comprobar si e0 es ejecutable en el estado de destino –por lo tanto, debe testar
?pre(e0)–.
Para resolver el sistema anterior se procede mediante la sustitucio´n mediante
propiedades del a´lgebra de Kleene [Koz90], tales como las propiedades asociativa y
distributiva de los operadores. En primer lugar, podemos utilizar (6.2) para sustituir
X00 en (6.1):
X10 = (S10; (?pre(e0) ∪ (S01;X10))) ∪ (S11;X10)
= (S10; ?pre(e0)) ∪ (S10;S01;X10) ∪ (S11;X10)
= (S10; ?pre(e0)) ∪ (((S10;S01) ∪ S11);X10)
= ((S10;S01) ∪ S11)∗;S10; ?pre(e0)
(6.4)
La u´ltima igualdad en (6.4) usa el teorema de Arden [Ard]:X = B∪(A;X) implica
X = A∗;B. Ahora usamos (6.4) para sustituir X10 en (6.2):
X00 = ?pre(e0) ∪ (S01; ((S10;S01) ∪ S11)∗;S10; ?pre(e0)) (6.5)
Finalmente, sustituimosX10 en (6.3) y aplicamos el teorema de Arden para resolver
X20:
X20 = (S22;X20) ∪ (S21; ((S10;S01) ∪ S11)∗;S10; ?pre(e0))
= (S22)
∗
;S21; ((S10;S01) ∪ S11)∗;S10; ?pre(e0)
(6.6)
Tras resolver estas ecuaciones, cada X00, X10 y X20 representa un pi∗-camino
transformado desde, respectivamente, e0, e1 y e2 hasta e0; procesos similares produ-
cen etiquetas para los pi∗-caminos hasta e1 y e2. So´lo como ilustracio´n, se muestra
lo que sucede cuando desde algu´n estado (el caso de e0 y e1 en el ejemplo) hay al-
gunos estados no accesibles (e2 en el ejemplo). Las ecuaciones para los pi∗-caminos
hasta e2 son:
X22 = ?pre(e2) ∪ (S22;X22) ∪ (S21;X12) (6.7)
X12 = (S11;X12) ∪ (S10;X02) (6.8)
X02 = S01;X12 (6.9)
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Si usamos (6.9) para sustituir X02 en (6.8) obtenemos:
X12 = (S11;X12) ∪ (S10;S01;X12) = (S11 ∪ (S10;S01));X12 = ?⊥ (6.10)
En el u´ltimo paso hemos utilizado el teorema de Arden teniendo en cuenta que
X = (A;X) =?⊥ ∪ (A;X) y A∗; ?⊥ es equivalente a ?⊥. En el mismo sentido,
X02 es transformado a ?⊥. Entonces,
X22 = ?pre(e2) ∪ (S22;X22) ∪ (S21; ?⊥) = (S22)∗; ?pre(e2) (6.11)
La figura 9 (6.3) representa las traducciones resultantes de todos los pi∗-caminos en
el grafo del modelo de accio´n:
e0 e1 e2pi | S01pi | S10
pi | S21
pi | S11 pi | S22
pi∗ | S01; (S11 ∪ S10;S01)∗; ?pre(e1)
pi∗ | (S10;S01 ∪ S11)∗;S10; ?pre(e0)
pi∗ | S22∗;S21; (S11 ∪ S10;S01)∗; ?pre(e1)
pi∗ | (S11 ∪ S10;S01)∗; ?pre(e1)
pi∗ | S22∗; ?pre(e2)
pi∗ | S22∗;S21; (S10;S01 ∪ S11)∗;S10; ?pre(e0)
pi
∗
|?
p
re
(e
0
)
∪
S
0
1
;(
S
1
0
;S
0
1
∪
S
1
1
)∗
;S
1
0
;?
p
re
(e
0
)
Fig. 9 (6.3): Traducciones resultantes de todos los pi∗-caminos en el grafo del
modelo de accio´n.
Mediante el uso de un ca´lculo matricial semejante al del tercer capı´tulo de
[Con71] calculamos todos los X ij en paralelo y, por lo tanto, evitamos repetir el
proceso para cada nodo de destino. La siguiente seccio´n presenta la definicio´n for-
mal del ca´lculo matricial; aquı´ so´lo lo ilustramos con un ejemplo concreto como
motivacio´n. Las ecuaciones utilizadas anteriormente pueden ser representados en
una matriz (figura 10 (6.3)).
La parte izquierda contiene los pi-caminos desde un nodo (fila) a otro (colum-
na). Se trata de una matriz de accesibilidad para el pi-grafo de arriba. Llamemos
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e0 e1 e2 e0 e1 e2
e0 ?⊥ S01 ?⊥ ?pre(e0) ?⊥ ?⊥
e1 S
10 S11 ?⊥ ?⊥ ?pre(e1) ?⊥
e2 ?⊥ S21 S22 ?⊥ ?⊥ ?pre(e2)
Fig. 10 (6.3): Representacio´n matricial de las ecuaciones correspondientes
al grafo que aparece en la figura 8 (6.3) (situacio´n inicial).
µU(pi)[i, j] a la celda correspondiente a la fila ei y a la columna ej en esta parte
izquierda y llamemos AU[i, j] a la celda con la misma posicio´n en la parte dere-
cha. Observemos que AU[i, j] =?pre(ei) si i = j y ?⊥ en caso contrario. Podemos
comprobar que las ecuaciones para X ij que hemos creado anteriormente mirando
el pi-grafo pueden ser creadas ahora a partir de:
X ij = (µU(pi)[i, 0];X0j)∪(µU(pi)[i, 1];X1j)∪(µU(pi)[i, 2];X2j)∪AU[i, j] (6.12)
Por ejemplo, las ecuaciones para X10 y X00 son
X10 = (S10;X00) ∪ (S11;X10) ∪ (?⊥;X20) ∪ ?⊥ (6.13)
X00 = (?⊥;X00) ∪ (S01;X10) ∪ (?⊥;X20) ∪ ?pre(e0) (6.14)
que son equivalentes a (6.1) y (6.2), respectivamente. La mayor ventaja de traba-
jar con matrices es que podemos transformar varias ecuaciones al mismo tiempo
mediante la manipulacio´n de una fila. Ve´ase la matriz que aparece en la figura 11
(6.3), la cual es el resultado de aplicar el teorema de Arden a la fila e1 de la matriz
anterior.
La transformacio´n consiste en la sustitucio´n de la posicio´n [e1, e1] en la parte
izquierda con ?⊥ y concatenar (S11)∗ (el valor previo de la celda [e1, e1]) con las
dema´s celdas de la fila. Aplicando reglas simples nosotros podemos transformar la
matriz anterior en la que aparece en la figura 12 (6.3).
Para comprobar que hemos aplicado el teorema de Arden, miremosX10 (usando
(6.12) en la u´ltima matriz): X10 = (S11)∗;S10;X00. Es el resultado de aplicar el
teorema de Arden a (6.13) (o a la equivalente (6.1)).
No so´lo el teorema de Arden, sino tambie´n la operacio´n de sustitucio´n, se puede
hacer en paralelo usando las operaciones de matrices (figura 13 (6.3)).
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e0 e1 e2 e0 e1 e2
e0 ?⊥ S01 ?⊥ ?pre(e0) ?⊥ ?⊥
e1 (S
11)∗;S10 ?⊥ (S11)∗; ?⊥ (S11)∗; ?⊥ (S11)∗; ?pre(e1) (S11)∗; ?⊥
e2 ?⊥ S21 S22 ?⊥ ?⊥ ?pre(e2)
Fig. 11 (6.3): Representacio´n matricial de las ecuaciones correspondientes
al grafo que aparece en la figura 8 (6.3) (situacio´n tras aplicar el teorema de
Arden a la fila e1 en 10 (6.3)).
e0 e1 e2 e0 e1 e2
e0 ?⊥ S01 ?⊥ ?pre(e0) ?⊥ ?⊥
e1 (S
11)∗;S10 ?⊥ ?⊥ ?⊥ (S11)∗; ?pre(e1) ?⊥
e2 ?⊥ S21 S22 ?⊥ ?⊥ ?pre(e2)
Fig. 12 (6.3): Representacio´n matricial de las ecuaciones correspondientes
al grafo que aparece en la figura 8 (6.3) (situacio´n tras aplicar reglas de simpli-
ficacio´n en 11 (6.3)).
e0 e1 e2 e0 e1 e2
e0 ?⊥ S01 ?⊥ ?pre(e0) ?⊥ ?⊥
e1 (S
11)∗;S10 ?⊥ ?⊥ ?⊥ (S11)∗; ?pre(e1) ?⊥
e2
(S21; (S11)∗;S10)
∪ ?⊥
?⊥ (S
21; ?⊥)
∪S22
(S21; ?⊥)
∪ ?⊥
(S21; (S11)∗; ?pre(e1))
∪ ?⊥
(S21; ?⊥)
∪ ?pre(e2)
Fig. 13 (6.3): Representacio´n matricial de las ecuaciones correspondientes
al grafo que aparece en la figura 8 (6.3) (situacio´n tras aplicar sustitucio´n en
12 (6.3)).
Esta matriz se ha obtenido a partir de la anterior aplicando la siguiente sustitu-
cio´n: primero, la posicio´n de la izquierdaB = [e2, e1] (S21 en este caso) es reempla-
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zada con ?⊥; segundo, cada posicio´n (izquierda / derecha) D = [e2, ei] (diferente a
la posicio´n izquierda [e2, e1]) contiene ahora un programa con la forma (B;C)∪D,
donde C es el programa en la posicio´n (respectivamente izquierda / derecha) [e1, ei]
(es decir, el programa en la misma columna y fila de arriba). La matriz resultante se
puede simplificar en la siguiente, la cual tiene los programas ma´s cortos (figura 14
(6.3)).
e0 e1 e2 e0 e1 e2
e0 ?⊥ S01 ?⊥ ?pre(e0) ?⊥ ?⊥
e1 (S
11)∗;S10 ?⊥ ?⊥ ?⊥ (S11)∗; ?pre(e1) ?⊥
e2 (S
21; (S11)∗;S10) ?⊥ S22 ?⊥ (S21; (S11)∗; ?pre(e1)) ?pre(e2)
Fig. 14 (6.3): Representacio´n matricial de las ecuaciones correspondientes
al grafo que aparece en la figura 8 (6.3) (situacio´n tras aplicar reglas de susti-
tucio´n en 13 (6.3)).
Para ilustrar que hemos hecho un cambio, consideremos el valor de X21 en la
matriz antes de la sustitucio´n (justamente como en la matriz inicial):
X21 = (S21;X11) ∪ (S22;X21) (6.15)
Y ahora consideremos el valor de X11 despue´s de la aplicacio´n del teorema de
Arden:
X11 = ((S11)∗;S10;X01) ∪ ((S11)∗; ?pre(e1)) (6.16)
Usando (6.16) para sustituir X11 en (6.15) conseguimos:
X21 =
(
S21;
(
((S11)∗;S10;X01) ∪ ((S11)∗; ?pre(e1))
)) ∪ (S22;X21) (6.17)
que puede reescribirse, utilizando las propiedades distributiva y asociativa, como:
X21 = (S21; (S11)∗;S10;X01) ∪ (S22;X21) ∪ (S21; (S11)∗; ?pre(e1)) (6.18)
que es la ecuacio´n obtenida paraX21 en la matriz anterior, despue´s de la sustitucio´n.
En la siguiente seccio´n presentamos las definiciones formales de nuestro ca´lculo
matricial para transformar los programas LCC.
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6.4. Un ca´lculo matricial para la transformacio´n de
programas
Definicio´n 182 (Matriz de transformacio´n de programas).
Sea U = (E,R, pre, sub) un modelo de accio´n con E = {e0, . . . , en−1}. La funcio´n
µU: Π¯→Mn×n, con Π¯ el conjunto de programas LCC yMn×n la clase de matrices
cuadradas de orden n, toma un programa LCC pi y devuelve una matriz cuadrada de
orden n µU(pi) en la que cada celda µU(pi)[i, j] es un programa LCC representando
la transformacio´n de pi desde ei hasta ej en el sentido de los transformadores de
programas TUij (pi) de [vBvEK06]. La definicio´n recursiva de µ
U(pi) es como sigue:
Los operadores “⊕” y “” utilizados en la definicio´n anterior son versiones
de eleccio´n no determinista y composicio´n secuencial que eliminan ocurrencias in-
necesarias de ?⊥ y ?>; devolviendo ası´ los programas que (potencialmente) son
sinta´cticamente ma´s cortos pero en cualquier caso sema´nticamente equivalentes a
sus homo´logos PDL (“∪” y “;”) como muestran las proposiciones que en adelante
demostraremos. No obstante, aunque aquı´ no lo haremos para no dificultar el se-
guimiento de las pruebas, algunas definiciones usadas por los transformadores de
programas (particularmente la operacio´n “”) pueden ser modificadas para obtener
expresiones au´n ma´s simples (por ejemplo, σ  ρ podrı´a ser definido como σ si
σ 6= ?> = ρ y como ρ si σ = ?>), e igualmente el algoritmo que implementa las
funciones Ardk y Subsk pueden ser mejoradas ignorando los elementos N [i, j] con
j < k o j > n+k (siendo N [i, j] una matriz n× 2n), dado que ellos son necesaria-
mente iguales a ?⊥. Estos cambios, a pesar de no reducir el orden de complejidad de
la traduccio´n, en cualquier caso harı´an a e´sta ma´s eficiente en los casos concretos.
Proposicio´n 183.
Sea M un modelo episte´mico y Γ un conjunto de programas LCC. Entonces,
J⊕ΓKM = r⋃ΓzM .
Demostracio´n. Tomemos un modelo episte´mico M . La ecuacio´n (6.22) establece
que⊕Γ es una eleccio´n no determinista de programas LCC en Γ que devuelve⋃(Γ\
{?⊥}) cuando Γ es diferente tanto de ∅ como de {?⊥}, y que concluye ?⊥ en otro
caso. En el primer caso, J⊕ΓKM = J⋃ΓKM porque J⋃ΓKM = J⋃(Γ \ {?⊥})KM ;
en el segundo, J⊕ΓKM = J⋃ΓKM porque J⋃∅KM = J⋃ {?⊥}KM = J?⊥KM = ∅.

402 Capı´tulo 6. Lo´gica de la comunicacio´n y el cambio (LCC)
Agentes:
µU(a)[i, j] :=

?pre(ei); a si eiRaej
?⊥ en otro caso
(6.19)
Test:
µU(?ϕ)[i, j] :=

?(pre(ei) ∧ [U, ei]ϕ) si i = j
?⊥ en otro caso
(6.20)
Eleccio´n no determinista:
µU(pi1 ∪ pi2)[i, j] := ⊕
{
µU(pi1)[i, j], µ
U(pi2)[i, j]
}
(6.21)
donde ⊕Γ es la eleccio´n no determinista de los programas en el conjunto Γ
despue´s de la eliminacio´n de las ocurrencias de ?⊥, esto es,
⊕Γ :=

⋃
(Γ \ {?⊥}) si ∅ 6= Γ 6= {?⊥}
?⊥ en otro caso
(6.22)
siendo
⋃
la eleccio´n no determinista generalizada de un conjunto no vacı´o de
programas.
Composicio´n secuencial:
µU(pi1; pi2)[i, j] := ⊕
{
µU(pi1)[i, k] µU(pi2)[k, j] | 0 ≤ k ≤ n− 1
}
(6.23)
donde σ ρ es la composicio´n secuencial de σ y ρ despue´s de la eliminacio´n
de ocurrencias superfluas de ?⊥ y ?>, esto es,
σ  ρ :=

σ; ρ si σ 6= ?⊥ 6= ρ y σ 6= ?> 6= ρ
σ si σ 6= ?> = ρ
ρ si σ = ?>
?⊥ en otro caso
(6.24)
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clausura de Kleene:
µU(pi∗) := SU0
(
µU(pi) | AU) (6.25)
donde µU(pi) | AU es la matriz de dimensiones n × 2n obtenida aumentando
µU(pi) con AU, una matriz de dimensiones n× n definida como
AU[i, j] :=

?pre(ei) si i = j
?⊥ en otro caso
(6.26)
La funcio´n SUk (con 0 ≤ k ≤ n), definida como
SUk (M | A) :=

A si k = n
SUk+1(Subsk(Ardk(M | A))) en otro caso
(6.27)
recibe un argumento M | A y lleva a cabo un proceso iterativo aplicando
el teorema de Arden a la fila k k (a trave´s de la funcio´n Ardk : Mn×2n →
Mn×2n) y sustituyendo filas diferentes desde k (a trave´s de la funcio´n Subsk :
Mn×2n → Mn×2n) hasta un k = n, y a continuacio´n, devolviendo entonces
la parte derecha de la matriz aumentada. Las dos funciones auxiliares, Ardk
y Subsk, vienen dadas por
Ardk(N)[i, j] :=

N [i, j] si i 6= k
?⊥ si i = k = j
N [i, j] si i = k 6= j y N [k, k] = ?⊥
N [k, k]∗ N [i, j] en otro caso
(6.28)
Subsk(N)[i, j] :=

N [i, j] si i = k
?⊥ si i 6= k = j
⊕{N [i, k]N [k, j], N [i, j]} en otro caso
(6.29)
Tabla 4 (6.4): Definicio´n recursiva de la matriz de transformacio´n de pro-
gramas (pa´gina actual y anterior).
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Proposicio´n 184.
Sea M un modelo episte´mico y σ, ρ dos programas LCC. Entonces,
Jσ; ρKM = Jσ  ρKM .
Demostracio´n. Tomemos un modelo episte´mico M . La ecuacio´n (6.24) establece
que σ  ρ difiere de σ; ρ so´lo cuando o bien σ o bien ρ es ?⊥ o ?>. Pero en tales
casos:
Jσ; ?⊥KM = J?⊥;σKM = J?⊥KM ; por tanto, Jσ; ρKM = Jσ  ρKM .
Jσ; ?>KM = J?>;σKM = JσKM ; por tanto, Jσ; ρKM = Jσ  ρKM .

El resto de esta seccio´n esta´ dedicada a demostrar que la funcio´n µU devuelve un
programa LCC que es sema´nticamente equivalente a la que devuelve el programa
transformador TU de [vBvEK06].
Lema 185.
Sea U = (E,R, pre, sub) un modelo de accio´n con ei, ej ∈ E; sea pi un programa
LCC. Para cualquier modelo episte´mico M ,
q
TUij (pi)
yM
=
q
µU(pi)[i, j]
yM
.
Demostracio´n. Por induccio´n sobre la complejidad de pi. SeaM un modelo episte´mi-
co, entonces
(Casos-base: a y ?ϕ) Obvios, dado que las definiciones de TUij y µ
U(pi)[i, j] son
ide´nticas tanto para a como para ?ϕ.
(Caso inductivo pi1 ∪ pi2) Supongamos (hipo´tesis inductiva) que la afirmacio´n es
va´lida para pi1 y pi2. Entonces
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q
TUij (pi1 ∪ pi2)
yM = qTUij (pi1) ∪ TUij (pi2)yM (def. 180)
=
q
TUij (pi1)
yM ∪ qTUij (pi2)yM (def. de J·KM )
=
q
µU(pi1)[i, j]
yM ∪ qµU(pi2)[i, j]yM (hip. ind.)
=
q
µU(pi1)[i, j] ∪ µU(pi2)[i, j]
yM (def. de J·KM )
=
q⊕{µU(pi1)[i, j], µU(pi2)[i, j]}yM (prop. 183)
=
q
µU(pi1 ∪ pi2)[i, j]
yM (def. de µU(pi1 ∪ pi2) en (6.21))
(Caso inductivo pi1; pi2) Supongamos (hipo´tesis inductiva) que la afirmacio´n se man-
tiene para pi1 y pi2. Entonces
q
TUij (pi1; pi2)
yM = q⋃n−1k=0(TUik(pi1);TUkj(pi2))yM (def. 180)
=
⋃n−1
k=0
(q
TUik(pi1)
yM ◦ qTUkj(pi2)yM) (def. de J·KM )
=
⋃n−1
k=0
(q
µU(pi1)[i, k]
yM ◦ qµU(pi2)[k, j]yM) (hip. ind.)
=
q⋃n−1
k=0
(
µU(pi1)[i, k];µ
U(pi2)[k, j]
)yM
(def. de J·KM )
=
q⋃n−1
k=0
(
µU(pi1)[i, k] µU(pi2)[k, j]
)yM
(prop. 184)
=
q⊕{µU(pi1)[i, k] µU(pi2)[k, j] | 0 ≤ k ≤ n− 1}yM (prop. 183)
=
q
µU(pi1; pi2)[i, j]
yM (def. de µU(pi1; pi2) en (6.23))
(Caso inductivo pi∗) Supongamos (hipo´tesis inductiva) que la afirmacio´n se mantie-
ne para pi y observemos como Jpi∗KM = J?⊥ ∪ (pi; pi∗)KM . Ahora,
q
TUij (pi
∗)
yM = qTUij (?> ∪ pi; pi∗)yM
=
q
TUij (?>)
yM ∪ q⋃n−1k=0(TUik(pi);TUkj(pi∗))yM (def. 180)
=
q
TUij (?>)
yM ∪ ⋃n−1k=0 (qTUik(pi)yM ◦ qTUkj(pi∗)yM) (def. de tset·M )
=
q
TUij (?>)
yM ∪ ⋃n−1k=0 (qµU(pi)[i, k]yM ◦ qTUkj(pi∗)yM) (hip. ind.)
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La u´ltima igualdad produce n2 ecuaciones relacionales. Abreviando
q
TUij (pi
∗)
yM
como X ij para cada 0 ≤ i, j ≤ n− 1, obtenemos
X ij =
q
TUij (?>)
yM ∪ n−1⋃
k=0
(q
µU(pi)[i, k]
yM ◦ Xkj) (6.30)
Por lo tanto, es suficiente para demostrar que
q
µU(pi∗)[i, j]
yM es una solucio´n para
X ij . Esto se muestra en las siguientes tres proposiciones acerca de la funciones que
construyen µU(pi∗).
Proposicio´n 186.
Tomemos i = (µU(pi) | AU) (ve´ase (6.21)). Entonces,
X ij = Ji[i, j + n]KM ∪ n−1⋃
k=0
(Ji[i, k]KM ◦ Xkj) (6.31)
Demostracio´n.
Se demostrara´ que el lado derecho de (6.30) y (6.31) coinciden. Sus respectivas
partes ma´s a la derecha son equivalentes ya que, por 0 ≤ k ≤ n − 1, i[i, k] =
µU(pi)[i, k] (recordemos que i se construye an˜adiendo columnas adicionales a la
derecha de las n primeras columnas de µU(pi), y los ı´ndices de la matriz empiezan
desde 0). Para las partes ma´s a la izquierda,
q
TUij (?>)
yM
=
=
J?(pre(ei) ∧ [U, ei]>)K
M si i = j
J?⊥KM en otro caso (def. 180)
=
J?pre(ei)K
M si i = j
J?⊥KM en otro caso (dado que [U, ei]> es obviamente verdadero)
=
q
AU[i, j]
yM
= Ji[i, j + n]KM ((6.26) y def. de i)

Proposicio´n 187.
Para 0 ≤ k ≤ n−1, siN es una matriz de dimensiones n×2n con todas las celdas
de las columnas 0, . . . , k−1 igual a ?⊥, entonces Subsk(Ardk(N)) contiene todas
las celdas de las columnas 0, . . . , k igual a ?⊥.
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Demostracio´n. Empecemos con Ardk(N). Observemos en (6.28) que las celdas
modificadas so´lo esta´n en la fila k-e´sima. La celda Ardk(N)[k, k] en la columna
k-e´sima es convertida en ?⊥. Con respecto a las celdas en las columnas desde 0
hasta k − 1, si fueran ?⊥, continuarı´an siendo ?⊥: esas celdas N [i, j] no cambian,
si N [k, k] =?⊥, o en otro caso son convertidas por (6.28) en N [k, k]∗  N [i, j] y,
por (6.24), si N [i, j] =?⊥, entonces N [k, k]∗ N [i, j] =?⊥.
Ahora, llamemos N ′ al resultado de Ardk(N) y observemos la definicio´n de
Subsk(N
′) (6.29): las u´nicas celdas que cambian esta´n en filas diferentes a k. Con
respecto a cualquier fila i, la posicio´n en la columna k-e´sima se hace ?⊥. Para las
celdas en las columnas anteriores, j < k, el u´ltimo caso en la definicio´n devuel-
ve⊕{N ′[i, k]N ′[k, j], N ′[i, j]}. Pero, dado que N ′ es el resultado de Ardk(N),
entonces N ′[k, j] es ?⊥ (porque, de lo expuesto anteriormente, Ardk(N) traba-
ja sobre la fila k-e´sima y mantiene ?⊥ en las columnas anteriores a la k-e´sima).
Tambie´n, N ′[i, j] =?⊥, dado que las columnas j < k son rellenadas con ?⊥.
Ası´ ⊕{N ′[i, k]  N ′[k, j], N ′[i, j]} se convierte en ⊕{N ′[i, k]?⊥, ?⊥} y, por
(6.22) y (6.24), esto es ?⊥. 
Proposicio´n 188.
Dada una matriz N (de dimensio´n n × 2n) de programas LCC, las ecuaciones
construidas usando (6.31), con i = Subsk(Ardk(N)), 0 ≤ k ≤ n−1, son transfor-
maciones correctas de las ecuaciones construidas de la misma manera con i = N .
Demostracio´n. Como se argumento´ en la prueba de la proposicio´n 187, Ardk(N)
trabaja so´lo en la k-e´sima fila. Si N [k, k] =?⊥, no se hace nada, por lo que de
acuerdo a (6.31) las ecuaciones paraXkj (0 ≤ j ≤ n−1) no cambian. En otro caso,
la fila k-e´sima de N cambia: todas las celdas N [k, j] con j 6= k se transforman en
N [k, k]∗  N [k, j], excepto N [k, k] que se convierte en ?⊥. Entonces, para cada
0 ≤ j ≤ n− 1, la ecuacio´n para Xkj se convierte en (usando el ı´ndice t en lugar de
k y eliminando J?⊥KM ◦ Xkj de la unio´n):
Xkj = JN [k, k]∗ N [k, j + n]KM ∪ ⋃
0≤t≤n−1
t6=k
(JN [k, k]∗ N [k, t]KM ◦ X tj) .
Por la proposicio´n 184 y la definicio´n de J·KM se puede reescribir como
Xkj = (JN [k, k]KM)∗ ◦ JN [k, j + n]KM ∪⋃
0≤t≤n−1
t6=k
(
(JN [k, k]KM)∗ ◦ JN [k, t]KM ◦ X tj) (6.32)
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que es una aplicacio´n del teorema de Arden [Ard] a la correspondiente ecuacio´n
para la fila original en N :
Xkj = JN [k, j + n]KM ∪ ⋃
0≤t≤n−1
(JN [k, t]KM ◦ X tj) (6.33)
El teorema de Arden (que trabaja sobre a´lgebra regulares, tales como programas
LCC) daX = A∗◦B como una solucio´n paraX = (A◦X)∪B. En (6.33),X esXkj ,
A es JN [k, k]KM , y B es la unio´n de todos los te´rminos en el lado derecho de (6.33)
excepto JN [k, k]KM ◦ Xkj . Adema´s del teorema de Arden, desde (6.33) a (6.32)
usamos la propiedad distributiva de “◦” sobre “∪”,A◦(B∪C) = (A◦B)∪(A◦C).
Ahora deno´tese por N ′ el resultado de Ardk(N). Nos movemos a Subsk(N ′)
para demostrar que las ecuaciones obtenidas a partir de ella con (6.31) son transfor-
maciones correctas de las ecuaciones construidas a partir de N ′. Las u´nicas celdas
modificadas en Subsk(N ′) esta´n en filas diferentes a k, ası´ que so´lo afecta a las
ecuaciones para X ij con i 6= k. De acuerdo a (6.31), si i = N ′, estas ecuaciones
son (usando t en lugar de k):
X ij = JN ′[i, j + n]KM ∪ n−1⋃
t=0
(JN ′[i, t]KM ◦ X tj) (6.34)
La misma ecuacio´n para i = Subsk(N ′) se convierte en la siguiente (eliminamos
de la unio´n los te´rminos J?⊥KM ◦ Xkj , dado que es equivalente a ∅):
X ij = J⊕{N ′[i, k]N ′[k, j + n], N ′[i, j + n]}KM ∪⋃
0≤t≤n−1
t6=k
(J⊕{N ′[i, k]N ′[k, t], N ′[i, t]}KM ◦ X tj) (6.35)
Usando las proposiciones 183 y 184 y las propiedades de J·KM , la ecuacio´n (6.35)
se convierte en
X ij = (JN ′[i, k]KM ◦ JN ′[k, j + n]KM) ∪ JN ′[i, j + n]KM ∪⋃
0≤t≤n−1
t6=k
(
((JN ′[i, k]KM ◦ JN ′[k, t]KM) ∪ JN ′[i, t]KM) ◦ X tj) (6.36)
Pero, notemos que en la ecuacio´n paraXkj , que es la misma enN ′ y Subsk(N ′),
la fila k-e´sima de N ′ no es modificada por Subsk(N ′):
Xkj = JN ′[k, j + n]KM ∪ ⋃
0≤t≤n−1
t6=k
(JN ′[k, t]KM ◦ X tj) (6.37)
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Hemos eliminado el te´rmino JN ′[k, k]KM ◦ Xkj en (6.37) teniendo en cuenta
N ′ = Ardk(N) y (6.28), N ′[k, k] =?⊥, lo cual conduce a JN ′[k, k]KM ◦ Xkj = ∅.
Observemos que (6.36) puede obtenerse de (6.34) por sustitucio´n de Xkj por el
lado derecho de (6.37) y aplicando la distribucio´n de “◦” sobre “∪”. Ası´ la ecua-
cio´n modificada (6.35) es equivalente a las transformaciones correctas de la original
(6.34).

La prueba del caso pi∗ en el lema 185 se puede acabar ahora. Tomemos el conjun-
to de ecuaciones relacionales dadas por (6.30). Por (6.25), µU(pi∗) opera mediante
la iteracio´n de llamadas a SUk (con k desde 0 a n) con i = (µU(pi) | AU) como el
argumento inicial. Sea M−1 i y Mk el resultado de SUk (Mk−1). Por la proposicio´n
186, (6.31) proporciona ecuaciones equivalentes a (6.30). Por la proposicio´n 188,
las ecuaciones son correctas para cada Mk sucesiva (0 ≤ k ≤ n − 1). Como las
llamadas a SUk se hacen iterativamente con k desde 0 a n − 1, la proposicio´n 187
garantiza que, en Mn−1, todas las celdas en columnas desde 0 a n− 1 son iguales a
?⊥. Por lo que, las ecuaciones (6.31) para Mn−1 son:
X ij = JMn−1[i, j + n]KM (6.38)
La unio´n del extremo derecho en (6.31) ha desaparecido (M [i, k] =?⊥ para 0 ≤
k ≤ n−1, y J?⊥KM = ∅). Ahora, por la definicio´n de SUk en (6.27),Mn−1[i, j+n] =
Mn[i, j] = µ
U(pi∗)[i, j], ası´ que X ij =
q
µU(pi∗)[i, j]
yM . Entonces, dado que X ij
representa a
q
TUij (pi
∗)
yM ,q
TUij (pi
∗)
yM
=
q
µU(pi∗)[i, j]
yM
,
lo cual completa la prueba. 
Podemos definir ahora nuevas funciones de traduccio´n t′ y r′ como sigue. No´tese
que t′ y r′ se definen como las funciones de traduccio´n t y r, respectivamente, para
fo´rmulas ϕ y programas pi propuestos en [vBvEK06],6 con la u´nica excepcio´n de
las fo´rmulas de la forma [U, ei][pi]ϕ.
Corolario 189.
Las funciones de traduccio´n t′ y r′ reducen el lenguaje de LCC al de PDL. Esta
traduccio´n es correcta.
6 Dos pequen˜os errores para los casos [pi]ϕ y [U, e]p se corrigen aquı´ con respecto al artı´cu-
lo fundacional [vBvEK06], a saber, t([U, e]p) = t(pre(e)) → t(sub(e, p)) y t([U, ei][pi]ϕ) =∧n−1
j=0 [r(T
U
ij(pi))]t([U, ej ]ϕ).
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Para fo´rmulas:
t′(>) = >
t′(p) = p
t′(¬ϕ) = ¬t′(ϕ)
t′(ϕ1 ∧ ϕ2) = t′(ϕ1) ∧ t′(ϕ2)
t′([pi]ϕ) = [r′(pi)]t′(ϕ)
t′([U, e]>) = >
t′([U, e]p) = t′(pre(e))→ t′(sub(e, p))
t′([U, e]¬ϕ) = t′(pre(e))→ ¬t′([U, e]ϕ)
t′([U, e](ϕ1 ∧ ϕ2)) = t′([U, e]ϕ) ∧ t′([U, e]ϕ2)
t′([U, ei][pi]ϕ) =
∧
0≤j≤n−1
µU(pi)[i,j]6=?⊥
[r′(µU(pi)[i, j])]t′([U, ej]ϕ)
t′([U, e][U′, e′]ϕ) = t′([U, e]t′([U′, e′]ϕ))
Para programas:
r′(a) = a
r′(B) = B
r′(?ϕ) =?t′(ϕ)
r′(pi1; pi2) = r′(pi1); r′(pi2)
r′(pi1 ∪ pi2)= r′(pi1) ∪ r′(pi2)
r′(pi∗) = (r′(pi))∗
Tabla 5 (6.4): Reglas de interpretacio´n de LLCC (parte superior de esta pa´gi-
na e inferior de la anterior).
Demostracio´n. La reduccio´n efectiva desde LCC a PDL es inmediata por inspec-
cio´n. Su correccio´n se deriva de la traduccio´n que aparece en [vBvEK06], con el
6.5. Complejidad de los nuevos transformadores 411
lema 185 para el caso [U, ei][pi]ϕ. 
Definicio´n 190 (Nuevo sistema de axiomas de LCC).
Definimos un nuevo sistema de axiomas de LCC reemplazando el axioma de reduc-
cio´n para programas PDL con el siguiente
[U, ei][pi]ϕ ↔
∧
0≤j≤n−1
µU(pi)[i,j]6=?⊥
[µU(pi)[i, j]][U, ej]ϕ (prog).
Corolario 191.
El sistema de axiomas para LCC que surge de la definicio´n 190 es correcto y com-
pleto.
Demostracio´n. El u´nico nuevo axioma (es decir, el de los programas PDL), es co-
rrecto por el lema 185. Para completitud, el sistema de prueba para PDL es comple-
to, y cada fo´rmula LCC es probablemente equivalente a una fo´rmula PDL usando
el corolario 189. 
6.5. Complejidad de los nuevos transformadores
Los transformadores de programas originales en [vBvEK06] requieren tiempo
exponencial debido a la utilizacio´n del me´todo de Kleene [Kle56]. Adema´s, el ta-
man˜o de las fo´rmulas transformadas de tipo pi∗ es tambie´n exponencial debido a la
definicio´n de KUijn (definicio´n 180).
Con el fin de estudiar la complejidad de nuestros transformadores de progra-
mas, primero implementamos en Prolog tanto los transformadores de programas
originales como nuestro ca´lculo matricial. La figura 15 (6.5) muestra el resultado
para nuestros transformadores para dos tipos de modelos de accio´n, completos y en-
cadenados, de 1 a 20 estados. El eje vertical del gra´fico, el cual se muestra en escala
logarı´tmica, presenta el nu´mero de operadores PDL en el programa transformado
µU(pi∗)[n− 1, 0] siendo n el nu´mero de estados en el modelo de accio´n.
Un modelo de accio´n es completo cuando esta´ completamente conectado –es
decir, cuando cada µU(pi)[i, j] = s(i, j) es una expresio´n ato´mica (la cual no es
analizada ma´s por las implementaciones)–. Todos los valores s(i, j) en µU(pi) se
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Fig. 15 (6.5): Nu´mero de conectivas PDL en µU(pi∗) para diferentes modelos
de accio´n.
suponen diferentes, evitando simplificaciones de los patrones repetidos. El nu´mero
de operadores en µU(pi∗)[n − 1, 0] es del orden de 22n. En el peor de los casos
nuestros transformadores producen un resultado exponencial, lo que implica que
el tiempo requerido tambie´n es exponencial. En un modelo de accio´n encadenado,
cada estado esta´ conectado consigo mismo, con el anterior y con el siguiente. Por
lo tanto, µU(pi)[i, j] es s(i, j) cuando i = j o |i− j| = 1, y ?⊥ en otro caso. Ahora
el nu´mero de operadores en µU(pi∗)[n− 1, 0] es del orden de 2n2, por lo que en este
caso la longitud del resultado es polinomial.
Los resultados para los transformadores de programas originales no se muestran
en la figura 15 (6.5) como son, tanto para los modelos completos como para los
encadenados, dado que son nuestro peor caso. (La razo´n es que no se benefician de
eliminaciones superfluas ?⊥.)
Como se ha argu¨ido, la ventaja de nuestros transformadores es que pueden ser
ejecutados en tiempo polinomial en casos diferentes al peor de todos, en contras-
te con los transformadores originales que siempre lo realizan de la misma manera
(exponencial). Presentamos ahora un ana´lisis de las operaciones implicadas en la
computacio´n de µU(pi) para los diferentes tipos de programas pi. Nuestro principal
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intere´s es el nu´mero de operaciones dentro de las matrices, por lo que las ope-
raciones que modifican los programas se considera que pueden ser ejecutados en
tiempo constante. La conclusio´n es que, mientras que el me´todo de Kleene obliga
a los transformadores de programas originales a utilizar un nu´mero exponencial de
operaciones, nuestra propuesta utiliza so´lo un nu´mero polinomial de operaciones
con matrices. Suponemos estructuras de datos tı´picos como matriz (de dimensiones
1× 1 y 2× 2) y tablas ((hash)) con sus propiedades habituales.
Agentes De acuerdo con (6.19), computar µU(a)[i, j] requiere comprobar si eiRaej
se mantiene, y en caso afirmativo, obtener ?pre(ei). Las otras operaciones, que de-
vuelven ?pre(ei); a o ?⊥, pueden ser claramente realizadas en tiempo constante.
Ahora, eiRaej se puede comprobar en tiempo constante si hay una matriz bidi-
mensional Ma con Ma[i, j] igual a 1 si y so´lo si eiRaej y 0 en otro caso. Tam-
bie´n, ?pre(ei) pueden ser devuelto en un tiempo constante si hay una matriz P con
P [i] = pre(ei). Ası´ pues, µU(a)[i, j] es computada enO(1). Entonces, toda la matriz
µU(a) puede ser computada en O(n2).
Test Computar µU(?ϕ)[i, j] (ver (6.20)) requiere de nuevo acceder a pre(ei), el
cual justificamos que estaba en O(1). Las otras operaciones (comprobar si i = j,
o devolver el valor correspondiente) esta´n claramente tambie´n en O(1). Ası´ que
computar µU(?ϕ)[i, j] esta´ nuevamente en O(1) y µU(?ϕ) en O(n2).
Eleccio´n no determinista Asumimos que µU(pi1) y µU(pi2) esta´n dadas. Enton-
ces, computar µU(pi1 ∪ pi2)[i, j] (ver (6.21)) requiere un nu´mero constante de ope-
raciones: acceder a µU(pi1)[i, j] y µU(pi2)[i, j], comprobar si algunos de ellos es ?⊥
y devolver el resultado (como se indico´ anteriormente, se supone que componer la
eleccio´n de dos programas se puede hacer en tiempo constante: so´lo estamos in-
teresados en el nu´mero de operaciones matriciales). Ası´, computar completamente
µU(pi1 ∪ pi2) esta´ de nuevo en O(n2).
Composicio´n secuencial De nuevo, asumimos que µU(pi1) y µU(pi2) esta´n da-
dos. Computar µU(pi1; pi2)[i, j] (ver (6.23)) requiere conseguir n valores (para 0 ≤
k ≤ n − 1) de µU(pi1)[i, k]  µU(pi2)[k, j]. Cada uno de estos valores puede ser
computado en O(1), dado que las operaciones requeridas lo son so´lo para acce-
der tanto a µU(pi1)[i, k] como a µU(pi2)[k, j] y aplicar “”. Ası´, los n valores de
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µU(pi1)[i, k]  µU(pi2)[k, j] se computan en O(n). Tambie´n, “⊕” debe aplicarse a
esos valores. Esto puede hacerse mediante el uso de una tabla ))hash(( donde se
almacenan los diferentes valores mientras esta´n siendo generados: so´lo se inser-
tan nuevos valores si no estaban previamente en la tabla. Suponiendo que se ac-
cede a la tabla ))hash(( en O(1), entonces µU(pi1; pi2)[i, j] es computada en O(n).
Ası´ µU(pi1; pi2) es computada en O(n3).
Clausura de Kleene Dado µU(pi), computar µU(pi∗) requiere primero construir
(µU(pi) | AU) y despue´s n iteraciones de SUk (ver (6.25)). No´tese que el taman˜o de
(µU(pi) | AU) es n × 2n y construir cada celda requiere un nu´mero constante de
operaciones. Ası´ que construir la matriz inicial esta´ en O(n2). Ahora, cada una de
las n llamadas a SUk esta´ en O(n
2), dado que Ardk (ver (6.28)) so´lo modifica las
celdas de la fila k, Subsk so´lo las celdas en las otras filas, y cada celda se puede
modificar en tiempo constante. De manera que las n llamadas a SUk se calculan en
O(n3).
En el pa´rrafo anterior hemos supuesto que las matrices para subprogramas esta´n
dadas. Con esta asuncio´n, el mayor nu´mero de operaciones de matrices a construir
µU(pi) esta´ en O(n3). Sin esta asuncio´n, si g es el nu´mero de subprogramas en pi,
construir µU(pi) desde el principio requiere una cantidad de operaciones matriciales
en O(g · n3).
Capı´tulo 7
Olvidar fo´rmulas proposicionales en
sistemas monoagentes
Olvidar es una accio´n episte´mica (entendiendo el te´rmino accio´n de manera
que no necesariamente involucre la voluntad del agente que olvida y el te´rmino
episte´mico en un sentido amplio que acoja tanto a creencias como a conocimientos
en sentido estricto1. En un primer acercamiento al concepto la mayorı´a de nosotros
dirı´amos que olvidar es un proceso por el que se pierden creencias / conocimien-
tos explı´citos que antes se poseı´an y, en consecuencia, que se trata de un proceso
opuesto al de aprender (dicho coloquialmente, olvidar es ‘desaprender’).
Podemos adquirir creencias / conocimientos explı´citos (es decir, aprender) de
dos modos distintos:
A partir de un ((input)) externo, el cual en la lo´gica episte´mica dina´mica se
modeliza como un anuncio –que, dependiendo de su notoriedad para otros
agentes, puede ser pu´blico, privado o secreto–. Debemos aclarar que el vo-
cablo anuncio tiene aquı´ un significado amplio que acoge, pero no se limita,
a los mensajes que ciertos agentes pueden enviar voluntariamente a otros.
Anuncio abarca en este contexto lo´gico a cualquier proceso de transferencia
de informacio´n entre dos o ma´s agentes, entendiendo a su vez el concepto de
agente en un sentido tan extenso que incluye no so´lo a los individuos humanos
y a los restantes animales, sino tambie´n a cualesquiera seres vivos, a ciertos
dispositivos artificiales (normalmente meca´nicos o electro´nicos) e incluso al
1 Ası´ pues, abarcando tanto a la Lo´gica Doxa´stica como a la Lo´gica Episte´mica en sentido
propio.
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entorno que rodea a un agente: el ambiente es a menudo considerado como
un agente especial que no tiene capacidad cognitiva y que no esta´ dotado de
voluntad (ası´ pues, una entidad muy especial, pero que, al fin y al cabo, puede
ser tratado como un agente si es esto lo que se desea). Por lo tanto, las ma-
nifestaciones fı´sicas del entorno –es decir, los feno´menos– son modelizados
como anuncios de e´ste a los agentes (eventualmente artificiales) que posean
los adecuados o´rganos sensoriales.
A partir de un proceso puramente interno (es decir, de una mera operacio´n
mental, sin intervencio´n de los o´rganos sensoriales), consistente en la ma-
nipulacio´n por un agente cognitivo de informacio´n que ya poseı´a. Dentro de
este tipo se puede encontrar la serendipia, la asociacio´n de ideas y, por supues-
to, los mu´ltiples tipos de inferencias (deductivas, inductivas, probabilı´sticas,
abductivas, por analogı´a, por contraposicio´n, imprecisas, por defecto...).
La informacio´n generada en un proceso de aprendizaje puede estar o no en con-
flicto con la que previamente poseı´a el sujeto, de modo que en este sentido se pueden
distinguir tres modos diferentes de discurrir dicho proceso:
Expansio´n: el conjunto de creencias / conocimientos resultante es un super-
conjunto propio del conjunto previo.
Contraccio´n: el conjunto de creencias / conocimientos que se obtiene es un
subconjunto no coincidente del conjunto previo.
Revisio´n: entendie´ndolo como la composicio´n de un proceso de contraccio´n
y otro de expansio´n.
Por otro lado, cuando decimos que sabemos algo realmente deberı´amos decir
que tenemos motivos racionales (o buenas razones) para creer algo, pero no pode-
mos asegurar catego´ricamente que eso que decimos saber sea verdadero. Tomemos
la definicio´n tradicional segu´n la cual “conocimiento es creencia verdadera y justi-
ficada”, que se suele atribuir a Plato´n porque e´ste presento´ una definicio´n bastante
similar en sus dia´logos Teeteto (201) y Meno´n (98); el problema tiene una doble ver-
tiente: en primer lugar, que´ se puede entender por verdadera (por ejemplo, pensando
en los conocimientos que provienen de una fuente externa y teniendo en cuenta que
ningu´n sujeto puede agotar la totalidad de la experiencia ni siquiera abarcar todos
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los aspectos de un feno´meno cualquiera) y, en segundo, que´ se debe entender por
justificado (cuestio´n que resulta au´n ma´s controvertida que la anterior)2.
Dentro del a´mbito de la Lo´gica Episte´mica en sentido amplio, la opcio´n ma´s
frecuente consiste en modelizar los conocimientos como creencias verdaderas y las
creencias, segu´n la opcio´n de cada sistema lo´gico, como meras posibilidades acce-
sibles para el sujeto o bien como posibilidades accesibles para el sujeto que adema´s
gozan de maximalidad con respecto a las restantes posibilidades accesibles. Por
supuesto, para la Lo´gica lo que en concreto es conocido o creı´do es en muchos ca-
sos un ((datum))P˙or ejemplo, en el a´mbito puramente proposicional el conocimiento
de o la creencia en las proposiciones ato´micas (las variables proposicionales) de-
be tomarse de otras disciplinas u otras fuentes de conocimiento, siendo el papel
de la Lo´gica Deductiva la determinacio´n de forma justificada del valor de verdad
de las proposiciones moleculares a partir de las anteriores. Justamente de este mo-
do la Lo´gica incorpora el requisito de que los conocimientos son justificados: una
proposicio´n es justificada si, en el caso de ser ato´mica, ası´ lo indica la discipli-
na de conocimiento competente en la materia, o, en el caso de ser no ato´mica, es
consecuencia lo´gica de la configuracio´n de valores de las proposiciones ato´micas
atendiendo a la informacio´n que sobre ellas nos proporcionan los distintos a´mbitos
de conocimiento.
Aunque existen sistemas que permiten distinguir los conocimientos explı´citos
de los implı´citos (por ejemplo, a trave´s de lo que se ha dado en llamar el operador
de conciencia), en esta investigacio´n no incorporaremos esta distincio´n para evitar
comenzar con un planteamiento excesivamente complejo que dificulte la compren-
sio´n de nuestra aportacio´n novedosa. Ası´ pues, el sistema lo´gico que construiremos
adolecera´, como muchas otras lo´gicas episte´micas dina´micas convencionales, del
inconveniente de que modelizan a un agente con omnisciencia lo´gica (en conse-
cuencia, en nuestro trabajo e´ste no puede conocer informacio´n nueva por deduc-
cio´n, pues toda consecuencia deductiva de su base de conocimientos ya la cono-
ce), de modo que todo conocimiento nuevo debe proceder del exterior. Esto no
sera´ obsta´culo para que el agente pueda realizar inferencias abductivas, cuyo deto-
nante sera´ la constatacio´n de un fracaso abductivo; sin embargo, sus conclusiones
2 El reto de darle respuesta a la cuestio´n de si se puede aceptar o no que los conocimientos son
creencias justificadas es lo que en el a´mbito acade´mico recibe el nombre de problema de Gettier. Es
un asunto controvertido sobre el que se han producido y se siguen produciendo una gran cantidad de
aportaciones, pero cuya respuesta sigue estando lejos de que genere siquiera un mı´nimo consenso.
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no son conocimientos sino creencias.
Ya veremos que olvidar esta´ relacionado no so´lo con el concepto esta´ndar de
conocer sino tambie´n con otra nocio´n episte´mica un poco menos comu´n: la de
conocer-si. Cuando conocemos si pi es el caso o no (es decir, Kwpi) no necesa-
riamente conocemos pi (es decir, Kpi): so´lo podemos asegurar algo ma´s de´bil, que
o bien conozco pi o bien conozco ¬pi (es decir, Kwpi ≡ Kpi ∨K¬pi.
Muchas de las acciones episte´micas que afectan a los conocimientos o/y a las
creencias han sido abundantemente estudiadas en la literatura lo´gica. En relacio´n
con las creencias podemos sen˜alar:
La expansio´n ([Rot89]).
La contraccio´n ([AGM85] y [Fuh91]).
La revisio´n ([Rot89], [Bou96], [LS07], [vB07], [Rot08], [BS08], [vDvdHK07]
y [vB11]).
La fusio´n ([KPP11])
Diversas formas de inferencias ([VQ14] y [NFSTVQ13].
En cuanto a los conocimientos, cabe destacar:
La inferencia deductiva ([VQ09] y [VQ13]).
Los anuncios pu´blicos ([Pla89] y [GG97]).
Otros tipos de anuncios ([BMS99]).
Sin embargo, precisamente la accio´n episte´mica de olvidar no ha recibido mucha
atencio´n en la literatura lo´gica, especialmente en el marco de la Lo´gica Episte´mica
Dina´mica (to´mese como ejemplos las importantes contribuciones [vDvdHK07] y
[vB11]). Esta situacio´n es ligeramente distinta en otros enfoques dentro del a´rea de
Representacio´n del Conocimiento: por ejemplo, estando el conocimiento represen-
tado como un conjunto finito de fo´rmulas (el llamado conjunto de conocimientos),
la definicio´n tı´pica del olvido en escenarios monoagentes utiliza alguna nocio´n de
similitud entre los modelos –concretamente, un conjunto de conocimientos sera´ el
resultado de olvidar un conjunto finito de proposiciones ato´micas Var ′ si y so´lo si
cada modelo del conjunto de conocimientos resultante es equivalente a un modelo
419
del conjunto de conocimientos original cuando los a´tomos del conjunto Var ′ son
ignorados ([LR94]); en contextos modales, como el que se aborda en el presente
trabajo, la nocio´n de equivalencia utilizada es la de la existencia de al menos una
bisimulacio´n entre el modelo del conjunto original y el modelo del conjunto resul-
tante, lo que da lugar a sistemas como los indicados en [ZZ08] y [ZZ09] similares a
aque´llos que contienen modalidades para cuantificacio´n sobre bisimulaciones (por
ejemplo [Fre06])–. En cualquier, no cabe duda de que el olvido es una de las accio-
nes episte´micas menos estudiadas en el seno de la Lo´gica.
Una de las razones que explica esta situacio´n quiza´s sea su similitud con la con-
traccio´n de creencias, una accio´n que, cuando es representada sema´nticamente, ha-
bitualmente se basa en el sistema de esferas para condicionales de Lewis ([Lew73]).
Este sistema de esferas usa un orden entre teorı´as (el orden de plausibilidad de las
teorı´as) y esto proporciona una guı´a para determinar las nuevas creencias que un
agente tendra´ cuando una de las actuales es descartada ([Gro88]). Esto es adecuado
para la contraccio´n de creencias dado que un orden de plausibilidad es natural cuan-
do se definen las creencias: el conjunto de situaciones episte´micamente posibles es
normalmente concebido teniendo un orden que no so´lo define esta nocio´n episte´mi-
ca (concretamente, las creencias se definen como las proposiciones que se satisfacen
en las situaciones ma´s plausibles) sino que tambie´n establece una jerarquı´a entre las
que no son creı´das pero au´n no han sido descartadas. Sin embargo, un orden similar
no es natural cuando tratamos con los conocimientos, ya que en este a´mbito nor-
malmente no existe una jerarquı´a cano´nica entre las situaciones episte´micamente
posibles que se sabe que no son el caso y que, por lo tanto, han sido descartadas.
En este capı´tulo presentamos un tratamiento lo´gico bajo sema´ntica relacional
kripkeana (sema´ntica de mundos posibles) para sistemas monoagentes de distintas
variantes de la accio´n de olvidar una fo´rmula cualquiera, de manera especial las
de olvidar una fo´rmula proposicional (tambie´n podrı´amos decir olvidar-que una
fo´rmula proposicional es el caso) y olvidar-si es el caso una fo´rmula proposicional
(entendiendo esta u´ltima accio´n como olvidar su valor de verdad3) y lo hacemos sin
apoyarnos en un orden entre teorı´as o posibilidades episte´micas y sin usar ninguna
nocio´n de similitud entre modelos. Se puede decir que, en los casos tı´picos, olvidar-
que pi conlleva obtener como resultado ¬Kpi y que olvidar-si pi da lugar a que se
3 Ası´ pues, estas acciones no esta´n relacionadas con otras que involucran, por ejemplo, los
cambios en la conciencia –como las que aparecen en [vBVQ10] y [vDFVQW13], mediante las
cuales los agentes dejan de ser conscientes de ciertas fo´rmulas ato´micas–.
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alcance ¬Kwpi.
Cualquiera de las variantes de la operacio´n de olvidar que estudiaremos se im-
plementara´ mediante transformaciones sobre los modelos episte´micos apuntados.
Por su parte, estos u´ltimos sera´n los encargados de recoger la informacio´n sobre los
hechos y sobre el conocimiento que el agente tiene de esos hechos (ciertamente, el
modelo episte´mico sin ma´s no incluye la informacio´n fa´ctica, sino so´lo la episte´mi-
ca, de ahı´ que sea necesario recoger el dato de cua´l es el mundo actual). Por tanto,
la modelizacio´n formal de la operacio´n de olvidar es algo ma´s complicado que la
mera eliminacio´n de un ı´tem en una base de hechos, al estar involucrados tambie´n
el conocimiento que el agente posee de los hechos. Nuestro deseo es que tras olvi-
dar el agente una fo´rmula ato´mica ϕ e´l no conozca esa variable proposicional, sin
que ello afecte lo ma´s mı´nimo al conocimiento de otras variables proposicionales –
aunque sı´ a algunas fo´rmulas modales en torno a la variable proposicional olvidada
(por ejemplo, queremos que no sea cierto “conozco que conozco ϕ”, pero ello no
debe afectar a “conozco que no conozco ϕ”, ni a “no conozco que conozco ϕ”, ni a
“no conozco que no conozco ϕ”).
El u´nico requisito que le exigimos al sistema lo´gico a partir del cual construimos
el nuestro es que satisfaga las condiciones de normalidad, pero no se impone ningu´n
axioma adicional a su ca´lculo sinta´ctico ni ninguna propiedad especial a su relacio´n
de accesibilidad. En cuanto al sistema lo´gico que obtendremos, nuestra propuesta
da lugar a una lo´gica episte´mica dina´mica que permite el manejo de conocimientos
y creencias, por lo que podrı´amos llamar la lo´gica del conocimiento / la creencia
y el olvido (LC-CO); e´sta puede ser concebida como una implementacio´n de la
lo´gica de la comunicacio´n y el cambio (que fue vista en el capı´tulo anterior), siendo
estrictamente ma´s general que la lo´gica episte´mica en sentido convencional.
En algunos puntos lo que aquı´ exponemos es una extensio´n del trabajo de Hans
van Ditmarsch, Andreas Herzig, Je´roˆme Lang y Pierre Marquis ([vDHLM09]), en
el cual se aborda so´lo el olvido de proposiciones ato´micas y el olvido del valor de
verdad de tales proposiciones. La idea clave que guı´a nuestras definiciones es que
un agente que olvida pi perdera´ el conocimiento previo que tuviese de dicha pro-
posicio´n. Pero si el agente conocı´a previamente ¬pi, hay dos posibilidades despue´s
de olvidar pi: su conocimiento de ¬pi podrı´a fallar o no. Aquı´ la primera posibili-
dad es llamada olvidar-si pi (despue´s de todo, el agente no conoce ni pi ni ¬pi) y
la segunda es llamada olvidar-que pi (ya que en relacio´n al estado episte´mico del
agente podemos asegurar simplemente que no conoce pi puesto que que se consigue
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que pi sea posiblemente falsa, pero no necesariamente posiblemente verdadera). En
este trabajo nos centraremos principalmente en la primera posibilidad, aunque la
segunda sera´ tambie´n tratada brevemente. Justamente en relacio´n a la primera posi-
bilidad, adema´s de describirla como una operacio´n sobre modelos episte´micos, en
este capı´tulo se han discutido varias de sus propiedades e igualmente se ha propor-
cionado un sistema de axiomas correcto y completo para ella.
Por otro lado, dado que, como ya hemos dicho, una fo´rmula dada puede ser olvi-
dada de ma´s formas, adema´s de estudiar las dos ya citadas (que sera´n dos variantes
que agruparemos bajo el ro´tulo de olvidar uniformemente), presentaremos tambie´n
algunas pistas sobre otras variantes con propiedades diferentes: una accio´n de olvi-
dar condicionalmente, otra de olvidar-si fuertemente (la cual es determinista), y una
accio´n de olvidar-si de forma dependiente (ma´s compleja que las anteriores en tanto
que el agente puede olvidar el valor de verdad de las fo´rmulas dadas por diferentes
razones en diferentes partes del modelo). Se ha demostrado que no so´lo no se pue-
de definir la operacio´n de olvidar-si uniformemente en te´rminos de la ma´s simple
olvidar-que uniformemente, sino tambie´n que las acciones olvidar-si uniformemen-
te, olvidar-si fuertemente y olvidar-si de forma dependiente dan lugar a diferentes
lo´gicas.
Tanto nuestra propuesta de olvidar-que como la de olvidar-si se enfrentan a un
reto: al intentar olvidar una proposicio´n compleja, obviamente el agente debe per-
der informacio´n sobre las proposiciones ato´micas que aparecen en ella y a partir
de aquı´ surge una situacio´n no determinista, en la medida que habitualmente exis-
tira´n varias opciones posibles para alcanzar el mismo objetivo. Para resolver esta
situacio´n consideraremos expresiones que cuantificara´n sobre todas las formas ‘mi-
nimales’ posibles de olvidar la proposicio´n compleja indicada. Eso sı´, aunque las
variables proposicionales son modificadas de modo no-determinista in los mundos
posibles, sı´ se hara´ de modo uniforme en cada ‘version’ del modelo original.
A diferencia de lo que ocurre en otra importante lo´gica episte´mica dina´mica
(la lo´gica de anuncios pu´blicos), en la que aquı´ estudiaremos sı´ resulta posible la
revisio´n del conocimiento de las proposiciones ato´micas. Y esta capacidad de re-
tractarse en el conocimiento de las fo´rmulas ma´s elementales la hace especialmente
interesante para usarla en la modelizacio´n de la abduccio´n ante anomalı´a. Ante un
problema abductivo ano´malo, una estrategia que parece ‘natural’ es transformarlo,
mediante alguna operacio´n episte´mica, en un problema abductivo novedoso. En-
tre tales operaciones, quiza´s la ma´s inmediata desde un punto de vista intuitivo,
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serı´a una que obtenga un conveniente subconjunto de la teorı´a-base: lo deseable es
que dejase de poder derivarse la negacio´n de la fo´rmula-problema a la vez que se
mantiene el resto de la configuracio´n episte´mica del sujeto. Diferentes desarrollos
formales pueden acercarnos ma´s o menos al objetivo propuesto: la contraccio´n de
creencias en el seno del modelo AGM es un buen candidato; sin embargo, si que-
remos gozar de todas las ventajas que derivan de desenvolvernos en el marco de la
Lo´gica Episte´mica Dina´mica, la opcio´n a elegir es la operacio´n de olvidar.
Esta u´ltima opcio´n imita en cierto modo una manera de proceder en el a´mbi-
to de la investigacio´n cientı´fica: cuando un cientı´fico se encuentra con un hecho
bien contrastado que se opone a la teorı´a cientı´fica que sostiene en relacio´n a esa
cuestio´n, procede a eliminar del repertorio de proposiciones que, salvo prueba en
contrario, considera conocimiento, un cierto nu´mero de ellas con el doble requisito
de que consigan que no se pueda inferir la proposicio´n contradictoria que representa
el aludido hecho sorprendente, pero a la vez que produzca el menor impacto posible
en la teorı´a previamente aceptada. Esta eliminacio´n de conocimiento es justamente
lo que se modeliza mediante la operacio´n de olvidar.
El capı´tulo quedara´ estructurado de la siguiente manera. En la segunda seccio´n
repasaremos algunas nociones ba´sicas de lo´gica proposicional y de lo´gica episte´mi-
ca dina´mica (en sentido amplio) que se usara´n a lo largo del capı´tulo. La tercera
seccio´n presenta la nocio´n de olvidar-si uniformemente y, dado que es el objetivo
principal de este capı´tulo, la estudiaremos con ma´s detalle en la seccio´n siguien-
te. La quinta introduce la accio´n de olvidar-que uniformemente ma´s simple y la
compara con la accio´n de olvidar-si ya estudiada. La sexta seccio´n presenta nuestro
principal resultado: una axiomatizacio´n correcta y completa para nuestra lo´gica del
conocimiento / la creencia y el olvido (LC-CO). Finalmente, en la u´ltima seccio´n se
mencionan algunos modos alternativos de modelizar la accio´n de olvidar.
Varias direcciones quedan por estudiar. En primer lugar, la axiomatizacio´n de
la lo´gica que acoge la accio´n de olvidar de forma dependiente. Es posible que los
axiomas de los modelos de accio´n se pueden utilizar para el sistema que cuenta con
dicho operador modal si se imponen algunas restricciones a las funciones de olvido.
En segundo lugar, y posiblemente ma´s interesante, es una accio´n de olvidar fo´rmu-
las modales, lo que permitirı´a a los agentes olvidar sus propios estados episte´micos
o los de otros agentes. Por u´ltimo, como ya hemos mencionado, nuestro modelo de
olvido difiere en varios aspectos del enfoque de contraccio´n de creencias. Si bien
hemos discutido algunas diferencias y similitudes, dejamos una comparacio´n ma´s
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amplia de los dos, junto con una posible unificacio´n, para un trabajo futuro.
En nuestra modelizacio´n se da cuenta de dos posibilidades que resultan pelia-
gudas desde un punto de vista intuitivo:
Olvidar lo que no se conocı´a/consideraba cognoscitivamente posible: esto co-
lisiona con la primera aproximacio´n intuitiva que dimos de la accio´n de ol-
vidar (a la que denominaremos el sentido estricto de ese verbo), pero curio-
samente es plenamente compatible con la primera acepcio´n que el dicciona-
rio de la Real Academia Espan˜ola de la lengua presenta en su definicio´n del
te´rmino olvidar (“Dejar de tener en la memoria lo que se tenı´a o debı´a tener”).
A esta u´ltima versio´n la denominaremos el sentido amplio de olvidar.
Que lo olvidado siga siendo conocido/cognoscitivamente posible: esto so´lo
puede ocurrir en sistemas en los que el conocimiento/el conjunto de posibili-
dades episte´micas era inconsistente.
Ası´ pues, hay que ser cautos en atribuirle a la operacio´n episte´mica aquı´ mo-
delizada ma´s de lo que realmente puede y quiere alcanzar; por ejemplo: el te´rmino
olvidar en el lenguaje cotidiano remite a la idea de una accio´n involuntaria, pero
e´sta y muchas otras ‘resonancias’ del concepto intuitivo quedan fueras de nuestra
versio´n formal. A pesar de todo, creemos que la eleccio´n del vocablo es acertada (y,
desde luego, no es caprichosa).
7.1. Cuestiones ba´sicas
El sistema lo´gico de partida a partir del cual introducimos la accio´n de olvidar
sera´ una lo´gica modal monoagente gene´rica. A lo largo del texto, At denota un
conjunto numerable no vacı´o de a´tomos o variables proposicionales. He aquı´ la
definicio´n del lenguaje ba´sico de lo´gica modal proposicional.
Definicio´n 192 (Grama´tica de L2).
La grama´tica de L2 viene dada por
ϕ ::= > | p | ¬ϕ | (ϕ ∧ ψ) | 2ϕ
donde p ∈ Var . Las fo´rmulas de la forma 2ϕ son leı´das como el agente sabe que
ϕ es el caso. Los sı´mbolos “⊥”, “∨”, “→”, “↔” y “3” son definidos del modo
usual.
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Las lo´gicas modales son interpretadas tı´picamente a trave´s de una sema´ntica
relacional kripkeana (tambie´n denominada sema´ntica de mundos posibles), como
se describe a continuacio´n:
Definicio´n 193 (Marco de Kripke monoagente).
Un marco de Kripke monoagente4 es una tupla F = (W,R) donde W es un con-
junto no vacı´o y R ⊆ W ×W , una relacio´n binaria; no hay asunciones realizadas
a priori sobre R. Un modelo de Kripke monoagente5 M = (F, V ) es un marco de
Kripke F equipado con una funcio´n de valoracio´n V : Var →P (W ). Un modelo
de Kripke monoagente apuntado6 es un par (M,w) con M un modelo de Kripke y
w un elemento de su dominio.
Definicio´n 194 (Satisfaccio´n en un modelo apuntado).
Sea M = (W,R, V )e un modelo. La relacio´n de satisfaccio´n  entre los modelos
apuntados y las fo´rmulas es definida como sigue:
(M,w)  p si w ∈ V (p);
(M,w)  ¬ϕ si (M,w) 2 ϕ;
(M,w)  ϕ ∧ ψ si (M,w)  ϕ y (M,w)  ψ;
(M,w)  2ϕ si para todo v ∈ W , wRv implica (M, v)  ϕ.
Dado un modelo M , se define la funcio´n J·KM : L2 →P (W ) como: w ∈ JϕKM si
y so´lo si (M,w)  ϕ. La notacio´n JϕKM sera´ abreviada como JϕK cuando esto no
lleve a confusio´n.
Como ya es usual, M  ϕ establece que JϕKM = W , y si X es una clase de
modelos, X  ϕ establece que M  ϕ para todo M ∈ X. La fo´rmula ϕ es va´lida
cuando M  ϕ para cada modelo M , un caso que simbolizamos como  ϕ.
Cuando modelizamos el conocimiento, la clase de modelos en la que la relacio´n
es una relacio´n de equivalencia, S, es de particular intere´s. Sin embargo, este capı´tu-
lo mantendra´ una pretensio´n general, so´lo restringiendo su atencio´n a modelos con
propiedades particulares cuando ello se establezca explı´citamente.
De cara a formalizar la accio´n de olvidar, sera´ conveniente representar las fo´rmu-
las proposicionales con su forma normal conjuntiva usando conjuntos de cla´usulas.
4 Para no hacer excesivamente complicada la lectura omitiremos en el resto del capı´tulo la
palabra monoagente cuando nos refiramos a este concepto.
5 Idem.
6 Idem.
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Recordemos que un literal ` es un a´tomo o su negacio´n y una cla´usula D es un con-
junto finito (posiblemente vacı´o) de literales interpretados disyuntivamente (ası´ que
D representa la fo´rmula
∨
D)7. Se dice que una cla´usula D es una consecuencia de
una fo´rmula proposicional pi cuando  pi → ∨D.
Una fo´rmula proposicional esta´ en su forma normal conjuntiva cuando se da
como un conjunto finito (posiblemente vacı´o) de cla´usulas, interpretado conjun-
tivamente. Ma´s exactamente, el conjunto de cla´usulas C es interpretado como la
fo´rmula C∧ definida del siguiente modo:
C∧ := ∧
D∈C
∨
D.
Claro esta´, que una fo´rmula proposicional dada podrı´a tener muchas formas norma-
les conjuntivas equivalentes, aunque podemos tomar una cano´nicamente. Para ha-
cerlo ası´, se descartan primero todas las cla´usulas tautolo´gicas, esto es, las cla´usulas
D en las que hay un a´tomo p tal que {p,¬p} ⊆ D. Una cla´usula D 6= ∅ que es no
tautolo´gica es llamada contingente. Entonces, dentro de cada una de esas cla´usulas,
se eliminan literales ‘innecesarios’: se dice que una cla´usulaD es una consecuencia
mı´nima de una fo´rmula proposicional pi si y so´lo si  pi → ∨D y no hayD′ ( D tal
que  pi → ∨D′. Con esto en mente, podrı´amos definir una forma clausal cano´nica
(o prima) para pi:
Definicio´n 195 (Primo implicado).
Sea pi una fo´rmula de lo´gica proposicional. Una cla´usula D es un primo implicado
de pi si y so´lo si es una consecuencia mı´nima no tautolo´gica de pi. La forma clausal
prima C (pi) de pi es definida para ser el conjunto de todos los primos implicados
de pi. La figura 1 (7.1) muestra algunos ejemplos.
Los primos implicados han aparecido previamente en la literatura (cf. [Qui52,
RBM97]), y hay varios algoritmos para encontrarlos. (por ejemplo, [Qui52, dK92,
KT90, Rym94, RBM97]; ver [Bit08] para ma´s informacio´n). Este concepto ya ha
sido usado para cuestiones episte´micas, principalmente en proposiciones y siguien-
do el enfoque de tipo AGM para la revisio´n de creencias [AGM85] en el que las
creencias del agente son representadas sinta´cticamente (por ejemplo, [Pag06]; ver
la u´ltima seccio´n de este capı´tulo para una comparacio´n ma´s detallada con nuestro
enfoque). Aquı´ se usara´ para simplificar la operacio´n sobre modelos definida en la
siguiente seccio´n.
7 Recordemos que, como es costumbre, (
∨
∅) := ⊥ y (∧∅) := >.
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pi C (pi) pi C (pi)
p ∧ q {{p} , {q}} ¬(p ∧ q) {{¬p,¬q}}
p ∨ q {{p, q}} ¬(p ∨ q) {{¬p} , {¬q}}
p→ q {{¬p, q}} ¬(p→ q) {{p} , {¬q}}
p↔ q {{¬p, q} , {p,¬q}} ¬(p↔ q) {{p, q} , {¬p,¬q}}
Tabla 1 (7.1): Algunas formas clausales primas usadas en el texto.
El siguiente lema es sencillo.
Lema 196.
Para cualquier fo´rmula proposicional pi, el conjunto C (pi) es finito, sus elementos
son finitos, y satisface  pi ↔ C∧(pi). Ma´s au´n,  pi1 ↔ pi2 implicaC (pi1) = C (pi2),
mientras que C (>) = ∅ y C (⊥) = {∅}.
7.2. Olvidar-si uniformemente
Con el fin de razonar acerca de olvidar-si, el lenguaje ba´sico modal se amplı´a
con una nueva modalidad.
Definicio´n 197 (Lenguaje L2).
El lenguajeL2‡ extiende aL2 con expresiones de la forma [‡pi]ϕ con pi una fo´rmula
proposicional, leı´da como despue´s de que el agente olvide-si pi, ϕ es el caso. La
expresio´n 〈‡pi〉ϕ es definida de la forma esta´ndar (¬[‡pi]¬ϕ).
Vale la pena destacar que, como se ha discutido antes, este capı´tulo entiende
olvidar-si pi simplemente como olvidar el valor de verdad de pi; ası´ pues, el acto de
olvidar estudiado aquı´ no implica otras acciones relacionadas (como, por ejemplo,
ser consciente de los a´tomos / las fo´rmulas [vBVQ10, vDFVQW13]).
Obse´rvese que, dado que el agente conoce ϕ (2ϕ) cuando ϕ se sostiene en todas
sus alternativas episte´micas, con el fin de olvidar (esto es, de no saber en adelante)
que una fo´rmula proposicional dada pi es el caso, necesita considerar como posible
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al menos una situacio´n donde pi falle. El primer paso es, entonces, decidir co´mo ha-
cer que pi falle en un mundo dado w. Supongamos que pi no es una tautologı´a (este
caso se discutira´ posteriormente). Cuando pi es reescrito en su forma clausal prima
C (pi) = {D1, . . . , Dn}, es obvio que con el fin de hacer que pi sea falsa en w, al
menos una cla´usula en C (pi) deberı´a ser falsa en ese mundo; esto podrı´a en princi-
pio darnos un total de 2n− 1 diferentes formas de hacer falsa pi. Sin embargo, hacer
falso un conjunto no vacı´o de estas cla´usulas serı´a problema´tico, tanto por la ex-
plosio´n combinatoria como por las negaciones de diferentes cla´usulas, que podrı´an
ser mutuamente incompatibles. Una alternativa mejor es seguir una aproximacio´n
de cambio minimal, donde pi pasara´ a ser falsa haciendo falsa una de sus cla´usulas
Di ∈ C (pi).
Ahora bien, dada la cla´usula que se falsifica, necesitamos decidir no so´lo cua´ntos
mundos han de ser introducidos como parte de las posibilidades episte´micas del
agente, sino tambie´n que´ valor de verdad se asignara´, en estos nuevos mundos, a
los a´tomos que no aparecen en la cla´usula dada. Una vez ma´s, el enfoque de cam-
bio mı´nimo sugiere que la forma menos ‘intrusiva’ de cambiar el conocimiento
del agente es hacer una copia de las posibilidades episte´micas actuales y luego ha-
cer falsa la cla´usula que figura en cada uno de ellos8. En el modelo resultante, la
fo´rmula original pi ha sido hecha falsa uniformemente porque la misma cla´usula
Di ∈ C (pi) ha sido hecha falsa en todos los mundos de la nueva copia del conjunto
de posibilidades episte´micas.
La formalizacio´n de esta idea se puede utilizar para proporcionar la interpre-
tacio´n sema´ntica de las fo´rmulas que expresan el efecto de la accio´n olvidar-si pi
([‡pi]ϕ). Para que un agente olvide el valor de verdad de una fo´rmula pi se debe
tener en cuenta no so´lo la posibilidad que hace falsa pi (haciendo falsa una de las
cla´usulas de la forma clausal prima de pi) sino tambie´n una posibilidad que hace
falsa ¬pi (haciendo falsa una de las cla´usulas de la forma clausal prima de ¬pi).
Por lo tanto, una operacio´n sobre modelos que represente esta accio´n tendra´ dos
cla´usulas y creara´ dos copias de la actual configuracio´n de posibilidades episte´mi-
cas, con cada copia siendo la falsificacio´n de una cla´usula. La operacio´n que se
define a continuacio´n es una generalizacio´n que recibe un modelo episte´mico y un
conjunto finito de cla´usulas C , devolviendo un modelo con una copia de la actual
configuracio´n de posibilidades episte´micas que hacen falsa cada cla´usula C .
8 Por supuesto, tal operacio´n no es mı´nima con respecto al nu´mero de mundos que se an˜adira´n;
es mı´nima con respecto a los cambios en el conocimiento del agente.
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Definicio´n 198 (Operacio´n olvidar-si).
Sea M = (W,R, V ) un modelo y C = {Di / i ∈ I} un conjunto finito (posi-
blemente vacı´o) de cla´usulas no tautolo´gicas, donde, sin pe´rdida de generalidad,
0 6∈ I . El nuevo modelo MCu = (W Cu , RCu , V Cu ) es definido como sigue:
1. W Cu := W × ({0} ∪ I);
2. para cada w, v ∈ W e i, j ∈ {0} ∪ I , (w, i)RCu (v, j) si y so´lo si wRv;
3. para cada w ∈ W , (w, 0) ∈ V Cu (p) si y so´lo si w ∈ V (p); y
4. para cada w ∈ W e i ∈ I , (w, i) ∈ V Cu (p) si y so´lo si se cumple una de las
siguientes proposiciones:
a) ¬p ∈ Di; o
b) ambos {p,¬p} ∩Di = ∅ y w ∈ V (p).
Ası´, W Cu tiene dos tipos de mundos. Los mundos de la forma (w, 0) sera´n los
que preservara´n el valor original: un a´tomo p es verdad en (w, 0) si y so´lo si p ya
era verdad en w. Por otro lado, cada mundo de la forma (w, i) con i ∈ I hara´ falsos
todos los literales en Di, dejando los a´tomos restantes como antes. La relacio´n en
el nuevo modelo se limita a seguir la relacio´n original, por lo que un mundo (v, j)
sera´ accesible desde un mundo (w, i) si y so´lo si v es accesible desdew en el modelo
original.
Debe tenerse en cuenta tambie´n que estamos modelizando el olvido en el con-
texto de la lo´gica episte´mica dina´mica, donde el conocimiento esta´ representado
sema´nticamente. Esto conduce a varias diferencias claves con el enfoque sinta´ctico
de la representacio´n del conocimiento. En particular, un agente no puede distinguir
entre las fo´rmulas sema´nticamente equivalentes (por lo que, si conoce pi, tambie´n
conoce todos sus equivalentes sema´nticos). Mediante el uso de las dos formas clau-
sales primas pi y ¬pi, el acto de olvidar-si trata las fo´rmulas sema´nticamente equi-
valentes de la misma forma (ası´ pues, el agente se ha olvidado no so´lo del valor
de verdad de pi, sino tambie´n del de todas las que son equivalentes a ella). Son
posibles los enfoques que distinguen sema´nticamente fo´rmulas equivalentes, pero
requerirı´an un marco diferente para la modelizacio´n del conocimiento del agente.
Con esta operacio´n sobre modelos es posible definir la interpretacio´n sema´ntica
de las fo´rmulas de la forma [‡pi]ϕ, las cuales se leen intuitivamente como despue´s
de que el agente olvide el valor de verdad de pi, ϕ es el caso.
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Definicio´n 199 (Satisfaccio´n para L2‡).
Sea M = (W,R, V ) un modelo y w un mundo de W . Se extiende la definicio´n 194
aL2‡ definiendo (M,w)  [‡pi]ϕ si y so´lo si, para todoD1 ∈ C (pi) yD2 ∈ C (¬pi),
M{D1,D2}u , (w, 0)  ϕ.
El conjunto de fo´rmulas en L2‡ va´lido bajo  sera´ denotado como Log2‡.
Por lo tanto, [‡pi]ϕ establece que ϕ es el caso despue´s de que el agente olvide el
valor de verdad de pi, independientemente de la eleccio´n de las cla´usulasD1 ∈ C (pi)
y D2 ∈ C (¬pi) que se hacen falsas en los mundos an˜adidos.
Discusio´n: determinista vs. no determinista Como la definicio´n 199 estable-
ce, esta propuesta de olvidar-si (y tambie´n la de la accio´n de olvidar-que, la cual
sera´ introducida en la seccio´n 7.4) es no determinista; la fo´rmula ϕ se mantiene des-
pue´s de que el agente olvide-si pi ((M,w)  [‡pi]ϕ) si y so´lo si ϕ es el caso despue´s
de que el agente olvide pi (M{D1,D2}u , (w, 0)  ϕ), independientemente de la forma
en que olvide el valor de verdad de pi (esto es, de su eleccio´n de D1 ∈ C (pi) y
D2 ∈ C (¬pi)).
En general, hay ma´s de una manera de hacer falsa una fo´rmula proposicional pi
en un mundo posible dado. Hay muchas maneras de hacer frente a estas mu´ltiples
posibilidades; en la subseccio´n 7.6.2, exploraremos brevemente una alternativa a
olvidar-si que hace falsa cada cla´usula tanto en C (pi) como en C (¬pi) en algu´n
mundo posible.
Sin embargo, si nuestro agente representa su conocimiento sema´ntico a trave´s
de un modelo de Kripke, esto podrı´a conducir a un crecimiento exponencial en el
taman˜o del modelo. Nuestro enfoque no determinista se adapta a mantener el ta-
man˜o de los modelos relativamente pequen˜os sin dejar de eliminar el conocimiento
del agente del valor de verdad de pi, y esta restriccio´n de cambio mı´nimo es el u´nico
supuesto que imponemos sobre la eleccio´n de un nuevo modelo. En la pra´ctica, el
agente puede elegir aleatoriamente entre varias opciones, o puede utilizar un criterio
establecido para la eleccio´n de uno de ellos, pero vamos a modelar estos feno´menos
desde una perspectiva ‘externa’, en la cual se desconocen las cla´usulas especı´ficas
para ser elegidas.
Si se quiere proporcionar al agente un criterio determinista para la eleccio´n de
un modelo cuando aplique la accio´n olvidar-si que no falsifica todas las cla´usulas
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de las fo´rmulas involucradas, se podrı´a utilizar un criterio de preferencia con el fin
de elegir una sola cla´usula en C (pi) y otra en C (¬pi)9. Esto serı´a razonable para el
acto de contraccio´n de creencias, ya que, como se menciono´ en la primera seccio´n,
es razonable suponer una ordenacio´n entre lo que no se cree pero au´n no ha sido
descartado. Sin embargo, un orden tal no es cano´nico cuando se trata de olvidar
conocimiento: en la sema´ntica de mundos posibles no hay a priori un ranking entre
las situaciones episte´micamente posibles que ya han sido desechadas, lo que darı´a
lugar a una clasificacio´n entre todas las posibles formas de falsacio´n de una fo´rmula
que se sabe que no es el caso. Esto es, desde nuestra perspectiva, la diferencia clave
entre la contraccio´n de creencias y el olvido del conocimiento, y la razo´n por la cual,
a pesar de que te´cnicamente es posible, no es natural asignar una mayor prioridad
a alguna forma de olvidar una fo´rmula pi dada (un subconjunto no vacı´o de C (pi))
sobre las dema´s.
Hay, por supuesto, alternativas ligeramente diferentes. Por ejemplo, en los mo-
delos de plausibilidad de [BS08], las posibilidades episte´micas del agente forman
un conjunto ordenado en el que los mundos posibles se clasifican de acuerdo a la
plausibilidad que el agente asigna a cada uno de ellos. Este orden de plausibilidad
no proporciona por sı´ mismo un criterio para elegir una cla´usula dentro de C (pi)
sobre otra (es un ordenamiento entre las posibilidades episte´micas reales y no entre
las posibilidades que se han descartado), pero podrı´a ser u´til para definir un orde-
namiento sobre las posibilidades episte´micas descartadas a partir del cual se podrı´a
proporcionar un ordenamiento entre los subconjuntos de C (pi). En la u´ltima seccio´n
de este capı´tulo, vamos a discutir otros me´todos para tratar el olvido que se basan
en un ordenamiento entre cla´usulas.
7.3. El efecto de olvidar-si uniformemente
El modelo MCu es el resultado de que el agente tenga en cuenta las nuevas po-
sibilidades en las que cada cla´usula C falla. Esto se consigue manteniendo una co-
pia del modelo original (los (w, 0)-mundos, que preservan la evaluacio´n original) y
an˜adiendo, para cada cla´usulaDi, una copia del modelo original (los (w, i)-mundos)
en la que Di se haga falsa por la falsacio´n de cada uno de sus literales en todos los
9 Esto es lo que hace el concepto de implicacio´n episte´mica –un orden de preferencia entre las
fo´rmulas en una teorı´a– para la contraccio´n de creencias dentro del enfoque AGM [GM88, Ga¨r88].
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mundos en la copia, manteniendo el resto de a´tomos como antes. Por lo tanto, cada
cla´usula Di es falsa en cada mundo (w, i), como muestra el siguiente lema.
Lema 200.
Sea M = (W,R, V ) un modelo y C = {Di / i ∈ I} un conjunto finito no vacı´o de
cla´usulas no tautolo´gicas (nuevamente 0 /∈ I). Entonces, para cada w ∈ W y cada
i ∈ I ,
MCu , (w, i) 2
∨
Di.
Demostracio´n. Si Di = ∅ el resultado es obvio, dado que
∨
Di = ⊥. Tambie´n
es posible tomar Di = {l1, . . . , lm} (esto es, Di es contingente). Luego, para cada
lk ∈ Di,
si lk es un a´tomo p, entonces ya que Di es contingente, ¬p 6∈ Di; ası´, por
definicio´n, (w, i) 6∈ V Cu (p) y por tanto (w, i) 6∈ JlkKMCu .
si lk es la negacio´n de un a´tomo¬p, entonces¬p ∈ Di; ası´ que, por definicio´n,
(w, i) ∈ V Cu (p) y por tanto (w, i) 6∈ JlkKMCu .
Por lo tanto, cada literal en Di falla en (w, i) y en consecuencia, tambie´n la disyun-
cio´n
∨
Di. 
Ejemplo 201.
Conside´rese el siguiente modelo apuntado (M,w0) (con cada mundo w que con-
tiene V (w) y la evaluacio´n rodeada con doble cı´rculo) en la que el agente conoce
p (es decir, (M,w0)  2p):
p p
w0 w1
Fig. 1 (7.3): Modelo episte´mico apuntado inicial (ejemplo 201).
Tengamos en cuenta la accio´n de olvidar-si p. Dado que C (p) = {{p}}, so´lo
hay una cla´usula para ser elegida: {p}. De forma similar, C (¬p) = {{¬p}},
ası´ que las u´nicas cla´usulas que el agente tendra´ en cuenta al olvidar-si p son
D1 = {p} y D2 = {¬p}. El modelo apuntado (M{{p},{¬p}}u , (w0, 0)) aparece a con-
tinuacio´n, con la fila superior que es la copia que resulta de hacer {p} falsa y la fila
inferior que es la copia que resulta de hacer {¬p} falsa (lo cual hace a p verdadera
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p p
p p
(w0, 1) (w1, 1)
(w0, 0) (w1, 0)
(w0, 2) (w1, 2)
Fig. 2 (7.3): Modelo episte´mico apuntado tras ejecutarse una accio´n de
olvidar-si (ejemplo 201).
en esos mundo). Como resultado de la accio´n, el agente considera posibles mundos
donde p se mantiene e igualmente mundos donde p falla. Ası´, M{{p},{¬p}}u , (w0, 0) 
¬2p ∧ ¬2¬p, y por lo tanto (M,w0)  2p ∧ [‡p](¬2p ∧ ¬2¬p).
En el ejemplo anterior debemos tener en cuenta que si w1 fuese el punto de
evaluacio´n en el modelo inicial (y, por lo tanto, (w1, 0) fuese el punto de evaluacio´n
en el modelo despue´s de la operacio´n), entonces el agente conocerı´a p antes de la
accio´n (por vacuidad) y au´n conocerı´a p posteriormente (tambie´n por vacuidad). La
siguiente proposicio´n muestra que este resultado contrario a la intuicio´n de la accio´n
de olvidar-si so´lo puede ocurrir cuando el conocimiento del agente es inconsistente
al comienzo.
Proposicio´n 202.
Sea pi una fo´rmula proposicional que no es ni una tautologı´a ni una contradiccio´n
(por tanto C (pi) y C (¬pi) son dos conjuntos no vacı´os de cla´usulas contingentes).
Entonces,
 [‡pi](2¬pi ∨2pi)↔ 2⊥.
Demostracio´n. Sea (M,w) un modelo apuntado con M = (W,R, V ).
[Condicional de derecha a izquierda.] Supongamos (M,w)  2⊥. Entonces no
hay v tal que wRv, por la definicio´n de RCu , y con independencia de C , no hay
(v, i) tal que (w, 0)RCu (v, i). Por tanto,M
C
u , (w, 0)  2¬pi∨2pi y en consecuencia
(M,w)  [‡pi](2¬pi ∨2pi).
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[Condicional de izquierda a derecha.] Se prueba por contraposicio´n. Suponga-
mos (M,w)  ¬2⊥; entonces hay v tal que wRv. Por la definicio´n 198, para cada
D1 ∈ C (pi) y D2 ∈ C (¬pi), (w, 0)R{D1,D2}u (v, 1) y (w, 0)R{D1,D2}u (v, 2). Por la
contingencia de D1 y D2 y el lema 200, M
{D1,D2}
u , (v, i) 2
∨
Di para i ∈ {1, 2} y
en consecuencia tenemos tanto M{D1,D2}u , (v, 1) 2 C∧(pi) como M{D1,D2}u , (v, 2) 2
C∧(¬pi). Por tanto M{D1,D2}u , (w, 0)  3¬pi ∧ 3pi y, en consecuencia, dado que
ni C (pi) ni C (¬pi) son vacı´os, (M,w)  〈‡pi〉(3pi ∧ 3¬pi), es decir, (M,w) 2
[‡pi](2pi ∨2¬pi). 
Como caso especial, si pi es un a´tomo p, tanto C (p) = {{p}} como C (¬p) =
{{¬p}} son no vacı´os y ambos contienen so´lo cla´usulas contingentes, por lo que
desde la proposicio´n anterior se deduce que [‡p](2p∨2¬p)↔ 2⊥ es va´lida. Ma´s
interesante au´n, hay que recordar que el conocimiento de un agente es consistente
en w si y so´lo si w tiene al menos un mundo accesible. En la clase de los modelos
en los que esta propiedad posee consistencia, llamada clase de los modelos seriales
y denotada por KD, obtenemos una versio´n ma´s fuerte de la proposicio´n 202.
Corolario 203.
Para cualquier fo´rmula proposicional no tautolo´gica y no contradictoria pi,
KD  〈‡pi〉> ∧ [‡pi](¬2pi ∧ ¬2¬pi).
Te´ngase en cuenta que la proposicio´n 202 se limita a las fo´rmulas pi que no son
ni tautologı´as ni contradicciones porque, de lo contrario, no se mantiene la prueba:
en estos casos sera´ o bien C (pi) = ∅ o bien C (¬pi) = ∅, y por lo tanto no hay
cla´usulas para hacer falsa una de las dos, o pi o ¬pi. Como consecuencia de esto,
tanto [‡>]ϕ como [‡⊥]ϕ son va´lidos para cualquier fo´rmula ϕ, y por lo tanto ni
〈‡>〉> ni 〈‡⊥〉> se pueden satisfacer.
Ejemplo 204.
Consideremos el siguiente modelo apuntado en el que el agente conoce p→ q.
pq q
w0 w1
Fig. 3 (7.3): Modelo episte´mico apuntado (ejemplo 204).
Consideremos el acto de olvidar-si p→ q. Dado que C (p→ q) = {{¬p, q}} y
C (¬(p→ q)) = {{p} {¬q}}, hay dos resultados posibles (como se muestra en los
diagramas que seguidamente mostramos).
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Usando {¬p, q} y {p}: Usando {¬p, q} y {¬q}:
p p
pq q
q q
(w0, 1) (w1, 1)
(w0, 0) (w1, 0)
(w0, 2) (w1, 2)
p p
pq q
pq q
(w0, 1) (w1, 1)
(w0, 0) (w1, 0)
(w0, 2) (w1, 2)
Fig. 4 (7.3): Dos modelos episte´micos apuntados distintos obtenidos tras
ejecutarse una accio´n de olvidar-si (de distintas maneras) al mismo modelo
inicial (ejemplo 204).
Obse´rvese co´mo ¬2(p→ q) se mantiene en los dos modelos apuntados, dado
que en ambos el agente considera posible un mundo donde p se satisface pero q
falla. De forma similar, ¬2¬(p→ q) se sostiene en los dos casos, dado que en
ambos modelos el agente considera posibles mundos donde p→ q se sostiene.
Au´n ası´, los dos modelos apuntados no representan el mismo estado de conoci-
miento o, para ser ma´s precisos, no son bisimilares. En el modelo de la izquierda el
agente considera posible un mundo donde ¬p ∧ q se sostiene y p ∧ q es posible (la
ruta (w0, 0)→ (w0, 2)→ (w0, 0)), una posibilidad que no existe en el modelo de la
derecha (cualquier transicio´n de (w0, 0) a un ¬p ∧ q-mundo fuerza un movimiento
al lado derecho del diagrama, en donde no hay flechas de vuelta al lado izquierdo).
Ası´,
M{{¬p,q},{p}}u , (w0, 0)  3(¬p ∧ q ∧3(p ∧ q))
pero
M{{¬p,q},{¬q}}u , (w0, 0) 2 3(¬p ∧ q ∧3(p ∧ q))
y por tanto
(M,w0) 2 [‡(p→ q)]3(¬p ∧ q ∧3(p ∧ q)).
Ejemplo 205.
Conside´rese de nuevo el modelo apuntado inicial del ejemplo 204. Obse´rvese co´mo
el agente no conoce ni p∧q (considera quew1 es posible) ni ¬(p∧q) (considera que
w0 es posible). Dado que C (p ∧ q) = {{p} , {q}} y C (¬(p ∧ q)) = {{¬p,¬q}},
7.3. El efecto de olvidar-si uniformemente 435
hay dos posibles resultados de una accio´n de olvidar el valor de verdad del ya
desconocido p ∧ q.
Usando {p} y {¬p,¬q}: Usando {q} y {¬p,¬q}:
q q
pq q
pq pq
(w0, 1) (w1, 1)
(w0, 0) (w1, 0)
(w0, 2) (w1, 2)
p
pq q
pq pq
(w0, 1) (w1, 1)
(w0, 0) (w1, 0)
(w0, 2) (w1, 2)
Fig. 5 (7.3): Dos modelos episte´micos apuntados distintos obtenidos tras
ejecutarse una accio´n de olvidar-si (de distintas maneras) al mismo modelo
inicial (ejemplo 205).
En ambos modelos apuntados resultantes el agente todavı´a no conoce ni p ∧ q
ni ¬(p ∧ q). Sin embargo, en ambos casos, la accio´n tiene un efecto sobre la infor-
macio´n del agente: en el modelo apuntado que esta´ ma´s a la izquierda considera
posible un ¬p ∧ q-mundo, (w0, 1), desde el que hay un p ∧ q-mundo accesible,
(w0, 0), algo que no considero´ posible anteriormente:
M
{{p},{¬p,¬q}}
u , (w0, 0)  3(¬p ∧ q ∧3(p ∧ q)) pero (M,w0) 2 3(¬p ∧ q ∧3(p ∧ q)).
Por otra parte, en el modelo apuntado que esta´ ma´s a la derecha el agente
considera posible un p ∧ ¬q-mundo, (w0, 1), algo que no considero´ posible ante-
riormente:
M
{{q},{¬p,¬q}}
u , (w0, 0)  3(p ∧ ¬q) dado que (M,w0) 2 3(p ∧ ¬q).
Por lo tanto, olvidar el valor de verdad de las fo´rmulas cuyo valor de verdad no se
conoce puede afectar a la informacio´n del agente da´ndole ‘nuevas razones’ para
no conocer el valor de verdad de la fo´rmula.
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7.4. Un tipo ma´s simple de olvido uniforme
En la configuracio´n actual es sencillo definir una accio´n ma´s simple que, en
lugar de olvidar el valor de verdad de pi, simplemente olvida-que pi es el caso. Para
ello, basta con utilizar la operacio´n del modelo de la definicio´n 198 omitiendo la
cla´usula de C (¬pi). Comencemos presentando las definiciones formales.
Definicio´n 206 (Satisfaccio´n paraL2†).
El lenguajeL2† extiendeL2 con operadores de la forma [†pi] para pi una fo´rmula
proposicional, permitiendo ası´ la construccio´n de las fo´rmulas de la forma [†pi]ϕ,
leı´da como despue´s de que el agente olvide pi, ϕ es el caso.
Definicio´n 207 (Satisfaccio´n paraL2†).
Sea M = (W,R, V ) un modelo, w ∈ W y pi una fo´rmula proposicional. Extende-
mos la definicio´n 194 configurando
(M,w)  [†pi]ϕ syss ∀D ∈ C (pi),M{D}u , (w, 0)  ϕ.
Esto muestra co´mo la anterior accio´n de olvidar-si pi consiste en olvidar si-
multa´neamente tanto pi como ¬pi. Surge naturalmente la pregunta de si la accio´n de
olvidar el valor de verdad de pi se podrı´a definir como olvidar pi y a continuacio´n
olvidar ¬pi. Tal como mostramos, e´ste no es el caso.
Proposicio´n 208.
Las expresiones de [‡pi]ϕ y [†pi][†¬pi]ϕ no son equivalentes incluso sobre la clase
de los modelos S.
Demostracio´n. Consideremos el siguiente modelo apuntado (M,w0) con p y q
falsas en w0:
w0
Fig. 6 (7.4): Modelo episte´mico apuntado inicial.
Ahora, supongamos que pi es¬p∨¬q. Entonces,C (pi) = {{¬p,¬q}} yC (¬pi) =
{{p} , {q}}. Por tanto, usando primero {¬p,¬q} en C (pi) y luego {q} en C (¬pi),
construimos (M{{¬p,¬q}}u )
{{q}}
u de la siguiente forma:
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pq
(w0, 0) (w0, 1) pq
p
((w0, 0), 0) ((w0, 1), 0)
((w0, 0), 1) ((w0, 1), 1)
M
{{¬p,¬q}}
u
(
M
{{¬p,¬q}}
u
){{q}}
u
Fig. 7 (7.4): Dos modelos episte´micos apuntados distintos obtenidos tras
ejecutarse sucesivamente dos acciones de olvidar-que al modelo inicial.
Obse´rvese que en un modelo episte´mico resultante el agente puede acceder al
estado ((w0, 1), 1) donde p ∧ ¬q es verdad, y ası´
(M,w0)  〈†pi〉〈†¬pi〉3(p ∧ ¬q).
Pero al olvidar-si pi, a partir de M no es posible producir un estado en el que
p ∧ ¬q sea verdad. Con independencia de la cla´usula elegida en C (¬pi), llegamos
al siguiente modelo: En consecuencia, (M,w0) 2 〈‡pi〉3(p ∧ ¬q). 
pq
(w0, 0)(w0, 1) (w0, 2)
Fig. 8 (7.4): Modelo episte´mico apuntado tras ejecutarse una accio´n de
olvidar-si al modelo inicial.
Otra diferencia entre olvidar-que y olvidar-si es que, mientras no resulta posible
olvidar el valor de verdad de una contradiccio´n, sı´ se puede olvidar una contradic-
cio´n, dado que C (⊥) 6= ∅. De hecho,  [†⊥]ϕ ↔ ϕ y  [†⊥]ϕ ↔ 〈†⊥〉ϕ. Hay
que sen˜alar, sin embargo, que si el agente conoce una contradiccio´n, la accio´n de
olvidar (la contradiccio´n misma o cualquier otra fo´rmula) no la ‘fijara´’. De hecho,
la accio´n no puede volver contradictorio o coherente el conocimiento de un agente
que no era ası´ antes.
Proposicio´n 209.
Sea pi una fo´rmula proposicional que no es ni una tautologı´a ni una contradiccio´n.
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Entonces,
 2⊥ ↔ [†pi]2⊥.
Demostracio´n. Para la direccio´n de izquierda a derecha se puede tomar cualquier
modelo apuntado (M,w). El antecedente 2⊥ establece que w no tiene sucesores y
entonces, por la definicio´n 198, tampoco los tiene (w, 0) independientemente de la
cla´usula elegida D ∈ C (pi); por lo tanto, [†pi]2⊥.
Para la otra direccio´n, se argumenta por contraposicio´n. Asumimos en este caso
que (M,w)  ¬2⊥. Entonces, w tiene al menos un sucesor y por lo tanto, por la
definicio´n 198, lo hace (w, 0) independientemente de la cla´usula elegidaD ∈ C (pi);
por lo tanto, [†pi]¬2⊥. 
Con respecto a las tautologı´as, olvidar se comporta como olvidar-si: la forma
clausal prima de > es ∅, y por lo tanto no es posible olvidar una tautologı´a.
Cuando se compara con la accio´n de olvidar-si, la de olvidar esta´ ma´s cerca
de la conocida accio´n de la contraccio´n de creencias: ambos representan una ac-
cio´n episte´mica despue´s de la cual el agente no conoce / no cree en una fo´rmula
dada, independientemente de la actitud episte´mica hacia la la negacio´n de la fo´rmu-
la. Esto permite una comparacio´n ma´s precisa con un concepto clave dentro de la
contraccio´n de creencias: la de recuperacio´n.
Una accio´n de olvidar una fo´rmula pi dada podrı´a tener efectos secundarios: el
agente tambie´n podrı´a olvidar a una segunda fo´rmula ϕ. En esos casos, tambie´n
parece deseable tener una accio´n de ‘recordar’ pi para hacer que el agente recuer-
de ϕ10. La accio´n de olvidar de esta seccio´n satisface una forma de recuperacio´n,
restringida a los casos en los que se conocı´a pi al comienzo. Para describir esto usa-
remos la operacio´n de anuncio pu´blico presente en la lo´gica de anuncios pu´blicos
[Pla89, GG97], representada sinta´cticamente con las fo´rmulas de la forma !pi, ya
que coincide estrechamente con la naturaleza sema´ntica de este enfoque.
Proposicio´n 210.
Si pi es una fo´rmula proposicional y ϕ una fo´rmula arbitraria deL2 entonces
(2pi ∧ ϕ)→ [†pi][!pi]ϕ
es va´lida en la clase de los modelos transitivos.
10 Sin embargo, dentro del modelo AGM el postulado de recuperacio´n es el ma´s discutido, ya
que hay ejemplos que demuestran que este tipo de comportamiento no siempre es razonable. Ve´ase,
por ejemplo, [Han93, Fer98, Fer01].
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Demostracio´n. Asumiremos la familiaridad con la sema´ntica de !pi y daremos so´lo
un esbozo del argumento. Supongamos que M es un modelo transitivo y w es un
mundo de M tal que (M,w)  2pi ∧ ϕ. Si D ∈ C (pi) es arbitraria, entonces
M
{D}
u es obtenido a partir de M an˜adiendo una copia de cada mundo donde D
falla, pero despue´s de aplicar !pi, pasamos al modelo (M{D}u )!pi donde se eliminan
todos estos mundos. Dado que todos los mundos accesibles desde w (y por tanto,
por transitividad, en el submodelo generado por w) ya satisfacen pi, el submodelo
generado por w en M es isomorfo al submodelo generado por (w, 0) en (M{D}u )!pi.
Por tanto, (M{D}u )!pi, (w, 0)  ϕ. Se sigue que M{D}u , (w, 0)  [!pi]ϕ y, dado que
D era arbitrario, tenemos M, (w, 0)  [†pi][!pi]ϕ. Dado que M y w tambie´n eran
arbitrarias, el requisito se mantiene. 
7.5. Una axiomatizacio´n de olvidar-si uniformemente
La operacio´n de la definicio´n 198, con un conjunto finito (posiblemente vacı´o)
de la cla´usula no tautolo´gica C como para´metro, produce un nuevo modelo que
contiene |C |+ 1 copias de la original, siendo una de las copias ide´ntica a la original
y el resto igual al resultado de la falsificacio´n uniforme de cada una de las cla´usulas
en C . E´ste y otros efectos similares se puede lograr mediante los denominados
modelos de accio´n.
Definicio´n 211 (Modelo de accio´n monoagente).
Sea L un lenguaje formal que puede ser interpretado en los modelos de la de-
finicio´n 193. Un L -modelo de accio´n monoagente11 es definido como una tupla
U = (E,R,Pre,Post), donde E es un conjunto no vacı´o de acciones, R ⊆ E × E
es una relacio´n binaria, Pre : E → L una funcio´n precondicio´n asignando una
fo´rmula de L a cada accio´n en E y Post : (E × Var) → L una funcio´n post-
condicio´n asignando una fo´rmula de L a cada par de a´tomos en Var para cada
accio´n en E. Un modelo de accio´n apuntado es un par (U, e) donde U es un modelo
de accio´n y e un elemento de su dominio.
Los modelos de accio´n esta´n destinados a ser aplicados a los modelos de Kripke;
dicha aplicacio´n produce un nuevo modelo de Kripke, que se define como sigue.
11 Para no hacer excesivamente complicada la lectura omitiremos en el resto del capı´tulo la
palabra monoagente cuando nos refiramos a este concepto.
440 Capı´tulo 7. Olvidar fo´rmulas proposicionales en sistemas monoagentes
Definicio´n 212 (Actualizacio´n-producto).
Sea M = (W,R, V ) un modelo episte´mico y U = (E,R,Pre,Post) un modelo de
accio´n. El nuevo modelo episte´mico M ⊗ U = (W ′, R′, V ′) es dado por:
W ′ := {(w, e) ∈ (W × E) | (M,w)  Pre(e)};
(w, e)R′(u, f) si y so´lo si wRu y eRf; y
para cada p ∈ Var , V ′(p) := {(w, e) ∈ W ′ | (M,w)  Post(e, p)} .
En palabras, el dominio del nuevo modelo es el producto cartesiano restringido
entre el dominio deM y el de U: (w, e) es un mundo enM⊗U si y so´lo siw satisface
las precondiciones de e. En este nuevo modelo, el agente no puede distinguir el
mundo (u, f) del mundo (w, e) si y so´lo si no distinguio´ u de w en M y podrı´a no
distinguir f de e en U. Finalmente, un mundo (w, e) satisface un a´tomo p si y so´lo
si w satisface la postcondicio´n de p sobre e en M .
Los modelos de accio´n sera´n u´tiles para nosotros ya que la operacio´n sobre mo-
delos de la definicio´n 198 puede ser representada por el modelo de accio´n especı´fico
que se describe a continuacio´n.
Definicio´n 213 (Modelo de accio´n monoagente para olvidar-si).
Sea C = {Di / i ∈ I} un conjunto finito (posiblemente vacı´o) de cla´usulas no
tautolo´gicas. El modelo de accio´n monoagente12 UC = (E,R,Pre,Post) viene dado
por
E := {ei}i∈{0}∪I , R := E× E, Pre(ei) := > para todo i ∈ {0} ∪ I,
para cada p ∈ Var , Post(e0, p) := p y para i ∈ I ,
Post(ei, p) :=

p si {p,¬p} ∩Di = ∅;
> si ¬p ∈ Di;
⊥ si p ∈ Di.
Ejemplo 214.
Consideremos pi = p ∧ q y recordemos que C (pi) = {{p} , {q}} y C (¬pi) =
{{¬p,¬q}}. Entonces, el modelo de accio´n U{{p},{¬p,¬q}}, definido mediante una
cla´usula en C (pi) y otra en C (¬pi), viene dado por:
12 Para no hacer excesivamente complicada la lectura omitiremos en el resto del capı´tulo la
palabra monoagente cuando nos refiramos a este concepto.
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>
> >
e0
e{p} e{¬p,¬q}
Post(e0, λ) = λ
Post(e{p}, p) = ⊥
Post(e{p}, λ) = λ
λ /∈ {p}
Post(e{¬p,¬q}, p) = >
Post(e{¬p,¬q}, q) = >
Post(e{¬p,¬q}, λ) = λ
λ /∈ {p, q}
Fig. 9 (7.5): Modelo de accio´n monoagente para olvidar-si (ejemplo 214).
Las precondiciones esta´n representadas dentro de los estados. Para los esta-
dos distintos de e0, las postcondiciones esta´n configuradas para falsar la cla´usula
respectiva de cada estado.
No´tese co´mo, en cada modelo de accio´n UC , la relacio´n E es el producto car-
tesiano completo. Por lo tanto, la operacio´n de actualizacio´n de la definicio´n 212
conserva muchas de las propiedades relacionales, incluyendo la serialidad, la refle-
xividad, simetrı´a, transitividad y euclidianeidad. Estos modelos de accio´n nos dan
una representacio´n alternativa de los modelos MCu :
Proposicio´n 215.
Sea M un modelo y C un conjunto finito (posiblemente vacı´o) de cla´usulas no
tautolo´gicas. Entonces, los modelos MCu de la definicio´n 198 y M ⊗ UC de las
definiciones 213 y 212 son isomorfas.
Demostracio´n. Tomemos un modelo M = (W,R, V ); sera´ probado que MCu =
(W Cu , R
C
u , V
C
u ) y M ⊗ UC = (W ′, R′, V ′)〉 son isomorfos, muestras de la funcio´n
f : W Cu → W ′ dada por f(w, i) = (w, ei).
Primero, te´ngase en cuenta que (w, i)RCu (v, j) si y so´lo si (w, ei)R
′(v, ej). Esto
es porque, por la definicio´n 198, (w, i)RCu (v, j) si y so´lo si wRv. Ma´s au´n, por la
definicio´n 212, (w, ei)R′(v, ej) si y so´lo si wRv y eiRej . Pero, por la definicio´n 213,
R es la relacio´n total en E, ası´ que (w, i)RCu (v, j) si y so´lo si (w, ei)R
′(v, ej).
Ahora, para probar que (w, i) ∈ V Cu (p) si y so´lo si f(w, i) ∈ V ′(p), obse´rvese
que, por la definicio´n 198, (w, 0) ∈ V Cu (p) si y so´lo si w ∈ V (p). Por la definicio´n
212, (w, e0) ∈ V ′(p) si y so´lo si (M,w)  Post(e0, p), y por la definicio´n 213,
Post(e0, p) = p, ası´ que (w, e0) ∈ V ′(p) si y so´lo si (M,w)  p si y so´lo si w ∈
V (p) si y so´lo si (w, 0) ∈ V Cu (p). Para i 6= 0, por la definicio´n 198, (w, i) ∈ V Cu (p)
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si y so´lo si
o {p,¬p} ∩Di = ∅ y w ∈ V (p), o tambie´n ¬p ∈ Di. (7.1)
Por la definicio´n 212,
(w, ei) ∈ V ′(p) syss (M,w)  Post(ei, p); (7.2)
pero por la definicio´n 213, (M,w) podrı´a so´lo satisfacer Post(ei, p) en dos casos,
cuando es p y>, dado que⊥ es insatisfacible. Entonces, recordamos (7.2), (w, ei) ∈
V ′(p) si y so´lo si
(M,w)  p y {p,¬p} ∩Di = ∅, o tambie´n (M,w)  > y ¬p ∈ Di.
(7.3)
Te´ngase en cuenta la equivalencia de (7.1) y (7.3), que prueba que (w, i) ∈ V Cu (p)
si y so´lo si (w, ei) ∈ V ′(p). 
Esta correspondencia de nuestra operacio´n sobre modelos con el efecto de UC
permite el uso de la maquinaria de los modelos de accio´n para obtener un sistema de
axiomas para el lenguajeL2‡ con respecto a nuestros modelos sema´nticos. Primero
recordamos la definicio´n de la relacio´n de satisfaccio´n para la lo´gica de modelos de
accio´n.
Definicio´n 216 (LenguajeL2A).
Sea A un conjunto finito de modelos de accio´n L2 apuntados, es decir, un conjun-
to que contiene modelos de accio´n apuntados L2 (por lo tanto, con funciones de
precondicio´n y postcondicio´n que devuelven fo´rmulas en L2) cuyo dominio es fi-
nito (no vacı´o) y en el que cada accio´n afecta al valor de verdad de, a lo sumo un
nu´mero finito de proposiciones ato´micas13. El lenguaje L2A extiende L2 con nue-
vas fo´rmulas de la forma [U, e]ϕ con (U, e) ∈ A. Sea M = (W,R, V ) y w ∈ W . La
relacio´n de satisfaccio´n de la definicio´n 194 se extiende mediante el establecimiento
de (M,w)  [U, e]ϕ si y so´lo si
(M,w)  Pre(e) ⇒ M ⊗ U, (w, e)  ϕ.
El conjunto de fo´rmulas va´lidas deL2A es denotado por Log2A.
13 Esta condicio´n de finitud es requerida para permitir que cada modelo de accio´n apuntado [U, e]
sea asociado a un objeto sinta´ctico y por lo tanto sea utilizado como una modalidad dentro de las
fo´rmulas. Para ma´s detalles, remitimos al lector a la seccio´n 6.1 de [vDvdHK07].
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El siguiente resultado se basa en la axiomatizacio´n del modelo de accio´n que
aparece en la seccio´n 6.6 de [vDvdHK07] junto con las observaciones de [WC13]
(este u´ltimo en el marco de los anuncios pu´blicos). Recordemos que el sistema
lo´gico K contiene tautologı´as proposicionales, el modus ponens, el axioma de dis-
tribucio´n ` 2(ϕ → ψ) → (2ϕ → 2ψ) y la regla de necesitacio´n que deriva en
` 2ϕ desde ` ϕ.
Teorema 217.
Sea Λ cualquiera de los sistemas lo´gicosK, T ,K4,K5, S4, S5 y sea A un conjunto
finito de modelos de accio´n apuntados L2 y Λ-completantes. La lo´gica Log2A es
axiomatizada por la lo´gica modal Λ junto con los siguientes axiomas y reglas para
todo (U, e) ∈ A:
` [U, e]p ↔ (Pre(e)→ Post(e, p)) ` [U, e]2ϕ ↔
(
Pre(e)→ ∧f∈R[e] 2[U, f]ϕ)
` [U, e]¬ϕ ↔ (Pre(e)→ ¬[U, e]ϕ) ` [U, e](ϕ→ ψ) → ([U, e]ϕ→ [U, e]ψ)
` [U, e](ϕ ∧ ψ) ↔ ([U, e]ϕ ∧ [U, e]ψ) De ` ϕ se infiere ` [U, e]ϕ
Tabla 2 (7.5): Axiomas y reglas que hay que an˜adir a los de la lo´gica modal
Λ para axiomatizar Log2A.
Este resultado puede ser usado para obtener un sistema de axiomas para nuestra
modalidad particular [‡pi]. Dadas las cla´usulas D1 ∈ C (pi) y D2 ∈ C (¬pi), nuestro
sistema de axioma usara´ las modalidades auxiliares [D1, D2], [D1, D2] y [D1, D2],
cuya interpretacio´n sema´ntica es como sigue:
(M,w)  [D1, D2]ϕ si y so´lo si M{D1,D2}, (w, 0)  ϕ;
(M,w)  [D1, D2]ϕ si y so´lo si M{D1,D2}, (w, 1)  ϕ; y
(M,w)  [D1, D2]ϕ si y so´lo si M{D1,D2}, (w, 2)  ϕ.
Obse´rvese co´mo [D1, D2], [D1, D2] y [D1, D2] corresponden, respectivamente,
a [U{D1,D2}, e0], [U{D1,D2}, e1] y [U{D1,D2}, e2], con UC el modelo de accio´n L2 de la
definicio´n 213. Ma´s au´n, no´tese co´mo el uso de UC dentro de una modalidad es ade-
cuada, ya que es un modelo de accio´n finito: tiene un dominio finito no vacı´o y, dado
que, tanto D1 como D2 son finitos (lema 196), cada una de sus acciones cambia el
valor de verdad de a lo sumo un nu´mero finito de proposiciones ato´micas. Por u´lti-
mo, te´ngase en cuenta co´mo [‡pi]ϕ es equivalente a∧D1∈C (pi)∧D2∈C (¬pi)[D1, D2]ϕ.
Ası´ pues, nuestra axiomatizacio´n es como se indica en la siguiente definicio´n.
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Definicio´n 218 (Sistema de axiomas Ax2‡D).
Sea D el conjunto de los modelos de accio´n apuntados de la forma (U{D1,D2}, ei)
con i ∈ {0, 1, 2} (recordemos que Pre(e0) = Pre(e1) = Pre(e2)) yDj una cla´usula
finita no tautolo´gica; sea L2‡D la extensio´n de L2‡ con expresiones de la forma
[U, e]ϕ con (U, e) ∈ D.
El conjunto de axiomas Ax2‡D es definido por los siguientes esquemas (donde
[ ] es cualquiera de e´stos: [D1, D2], [D1, D2] y [D1, D2], siendo pi una fo´rmula
proposicional):
` [‡pi]ϕ ↔ ∧D1∈C (pi)∧D2∈C (¬pi)[D1, D2]ϕ
` [D1, D2]p ↔ p para todo p ∈ Var
` [D1, D2]p ↔ p si {p,¬p} ∩D1 = ∅
` [D1, D2]p ↔ > si ¬p ∈ D1
` [D1, D2]p ↔ ⊥ si p ∈ D1
` [D1, D2]p ↔ p si {p,¬p} ∩D2 = ∅
` [D1, D2]p ↔ > si ¬p ∈ D2
` [D1, D2]p ↔ ⊥ si p ∈ D2
` [ ]¬ϕ ↔ ¬[ ]ϕ
` [ ](ϕ ∧ ψ) ↔ ([ ]ϕ ∧ [ ]ψ)
` [ ]2ϕ ↔ 2([D1, D2]ϕ ∧ [D1, D2]ϕ ∧ [D1, D2]ϕ)
` [ ](ϕ→ ψ) → ([ ]ϕ→ [ ]ψ)
De ` ϕ se infiere ` [ ]ϕ
Tabla 3 (7.5): Esquemas para el conjunto de axiomas Ax2‡D.
Ahora es posible afirmar el principal resultado de este capı´tulo:
Teorema 219.
Sea Λ una de las lo´gicas K, T , K4, K5, S4, S5. Una fo´rmula ϕ ∈ L2‡D es va´lida
sobre la clase de modelos Λ-completantes si y so´lo si Λ + Ax2‡D ` ϕ.
Demostracio´n. La correccio´n es inmediata ya que todos los axiomas son verdade-
ros y todas las reglas preservan validez, donde apelamos al teorema 217 para esos
axiomas que involucran modelos de accio´n.
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Para completitud, sea ϕ ∈ L2‡D una fo´rmula va´lida. Entonces, por el primer
axioma de Ax2‡D, la fo´rmula ϕ puede ser sustituida por una fo´rmula demostra-
damente equivalente ϕ̂ ∈ L2D. Por el teorema 217, ϕ̂ es derivable, por lo tanto,
tambie´n lo es ϕ. 
Dado que los modelos de accio´n en D eran auxiliares, podrı´a ser u´til replantear
este resultado en te´rminos de nuestro lenguaje original:
Corolario 220.
Sea Λ una de las lo´gicas K, T , K4, K5, S4, S5. Una fo´rmula ϕ ∈ L2‡ es va´lida
sobre la clase de modelos Λ-completantes si y so´lo si es derivable en Λ + Ax2‡D.
7.6. Otras maneras de olvidar
Hay muchas posibilidades cuando se modela la accio´n de olvidar. Nuestro ob-
jetivo ha sido presentar un enfoque sema´ntico, en lugar de uno sinta´ctico, pero au´n
ası´ hay varias rutas que se pueden tomar. En esta seccio´n mencionamos algunas
variaciones y se discute co´mo se relacionan con nuestra propuesta.
7.6.1. Olvidar condicionalmente
Las acciones definidas de olvidar-que pi (definicio´n 207) y olvidar-si pi (defini-
cio´n 199) no tienen ninguna precondicio´n y, por lo tanto, pueden tener lugar inde-
pendientemente de si el agente conoce pi (y olvida-que pi) o conoce-si pi (y olvida-si
pi). Esta eleccio´n se ha hecho porque, te´cnicamente, no hay razo´n para restringir
las operaciones respectivas: se pueden aplicar a cualquier modelo, independiente-
mente de la actitud episte´mica del agente hacia pi14. Como resultado, a pesar de
que pueden presentarse anomalı´as en situaciones ‘extran˜as’, las acciones definidas
funcionan como se esperaba en los casos previstos (el agente conoce / conoce-si la
fo´rmula -no contradictoria y no tautolo´gica- que esta´ olvidando es el caso).
Sin embargo, tambie´n es interesante asumir que el agente no actuarı´a a menos
que este´ en una situacio´n prevista. Centre´monos en la accio´n de olvidar pi. Una
14 Compa´rese esto con la precondicio´n para anuncios pu´blicos. Con el fin de ser anunciada, una
fo´rmula debe ser verdadera, no so´lo por la interpretacio´n de la operacio´n (anunciar pu´blicamente y
verazmente), sino tambie´n por razones te´cnicas: si la fo´rmula es falsa, entonces el punto de evalua-
cio´n sera´ eliminado, por lo que no es posible evaluar las fo´rmulas en ellos despue´s de la operacio´n.
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posibilidad interesante es trabajar como en la definicio´n207 cuando el agente conoce
pi, pero no hacer nada en otro caso.
Definicio´n 221 (Operador modal [†′pi]).
Para una fo´rmula proposicional pi, se define un operador modal [†′pi] y se extiende
la sema´ntica de la definicio´n 194 configurando
(M,w)  [†′pi]ϕ si y so´lo si
∀D ∈ C (pi),M
{D}
u , (w, 0)  ϕ si (M,w)  2pi
(M,w)  ϕ en otro caso.
Por lo tanto, ϕ siempre debe ser evaluado, y la precondicio´n so´lo determina do´nde:
en M{D}u para cada D ∈ C (pi) cuando la precondicio´n se mantiene, y so´lo en M
en otro caso15.
Este nuevo operador tiene varias propiedades que son interesantes cuando se
compara con otros enfoques como la contraccio´n de creencias. Por ejemplo, un
principio vacuidad es inmediato.
Proposicio´n 222.
Si pi es proposicional y ϕ es una fo´rmula arbitraria, entonces
1. ¬2pi → (ϕ↔ [†′pi]ϕ) es va´lida, pero
2. ¬2pi → (ϕ↔ [†pi]ϕ) no es necesariamente va´lida.
Demostracio´n. La primera afirmacio´n es inmediata a partir de la definicio´n 221.
Como contraejemplo para la segunda afirmacio´n podemos tomar pi = p ∧ q y ϕ =
2p y considerar un modelo con un mundo reflexivo u´nico w satisfaciendo p ∧ ¬q.
Entonces, (M,w)  2p, pero M{{p}}u , (w, 0)  ¬2p, y por lo tanto
(M,w)  ¬2pi ∧ ¬(ϕ↔ [†pi]ϕ).

Ası´, las dos nociones de olvidar se comportan de manera diferente. Sin embar-
go, con el fin de estudiarlas juntas, no es necesario tener ambas como primitivas: la
versio´n con precondicio´n se puede definir en te´rminos de su contraparte ma´s gene-
ral.
15 No´tese co´mo esto es diferente de otras alternativas, dado que la usada en lo´gica de anuncios
pu´blicos cuando se evalu´a [!pi]ϕ es: si la fo´rmula anunciada pi no es verdad, entonces ϕ no necesita
ser evaluada y [!pi]ϕ se mantiene por vacuidad.
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Proposicio´n 223.
Si pi es proposicional y ϕ es arbitraria, entonces
 [†′pi]ϕ↔ (¬2pi ∧ ϕ) ∨ (2pi ∧ [†pi]ϕ).
Una variante similar podrı´a definirse a partir de [‡pi]. No vamos a entrar en
detalles, pero el tratamiento en este caso serı´a ma´s matizado, ya que habrı´a que
considerar tres casos, dependiendo de si 2pi, 2¬pi, o ninguno de ellos se mantiene.
7.6.2. Olvidar-si fuertemente
Como otra alternativa natural, podemos explorar una versio´n determinista de
nuestro operador lo que implicarı´a que el agente pierde toda la informacio´n de pi. De
acuerdo con la definicio´n 199, con el fin de verificar [‡pi]ϕ, tenemos que comprobar
ϕ en varios modelos, uno para cada elemento de C (pi) × C (¬pi). El nu´mero de
modelos a comprobar puede ser exponencial. Un operador de olvido determinista
alternativo podrı´a crear un solo modelo an˜adiendo una nueva copia de cada mundo
para cada cla´usula en C (pi) ∪ C (¬pi).
Definicio´n 224 (Operador modal [‡∗pi]).
Para una fo´rmula proposicional pi, se define un operador modal [‡∗pi] y se extiende
la sema´ntica en la definicio´n 194 estableciendo:
(M,w)  [‡∗pi]ϕ syss MC (pi)∪C (¬pi)u  ϕ. (7.4)
Ası´ que ahora so´lo necesitamos comprobar un modelo, pero el precio a pagar
es que el nuevo modelo puede ser exponencialmente mayor que el original. Como
antes, el operador alternativo [‡∗pi]ϕ tendrı´a propiedades diferentes a [‡pi]ϕ. Por
ejemplo, tenemos la siguiente:
Proposicio´n 225.
Sobre la clase de modelos seriales,
1. [‡∗(p ∧ q)] (¬2p ∧ ¬2q) es va´lida, pero
2. [‡(p ∧ q)] (¬2p ∧ ¬2q) no es va´lida.
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Demostracio´n. Supongamos que M es un modelo serial, w es un mundo de M
y v un mundo accesible desde w. La forma clausal prima de p ∧ q es {{p} , {q}},
mientras la forma clausal prima de ¬(p∧q) es {{¬p,¬q}}. Ası´ C (p∧q)∪C (¬(p∧
q)) = {{p} , {q} , {¬p,¬q}} y en MC (p∧q)∪C (¬(p∧q))u desde (w, 0) es accesible un
mundo (v, {p}) satisfaciendo ¬p y otro (v, {q}) satisfaciendo ¬q. Se sigue que
(M,w)  [‡∗(p ∧ q)](¬2p ∧ ¬2q).
Dado queM y w eran arbitrarios, se sigue la primera afirmacio´n.
Para la segunda, considere un modelo que consiste en un u´nico punto reflejo w
satisfaciendo p ∧ q. Entonces, (M{{q},{¬p,¬q}}u , w) claramente satisface 2p, ası´ que
(M,w) 2 [‡(p ∧ q)] (¬2p ∧ ¬2q), y por lo tanto esta fo´rmula no es va´lida. 
7.6.3. Olvidar-si de manera dependiente
Al olvidar-si uniforme (definicio´n 199), un agente olvida una fo´rmula pi hacien-
do falsa una cla´usula fija de la forma clausal prima de pi en una copia del modelo
inicial y una cla´usula fija de la forma clausal prima de ¬pi en otra. Sin embargo,
puede ser que no en todos los puntos del modelo se olvide de pi ‘por una misma
razo´n’. Esto da una forma alternativa para modelar el olvido, que se comporta de
una manera diferente al olvido uniforme tal como se ha presenta anteriormente.
Demos las definiciones.
Definicio´n 226 (Funciones de olvido).
Sea M = (W,R, V ) un modelo y (C1,C2) dos conjuntos de cla´usulas. Un par
de funciones de olvido es un par de funciones (f1, f2) tal que f1 : W → C1 y
f2 : W → C2.
El modelo M (f1,f2)d = (W
(f1,f2)
d , R
(f1,f2)
d , V
(f1,f2)
d ) viene dado por
W
(f1,f2)
d = W × {0, 1, 2} , (w, i)R(f1,f2)d (v, j) syss wRv
y para cada p ∈ Var :
1. (w, 0) ∈ V (f1,f2)d (p) si y so´lo si w ∈ V (p); y
2. para i = 1, 2, (w, i) ∈ V (f1,f2)d (p) si y so´lo si o bien {p,¬p} ∩ fi(w) = ∅ y
w ∈ V (p) o bien ¬p ∈ fi(w).
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Por lo tanto, el modelo de M (f1,f2)d contiene tres copias de M . Los elementos de
la primera, los mundos (w, 0), tienen la valoracio´n ato´mica inicial; cada elemento
de la segunda, los mundos (w, 1), hacen falsa una cla´usula particular en C1, como
indica la funcio´n olvido f1; por u´ltimo, cada elemento de la tercera copia, los mun-
dos (w, 2), hacen falsa una cla´usula particular en C2, como se indica por la funcio´n
de olvido f2.
Definicio´n 227 (Relacio´n de satisfaccio´n dependiente).
Sea M un modelo, definimos la relacio´n de satisfaccio´n dependiente d en M por
la extensio´n de la definicio´n 194 con (M,w) d [‡pi]ϕ si y so´lo si
∀f1 : W → C (pi),∀f2 : W → C (¬pi),M (f1,f2)d , (w, 0) d ϕ.
El conjunto de fo´rmulas en L2‡ va´lidas bajo d se denotara´ d-Log2‡.
Resulta que nuestras interpretaciones dependientes y uniformes dan lugar a di-
ferentes lo´gicas.
Proposicio´n 228.
Las lo´gicas Log2‡ (para olvido uniforme) y d-Log2‡ (para olvido dependiente) son
diferentes. En particular, si
ϕ = 2(p ∧ q)→ [‡(p ∧ q)](2p ∨2q),
entonces ϕ ∈ Log2‡\d-Log2‡. Esto es verdad incluso si nos restringimos a la clase
de los modelos S.
Demostracio´n. Se argumenta sema´nticamente que ϕ ∈ Log2‡. SeaM = (W,R, V )
un modelo y w ∈ W satisface 2(p ∧ q). Tenemos que C (p ∧ q) = {{p} , {q}}
y C (¬(p ∧ q)) = {{¬p,¬q}}, por lo que para comprobar que [‡(p ∧ q)](2p ∨
2q) se mantiene en w es suficiente ver que tanto (M{{p},{¬p,¬q}}u , (w, 0)) como
(M
{{q},{¬p,¬q}}
u , (w, 0)) satisfacen 2p ∨2q.
Sea M{{p},{¬p,¬q}}u = (W ′, R′, V ′) y supongamos que (w, 0)R′(v, i); afirmamos
que, independientemente de i, se tiene que (v, i) ∈ V ′(q). Si i = 0, esto se sigue
de la asuncio´n de que w ∈ Jp ∧ qKM . Si i = 1, entonces q no ocurre en {p} y
por tanto (v, 1) ∈ V ′(q). Finalmente, si i = 2, entonces ¬q ∈ {¬p,¬q} ası´ que
(v, 2) ∈ V ′(q). En los tres casos tenemos (v, i) ∈ V ′(q), y dado que (v, i) era
arbitrario, (w, 0) ∈ J2qKM{{p},{¬p,¬q}}u .
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Un argumento sime´trico muestra que M{{q},{¬p,¬q}}u , (w, 0) d 2p, ası´ pues te-
nemos que (M,w)  [‡(p ∧ q)](2p ∨2q), como se pedı´a.
Queda por comprobar que ϕ 6∈ d-Log2‡. Para ello, consideremos el modelo
M = (W,R, V ) mostrado a continuacio´n, donde W = {w, v}, R es la relacio´n
completa de W y V (p) = V (q) = W ; observemos que M es un modelo S.
pq pq
w v
Fig. 10 (7.6): Modelo episte´mico apuntado.
Claramente, (M,w) d 2(p ∧ q). Para mostrar que (M,w) 2d [‡(p ∧ q)](2p ∨
2q), so´lo tenemos que exhibir dos funciones de olvido f1 : W → {{p} , {q}}
y f2 : W → {{¬p,¬q}} tal que M (f1,f2), w 2d 2p ∨ 2q. Sea f1(w) = {p} y
f1(v) = {q}, mientras f2(w) = f2(v) = {¬p,¬q}. El modelo resultante M (f1,f2) =
(W ′′, R′′, V ′′) es el siguiente.
q p
pq pq
pq pq
(w, 1) (v, 1)
(w, 0) (v, 0)
(w, 2) (v, 2)
Fig. 11 (7.6): Modelo episte´mico apuntado tras ejecutarse una accio´n de
olvidar de forma dependiente.
Obse´rvese que R′′ tambie´n es la relacio´n completa. Ma´s au´n, (w, 1) 6∈ V ′′(p)
y (v, 1) 6∈ V ′′(q), ası´ que (w, 0) 6∈ J2p ∨2qKM(f1,f2) y por lo tanto (M,w) 2d
[‡(p ∧ q)](2p ∨2q), como desea´bamos. 
Por lo tanto, la nocio´n de olvido dependiente conduce a una lo´gica diferente del
olvido uniforme. Nuestro ejemplo anterior sugiere que con la accio´n de olvidar de
forma dependiente se pierde ma´s informacio´n que con la ana´loga uniforma, y esto
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puede ser deseable en algunas aplicaciones. Sin embargo, la te´cnica de represen-
tar el olvido en te´rminos de modelos de accio´n no funciona en esta configuracio´n
(al menos no de una manera directa); una exploracio´n adicional de esta nocio´n de
olvido se deja para un trabajo futuro.
7.7. Otros enfoques posibles
Como ya se apunto´ en la introduccio´n, existen otros enfoques en la literatura
lo´gica para la representacio´n de la accio´n de olvidar sobre la base de una represen-
tacio´n de modelos relacionales del conocimiento del agente. La idea de la creacio´n
de una copia de las posibilidades episte´micas que hace falsa una fo´rmula dada tam-
bie´n es compartida por [NCL06], un enfoque que representa el conocimiento como
un conjunto de interpretaciones proposicionales y define el olvido de una proposi-
cio´n ato´mica mediante el uso de la llamada operacio´n de cierre dual que crea copias
en las que el a´tomo se hace falso, manteniendo el valor de verdad de otros a´tomos
como en el modelo original. Estrechamente relacionado esta´ el enfoque de [BZ05],
el cual trabaja tambie´n con un conjunto de interpretaciones proposicionales y uti-
liza un concepto de ‘proximidad’ entre los modelos derivados de un concepto de
‘cercanı´a’ entre los mundos. La parte crucial de la propuesta, la operacio´n de actua-
lizacio´n del conocimiento, puede ser entendida como una operacio´n de modelos que
toma un modelo y una fo´rmula episte´mica y devuelve un modelo construido a partir
de la unio´n de todos los modelos que esta´n lo ma´s cerca posible al original y satis-
facen la fo´rmula dada. Dicha operacio´n se puede utilizar para representar un acto
de olvidar-si ϕ (entre otras acciones episte´micas) mediante el uso de ¬2ϕ∧¬2¬ϕ
como la fo´rmula que la operacio´n tiene como objetivo satisfacer.
Los enfoques que representan el conocimiento del agente como un conjunto de
fo´rmulas (el conjunto conocimiento) han seguido diferentes alternativas para repre-
sentar el olvido de un conjunto de a´tomos, dependiendo tı´picamente de alguna no-
cio´n de similitud entre los modelos: un conjunto de conocimientos es el resultado de
olvidar los a´tomos en Var ′ si y so´lo si todos los modelos del conjunto conocimiento
resultante son ‘equivalentes’ a un modelo del conjunto conocimiento original cuan-
do se ignoran los a´tomos en Var ′ [LR94]. En los enfoques que utilizan fo´rmulas
del lenguaje episte´mico, la nocio´n de equivalencia utilizada es la de bisimulacio´n,
que alcanza a sistemas [ZZ08, ZZ09] similares a los que contienen las modalidades
para la cuantificacio´n de bisimulaciones [EvdMS02, Fre06].
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Tambie´n hay enfoques centrados en el olvido variable en una fo´rmula dada. Por
ejemplo, [LLM03] entiende que el olvido de un conjunto de literales como una ac-
cio´n que toma una fo´rmula proposicional y un conjunto de literales y devuelve otra
fo´rmula proposicional que es la consecuencia ma´s fuerte del original, que tambie´n
es independiente de los literales ‘olvidados’. Tambie´n exploran lo que ellos lla-
man olvido variable, lo que equivale a olvidar tanto el literal como su negacio´n, y
que pueden ser equivalentemente definidas mediante el uso de fo´rmulas booleanas
cuantificadas. Otras propuestas parten de enfoques alternativos, como [SSLZ09],
que define directamente el olvido de un a´tomo de p en una fo´rmula proposicional pi
como una disyuncio´n de la fo´rmula pi[>/p] (el resultado de la sustitucio´n de p para
el siempre cierto >) y la fo´rmula pi[⊥/p] (el resultado de la sustitucio´n de p para
el siempre falso ⊥),y luego lo extiende al olvido de un conjunto de a´tomos en la
forma natural (el olvido de un conjunto de a´tomos conduce a olvidar un a´tomo en
el momento, y el olvido de un conjunto vacı´o es la fo´rmula original).
En el contexto del modelo AGM [AGM85], algunas aproximaciones usan pri-
mos implicados C (pi) de pi para un cambio de creencias. El autor de [Pag06] define
una operacio´n de contraccio´n de creencias determinista. Al contrario que en nues-
tra propuesta, requiere una implicacio´n episte´mica [GM88], un orden dentro de las
creencias del razonador, que esta´n representadas por fo´rmulas. Esta informacio´n
extralo´gica se utiliza para determinar que´ piezas de informacio´n se descartan, por
lo que la operacio´n se vuelve determinista. La ventaja de trabajar con primos im-
plicados (lo que ellos llaman implicacio´n episte´mica compilada), en lugar de las
fo´rmulas originales, es que en el conocimiento compilado base la contraccio´n se
realiza con so´lo la manipulacio´n sinta´ctica. Se presenta un enfoque diferente en
[MBP10]. Tambie´n trabajan con formas primas (ambas implicantes e implicadas)
y definen manipulaciones sinta´cticas para las operaciones del modelo AGM. Sus
criterios preferenciales se definen con la ayuda de una nocio´n de distancia entre
modelos (implicantes). Al tener en cuenta el conjunto de a´tomos con diferente valor
de verdad dentro de los dos modelos, varias medidas de distancia son presentadas y
comparadas. Las operaciones de revisio´n de creencias se calculan por la obtencio´n,
a partir de un conjunto de modelos posibles, los ma´s cercanos a una pieza de verdad
de la informacio´n.
Diferentes marcos de referencia podrı´an ser preferibles en diferentes escenarios.
El modelo que proponemos aquı´ es adecuado para situaciones en las que los agentes
modelan sus conocimientos utilizando los mundos posibles (aunque si tenemos un
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gran nu´mero de mundos no es deseable), pero no se dan preferencias cano´nicas a
priori entre las diferentes posibilidades episte´micas. Para ello, no es necesario que
el agente elija al azar entre todos los primos implicados, sino simplemente elegir
dichos implicados usando un me´todo que es desconocido para el observador externo
que esta´ haciendo el modelado lo´gico. En particular, un marco de este tipo puede ser
u´til para el agente episte´mico mismo cuando se utiliza un algoritmo complejo para
elegir un primo implicado para el que es difı´cil predecir de antemano el resultado.

Capı´tulo 8
Olvidar fo´rmulas proposicionales en
sistemas multiagentes
En este capı´tulo queremos presentar una versio´n de la lo´gica del conocimiento /
la creencia y el olvido (LC-CO) apta para sistemas multiagentes; ası´ pues, una pro-
puesta de sistema lo´gico con mayor expresividad. Sin embargo, e´sta no sera´ cons-
truida mediante la generalizacio´n de lo allı´ expuesto, sino que aprovecharemos la
ocasio´n para introducir novedades sustanciales de modo que el resultado reu´na,
adema´s de la mayor expresividad indicada, otras dos notables ventajas: la prime-
ra, que sea un olvido episte´micamente ma´s conservativo (es decir, que respete au´n
ma´s el estado episte´mico inicial de los agentes olvidadizos en cuanto que no afecta
a ciertas fo´rmulas que intuitivamente reconocemos que no necesariamente deben
cambiar) y, a la vez (y aunque parezca que ello entra en conflicto con el deseo an-
terior); la segunda se refiere a un mejor comportamiento desde un punto de vista
computacional, concretamente que sea ma´s eficiente (lo cual se conseguira´ median-
te la generacio´n de modelos ma´s pequen˜os).
En la extensa introduccio´n del capı´tulo anterior ya se pusieron de manifiesto mu-
chos de los aspectos que aquı´ son necesarios tener en cuenta, por lo que en lo que
sigue de esta introduccio´n so´lo nos referiremos a lo que ahora sea distinto o resulte
novedoso. So´lo sen˜alaremos dos notas esenciales: en primer lugar, la propuesta se
hace usando sema´ntica relacional kripkeana, con modelos episte´micos multiagen-
tes para representar el conocimiento de los agentes y modelos de accio´n que operan
sobre los otros para representar los cambios episte´micos; den segundo lugar, dado
el no determinismo que se genera con la accio´n de olvidar, se mantiene la estrate-
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gia de representar cualquier fo´rmula proposicional por su forma normal conjuntiva
‘minimal’ y sobre ella cuantificar con el objetivo de garantizar la ‘convergencia’
de los resultados obtenidos con independencia de la particular manera de olvidar la
proposicio´n que haya acontecido.
Entre dichas novedades presentamos dos operaciones sobre los modelos de Krip-
ke para representar la accio´n de un agente consistente en olvidar el valor de verdad
de una fo´rmula proposicional cualquiera que haya sido dada: la primera es una for-
ma de olvidar-si ‘pu´blicamente’ (que es la que esta´ ma´s directamente conectada
con la principal propuesta monoagente del capı´tulo anterior), segu´n la cual despue´s
de ejecutarse tal operacio´n todos los agentes conocen que el agente olvidadizo ha
olvidado la fo´rmula dada; la segunda es una forma de olvidar-si ‘secretamente’ tras
la cual el agente olvidadizo conoce lo que ha pasado pero el resto de los agentes no
son conscientes de la accio´n. Tambie´n mencionamos, aunque de forma muy breve
un olvido ma´s simple (olvidar-que pu´blicamente) en el que los agentes simplemen-
te olvidan que una fo´rmula dada es verdad. Para esta accio´n pueden ser definidas
no so´lo las versiones pu´blica y secreta, sino tambie´n una privada (segu´n la cual un
agente olvida que una fo´rmula pi es verdadera y otros agentes saben que el primero
ha olvidado que pi es verdadera o ¬pi es verdadera, pero no cua´l de ellas).
Organizaremos el capı´tulo de la siguiente manera. Comenzamos la primera sec-
cio´n exponiendo algunas nociones ba´sicas de la lo´gica proposicional y episte´mica
que se utilizara´n a lo largo del texto, eso sı´ ahora las versiones tomadas de esta
u´ltimas (las nociones episte´micas) son aptas para sistemas multiagentes. Hemos re-
petido una definicio´n relativa a contenidos de lo´gica proposicional y otra relativa
a lo´gica episte´mica dina´mica, que coinciden con otras que aparecen en el capı´tulo
7 y 6 respectivamente. El motivo es que, siendo muy poco el material redundante,
se justifica su aparicio´n por la mayor facilidad de lectura que aporta al texto. En
la segunda seccio´n presentamos la nocio´n de olvidar-si pu´blicamente que, al ser el
nu´cleo del capı´tulo, estudiamos con ma´s detalle en la seccio´n siguiente, analizando
distintas propiedades del mismo. La cuarta seccio´n introduce una nueva accio´n de
‘olvidar’ (olvidar-si secretamente), donde un agente olvida el valor de verdad de
una fo´rmula pi y los dema´s agentes no son conscientes de ello.
Hagamos un comentario final, e´ste en relacio´n al uso de los sistemas lo´gicos
resultantes a la modelizacio´n de la abduccio´n. Si hubie´semos restringido o hubie´se-
mos privilegiado excesivamente el uso de la abduccio´n dentro del a´mbito de las
Ciencias Empı´ricas, el intere´s de esta propuesta serı´a bastante menor. El motivo
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serı´a que el ambiente es un agente que no es cognitivo y que a la hora de abordar el
cambio teo´rico lo relevante son los anuncios que provienen del citado ambiente y
no cua´l es el estado episte´mico de otros agentes ante los mismos. Sin embargo, dado
que la abduccio´n es un tipo de inferencia que se puede incorporar con notable e´xito
en otras a´reas de conocimiento (inclusive humanı´siticas) y en procesos cotidianos,
sı´ resultan relevantes los mencionados estados episte´micos de otros agentes.
8.1. Cuestiones ba´sicas
A lo largo de este texto, Var denota un conjunto numerable no vacı´o de a´tomos
(o variables proposicionales) y Ag un conjunto numerable no vacı´o de agentes.
Definicio´n 229 (Lenguaje LAg2 ).
La grama´tica de LAg2 viene dada por
ϕ ::= > | p | ¬ϕ | ϕ ∧ ϕ | 2iϕ
con p ∈ Var e i ∈ Ag . Las fo´rmulas de la forma 2iϕ se leen como el agente i
conoce que ϕ es el caso. Los sı´mbolos “⊥“, “∨”, “→”, “↔” y “3i” son definidos
como es usual.
Las fo´rmulas de LAg2 , el lenguaje episte´mico multiagente ba´sico, son interpre-
tados en los modelos de Kripke (es decir, mediante sema´ntica de mundos posibles),
como se describe a continuacio´n.
Definicio´n 230 (Modelo de Kripke multiagente).
Un marco de Kripke multiagente1 (o, simplemente, un marco) es una tupla (W,R)
donde W es un conjunto no vacı´o de mundos posibles y R : Ag → ℘(W × W )
una funcio´n que asigna una relacio´n binaria sobre W a cada agente i ∈ Ag (Ri
es una relacio´n de accesibilidad del agente i). Un modelo de Kripke multiagente2
(o, simplemente, un modelo) es un marco de Kripke equipado con una valoracio´n
ato´mica V : Var → ℘(W ). Un modelo de Kripke multiagente apuntado3 es un par
(M,w) con M un modelo de Kripke y w un mundo en e´l (el punto de evaluacio´n).
1 Para no hacer excesivamente complicada la lectura omitiremos en el resto del capı´tulo la
palabra multiagente cuando nos refiramos a este concepto.
2 Idem.
3 Idem.
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No hacemos ninguna suposicio´n acerca de la relacio´n de accesibilidad, de modo
que, aunque en este capı´tulo se prefiere utilizar el te´rmino conocimiento, todo se
mantiene si sustituimos la palabra anterior por creencia.
Definicio´n 231 (Satisfaccio´n para LAg2 ).
SeaM = (W,R, V ) un modelo. La relacio´n  entre modelos apuntados y fo´rmulas
en LAg2 es definida como sigue.
(M,w)  p si y so´lo si w ∈ V (p)
(M,w)  ¬ϕ si y so´lo si (M,w) 2 ϕ
(M,w)  ϕ ∧ ψ si y so´lo si (M,w)  ϕ y (M,w)  ψ
(M,w)  2iϕ si y so´lo si para todo u ∈ W , Riwu implica (M,u)  ϕ
Como es usual, M  ϕ establece que (M,w)  ϕ para todos los mundos w en M .
Si X es una clase de modelos, X  ϕ establece que M  ϕ para todo M ∈ X. La
fo´rmula ϕ es va´lida cuando M  ϕ para cada modelo M , un caso denotado por
 ϕ.
Definicio´n 232 (Bisimulacio´n).
Sea At∗ ⊆ Var un conjunto de a´tomos. Sean M y M ′ dos modelos con M =
(W,R, V ) yM ′ = (W ′, R′, V ′). Una relacio´n Z ⊆ (W ×W ′) es una At∗-bisimula-
cio´n entre M y M ′ si y so´lo si para cada (w,w′) ∈ Z:
atoms para cada p ∈ At∗, w ∈ V (p) si y so´lo si w′ ∈ V ′(p);
forth si hay u ∈ W tal que Riwu para algu´n i ∈ Ag , entonces hay u′ ∈ W ′ tal que
ambos R′iw
′u′ y (u, u′) ∈ Z;
back si hay u′ ∈ W ′ tal que R′iw′u′ para algu´n i ∈ Ag , entonces hay u ∈ W tal
que ambos Riwu y (u, u′) ∈ Z.
Dos modelosM yM ′ son bisimilares hasta los a´tomos enAt∗ (notacio´n:M ↔At∗
M ′) cuando hay una At∗-bisimulacio´n entre ellos. Dos modelos apuntados (M,w)
y (M ′, w′) son bisimilares hasta los a´tomos enAt∗ (notacio´n: (M,w) ↔At∗ (M ′, w′))
cuando hay una At∗-bisimulacio´n entre los modelos que contiene (w,w′).
Recordemos el siguiente resultado conocido para el lenguaje LAg2 .
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Proposicio´n 233.
Sean M y M ′ dos modelos con M = (W,R, V ) y M ′ = (W ′, R′, V ′). Si (M,w) y
(M ′, w′) son At∗-bisimilares (ver la seccio´n 2.2 de [BdRV01]) entonces, para cada
fo´rmula ϕ ∈ LAg2 cuyos a´tomos aparezcan todos en At∗, (M,w)  ϕ si y so´lo si
(M ′, w′)  ϕ.
Definicio´n 234 (Forma clausal).
Sea pi una fo´rmula proposicional. Definimos la forma clausal de pi, C (pi), como el
conjunto de todas las cla´usulas que son consecuencias no tautolo´gicas mı´nimas de
pi. Dada una forma clausal C , definimos C∧ := ∧D∈C ∨D.
Claramente, C∧ es una forma normal conjuntiva mı´nima de pi y la forma nor-
mal C (pi) es, en realidad, el conjunto de implicantes primos de pi (cf. [Qui52,
RBM97]). Existen varios algoritmos para calcularlo (por ejemplo, [Qui52, dK92,
KT90, Rym94, RBM97]; ver [Bit08] para ma´s informacio´n).
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Definicio´n 235 (Lenguaje LAg
2‡P ).
El lenguaje LAg
2‡P extiende L
Ag
2 con expresiones de la forma [‡Pa pi]ϕ con pi una
fo´rmula proposicional y a ∈ Ag un agente. Dichas expresiones se leen como des-
pue´s de que el agente a olvide-si pi pu´blicamente, ϕ es el caso. Expresiones de la
forma 〈‡Pa pi〉ϕ son definidas de la forma esta´ndar (como ¬[‡Pa pi]¬ϕ).
Para la interpretacio´n sema´ntica de las nuevas fo´rmulas, observemos co´mo 2aϕ
es el caso cuando ϕ se mantiene en las alternativas episte´micas de todo agente a.
Entonces, con el fin de que olvide el valor de verdad de una determinada fo´rmula
proposicional contingente pi (por lo que no sabe que se mantiene y tampoco sabe
que falla), se debe tener en cuenta como posible no so´lo (al menos) una situacio´n
en la que pi falla, sino tambie´n (al menos) una situacio´n en la que ¬pi falla (y por lo
tanto pi se mantiene). En primer lugar, tengamos en cuenta co´mo, dado un mundo
posible, hay varias maneras de hacer falsa una fo´rmula dada pi. Si se usa su forma
clausal C (pi) = {D1, . . . , Dn}, entonces es claro que con el fin de hacer que pi sea
falsa en algu´n mundo, al menos una cla´usula en C (pi) debe ser falsa en ella; por lo
tanto, hay 2n − 1 distintas formas de hacer falso a pi. Sin embargo, la falsacio´n de
una coleccio´n no vacı´a arbitraria de cla´usulas es problema´tica, tanto a causa de la
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explosio´n combinatoria como porque las negaciones de diferentes cla´usulas pueden
ser mutuamente incompatibles. De hecho, el enfoque de un cambio mı´nimo sugiere
que, con el fin de falsificar pi, es suficiente falsificar so´lo una de sus cla´usulas.
La operacio´n de olvidar que se define en esta seccio´n crea una copia del modelo
original: si el mundo original hace que pi sea verdadera, entonces la copia hace falsa
una cla´usula fija de C (pi), pero si el mundo original hace que pi sea falsa, entonces
la copia hace falsa una cla´usula fija de C (¬pi).
Definicio´n 236 (Olvidar pu´blicamente).
Sea M = (W,R, V ) un modelo, a ∈ Ag un agente, pi una fo´rmula proposicional y
D1 y D2 dos cla´usulas finitas no tautolo´gicas. El modelo MPa,pi
(
D1
D2
)
= (W ′, R′, V ′)
viene dado por:
W ′ := W × {0, 1};
para agentes a, y cada b ∈ Ag , con b 6= a,
R′a := {((w, i), (u, j)) ∈W ′ | Rawu y i, j ∈ {0, 1}}
R′b := {((w, i), (u, i)) ∈W ′ | Rbwu y i ∈ {0, 1}}
para cada p ∈ Var y w ∈W :
◦ (w, 0) ∈ V ′(p) si y so´lo si w ∈ V (p)
◦ (w, 1) ∈ V ′(p) si y so´lo si al menos uno de los siguientes se mantiene
• w ∈ V (p) y (M,w)  pi y p /∈ D1, o
• w ∈ V (p) y (M,w)  ¬pi y p /∈ D2, o
• (M,w)  pi y ¬p ∈ D1, o
• (M,w)  ¬pi y ¬p ∈ D2.
La operacio´n produce un modelo MPa,pi
(
D1
D2
)
cuyo dominio tiene dos tipos de
mundos: los mundos de la forma (w, 0) (la ‘zona 0’) preservan la evaluacio´n original
–un a´tomo de p es verdadero en (w, 0) si y so´lo si p era ya verdad en w–; por otro
lado, en los de la forma (w, 1) (la ‘zona 1 ’) todos los literales o bien en D1 o
bien en D2 han sido falsificados, en funcio´n de si pi se mantiene o no en w. Para
las relaciones de accesibilidad, la del agente olvidadizo a se extiende de manera
uniforme, haciendo un mundo (u, j) accesible desde un mundo (w, i) cuando u es
accesible desde w en el modelo original. Para el resto de los agentes, su respectiva
relacio´n es como la del original dentro de cada copia, pero ninguna flecha va de una
zona a la otra.
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Definicio´n 237 (Satisfaccio´n para LAg
2‡P ).
La definicio´n 231 se extiende a las fo´rmulas en LAg
2‡P con
(M,w)  [‡Pa pi]ϕ si y so´lo si
MPa,pi
(
D1
D2
)
, (w, 0)  ϕ para todo D1 ∈ C (pi), D2 ∈ C (¬pi).
Por tanto, ϕ es el caso despue´s de que el agente a olvide pu´blicamente el valor
de verdad de pi ([‡Pa pi]ϕ), cuando ϕ se sostiene independientemente de las cla´usulas
D1 yD2 que son elegidas para hacer falsa a pi y ¬pi (respectivamente) en los mundos
an˜adidos.
8.3. El efecto de olvidar-si pu´blicamente
El modelo MPa,pi
(
D1
D2
)
es el resultado de que el agente a considere pu´blicamente
nuevas posibilidades que cambien el valor de verdad de pi. Si pi era verdad en un
w dado, entonces pi es falsa en (w, 1), pero si pi era falsa en w, ahora es verdad
en (w, 1). Esto es hecho falsando en (w, 1) todos los literales o bien de D1 (si pi
era verdad en w) o bien de D2 (de otra manera). En cada caso, los a´tomos que no
ocurren en la cla´usula mantienen su valor de verdad originales. Ası´,
Lema 238.
Sea M = (W,R, V ) un modelo y pi una fo´rmula proposicional que no es ni una
tautologı´a ni una contradiccio´n (ası´ que los dos C (pi) y C (¬pi) son conjuntos no
vacı´os de cla´usulas contingentes), con D1 ∈ C (pi) y D2 ∈ C (¬pi), y un agente
olvidadizo a. Entonces, para cualquier w ∈ W ,
MPa,pi
(
D1
D2
)
, (w, 0)  pi si y so´lo si (M,w)  pi (8.1)
MPa,pi
(
D1
D2
)
, (w, 1) 2 pi si y so´lo si (M,w)  pi (8.2)
Demostracio´n. Por la definicio´n 236, (w, 0) y w satisfacen exactamente los mis-
mos a´tomos, ası´ que (8.1) es inmediata. Para (8.2), supongamos (M,w)  pi; en-
tonces el valor de verdad de cada literal en D1 ha sido hecho falso en (w, 1). Por
lo tanto, MPa,pi
(
D1
D2
)
, (w, 1) 2
∨
D1 y por consiguiente MPa,pi
(
D1
D2
)
, (w, 1) 2 pi. Por
otro lado, cuando (M,w) 2 pi, todos los literales en D2 han sido hecho falsos,
ası´ que MPa,pi
(
D1
D2
)
, (w, 1) 2
∨
D2 y entonces MPa,pi
(
D1
D2
)
, (w, 1) 2 ¬pi por lo que
MPa,pi
(
D1
D2
)
, (w, 1)  pi. 
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Ejemplo 239.
Consideremos el siguiente modelo apuntado (M,w0) en el que los dos agentes a y
b conocen p (es decir, (M,w0)  2ap ∧2bp):
p p
w0 w1
a, b
a, b
a, b
Fig. 1 (8.3): Modelo episte´mico multiagente apuntado (ejemplo 239).
Consideremos la accio´n del agente a que olvida-si p. Dado que C (p) = {{p}},
hay so´lo una cla´usula eligible: {p}. De forma similar,C (¬p) = {{¬p}}, ası´ que las
u´nicas cla´usulas que pueden ser consideradas para que a olvide si p son D1 = {p}
y D2 = {¬p}. El modelo apuntado (MPa,pi
( {p}
{¬p}
)
, (w0, 0)) aparece a continuacio´n,
con la fila inferior siendo la copia en la que cada mundo cambia el valor de verdad
de pi.
p p
(w0, 1) (w1, 1)
(w0, 0) (w1, 0)
a, b
a, b
a, b
a, b
a a a
a, b
a, b
a
Fig. 2 (8.3): Modelo episte´mico multiagente apuntado tras ejecutarse una
accio´n de olvidar-si pu´blicamente (ejemplo 239).
Como resultado de la accio´n, desde (w0, 1) el agente a considera posibles
mundos donde p se mantiene y tambie´n otros mundos donde p falla. Por lo tan-
to, MPa,pi
(
D1
D2
)
, (w0, 0)  ¬2ap ∧ ¬2a¬p y en consecuencia (M,w0)  2ap ∧
[‡Pa p](¬2ap ∧ ¬2a¬p). Con respecto al agente b, desde (w0, 1) considera posi-
ble so´lo mundos donde p se mantiene; por lo tanto, MPa,pi
(
D1
D2
)
, (w0, 0)  2bp y por
lo tanto (M,w0)  2bp ∧ [‡Pa p]2bp. Sin embargo, mientras en (M,w) el agente
b que conocı´a a conocı´a p, (M,w0)  2b2ap, en (MPa,pi
(
D1
D2
)
, (w0, 0)) el agente b
conoce que a no conoce si p, MPa,pi
(
D1
D2
)
, (w0, 0)  2b(¬2ap ∧ ¬2a¬p).
En el ejemplo previo, notamos co´mo, si w1 no tuviese flechas reflexivas y fuera
el punto de evaluacio´n en M (y por lo tanto (w1, 0) el punto de evaluacio´n en el
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modelo despue´s de la operacio´n), entonces el agente conocerı´a p antes de la accio´n
(por vacuidad), y la conocerı´a au´n posteriormente (por vacuidad tambie´n). La pro-
posicio´n siguiente muestra que este resultado contrario a la intuicio´n de la accio´n
olvidar-si puede ocurrir so´lo cuando el conocimiento del agente es inconsistente.
Proposicio´n 240.
Sea pi una fo´rmula proposicional que no es ni una tautologı´a ni una contradiccio´n.
Entonces  [‡Pa pi](2a¬pi ∨2api)↔ 2a⊥
Demostracio´n. SeaM = (W,R, V ) un modelo. De derecha a izquierda, si (M,w) 
2a⊥ entonces no hay u tal queRawu ası´ que, por la definicio´n 236, no hay (u, i) tal
queR′a(w, 0)(u, i) (independientemente de la cla´usula usada); por lo tanto,M
P
a,pi
(
D1
D2
)
,
(w, 0)  2a¬pi ∨2api y en consecuencia (M,w)  [‡Pa pi](2a¬pi ∨2api)↔ 2a⊥.
De izquierda a derecha, supongamos (M,w)  ¬2a⊥; entonces hay u ∈ W tal
que Rawu y en consecuencia, independientemente de la cla´usula elegida D1 y D2,
hay (u, 0) y (u, 1) en W ′ tal que R′a(w, 0)(u, 0) y R
′
a(w, 0)(u, 1). Por el lema 238,
(u, 0) y (u, 1) asigna el valor de verdad opuesto a pi, ası´ que MPa,pi
(
D1
D2
)
, (w, 0) 
3a¬pi ∧ 3api, esto es, MPa,pi
(
D1
D2
)
, (w, 0)  ¬(2api ∨ 2a¬pi). Pero pi no es ni una
tautologı´a ni una contradiccio´n, ası´ que tanto C (pi) como C (¬pi) son conjuntos no
vacı´os de cla´usulas contingentes y por lo tanto (M,w)  〈‡Pa pi〉¬(2api ∨ 2a¬pi),
esto es, (M,w) 2 [‡Pa pi](2api ∨2a¬pi). 
Como caso particular, si pi es un a´tomo p, entonces C (p) = {{p}} es no vacı´o y
contiene so´lo cla´usulas contingentes, ası´ que [‡Pa p](2ap∨2a¬p)↔ 2a⊥ es va´lida.
Ma´s interesante au´n, recordemos que el conocimiento de un agente es consistente
en w si y so´lo si w tiene al menos un mundo accesible. Por lo tanto, en la clase de
los modelos en la que esta propiedad de consistencia se mantiene, llamada serial y
denotada por KD, la accio´n de olvido logra el resultado deseado.
Corolario 241.
Para cualquier fo´rmula proposicional no tautolo´gica y no contradictoria pi, KD 
〈‡Pa pi〉> ∧ [‡Pa pi](¬2api ∧ ¬2a¬pi).
Podrı´amos habernos dado cuenta de que, adema´s del corolario 241, tanto el
lema 238 como la proposicio´n 240 esta´n restringidas a fo´rmulas pi que no sean ni
tautologı´as ni contradicciones. Esto es ası´ porque, de lo contrario, la prueba no se
mantendrı´a: en tales casos o bien C (pi) = ∅ o bien C (¬pi) = ∅, y por lo tanto no
hay cla´usulas que aplicar. Como consecuencia de esto, tanto [‡Pa>]ϕ como [‡Pa⊥]ϕ
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son va´lidos para cualquier fo´rmula ϕ. Sin embargo, ni 〈‡Pa>〉> ni 〈‡Pa⊥〉> son
satisfacibles.
Sobre minimalidad La siguiente proposicio´n muestra co´mo la accio´n de olvidar
es incluso minimal con respecto a los cambios en el conocimiento de los agentes,
ya que no afecta al valor de verdad de las fo´rmulas que no comparten a´tomos con la
olvidada.
Proposicio´n 242.
Sea pi una fo´rmula proposicional que ni es una tautologı´a ni una cotradiccio´n
(ası´ que C (pi) y C (¬pi) son conjuntos no vacı´os de cla´usulas contingentes). Enton-
ces, para cada agente a y cada fo´rmula ϕ ∈ LAg2 cuyos a´tomos no aparecen en los
literales de
⋃
C (pi)4,  ϕ↔ [‡Pa pi]ϕ.
Demostracio´n. La prueba usa un argumento de bisimulacio´n. Primero, tomemos un
modeloM = (W,R, V ). Tomemos cualquierD1 ∈ C (pi) y cualquierD2 ∈ C (¬pi),
siendo pi una fo´rmula proposicional contingente, y sea Varpi un conjunto de a´tomos
en los literales de
⋃
C (pi). La relacio´n Z entre los dominios de M y MPa,pi
(
D1
D2
)
es
definida como
Z := {(u, (u, k)) ∈ (W ×W ′) | u ∈ W y k ∈ {0, 1}}
es una (Var \ Varpi)-bisimulacio´n, dada la definicio´n 236. Por lo tanto, para cada
fo´rmula ϕ ∈ LAg2 cuyos a´tomos no aparecen en Varpi y cada u ∈ W , (M,u)  ϕ
si y so´lo si MPa,pi
(
D1
D2
)
, (u, k)  ϕ. La prueba actual es directa, dado que para cada
modelo apuntado (M,w) el par (w, (w, 0)) esta´ en la (Var \ Varpi)-bisimulacio´n.

En particular, el cambio en el conocimiento del agente olvidadizo es minimal,
dado que ϕ no contiene a´tomos en
⋃
C (pi), luego  2aϕ↔ [‡Pa pi]2aϕ.
Ejemplo 243.
Consideremos el siguiente modelo episte´mico monoagente apuntado.
pq qw0 w1
Fig. 3 (8.3): Modelo episte´mico monoagente apuntado (ejemplo 243).
4 Obviamente, los a´tomos en los literales de
⋃
C (pi) son los mismos que en
⋃
C (¬pi), por lo
tanto, los mismos que en
⋃
C (pi) ∪⋃C (¬pi) tambie´n.
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Observemos co´mo el agente no conoce ni p ∧ q (considera que w1 es posible)
ni ¬(p ∧ q) (considera que w0). De nuevo, hay dos resultados posibles para una
accio´n de olvidar-si la ya ‘deconocida’ p ∧ q:
M ′ (eligiendo {p} y {¬p,¬q}) M ′′ (eligiendo {q} y {¬p,¬q})
pq q
q pq
(w0, 0) (w1, 0)
(w0, 1) (w1, 1)
pq q
p pq
(w0, 0) (w1, 0)
(w0, 1) (w1, 1)
Fig. 4 (8.3): Dos modelos episte´micos apuntados distintos obtenidos tras
ejecutarse una accio´n de olvidar-si al mismo modelo inicial (ejemplo 243).
En los modelos apuntados, M ′ y M ′′ respectivamente, el agente au´n no conoce
ni p ∧ q ni ¬(p ∧ q). Sin embargo, en ambos casos la accio´n ha afectado a su
informacio´n. En el modelo apuntado ma´s a la izquierda (M ′, (w0, 0)) considera
posible un mundo ¬p ∧ q, (w1, 0), desde el que hay un mundo accesible p ∧ q,
(w1, 1), algo que no pasa en (M,w0):
· (M ′, (w0, 0))  3(¬p ∧ q ∧3(p ∧ q)) pero (M,w0) 2 3(¬p ∧ q ∧3(p ∧ q)).
· (M ′, (w0, 0))  3(¬p ∧ q ∧3(p ∧ q)) pero (M,w0) 2 3(¬p ∧ q ∧3(p ∧ q)).
En el modelo apuntado de ma´s a la derecha (M ′′, (w, 0)) considera posible un
mundo p ∧ ¬q, (w0, 1), algo que no pasa en (M,w0):
(M ′′, (w0, 0))  3(p ∧ ¬q) aunque (M,w0) 2 3(p ∧ ¬q).
(M ′′, (w0, 0))  3(p ∧ ¬q) yet (M,w0) 2 3(p ∧ ¬q)
Por lo tanto, olvidar-si es el caso de una fo´rmula cuyo valor de verdad no se
conoce al empezar, puede afectar a la informacio´n del agente da´ndole ‘nuevas razo-
nes’ para no conocer el valor de verdad de las fo´rmulas. Tambie´n, observamos que,
en M ′ el agente au´n conoce q pero no en M ′′, por lo que las diferentes elecciones
de cla´usulas produce efectos diferentes.
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La proposicio´n 242 muestra que la operacio´n de olvido no afecta al valor de
verdad de las fo´rmulas que no incluyen a´tomos en la forma clausal de la olvida-
da. El siguiente resultado va un paso ma´s alla´, mostrando co´mo el conocimiento
proposicional de otros agentes distintos del olvidadizo no es afectado tampoco.
Proposicio´n 244.
Si pi es una fo´rmula proposicional que no es ni una tautologı´a ni una contradic-
cio´n y b un agende diferente de a, entonces para cada fo´rmula proposicional pi′
(incluyendo pi),  2bpi′ ↔ [‡Pa pi]2bpi′
Demostracio´n. El nu´cleo de la prueba son dos hechos del nuevo modelo: la va-
loracio´n ato´mica de la ‘zona 0’ es igual que en el modelo original, y la relacio´n
de accesibilidad de agentes distintos de a no pasa de una zona a la otra. Formal-
mente, sea (M,w) un modelo apuntado con M = (W,R, V ). Sea pi una fo´rmula
proposicional; sea b un agente diferente de a.
Observemos primero co´mo, de la defincio´n de valoracio´n V ′ en MPa,pi
(
D1
D2
)
para
cualquier D1 ∈ C (pi) y D2 ∈ C (¬pi), los mundos v ∈ W y (v, 0) ∈ W ′ tienen la
misma valoracio´n ato´mica; por lo tanto, para cada fo´rmula proposicional pi′,
(M, v)  pi′ si y so´lo si MPa,pi
(
D1
D2
)
, (v, 0)  pi′.
Para la prueba, desde izquierda a derecha, supongamos (M,w)  2bpi′; entonces,
para cada u ∈ W , Rbwu implica (M,u)  pi′. Consideremos ahora el conjun-
to de todos los sucesores R′b de (w, 0) en un modelo M
P
a,pi
(
D1
D2
)
para un arbitrario
D1 ∈ C (pi) y D2 ∈ C (¬pi); de la definicio´n de R′b, el conjunto viene dado por
{(u, 0) ∈ W ′ | Rbwu}. Entonces, si (u, 0) esta´ en tal conjunto, entonces Rbwu y
por lo tanto (M,u)  pi′ ası´ que, por la observacio´n inicial, MPa,pi
(
D1
D2
)
, (u, 0)  pi′.
Dado que (u, 0) es un sucesor arbitrario R′b de (w, 0), M
P
a,pi
(
D1
D2
)
, (w, 0)  2bpi′; y
teniendo en cuenta que D1 y D2 son arbitrarios, (M,w)  [‡Pa pi]2bpi′.
De derecha a izquierda, supongamos (M,w)  [‡Pa pi]2bpi′. Entonces, para cual-
quier D1 ∈ C (pi) y D2 ∈ C (¬pi),MPa,pi
(
D1
D2
)
, (w, 0)  2bpi′ y por tanto, para ca-
da (u, k) ∈ W ′, si R′b(w, 0)(u, k) entonces MPa,pi
(
D1
D2
)
, (u, k)  pi′. Ahora tome-
mos cualquier u ∈ W tal que Rbwu. Por su defincio´n, R′b(w, 0)(u, 0) y por tanto,
MPa,pi
(
D1
D2
)
, (u, 0)  pi′. Pero entonces, por la observacio´n inicial, (M,u)  pi′. Por lo
tanto, (M,w)  2bpi′, como querı´amos. 
No obstante, en el supuesto razonable de consistencia, el conocimiento episte´mi-
co de todos los agentes (incluyendo el olvidadizo) cambia.
8.4. Olvidar-si secretamente 467
Proposicio´n 245.
Si pi es una fo´rmula proposicional distinta de una tautologı´a y una contradiccio´n e
i ∈ Ag , entonces KD  [‡Pa pi]2i(¬2api ∧ ¬2a¬pi)
Demostracio´n. La observacio´n clave es que, aunque los mundos del modelo ori-
ginal y los de la ‘zona 0’ son proposicionalmente equivalentes (observacio´n inicial
de la prueba de la proposicio´n 244), ellos no son modalmente equivalentes, dado
que en el nuevo modelo estos mundos tienen flechas de accesibilidad para el agente
olvidadizo a. Formalmente, sea (M,w) un modelo apuntado con M = (W,R, V );
sea pi una fo´rmula proposicional y tomemos D1 ∈ C (pi) y D2 ∈ C (¬pi) arbitrarios.
Para agentes b diferentes de a, consideremos el conjunto de todos los sucesores
R′b de (w, 0) en M
P
a,pi
(
D1
D2
)
; a partir de la definicio´n de R′b este conjunto viene dado
por {(u, 0) ∈ W ′ | Rbwu}. Ahora tomemos cualquier elemento (u, 0) en tal con-
junto y centre´monos en su primera componente u. Dado que M es serial, hay un
v ∈ W tal que Rauv; de esto y de la definicio´n de R′a se sigue que tanto (v, 0) como
(v, 1) son sucesores R′a de (u, 0). Si (M, v)  pi entonces MPa,pi
(
D1
D2
)
, (v, 0)  pi
y MPa,pi
(
D1
D2
)
, (v, 1)  ¬pi (lema 238); en caso contrario, (M, v)  ¬pi ası´ que
MPa,pi
(
D1
D2
)
, (v, 0)  ¬pi yMPa,pi
(
D1
D2
)
, (v, 1)  pi (lema 238 de nuevo). En ambos casos
MPa,pi
(
D1
D2
)
, (u, 0)  3api∧3a¬pi, y por lo tanto MPa,pi
(
D1
D2
)
, (u, 0)  ¬2api∧¬2a¬pi.
Dado que (u, 0) es un sucesor arbitrario R′b de (w, 0), entonces M
P
a,pi
(
D1
D2
)
, (w, 0) 
2b(¬2api ∧ ¬2a¬pi); dado que D1 y D2 son arbitrarios, podemos establecer que
(M,w)  [‡Pa pi]2b(¬2api ∧ ¬2a¬pi).
Para el agente a, el conjunto de sucesores R′a de (w, 0) en M
P
a,pi
(
D1
D2
)
tiene ma´s
elementos, puesto que viene dado por {(u, k) ∈ W ′ | Rbwu ∧ k ∈ {0, 1}}. Sin em-
bargo, los elementos extras tambie´n satisfacen la propiedad dado que, de nuevo por
la serialidad de M , cada (u, 1) en tal conjunto pueden alcanzar, via R′a, tanto un
mundo que satisfaga pi como otro que satisfaga ¬pi. Entonces, MPa,pi
(
D1
D2
)
, (u, 1) 
¬2api ∧ ¬2a¬pi, y por lo tanto, (M,w)  [‡Pa pi]2a(¬2api ∧ ¬2a¬pi). 
8.4. Olvidar-si secretamente
Definicio´n 246 (Lenguaje LAg
2‡S ).
El lenguaje LAg
2‡S extiende L
Ag
2 con expresiones de la forma [‡Sapi]ϕ con pi una
fo´rmula proposicional y a ∈ Ag un agente, que se lee como despue´s de que el
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agente a secretamente olvide-si pi, ϕ es el caso. Expresiones de la forma 〈‡Sapi〉ϕ se
definen de la manera esta´ndar (como ¬[‡Sapi]¬ϕ).
Definicio´n 247 (Olvido secreto).
Sea M = (W,R, V ) un modelo, a ∈ Ag un agente, pi una fo´rmula proposicional y
D1 y D2 dos cla´usulas no tautolo´gicas finitas. El modelo MSa,pi
(
D1
D2
)
= (W ′, R′, V ′)
viene dado por:
W ′ := W × {0, 1, 2};
para el agente a y cada b ∈ Ag , con b 6= a,
R′a := {((w, i), (u, j)) ∈W ′ | Rawu, i, j ∈ {0, 1}} ∪ {((w, 2), (u, 2)) ∈W ′ | Rawu}
R′b := {((w, i), (u, 2)) ∈W ′ | Rbwu y i ∈ {0, 1, 2}}
para cada p ∈ Var y w ∈W :
◦ (w, k) ∈ V ′(p), con k ∈ {0, 2}, si y so´lo si w ∈ V (p)
◦ (w, 1) ∈ V ′(p) si y so´lo si al menos uno de los siguientes se mantiene
• w ∈ V (p) y (M,w)  pi y p /∈ D1, o
• w ∈ V (p) y (M,w)  ¬pi y p /∈ D2, o
• (M,w)  pi y ¬p ∈ D1, o
• (M,w)  ¬pi y ¬p ∈ D2.
El dominio en MSa,pi
(
D1
D2
)
tiene tres tipos de mundos: los de la forma (w, 0) y
(w, 2) preservan la evaluacio´n original, pero en los de la forma (w, 1) todos los li-
terales, bien de D1 o bien de D2, han sido hecho falsos, de acuerdo con que pi se
mantenga no no en w (exactamente como en MPa,pi
(
D1
D2
)
). Con respecto a la accesi-
bilidad, las ‘zona 0’ y la ‘zona 1’ son accesibles solamente a los agentes a; el resto
de los agentes so´lo pueden concebir mundos en la zona 2. Ahora, la interpretacio´n
sema´ntica,
Definicio´n 248 (Satisfaccio´n para LAg
2‡S ).
Sea M = (W,R, V ) un modelo y w un elemento de W . La definicio´n 231 se
extiende a fo´rmulas en LAg
2‡S con una nueva cla´usula.
(M,w)  [‡Sapi]ϕ si y so´lo si MSa,pi
(
D1
D2
)
, (w, 0)  ϕ para todo
D1 ∈ C (pi), D2 ∈ C (¬pi).
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p wa, b
Fig. 5 (8.4): Modelo episte´mico multiagente apuntado (ejemplo 249).
Ejemplo 249.
Consideremos el modelo apuntado (M,w) en el que a y b conocen p.
Dado que C (p) = {{p}} y C (¬p) = {{¬p}}, las u´nicas cla´usulas que pueden
considerarse cuando el agente a secretamente olvida-si p son D1 = {p} y D2 =
{¬p}. El modelo apuntado resultante es:
p
p
(w, 0) (w, 1)
(w, 2)
a
a
b
a
b
a, b
Fig. 6 (8.4): Modelo episte´mico multiagente apuntado tras ejecutarse una
accio´n de olvidar-si secretamente (ejemplo 249).
Observemos co´mo, mientras los mundos (w, 0) y (w, 2) tienen la misma valora-
cio´n ato´mica, el mundo (w, 1) falsifica p. Con respeto a las relaciones de accesibili-
dad, desde el punto de evaluacio´n el agente a considera la posibilidad de satisfacer
p, (w, 0), ası´ como otro considera la de falsificarlo, (w, 1). Por otro lado, desde el
punto de evaluacio´n el agente b considera so´lo una posibilidad, (w, 2), en la que
todo es como antes. Ası´,
(M,w)  (2ap ∧2b2ap) ∧ [‡Sap](¬2ap ∧2b2ap).
Una prueba similar a la de la proposicio´n 240 muestra que, bajo la suposicio´n ra-
zonable de consistencia, despue´s de dicha operacio´n el agente olvidadizo realmente
ha olvidado la fo´rmula relevante. Sin embargo, ahora la totalidad del conocimiento
del resto de los agentes se mantiene intacto.
Proposicio´n 250.
Sea pi una fo´rmula proposicional distinta de una tautologı´a y una contradiccio´n;
sean a y b agentes diferentes. Para cada fo´rmula ϕ ∈ LAg2 ,
 2bϕ↔ [‡Sapi]2bϕ.
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Demostracio´n. La prueba usa un argumento de bisimulacio´n. Tomemos cualquier
modelo M = (W,R, V ) y cualesquiera D1 ∈ C (pi) y D2 ∈ C (¬pi) con pi una
fo´rmula proposicional contingente. Dada la definicio´n 247 la siguiente relacio´n en-
tre los dominios de M y MSa,pi
(
D1
D2
)
es una At∗-bisimulacio´n:
Z := {(u, (u, 2)) ∈ (W ×W ′) | u ∈ W} .
Por lo tanto, para cada fo´rmula ϕ ∈ LAg2 y cada u ∈ W , (M,u)  ϕ si y so´lo si
MSa,pi
(
D1
D2
)
, (u, 2)  ϕ.
Para la actual prueba, sean a y b dos agentes diferentes, pi una fo´rmula pro-
posicional contingente y tomemos cualquier modelo apuntado (M,w) con M =
(W,R, V ). De izquierda a derecha, supongamos (M,w)  2bϕ; entonces para cada
u ∈ W , Rbwu implica (M,u)  ϕ. Ahora, tomemos cualesquiera D1 ∈ C (pi)
y D2 ∈ C (¬pi), y consideremos el conjunto de sucesores R′b de (w, 0): a par-
tir de la definicio´n de R′b tal conjunto viene dado por {(u, 2) ∈ W ′ | Rbwu}. En-
tonces, para cada (u, 2) en tal conjunto, Rbwu tal que (M,u)  ϕ y por lo tan-
to MSa,pi
(
D1
D2
)
, (u, 2)  ϕ. En consecuencia, MSa,pi
(
D1
D2
)
, (w, 0)  2bϕ y por tanto
(M,w)  [‡Sapi]2bϕ.
De derecha a izquierda, tomemos cualesquiera D1 ∈ C (pi) y D2 ∈ C (¬pi) y su-
pongamosMSa,pi
(
D1
D2
)
, (w, 0)  2bϕ. Entonces para cada (u, k) ∈ W ′,R′b(w, 0)(u, k)
implica MSa,pi
(
D1
D2
)
, (u, k)  ϕ. Ahora consideremos el conjunto de sucesores Rb de
w: para cada u en tal conjunto,Rbwu y entonces, de la definicio´n deR′b,R
′
b(w, 0)(u, 2);
ası´ pues, MSa,pi
(
D1
D2
)
, (u, 2)  ϕ y, por tanto, (M,u)  ϕ. En consecuencia, (M,w) 
2bϕ. 
Capı´tulo 9
Conclusiones
Tras recorrer los anteriores ocho capı´tulos, quienes hayan alcanzado este punto
probablemente se hayan forjado la opinio´n de que e´sta es una tesis cuya lectura es
exigente con el lector, tanto por las ideas que maneja como por la terminologı´a y
el simbolismo empleados. En nuestro descargo diremos que quienes se dedican a la
Lo´gica o materias afines, en buena medida, esta´n ‘curados de espanto’; pero, sobre
todo, asumimos al inicio de esta investigacio´n que era necesario realizar un estudio
que reuniese las cualidades de amplitud, profundidad y rigor:
Una amplitud que permitiese concebir de un modo ma´s general la abduccio´n
y, a la vez, que propiciase la adopcio´n de nuevos enfoques particulares (todo
lo cual ha estimulado la propuesta de nuevos tipos de inferencia abductiva).
Suficiente profundidad para poder descubrir los caracteres esenciales a esa
diversidad tipolo´gica ası´ como los vı´nculos entre los distintos tipos de abduc-
cio´n y tambie´n entre e´stos y otras relaciones inferenciales.
Y todo ello con el suficiente rigor para obtener respuestas bien fundadas acer-
ca de las cuestiones por las que se interesa.
La profundidad y el rigor, junto al deseo de abrir caminos nuevos a la inves-
tigacio´n sobre la abduccio´n, bien justifican el esfuerzo que requiere su lectura y
ma´s au´n su escritura y su elaboracio´n mental. Otra cosa distinta es si la opcio´n que
aquı´ hemos tomado para la creacio´n de la terminologı´a ha sido o no la mejor. En
el pro´logo expusimos el co´mo y el porque´ de ella, siendo conscientes de que tenı´a
ventajas e inconvenientes –aunque a las otras opciones les ocurre algo parecido–.
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Por ejemplo, otra manera, en cierto modo ‘opuesta’, habrı´a sido la que podrı´amos
denominar ‘estrategia Ikea’, que prima la asignacio´n de ro´tulos cortos y pegadizos,
pero a partir de los cuales difı´cilmente se puede anticipar lo que subyace (algunos
divulgadores de la Ciencia y algunas corrientes de la Filosofı´a hace ya algu´n tiempo
que explotan esto). Como se indico´ en el pro´logo, aquı´ ı´bamos a apostar (en caso
de conflicto) por la ‘significatividad’ y por el seguimiento de un patro´n de construc-
cio´n terminolo´gica que fuese coherente antes que por otras cualidades este´ticas o
pedago´gicas.
Algo ana´logo sucede en relacio´n con el uso de un alto grado de formalizacio´n,
puesto que ciertamente hace ma´s a´rida la lectura del texto y, al menos en un prin-
cipio, puede ser un obsta´culo para la captacio´n intuitiva de algunos conceptos o
algunas de sus propiedades. Sin embargo, de nuevo las ventajas parecen superar a
los inconvenientes y, buena muestra de ello es que algunas pruebas pueden realizar-
se en muy pocas lı´neas, adema´s de que el formalismo ha contribuido a reducir la
extensio´n de esta memoria y a la evitacio´n de ambigu¨edades.
Despue´s de estos comentarios sobre la ‘forma’, ahora me centrare´ exclusiva-
mente en el contenido. Dijimos al comienzo de esta obra que la abduccio´n a menudo
ha sido estudiada bajo el condicionamiento de que se trata de un tipo de inferencia
que esta´ subordinada a la actividad cientı´fica y que, quiza´s, ello ha inhibido, o al
menos retrasado, que se haya desarrollado en ciertas direcciones (un buen ejemplo
de esto es lo que aquı´ llamamos abduccio´n siste´mica, que no esta´ vinculada a los
procesos de la denominada Ciencia Normal y cuya propuesta au´n no ha cumplido
una de´cada). Sin embargo, nosotros defendemos que la abduccio´n es un modo de
inferencia con intere´s en sı´ mismo y sobre la que es necesario seguir pensando des-
de mu´ltiples perspectivas. Ası´ pues, aunque es en las Ciencias Empı´ricas donde se
ha mostrado hasta ahora ma´s u´til (probablemente porque es un terreno apto para la
aparicio´n de ‘hechos sorprendentes’), habrı´a que profundizar en su papel en otras
a´reas acade´micas y en feno´menos cotidianos como puede ser el uso del lenguaje
humano. Poner e´nfasis, en lı´nea con lo que aquı´ hemos defendido, en que los lla-
mados detonantes abductivos pueden ser meras situaciones hipote´ticas y en el valor
anticipatorio de las conclusiones ası´ obtenidas, contribuye sin duda a esto u´ltimo.
En particular, nos parece que la abduccio´n estaba y sigue estando insuficien-
temente estudiada desde un punto de vista puramente lo´gico. Un buen indicio de
esto es que los modelos que habitualmente se usan en esta disciplina normalmente
son excesivamente simplifidores, contrastando con la riqueza de elementos y ma-
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tices que incorporan, por ejemplo, los estudios realizados desde la Filosofı´a de la
Ciencia y desde la Psicologı´a del Razonamiento Cientı´fico. Como glosa´bamos en
el pro´logo, entre estas u´ltimas y la Lo´gica existe un ‘cı´rculo virtuoso’ que debe ser
potenciado en beneficio de todas las partes.
Intentando ‘destilar’ lo esencial de la abduccio´n, segu´n nuestra manera de con-
cebirla ello radica en su cara´cter de relacio´n inferencial mediada y en su necesario
despliegue en un proceso con dos polo: el inicial fracaso inferencial y la ulterior
satisfaccio´n del requisito justificativo. A partir de estos requisitos ba´sicos podemos
desarrollarla en multitud de direcciones y no parece haber motivos para mantener al-
gunas de las ‘ataduras’ que en muchas ocasiones se le imponen. Por ello cerra´bamos
el primer capı´tulo diciendo que en absoluto es arriesgado afirmar que la abduccio´n
es un tipo de inferencia mucho ma´s diverso de lo que su concepcio´n esta´ndar nos
ha hecho imaginar hasta ahora; aunque, en este sentido, la situacio´n es en muchos
puntos coincidente con la de otro tipo de inferencia con la que comparte una buena
cantidad de elementos: la analogı´a. Quiza´s el motivo sea comu´n y tenga que ver
con ‘la alargada sombra’ que sobre cualquier otro modo de razonamiento proyecta
la inferencia deductiva. Queriendo poner nuestro granito de arena en la superacio´n
de esa situacio´n, en la u´ltima seccio´n del primer capı´tulo nos hemos esforzado por
hacer una propuesta que generaliza sustancialmente la concepcio´n sobre la abduc-
cio´n comu´nmente aceptada en la actualidad, dando unas cuantas pinceladas para su
modelizacio´n en cualesquiera sistemas informativos que posean al menos otro me-
canismo inferencial que actu´e como relacio´n inferencial mediadora (sea esta u´ltima
de naturaleza deductiva o no). Incluso si nos restringimos so´lo al caso de la ab-
duccio´n sobre inferencia deductiva, tambie´n nos parece necesario (especialmente si
se desea aplicar en el a´mbito pra´ctico) abrir la posibilidad de que las expresiones
involucradas en su formulacio´n lingu¨ı´stica sean normas, instrucciones particulares,
enunciados pra´xicos u otros elementos lingu¨ı´sticos no veritativos.
Pero en la investigacio´n casi nunca es posible alcanzar todos los retos en un solo
proyecto, por lo que habitualmente resulta necesario sen˜alar objetivos ma´s concre-
tos y concentrarse en la consecucio´n de los mismos. Es por ello que, aunque todos
los capı´tulos que siguen al primero tienen una motivacio´n en buena medida coin-
cidente con lo expuesto en pa´rrafos precedentes, hemos establecido que todos sus
desarrollos se desenvuelvan siempre dentro del marco deductivo y se refieran a en-
tidades veritativas exclusivamente.
474 Capı´tulo 9. Conclusiones
En lı´nea con lo dicho, y partiendo de una modelizacio´n formal muy pro´xima a
la que hemos considerado como versio´n cano´nica de la abduccio´n ordinaria, hemos
presentado en un nivel metalingu¨ı´stico (no vinculado a ningu´n sistema lo´gico con-
creto) diversas propuestas que, adema´s de liberar este concepto de sus dependencias
de las lo´gicas cla´sicas, lo generalizan de distintas maneras (por ejemplo, contem-
plando la posibilidad de que el problema abductivo o/y la solucio´n sean todo un
conjunto de fo´rmulas, o tambie´n incorporando la posibilidad de que se establezcan
condiciones adicionales a las que ya debe cumplir la versio´n inicial, a la que he-
mos etiquetado como plana). A partir de la citada posibilidad que admite nuevas
condiciones, y que constituye lo que hemos denominado como abduccio´n ordina-
ria cualificada, hemos elaborado los conceptos de abduccio´n ordinaria cualificada
preferencial y abduccio´n ordinaria cualificada preferencial estrate´gica. Adema´s,
en todo este proceso de generalizacio´n y diversificacio´n se han incorporado com-
ponentes que no se recogen en las formalizaciones que encontramos en la literatura
lo´gica consultada e igualmente se han hecho distinciones novedosas respecto de al-
gunos elementos que sı´ han sido considerados con anterioridad. Todo ello ha permi-
tido que se pueda expandir considerablemente la tipologı´a de inferencias abductivas
ordinarias que aparecen en los estudios sobre esta materia.
En el caso de la abduccio´n siste´mica tambie´n hemos acometido esa doble tarea
de sacar a la luz ciertas componentes que no habı´an sido previamente contempladas
y de elaborar una versio´n que, partiendo de la que aquı´ es considerada como cano´ni-
ca, permita aplicarla en muchas otras situaciones que no reu´nen los requisitos que
ta´citamente se recogen en las escasas publicaciones que hasta la fecha han abor-
dado esta cuestio´n. Extendemos a ella algunas de las distinciones que ya fueron
consideradas en relacio´n con la abduccio´n ordinaria y, de este modo, reforzamos
los argumentos que defienden la naturaleza esencialmente abductiva de este tipo de
inferencia. Similar proceso hemos seguido y similares logros hemos alcanzado en
el caso de la novedosa abduccio´n holı´stica, la cual presentamos como una manera
de unificar y superar a los dos grandes modos que ya hemos sen˜alado: ordinario y
siste´mico.
Creemos que un estudio profundo de una relacio´n inferencial debe afrontar su
nivel puramente estructural, aunque somos conscientes que en el mismo no queda
todo determinado y en cualquier caso hay que completarlo con otros estudios en los
que ya se ha agregado informacio´n acerca del lenguaje o de la sema´ntica concreta
del sistema lo´gico. Nuestro estudio estructural, que se aparta en algunas exigencias
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de los ma´s comunes en la literatura, fijo´ inicialmente la mirada en las relaciones
inferenciales binarias y dentro de ellas, de manera especial, en la deduccio´n cla´sica
y en una ma´s novedosa que aquı´ denominamos deduccio´n plural. Ambas, junto a
la tambie´n novedosa relacio´n de deduccio´n cualificada, son estudiadas por nosotros
con un fin puramente instrumental (es decir, en la medida que nos han conducido a
ellas las necesidades surgidas en nuestra investigacio´n de la inferencia abductiva y
tambie´n en la medida que su estudio aporta luz al de nuestro objetivo final).
Para cada uno de los tipos de relaciones inferenciales binarias que hemos dis-
tinguido se ha presentado un buen nu´mero de propiedades y hemos indagado cua´les
se derivan de otras consideradas ba´sicas. En el caso de las relaciones inferenciales
ternarias, dado que son nuestro objetivo, el estudio tipolo´gico es ma´s detallado si
cabe. En todos los casos hemos indicado que´ restricciones se tienen que imponer y
que´ propiedades se satisfacen en cada uno de los tipos. El haberlo hecho paso a pa-
so, ‘aislando’ cada uno de los requisitos elementales que se pueden agregar al caso
base (que es una relacio´n inferencial que coincide con la que Atocha Aliseda deno-
mina inferencia abductiva), nos permite tener intuiciones sobre otros tipos aquı´ no
abordados explı´citamente pero que se pueden construir mediante la adecuada com-
binacio´n de los citados caracteres ba´sicos.
Del mismo modo, hemos probado de manera rigurosa importantes resultados
(llamados teoremas de representacio´n) sobre la caracterizacio´n estructural de ciertos
tipos de relaciones inferenciales abductivas, dando con ello respuesta a problemas
que han permanecido abiertos casi dos de´cadas.
Finalmente hemos presentado varias aportaciones que o bien facilitan la mo-
delizacio´n de ciertos tipos de inferencia abductiva en sistemas lo´gicos no cla´sicos
(concretamente pertenecientes al a´mbito de la Lo´gica Episte´mica Dina´mica, enten-
dida en sentido amplio) o bien mejoran varias de sus propiedades con el objetivo
de posibilitar su implementacio´n en herramientas informa´ticas. En concreto nuestro
tratamiento lo´gico de la accio´n de olvidar se muestra como un buen candidato para
la modelizacio´n de la abduccio´n ante anomalı´a en el a´mbito citado.
Esperamos que todo aquel que haya culminado el esfuerzo de leer esta memo-
ria de investigacio´n encuentre que e´sta le ha permitido ensanchar y profundizar de
algu´n modo en su concepcio´n de la abduccio´n.

Ape´ndice A
Notacio´n lo´gica, abreviaturas y
convenciones tipogra´ficas
A lo largo del texto hacemos un uso especializado de ciertos sı´mbolos auxiliares
del lenguaje natural: las comillas tipogra´ficas ((())) se usan para delimitar expresio-
nes en lengua extranjera que no han sido asumidas por nuestra lengua (algunas
expresiones latinas que son de uso comu´n en castellano simplemente aparecen en
tipografı´a cursiva), las comillas simples (‘ ’) para expresiones empleadas en sentido
figurado, mientras que las comillas inglesas (“ ”) sera´n usadas para las citas litera-
les y menciones de sı´mbolos (las expresiones con funcio´n metalingu¨ı´stica y otras
expresiones que han querido ser destacadas van en tipografı´a cursiva).
En el desarrollo de nuestra investigacio´n usamos una serie de sı´mbolos meta-
lingu¨ı´sticos para representar los operadores lo´gicos de dicho nivel. En concreto,
el negador, el conjuntor, el conjuntor iterado, el disyuntor inclusivo, el disyuntor
exclusivo, el disyuntor iterado, el implicador, el coimplicador, el cuantificador uni-
versal, el cuantificador existencial y el cuantificador unitario son, respectivamen-
te: “∼”, “&”, “∧”, “O”, “O”, “∨”, “⇒”, “⇔”, “∀”, “∃” y “!∃”. En el caso de la
equivalencia metalingu¨ı´stica y su negacio´n tambie´n usamos, respectivamente, los
sı´mbolos “≡” y “ 6≡” con el fin de mejorar la legibilidad de las expresiones simbo´li-
cas. Adema´s, usamos como signos metalingu¨ı´sticos los sı´mbolos habituales de la
Teorı´a de Conjuntos (en particular, los de pertenencia, inclusio´n, igualdad y las
operaciones conjuntistas): ∈, /∈, ⊆, *, (, =, 6=,... Dado que necesitamos tambie´n
sı´mbolos para los operadores meta-metalingu¨ı´sticos (concretamente, los ana´logos a
los ya mencionados, pero para este nuevo nivel), empleamos para cada uno de ellos
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el correspondiente operador metalingu¨ı´stico distinguido con un punto sobre e´l (por
ejemplo, “⇒˙” para el implicador meta-metalingu¨ı´stico). En la presentacio´n de las
reglas lo habitual es usar el sı´mbolo “;” en lugar del conjuntor meta-metalingu¨ı´stico
y aquı´ hemos seguido esa costumbre en la notacio´n vertical, pero en la notacio´n
horizontal usaremos “&˙”.
Mediante el sı´mbolo “=⇒” designamos una relacio´n de consecuencia lo´gica,
sea o no de tipo deductivo, que no ha sido fijada como una en particular, aunque
sobre ella se pueden haber establecido ciertas propiedades que debe cumplir. Em-
pleamos otros sı´mbolos que se distinguen del anterior mediante la yuxtaposicio´n de
una o ma´s marcas en posicio´n superı´ndice o/y subı´ndice; ası´, por ejemplo: “=⇒{ ”,
“=⇒∗ ”, “=⇒∗{ ”, “=⇒••m ”, “=⇒•∗m ”,... Con ello designamos, respectivamente:
una relacio´n complementaria de otra relacio´n inferencial singular, una relacio´n in-
ferencial plural, la complemtaria de una relacio´n inferencial plural, una relacio´n
inferencial mediada ternaria s-s, una relacio´n ana´loga a la anterior salvo que es s-
p,...
Como se puede colegir de lo que acabamos de decir, para distinguir las relacio-
nes de consecuencia lo´gica que esta´n mediadas de las relaciones de consecuencia
lo´gica que son mediadoras, usamos el sı´mbolo “=⇒m” con los superı´ndices y sub-
subı´ndices que correspondan para aque´llas y reservamos el inicial (“=⇒”) con los
superı´ndices y sub-subı´ndices oportunos para e´stas. En este texto no manejamos
relaciones inferenciales mediadas de otra aridad que la citada y adema´s todas las
relaciones inferenciales ternarias que empleamos son mediadas, por lo que usamos
el sı´mbolo “=⇒m” para referirnos exclusivamente a las relaciones inferenciales me-
diadas de aridad 3 y tambie´n habitualmente omitimos la indicacio´n de la aridad de
la relacio´n inferencial mediada por cualquier otro recurso lingu¨ı´stico. A la relacio´n
de consecuencia entre subfamilias de fo´rmulas la adjetivaremos como plural –y la
simbolizamos como “=⇒∗ ”–, y a la habitual la calificamos, cuando convenga des-
tacar tal cara´cter, como singular o cla´sica –para ella mantenemos el sı´mbolo inicial
“=⇒”–.
Usamos los sı´mbolos “ ”, “ ” y “` ” –donde en lugar de “ ” ira´ la etiqueta
que corresponda (“d”, “D”, “ao”, “aO”, “Ao” o “AO”)– si queremos indicar que
se trata de un tipo de relacio´n inferencial particular. La diferencia entre los tres
sı´mbolos inferenciales es la siguiente: cuando queremos indicar que se trata de una
relacio´n de consecuencia, pero no deseamos precisar si esta´ dada sema´nticamente
o sinta´cticamente, usamos el sı´mbolo “ ”; en el caso de que sı´ se quiera indicar
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dicho cara´cter, usamos “ ” y “` ” para la versio´n sema´ntica y sinta´ctica, respecti-
vamente. La letra “d” como subı´ndice de la relacio´n inferencial quiere sen˜alar que
se trata de la deduccio´n cla´sica (la cual a menudo se omite cuando por el contexto
este´ claro de cua´l se trata) y la correspondiente mayu´scula indica que es la rela-
cio´n inferencial deductiva plural. La relacio´n de consecuencia abductiva ordinaria
s-s plana es simbolizada por “ao”, la ana´loga s-p por “aO”, la p-s por “Ao” y
la p-p por “AO”.
A menudo las proposiciones metalingu¨ı´sticas cuyo sı´mbolo principal es el ope-
rador metalingu¨ı´stico “∼” y cuyo sı´mbolo secundario es un relator inferencial son
escritas ‘fusionando’ ambos sı´mbolos en uno solo; por ejemplo: “6=⇒”, “6=⇒{ ”,
“6=⇒∗ ”, “ 6=⇒∗{ ”, “ 6=⇒••m ”, “6=⇒•∗m ”, “1 ”, “2 ”, “0 ”...
Las cadenas las podemos representar anotando sus elementos entre el sı´mbolo
de apertura “d” y el de cierre “e”. Por lo tanto, una cadena de n elementos puede ser
anotada como d(i1, A1), ..., (in, An)e, o mejor, con la etiqueta posicional en nota-
cio´n de subı´ndice: dAi1 , ..., Aine. Si se desea, tambie´n se puede representar con no-
tacio´n de conjuntos: {(i1, A1), ..., (in, An)} (obviamente ij ∈ N∗ yAj ∈ FOR(L)).
La cadena vacı´a es simbolizada como “d e”. Por otra parte, dAe es otra manera de
escribir la cadena unitaria {(i, A)} sin preocuparnos por la primera componente del
par. Dada una cadena finita de fo´rmulas X , designamos mediante X¯ a su conjunto
de fo´rmulas asociado, el cual se define como la segunda proyeccio´n de dicha cade-
na (es decir, el conjunto imagen de la misma). Dadas dos cadenas finitas X e Y , su
concatenacio´n (que designamos mediante el sı´mbolo “”) es una nueva cadena Z.
Mediante el sı´mbolo “〈 〉” simbolizamos la familia vacı´a (dado que una familia
es un conjunto, tambie´n podrı´amos haber usado el habitual sı´mbolo “∅” con este
fin, pero en ciertas ocasiones resultara´ preferible no usar ese sı´mbolo por distintos
motivos, entre ellos por su parecido con alguna de las letras griegas usadas con
otros fines). Mediante (·F) representamos la concatenacio´n generalizada de una
familia de subfamilias. Cuando e´sta sea finita, en lugar de la notacio´n anterior (con
el operador en posicio´n prefija) usaremos otra en la que el sı´mbolo “·” aparecera´ en
posicio´n interfija, mediando entre cada par de subfamilias concatenadas.

Ape´ndice B
Denominaciones abreviadas
correspondientes a los conjuntos de
reglas que aparecen en el texto
[At-c1]: conjunto de reglas propuestas por Atocha Aliseda para la deduccio´n
cla´sica cuyas premisas forman una cadena de fo´rmulas y cuya conclusio´n es
una sola fo´rmula.
[At-c2]: conjunto de reglas propuestas por Atocha Aliseda para la abduccio´n
ordinaria cla´sica cuya teorı´a-base es una cadena de fo´rmulas y cuyo objeto
del problema y cuya solucio´n son cada uno de ellos una sola fo´rmula.
[‘At’-c2b]: conjunto de reglas que coincide con el propuesto por Atocha Ali-
seda para la abduccio´n ordinaria cla´sica cuya teorı´a-base es una cadena de
fo´rmulas y cuyo objeto del problema y cuya solucio´n son cada uno de ellos
una sola fo´rmula, salvo que se ha sustituido la inicial regla de corte simulta´neo
por la versio´n de la transitividad menos general.
[‘At’-s1]: conjunto de reglas ana´logas a las propuestas por Atocha Aliseda pa-
ra la deduccio´n cla´sica pero cuyas premisas forman una subfamilia de fo´rmu-
las y cuya conclusio´n es una sola fo´rmula.
[‘At’-s2]: conjunto de reglas ana´logas a las propuestas por Atocha Aliseda
para la abduccio´n ordinaria cla´sica pero cuya teorı´a-base es una subfamilia
de fo´rmulas y cuyo objeto del problema y cuya solucio´n son cada uno de
ellos una sola fo´rmula.
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[‘At’-s2b]: conjunto de reglas que coincide con el de las ana´logas a las pro-
puestas por Atocha Aliseda para la abduccio´n ordinaria cla´sica pero cuya
teorı´a-base es una subfamilia de fo´rmulas y cuyo objeto del problema y cuya
solucio´n son cada uno de ello una sola fo´rmula, salvo que se ha sustituido
la inicial regla de corte simulta´neo por la versio´n de la transitividad menos
general.
[NP-c1]: conjunto de reglas que, entre otras, puede satisfacer una relacio´n
inferencial binaria singular cuyas premisas forman una cadena de fo´rmulas y
cuya conclusio´n es una sola fo´rmula.
[NP-c1b]: conjunto de reglas que, entre otras, puede satisfacer una relacio´n
inferencial binaria singular cuyas premisas forman una cadena de fo´rmulas y
cuya conclusio´n es una sola fo´rmula, siendo la u´nica diferencia respecto de
la anterior que se ha sustituido la inicial regla de transitividad por otra menos
general.
[NP-s1]: conjunto de reglas que, entre otras, puede satisfacer una relacio´n in-
ferencial binaria singular cuyas premisas forman una subfamilia de fo´rmulas
y cuya conclusio´n es una sola fo´rmula.
[NP-s1b]: conjunto de reglas que, entre otras, puede satisfacer una relacio´n
inferencial binaria singular cuyas premisas forman una subfamilia de fo´rmu-
las y cuya conclusio´n es una sola fo´rmula, siendo la u´nica diferencia respecto
de la anterior que se ha sustituido la inicial regla de transitividad por otra
menos general.
[NP-s2]: conjunto de reglas que, entre otras, puede satisfacer una relacio´n
inferencial binaria plural cuyas premisas y conclusiones forman sendas sub-
familias de fo´rmulas.
[NP-s2b]: conjunto de reglas que, entre otras, puede satisfacer una relacio´n
inferencial binaria plural cuyas premisas y conclusiones forman sendas sub-
familias de fo´rmulas, siendo la u´nica diferencia respecto de la anterior que se
ha sustituido la inicial regla de transitividad por otra menos general.
[NP-s2c]: conjunto de reglas que, entre otras, puede satisfacer una relacio´n
inferencial binaria plural cuyas premisas y conclusiones forman sendas sub-
familias de fo´rmulas, siendo la u´nica diferencia respecto de las dos anteriores
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que se ha sustituido la correspondiente regla de transitividad por otra au´n me-
nos general.
[NP-s3]: conjunto de reglas que, entre otras, puede satisfacer una relacio´n
inferencial ternaria mediada s-s justificativa (tanto si es posicionalmente in-
diferente como si no lo es) cuya primera componente es una subfamilia de
fo´rmulas y cuyas segunda y tercera componentes son cada una de ellas una
sola fo´rmula.
[NP-s4]: conjunto de reglas que, entre otras, puede satisfacer una relacio´n in-
ferencial ternaria mediada s-s justificativa de modo fuertemente / de´bilmente
compatible (en ambos casos tanto si es posicionalmente indiferente como si
no lo es) cuya primera componente es una subfamilia de fo´rmulas y cuyas
segunda y tercera componentes son cada una de ellas una sola fo´rmula.
[NP-s5]: conjunto de reglas que, entre otras, puede satisfacer una relacio´n
inferencial ternaria mediada s-s justificativa de modo explicativo (tanto si es
posicionalmente indiferente como si no lo es) cuya primera componente es
una subfamilia de fo´rmulas y cuyas segunda y tercera componentes son cada
una de ellas una sola fo´rmula.
[NP-s6]: conjunto de reglas que, entre otras, puede satisfacer una relacio´n
inferencial ternaria mediada s-s resolutiva (tanto si es posicionalmente in-
diferente como si no lo es) cuya primera componente es una subfamilia de
fo´rmulas y cuyas segunda y tercera componentes son cada una de ellas una
sola fo´rmula.
[NP-s7]: conjunto de reglas que, entre otras, puede satisfacer una relacio´n
inferencial ternaria mediada p-p justificativa (tanto si es posicionalmente in-
diferente como si no lo es) cuyas tres componentes son subfamilias de fo´rmu-
las.
[NP-s8]: conjunto de reglas que, entre otras, puede satisfacer una relacio´n
inferencial ternaria mediada p-p resolutiva (tanto si es posicionalmente indi-
ferente como si no lo es) cuyas tres componentes son subfamilias de fo´rmulas.
[NP:d]: conjunto de reglas que satisface la deduccio´n cla´sica cuyas premisas
forman un conjunto de fo´rmulas y cuya conclusio´n es una sola fo´rmula.
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[NP:D]: conjunto de reglas que satisface la deduccio´n plural cuyas premisas
y conclusiones forman sendos conjuntos de fo´rmulas.
[NP:ao]: conjunto de reglas que satisface la abduccio´n ordinaria s-s cuya
teorı´a-base es un conjunto de fo´rmulas, cuyo objeto del problema y cuya so-
lucio´n son cada uno de ellos una sola fo´rmula y cuya relacio´n inferencial
mediadora es la deduccio´n cla´sica que satisface el conjunto de reglas [NP:d].
[NP:AO]: conjunto de reglas que satisface la abduccio´n ordinaria p-p cuya
teorı´a-base, cuyo objeto del problema y cuya solucio´n son cada uno de ellos
conjuntos de fo´rmulas y cuya relacio´n inferencial mediadora es la deduccio´n
plural que satisface el conjunto de reglas [NP:D].
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