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Abstract
We present a comprehensive classification of supersymmetric vacua of M-theory
compactification on seven-dimensional manifolds with general four-form fluxes.
We analyze the cases where the resulting four-dimensional vacua have N = 1,2,3,4
supersymmetry and the internal space allows for SU(2), SU(3) or G2 structures.
In particular, we find for N = 2 supersymmetry, that the external space-time is
Minkowski and the base manifold of the internal space is conformally Ka¨hler for
SU(2) structures, while for SU(3) structures the internal space has to be Einstein-
Sasaki and no internal fluxes are allowed. Moreover, we provide a new vacuum
with N = 1 supersymmetry and SU(3) structure, where all fluxes are non-zero
and the first order differential equations are solved.
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2
1 Introduction
One of the major problems confronting string compactification is the emergence of a huge
degeneracy of string vacua due to flat directions in moduli space. Non-perturbative (D-
brane) gauge dynamics and background supergravity fluxes provide two promising, dual
approaches to lift such a vacuum degeneracy. In this paper we shall focus on the effects
of background supergravity fluxes. On one hand, the gravitational effects, induced by
fluxes, can expand or contract cycles which are parallel or perpendicular to fluxes and
their competing effects may lead to stabilization of moduli in the closed string sector.
On the other hand, fluxes also couple to the D-brane world-volume action, which in
turn introduces a non-trivial potential for the moduli in the open string sector, thus
providing stabilization of the open string moduli. Note, both of these stabilization
effects are achieved at the classical level.
Over the past years a significant progress has been made in our understanding of
vacua in the presence of background fluxes. In first attempts Calabi-Yau compactifica-
tions in the presence of fluxes have been considered [1, 2, 3, 4, 5, 6, 7]. In supersymmetric
vacua fluxes and geometry are directly linked to each other and, in general, fluxes do
not respect the special holonomy of the internal space, because they generate a back-
reaction on the geometry. This deformation can be expressed by non-zero torsion classes
of the geometry (for a review see, e.g., [8] and references therein). In the simplest case,
the back-reaction is given only by a non-trivial warp factor. Especially on the type IIA
string theory and M-theory side, fluxes generate a severe back reaction on the internal
geometry [9, 10, 11, 12, 13, 14, 15, 16, 17, 18] and only few examples are explicitly
known [19, 20, 21]; for reviews we refer the reader to [22, 23, 24] and references therein.
Since there are many supersymmetric vacua, it is important to develop an explicit
analysis that would provide a comprehensive classification of such vacua. Each super-
symmetric vacuum implies the existence of a Killing spinor, which has to be a singlet
under the structure group of the underlying manifold. If there are no fluxes, the Killing
spinor is covariantly constant and hence the holonomy has to be restricted and coincides
with the structure group. In this case, there is a one-to-one correspondence between
the holonomy and the amount of unbroken supersymmetry. But if the fluxes do not
vanish, the holonomy is generically not restricted anymore and supersymmetric vacua
are classified by the structure group. Also, there is not any longer a direct link between
the amount of unbroken supersymmetry and the structure group – the same group can
give rise to vacua with different amount of supersymmetry, as we will encounter be-
low. Depending on the geometry, certain fluxes can namely be added without breaking
any supersymmetry whereas others impose additional constraints. Since the Killing
spinor(s) have to be a singlet under the structure group, the classification is equivalent
to the number of independent internal spinors, ie. the larger the structure group the
simpler the spinor Ansatz and the simpler the solution.
Having non-trivial Killing spinors, one can build differential forms as fermionic bi-
linears. These forms are singlets under the structure group G and satisfy algebraic
constraints and first order differential equations, which can be derived from the Killing
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spinor equations and are known as G-structures [25, 26]. For specific cases, one can
already infer constraints on the geometry from the existence of these forms. It is e.g.
well-known that a 6-dimensional spin manifold allows for regular vectors only if the
Euler number is zero. On the other hand, for a 7-dimensional spin manifold one can
always define three vectors, which implies that one can, without making any constraint
on the geometry, express the vacuum in terms of SU(2) structures. In type II string
theory, vacua with SU(2) structure have been discussed in [14, 27, 28]
Flux compactifications of M-theory with a vanishing cosmological constant have been
considered in [29, 30, 31, 13] and compactifications to a 4-dimensional anti deSitter space
are discussed in [32, 12, 33, 34, 35, 36, 37]. The amount of unbroken supersymmetry is
related to the number of external spinors which are either Weyl or Majorana. For an
N = 1 vacuum, the spinor Ansatz has just one external spinor and this case has been
explored in most papers. Much less has been done for N = 2 (see however [28]) or even
N = 4. As we will see below, these cases are highly constraint.
The focus of this paper is on the study of four-dimensional supersymmetric vacua
of M-theory with a general 4-form flux, which has components in the internal space as
well as a Freund-Rubin parameter. We do not require that the external space is flat,
but allow also for a non-vanishing (negative) cosmological constant. In particular, we
provide a systematic classification of four-dimensional supersymmetric M-theory vacua
by deriving and analyzing explicit conditions that have at least SU(2) structure (thus,
also encompassing SU(3) and G2 structures). Hence, we consider the most general case
without putting any constraints on the geometry. The core analysis is based on the
constraints for fluxes and torsion classes of the internal space that arise from the Killing
spinor equations. In addition, we also implement constrains that arise from the Bianchi
identities and the equations of motion for fluxes.
Strictly speaking, the Killing spinors have to be globally well-defined, which would
not be the case if in addition to the background fluxes one takes brane configurations
into account. On the other hand, it may happen that the Killing spinor equations have
non-trivial solutions only if one introduces sources for the fluxes (e.g. when expressed
in terms of harmonic functions), which are nothing but branes. Moreover, solving the
Killing spinor equations is a local analysis, but in order to have a consistent vacuum
one has to address also global issues. For example, the volume should be finite and
sufficiently small and there should be no net-charge on the internal space. We will
not address these important issues here and restrict ourselves to a local analysis of the
background supergravity fluxes, only.
The plan of the paper is as follows. In the next Section we shall discuss in detail
the different structure groups and define the corresponding global differential forms. In
Section 3 we discuss the Ansa¨tze for the bosonic fields and the Killing spinors related to
the different G-structures. We also give the appropriate decomposition of fluxes. With
these spinors, we investigate in Section 4, 5 and 6 the Killing spinor equations (as well as
Bianchi identities and equations of motions for fluxes) for the cases where the resulting
four-dimensional vacua have N = 4,3, N =2 and N =1 supersymmetry, respectively.
In each case we derive the explicit constraints for the fluxes and the torsion classes
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of the internal space. In Section 7 we conclude with a summary of results for this
comprehensive classification and outline some directions for future investigations. In
Appendix A provides notational conventions for spinors and gamma matrices, and in
Appendix B we give additional explicit equations for N = 2 G-structures.
2 Group Structures
In this section we introduce group structures for different groups. For our conventions
and notation, we basically follow [12, 34, 38]. We also refer the reader to [8] for more
detailed discussions.
2.1 Defining G - structures
A convenient way to define G–structures is via G–invariant spinors and tensors. By
considering the set of orthonormal frames the structure group of the frame bundle
reduces to G ⊂ O(d) or G ⊂ Spin(d) for spin manifold. Therefore, the existence of
these G–invariant spinors and tensors on a d–dimensional Riemannian manifold implies
a reduced structure group of the frame bundle.
Since they are the singlets of the reduced structure group, these G–invariant spinors
and tensors can be obtained by decomposing the original spinors and tensors that form
a vector space, or module, for a given representation of O(d) or Spin(d). If there are
spinors and tensors of O(d) or Spin(d) admitting invariant components under G, the
corresponding vector bundle must be trivial, and thus it will admit a globally defined
non–vanishing section, i.e., G–invariant spinors and tensors. A nice representation for
these G invariant tensors are the differential forms constructed as bi-linears of the in-
ternal Killing spinors (i.e., the G-invariant spinors)
θiγa1···anθj . (2.1)
The groupG is fixed by the number of independent spinors θi which are all singlets under
G. E.g. if there is only a single spinor on the 7-manifold, it can be chosen as a real G2
singlet; if there are two spinors, one can combine them into a complex SU(3) singlet
and four spinors as SU(2) singlets. Of course, all eight spinors cannot be a singlet of a
non-trivial subgroup of Spin(7) and G is trivial. The 7-dimensional γ-matrices are in
the Majorana representation and satisfy the relation: (γa1···an)
T = (−)n2+n2 γa1···an , which
implies that the differential forms (2.1) are antisymmetric in [i, j] if n = 1, 2, 5, 6 and
otherwise symmetric [we assumed here of course that θi are commuting spinors and the
external spinors are anti-commuting].
Using complex notation, we can introduce the following two sets of bi-linears:
Σa1···ak ≡ θ†γa1···akθ and Ωa1···ak ≡ θTγa1···akθ
where we have suppressed indices i, j which count the spinors. The associated k-forms
become
Σk ≡ 1
k!
Σa1···ake
a1 ∧ · · · ∧ eak and Ωk ≡ 1
k!
Ωa1···ake
a1 ∧ · · · ∧ eak (2.2)
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with eai as Vielbein 1-forms. If the spinors are covariantly constant (with respect to
the Levi-Civita connection) the group G coincides with the holonomy of the manifold.
If the spinors are not covariantly constant, neither can be these differential forms and
a deviation of G from the holonomy group is measured by the intrinsic torsion. In the
following we will discuss different cases in more detail.
The existence of a G-structure lifts the Levi-Civita connection ∇ to a generalized
connection ∇(T ) and the intrinsic torsion is ∇(T ) − ∇, which can be decomposed into
G–modules and has values in Λ1 ⊗ Λ2 (where Λ(k) is space of k-forms). Since Λ2 ∼=
so(d) = g ⊕ g⊥ where g⊥ is the orthogonal complement of the Lie algebra g in so(d),
we conclude that (∇−∇(T )) can be identified with an element τ of Λ1 ⊗ g⊥. Then the
G-structure will be specified by which of these modules, i.e, torsion classes, are present.
On the other hand, the supersymmetric Killing spinor equations in supergravity
theories demand the existence spinors which are parallel with respect to a generalized
connection comprises the Levi–Civita connection as well as the fluxes contributions
∇(T ′)η = 0 . (2.3)
As a result, we can rewrite all flux terms in the Killing spinor equations as
∇(T ′)a θ ≡ (∇−
1
4
τ bca γbc)θ = 0 (2.4)
and then study supersymmetric solutions and the deformed geometry by analyzing its
group structure in terms of the intrinsic torsion. After identifying the non-zero torsion
components, one can consult the mathematical literature where examples of these space
have been discussed, e.g. [39]. It is therefore very important to express supersymmetry
conditions as constraints on the intrinsic torsion, and at the same time to classify the
possible group structures in terms of the irreducible components of the intrinsic torsion.
2.2 G2-Structures
On 7-dimensional spin manifold X7, Spin(7) is the maximal structure group with G2 as
the maximal subgroup. Under G2, the representations of Spin(7) are decomposed as
spinor : 8 → 1+ 7
Λ1 : 7 → 7
Λ2 : 21 → 7+ 14
Λ3 : 35 → 1+ 7+ 27 (2.5)
The two singlets are the G2 invariant spinor and the G2 invariant rank three antisym-
metric tensor, which can be represented as a bi-linear expression of the singlet spinor.
The decomposition of the space of 2-forms in irreducible G2-modules is
Λ2 = Λ27 ⊕ Λ214 , (2.6)
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where
Λ27 = {u ϕ|u ∈ TX7} = {α ∈ Λ2 | ∗ (ϕ ∧ α)− 2α = 0} ,
Λ214 = {α ∈ Λ2 | ∗ (ϕ ∧ α) + α = 0} ∼= g2
with ϕ denoting the G2-invariant 3-index tensor and the definition of “ ” can be found
in the appendix. Therefore the operator ∗(ϕ ∧ α) splits the 2-forms into corresponding
eigenvalues 2 and −1. The projections Pℓ onto the ℓ-dimensional spaces then read
P7(α) = 1
3
(α + ∗(ϕ ∧ α)) = 1
3
(α +
1
2
α ψ) , (2.7)
P14(α) = 1
3
(2α− ∗(ϕ ∧ α)) = 2
3
(α− 1
4
α ψ) (2.8)
where ψ = ∗ϕ. To be concrete, the G2-singlet spinor θ0 satisfies the condition
(P14)cdab γcd θ0 =
2
3
(
I
cd
ab −
1
4
ψcdab
)
γcd θ0 = 0
which is equivalent to
γabθ0 = iϕabcγ
cθ0 . (2.9)
Since it is a normalized spinor and due to the properties of 7-d γ-matrices (yielding, in
particular, θT0 γaθ0 = 0), one gets only the following non-zero bi-linears
θT0 θ0 = 1 ,
θT0 γabcθ0 = i ϕabc ,
θT0 γabcdθ0 = −ψabcd ,
θT0 γabcdmnpθ0 = i ǫabcdmnp .
(2.10)
As we discussed before, G-structures can be classified by torsion classes, which decom-
pose as
τ → 7× 7 = 1+ 7 + 14+ 27 = τ1 + τ7 + τ14 + τ27 (2.11)
with
τ (1) ←→ ψ dϕ ,
τ (14) ←→ ∗dψ − 1
4
(∗dψ) ψ ,
τ (7) ←→ ϕ dϕ ,
τ (27) ←→ (dϕcde{aψb}cde)0 ,
(2.12)
where τ14 and τ27 have to satisfy: ϕ∧Λ327 = ϕ∧ τ14 = 0. Since the Killing spinors define
ϕ and ψ, these torsion classes can be obtained from dϕ and dψ as follows
dϕ ∈ Λ4 = Λ41 ⊕ Λ47 ⊕ Λ427 ,
dψ ∈ Λ5 = Λ57 ⊕ Λ514 ,
(2.13)
where we used (2.5) and the 7 in Λ47 is the same as in Λ
5
7 up to a constant multiple.
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2.3 SU(3) Structures
The decomposition of Spin(7) to SU(3) gives
spinor : 8 → 1+ 1¯+ 3+ 3¯
Λ1 : 7 → 1+ 3+ 3¯
Λ2 : 21 → 1+ 2× 3+ 2× 3¯+ 8
Λ3 : 35 → 1+ 1¯+ 1+ 2× 3+ 2× 3¯ + 6+ 6¯+ 8 (2.14)
We see that SU(3)-structures contain two SU(3) invariant real spinors, one invariant
vector field v, one invariant 2-form J and a pair of SU(3) invariant three forms Ψ, Ψ¯.
In total, there are three singlet 3-forms in the decomposition of 35, where the extra one
corresponds to v ∧ J and hence it is not independent.
To construct bilinear spinor representations, one combines the two real singlet spinors
into a complex spinor as
θ =
1√
2
(I + vaγ
a)θ0 , (2.15)
where the constant spinor θ0 is again the G2 singlet. The globally well-defined vector v,
satisfying vav
a = 1, gives a foliation of X7 by a 6-manifold X6 and both spinors, θ and
its complex conjugate θ∗, are chiral spinors on X6. In addition, there exists a topological
reduction from G2-structures to SU(3)-structures (even to SU(2)-structures) and with
the vector v, an explicit embedding of the given SU(3)-structures in G2-structures reads
ϕ = Ψ+ + v ∧ J ,
ψ = Ψ− ∧ v + 12J2
(2.16)
where one defines
Ψ = Ψ+ + iΨ− (2.17)
with Ψ− = J.Ψ+. Now, the forms, as defined in (2.2), become [13, 34]
Σ0 = 1 , Σ3 = iv ∧ J ,
Σ1 = v , Σ4 = −1
2
J ∧ J ,
Σ2 = iJ, Σ5 = −1
2
v ∧ J ∧ J
Ω3 = iΨ , Ω4 = −iv ∧ Ψ .
(2.18)
and all others vanish. They have to obey the following compatibility relations
Ψ ∧ J = 0, Ψ ∧ Ψ¯ = −4i
3
J ∧ J ∧ J,
v J = 0, v Ψ = 0 (2.19)
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which follow from the properties of gamma matrices and rearrangements using Fierz
identities. The 2-form, associated with the almost complex structure on X6 is J and
thus, with the projectors 1
2
(1± iJ) we can introduce (anti) holomorphic indices1, so that
Ψ can be identified as the holomorphic (3, 0)-form on X6.
Finally, we present the torsion classes of SU(3)-structures. In the irreducible SU(3)-
modules, the Spin(7) 2-forms Λ2 decomposes as
Λ2 = 21 → 1+ 2× 3+ 2× 3¯+ 8
Because the SU(3) algebra gSU(3) ∼= 8, the torsion can be decomposed into
τ = (1+ 3 + 3¯)⊗ (1+ 2× 3+ 2× 3¯)
→ 5× 1 + 4× 8 + 2× (6+ 6¯) + 5× (3+ 3¯) ,
(W1 +R + E) + (W2 + T1,2) + (W3 + S) + (W4,5 + V1,2 +W0). (2.20)
Also in this case, the different components can be read from the exterior differentials of
the forms defining the structure
dv = RJ + V¯1 Ψ+ V1 Ψ¯ + T1 + v ∧Wo , (2.21)
dJ =
3i
4
(W¯1Ψ−W1 Ψ¯)+W3 + J ∧W4
+ v ∧
[
1
3
(E + E¯)J + V¯2 Ψ+ V2 Ψ¯ + T2
]
, (2.22)
dΨ = W1J ∧ J + J ∧W2 +Ψ ∧W5 + v ∧ (EΨ− 4J ∧ V2 + S) (2.23)
where the numerical coefficients are fixed by compatibility conditions given by eq. (2.19).
Note, the subset Wi with i = 1, ..., 5 are the SU(3)-structures on the embedded 6-
manifold, whose values fix the geometry of the 6-d base-space [26, 11, 40].
2.4 SU(2) Structures
Finally, the SU(2) structures can be obtained by further decomposing SU(3) represen-
tations under SU(2), which yields
spinor : 8 → 1+ 1¯+ (1+ 2) + (1¯+ 2¯)
Λ1 : 7 → 1+ (1+ 2) + (1¯+ 2¯)
Λ2 : 21 → 1+ 2× (1+ 2) + 2× (1¯+ 2¯) + (1 + 2+ 2+ 3)
Λ3 : 35 → 1+ 1¯+ 1+ 2× (1+ 2) + 2× (1¯+ 2¯)
+(1+ 2+ 3) + (1¯+ 2¯+ 3¯) + (1 + 2+ 2+ 3) (2.24)
There are the following singlets: two complex spinors (or equivalently four real singlets),
one real vector v3 and one complex vector u = v1 + iv2 (or equivalently three singlet
1Since the 6-d space is in general not a complex manifold, we cannot introduce global holomorphic
quantities and this projection is justified only locally.
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real vectors vα with α = 1, 2, 3.), and one real 2-forms ω = ω3 and one complex 2-form
λ = ω1 + iω2 (or equivalently three real 2-forms ωα). These are the basic independent
forms. Using these forms one can build additional three 2-forms and ten 3-forms: vα∧vβ
and vα ∧ vβ ∧ vγ, vα ∧ ωβ with α, β = 1, 2, 3. Note, on any 7-d spin manifold there exist
three global vector fields and hence one can always define SU(2)-structures without any
assumptions about the manifold.
The SU(2) structures can also be understood by embedding them into G2, where
the three vectors vα can be chosen as
v1 = e
1 v2 = e
2 v3 = ϕ(v1, v2)
and they parameterize a fibration over a 4-d base space X4. The embedding of the
SU(2) into the G2 structures is then given by
ϕ = v1 ∧ v2 ∧ v3 + vα ∧ ωα , (2.25)
ψ = vol4 + ǫ
αβγvα ∧ vβ ∧ ωγ . (2.26)
Since the vectors are nowhere vanishing, we can choose them to be of a unit norm and
perpendicular to each other, i.e. (vα, vβ) = δαβ, and using the 3-form ϕ, one obtains a
cross-product of these vectors. One can choose one of these vectors, say v3, to define a
foliation by a 6-manifold and on this 6-manifold one can introduce an almost complex
structure by J = v3 ϕ ∈ T ∗M6 ⊗ TM6. The remaining two vectors, u and u¯ imply
that this 6-d manifold is a fibration over the 4-d base manifold X4. Note, on any general
4-d manifold we have the splitting
Λ2 = Λ2+ ⊕ Λ2− (2.27)
where Λ2+ and Λ
2
− are the selfdual and anti-selfdual 2-forms. We can take {ω1, ω2, ω3}
as a basis of Λ2−, which are SU(2)-singlets and satisfy the algebraic relations
ω2i = 2 vol4 ωi ∧ ωj = 0 for i 6= j (2.28)
and the associating complex structures fulfill the quaternionic algebra (note: the orien-
tation on the 4-fold is negative). By further decomposing sub-bundle Λ2− as
Λ2−
∼= λ2,0 ⊕Rω (2.29)
we can define symplectic structures on this 4-d manifold. In addition to the symplectic
form ω, the remaining two forms are combined as:
λ = ω1 + i ω2 . (2.30)
If the matrix multiplication is denoted by
ω.λ ≡ ωqpλqr (2.31)
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the quaternionic algebra2 implies, that λ obeys
(I− iω)qpλqr = 0 (2.32)
where ”I” is the identity matrix and hence λ is a holomorphic (2,0)-form. Thus, we
recover the three 2-forms, which are SU(3) invariant, and hence the whole set of SU(2)
structures in G2 backgrounds.
A concrete representation of the SU(2) singlet spinors can be given by
θ1 =
1√
2
(1 + v3)θ0 , θ2 = v1 θ1 (2.33)
where vα ≡ vmα γm and θ0 as a real G2 singlet spinor. Because (v1v2 − iv3)θ0 = 0 one
finds
(v1 − iv2)θ2 = (v1 + iv2)θ1 = 0 or : vα(σα)klθl = θk .
Moreover,
vαvβθk = δαβθk + iǫαβλ(σ
λ)k
lθl ,
ωˆ θk = 4i θk ,
λˆ θk = 8 (σ2)k
lθ∗l
(2.34)
where ωˆ ≡ ωmnγmn, λˆ ≡ λmnγmn and with the Pauli matrices
σ1 =

 0 1
1 0

 , σ2 =

 0 −i
i 0

 , σ3 =

 1 0
0 −1

 . (2.35)
Based on the embedding above, the SU(2) structures can again be represented by
bi-linears of the complex spinors
Σ(0) = I , Ω(0) = 0 ,
Σ(1) = vασα , Ω
(1) = 0 ,
Σ(2) = i ω I + Σ(1) ∧ Σ(1) , Ω(2) = −λ∗ σ2 ,
Σ(3) = Σ(1) ∧ Σ(2) , Ω(3) = −Σ(1) ∧ Ω(2) ,
Σ(4) = iΣ(1) ∧ Σ(1) ∧ ω − vol4 I , Ω(4) = −Σ(1) ∧ Ω(3) ,
Σ(5) = Σ(1) ∧ Σ(4) , Ω(5) = Σ(1) ∧ Σ(1) ∧ Σ(1) ∧ λσ2.
(2.36)
However, now each form is a 2×2 matrix. The compatibility of these forms now imposes
λ ∧ λ = 0, ω3 ∧ λ = 0, λ ∧ λ∗ = 2ω3 ∧ ω3 , (2.37)
2This algebra can be written in terms of real components as: ωi.ωj = −δij + ǫijkωk .
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as well as
u λ = u¯ λ = 0, u ω3 = u¯ ω3 = 0, v3 ωα = 0 . (2.38)
As for the torsion classes in SU(2)-structures, one can repeat the procedure done
before. The Spin(7) 2-form, Λ2, decomposes in the irreducible SU(2)-modules:
Λ2 = 21 → 1+ 2× (1+ 2) + 2× (1¯+ 2¯) + (1+ 2+ 2 + 3) (2.39)
where now the SU(2) algebra is
gSU(2) = 3 (2.40)
and the torsion can be decomposed into a total of 90 classes: 30 singlets, 15 doublets
and their complex conjugate and 30 triplets. We will refrain from presenting a detailed
discussion of all the classes.
Finally, we need to point out that there is one class of special SU(2)-structures.
Namely, if there are only three real internal Killing spinors instead of four. They are all
SU(2) singlet spinors and we shall find this special SU(2)-structures in the N = 3 and
N = 2 cases below.
3 Warped Compactification in the Presence of Fluxes
3.1 Supersymmetry Variations
Compactifications of M-theory in the presence of 4-form fluxes imply in the generic situ-
ation not only a non-trivial warping, but yield a 4-d space time that is not flat, anymore.
This is a consequence of the fact, that for generic supersymmetric compactifications, the
fluxes generate masses for the gravitinos, which in the simplest case is proportional to
the superpotential. Hence, a (negative) cosmological constant is generated and the ex-
ternal space cannot be flat, but becomes an anti-de Sitter (AdS) vacuum. Note, we
are not interested in the situation, where the 4-d superpotential exhibits a run-away
behavior resulting in a singular external space. We consider therefore only the Ansa¨tze
for the metric and the 4-form field strength are of the form
ds2 = e2U
[
g(4)µν dx
µdxν + habdy
adyb
]
, (3.1)
F =
m
4!
ǫµνρλdx
µ ∧ dxν ∧ dxρ ∧ dxλ + 1
4!
Fabcd dy
a ∧ dyb ∧ dyc ∧ dyd (3.2)
where the warp factor U = U(y) is a function of the coordinates of the 7-manifold with
the metric hab, and the 4-d metric g
(4)
µν is either flat or AdS. The Freund-Rubin parameter
m corresponds to an unique flux component along the external space-time which does
not violate the 4d Poincare´ invariance3.
3In this paper, we take the convention that ǫ denotes an antisymmetric tensor with respect to
{gµν , hab, GAB} and ε denotes the associated tensor density. That is, ǫµνλρ = √−gεµνλρ, ǫabcdefg =√
hεabcdefg and ǫp0p1...p10 =
√−G11εp0p1...p10 .
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Unbroken supersymmetry requires the existence of a Killing spinor η yielding a
vanishing gravitino variation of 11-dimensional supergravity
0 = δΨM =
[
DM +
1
144
(
Γ NPQRM − 8GNM ΓPQR
)
FNPQR
]
η (3.3)
with DM = ∂M +
1
4
ωˆRSM ΓRS. In a first step one transforms from the warped or conformal
frame to the non-warped or original frame. Note, this transformation is not a change of
coordinates, but an actual change of geometry. Using
ds2 = e2U d˜s
2 → DM = D˜M + 1
2
Γ NM ∂NU (3.4)
we have
0 =
[
D˜M +
1
2
Γ NM ∂NU +
e−3U
144
(
Γ NPQRM − 8GNM ΓPQR
)
FNPQR
]
η
=
[
D˜M +
1
2
Γ NM ∂NU +
e−3U
144
(
ΓM Fˆ− 12 FˆM
)]
η (3.5)
with all Γ matrices defined in the original frame and all indices raised and lowered in the
original frame. We used here identities for Γ-matrices (see appendix) and introduced
the abbreviation
Fˆ ≡ FMNPQΓMNPQ , FˆM ≡ FMNPQΓNPQ (3.6)
where FMNPQ is the same as that in the conformal frame. All indices in eq. (3.5) are
curved, but most of the calculation is done in the tangent space. Only for the discussion
of the G-structure differential equations, we have to go back to the original coordinates.
Similar to the metric and 4-form, we also have to split the spinor into an external
and internal spinor and with the notation from the appendix, the flux is decomposed as
Fˆ = −im γˆ5 ⊗ I + I⊗ F , (3.7)
Fˆµ =
i
4
mγˆ5γˆµ ⊗ I , Fˆa = γˆ5 ⊗ Fa (3.8)
where F and Fa are defined as in (3.6), but using the 7-d γ
a-matrices instead of the 11-d
matrices. The gravitino variation splits therewith into an external and internal part
0 =
[
∇˜µ ⊗ I + γˆµγˆ5 ⊗
(1
2
∂U +
im
72
e−3U
)
+
1
144
e−3U γˆµ ⊗ F
]
η , (3.9)
0 =
[
I⊗
(
∇a − im
144
e−3U γa
)
+
1
144
e−3U γˆ5 ⊗
(
γaF − 12Fa
)]
η (3.10)
here ∂U ≡ γa∂aU , and ∇a = ∇˜a + 12γ ba ∂bU . The different covariant derivatives
{∇˜µ, ∇˜a,∇a} are related to the metrics {gµν , hab, e2Uhab}.
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In eq. (3.10), we can eliminate the term ∼ γaFη by multiplying eq. (3.9) with
(1
4
γˆ5γˆµ ⊗ γa) and subtracting both expressions. We find
0 = η˜ +
[
γˆ5 ⊗
(1
2
∂U +
im
72
e−3U
)
+
1
144
e−3U (I⊗ F )
]
η , (3.11)
0 = I⊗
(
∇a − 1
2
γa∂U − im
48
e−3Uγa
)
η − γˆ5 ⊗ γaη˜ − 1
12
e−3U γˆ5 ⊗ Faη (3.12)
where η˜ is defined by [
∇˜µ ⊗ I
]
η = (γˆµ ⊗ I)η˜ . (3.13)
This spinor is non-zero whenever the external spinor is not covariantly constant and
below we will give the explicit form. In fact, due to the fluxes both the 7- as well as
the 4-d spinors are not anymore covariantly constant and the deviation is measured
by torsion classes, which have been discussed in detail in the previous section. On the
external space, this back-reaction of fluxes is measured by the 4-d cosmological constant
and thus the space becomes AdS. In a supersymmetric vacuum the cosmological constant
is given by the determinant of the mass matrix of the gravitinos and the corresponding
Killing spinors cannot be covariant constant. Therefore, we the 4-d spinors solve the
equation
∇˜µǫx ∼ γˆµ (W xy1 + iγˆ5W xy2 ) ǫx (3.14)
and the gravitino mass matrix is an element of the R-symmetry of the underlying su-
pergravity. If there is only one external spinor (N = 1 case), this gravitino mass matrix
is simply the superpotential and the equation simplifies:
∇˜µǫ ∼ γˆµ (W1 + i γˆ5W2) ǫ .
If ǫ is a Weyl spinor, this equation becomes ∇˜µǫ = γˆµW¯ ǫ∗ with the complex superpo-
tential
W =W1 + iW2 . (3.15)
More precisely, we should also take into account a non-trivial Ka¨hler potential K by
replacing W → eK/2W ; only this rescaled quantity has the proper holomorphicity struc-
ture of 4d N =1 supergravity.
Let us add a comment on the internal spinor equations. If the flux contribution
in the second term of eq. (3.10) (which is proportional to γˆ5) decouples from the first
term in eq. (3.10), the internal space has to be an Einstein space and can be lifted to
an 8-d space of special holonomy. There are three cases of special interest, which have
been also discussed in the mathematical literature [41, 42, 43]; these three classes are
related to the number of real internal spinors. If there is a single internal spinor, the
7-d space has G2 structures and can be lifted to an 8-d space of Spin(7) holonomy; for
two real spinor we have SU(3) structures and the lift yields a space of SU(4) holonomy
(Calabi-Yau); finally the case with three real spinors can be lifted to an 8-d hyper
Ka¨hler space. Correspondingly, the 7-d Einstein space is a weak G2, Einstein-Sasaki or
tri-Sasaki manifolds. Note that the last case is a special examples of SU(2) structures,
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whereas for the general case with SU(2) structure, ie. the case with four real spinors,
the corresponding 8-d space is not simply connected, because in this case, the 8-d space
has to have a covariantly constant vector and the holonomy is SU(2). This is obvious,
because 8-d manifolds that do not factorize, can have only Spin(7), SU(4) and Sp(2)
as restricted holonomy.
Before we can discuss different supersymmetric flux vacua, we have to split the Killing
spinor η into internal and external spinors which will be addressed in the following
subsection.
3.2 Killing Spinors
Group structures are specified by Killing spinors, which are invariant under the corre-
sponding structure group, and its embedding into Spin(7) is parameterized by globally
well-defined vectors. As we classified before, G2-structures admit a singlet spinor on the
7-manifold; SU(3)-structures admit a complex SU(3) singlet; SU(2)-structures admit
two complex or three real SU(2) singlet spinors. If there are even more Killing spinors,
no G-structure can be defined. The most general Killing spinor in M-theory, specifies
SU(2)-structures and can preserve up toN = 4 supersymmetry. All other Killing spinors
preserve either a larger structure group or less supersymmetry and can be obtained by
introducing new projectors, which further reduce the number of 7-d singlet spinors or
4-d external ones. The corresponding classification of the 11-d Killing spinors are given
as follows.
(1) N = 4
The most general 4-dN =4 Killing spinor with non-trivial G-structures4 can be obtained
by expanding the 11-d Majorana spinor as
η =
2∑
x=1
(axLǫxL + axRǫxR)⊗ θx + cc . (3.16)
where axLǫxL+axRǫxR denotes 4-d Dirac spinors with ǫR/L as its chiral components and
θx are 7-d SU(2) singlet spinors. Note, θx are normalized, which is also true for other
cases. In the following spinor projectors we use the doublet notation
ǫx ≡
(
ǫxL
ǫxR
)
.
(2) N = 3
4In this paper we only consider Killing spinors with non-trivial G-structures, where the first non-
trivial structure group is SU(2). Actually, there are also N =4 vacua, where the structure group is
trivial and hence Eq(3.16) is not the most general one.
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To obtain an N =3 Killing spinor Ansatz, we need to truncate the spinor (3.16), which
can be achieved by the spinor projector
ǫ2 = σ
1ǫ∗2 , (3.17)
which leads to the most general 4-d N =3 Killing spinor
η = (a1Lǫ1L + a1Rǫ1R)⊗ θ1 + (a2Lǫ2L + a2Rǫ∗2L)⊗ θ2 + cc
= (a1Lǫ1L + a1Rǫ1R)⊗ θ1 + ǫ2L ⊗ (a2Lθ2 + a∗2Rθ∗2) + cc . (3.18)
Note, a2L and a2R, and a1L and a1R cannot be simultaneously zero, otherwise, eq. (3.18)
is reduced to SU(3) N =2 and N =1 Killing spinors, respectively. This general N =3
Killing spinor Ansatz preserves SU(2)-structures, and it has some special cases:
(a) a2L = 0 or a2R = 0, which gives three 4-d Weyl spinors
η = (a1Lǫ1L + a1Rǫ1R)⊗ θ1 + a2Lǫ2L ⊗ θ2 + cc , (3.19)
or η = (a1Lǫ1L + a1Rǫ1R)⊗ θ1 + a2Rǫ∗2L ⊗ θ2 + cc (3.20)
or
(b) a2L = a
∗
2R and hence there are two 4-d Weyl and one Majorana spinor
η = (a1Lǫ1L + a1Rǫ1R)⊗ θ1 + (a2Lǫ2L + a∗2Lǫ∗2L)⊗ θ2 + cc
= (a1Lǫ1L + a1Rǫ1R)⊗ θ1 + a2Lǫ2L ⊗ (θ2 + θ∗2) + cc . (3.21)
Note, even though this case preserves SU(2)-structures, it is very special since it has
only three real internal Killing spinors, compared to four spinors for general SU(2) cases.
(3) N = 2 (I)
There are two ways to truncate the N = 3 Killing spinor Ansatz: one preserves SU(2)-
structures and the other one preserves SU(3)-structures. The new projector that pre-
serves SU(2)-structures reads
ǫ1 = σ
1ǫ∗1 (3.22)
which gives the most general SU(2) N =2 Killing spinor
η = (a1Lǫ1L + a1Rǫ
∗
1L)⊗ θ1 + (a2Lǫ2L + a2Rǫ∗2L)⊗ θ2 + cc
= ǫ1L ⊗ (a1Lθ1 + a∗1Rθ∗1) + ǫ2L ⊗ (a2Lθ2 + a∗2Rθ∗2) + cc . (3.23)
Similar to N =3 case, this general Killing spinor has some special cases as well. Here
we list three which we will discuss in this paper:
(a) If a1R = a2R = 0 (or a1L = a2L = 0)
η = a1Lǫ1L ⊗ θ1 + a2Lǫ2L ⊗ θ2 + cc (3.24)
or η = a1Rǫ
∗
1L ⊗ θ1 + a2Rǫ∗2L ⊗ θ2 + cc (3.25)
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For this case we have two 4-d Weyl spinors of the same chirality.
(b) a1R = a2L = 0 (or a1L = a2R = 0)
η = a1Lǫ1L ⊗ θ1 + a2Rǫ∗2L ⊗ θ2 + cc (3.26)
or η = a1Rǫ
∗
1L ⊗ θ1 + a2Lǫ2L ⊗ θ2 + cc (3.27)
For this case we have two 4-d Weyl spinors of opposite chirality.
(c) For a2L = a
∗
2R
η = (a1Lǫ1L + a1Rǫ
∗
1L)⊗ θ1 + (a2Lǫ2L + a∗2Lǫ∗2L)⊗ θ2 + cc
= (a1Lǫ1L + a1Rǫ
∗
1L)⊗ θ1 + a2Lǫ2L ⊗ (θ2 + θ∗2) + cc (3.28)
yielding one 4-d Weyl spinor and one 4-d Majorana spinor. This case is similar to case
(b) of N = 3: it has only three real internal Killing spinors.
(4) N = 2 (II)
The general SU(3)N = 2 Killing spinor Ansatz can be obtained by setting a2L = a2R = 0
in the Ansatz (3.16) or (3.18). The truncated spinor becomes
η = (aLǫL + aRǫR)⊗ θ + cc (3.29)
where θ = θ1, aL = a1L and aR = a1R.
(5) N = 1 (I)
Finally, in order to obtain N = 1 Killing spinor Ansatz, we have to take another trun-
cation for N = 2 Killing spinor (3.29). There are again two ways: one yielding SU(3)-
and the other one G2-structures. The general SU(3) N =1 Killing spinor is obtained by
setting
ǫ = σ1ǫ∗ (3.30)
which leads to
η = (aLǫL + aRǫ
∗
L)⊗ θ + cc
= ǫL ⊗ (aLθ + a∗Rθ∗) + cc . (3.31)
Note, here aL 6= a∗R, otherwise eq. (3.31) is reduced to G2 N =1 Killing spinor. This
general SU(3) N =1 Killing spinor Ansatz can be completely classified by the following
two cases: (I) aL = 0 or aR = 0; (II) aLaR 6= 0. For the first case, the Killing spinor
Ansatz is
η = aǫ⊗ θ + cc , (3.32)
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and the associated flux solutions have been discussed extensively in the literature [13,
34, 44]. The second class is a new one which has not been discussed before.
One may wonder whether case (II) is equivalent to case (I). This would be the case
if we can rewrite the spinor in case (II) as
aLθ + a
∗
Rθ
∗ = bθ˜ (3.33)
where aLaR 6= 0 and θ˜ is a new SU(3) singlet spinor. The necessary condition for this
is that one can embed θ˜ in G2-structures
θ˜ = (1 + v˜)θ˜0 (3.34)
with a real spinor θ˜0 and v˜ being a new rotated global vector, which specifies the new
SU(3)-structures. It would have to satisfy
(1− v˜)θ˜ = 0 . (3.35)
However, due to eq. (2.9), one finds that the reality condition for the new global
vector v˜ cannot be guaranteed for arbitrary complex aL and aR, thus implying that the
assumption in eq. (3.33) is incorrect.
Actually, Killing spinor in case (I) has definite 10-d chirality (since θ is 6-d chiral
spinor) and it can survive S1/Z2 projection with S1 being SU(3) fiber in the internal
space. So, it can be embedded in the Horava-Witten scenario of heterotic M-theory. As
for the Killing spinor in case (II), it only admits S1 fiberation of SU(3) structures and
hence it matches with the M-theory lift of type IIA supergravity. Since case (II) has
not yet been discussed in the literature, we will explicitly discuss it in this paper.
(6) N = 1 (II)
If aL = a
∗
R, the spinor (3.31) becomes
η = aǫ⊗ θ . (3.36)
with a real, and ǫ, θ Majorana spinors. This spinor Ansatz is the unique one preserving
G2-structures.
3.3 Bianchi Identities and Equations of Motion
Killing spinor equations give only necessary conditions for supergravity solutions. For
maximally supersymmetric solutions, the equations of motion are equivalent to the inte-
grability constraints of the Killing spinor equations. Hence, if certain supersymmetries
are broken by the solution, they are not automatically satisfied (because in this case
certain components of the Killing spinor equations are projected out). To complete the
calculation and provide sufficient conditions, we need to consider Bianchi identities and
equations of motion as well. The 11-d source-free Bianchi identity is given by
(dF)11 = 0 (3.37)
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and can be separated into the external and internal part
(dm)7 = 0 , (dF )7 = 0 . (3.38)
The external Bianchi identity implies that the Freund-Rubin parameter is constant. The
index “7” indicates that the exterior derivative is taken in the 7-d internal space. The
equation of motion becomes
(d ∗ F)11 = F ∧ F (3.39)
and due to
∗ F = e4U (∗m)7 + e4U (∗F )7dV4 , (3.40)
F ∧ F = 2mFdV4 . (3.41)
Because (∗m)7 is proportional to the 7-d volume form and U depends only on the internal
coordinates, we get
d[e4U(∗F )7] = 2mF (3.42)
where dV4 is the volume element of the 4-d (un-warped) external space-time, which we
have cancelled on both sides of the equation.
Let us add additional comments regarding Bianchi identities and equations of mo-
tion: (i) the dualization in (∗F )7 is done with respect to the warped metric giving a
contribution e−U from the warp factor; (ii) it may happen that eq. (3.37) and eq. (3.39)
can only be satisfied if sources (ie. M-branes) are taken into account and we should keep
in mind that the Killing spinor equations provide local conditions and they may not
distinguish a` priori between background fluxes and fluxes sourced by M-branes.
3.4 Decomposition of Flux Components
(1) For SU(3) structure group, we project the fluxes onto the base X6 which gives
G = F |X6 , H = F v . (3.43)
G and H are forms on X6 that decompose under SU(3)
[G] = 15 = 8+ 3+ 3¯+ 1,
[H ] = 20 = 6 + 6¯+ 3+ 3¯+ 1+ 1¯ (3.44)
These components have the following holomorphic structure
G : 8+ 1 ↔ Λ(2,2)
3+ 3¯ ↔ Λ(3,1) + Λ(1,3)
H : 6+ 6¯+ 3+ 3¯ ↔ Λ(2,1) + Λ(1,2)
1+ 1¯ ↔ Λ(3,0) + Λ(0,3) (3.45)
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among which the 1 component of G and the 3 + 3¯ of H are non-primitive. Therefore,
we write the 4-form as
2 e−3UF = P (J ∧ J) + J ∧ T +Ψ ∧ V¯
+v ∧ (QΨ+ J ∧ Vo +H6+6¯) + cc . (3.46)
Here, the real 2-form T denotes the 8 components, V and Vo denote 3+ 3¯ components
from G and H part respectively, with V being complex and Vo being real, and H
6+6¯
denotes the 6 + 6¯ components of the H part fluxes. Correspondingly, the coefficients
and the associated flux components can be expressed as
P =
e−3U
3!3!4!
(J ∧ J) F ,
Q =
e−3U
4× 4!(v ∧ Ψ¯) F (3.47)
and
T =
e−3U
4
J F − PJ − 5
4
v ∧ Vo ,
V¯ =
e−3U
24
Ψ¯ F + v Q ,
Vo =
e−3U
12
(v ∧ J) F ,
H(6+6¯) =
e−3U
4
v F − 1
2
(QΨ+ J ∧ Vo + cc) . (3.48)
For the Hodge dual of F we introduce the notation
∗(J ∧ J) = z1
√
G7 v ∧ J ,
∗(J ∧ T ) = z2
√
G7 v ∧ T ,
∗(Ψ ∧ V¯ ) = z3
√
G7 v ∧ (V Ψ¯) ,
∗(v ∧Ψ) = z4
√
G7 Ψ¯ ,
∗(v ∧ J ∧ Vo) = z5
√
G7 J ∧ (Vo J) ,
∗(v ∧H6+6¯) = z6
√
G7H
6+6¯ . (3.49)
The associated coefficients zi can be calculated as follows. If one denotes ∗ξi = Ziζi the
coefficients become
Zi =
3!ξ ξ
εabcdefgξabcdζefg
. (3.50)
Finally, the Hodge dual of F can be written as
2
∗e−3UF√
G7
= v ∧ (z1P J + z2 T + z3 V Ψ¯)
+(z4QΨ+ z5 J ∧ (Vo J) + z6H6+6¯) + cc . (3.51)
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(2) If the structure group is SU(2), the 7-d internal space is written as a 3-d fibration
over a 4-d base X4. This fibration is fixed by the three vectors vα which also yield the
following projection of the flux components:
A = F,
Bα = F vα = Fabcdv
a
α ,
Cαβ = F (vα ∧ vβ) = 2!Fabcdvaαvbβ ,
Dαβγ = F (vα ∧ vβ ∧ vγ) = 3!Fabcdvaαvbβvcγ . (3.52)
For future convenience, we also define
B = Bασ
α , C = Cαβσ
ασβ , D = Dαβγσ
ασβσγ . (3.53)
These base tensors can be decomposed under SU(2), giving
[A] = 1 , [B] = 12 = 3× (2 + 2¯) , (3.54)
[C] = 18 = 3× (1+ 3+ 1+ 1¯) , [D] = 4 = 2+ 2¯. (3.55)
where we use the symplectic form ω in (2.36) for the holomorphic projection and the
factor 3 appearing in [B] and [C] are associated with the triplicity of the invariant vector
fields. They can be identified with the following forms on X4
A : 1↔ Λ(2,2) ,
B : 2+ 2¯↔ Λ(2,1) + Λ(1,2) ,
C : 1+ 1¯↔ Λ(2,0) + Λ(0,2) ,
1+ 3↔ Λ(1,1) ,
D : 2+ 2¯↔ Λ(1,0) + Λ(0,1) . (3.56)
Obviously, the total number of components of the forms A, B, C and D match with the
components of the 4-form F . However, among these projected forms only A and C are
regular (because the 4-d base space does not support regular 1-forms or 3-forms). The
form A is proportional to the 4-d volume form and C gives the possible 2-forms on X4.
In the following we will keep only these regular forms and hence drop B and D. Thus,
the 4-form flux can be written as
e−3UF = X(ω ∧ ω) + (vα ∧ vβ) ∧ (Y αβ1 ω + Y αβ2 λ+ Y αβ3 λ∗ + Y αβ4 ) (3.57)
where the e−3U factor is added here for convenience, because this combination appears
in the Killing spinor equations (3.11) and eq. (3.12). The 2-forms can be expressed as
X =
e−3U
2(3!4!)
(ω ∧ ω) F ,
Y αβ1 =
e−3U
2(3!4!)
(vα ∧ vβ ∧ ω) F ,
Y αβ2 =
e−3U
4(3!4!)
(vα ∧ vβ ∧ λ∗) F ,
Y αβ3 =
e−3U
4(3!4!)
(vα ∧ vβ ∧ λ) F (3.58)
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and
Y αβ4 =
e−3U
4
(vα ∧ vβ) F − (Y αβ1 ω + Y αβ2 λ + Y αβ3 λ∗) . (3.59)
are the 3 component of Cαβ. For the Hodge dual components we use
∗ (ω ∧ ω) = Z
√
G7εαβγv
α ∧ vβ ∧ vγ ,
∗(vα ∧ vβ ∧ ω) = Z1
√
G7εαβγv
γ ∧ ω ,
∗(vα ∧ vβ ∧ λ) = Z2
√
G7εαβγv
γ ∧ λ∗ ,
∗(vα ∧ vβ ∧ λ∗) = Z3
√
G7εαβγv
γ ∧ λ ,
∗(vα ∧ vβ ∧ Y αβ4 ) = Z4
√
G7εαβγv
γ ∧ Y αβ4 (3.60)
and write
∗e−3UF√
G7
= XZεαβγv
α ∧ vβ ∧ vγ
+εαβγv
γ ∧ (Y αβ1 Z1ω + Y αβ2 Z2λ∗ + Y αβ3 Z3λ+ Z4Y αβ4 ) . (3.61)
These are the components that enter the equations of motion.
4 N = 4 and N = 3 Supersymmetric Flux Vacua
Before we start exploring different flux vacua, we should give our index conventions:
“p–t” denote the base directions, “i–n” the fiber directions, and “a–g” are the indices
of the whole 7-d internal space.
We will now explore supersymmetric vacua for our spinor Ansa¨tze and start with
the maximal supersymmetric case, which is N = 4 in our framework. In this case, we
decompose the gravitino mass matrix in such a way that
W =
{
W1 W3
W2 W4
}
. (4.1)
with Wi being 2× 2 sub-matrices. Hence, we get
η˜ = (W xy1 ǫxL +W
xy
2 ǫ
∗
xR)⊗ a∗yLθ∗y + (W xy3 ǫxL +W xy4 ǫ∗xR)⊗ ayRθy + cc (4.2)
and the Killing spinor equation (3.11) splits into two equations, related to the opposite
chirality of the external spinors. Convenient combinations become
(W xy+ θ
∗
y + W˜
xy
+ θy) +
1
72
e−3UFθx = 0 (4.3)
(W xy− θ
∗
y + W˜
xy
− θy) + (∂U +
im
36
e−3U )θx = 0 (4.4)
22
with
W xy± = (a
x
L)
−1W xy1 a
y∗
L ± (axR)−1W¯ xy4 ay∗R , (4.5)
W˜ xy± = (a
x
L)
−1W xy3 a
y
R ± (axR)−1W¯ xy2 ayL . (4.6)
Similarly, the internal Killing spinor equation (3.12) can be written as
γa(W
xy
+ θ
∗
y + W˜
xy
+ θy) +
( 1
6
e−3UFa + ∂a log
axR
axL
)
θx = 0 , (4.7)[
∇a − ime
−3Uγa
48
− 1
2
γa∂U +
1
2
∂a log a
x
La
x
R
]
θx − 1
2
γa(W
xy
− θ
∗
y + W˜
xy
− θy) = 0 . (4.8)
Note, there is no summation over the index x!
First, let’s consider eq. (4.3) and eq. (4.7), which become
(W xy+ θ
∗
y + W˜
xy
+ θy) +
γa
5
∂a log
axL
axR
θx = 0 . (4.9)
The contraction with θT and θ† yields
W+ = 0 , (4.10)
W˜ xy+ +
1
5
(va)yx ∂a log
axL
axR
= 0 (4.11)
(where the forms in (2.36) are used) and the contraction with θ†γp gives
∂p log
axL
axR
= 0 . (4.12)
Recall, in our notation: “p”, “q” denote the base directions. Eq. (4.9) also implies that
(4.7) can be rewritten as
[e−3U
6
Fa −
(γba
5
+
6δba
5
)
∂b log
axL
axR
]
θx = 0 . (4.13)
By considering eq. (4.13) with vaθ† and θ†γa, we obtain
A = 0 , (4.14)
W˜+ = ω C = (v
a)xy∂a log
ayL
ayR
= 0 (4.15)
Now, projecting eq. (4.13) on the base and contracting it with θ†γq, we have
− i(Cαβ) cp ωcq + (Cαβ)pq = 0 (4.16)
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According to the reality conditions, no C part and hence no internal fluxes can be turned
on for the N = 4 case.
Next, the Killing spinor equations (4.4) and (4.8) are explored in the same way. The
contractions with θ, θ† and θ†γp, yield
W− = 0 (4.17)
W˜ xy− = −vyx ∂U −
im
36
e−3Uδxy (4.18)
∂qU = 0 (4.19)
and therefore the warp factor has to be constant over the base. On the other hand,
combining eq. (4.4) and eq. (4.8) gives
[
∇a − ime
−3Uγa
144
+
1
2
∂a log(axLaxR)
]
θx = 0 (4.20)
which implies the following differential equations for the SU(2)-structure
∇aΣ(k)xy = θ†x
[
γ(k),
ime−3Uγa
144
]
θy − 1
2
∂a log(a
⋆
xLa
⋆
xRayLayR) Σ
(k)
xy , (4.21)
∇aΩ(k)xy = θTx
[
γ(k),
ime−3Uγa
144
]
θy − 1
2
∂a log(a
⋆
xLa
⋆
xRayLayR) Ω
(k)
xy . (4.22)
According to eq.(2.36), constraints Σ(0) ≡ I and Ω(0) = Ω(1) ≡ 0 imply that these
representative matrices satisfy5
∇aΣ(0) = ∇aΩ(0) = ∇aΩ(1)b ≡ 0 . (4.23)
where the indices “x” and “y” are removed for simplicity. The first condition is satisfied
only if
∂a(log |axL|2|axR|2) = 0 (4.24)
and due to eq. (4.12) and eq. (4.15) this implies
axL = e
iφx , axR = e
iφx (4.25)
up to a constant factor and φx = φx(ya) being real functions on the internal coordinates.
As for the other two conditions, the second one can be automatically satisfied, however,
the third one requires
m = 0 . (4.26)
5In the literature the second and third constraints are often neglected although they impose severe
constraints; see also below.
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This means that W˜− is only associated with the fiber dependence of the warped factor
according to eq. (4.18).
From the SU(2)-structure differential equations we can also infer the geometry of the
internal space. First, consider the differential equation of the vectors, which becomes
after taking into account (4.24)
∇avαb (σα)xy = −
i
2
∂a
(
log
a1La1R
a2La2R
)
(v2bσ1 + v
1
bσ2)xy (4.27)
and the antisymmetrization gives
(dv1 + idv2)ab = −(v1 − iv2)[a∂b] log a1La1R
a2La2R
, (4.28)
(dv3)ab = 0 . (4.29)
These global vector fields can be Killing, i.e., ∇{avαb} ≡ 0, only if φ1 = φ2. The differen-
tial equation of the almost complex structure ω (of the base) reads
∇a(Σ(2)bc )xy = −
1
2
∂a log(a
⋆
xLa
⋆
xRayLayR)(iωbc + (v ∧ v)bc)xy (4.30)
and with (4.24) we find
dω = 0 . (4.31)
The differential equation for λ∗ becomes
∇a(Ω(2)ab )xy =
1
2
∂a log(axLaxRayLayR) λ
∗
bc(σ2)xy (4.32)
which leads
(dλ∗)abc = −3
2
∂[a log(a1La1Ra2La2R)λ
∗
bc] (4.33)
Therefore the 4-d base space is conformal to a Ka¨hler space and becomes hyper Ka¨hler
if the two phase a a1 and a2 cancel, ie. φ1 + φ2 = 0.
In summary, we only find trivial flux vacua for the N = 4 case, with the external
space-time being flat and the base manifold of the internal space being Ka¨hler. Actually,
this vacuum admits SU(2) holonomy.
Finally, let us comment on the N = 3 case. With the projector (3.17) the 4× 4 N = 4
gravitino mass matrix is reduced to a 3× 3 matrix
W =
{
W1 (W3)
x1
(W2)
1y (W4)
11
}
, (4.34)
which fixes the spinor η˜ as
η˜ = (W xy1 ǫxL +W
1y
2 ǫ
∗
1R)⊗ χ∗yL + (W x13 ǫxL +W 114 ǫ∗1R)⊗ χ1R + cc (4.35)
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the N = 4 external Killing spinor equations are truncated to
(W xy1 χ
∗
yL +W
x1
3 χ1R) + (
1
2
∂U +
im
72
e−3U +
1
144
e−3UF ) , χxL = 0 (4.36)
(W¯ 1y2 χyL + W¯
11
4 χ
∗
1R) + (−
1
2
∂U − im
72
e−3U +
1
144
e−3UF ) .χ1R = 0 (4.37)
Similarly, the N = 4 internal Killing spinor equations are reduced to
∇aχxL = γa(W xy1 χ∗yL +W x13 χ1R)
+
(e−3U
12
Fa +
1
2
γa∂U +
ime−3Uγa
48
)
χxL , (4.38)
∇aχ1R = −γa(W¯ 1y2 χyL + W¯ 114 a∗1Rθ∗1)
+
(
− e
−3U
12
Fa +
1
2
γa∂U +
ime−3Uγa
48
)
χ1R (4.39)
where we used the notation: χ1L = a1Lθ1 , χ2L = a2Lθ2 + a
∗
2Rθ
∗
2 and χ1R = a1Rθ1R.
5 N = 2 Supersymmetric Flux Vacua
We turn now to the more interesting case of supersymmetric flux vacua with N = 2
supersymmetry, which can have SU(2) or SU(3) structures. We will treat each case
separately.
5.1 SU(2) Structures
Here, we have to take the spinor Ansatz (3.23) and gravitino masses matrix is projected
to
W = W1 (5.1)
which is the 2× 2 sub-matrix of the N = 4 one defined before. With
η˜ = W xyǫxL ⊗ χ∗y + W¯ xyǫ∗xL ⊗ χy (5.2)
the Killing spinor equations are truncated to
0 = W xyχ∗y +
( 1
2
∂U +
im
72
e−3U +
1
144
e−3UF
)
χx , (5.3)
∇aχx = γaW xyχ∗y +
(e−3U
12
Fa +
1
2
γa∂U +
ime−3Uγa
48
)
χx (5.4)
where we used the notation
χ1 = a1Lθ1 + a
∗
1Rθ
∗
1 , χ2 = a2Lθ2 + a
∗
2Rθ
∗
2 . (5.5)
These are the most general N = 2 Killing spinor equations, and all flux solutions with
SU(2) structures should satisfy these two equations. We will not discuss this most
general case. We shall instead explore the three special cases that we mentioned after
eq. (3.23).
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5.1.1 Case (a)
In this case χx are truncated to
χ1 = a1Lθ1 , χ2 = a2Lθ2 (5.6)
and the Killing spinor equations become
0 = W xya∗yθ
∗
y + (
1
2
∂U +
im
72
e−3U +
1
144
e−3UF ) axθx , (5.7)
∇aθx = γa(ax)−1W xya∗yθ∗y +
(e−3U
12
Fa +
1
2
γa∂U − ∂aa
x
ax
+
ime−3Uγa
48
)
θx (5.8)
where suppressed the subscripts “L” and “R”. Contracting eq. (5.7) with θT and θ† gives
a∗xW
xy =
e−3Uax
24
((C λ∗)σ2)xy , (5.9)
∂U v = −im
36
e−3U − e
−3U
72
(6iC ω − A vol4) (5.10)
which implies
im
36
e−3U = A vol4 = 0 , (5.11)
∂U v = −ie
−3U
12
C ω . (5.12)
From the contraction with θTγp or θ
†γp, we get
∂pU = 0 . (5.13)
Recall, we consider only regular fluxes, ie. we do not take into account any fluxes which
are 3- or 1-forms on the base.
The internal Killing spinor equation (5.8), yields again differential equations for the
G-structures, which we have given in the Appendix. The self-consistence of SU(2)-
structures requires
∇aΣ(0) = ∇aΩ(0) = ∇aΩ(1)b = 0 . (5.14)
The first condition leads ∂aU = ∂a log |ax|2 or
ax = e
U/2+i φx . (5.15)
Here φx is a real function on the internal coordinates. With (5.9), we find from the
second condition
Cαβ λ
∗ = 0 , W = 0 . (5.16)
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The last condition is automatically satisfied. The differential equations for the vector
becomes
∇avγb =
−e−3U
6
F cdea (vα ∧ vβ ∧ ω)bcdeǫαβγ +
1
2
∂cUδb[av
γ
c] +∆
γ
ab (5.17)
with ∆γab(σγ) = i∂a log(
a1
a2
)(v2bσ1+ v
1
bσ2). With the notation (3.57), the antisymmetriza-
tion gives
(dvγ)ab = 32ǫ
γ
αβ Y
βλ
1 (vλ)[av
α
b] − vγ[a∂b]U + 2∆γ[ab] . (5.18)
From (B.1) with W = 0, we find
∇aωbc = −2(δa[bωc]d − δd[bωc]a)∂dU (5.19)
and hence
(de−6Uω)abc = 0 . (5.20)
With (5.15) we get for λ
∇aλbc = ∂a log a1
a⋆2
λbc − 2(δa[bλc]d − δd[b(λc]a)∂dU (5.21)
and anti-symmetrizing this equation yields
(dλ)abc = 3∂[a(log
a1
a∗2
)λbc] + 6λ[ab∂c]U . (5.22)
So, the 4-d base space is conformal to a Ka¨hler space, which becomes hyper-Ka¨hler (ie.
all three 2-forms are closed) if φ1 + φ2 = 0.
In summary, we find flux vacua, satisfying Killing spinor equations, where [C] : 1+3
components can be turned on, with the external space-time being flat and the base
manifold of the internal space being Ka¨hler. These vacua are allowed to be warped
along fiber direction which is mediated by the 1 component.
Finally, we consider the Bianchi identities and equations of motion. The only non-trivial
flux components (and their Hodge dual) are
F = e3U (vα ∧ vβ) ∧ (Y αβ1 ω + Y αβ4 ) (5.23)
∗F = e3U
√
G7 ǫαβγv
γ ∧ (Y αβ1 Z1ω + Z4Y αβ4 ) (5.24)
where we use the notation as introduced at eq. (3.57). Hence, the Bianchi identity and
the equation of motion become
0 = e−3U(dF )7 = 2(dvα ∧ vβ) ∧ (Y αβ1 ω + Y αβ4 )
+(vα ∧ vβ) ∧ (d(Y αβ1 ω) + dY αβ4 )
+3dU ∧ (vα ∧ vβ) ∧ (Y αβ1 ω + Y αβ4 ) , (5.25)
0 =
e−7Ud[e4U (∗F )7]√
G7
= ǫαβγdv
γ ∧ (Y αβ1 Z1ω + Z4Y αβ4 )
−ǫαβγvγ ∧ [d(Y αβ1 Z1ω) + d(Z4Y αβ4 )]
+14 ǫαβγdU ∧ vγ ∧ (Y αβ1 Z1ω + Z4Y αβ4 ) . (5.26)
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These two equations are not easy to solve, but let us consider some simplified cases. If the
1 component of C is zero, eq. (5.12) gives dU = 0 and if we set moreover ∂a(φ1−φ2) = 0,
then one finds
dv = dω = 0 , (dλ)abc = 3∂[a(log
a1
a∗2
)λbc] (5.27)
and (5.25), (5.26) are simplified to
0 = vα ∧ vβ ∧ dY αβ4 , (5.28)
0 = −ǫαβγvγ ∧ (dZ4 ∧ Y αβ4 + Z4dY αβ4 ) = ∗vα ∧ vβ ∧ d†Y αβ4 . (5.29)
These equations are solved if the 2-forms Y αβ4 are harmonic and Z4 is constant. Thus,
the Bianchi identity and the equation of motion can be solved if the 3 components of
the C flux are harmonic and the other fluxes are trivial.
5.1.2 Case (b)
Here, we consider
χ1 = a1Lθ1 , χ2 = a
∗
2Rθ
∗
2 (5.30)
and the Killing spinor equations (5.3) and (5.4) become
(W11a
∗
1θ
∗
1 +W12a2θ2) + (
1
2
∂U +
im
72
e−3U +
1
144
e−3UF ) a1θ1 = 0 , (5.31)
(W¯21a1θ1 + W¯22a
∗
2θ
∗
2) + (−
1
2
∂U − im
72
e−3U +
1
144
e−3UF ) a2θ2 = 0 (5.32)
and
∇aθ1 = γa(a
∗
1
a1
W11θ
∗
1 +
a2
a1
W12θ2) +
(
e−3U
12
Fa +
1
2
γa∂U − ∂aa1
a1
+
ime−3Uγa
48
)θ1 , (5.33)
∇aθ2 = −γa(a1
a2
W¯21θ1 +
a∗2
a2
W¯22θ
∗
2) +
(−e
−3U
12
Fa +
1
2
γa∂U − ∂aa2
a2
+
ime−3Uγa
48
)θ2 . (5.34)
Again for simplification we have changed the indices in the Killing spinor Ansatz (3.27)
so that
η = a1ǫL ⊗ θ1 + a2ǫR ⊗ θ2 + cc . (5.35)
Severe constraints come again from the consistency requirements
∇aΣ(0) = ∇aΩ(0) = ∇aΩ(1)b = 0 . (5.36)
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For the second and third condition, (B.9) and (B.10) require
W11 =W22 = m = C
c
aλ
∗
cb = 0 (5.37)
and thus, the Freund-Rubin and the C part fluxes have to vanish. Contracting eq. (5.31)
and eq. (5.32) with θTx γp or θ
†
xγp, we obtain
∂pU = 0 (5.38)
and from the θ†x contraction we find
a2
a1
W12 = −(1
2
∂U v)21 = −a
⋆
1
a⋆2
W21 , (5.39)
A vol4 = 72e
3U(∂U v)11, (5.40)
Using these results, we find for ∇aΣ(0) = 0 as non-trivial conditions
∇aΣ(0)11 = −∂a log(e−U |a1|2) +
(a∗2
a∗1
W¯12(va)21 +
a2
a1
W12(va)12
)
= 0 (5.41)
∇aΣ(0)22 = −∂a log(e−U |a2|2)−
(a∗1
a∗2
W21(va)12 +
a1
a2
W¯21(va)21
)
= 0 (5.42)
which leads to while using (5.39)
∂a
(
log
|a1|
|a2|
)
= 0 (5.43)
∂a[log(e
−2U |a1|2|a2|2)] = a2
a1
W12(va)12 + c.c. (5.44)
So far, all of our discussions are based on a general background. For a Minkowski
vacuum we have to ensure that all components of W are zero and hence
ax ∼ eU/2+iφx (5.45)
∂1U = ∂2U = 0 (5.46)
A vol4 = 72e
3U∂3U v
3 (5.47)
For the derivative of the vectors vα we now find
(dv1)ab = −2iv2[a∂b] log
a1
a2
+ 4v1[a∂b]U
(dv2)ab = −2iv1[a∂b] log
a1
a2
+ 4v2[a∂b]U
(dv3)ab = 4v
3
[a∂b]U (5.48)
and in addition
d(e−6Uω) = 0 (5.49)
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and hence
(dλ)abc = 3∂[a(log
a1
a∗2
)λbc] + 6λ[ab∂c]U (5.50)
Therefore the 4-d base space is conformal to a Ka¨hler space and becomes hyper Ka¨hler
if the two phase a a1 and a2 cancel, ie. φ1 + φ2 = 0.
In summary, we find flux vacua, satisfying Killing spinor equations, where only A
part fluxes can be turned on, with the external space-time being flat and the base
manifold of the internal space being Ka¨hler. These vacua are allowed to be warped
along a fiber direction which is mediated by the A part flux as SU(2) singlet.
Again, at the end we want to discuss Bianchi identities and equations of motion. Since
in this case only the A part of the flux can be turned on, the flux decomposition (3.57)
and its Hodge dual (3.61) are reduced to
F = e3UX (ω ∧ ω) (5.51)
∗F = e3U
√
G7XZ ǫαβγv
α ∧ vβ ∧ vγ (5.52)
and with (5.49), the Bianchi identity and the equations of motion lead to
0 = (dX + 7XdU) ∧ ω ∧ ω (5.53)
0 = ǫαβγ(14XZdU + d(XZ)) ∧ vα ∧ vβ ∧ vγ
+3XZǫαβγdv
α ∧ vβ ∧ vγ (5.54)
For the Minkowski case with φ1 = φ2 or (dv
γ)ab = 4v
γ
[a∂b]U , eq. (5.54) gives
XZ ∝ e−20U (5.55)
In this case the Bianchi identity is rather constrained. It implies X ∝ e−7U and hence
contradicts with Killing spinor equations or eq. (5.40). However, we would point out
again that this can be remedied by adding sources; namely, non-vanishing dF could be
turned on in the presence of M-brane sources.
5.1.3 Case (c)
Now the 11-d Majorana spinor is written as
η = a1ǫ1 ⊗ θ1 + a2ǫ2 ⊗ (θ2 + θ∗2) + cc . (5.56)
We repeated the calculations in the same way as for Case (a) and (b) and found many
constraints, however not explicit results for interesting vacuum solutions. Here we shall
not present explicit (lengthy) calculations and shall instead turn to the case with SU(3)
structures.
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5.2 SU(3) Structures
In this case we have only one internal spinor θ and two external spinors. Hence, the
gravitino mass matrix is projected to
W =
{
W 11 W 12
W 21 W 22
}
=
{
(W1)
11 (W3)
11
(W2)
11 (W4)
11
}
, (5.57)
which fixes the spinor η˜ as follows
η˜ = (W 11ǫL +W
21ǫ∗R)⊗ a∗Lθ∗ + (W 12ǫL +W 22ǫ∗R)⊗ aRθ + cc (5.58)
From the external as well as from internal Killing spinor equations we get two equations,
which are related to the opposite chirality of the external spinor. With the appropriate
combinations these two sets of equations become
(WA+θ
∗ +WB+θ) +
1
72
e−3UFθ = 0 , (5.59)
(WA−θ
∗ +WB−θ) + (∂U +
im
36
e−3U)θ = 0 (5.60)
and
γa(WA+θ
∗ +WB+θ) +
(1
6
e−3UFa − ∂a log aL
aR
)
θ = 0 , (5.61)
[
∇a − ime
−3Uγa
48
− 1
2
γa∂U +
1
2
∂a log(aLaR)
]
θ − 1
2
γa(WA−θ
∗ +WB−θ) = 0 (5.62)
where we defined
WA± =
a∗L
aL
W 11 ± a
∗
R
aR
W¯ 22 , (5.63)
WB± =
aR
aL
W 12 ± aL
aR
W¯ 21 . (5.64)
The constraint equation (5.61) can be used to eliminate the flux part in (5.59) and the
contraction with θ and θ† yields
WA+ = 0 , WB+ =
va
5
(∂aaL
aL
− ∂aaR
aR
)
(5.65)
and from the contraction with θ†γp we find
∂p log
aL
aR
= 0 . (5.66)
Therefore, by contracting (5.61) with θ and θ†, the p-component gives
(G Ψ)p = 0 , (H J)p = 0 . (5.67)
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With this result one finds moreover
d log
aL
aR
= 0 (5.68)
and hence WB+ = 0 and in addition
Faθ = 0 . (5.69)
It is straightforward to show (by repeating all possible contractions) that this equations
imply that all internal fluxes have to vanish.
It remains to explore eq. (5.60) and the differential equation (5.62). The contraction
with θT and θ† gives
WA− = 0 , WB− = −v ∂U − im
36
e−3U (5.70)
and the contraction with θ†γp yields
∂qU = 0 . (5.71)
On the other hand, combining eq. (5.60) and eq. (5.62), we have[
∇a − ime
−3Uγa
144
+
1
2
∂a log(aLaR)
]
θ = 0 (5.72)
and hence the differential equations for the G structures become
∇aΣ(k) = θ†
[
γ(k),
ime−3Uγa
144
]
θ − ∂a log(|aL||aR|) Σ(k) , (5.73)
∇aΩ(k) = θT
[
γ(k),
ime−3Uγa
144
]
θ − ∂a log(aLaR) Ω(k) . (5.74)
Because
∇aΣ(0) = ∇aΩ(0) = ∇aΩ(1)b = ∇aΩ(2)bc ≡ 0 (5.75)
we infer from the first constraint
∂a log(|aL||aR|) = 0 . (5.76)
Together with (5.68) this implies aL = aR = e
iψ, up to a constant factors. The other
three equations do not impose additional constraints. Next, for the vector field we find
∇avb = me
−3UJab
72
(5.77)
and therefore, v has to be a Killing vector. In addition, we get
∇aJbc = −m
36
e−3Uδa[bvc] (5.78)
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and hence
dJ = 0 . (5.79)
Finally, the 3-form obeys
∇aΨbcd = −i∇aΩ(3)bcd =
−m
72
e−3U(v ∧Ψ)abcd − 2i∂aaL
aL
Ψbcd (5.80)
and thus
dΨ =
−m
18
e−3Uv ∧Ψ+ 8iΨ ∧ d log aL . (5.81)
So, the torsion of X6 is
τ ∈ W5 (5.82)
This implies that X6 is always Ka¨hler with the phase ψ of aL,R as the Ka¨hler connection
and since the vector v is Killing, the 7-d internal space is Einstein-Sasaki. Recall, the
Freund-Rubin parameter is non-zero, but no internal fluxes are allowed. This is a well-
known vacuum of M-theory compactification and hence there is no need to discuss the
equations of motion.
In summary, we find non-warped flux vacua where only the Freund-Rubin parameter
is allowed; the external space-time is AdS, and the internal space is Einstein-Sasaki with
the base manifold being Ka¨hler.
6 N = 1 Supersymmetric Flux Vacua
6.1 SU(3) Structures
For the N = 1, we have only one external spinor and hence gravitino mass matrix is
reduced to a single element, the superpotential
W =W11 (6.1)
and therefore
η˜ = Wǫ⊗ χ∗ + W¯ ǫ∗ ⊗ χ . (6.2)
The external and internal Killing spinor equations are now
0 = Wχ∗ + (
1
2
∂U +
im
72
e−3U +
1
144
e−3UF )χ , (6.3)
∇aχ = γaWχ∗ +
(e−3U
12
Fa +
1
2
γa∂U +
ime−3Uγa
48
)
χ (6.4)
where we use the notation
χ = aLθ + a
∗
Rθ
∗ . (6.5)
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This spinor is normalized as χTχ = 2aLaR and χ
†χ = a2+ with
a2+ = |aL|2 + |aR|2 , a2− = |aL|2 − |aR|2 . (6.6)
Using (6.4) we find therefore
∇a(χ†χ) ≡ ∂aa2+ = a2+∂aU , (6.7)
∇a(χTχ) ≡ 2∂a(aLa∗R) = −2a2−Wva +
1
6
e−3UχTFaχ+ 2aLa
∗
R∂aU (6.8)
which is solved by
a2+ = e
U , (6.9)
∂a(e
2UaLa
∗
R) = 2a
2
−Wva (6.10)
and we used
0 = −a2−Wva +
1
36
e−3UχTFaχ+ aLa
∗
R∂aU (6.11)
which is obtained by contracting (6.3) with χTγa. Let us note, that the constraints
∇a(χTγaχ) = ∇a(χTγabχ) = 0 are automatically satisfied. Before we continue with the
general discussion, let us first address special cases.
6.1.1 Case (I)
We assume here that
χ = aθ or aR = 0 , aL ≡ a (6.12)
which has been extensively discussed before [13, 34, 44]. We infer immediately from
(6.10) and (6.11) that
W = H Ψ = (G ψ)p = 0 (6.13)
and hence there is no AdS vacuum possible in this case. The contraction of (6.3) with
θ† yields moreover
m = 0 , (6.14)
∂aU =
e−3U
144
(
G (J ∧ J) va + 4 (H (J ∧ J))a
)
. (6.15)
The internal Killing spinor equation therefore simplifies:
∇aθ =
( e−3U
12
Fa +
1
2
γa∂U − ∂aa
a
)
θ . (6.16)
This yields for the G-structure differential equations
(dv)ab = 4v[a∂b]U , (6.17)
(dJ)abc = −3e−3U(J G)[abvc] + 6e−3UHd[abJ dc] + 6∂[aUJbc] , (6.18)
(dΨ)abcd = −12e−3UHf [abΨ fcd] − 12Ψ[abc∂d]U + 4∂[a log
a∗
a
Ψbcd] . (6.19)
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In eq. (6.19) Hf [abΨ
f
cd] ∝ V[aΨbcd] since H has no components of (3, 0) + (0, 3) type and
the vector Va contributes to the torsion class W5. When projecting these expressions
on X6, it is not hard to find the non-trivial torsion classes (cp. (2.22) and (2.23))
τ ∈ W3 ⊕W4 ⊕W5 (6.20)
and therefore the 6-d base is a complex manifold and sinceW4 is exact, it is in fact a so-
called conformally balanced manifold, see also [40]. It becomes Ka¨hler only if W3 = 0,
i.e., H6+6¯ is turned off. Note, these results are identical with the those obtained in
[13, 44] up to numerical factors.
In summary, we find flux vacua, satisfying the Killing spinor equations, where only
[G] : 3+ 3¯ and [G] : 1+ 1¯ components are not allowed, with the external space-time
being flat and the base manifold of the internal space being conformally balanced. These
vacua are allowed to be warped along fiber or base directions which are mediated by
[G] : 1 and [H ] : 3+ 3¯ components, respectively.
6.1.2 Case (II)
Now, we want to consider the second class of SU(3) N =1 Killing spinors, where aLaR 6=
0. It turns out that all flux components can be non-zero for this case. The different
contractions of (6.3) (see eqs. (B.16) – (B.19) in the appendix) yield
e3U
a2−
aLa⋆R
W =
1
144
G (J ∧ J) + i 1
36
[aL
a⋆R
(H Ψ¯) +
a⋆R
aL
(H Ψ)
]
, (6.21)
(
1− |aL|
2
|aR|2
)
m = 2
[aL
a⋆R
(H Ψ¯) +
a∗L
aR
(H Ψ)
]
, (6.22)
e3U ∂aU =
a2−
36 a2+
(H (J ∧ J))a + 1
144 a2+
G (J ∧ J) va , (6.23)
(H J)p =
[ a2+
12 a⋆La
⋆
R
(G Ψ)p + cc
]
(6.24)
Therefore, the superpotential and the Freund-Rubin parameter are fixed by the singlet
components of G and H . Warp factor fixes the Killing spinor (6.9) and (6.10), 3 + 3¯
components of H and the singlet component of G. Finally, the 3 + 3¯ components of G
are fixed by the 3+ 3¯ components of H . Thus, the warp factor U and the U(1) phase
of the SU(3) singlet spinor θ are not fixed. The phase remains free, but the warp factor
has to be fixed by the equations of motion or Bianchi identity. Since all fluxes can be
non-zero, the calculations of the torsion components becomes very involved and hence
we want to consider only specific examples.
Example (1): ([H] : 3+ 3¯) + ([G] : 3+ 3¯)
This case is equivalent to a Minkowski vacuum (W = m = 0) and the two vectors fix
the warp factor. We should add a warning here: due to the constraints (6.24) that we
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used e.g. in (6.23), there is no smooth limit to Case (I)! Since the singlet of G is zero,
the warp factor depends only on the base coordinates, ie. v ∂U = 0.
The 4-form can be written as e−3UF = 1
2
(Ψ∧ V¯ + Ψ¯∧ V ) + v ∧ J ∧ Vo and therefore
the differential equations for the G-structures, when projected on X6 become (see eqs.
(B.23), (B.25) and (B.27) in the appendix)
(dv)pq =
a2+e
−3U
6a2−
F cde[p(J ∧ J)q]cde −
ie−3U
a2−
[
aLaRH
de
[pΨ¯q]de)− cc
]
(6.25)
(dJ)pqr =
6a2+e
−3U
a2−
Hd[pqJr]d −
3e−3U
a2−
(
aLaRF
de
[pqΨr]de + cc
)
−∂[p log(e−3Ua2−)Jqr] (6.26)
(dΨ)pqrs = −6e−3UF fg[pq(v ∧Ψ)rs]fg −
4a∗La
∗
Re
−3U
a2−
[1
8
F efg[p(Ψ ∧ Ψ¯)qrs]efg
+4F e[pqrJs]e −
3i
2
F ef[pq(J ∧ J)rs]ef + 6iFpqrs
]
+4
(
7∂[pU +
2
a2−
(−a∗L∂[paL + a∗R∂[paR)
)
Ψqrs] (6.27)
When comparing with eqs. (2.21-2.23), one can find the following non-trivial torsion
classes
τ ∈ W4 ⊕W5 . (6.28)
This implies that 6-d base conformal to a Ka¨hler space.
Example (2): m+ ([H] : 1+ 1¯)
If only Freund-Rubin parameter and 1 + 1¯ components of H are present, we obtain
an AdS vacua without warping, with the superpotential given by
a2+W =
e−3U
36
[ia2L(H Ψ¯)− ia∗2R (H Ψ)]− aLa∗R
im
36
e−3U (6.29)
and the internal flux reads F = v∧H = 1
2
e3Uv ∧ (QΨ+ cc). In addition, it follows from
(6.10) that a2− does not depend on the base space coordinates.
Now, the differential equations of the G-structures, again projected on X6, become
(dv)pq = 0 (6.30)
(dJ)pqr =
6a2+e
−3U
a2−
Hd[pqJr]d +
3
a2−
[
(W¯a2L +Wa
2
R)Ψpqr + cc
]
(6.31)
(dΨ)pqrs =
8
a2−
(−a∗L∂[paL + a∗R∂[paR)Ψqrs] −
4i
a2−
(Wa∗2L + W¯a
∗2
R )(J ∧ J)pqrs(6.32)
When comparing with eqs. (2.21-2.23), one finds the following non-trivial torsion classes:
τ ∈ W1 ⊕W5 (6.33)
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and hence the base space is not anymore a complex manifold. For an appropriate choice
of the phases of aL and aR this space becomes nearly Ka¨hler.
Example (3): [G] : 1
Finally, we want to consider the case where only the singlet component of G is non-
zero, ie. the 4-form is now F = e3UP J ∧ J . This yields an AdS vacua with warping,
but the warp factor does not depend on coordinates of the base. Ie. we have
a2+W =
aLa
∗
R
144
e−3UG (J ∧ J) (6.34)
a2+∂U v =
a2−
144
e−3UG (J ∧ J) (6.35)
∂pU = 0 (6.36)
and again from (6.10) we infer again that also ∂pa
2
− = 0. When projected on X6, the G
structures become
(dv)pq =
a2+e
−3U
6a2−
Gcde[p(J ∧ J)q]cde (6.37)
(dJ)pqr = −3e
−3U
a2−
(
aLaRG
de
[pqΨr]de + a
∗
La
∗
RG
de
[pqΨ¯r]de
)
+
3
a2−
(
(W¯a2L +Wa
2
R)Ψpqr + (Wa
∗2
L + W¯a
∗2
R )Ψ¯pqr
)
(6.38)
(dΨ)pqrs =
4a∗La
∗
Re
−3U
3a2−
[9i
2
Gef[pq(J ∧ J)rs]ef + 6iGpqrs
]
+
8
a2−
(−a∗L∂[paL + a∗R∂[paR)Ψqrs] −
4i
a2−
(Wa∗2L + W¯a
∗2
R )(J ∧ J)pqrs(6.39)
When comparing with eqs. (2.21-2.23), one can find the following non-trivial torsion
classes:
τ ∈ W1 ⊕W5 (6.40)
So, the geometry of the base space is the same as in the last case, ie. an proper phase,
it becomes a nearly Ka¨hler space. In fact, for any AdS compactification the 6-d base of
the internal space cannot be complex, see eq. (B.27). A non-vanishing superpotential
necessarily leads to a non-vanishing torsion class W1, implying a non-complex base.
In summary, we have found flux vacua, satisfying Killing spinor constraints, where
all flux components can be turned on, with W , ∂mU and ∂pU mediated by {m, [G] :
1, [H ] : 1 + 1¯}, {[G] : 1} and {[G] : 3 + 3¯, [H ] : 3 + 3¯}, respectively. Depending on which
fluxes are turned on, the base manifold of the internal space can either be Ka¨hler (with
W = 0) or nearly-Ka¨hler (with W 6= 0). Note, we have presented only the necessary
conditions; there may be additional constraints, in particular, arising from the equations
of motion and Bianchi identities.
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6.2 G2 Structures
This case is related to the simplest spinor Ansatz (3.36) and can be obtained from the
general SU(3) spinor by imposing aL = a
⋆
R. This yields the following two equations
0 = Waθ + (
1
2
∂U +
im
72
e−3U +
1
144
e−3UF ) aθ (6.41)
∇aθ = yγaWθ∗ + (e
−3U
12
Fa +
1
2
∂aU − ∂aa
a
+
ime−3Uγa
48
)θ (6.42)
Combining these two equations and their complex conjugate, we find
W1θ +
1
144
e−3UF θ = 0 (6.43)
iW2θ + (
1
2
∂U +
im
72
e−3U) θ = 0 (6.44)
γaW1θ +
e−3U
12
Faθ = 0 (6.45)
iγaW2θ − [∇a − (1
2
γa∂U +
ime−3Uγa
48
− ∂aa
a
)]θ = 0 (6.46)
which are just the G2 N = 1 Killing spinor equations which are discussed in [34].
Since we obtained no new results, let us only summarize the results. Contracting
eq. (6.45) with γa and then comparing it with eq. (6.43), we find that no internal fluxes
can be turned on. Contracting eq. (6.44) with θTγab, we have
∂aU = 0 (6.47)
and hence (set dU = 0)
W2 =
−m
72
. (6.48)
Then eq. (6.46) leads to
∇aθ =
[imγa
36
− ∂aa
a
]
θ (6.49)
On the other hand, G2-structures require
∇Σ(0) = ∇Σ(1) = ∇Σ(2) = 0 (6.50)
The first condition implies da = 0 and the other two are automatically satisfied. The
differential equations for the G-structure are now simply
dϕ =
2m
9
ψ, dψ = 0 (6.51)
implying that the internal space admits weak G2 holonomy; for more details for these
vacua we refer to [45].
Finally, it is obvious that Bianchi identity and equations of motion can be satisfied.
To conclude, this case does not allow for internal fluxes; the internal space has weak G2
holonomy and its cosmological constant is given by the Freund-Rubin parameter.
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7 Discussions and Conclusions
In this paper we presented a systematic classification of supersymmetric vacua from
compactifications of M-theory on a general seven-dimensional manifold in the presence
of general four-form fluxes. Any seven-dimensional spin manifold admits three globally
well-defined vectors and with these vectors one can always define SU(2) structures
(which includes the cases with SU(3) and G2 structures). At the same time, these
vectors imply a fibration of the seven-dimensional manifold over a four-dimensional base
X4 for SU(2) and over a six-dimensional base X6 for SU(3) structures. We will now
summarize which flux components can be non-zero and what is the resulting geometry
of X4 and X6.
Depending on the number of external spinors, the vacua have N = 1, N = 2, N =3 or
N = 4 supersymmetry in four dimensions. For the N = 4 case eq. (3.16), no fluxes can
be turned on (while preserving at least SU(2) structures). We did not discuss in detail
the N = 3 case; we give the relevant equations in Section 4, which need however further
exploration. But we discussed in detail the cases with N = 2 and N = 1 supersymmetry
and summarized them in two tables.
Table 1: Non-trivial flux components and their effects on mass matrix W and warp
factor U in all N = 2 cases are summarized. Constraints from Bianchi
identities and equations of motion are not included in this table. We turned
off non-regular fluxes, ie. the B and D parts, which can mediate ∂pU . For
further notations see Section 3.4.
N = 2 SU(2)-Structures SU(3)
Case (a) Case (b) Case (c) -Structures
W / / / m
∂mU [C] : 1 [A] / /
∂pU / / / /
Allowed Fluxes [C] : 1+ 3 [A] / m
There are two classes of N = 2 vacua, one with SU(2) structures and another one
with SU(3) structures. For the SU(3) case, all internal fluxes have to be trivial and
only the Freund-Rubin parameter can be non zero and the external space is AdS and
the internal space is Einstein-Sasaki. For the vacuua admitting SU(2) structures, we
consider three cases related to different chiral choice of the two external spinors, eg.
whether both spinors have the same chirality, opposite or whether one is a Majorana
spinor, see spinor Ansa¨tze in eqs. (3.25), (3.27) and (3.28). Note, in all cases W has to
vanish and therefore the external space is flat. The four-dimensional base manifold of
the internal space is conformal to a Ka¨hler space.
For N = 1 vacua we found also two classes, one with SU(3) structures and one
with G2 structures. The latter case is very similar to the N = 2 vacuum with SU(3)
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Table 2: Non-trivial flux components and their effects on superpotential and warped
factor in all N = 1 cases are summarized. Constraints from Bianchi identi-
ties and equations of motion are not included in this table.
N = 1 SU(3)-Structures G2
Case (I) (aR = 0) Case (II) (aLaR 6= 0) -Structures
W / m, [G] : 1, [H ] : 1+ 1¯ m
∂mU [G] : 1 [G] : 1 /
∂pU [H ] : 3+ 3¯ [G] : 3+ 3¯, [H ] : 3+ 3¯
Allowed Fluxes [G] : 8+ 1 m, [G], [H ] m
[H ] : 6+ 6¯+ 3 + 3¯
structures. Here, only the Freund-Rubin parameter can be non-zero, there is no warping
and the internal space has weak G2 holonomy, ie. it is an Einstein space. The external
space is AdS. Non-trivial internal fluxes are only allowed if the structure group is only
SU(3) and the two cases are again related to different chiral choices; see spinor Ansatz
in eq. (3.31). Case (I) corresponds to the case, which has been discussed already in the
literature. Some flux components are not allowed and the superpotential has to vanish
and thus the external space is flat. The six-dimensional base of the internal space is
conformal to a balanced manifold. On the other hand, Case (II) has not been discussed
in the literature. Here, all fluxes and the superpotential can be non-zero. We discussed
special cases where the base of the internal space becomes conformal to a Ka¨hler space
(by setting W = 0) or it can be nearly Ka¨hler, which requires W 6= 0. In general, an
AdS vacuum requires that the base of the internal space is non-complex. As we pointed
out before, Killing spinor in case (I) has definite 10D chirality (since θ is 6 dim chiral
spinor) and can survive S1/Z2 projection with S1 being SU(3) fiber in the internal space.
So it can be embedded in heterotic M theory. And the Killing spinor in case (II) only
admits S1 fiberation of SU(3) structures and hence matches with M theory lift of pure
type IIA supergravity.
There are a number of directions that are interesting for future exploration. We
did not analyzed the N = 3 in detail and it would be interesting to work out detailed
constraints on the fluxes as well as the geometry in this case. In addition we did not con-
sider new examples with explicit solutions for the metric and flux components. It would
be interesting, at least for the N = 1 case, to work out some new explicit solutions, that
solve the Killing spinor constraints, and to further investigate the constraints imposed
by the Bianchi identities and the equations of motion for fluxes. Finally, it would be
interesting to explore further the relation of these supersymmetric vacua to the known
flux vacua of ten-dimensional Type IIA string theory, and also the vacua of Type IIB
string theory, as eg. the explicit vacua found [21, 46].
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Appendix
A Notation and Conventions
Here we summarize our notation and conventions. The flat Γ matrix algebra reads
{ΓA,ΓB} = 2ηAB with η = diag(−,+,+ . . .+), we decompose the Γ-matrices as usual
Γµ = γˆµ ⊗ I , Γa+3 = γˆ5 ⊗ γa (A.1)
with µ = 0, 1, 2, 3, a = 1, 2, . . . 7 and
γˆ5 = iγˆ0γˆ1γˆ2γˆ3 , γ1γ2γ3γ4γ5γ6γ7 = −i (A.2)
which implies
iγˆ5γˆµ =
1
3!
εµνρλγˆνρλ ,
i
3!
εabcdmnpγmnp = γ
abcd ≡ γ[aγbγcγd] . (A.3)
With the identity
ΓMΓN1···Nn = ΓMN1···Nn + nGM [N1ΓN2···Nn]
ΓN1···NnΓM = ΓN1···NnM + nΓ[N1···Nn−1δNn]M (A.4)
the decomposition implies
[γa, γb1···bn ] =
{
2γab1···bn, n is odd
2nδa[b1γb2···bn] n is even
(A.5)
and
{γa, γb1···bn} =
{
2nδa[b1γb2···bn], n is odd
2γab1···bn n is even
(A.6)
both of which are very useful for our future purpose. The spinors in 11-d supergravity
are in the Majorana representation and hence, all 4-d γˆµ-matrices are real and γˆ5 as
well as the 7-d γa-matrices are purely imaginary and antisymmetric.
A G2 singlet spinor obeys the following multiplication with γ-matrices
γabcθ0 =
(
iϕabc + ψabcdγ
d
)
θ0 ,
γabcdθ0 =
(
− ψabcd − 4iϕ[abcγd]
)
θ0 .
(A.7)
The Index conventions are as follows: “p–t” denoting the base directions, “i–n”
denoting the fiber directions, and “a–g” denoting the whole 7-d internal space.
The contraction “ ” is defined as
A B = B A = Ap1...pmBp1...pmpm+1...pn
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B G Structure Equations for N = 2 Cases
In this appendix we summarize the differential equations for the forms in the case of
N = 2 vacua.
For Case (a) we find
∇aΣ(k)xy = θ†x
[
γ(k),
e−3U
12
Fa +
1
2
γab∂
bU
]
θy + ∂a[U − log(a⋆xay)] Σ(k)xy
+
( ax
a∗x
W¯ zxθ
T
z γaγ
(k)θy +
a∗y
ay
θ†xγ
(k)γaW
z
y θ
∗
z
)
, (B.1)
∇aΩ(k)xy = θTx
{
γ(k),
e−3U
12
Fa
}
θy + θ
T
x
[
γ(k),
1
2
γab∂
bU
]
θy + ∂a[U − log(axay)] Ω(k)xy
−
( a∗x
ax
W zx θ
†
zγaγ
(k)θy −
a∗y
ay
θTx γ
(k)γaW
z
y θ
∗
z
)
. (B.2)
For Case (b) we obtain
∇aΣ(k)11 = θ†1
[
γ(k),
e−3U
12
Fa +
imγa
48
+
1
2
γab∂
bU
]
θ1 − ∂a log(e−U |a1|2) Σ(k)11
+
(a∗2
a∗1
W¯12θ
†
2γaγ
(k)θ1 +
a2
a1
W12θ
†
1γ
(k)γaθ2
+
a1
a∗1
W¯11θ
T
1 γaγ
(k)θ1 +
a∗1
a1
W11θ
†
1γ
(k)γaθ
∗
1
)
(B.3)
∇aΣ(k)22 = θ†2
[
γ(k),
−e−3U
12
Fa +
imγa
48
+
1
2
γab∂
bU
]
θ2 − ∂a log(e−U |a2|2) Σ(k)22
−
(a∗1
a∗2
W21θ
†
1γaγ
(k)θ2 +
a1
a2
W¯21θ
†
2γ
(k)γaθ1
+
a2
a∗2
W22θ
T
2 γaγ
(k)θ2 +
a∗2
a2
W¯22θ
†
2γ
(k)γaθ
∗
2
)
(B.4)
∇aΣ(k)12 = −θ†1
{
γ(k),
e−3U
12
Fa
}
θ2 + θ
†
1
[
γ(k),
imγa
48
+
1
2
γab∂
bU
]
θ2
−∂a log(e−Ua⋆1a2)Σ(k)12 +
(a∗2
a∗1
W¯12θ
†
2γaγ
(k)θ2 − a1
a2
W¯21θ
†
1γ
(k)γaθ1
+
a1
a∗1
W¯11θ
T
1 γaγ
(k)θ2 − a
∗
2
a2
W¯22θ
†
1γ
(k)γaθ
∗
2
)
(B.5)
∇aΣ(k)21 = θ†2
{
γ(k),
e−3U
12
Fa
}
θ1 + θ
†
2
[
γ(k),
imγa
48
+
1
2
γab∂
bU
]
θ1
−∂a log(e−Ua⋆2a1)Σ(k)21 +
(
− a
∗
1
a∗2
W21θ
†
1γaγ
(k)θ1 +
a2
a1
W12θ
†
2γ
(k)γaθ2
−a2
a∗2
W22θ
T
2 γaγ
(k)θ1 +
a∗1
a1
W11θ
†
2γ
(k)γaθ
∗
1
)
(B.6)
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and
∇aΩ(k)11 = θT1
{
γ(k),
e−3U
12
Fa
}
θ1 + θ
T
1
[
γ(k),
ime−3Uγa
48
+
1
2
γab∂
bU
]
θ1
−∂a log(e−Ua21) Ω(k)11 +
(
− a2
a1
W12θ
T
2 γaγ
(k)θ1 +
a2
a1
W12θ
T
1 γ
(k)γaθ2
−a
∗
1
a1
W11θ
†
1γaγ
(k)θ1 +
a∗1
a1
W11θ
T
1 γ
(k)γaθ
∗
1
)
(B.7)
∇aΩ(k)22 = θT2
{
γ(k),
−e−3U
12
Fa
}
θ2 + θ
T
2
[
γ(k),
ime−3Uγa
48
+
1
2
γab∂
bU
]
θ2
−∂a log(e−Ua22) Ω(k)22 +
(a1
a2
W¯21θ
T
1 γaγ
(k)θ2 − a1
a2
W¯21θ
T
2 γ
(k)γaθ1
+
a∗2
a2
W¯22θ
†
2γaγ
(k)θ2 − a
∗
2
a2
W¯22θ
T
2 γ
(k)γaθ
∗
2
)
(B.8)
∇aΩ(k)12 = θT1
[
γ(k),
−e−3U
12
Fa +
ime−3Uγa
48
+
1
2
γab∂
bU
]
θ2
−∂a log(e−Ua1a2) Ω(k)12 −
(a2
a1
W12θ
T
2 γaγ
(k)θ2 +
a1
a2
W¯21θ
T
1 γ
(k)γaθ1
+
a∗1
a1
W11θ
†
1γaγ
(k)θ2 +
a∗2
a2
W¯22θ
T
1 γ
(k)γaθ
∗
2
)
(B.9)
∇aΩ(k)21 = θT2
[
γ(k),
e−3U
12
Fa +
ime−3Uγa
48
+
1
2
γab∂
bU
]
θ1
−∂a log(e−Ua1a2) Ω(k)21 +
(a1
a2
W¯21θ
T
1 γaγ
(k)θ1 +
a2
a1
W12θ
T
2 γ
(k)γaθ2
+
a∗2
a2
W¯22θ
†
2γaγ
(k)θ1 +
a∗1
a1
W11θ
T
2 γ
(k)γaθ
∗
1
)
(B.10)
For Case (c) we obtain
∇aΣˆ(k)xy = θˆ†x
[
γ(k),
e−3U
12
Fa +
1
2
γab∂
bU
]
θˆy − ∂a log(e−Ua⋆xay) Σˆ(k)xy
+(
ax
a∗x
W¯ zx θˆ
T
z γaγ
(k)θˆy +
a∗y
ay
θˆ†xγ
(k)γaW
z
y θˆ
∗
z) (B.11)
∇aΩˆ(k)xy = θˆTx
{
γ(k),
e−3U
12
Fa
}
θˆy + θˆ
T
x
[
γ(k),
1
2
γab∂
bU
]
θˆy − ∂a log(e−Uaxay) Ωˆ(k)xy
−(a
∗
x
ax
W zx θˆ
†
zγaγ
(k)θˆy −
a∗y
ay
θˆTx γ
(k)γaW
z
y θˆ
∗
z) (B.12)
C More Results for SU(3) N = 1 Case
According to the definition of χ eq. (6.5), we have
χ†γ(k)χ = |aL|2Σ(k) + (−1)k|aR|2Σ(k)∗ + aLaRΩ(k) + aLa∗R(−1)kΩ(k)∗ (B.13)
χTγ(k)χ = a2LΩ
(k) + a∗2R Ω
(k)∗ + aLa
∗
R[Ω
(k) + (−1)kΩ(k)∗] (B.14)
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with
χTγaχ = χ
Tγabχ = 0 (B.15)
Let us present some more useful identities. Contracting eq. (6.3) with θT and θ†, we
have
a∗LW =
iaLe
−3U
36
(H Ψ¯)
−a∗R
(−1
2
∂U v +
im
72
e−3U − 1
288
e−3UG (J ∧ J)
)
(B.16)
aRW =
−ia∗Re−3U
36
(H Ψ)
−aL
(1
2
∂U v +
im
72
e−3U − 1
288
e−3UG (J ∧ J)
)
(B.17)
and contracting eq. (6.3) with θTγp and θ
†γp, we have
0 =
−iaLe−3U
36
(G Ψ)p + a
∗
R
(1
2
∂pU +
i
2
(∂U J)p
+
e−3U
72
(H (J ∧ J))p − ie
−3U
12
(H J)p
)
(B.18)
0 =
−ia∗Re−3U
36
(G Ψ¯)p + aL
(1
2
∂pU − i
2
(∂U J)p
−e
−3U
72
(H (J ∧ J))p − ie
−3U
12
(H J)p
)
(B.19)
The internal Killing spinor equation eq. (6.4) yields the differential equations for the
G-structure
∇aΣ(k) = θ†
[
γ(k),
a2+e
−3U
12a2−
Fa +
1
2
γab∂
bU +
ime−3Uγa
48
]
θ
+
e−3U
6a2−
[−aLaRθTFaγ(k)θ + a∗La∗Rθ†γ(k)Faθ∗]
+
(
∂aU − ∂a log a2−
)
θ†γ(k)θ
+
1
a2−
(−aL∂aaR + aR∂aaL)θTγ(k)θ + 1
a2−
(−a∗L∂aa∗R + a∗R∂aa∗L)θ†γ(k)θ∗
+
1
a2−
(Wa∗LaR + W¯aLa
∗
R)θ
†{γa, γ(k)}θ
+
1
a2−
(
(W¯a2L +Wa
2
R)θ
Tγaγ
(k)θ + (Wa∗2L + W¯a
∗2
R )θ
†γ(k)γaθ
∗
)
(B.20)
and
∇aΩ(k) = θT
{
γ(k),
a2+e
−3U
12a2−
Fa
}
θ + θT
[
γ(k),
1
2
γab∂
bU +
ime−3Uγa
48
]
θ
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+
a∗La
∗
Re
−3U
6a2−
[θ†Faγ
(k)θ + θTγ(k)Faθ
∗]
+
(
∂aU +
2
a2−
(−a∗L∂aaL + a∗R∂aaR)
)
θTγ(k)θ
+
1
a2−
(−a∗L∂aa∗R + a∗R∂aa∗L)(θ†γ(k)θ + θTγ(k)θ∗)
+
1
a2−
(Wa∗LaR + W¯aLa
∗
R)θ
T [γ(k), γa]θ
+
1
a2−
(Wa∗2L + W¯a
∗2
R )(−θ†γaγ(k)θ + θTγ(k)γaθ∗) (B.21)
The differential equation of the global vector field (∼ Σ(1)) is therefore
∇avb = a
2
+e
−3U
12a2−
F cdea (J ∧ J)cdeb + 2δb[avc]∂cU +
ime−3Uδab
24
+
ie−3U
6a2−
[
aLaR((Ψ¯ F )avb − 3H dea Ψ¯deb)− a∗La∗R((Ψ F )avb − 3H dea Ψdeb)
]
+
(
∂aU − ∂a log a2−
)
vb +
2
a2−
(Wa∗LaR + W¯aLa
∗
R)δab (B.22)
where the second term interprets the conformal scaling effect and the other terms come
from ∇˜avb with respect to hab. Antisymmetrizing this equation, we obtain
(dv)ab =
a2+e
−3U
6a2−
F cde[a(J ∧ J)b]cde − 2v[a∂b](2U − log a2−)
+
ie−3U
3a2−
[
aLaR((Ψ¯ F )[avb] − 3Hde[aΨ¯b]de)
−a∗La∗R((Ψ F )[avb] − 3Hde[aΨb]de)
]
(B.23)
For almost complex structure J , we have
∇aJbc = −a
2
+e
−3U
a2−
F efa[b(v ∧ J)c]ef)− 2∂dU(δa[bJc]d − δd[bJc]a)
−e
−3U
a2−
(
aLaRF
ef
a[bΨc]ef + a
∗
La
∗
RF
ef
a[bΨ¯c]ef
)
+
(
∂aU − ∂a log a2−
)
Jbc +
2
a2−
(Wa∗LaR + W¯aLa
∗
R)(v ∧ J)abc
+
1
a2−
(
(W¯a2L +Wa
2
R)Ψabc + (Wa
∗2
L + W¯a
∗2
R )Ψ¯abc
)
(B.24)
and hence
(dJ)abc =
a2+e
−3U
a2−
(
− 3(J G)[abvc] + 6Hd[abJc]d
)
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−3e
−3U
a2−
(
aLaRF
de
[abΨc]de + a
∗
La
∗
RF
de
[abΨ¯c]de
)
+3∂[a(3U − log a2−)Jbc] +
6
a2−
(Wa∗LaR + W¯aLa
∗
R)(v ∧ J)abc
+
3
a2−
(
(W¯a2L +Wa
2
R)Ψabc + (Wa
∗2
L + W¯a
∗2
R )Ψ¯abc
)
(B.25)
Finally, let’s consider the differential equation of the invariant three form Ψ.
∇aΨbcd = −3e
−3U
2
F fga[b(v ∧Ψ)cd]fg +
ime−3U
24
(v ∧Ψ)abcd + 6∂eU(δa[bΨcd]e − δe[bΨcd]a)
+
a∗La
∗
Re
−3U
3a2−
[−3
8
F efga(Ψ ∧ Ψ¯)bcdefg − 12F ea[bcJd]e +
9i
2
F efa[b(J ∧ J)cd]ef
+6iFabcd
](
∂aU +
2
a2−
(−a∗L∂aaL + a∗R∂aaR)
)
Ψbcd
+
2
a2−
(−a∗L∂aa∗R + a∗R∂aa∗L)(v ∧ J)bcd +
2
a2−
(Wa∗LaR + W¯aLa
∗
R)(v ∧Ψ)abcd
− 1
a2−
(Wa∗2L + W¯a
∗2
R )[i(J ∧ J)abcd + 6δa[bJcd]] (B.26)
and hence
(dΨ)abcd = −6e−3UF fg[ab(v ∧Ψ)cd]fg +
ime−3U
24
(v ∧Ψ)abcd
+
4a∗La
∗
Re
−3U
3a2−
[−3
8
F efg[a(Ψ ∧ Ψ¯)bcd]efg − 12F e[abcJd]e +
9i
2
F ef[ab(J ∧ J)cd]ef
+6iFabcd
]
+ 4
(
7∂[aU +
2
a2−
(−a∗L∂[aaL + a∗R∂[aaR)
)
Ψbcd]
+
8
a2−
(−a∗L∂[aa∗R + a∗R∂[aa∗L)(v ∧ J)bcd] +
8
a2−
(Wa∗LaR + W¯aLa
∗
R)(v ∧Ψ)abcd
− 4i
a2−
(Wa∗2L + W¯a
∗2
R )(J ∧ J)abcd (B.27)
The superpotential terms can be written as
(a∗LaRW + aLa
∗
RW¯ ) =
ie−3U
36
[aLaR(H Ψ¯)− a∗La∗R(H Ψ)]
−a2+
(1
2
∂U v − 1
288
e−3UG (J ∧ J)
)
(B.28)
(a∗2L W + a
∗2
R W¯ ) =
ie−3Ua2+
36
(H Ψ¯)
−a∗La∗R
(1
2
∂U v − 1
288
e−3UG (J ∧ J)
)
(B.29)
which are from eq. (B.16-B.17).
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