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ABSTRACT
The World Wide Web has had an huge influence on
the computing field in general as well as simulation in
particular (e.g., Web-Based Simulation). A new wave
of development based upon XML has started. Two of
the most interesting aspects of this development are the
Semantic Web and Web Services. This paper examines
the synergy between Web service technology and sim-
ulation. In one direction, Web service processes can
be simulated for the purpose of correcting/improving
the design. In the other direction, simulation mod-
els/components can be built out of Web services. Work
on seamlessly using simulation as a part of Web service
composition and process design, as well as on using Web
services to re-build the JSIM Web-based simulation en-
vironment is highlighted.
1 INTRODUCTION
The World Wide Web has had an huge influence on
the computing field in general as well as simulation in
particular (e.g., Web-Based Simulation). A new wave of
development based upon eXtensible Markup Language
has started. Two of the most interesting aspects of this
development are the Semantic Web and Web Services.
This paper examines the synergy between Web ser-
vice technology and simulation. In one direction, Web
service processes can be simulated for the purpose of
correcting/improving the design or even for making
adaptive changes at runtime (Miller et al. 2002). The
success of an organization depends greatly on the effi-
ciency and effectiveness of its business processes. The
advent of Web services and Web processes (composition
of Web services) enables organizations to easily collab-
orate in their business processes.
When composing a Web process it is useful to analyze
and compute overall operational properties. This allows
organizations to translate their vision into their busi-
ness processes more efficiently, since Web process can
be designed according to operational metrics. Opera-
tional metrics can be described using a suitable Quality
of Service (QoS) model (Cardoso, Miller et al. 2002;
Cardoso, Sheth et al. 2002; Miller et al. 2002). Such
a model makes possible the description of Web services
and Web processes according to their timeliness, cost
of service, and reliability.
QoS analysis becomes increasingly more important
when Web processes model complex and mission-
critical applications. QoS analysis and monitoring serve
to ensure that each application meets user require-
ments. For e-commerce processes, it is important to
know the QoS an application will exhibit before mak-
ing the service available to customers. At runtime, it
is important to identify whether processes exhibit the
metrics specified at design time. If threshold levels are
reached, adaptation strategies need to be applied to
correct the operational metrics of Web processes.
The analysis of Web processes according to their QoS
can be carried out using several methods. While math-
ematical methods have been effectively used (Cardoso,
Miller et al. 2002), another alternative is to utilize sim-
ulation analysis (Miller et al. 2002). Simulation plays
an important role by exploring “what-if” questions dur-
ing the process composition phase. Our earlier work on
workflows and simulation (Miller et al. 2002) enables
us to perceive how simulation can serve as a tool for
the Web process composition problem. The analysis of
the QoS of Web processes differs from the analysis of
workflows due to the distribution, autonomy, and het-
erogeneity of its components.
Our current work on using simulation for Web ser-
vices focuses on extending JSIM (Miller et al. 1997;
Nair et al. 1996) and integrating it with Web process
design tools, as well as Web process enactment engines.
The designer, Web Process Design Tool (WPDT), al-
lows composition to be done graphically. To aid the
user in this composition task, our system is enhanced
with enactment and simulation features. Enactment of
a process helps in evaluating the performance of the in-
dividual services and simulation is done to study the
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process in action, before enactment.
In the other direction, using Web services for simu-
lation, simulation models/components can be built out
of Web services. Well tested simulation models may be
placed on the Web for others to use. Resources and
tools used in simulation environments make excellent
candidates for Web services. If this vision can be real-
ized, future development can be done on a higher plane,
allowing better and more comprehensive solutions to be
developed.
The rest of the paper is organized as follows. In Sec-
tion 2, we present the related work in this area while
Section 3 introduces composite Web services, issues re-
lated to specification of Web services, and composition
of Web services. Section 4 covers our system archi-
tecture, Web process designer tool, and our enactment
technique. In Section 5, we explain our performance
evaluation approach for evaluating/comparing the in-
voked Web services. Simulation and its application to
Web process composition are discussed in Section 6.
Section 7 discusses how simulations may be built out
of Web services. Finally, conclusion and future work
are presented in Section 8.
2 RELATED WORK
Some work has begun on the use of simulation to study
Web service composition and Web processes, but little
work has been done on the use of Web services to build
simulation environments. Web service composition is
an active area of research, with many concepts and
languages being proposed by different research groups.
IBM has proposedWSFL (Web Service Flow Language)
(Leymann 2001), an XML based language developed
to describe complex service compositions. WSFL sup-
ports a flow model and a global model specification for
each Web process. The flow model defines the structure
of the Web process, while the global model specifies
the Web services, which implement the activities in the
process. Microsoft’s Web service composition language,
XLANG (Thatte 2001), extends the WSDL (Web Ser-
vice Description Language) (Christensen et al. 2001) to
provide a model for orchestration of services. XL (Flo-
rescu et al. 2002), another portable W3C compliant
XML programming language, is designed for the imple-
mentation of Web Services. In contrast to these XML
based standards, researchers are developing DAML-S
(Ankolekar et al. 2001), which aims to automate Web
service tasks (discovery, composition, invocation, and
monitoring) using specifications based on ontologies.
DAML-S, unlike the earlier XML based languages, is
capable of describing the semantics of Web services. Is-
sues such as searching for services and interoperability
of selected services arise when a Web service composi-
tion is done. Cardoso and Sheth (2002) explore seman-
tic searching for Web services and their interoperability.
An ontology based solution is proposed in that paper.
Though use of simulation to test processes has been
carried out earlier for workflow models (Miller et al.
1995; Miller et al. 2002), simulation of composite Web
services represents a new direction. The work that most
closely relates to ours is described in Narayanan and
Mcllraith (2002). In their work, DAML-S service de-
scriptions of composite services are encoded in a Petri
Net formalism, providing decision procedures for Web
services simulation, verification, and composition.
3 COMPOSITE WEB SERVICES
Earlier attempts in distributed computing to estab-
lish interoperability with standards such as DCOM,
CORBA, EJB and RMI had key limitations like plat-
form dependency, tight coupling and limited interoper-
ability. Hence the industry saw the need for a new dis-
tributed computing approach that can overcome these
limitations. The Web services paradigm has been pro-
posed to solve these problems.
A Web service is a universally accessible software
component deployed on the Web. Such a software com-
ponent is described by an interface listing the collection
of operations that can be performed on it. Web services
(unlike earlier distributed computing models) are suit-
able for integrating e-business applications for the fol-
lowing reasons. They are XML based, allowing them to
address data encoding problems that existed in earlier
models. They support XML based distributed comput-
ing using SOAP (Simple Object Access Protocol) and
can be accessed using ubiquitous transport protocols
like HTTP and SMTP.
Individual (atomic) Web services provide only spe-
cific functionality. A Web Process (composite Web ser-
vice) is a service made up of several components, each
of which may be an atomic Web service. A process
is created by orchestrating existing Web services, and
defining the control and data flows among them.
A proper specification of Web services and Web pro-
cesses is required for efficient inter-operation in a dis-
tributed environment.
3.1 Web Services Specification
Description of services in a widely accepted format is
vital for the widespread use of Web services. Ser-
vice providers describe their Web services and adver-
tise them in a registry. This enables service requesters
to search for services, that match their requirements.
XML, the emerging standard for data representation,
has been chosen as the language for describing Web
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services. The specification of a Web service, should in-
clude syntactic (what does it look like), semantic (what
does it mean) and QoS (how well does it perform) in-
formation. Quality of Service (QoS) (Cardoso, Sheth et
al. 2002) attributes, which are timeliness, cost of ser-
vice, and reliability, provide a description of the quality
that can be expected from the service. Time, cost and
reliability are some of the QoS attributes that describe
a service.
WSDL and DAML-S are the two major languages
used to describe Web services. WSDL is the W3C stan-
dard XML language used to specify a Web service’s in-
terface and it defines the syntactic information about a
service. DAML-S is an ontology based interface descrip-
tion language, that can describe the syntactic as well as
the semantic content of a service. DAML-S describes
some nonfunctional QoS related attributes of a service,
but WSDL does not provide any QoS information.
3.2 Web Process Specification
A Web Process needs to be described in a way similar
to the way a Web service’s interface is described. Pop-
ular languages for describing the composition of Web
services include WSFL, XLANG, and DAML-S. These
languages can be used to describe composed process.
Interoperability issues among the chosen Web services
needs to be taken care of when using these languages
to develop a process. The developer has to explicitly
understand the details of the interfaces and specify the
mappings that are required. As WSFL is one of the ma-
ture and practical languages for Web process composi-
tion, we chose WSFL to represent composed processes
in our system. The WSFL specification is currently be-
ing worked on to add QoS extensibility elements. Since
this work is still in progress, we have extended WSFL’s
specification to include time, cost, and reliability QoS
attributes for each activity in our system.
3.2.1 Web Service Composition
Web service composition is the creation of a Web Pro-
cess from individual Web services. Web processes facili-
tate expanding the utility of Web services. Web service
composition can be either static or dynamic. In static
composition, the services are predetermined during the
design of the Web process. In a dynamic composition,
the Web service to be used for an activity is decided
at run-time by, for example, the process enactment en-
gine. Dynamic composition involves run-time searching
of registries to find services.
Web service composition can be represented as a
workflow graph with activities (services) and transi-
tion links (control and data). In composing Web ser-
vices to form processes, data links and control links
are used to specify the data flow and control flow re-
spectively among the services. Standard constructs like
XOR splits, AND splits, XOR joins, AND joins are used
to capture the execution logic in the process. An XOR
split is used to indicate the branching of the control
flow in one of the outgoing control links. An AND split
indicates the branching of the control flow in all of the
outgoing control links in parallel. An AND join indi-
cates synchronizing on all incoming controls links while
an XOR join indicates waiting on one of the indicated
incoming control links
3.2.2 Scenario
Figure 2 depicts the tasks involved in buying a
book. The activities (Web services) in this pro-
cess are SearchAmazonCatalog, ChooseProduct, Check-
Credit, CheckInventory, GenerateBackOrder, Release-
Order and SendCreditLowInfo. Information about re-
lated books for a given search is retrieved using the
SearchAmazonCatalog service and a book is chosen by
the user via the ChooseProduct service. The user’s
account is then checked for sufficient funds using the
CheckCredit service. CheckCredit service is an example
of an XOR split activity. After the CheckCredit ser-
vice, the control flows in one of the two control links
depending on whether the CheckCredit service returns
success or failure. If the user has sufficient credit, the
CheckInventory service is invoked; else the SendCredit-
LowInfo service is invoked. If the CheckInventory Web
service returns true the ReleaseOrder service is invoked
to send the books, else the GenerateBackOrder service
is invoked.
4 SYSTEM DESIGN
In this section, we describe our system architecture for
designing, simulating, and creating Web service pro-
cesses (see Figure 1).
A Web Process Designer Tool (WPDT) is used to
compose processes and store the designs in a repository.
These Web process models are transformed automati-
cally to JSIM simulation models using the inbuilt Simu-
lation Model Generator. Simulation is done to evaluate
the performance of the process. The simulation model
can be modified to answer “what-if” questions about
the process. The Web process may also be enacted on
a test basis, to evaluate the performance of its Web
services. Based on the results of the simulation and
test enactment, we may adapt the process to meet our
needs.
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Figure 1: System Architecture
4.1 WPDT - Web Process Design
As part of our work, we have developed the WPDT, for
composing Web services into Web processes (see Fig-
ure 2). WPDT is a process-design tool, that allows
static composition of Web services to build Web pro-
cesses. WPDT stores Web processes as WSFL specifi-
cations.
We will briefly explain how WPDT is used to design
Web processes. A Web process, similar to a workflow,
is represented as a digraph with source, sink, activi-
ties (Web services) and transition links. In WPDT, we
have three kinds of nodes, namely, source node, sink
node and activity node. Users need to provide the in-
formation about the Web services implementing each
activity. This includes the WSDL file location and QoS
information. The data flow (DataLink) between the
activities is represented as green transition links (not
in picture). The black transition links represents both
data flow and control flow (DataLink / ControlLink)
between the activities as shown in Figure 2.
WPDT stores its Web process designs (XML based
WSFL specifications) in a Db4XML repository (Sipani
et al. 2002), which is an XML database, developed
at the University of Georgia. Since Db4XML supports
XQuery (XML Query Language), users can compose
a Web process and efficiently query the design using
the XQuery language. Efficient querying of these Web
process designs is desired when one needs to extract
information about a design.
To test a process, we need to enact it. In the next
section, we discuss enactment strategies that can be
employed to invoke a Web process and our system im-
plementation.
4.2 Web Process Enactment
Web process enactment is similar to a workflow enact-
ment, the difference being the components of a workflow
are activities while the components of a Web process
are Web services. Web services differ from workflow
activities in their distribution, autonomy and hetero-
geneity. Substantial research on workflow enactment,
has been done in the LSDIS Lab at the University of
Georgia (Sheth et al. 1996; Miller, Palaniswami et al.
1998, Kochut et al. 1999). Based on our work, we put
forward two approaches for enacting Web processes: a
centralized approach and a distributed approach.
The centralized approach is based on a client/server
architecture. It uses a controller, which controls the ex-
ecution of the Web process and serves as the client re-
questing service from the Web services. The controller
invokes a Web service, gets the results, based on the re-
sults and the Web process design specification, the con-
troller then invokes the next appropriate Web service.
This controller-based approach is the easiest means of
enacting Web processes.
The distributed approach for a Web process enact-
ment is more complex. In a distributed approach there
is no controller, and Web services are expected to share
the execution context of the process, so that distributed
execution is possible with the collaboration of other
Web services. This sharing of the context can be
achieved dynamically by peer-to-peer communication
between Web service hosts (Benatallah et al. 2002), or
using agent based solutions (Stormer 2001).
We have implemented the centralized technique in
our system with a controller executing the composed
Web process. In our implementation, a Perl controller
module, manages the entire Web process execution.
This Perl enactment code is generated from the WSFL
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Figure 2: Web Process Design using WPDT
specification of the Web process. Perl was selected be-
cause its easy to use SOAP modules help in quickly
scripting the process description from the WSFL spec-
ification.
During the test enactment of a Web process, we in-
strument our controller module to determine the em-
pirical data associated with the test. This includes
measuring the total time taken for each Web service
invocation. This enables us to analyze individual Web
service performance and analyze the distribution of ser-
vice times associated with its execution.
5 PERFORMANCE EVALUATION
Performance evaluation of Web services can help im-
plementers understand the behavior of the activities in
a composed process. Since the performance of a single
Web service has the potential to affect the performance
of an entire Web process, it is wise to evaluate the per-
formance of the critical services within a process before
enactment.
The time taken by a single Web service depends on
Service time (S), Message delay time (M) and Queue
time (Q). Service time is the amount of time that the
Web service takes to perform its task. Message de-
lay time is determined by the size of the message be-
ing transmitted/returned and the load on the network
through which the message is being sent. Queue time
is the delay caused by the load on the system where the
Web service is deployed. The Total invocation time (T)
for Web service s is given in the formula below:
T(s) = S(s) + M(s) + Q(s)
Our enactment system uses the centralized approach
and is therefore controller based, allowing us to do per-
formance evaluation by instrumentation on the con-
troller side. We determined the total invocation time
for each Web service and then calculated the time for
each of the components that make up total invocation
time. Message delay time was calculated by invoking
a ping function for each Web service. XML messages
were sent and received, but the Web service performed
no work. Service time was calculated by running tests
against the Web service in an environment where the
load and queuing delay for the service were controlled.
The queue time was determined by running the test in
an environment where the Web service was loaded with
requests. Figure 3 shows the average time taken by the
primary Web services in our test enactment.
Performance evaluation can help in adapting the Web
process based on the Quality of Service requirements.
Figure 3 shows the distribution of the overall time for
one of our tests. In Figure 3, the ReleaseOrder Web
service has a high queuing time. This may indicate
that the system hosting the service is not able to handle
the load. Replacing the ReleaseOrder Web service with
another service may improve the quality of service for
the Web process.
The performance evaluation of Web services needs to
be done in a controlled manner. This requires that one
be able to control the load on the system during testing.
The distribution and autonomy of Web services makes
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Figure 3: Timing Results for the Book Purchasing Web Process
meeting this requirement difficult. Using simulation to
predict the performance of a Web process is therefore
very useful.
6 SIMULATION
Simulation helps in determining how composed Web
services will perform when they are deployed and may
also uncover structural errors in the design. Simulation
serves as an important step in designing efficient pro-
cesses. The WPDT process designer is integrated with
the JSIM simulation system. WPDT is linked to a JSIM
Model Generator to generate JSIM simulation model
from the WSFL process model. Currently JSIM simu-
lates the controller based enactment of Web processes
(see Figure 4). Simulation of distributed enactment is
underway. As both WSFL process model and JSIM
simulation model are represented as digraphs, mapping
from the WSFL model to the JSIMModel is straightfor-
ward. Control links in the process model map to trans-
ports in the JSIM simulation model. Activities in the
process model map to facilities in the simulation model.
Thinking for a moment in the other direction, one could
use WFSL like specifications as a basis for developing
XML standards for specifying simulation models.
6.1 JSIM Simulation
The latest version of JSIM, a Java-based simulation and
animation environment (Nair et al. 1996; Miller et al.
1997), contains several features that support the sim-
ulation of Web processes. JSIM simulation models are
constructed using the following basic components:
• Source Nodes: Generate entities using an inter- ar-
rival time produced by a random variate.
• Server Nodes: Provide service to entities using a
service time produced by a random variate. Servers
may have one or several service units.
• Facility Nodes: Behave like a server node but also
provide a queue for waiting entities.
• Sink Nodes: Consume entities and capture statis-
tical information about the entities.
• Transports: Edges that connects two nodes.
• SimObjects: Instances of simulation entities.
Messages sent to or received from Web services are
modeled as SimObjects. The Web services in the pro-
cess are modeled as Facility or Server nodes, and
the communication channels between Web services are
modeled as Transports.
The primary enhancements, conditional routing and
AND splits, to support the simulation of Web services
are discussed briefly.
6.1.1 Conditional Routing
In prior versions of JSIM, an entity leaving a node
would probabilistically choose an out edge to transport
it to the next node. JSIM has been enhanced to allow
an out edge to be selected based on the values of sim-
ulation entity attributes. The model developer is given
the option to add additional attributes to instances of
the SimObject class and out edge selection criteria to
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instances of the Transport class. The selection criteria
are specified as Java condition expressions.
AND Splits allow an entity to choose more than one
out edge to transport it. When an entity encounters an
AND Split, the entity is cloned and each copy of the
entity exits the node on a different out edge. Each of
the copies of the entity continues to traverse the graph
until they encounter a node containing an AND Join.
Each copy of the entity will wait at this node until all
other copies arrive. Once all of the copies arrive, they
are joined by rule-based merging of the attribute values
of the copy entity with the attribute values of the orig-
inal entity and placing results into the attributes of the
original entity. The copies are then removed from the
model, and the original entity may continue to traverse
the graph.
The time for the original entity to be transported
from the node with the AND Split to the node with the
AND Join is considered to be the greatest amount of
time that it takes any of the copies to be transported
between the nodes.
When simulating Web processes, the JSIM model
takes as input the distribution functions characterizing
the Web services. The service time distribution func-
tions of the Web services, are used to generate service
times for characterizing the facility/server nodes in the
JSIM model specification. These distribution functions
can be computed by performance evaluation tests as ex-
plained earlier or obtained from the service providers.
7 BUILDING SIMULATION ENVIRON-
MENTS OUT OF WEB SERVICES
Currently, the World Wide Web is mainly a collection
of documents that are searchable via keywords. Enor-
mous efforts are currently underway to transform it into
a more effective Web. Simultaneously, Web documents
are being made more meaningful and functional capa-
bilities are being added. These efforts are referred to
as the Semantic Web and Web Services, respectively.
The intent of the semantic Web is to allow users to find
more of the information they want and less of the in-
formation they do not want. In other words, hits will
be better targeted. With the incredible aggregate com-
puting power and newer, higher network bandwidths,
it only makes sense to provide services on the Web.
This has been done for awhile in a proprietary fashion
(e.g., ordering a book from Amazon.com). For the first
time in the history of computing, infrastructure is be-
ing developed to provide services in a standardized and
interoperable fashion, on a global scale.
7.1 Types of Web Services
Many types of Web services can be useful in simulation.
We discuss three types below.
7.1.1 Whole Models as Web Services
Prehaps the most useful is to make complete simula-
tion models available as Web services. Certain sites
develop an expertise with certain types of simulation
(e.g., a highway traffic simulation or weather simula-
tion) and if one wishes to perform such a simulation,
they could simply send a SOAP message to the appro-
priate site which characterizes the scenario they wish
to study. The model Web service could charge on a per
use basis or lease out its service.
7.1.2 Environmental Components as Web Ser-
vices
Drilling down a bit, a simulation may use several major
components such as Databases, Spreadsheets, Knowl-
edge Bases, Visualization Tools, OLAP Tools, Data
Mining Tools, Scenario Managers, Optimizers and An-
imators. Components with infrequent interation are
the best candidates to be separated out as Web ser-
vices. The service may be provided by a third party, but
might well be provided within the same organization.
The Web service paradigm would be followed for the
purposes of standardization, interoperability, maintain-
ability and flexibility (e.g., if the company’s database is
replaced, so long as the relevant Web service is redevel-
oped, none of the simulation models using the database
need to be changed).
• The first three components/resources (Databases,
Spreadsheets and Knowledge Bases) are mainly
data/information/knowledge sources and sinks
which would be primarily used at the beginning
and end of a simulation and hence are excellent
candidates for becomming Web services.
• The second three components/tools (Visualization
Tools, OLAP Tools and Data Mining Tools) can
be decoupled from the simulation and simply ac-
cess an information resource, so they are also well
suited.
• The final three components (Scenario Managers,
Optimizers and Animators) are more tightly cou-
pled with simulation, but are still separable enough
to form cooperative Web services. Depending on
its form an animator may be either tightly-coupled
(e.g., has access to the simulation state) or loosely-
coupled (e.g., has access to a trace that is say
stored in a database).
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Figure 4: JSIM Model for the Book Purchasing Web Process
The beauty of this approach is that one could de-
velop a simulation or general-purpose simulation engine
and simply link it with other state-of-the-art compo-
nents. Some of these components such as databases
and visualization tools are better left to other commu-
nities/industries rather than having to be redeveloped
by the simulation community. As Web services, they
would then be readily and easily available.
7.1.3 Model Federates as Web Services
The final step in utilizing Web service technology would
be to code model federates as Web services. If the in-
teraction rate between federates is not too high, the
disadvantage of increased overhead may be outweighed
by the interoperability benefits. In cases in which en-
forcement of cauasality is not important, this change
would be straightfoward. If causality is to be enforced,
then new infrastructure needs to be developed. Already,
there are efforts to provide composite Web services with
transactional capabilities (Mikalsen et al. 2002). Pro-
vision for casuality could similarly be provided.
Such an effort would parallel the work done on the
High-Level Architecture (Frederick et al. 2000) and
might even serve as a spark to ignite commercial efforts
at standardization for distributed/federated simulation,
the practicality of which has so far been limited to the
military sector.
7.2 Evolution of JSIM
During the past decade researchers have explored the
use of component-based software to develop modular
simulation environments. These environments allow
developers to treat simulation models and other data
resources as components that can be assembled to cre-
ate more elaborate simulation models. The JSIM simu-
lation environment currently uses Java Beans technol-
ogy to link the simulation models (Miller et al. 1998).
JSIM also uses XML-based messaging to address in-
teroperability issues (Huang and Miller 2001). Other
researchers have used an agent-based environment for
linking simulation models, data resources and other
components (Wilson et al. 2001; Mills-Tettey et al.
2002).
The JSIM project is currently in the process of con-
version to Web service technology. Services will be
composed both statically and dynamically for sim-
ulation applications. Services (models, resources,
tools or federates) may be found on the Web us-
ing registries/repositories. Decriptions in the form
of WSDL, WFSL, DAML-S or some newer descrip-
tion/information modeling scheme will be used. On-
tologies will provide a semantic basis for the terms used
in these descriptions providing greater pricision in find-
ing the appropriate Web service. Web service technol-
ogy is being used to make JSIM models available as
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Web services. We are in the process of enhancing JSIM
so that simulation data can be stored and retrieved in
databases using Web services. JSIM currently has the
ability to represent simulation data as XML messages
which can be stored in a database (Huang and Miller
2001).
We are currently working on JSIM to enhance the im-
plementation (Huang and Miller 2001) to make use of
Web services in the composition of JSIM model feder-
ations. Each component in a federation may be a Web
service. The model federates (JSIM models) will be
Web services as will the model agents that control the
execution of single models, the database agents that act
as interfaces for database access and the scenario agent
that controls the execution of the overall federation.
These components will communicate with one another
using SOAP messages.
8 CONCLUSIONS AND FUTURE WORK
The paradigm of Web services is being promoted and
standards are being worked out to ease the adoption
of Web services. This paper discusses the problem of
composing Web services to get a better performing pro-
cess. We present performance analysis and simulation
as tools that can aid a user in composing Web pro-
cesses. The Web Services Designer Tool (WSDT), fa-
cilitates the composition of Web services. This designer
is packaged with the JSIM simulator allowing users to
compose a process and, if the service time distributions
for the activities in the process are known, simulate the
process on the fly. Using JSIM users can do “what-if”
senarios and visualize the Web process in action before
enactment.
From the other direction, JSIM is being converted to
use Web service technology. This is facilitated by the
fact that JSIM already supports XML messaging.
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