Recently, Bayesian methods have been proposed for neural networks to solve regresssion and classification problems. These methods claim to overcome some difficulties encountered in the standard approach such as overfitting. However, an implementation of the full Bayesian approach to neural networks as suggested in the literature applied to classification problems is not easy. In fact we are not aware of applications of the full approach to real world classification problems. In this paper we discuss how the Bayesian framework can improve the predictive performance of neural networks. We demonstrate the effects of this approach by an implementation of the full Bayesian framework applied to two real world classification problems. We also discuss the idea of calibration to measure the predictive performance.
Introduction
Due to the fact that neural networks are universal approximators, they are able to model non-linear regularities in the data. On the other hand this often leads to the problem that a too-flexible network 'discovers' non-existent structures in the data. This is known as overfitting: a good fit on the training data and a poor generalization on the the test data. One of the advantages of the Bayesian approach is avoiding the problem of overfitting. The Bayesian approach to neural network learning has recently been proposed by MacKay [6] and Neal [S, 91. The Bayesian approach to prediction has two aspects that can be used to reduce the risk of overfitting. Firstly, we need to specify a prior distribution for the network parameters, which expresses our beliefs about which values of the parameters would be likely. This belief is updated through the data, using a likelihood function, to give a posterior distribution for the network parameters. Secondly, predictions are based on all possible values of the network parameters, weighted by this posterior distribution. This method deals explicitly with our uncertainty about the model parameters. Application of the Bayesian method should therefore lead to better balanced judgments about future observations. In general network parameters include the weights, number of hidden units, control parameters etc. However, in this paper we only consider the weights as the parameters of our model. Therefore a model in this paper corresponds to a point (weight-vector) in the weight space, and the set of all models to the weight space. A characteristic feature of (ideal) Bayesian predictions is that they are based on all models rather than on one model such as in the standard approach. Each model (set of weights) is weighted by its posterior probability. Therefore the output of a Bayesian network is obtained by averaging the 0-7803-32 10-5/96 $4.0001 996 IEEE outputs of tlie networks corresponding to all the points of the weight space. This is called integrating tlhe posterior distribution over the weight space. This is clearly a demanding and non-trivial computation. The Bayesian approach to iieural networks has been succesfully applied by (e.g.) MacKay to regression problems. Since the computation of the posterior is difficult, MacKay uses Gaussian distributions to approximate the posterior. Another approach to calculate the posterior uses Monte Carlo methods a i d lllarkov chains. This sophisticated approach is proposed by Neal who demonstrates this method for a classification problem using a synthetic data set. For an account of all these matters we refer to the work of MacKay and Neal mentioned earlier. In this paper we investigate the Bayesian approach to neural networks by iinpleiiienting the full Ba,yesian a.pproac1i for classification networks. This implementation is applied to two real world data, sets. The paper is orgmized as follows: Section 2: summarizes the Bayesian approach to classification using feedforward iieural networks. Furthermore it dea.ls wit,h the problem of iiiipleiiieiitiiig the calculations required by tlie Bayesian framework. Section 3 applies the Bayesian methodology to two data sets, a,nd concludes tlia,t it ca.n lead to better calibration and classification. In [1] we also apply these inethods to another data set, namely the marketing data from [a] .
Bayesian Classification Networks
We will confine our discussion to feedforward networks with one hidden layer: f ( z , w) = I(wt + whg(wi + Ci w i h z i ) ) . Here 2 is the input vector and the parameters w include the bias terms(wb), input to hidden weights and hidden to output weights. The fuiiction g used in the hidden layer can be the logistic fuiiction or, for instance, tlie hyperbolic tangent function. For classificatioii problems with two classes, it is convenient to use the logistic function. We assume we have a data set consisting of N input vectors 21, , ZN and corresponding target y. The target denotes class-membership (0/1 for class 0 and 1). Training the neural network in the classical, iion[-Bayesiaii sense consists of finding weights that minimize the distance between outputs and targets. The output f ( x , w) can be interpreted as the probability P ( y = 11(x, w)), that an example with feature vector z belongs to class 1, using the network with weight vector w. An appropriate error function for
In this paper, we will only consider two-class problems. The extension to inore than two classes is straightforward, see [I] .
For classification with neural networks, t,he following probabilist*ic model ca.n be used in order to be able to apply the Bayesian framework. The output of a neural network (using the logistic function as discussed above) given an attribute vector 2 ca.n be iiiterpretemd as the probability that the corresponding example belongs to cla.ss 1. A single example (z, y), where y denotes the correct class membership (either 0 or l ) , then has likelihood given the weights w :
If we have N examples (zl, y l ) , . . . , ( Z N , y~) , which we assume to be independent a.nd identically distributed, we have the following likelihood function for the tra.ining data:
For neural network training it is convenient to use the logarithm of the posterior. The log-likelihood is in this case equal to the error function -D(w) defined earlier, so the log posterior is equal to -D(w) + logPr(w), where Pr(w) is tlie prior over the weights.
For classification problems we are interested in the predictive distribution of a new example given its attribute vector and the training data This predictive distribution is the full result of Bayesian inference. However, in many circumstances it is necessary to make a single-valued guess at the value of y~+ 1 . How this guess depends on the predictive distribution is determined by a loss-function, which expresses our judgement of the adverse effect of guessing y when the real value is y. The most widely used is squared-error loss, for which the best prediction for a test case is given by This corresponds to the mean output of the net.work, averaged over the post,erior distribution of the weights. Because of the complexity of neural network models the ca.lculation of the required integrals ca.n only be feasibly carried out using Markov Chain Monte Carlo numerical methods, as discussed in section 3.
If we compare this approach with t,he standard method of finding a minimum of the error function(= maximum likelihood estimate) and using this to make the predictions, we see that the sta.ndard approach ignores the uncertainty with respect to t,he weights and assumes all possible weights to be equally likely.
A simple method that is often used in the standard approach to reduce the risk of overfitting, is adding a term to the cost function that penalizes (too) large weights:
where n, is the number of weights. This leads an update rule for gradient descent which gives weights the tendency to decay to zero, unless a. larger value contributes to the reduction of the error. The tradeoff between keeping the weights small and minimizing the error is determined by the parameter A, which is usually set to a fixed value, e.g. 0.001. This so-called weight decay term has a Bayesian interpretation[fi] as a Gaussian prior distribution with zero mean and variance 1/2A. This implies that we consider small values for the weights to be a priori more likely. The region of values that receive a priori probability is determined by the variance of the distribution. Instead of fixing its value the Bayesian approach allows that we specify a hyperprior distribution for A. This distribution is used to integrate out A, removing it from the prior distribution. This means that the flexibility of the model will be automatically determined from the data.
Although there are several ways to implement the required hyperprior, we will focus here on a distribution that is conjugate to the prior for the weights and use a gamma hyperprior. The resulta,nt prior distribution can [l] be shown to be a multivariate student t distribution.
We have seen t h a t the Bayesian approach requires an integration over the posterior distribution. Given the structure of neural networks and the size of the parameter space, this integration is clearly analytically intractable. At present the only feasible solution to this problem is the use of Markov Chain hilonte Carlo (MCMC) methods. For a review of these methods see, for instance [SI.
If we assume the square-error loss function, we need to calculate the average output of the neural network over the posterior distribution of the weights: Pr(wl(z, y) 
Experinleiits
We applied tlie Bayesian methods discussed above on two realistic data sets. We focused on the extent to which the Bayesian approach improves predictive performa.nce and reduces t,he risk of overfitting. First we discuss how we measure the predictive performance. We then give the results of sta.ndard and Bayesian neural networks on the da,ta.
There are two aspects of predictive performance that are important in the case of classification [7] : the performance in assigning a new example to the correct class and tlie extent to which we can interpret the output of the network as the conditional probability that a new example will be in class 1 given its attribute vector. The discrepancies between predicted and actual outcome can be divided into two components: predictive bias(incorrect classification) and lack of calibration (overor underestimating posterior probability). If the outputs of the network are wellcalibra.tec1 we would expect the assigned probabilities to agree with the relative frequency of occurrIznce. For instance, we would expect 80 percent of the ca.ses assigned probability 0.8 to occur. To measure calibration[3], we group the cases in a test set according to the predicted probability (0.0 -0.1,. . . ,0.9 -l.O), and compare with the relative frequency of 1's in each of the groups.
If we have little data ava,ilable for testing, the observed error rate on the test set inay be a poor estimate of the true error rate. If the output of the network i s interpreted as a posterior probability, the following expression provides a more accurate estimate of'the true error rate [lo]: This is sometimes referred to as smoothing the error rate. Again this stresses the iinportaiice of obtaining good estimates of the posterior probabilities.
It has been noted before that the using the parameters obtained by the standard training methods can lead to over-confident predictions. The full Bayesian predictive approach solves this problem by integrating over the weights. Different classifiers correspond to different areas of the weight-space. It is therefore important to obtain a representative sample frorn the posterior distribution. Using oiily a. single run of the HMC algorithm may result in a sample from only one region of the weight space. As the modes of the posterior distribution are isolated, making a jump from one inode to another. is not very likely. One (rather ad hoc) solution to this problem is to combine several long runs of the algorithm , starting each run from different initial weights. For both data sets the data were preprocessed to have inputs with zero mean and standard deviation one.
To gain insight into the effect of using Bayesian methods on the calibration of the outputs of neural networks, we use a relatively large data set that was previously investigated by Wahtbda et a1 [ll] in the context of smoothing spline models. an interest to predicting pregnancies that result in low birth weight. Again, there are 8 predictor variables available. The class label is either normal or low birth weight. This dataset was studied by Ripley[lO] , who detected 5 pairs of identical rows, one of each was subsequently removed. The remaining data was split in a training sample of 134 cases and a test set of 50 cases. The test set consists of 37 "normal" and 13 "low" cases. We used the data as kindly made available by Ripley.
The main objective in this case is to correctly identify the risk group. As the risk group is noticeable smaller than the normal group, the predictive approach would be expected to have a distinct effect for tjhis da.ta set,. Ripley experimented wit,h a. crude foriii of the predictive approach, by trainiiig 'LO standard iict2works and averaging over the outputs of these networlcs using Gaussian approximations. This did not result in better classification.
Ripley used networks with 2 and 6 hidden units,that displayed essentially identical classification performance. As with the Pima-Indian data, we used a relatively large number of hidden units. We used a similar prior distribution as before. 22  31  28  35  24  31  33  38  22  31  24  28  30  36  34  38  18  15  20  16 
