Abstract: This study proposes data-driven model-free adaptive control (MFAC), model-free control (MFC) and virtual reference feedback tuning (VRFT) techniques applied to the control of a representative non-linear multi-input-multi-output (MIMO) system represented by the twin rotor aerodynamic system (TRAS). These data-driven techniques are implemented for both a single MIMO controller and two separately designed single-input-single-output controllers running in parallel for azimuth and pitch control. The three techniques are implemented as MFAC and MFC algorithms and as linear controllers tuned by VRFT. The performance of the three data-driven MIMO control system structures is compared systematically on the basis of the experimental results in terms of the values of the sum of mean squared control errors measured on TRAS equipment.
Introduction
The trend in complex process control systems (CSs) is to efficiently use the information in huge amounts of process input/output (I/O) data to design predictors, controllers, and monitoring systems that provide guaranteed performance of the process. Data-based control is focused on the CS performance improvement using optimisation approaches where no a priori model information on the process is available or little such information is employed. That is the reason why data-driven control is often associated with model-free control (MFC). The performance improvement and guarantee is carried out systematically by the proper definition of optimisation problems, and several objective functions (o.f.s) are used [1] [2] [3] [4] [5] [6] [7] . The main data-driven techniques that carry out the modelfree iterative update of controller parameters using experiments conducted on the CS are iterative feedback tuning (IFT) [8] , correlation-based tuning [9] , frequency-domain tuning [10] , iterative regression tuning [11] , simultaneous perturbation stochastic approximation [12, 13] , data-driven predictive control [14, 15] , model-free adaptive control (MFAC) [16] , MFC [17] , unfalsified control [18] , adaptive online IFT [19] , data-driven reinforcement learning control [20] , and model-free or data-driven iterative learning control [21] [22] [23] . The most popular non-iterative data-driven technique is virtual reference feedback tuning (VRFT) [24, 25] . This paper will be focused on MFAC, MFC, and VRFT, for which some recent applications will be briefly discussed as follows.
According to Hou and Jin [16] , the main feature of MFAC, which needs only the I/O data of the process in the controller design and tuning, is that the MFAC algorithm that results from the implementation of the MFAC technique does not require any external test signal or any training process. In addition, the parameters are obtained through a training process solving an optimisation problem. MFAC guarantees the CS stability and the convergence of the adaptive control law. MFAC techniques have been successfully applied to various types of processes [26] [27] [28] .
The MFC technique is implemented in terms of MFC algorithms that are also referred to as intelligent controllers in [17] : namely, intelligent proportional (P), P-integral (I), or PI-derivative (D) (iP,iPI, iPID) controllers. MFC techniques use a local linear approximation of the process and an estimator to update the linear approximation. Unlike [17] , the MFC algorithm proposed in this paper has a discrete-time implementation, and it guarantees the CS stability under some assumptions by fulfilling certain constrains. MFC algorithms have also been successfully applied to many processes [28] [29] [30] [31] [32] .
The VRFT technique computes the controller parameters using an initial experiment, where it collects the I/O data of the openloop stable process. VRFT is advantageous as it can be applied to the model-free data-driven optimal tuning of linear and nonlinear controllers. One VRFT drawback is that it does not directly guarantee the CS stability. Applications of VRFT-based controllers are presented in [25, [33] [34] [35] .
This paper suggests three new contributions in the context of the recent data-driven control literature pointed out in the previous paragraphs:
• First, the implementation of multi-input-multi-output (MIMO) MFAC, MIMO MFC, and MIMO VRFT techniques dedicated to a representative non-linear MIMO system represented by the twin rotor aerodynamic system (TRAS) are proposed. These three datadriven techniques are implemented as MFAC and MFC algorithms and as linear controllers tuned by VRFT, considered as a single MIMO controller and as two separately designed single-inputsingle-output (SISO) controllers running in parallel, in a SISO loop for azimuth motion control and in another SISO loop for pitch motion control.
• Second, a systematic comparison of the three data-driven technique implementations is given. This paper investigates which data-driven technique implementation performs better for the nonlinear MIMO TRAS. The performance of the three data-driven MIMO CSs is compared on the basis of the experimental results in terms of the values of the sum of mean squared control errors measured on TRAS equipment.
• Third, a discussion on the cross-coupling between the SISO control loops is offered. It is analysed in what extent the azimuth angle is disturbed by the pitch motion and in what way the pitch angle is disturbed by the azimuth motion and which algorithm better handles the cross-coupling.
Both MFC and MFAC are non-linear data-driven algorithms, and they are used to control the non-linear MIMO TRAS. However, a fair comparison between the MFC and MFAC algorithms is made in Section 4.3 using an optimisation problem. This paper is structured as follows: Section 2 describes the MIMO TRAS. The three data-driven algorithms: namely, MFAC algorithm, MFC algorithm, and VRFT-based controller, are presented in Section 3. The algorithms' implementations, their comparison, and a discussion on the experimental results are given in Section 4. The conclusions are highlighted in Section 5.
TRAS model
The MIMO TRAS equipment and its communication with the personal computer (PC) through the power interface and the real-time data acquisition and control universal serial bus (RT-DAC/USB2) board are illustrated in Fig. 1 . The discrete-time I/O data is collected at a sampling time T s = 0.1 s from the equipment. Fig. 1 shows that TRAS has two propellers, one for horizontal motion and one for vertical motion, named azimuth and pitch controlled by pulse-width modulation (PWM) signals.
The non-linear state-space model that describes the MIMO TRAS process is [36] 
where u 1 (%) is the first control signal, i.e. the PWM duty cycle of the horizontal (main) DC motor, u 2 (%) is the second control signal, i.e. the PWM duty cycle of the vertical (tail) DC motor, α h (rad) = y 1 is the first process output, i.e. the azimuth (horizontal) position of the beam which supports the main and the tail rotor, and α v (rad) = y 2 is the second process output, i.e. the pitch (vertical) position of the beam. Equation (1) shows that TRAS is a non-linear MIMO process, but the real-time experiments use the discrete form of (1). The MFAC, MFC, and VRFT techniques will be successfully implemented as follows to control the vertical and horizontal motions.
Algorithms

MFAC algorithm
MFAC assumes the MIMO non-linear discrete-time process model [16] 
where
are the controlled output vector and the control signal vector, respectively, n y and n u are the unknown process orders, f is an unknown non-linear vector-valued function, f : R 2(n y +n u +2) → R 2 , and T indicates matrix transposition. According to the Assumption 1 in [16] , the partial derivatives of f with respect to the elements of the vector u(k) (i.e. the control signals) are assumed continuous. MFAC has three versions, the most popular one is the compact form dynamic linearisation (CFDL), treated in this paper using the abbreviation CFDL-MFAC. The process model (2) is assumed generalised Lipschitz, i.e. || y(k + 1)|| ≤ b|| u(k)|| for each fixed discrete-time moment k, and || u(k)|| = 0, where y(k + 1) = y(k + 1) − y(k), u(k) = u(k) − u(k − 1), and b = const > 0 (Assumption 2 in [16] ). Assuming that these conditions are met, a matrix (k) called pseudo-partial-derivatives (PPDs) matrix must exist, so that the system (2) can be transformed into the equivalent CFDL-MFAC data model [16] 
The objective of MFAC is to solve the optimisation problem [16] 
T is the desired reference input vector (tracking reference input vector), which describes the behaviour imposed to the CS, to be tracked by y(k + 1), and λ ≥ 0 is the weighting parameter, and also an important design parameter whose choice can guarantee the stability or improve the CS performance (Remark 8 in [16] ). The I/O data measured from the process is used to estimate Φ(k), which must be diagonally dominant fulfilling (Assumption 5 in [16] )
where the upper bounds b 1 , ab 2 and the lower bound b 2 are outlined. In addition, the signs of all elements of the PPD matrix Φ(k) should remain unchanged (Remark 7 in [16] ). The estimation of Φ(k) leads to the estimated PPD matrixΦ(k), which is computed in terms of
where 0 < η < 1 is a step size constant and μ > 0 is a weighting factor parameter. According to Hou and Jin [16] the PPD matrix is updated for each fixed k using the online measured I/O data. Theorem 1, Remarks 2 and 3 in [16] give more details regarding the PPD matrix convergence and how it influences the system stability. The resetting conditions are (Remark 11 in [16] )
whereφ ij (1) is the initial value ofφ ij (k), i ∈ {1, 2}, j ∈ {1, 2}, and the MIMO CFDL recurrent control law is (Remark 9 in [16] )
where ρ > 0 is another step size constant. The structure of the CS with CFDL-MFAC algorithm is presented in Fig. 2 , where ε(k) is the tracking error vector, which is also referred to as control error vector
ε 1 (k) is the tracking error (the control error) for azimuth and ε 2 (k) is the tracking error (the control error) for pitch.
Fig. 1 Communication between the TRAS equipment and the PC [36]
Our MIMO CFDL-MFAC algorithm is characterised by the classical 2-norm computation of PPD matrix induced by the Euclidean vector norm
where γ max is the largest eigenvalue ofΦ TΦ [32] .
MFC algorithm
MFC is formulated to control the same process model given in (2), so the vectors and variables used in Section 3.1 will be used in this section as well. However, MFC is developed by replacing the model (2) with the ultra-local model [17] 
where α = diag(α 1 , α 2 ) ∈ R 2×2 is a constant matrix such that y(k + 1) = y(k + 1) − y(k) and αu(k) have the same order of magnitude, the value of α is obtained through trials, and F(k) ∈ R 2×1 includes the un-modelled process dynamics and the load-type and parametric disturbances.
Our MFC control law is
whereF(k) ∈ R 2×1 is the estimate of F(k) and
is a proportional gain matrix. The control law (12) is also called an iP controller [17] . (12) is obtained using I/O data of the procesŝ
Fig. 2 Structure of CS with CFDL-MFAC algorithmF
the estimation error of F(k) is the vector
and δ(k) can be considered as a low magnitude random disturbance in the controller design. Substituting u(k) from (12) into (11) leads to the dynamics equation of the closed-loop CS with MFC algorithm
The substitution of (14) into (15) and into (9) results in the dynamics equation of the tracking error vector
The structure of the CS with MFC algorithm is presented in Fig. 3 . The stability guarantee for this CS is expressed in Theorem 1.
Theorem 1:
Given the ultra-local model of the process in (11) with the control law (12) and the un-modelled process dynamics term F(k) estimated in (13) , with the estimation error in (14) and the dynamics error vector in (16), the CS with MFC algorithm is stable if K P is chosen such that its eigenvalues are inside the unit circle.
Fig. 3 Structure of CS with MFC algorithm
Proof: The dynamic tracking error is stable if the eigenvalues of the system matrix K P in (16) are inside the unit circle. Since K P is a diagonal matrix, the stability conditions are derived from
where z 1 = K P1 , z 2 = K P2 are the eigenvalues of K P . Thus, the stability is guaranteed if the following stability conditions are met
If the stability conditions (18) are met, the tracking error vector ε(k) will converge to zero in steady-state, and the controlled output vector y(k) will track the desired reference input vector y * (k).
VRFT-based controller
The purpose of VRFT-based controller design and tuning is to make the closed-loop CS match the behaviour of an a priori userselected reference model. VRFT requires only a single open-loop experiment conducted on the unknown controlled process, which is assumed to be MIMO/SISO linear discrete-time stable. The I/O data from this experiment is then used to directly determine the controller parameters [24] .
The transfer function (t.f.) matrix of the reference model M (s) ∈ R 2×2 for TRAS, with similar expressions for other processes [24, 25, 33, 35] , is
where ω 0(1) and ω 0(2) are the natural frequencies and ζ (1) and ζ (2) are the damping coefficients. The zero-order-hold discretised version of (19) is
The t.f. matrix of the discrete-time MIMO controller is C(z; θ)
Equation (21) points out that the elements of C(z; θ): namely, the scalar t.f.s C ij (z; θ), i, j ∈ {1, 2}, of the discrete-time SISO controllers, are obtained by the linear parameterisation of the parameter vector (of the controller) θ
Using the notation P(z) ∈ R 2×2 for the t.f. matrix of the process, the model reference criterion (o.f.) for VRFT is
A control signal is next generated as input to the process. This signal must have a rich frequency spectrum, the class of pseudorandom binary sequence (PRBS) signals being a good choice in y(k) ] is collected. The collected data is divided in two data sets: one set for controller optimisation and the second set for validation. The virtual referencer(k) signal is computed usinḡ
such that the closed-loop CS output and the reference model output should be the same. The virtual tracking errorē(k) is next computed asē
The parameter vector θ is obtained by minimising the o.f.
are the filtered versions ofē(k) and of u(k), respectively, through the filter t.f. matrix L(z), and N is the discrete-time horizon. The role of L(z), selected according to [25, 33] as
is to make the minimum values of J MR (θ) and J VR (θ) as close as possible. The expressions of e L (k) and u L (k) are next used to compute θ by a least-squares algorithm that minimises the o.f. in (26) in the framework of controller model identification only if the controller is parameterised as in (21) . The validation process is performed with the second set of data and the controller with the obtained θ can be inserted in the closedloop CS, and any type of reference input signals can be applied. The structure of the CS with VRFT-based controller is given in Fig. 4 .
The above results can also be customised for SISO VRFT-based controller implementation, with the model reference o.f.
where W (z) is a user-chosen frequency weighting filter regarded as an additional degree of freedom in the design, but usually set to W (z) = 1 in applications, P(z) is the scalar process t.f., C(z) is the scalar controller t.f., and M (z) is the scalar reference model t.f. The controller identification o.f. in SISO VRFT is then
with the variables preserving the meaning as in the MIMO VRFT case. As above, the role of the scalar filter t.f. L(z) is to make 
Unlike MFAC and MFC, the VRFT technique given in [24, 25, 33, 35] does not come with any stability proof. 
Experimental validation and discussion on results
Two experimental case studies are defined. The first case study deals with tracking a reference trajectory by the MIMO TRAS equipment, and no disturbances are applied. The goal of the second case study is to determine which data-driven algorithm manages best to carry out the regulation and tracking and how much influence has the azimuth motion over the pitch motion and pitch motion over the azimuth motion.
The CFDL-MFAC and MFC algorithms and the VRFT-based controller were applied to the non-linear MIMO TRAS system laboratory equipment [36] . The following eight experimental scenarios were considered in each experimental case study:
• MIMO CFDL-MFAC algorithm (CFDL-MIMO).
• Two separate SISO controllers running in parallel implemented from CFDL-MFAC algorithm (CFDL-2SISO).
•
MIMO MFC algorithm (MFC-MIMO).
• Two separate SISO controllers running in parallel implemented from MFC algorithm (MFC-2SISO).
• MFC algorithm applied to azimuth control and CFDL-MFAC algorithm applied to pitch control running in parallel (MFC a -CFDL p ).
• CFDL-MFAC algorithm applied to azimuth control and MFC algorithm applied to pitch control running in parallel (CFDL a -MFC p ).
• MIMO VRFT-based controller (VRFT-MIMO).
• Two separate SISO controllers running in parallel implemented from VRFT-based controller (VRFT-2SISO).
The t.f. matrix of the discrete-time controller used in the VRFT-MIMO experimental scenario is
The t.f.s of the SISO controllers in the VRFT-2SISO experimental scenario are
where a and p indicate the azimuth and pitch (control), respectively.
First experimental case study
The time horizon (the number of samples) is set to N = 1800 in all experimental scenarios. The trajectory of the desired tracking reference input (i.e. reference trajectory) is defined as The optimisation problem used for systematic computation of MFAC and MFC algorithms' parameters providing a fair comparison of their performance is
where υ * is the optimal parameter vector of MFAC or MFC algorithms: T for CFDL a -MFC p , and the control errors ε 1 and ε 2 for azimuth and pitch, respectively, are defined in (9) .
The average value of J ε and its variance were subsequently used in order to assess the performance of all data-driven algorithms tested in these case studies.
In the CFDL-MIMO, CFDL-2SISO, MFC-MIMO, MFC-2SISO, MFC a -CFDL p , and CFDL a -MFC p experimental scenarios, the initial values of the controller parameters were obtained using the average values after ten runs of a metaheuristic gravitational search algorithm optimiser [37] over the process model (1) to minimise the o.f. (34) . This search has been made to carry out a fair comparison between MFAC and MFC algorithms having the process model (1) of TRAS and to avoid the risk of not finding the best parameter values of the model-free algorithms and give wrong conclusions regarding the algorithms' performance. In VRFT-MIMO and VRFT-2SISO experimental scenarios, the controller parameters were obtained using a least-squares algorithm to minimise the o.f. J VR (θ). The parameters in all experimental scenarios presented as follows were used in the second case study as well.
Considering the CFDL-MIMO algorithm, in the first of the eight experimental scenarios, the values of the initial parameters are:
, the lower bound is 535 0 0 2135 according to (5) and (7), the upper bound is 565.5 15.5 15.5 2156.5 , ρ = 48, η = 0.5, λ = 7, and μ = 0.79. In the CFDL-2SISO algorithm, the parameters for azimuth control are:φ a (1) = 950, according to (5) and (7) (16) is guaranteed by the fulfilment of (18) . In the MFC-2SISO experimental scenario, the parameters for azimuth control are K Pa = −0.021 and α a = 1.7, and for pitch control they are K Pp = −2.1 and α p = 89. The stability of (16) in this scenario is guaranteed by the fulfilment of (18) .
In the MFC a -CFDL p experimental scenario, the azimuth motion is controlled by an MFC algorithm with the parameters K P = −0.021 and α = 1.7, which accomplish (18) , and the pitch motion is controlled by a CFDL-MFAC algorithm withφ(1) = 2100, φ(1) ∈ (2085, 2115.5) according to (5) and (7), ρ = 50, η = 0.5, λ = 7, and μ = 0.79.
For the CFDL a -MFC p experimental scenario, the parameters for azimuth control by the CFDL-MFAC algorithm areφ(1) = 950, φ(1) ∈ (935, 965.5) according to (5) and (7), ρ = 8.3, η = 0.5, λ = 7, and μ = 0.79, and the parameters for pitch control by the MFC algorithm are K P = −1.9 and α = 89, which fulfil the condition (18) .
The VRFT-MIMO controller is designed using the discrete t.f. matrix of the reference model (20)
and the discrete-time controller t.f. matrix is (see equation (36) at the bottom of the next page) where the first element of the main diagonal is a linear integral-type controller with four parameters, and the second element of the main diagonal is a classical PID controller. The other two elements have been added for performance improvement in order to address crosscoupling between the SISO control loops. The choice of a diagonal reference model also aims partial decoupling between the control loops.
The VRFT-2SISO experimental scenario makes use of the scalar reference model t.f. M (z) = (0.0094z −1 + 0.0085z −2 )/(1 − 1.709z −1 + 0.7269z −2 ) and of the controller t.f. C a (z) = (2.49 − 2.69z −1 − 1.88z −2 + 2.09z −3 )/(1 − z −1 ) for azimuth control. The pitch control is carried out using the scalar reference model t.f.
The reference models for VRFT-MIMO and VRFT-2SISO were chosen slightly faster and less oscillatory than the open-loop dynamics of the process. The controller structures for VRFT-MIMO and VRFT-2SISO were sufficiently parameterised to ensure pole-zero cancellation for azimuth and pitch control channels, respectively.
Ten trials of experiments were next averaged and presented in Table 1 as averages and variances of J ε and in Fig. 5 as control signals (Figs. 5a and b) and outputs of the pitch and azimuth positions (Figs. 5c and d) . Fig. 5 also shows the CS behaviour in all eight experimental scenarios applied for azimuth control in Fig. 5a and output data in Fig. 5c , and for pitch control in Fig. 5b and output data in Fig. 5d , and which of the eight experimental scenarios performs better for the given reference trajectories y * 1 and y * 2 .
Second experimental case study
The number of samples is set to N = 800. The desired tracking reference input (i.e. the reference trajectory) is
To better observe in what way the azimuth motion disturbs the pitch position and how much the pitch motion disturbs the azimuth position, a set of input and output disturbances were applied: at 5 s, a 0.15 step input additive disturbance and at 25 s applied on u 1 , a 0.15 output additive disturbance applied on y 1 , and at 45 s, a 0.25 step input additive disturbance applied on u 2 , and at 65 s, a 0.15 output additive disturbance are applied on y 2 . As in the first experimental case study, ten trials of experiments were conducted in each experimental scenario, and next the trials of experiments were averaged and presented in Table 2 and in These results are used in order to conclude which of the eight experimental scenarios performs better and better rejects the disturbances, but also to observe the cross-coupling effects between the control channels.
Discussion
The results given in Section 4.1 show similar performance of CFDL-MIMO and CFDL-2SISO algorithms, CFDL-MIMO having a small advantage. Similar performances were obtained for MFC, where the MFC-MIMO implementation works better than MFC-2SISO. Comparing the data-driven algorithms we conclude that for the reference trajectory defined in (33) the o.f. value of MFC-MIMO experimental scenario is better than CFDL-MIMO, i.e. J ε CFDL−MIMO = 2.81 J ε MFC−MIMO , the difference is in controlling the azimuth position. Two additional experimental scenarios have been conducted in order to better highlight the performance and to test the datadriven algorithms. The first scenario is characterised by the MFC algorithm applied to azimuth control and the CFDL-MFAC algorithms applied to pitch control (MFC a -CFDL p ), both structures running in parallel; and the second scenario where the azimuth is controlled by the CFDL-MFAC algorithm and the pitch motion is controlled by the MFC algorithm (CFDL a -MFC p ). The MFC a -CFDL p structure has similar performance to the MFC-MIMO and MFC-2SISO structures, and the CFDL a -MFC p structure has similar performance as the CFDL-MIMO and the CFDL-2SISO structures. These comparisons indicate that for the TRAS control the CFDL-MFAC algorithm is inferior to MFC. Finally, the MFC performance was compared with that of a linear controller whose parameters were obtained through VRFT in VRFT-MIMO and VRFT-2SISO experimental scenarios, as Fig. 5 and Table 1 show that VRFT-MIMO and VRFT-2SISO perform better than MFC-MIMO.
The results given in Section 4.2 have been used to clarify which of the proposed algorithms better rejects the disturbances and how much influence has one motion over the other. Fig. 6 shows that the azimuth motion does not disturb significantly the pitch control: namely, with 0.015 rad at 5 s and with 0.025 rad at 25 s. Pitch control seems to disturb in a very large extent the azimuth control, as Fig. 6c shows 0.38 and −0.33 rad between 48 and 50 s and 0.025 and −0.081 rad between 65 and 70 s.
In both case studies the MFAC algorithm is outperformed by the MFC algorithm, which in turn is outperformed by the VRFT-based controller.
One of the reasons why the MFAC algorithm is outperformed by the MFC algorithm and by the VRFT-based controllers is that the PPD matrix in (6) varies insignificantly. With a constant PPD matrix the control law (8) will become
Therefore, in our case the MFAC algorithm behaves as an integral controller, thus it is unable to cancel the poles responsible for the oscillatory transient behaviour specific to the pitch motion. The MFAC integral character doubled by the azimuth motion integral behaviour leads to oscillatory response due to improper pole-zero cancellations.
To understand the performance of the VRFT-based CS, the zeros of the equivalent continuous-time VRFT-2SISO controller and the poles of the process model are analysed. The zeroes of the azimuth controller are χ Ca ∈ {−303.8, −0.22 + 0.52i, −0.22−0.52i}, and the zeroes of the pitch controller are χ Cp ∈ {−0.291 + 1.153i, −0.291 − 1.153i}. The poles of the pitch control loop process model obtained from an identified continuous second-order model near the equilibrium point that indicates a rather under-damped system are χ Pp ∈ {−0.3667 + 1.4135i, −0.3667 − 1.4135i}. The pole-zero cancellation occurs for the pitch position control, and this happens because the reference model has been imposed to be heavily damped so the pitch follows the reference model and the pitch output oscillations are significantly damped. The complex conjugate zeros of the azimuth controller try to cancel both the controller integrator and the process one which explains the performance of the VRFT azimuth controller.
The PPD matrix specific to MFAC is updated online at each sampling time using (6) and fulfilling the conditions given in (5) and (7), and the other parameters remain unchanged during the experiment. The matrices K P and α specific to MFC remain unchanged during the experiment. The VRFT technique computes the controller offline using data from the initial experiment.
Following the experimental results for the TRAS, though VRFT is a linear algorithm, better results have been obtained against MFAC and MFC. Had the investigated techniques been applied to stronger non-linear processes, the conclusions may be different and the non-linear data-driven algorithms such as MFC or MFAC may outperform VRFT. MFC may fold on more demanding nonlinear processes due to its easy-extendible form with more complex error-processing laws (PI, PID, or non-linear ones). On open-loop stable mildly non-linear processes, VRFT may be the first option owing to its simplicity and performance.
Conclusions
This paper has proposed the application of data-driven MFAC, MFC, and VRFT techniques to the control of a non-linear MIMO system. Useful implementation details for the data-driven MIMO controllers have been given. The systematic comparison of the three data-driven techniques based on two case studies with eight experimental scenarios can be used as a set of recommendations to guide the model-free data-driven control designer. Future research will focus on the further improvements of the data-driven algorithms. The extensions of these algorithms with additional terms and their hybridisation will be targeted.
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