In order to pick (place) a target object from (on) a shelf, a service robot moves to the front side of the shelf, removes obstacles, and reaches out a hand. If the robot prepares for the next arm manipulation while moving to the shelf, it is possible to save time for plan execution. The robot also needs to replan if, for example, a person removes obstacles for the robot. After replanning, the robot might need to suspend the current action execution or next action preparation before executing the updated plan. This paper introduces a method to integrate planning, action execution, speculative next action preparation, replanning, and action suspension based on Hierarchical Task Network (HTN) planning. We also show that this method is effective for pick-andplace manipulation in dynamic environments.
INTRODUCTION
Pick-and-place manipulation in dynamic environments is an important research theme in robotics. Typically, a service robot moves around the environment, picks an object from a shelf, and places the object on the target shelf. The robot needs to use a right or left hand to pick or place the object without collision with obstacles or removes the obstacles beforehand.
In order to implement service robots of this type, combinations (Cambon et al., 2009; Choi and Amir, 2009; Haspalamutgil et al., 2010; Hauser and Latombe, 2009; Kaelbling and Lozano-Perez, 2010; Wolfe et al., 2010) of a high-level general-purpose task planner and a low-level motion planner such as RRT (LaValle and Kuffner, 2001 ) have played important roles. Given a manipulation task, the high-level task planner decides which object to move and where to bring the object. The low-level motion planner controls the arm, considering kinematic constraints and geometric map information. Manipulation planning "among movable obstacles" is also implemented by combinations (Nieuwenhuisen et al., 2008; Ota, 2009; Stilman et al., 2007; Zacharias et al., 2006) of a highlevel algorithm and a low-level motion planner.
A typical task plan is "move to table1", "pick object1", "move to table2", and "place object1". The execution times of these actions are long. In order to shorten the execution time of the plan, it is effective to move an arm while moving to a shelf and prepare for the next pick (or place) action.
On the other hand, a service robot working in the real world needs to replan when the environment unexpectedly changes. For example, before the robot removes an obstacle, a person might remove it for the robot before the robot arrives in front of the shelf. In this case, the robot no longer needs to remove the obstacle. Therefore, the robot needs to replan and cancel the action preparation for removing the obstacle.
In order to adapt to a dynamic environment, we understand that replanning is necessary. In addition, the following new functions are necessary:
• Integration of action preparation and replanning;
• Suspension of preparing/executing actions.
In this paper, we extend an online Hierarchical Task Network (HTN) planning agent Dynagent 1 (Hayashi et al., 2006) so that it integrates action preparation and suspension of action preparation/execution. We also show that these new functions of online planning are effective for service robots that pick and place objects in dynamic environments. Note that in the previous work of Dynagent the effects of replanning and suspension of action execution/preparation in the pick-and-place manipulation have not been investigated.
The rest of this paper is organized as follows: Section 2 discusses related work. Section 3 briefly explains the online HTN planning algorithm that we use in this work. Section 4 briefly explains our heuristics for object manipulation. Section 5 shows how to prepare for future action executions using existing online HTN planners. Section 6 shows how to report the result of an action execution and update the plans. Section 7 shows how to suspend current action execution/preparation after replanning. Section 8 presents the result of an experiment. Section 9 presents the result of another experiment. Section 10 is the conclusion.
RELATED WORK
Some research on replanning in robotics has been reported. In (Philip et al., 2009 ), a motion planner makes plans to control a humanoid robot. Using vision information, this planner dynamically updates the path. In another paper (Hayashi et al., 2009) , an HTN planner is used to compute the path of a mobile robot. While executing a plan, the planner controls the sensing target in the background to obtain new information that might hinder the plan execution. However, in none of this research, do the robots prepare for the next action execution while executing another action.
Motion planning among moving obstacles or humans is an important research topic. In (Mainprice and Berenson, 2014) , prediction of human motions, replanning, and execution are interleaved. At the replanning step, the next motion plan is made while the robot is moving, which is important for saving time. Because humans move, their locations are predicted before planning to avoid collisions. In another approach (Park et al., 2013) , GPU is used to compute the trajectory of the robot in parallel. They also interleave planning and execution. Because the planning times become short, the robot can quickly respond to the dynamic environment. In none of this research, however, is the next action executed in parallel with the current action. In addition, unlike in the present work, unnecessary action execution is not suspended after replanning. Furthermore, they do not use real robots for evaluation.
Replanning has a long history of research in artificial intelligence. A well-known planner, STRIPS (Fikes and Nilsson, 1971) , uses a triangle table (Fikes et al., 1972) to check the preconditions of actions in the plan. As explained in (Russell and Norvig, 1995) , the first partial-order online planner that smoothly integrates planning, replanning, and execution is IPEM (Ambros-Ingerson and Steel, 1988) , which uses "protected links" for precondition checking. Protected links were first introduced in NONLIN (Tate, 1977) and used in many partial-order planners, including TWEAK (Chapman, 1987) and SNLP (McAllester and Rosenblitt, 1991) . However, unlike in the present work, these techniques are not used to suspend unnecessary action execution after replanning.
Parallel plan execution is closely related to next action preparation since multiple actions are executed in both approaches. In (Jacobs et al., 2012) , motion plans are executed in parallel. They do not use a highlevel planner such as an HTN planner. In (Einig et al., 2013) , an architecture of parallel plan execution for mobile service robots is presented. They use a partialorder HTN planner called JSHOP2 (Nau et al., 2003) . They also claim that they can extend their system so that the robot can replan when action execution fails. Our motivation is the same in that both parallel action execution and replanning would reduce the total plan execution time in manipulation. However, they have not yet evaluated the effect of replanning.
ONLINE HTN PLANNING
We use Dynagent (Hayashi et al., 2006) , a generalpurpose forward-chaining HTN planning agent working in a dynamic environment. Although we use it for pick-and-place manipulation, it can also be used for other purposes. Forward-chaining HTN planners such as Dynagent and SHOP (Nau et al., 1999 ) make plans by incrementally decomposing an abstract task into more detailed tasks in the same order that they will be executed, and search for an optimal/suboptimal plan by best-first search. Rule programmers of HTN planners can express domain control heuristics using task decomposition rules.
The agent does not have to decompose an abstract task till the agent needs to execute the task. (This is called "lazy evaluation" or "lazy planning".) However, the first task in each plan must be an executable action before selecting the plan for execution.
It keeps and modifies several alternative plans while executing a plan. Therefore, it can change the plan to an alternative plan when the current plan becomes invalid or another plan becomes more attractive in terms of costs.
After successfully executing an action, the agent updates the belief based on the effect of the action, and removes the executed action from each plan if the first action in the plan is unifiable 2 with the executed action. When the agent fails to execute an action, it removes each plan such that the first action in the plan is unifiable with the action that could not be executed.
Invalid plans can be found by rechecking the (protected) precondition of each action in the plans. Some preconditions must be protected if they might become unsatisfiable when the belief is updated. Even if the precondition of an action is unsatisfiable when planning initially, it might become satisfiable later because of a belief update. Therefore, the agent keeps such invalid plans as well.
MANIPULATION STRATEGY
This section briefly explains our heuristics for object manipulation that was shown in our previous paper (Hayashi et al., 2013) in more detail. We express the heuristics using the task decomposition rules of HTN planning. The top-level task is to bring object1 from shelf1 to shelf2. In order to execute this task, we execute the following plan (a sequence of subtasks): 1. move to shelf1; 2. pick object1 with the right (left) hand; 3. move to shelf2; 4. place object1 with the right (left) hand.
In order to pick or place the object with the right (left) hand, the robot stretches the arm diagonally from the right (left) front of the shelf. Therefore, all the obstacles on the right (left) front of the shelf have to be removed before stretching the arm to avoid collisions. In order to place an object on a shelf, the robot places the object as far as possible from the robot so that the robot can place many objects on the shelf.
There are many ways to remove or avoid obstacles. Best-first search finds a low-cost plan. In other words, it tries to minimize the number of obstacle removals.
ACTION PREPARATION
In order to prepare for the next manipulation while moving to a shelf, it is necessary to know the next actions to execute after the current action execution. For this purpose, we add an argument for each action so that it can record the list of next actions.
For example, suppose that the agent makes the following plan:
pickL(object1,shelf1).
syntactically the same by substituting some variables.
In this plan, the robot goes to shelf1 and picks object1 with the left hand.
The agent first tells the lower-level module to execute goto(shelf1). However, the lower-level module does not know the next action after goto(shelf1). For this reason, we modify the task-decomposition rules of Dynagent so that the following plan is made: 1. goto (shelf1,[pickL(object1,shelf1) 
In this case, the agent tells the lower-level module to execute goto (shelf1,[pickL(object1,shelf1)] ). Now, the lower-level module can prepare for the execution of pickL(object1,shelf1) while executing goto(shelf1). In this way, we do not have to change the framework or the source code of Dynagent.
In general, this strategy is summarized as follows:
Strategy 1. (Planning for action preparation)
Consider the following plan:
. . .
3. a n−1 (t 1 , ...,t i n−1 ) 4. a n (t 1 , ...,t i n )
In order to give the information of the next two actions to the lower-level action execution module, we modify the task-decomposition rules of Dynagent so that the following plan is made
3. a n−1 (t 1 , ...,
In this strategy, each action records only the next action. In the same way, it is possible to record multiple actions if necessary.
REPORTING RESULTS
Strategy 1 in the previous section works as long as the plan is not modified in the middle of the action execution. However, if we need to replan, we have another problem. In the example of the previous section, after the robot moves to shelf1, the low-level action executor reports to Dynagent that goto(shelf1, [pickL(object1, shelf1) ]) has been successfully executed. Then, Dynagent removes goto (shelf1,[pickL(object1,shelf1) ]) from the plan. However, Dynagent cannot remove the first action from the following alternative plan: pickR(object2,shelf1, [placeR(object2,shelf1,cell7) 
])
3. placeR (object2,shelf1,cell7, [pickL(object1,shelf1) 
In this alternative plan, the robot goes to shelf1, picks object2 with the right hand, places object2 at cell7 on shelf1 with the right hand, and picks object1 with the left hand.
Here, the first action is the same as goto (shelf1,[pickL(object1,shelf1) 
where is a new variable
In this way, we do not have to change the framework or the source code of Dynagent.
ACTION SUSPENSION
Dynagent changes the plan as the situation changes. Sometimes it becomes unnecessary to finish the current action execution if the current plan becomes invalid. In robotics, the execution time of one action is long and it is better to suspend such unnecessary action execution to save time. Sometimes the robot might find a new obstacle while picking or placing an object. In this case, it is necessary to stop stretching the arm to avoid collision with the obstacle.
Similarly, the current action preparation might become unnecessary after modifying the plan. In this case, we would like to stop the current action preparation as well.
From these view points, we suspend unnecessary action execution and action preparation as follows: 
EXPERIMENT 1
As shown in Figure 1 , in the initial state, there exist the objects A, B, and C respectively at cells 1, 5, and 6 on shelf1. Each object has an RFID tag and rough location on the shelf is recognized through the RFID reader attached underneath. We used a service robot called SmartPal V 5 (Yaskawa Electric Corporation, 2007) . SmartPal V is a mobile robot equipped with two hands/arms. The robot can recognize an object through a stereo camera and pick the recognized object.
We installed a forward-chaining HTN planning agent, Dynagent on a PC (Windows XP), and connected it with other modules on SmartPal V through the middleware called OpenRTM-aist 1.0.0.
In the following subsections, we first explain the three scenarios that were used for experiments and then show the results of the experiments.
Static Scenario 1 6
Given the task of picking B, the robot first approaches shelf1. While approaching shelf1, the robot raises the right arm to prepare for the next action execution. When the robot stops in front of cell 6, it recognizes C with the stereo camera, picks C, and places it at cell 7 with the right hand avoiding collision with B. The robot then recognizes B and picks B with the left hand. When the environment does not change, we confirmed that the robot works as expected as shown in Figure 1. 
Dynamic Scenario 1
This scenario is the same as static scenario 1 in the previous subsection except that the environment changes in the middle of the plan execution. Therefore, this scenario includes replanning in the middle of action execution.
In this scenario, while the robot is stretching the right arm to try to pick obstacle C, a person removes the obstacle on behalf of the robot as shown in Figure 2 . After the robot finds that the obstacle has been removed through the RFID reader attached under the table, it replans, stops picking C, and directly picks the target object B with the left hand. 5 SmartPal is a registered trademark of Yaskawa Electric Corporation.
6 Similar static scenario is reported in more detail in our previous paper (Hayashi et al., 2013) . 
Dynamic Scenario 2
This scenario is similar to dynamic scenario 1 in the previous subsection. The difference is the timing of the help by a person. In addition, this scenario includes replanning in the middle of action execution and the speculative next action preparation. Note that dynamic scenario 1 in the previous subsection does not include replanning in the middle of the "speculative next action preparation". In this scenario, a person removes the obstacle while the robot is approaching shelf1 as shown in Figure 3(a) Note that the robot is raising the right arm while moving to prepare for the next action. After the robot finds that the obstacle has been removed, it replans, stops preparing for picking C, and starts preparing for picking the target object B while moving to shelf1. Therefore, in Figure 3(b) , the robot is putting the right arm down and raising the left arm while moving to shelf1.
Result
This subsection shows the experimental results of the previous subsections. We conducted experiments in the following six patterns: In Patterns 1a, 2a, and 3a, the robot prepares for the next picking action while approaching shelf1. On the other hand, it does not in Patterns 1b, 2b, and 3b. We measured the execution times of the plans for the robot to approach shelf1 and pick up the target object B. However, the time for vision-recognition is not included. Table 1 shows the results of the experiments.
By comparing the results for patterns 1a and 1b (or the patterns 2a and 2b, or the patterns 3a and 3b), we understand that the robot saves 5 seconds by preparing for the next pick action while approaching shelf1.
By comparing the results for patterns 1a and 2a (or the patterns 1b and 2b), we understand that the robot saves 40 seconds by suspending the pick action of C and omitting the place action of C.
By comparing the results for patterns 1a and 3a (or the patterns 1b and 3b), we understand that the robot saves 53 seconds by omitting the pick action and the place action of C.
From these results, we can confirm that action preparation, replanning, and suspension of unnecessary action execution/preparation are effective not only for adapting to dynamic environments but also for saving plan execution time. 
EXPERIMENT 2
In this experiment, we use the same robot and environment as in Experiment 1. The robot moves around the room shown in Figure 4 . The side table in Figure  1 that was used in Experiment 1 is also used in this experiment as shown in Figure 4 . In the initial state, the robot is at node 1. The object A exists at cell 5 on the side table. No other objects exist. In the following subsections, we first explain the four scenarios that were used for experiments and then show the results of the experiments.
Static Scenario 2
As shown in Figure 4 , given the task to bring A from the side table to the bookcase, the robot makes a plan, moves from node 1 to node 2, picks A with the right hand, moves from node 2 to node 5, places A at cell 1 in the bookcase, and finishes the task. Soon afterwards, the robot is given another task to move A from the bookcase to the trash can. The robot makes a plan, picks A with the right hand, moves from node 5 to node 6, puts A into the trash can, and finishes the second task. In this scenario, the robot plans and completes two tasks consecutively. However, the robot does not replan.
Dynamic Scenario 3
This scenario is similar to static scenario 2. However, the timing of receiving the second task is different. While placing A at cell 1 in the bookcase to complete the first task, the robot is requested to put A into the trash can. In other words, the destination of A is changed. Now the robot does not need to place A in the bookcase. The robot replans, suspends the action execution, moves from node 5 to node 6, puts A into the trash can, and finishes the second task.
Dynamic Scenario 4
This scenario is similar to static scenario 2 and dynamic scenario 3. However, the timing of receiving the second task is different. While the robot is moving from node 2 to node 5 to approach the bookcase, as shown in Figure 5 , the robot is requested to put A into the trash can. Now the robot does not need to go to the bookcase. The robot replans, suspends the action execution, moves to node 6, puts A into the trash can, and finishes the second task. 
Dynamic Scenario 5
This scenario is similar to static scenario 2, dynamic scenario 3, and dynamic scenario 4. However, the timing of receiving the second task is different. While the robot is moving from node 1 to node 2 to approach the side table, as shown in Figure 6 , the robot is requested to put A into the trash can. Now the robot does not need to start the action to go to the bookcase. The robot replans, continues to go to node 2, picks A with the right hand, moves from node 5 to node 6, puts A into the trash can, and finishes the second task. 
Result
This subsection shows the experimental results of the previous subsections. We conducted experiments in the following four patterns: The purpose of these experiments is to evaluate how much time can be saved by replanning and action/plan suspension. We expect that the robot can save time by suspending unnecessary movements between nodes. We measured the execution times for the robot in the case of starting from node 1 and putting A into the trash can. However, the time for vision-recognition is not included. Table 2 shows the results of the experiments.
By comparing the results for patterns 4 and 5, we understand that the robot saves 33 seconds by suspending the place action of A in the bookcase. By comparing the results for patterns 4 and 6, we understand that the robot saves 55 seconds by suspending the move action from node 2 to node 5. By comparing the results for patterns 4 and 7, we understand that the robot saves 64 seconds by omitting the move action from node 2 to node 5. From these results, we understand that the robot saves tens of seconds by replanning and action/plan suspension. We also understand that the sooner the robot replans, the shorter the total plan execution time becomes. The robot saved much time not only by skipping unnecessary pickand-place actions but also by omitting unnecessary move actions. 
CONCLUSIONS
In this paper, we have integrated planning, action preparation, replanning, and suspension of action execution/preparation. We have shown that this integration is effective not only for adapting to dynamic environments but also for saving plan execution time in manipulation. We implemented this integration by the three strategies shown in this paper. We have also shown that this integration method is effective for pick-and-place manipulation in dynamic environments using a real mobile robot with two arms. In future, we would like to explore more possibilities of speculative action preparations, replanning, and action/plan suspensions in other scenarios. When the robot has nothing to do, the robot might be able to prepare for future tasks. However, this is not simple because the speculative action preparation might prevent or delay future plan execution if the speculation is wrong.
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