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Coherence distillation is one of the central problems in the resource theory of coherence. In this Letter, we
complete the deterministic distillation of quantum coherence for a finite number of coherent states under strictly
incoherent operations. Specifically, we find the necessary and sufficient condition for the transformation from a
mixed coherent state into a pure state via strictly incoherent operations, which recovers a connection between the
resource theory of coherence and the algebraic theory of majorization lattice. With the help of this condition, we
present the deterministic coherence distillation scheme and derive the maximum number of maximally coherent
states obtained via this scheme.
Introduction.– Quantum coherence is a valuable resource
in performing quantum information processing tasks [1]. It
can implement various information processing tasks that can-
not be accomplished classically, such as quantum computing
[2, 3], quantum cryptography [4], quantum metrology [5, 6],
and quantum biology [7]. Recently, the resource theory of
coherence has attracted a growing interest due to the develop-
ment of quantum information science [8–18].
All quantum resource theories have two fundamental in-
gredients: free states and free operations [19, 20]. For the
resource theory of coherence, the free states are the quantum
states that are diagonal in a prefixed reference basis. How-
ever, there is no general consensus on the set of free opera-
tions. Based on different physical and mathematical consider-
ations, a number of free operations were proposed [8, 9, 11–
14]. Here, we focus our discussion on the strictly incoherent
operations. This type of free operation was first given in Ref.
[11] and was shown that it can neither create nor use coher-
ence and has a physical interpretation in terms of interferome-
try in Ref. [12]. Thus, the strictly incoherent operations are a
physically well-motivated set of free operations for coherence
and a strong candidate for free operations.
One of the central problems in the resource theory of co-
herence is the coherence distillation [9, 11, 19, 21–30], which
is the process that extracts pure coherent states from general
states via free operations. This problem was approached in
two different settings: the asymptotic regime [11, 19, 21, 25–
28] and the one-shot regime [23, 24, 29, 30]. Although
many interesting results have been obtained, however, there
are still some open fundamental questions remaining to be
solved. One of which is the deterministic coherence distil-
lation, whose aim is to find the condition of conversion from
a general mixed state to the maximally coherent state with
certainty [18, 30, 31]. Investigations on this topic have been
started in Ref. [30], where the deterministic coherence dis-
tillation of pure coherent states under several classes of inco-
herent operations was introduced. However, the deterministic
coherence distillation of general mixed states has been left as
an open question.
In this Letter, we address the above question by completing
the framework for deterministic coherence distillation under
strictly incoherent operations. We first recall some notions of
the resource theory of coherence and the notions of majoriza-
tion lattice which are related to our topic. Then, we present
the necessary and sufficient condition for the transformation
from a general state into a pure state via strictly incoherent
operations, which recovers a connection between the resource
theory of coherence and the algebraic theory of majorization
lattice. With the help of this condition, we present the deter-
ministic coherence distillation scheme. Then, we derive the
maximum number of maximally coherent states that can be
obtained in this deterministic coherence distillation scheme.
Resource theory of coherence.–LetH represent the Hilbert
space of a d-dimensional quantum system. A particular basis
of H is denoted as {|i〉, i = 0, 1, · · · , d − 1}, which is chosen
according to the physical problem under discussion. Specif-
ically, a state is said to be incoherent if it is diagonal in the
basis. We represent the set of incoherent states as I. Any
state that cannot be written as a diagonal matrix is defined
as a coherent state. Note that the term coherent state here is
different from the canonical coherent state or the spin coher-
ent state [1]. For a pure state |ϕ〉, we will denote |ϕ〉〈ϕ| as ϕ,
i.e., ϕ := |ϕ〉〈ϕ| and we will denote |ϕdm〉 = 1√d
∑d−1
i=0 |i〉 as a
d-dimensional maximally coherent state.
A strictly incoherent operation is a completely positive
trace-preserving map, expressed as Λ(ρ) =
∑
n KnρK
†
n , where
the Kraus operators Kn satisfy not only
∑
n K
†
n Kn = I but
also KnIK†n ⊂ I and K†nIKn ⊂ I for Kn, i.e., each Kn as
well as K†n maps an incoherent state to an incoherent state.
With this definition, it is elementary to show that a projec-
tor is an incoherent operator if and only if it has the form
PI =
∑
i∈I |i〉〈i| with I ⊂ {0, 1, ..., d − 1}. In what follows, we
will denote PI as strictly incoherent projective operators. The
the dephasing map, which we will denote as ∆(·), is defined
as ∆ρ =
∑d−1
i=0 |i〉〈i|ρ|i〉〈i|.
Majorization and majorization lattice.– Majorization [32]
is a mathematical tool widely used in quantum informa-
tion theory [33–35]. For the n-dimensional probability dis-
tributions Pn, we say that a probability distribution p =
(p1, p2, ..., pn) is majorized by q = (q1, q2, ..., qn), in symbols
2p ≺ q, if there are∑li=1 p↓i ≤ ∑li=1 q↓i , for all 1 ≤ l ≤ n, where ↓
indicates that the elements are to be taken in descending order.
The majorization lattice [36–38] is a quadruple (Pn,≺,∨,∧).
Here ≺ is the relation introduced above. For every pair of
p, q ∈ Pn, p ∧ q is the unique greatest lower bound of p, q up
to a permutation transformation which is defined as a proba-
bility distribution, for every s ∈ Pn with s ≺ p, s ≺ q, then
there is s ≺ p ∧ q; and p ∨ q is the unique least upper bound
of p, q which is defined as a probability distribution for every
t ∈ Pn with p ≺ t and q ≺ t, then there is p ∨ q ≺ t. Sim-
ilarly, we write
∧S as the unique greatest lower bound of S
and
∨S as the unique least upper bound of S, where S is a
subset of Pn. Hereafter, we will apply majorization to density
operators and write ρ1 ≺ ρ2 if and only if the corresponding
majorization relation holds for the eigenvalues of ρ1 and ρ2.
And
∨S ≺ ρ means that the least upper bound (up to a uni-
tary transformation) of S is majorized by ρ.
Determined state transformation.–In the following, we will
give the necessary and sufficient condition for a state ρ can be
transformed into a pure coherent state |ϕ〉 via strictly incoher-
ent operations.
Theorem 1. We can transform a mixed state ρ into a pure
coherent state ϕ via strictly incoherent operations if and only
if there exists an orthogonal and complete set of incoherent
projectors {Pα} such that, for all α, there are
PαρPα
Tr(PαρPα)
= ψα and ∆ψα ≺ ∆ϕ, (1)
where ψα are all pure coherent states. In other words, there
exists {Pα} such that ∨
S ≺ ∆ϕ, (2)
where S is the set of {∆ψα}.
Proof. First, we show that ρ can be transformed into ϕ via
a strictly incoherent operation if and only if PρPt (superscript
t means transpose) can be transformed into ϕ via a strictly
incoherent operation with P being a permutation matrix.
For any two strictly incoherent operations Λ1 with Kraus
operators {K1n } and Λ2 with Kraus operators {K2m}, the opera-
tion Λ = Λ1 ◦ Λ2 is also a strictly incoherent operation with
Kraus operators {Kl = K1n K2m}, since we can easily verify it
by examining KlIK†l ⊆ I and K†l IKl ⊆ I. It is straightfor-
ward to verify that, for any permutation matrix, both P and its
inverse are strictly incoherent operations. With these knowl-
edge, it is easy to show that ρ can be transformed into ϕ via a
strictly incoherent operation if and only if PρPt can be trans-
formed into ϕ via a strictly incoherent operation. Hence, with-
out loss of generality, we let
ρ =
⊕
µ
pµρµ, (3)
corresponding to the Hilbert spaceH =⊕
µ
Hµ with each ρµ
being irreducible. Here, an irreducible matrix ρµ means that it
cannot be transformed into a block diagonal matrix by using
a permutation matrix.
Second, we show the if part of the theorem, i.e., if the state
ρ satisfies the condition in the theorem above, then we can
transform a mixed state ρ into a pure state ϕ via a strictly in-
coherent operation.
Let ρ be a state satisfying the condition in the theorem
above. Then, according to the result in Ref. [13, 33, 34] which
says that a pure coherent state |ψ〉 can be transformed into an-
other pure coherent state |ϕ〉 via strictly incoherent operations
if and only if there is ∆ψ ≺ ∆ϕ, we can always find strictly
incoherent operations Λα(·), which act on the support of Pα,
with Λα(·) = ∑n Knα(·)Knα†, such that
Λα(ψα) = ϕ,
for all α. With this result, we transform ρ into |ϕ〉 by using the
operation
Λ(·) =
⊕
α
Λα(·),
where the corresponding Kraus operators are
Kα,n = K
n
α ⊕ 0.
Here, 0 represents a square matrix with all its elements be-
ing zero. It is straightforward to show that Λ(·) is a strictly
incoherent operation.
Third, we show the only if part of the theorem, i.e., if ϕ can
be obtained from a state ρ via a strictly incoherent operation,
then the state ρ should satisfy the condition in the theorem
above.
Let us assume that we can obtain a pure coherent state ϕ
from a mixed state ρ by using a strictly incoherent operation
Λ(·). Then, there is
Λ(ρ) =
∑
n
KnρK
†
n = ϕ. (4)
Substituting Eq. (3) into (4), we can obtain that
Λ(ρ) =
∑
n,µ
pµKnρµK
†
n = ϕ. (5)
Since pure states are extreme points of the set of states, there
must be
KnρµK
†
n = qn,µϕ,
for all n and µ, where qn,µ = Tr(KnρµK
†
n ).
According to the definition of the strictly incoherent oper-
ations, there is at most one nonzero element in each column
(row) of a strictly incoherent Kraus operator. Thus, any Kn
can always be decomposed into
Kn = PpiK
D
n Pn, (6)
where the operator Ppi is a permutation matrix, KDn =
diag(a1, ..., an, 0, 0, ...) is a diagonal matrix with ai being
nonzero complex numbers, and Pn is a projective operator
corresponding to KDn , i.e., Pn = diag(1, ..., 1, 0, 0, ...). Let
3{pµ,i, |ψµ,i〉} be an arbitrary ensemble decomposition of ρµ.
Then, there is
KnρµK
†
n =
∑
µ,i
pµ,iPpiK
D
n Pnψµ,iPnK
D
n
†
P†pi. (7)
From Eqs. (5) and (7), we obtain that
Λ(ρ) =
∑
n,µ,i
pµpµ,iPpiK
D
n Pnψµ,iPnK
D
n
†
P†pi = ϕ.
Again, by using the fact that pure states are extreme points of
the set of states, we immediately obtain that
PpiK
D
n Pnψµ,iPnK
D
n
†
P
†
pi
Tr(PpiKDn Pnψµ,iPnKDn
†
P
†
pi)
= ϕ or 0, (8)
for all µ, i, and n. Clearly, |ψµ,i〉 are states of the subspaceHµ.
Thus, we only need to consider the projective operator Pn in
Eq. (6) corresponding to the subspace Hµ and we denoted it
as Pn,µ. Since Λ is a trace preserving map, we can get that∑
n K
†
n Kn = I and, furthermore,
∑
n Pn,µK
†
n KnPn,µ = Iµ with
Iµ being the identity matrix of the subspace Hµ. Here, since
every ρµ is irreducible, PpiKDn Pn|ψµ,i〉 cannot be a zero vector
at the same time.
From Eq. (8) and
∑
n Pn,µK
†
n KnPn,µ = Iµ, we get that
Pn,µψµ,iPn,µ = Pn,µψµ, jPn,µ or 0, (9)
for all i and j. Both these two cases mean that Pn,µρµPn,µTr(Pn,µρµPn,µ) is
a pure coherent state and we denoted it as ψn,µ for the sake
of simplicity. By using the condition that Λ(ρ) = ϕ and the
condition in Eq. (9), we immediately derive that
Λ(ψn,µ) = ϕ,
for every n and µ. Since the state ψn,µ can be transformed into
ϕ via a strictly incoherent operation if and only if ∆ψn,µ ≺ ∆ϕ,
we immediately obtain the conclusion in our theorem. This
completes the proof of the only if part. 
From Theorem 1, we infer the following corollary:
Corollary. We can transform ρ into a pure coherent state
ψ via strictly incoherent operations if and only if ψα are all
coherent states for some {Pα}.
Proof. The only if part follows directly from Theorem 1.
To prove the if part, without loss of generality, let us assume
that |ψα〉 = ∑dαi=1 cαi |i〉 with the number of cαi > 0 being dα ≥ 2,
and cα1 ≥ · · · ≥ cαdα . From the definition of the majorization
lattice, we can immediately obtain that
∨S ≺ ∨S′, where
S′ = {∆ψ′α} with |ψ′α〉 = cα1 |1〉 +
∑dα
i=2 c
α
i
|i〉. Noting that the set
S′ is an ordered set [32] and cα1 < 1, we then obtain that
∨S′
equals to one of ∆ψ′α and this corresponds to a coherent state
|ψ〉 where |ψ〉 = c1|1〉+ c2|2〉with 0 < c1 < 1. 
Deterministic coherence distillation.–Next, let us move to
the deterministic coherence distillation of a finite number of
coherent states.
Suppose that we have n coherent states
ρ1, ρ2, ..., ρn,
where ρ1, ρ2, ..., ρn are not necessarily identical and n is a fi-
nite number. The deterministic coherence distillation process
is the process that extracts pure coherent states from themwith
certainty. Here, we concentrate our discussion on the task that
extracts as more 2-dimensional maximally coherent state |ϕ2m〉
as possible from ρ1 ⊗ ρ2 ⊗ · · · ⊗ ρn via strictly incoherent op-
erations.
Based on the result above, we take the distillation procedure
as the following three steps (See Fig.1).
ρ
⊕
µ
pµρµ
ψ1
ψ2
ψn
ψ(S) ϕP
Π1
Π2
Πn
Λ˜1
Λ˜2
Λ˜n
Λ¯
FIG. 1. Schematic picture of the deterministic coherence transfor-
mation via strictly incoherent operations. Here, Πα = Pα · Pα for
incoherent projective operator Pα, ψ(S) is the pure coherent state
determined by
∨S, Λ˜α are the strictly incoherent operations such
that Λ˜α(ψα) = ψ, Λ¯ is the strictly incoherent operation such that
Λ¯(ψ) = ϕ, and all the others are the same as in the main text.
First, for the given ρ = ρ1 ⊗ ρ2 ⊗ · · ·⊗ ρn, we should transform
ρ into a block diagonal matrix.
To this end, one should calculate out the permutationmatrix
P that can transform ρ into a block diagonal matrix, i.e., the
permutation matrix P such that
P(ρ) = PρPt =
L⊕
µ=1
pµρµ
⊕
0, (10)
where each ρµ =
∑
i, j ρ
µ
i j
|i〉〈 j| (µ = 1, 2, · · · , n) is an irre-
ducible density operator defined on the dµ-dimensional sub-
space Hµ, pµ > 0 satisfies ∑Lµ=1 pµ = 1, and 0 represents a
square matrix of dimension d0 = d − ∑Lµ=1 dµ with all its ele-
ments being zero.
Second, we should calculate out an incoherent projective
operators set {Pα} in Theorem 1.
To this end, let us first introduce the following three matri-
ces, which are useful to obtain the corresponding {Pα}. For
ρ =
∑
i j ρi j|i〉〈 j|, we can define two matrices |ρ| and (∆ρ)−
1
2 ,
where |ρ| reads |ρ| = ∑i j |ρi j||i〉〈 j| and (∆ρ)− 12 is a diagonal
matrix with elements
(∆ρ)
− 12
ii
=
 ρ
− 12
ii
, if ρii , 0;
0, if ρii = 0.
Next, we recall the following matrix with the help of |ρ| and
(∆ρ)−
1
2
A = (∆ρ)− 12 |ρ|(∆ρ)− 12 . (11)
4A useful property of A is that all the elements of A are 1 if
and only if ρ is a pure coherent state [24]. By substituting the
expression in Eq. (10) into Eq. (11), we obtain that
A = (∆ρ)− 12 |ρ|(∆ρ)− 12 =
L⊕
µ=1
Aµ
⊕
0 ,
where Aµ = (∆ρµ)− 12 |ρµ|(∆ρµ)− 12 are also irreducible nonneg-
ative matrices. Next, we should find out all the maximally
dimensional principal submatrices Anµ of Aµ with all its ele-
ments being 1, where the maximal dimension means that the
dimension of Anµ cannot be enlarged. Let the corresponding
Hilbert subspaces of principal submatricesAnµ beHnµ spanned
by {|i1µ〉, |i2µ〉, · · · , |idnµ 〉} ⊂ {|0〉, |1〉, · · · , |d − 1〉}. Then, the cor-
responding incoherent projective operators are
Pα = |i1µ〉〈i1µ| + |i2µ〉〈i2µ| + · · · + |idnµ 〉〈idnµ |.
Performing {Pα} on the state ρ, we obtain {ψα}, i.e.,
PαρPα
Tr(PαρPα)
= ψα.
By the way, we note that the set of {Pα} in Theorem 1 is
not necessarily unique, and we denote the set of {∆ψα} corre-
sponding to the maximally dimensional principal submatrices
Anµ as Sm.
Third, we should calculate out the least upper bound of the
set Sm = {∆ψα}, i.e.,∨Sm.
Without loss of generality, suppose that |ψα〉 = ∑dni=1 ciα|i〉
and the corresponding probability distributions of |ψα〉 are
p
↓
α = (|c1α|2, |c2α|2, ..., |cdnα |2, 0, 0, ...0). Let us show how to calcu-
late out the least upper bound of Sm, i.e., ∨Sm. To this end,
we first define a probability distribution a = (a1, a2, ..., ad),
where
ai = max{
i∑
j=1
|c j1|2,
i∑
j=1
|c j2|2, ...,
i∑
j=1
|c j
L
|2} −
i−1∑
j=1
a j.
We note that the elements of a = (a1, a2, ..., ad) might not be in
nonincreasing order, i.e., it is not true in general that a j ≥ a j+1.
Apart from a, we also need the following lemma, which was
proved in Ref. [36].
Lemma. Let a = (a1, a2, ...ad) be a given probability dis-
tribution, and let j be the smallest integer in {2, ..., n} such
that a j > a j−1. Moreover, let i be the greatest integer in
{1, 2, ..., j − 1} such that ai−1 ≥
∑ j
r=i
ar
j−i+1 = a. Let the probability
distribution q = (q1, q2, ..., qd) be defined as
qr =
{
a, for r = i, i + 1, ..., j;
ar, otherwise.
Then for the probability distribution q, we have that qr−1 ≥
qr, for all r = 2, ..., j, and
∑k
s=1 qs ≥
∑k
s=1 as, k =
1, ..., d. Moreover, for all t = (t1, t2, ..., td) such that
∑k
s=1 ts ≥∑k
s=1 as, k = 1, ..., n, we also have
∑k
s=1 ts ≥
∑k
s=1 qs, k =
1, ..., n.
By using the definition of a and the iterate application of
the above Lemma, we can obtain the least upper bound of
Sm = {∆ψα}, i.e.,∨Sm and we denoted it as ∆ψ.
Without loss of generality, let the maximum number of ϕ2m
we can distill from ρ1⊗ρ2⊗· · ·⊗ρn be N. The generalization to
d > 2 is straightforward. From Theorem 1, this distillation can
be accomplished if the following majorization relation holds:
∆ψ ≺ diag(2−N , ..., 2−N , 0..., 0). (12)
The above relation can be fulfilled if and only if
‖ψ‖∞ ≤ 2−N , (13)
where ‖ · ‖∞ is the max norm on the matrix space. This can be
examined directly since if the first inequality of majorization
relation in Eq. (12) holds, then the other inequalities for Eq.
(12) are automatically satisfied.
Thus, the inequality in Eq. (13) gives the maximum num-
ber of 2-dimensionalmaximally coherent state that can be dis-
tilled from ρ1 ⊗ ρ2 ⊗ · · · ⊗ ρn and the maximum number is
Nmax = ⌊log2 ‖ψ‖−1∞ ⌋,
where ⌊x⌋ represents the largest integer equal to or less than x.
We can then summarize the above results as Theorem 2.
Theorem 2. The maximum number of 2-dimensional max-
imally coherent state that can distill from a set of states, such
as ρ1, ρ2, ..., ρn, is
Nmax = ⌊log2 ‖ψ‖−1∞ ⌋. (14)
In particular, if the states we chose are all pure coherent
states {|ϕγ〉} with γ = 1, ..., n, then the maximum number of 2-
dimensional maximally coherent state that we can be distilled
is Nmax = ⌊log2 ⊗nγ=1‖ϕγ‖−1∞ ⌋, which corresponds to the result
in [30]. This is reminiscent of the case of entanglement [35,
39, 40], where the deterministic entanglement distillation of
pure entangled states was studied.
We should note that there is a class of states that cannot
be distilled into any pure coherent state via strictly incoherent
operations. If we can transform ρ =
∑
i j ρi j|i〉〈 j| with the num-
ber of ρii , 0 being m into a pure coherent state |ϕ〉 = ∑i ci|i〉
with the number of ci , 0 being n via a strictly incoherent
operation, then the rank of ρ is at most m
n
. To see this, suppose
that we can distill a pure coherent state ϕ from ρ, according to
Theorem 1, there must be an orthogonal and complete set of
incoherent projectors {Pα} fulfilling the condition in Eq. (1).
Let the corresponding decomposition of the Hilbert space of
{Pα} be H =
⊕
α
Hα, where the dimension of Hα is dα, the
projections {Pα} of ρ onto eachHα are {ψα}, respectively, and
ρ =
∑l
i=1 λi|λi〉〈λi| is a spectral decomposition for ρ. Then,
there are
Pα|λi〉〈λi|Pα
Tr(Pα|λi〉〈λi|Pα) = ψα,
for all i = 1, ..., l, with |ψα〉 = ∑i ciα|i〉. This means that the
number, Dρ, of the linear independent vectors of the set {|λi〉}
must satisfy Dρ = l−∑α(dα − 1) ≤ m−∑α dα +∑α 1 = ∑α 1.
5From Theorem 1 and the definition of ∆ψα ≺ ∆ϕ, we can
obtain that the number of ciα , 0 is at least as many as that of
ci , 0. Thus, there is Dρ =
∑
α 1 ≤ mn .
In passing, we would like to point that the phenomenon of
bound coherence under strictly incoherent operations was un-
covered in Refs. [23, 27, 28] recently, i.e., there are coherent
states from which no coherence can be distilled via strictly in-
coherent operations in the asymptotic regime. The necessary
and sufficient condition for a state being bound state was pre-
sented in Refs. [27, 28]. Their result shows that a state is a
bound state if and only if it cannot contain any rank-one sub-
matrix. Comparing this result with the Corollary, we obtain
that, for any mixed state ρ, if we can transform it into a pure
coherent state |ϕ〉, then it cannot be a bound state. However,
in general, the converse is not true. Thus, the set of states that
can be transformed into a pure coherent state |ϕ〉 is a strictly
smaller set of the set of distillable states.
Conclusions.–We have completed the operational task of
deterministic coherence distillation for a finite number of co-
herent states under strictly incoherent operations. Specifically,
we have presented the necessary and sufficient condition for
the transformation from a mixed coherent state into a pure co-
herent state via strictly incoherent operations, which recovers
a connection between the resource theory of coherence and
the algebraic theory of majorization lattice. With the help of
this condition, we have presented the deterministic coherence
distillation scheme and we have derived the maximum num-
ber of maximally coherent states that can be obtained via this
scheme.
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