Abstract-Image quality assessment is one of the challenging field of digital image processing system. It can be done subjectively or objectively. PSNR is the most popular and widely used objective image quality metric but it is not correlate well with the subjective assessment. Thus, there are a lot of objective image quality metrics (IQM) developed in the past few decades to replace PSNR. This paper provides a literature review of the current subjective and objective image quality measures. The purpose of this paper is to collect reported quality metrics and group them according to their strategies and techniques.
I. INTRODUCTION
With the help of advanced technology in micro processor which provide faster computation with cheaper cost, digital imaging system has proliferated in the past few decades and become the most common form of image processing in 2000s. In a typical digital imaging system, the image is captured and transformed into digital signal by the sensor (in the camera). This raw digital image signal is then processed to reduce noise and compressed for storage or transmission. When the image is finally displayed on the screen to the end user, it might not be as same as the original version because it has been exposed to various kind of distortions. The sources of distortions could be ranged from motion blurring, gaussian noise, sensor inadequacy, compression, error during transmission and so on. It is very important for an digital imaging system to be able to predict the quality of the image, so that it can maintain, control and possibly enhance the quality of the image before storage or transmission. Hence, a realiable image quality metric (IQM) is very crucial in the development of image and video signal processing systems.
There are basically two types of image quality assessment (IQA) techniques, namely the subjective method, which involve human beings to evaluate the quality of the images, and the objective method, which compute the image quality automatically (please refer to Fig. 2 ). Since human beings are the ultimate users of most of the multimedia applications, subjective evaluation is perhaps the most accurate and reliable way of assessing the quality of an image. However, this method is too slow, inconvenient and expensive for practical usage. Thus, objective image quality metrics that can automatically predict the perceived image quality come in handy. The goal of the objective IQA research is thus to predict the quality of an image as closely as to the subjective assessment.
In the past few decades, a lot of works have been done on IQA. The rapid growth in the research of IQA is motivated by the area of applications below [1] : 1) IQM can be used to benchmark image and video processing system and algorithm, such as compression, restoration, denoising and deblurring techniques. For example, it's always the goal of the compression algorithm to achieve higher compression ratio at the desire level of quality. A reliable IQM can be used to determine which algorithm provide the best result. 2) IQM can be used to monitor image quality in the quality control systems. For example, in the video streaming application, IQM can be used to examine the quality of the video signal in transmission, so that the encoder can adjust its parameter accordingly to transmit optimum quality video signal using least amaunt of bandwidth. 3) IQM can be embedded into image and video processing system to optimize the algorithm and parameter settings. For example, in the visual communication system, it can help in setting optimal compression parameter at the encoder and optimize the reconstruction and denoising algorithm at the decoder.
In this paper, we collect various types of image quality metrics and group them according to their strategies and techniques. We focus on categorizing the objective IQM while briefly report the subjective metric.
The organization of this paper is given as follow. Section II describes the philosophy of image quality assessment. Section III describes the subjective IQA method, whereas section IV describes and summarizes the objective IQM. We conclude our paper in section VI.
II. DEFINITION OF IMAGE QUALITY
Historically, image quality is described in terms of the visibility of the distortions in an image, such as colour shifts, blurriness, Gaussian noise and blockiness. The most common way of modeling an image quality metric is therefore by quantification of the visibility of these distortions. For example, Just Noticeable Difference (JND) model by Sarnoff [2] predicts subjective rating of an image by examining the visibility of distortions. In [3] , Janssen has proposed a new philosophy for image quality. He regards image as carriers of visual information instead of two-dimensional signals, regards visual-cognitive processing as information processing rather than signal processing and regards image quality as image adequacy in the visual interaction process instead of visibility of distortions. Though this concept is interesting and seem [4] , [5] . The subject is asked to mark the impression of the image "A" and "B" on the scale. Either "A" or "B" is the source image while the other is the distorted version.
applicable, most of the works are still reported based on the former concept, due to its simplicity and good performance.
III. SUBJECTIVE EVALUATION
Most of the current subjective experiments for image quality assessment are done according to Rec. ITUR BT.500-10 [4] . In general, subjective evaluation of image quality could be double stimulus or single stimulus depending on the availability of the source (perfect quality) image. In double-stimulus methodology, subject is presented with the source and test images before evaluates their qualities on a linear quality scale as in Fig. 1 . There are several double-stimulus methodologies [4] based on how the source image is presented to the subject, including the Double-Stimulus Continuous Quality Scale (DSCQS) and Double-Stimulus impairment scale (DSIS). In single-stimulus methodology, the subject evaluates the quality of the test images on a linear quality scale without the source as reference. The scores evaluated by multiple subjects are averaged for each test image to obtain mean opinion score (MOS) and difference mean opinion score (DMOS) [4] , [5] after subject and outlier rejection for Single Stimulus and Double Stimulus methodology respectively. The subjective scores are used to evaluate the performance of the objective IQM in the next section. 5 publicly available subject-rated image databases, including LIVE database, Cornell A57 database, IVC database, Toyama database and TID2008 database, are listed in Table I together with their descriptions.
IV. OBJECTIVE METRIC
The objective IQA can be classified into full-reference (FR), reduced-reference (RF) and no-reference IQA based on the availability of the reference (ideal) image. In this paper, we are focusing on the FR objective image quality metric, where the quality of the distorted test images are obtained based on the comparison with the reference image which is assumed to be perfect in quality. Thus, the more appropriate term for the FR quality assessment is image "fidelity" measure. The image fidelity measures are grouped according to their strategies as in the following subsections. 
A. Mathematical metrics
In this approach, the image is regarded as a 2D signal, and the dissimilarity (or similarity) between the reference and the distorted images is calculated as distortion (or quality) measure. Minkowski metric, for example, calculate the L γ distance between the reference image x and distorted image y by:
where x i and y i are the i-th samples in image x and y respectively, N is the number of image samples, and γ is in the range of γ ∈ [1 ∞). For γ = 2, one obtains the well-known Mean Square Error (MSE) formula if ignoring the square root:
MSE and its variants such as peak signal-to-noise ratio (PSNR) are commonly used as objective IQM. PSNR is defined as:
where 255 is the maximum gray level of a 8bits/pixel monotonic image. Other mathematical distortion measures such as average difference, maximum difference, absolute error, Peak MSE, Laplacian MSE, etc can be found in [13] . In [13] , [14] , some correlation based measures that calculate the similarity between the reference and test images are described and compared. These metrics include structural content (SC), normalized cross-correlation (NCC), correlation quality, Czekanowski distance, etc. The major advantages of these metrics are its simplicity and mathematical tractability, but they are not correlating well with perceived quality measurement [15] , [16] because the Human Vision System (HVS) characteristics are not considered in their models.
B. HVS based metrics
In this approach, the error signal (difference between the reference and the test images) is normalized according to its Total of 982 colour images (779 test images) were derived from 29 high quality colour images, 7 experiments are done by different number of subjects (22.8 on average). Single-stimulus methodoly was used in 7 experimental session and another experiment was done using double-stimulus methodology [4] , [5] for realignment purpose.
IVC database [7] JPEG, JPEG2000, LAR coding and Blurring.
Total of 235 distorted images were generated from 10 original colour images, 15 subjects were involved in the evaluation using DSIS method [4] .
Toyama database [8] JPEG and JPEG2000. Total of 168 test images (84 for each distortions) were derived from 14 colour images, 16 subjects were involved in the evaluation using single-stimulus methodology [4] .
A57 database [9] JPEG, JPEG2000, JPEG2000 with DCQ algorithm, Gaussian Blur, White Noise and "Flat" allocation.
Total of 54 8-bitgrayscale test images were derived from 3 natural images and evaluated by 7 imaging expert subjects. In the experiment, subjects were instructed to arrange the distorted images such that the physical displacement between each distorted image and the original was linearly proportional to their subjective assessment of distortion [10] .
TID2008 database [11] 17 types of distortions including Gaussian Blur, Gaussian Noise, JPEG, JPEG2000, Mean shift, transmission error, etc.
Total of 1700 distorted images were derived from 25 reference images. MOS were obtained from experiments done by 838 subjects from three country (Finland, Italy, and Ukraine). The methodology used was pair-wise sorting where the subjects were required to choose the best image that visually differed less from the original between two distorted images [12] . visibility, as determined by psychophysics of human perception. Some of the HVS features that commonly used in IQM are:
1) contrast sensitivity function (CSF). Human perception is more sensitive to lower spatial frequency than higher one. Thus, some IQM models implement CSF as the low-pass (or band-pass) filter, and some implement CSF as weighting factors for subbands after frequency decomposition [1] . 2) luminance contrast sensitivity. Human eyes are sensitive to luminance contrast rather than the absolute luminance value. According to Weber's law, the ratio ΔL/L of just noticeable luminance difference ΔL and the luminance L is constant for a wide range of luminances. For low background luminance (e.g. dark), this ratio is increased as the background luminance decreased. This effect is modeled as luminance masking in various IQM [17] . 3) contrast masking. Contrast masking refers to the reduction in the visibility of one image component by the presence of another.
The general framework of the HVS based perceptual metric is shown in Fig. 3 . The HVS features described above are implemented at the pre-processing and the error normalization and masking stage. The "channel decomposition" stage is used to transform image pixel value into independent (or at least decorrelated) spatial subbands, as this can improve the performance of quality metric [18] . Some of the transforms proposed are cortex transform, steerable pyramid transform, wavelet transform and DCT transform. The details of other blocks in the framework is given in [1] .
The first attempt to use HVS in image fidelity measure is given by Mannos and Sakrison [19] , and extended by many other researchers. Some of the representative models include "visible differences predictor" by Daly [20] , model by Lubin [21] , DCT-based and Wavelet-based Metric by Watson [17] , "perceptual image distortion" by Teo and Heeger [22] and Just-Noticeable-Distortion (JND) model by Sarnoff [23] . A review of their metrics can be found in [24] .
Though this approach is nearly universal accepted, there are some limitations, such as complexity and nonlinearity of HVS and suprathreshold problem [25] .
C. Other Metrics
On the other hand, Wang et al. have proposed a new framework for the design of image quality measures in [25] and [26] , the structural similarity approach. In structural similarity approach, it is assumed that HVS is highly adapted to the natural scenes information, which is highly structured. Thus, a measure of structural information change (between the reference and the distorted image) should provide a good approximation to perceived image distortion. They formulate the structural similarity as mean of SSIM index [18] :
where {μ x , σ x } and {μ y , σ y } denote the mean intensity and standard deviation set of image block x and image block y, respectively, while σ xy denote their cross correlation. C 1 and C 2 are small constants value to avoid instability problem when the denominator is too close to zero.
In [27] , [28] , the mutual information between the test and the reference images, is quantized to relate with visual quality, in which they called it visual fidelity information (VIF). A review of the recent works by Wang and Sheikh et al. can be found in [16] .
V. CONCLUSION
This paper provides literature review of the current state-ofthe-art image quality assessment. The methodology of subjective IQA and the image database that available to public are briefly overviewed. The objective quality metric discussed here are focused on the full-reference IQM, where the reference image is available to compute the distortion level of the test image. The definition of the image quality is discussed in this paper as well, as this can affect the design of the quality metric. A lot of mathematical metrics are defined by regarding IQA simply as 2D signal processing. Though of its simplicity, this method is not correlated well with the perceptual quality. By incorporating the HVS features into the metric, the performance of the IQM can be improved. A lot of HVS-based metrics have been proposed, trying to model the HVS into mathematical form, and normalize the error signal according to its visibility. HVS-based metric give a better correlation with the human perception but face some problems like complexity in design and difficulty in setting threshold for the visibility. Structural similarity on the other hand has model the IQA as the change in structural information in the image. It has low computation complexity and yet correlate well with subjective rating. There are some other metrics that have been proposed recently by defining image quality in other ways, such as in term of information carrier, communication theory, etc. Some of the future works that can be done on IQA including a faster and more accurate image fidelity prediction, no-reference quality assessment, modification of these algorithms for video quality assessment, etc.
