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Abstract
In this paper, the estimation problems of eigenvalues of sum, difference, and tensor product of matrices
over quaternion division algebra are studied. A pair of inequalities about eigenvalues of self-conjugate
quaternion matrix is established, the famous Brauer Theorem is generalized to quaternion division algebra
and the form of Cassini Theorem over quaternion division algebra is also worked out successfully.
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1. Introduction and symbols
In recent years, the algebra problem over quaternion division algebra has drawn the attention
of researchers of mathematics and physics. Many problems of quaternion division algebra have
been studied, such as polynomial, determinant, eigenvalues, and system of quaternion matrices
equations and so on. It is not easy to study quaternion algebra problems because of the non-
commutative multiplication of quaternions [1,2]. However, quaternion algebra theory is getting
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more and more important. In many fields of applied science, such as physics, figure and pattern
recognition, space telemetry and so forth [3–8], people start making use of quaternion algebra
theory to resolve some actual problems. Therefore, it is necessary make a further study about
quaternion algebra theory.
As a field of algebra research, quaternion matrices have been studied widely. A lot of research
papers are published in various journals each year and different methods are used for different
purposes [9–15], and the study of quaternion matrices is still developing. In this paper, we worked
some quaternion algebra problems out theoretically; we get a pair of inequalities about eigenvalues
of sum and difference of self-conjugate quaternion matrices and worked the form of Brauer
Theorem and Cassini Theorem out over quaternion division algebra.
Throughout this paper, we use a set of notation and terminology. R denotes set of real num-
ber. C denotes set of complex. H denotes set of real quaternion. A = (aij )n×n denotes a n × n
quaternion matrix. Rn×n and Hn×n denote n × n matrices set over R and H , respectively. A∗
denotes conjugated transpose of quaternion matrix A. a = a0 + a1i + a2j + a3k denotes a real
quaternion (where a0, a1, a2, a3 are real numbers). α and In denote quaternion column vector
and n × n unit matrix over H , respectively. Re(a) denotes real part of a. a∗ denotes conjugated
quaternion of a. α∗ denotes conjugated transpose of quaternion vector α. N(a) = √a∗a = √aa∗
and N(α) = √α∗α denote the norm of quaternion a and quaternion vector α, respectively.
2. Some definitions and lemmas
Definition 1. Let A ∈ Hn×n be given. If A∗ = A, then A is a self-conjugate matrix over quater-
nion field. The set of self-conjugate quaternion matrix is remarked by H(n, ∗).
Definition 2. Let A ∈ Hn×n be given. If A∗A = AA∗ = In then A is a unitary matrix over qua-
ternion field. The set of quaternion unitary matrix is remarked by H(n, u).
Definition 3. Let A ∈ Hn×n be given. Then,∑ni=1 aii is said to be trace of quaternion matrix A,
That is Tr(A) =∑ni=1 aii .
Definition 4. Let a be a given quaternion and let ε be a positive real number. The set  =
{z|N(z − a)  ε} is said to be a generalized spherical neighborhood with center a and radius ε.
Lemma 1 [1]. Let A ∈ Hn×n be given. Then, A is a self-conjugate quaternion matrix if and only
if there is a unitary matrix U ∈ H(n, u) and a real diagonal matrix diag(λ1, λ2, . . . , λn) such
that
U∗AU = diag(λ1, λ2, . . . , λn), (2.1)
where λ1, λ2, . . . , λn ∈ R are eigenvalues of A.
Lemma 2. Let A ∈ H(n, ∗) be given. Then, for any matrix U ∈ H(n, u), we have TrA =
Tr(UAU∗).
Proof. For any matrix U ∈ H(n, u), we have
n∑
i=1
uiju
∗
ij =
n∑
i=1
N2(uij ) = 1 (j = 1, 2, . . . , n), (2.2)
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n∑
j=1
uiju
∗
ij =
n∑
j=1
N2(uij ) = 1 (i = 1, 2, . . . , n). (2.3)
According to Definition 3 and definition of multiplication of matrices, we have
Tr(A) = Tr(UAU∗).  (2.4)
Lemma 3. Let A ∈ H(n, ∗) be given. Then, for real number t  Infα∈Hn×1
{
− α∗Aα
N2(α)
}
, A + tIn
is a positive definite matrix.
Proof. If
t  Infα∈Hn×1
{
− α
∗Aα
N2(α)
}
, (2.5)
then, for any quaternion vector α ∈ H 1×n, we have
α∗(tIn + A)α = t (α∗Inα) + (α∗Aα) = tN2(α) + α∗Aα > 0, (2.6)
According to definition of positive definite quaternion matrix, (2.6) demonstrates the validity
of Lemma 3. 
Lemma 4 [9]. For any quaternion sequences z1, z2, . . . , zn ∈ H and w1, w2, . . . , wn ∈ H, we
can get generalization Schwarz inequality over quaternion field as follows:
N2
(
n∑
k=1
zkwk
)

(
n∑
k=1
N2(zk)
)(
n∑
k=1
N2(wk)
)
. (2.7)
Proof. In [9], Lemma 4 has already been proved. So, we omit it here. 
Now we state and prove our main results.
3. A pair of inequalities about quaternion matrices eigenvalues
Theorem 1. Let A ∈ H(n, ∗), C ∈ H(n, ∗), and B = C − A. Their eigenvalues are α1  α2 
· · ·  αn, β1  β2  · · ·  β, γ1  γ2  · · ·  γn, where the αi ’s are eigenvalues of A, the
βi ’s are eigenvalues of B and the γi ’s are eigenvalues of C. If A and C are commutative,
then,
∑n
i=1 β2i 
∑n
i=1(γi − αi)2.
Proof. (i) Let A be a positive definite quaternion matrix. Since A ∈ H(n, ∗) and C ∈ H(n, ∗), it
is easy to get B ∈ H(n, ∗). Then there exist unitary matrices U1, U2, U3 such that
U∗1 AU1 = diag(α1, α2, . . . , αn), (3.1)
U∗2 BU2 = diag(β1, β2, . . . , βn), (3.2)
U∗3 CU3 = diag(γ1, γ2, . . . , γn), (3.3)
where αi > 0 (i = 1, 2, . . . , n). Obviously,
Tr(B2) = Tr[U2 diag(β1, β2, . . . , βn)U∗2 U2 diag(β1, β2, . . . , βn)U∗2 ]
= Tr[U2 diag(β21 , β22 , . . . , β2n)U∗2 ]
=
n∑
i=1
β2i . (3.4)
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Similarly
Tr(A2) =
n∑
i=1
α2i , Tr(C
2) =
n∑
i=1
γ 2i . (3.5)
Meanwhile
Tr(B2) = Tr(A2 − AC − CA + C2) =
n∑
i=1
α2i +
n∑
i=1
γ 2i − Tr(AC) − Tr(CA). (3.6)
Since A and C are commutative, so, Tr(AC) = Tr(CA) and
Tr(B2) = Tr(A2 − AC − CA + C2) =
n∑
i=1
α2i +
n∑
i=1
γ 2i − 2Tr(AC). (3.7)
In order to prove
∑n
i=1 β2i 
∑
(γi − αi)2, it is sufficient to show Tr(AC) ∑ni=1 αiγi
Since
Tr(AC) = Tr[U1 diag(α1, α2, . . . , αn)U∗1 U3 diag(γ1, γ2, . . . , γn)U∗3 ] (3.8)
and
U∗1 ACU1 = diag(α1, α2, . . . , αn)U∗1 U3diag(γ1, γ2, . . . , γn)U∗3 U1, (3.9)
Obviously, U = U∗1 U3 = (uij )n×n is a unitary matrix, then
n∑
i=1
uiju
∗
ij =
n∑
i=1
N2(uij ) = 1 (j = 1, 2, . . . , n), (3.10)
n∑
j=1
uiju
∗
ij =
n∑
i=1
N2(uij ) = 1 (i = 1, 2, . . . , n). (3.11)
Since (AC)∗ = C∗A∗ = CA and AC = CA, then, (AC)∗ = AC where AC ∈ H(n, ∗). Accord-
ing to Lemma 2, we have Tr(AC) = Tr(U∗1 ACU1) and
Tr(AC) = Tr[diag(α1, α2, . . . , αn)U diag(γ1, γ2, . . . , γn)U∗]
= (α1, α2, . . . , αn)
⎛
⎜⎜⎝
N2(u11) N2(u12) · · · N2(u1n)
N2(u21) N2(u22) · · · N2(u2n)
· · · · · · · · · · · ·
N2(un1) N2(un2) · · · N2(unn)
⎞
⎟⎟⎠
⎛
⎜⎜⎜⎝
γ1
γ2
...
γn
⎞
⎟⎟⎟⎠ . (3.12)
We let⎛
⎜⎜⎜⎝
ξ1
ξ2
...
ξn
⎞
⎟⎟⎟⎠ =
⎛
⎜⎜⎝
N2(u11) N2(u12) · · · N2(u1n)
N2(u21) N2(u22) · · · N2(u2n)
· · · · · · · · · · · ·
N2(un1) N2(un2) · · · N2(unn)
⎞
⎟⎟⎠
⎛
⎜⎜⎜⎝
γ1
γ2
...
γn
⎞
⎟⎟⎟⎠ , (3.13)
then it is easy to get
n∑
i=1
ξi =
n∑
i=1
γi. (3.14)
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For any k (1  k < n), we have
k∑
i=1
ξi =
k∑
i=1
n∑
j=1
N2(uij )γj
=
k∑
i=1
γi −
k∑
i=1
⎛
⎝1 − k∑
j=1
N2(uij )
⎞
⎠ γi + k∑
i=1
n∑
j=k+1
N2(uij )γj

k∑
i=1
γi − γk
k∑
i=1
⎛
⎝1 − k∑
j=1
N2(uij )
⎞
⎠+ γk k∑
i=1
n∑
j=k+1
N2(uij )
=
k∑
i=1
γi − γk
k∑
i=1
⎛
⎝1 − k∑
j=1
N2(uij )
⎞
⎠+ γk
⎛
⎝1 − k∑
j=1
N2(uij )
⎞
⎠
=
k∑
i=1
γi. (3.15)
So, according to (3.12) and (3.13) and αi > 0 (i = 1, 2, . . . , n), we have
Tr(AC) =
n∑
i=1
αiξi 
n∑
i=1
αiγi . (3.16)
So,
∑n
i=1 β2i 
∑n
i=1(γi − αi)2.
(ii) Let A be a non-positive definite quaternion matrix. According to Lemma 3, there exists a
sufficiently large real number d > 0, such that A + dIn is a positive definite quaternion matrix.
Then, according to (i), we have
n∑
i=1
(βi − d)2 
n∑
i=1
[γi − (αi + d)]2, (3.17)
Furthermore
n∑
i=1
βi = Tr(B) = Tr(C − A) =
n∑
i=1
(γi − αi). (3.18)
Thus, the result holds and proof is completed. 
Theorem 2. Let A ∈ H(n, ∗), C ∈ H(n, ∗), and B = A + C. Their eigenvalues are α1  α2 
· · ·  αn, β1  β2  · · ·  β, γ1  γ2  · · ·  γn, where the αi ’s are eigenvalues of A, the βi ’s
are eigenvalues of B and the γi ’s are eigenvalues of C. If A and C are commutative, then∑n
i=1 β2i 
∑n
i=1(γi + αi)2 holds.
Proof. In the same way above, we can finish the proof of Theorem 2. So, we omit it here. 
By the discussion above, we get the relationships between eigenvalues of sum and difference of
two quaternion matrices. In the next section, we discuss the distribution and estimation problems
about eigenvalues of quaternion matrices, some important theorems which hold on complex field
will be generalized to quaternion field.
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4. Generalized Gerschgorin Theorem, Brauer Theorem, and Cassini Theorem over quaternion
division algebra
Recently, the form of the famous Gerschgorin Theorem was studied over the quaternion field
[9], it solved some distribution and estimation problems of eigenvalues of quaternion matrices. We
remark it here that Brauer Theorem and Cassini Theorem about complex matrices were studied
in literature [17,18]. They solve the problems of the distribution and estimation of eigenvalues
of tensor product of complex matrices. But there is no literature to discuss the form of Brauer
Theorem over quaternion field. In this section, for the sake of applications, we first show the
generalized Gerschgorin Theorem [9], then generalize the Brauer Theorem from complex field
to the quaternion field. Finally, the form of Cassini Theorem over the quaternion field is worked
out also.
Theorem 3 [9] (The generalized Gerschgorin Theorem). Let A = (aij ) ∈ Hn×n. Then all eigen-
values of A are located in the union of n generalized spherical neighborhoods
n⋃
i=1
{
z ∈ H |N(z − aii) 
√
n − 1Ri
}
, i = 1, 2 . . . , n, (4.1)
where Ri =
√∑n
j=1
j /=i
N2(aij ).
We can find the proof of Theorem 3 in [9]. It can be seen that all the eigenvalues of A must lie
in the set of n generalized spherical neighborhoods with central aii and radius
√
n − 1Ri.
Theorem 4 (The generalized Brauer Theorem). Let A = (aij ) ∈ Hn×n. Then, all eigenvalues of
A are located in the union of n(n−1)2 generalized oval neighborhoods
n⋃
ı,j=1
i /=j
{z ∈ H |N(z − aii)N(z − ajj )  RiRj }, i, j = 1, 2, . . . n, i /= j, (4.2)
where Ri =∑nj=1
j /=i
N(aij ).
Proof. If λ is an eigenvalue of A, then
AX = λX, (4.3)
where 0 /= X = (X1, X2, . . . , Xn)T ∈ Hn×1 is an eigenvector of A corresponding to λ. If we let
N(Xp) = max N(Xi), i = 1, 2, . . . , n, then Xp /= 0. Obviously, if the other entries of quaternion
vector X are zero, then the result holds naturally. If there are at least two entries of vector X
are nonzero, then we let N(Xp) = max N(Xi) and N(Xq) = max N(Xi), i /= p. So, we have
Xp /= 0, Xq /= 0 and N(Xp)  N(Xq)  N(Xi). Since AX = λX, then
Xp(λ − app) =
n∑
j=1
j /=p
apjXj . (4.4)
J. Wu et al. / Linear Algebra and its Applications 428 (2008) 3023–3033 3029
This means
N(Xp)N(λ − app) = N
⎛
⎜⎝ n∑
j=1
j /=p
apjXj
⎞
⎟⎠ (4.5)
and
N(Xp)N(λ − app) 
n∑
j=1
j /=p
N(apj )N(Xj ) 
n∑
j=1
j /=p
N(apj )N(Xq) = RiN(Xq).
Therefore
N(λ − app)  N(Xq)
N(Xp)
RP . (4.6)
Meanwhile, we also have
Xq(λ − aqq) =
n∑
j=1
j /=q
aqjXj . (4.7)
Then
N(λ − aqq)  N(Xp)
N(Xq)
Rq. (4.8)
It is easy to get
N(λ − app)N(λ − aqq)  N(Xq)
N(Xp)
Rp
N(Xp)
N(Xq)
Rq = RpRq, (4.9)
that is
N(λ − aii)N(λ − ajj )  RiRj , i, j = 1, 2, . . . n, i /= j, (4.10)
where Ri =∑nj=1
j /=i
N(aij ). So, the proof is completed. 
According to Theorem 4, the follow Corollary is easy to be proved:
Corollary 1. LetA = (aij ) ∈ Hn×n andN(aii)N(ajj ) > RiRj , i, j = 1, 2, . . . , n, i /= j.Then,
all the eigenvalues of A are nonzero.
Theorem 5. Let A = (aij ) ∈ Hn×n and let λ be eigenvalue of A. Then, conjugated quaternion
λ• of eigenvalue λ is located in the union of n(n−1)2 generalized oval neighborhoods
n⋃
i,j=1
i /=j
{z ∈ H |N(z − aii)N(z − ajj )  CiCj }, i, j = 1, 2, . . . , n, i /= j, (4.11)
where Ci =∑nj=1
j /=i
N(aji).
Proof. According to the proof method of Theorem 4, we can prove Theorem 5, so we leave it to
the readers. 
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Theorem 6. Let A = (aij ) ∈ Hn×n be a central closed matrix [10]. Then all the eigenvalues of
A are located in the union of n(n−1)2 generalized oval neighborhoods
n⋃
i,j=1
i /=j
{z ∈ H |N(z − aii)N(z − ajj )  CiCj }, i, j = 1, 2, . . . , n, i /= j, (4.12)
where Ci =∑nj=1
j /=i
N(aji).
Proof. Since A = (aij ) ∈ Hn×n be a central closed matrix, if λ be an eigenvalue of A, then
λ ∈ R. According to Theorem 5, we have Theorem 6. 
Theorem 7. Let A = (aij ) ∈ Hn×n be a central closed quaternion matrix. Then, for any real
number α (0  α  1), all eigenvalues of A are located in the union of n(n−1)2 generalization
oval neighborhoods
n⋃
i,j=1
i /=j
{z ∈ H |N(z − aii)N(z − ajj )  Rαi Rαj C1−αi C1−αj },
i, j = 1, 2, . . . , n, i /= j, (4.13)
where Ri =∑nj=1
j /=i
N(aij ), Ci =∑nj=1
j /=i
N(aji).
Proof. Let λ is an eigenvalue of A. Then, according to Theorems 4 and 6, we have
n⋃
i,j=1
i /=j
{z ∈ H |N(z − aii)N(z − ajj )  RiRj }, (4.14)
n⋃
i,j=1
i /=j
{z ∈ H |N(z − aii)N(z − ajj )  CiCj }. (4.15)
So, for any real number α (0  α  1), we have
Nα(λ − aii)Nα(λ − ajj )  Rαi Rαj (i, j = 1, 2, . . . , n, i /= j), (4.16)
N1−α(λ − aii)N1−α(λ − ajj )  R1−αi R1−αj (i, j = 1, 2, . . . , n, i /= j). (4.17)
Hence
N(z − aii)N(z − ajj )  Rαi Rαj C1−αi C1−αj . (4.18)
Thus, eigenvalues of A are located in the union of n(n−1)2 generalized oval neighborhoods. That is
λ ∈
n⋃
i,j=1
i /=j
{z ∈ H |N(z − aii)N(z − ajj )  Rαi Rαj C1−αi C1−αj },
i, j = 1, 2, . . . , n, i /= j. (4.19)
where Ri =∑nj=1
j /=i
N(aij ), Ci =∑nj=1
j /=i
N(aji). 
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Literature [17,18] discussed the Cassini Theorem about the eigenvalues of complex matrix.
Based on Theorems 3 and 4, we can get the form of Cassini Theorem over the quaternion field.
Before stating Theorems 8 and 9, we denote the set of eigenvalues of A by λ(A).
Theorem 8 (The generalized Cassini Theorem I). Let A = (aij ) ∈ Hn×n be a central closed
matrix and let B = (bij ) ∈ Rm×m be a real symmetric matrix. Then the eigenvalues λ(A ⊗ B) of
tensor product A ⊗ B belong to the set
n⋃
i=1
{
z ∈ H |N(z − aii) 
√
n − 1Ri
}
·
m⋃
j=1
{z ∈ H |N(z − bjj ) 
√
n − 1Rj }.
Proof. Let λ(A) = {λ1, λ2, . . . , λm} and λ(B) = {μ1, μ2, . . . , μn} be the set of eigenvalues of
A and B, respectively. Then, according to Theorem 3, we have
λi ∈
n⋃
i=1
{
z ∈ H |N(z − aii) 
√
n − 1Ri
}
,
where Ri =
√∑
j /=i
N2(aij ), i = 1, 2, . . . , m, (4.20)
μj ∈
m⋃
j=1
{
z ∈ H |N(z − bjj ) 
√
n − 1Rj
}
,
where Rj =
√∑
i /=j
N2(aij ), j = 1, 2, . . . , n. (4.21)
Meanwhile
λ(A ⊗ B) = {λiμj |i = 1, 2, . . . , n, j = 1, 2, . . . , m}, (4.22)
therefore
λ(A ⊗ B) ∈
n⋃
i=1
{
z ∈ H |N(z − aii) 
√
n − 1Ri
}
·
m⋃
j=1
{
z ∈ H |N(z − bjj ) 
√
n − 1Rj
}
, (4.23)
where
⋃n
i=1
{
z ∈ H |N(z − aii) 
√
n − 1Ri
} ·⋃mj=1 {z ∈ H |N(z − bjj )  √n − 1Rj} is the
set of the product of quaternions which are located in the generalized spherical neighborhoods
with the centers aii and bjj , respectively. 
Theorem 9 (The generalized Cassini Theorem II). Let A = (aij ) ∈ Hn×n be central closed matrix
and let B = (bij ) ∈ Rm×m be real symmetric matrix. Then the eigenvalues λ(A ⊗ B) of tensor
product A ⊗ B belong to the set
3032 J. Wu et al. / Linear Algebra and its Applications 428 (2008) 3023–3033
n⋃
i,j=1
i /=j
{z ∈ H |N(z − aii)N(z − ajj )  RiRj }
·
m⋃
i,j=1
i /=j
{z ∈ H |N(z − bii)N(z − bjj )  R′iR′j }.
Proof. According to the proof method of Theorem 8, we can prove Theorem 9, so we omit it. 
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