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1 Introduction
Variational symmetries are defined by parameter transformations that keep a
problem of the calculus of variations or optimal control invariant [28, 35, 51].
Their importance, as recognized by Noether in 1918, is connected with the
existence of conservation laws that can be used to reduce the order of the Euler-
Lagrange differential equations [21, 27, 50]. Noether’s symmetry theorem is
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nowadays recognized as one of the most beautiful results of the calculus of
variations and optimal control [14, 49, 52].
In 1967 a direct method for the problems of the calculus of variations, which
allow to obtain absolute extremizers directly, without using the Euler-Lagrange
equations, was introduced by George Leitmann [34, 36, 37]. Time as shown that
Leitmann’s method is a general and fruitful principle that can be applied with
success to a myriad of different classes of problems [8, 9, 10, 11, 38, 39, 40].
Interestingly, it turns out that Leitmann’s and Noether’s principles are closely
connected [48, 53].
The fractional calculus is an area of current strong research with many differ-
ent and important applications [31, 43, 45, 47]. In the last years its importance
in the calculus of variations and optimal control has been perceived, and a
fractional variational theory began to be developed by several different authors
[1, 7, 12, 18, 19, 29, 44, 46]. Most part of the results in this direction make
use of fractional derivatives in the sense of Riemann-Liouville [7, 18, 23, 25, 44],
FALVA [19, 20, 22], or Caputo [1, 5, 24]. In 2007 generalized Euler-Lagrange
fractional equations and transversality conditions were studied for variational
problems defined in terms of Riesz fractional derivatives [2]. In this paper we de-
velop further the theory by obtaining a fractional version of Noether’s symmetry
theorem for variational problems with Riesz-Caputo derivatives (Theorems 24
and 35). Both fractional problems of the calculus of variations and optimal
control are considered.
We finish this introduction comparing in some details the results here ob-
tained with the ones of references [18, 19, 20].
In [18] a (α, β) fractional derivative is considered, which involves a right frac-
tional derivative of order α and a left fractional derivative of order β combined
using a complex number γ. The (α, β) fractional derivative is useful when one
needs to deal with complex valued functions. In our paper we consider real
valued functions only. Moreover, we consider left and right derivatives in the
sense of Caputo, while the (α, β) derivative in [18] is defined via left and right
Riemann-Liouville derivatives. The advantage of using the Riesz symmetrized
Caputo fractional derivative instead of the (α, β) derivative in [18] is that Ca-
puto derivatives allow us to use the standard boundary conditions of the calculus
of variations, which explains why they are more popular in engineer and physics.
In our paper we consider problems of the calculus of variations for functions
with one independent variable. Paper [19] initiates a new area of fractional vari-
ational calculus by proposing a fractional variational theory involving multiple
integrals. Some important consequences of such theory in mechanical problems
involving dissipative systems with infinitely many degrees of freedom are given
in [19], but a formal theory for that is missing. Generalization of our present re-
sults to multiple fractional variational integrals is an interesting and challenging
open question. The recent results proved in [3] may be useful to that objective.
The results of [20] are for fractional Riemann-Liouville cost integrals that
depend on a parameter α but not on fractional-order derivatives of order α as
we do here: the variational problems of [20] are defined for Lagrangians that
depend on the classical derivative, while here we deal with fractional derivatives.
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2 Preliminaries on Fractional Calculus
In this section we fix notations by collecting the definitions of fractional deriva-
tives in the sense of Riemann-Liouville, Caputo, and Riesz [2, 43, 45, 47].
Definition 1 (Riemann-Liouville fractional integrals). Let f be a continuous
function in the interval [a, b]. For t ∈ [a, b], the left Riemann-Liouville fractional
integral aI
α
t f(t) and the right Riemann-Liouville fractional integral tI
α
b f(t) of
order α, α > 0, are defined by
aI
α
t f(t) =
1
Γ(α)
∫ t
a
(t− θ)α−1f(θ)dθ , (1)
tI
α
b f(t) =
1
Γ(α)
∫ b
t
(θ − t)α−1f(θ)dθ , (2)
where Γ is the Euler gamma function.
Definition 2 (Riesz fractional integral). Let f be a continuous function in the
interval [a, b]. For t ∈ [a, b], the Riesz fractional integral Ra I
α
b f(t) of order α,
α > 0, is defined by
R
a I
α
b f(t) =
1
2Γ(α)
∫ b
a
|t− θ|α−1f(θ)dθ . (3)
Remark 3. From equations (1)–(3) it follows that
R
a I
α
b f(t) =
1
2
[aI
α
t f(t) +t I
α
b f(t)] . (4)
Definition 4 (fractional derivative in the sense of Riemann-Liouville). Let f
be a continuous function in the interval [a, b]. For t ∈ [a, b], the left Riemann-
Liouville fractional derivative aD
α
t f(t) and the right Riemann-Liouville frac-
tional derivative tD
α
b f(t) of order α are defined by
aD
α
t f(t) = D
n
aI
n−α
t f(t) =
1
Γ(n− α)
(
d
dt
)n ∫ t
a
(t− θ)n−α−1f(θ)dθ , (5)
tD
α
b f(t) = (−D)
n
tI
n−α
b f(t) =
1
Γ(n− α)
(
−
d
dt
)n ∫ b
t
(θ − t)n−α−1f(θ)dθ , (6)
where n ∈ N is such that n− 1 ≤ α < n, and D is the usual derivative.
Definition 5 (fractional derivative in the sense of Caputo). Let f be a con-
tinuous function in [a, b]. For t ∈ [a, b], the left Caputo fractional derivative
C
aD
α
t f(t) and the right Caputo fractional derivative
C
t D
α
b f(t) of order α are
defined in the following way:
C
aD
α
t f(t) = aI
n−α
t D
nf(t) =
1
Γ(n− α)
∫ t
a
(t− θ)n−α−1
(
d
dθ
)n
f(θ)dθ , (7)
C
t D
α
b f(t) = tI
n−α
b (−D)
nf(t) =
1
Γ(n− α)
∫ b
t
(θ − t)n−α−1
(
−
d
dθ
)n
f(θ)dθ ,
(8)
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where n ∈ N is such that n− 1 ≤ α < n.
Definition 6 (fractional derivatives in the sense of Riesz and Riesz-Caputo).
Let f be a continuous function in [a, b]. For t ∈ [a, b], the Riesz fractional deriva-
tive RaD
α
b f(t) and the Riesz-Caputo fractional derivative
RC
a D
α
b f(t) of order α
are defined by
R
aD
α
b f(t) = D
nR
a I
n−α
t f(t) =
1
Γ(n− α)
(
d
dt
)n ∫ b
a
|t− θ|n−α−1f(θ)dθ , (9)
RC
a D
α
b f(t) =
R
a I
n−α
t D
nf(t) =
1
Γ(n− α)
∫ b
a
|t− θ|n−α−1
(
d
dθ
)n
f(θ)dθ , (10)
where n ∈ N is such that n− 1 ≤ α < n.
Remark 7. Using equations (4) and (5)–(10) it follows that
R
aD
α
b f(t) =
1
2
[aD
α
t f(t) + (−1)
n
tD
α
b f(t)]
and
RC
a D
α
b f(t) =
1
2
[
C
aD
α
t f(t) + (−1)
n C
t D
α
b f(t)
]
.
In the particular case 0 < α < 1, we have:
R
aD
α
b f(t) =
1
2
[aD
α
t f(t)− tD
α
b f(t)] (11)
and
RC
a D
α
b f(t) =
1
2
[
C
aD
α
t f(t)−
C
t D
α
b f(t)
]
. (12)
Remark 8. If α = 1, equalities (5)–(8) give the classical derivatives:
aD
1
t f(t) =
C
aD
1
t f(t) =
d
dt
f(t) , tD
1
bf(t) =
C
t D
1
bf(t) = −
d
dt
f(t) .
Substituting these quantities into (11) and (12), we obtain that
R
aD
1
bf(t) =
RC
a D
1
bf(t) =
d
dt
f(t) .
3 Main Results
In 2007 a formulation of the Euler-Lagrange equations was given for problems of
the calculus of variations with fractional derivatives in the sense of Riesz-Caputo
[2]. Here we prove a fractional version of Noether’s theorem valid along the
Riesz-Caputo fractional Euler-Lagrange extremals [2]. For that we introduce an
appropriate fractional operator that allow us to generalize the classical concept
of conservation law. Under the extended fractional notion of conservation law
we begin by proving in §3.1 a fractional Noether theorem without changing
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the time variable t, i.e., without transformation of the independent variable
(Theorem 21). In §3.2 we proceed with a time-reparameterization to obtain
the fractional Noether’s theorem in its general form (Theorem 24). Finally, in
§3.3 we consider more general fractional optimal control problems in the sense
of Riesz-Caputo, obtaining the corresponding fractional Noether’s theorem in
Hamiltonian form (Theorem 35).
3.1 On the Riesz-Caputo conservation of momentum
We begin by defining the fractional functional under consideration.
Problem 9 (The fractional problem of the calculus of variations in the sense of
Riesz-Caputo). The fractional problem of the calculus of variations in the sense
of Riesz-Caputo consists to find the stationary functions of the functional
I[q(·)] =
∫ b
a
L
(
t, q(t),RCa D
α
b q(t)
)
dt , (13)
where [a, b] ⊂ R, a < b, 0 < α < 1, and the admissible functions q : t 7→ q(t)
and the Lagrangian L : (t, q, vl) 7→ L(t, q, vl) are assumed to be functions of class
C2:
q(·) ∈ C2 ([a, b]; Rn) ;
L(·, ·, ·) ∈ C2 ([a, b]× Rn × Rn; R) .
Along the work, we denote by ∂iL the partial derivative of L with respect
to its i-th argument, i = 1, 2, 3.
Remark 10. When α = 1 the functional (13) is reduced to the classical func-
tional of the calculus of variations:
I[q(·)] =
∫ b
a
L (t, q(t), q˙(t)) dt . (14)
The next theorem summarizes the main result of [2].
Theorem 11 ([2]). If q(·) is an extremizer of (13), then it satisfies the following
fractional Euler-Lagrange equation in the sense of Riesz-Caputo:
∂2L
(
t, q(t),RCa D
α
b q(t)
)
− RaD
α
b ∂3L
(
t, q(t),RCa D
α
b q(t)
)
= 0 (15)
for all t ∈ [a, b].
Remark 12. The functional (13) involves Riesz-Caputo fractional derivatives
only. However, both Riesz-Caputo and Riesz fractional derivatives appear in the
fractional Euler-Lagrange equation (15).
Remark 13. Let α = 1. Then the fractional Euler-Lagrange equation in the
sense of Riesz-Caputo (15) is reduced to the classical Euler-Lagrange equation:
∂2L (t, q(t), q˙(t))−
d
dt
∂3L (t, q(t), q˙(t)) = 0 .
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Theorem 11 leads to the concept of fractional extremal in the sense of Riesz-
Caputo.
Definition 14 (fractional extremal in the sense of Riesz-Caputo). A function
q(·) that is a solution of (15) is said to be a fractional Riesz-Caputo extremal
for functional (13).
In order to prove a fractional Noether’s theorem we adopt a technique used
in [23, 30]. For that, we begin by introducing the notion of variational invariance
and by formulating a necessary condition of invariance without transformation
of the independent variable t.
Definition 15 (invariance of (13) without transformation of the independent
variable). Functional (13) is said to be invariant under an ε-parameter group
of infinitesimal transformations q¯(t) = q(t) + εξ(t, q(t)) + o(ε) if
∫ tb
ta
L
(
t, q(t),RCa D
α
b q(t)
)
dt =
∫ tb
ta
L
(
t, q¯(t),RCa D
α
b q¯(t)
)
dt (16)
for any subinterval [ta, tb] ⊆ [a, b].
The next theorem establishes a necessary condition of invariance.
Theorem 16 (necessary condition of invariance). If functional (13) is invariant
in the sense of Definition 15, then
∂2L
(
t, q(t),RCa D
α
b q(t)
)
· ξ(t, q(t))+ ∂3L
(
t, q(t),RCa D
α
b q(t)
)
·RCa D
α
b ξ(t, q(t)) = 0 .
(17)
Remark 17. Let α = 1. From (17) we obtain the classical condition of in-
variance of the calculus of variations without transformation of the independent
variable t (cf., e.g., [41]):
∂2L (t, q, q˙) · ξ(t, q) + ∂3L (t, q, q˙) · ξ˙(t, q) = 0 .
Proof. Having in mind that condition (16) is valid for any subinterval [ta, tb] ⊆
[a, b], we can get rid off the integral signs in (16). Differentiating this condition
with respect to ε, then substituting ε = 0, and using the definitions and prop-
erties of the fractional derivatives given in Section 2, we arrive to the intended
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conclusion:
0 = ∂2L
(
t, q(t),RCa D
α
b q(t)
)
· ξ(t, q)
+ ∂3L
(
t, q(t),RCa D
α
b q(t)
)
·
d
dε
[
1
Γ(n− α)
∫ b
a
|t− θ|n−α−1
(
d
dθ
)n
q¯(θ)dθ
]
ε=0
= ∂2L
(
t, q,RCa D
α
b q
)
· ξ(t, q)
+ ∂3L
(
t, q,RCa D
α
b q
)
·
d
dε
[
1
Γ(n− α)
∫ b
a
|t− θ|n−α−1
(
d
dθ
)n
q(θ)dθ
+
ε
Γ(n− α)
∫ b
a
|t− θ|n−α−1
(
d
dθ
)n
ξ(θ, q)dθ
]
ε=0
= ∂2L
(
t, q,RCa D
α
b q
)
· ξ(t, q)
+ ∂3L
(
t, q,RCa D
α
b q
)
·
1
Γ(n− α)
∫ b
a
|t− θ|n−α−1
(
d
dθ
)n
ξ(θ, q)dθ
= ∂2L
(
t, q,RCa D
α
b q
)
· ξ(t, q) + ∂3L
(
t, q,RCa D
α
b q
)
· RCa D
α
b ξ(t, q) .
The following definition is useful in order to introduce an appropriate concept
of fractional conserved quantity in the sense of Riesz-Caputo.
Definition 18. Given two functions f and g of class C1 in the interval [a, b],
we introduce the following operator:
Dγt (f, g) = g ·
R
aD
γ
b f + f ·
RC
a D
γ
b g ,
where t ∈ [a, b] and γ ∈ R+0 .
Remark 19. Similar operators were used in [23, Definition 19] but involving
Riemann-Liouville fractional derivatives. We note that the new operator Dγt
proposed here involves both Riesz and Riesz-Caputo fractional derivatives.
Remark 20. In the classical context one has γ = 1 and
D1t (f, g) = f
′ · g + f · g′ =
d
dt
(f · g) = D1t (g, f) .
Roughly speaking, Dγt (f, g) is a fractional version of the derivative of the product
of f with g. Differently from the classical context, in the fractional case one has,
in general, Dγt (f, g) 6= D
γ
t (g, f).
We now prove the fractional Noether’s theorem in the sense of Riesz-Caputo
without transformation of the independent variable t.
Theorem 21 (Noether’s theorem in the sense of Riesz-Caputo without trans-
formation of time). If functional (13) is invariant in the sense of Definition 15,
then
Dαt
[
∂3L
(
t, q(t),RCa D
α
b q(t)
)
, ξ(t, q(t))
]
= 0 (18)
along any fractional Riesz-Caputo extremal q(t), t ∈ [a, b] (Definition 14).
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Remark 22. In the particular case when α = 1 we get from the fractional
conservation law in the sense of Riesz-Caputo (18) the classical Noether’s con-
servation law of momentum (cf., e.g., [30, 41]):
d
dt
[∂3L (t, q(t), q˙(t)) · ξ(t, q(t))] = 0
along any Euler-Lagrange extremal q(·) of (14). For this reason, we call the
fractional law (18) the fractional Riesz-Caputo conservation of momentum.
Proof. Using the fractional Euler-Lagrange equation (15), we have:
∂2L
(
t, q,RCa D
α
b q
)
= RaD
α
b ∂3L
(
t, q,RCa D
α
b q
)
. (19)
Replacing (19) in the necessary condition of invariance (17), we get:
R
aD
α
b ∂3L
(
t, q,RCa D
α
b q
)
· ξ(t, q) + ∂3L
(
t, q,RCa D
α
b q
)
· RCa D
α
t ξ(t, q) = 0 . (20)
By definition of the operator Dγt (f, g) it results from (20) that
Dαt
[
∂3L
(
t, q,RCa D
α
b q
)
, ξ(t, q)
]
= 0 .
3.2 The Noether theorem in the sense of Riesz-Caputo
The next definition gives a more general notion of invariance for the integral
functional (13). The main result of this section, the Theorem 24, is formulated
with the help of this definition.
Definition 23 (invariance of (13)). The integral functional (13) is said to be
invariant under the one-parameter group of infinitesimal transformations{
t¯ = t+ ετ(t, q(t)) + o(ε) ,
q¯(t) = q(t) + εξ(t, q(t)) + o(ε) ,
if ∫ tb
ta
L
(
t, q(t),RCa D
α
b q(t)
)
dt =
∫ t¯(tb)
t¯(ta)
L
(
t¯, q¯(t¯),RCa D
α
b q¯(t¯)
)
dt¯
for any subinterval [ta, tb] ⊆ [a, b].
Our next theorem gives a generalization of Noether’s theorem for fractional
problems of the calculus of variations in the sense of Riesz-Caputo.
Theorem 24 (Noether’s fractional theorem in the sense of Riesz-Caputo). If
the integral functional (13) is invariant in the sense of Definition 23, then
Dαt
[
∂3L
(
t, q,RCa D
α
t q
)
, ξ(t, q)
]
+Dαt
[
L
(
t, q,RCa D
α
t q
)
− α∂3L
(
t, q,RCa D
α
t q
)
· RCa D
α
b q, τ(t, q)
]
= 0 (21)
along any fractional Riesz-Caputo extremal q(·).
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Remark 25. In the particular case α = 1 we obtain from (21) the classical
Noether’s conservation law (cf., e.g., [30, 41]):
d
dt
[∂3L (t, q, q˙) · ξ(t, q) + (L(t, q, q˙)− ∂3L (t, q, q˙) · q˙) τ(t, q)] = 0
along any Euler-Lagrange extremal q(·) of (14).
Proof. Our proof is an extension of the method used in [30] to prove the classi-
cal Noether’s theorem. For that we reparameterize the time (the independent
variable t) with a Lipschitzian transformation
[a, b] ∋ t 7−→ σf(λ) ∈ [σa, σb]
that satisfies
t
′
σ =
dt(σ)
dσ
= f(λ) = 1 if λ = 0 . (22)
In this way one reduces (13) to an autonomous integral functional
I¯[t(·), q(t(·))] =
∫ σb
σa
L
(
t(σ), q(t(σ)),RCσa D
α
σb
q(t(σ))
)
t
′
σdσ, (23)
where t(σa) = a and t(σb) = b. Using the definitions and properties of fractional
derivatives given in Section 2, we get successively that
RC
σa
Dασbq(t(σ)) =
1
Γ(n− α)
∫ b
f(λ)
a
f(λ)
|σf(λ) − θ|
n−α−1
(
d
dθ(σ)
)n
q
(
θf−1(λ)
)
dθ
=
(t
′
σ)
−α
Γ(n− α)
∫ b
(t
′
σ)
2
a
(t
′
σ)
2
|σ − s|n−α−1
(
d
ds
)n
q(s)ds
= (t
′
σ)
−α RC
χ D
α
ω q(σ)
(
χ =
a
(t′σ)
2
, ω =
b
(t′σ)
2
)
.
We then have
I¯[t(·), q(t(·))] =
∫ σb
σa
L
(
t(σ), q(t(σ)), (t
′
σ)
−α RC
χ D
α
ω q(σ) q(σ)
)
t
′
σdσ
.
=
∫ σb
σa
L¯f
(
t(σ), q(t(σ)), t
′
σ ,
RC
χ D
α
ω q(σ)
)
dσ
=
∫ b
a
L
(
t, q(t),RCa D
α
b q(t)
)
dt
= I[q(·)] .
If the integral functional (13) is invariant in the sense of Definition 23, then the
integral functional (23) is invariant in the sense of Definition 15. It follows from
Theorem 21 that
Dαt
[
∂4L¯f , ξ
]
+ Dαt
[
∂
∂t′σ
L¯f , τ
]
= 0 (24)
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is a fractional conserved law in the sense of Riesz-Caputo. For λ = 0 the
condition (22) allows us to write that
RC
χ D
α
ωq(σ) =
RC
a D
α
b q(t) ,
and therefore we get that
∂4L¯f = ∂3L (25)
and
∂
∂t′σ
L¯f = ∂4L¯f ·
∂
∂t
′
σ
[
(t
′
σ)
−α
Γ(n− α)
∫ ω
χ
|σ − s|n−α−1
(
d
ds
)n
q(s) ds
]
t
′
σ + L
= ∂4L¯f ·
[
−α(t
′
σ)
−α−1
Γ(n− α)
∫ ω
χ
|σ − s|n−α−1
(
d
ds
)n
q(s) ds
]
t
′
σ + L
= −α∂3L ·
RC
a D
α
b q + L .
(26)
Substituting the quantities (25) and (26) into (24), we obtain the fractional
conservation law in the sense of Riesz-Caputo (21).
3.3 Optimal control of Riesz-Caputo fractional systems
We now adopt the Hamiltonian formalism in order to generalize the Noether
type results found in [14, 49] for the more general context of fractional optimal
control in the sense of Riesz-Caputo. For this, we make use of our Noether’s
Theorem 24 and the standard Lagrange multiplier technique (cf. [14]). The
fractional optimal control problem in the sense of Riesz-Caputo is introduced,
without loss of generality, in Lagrange form:
I[q(·), u(·)] =
∫ b
a
L (t, q(t), u(t)) dt −→ min , (27)
subject to the fractional differential system
RC
a D
α
a q(t) = ϕ (t, q(t), u(t)) (28)
and initial condition
q(a) = qa . (29)
The Lagrangian L : [a, b] × Rn × Rm → R and the fractional velocity vector
ϕ : [a, b]×Rn×Rm → Rn are assumed to be functions of class C1 with respect to
all their arguments. We also assume, without loss of generality, that 0 < α ≤ 1.
In conformity with the calculus of variations, we are considering that the control
functions u(·) take values on an open set of Rm.
Definition 26. The fractional differential system (28) is said to be a fractional
control system in the sense of Riesz-Caputo.
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Remark 27. In the particular case α = 1 the problem (27)–(29) is reduced to
the classical optimal control problem
I[q(·), u(·)] =
∫ b
a
L (t, q(t), u(t)) dt −→ min , (30)
q˙(t) = ϕ (t, q(t), u(t)) , q(a) = qa . (31)
Remark 28. The fractional functional of the calculus of variations in the sense
of Riesz-Caputo (13) is obtained from (27)–(28) choosing ϕ(t, q, u) = u.
Definition 29 (fractional process in the sense of Riesz-Caputo). An admissible
pair (q(·), u(·)) which satisfies the fractional control system (28) of the fractional
optimal control problem (27)–(29), t ∈ [a, b], is said to be a fractional process
in the sense of Riesz-Caputo.
Theorem 30 ([2]). If (q(·), u(·)) is a fractional process of problem (27)–(29)
in the sense of Riesz-Caputo, then there exists a co-vector function p(·) ∈
PC1([a, b];Rn) such that for all t ∈ [a, b] the triple (q(·), u(·), p(·)) satisfy the
following conditions:
• the Hamiltonian system{
RC
a D
α
b q(t) = ∂4H(t, q(t), u(t), p(t)) ,
R
aD
α
b p(t) = −∂2H(t, q(t), u(t), p(t)) ;
• the stationary condition
∂3H(t, q(t), u(t), p(t)) = 0 ;
where the Hamiltonian H is given by
H (t, q, u, p) = L (t, q, u) + p · ϕ (t, q, u) . (32)
Definition 31 (fractional Pontryagin extremal in the sense of Riesz-Caputo). A
triple (q(·), u(·), p(·)) satisfying Theorem 30 will be called a fractional Pontryagin
extremal in the sense of Riesz-Caputo.
Remark 32. In the case of the fractional calculus of variations in the sense
of Riesz-Caputo one has ϕ(t, q, u) = u (Remark 28) and H = L + p · u. From
Theorem 30 we get RCa D
α
a q = u and
R
aD
α
b p = −∂2L from the Hamiltonian
system, and from the stationary condition ∂3H = 0 it follows that p = −∂3L,
thus RaD
α
b p = −
R
aD
α
b ∂3L. Comparing both expressions for
R
aD
α
b p, we arrive to
the fractional Euler-Lagrange equations (15): ∂2L =
R
aD
α
b ∂3L.
Minimizing (27) subject to (28) is equivalent, by the Lagrange multiplier
rule, to minimize
J [q(·), u(·), p(·)] =
∫ b
a
[
H (t, q(t), u(t), p(t)) − p(t) · RCa D
α
aq(t)
]
dt (33)
with H given by (32).
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Remark 33. Theorem 30 is easily proved applying the optimality condition (15)
to the equivalent functional (33).
The notion of variational invariance for (27)–(28) is defined with the help of
the augmented functional (33).
Definition 34 (variational invariance of (27)–(28)). We say that the integral
functional (33) is invariant under the one-parameter family of infinitesimal
transformations 

t¯ = t+ ετ(t, q(t), u(t), p(t)) + o(ε) ,
q¯(t) = q(t) + εξ(t, q(t), u(t), p(t)) + o(ε) ,
u¯(t) = u(t) + ε̺(t, q(t), u(t), p(t)) + o(ε) ,
p¯(t) = p(t) + ες(t, q(t), u(t), p(t)) + o(ε) ,
(34)
if
[
H(t¯, q¯(t¯), u¯(t¯), p¯(t¯))− p¯(t¯) · RCa¯ Db¯
α
q¯(t¯)
]
dt¯
=
[
H(t, q(t), u(t), p(t))− p(t) · RCa D
α
b q(t)
]
dt . (35)
The next theorem provides us with an extension of Noether’s theorem to the
wider fractional context of optimal control in the sense of Riesz-Caputo.
Theorem 35 (Noether’s fractional theorem in Hamiltonian form). If (27)–(28)
is variationally invariant, in the sense of Definition 34, then
Dαt
[
H(t, q(t), u(t), p(t))− (1− α) p(t) · RCa D
α
b q(t), τ(t, q(t))
]
−Dαt [p(t), ξ(t, q(t))] = 0 (36)
along any fractional Pontryagin extremal (q(·), u(·), p(·)) of problem (27)–(29).
Proof. The fractional conservation law (36) in the sense of Riesz-Caputo is ob-
tained by applying Theorem 24 to the equivalent functional (33).
Remark 36. In the particular case α = 1 the fractional optimal control problem
(27)–(29) is reduced to the standard optimal control problem (30)–(31). In this
situation one gets from Theorem 35 the Noether-type theorem associated with
the classical optimal control problem [14, 49]: invariance under a one-parameter
family of infinitesimal transformations (34) implies that
H(t, q(t), u(t), p(t))τ(t, q(t)) − p(t) · ξ(t, q(t)) = constant (37)
along all the Pontryagin extremals (we obtain the conservation law (37) by
choosing α = 1 in (36)).
Theorem 35 gives a new and interesting result for autonomous fractional
variational problems. Let us consider an autonomous fractional optimal control
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problem, i.e., (27) and (28) with the Lagrangian L and the fractional velocity
vector ϕ not depending explicitly on the independent variable t:
I[q(·), u(·)] =
∫ b
a
L (q(t), u(t)) dt −→ min , (38)
RC
a D
α
b q(t) = ϕ (q(t), u(t)) . (39)
Corollary 37. For the autonomous fractional problem (38)–(39)
R
aD
α
b
[
H(t, q(t), u(t), p(t)) + (α− 1) p(t) · RCa D
α
b q(t)
]
= 0
along any fractional Pontryagin extremal (q(·), u(·), p(·)).
Proof. As the Hamiltonian H does not depend explicitly on the independent
variable t, we can easily see that (38)–(39) is invariant under translation of the
time variable: the condition of invariance (35) is satisfied with t¯(t) = t + ε,
q¯(t) = q(t), u¯(t) = u(t), and p¯(t) = p(t). Indeed, given that dt¯ = dt, the
invariance condition (35) is verified if RCa¯ D
α
b¯
q¯(t¯) = RCa D
α
b q(t). This is true
because
RC
a¯ D
α
b¯
q¯(t¯) =
1
Γ(n− α)
∫ b¯
a¯
|t¯− θ|n−α−1
(
d
dθ
)n
q¯(θ)dθ
=
1
Γ(n− α)
∫ b+ε
a+ε
|t+ ε− θ|n−α−1
(
d
dθ
)n
q¯(θ)dθ
=
1
Γ(n− α)
∫ b
a
|t− s|n−α−1
(
d
ds
)n
q¯(t+ ε)ds
= RCa D
α
b q¯(t+ ε) =
RC
a D
α
b q¯(t¯)
= RCa D
α
b q(t) .
Using the notation in (34) we have τ = 1 and ξ = ̺ = ς = 0. From Theorem 35
we arrive to the intended conclusion.
Corollary 37 asserts that unlike the classical autonomous problem of optimal
control, for (38)–(39) the fractional Hamiltonian H is not conserved. Instead of
d
dt
(H) = 0 we have
R
aD
α
b
[
H + (α− 1) p(t) · RCa D
α
b q(t)
]
= 0 , (40)
i.e., fractional conservation of the Hamiltonian H plus a quantity that depends
on the fractional order α of differentiation. This seems to be explained by
violation of the homogeneity of space-time caused by the fractional derivatives,
α 6= 1. In the particular α = 1 we obtain from (40) the classical result: the
Hamiltonian H is preserved along all the Pontryagin extremals of (30)–(31).
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4 Examples
To illustrate our results, we consider in this section two examples where the
fractional Lagrangian does not depend explicitly on the independent variable t
(autonomous case). In both examples we use our Corollary 37 to establish the
fractional conservation laws.
Example 38. Let us consider the following fractional problem of the calculus
of variations:
I[q(·)] =
1
2
∫ 1
0
(
RC
0 D
α
1 q(t)
)2
dt −→ min .
The Hamiltonian (32) takes the form H = − 12p
2. From Corollary 37 we con-
clude that
R
0 D
α
1
[
p2(t)
2
(1− 2α)
]
= 0 . (41)
Example 39. Consider now the fractional optimal control problem
I[q(·)] =
1
2
∫ 1
0
[
q2(t) + u2(t)
]
dt −→ min ,
RC
0 D
α
1 q(t) = −q(t) + u(t) ,
under the initial condition q(0) = 1. The Hamiltonian H defined by (32) takes
the following form:
H =
1
2
(
q2 + u2
)
+ p(−q + u).
It follows from our Corollary 37 that
R
0 D
α
1
[
1
2
(
q2 + u2
)
+ αp(−q + u)
]
= 0 (42)
along any fractional Pontryagin extremal (q(·), u(·), p(·)) of the problem.
For α = 1 the conservation laws (41) and (42) give the well known results of
conservation of energy.
5 Conclusions and Possible Extensions
The standard approach to solve fractional problems of the calculus of variations
is to make use of the necessary optimality conditions given by the fractional
Euler-Lagrange equations. These are, in general, nonlinear fractional differential
equations, very hard to be solved. One way to address the problem is to find
conservation laws, i.e., quantities which are preserved along the Euler-Lagrange
extremals, and that can be used to simplify the problem at hands. The main
questions addressed in this paper are: (i) What should be a conservation law
in the fractional setting? (ii) How to determine such fractional conservation
laws? Answer to (i) is given by substituting the classical operator d
dt
by a new
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fractional operator Dγt (see Definition 18 and Remarks 20, 22, and 25); answer
to (ii) is given by a fractional Noether’s theorem (Theorem 24) that establishes
a relation between the existence of variational symmetries and the existence of
fractional conservation laws.
Our results can also bring insight to the issue of nonlinear fractional differen-
tial equations and fractional calculus of variations from a different perspective.
Indeed, the present results together with [42, 48, 53] suggest that Leitmann’s
direct method can also be adapted to cope with fractional variational problems.
Having in mind that the fractional Euler-Lagrange equations are in general dif-
ficult or even impossible to be solved analytically, this is an interesting open
question, with some preliminary results already obtained in [4].
We believe that there is no approach to fractional calculus better than all
the others. All fractional derivatives have some advantages and disadvantages.
Several fractional variational problems have been proposed in the literature.
This means that for a given classical Lagrangian we have at our disposal sev-
eral different methods to obtain the fractional Euler-Lagrange equations and
corresponding Hamiltonians. The fractional dynamics depend on the fractional
derivatives used to construct the Lagrangian, thus the existence of several op-
tions can be used to treat different physical systems with different specifications
and characteristics. We trust that application of our results to the fractional
dynamics with Riesz-Caputo derivatives will bring new opportunities.
The main aim of our paper was to prove a Noether theorem – one of the
most beautiful and useful results of the calculus of variations – for fractional
variational problems via Riesz-Caputo fractional derivatives. A Noether theo-
rem is valid along the Euler-Lagrange extremals of the problems. Since previous
Euler-Lagrange equations obtained in the literature via Riesz-Caputo fractional
derivatives (cf. Theorem 11) assume both left and right derivatives to be of the
same order α, we have restricted ourselves to this case. However, in principle it
is possible to consider in the definition of Riesz-Caputo fractional derivative a
different order for the left and right derivative and prove a corresponding Euler-
Lagrange equation. With such two-order Euler-Lagrange equation one can then
try to generalize our results to this more general setting. Even more general,
one can try to extend Theorems 11 and 30 and Theorems 24 and 35 by using
generalized Erde´lyi-Kober fractional integrals and derivatives [6, 13, 32, 33].
This is highly interesting because of recent applications within the framework
of micro structure [15, 16, 17, 26]. These are some interesting possibilities for
future work.
We are grateful to two anonymous referees for several good ideas of future
research and encouragement words.
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