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Abstract
In this contribution I will discuss fundamental stellar parameters as determined from young star clusters; speciVcally those
with ages less than or approximately equal to that of the Pleiades. I will focus primarily on the use of stellar evolutionary
models to determine the ages and masses of stars, as well as discuss the limitations of such models using a combination
of both young clusters and eclipsing binary systems. In addition, I will also highlight a few interesting recent results from
large on-going spectroscopic surveys (speciVcally Gaia-ESO and APOGEE/IN-SYNC) which are continuing to challenge our
understanding of the formation and early evolutionary stages of young clusters.
1 Introduction
This contribution constitutes but a small part of the two-
day splinter session entitled “Star clusters from space, from
the ground, and over time” which took place at the 19th
Cambridge Workshop on Cool Stars, Stellar Systems, and
the Sun in Uppsala, Sweden in June 2016. Given the nature
of this contribution it will be far from comprehensive, both
in terms of the range of fundamental stellar parameters cov-
ered, but also in terms of the various methods employed to
estimate such parameters (for more information on these the
reader is referred to other Cool Stars 19 proceedings contri-
butions). A recent and more comprehensive discussion on
star clusters which not only covers global properties of both
young and old clusters, but also our current understanding
of the dynamical evolution of clusters, can be found in the
proceedings of the Ecole Evry Schatzman 2015 (EES2015)
school “Stellar clusters: benchmarks of stellar physics and
galactic evolution”.
Clusters have long represented benchmarks with regard
to the determination of fundamental stellar parameters, in
large part due to the underlying assumption that members
within such ensembles share several common properties;
namely they are coeval, have the same chemical composi-
tion and are located at roughly the same distance. In addition
to these shared characteristics, it is also observationally ad-
vantageous to focus on clusters as they have a signiVcantly
higher stellar number density (per unit area on the sky) com-
pared to either young associations/moving groups or Veld
stars and so for a given allocation of telescope time one can
thus maximise the number of stars in ones sample.
Studies of clusters have also been instrumental in driving
our understanding of the formation and evolution of stars.
By studying a given cluster we can infer the mass depen-
dence of astrophysical phenomena at a given epoch and by
studying several clusters spanning a range of ages we can
track how such phenomena evolve with time, as well as in-
vestigate second-order eUects such as the local environment.
Upper main-sequence
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Figure 1: The V, V –Ic CMD of the Pleiades with several re-
gions marked and the global parameters one can estimate
using stars in these regions.
2 Global parameters
Arguably one of the simplest things to do with a cluster
is to perform a multi-band photometric survey and create a
colour-magnitude diagram (CMD) by plotting the magnitude
versus the diUerence in magnitude in two diUerent band-
passes. Fig. 1 shows the V, V –Ic CMD of the Pleiades with
data taken from StauUer et al. (2007) in which several re-
gions have been labelled as well as the global parameters one
can estimate from stars in these regions. The Pleiades is ar-
guably the best-studied (young) cluster with a rich sequence
running from mid B-type stars down to the stellar/substellar
boundary and so provides the ideal illustrative tool for the
purposes of discussing the derivation of fundamental stellar
parameters from clusters.
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2.1 Zero-age main-sequence
At the age of the Pleiades the majority of stars have
already settled onto the zero-age main-sequence (ZAMS)
where they are steadily burning hydrogen in their cores.
The ZAMS represents a temporally stable regime in which
the stars essentially remain stationary with age in the CMD,
and so whilst this region is not suitable for age estimates,
it can however provide an estimate of the distance to the
cluster; a prerequisite if one is interested in the bolomet-
ric luminosity of cluster members. So-called main-sequence
Vtting distances can be determined by comparing the se-
quence in question with either an empirical main-sequence
relation based on photometry of nearby stars with known
distances or via the use of theoretical stellar evolutionary
models. There are of course issues related to both meth-
ods. For instance, empirical relations are typically mean re-
lations computed from stars with a range of ages (of up to
several Gyr) and so may not accurately reWect the positions
of ZAMS stars in the CMD. The empirical sequence can be
signiVcantly brighter due to evolutionary eUects and so will
aUect the apparent distance to the cluster (see e.g. Littlefair
et al. 2010). Similarly, stellar evolutionary models are not
only susceptible to uncertainties in the underlying physics
included, but must also be transformed from the theoretical
Hertzsprung-Russell (H-R) plane to the observational CMD
plane which requires the use of both a colour-Teff relation to
set the abscissa and bolometric correction (BC)-Teff relations
to set the ordinate. Regardless which method one adopts
to infer the distance to a given cluster, the potential eUects
of both interstellar extinction and compositional diUerences
must Vrst be accounted for as both will act to modify the
positions of stars in the CMD relative to unreddened and/or
lower/higher metallicity stars.
Although it may seem that main-sequence Vtting dis-
tances will be consigned to history in the age of Gaia, it
is worth remembering that there remains an outstanding
discrepancy with regards to the Hipparcos distance to the
Pleiades and those estimated via main-sequence Vtting (e.g.
An et al. 2007; cf. 120 pc with 135 pc) as well as other com-
plementary methods (see e.g. Soderblom et al. 2005; Melis
et al. 2014). Hence, although Gaia will likely resolve this dis-
crepancy, main-sequence Vtting distances will continue to
provide a simple, yet eUective sanity check with regards to
estimating cluster distances.
2.2 Upper main-sequence
The upper main-sequence (upper-MS) represents a region
of the CMD which is not temporally stable i.e. as a func-
tion of age the evolution of stars becomes noticeable and can
therefore be used to provide an age determination. When a
star reaches the ZAMS it begins fusing hydrogen into he-
lium in its core. Over time, the helium content of the core
will increase and this leads to the star moving both redward
and brighter in the CMD. Although subtle, this progression
of the sequence between the ZAMS and terminal-age main-
sequence (TAMS; where core hydrogen fusion ends) is a ro-
bust age indicator and the combination of stellar evolution-
ary models and sophisticated Vtting techniques can provide
reasonably well-constrained ages with statistically meaning-
ful uncertainties (see e.g. Naylor 2009; Bell et al. 2013).
The use of stellar evolutionary models means that any
age determination will naturally be model-dependent and as
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Figure 2: The eUects of including rotation in stellar evo-
lutionary models in the MV , B–V CMD. The isochrones
shown are from the recent Geneva models by Ekström et al.
(2012).
such is prone to uncertainties inherent in the models. In the
high-mass regime the main sources of uncertainty are the
eUects of stellar rotation, the degree of convective core over-
shoot and, to a lesser extent, the rate of mass-loss in early-
type stars. The inclusion of rotation and/or convective core
overshooting will act to increase the main-sequence lifetime
of a star as a result of increased levels of hydrogen supplied
to the core (see e.g. Meynet & Maeder 2000). Fig. 2 illus-
trates the eUects of including stellar rotation in evolutionary
models. The models used in this demonstration are the re-
cent Geneva models by Ekström et al. (2012) for which the
authors assume a Vxed rotation rate of 40% of break-up. It is
evident from theMV , B–V CMD that the inclusion of rota-
tion (the only diUerence between the two sets of isochrones
shown in Fig. 2) makes a signiVcant diUerence to the position
of the isochrones in the CMD, and ultimately the derived age
(see e.g. Brandt & Huang 2015). For example, ages deter-
mined from the main-sequence turn-oU would be aUected at
the ∼30% level. On the other hand, the transition from the
ZAMS to TAMS is much less aUected – and of course there
are a greater number of stars in this region compared to the
post-main-sequence due to the shape of the mass function
– and so age determinations from this region are aUected at
only the ∼10% level. The main issue with main-sequence
ages of course is the relative paucity of stars (especially in
younger clusters) and so whilst the resultant age may have a
moderately small systematic uncertainty, the statistical un-
certainty can be signiVcant.
In addition to age estimates, the higher mass stars (late B-
type and earlier) can also be used to calculate the extinction
towards a given cluster. This is typically performed using
multi-band photometry blueward of (and including) the V -
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Figure 3: The V, V –Ic CMD of the Pleiades with several sets
of commonly used pre-MS isochrones overlaid. The upper
reference refers to the stellar interior models, whereas the
lower reference corresponds to the particular colour-Teff and
BC-Teff relations used to transform the model into the obser-
vational plane.
band in either a colour-colour diagram or through the use of
various reddening vectors to de-redden individual sources
onto a given sequence (e.g. the Q-method; Johnson & Mor-
gan 1953). This can trivially and quickly allow one to as-
certain whether the extinction is uniform across the cluster
or whether it is spatially variable. Note that not all young
clusters/star-forming regions contain high-mass stars (see
e.g. Taurus), and so in such cases both photometry and spec-
troscopy of individual members is necessary i.e. the combi-
nation of an observed colour and a spectral type will permit
one to determine the extinction of a given star.
2.3 Pre-main-sequence
Stars in the pre-main-sequence (pre-MS) phase are still
contracting under the inWuence of gravity, and as such be-
come noticeably fainter with age and hence provide an addi-
tional age diagnostic for a cluster. As with ages determined
from the upper-MS, pre-MS ages are typically inferred via
the use of stellar evolutionary models and are thus model-
dependent. Unlike the upper-MS regime, however, there is a
high degree of model dependency with pre-MS ages. Fig. 3
illustrates this by showing several sets of publicly available
pre-MS model isochrones which are commonly adopted in
the literature overlaid on the V, V –Ic CMD of the Pleiades.
The cluster parameters listed in the upper right of Fig. 3
are all well-constrained and have been determined inde-
pendently of Vtting model isochrones in the CMD; namely
the lithium depletion boundary (LDB) age from Barrado y
Navascués et al. (2004), the VLBI distance of Melis et al.
(2014) and a reddening based on the mean extinction of
StauUer et al. (1998). Fig. 3 clearly shows a discrepancy be-
tween the observed Pleiades sequence in the CMD and the
predicted colours/magnitudes of the models (having been
transformed into the observational plane). Not only do none
of the models match the sequence at cool temperatures (see
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Fig. 1.— Locating the LDB in the color-magnitude dia-
gram of NGC 2547 (adapted from Jeffries and Oliveira,
2005). The plot shows three dashed loci of constant lumi-
nosity, corresponding to LDB ages of 30, 40 and 50 Myr.
The solid locus is a low-mass isochrone at 30Myr. The
points represent cluster members that are found to possess
a strong (undepleted) Li I 6708A˚ line or not and there is
a reasonably sharp transition between these categories. A
box marks the likely location of the LDB in this cluster and
yields an age of 35.4±3.3Myr (see Table 1), but its precise
position is made harder to judge by the presence of prob-
able unresolved binary systems that appear over-luminous
for their color.
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Fig. 2.— A comparison of cluster LDB ages with ages de-
termined from the upper main sequence (UMS) and main
sequence turn-off (MSTO) using models without core con-
vective overshoot and with a moderate amount of core over-
shoot (about 0.2 pressure scale heights). Data and sources
are from Table 1.
derived from different models is 20-30 per cent.
Although possible in only a few clusters, the LDB
method is well-placed to calibrate other age estimation
techniques used in those same clusters. Its usefulness in
estimating ages for individual stars is limited; the detection
of (undepleted) Li in a low-mass star at a known distance
and luminosity, or less accurately with an estimated Te↵ ,
will give an upper limit to its age. Conversely, the lack of
Li in a similar star places a lower limit to its age. This can
be useful for finding low-mass members of nearby, young
moving groups or estimating the ages of field L-dwarfs
(Martı´n et al., 1999), though might be confused by a weak-
ening of the 6708 A˚ line in low gravity, very low mass
objects (Kirkpatrick et al., 2008).
An example of how LDB ages can calibrate other tech-
niques is provided by a comparison with ages determined
for the same clusters from the main sequence turn-off
(MSTO) and upper main sequence (UMS). These are de-
rived by fitting photometric data with stellar evolutionary
models, but depend on a number of uncertain physical in-
gredients including the amount of convective core over-
shooting and the stellar rotation rate (e.g., Maeder and
Meynet, 1989; Meynet and Maeder, 2000, and see sec-
tion 4.1). UMS/MSTO ages are listed, where available, in
Table 1 using models with no convective core overshoot
(Mermilliod, 1981) and using models with moderate core
overshoot (primarily the models of Schaller et al. (1992)
with 0.2 pressure scale heights of overshoot). The compar-
ison is shown in Fig. 2. As pointed out by Stauffer et al.
(1998), cluster ages determined from models with no core
overshoot are about 30% younger than LDB ages but there
is better agreement if moderate overshooting is included.
Recent models incorporating rotation for high mass stars
show that this can mimic the effects of overshooting in
extending main sequence lifetimes (Ekstro¨m et al., 2012).
Hence LDB ages are consistent with evolutionary models
that incorporate overshooting, rotation or a more moderate
quantity of both, and comparison with LDB ages alone is
unlikely to disentangle these. A homogeneous reanalysis of
the UMS andMSTO ages for clusters with LDB ages, using
uniform models and fitting techniques, would be valuable.
Summary of the LDB method:
+ The LDB method involves few assumptions, and these
appear to be on solid physical ground, making the
method more reliable than others for clusters in the
age range 20-200Myr.
+ LBD ages depend only weakly on stellar composition
and are insensitive to observational uncertainties.
+ LDB observations require minimal analysis or interpre-
tation: the Li feature is either clearly present or it is
not.
+ Age errors for this method appear to be ⇠10-20%, but
could be lowered to ⇠5% with better observations.
  Detecting the presence or absence of Li at the LDB
means acquiring spectra of moderate resolution for
extremely faint objects, limiting its use to a few clus-
5
Figure 4: The LDB in NGC 2547 deVned by the clear disconti-
nuity in the sequence between Li-poor and Li-rich members.
The horizontal dashed lines denote constant luminosity loci
with ages of 30, 40 and 50Myr. Figure from Soderblom et al.
(2014).
e.g. Bell et al. 2012), but furthermore they do so in a non-
systematic way i.e. the derived age depends n which part
of the sequence is Vtted. Given the importance we place on
the use of pre-MS model isochrones for estimating stellar
ages, and by extension, timescales for important astrophys-
ical phenomena in young (typically) less well-characterised
clusters/associations, this is particularly perturbi g.
If we are to use such models to infer ages from young star
clusters it is apparent that some form of empirical correction
to the BC-Teff relation is required so as to Vt an observed
sequence in the CMD at a given age. Furthermore, if one
wishes to use such “semi-empirical” models at signiVcantly
younger ages then any correction should include some form
of surface gravity (log g) dependence (see e.g. Bell et al.
2014). Note that even if such a correction is applied, the re-
sultant ages from pre-MS models will still be heavily model-
dependent and can diUer by factors of 2–3 due to diUerences
in the underlying input physics and parameters adopted in
the models.
2.4 Lithium depletion boundary
The basic premise underlying the LDB technique is that
low-mass pre-MS stars (. 0.4M) remain fully convective
until they reach the ZAMS. As they contract, the core tem-
perature increases until it is capable of burning Li at tem-
perature of ∼ 3×106 K. Given the fully convective nature of
the stars, Li-depleted material at the centre is brought up to
the surface and Li-rich material from the surface brought to
the centre where it becomes depleted, and complete Li de-
pletion occurs in a fraction of a Kelvin-Helmholtz timescale.
Fig. 4 illustrates this rapid phase of Li destruction and the re-
sultant sharp discontinuity in the I,R–I CMD of NGC 2547
between stars which have contracted suXciently to burn Li
and those at slightly lower masses which have not. The
Zenodo, 2016 3
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of low-mass stars as they descend Hayashi tracks, where the lu-
minosity of the star is taken to result solely from the release of
gravitational energy. When spots form on the stellar surface their
immediate effect is to reduce L by a factor of (1 − β), with no
change in radius or temperature of the unspotted photosphere, Tu.
Here, β is the equivalent filling factor of completely dark star-spots
that would produce the same reduction in L as the actual coverage
of dark star-spots at the actual (non-zero) spot temperature. The
subsequent effect of star-spots is to reduce the rate of descent along
the Hayashi track by a factor of (1− β). In the long term there is an
increase in R at a given age t, relative to the radius of unspotted stars
of similar mass. Jackson & Jeffries showed that provided star-spots
were formed more than about 1 dex previously in log t, then1
R
R⊙
= [Zt(1− β)] A−44−3A
(
M
M⊙
) 8−2A−4B
4−3A
, (2)
L
L⊙
= (1− β)C −4A4−A [Zt(1− β)] 2A4−3A
(
M
M⊙
) 4B−4A
4−3A
, (3)
where Z = C −4A4−A (10− 2n)(4− 3A)
3(4− A)
(
L⊙R⊙
GM2⊙
)
.
These expressions can be used as follows to determine the change
in the Li depletion age of a spotted star, tLi, s, relative to that of an
unspotted star, tLi, u.
(i) Consider an unspotted star of mass M requiring a critical value
of [R/M]Li to achieve a specified level of Li depletion, which is
reached at an age tLi, u (see Fig. 3). From equation (2), the same value
of [R/M]Li is reached for a spotted star at an age of (1 − β)−1tLi, u.
Hence at a fixed mass, [tLi, s/tLi, u]M = (1 − β)−1, corresponding to
a vertical shift of a mass point upwards in Fig. 2(b). This assumes
that the photospheric temperature and density of the spotted star are
not changed enough to alter the values of A and B sufficiently to
affect the comparison, and that [R/M]Li is the same for spotted and
unspotted stars.
(ii) However, the corresponding change in luminosity at fixed
mass between an unspotted star, Lu at age, tLi, u and a spotted star, Ls
at age tLi, u(1− β)−1 is given by equation (3) as [Ls/Lu]M = (1− β).
This corresponds to a horizontal shift to the left in Fig. 2(b), assum-
ing again that the indices in equation (3) that depend on A and B do
not change significantly for the spotted star.
Fig. 5 shows a logarithmic plot of tLi versus luminosity using a
95 per cent Li depletion criterion. The lower solid line shows the
relation for an unspotted star interpolated from the BCAH98 models
shown in Fig. 2. The blue dashed and solid lines show the effect of
10, 20 and 30 per cent spot coverage where, for each mass point, the
age has been increased by a factor of (1 − β)−1 and the luminosity
reduced by a factor of (1 − β).
These two effects can be combined into one simple approx-
imation that tLi, s ≃ tLi, u(1 − β)−E, where E − 1 is the gra-
dient of the original (unspotted) tLi versus L relationship. i.e.
E ≃ 1+ ∂ log tLi,u/∂ logL. This approximation is true for small
β and remains accurate for larger β provided log tLi, u varies lin-
early with log L. Fig. 6 compares the value of E determined from
the slope of the unspotted Li depletion age curve in Fig. 5 with the
1 Given that evidence for spots is plentiful on stars as young as∼1 Myr (e.g.
Herbst et al. 2002), this assumption seems reasonable at ages >10 Myr.
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Figure 5. The effect of star-spots on the Li depletion age as a function of
luminosity. The lower solid line shows the 95 per cent Li depletion age for
an unspotted star. Blue dotted and solid lines show the effect of increasing
levels of spot coverage (β = 0.1, 0.2 and 0.3) where, at a given mass (marked
with fiducial squares in the lower and upper curves), the Li depletion age is
increased by a factor of (1− β)−1 and the luminosity is reduced by a factor
of (1− β). The red line (and mass points marked as red crosses) show results
for β = 0.3 taking account of the small changes in parameters defining the
polytropic model caused by star-spot coverage (see Section 2.4).
effective values of E found from the positions of the age curves
for spotted stars shown in Fig. 5 that were shifted according to the
two-step process described above. Results differ by only 0.03 rms
over the mass range 0.07 < M/M⊙ < 0.4. E ≃ 0.5 over most of
this mass range, so to first-order we can say that the LDB ages
inferred from models of spotted stars are older than those inferred
from standard models by a factor of∼(1− β)−1/2, but by a slightly
smaller factor for older (>80 Myr) clusters with LLDB < 10−2.5L⊙,
where E ∼ 0.3 (see Figs 5 and 6).
A further effect of star-spots is to change the inferred mass of stars
at the LDB. From the mass points in Fig. 5, it can be seen that star-
spots both increase the Li depletion age at a given luminosity and
increase the mass of the star that reaches its Li depletion age at this
luminosity. From equations (2) and (3), the stellar mass at the LDB
scales with spot coverage as (Ms/Mu)LDB = (1− β)−(A − 4)/(2A − 4B).
As A is large compared with B (see Fig. 4), (Ms/Mu)LDB ≃
(1 − β)−1/2.
2.4 The effect of changes in polytropic constants
In calculating the change in Li depletion age with β, it is implicitly
assumed that the constants defining the polytropic model of a spotted
MNRAS 445, 4306–4315 (2014)
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Figure 5. X-ray-to-bolometric luminosity ratios versus V − Ks colour for
the entire observed sample of BPMG an ABDMG candidates. Closed
symbols denote objects with Hα in emission and open symbols have Hα
in absorption. Objects judged as new MG members are represented by cir-
cles and square symbols are objects that fail the membership tests (see
Section 4). All objects with Hα in emission were found to have Lx/Lbol
consistent with young, magnetically active stars. One candidate in BPMG
and one in ABDMG were rejected as members because they have Hα in ab-
sorption. Both of these have log Lx/Lbol <−4, consistent with low magnetic
activity.
that Malo et al. (2014b) used to interpret the LDB of the BPMG.
Whilst this value is poorly constrained, it does provide at least
some indication of a lower limit to the age, and is consistent with
the 149+51−19 Myr age recently provided by Bell et al. (2015), which
is based on fitting empirical isochrones and is independent of the
LDB technique. Should J1559 AB turn out not to be an ABDMG
member, then J0019+4614 (V − Ks = 8.71, Ks = 11.50 ± 0.01,
kinematic distance of 19.5 pc and MK = 10.05 ± 0.03) would pro-
vide an age upper limit of 196 Myr using the Baraffe et al. (2015)
models, or 218 Myr using the magnetic models from Malo et al.
(2014b). The present situation for an LDB age for ABDMG is far
from satisfactory. There is a striking void of RV-confirmed ABDMG
objects between M4 and M8. Should such stars exist in ABDMG,
an assessment of their Li content would almost certainly improve
the location of the LDB and provide a more precise age.
6 C O N C L U S I O N S
In this paper, we have used optical spectroscopy to test the mem-
bership status of previously reported M-dwarf candidates of the
BPMG and ABDMG. 10 BPMG and 6 ABDMG candidates are
confirmed as members based on (i) measured RVs which are within
5 km s−1 of the expect d RV required for MG membership; (ii) high
lev l of magnetic activity by virtu of ob erving Hα in emissi n
and Lx/Lbol values that are consistent with very youthful M-dwarfs;
(iii) the kinematic parallaxes implied by cluster membership place
the candidates close to the sequence of known members in an abso-
lute magnitude versus colour diagram. We measure RVs for the first
time for 12 BPMG and 19 ABDMG candidates, 2 and 4 of which
we confirm as members, respectively. Lithium measurements are
obtained for the first time for 16 BPMG and 22 ABDMG candidates,
of which 2 and 5 qualify as members, respectively. Although the ma-
jority of our proposed new MG members returned low membership
probabilities (Gagne´ et al. 2014) this may be because BANYAN II
uses spatial location as part of its membership assessment and many
Figure 6. Top: the revised CMD for BPMG using the newly identified
members in Malo et al. (2014b) and objects we qualify as members. Any
of the observed candidates that we class as members in this work that
have zero probability of membership based on the BANYAN II analysis
are represented by black, open squares. The dot–dashed lines correspond
to the isochrones from the Bell et al. (2014) models at 10 and 20 Myr.
M14 Bonafide = objects referred to as bonafide BPMG members in Malo
et al. (2014b), M14 Candidates = objects referred to as candidate BPMG
members in Malo et al. (2014b). Bottom: comparison of the LDB location
using the Dartmouth stellar evolutionary models. The red dot–dashed line
represents a surface magnetic field of 2.5 kG and the green dotted line (D08)
is the non-magnetic Dartmouth evolutionary model (Dotter et al. 2008).
The Baraffe et al. (2015) models (blue solid line, B15) demonstrate the
model consistency amongst non-magnetic models. The difference between
the magnetic models and the non-magnetic models, for a given LLDB, is
∼3 Myr but ≤0.5 Myr between the non-magnetic models.
of our objects lie beyond the previously considered spatial extents
of these MGs.
Whilst we do not observe any new BPMG members that improve
the location of the LDB, several new members bolster its position
on a CMD (see Fig. 6) and we find that magnetic inhibition of
convection manifested either as dark spot coverage or as an inter-
nal magnetic field increase the age of the BPMG by ∼15 per cent.
MNRAS 455, 3345–3358 (2016)
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Figure 5: The eUects of including magnetic Veld-related phenomena on LDB ages. Left: The eUects of diUerent star spot Vlling
factors. Figure from Jackson & JeUries (2014). Right: The eUects of inhibiting convective Wows. Figure from Binks & JeUries
(2016).
LDB technique is evidently more t le cope time intensive
in the sense that o e ne ds to Vrst isolate potential mem-
bers based on their positions in the CMD and then follow-up
spectroscopy is required to identify the resonant Li feature
at 6708Å. The verridi g beneVt of this technique, howe r,
is the high-degree of model-insensitivity. Unlike the ages de-
rived from model isochrones in the CMD in which the var-
ious models simply do not agree, the diUerent models agree
remarkably well on the luminosity at which Li depletion oc-
curs with systematic uncertainties at the< 10% level (see e.g.
Tognelli et al. 2015). Unfortunately, the LDB technique is
practic lly only applic ble n clusters with ages between 20
and 200Myr. At younger ages model dependency becomes
increasingly problematic, reaching levels of ∼ 30%, whereas
at older ages the combined age and distance of potential tar-
get clusters means that the boundary itself simply becomes
to faint. To d t there are 10 clusters with LDB ages in the
liter ture and these rep esent the necessary Vducial points
agai st which other age-dati g techniques can be validated
in the same cluster (s e e.g. Mamajek & Bell 2014).
2.5 The eUects of magnetic Velds
Although there is a very strong consensus amongst the
various stellar evolutionary models as regards the lumi-
nosity f the onset of Li depletion, such models are well-
known to be ver simplistic repr sentations of actual stars
and do not include certain phenomena which we know to
exist/occur in low-mass stars. Over the past couple of years
several investigations have looked into the eUects of includ-
ing magnetic Veld-related phenomena in evolutionary mod-
els; namely the presence of star spots in the stellar photo-
sphere and the inhibition of convective Wows due to strong
large-scale magnetic Velds (see e.g. Feiden & Chaboyer 2014;
Jackson & JeUries 2014; Somers & Pinsonneault 2015). Both
of th se act to block outward Wux from the star and he ce
slow the rate of co t action resulting in magnetic stars being
cooler and larger at a given age than non-magnetic counter-
parts. As magnetic stars are cooler, it therefore takes longer
to reach the necessary temperature in the core to burn Li and
so the Li depletion timescale is extended. Fig. 5 illustrates the
eUects of including each of the aforementioned phenomena
in stellar evolutionary models. Assuming a typical star spot
coverage of ∼30% (shown in the left-hand panel of Fig. 5)
or magnetic Veld strengths of a few kG (shown in the right-
hand panel of Fig. 5), the LDB age can increase by up to
∼20% thereby suggesting that our current estimates repre-
sent lower limits to the cluster ages. Note the agreement be-
tween the two non-magnetic stellar evolutionary models in
4 Zenodo, 2016
The 19th Cambridge Workshop on Cool Stars, Stellar Systems, and the Sun
for a 4800 K giant (dwarf surface gravities staying roughly
constant with decreasing temperature in the stellar range and
giant gravities decreasing by 1 order of magnitude by 3900 K
and 2 orders of magnitude by late M spectral types).
In our analysis, we have assumed a strict dwarflike tem-
perature relation, since an appropriate temperature scale tied to
the infrared flux method or measured stellar angular diameters
has not yet been established for 1–10 Myr old low-mass stars.
The systematic shift induced by adopting a temperature scale
intermediate to those of dwarfs and giants would make our
track-inferred masses for the pre–main-sequence stars smaller
in the G–K spectral type range (the wrong direction for
improving correspondence to dynamical masses) and larger
by !10% for the M types. Luhman et al. (2003) suggest a
specific intermediate temperature scale for stars cooler than
spectral type M0.3 Using this warmer temperature scale for
our pre–main-sequence sample (Fig. 6, filled squares) sys-
tematically increases the predicted masses of the lowest mass
stars. However, there is no statistically significant evidence
from dynamical mass constraints that a warmer-than-dwarf
temperature scale is needed, since the resulting change in the
predicted masses using a warmer scale is well within the
uncertainties in the mass comparison plots (only two systems
have masses shifted by "1 ! via a change in the temperature
scale).
Systematic shifts in the predicted masses, as would occur by
shifting the temperature scale, will still leave many pre–main-
sequence stars with track-predicted masses widely discrepant
from dynamical values. This is illustrated by the large scatter
in track-predicted masses over a small range of dynamically
determined masses (Fig. 6). A couple of case studies make this
point clear. Compare MWC 480, an A2 star with dynamical
mass of 1:65 # 0:07 M$, to the cooler but (surprisingly) more
massive A8 stars RS Cha A and B, with dynamical masses of
1:858 # 0:016 and 1:821 # 0:018 M$, respectively. No evo-
lutionary model will predict that a hotter object is less mas-
sive than a cooler object this close to the main sequence.
Assuming that the uncertainties in the dynamical masses have
Fig. 6.—Percentage mass offset vs. dynamically determined stellar mass for individual pre–main-sequence stars. Vertical error bars indicate the root sum squared
of the dynamical mass and the track mass error, the latter estimated from the log L and log T errors. To illustrate the effects of temperature scale choice, we show
both the dwarf temperature scale adopted here (circles) and the warmer Luhman et al. (2003) temperature scale (squares) for stars later than M0, offset by +0.03 in
log (dynamical mass) for clarity. Note the change in scale compared to Fig. 5. [See the electronic edition of the Journal for a color version of this figure.]
3 The values of the Luhman intermediate temperature scale were chosen to
produce coeval ages for the T Tauri quadruple GG Tauri and for members of
the IC 348 cluster using the B98 (" ¼ 1:9) evolutionary models.
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the masses is most prominent among the primary stars;
the secondaries appear fairly well distributed around the
zero-point. However, the secondaries do in all of the
models exhibit a larger dispersion.
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Figure 5: Mass residuals found from fitting observed PMS EB sys-
tems to models in the H-R diagram. Each panel shows the fit re-
sults for a different model suite, with primary and secondary stars
shown with different symbols as labeled. For the Lyon model com-
parison (upper left), dark symbols represent the models with non-solar
αMLT = 1.0, which are the only models that extend below 0.1 M⊙ to
fit the brown-dwarf EB, 2M 0535−05.
The mean of the residuals and the r.m.s. deviations of
the primaries and secondaries (taken together) for each
of the model sets are summarized in Table 2. We di-
vide each of the comparisons at 1 M⊙ to convey the
degree to which the lower mass stars are more poorly
reproduced. The Dartmouth models appear to exhibit
the lowest overall scatter. The Pisa models show a
slightly larger dispersion than the Dartmouth models at
low masses, but have a comparable dispersion above
1 M⊙. The Brazil models do not show the trend men-
tioned above of increasingly over-predicted masses to-
ward lower masses, but they do show a larger dispersion
than the Pisa and Dartmouth models.
To be clear, this comparison is not quite fair to the
stellar models, because it conflates any observational
biases with true astrophysical effects, as we discuss be-
low. However, to the extent that the problem of inferring
stellar masses from direct observables such as Teff and
L may be similarly affected by both observational and
astrophysical effects not represented in the stellar mod-
els, this comparison provides a fair basis for quantifying
the total errors that one may reasonably expect in such
mass estimations.
In summary (see Table 2 and Figure 5), the accuracy
with which one may expect to infer the true stellar mass
above 1 M⊙ is for most of the model sets quite good,
typically 1–10% in the mean, <10% scatter, and without
obvious systematics (though the sign of the mean offsets
does tend to indicate slightly over-estimated masses by
the models). Below 1 M⊙, the situation is markedly
worse, with offsets and scatters of ∼40%, and with
a strong systematic tendency by most of the models
toward over-estimated masses, the over-estimation ap-
proaching ∼100% at 0.1 M⊙ (Figure 5). One exception
to this trend is the Brazil model set, which yields no
large mean offset (an absolute mean deviation of 15%)
and a modest scatter of 22%. In any event it is clear
that in general the H-R diagram inferred masses with
all of the model sets are highly reliable above 1 M⊙ but
moderately to highly unreliable below 1 M⊙.
We note that these findings differ qualitatively from
those of Hillenbrand & White (2004) and Mathieu et al.
(2007), who similarly found generally good agreement
above 1 M⊙, but below 1 M⊙ found a tendency for
the models to under-predict masses. Note however
that these previous studies used mainly non-EB PMS
stars with masses determined via astrometric orbits or
circumstellar disk rotation curves. Only three of the
EBs in our sample are in common across these stud-
ies, and for these three EBs we find very similar results
as did those studies. In addition, the previous studies
considered mainly previous generation PMS models—
the Pisa, Brazil, and Dartmouth models were not yet
available—and in this study we have excluded most of
the model sets used in the previous studies for their use
of grey atmospheres and/or their lack of solar calibra-
tion. As a result, only the Lyon models are in common
to this study and the Hillenbrand & White (2004) and
Mathieu et al. (2007) reviews. Therefore, with a largely
different set of benchmark EBs and a largely different
set of models considered, it may not be surprising that
we find qualitatively different results in the ability of the
models to recover the stellar masses in the H-R diagram.
However, as discussed below, this is not the last word,
as there are important physical effects to consider that
substantially alter the assessment of model performance
in the H-R diagram, a question to which we return in
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Figure 6: Left: Percentage diUerence between dynamically-determined stellar masses and those predicted by stellar evolution-
ary models for pre-MS stars in the H-R diagram. Figure from Hillenbrand & White (2004). Right: Same as left-hand panel but
showing only young eclipsing binaries. Figure from Stassun et al. (2014).
the right-hand panel of Fig. 5 which have been computed us-
ing diUerent input physics and assumptions, that reiterates
the statement concerning the high-lev l of model indepen-
dence discussed in Section 2.4.
3 Young binary stars
Binary stars represent a subset of stars which are some-
times referred to as “benchmark” or “touchstone” stars, in
the sense that they permit tests of stellar evolutionary mod-
els at the most fundamental level by providing direct mea-
surements of masses, radii, Teff and bolometric luminosities.
Of these properties, perhaps mass is of the greatest interest
given that this is the primary input for stellar evolutionary
models and essentially dictates the subsequent evolution of
the star. Over the past decade several studies have collated
the available dynamical information from young binary sys-
tems to test stellar evolutionary models, and in each case
the same conclusion was reached; namely that modern evo-
lutionary models are unable to accurately predict the prop-
erties of young, low-mass stars in binary systems (see e.g.
Hillenbrand &White 2004; Mathieu et al. 2007; Stassun et al.
2014). The left-hand panel of Fig. 6 shows that masses deter-
mined from positions in the H-R diagram are systematically
underestimated for a given stellar Teff and bolometric lumi-
nosity (i.e. radius). The study of Hillenbrand &White (2004),
however, was predominantly based on astrometric binaries
with few eclipsing binaries in the sample. Over the past few
years several such systems have been identiVed which led to
a more recent study by Stassun et al. (2014) who compared
a newer generation of stellar evolutionary models to a selec-
tion of young eclipsing binaries only. Despite the inclusion
of more up-to-dat physics (e.g. opacities and molecular line
lists), the models essentially fared no better than th s in-
vestigated by Hillenbrand & White (2004). For masses above
1M all models predict masses to within 10% of the dy-
namical measurements, however below 1M the situation
is much worse with mass errors of 50–100%. Note a qualita-
tive diUerence between the two panels in Fig. 6, namely that
the Hillenbrand & White (2004) study found that the models
tend to underestimate the mass, whereas the Stassun et al.
(2014) investigation found that the models overestimate the
sse (with a potential dichotomy between the predicted
primary and secondary masses). There are only three eclips-
ing binaries and one set of evolutionary models in common
between the two studies for which very similar results were
found.
Recently, Kraus et al. (2015) identiVed UScoCTIO 5, a
known spectroscopic binary with spectral type M4.5, as an
eclipsing binary with both eclipses apparent in K2 light
curves. Fig. 7 shows the primary and secondary compo-
nents of UScoCTIO 5 (which are almost of identical mass)
in both the H-R and mass-radius diagrams. The blue lines in
both panels represent the expected age, dynamical mass and
measured luminosity of both components. It is clear from
Fig. 7 that despite the on-going uncertainty with regards to
the age one should adopt for particular stars in Upper Scor-
pius (see Pecaut & Mamajek 2016) the stellar evolutionary
models (in 4 out of 5 cases) underestimate the masses. The
notable exception to this are the recent PARSEC models of
Chen et al. (2014) which include an empirical correction to
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observations pose a much more stringent test of the
evolutionary models, since both the mass and the radius can
be determined much more precisely in comparison to the
dynamic range of the model predictions. As with the HR
diagram, the two components appear very nearly coeval. The
BCAH15, DSEP, Pisa, and Siess tracks all predict ages that are
significantly younger than the newly canonical age of τ ∼
11Myr inferred from the upper main sequence (Pecaut
et al. 2012). As with the HR diagram, the closest agreement
is achieved by the Padova models, which almost exactly
reproduce the expected age.
However, we find that none of the model sets reproduce the
luminosity at the given mass, with discrepancies that follow
those of the HR diagrams. For BHAC15, DSEP, Pisa, and
Figure 9. Left: L–Teff HR diagram showing the measured positions of UScoCTIO 5 A+B (red error bars) and the isochronal and isomass sequences predicted for low-
mass stars by the BHAC15 models (Baraffe et al. 2015). The components are offset slightly in Teff for clarity. The isomass model track corresponding to the
component masses (M M0.32~ :) and the isochrone model track corresponding to the currently accepted value for Upper Sco (τ ∼ 11 Myr; Pecaut et al. 2012) are
shown in blue. Perfect agreement with the models should show the components of UScoCTIO 5 sitting at the intersection of the blue lines; we find that the isomass
line does not match with observations, indicating that the Teff predicted by the models is too high. Right: mass–radius diagram showing the measured positions of
UScoCTIO 5 A+B (red error bars) and the isochronal sequences of the BHAC15 models. As in the HR diagram, we use blue lines to show the model tracks for the
expected isochrone (τ ∼ 11 Myr) and the luminosity that we measure (L L0.066bol ~ : for each star). We find that the position predicted by the models (at the
intersection of the blue sequences) matches the mass, but not the radius; the models predict radii that are too small, equivalent to predicting Teff to be too high (but
avoiding the systematic uncertainties of a direct comparison using Teff).
Figure 10. Same as in Figure 9, but for the DSEP models (Dotter et al. 2008; Feiden et al. 2015).
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Figure 7: Left: The primary and secondary components of UScoCTIO 5 in the H-R diagram. The isochrones and mass tracks
are from the Dartmouth stellar evolutionary models of Dotter et al. (2008). The blue lines denote the expected age of the
system and the dynamically-determined mass of both components. Right: Both components in the mass-radius diagram. The
blue lines represe t the expected age of the system a d the measured luminosity of both co ponents. Figure from Kraus et al.
(2015).
the outer boundary condition based on observations of low-
mass stars in signiVcantly older clusters and which appears
to be an over-correction in the case of UScoCTIO 5.
There is of course a fundamental issue with using the H-
R diagram to test stellar evolutionary models, which sim-
ply arises from the diXculty of measuring both the Teff
and bolometric luminosity. The former requires the use of
model atmospheres which may still suUer from uncertain-
ties regarding the underlying physics (especially in terms of
missing sources of opacity) and the latter necessitates ac-
curate and precise distance estimates (although upcoming
Gaia data releases will certainly help in this area). Thus, an
even more fundamental test of stellar evolutionary models is
to use the directly measured masses and radii and perform
the comparison in the mass-radius diagram. The right-hand
panel of Fig. 7 demonstrates that the models predict radii
which are too small for the known luminosity and mass of
the stars, which subsequently implies that the model Teff are
too high. This Teff oUset could be due to a number of poten-
tial issues including underlying issues with the prescription
of convection in low-mass stars, missing opacities as well as
a miscalibration of the spectral type-Teff scale.
Fig. 8 shows the mass-radius diagram for eclipsing bina-
ries with ages of the Pleiades and younger in which both
the primary and secondary components have masses of
. 1.4M, and which are compared against the recent stel-
lar evolutionary models of BaraUe et al. (2015). There are
a couple of points worth noting. First, although the num-
ber of systems has increased over the past few years, there
is still a paucity of young eclipsing binaries with which to
rigorously test evolutionary models. It is likely that the con-
tinuing K2 mission will help identify more such systems in
the coming years. For example, if one can identify a number
of young eclipsing binaries spanning a range of masses at a
given age, across a range of ages, this will then not only per-
mit stringent tests of the models, but may also perhaps allow
us to constrain the uncertain physics inherent to them. Sec-
ond, there appears to be a mixture of binary systems which
are coeval and systems which are not. Such instances have
previously been discussed in the literature (see e.g. Gen-
naro et al. 2012), however it is worth noting that even the
comparison of data and models in the mass-radius diagram
is not strictly a fair comparison. For example, one is com-
paring low-mass, likely magnetically active stars in a binary
system (with an increased potential for strong dynamical in-
teractions at the earliest phases) with standard single-star,
non-magnetic models. This could further be complicated by
possible episodic accretion histories which may have dra-
matic eUects on the internal structure of the stars (see e.g.
Audard et al. 2014).
4 Spectroscopic surveys
In the last few years the Gaia-ESO and APOGEE/IN-SYNC
surveys have collected large-scale spectroscopic samples of
stars in young clusters. The primary beneVt of such sur-
veys is the homogeneous datasets which have been produced
for the community which permit the investigation of com-
mon features and peculiarities of diUerent clusters in a self-
consistent and standardised way. This represents a marked
shift from bringing together the hodgepodge of smaller sur-
veys by diUerent groups looking at diUerent subsets of stars
in a cluster and which have not only been collected using a
variety of instruments, but have also been reduced and anal-
ysed in a heterogeneous way.
4.1 InWated radii and radii spreads
Observations have long suggested that the radii of short-
period eclipsing binaries are inWated with respect to those
predicted by standard stellar evolutionary models (see e.g.
Kraus et al. 2011). Combining rotational periods with pro-
jected equatorial velocities from the Gaia-ESO survey, Jack-
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Figure 8: The mass-radius diagram of young eclipsing binaries in which both the primary and secondary components have
masses of . 1.4M with the recent stellar evolutionary models of BaraUe et al. (2015) overlaid.
son et al. (2016) estimated the average radii of cluster mem-
bers as a function of luminosity and age to investigate
whether similarly inWated radii are observed in young, low-
mass, rapidly-rotating stars. Fig. 9 shows the average radii
of cluster members as a function of luminosity for three
young clusters; NGC 2516 (140Myr), NGC 2547 (35Myr) and
NGC 2264 (5Myr), which are compared against several sets
of stellar evolutionary models (including modiVed versions
of both the Dartmouth and YREC models which incorporate
a prescription for magnetic Velds and a star spot coverage
of 30% respectively, see Feiden et al. 2015; Somers & Pin-
sonneault 2015). The lower panels of Fig. 9 display the per-
centage diUerence between the observed and predicted radii
from the BHAC15 models (BaraUe et al. 2015), whereas the
blue dashed and red solid lines represent the percentage dif-
ference between the non-magnetic and modiVed Dartmouth
and YREC evolutionary models respectively. In short, the
radii of young cluster members are larger than those pre-
dicted by standard stellar evolutionary models and is more
pronounced in fully convective low-mass stars in which it
can reach levels of ∼30%. With the modiVed evolutionary
models currently available, it appears as though strong sur-
face magnetic Velds (exceeding 2.5 kG), star spots covering
∼30% of the photosphere or, more likely, a combination of
both is necessary to explain the observed data.
The Gaia-ESO and IN-SYNC spectroscopic surveys are
providing high-precision fundamental stellar parameters
(e.g. σRV . 0.2 km s−1, σlog g < 0.1 dex, σTeff < 100 K) and
such precision is allowing us to investigate the constituent
members of young star clusters in unprecedented detail.
The Vrst cluster observed within the framework of the
APOGEE/IN-SYNC ancillary programme was IC 348 (see
Cottaar et al. 2014). In brief, the IN-SYNC programme has
acquired thousands of high-resolution H-band spectra for
thousands of pre-MS stars in young clusters. From these
spectra they extract various parameters including Teff , sur-
face gravity (log g) and rotational velocities (v sin i) via com-
parison with stellar atmospheric models. Fig. 10 shows the
observed distributions for three (almost) independent stellar
radius estimates for members of IC 348; namely the projected
stellar radius, surface gravity and extinction-corrected J-
band magnitude. From Fig. 10 it is clear that compared to the
expected distributions, which account for observational ef-
fects that could introduce an observed radius spread includ-
ing binarity, measurement uncertainties and projection ef-
fects, the observed distributions are signiVcantly wider. Cot-
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Fig. 5. Stellar radius versus luminosity for stars in the open clusters NGC 2516, NGC 2547, NGC 2264. Crosses in the upper plots show the R sin i
of individual targets normalised by the average value of sin i (see Sect. 3.2). Squares with error bars show the averaged radii in bins of luminosity;
adjacent numbers indicating the numbers of targets per bin. Diamonds with error bars show averaged radii (calculated in a similar way) from an
alternate data set in NGC 2516 from Jackson et al. (2009). Lines show solar metallicity model isochrones of R versus log L interpolated to the
cluster ages in Table 2 from several evolutionary models (see Sect. 4.1): the black solid line (with circles indicating fiducial mass points) – BHAC15
(Baraffe et al. 2015), blue dotted line – Dartmouth (Dotter et al. 2008), blue dashed – Dartmouth modified for magnetic fields (Feiden & Chaboyer
2013; Feiden et al. 2015), red dot-dashed – YREC, and red solid line – YREC modified for an effective spot coverage of 30 per cent (Somers &
Pinsonneault 2015). The shaded area indicates the range of luminosities over which stars develop radiative cores according to the BHAC15 model.
Stars to the left of this region have radiative cores, while stars to the right are fully convective. The lower plots show the “over-radius”, expressed
as a percentage of the predicted radius from the BHAC15 model. Dashed and solid lines show the over-radius, with respect to their non-magnetic
counterparts, predicted by the Dartmouth-magnetic model and the YREC with starspots model respectively.
reddening or perhaps indicate some variation in the age of cluster
members.
Filled histograms in Fig. 1 show cluster members with re-
solved values of R sin i, i.e. those targets which are cluster mem-
bers with a measured rotation period, v sin i > 5 km s−1 and
∆v sin i < 0.2. The median v sin i of this subset is 30 km s−1
for NGC 2516, 20 km s−1 for NGC 2547 and 21 km s−1 for
NGC 2264. Table 3 lists the measured and calculated properties
of all valid targets with S/N > 5 and measured rotation period.
3.2. Averaged radii as a function of luminosity
The averaged radii of stars is calculated from P and v sin i
following the method described by Jeffries (2007). The prod-
uct of these quantities gives the projected radii in solar units,
R sin i = 0.02 P v sin i, where P is in days and v sin i is in km s−1.
Assuming that the stellar spin axes are randomly oriented (e.g.
Jackson & Jeffries 2010a) then in principle the average radius
can be found by dividing the average R sin i for a group of simi-
lar stars by an average value of sin i. R sin i estimates for cluster
members are divided into K magnitude (and later luminosity)
bins with approximately equal numbers of targets per bin. The
radius value for each bin, R is calculated from the median value
of R sin i per bin, which is then corrected for the inclinations
based on a distribution of sin i values and measurement uncer-
tainties. Taking the median value of R sin i is preferred over the
mean, since it minimises the effects of the expected extended tail
in the distribution of v sin i uncertainties.
A Monte Carlo method was used to determine the correction
to the median R sin i and the uncertainty in this correction.
Samples of N individual R sin i values, with estimates of
measurement precision, and a known probability distribution of
sin i were simulated, under the assumption that the uncertainty in
R sin i is dominated by ∆v sin i (see Sect. 2.1 and Table 3). It is fur-
ther assumed that the stellar spin axes are randomly distributed
but that R sin i can only be resolved if sin i > τ. The reason for
this threshold is that stars with low inclinations do not exhibit
sufficient rotational modulation to enable a rotation period de-
termination or do not have sufficient equatorial velocity to yield
a resolvable v sin i.
Random values of sin i were drawn from the distribution
P(i) = sin i/ cos(arcsin τ) where τ < sin i < 1. The value of τ
was estimated directly from the measured distribution of R sin i
values about the median value of R in two absolute magnitude
bins for each cluster (see Jackson et al. 2009, for details). For
the present data sets we find an average τ = 0.16 ± 0.11, which
corresponds to sin i = 0.80 ± 0.02. (Note that the effect of τ
is small, because relatively few stars have a low value of sin i
in a random distribution of orientations.) Multiple realisations
are modelled using the appropriate uncertainties for the dataset
under consideration. The distribution of median values is then
analysed to determine the value of R and its uncertainty.
Table 4 shows the average radii, R, derived from the R sin i
estimates for members of each cluster with luminosities corre-
sponding to masses in the range 0.2 < M/M⊙ < 1.4 accord-
ing to the BHAC15 model of Baraffe et al. (2015). The results
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Figure 9: Top: Stellar radius versus bolometric luminosity for stars in three young clusters; NGC 2516 (140Myr), NGC 2547
(35Myr) and NGC 2264 (5Myr). The black squares denote the averaged radii in speciVc luminosity bins. The following stellar
evolutionary models are shown for comparison: BHAC15 (black solid; BaraUe et al. 2015), Dartmouth (blue dotted; Dotter
et al. 2008), Dartmouth modiVed to include magnetic Velds (blue dashed; Feiden et al. 2015), YREC (red dot-dashed; Demarque
et al. 2008), and YREC modiVed with an eUective star spot coverage of 30% (red solid; Somers & Pinsonneault 2015). The
green shaded region represents the expected luminosities over which stars develop radiative cores according to the BHAC15
models; stars to the left have radiative cores, whereas those to the right are fully convective. Bottom: The percentage diUerence
between the measured radii and those predicted by the BHAC15 models. The blue dashed and red solid lines represent the
percentage diUerence between the non-magnetic and modiVed Dartmouth and YREC evolutionary models respectively. Figure
from Jackson et al. (2016).
taar et al. (2014) Vnd a best-Vt to the observed distributions
by combining this expected distribution with a Gaussian in-
trinsic stellar radius spread of width 25% around the median
stellar radius at the corresponding Teff . Furthermore, Cot-
taar et al. argue that all three radius diagnostics are cor-
related with the brighter stars tending to have signiVcantly
lower surface gravities and larger projected stellar radii, and
that uncertainties in the derived parameters are not respon-
sible for the observed spread.
The simpl st explanation for an intrinsic sprea in st llar
radi in IC 348 is t at this is a result of an intrinsic age spread
within the cluster i.e. the younger stars have not contracted
as much as the older stars in the same cluster and hence have
correspondingly lower surface gravities and larger projected
stellar radii. The exact age spread, however, is dependent
upon the mean age of the IC 348 which lies between 3 and
6Myr. The main uncertainty in th ag of the cluster is the
uncertainty on its distance (ranging from 220 to 350 pc; see
e.g. Herbst 2008) and so hopefully this is another instance
in which Gaia will provide relief in the coming years. As-
suming the older age of 6Myr, this corresponds to an upper
limit on the age spread of 8Myr. Note, however, that Cottaar
et al. (2014) also Vnd that the more rapid rotators have larger
stellar radii and thus it is likely that the spread in stellar radii
is not solely due to an intrinsic age spread, but may also in-
clude contributions from iUerent accretion histories and/or
diUerent levels of magnetic activity amongst cluster mem-
bers. The ability to disentangle these potential eUects from
one another to infer any genuine intrinsic age spread is cur-
rently beyond our means, however if intrinsic age spreads of
a few Myr are common amongst the youngest clusters/star-
forming regions (see also Da Rio et al. 2016) then this could
have serious implications, especially regarding their use as
Vducial age “points” in understanding, for example, circum-
stellar disc dissipation timescales, and he ce planet forma-
tion timescales, as by deVni the clust r does not have a
single age, but a range.
4.2 Kinematic substructure
The low-mas stellar population associated with t Wolf-
Ray t bin ry γ2 Velorum was the Vrst young “cluster” target
observed as part of the Gaia-ESO survey (see JeUries et al.
2014). Fig. 11 shows the binned radial velocity histogram for
γ2 Velorum members. It is apparent that the best-Vt model
consisting of a single Gaussian component, which includes
a fraction of unresolved binaries according to the results of
the recent Raghavan et al. 2010 survey, represents a poor
Vt to the data. By contrast, the best-Vt model comprised
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Figure 15. Distributions of three radius estimates, namely, the surface gravity (log g), extinction-corrected J-band magnitude, and rotational radius (log10 R sin i). All
three parameters have been corrected for their dependence on effective temperature by subtracting the trend line with effective temperature. The blue histograms and
dots show the distribution of observed stellar parameters. The black distributions illustrate the expected distributions taking into account all effects that could mimic
a stellar radius distributions (i.e., measurement uncertainties, binarity, and the projection effect in R sin i). The orange, red, and magenta distributions represent the
expected distribution given all effects that can mimic a stellar radius distribution as well as a Gaussian intrinsic stellar radius distribution with a width of 15%, 25%,
and 35% around the median stellar radius at that effective temperature. In the scatter plots, the same distributions are plotted by showing the 1σ and 2σ confidence
levels, illustrating the expected large correlation between the three radius estimators if there is an intrinsic spread in stellar radii (red distribution) compared with the
uncorrelated distribution expected without an intrinsic spread in stellar radii (black distribution).
(A color version of this figure is available in the online journal.)
distribution if there were no intrinsic stellar radius spread taking
into account all sources of an apparent radius spread discussed
in the paragraph above (in black). The expected distributions
for several Gaussian intrinsic stellar radius spreads have also
been included. For all three stellar parameters the width of the
observed distributions (blue histogram) is much broader than
given by these measurement uncertainties alone (i.e., black dis-
tribution), strongly suggesting that there is a finite spread in the
stellar radius distribution. Indeed we find that for all three stellar
parameters the main peak of the distribution is well modeled by
a Gaussian distribution of stellar radii with a width of roughly
25% around the median radius at that effective temperature (red
distribution in Figure 15), although there are too many outliers
for this to be formally a good fit.
Our main evidence for an intrinsic stellar radius spread in
IC 348 comes from considering the correlations between the
14
Figure 10: Distributi ns of thre (almost) indep ndent st llar radi s estimates for memb rs of IC 348. The blue points and
histograms show the observed distributions. The black distributions represent the expected distributions accounting for obser-
vational eUects which could introduce an observed spread in stellar radii including binarity, measurement uncertainties and
projection eUects. The coloured distributions are the same as the black distributions but also include a Gaussian intrinsic stellar
radius spread with a width of 15% (orange), 25% (red) and 35% (magenta) around the median stellar radius at the corresponding
Teff . Figure from Cottaar et al. (2014).
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of two Gaussian components, each with an unresolved bi-
nary population, is a much better Vt. The small uncertain-
ties on the measured radial velocities are such that JeUries
et al. were able to unambiguously identify two distinct kine-
matic populations (hereafter referred to as Populations A
and B, each of which contains approximately equal numbers
of stars); one with a very narrow intrinsic width and the
other with a much broader width (cf. σRV,A= 0.34± 0.16
and σRV,B= 1.60± 0.37 km s−1) and which is oUset from the
Vrst by 2 km s−1. JeUries et al. also identiVed several other
diUerences between the two Populations, notably: i) based
on levels of Li depletion, Population A is about 1–2Myr older
than Population B and ii) Population A appears to be in vi-
ral equilibrium and likely represents the bound remnant of
an initially larger cluster which formed in the denser re-
gion of the Vela OB2 association, whereas Population B com-
prises a dispersed population of unbound stars which proba-
bly formed in the less dense regions of the association. Inter-
estingly, the low-mass stars of Populations A and B appear
to be several Myr older than γ2 Velorum, thus suggesting a
scenario in which it formed after the bulk of the low-mass
population and which possibly resulted in the termination
of star formation in the region via the expulsion of gas and
dust.
5 Summary of conclusions
Below I brieWy reiterate the main conclusions from this
contribution.
1. The colour-magnitude diagram of a given cluster can
provide several global parameters shared by con-
stituent members (including age, distance and the pres-
ence/uniformity of interstellar extinction), although
one should be aware of the underlying uncertainties
as regards the use of stellar evolutionary models and
carefully assess the pedigree of adopted empirical rela-
tions.
2. Model-dependent estimates of low-mass pre-MS stellar
parameters are unreliable. SpeciVcally, below 1M the
models tend to underestimate the mass of a given star
based on its position in the H-R diagram as well as pre-
dict radii which are too small based on its position in
the mass-radius diagram.
3. There is tentative evidence that the introduction
of magnetic Veld-related phenomena (such as star
spots and/or the inhibition of convective Wows) may
help to resolve the discrepancy between dynamically-
determined parameters and those predicted by stellar
evolutionary models.
4. Recent spectroscopic survey results have demonstrated
that clusters are more complex entities than previously
thought (e.g. age spreads and kinematic substructure)
and the continuing Gaia-ESO and APOGEE/IN-SYNC
surveys will only highlight further examples of this and
hence continue to shape our understanding of the for-
mation and early evolutionary stages of young clusters.
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Fig. 6. Binned RV histogram for the Gamma Vel members (note that
fitting was carried out on unbinned data). Upper panel: the best fit
for a model consisting of a single Gaussian population with a frac-
tion fbin = 0.46 of unresolved binaries (see text). The fit is poor. Lower
panel: the best fit for a population represented by two Gaussian compo-
nents, each with an unresolved binary population.
4.1. Modelling the radial velocity distribution
A histogram of the mean RVs for stars selected as members is
shown in Fig. 6 and is modelled using a maximum likelihood
technique. We implicitly assume that our membership selection
procedure has excluded unassociated field stars. A complica-
tion is that some fraction of these objects will be unresolved bi-
nary systems. The procedure we adopt is described in detail by
Cottaar et al. (2012b) but is summarised here with some minor
differences highlighted.
We assume that the observed RVs are drawn from an intrin-
sic distribution that is broadened by measurement uncertanties
and the possibility of binary motion. Single stars and the cen-
tres of mass for binaries are assumed to share the same intrinsic
RV distribution. The likelihood of a star’s observed RV, vi, given
an intrinsic RV distribution and the estimated RV uncertainty,
σi is
Li(vi) = (1 − fbin) Lsingle(vi,σi) + fbin Lbinary(vi,σi), (2)
where fbin is the fraction of observed objects that are unresolved
binaries; Lsingle is the convolution of a model intrinsic RV distri-
bution with a Gaussian of dispersion σi; and Lbinary is the equiv-
alent likelihood distribution for binary systems, but is calculated
after convolving the model intrinsic RV distribution with an un-
certainty and the distribution of velocity offsets expected from
a set of randomly oriented SB1 binary systems, with a specified
distribution of orbital periods and eccentricities.
For binaries, we assume fbin = 0.46, a lognormal period dis-
tribution, a mean log P = 5.03 (in days) and dispersion 2.28 dex,
with a flat mass ratio distribution for 0.1 < q < 1 (Raghavan
et al. 2010). For ease of computation we consider only circular
orbits; tests using an eccentricity distribution showed that it has
no significant effect on the results. The binaries are assumed to
have a random orientation in space and to be observed at a ran-
dom phase of their orbits. Monte Carlo simulations give a distri-
bution of observed RV offsets for the primary star with respect
to the binary centre of mass. The calculation was performed
separately for each target, assuming a primary mass (given in
Table 2) approximated by interpolating its V − I colour along
a 10 Myr Baraffe et al. (1998) isochrone and a system mass a
factor of (1 + q) larger4.
Given a model intrinsic RV distribution described by a num-
ber of free parameters (see below), the best-fitting model is
found by calculating the likelihood for each star (from Eq. (2))
and then maximising the summed log likelihood for all stars
by varying the parameters over a grid of possible values.
Uncertainties in a parameter are calculated from the distribution
of maximum log likelihoods for that parameter evaluated after
optimisation with respect to all other model parameters.
4.1.1. A single Gaussian population
We begin by considering an intrinsic RV distribution modelled
with a single Gaussian of width σA and centre RVA. The fit
was made only to data with weighted mean RV between 8
and 26 km s−1. There are 18 objects that lie outside this range.
All must be considered candidate binary systems. Only four
have multiple measurements, but these do not show evidence of
RV variability at the 1 km s−1 level. The most likely fit to the
remaining 190 objects has σA = 1.63 ± 0.13 km s−1 and RVA =
17.71 ± 0.14 km s−1. An approximation5 to this model is shown
in Fig. 6, where the intrinsic distribution has been broadened by
the mean uncertainty profile (note that this is not the same as a
Gaussian with a dispersion equal to the mean RV uncertainty)
4 We initially performed the analysis using a fixed mass of 1 M⊙. The
best-fitting intrinsic RV distributions and parameters differed by much
less than the uncertainties in the best-fitting parameters presented here,
indicating that the procedure is quite robust to mass uncertainties.
5 In the maximum likelihood fitting, each star has its own RV uncer-
tainty, but we have to assume some mean level of uncertainty to broaden
the intrinsic RV distribution for plotting purposes.
A94, page 7 of 15
Figure 11: Binned radial velocity histogram for members of
the γ2 Velorum cluster. Top: Best-Vt for a model consisting
f a single Gaussian component including unresolved bina-
ri s. Bottom: Same as the upp r panel but instead the m del
consists of two Gaussian components each with an unre-
solved binary population. Figure from JeUries et al. (2014).
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