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PREFACE 
Mode l l ing  o f  economic s y s t e m s  i s  an i m p o r t a n t  t a s k  i n  t h e  
r e s e a r c h  program o f  t h e  System and D e c i s i o n  S c i e n c e s  a r e a  a t  
IIASA (Task 1  o f  t h e  Research  P l a n  f o r  System and D e c i s i o n  
S c i e n c e s  a r e a  f o r  1 9 7 7 ) .  
The c l a s s i c a l  e c o n o m e t r i c  approach  t o  m o d e l l i n g  and p r e -  
d i c t i o n  o f  economic s y s t e m s  u s e s  s i n g l e  and s i m u l t a n e o u s  equa- 
t i o n  models  t o  r e p r e s e n t  t h e  r e l a t i o n s h i p s  among economic v a r i -  
a b l e s  which a r e  p o s t u l a t e d  by economic t h e o r y .  The p r e s e n t  
p a p e r  e x p l o r e s  an  a l t e r n a t i v e  approach  and  i n v e s t i g a t e s  w h e t h e r  
m u l t i v a r i a t e  t i m e  series methodology c a n  p r o v i d e  u s e f u l  t o o l s  
f o r  t h e  a s s e s s m e n t  o f  economic r e l a t i o n s h i p s  and  t h e  s h o r t  t e r m  
p r e d i c t i o n  of  economic v a r i a b l e s .  

ABSTRACT 
In this paper we discuss a multivariate generalization of 
autoregressive integrated moving average models. A methodology 
for constructing multivariate time series models is developed 
and the derivation of forecasts from such models is considered. 
A bivariate model for Austrian macroeconomic sequences is con- 
structed. Furthermore it is discussed whether multivariate 
time series methods can be expected to lead to a significant 
increase in prediction accuracy for macroeconomic series. 

A M u l t i v a r i a t e  T i m e  S e r i e s  Approach 
To Mode l l inu  Macroeconomic Seauences  
1 .  I n t r o d u c t i o n  
S i n c e  1976 t h e  A u s t r i a n  I n s t i t u t e  of  Economic Research  
( d s t e r r e i c h i s c h e s  I n s t i t u t  f n r  W i r t s c h a f t s f o r s c h u n g )  h a s  been  
u s i n g  u n i v a r i a t e  t i m e  series methods,  commonly known under  t h e  
name o f  Box-Jenkins a n a l y s i s ,  t o  d e r i v e  s h o r t  t e r m  p r e d i c t i o n s  
o f  macroeconomic series ( L e d o l t e r ,  Schebeck and Thury [ 1 9 ] ,  
[ 2 8 1 ) .  The e x p e r i e n c e  w i t h  t h e s e  t e c h n i q u e s  o v e r  t h e  l a s t  y e a r  
h a s  been e x c e l l e n t  and c o n f i r m s  t h e  r e s u l t s  o f  many e m p i r i c a l  
compar isons  which show t h a t  s i m p l e  u n i v a r i a t e  Box-Jenkins f o r e -  
c a s t s  a r e  q u i t e  a c c u r a t e  and compare v e r y  f a v o u r a b l y  w i t h  p re -  
d i c t i o n s  from e c o n o m e t r i c  models ( C h r i s t  [ 7 ] ,  Cooper [8] , 
Narasimham and S i n g p u r w a l l a  [ 2 0 ] ,  Nay lo r ,  Seaks  and Wichern 
[21 I ,  Nelson [221,  P r o t h e r o  and W a l l i s  [ 2 5 ] ) .  
I t  is n o t  t h e  o b j e c t i v e  o f  t h i s  p a p e r  t o  add a  f u r t h e r  
s t u d y  t o  t h i s  l o n g  l i s t  o f  e m p i r i c a l  compar isons  and t o  e s t a b -  
l i s h  a  p r i o r i t y  of  one method o v e r  t h e  o t h e r .  Both methods ,  
t h e  r e l a t i v e l y  s i m p l e  u n i v a r i a t e  Box-Jenkins models  which u s e  
i n f o r m a t i o n  o n l y  from t h e  p a s t  h i s t o r y  and t h e  e l a b o r a t e  more 
t i m e  consuming e c o n o m e t r i c  models which i n c o r p o r a t e  l a t e s t  
economic t h e o r y ,  a r e  n o t  s e e n  i n  c o m p e t i t i o n  b u t  a s  complement- 
i n g  each  o t h e r .  
I t  i s  n e v e r t h e l e s s  s u r p r i s i n g  how w e l l  u n i v a r i a t e  Box- 
J e n k i n s  p r o c e d u r e s  pe r fo rm c o n s i d e r i n g  t h e i r  r e l a t i v e  s i m p l i c i t y  
and c o n s i d e r i n g  t h a t  t h e y  u t i l i z e  i n f o r m a t i o n  o n l y  o f  t h e i r  own 
p a s t  and do n o t  i n c o r p o r a t e  t h e  i n f o r m a t i o n  from o t h e r ,  p o s s i b l y  
r e l a t e d  series. 
U n i v a r i a t e  methodology p r o v i d e s  t h e  b u i l d i n g  b l o c k  f o r  
m u l t i v a r i a t e  m o d e l l i n g  which c o n s i d e r s  more series a t  t h e  same 
t i m e .  A q u e s t i o n  which a r i s e s  and which is a d d r e s s e d  i n  t h i s  
p a p e r  i s  t o  what e x t e n t  t h e  p r e d i c t i o n s  from t h e  u n i v a r i a t e  
time series models can be improved by enlarging the information 
set and considering several series jointly. 
The paper consists of several parts. In the second section 
univariate seasonal and non seasonal ARIMA models are reviewed. 
In the third section a multivariate generalization of the class 
of ARIMA model is considered and illustrated with simple examples. 
The model building methodology for multivariate time series 
models, in particular their specification, estimation and vali- 
dation, is discussed. An example using Austrian total private 
consumption and disposable personal income data is considered in 
the fourth section of the paper and univariate and bivariate models 
are eiven. The last section consists of concluding remarks and 
a discussion whether multivariate time series methods can be ex- 
pected to lead to a significant increase in the prediction accur- 
acy for macro-economic series. 
2. Univariate time series models 
For the analysis of univariate nonseasonal time series zt Box 
and Jenkins [31  use the class of autoregressive integrated moving 
average (ARIMA) models of the form 
where 
$(B) = 1 - B -  ... - $ p ~ P  
m B is the backshift operator; B zt = z t-m 
{at} is a sequence of independent random variables 
(white noise sequence) 
2 ( 0  for k = 0 
It is assumed that the roots of @(B) = 0 and 8(B) = 0 lie 
outside the unit circle (stationarity and invertibility condition) 
and that they have no common roots. The differencing operator 
(1 - B) is used to represent non stationary processes (i-e.: 
series which do not have a fixed level, slope etc., but which 
apart from this exhibit stationary behavior). The polynomial 
@(B) which includes the parameters ml ,.. . ,Qp is called autore- 
gressive operator; the polynomial 8 (B) with parameters el,. . . 
' @4 
is called moving average operator. When d = 0 (no differencing) 
the original series is stationary and O0 allows for a nonzero 
mean; for d - > 1 the parameter O0 is capable of representing a 
deterministic trend in the form of a polynomial of degree d - I. 
Economic series frequently have non stationary variance and 
in particular the variation often depends on the level of the 
series. If the variation is proportional to the level then the 
logarithmic transformation will stabilize the variance. In other 
cases, however, the logarithmic transformation might not be suit- 
able and other transformations have to be tried. A particularly 
useful class of transformations is the class of power transfor- 
mations introduced by Box and Cox [ 2 ] .  Use of this parametric 
class, which includes the logarithmic transformation as a special 
case, in an economic time series context is, for example, made 
by Box and Jenkins [ 4 ]  , Tintner and Kadekodi [ 2 7 ]  . 
For observations with a seasonal pattern the model in (2.1) 
has to be extended. Box and Jenkins [3] introduce multiplicative 
seasonal models 
where @ ( B )  and 8 (B) are as defined above and 
S 
@s(B = 1 - @, ,sBs - ... - @P,S BPS is a polynomi 1 of degree P in B E! 
S 8, (B ) = 1 - 8 B - . . . - 8 gQS is a polynomial of 11s QlS degree Q in B . 
S i n c e  m o s t  q u a r t e r l y  economic ser ies  show a d i s t i n c t  s e a s o n a l  
p a t t e r n  (s = 4) t h i s  class i s  i m p o r t a n t  f o r  t h e  m o d e l l i n g  o f  
macroeconomic series. 
P a s t  e x p e r i e n c e  i n  many f i e l d s  shows t h a t  t h e  class o f  
ARIMA models  ( 2.1 ) and t h e i r  s e a s o n a l  e x t e n s i o n  (2 .2 )  a r e  cap-  
a b l e  o f  r e p r e s e n t i n g  many series o b s e r v e d  i n  p r a c t i c e ,  b o t h  
s t a t i o n a r y  and non s t a t i o n a r y .  
P r e d i c t i o n s  f rom ARIMA models  
Given t h e  model and t h e  v a l u e  o f  t h e  p a r a m e t e r s  o p t i m a l  
f o r e c a s t s  ( o p t i m a l  i n  t h e  minimum mean s q u a r e  e r r o r  s e n s e ,  i . e . ,  
p r o v i d i n g  u n b i a s e d  f o r e c a s t s  which minimize  t h e  v a r i a n c e  o f  t h e  
f o r e c a s t  e r r o r )  are r e a d i l y  d e r i v e d .  It c a n  be shown [ 3 ]  t h a t  
t h e  minimum mean s q u a r e  e r r o r  f o r e c a s t  o f  a  f u t u r e  o b s e r v a t i o n  
'n+ R ' g i v e n  a l l  t h e  i n f o r m a t i o n  up t o  t i m e  n ,  i s  g i v e n  by t h e  
c o n d i t i o n a l  e x p e c t a t i o n  
The p r e d i c t i o n s  are e a s i l y  i n t e r p r e t e d  c o n s i d e r i n g  t h e  i n v e r t e d  
form o f  model (2 .1 )  ( t o  s i m p l i f y  t h e  d i s c u s s i o n  w e  assume t h a t  
e, = 0 )  
2 d D e f i n i n g  n (B)  = 1  - r l B  - n2B - . . . - - one  can  w r i t e  e (B) 
S i n c e  t h e  c o n d i t i o n a l  e x p e c t a t i o n  o f  any f u t u r e  a ( R > O )  i s  
n+R 
z e r o ,  t h e  one  s t e p  ahead  p r e d i c t i o n  error (R=l )  i s  g i v e n  by 
For g e n e r a l  R 
(2.6) 
where .rr a r e  f u n c t i o n s  o f  t h e  o r i g i n a l  n -we igh t s ,  j 
The n-weights which depend on t h e  s t r u c t u r e  o f  t h e  model and on 
t h e  v a l u e s  of t h e  a u t o r e g r e s s i v e  and moving average  p a r a m e t e r s  
p r o v i d e  a  we igh t  f u n c t i o n  which d i s c o u n t s  p a s t  i n f o r m a t i o n .  
For a  g i v e n  model t h e  f o r e c a s t s  a r e  r e a d i l y  d e r i v e d .  I n  
p r a c t i c e ,  however,  t h e  form o f  t h e  p r o c e s s  i s  r a r e l y ,  i f  e v e r ,  
known and one h a s  t o  use  p a s t  o b s e r v a t i o n s  t o  d e r i v e  a d e q u a t e  
models and t o  e s t i m a t e  t h e i r  pa ramete r s .  
Box and J e n k i n s  [ 3 1  deve lop  a  t h r e e  s t a g e  i t e r a t i v e  proce-  
d u r e  c o n s i s t i n g  o f  model s p e c i f i c a t i o n ,  model f i t t i n g  and model 
d i a g n o s t i c  checking t o  f i n d  members of t h e  c l a s s  of  ARIMA models 
which a r e  pa r s imonious  i n  t h e i r  p a r a m e t e r s ,  b u t  adequa te  f o r  t h e  
d e s c r i p t i o n  of  t h e  c o r r e l a t i o n  s t r u c t u r e  o f  t h e  d a t a .  
S i n c e  t h e  c l a s s  o f  ARIbIA models i s  t o o  e x t e n s i v e  t o  be  f i t t e d  
d i r e c t l y  t o  t h e  d a t a ,  model s p e c i f i c a t i o n  p r o c e d u r e s  employ t h e  
d a t a  ( i n  t e r m s  o f  sample a u t o c o r r e l a t i o n s  and sample p a r t i a l  
a u t o c o r r e l a t i o n s )  t o  s u g g e s t  an  a p p r o p r i a t e  pars imonious  s u b c l a s s  
o f  models which may be  t e n t a t i v e l y  e n t e r t a i n e d .  A t  t h e  e s t i m a t i o n  
s t a g e  t h e  p a r a m e t e r s  o f  t h e  t e n t a t i v e l y  e n t e r t a i n e d  model a r e  
e s t i m a t e d  ( t h e  programs which a r e  used f o r  t h e  examples i n  t h i s  
paper  c a l c u l a t e  maximum l i k e l i h o o d  e s t i m a t e s  c o n d i t i o n a l  on z e r o  
s t a r t i n g  v a l u e s ) .  A t  t h e  t h i r d  s t a g e ,  t h e  model v a l i d a t i o n  s t a g e ,  
d i a g n o s t i c  checks  a r e  a p p l i e d  w i t h  t h e  i n t e n t  t o  r e v e a l  p o s s i b l e  
model i n a d e q u a c i e s  and t o  a c h i e v e  improvement. The r e s i d u a l s  
(obse rved  minus f i t t e d  v a l u e s )  c o n t a i n  t h e  i n f o r m a t i o n  a b o u t  t h e  
adequacy of  t h e  f i t t e d  model. The sample a u t o c o r r e l a t i o n  func- 
t i o n  of t h e  r e s i d u a l s  i n d i c a t e s  whether t h e  e n t e r t a i n e d  model 
is  adequa t e ly  d e s c r i b i n g  t h e  c o r r e l a t i o n  s t r u c t u r e  of  t h e  d a t a  
o r  i f ,  and how, t h e  model should  be r e v i s e d .  A f t e r  t h e  model 
pa s se s  t h e  d i a g n o s t i c  checks  it can be  used f o r  i n t e r p r e t a t i o n  
and p r e d i c t i o n .  
3. M u l t i v a r i a t e  t i m e  series models 
I t  was p o i n t e d  o u t  b e f o r e  t h a t  u n i v a r i a t e  t ime  series 
models f r e q u e n t l y  f a c e  t h e  c r i t i c i s m  t h a t  t h e y  use  i n fo rma t ion  
on ly  o f  i t s  own p a s t  and do n o t  u se  t h e  i n fo rma t ion  from o t h e r  
sources .  
For example, l e t  u s  suppose t h a t  d a t a  on a  p a i r  o f  t i m e  
s e r i e s ,  z1 and z 2 ,  is a v a i l a b l e  and w e  have t o  make a  p r e d i c t i o n  
of f u t u r e  v a l u e s  o f  z l .  One could  use  t h e  p a s t  h i s t o r y  o f  z ,  
on ly  and b u i l d  a  u n i v a r i a t e  model p r e d i c t i n g  f u t u r e  v a l u e s  o f  z, 
from i t s  own p a s t .  A l t e r n a t i v e l y ,  one cou ld  u se  t h e  l a r g e r  
i n fo rma t ion  se t  {z ln - j  , z ~ ~ - ~  ; j = 0.1 , 2 , .  . . and b u i l d  a  m u l t i -  
v a r i a t e  model. One would hope t h a t  i n  t h i s  c a s e  s u p e r i o r  f o r e -  
cas . t s  can be o b t a i n e d  ( s u p e r i o r  i n  t e r m s  o f  Grange r ' s  [12] con- 
c e p t  o f  p r e d i c t a b i l i t y  i . e . ,  s m a l l e r  v a r i a n c e  of  t h e  f o r e c a s t  
e r r o r ) .  
I f  f u t u r e  v a l u e s  o f  z l  a r e  b e t t e r  f o r e c a s t  w i th  an informa- 
t i o n  set  extended t o  i n c l u d e  bo th  p r e s e n t  and p a s t  v a l u e s  of  z l  
and z 2 ,  b u t  t h e  f o r e c a s t  o f  z2 i s  n o t  improved by t h e  a d d i t i o n  
o f  c u r r e n t  and p a s t  z l ,  t h e n  t h e  series a r e  s a i d  t o  e x h i b i t  no 
feedback.  (Other t e r m i n o l o g i e s  such a s  u n i d i r e c t i o n a l  c a u s a l i t y  
from z 2  t o  z l ,  o r  z b e i n g  exogeneous r e l a t i v e  t o  z l  a r e  some- 2  
t imes  used i n  t h e  l i t e r a t u r e . )  I n  t h i s  c a s e  t r a n s f e r  f u n c t i o n  
models (dynamic r e g r e s s i o n  models ,  d i s t r i b u t e d  l a g  models) a s  
d i s c u s s e d  by Box and J e n k i n s  [3]  can be used.  
s r 
where v  ( B )  = (oo - o l  B -. . . - wsB ) / ( 1  - 6 ,  B -. . . - 6rB  ) and where 
bo th  zZt and nt  have ARIMA r e p r e s e n t a t i o n s  and where zZt i s  
independent of nt+k (for all k). 
If future values of z2 as well as zl are better predicted 
by using the extended information set, the pair of series is 
said to exhibit feedback and multivariate models have to be used. 
The m-dimensional time series generalization of univariate 
stationary autoregressive moving average models was first in- 
troduced by Quenouill e [26] , and further discussed by Hannan 
1151 
where 
Z; = ( z ~ ~ z ~ ~  ... zmt) is a m-dimensional 
vector of realizations at time t 
a' = (al ta2t . . . a ) is a m-dimensional 
- t mt 
crosscorrelated white noise sequence 
E(at) = 0 ; E = where 
... ... 
k 60 is the Kronecker delta function 
1 i f k = O  
0 otherwise 
and 1 is a symmetric, positive definite 
[mxm] matrix. 
O(B) = I - OIB - . . . - O B~ is the autoregressive 
P 
operator with autoregressive [m x m] matrix 
parameters O1,... I Qp 
9 O(B) = I - OIB - . . . - 0 B is the moving average q 
operator with moving average [m x ml matrix 
parameters O1,...,O . 
9 
I is the [m x m] identity matrix. 
I t  i s  assumed t h a t  t h e  r o o t s  of d e t @ ( B )  = 0 l i e  o u t s i d e  t h e  
u n i t  ci rc le  ( s t a t i o n a r i t y  c o n d i t i o n )  and t h a t  t h e  r o o t s  of 
de tO(B)  = 0 l i e  on or o u t s i d e  t h e  u n i t  c i rc le .  Fur thermore  
it i s  assumed t h a t  d e t @ ( B )  = 0 h a s  no common r o o t s  w i t h  
de tO(B)  = 0. T h i s  c o n d i t i o n ,  t o g e t h e r  w i t h  n o n s i n g u l a r i t y  
of  @ and O w i l l  l e a d  t o  an i d e n t i f i e d  ( u n i q u e )  model. The 
P q'  
above c o n d i t i o n  i s  f u r t h e r  r e l a x e d  by Hannan [ I 4 1  who g i v e s  
n e c e s s a r y  and s u f f i c i e n t  c o n d i t i o n s  f o r  t h e  un iqueness  o f  t h e  
pa ramete r s .  
I t  i s  i n s t r u c t i v e  t o  c o n s i d e r  s p e c i a l  c a s e s  o f  t h i s  gen- 
e r a l  c l a s s  o f  models.  
(i) ~ i v a r i a t e  f i r s t  o r d e r  a u t o r e g r e s s i v e  model 
( I  - @ B ) z t  = et 
where 
2' - t = ( z l t z 2 t )  ?t 1 - ( a l  t a 2 t )  
k Oil a12 ) = 6 0 1  w i t h  1 =[u ] . 12 22 
The model can  be w r i t t e n  as 
The u n i v a r i a t e  f i r s t  o r d e r  a u t o r e g r e s s i v e  p r o c e s s  i s  c h a r a c t e r -  
i z e d  by an  e x p o n e n t i a l l y  d e c r e a s i n g  a u t o c o v a r i a n c e  f u n c t i o n .  A 
s i m i l a r  p a t t e r n  a l so  h o l d s  f o r  t h e  m u l t i v a r i a t e  AR(1) p r o c e s s ,  
e x c e p t  t h a t  t h e  d i m e n s i o n a l i t y  (now m a t r i c e s  i n s t e a d  of  s c a l a r s )  
makes it more d i f f i c u l t  t o  r e c o g n i z e  t h e  p a t t e r n .  
where r ( k )  = E ( z  z '  ) is  t h e  l a g  k  au tocova r i ance  m a t r i x  ( n o t e  
- t - t + k  
t h a t  h e r e  and i n  t h e  fo l l owing  w e  assume t h a t  zt  a r e  a l r e a d y  
d e v i a t i o n s  from t h e i r  means) .  
I f  a l l  e l emen t s  i n  a r e  d i f f e r e n t  from z e r o  t h e  two s e r i e s  
e x h i b i t  feedback and m u l t i v a r i a t e  t e chn iques  have t o  be a p p l i e d .  
I n  t h e  c a s e  when one o f f  d i agona l  e lement ,  l e t  u s  t a k e  @ 2 1 ,  i s  
z e r o ,  t h e  second s e r i e s  z2 i n f l u e n c e s  z l ,  b u t  i n  t u r n  i s  n o t  i n -  
f  luenced by z l  (no feedback from z l  t o  z 2 )  
a l t  and a2t  a r e  i n  g e n e r a l  c o r r e l a t e d  (u12 $ 0 ) .  However, it i s  
p o s s i b l e  t o  e x p r e s s  
I L 
where c  = - and where aTt and a2t  a r e  u n c o r r e l a t e d .  S u b s t i -  u 22 
I 
I t u t i n g  f o r  a l t  i n  ( 3 . 6 )  g i v e s  I 
where zat  i s  independen t  o f  a t t+k  f o r  a l l  k .  
Mode1 (3 .7 )  i s  a  t r a n s f e r  f u n c t i o n  (dynamic r e g r e s s i o n ,  d i s t r i b -  
u t e d  l a g )  model of t h e  form (3 .1 )  where z2 t  can be  cons ide r ed  
i n p u t  f o r  zlt and where t h e  i n p u t  i s  independent  o f  t h e  n o i s e .  
(ii) B i v a r i a t e  f i r s t  o r d e r  movinq average  model 
z = ( I  - OB) at 
... t ... 
O 1 1  O12 
where 0  = [021  0 2 2 ]  and t t  and - at  a s  above. The model can  
be w r i t t e n  a s  
It can be  shown t h a t  
r ( k )  = 0 f o r  k  - > 2 . 
T h e  a u t o c o v a r i a n c e s  o f  z l  and z 2  a s  w e l l  a s  t h e  c r o s s  c o v a r i -  
ances  between z l  and z 2  a r e  z e r o  from l a g  2 onwards, a f a c t  
which i s  h e l p f u l  i n  t h e  s p e c i f i c a t i o n  s t a g e  o f  mode l l ing .  
S i m i l a r  t o  (i), it can  be  shown t h a t  t h e r e  i s  no feedback from 
z t o  z 2  i f f  0 2 1  = 0 .  1 
(iii) B i v a r i a t e  f i r s t  o r d e r  a u t o r e g r e s s i v e  movinq 
ave rage  model 
911 912  Oii  O12 
where @ = [  ] ; O = [  ] . 
421 422 O21 O22 
It can be shown that 
r(k) = T(k-l)Q1 for k > 2 . 
- 
In (3.1 1 ) we assume that the roots of det @ (B) = 0 lie outside 
the unit circle (stationarity condition) and that the roots of 
det O(B) = 0 lie on or outside the unit circle. 
These conditions, however, are not enough to identify the 
model parameters (i.e., there may be other values of @ and 0 
which lead to the same covariance structure and forecast weights). 
Simple cases for nonidentified models are, for example, given 
when @ = O or more general when there exists a matrix A for which 
A @  = AO = 0. 
If the model is not identified, not all parameters are 
estimable. For example, when @ = 0, only the difference of the 
elements of @ and O is estimable, but not @ and O individually. 
In practice, non identified models (near non identified models) 
will lead to an ill defined estimation problem resulting in high 
correlations among the parameter estimates. 
If the model is used for prediction purposes the question 
of identifiability is not a critical one, since any a( = O) will 
lead to the same prediction weights. 
(iv) Extension to seasonal and non stationary models 
Multiplicative seasonal models in m-dimensions can be 
written as 
where (B) and O(B) are as in (3.2) and where 
I n  S e c t i o n  2  it was shown how s i m p l i f y i n g  o p e r a t o r s  such 
s D 
a s  o r d i n a r y  d i f f e r e n c e s  (1 - B )  , sea sona l  d i f f e r e n c e s  ( 1  - B ) , 
o r  i n  g e n e r a l  o p e r a t o r s  w i t h  r o o t s  on t h e  u n i t  ci rc le  can be 
used t o  t r ans fo rm non s t a t i o n a r y  i n t o  s t a t i o n a r y  sequences.  
( v )  An i n t e r e s t i n g  o b s e r v a t i o n  i s  o r i g i n a l l y  due t o  
Quenoui l le  [ 2 6 ] .  H e  shows t h a t  i n  g e n e r a l  i n d i v i d u a l  series 
from a  m u l t i v a r i a t e  a u t o r e g r e s s i v e  model do n o t  f o l l ow  u n i v a r i -  
a t e  a u t o r e g r e s s i v e ,  b u t  ARMA, models. For example, i n d i v i d u a l  
s e r i e s  from a  b i v a r i a t e  f i r s t  o r d e r  a u t o r e g r e s s i v e  model f o l l ow  
a  second o r d e r  a u t o r e g r e s s i v e  model w i t h  c o r r e l a t e d  r e s i d u a l s .  
I n d i v i d u a l  series from a  m u l t i v a r i a t e  moving average  model, 
however, can be shown t o  fo l low aga in  u n i v a r i a t e  moving average  
models of  t h e  same ( o r  lower)  o r d e r .  
M u l t i v a r i a t e  model b u i l d i n g  
(i) Model s p e c i f i c a t i o n :  
One impor tan t  problem i n  t h e  a n a l y s i s  o f  t i m e  s e r i e s  i s  
t h e  s p e c i f i c a t i o n  o f  a  p a r t i c u l a r  model w i t h i n  t h e  c l a s s  o f  
m u l t i v a r i a t e  ARIMA models f o r  f u r t h e r  a n a l y s i s .  I t  was p o i n t e d  
o u t  i n  S e c t i o n  2  t h a t  i n  t h e  c a s e  o f  u n i v a r i a t e  t i m e  series t h e  
sample a u t o c o r r e l a t i o n  f u n c t i o n  can  sugges t  t e n t a t i v e  models 
f o r  e s t i m a t i o n .  A s i m i l a r  approach can sometimes be  a p p l i e d  f o r  
m u l t i v a r i a t e  t i m e  series d a t a ;  however, due t o  i n c r e a s e d  dimen- 
s i o n a l i t y  (now m a t r i c e s  i n s t e a d  o f  s c a l a r s )  it w i l l  be more d i f -  
f i c u l t  t o  r ecogn ize  t h e  cova r i ance  s t r u c t u r e  (see f o r  example 
e q u a t i o n s  ( 3 . 5 ) ,  (3.  l o ) ,  ( 3 . 1 2 ) ) .  
Specifying a model for multivariate time series data is an 
extremely difficult task and no simple solution exists. Various 
approaches have been put forward in the literature. Parzen [23] 
points out that for the tentative specification of the multivar- 
iate model it is essential to first model each component sepa- 
rately. A similar strategy is adopted by Haugh and Box [6] who 
suggest a two stage specification procedure. The basic idea 
involved is to identify the relationship between the series by 
first characterizing their univariate models and secondly model- 
ling the relationship of the two residual series driving each 
univariate model. The task at the second stage is made more 
tractable by the fact that one is crosscorrelating two individ- 
ually not autocorrelated (white noise) sequences and hence the 
sample cross correlation function is easier to interpret. A 
similar approach is adopted by Jenkins [?8], Granger and Newbold 
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The approach which is used in this paper uses the informa- 
tion from the univariate analysis. The multivariate model is 
specified to be of the same form as the univariate models, but 
now with matrices replacing scalar parameters. For example, 
if the univariate series follow moving average models with max- 
imum order q, the multivariate model is specified to be moving 
average of the same order. If the individual series follow ARMA 
models with maximum orders p and q, the initial model considered 
for estimation is a multivariate ARMA (p,q) model. 
For multivariate models the number of parameters increases 
very rapidly and the suggested procedure will in general lead 
to overspecification (i.e., including parameters which are not 
necessary). Nevertheless the overspecified model provides valu- 
able information since the parameter estimates together with 
their standard errors and their correlation matrix indicate 
which parameters can be deleted in the revised model. 
(ii) Estimation 
After specifying the structure of the model one has to 
estimate the parameters from past data. A procedure to derive 
maximum likelihood estimates in the case of normally distributed 
shocks at is discussed by Wilson [29] who uses an iterative 
- 
method to estimate the parameters in multivariate ARMA models. 
This method is a generalization of the procedure suggested by 
Box and Jenkins [3] for the univariate case and is outlined in 
the Appendix of this paper. 
Computer Frograms for the implementation of this estimation 
procedure were written for the UNIVAC1106 at the Austrian Insti- 
tute of Economic Research. Implementation of the program re- 
quires a nonlinear regression routine and matrix routines for 
eigenvalues and eigenvectors of symmetric positive definite 
matrices. In the context of iterative nonlinear regression 
routines restrictions on the parameters such as setting certain 
elements equal to a constant (for example zero or one) are 
easily incorporated. 
(iii) Diagnostic checks 
After fitting the model diagnostic checks look at the re- 
siduals to detect lack of fit. If both the model is correctly 
specified and its parameters are known, the shocks zit are in- 
dependently distributed with mean zero and covariance matrix 1. 
Then it can be shown (Box and Jenkins [3], Box and Pierce [61, 
Jenkins [18]) that the estimated autocorrelations rii(l), ..., 
rii (K) of ai and the estimated crosscorrelations ri (1) , . . . , 
rij(K) of ai and a are asymptotically independent and normally j 
distributed with mean zero and variance n-I (where n is the 
number of observations). 
This above result can be used to assess the statistical 
significance of departures of the estimated autocorrelations 
and crosscorrelations from zero and thus detect lack of fit. 
This can be achieved by plotting and comparing the correlations 
-31 r (1 ) , . . . , r K )  w i t h  c o n f i d e n c e  bands  - + 2n . 
A u s e f u l  y a r d s t i c k  f o r  o v e r a l l  l a c k  o f  f i t  ( p o r t m a n t e a u  
l a c k  o f  f i t  t e s t  [ 3 ] ,  [ I81 ) computes  
n  1 r f j  ( k )  f o r  1  - < i , j  5 m . 
k=l  
Under t h e  n u l l  h y p o t h e s i s  o f  no  l a c k  o f  f i t  t h i s  s t a t i s t i c  i s  
a p p r o x i m a t e l y  X 2  w i t h  K d e g r e e s  o f  f reedom. 
P r e d i c t i o n s  f rom m u l t i v a r i a t e  t i m e  series models  
A s  i n  t h e  u n i v a r i a t e  c a s e  p r e d i c t i o n s  a r e  b e s t  i n t e r p r e t e d  
from t h e  i n v e r t e d  form o f  t h e  model .  The l l -weights ,  which  a r e  
m a t r i c e s  now, a r e  d e f i n e d  by 
Then 
and  i n  g e n e r a l  t h e  v e c t o r  o f  R-step ahead  p r e d i c t i o n s  i s  g i v e n  
by 
where 
F o r e c a s t s  ( 3 . 1 4 )  a r e  o p t i m a l  i n  t h e  s e n s e  t h a t  t h e y  have  t h e  
s m a l l e s t  p o s s i b l e  c o v a r i a n c e  m a t r i x  o f  t h e i r  R-s tep  ahead  f o r e -  
c a s t  e r r o r s  e ( R )  = z  - 2 ( 9 , ) .  ( ~ f  V1 and V2 a r e  two r e a l  [ m x m ]  
- n -n+R -n 
? o s i t i v e  d e f i n i t e  m a t r i c e s ,  t h e n  V1 i s  s a i d  t o  b e  s m a l l e r  t h a n  
V 2 ,  p r o v i d e d  t h a t  d l V l d  - - < d1V2d - - f o r  e v e r y  non z e r o  ( m x  1 )  v e c t o r  d . )  - 
(3 .14 )  shows t h a t  i n  g e n e r a l  ( f u l l  l l -ma t r i ces )  t h e  p r e d i c t i o n  
o f  a  p a r t i c u l a r  ser ies  u t i l i z e s  t h e  p a s t  h i s t o r y  o f  a l l  o t h e r  
components .  
4. Example 
To i l l u s t r a t e  t h e  methodology w e  c o n s i d e r  t o t a l  p r i v a t e  
consumption a t  c u r r e n t  p r i c e s  (CINSGN ... gesarnter p r i v a t e r  
Konsum, n o m i n e l l )  and d i s p o s a b l e  p e r s o n a l  income a t  c u r r e n t  
p r i c e s  (EMIqNQ9 ... Masseneinkomen,  n e t t o  + ver f i lgbares  pe r san-  
l i c h e s  Einkomrnen a u s  B e s i t z  und Unternehnung, n e t t o )  f o r  A u s t r i a  
i n  t h e  p e r i o d  from 1954/1 t o  1976/2. F i r s t  u n i v a r i a t e  a n a l y s e s  
a r e  r e p o r t e d .  
(i) T o t a l  p r i v a t e  consunlption 
P l o t  o f  t h e  d a t a  i n d i c a t e s  n o n s t a t i o n a r y  v a r i a n c e  of  t h e  
series which can  be  s t a b i l i z e d  by c o n s i d e r i n g  t h e  n a t u r a l  loga-  
r i t h m  o f  t h e  series. The o r i g i n a l  series shows a s t r o n g  season-  
a l  p a t t e r n  and i s  n o n s t a t i o n a r y .  The f i r s t  r e g u l a r  and f i r s t  
s e a s o n a l  (s  = 4 )  d i f f e r e n c e ,  however, l e a d  t o  a  s t a t i o n a r y  
sequence .  
4 Var ious  models  f o r  w l t  = (1 - B (1 - B ) l o g  z t t  a r e  s p e c i f i e d  
and e s t i m a t e d .  
The pa ramete r  estimates are given  by 
B 1  = . 5 3  and B 2  = - 5 2  
The v a r i a n c e  o f  t h e  one s t e p  ahead f o r e c a s t  e r r o r *  i s  
The a u t o c o r r e l a t i o n  f u n c t i o n  o f  t h e  r e s i d u a l s  i s  c a l c u l a t e d  and 
t h e  X2 v a l u e  (which i s  t o  be compared w i t h  18 d e g r e e s  o f  freedom) 
i s  19.5.  
*The e s t i m a t e d  v a r i a n c e  o f  t h e  one s t e p  ahead f o r e c a s t  
e r r o r  is  t h e  sum o f  s q u a r e s  o f  r e s i d u a l s  d i v i d e d  by t h e  number 
o f  r e s i d u a l s .  
There  i s  one  r a t h e r  l a r g e  c o n t r i b u t i o n  a t  l a g  3  (r3 = . 2 2 )  
and  t h i s  l e a d s  t o  c o n s i d e r  t h e  r e v i s e d  model 
E s t i m a t e s  o f  t h e  p a r a m e t e r s  a r e  s i g n i f i c a n t  and  a r e  g i v e n  by 
The v a r i a n c e  of  t h e  one  s t e p  ahead  f o r e c a s t  e r r o r  i s  
The X 2  v a l u e  o f  13.8 (compared t o  17 d e g r e e s  o f  f reedom)  and 
t h e  p l o t  o f  t h e  a u t o c o r r e l a t i o n  of t h e  r e s i d u a l s  g i v e s  n o  i n -  
d i c a t i o n  o f  d e p a r t u r e  f rom randomness  i n  t h e  r e s i d u a l s  and  l e a d s  
t o  a c c e p t a n c e  o f  t h e  f i t t e d  model.  
(ii) D i s ~ o s a b l e  ~ e r s o n a l  income 
A l s o  i n  t h i s  c a s e  t h e  l o g a r i t h m i c  t r a n s f o r m a t i o n  and  a 
r e g u l a r  and s e a s o n a l  d i f f e r e n c e  i s  n e c e s s a r y  t o  a c h i e v e  a  s t a -  
t i o n a r y  sequence .  S e v e r a l  models  were e n t e r t a i n e d  f o r  w2t = 
4 (1  - B )  (1  - a  ) l o g  z2t 
w i t h  e s t i m a t e s  O 1  = . 3 3  and  B 2  = .26 . 
The v a r i a n c e  o f  t h e  o n e  s t e p  ahead  f o r e c a s t  e r r o r  i s  
The a u t o c o r r e l a t i o n  f u n c t i o n  o f  t h e  r e s i d u a l s  h a s  one  p a r t i c u -  
l a r l y  l a r g e  c o n t r i b u t i o n  a t  l a g  10 ( r10 = -.28 compared t o  
2 
s t a n d a r d  d e v i a t i o n  o f  . 1 2 )  and  t h e  x v a l u e  o f  2 0 . 6  i s  r a t h e r  
h i g h  (compared t o  a X 2  d i s t r i b u t i o n  w i t h  18 d e g r e e s  o f  f reedom)  . 
The l a r g e  a u t o c o r r e l a t i o n  a t  l a g  10 l e a d s  t o  a r e v i s e d  
model w i th  one a d d i t i o n a l  parameter  
w i th  e s t i m a t e s  
2 The x -va lue  i s  cons ide rab ly  lower ,  X 2  = 13.4 and g i v e s  no 
reason  t o  doubt  t h e  adequacy of  t h e  model. 
(iii) B i v a r i a t e  model 
The s t r u c t u r e  o f  ( M I  1 ) and ( M 2  1 ) i s  used t o  s p e c i f y  t h e  
m u l t i v a r i a t e  model 
- 
4 
W t  - (I  - O I B )  ( I  - 04B ) a  -t *)  (M31) 
where 
- y;- ( ~ ~ ~ w ~ ~ )  ; 4 w 1 t = ( 1 - B ) ( 1 - B  ) l o g z l t  , 
Using t h e  m u l t i v a r i a t e  e s t i m a t i o n  p rocedure ,  which i s  d e s c r i b e d  
i n  t h e  Appendix, e s t i m a t e s  of  t h e  e lements  i n  and 04 ,  t o -  
g e t h e r  w i t h  t h e i r  s t a n d a r d  e r r o r s  i n  b r a c k e t s ,  a r e ' c a l c u l a t e d  
* 
I n s t e a d  o f  t a k i n g  f i r s t  r e g u l a r  and s e a s o n a l  d i f f e r e n c e s  
a model w i th  a u t o r e g r e s s i v e  o p e r a t o r s  was cons ide red ;  wt = 
4 ( I - Q I B ) ( I - Q 4 B  ) l o g z t .  The e s t i m a t e s  o f  @ and 04,  however, 1 
were c l o s e  t o  I. 
Since the off-diagonal elements in O4 are not significantly 
different from zero, the model (M31) is respecified by setting 
these two elements equal to zero. 
The estimates of the remaining elements are given by 
The decrease in the one step ahead prediction errors of (M32) 
compared with (MI 1 ) and (M2 1 ) is 4% for the private consumption 
series (from .000487 to .000469) and 7% for personal income 
(from .003320 to .000300). 
We already noted that the univariate models (MI 1) and (M21) 
showed some shortcomings and that they could be improved by an 
additional parameter. The same shortcomings become evident 
when the residuals from the multivariate model (M32) are ana- 
lyzed. 
For multivariate models we use the diagnostic checks dis- 
cussed in Section 2. The X2 values for the residuals of model 
(M32) which have to be compared with a X2 distribution with 20 
degrees of freedom are for the 
first series: X2 = 18.7 with a large contribution 
at lag 3 (r3 = .23 compared to standard deviation 
of .11) 
2 
second s e r i e s :  x = 23.6 wi th  a  l a r g e  c o n t r i b u t i o n  
a t  l a g  10 ( r10 = -.33 compared t o  s t anda rd  dev ia -  
t i o n  of . 1 2 )  
c r o s s c o r r e l a t i o n s  
2 
with  l a g  on s e r i e s  2 :  x = 17.9 
2 
with  l a g  on s e r i e s  1  : x = 10.5 
The r a t h e r  high va lues  a t  l a g  3  ( f o r  s e r i e s  1 )  and l a g  10 
( f o r  s e r i e s  2 )  l e ad  t o  t h e  r e v i s e d  model 
where O 3  and 010 have on ly  one nonzero e lement .  The e s t i m a t e s  
of t h e  parameters  a r e  given by 
A l l  t h e  parameters  a r e  s i g n i f i c a n t  and t h e  d i a g n o s t i c  checks 
g i v e  no reason t o  doubt  t h e  v a l i d i t y  of t h e  model. The x 2 
va lues  a r e  cons ide rab ly  lower. The r e s i d u a l  auto-  and c ros s -  
2  
c o r r e l a t i o n s  t o g e t h e r  wi th  t h e  x -va lues ,  a r e  p l o t t e d  i n  F igure  1 .  
The improvement i n  t h e  one s t e p  ahead p r e d i c t i o n  e r r o r s  i s  
5% f o r  t h e  p r i v a t e  consumption s e r i e s  and 1 7 %  f o r  t h e  persona l  
income s e r i e s .  
Autocorrelation function of residuals-series 1 
Autocorrelation function of residuals-series 2 
Crosscorrelation function of residuals 
Figure 1 :  Autocorrelations and crosscorrelations 
of residuals; toqether with 2a limits; 
model (M33) 
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5. I n t e r p r e t a t i o n  of r e s u l t s  and concluding remarks 
The a n a l y s i s  i n  S e c t i o n  4 shows t h a t  model (M33) and a l s o  
model (M32) 
(i)  r e p r e s e n t  a  t r u l y  m u l t i v a r i a t e  ( feedback)  r e l a t i o n s h i p  
between p r i v a t e  consumption and d i sposab le  persona l  
income, 
(ii) l e ad  t o  a  dec rease  i n  t h e  v a r i a n c e  of  t h e  one s t e p  
ahead p r e d i c t i o n  e r r o r  which compared t o  t h e  u n i v a r i a t e  
models i s  r e l a t i v e l y  smal l .  
ad i. The two cons idered  s e r i e s  a r e  an example of a  t r u l y  mul t i -  
v a r i a t e  ( feedback)  r e l a t i o n s h i p ;  i . e . ,  a  r e l a t i o n s h i p  where t h e  
p a s t  of both  s e r i e s  i s  needed f o r  t h e  p r e d i c t i o n  of  f u t u r e  va lues .  
A feedback r e l a t i o n s h i p  i s  concluded s i n c e  bo th  of f -d iagona l  
e lements  i n  011  0 1 2  and 0 2 1 ,  a r e  s i g n i f i c a n t l y  d i f f e r e n t  from 
ze ro  (compared t o  t h e i r  s t anda rd  e r r o r ) .  The s i g n s  of t h e  co- 
e f f i c i e n t s  0 1 2  and 0 2 1  a r e  both  nega t ive  and a r e  c o n s i s t e n t  w i th  
economic theo ry .  For example, model (M32) can be w r i t t e n  
( 5 . 1 )  
An a d d i t i o n a l  i n c r e a s e  i n  todays  income ( v a r i a b l e  z 2 )  which i s  
measured by t h e  i n c r e a s e  of todays  observed income compared t o  
i t s  l a s t p r e d i c t i o n  ( a2 t )  w i l l  l e a d  t o  an i n c r e a s e  i n  tomorrow's 
p r i v a t e  consumption ( v a r i a b l e  z ) and v i c e  ve r sa .  ~ q u a t i o n s  1 
(5 .1 )  and ( 5 . 2 )  show t h a t  t h e  a d d i t i o n a l  change i n  t o d a y ' s  income 
(consumption) i s  always seen  i n  r e l a t i o n  t o  t h e  income (consump- 
t i o n )  4 q u a r t e r s  ago. 
ad ii. The phenomenon t h a t  p r e d i c t i o n s  of many economic t ime 
s e r i e s ,  once e f f e c t i v e  use  of  t h e i r  own p a s t  has  been made, can 
be l i t t l e  improved by us ing ,  i n  a d d i t i o n ,  p a s t  va lues  of o t h e r  
a v a i l a b l e  se r i es ,  h a s  been  d i s c u s s e d ,  f o r  example ,  by P i e r c e  
[ 2 4 ]  , Cramer and Mil ler  [9] , F e i g e  and P e a r c e  [ I  1  ] . They con- 
c l u d e  t h a t  i n  g e n e r a l  t h e  v a r i a n c e  r e d u c t i o n  i s  r a t h e r  s m a l l .  
S i m i l a r  c o n c l u s i o n s  a r e  r e a c h e d  w i t h  A u s t r i a n  macroeconomic 
series and  t h e y  w i l l  b e  r e p o r t e d  i n  t h e  n e a r  f u t u r e .  
The above r e s u l t s  which m i g h t  be  s u r p r i s i n g  t o  some econo- 
m i s t s  must  b e  r e c o n c i l e d  w i t h  t h e  i n f o r m a t i o n  f rom r e g r e s s i o n  
l i k e  a n a l y s e s  which  t r a d i t i o n a l l y  have  a l w a y s  shown s t r o n g  re- 
l a t i o n s h i p s  among macroeconomic v a r i a b l e s .  V a r i o u s  e x p l a n a t i o n s  
which h e l p  i n  r e c o n c i l i n g  t h e  t i m e  series r e s u l t s  and  t h e  f a c t  
t h a t  c e r t a i n  economic c a u s e s  and  e f f e c t s  a r e  known t o  e x i s t  a r e  
g i v e n  below. 
( a )  The e m p i r i c a l  r e g r e s s i o n  r e s u l t s  which  show s t r o n g  re- 
l a t i o n s h i p s  among macroeconomic series may be  i l l - f o u n d e d  
due  t o  c a r e l e s s n e s s  a b o u t  t h e  e f f e c t  o f  t h e  t i m e  series 
p r o p e r t i e s  o f  t h e  d a t a .  F o r  example ,  n o t  a c c o u n t i n g  f o r  
t h e  s e r i a l  c o r r e l a t i o n  among t h e  o b s e r v a t i o n s  t e n d s  t o  
f i n d  r e l a t i o n s h i p s  which a c t u a l l y  d o n ' t  e x i s t  (Box a n d .  
Newbold [ 5 ]  , Grange r  and Newbold [ I  31 ) . 
( b )  The c o n c l u s i o n  f r o n  t i m e  ser ies  s t u d i e s  s h o u l d  n o t  n e c e s -  
s a r i l y  l e a d  t o  d o u b t  t h e  e x i s t e n c e  o f  economic  r e l a t i o n -  
s h i p s .  I t  may b e  c o n c l u d e d  t h a t  t h e y  a r e  p e r h a p s  i n h e r -  
e n t l y  n o t  v e r i f i a b l e .  Reasons f o r  n o t  b e i n g  a b l e  t o  
v e r i f y  economic r e l a t i o n s  u s i n g  e m p i r i c a l  d a t a  o v e r  t h e  
l a s t  2 0  y e a r s  a r e :  
( 1 )  economic d a t a  a r e  h a p p e n s t a n c e  d a t a ,  a s  f a r  a s  e x p e r i -  
m e n t a l  d e s i g n  i s  c o n c e r n e d ,  and u s u a l l y  s u b j e c t  t o  l a r g e  
measurement  e r r o r ;  
( 2 )  any d e t e r m i n i s t i c  ser ies  can  b e  p e r f e c t l y  p r e d i c t e d  
from i t s  own p a s t  and  t h e r e  i s  no room f o r  improvement by 
u s i n g  a n o t h e r  v a r i a b l e .  I f ,  f o r  example ,  o n e  series grows 
by a  c o n s t a n t  p e r c e n t a g e  it w i l l  show up a s  u n r e l a t e d  t o  
any o t h e r  v a r i a b l e ,  r e g a r d l e s s  what i t s  a c t u a l  r e l a t i o n -  
s h i p  might  be .  
( 3 )  The series may a p p e a r  independen t  o n l y  because  o f  a  
common b u t  o p p o s i t e  a s s o c i a t i o n  w i t h  a t h i r d  v a r i a b l e .  
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Appendix 
Parameter estimation in multivariate ARMA models 
The multivariate (m-dimensional) AWIA model is given by 
The unknown parameters Q I f .  ,Qp,Q1 f a .  I@ql which for convenience 
are arranged in a column vector B ,  and the elements of the co- 
- 
variance matrix of the white noise sequence at, 1, have to be 
- 
estimated from the observations zl, ...,zn. 
Assuming joint normality for a and neglecting the effect 
-t 
of starting values for at (i.e., setting the starting values for 
at equal to zero -- for relaxing this condition see Hillmer [ 171 ) , 
the likelihood of the parameters 6 and 1 is given by 
- 
where at is a function of 6 
- 
for t - > p+l, and at = 0 for t < p. The log likelihood function 
- - - 
is given by 
To derive maximum likelihood (ML) estimates we have to minimize 
the function 
with respect to B and 1. 
- 
It can be shown (Wilson [ 2 9 ]  ) that the derivative of F (B - ,I) 
with respect to elements of 1 -  = o i  is proportional to 
Thus, for given values of B, the ML estimate of the elements of 
- 
I = {a ij ) is given by 
Conditional estimation of B 
- 
In order to derive the conditional estimate of B given the 
- 
value of I one has to minimize the second part in (A.5) 
n n n m 
- 1 I .;I a = 1 h'h -t -t = 1 I (A. 7) 
t=p+ 1 -t t=p+l t=p+l j=l 
where 
and 
It can be shown (for example Anderson [I ] , ~ppendix 1 ) that 
where H is the matrix of normalized characteristic vectors of 
1-I and D is a diagonal matrix with corresponding characteristic 
roots in the diagonal. 
A nonlinear regression routine is used to derive the 
estimates in B such that expression (A.7) becomes as small as 
- 
possible. A good introduction to nonlinear regression methods 
is given in Draper and Smith [ I  01 . 
Simultaneous estimation of B and 1 
- -  
The strategy to estimate the parameters B and 1 is to 
- 
apply the conditional estimation schemes alternately 
Since each of the steps is a conditional minimization the above 
procedure will converge to the overall minimum. Furthermore, 
as shown by Wilson [ 2 9 1 ,  the estimates f3 and 1 are consistent 
- 
and asymptotically uncorrelated. The asymptotic distribution 
of 6 is normal. 
- 
Computer programs which implement this iterative estima- 
tion procedure have been written and are available from the 
author. As starting value for 1 one usually chooses a diagonal 
matrix with variance estimates from the univariate models in 
its diagonal. 
