Objective: Epilepsy is a chronic neurological disorder characterized by the occurrence of spontaneous seizures, which affects about one percent of the worlds population. Most of the current seizure detection approaches strongly rely on patient history records and thus fail in the patient-independent situation of detecting the new patients. To overcome such limitation, we propose a robust and explainable epileptic seizure detection model that effectively learns from seizure states while eliminates the inter-patient noises. Methods: A complex deep neural network model is proposed to learn the pure seizure-specific representation from the raw non-invasive electroencephalography (EEG) signals through adversarial training. Furthermore, to enhance the explainability, we develop an attention mechanism to automatically learn the importance of each EEG channels in the seizure diagnosis procedure. Results: The proposed approach is evaluated over the Temple University Hospital EEG (TUH EEG) database. The experimental results illustrate that our model outperforms the competitive state-of-the-art baselines with low latency. Moreover, the designed attention mechanism is demonstrated ables to provide fine-grained information for pathological analysis. Conclusion and significance: We propose an effective and efficient patient-independent diagnosis approach of epileptic seizure based on raw EEG signals without manually feature engineering, which is a step toward the development of large-scale deployment for real-life use.
I. INTRODUCTION
E PILEPSY is a chronic neurological disorder that affects about 1% population in the world [1] , [2] . Such abnormal brain activity may cause seizures, unusual behavior, and sensations, and sometimes loss of awareness. Thus, an accurate and timely diagnosis for epileptic seizure is crucial to reduce both life and financial cost. Non-invasive Electroencephalogram (EEG) spontaneous is the most common method for seizure diagnosis [3] but faces several challenges.
First, most of the existing epileptic seizure detection methods focus on patient-dependent scenario [2] , [4] but rarely consider the patient-independent situation 1 . The former refers to detect the epileptic seizure of a patient by learning from his own historical records, while the latter learn from the records from other patients. Patient-dependent methods can achieve high accuracy in detecting the epileptic seizures for recorded patients while becoming deficient for new patients. In contrast, patient-independent methods advance in alerting potential patients but are easily corrupted by inter-patient noises (e.g., gender, age, and epileptic type). A majority of existing studies fail to eliminate such noises, and, to the best of our knowledge, few studies try to eliminate the inter-patient corruption by modeling the common features from the training samples. Thus, in this study, we propose a robust method that can learn the common seizure pattern while also mitigate the influence of inter-patient factors.
Second, the non-invasive EEG signals are with low signalto-noise ratio and are fragile to subjective factors (e.g., emotion and fatigue) and environmental factors (e.g., noise). To discover a latent and informative representation of the signals, most traditional seizure detection methods do feature engineering on raw EEG signals, which is time-consuming and highly dependent on expertise [5] . Recently, deep learning has shown great success in lots of research topics (e.g., computer vision, natural language processing, and brain-computer interface) because of the excellent automatic feature learning ability [6] . Therefore, deep learning algorithms have great potential in reducing the negative effects of manual feature engineering by automatically capturing the key difference between epileptic and non-epileptic patterns.
Another issue of current epileptic seizure diagnosis approaches is about the explainability. Generally, we are interested in not only the seizure states of a patient but also the fine-grained observations. For example, the epileptic seizure may occur in one specific brain region (e.g., temporal lobe) that is known as focal seizure or several brain regions (e.g., frontal, temporal, parietal, and occipital lobes) that is known as generalized epilepsy [7] . The current seizure tests can provide the overall detection results while are unable to show the specific active brain regions. Therefore, for a specific patient, we attempt to design a powerful model, involving attention mechanism [8] , to recognize the seizure state but also visualize the determinant brain regions.
To address the aforementioned issues, we propose a robust and explainable patient-independent epileptic seizure detection algorithm with adversarial representation learning. We design deep learning components to enable the seizure and patient representations directly learned from the raw non-invasive EEG signals and with less manual intrusion. Additionally, we propose an adversarial representation learning framework arXiv:1909.10868v1 [eess.SP] 18 Sep 2019 to construct a robust patient-independent detection algorithm that exterminates the corruptions by inter-patient noises. The framework harnesses both deep generative model and convolutional discriminative model to capture informative seizure and patient representations. In detail, the proposed method decomposes the raw EEG signals into seizure-specific and patient-specific representations, and the former representation is further employed to predict the seizure state. At last, we improve the explainability by incorporating attention mechanism. The model can not only enhance the contribution of important EEG channels but also visualize the determine brain regions. The main contributions of this work are highlighted as follows:
• We propose a robust framework targeting patientindependent epileptic seizure detection. The proposed approach is efficient in capturing the common seizurespecific representations directly from the raw EEG signals. • We propose a unified adversarial learning framework to extract the informative seizure-specific representation while eliminating the inter-patient noises. Moreover, the attention mechanism enables our approach to automatically explore the importance of each EEG channel, consequently, to bring fine-grained analysis for seizure diagnosis. • We implement extensive experimental comparisons in order to evaluate the proposed approach over a benchmark seizure diagnosis dataset. The results demonstrate that our model outperforms competitive state-of-the-art methods effectively and efficiently.
II. RELATED WORK To date, numerous analysis methods are proposed in order to automatically diagnose epileptic seizure. Non-invasive EEG signals provide important information about epileptogenic networks that must be analyzed and understood before the initiation of therapeutic procedures [9] . In order to discover the latent informative features, Bhattacharyya et al. [10] adopted an empirical wavelet transform method to explore the multivariate signals in the time-frequency domain, in which the instantaneous amplitudes and frequencies were jointly considered. Moreover, Fan et al. [11] investigated the spatial-temporal synchronization pattern in epileptic brainwaves through spectral graphical representation and developed an efficient multivariate approach for detecting seizure in realtime. Detti et al. [2] attempted to find the distinguishable noninvasive EEG patterns in order to predict the epileptic seizure onset a short-term (e.g., a few minutes) ahead.
Apart from traditional statistic models, deep learning-based models have gained increasing attention recently. Schirrmeister et al. [12] adopted a widely-used deep learning architecture, ConvNets, to diagnose pathological patients from normal individuals based on the decoding of EEG samples. The experiments showed that the deep neural networks outperformed the conventional linear analysis classifiers. Lin et al. [13] proposed a deep framework for the automatic detection of epileptic EEG by combining a stacked sparse autoencoder and a softmax classifier, which firstly learned the sparse and highlevel representations from the preprocessed data and then sent these representations into a softmax classifier for automatic diagnosis.
Summary. However, all the mentioned seizure diagnosis methods (either traditional or deep learning models) are focusing on the patient-dependent scenario which means that the training EEG samples and testing samples are from the same or same group patients. Although very limited studies mentioned patient-independent validation like [14] , they attempt to extract the general representations through enhancing training dataset instead of designing a robust patient-independent feature learning algorithm. In this way, the diagnosis model can handle intra-patient factors but fail to eliminate inter-patient noise. The clinical therapy requires more complex situations (patientindependent) where the testing patient is unseen in the training stage. It is much difficult to perform accurate seizure diagnosis considering personal factors such as chronological age, gender, characteristics, and health state. In summary, proposing a robust method to deal with the patient-independent challenge is necessary.
III. METHODOLOGY
In this section, we first report the overview of the proposed approach along with the motivation and then present the details of each component.
A. Motivation
We aim to develop an automatic representation learning algorithm that is dependent on neurological status (e.g., seizure or normal) while is independent of person states (e.g., age and gender). The representation is learned from non-invasive EEG signals and further be used to diagnose the epileptic seizure. As mentioned above, a main challenge in patient-independent seizure feature learning is that the learning process can be easily affected by patient-related information (e.g., age, gender, and emotion). In order to eliminate such influences, we propose an adversarial method to decompose the EEG signals into a seizure-related component and a patient-related component.
In short, the intuitive idea of this work is separating the input raw EEG signals (denoted by E) into two parts: a seizurerelated component, denoted by S, that contains informative descriptions about seizure state and is insensitive to the patient identity; and a patient-related component, denoted by P, that includes patient identity information and is insensitive to the seizure state. The following two constraints should be satisfied during the process. First, the sum of seizure-related component S and patient-related component P should be equal to the original EEG signal E. And second, the decomposed S and P are supposed to contain pure and informative seizure and patient features, respectively.
B. Overview
The proposed patient-independent seizure representation learning method contains three sections ( Figure 1 ): the EEG decomposition, the seizure diagnosis, and the patient detection. These three sections are jointly trained in an adversarial way. [7, 2, 128] [62, 11, 16 Fig. 1 : Workflow of the proposed patient-independent epileptic seizure diagnosis method. The collected raw EEG signals are first embedded into a latent space and be decomposed into seizure and patient representation. Afterward, the implicate representations are used to reconstruct the seizure and patient components, respectively. At the meantime, the representations are sent to the seizure diagnosis and patient detection classifiers in order to diagnose the user's seizure stage and recognize the user's identity. The key branch is the seizure diagnosis while the patient detection branch is adopted to separate the patient-related information from the input EEG signals. The dashed lines represent the data flow of EEG decomposition.
To satisfy the first constraint, the EEG signals are mapped into a latent space and decompose into the seizure and patient representation corresponding to the seizure state and personal information, respectively. Then, the two latent representations are used to reconstruct the original EEG signal. If the reconstructed signal equal to the input signal, we regard the learned seizure and patient representation as effective features of the decomposed EEG data.
In addition, to satisfy the second constraint that guarantees the purification of the decomposed representations, we design a seizure-based diagnosis section and a patient classifier section following the latent representations. The seizure diagnosis section, which is following the seizure representation, aims to recognize the epileptic seizure from a normal state. And a satisfactory seizure representation is learned until the diagnosis achieves competitive performance. Similarly, the patient classifier that follows the patient representation targets recognizing the user's identity, and a well-performed diagnosis assures the pureness of the patient representation.
The EEG decomposition section focuses more on the reconstruction performance of the decomposed components than the pureness of the components; conversely, the seizure diagnosis section and patient classifier consider the pureness of the two components other than the effectiveness of the representations. In a whole, the two aspects are optimized toward opposite directions, which form an adversarial training situation. It should be noted that the patient classifier is only adopted to improve the adversarial training and help to have a better signal decomposition performance.
Furthermore, we combine an attention mechanism with our seizure diagnosis section in order to pay more attention to the important EEG electrodes. The effectiveness of attention mechanism has been demonstrated by a number of research topics like natural language process [15] . The modified attention-based seizure diagnosis is supposed to discover which electrodes make more contributions to the epileptic seizure.
C. EEG Decomposition
Assume the gathered EEG signals are denoted by E = {E i ∈ R M ×N }, in which each EEG sample E i has M time series and N channels. We suppose the EEG signals can be decomposed into the seizure-related component S =
Nevertheless, the S and P cannot be directly calculated through traditional methods. To overstep this challenge, we proposed a novel decomposition model based on deep neural networks. In particular, the E is transformed into a latent space through convolutional operation followed by a max-pooling layer:
whereS,P ∈ R J×K×H denote the latent seizure and patient representation, in which J and K denote the rows and columns of the learned representation, respectively, along with H denotes the number of convolutional filters. The denotes convolution operation and w s , b s , w p , b p represent the corresponding weights and biases. In each convolutional layer, the activation function is ReLU and the padding method is 'SAME'.
Then, in order to ensure the representations to contain enough discriminative information, we attempt to reconstruct the EEG signals through deconvolutional operations:
where S and P represent the decomposed seizure-and patientrelated components, which have the same shape with the input EEG signal E. The reconstructed signal E ∈ R M ×N can be calculated by averaging of the two decomposed signals
To guarantee the decomposition performance and separate the useful seizure-related information while eliminating the intra-patient corruption, we force the reconstructed signal E to approximate the original signal E by minimizing the Euclidean distance between them, i.e., calculate the loss function:
The learned latent seizureS and patient representationP , compared to the decomposed components S and P , have lower dimension and represent high-level features. Thus, the learned representations are used for the corresponding seizure diagnosis and patient detection in the next process.
D. Attention-based Seizure Diagnosis
The weights of different EEG electrodes are varying in seizure diagnosis [16] ; thus, we involve the attention mechanism to learn the channel importance and pay different attention to various signal channels. The attention mechanism, as mentioned above, allows modeling of dependencies among input sequences [17] and has shown success in some research topics [15] . Meanwhile, the excellent latent feature learning ability of Convolutional Neural Networks (CNNs) has been widely used in research areas such as computer vision [18] and natural language process [19] . Thus, we propose an attentionbased CNN algorithm to automatically extract the distinctive information from the received seizure representationS which has shape [J, K, H].
As shown in Figure 1 , the attention-based seizure diagnosis contains four convolutional stages: the flatten layer, two fullyconnected layers (FC) and an output layer. Each convolutional stage contains a convolutional layer and a max-pooling layer. We assume the input layer receives the learned seizure featurē S and sent to the convolutional layers:
where C i and L i denote the i-th convolutional and pooling layer, respectively. If i = 1, L 0 equals to the inputS; otherwise, the pooling layer can be measured by:
where U represents the max-pooling perception field and u denotes the u-th element.
The forth pooling layer L 4 is flattened to 1-D vector F 0 and then fed into the FC layers:
where sigmoid denotes the activation function and F i denotes the i-th FC layer. The predicted seizure stateŷ s is related to the last FC layer F 2 and the learned attention weights a tt :
where · denotes dot production and a tt is directly learn from the EEG sample:
where w a and b a denote the corresponding parameters. The cross-entropy loss function of seizure diagnosis L s is defined as:
where y s and p(ŷ s ) denote the ground truth of seizure state and the predicted probability of the patient in seizure state, respectively.
E. Patient detection
The architecture of the patient detection is almost identical to the attention-based seizure diagnosis except two main differences: 1) the patient detection component does not need the attention module; 2) the patient detection performs multiclass instead of binary classification. Similar to L s , we can measure the multi-class cross-entropy loss function L p of the patient identity detection classifier as:
where y p ,ŷ p ,and C denote the ground truth of patient identity, the predicted identity, and the overall number of training patients, respectively.
F. Training Details
In the proposed approach, we have three loss functions which are the reconstruction loss L D in signal decomposition and the classification loss L s and L p in the attention-based seizure diagnosis and patient detection, respectively.
We propose an adversarial training strategy to jointly train all the loss functions:
which assures all losses work on the gradient at the same time and converge to a trade-off position of that balances the reconstruction performance and the purification of the decomposed signals. The 2 represents the 2 norm with coefficient of 0.0001 to prevent overfitting. Then, since the seizure diagnosis is the most crucial component in this approach, we train the L s one more time in order to raise its priority. both loss functions. The algorithm is trained for 300 epochs. A dropout layer with 0.8 keep rate is added to the flatten layer in both classifiers in order to prevent overfitting. The overall flowchart is presented in algorithm 1.
IV. EXPERIMENTS
In this section, we evaluate the proposed approach over a benchmark dataset of an epileptic seizure. First of all, we present the experimental setting and hyper-parameters in the training model. Then we report the performance comparison results among our method with several competitive stateof-the-art baselines. The comparison is assessed by metrics (such as accuracy, sensitivity, specificity, ROC curves, and AUC scores). Moreover, we provide the latency analysis to demonstrate the efficiency of our method. At last, we attempt to explore the importance of each brain regions in seizure diagnosis and present our empirical hypothesis.
A. Dataset
The proposed approach is evaluated over a benchmark dataset TUH corpus [20] for patient-independent epileptic seizure diagnosis. The TUH is a neurological seizure dataset of clinical EEG recordings associated with 22 channels from a 10/20 configuration. In order to have enough seizure samples, we form a subset of TUH with 14 subjects by selecting the subject who contains more than 250 seconds seizure state. For each subject, we use 500 seconds (half normal and half seizure) of EEG signals with the sampling rate of 250 Hz. Each EEG sample has a window size of 250 (i.e., lasting for 1 second) with 50% overlapping. Since the epileptic seizure may only occur on several channels, we define the seizure onset when more than 12 channels having a seizure. The epileptic seizure state is labelled as 1 while the normal state is labelled as 0. In the evaluation, we adopt Leave-One-Out strategy, i.e., 14-fold cross-validation, which is one subject work as the testing set while all the other subjects are used for training. For 
B. Hyper-parameter Setting
Next, we report the hyper-parameter settings in detail. In the signal decomposition, the input EEG sample has shape [M = 250, N = 22], the convolutional layer has 4 filers with size [3, 3] , and [2, 2] strides. The followed max-pooling has [2, 1] window with [2, 1] strides. All the padding methods in this work are 'SAME'. The deconvolutional layers have 1 filter and the other setting are the same. The seizure-and patientbranches have identical hyper-parameters.
The attention-based seizure diagnosis and patient detection have same hyper-parameter settings: the four convolutional layers have 16, 32, 64, 128 filters with [3, 3] , [3, 3] , [2, 2] , [2, 2] sizes (all have [1, 1] strides), respectively. All the kernel sizes and strides of the first three max-pooling layers are [2, 2] and [2, 1] for the last max-pooling layer. The two FC layers have 300 and 22 hidden neurons, respectively. The attention layer has 22 hidden neurons corresponding to 22 input channels. The detailed information can be found in Figure 1 .
C. Overall Comparison
We compare our approach with three widely-used baselines and a set of competitive state-of-the-art methods. The key parameters of the baselines are listed here: Linear SVM (C = 1), Random Forest (RF, n = 50), and K-nearest Neighours (k = 3). Moreover, the comparable state-of-theart studies for patient-independent seizure diagnosis are listed as follows. In this work, we mainly compare with the deep learning-based methods since it has been demonstrated that deep neural networks generally perform better than traditional models (Section II).
• Schirrmeister et al. [12] apply convolutional neural networks to distinguish seizure segments by decoding taskrelated information from EEG signals. We reproduce all the state-of-the-art models and work on the same dataset with the Leave-One-Out strategy. The overall performance of all the compared seizure diagnosis methods is reported in Table I . From this table, we can clearly observe that our approach outperforms all the baselines and state-ofthe-art models by achieving the average accuracy of 80.5%, illustrating the effectiveness of the proposed method in patientindependent seizure representation learning. The advantage is demonstrated under all of the 14 subjects. Furthermore, to have a closer observation of the diagnosis results, we report the confusion matrix and receiver operating characteristic (ROC) curve with area under the curve (AUC) score. The results of one of the best-performed subjects are shown in Figure 2 . From the confusion matrix, we can observe that our approach achieves a high sensitivity of 97.4% and a slightly low but still competitive specificity of 88.1%. Moreover, the ROC curves and AUC score are presented in Figure 2b .
D. Latency Analysis
In addition to the diagnosis performance, latency is another important metric for an EEG-based epileptic seizure diagnosis system. In this section, we present the latency comparison among the proposed method and the state-of-the-art baselines.
All the experiments are run in an NVIDIA TITAN X GPU platform with 10 Gbps memory speed and 3584 cores. Figure 3 illustrates the training time and testing latency achieved by the proposed model in comparison with the baselines. It can be observed that our method takes 1417.4seconds for training but only require 0.06 seconds for testing. In which, the EEG decomposition component costs 0.01 seconds while the attention-based seizure diagnosis takes around 0.05 seconds. In summary, our method has competitive latency even though takes the longest training time compared with other methods. Since the input EEG signals are acquired from 1 second, the diagnosis latency of 0.06 seconds is acceptable in a potential online epileptic seizure diagnosis system.
E. Explainability Analysis
Explainability is important to a deep learning framework in order to have a better understanding of how the system works. Our method is enabled to the importance of each brain regions in epileptic seizure diagnosis. The proposed method is designed to automatically pay different attention to various EEG channels. For a well-trained and effective model, the Fig. 4 : Demonstration of the learned channel attention topography. It can be inferred from the topography that the epileptic seizure occurs from the temporal lobe around the T5 channel and then spread to all the brain surfaces except the earlobes. learned attention weights can be regarded as the importance of the channels. In this section, we take subject 1 as an example to present the attention analysis and report which region in the brain hemisphere contributes more to the epileptic seizure. Figure 4a shows the diagrammatic representation of brain lobes 3 including frontal, temporal, parietal, and occipital lobes while Figure 4b illustrates the topography of the learned channel attention based on Equation 12. The topography is calculated through the average of three converged runnings. The red color represents higher weight while blue color indicates lower weight. We can infer several hypotheses from the figures. First, for this specific subject, the epileptic seizure occurs from the temporal lobe (around T 5 channel) and then spread to all the brain surfaces. This conclusion is consistent with some biological inference that a region of particular importance in adults with epilepsy is mesial of the temporal lobe [23] . This region is comprised of such structures as the hippocampus and amygdala, which control emotion, and the uncus, which is responsible for processing smells. This is why seizures generally bring strong emotion effects (e.g., fear) and sensation of an acrid odor (e.g., burning rubber) 4 . Second, the brain regions near the left earlobe (around A1 channel) are less significant for this seizure diagnosis. Third, the left part of the occipital lobe (near O1) and the right part of the middle cerebral cortex (Cz to C4) contributes less to the epileptic seizure comparing to other brain lobes.
The above-mentioned hypotheses are empirical inference based on the designed explainable model and we hope these results could bring some inspiration to researchers in biological, brain science, and medical areas.
V. DISCUSSION AND FUTURE WORK
In this section, we discuss the opening challenges of this work and the potential future work. First, our model achieved the average patient-independent diagnosis accuracy of around 80%, which outperforms the state-of-the-art baselines but still not enough in clinical deployment. One feasible solution is adopt ensembling strategies such as voting, bootstrap, aggregating. Take voting strategy as an example, we select multiple EEG segments and predict the seizure state independently. Then, the final decision is the votes from all the prediction results. Such strategy may increase the latency but improves the prediction accuracy. In the perspective of time efficiency, if we have five EEG segments where each segment costs one second, the data collection latency will be 5 seconds, which is acceptable in a real-world scenario. In the perspective of prediction performance, suppose the original probability of correct classification p is 0.8; then, after voting from all of the EEG segments, e.g. 5 segments, the probability becomes 1−[C 4 5 p(1−p) 4 −C 5 5 (1−p) 5 ] = 0.9933, which is satisfactory in most of the application scenarios. Thus, we can choose an appropriate number of segments to assure the model achieve better detection accuracy while is time-efficient in real-world cases.
Moreover, the proposed approach has a relatively high complexity which contains three computational components. As a result, the training time of our model is much longer than the state-of-the-art algorithms, as shown in Figure 3a . One of our future scopes is to develop a lightweight framework to save computational resources.
VI. CONCLUSION
In this paper, we propose a novel and generic deep learning framework aiming at patient-independent epileptic seizure diagnosis. The proposed approach refines the seizure-specific representation by eliminating the inter-subject noise through adversarial training. Moreover, we involve the attention mechanism to learn the contribution of each EEG channel in the epileptic seizure detection, which empowers our method with great explainability. We conduct extensive experiments over a benchmark dataset. The experimental results show that the proposed approach not only outperforms a batch of state-ofthe-art methods by a large margin but also indicates low testing latency and highly explainability.
