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Abstract
We enumerate a necessary condition for the existence of infinitely many geometri-
cally distinct, non-constant, prime closed geodesics on an arbitrary closed Riemannian
manifold M . That is, we show that any Riemannian metric on M admits infinitely
many prime closed geodesics such that the energy functional E : ΛM → R has in-
finitely many non-degenerate critical points on the free loop space ΛM of Sobolev class
H
1 = W 1,2. This result is obtained by invoking a handle decomposition of free loop
space and using methods of cellular homology to study its topological invariants.
1 Introduction and Preliminaries
Let M be a multiply connected Riemannian manifold. Then the conjugacy classes in the
fundamental group π1(M) may be mapped bijectively onto the free homotopy classes of
closed loops on M . Closed geodesics are generated by undergoing an energy minimizing
procedure. Thus, every closed multiply connected Riemannian manifold M carries a closed
geodesic. Likewise, every closed simply connected Riemannian manifold M carries a closed
geodesic according to Lyusternik and Fet [9]. The existence of at least one non-trivial, non-
constant, closed geodesic on a closed multiply connected Riemannian manifold follows from
properties of the gradient flow of the energy functional.
Theorem 1.1. Assume M is closed and π1(M) is non-trivial. There is a closed geodesic in
each non-trivial free homotopy class or in each non-trivial conjugacy class of the fundamental
group π1(M).
The aforementioned theorem is only valid for π1(M) non-trivial, i.e. when M is multiply
connected. The theorem of Lyusternik–Fet covers the case for M simply connected.
Theorem 1.2 (Lyusternik–Fet [9]). Any closed simply connected Riemannian manifold car-
ries at least one closed geodesic.
Definition 1.3. A non-constant closed geodesic is said to be prime if it traces out its image
exactly once and if it is not the iterate of another closed geodesic. Similarly, two geodesics
are geometrically distinct if their images differ as subsets of M .
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Two geodesics have the same image if and only if their parameterizations differ modulo
an affine transformation of R. Note, in general, prime closed geodesics are not simple; that
is, they admit self-intersections. We henceforth address the following question.
Question. Does every closed Riemannian manifold M admit infinitely many geometrically
distinct, non-constant, prime closed geodesics?
The case for S2 has been proven in the affirmative by Hingston [6]. However, the solution
is not known in general. In the case of multiply connected manifolds, we can enumerate a
class for which the fundamental group π1(M) has infinitely many closed geodesics, whereby
the minimization procedure produces infinitely many geometrically distinct geodesics, one
for each homotopy class. As such, the essence of the problem is reduced to the simply
connected case, which was addressed by Gromoll and Meyer [4].
Notation. We will use the following conventional notations.
(i) ΩM denotes the loop space of a manifold M .
(ii) LM denotes the smooth free loop space on a manifold M .
(iii) ΛM denotes the free loop space of Sobolev class H1 = W 1,2 on a manifold M .
(iv) Fp denotes the field with p elements for p ≥ 2 prime.
(v) bk(ΛM ;Fp) := rank Hk(ΛM ;Fp) is the k-th Betti number of ΛM in Fp coefficients,
which is equivalent to the k-th Betti number of LM in Fp coefficients.
Definition 1.4. Closed geodesics γ : S1 = R/Z → M are critical points of the energy
functional
E[γ] =
∫
S1
‖γ˙(t)‖2dt, (1)
which is defined on the free loop space ΛM = H1(S1,M) of Sobolev class H1.
Thus, the critical points of E are determined by the topology of the Hilbert manifold
ΛM . Let the bilinear map ∇ : Γ(TM)×Γ(TM)→ Γ(TM) on sections of the tangent bundle
TM be the Levi-Civita connection onM . For a smooth curve γ : I ⊂ R→M parameterized
by t, the covariant derivative ∇γ˙ γ˙ := ∇tγ˙ defines a vector field along γ. The curve γ is said
to be a geodesic if it satisfies the autoparallel transport equation
∇tγ˙ = 0. (2)
A geodesic has constant speed ‖γ˙(t)‖ because 1
2
d
dt
‖γ˙‖2= 〈∇tγ˙, γ˙〉. Equation (2) is a second-
order, non-linear, ordinary differential equation with smooth coefficients.
Let p, q ∈M be distinct points, and consider the space of smooth paths defined on [0, 1]
from p to q:
P(p, q) = {γ ∈ C∞([0, 1],M) : γ(0) = p, γ(1) = q}. (3)
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The space of such paths P(p, q) is a Fre´chet manifold and the tangent space at a path
γ is defined as TγP (p, q) = {ξ ∈ Γ(γ
∗TM) : ξ(0) = 0, ξ(1) = 0}. That is, an element
ξ ∈ TγP(p, q) uniquely determines a curve
αξ : V(0) ⊂ R→ P(p, q), αξ(s)(t) := expγ(t)(sξ(t)), (4)
where αξ(0) = γ and
d
ds
|s=0αξ(s)(t) = ξ(t), t ∈ [0, 1]. The energy functional E : P(p, q)→ R
for this Fre´chet manifold is defined as
E[γ] :=
∫ 1
0
‖γ˙(t)‖2dt. (5)
Similarly, the differential of E at γ is a linear map dE[γ] : TγP(p, q)
∼
−→ R given by the first
variation formula via its action on a smooth section of the tangent bundle ξ ∈ TγP(p, q),
dE[γ]ξ = 2
∫ 1
0
〈∇tξ, γ˙〉 = −2
∫ 1
0
〈ξ,∇tγ˙〉. (6)
Remark 1.5. The curve γ ∈ C∞([0, 1],M) is a critical point of E if and only if ∇tγ˙ = 0;
that is, γ is a geodesic from p to q.
For our purposes, we examine Banach and, more specifically, Hilbert manifolds. Consider
the following space of paths of Sobolev class H1 defined on [0, 1] from p to q as the domain
for the energy functional:
Ω(p, q) = {γ ∈ H1([0, 1],M) : γ(0) = p, γ(1) = q}. (7)
Such paths are continuous so the endpoint conditions are well-defined. The space Ω(p, q) is,
in fact, a smooth Hilbert manifold with tangent space at γ ∈ Ω(p, q) given by the vector
space of vector fields along γ belonging to the Sobolev class H1 and vanishing at endpoints:
TγΩ(p, q) = {ξ ∈ H
1(γ∗TM) : ξ(0) = 0, ξ(1) = 0}. (8)
Moreover, the energy functional E : Ω(p, q) → R is C2. The critical points are the H1-
solutions of the elliptic autoparallel transport equation ∇tγ˙ = 0. As such, the geodesic
solutions are necessarily smooth.
Consider the length functional
L : P(p, q)→ R, L[γ] :=
∫ 1
0
‖γ˙(t)‖2dt. (9)
The functional L is invariant under the action of the infinite-dimensional group of diffeo-
morphisms on the interval [0,1], i.e. L[γ(gt)] = L[γ(t)] for all g ∈ G := Diffeo([0, 1]). Thus,
the critical points of L form infinite-dimensional families of solutions. The degeneracy is
rectified by observing that some path γ ∈ P(p, q) admits positive reparameterizations on
[0, 1] with constant speed [10]. A path γ ∈ P(p, q) is a geodesic if and only if it is a critical
point of the length functional L[γ] and has constant speed.
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Consider the quotient space S1 = R/Z and the space of smooth loops in M :
LM := C∞(S1,M), (10)
which is a Fre´chet manifold on which the 2-dimensional orthogonal group O(2) = SO(2)⋊
{±1} acts by (eiθ · γ)(t) := γ(t+ θ) and (−1 · γ)(t) := γ(−t). For economy, we consider the
smooth Banach manifold
ΛM := H1(S1,M), (11)
which is the so-called free loop space of M . The inclusion map LM →֒ ΛM is a homotopy
equivalence, and the O(2) action descends naturally to ΛM . Equation (5) defines a functional
E : ΛM → R, whose critical points are smooth periodic or closed geodesics. However, under
present considerations, E is O(2)-invariant which induces critical point degeneracy. Closed
geodesics may be classified crudely by bifurcating isotropy groups. In particular, a constant
geodesic corresponds to a point in M with isotropy group O(2), whereas the isotropy group
of a non-constant geodesic is Z/kZ with 1/k its minimal period for k ∈ Z+.
The tangent space at a point γ ∈ ΛM , identified with a path, is TγΛM = H
1(γ∗TM),
which is the space of sections of γ∗TM of Sobolev class H1 for γ : S1 →M and γ∗ : T ∗M →
T ∗S1 its pullback. The free loop space ΛM of Sobolev class H1 is a Hilbert manifold with
respect to a H1-inner product
〈ξ, η〉1 :=
∫
S1
〈ξ, η〉+
∫
S1
〈∇tξ,∇tη〉 = 〈ξ, η〉0 + 〈∇tξ,∇tη〉0. (12)
The Arzela´-Ascoli theorem implies a compact inclusion ΛM = H1(S1,M) →֒ C0(S1,M).
This inclusion may be used to prove the following result.
Proposition 1.6 (Klingenberg [8]). The Riemannian metric on ΛM given by the H1-inner
product is complete.
2 Morse Theory
The gradient ∇E is a vector field on ΛM defined by the following inner product.
〈∇E[γ], ξ〉1 = dE[γ]ξ = 〈γ˙,∇tξ〉0, ξ ∈ H
1(γ∗TM) (13)
Furthermore, if γ is smooth then 〈γ˙,∇tξ〉0 = −〈∇tγ˙, ξ〉0 such that ∇E[γ] ∈ Γ(γ
∗TM) is the
unique periodic solution of the differential equation:
∇2tη(t)− η(t) = ∇tγ˙(t). (14)
The following condition of Palais and Smale is necessary to extend Morse theory to the
infinite-dimensional setting of Hilbert manifolds ΛM .
Theorem 2.1 (Palais-Smale [11]). The energy functional E : ΛM → R satisfies condition
(C) of Palais and Smale:
(C) Let (γm) ∈ ΛM be a sequence such that E[γm] is bounded and ‖∇E[γm]‖1→ 0. Then
(γm) has limit points and every limit point is a critical point of E.
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Let Crit(E) := {γ ∈ ΛM : dE[γ] = 0} denote the set of critical points of the energy
functional, i.e., the set of closed geodesics on M . For a ≥ 0, we denote
Λ≤a : = {γ ∈ ΛM : E[γ] ≤ a},
Λ<a : = {γ ∈ ΛM : E[γ] < a},
and
Λa : = {γ ∈ ΛM : E[γ] = a}.
The following properties of the negative gradient flow d
ds
φs = −∇E(φs) of the energy func-
tional are due to condition (C) of Palais Smale.
(i) Crit(E)∩Λ≤a is compact for all a ≥ 0.
(ii) the flow φs is defined for all s ≥ 0.
(iii) given an interval [a, b] of regular values, there exists a real number s0 ≥ 0 such that
φs(Λ
≤b) ⊂ Λ≤a for all s ≥ s0.
(iv) Λ0 ≡M ⊂ Λ≤ε is a strong deformation retract via φs for ε > 0 sufficiently small.
Suppose γ ∈ Crit(E) is a critical point. The O(2)-invariance of the energy functional E
means that the orbit O(2) · γ is contained entirely in Crit(E).
Definition 2.2. The index λ(γ) of γ is the dimension of the negative eigenspace of the
Hessian d2E[γ].
Definition 2.3. The nullity ν(γ) of γ is the dimension of the kernel of d2E[γ], i.e. ν(γ) :=
dimker d2E[γ].
Note, 〈γ˙〉 ∈ ker d2E[γ] so ν(γ) ≥ 1 if γ is non-constant because Crit(E) is invariant under
the S1 reparameterization action. The Hessian of E at γ is given by the second variation
formula:
d2E[γ](ξ, η) = −
∫
〈ξ,∇2tη +R(γ˙, η)γ˙〉. (15)
Definition 2.4. A C2-function f defined on a Hilbert manifold is a Morse function if all
of its critical points are non-degenerate, which means that the Hessian has a 0-dimensional
kernel at each critical point c so dimker d2f(c) = 0.
The energy functional E defined on ΛM will never satisfy the conditions of Definition 2.4
because the critical points at level 0 form a closed dimM-dimensional manifold, which means
that it is never non-degenerate. In a similar vein, the energy functional E is S1-invariant
which means that the kernel of the Hessian of E at a non-constant geodesic γ is always at
least 1-dimensional, dim ker d2E[γ] ≥ 1, because it contains the infinitesimal generator γ˙ of
the S1-action.
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Definition 2.5 (Oancea [10]). A C2-function defined on a Hilbert manifold is said to be
a Morse-Bott function if its critical set is a disjoint union of closed connected submani-
folds
⊔
iΣi and, for each critical point ci, the kernel of the Hessian at that critical point
coincides with the tangent space to the respective connected component of the critical locus,
ker d2f(ci) ∼= TΣi. As such, the critical set is said to be non-degenerate.
Definition 2.6. The index λ(p) of a critical point p is defined as ι(p) = dim{Vmax ⊂ TpM :
d2f(p) < 0}, the dimension of the maximal subspace of the tangent space at p on which the
Hessian is negative definite.
Definition 2.7. The nullity ν(p) of a critical point p is defined as ν(p) = dimker d2f(p),
the dimension of the kernel of the Hessian at p.
Theorem 2.8 (Palais [12]). Assume that the Riemannian metric on M is chosen in such a
way that the energy functional E on ΛM is Morse-Bott.
(i) The critical values of E are isolated and there are only a finite number of connected
components of Crit(E) on each critical set.
(ii) The index and nullity of each connected component of Crit(E) are finite.
(iii) If there are no critical values of E in [a, b] then Λ≤b retracts onto and is diffeomorphic
to Λ≤a.
(iv) Let a < c < b and assume c is the only critical value of E in the interval [a,b]. Denote
by Σ1, · · · ,Σr the connected components of Crit(E) at level c, and denote by λ1, · · · , λr
their respective indices.
• Each manifold Σi carries a well-defined vector bundle ν
−Σi of rank λi consisting
of negative directions for d2E|Σi.
• The sublevel set Λ≤b retracts onto a space homeomorphic to Λ≤a with the disk
bundles Dν−Σi disjointly attached to Λ
≤a along their boundaries.
We denote the disk bundles by Dν−Σi, which are associated to a fixed scalar product on
the fibers ν−Σi, a sub-bundle of the normal bundle TΣ
⊥
i with inner product given by the
Hilbert structure of the manifold ΛM . According to [10], there exist smooth embeddings
φi : ∂Dν
−Σi → ∂Λ
≤a with disjoint images from which we can construct a quotient space
Λ≤a ∪
⋃
iDν
−Σi/∼ such that a point lying in the boundary ∂Dν
−Σi can be identified with
the image under φi in ∂Λ
≤a.
Remark 2.9. When one passes the critical level c, the sublevel c + ε, for ε > 0 sufficiently
small, deformation retracts onto the the union of the sublevel c−ε and a λ(c)-cell. The λ-cell
is the negative vector bundle over the critical manifold consisting of a single point. Such a
retraction is forced by a modification of the negative gradient flow d
ds
φs = −∇f(φs) of f .
Corollary 2.10. Adopting the the aforementioned a posteriori hypotheses, the sublevel set
Λ≤b is diffeomorphic to and deformation retracts onto Λ≤c. Similarly, the sublevel set Λ<c
is diffeomorphic to and deformation retracts onto Λ≤a. In particular, let c ∈ [a, b] be a
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non-degenerate critical point of E of index λ(c) such that E[c] = r. Furthermore, suppose
E−1[r− ε, r+ ε] is compact and contains no critical points other than c. Then it follows that
Λ≤r+ε is homotopy equivalent to the union of Λ≤r−ε and a λ(c)-cell.
Corollary 2.11. Suppose E : ΛM → R is a real-valued smooth functional on ΛM , a < b,
E−1[a, b] is compact, and there are no critical values between a and b. Then the sublevel set
Λ≤b is diffeomorphic to and deformation retracts onto Λ≤a.
The above provides a useful heuristic for determining the homology groups of ΛM by
way of the non-decreasing filtration Λ≤a, whereby
ΛM = lim−→
a→∞
Λ≤a. (16)
Thus, the homology of ΛM is H•(ΛM) = lim−→
H•(Λ
≤a). Suppose E is non-degenerate such
that the sequence 0 = c0 < c1 < c2 < · · · of its critical values is diverging. Then the following
holds [10].
(i) If ci < a < ci+1, an inclusion Λ
≤ci →֒ Λ≤a induces an isomorphism on homology
H•(Λ
≤ci) ∼= H•(Λ
≤a) which means the homology groups of Λ≤a change when passing a
critical value.
(ii) The change in the homology upon crossing a critical level c of E is entirely captured
by the long exact sequence of the pair (Λ≤c,Λ<c):
· · · −→ H•(Λ
c) −→ H•(Λ
≤c) −→ H•(Λ
≤c,Λ<c)
[−1]
−→ · · ·
(iii) If there are no critical values of E in [a, b] then Λ≤b retracts onto and is diffeomorphic
to Λ≤a. Let Σc :=
⊔r
i=1Σi be the critical set of E at level c. Therefore, the following
isomorphisms hold.
H•(Λ
≤c,Λ<c) ∼= H•
(⊔
i
Dν−Σi,
⊔
i
∂Dν−Σi
)
∼=
⊕
i
H•−λi(Σi; oν−Σi)
Note, H•−λi(Σi; oν−Σi) denotes the homology groups of Σi with coefficients given by the
local system of orientations of the bundle ν−Σi. The first isomorphism follows from
excision and (iv) of Theorem 2.8. Likewise, the second isomorphism is induced by the
Thom isomorphism for finite rank vector bundles.
We present the useful and well-known theorem of Gromoll and Meyer.
Theorem 2.12 (Gromoll-Meyer [4]). Let M be a simply connected closed manifold. If the
sequence {bk(ΛM ;Fp)}k≥0 is unbounded for some prime p ≥ 2, then any Riemannian metric
on M admits infinitely many prime closed geodescis.
It was shown by Vigue´-Poirrier and Sullivan [13] that for a simply connected closed mani-
foldM , the sequence of rational Betti numbers bk(ΛM ;Q) = rank H
k(ΛM ;Q) is unbounded
if and only if the rational cohomology ring H∗(M ;Q) =
⊕
k∈NH
k(M ;Q) has at least two
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generators. That is, M does not have rational cohomology that is the quotient of a polyno-
mial ring. There are a few simply connected compact globally symmetric spaces of rank > 1
whose rational cohomology ring H∗(M ;Q) is not a truncated polynomial ring. In fact, it
was shown by Ziller [16] that compact globally symmetric spaces of rank > 1 are such that
the sequence of Betti numbers for their free loop space is unbounded with coefficients in F2.
On the other hand, compact globally symmetric spaces of rank 1 have rational cohomology
generated by a single element.
We must address two complications that arise in view of Gromoll and Meyer 2.12, the
first being that iterates γm : S
1 → M with γm(t) = γ(mt), m ∈ Z of a closed geodesic γ are
themselves closed geodesics (under the action of infinite-dimensional reparameterization),
and thereby constitute a part of the homology of free loop space ΛM . Second, we would
like to handle degeneracy for closed geodesics. It was shown by Gromoll and Meyer [4] that
a single degenerate closed geodesic adds to homology by at most ν(γ) for degrees contained
in [λ(γ), λ(γ) + ν(γ)]. This result follows from the lemmata which dictate the behavior of
index and nullity subject to iteration.
Lemma 2.13 (Gromoll-Meyer Index Iteration [4]). The index is either λ(γm) = 0 for all
m ≥ 1 or there is an ε > 0 and C > 0 such that for all m, s ≥ 1:
λ(γm+s)− λ(γm) ≥ εs− C. (17)
Lemma 2.14 (Gromoll-Meyer Nullity Iteration [4]). The nullity is either ν(γm) = 1 for all
m ≥ 1 or there are finitely many iterations γm1 , · · · , γms of γ such that for all m ≥ 1 there is
an i and j for which m = jmi and ν(γm) = ν(γmi). That is, the sequence {ν(γm)}m≥1 only
takes on finitely many values.
By virtue of a combinatorial argument and the Gromoll-Meyer index and nullity iteration
lemmata, if the number of simple closed geodesics is bounded, there is a bound on the Betti
numbers of ΛM .
Let
Aγ : H
1(γ∗TM)→ L2(γ∗TM), ξ 7→ −ξ′′ − R(γ˙, ξ)γ˙ (18)
be the self-adjoint asymptotic elliptic operator at the closed geodesic γ with compact resol-
vent such that d2E[γ](ξ, η) = 〈Aγξ, η〉L2. More precisely,
〈Aγξ, η〉L2 = 〈Aγη, ξ〉L2
=
∫
〈−η′′ − R(γ˙, η)γ˙, η〉
= −
∫
〈ξ,∇2tη +R(γ˙, η)γ˙〉.
(19)
Its spectrum is discrete with no accumulation point besides ±∞ [7]. The eigenvectors of
Aγ are smooth by elliptic regularity. The eigenvalue problem −ξ
′′ − R(γ˙, ξ)γ˙ = −λξ has no
non-trivial periodic solutions for λ≫ 0. Moreover, the spectrum of the elliptic operator Aγ
is bounded from below which implies the finiteness of the index of γ, given by
λ(γ) =
∑
Spec(Aγ)∋λ<0
mult(λ) < +∞ (20)
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for mult(λ) the multiplicity of the eigenvalue λ. The nullity of γ is
ν(γ) = dimkerAγ , (21)
for which we have the bounds 1 ≤ ν(γ) ≤ 2n−1. The first inequality is due to 〈γ˙〉 ∈ kerAγ ,
and the second inquality follows because an element in kerAγ solves a second-order ordinary
differential equation.
It was shown by Takens and Klingenberg that for a C4-generic metric on a closed manifold
M , there exist closed geodesics of twist type for which the eigenvalues of the Poincare´ return
map have modulus unity, or there exist closed geodesics of hyperbolic type for which the
eigenvalues of the Poincare´ return map lie outside or inside the unit circle. The Birkhoff-
Lewis fixed point theorem implies that for the former case there are infinitely many prime
closed geodesics in a neighborhood of the twist geodesic. It is then left to show that this is
true for hyperbolic geodesics. It should be noted that if all geodesic orbits are hyperbolic,
then λ(γm) = mλ(γ).
Theorem 2.15 (Rademacher [14]). Let M be a simply connected closed Riemannian man-
ifold with rational cohomology a truncated polynomial ring in one even variable and all
geodesics hyperbolic. Then there are infinitely many geometrically distinct hyperbolic geodesics.
Theorem 2.16. Let M be a simply connected closed Riemannian manifold with rational
homotopy type that of a rank 1 symmetric space (i.e. Sn,CPn, HPn, P2(O)) and suppose all
closed geodesics on M are hyperbolic. Then the number π(x) of prime closed geodesics of
length less than or equal to x is on the order of
π(x) = |{γ ∈ ΛM : L[γ] ≤ x}|∼
x
logx
. (22)
Recall that the isotropy group at a non-constant closed geodesic is Zm with 1/m the
minimal period. Since Zm, m ≥ 2 are Q-acyclic, we have the following isomorphism on
equivariant cohomology:
H∗Zm(ΛM,M ;Q)
∼= H∗(ΛM/Zm,M ;Q)
where H∗Zm(•) := H
∗(•Zm) is Zm-equivariant cohomology.
The most significant consequence of O(2)-invariance for E is that the m-fold iterate γm
of a closed geodesic adds to H
O(2)
• (ΛM) by H•(BZm). Thus [1],
H•(BZm;Z) =

Z, if • = 0,
Zm, if • odd,
0, if • > 0 even.
By the universal coefficient theorem, we deduce that
H•(BZm;Zℓ) =
{
Zℓ, if • = 0,
Zd, if • > 0,
where d = gcd(m, ℓ), and
H•(BZm;Q) =
{
Q, if • = 0,
0, if • > 0.
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3 Rational Homotopy Theory
An important consequence of rational homotopy theory is that every simply connected closed
Riemannian manifoldM with rational cohomology not isomorphic to a truncated polynomial
has infinitely many geometrically distinct prime closed geodesics.
Definition 3.1. Suppose M,N are simply connected topological spaces. A continuous map
f : M → N is called a rational homotopy equivalence if it induces an isomorphism on
homotopy groups tensored with Q.
Definition 3.2. A rational space is a simply connected CW complex whose homotopy groups
are vector spaces over Q.
Definition 3.3. The rationalization of a simply connected CW complex M is the rational
space MQ for which the map from M to MQ descends to an isomorphism on rational ho-
mology, i.e. πk(MQ) ∼= πk(M) ⊗ Q and, by the universal coefficient theorem, Hk(MQ,Z) ∼=
Hk(M,Z)⊗Q ∼= Hk(M,Q) for all k > 0.
The rational cohomology ring H∗(M,Q) is a graded commutative algebra and π∗(M)⊗Q
is a graded homotopy Lie algebra. Let ΩM be the loop space of M , then π∗(ΩM)⊗Q is also
a graded Lie agebra by the Whitehead product structure.
Theorem 3.4. The homology of loop space H•(ΩM,Q) is the (graded) universal enveloping
algebra of the (graded) Lie algebra π•(ΩM,Q) ∼= π•−1(M,Q).
Definition 3.5. Let M be a simply connected (CW complex) space for H∗(M,Q) finite-
dimensional over Q. A simply connected space M is said to be rationally elliptic if the
homotopy Lie algebra π∗(M)⊗Q is finite-dimensional over Q, or else it is rationally hyper-
bolic.
According to Fe´lix and Halperin [3], if M is rationally hyperbolic, there exists an α > 1
and an integer N such that for all n ≥ N ,
n∑
i=1
dimQ πi(M)⊗Q ≥ α
n. (23)
Remark 3.6. Let M be a simply connected closed Riemannian manifold. Then the rational
cohomology ring H∗(M ;Q) requires more than one generator if and only if πodd(M) ⊗ Q is
more than 1-dimensional, i.e. dim πodd(M)⊗Q > 1.
Proof. A basis for rational homotopy πk(M)⊗Q corresponds to a set of algebra generators
of the minimal model. Then the claim follows from Proposition 1 of Vigue´-Poirrier and
Sullivan [13].
Corollary 3.7. The rational space MQ cannot be a K(G, n) Eilenberg–MacLane space for
G singly generated if dim πodd(M)⊗Q > 1.
Proof. Suppose the rational space MQ is a K(G, n) Eilenberg–MacLane space. Then for n
a positive integer, πn(K(G, n)) ∼= G, and πi(MQ) = 0 for all i 6= n. Thus, dim πi(MQ) =
dim πi(M)⊗Q = δin, which implies that dim πodd(M)⊗Q ≤ 1. It follows that H
∗(M ;Q) is
singly generated so MQ 6= K(G, n), a contradiction.
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Lemma 3.8. If the rational cohomology ring H∗(M ;Q) is not singly generated, MQ =
M × EQ 6= K(G, n) for any positive integer n or group G acting freely on M .
Theorem 3.9 (Hurewicz Theorem). If X is an (k− 1)-connected topological space, then for
a positive integer n, the group homomorphism
f∗ : πn(X)→ Hn(X)
is an isomorphism for all n ≤ k and an abelianization for n = 1.
Definition 3.10. Let G be an abelian group. The group G ⊗Z Q is the divisible hull of G.
The dimension of G ⊗Z Q over Q is the rational rank of G. We denote by rank Q(G) the
rational rank of G. If G is torsion free then the map G → G ⊗ Q is injective and the rank
of G is the minimum dimension of the Q-vector space containing G as an abelian subgroup.
Lemma 3.11. If M is a rationally hyperbolic manifold then dimQ π1(M) ⊗ Q ≥ 2 and
dimQ πk(M) ⊗ Q > α
k−1 for an integer k > 1 and a real number α > 1. Moreover,
dimQ πodd(M)⊗Q > 1 so the rational cohomology ring H
∗(M ;Q) has at least two generators.
Proof. If M is rationally hyperbolic, there exists a real number α > 1 and an integer N such
that
n∑
i=1
dimQ πi(M)⊗Q ≥ α
n
for all n ≥ N . If n = 1 then dimQ π1(M) ⊗ Q ≥ α for α > 1 so dimQ π1(M) ⊗ Q > 1.
If n = 2 then dimQ π1(M) ⊗ Q + dimQ π2(M) ⊗ Q ≥ α
2. Assume dimQ π1(M) ⊗ Q = α
so that dimQ π2(M) ⊗ Q ≥ α
2 − α. If n = 3 then dimQ π1(M) ⊗ Q + dimQ π2(M) ⊗ Q +
dimQ π3(M)⊗Q ≥ α
3. Let dimQ π2(M)⊗Q = α
2−α so α+(α2−α)+dimQ π3(M)⊗Q ≥ α
3
or dimQ π3(M)⊗Q ≥ α
3−α2. It follows by induction that dimQ πk(M)⊗Q ≥ α
k−αk−1 for
α > 1. More generally, dimQ πk(M) ⊗Q ≥ α
k−1(α− 1) > αk−1 or dimQ πk(M) ⊗Q > α
k−1
for α > 1. As per the above, for k = 1, it is already known that dimQ π1(M)⊗Q > 1.
Another program for determining the dimension of πi(M) ⊗ Q is by way of minimal
models. If M is a closed, simply connected smooth manifold, then the rank of the rational
homotopy groups πi(M) ⊗ Q equals the number of degree i generators introduced in the
construction of the minimal model for M . For manifolds that are formal, e.g. if M is
Ka¨hler, their cohomology ring with trivial differential is quasi-isomorphic as a differential
graded algebra to the minimal model. Thus, we can use the cohomology ring to determine
the rank of rational homotopy groups.
Theorem 3.12. Let E : ΛM → R be a Morse function on the free loop space of Sobolev
class H1. Let Cλ denote the number of critical points of the energy functional E of index λ.
Then we have the following constraints:
rank Hλ(ΛM) = bλ ≤ Cλ for each λ,
χ(ΛM) =
∑
λ
(−1)λCλ.
11
Proof. Let Λ1 be obtained from Λ0 by attaching a handle of index λ for M0 ⊂ M1, then
Hk(Λ1,Λ0) = Hk(D
λ, Sλ−1). Thus, Hk(Λ1,Λ0) = Z if k = λ and 0 otherwise. Denote by
c1 < c2 < · · · < cn the critical values of E. Consider the sequence of real numbers {ai} such
that ci < ai < ci+1 for 0 ≤ i ≤ n − 1, and let Λi = Λ
≤ai . Thus, we obtain the inclusions
of an increasing sequence of manifolds with boundary, DdimΛM = Λ0 ⊂ Λ1 ⊂ Λ2 ⊂ . . . ⊂
Λn = ΛM , where Λi+1 is Λi with finitely many cells attached for each critical point in the
set Λ[ai,ai+1]. Since homology groups Hk are sub-additive, it follows that
rank Hk(ΛM ;Z) ≤
∑
i
rank Hk(Λi+1,Λi)
so the rank of Hk(ΛM ;Z) is less than or equal to the number of critical points of index k.
Suppose ΛM is elliptic with top non-zero rational homology group in degree n. Then the
Euler characteristic of the infinite-dimensional CW complex ΛM is χ(ΛM) =
∑∞
λ=0(−1)
λCλ
and bλ ≤ Cλ. Furthermore, bλ ≤
(
n
λ
)
so Cλ =
(
n
λ
)
as demonstrated in the following lemma.
Lemma 3.13. If ΛM is an elliptic space with top non-zero rational cohomology in degree
n, then the rational cohomology ring H∗(ΛM ;Q) is the complete intersection ring and does
not have at least two generators because the sequence of Betti numbers {bλ(ΛM ;Q)}λ≥0 is
bounded by {
(
n
λ
)
}λ≥0.
Let M be rationally elliptic so that b2k+1(M) = 0, for k ∈ N, if χ(M) > 0 and let
πi(M)⊗Q = 0 for i ≤ dimM − 1. Let n := dimM such that
χ(M) =
∞∑
λ=0
(−1)λrank Hλ(M ;Q)
=
∞∑
λ=0
(−1)λ dim πλ(M)⊗Q
= (−1)n dim πn(M)⊗Q > 0.
(24)
Recall the isomorphism πn(ΛM ;Q) ∼= πn+1(M ;Q), which implies πn(ΛMQ) = πn(ΛM)⊗Q ∼=
πn+1(M)⊗Q ∼= Hn+1(M)⊗Q where it is assumed that πi(M)⊗Q = 0 for i ≤ n− 1. Then
Hn−1(ΛMQ;Z) ∼= Hn−1(ΛM ;Q) ∼= πn(M ;Q) ∼= πn(M)⊗Q
∼= Hn(M)⊗Q ∼= Hn(M ;Q),
(25)
where the first isomorphism follows from the rational Hurewicz theorem and the last by
Hi(MQ;Z) ∼= Hi(M ;Z) ⊗ Q ∼= Hi(M ;Q). We a priori assume the odd Betti numbers b2i+1
vanish. Then we obtain the following bounds:
0 < χ(M) =
dimM∑
i=0
(−1)ibi(M ;Q)
=
dimM∑
i=1
(−1)i−1bi−1(ΛM ;Q)
≤
∞∑
i=0
(−1)irank Hi(ΛM ;Q) = χ(ΛM)
(26)
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so 0 < χ(M) ≤ χ(ΛM) or χ(ΛM) > 0.
Theorem 3.14. Let M be a closed (dimM − 1)-connected Riemannian manifold. If the
Euler characteristic χ(ΛM) of free loop space of Sobolev type H1 = W 1,2 is positive, then M
is rationally elliptic.
Bott’s conjecture posits that any simply connected closed Riemannian manifold with
nonnegative sectional curvature should be rationally elliptic. Assuming Bott’s conjecture
holds, if the sectional curvature of M is nonnegative, i.e. K ≥ 0, then M is rationally
elliptic. As before, let M be a closed orientable even n-dimensional Riemannian manifold
without boundary, and suppose Ω is the curvature form of the Levi-Civita connection L.C.∇
associated with M of dimM := n = 2k, k ∈ N. Then Ω is an so(n)-valued 2-form on M , so
it is a skew-symmetric n-by-n matrix of 2-forms over ∧evenT ∗M . Let Pf(Ω) denote the n-
form Pfaffian. Since the sectional curvature is nonnegative, by the generalized Gauss-Bonnet
theorem,
χ(M) =
1√
(2π)n
∫
M
Pf(Ω)
=
1√
(2π)n
∫
M
i
n2
4 exp
(
1
2
Tr log((σy ⊗ In/2)
T · Ω)
)
≥ 0.
(27)
The prime geodesic theorem describes the asymptotic distribution of prime geodesics on
an n-dimensional hyperbolic manifold M = Hn/Γ with Γ a discrete subgroup of SO+(1,n)R.
Theorem 3.15 (Prime Geodesic Theorem [15]). Let M be a hyperbolic manifold of dimen-
sion dimM = m+1. Furthermore, let Γ = π1(M) be its fundamental group. For any element
γ ∈ Γ there exists a closed geodesic representative γ in M . Let ℓ(γ) denote the length of the
geodesic γ, N(γ) := eℓ(γ) its norm, and πΓ(x) the number of primitive elements γ ∈ Γ such
that N(γ) ≤ x. Moreover, let {z1, . . . , zN} denote the zeros of the Selberg zeta function and
li(x) =
∫ x
0
dt
lnt
the logarithmic integral. Then πΓ(x) satisfies the following equality.
πΓ(x) = li(x
m) +
N∑
n=0
li(xzn) + (error term) (28)
As before, let Cλ denote the number of critical points of E : ΛM → R of index λ where the
index of a critical point γ ∈ ΛM is λ(γ) := dim{Vmax ⊂ TγΛM : d
2E < 0} < +∞. Consider
the energy functional E : ΛM → R for ΛM an infinite-dimensional Hilbert manifold. For
a, b ∈ R regular values of E, let Cλ(a, b) denote the number of critical points of index λ in
E−1[a, b] with homology rank rλ(a, b) = rank (Hλ(ΛM
b,ΛMa)) and torsion rank tλ(a, b) =
t(Hλ(ΛM
b,ΛMa)) for ΛM c = E−1(−∞, c]. That is,
rλ(a, b) + tλ(a, b) + tλ−1(a, b) ≤ Cλ,
λ∑
i=0
(−1)λ−iri(a, b) ≤
λ∑
i=0
(−1)λ−iCi,
(29)
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for λ = 0, 1, . . . . For sufficiently large λ, the last inequality becomes an equality. Thus, for
χ(ΛM) =
∑∞
λ=0(−1)
λbλ(ΛM ;Q) and bλ + tλ + tλ−1 ≤ Cλ, we have bλ ≤ Cλ. Therefore the
total number of primitive elements γ ∈ Γ is
lim
t→∞−
∫ t
0
πΓ(x)dx =
∫ ∞
0
πΓ(x)dx.
Recall, the total number of critical points is given by the sum over all indices of the number
of critical points of a specific index, i.e.,
∑
λCλ. As such,∑
λ
Cλ =
∑
λ
bλ(ΛM ;Q) =
∫ ∞
0
πΓ(x)dx. (30)
That is, for ΛM = H∞/Γ hyperbolic,
dimΛM∑
λ=0
bλ(ΛM ;Q) =
∫ ∞
0
li(xdimΛM−1)dx+
N∑
n=0
li(xzn)dx+ (error term)dx
= lim
k→∞
∫ ∞
0
li(xk−1)dx+
N∑
n=0
∫ ∞
0
li(xzn)dx+
∫ ∞
0
(error term)dx.
Moreover, for ΛM = H∞/Γ hyperbolic with Γ ⊂ SO+(1,∞)R, the Poincare´ polynomial of
ΛM is the generating function of Betti numbers of ΛM , PΛM(z) = b0(ΛM) + b1(ΛM)z +
b2(ΛM)z
2 + · · ·, so PΛM(1) =
∑∞
λ=0 bλ(ΛM) =
∫∞
0
πΓ(x)dx.
Lemma 3.16. By the main result 6.14,∫ ∞
0
πΓ(x)dx = PΛM(1) = +∞.
Thus, there are infinitely many such prime closed geodesics.
We remark that we have only shown this to be true for ΛM hyperbolic. Thus, we resort
to a holonomic classification of simply connected manifolds due to Berger.
4 Holonomy, The Berger Classification, and The Clas-
sification of Symmetric Spaces
We begin with preliminary definitions of reducibility and irreducibility of holonomy repre-
sentations.
Definition 4.1. The Riemannian holonomy of a Riemannian manifold (M, g) is the holon-
omy of the Levi-Civita connection on the tangent bundle of the manifold.
Definition 4.2. A Riemannian manifold (M, g) is said to be (resp. locally) reducible if it is
(resp. locally) isometric to a Riemannian product.
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Theorem 4.3 (de Rham [2]). If a Riemannian manifold is complete, simply connected, and
if its holonomy representation is reducible, then (M, g) is a Riemannian product.
Berger provided a complete classification of holonomy for simply connected Riemannian
manifolds which are irreducible and non-symmetric (see Table 1).
Hol(g) dimR(M) G-structure Description
SO(n) n Orientable manifold -
U(n) 2n Ka¨hler Ka¨hler
SU(n) 2n Calabi-Yau Manifold Ricci-flat, Ka¨hler
Sp(n) · Sp(1) 4n Quaternion-Ka¨hler manifold Einstein
G2 7 G2 manifold Ricci-flat
Spin(7) 8 Spin(7) manifold Ricci-flat
Table 1: The Berger classification of holonomy groups for irreducible and non-symmetric
simply connected Riemannian manifolds.
There is a sequence of inclusions Sp(n) ⊂ SU(2n) ⊂ U(2n) ⊂ SO(4n) so every hy-
perka¨hler manifold is Calabi-Yau, every Calabi-Yau manifold is Ka¨hler, and every Ka¨hler
manifold is also orientable.
Theorem 4.4. If M is simply connected and has reducible holonomy, then the de Rham
decomposition theorem implies that M is a product, and hence does not have rational coho-
mology generated by one element.
Proof. Let M be a simply connected n-dimensional manifold such that there is a complete
decomposable reduction of the tangent bundle TM = T (0)M ⊕ T (1)M ⊕ · · · ⊕ T (k)M under
the action of holonomy and the tangent bundles T (i)M parameterizing Frobenius-integrable
distributions. If Hol(M) is reducible then M = V0 × V1 × · · · × Vk for each Vi an integral
manifold for the respective tangent bundle T (i)M where V0 is an open subset of R
n. Moreover,
the holonomy group Hol(M) splits as a direct product of the holonomy groups of each
Mi. Thus, if M = M0 × M1 × · · · × Mk then Hol(M) = Hol(M0 × M1 × · · · × Mk) =
Hol(M0)×Hol(M1)× · · ·×Hol(Mk). So M = M0×M1× · · ·×Mk means H
∗(M ;Q) cannot
be singly generated.
Coupling the Berger classification with the de Rham decomposition, one obtains a clas-
sification of reducible holonomy groups by requiring that each factor is one of the examples
from Berger’s list, realized by compact simply connected manifolds. One can find metrics on
product manifolds with irreducible holonomy so the converse of Theorem 4.4 is false. More
precisely, a generic manifold, with O(n) holonomy or SO(n) if it is orientable, will have
irreducible holonomy and have homology that is not generated by a single element.
Corollary 4.5. If M is oriented then Hol(M) = SO(n) so there are at least two non-trivial
classes in H∗(M ;Q). Thus, if Hol(M) =
∏k
i=1Hol(Mi) then H
∗(M ;Q) must have at least
two generators.
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Since Ziller [16] showed bk(ΛM ;F2) to be unbounded forM a compact globally symmetric
space of rank > 1, we only consider simply connected Riemannian manifolds which are
irreducible and non-symmetric, as well as non-compact symmetric spaces of rank 1. We
obtain the following classification of reducible holonomy groups from Berger’s classification
and de Rham’s decomposition theorem. We require that each factor in the decomposition
is one from Berger’s list or the holonomy of an irreducible non-compact symmetric space of
rank 1, which may be interchanged with a compact symmetric space of rank 1 under bijection
in the decomposition. Let N be a simply connected Riemannian symmetric space. Then it
may decomposed as N = N0×N1 × · · · ×Nr for N0 Euclidean and the other Ni irreducible.
As such, the classification of symmetric spaces is reduced to the the irreducible case. By
duality de Rham (see [5], P. 199), compact and noncompact simply connected irreducible
symmetric spaces may be interchanged, which therefore simplifies the classification to that
of compact irreducible symmetric spaces.
LetM be an n-dimensional simply connected Riemannian manifold that is not a compact
symmetric space of rank > 1. The holonomy is then a direct product decomposition of:
Hol(M) =
N1∏
i1=1
SO(n1)
N2∏
i2=1
U(n2)
N3∏
i1=3
SU(n3)
N4∏
i4=1
(Sp(n4) · Sp(1))
N5∏
i5=1
Sp(n5)
N6∏
i6=1
G2
N7∏
i7=1
Spin(7)
× Hol(compact symmetric spaces of rank = 1)
where it is required that a given decomposition has a least two irreducible factors and
1 ≤ Nk < ∞ for every k in the expansion. Adopting the Cartan labeling convention, we
consider the label AIII, BDI, CII, FII symmetric spaces G/K.
Remark 4.6. For label AII, G/K = SU(p+ q)/S(U(p)×U(q)) has rank(G/K) = min(p, q)
and dim(G/K) = 2pq. So we let p = 1, such that K = S(U(1)×U(q)). If we let dim(G/K) =
n = 2q then q = n
2
or K = S
(
U(1)× U(n
2
)
)
.
Remark 4.7. For label BDI, G/K = SO(p+ q)/SO(p)×SO(q) has rank(G/K) = min(p, q)
and dim(G/K) = pq. So if we let p = 1, SO(1+ q)/SO(1)× SO(q) has dimension q. Thus,
K = SO(1)× SO(n) for dim(G/K) = n.
Remark 4.8. For label CII, G/K = Sp(p+q)/Sp(p)×Sp(q) has rank(G/K) = min(p, q) and
dim(G/K) = 4pq. We let p = 1 so F4/Spin(9) has dimension n = 4q or K = Sp(1)×Sp
(
n
4
)
.
Remark 4.9. For label FII, G/K = F4/Spin(9) has rank(G/K) = 1 and dim(G/K) = 16.
Note, if M = Rn with the flat Euclidean metric then parallel translation is simply a
translation in Rn. In particular, if Pγ : Tγ(0)M → Tγ(1)M for γ : [0, 1] → M , then Pγ is the
identity for each γ so Hol(Rn) is the trivial group, and it may be ignored in the decomposition.
Thus, the decomposition of compact symmetric spaces for the problem under consideration is
Hol(compact simply connected symmetric spaces) = S
(
U(1)× U(n
2
)
)
× (SO(1)×SO(n))×(
Sp(1)× Sp(n
4
)
)
×Spin(9). To be more precise, the holonomy of a reducible simply connected
Riemannian manifold M (excluding compact symmetric spaces of rank > 1) is given by the
following.
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Theorem 4.10. (Classification of Reducible Holonomy.) If M is an n-dimensional simply
connected Riemannian manifold with decomposition M = M1 × · · · ×Mj of irreducible Mk
(k = 1, . . . , j), then it has holonomy decomposition given by the direct product:
Hol(M) =
N1∏
i1=1
SO(n1)
N2∏
i2=1
U(n2)
N3∏
i3=1
SU(n3)
N4∏
i4=1
(Sp(n4) · Sp(1))
N5∏
i5=1
Sp(n5)
N6∏
i6=1
G2
N7∏
i7=1
Spin(7)
N8∏
i8=1
S(U(1)× U(n6))
N9∏
i9=1
(SO(1)× SO(n7))
N10∏
i10=1
(Sp(1)× Sp(n8))
N11∏
i11=1
Spin(9)
where it is required that there are at least two factors in a given decomposition and
∑
i dimR(Mi) =
n.
Corollary 4.11. If M is a simply connected Riemannian manifold with reducible holon-
omy given by the previous theorem, the rational cohomology ring H∗(M ;Q) has at least two
generators.
Since Riemannian spaces that are locally isometric to the homogeneous spaces G/H have
local holonomy isomorphic to H , the holonomy decomposition is
Hol(M) =
N1∏
i1=1
SO(n1)
N2∏
i2=1
U(n2)
N3∏
i3=1
SU(n3)
N4∏
i4=1
(Sp(n4) · Sp(1))
N5∏
i5=1
Sp(n5)
N6∏
i6=1
G2
N7∏
i7=1
Spin(7)
N8∏
i8=1
Hol
(
SU(n6 + 1)
S(U(1)× U(n6))
) N9∏
i9=1
Hol
(
SO(n7 + 1)
SO(1)× SO(n7)
) N10∏
i10=1
Hol
(
Sp(n8 + 1)
Sp(1)× Sp(n8)
)
N11∏
i11=1
Hol
(
F4
Spin(9)
)
.
LetM be any space whose rational cohomology ring is a free graded-commutative algebra.
Then the rationalization MQ is a product of Eilenberg-MacLane spaces. This hypothesis on
cohomology also applies to compact Lie groups. Consider the decomposition of M , i.e.
M = M1×· · ·×Mk, then the rationalization of holonomy is Hol(M)Q = Hol(M)×QEQ and
Hol(MQ) = Hol(M ×Q EQ) = Hol(M) × Hol(EQ). The total space of the universal bundle
over BQ is EQ = BQ ⋊ Q since BQ = EQ/Q. Note, BQ is the Eilenberg-MacLane space
K(Q, 1) so EQ = K(Q, 1)⋊Q.
We can obtain the space K(Q, 1) by the following procedure. Take the circle S1, consider
the sequence of maps fn : S
1 → S1 of degree n, and form an infinite mapping telescope of fn,
a special case of a homotopy colimit. Observe, Q is the filtered colimit Z→ Z→ · · · where
successive maps are multiplication by 1, 2, . . . . Note, since ΩQ ∼= ∗ regardless of its topology,
the resulting classifying space BQ will be a K(Q, 1) space. It follows that Hol(M)Q =
Hol(M) ×Q EQ and Hol(MQ) = Hol(M) × Hol(EQ), so Hol(M)Q =
Hol(MQ)
Hol(EQ)
×Q EQ. By
first computing the rationalization space MQ, we can determine the equivariant cohomology
ring H∗Q(M ;Q) = H
∗(EQ ×Q M ;Q), noting that the rationalization MQ is the product of
17
Eilenberg-MacLane spaces whose rational cohomology rings are easier to compute. Since the
decomposition of M is given by:
M =
N1∏
i1=1
Morientable, SO(n1)
N2∏
i2=1
MKa¨hler, U(n2)
N3∏
i3=1
MCalabi-Yau, SU(n3)
N4∏
i4=1
Mquaternion-Ka¨hler, Sp(n4)·Sp(1)
N5∏
i5=1
Mhyperka¨hler, Sp(n5)
N6∏
i6=1
MG2
N7∏
i7=1
MSpin(7)
N8∏
i8=1
SU(n6 + 1)
S(U(1)× U(n6))
N9∏
i9=1
SO(n7 + 1)
SO(1)× SO(n7)
N10∏
i10=1
Sp(n8 + 1)
Sp(1)× Sp(n8)
N11∏
i11=1
F4
Spin(9)
,
we can compute the rational cohomology ring H∗(M ;Q) by the Kunneth formula.
H∗(M ;Q) ∼=
N1⊗
i1=1
H∗(Morientable, SO(n1);Q)
N2⊗
i2=1
H∗(MKa¨hler, U(n2);Q)
N1⊗
i3=1
H∗(MCalabi-Yau, SU(n3);Q)
⊗ · · · ⊗
N11⊗
i11=1
H∗(F4/Spin(9);Q)
5 Palais-Smale Local Approximation for Free Loop Space
Let φ be a chart on the Hilbert manifold ΛM defined by
φ : U → V ⊂ Rn
γ 7→
(∫
S1
‖γ˙(t)‖2dt,
∫
S1
‖γ˙(t)‖2dt, . . .
)
,
(31)
satisfying the following commutative diagram:
U V ⊂ Rn
R
E
φ
φ◦E−1
The Morse Lemma can be generalized to the infinite-dimensional setting. On separable
Hilbert spaces, it takes the following form.
Theorem 5.1. Let H be a separable Hilbert space and f : H → R a Ck function f with
k ≥ 3 in the sense of Fre´chet differentiability, for which c is a non-degenerate critical point.
Then there exist convex neighborhoods U and V of c, and a diffeomorphism ϕ : U → V of
class Ck−2 with ϕ(c) = c and a bounded orthogonal projection P : H → H such that
f(x) = f(c)− ‖P (ϕ(x))‖2H+‖ϕ(x)− P (ϕ(x))‖
2
H , (32)
where dim im P is the Morse index of the critical point c.
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Theorem 5.2. If the energy functional E : ΛM → R, defined by E[γ] =
∫
S1
‖γ˙(t)‖2dt for
γ : S1 → M , is a C3-function, then M is a union of infinitely many Baire spaces S∞.
Proof. Assume that the Riemannian metric on M is chosen such that the energy functional
E : ΛM → R is Morse-Bott, i.e., E is a C2-function. Assume that E is also a C3-function
by choice. Let Hα ⊂ ΛM and let ΛM =
⋃
α∈AHα ⊕ H
⊥
α for A the set of critical points
of E. Further, let Uα ⊂ ΛM be a local neighborhood of the critical point βα. Then the
projection map P : Uα → Hα has P (x) = m for x = m+m
′, m ∈ Hα, m
′ ∈ H⊥α . Recall that
dim im P = λ(βα). Let {γαk}
λ(βα)
k=1 be an orthonormal basis for Hα. That is, the orthonormal
basis satisfies the following criteria.
(i) Orthogonality: Every two different basis elements are orthogonal, i.e. 〈γk, γj〉 = 0 for
all k, j = 1, . . . , λ(βα) with k 6= j.
(ii) Normalization: Every element of this basis has norm 1, i.e. ‖γαk‖= 1 for all k =
1, . . . , λ(βα).
(iii) Completeness: The linear span of the family γαk, for k = 1, . . . , λ(βα), is dense in Hα.
Similarly, let {γ⊥αk}k∈B, for B := (λ(βα) + 1, λ(βα) + 2, . . . ) a countable but infinite set, be
an orthonormal basis for H⊥α , satisfying the above properties, of dimH
⊥
α = codim Hα = ∞
for dimHα = λ(βα). Then 〈γαk, γ
⊥
αj〉 = 0 for all k = 1, . . . , λ(βα), j = λ(βα)+1, . . . . We may
construct ΛM as a patching over neighborhoods for sufficiently many critical points, which
are homeomorphic to Hα⊕H
⊥
α for α ∈ A. Thus, for Uα an open neighborhood of βα ∈ ΛM ,
Uα = Hα⊕H
⊥
α such that for γα ∈ Uα, there exists a unique θα ∈ Hα and εα ∈ H
⊥
α such that
γα = θα + εα whereby θα =
∑λ(βα)
k=1 cαkγαk and εα =
∑∞
j=λ(βα)+1
ĉαjγ
⊥
αj. Thus,
γα =
λ(βα)∑
k=1
cαkγαk +
∞∑
j=λ(βα)+1
ĉαjγ
⊥
αj (33)
where 〈γαk, γ
⊥
αj〉 = 0. We invoke Theorem 6.2 to conclude that E : ΛM → R may be
approximated by a smooth functional Eε : ΛM
′ → R with infinitely many critical points
so that A in ΛM =
⋃
α∈AHα ⊕H
⊥
α is uncountable or countably infinite. Note, this follows
because Uα is dense.
Furthermore, let {γαk}
∞
k=1 be an orthonormal basis for Uα = Hα ⊕ H
⊥
α such that if
γα ∈ Uα then γα =
∑∞
k=1 cαkγαk and P : Uα → Hα means P (γα) = P (
∑∞
k=1 cαkγαk). Since
P is a linear operator, P (γα) = θα =
∑∞
k=1 cαkP (γαk). Let {θαk}
∞
k=1 be an orthonormal
basis for Hα where θαk = 0 for k > λ(βα). That is, {θαk}
λ(βα)
k=1 is an orthonormal basis
for Hα. Then P (γαk) = θαk and P (γαk) = θαk = 0 for k > λ(βα). Let {θ
⊥
αk}
∞
k=λ(βα)+1
be an orthonormal basis for H⊥α . Then for P⊥ : Uα → H
⊥
α and P⊥(γαk) = θ
⊥
αk, we have
P⊥(γα) = εα =
∑∞
k=1 ĉαkP⊥(γαk) such that P⊥(γαk) = θ
⊥
αk = 0 for k < λ(βα) + 1. Therefore
γα =
∑∞
k=1 cαkγαk and
P (γα) = θα =
∞∑
k=1
cαkP (γαk)
=
λ(βα)∑
k=1
cαkP (γαk) with P (γαk) =
{
θαk, if k ≤ λ(βα),
0, if k > λ(βα),
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P⊥(γα) = εα =
∞∑
k=1
ĉαkP⊥(γαk)
=
∞∑
k=λ(βα)+1
ĉαkP⊥(γαk) with P⊥(γαk) =
{
θ⊥αk, if k ≥ λ(βα) + 1,
0, if k < λ(βα) + 1,
where 〈θαk, θ
⊥
αj〉 = 0 for all k = 1, . . . , λ(βα), j = λ(βα) + 1, . . . . Thus, by the Morse-Palais
Lemma 5.1, E[γα] = E[βα]− ‖P (ϕ(γα))‖
2
ΛM+‖ϕ(γα)− P (ϕ(γα))‖
2
ΛM where ϕ : U → V is a
diffeomorphism such that for γα ∈ Uα, ϕ(γα) = γα, i.e. ϕ = idUα by identification. It follows
that
E[γα] = E[βα]− ‖P (ϕ(γα))‖
2
ΛM+‖ϕ(γα)− P (ϕ(γα))‖
2
ΛM
= E[βα]− ‖P (ϕ(γα))‖
2
ΛM+‖γα‖
2
ΛM−2Re〈γα, P (γα)〉+ ‖P (γα)‖
2
ΛM
= E[βα] + ‖γα‖
2
ΛM−2Re〈γα, P (γα)〉.
(34)
Let
ϕα : Uα ∩Hα → R
λ(βα)
γα 7→
(
γα1, . . . , γαλ(βα)
)
since Hα is a vector space, so the tangent space TγαHα at any point γα ∈ Hα is canonically
isomorphic to Hα itself. Similarly, let
φ̂α : Uα ∩H
⊥
α → R
∞
γα 7→ (γα1, γα2, . . . )
with Hα ∩H
⊥
α = {βα}, affinely translated {0}. Then let
φα : Uα → R
∞
γα 7→ (γα1, γα2, . . . )
be a chart on Uα. Thus,
φiα : Uα → R
γα 7→ γαi
are local coordinate charts such that γα =
∑∞
k=1 cαkγαk =
∑∞
k=1 cαkφ
k
α so ‖γα‖
2
ΛM= 〈γα, γα〉ΛM =∥∥∑∞
k=1 cαkφ
k
α
∥∥2
ΛM
=
∑∞
k=1
∥∥cαkφkα∥∥2ΛM since the φkα’s are orthogonal by choice, and ‖γα‖2ΛM=∑∞
k=1 c
2
αk‖φ
k
α‖
2
ΛM where ‖φ
k
α‖
2
ΛM= ‖φ
k
α‖
2
0+‖∇tφ
k
α‖
2
0. It follows that
‖γα‖
2
ΛM=
∞∑
k=1
c2αk
(
‖φkα‖
2
0+‖∇tφ
k
α‖
2
0
)
.
Likewise, θα =
∑λ(βα)
k=1 ĉαkP (φ
k
α) =
∑λ(βα)
k=1 ĉαkφ
k
α since P (φ
k
α) = φ
k
α for k ≤ λ(βα). Re-
call γα =
∑∞
k=1 cαkγαk. Therefore, 〈γα, P (γα)〉ΛM =
〈∑∞
k=1 cαkφ
k
α,
∑λ(βα)
j=1 ĉαjφ
j
α
〉
ΛM
=∑
(k,j)∈K×J cαkĉαj〈φ
k
α, φ
j
α〉 = cαkĉαk := Cα. As such, E[γα] = E[βα] +
∑∞
k=1 c
2
αk‖φ
k
α‖
2
ΛM−2Cα
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or, for Ĉα = E[γα]−E[βα] + 2Cα, we have
∑∞
k=1 c
2
αk‖φ
k
α‖
2
ΛM= Ĉα where γα =
∑∞
k=1 cαkφ
k
α =
cα1φ
1
α+cα2φ
2
α+· · ·, and φ
k
α is defined on Uα. Then cαk =
∫
Uα
φkα(γα)dγα. Thus,
∑∞
k=1
C2αk
Ĉα
‖φkα‖
2
ΛM=
1 so letting aαk = C
2
αk/Ĉα we have
∞∑
k=1
aαk‖φ
k
α‖
2
ΛM= 1. (35)
The locus of all points {φ1α, φ
2
α, . . . }, i.e. the coordinates on the patch Uα, corresponds to
an infinite-dimensional ellipsoid with aαi 6= 0 for k ∈ Z
+ because, otherwise, aαi = 0 would
obstruct the uniqueness and existence of the orthonormal basis. Thus,
∑∞
k=1 aαk‖φ
k
α‖
2
ΛM= 1
for each Uα. It follows that
ΛM =
⋃
α∈A
Uα =
⋃
α∈A
{
(φ1α, φ
2
α, . . . ) ∈ R
∞
∣∣∣∣∣
∞∑
k=1
aαk‖φ
k
α‖
2
ΛM= 1
}
∼=
⋃
α∈A
S∞. (36)
Suppose there exists a suitable C0-perturbation Eε of E such that there is an atlas with
ΛM =
⋃
α∈A Uα where Uα is locally a Hilbert space for all α ∈ A. Then given such a
distribution of critical points on ΛM , we can compute the cohomology groups via a nerve of
a good cover and, thus, the sequence of Betti numbers. Note, such a construction of an atlas
for ΛM can always be made because Eε is an arbitrary C
0-perturbation of E. Then the
rational cohomology of the Baire space Hk(S∞;Q) is the inverse limit lim←−nH
k(Sn;Q).
Lemma 5.3. Let ΛM ⊂ R∞ be a paracompact connected Hilbert manifold. Moreover, let
E : ΛM → R be a C2-function. Then the simplicial complex ∆ := {γ ∈ ΛM : dE[γ] = 0}, for
vertices identified with the intersections of a refined open cover {Uα}α∈A the non-degenerate
critical points of E, is homotopy equivalent to ΛM .
Proof. A C0-perturbation of the energy functional E : ΛM → R produces infinitely many
critical points. Suppose we form a good cover U = {Uαk}αk∈A such that each Uαk is a
neighborhood of the non-degenerate critical point γk. Then, in general, this should be a cover
of ΛM and the map from the geometric realization of the simplicial space, i.e. the topological
nerve of {Uak}, to ΛM is a homotopy equivalence. Likewise, the geometric realization of
the topological nerve R(Top-Nrv(U)) is homotopy equivalent to the geometric realization
of the simplicial set for which the |A|-simplices are |A|-tuples (α0, . . . , α|A|), whereby the
intersection
⋂
k∈ZUαk is nonempty and |A|→ ∞ under C
0-perturbation of E.
Treating ΛM as a CW complex, by Theorem 5.2, it is given by the union of Baire spaces,
namely M =
⋃
α∈A S
∞ without information on intersections. The only requirement is that
the union of such Baire spaces covers ΛM . Let Σ = {S∞, . . . , S∞} be a finite collection of
sets, with cardinality |A|. The nerve consists of all sub-collections whose sets have a non-
empty common intersection, Nrv(Σ) = {X ⊆ Σ :
⋂
X 6= ∅}, which is an abstract simplicial
complex. That is, suppose we form a good cover U = {Uαk}αk∈A such that each Uαk is
a neighborhood of the non-degenerate critical point γk. Since all Hilbert manifolds are
paracompact, we may compute homology of the CW model of ΛM via Cˇech homology:
Hˇk(U ,F) = lim−→
U∈A
Hk(U ,F)
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for F a presheaf of abelian groups on ΛM , and A a directed set consisting of all open covers
of ΛM , which is directed by U < V for V a refinement of U . Cˇech homology is similarly
given by Hˇk(ΛM,F) = lim−→U∈A
Hk(Nrv(U),F).
6 Integral Cellular Homology and Smith Normal Form
for Free Loop Space
Lemma 6.1. Every continuous map f : M → Rn from a Hilbert manifold can be arbitrarily
approximated by a smooth map g :M → Rn which has no critical points.
Theorem 6.2. A continuous map f : M → Rn from a Hilbert manifold may be approximated
to create infinitely many local minima and maxima by a small C0-perturbation. This is
impossible, in general, for a C1-perturbation.
Proof. Working in local charts, let σ(t) := max(0,min(2t, 1)) for t ∈ R. For ε > 0, define
fε(x) = f(σ(‖x‖/ε)x). Then fε is constant in the ball of radius ε/2, it coincides with f
outside the ball of radius ε, and ‖f − fε‖∞= o(1) for ε→ 0.
Lemma 6.3 (Homotopy Invariance). The respective homotopy types of a closed Riemannian
manifold M and its (free) loop space ΛM are invariant under a C0-perturbation of the energy
functional E : ΛM → R in an open neighborhood of a critical point γ ∈ ΛM of index λ.
For ε > 0, such a local C0-perturbation of E is given by Eε[γ] = E[σ(‖γ‖/ε)γ] where
σ(t) := max(0,min(2t, 1)) for t ∈ R.
Proof. The canonical fibration ΩM →֒ ΛM
ev
−→M admits the section M →֒ ΛM given by
the inclusion of constant loops, which implies that the associated long exact sequence of
homotopy reduces to the split short exact sequences 0→ πk(ΩM)→ πk(ΛM)→ πk(M)→ 0.
Thus, for k ≥ 1 we have canonical isomorphisms
πk(ΛM) ∼= πk(ΩM)⋊ πk(M) ∼= πk+1(M)⋊ πk(M).
Then for ΛM = E−1(−∞,∞), define by ΛM ′ := E−1ε (−∞,∞) the free loop space corre-
sponding to the perturbed M , say M ′, after a C0-perturbation Eε of the energy functional.
For a C0-perturbation, Eε is constant in the ball of radius ε/2 and it coincides with E out-
side the ball of radius ε. The point γ ∈ ΛM has index λ. Then let α be the number of
critical points, excluding γ, of index λ. All of the infinitely many local minima or maxima
in the ε-neighborhood created by the C0-perturbation are also of index λ. Therefore, the
number of critical points of index λ changes from 1+α to +∞ since infinitely many critical
points of index λ are added in addition to the already existing (1 +α)-many. It follows that
ΛM ∼= ΛM ′ under homotopy. Likewise, πk(ΩM) ∼= πk(ΩM
′).
We will now use this homotopy equivalence πk(ΛM) ∼= πk(ΛM
′) to show that the homo-
topy type of M is fixed. From the canonical isomorphisms, πk(ΛM) ∼= πk(ΩM)⋊ πk(M) ∼=
πk(ΛM
′) ∼= πk(ΩM
′) ⋊ πk(M
′). By πk(ΩM) ∼= πk(ΩM
′), it follows that πk(M) ∼= πk(M
′).
Let f : M → M ′, then, because πk(M,x0) ∼= πk(M
′, f(x0)) for x0 ∈M , it follows that f is a
homotopy equivalence so M and M ′ are of the same homotopy type. This is similarly seen
through the isomorphism πk(ΩM) ∼= πk−1(M).
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Let Yk = Yk−1
⋃θk
αk∈Ak
Hλk be a manifold Yk−1 with |Ak|-many λk-handlesH
λk = DdimYk−1−λk×
Dλk attached along the embedding map θk : S
λk−1 × DdimYk−1−γk → ∂Yk−1 for 1 ≤ k ≤ N
and 1 ≤ αk ≤ |Ak| with Y0 := D
∞ a Baire space and Y := YN . Thus, free loop space has a
handle decomposition given by ΛM := Y = D∞
⋃N
k=1
[⋃θk
αk∈Ak
Hλk
]
where λk is the index
of |Ak|-many critical points of the Morse functional E : ΛM → R.
There is a deformation retraction of Yk = Yk−1
⋃θk
αk∈Ak
Hλk onto the core Yk−1
⋃θk
αk∈Ak
(Dλk×
{0}) so homotopically attaching a λk-handle is the same as attaching a λk-cell. Thus,
Yk ≈ Yk−1
⋃θk
αk∈Ak
(Dλk × {0}) ∼= Yk−1
⋃θk
αk∈Ak
eλk for eλk a λk-cell. In the handle decom-
position, we collapse each handle Dm×Dn−m to obtain a homotopy equivalent CW complex
X ≈G ΛM under homotopy G : X → Y . Thus, let nλi denote the number of λi-handles of
ΛM . Then ΛM has an infinite-dimensional CW structure with nλi-many λi-cells for each
1 ≤ i ≤ N .
In particular, we construct the CW complex for ΛM as follows:
(i) Set X0 := D
∞, which is regarded as an ∞-cell D∞ × {0} modulo a point {0}.
(ii) Form the k-skeleton Xk from Xk−1 by attaching λk-cells e
λk
α via attaching maps φ
k
α :
Sk−1 → Xk−1 for e
λk
α . Here, we abbreviate Xλk by Xk.
(iii) We stop the inductive process with ΛM ≈ X = XN for N <∞.
Definition 6.4. Every cell ekα in the cell complex X has characteristic map Φ
k
α : D
k
α → X
extending the attaching map φkα. It is a homeomorphism from the interior of D
k
α onto e
k
α.
Namely, Φkα is the composition D
k
α →֒ Xk−1 ⊔α D
k
α → Xk →֒ X where the middle map is a
quotient map defining Xk.
The CW complex X is infinite-dimensional because the 0-th skeleton X0 = D∞ is infinite-
dimensional. We topologize X by saying a set A ⊂ X is open (resp. closed) if and only if
A ∩Xk is open (resp. closed) in Xk for each k. That is, a set A ⊂ X is open (resp. closed)
if and only if Φ−1α (A) is open (resp. closed) in D
k
α for each characteristic map Φα. The
first direction follows from continuity of the characteristic maps Φα. In the other direction,
suppose Φ−1α (A) is open in D
k
α for each Φα. Further suppose by induction on k that A∩Xk−1
is open in Xk−1. Since Φ
−1
α (A) is open in D
k
α for all α, A ∩ Xk is open in Xk by definition
of the quotient topology on Xk. Thus A is open in X , from which it follows that X is the
quotient space of
⊔
k,αD
k
α. The (k+1)-th skeleton is obtain from the k-skeleton by attaching
(k + 1)-cells; that is, there is a pushout diagram:⊔
Sk Xk
⊔
Dk+1 Xk+1
where the disjoint unions are over all (k + 1)-cells of X .
Lemma 6.5. Since X is a CW complex, it follows that:
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(i) Hk(Xn, Xn−1) =
{
Z#λn−cells, if k = n
0, if k 6= n.
That is, Hk(Xn, Xn−1) is free abelian for k = n with a basis in one-to-one correspon-
dence with the n-cells of X.
(ii) Hk(Xn) = 0 if k > n. In particular, if X is finite-dimensional, then Hk(X) = 0 if k >
dim(X). Note, we exclude the latter condition because X under present consideration
is, indeed, infinite-dimensional.
(iii) The map Hk(Xn) → Hk(X) induced by the inclusion i : Xn →֒ X is an isomorphism
for k < n and a surjection for k = n.
Proof. (i) Consider the CW pair (Xn, Xn−1). The skeleton Xn is obtained from Xn−1 by
attaching the λn-cells (e
λn
α )α. Choose a point xα at the center of each λn-cell e
λn
α . Further-
more, let A = Xn − {xα}α. Thus, A deformation retracts to Xn−1 so that Hk(Xn, Xn−1) ∼=
Hk(Xn, A). It follows that Hk(Xn, A) ∼=
⊕
αHk(D
n
α, D
n
α − {xα}) by excision of Xn−1. From
the long exact sequence for the pair (Dnα, D
n
α − {xα}), we obtain
Hk(D
n
α, D
n
α − {xα})
∼= H˜k−1(S
n−1
α )
∼=
{
Z, if k = n
0, if k 6= n.
The first assertion follows at once.
(ii) Consider the long exact sequence for the CW pair (Xn, Xn−1):
· · · → Hk+1(Xn, Xn−1)→ Hk(Xn−1)→ Hk(Xn)→ Hk(Xn, Xn−1)→ · · ·
Then if k+1 6= n and k 6= n, from (i), it follows thatHk+1(Xn, Xn−1) = 0 andHk(Xn, Xn−1) =
0. Therefore, Hk(Xn−1) ∼= Hk(Xn). If k > n, i.e. for n 6= k + 1 and n 6= k, we have that
Hk(Xn) ∼= Hk(Xn−1) ∼= Hk(Xn−2) ∼= . . . ∼= Hk(X0).
In the case under consideration, X0 is a Baire space D
∞ so Hk(D
∞) = 0 if k 6= 0. Then for
k > n, Hk(Xn) = 0 as was to be shown.
(iii) We prove the statement for an infinite-dimensional CW complex X . Let k < n and
consider the long exact sequence for the CW pair (Xn+1, Xn) of sub-complexes:
· · · → Hk+1(Xn+1, Xn)→ Hk(Xn)→ Hk(Xn+1)→ Hk(Xn+1, Xn)→ · · ·
Recall that k < n so k + 1 6= n + 1 and k 6= n + 1 or, by (i), Hk+1(Xn+1, Xn) = 0 and
Hk(Xn+1, Xn) = 0. Then from exactness of the above sequence, Hk(Xn) ∼= Hk(Xn+1) and,
by iteration, we obtain:
Hk(Xn) ∼= Hk(Xn+1) ∼= Hk(Xn+2) ∼= . . . ∼= Hk(Xn+l) = Hk(X),
where l is chosen such that Xn+l = X which is admissible since the indices of the handles of
X are finite by definition and X := XN = XN−1 ∪θ H
λN where λi <∞ for 1 ≤ i ≤ N .
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Definition 6.6. The cellular homology HCW∗ (X) of the CW complex X under consideration.
is defined as the homology of the cellular chain complex (C∗(X), d∗) indexed by the cells of X.
That is, the n-th abelian group in the chain complex is Cn(X) := Hn(Xn, Xn−1) = Z
#λn−cells
with boundary operators dn : Cn(X)→ Cn−1(X) defined by the diagram:
Hn(Xn+1, Xn) = 0
Hn(Xn−1) = 0 Hn(Xn+1) ∼= Hn(X)
Hn(Xn)
Hn(Xn+1, Xn) = 0 Hn(Xn, Xn−1) Hn−1(Xn−1, Xn−2)
Hn−1(Xn−1)
Hn−1(Xn−2) = 0
in
jn∂n+1
d
n+1
∂n
dn
j
n−1
The diagonal arrows are due to the long exact sequences of relative homology, and we
invoke Lemma 6 to conclude Hn(Xn−1) = 0, Hn−1(Xn−2) = 0 and Hn(Xn+1) ∼= Hn(X) in
the above diagram. Then we define
dn = jn−1 ◦ ∂n : Cn(X)→ Cn−1(X)
and observe that dn ◦ dn+1 = 0. Moreover, dn ◦ dn+1 = jn−1 ◦ ∂n ◦ jn ◦ ∂n+1 = 0 since the
composition of two consecutive maps in a long exact sequence is the zero map ∂n ◦ jn = 0.
We henceforth use the notations of Section 1. For two real numbers a, b where b > a,
define the sets Λ[a,b] by Λ[a,b] = {p ∈ ΛM : a ≤ E(p) ≤ b}. Recall, if Λ[a,b] is compact and
contains no critical point of E : ΛM → R then Λa is diffeomorphic to Λb. On the other hand,
suppose that Λ[a,b] is compact and contains exactly one non-degenerate critical point of E.
If the index of the critical point is λ then Λb is obtained from Λa by successively attaching
a handle of index λ and a collar.
Proposition 6.7. Every smooth Hilbert manifold admits a Morse function E : ΛM → R
such that Λa is compact for every a ∈ R.
Theorem 6.8. Let E : ΛM → R be a Morse function on a paracompact manifold ΛM such
that each Λa is paracompact. Let p1, p2, . . . , pk, . . . be the critical points of E and let the
index of pi be λi. Then ΛM has a handle decomposition which admits a handle of index λi
for each i.
Proof. Consider the Morse function E : ΛM → R. Let c1 < c2 < · · · < ck < . . . be
the m critical values of E. Then consider the sequence of real numbers {ai} for which
ck < ak < ck+1. For real a, b with b > a, we let Λ
[a,b] = {p ∈ ΛM : a ≤ E[p] ≤ b}.
Consequently, Λak+1 = Λak ∪ Λ[ak,ak+1] and ΛM =
⋃m−1
k=0 Λ
[ak,ak+1]. The set Λ[ak,ak+1] is
paracompact so it only contains finitely many critical points of E. If λk+1 is the index of
ck+1, it has the homotopy type of a handle of index λk+1.
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Corollary 6.9. Every smooth manifold has the homotopy type of a CW complex.
Proof. The set Λb is homotopy equivalent to Λa with a 1-cell attached.
Definition 6.10. Let A ∈ Matm,n(Z) be a matrix over the principal ideal domain Z. Then
the Smith normal form is a factorization A = UDV for which:
(i) D ∈ Matm,n(Z) is diagonal where di,j = 0 if i 6= j.
(ii) Every diagonal entry of D divides the next, i.e. di,i|di+1,i+1. Such diagonal entries are
called the elementary divisors of A.
(iii) U ∈ Matm,m(Z) and V ∈ Matn,n(Z) are invertible over Z. That is, detU, detV = ±1
for U, V in SL(—,Z).
Similarly, for A ∈ Matm,n(Z) an integer matrix, the Smith normal form A = UDV may
be written as D = U−1AV −1, which is permissible by the invertibility of U and V . Here,
the product U−1AV −1 is
SNF (A) =

α1 0 0 · · · 0
0 α2 0 · · · 0
0 0
. . . 0
... αr
...
0
. . .
0 · · · 0

(37)
where the diagonal elements αi, unique up to multiplication by a unit of the principal ideal
domain, satisfy αi|αi+1 for all 1 ≤ i < r. The elements αi are the elementary divisors of A,
determined by
αi =
di(A)
di−1(A)
(38)
where di(A), known as the i-th determinant divisor, is the greatest common divisor of all
i× i matrix of minors of A, and d0(A) := 1.
Remark 6.11. The Smith normal form exists for matrices over arbitrary principal ideal
domains R whereby U and V must be invertible over R so that their determinants are any
units in R. The Smith form is unique up to multiplication by units in R.
Lemma 6.12 (Omar Camarena). Let the non-zero elementary divisors of an m× n integer
matrix A be α1, . . . , αr where r := rank (A). Then coker(A) := Z
m/im(A) ∼=
⊕r
i=1 Z/ai ⊕
Zm−r.
Proof. Consider the Smith normal form UDV of A. Then coker(A) ∼= coker(D) under the
map x + im(A) 7→ U−1x+ im(D). To compute coker(D), if e1, . . . , em is the standard basis
of Zm, then the image of D is spanned by a1e1, . . . , arer.
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Theorem 6.13 (Omar Camarena). The homology of a complex Zn
A
−→Zm
B
−→Zk (with BA =
0) is ker(B)/im(A) ∼=
⊕r
i=1 Z/αi ⊕ Z
m−r−s where r := rank(B) and α1, . . . , αr are the non-
zero elementary divisors of A.
Proof. The boundary map B is zero on im(A) so it descends to a homomorphism B¯ :
Zm/im(A) → Zk. We will now show that ker(B)/im(A) is isomorphic to ker(B¯). From
Lemma 6.12, Zm/im(A) ∼=
⊕r
i=1 Z/αi ⊕ Z
m−r. The target Zk of B is free so that the kernel
contains all of the torsion of its domain group. It follows that
ker(B¯) =
r⊕
i=1
Z/αi ⊕ ker
(
B¯|Zm−r
)
.
The kernel of the restriction of B¯ to its free part is also free and, thus, the rank is
rank ker(B¯) = m− r − s (39)
for s the rank of im(B) = im(B¯) = im
(
B¯|Zm−r
)
.
Theorem 6.14 (Main Result). Every closed Riemannian manifoldM admits infinitely many
geometrically distinct, non-constant, prime closed geodesics.
Proof. Let X ≈G ΛM be the homotopy equivalence defined in the construction preceding
Lemma 6.5. Consider a section of the cellular chain complex for the CW pair (Xk, Xk−1):
· · · −→ Hk+1(Xk+1, Xk)
Mk+1
−→Hk(Xk, Xk−1)
Mk−→Hk−1(Xk−1, Xk−2) −→ · · · · · · (40)
or equivalently, by the definition of Ck(X) := Hk(Xk, Xk−1) = Z
#λk−cells,
· · · −→ Z#λk+1−cells
Mk+1
−→Z#λk−cells
Mk−→Z#λk−1−cells −→ · · ·
where
Mk : Hk(Xk, Xk−1)→ Hk−1(Xk−1, Xk−2) (41)
is a homomorphism from one free abelian group, indexed by λk-cells attached to go from
Xk−1 to Xk, to another. Any such homomorphism is given by an integer-valued matrix Mk.
In what follows, we determine the (i, j)-entries of the matrix
Mk : Hk(Xk, Xk−1)→ Hk−1(Xk−1, Xk−2)
which is given by a particular CW presentation of the CW complex X . For each entry
of this matrix, take the i-th λk-cell represented by a continuous map fi : S
k−1 → Xk−1,
and take the j-th λk−1-cell represented by a map gj : (D
k−1, Sk−2) → (Xk−1, Xk−2). Then
choose any point y in the interior of Dk−1, seen as a point gj(y) in Xk−1, and look at the
points x1, . . . , xr in the inverse image f
−1
i (y). Then we observe whether the restriction of
fi to a small neighborhood of xt (for 1 ≤ t ≤ r), mapping to a small neighborhood of y,
preserves or reverses the orientation. We put +1 if it preserves orientation and −1 if it
reverses orientation; the sum of these signs is the corresponding entry of the matrix.
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More precisely, we should take an interior point y in Dk−1; a small open neighborhood
V of y maps homeomorphically onto its image in Xk−1 under the map gj : (D
k−1, Sk−2) →
(Xk−1, Xk−2) determined by the particular attaching map S
k−2 → Xk−2. This is a homeomor-
phism so the restriction of the map fi, which takes U = f
−1
i (gj(V )), an open neighborhood
of Sk−1, to gj(V ), is a map U → V between open subsets of manifolds. This applies in the
case of a general CW complex, which might not itself be a manifold. For any continuous map
f : U → V between manifolds, there is a continuously differentiable map within the same
homotopy class. Thus, we exclude the possibility that the attaching maps are pathological
in nature.
Assuming fi is continuously differentiable, almost all points y in D
k−1 are regular values
of fi in the technical sense of measure theory. This follows by Sard’s theorem which says
that the set of critical values has measure zero. For a point y to be regular means that
for each point x in f−1i (y), working in chosen coordinate patches, the derivative Dfi at x,
represented by a Jacobian matrix whose entries are partial derivatives at x as a linear map
from the tangent space at x to the tangent space at y, has maximal rank. In the case where
U and V have the same dimension, maximal rank means that Dfi is invertible at x. Then,
by the implicit function theorem, in the case where y is regular, this inverse image f−1i (y) in
Sk−1 will be a compact 0-dimensional manifold, and will hence consist of a finite number of
points x1, . . . , xr.
The manifolds Sk−1 and Dk−1 are orientable. We may select standard Euclidean coordi-
nates (y1, . . . , yk−1) for y in D
k−1, which are the same coordinates for the open neighborhood
V . As for each point x in the inverse image of y, we can take any coordinate patch consistent
with the standard orientation of Sk−1. Then, computing the derivative Dfi at x in terms of
the chosen coordinatizations at x and y as a Jacobian matrix Jacx(fi), the sign of the deter-
minant of Jacx(fi) is well-determined. The sign is either +1 or −1 since Dfi is invertible.
The degree of fi is then computed as∑
x∈f−1i (y)
sgn det Jacx(fi).
It is well-defined and independent of which regular value y we pick. It is also invariant with
respect to the homotopy class of the attaching map.
To write down the (i, j)-entry of the matrix Mk, we order the attaching maps that we
used to get from Xk−1 to Xk:
f1 : S
k−1 → Xk−1, f2 : S
k−1 → Xk−1, . . . , fmk : S
k−1 → Xk−1
where mk := nλk−1 is the number of λk−1-cells of X . We assume there are only finitely
many attaching maps for each skeletal dimension, although we can also drop the finiteness
assumption. Likewise, we order the attaching maps one dimension down:
g1 : S
k−2 → Xk−2, g2 : S
k−2 → Xk−2, . . . , gnk : S
k−2 → Xk−2
where nk := nλk is the number of λk-cells of X . We think of the latter attaching maps in
terms of giving maps of pairs of spaces (Dk−1, Sk−2) → (Xk−1, Xk−2), where the first map
component Dk−1 → Xk−1 identifies interior points of D
k−1 with points of Xk−1, and the
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second component is the actual attaching map gj : S
k−2 → Xk−2. Then the matrix entry for
Mk ∈ Matmk,nk(Z) is
(Mk)ij := deg(fi)j =
∑
fi(x)=y
sgn det Jacx(fi)
for any choice of regular value y of fi in the interior of the j-th cell attachment (D
k−1, Sk−2)→
(Xk−1, Xk−2) and for any choice of coordinatizations of small coordinate patches for the points
y and x in the inverse image f−1i (y) chosen compatibly with the orientations. For V an open
neighborhood of y in Dk−1, fi is a map between open neighborhoods of manifolds:
fi :S
k−1 −→ Xk−1,
U = f−1i (gj(V )) 7→ gj(V )
from which we may write the (i, j)-entry of Mk as
(Mk)ij :=
∑
x∈f−1i (gj(V ))
sgn det Jacx(fi). (42)
Thus,
Mk =

deg(f1)1 deg(f1)2 . . . deg(f1)nλk
deg(f2)1 deg(f2)2 . . . deg(f2)nλk
...
...
. . .
...
deg
(
fnλk−1
)
1
deg
(
fnλk−1
)
2
. . . deg
(
fnλk−1
)
nλk
 . (43)
The homology of the cellular complex does not depend on the order chosen for the attaching
maps. Since we have a cellular chain complex, the composite of any two matrices Mk+1 and
Mk is 0, and one wants to compute kerMk/im Mk+1 to get the k-th homology group of the
CW complex ΛM ≈G X .
We henceforth compute cellular homology for X using the standard basis of Zk for the
free modules Ck(X). To do so, we invoke Smith normal form of the matrix representation
for the boundary homomorphisms. It should be remarked that if we want to determine
homology with a basis over a field K, we would simply use Gaussian elimination. Note, Z-
modules are direct sums Z/α1⊕Z/α2⊕· · ·⊕Z/αl for integers αi with αi|αi+1. We reduce an
integer matrix Mk to SNF (Mk) using row and column operations as in standard Gaussian
elimination; but, the caveat is that the entries must remain integers at all stages. Recall Mk
is mk × nk where mk = nλk−1 and nk = nλk . The row and column operations correspond
to a change of basis for Mk and Mk+1, respectively. Thus, the Smith normal form gives a
factorization Mk = UkDkVk with
Dk =
[
Bk 0
0 0
]
, where Bk =

α1 0
. . .
0 αlk
 (44)
for Bk a matrix with lk non-zero diagonal entries which satisfy αi ≥ 1. The SNF matrices
for Mk+1 and Mk completely characterize the k-th homology group Hk. The rank of the
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boundary group im Mk+1 is the number of non-zero rows ofDk+1, i.e. lk+1 = rank im Mk+1 =
min(nλk , nλk+1). The rank of the cycle group kerMk is the number of zero columns of Dk, i.e.
nk − lk. The torsion coefficients of Hk are the diagonal entries αi of Mk+1 that are greater
than one. The k-th Betti number of the CW complex ΛM is thus:
bk(ΛM ;Z) = rank kerMk − rank im Mk+1 = nk − lk − lk+1. (45)
Similarly, the elementary divisors are given by αi = di(Mk)/di−1(Mk) where di(Mk) is the
i-determinant divisor for 1 ≤ i ≤ lk. In particular, di(Mk) is the greatest common divisor
of all i × i minors of Mk. Denote by Σi,k the i × i sub-matrix of Mk. Then an i × i minor
of Mk, i.e. the minor determinant of order i, is the determinant of an i× i matrix obtained
from Mk by deleting mk − i rows and nk − i columns. The minor of order zero is defined to
be +1. For the matrix Mk, there are
(
mk
i
)(
nk
i
)
minors of size i× i. One such minor |Σi,k| is
the determinant of the i-th sub-matrix Σi,k:
|Σi,k|=
∣∣∣∣∣∣∣∣∣
(Mk)σ,ρ . . . (Mk)σ,ρ+i
(Mk)σ+1,ρ . . . (Mk)σ+1,ρ+i
...
. . .
...
(Mk)σ+i,ρ . . . (Mk)σ+i,ρ+i
∣∣∣∣∣∣∣∣∣ . (46)
for 1 ≤ σ ≤ mk and 1 ≤ ρ ≤ nk. There are i! orderings of the columns (ρ, ρ+1, . . . , ρ+i) that
go in each possible order (α, β, . . . , ω). We choose (Mk)σ,α from row 1 of Σi,k (row σ of Mk),
(Mk)σ+1,β from row 2 of Σi,k (row σ + 1 of Mk), and eventually (Mk)σ+i,ω from row i of Σi,k
(row σ+i ofMk). Then the determinant contains the product (Mk)ρ,α(Mk)ρ+1,β . . . (Mk)ρ+i,ω
times +1 or −1. Let P = (α, β, . . . , ω) be the permutation matrices corresponding to a
certain ordering of the columns of Σi,k. Then the determinant of Σi,k is the sum of the i!
simple determinants (up to sign), which are given by choosing one entry from every row and
column of Σi,k. Therefore,
|Σi,k|=
∑
P=(α,β,...,ω)
(detP )(Mk)σ,α(Mk)σ+1,β . . . (Mk)σ+i,ω (47)
for ρ ≤ α, β, . . . , ω ≤ ρ+ i. Then the i-th determinant divisor of Mk is the greatest common
divisor of all i × i minors |Σi,k|. Let |Σ
r
i,k| be the r-th possible i × i minor of order i of Mk
for 1 ≤ r ≤
(
mk
i
)(
nk
i
)
. Then the i-th determinant divisor is
di(Mk) = gcd
(
|Σ1i,k|, . . . ,
∣∣∣∣Σ(mki )(nki )i,k ∣∣∣∣) . (48)
Recall that for a, b ∈ Z, gcd(a, b) =
∑
q|a,
q|b
ϕ(q) where ϕ(·) is the Euler totient function. It
follows that if we let Φj := gcd(Φj−1, |Σ
j
i,k|) for 2 ≤ j ≤
(
mk
i
)(
nk
i
)
and Φ1 := |Σ
1
i,k|, then
Φj =
∑
qj−1|Φj−1
qj−1||Σ
j
i,k
|
ϕ(qj−1) =
∑
qj−1|Φj−1
qj−1||Σ
j
i,k
|
qj−1
∏
p|qj−1
(
1−
1
p
)
(49)
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for p prime and qj |Φj for all j. Moreover, we let τ(i, k) :=
(
mk
i
)(
nk
i
)
to obtain di(Mk) = Φτ(i,k):
di(Mk) = gcd
(
|Σ1i,k|, . . . , |Σ
τ(i,k)
i,k |
)
=
∑
qτ(i,k)−1|Φτ(i,k)−1
qτ(i,k)−1|
∣∣∣Στ(i,k)i,k
∣∣∣
qτ(i,k)−1
∏
p|qτ(i,k)−1
(
1−
1
p
)
. (50)
Recall that X is the CW complex homotopy equivalent to ΛM . Applying Theorem 6.13
to the complex
Z
nλk+1
Mk+1
−→Znλk
Mk−→Znλk−1 (51)
defined in equation (40), we conclude that the k-th homology group of free loop space ΛM
is
Hk(ΛM ;Z) = kerMk/im Mk+1 =
lk+1⊕
i=1
Z/αi ⊕ Z
nk−lk+1−lk
=
lk+1⊕
i=1
Z
/(
di(Mk)
di−1(Mk)
)
⊕ Znk−lk+1−lk
=
lk+1⊕
i=1
Z
/ gcd
(
|Σ1i,k|, . . . ,
∣∣∣∣Σ(mki )(nki )i,k ∣∣∣∣)
gcd
(
|Σ1i−1,k|, . . . ,
∣∣∣∣Σ(mki−1)( nki−1)i−1,k ∣∣∣∣)
⊕ Znk−lk+1−lk
(52)
where lk+1 = rank im Mk+1 = min(nλk , nλk+1). Therefore, the k-th Betti number is
bk(ΛM ;Z) = nk − lk − lk+1 = nλk −min
(
nλk−1 , nλk
)
−min
(
nλk , nλk+1
)
. (53)
We use a C0-perturbation of E : ΛM → R. That is, let σ(t) := max(0,min(2t − 1, 1))
for t ∈ R. Then for ε > 0, define
Eε(x) := E(σ(‖x‖/ε)x) =
∫
S1
‖σ˙(‖γ‖/ε)γ(t) + σ(‖γ‖/ε)γ˙(t)‖2dt. (54)
Therefore, Eε is constant in the ball of radius ε/2, it coincides with E outside the ball of radius
ε, and ‖E−Eε‖∞= o(1) for ε→ 0. The homotopy types of ΛM and M are fixed under such
a perturbation by Lemma 6.3, i.e. for f : M → M ′ and x0 ∈ M , πk(M,x0) ∼= πk(M
′, f(x0))
for all k. Assume that we perturb ΛM via Eε such that we create infinitely many minima
or maxima in a local neighborhood of a critical point γ ∈ Xk ⊂ ΛM of index λk. Then, by
Lemma 6.3, the homotopy type of M is fixed and the number of critical points of index λk
tends to infinity, i.e. nλk →∞. Then the k-th Betti number of Hk(ΛM ;Z) becomes
lim
nλk→∞
nλk −min
(
nλk−1 , nλk
)
−min
(
nλk , nλk+1
)
= +∞
where it is assumed that nλi , 1 ≤ i ≤ N , is finite for all i 6= k. It follows that the sequence
of Betti numbers {bk(ΛM ;Z)}k≥0 is unbounded. Since the homotopy type of M is invariant
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under the C0-perturbation of the energy functional, this can be done for an arbitrary closed
Riemannian manifold. Thus, every closed Riemannian manifold M carries infinitely many
geometrically distinct, non-constant, prime closed geodesics.
If we instead compute cellular homology over a field K, say Q, then we may simply use
Gaussian elimination to reach the factorization Mk = UkDkVk for Uk ∈ Matmk,mk(Q) and
Vk ∈ Matnk,nk(Q) where UkDk is the inverse of the Gaussian elimination matrix Ek which
transforms Mk to Vk. Note, each diagonal entry of Uk is +1 since Dk is the diagonal matrix
that contains all the pivots ofMk. Then the rank of im Mk+1 is the number of non-zero rows
of Dk+1, i.e. lk+1, and the rank of kerMk is the number of zero columns of Dk, i.e. nk − lk.
Then the k-th homology group of ΛM is
Hk(ΛM ;Q) = kerMk/im Mk+1 = Q
nk−lk+1−lk (55)
and the k-th Betti number is given by bk(ΛM ;Q) = nk − lk − lk+1. That is, all torsion for
homology vanishes.
Remark 6.15. For a finite CW complex X, the Euler characteristic χ(X) is defined to
be the alternating sum
∑
k(−1)
kCk where Ck is the number of k-cells of X. The Euler
characteristic of X is independent of the choice of CW structure on X. We similarly define
the Euler characteristic of an infinite-dimensional CW complex ΛM to be the alternating
sum
∑
k(−1)
kCk where Ck is the number of k-cells of ΛM if and only if all homology groups
have finite rank and all but finitely many are zero. In this case, ΛM ≈G XN is such that
Hk(XN ) = 0 if k > N by Lemma 6.5 so that all but finitely many homology groups are zero
because the index of any critical point is finite.
Definition 6.16. The Poincare´ polynomial of ΛM is given by
PΛM(t) =
∞∑
k=0
(rank Hk(ΛM ;Z))t
k.
If the Euler characteristic is well-defined, i.e. if rank Hk(ΛM ;Z) = 0 for k ≥ N and a fixed
N , then χ(ΛM) = PΛM(−1).
Since Hk(ΛM ;Z) ∼= Hk(XN ;Z) = 0 for k > N , we have:
χ(ΛM) =
∞∑
k=0
(−1)k
(
nλk −min
(
nλk−1 , nλk
)
−min
(
nλk , nλk+1
) )
=
N∑
k=0
(−1)k
(
nλk −min
(
nλk−1 , nλk
)
−min
(
nλk , nλk+1
) )
.
(56)
Homology Hk is sub-additive due to the increasing sequence of inclusions D
∞ = X0 ⊂ X1 ⊂
X1 ⊂ X2 ⊂ . . . ⊂ XN ≈ ΛM so we find
rank Hk(ΛM ;Z) ≤
∑
i
rank Hk(Xi, Xi−1;Z) = rank Hk(Xk, Xk−1;Z) = nλk (57)
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from
Hk(Xi, Xi−1;Z) =
{
Z#λi−cells, if k = i
0, if k 6= i.
That is, the rank of Hk(ΛM ;Z) is less than or equal to the number of critical points of index
λk. Equivalently, rank Hk(ΛM ;Z) = nλk − lk − lk+1 ≤ nλk . Since the k-th Betti number of
the free loop space ΛM is given by bk(ΛM ;Z) = nλk − min
(
nλk−1 , nλk
)
−min
(
nλk , nλk+1
)
,
the least upper bound of the sequence of Betti numbers is supk∈N bk(ΛM ;Z) = nλk . Thus,
the supremum of the k-th Betti number is controlled by the number of handles of index λk.
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