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Abstract
In this paper, we establish the existence of the optimal control for an optimal control problem where the
state of the system is defined by a variational inequality problem with monotone type mappings. Moreover,
as an application, we get several existence results of an optimal control for the optimal control problem
where the system is defined by a quasilinear elliptic variational inequality problem with an obstacle.
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1. Introduction
The optimal control problem for an elliptic variational inequality proposed by Lions [12–14]
is the following minimization problem:
min G(u) + L(w)
subject to (w,u) ∈ Uad × K and u ∈ S(w), (1.1)
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A(u), v − u〉 〈f − B(w), v − u〉, ∀v ∈ K, (1.2)
and K is a closed and convex cone of a Hilbert space V, Uad is a nonempty closed set of a Hilbert
space U, G :K → R+, L :Uad → R+, A ∈ L(V,V∗), B ∈ L(Uad,V∗) and f ∈ V∗.
If there exist (w0, u0) ∈ Uad × K and u0 ∈ S(w0) such that
G(u0) + L(w0) = min
(w,u)∈Uad×K,u∈S(w)
G(u) + L(w),
then w0 is called an optimal control for minimization problem (1.1).
As Lions [13] points out, finding necessary and sufficient conditions for the optimal control
and constructing algorithms amenable to numerical computation for the approximation of the op-
timal control are two important objectives of the optimal control theory. Necessary and sufficient
conditions for optimal control problems governed by variational inequalities have been investi-
gated by a number of authors (see Lions [12–14], Adams and Lenhart [1], Barbu [2], Mignot and
Puel [17], He [8], Bergounioux [3] and Ye [20]). We may consider these problems from many
methods. One of the methods is the approximation of the variational inequality by an equation
where the maximal monotone operator is approached by a differentiable single-value mapping
with Moreau–Yosida approximation techniques. This method, mainly due to Barbu [2], leads to
several existence results and to first-order optimality systems. It is worth noting that most results
in these papers are obtained in Hilbert spaces, variational inequalities are of linear or semilin-
ear elliptic type and the objectives (cost) are quadratic ones of the state and control. Recently,
Lou [16] considered the existence and regularity of the control problem governed by quasilinear
elliptic variational inequality. Ye and Chen [21] considered the existence and necessary condition
of the similar control problem.
The obstacle problems have attracted much attention in recent years. There are many inter-
esting theoretical questions arising from these problems and many applications in mechanics,
applied mathematics, and differential equations can be cast as obstacle problems. For example,
see [9,11,19,23,24] and the references therein. Research in optimal obstacle control is also useful
in these theories and applications. For example, see [3,15,16,21].
The outline of this paper is as follows. In Section 2, we consider an optimal control problem
governed by a variational inequality with monotone type mappings in reflexive Banach spaces,
which is more general than the problem (1.1). We obtain some existence results for this optimal
control problem.
As an application, we consider the optimal control problem governed by a quasilinear ellip-
tic variational inequality with an obstacle in Section 3. This is actually a nonsmooth infinite-
dimensional optimization problem. By using the results obtained in Section 2, we obtain several
existence results of optimal controls of an optimal control problem governed by the quasilinear
elliptic variational inequality. The method used here is different from [16,21].
2. Existence of an optimal control governed by a class of monotone type mappings
variational inequality
In this section, we assume that W, X are two reflexive Banach spaces, U is a nonempty closed
set of W and K is a closed and convex cone of X. We use the standard notation “un → u0” to de-
note strong convergence of a sequence un in X to u and “un ⇀ u0” to denote weak convergence,
i.e., for any f ∈ X∗, we have 〈f,un〉 → 〈f,u〉. Let J :U ×K → R be a real-valued function and
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control problem governed by a variational inequality:
min J (w,u)
subject to (w,u) ∈ U × K and u ∈ S(w), (2.1)
where for each w ∈ U , S(w) is the solution set of the following abstract variational inequality
problem:
Find u ∈ K: 〈A(u), v − u〉 〈F(u) − B(w), v − u〉, ∀v ∈ K. (2.2)
The optimal control problem (2.1) considered here is more general than (1.1) in the following
aspects:
(i) A and B do not need to be linear, F(u) does not need to be a constant function in X∗ as
in (1.1). In the following theorems, we will assume that A or A − F is a monotone type
mapping.
(ii) The Hilbert spaces are relaxed to reflexive Banach spaces.
In order to obtain the existence of an optimal control for problem (2.1), we should ensure the
existence of a solution of the variational inequality (2.2). That is, we need to have S(w) = φ.
In the following we will give a sufficient condition to ensure that S(w) = φ. First we give the de-
finition of monotone type mappings and a result on the existence of a solution for the variational
inequalities involving mappings of monotone type mappings.
Definition 2.1. Let D be a nonempty closed subset of X. A mapping T :D → X∗ is said to
be of class (S)+ if {yj } ⊂ D, yj ⇀ y ∈ X satisfying lim supj→∞〈T (yj ), yj − y〉  0 implies
that yj → y. T is said to be generalized pseudomonotone if, for each sequence {yj } such that
yj ⇀ y0, T (yj ) ⇀ w0 and
lim sup
j→∞
〈
T (yj ), yj − y0
〉
 0,
then we have w0 = T (y0) and 〈T (yj ), yj 〉 → 〈w0, y0〉.
Properties of monotone type mappings can be found in [7,18].
Lemma 2.1. Assume that W, X are two reflexive Banach spaces, U is a nonempty closed set of
W and K is a closed and convex cone of X. Let A is a continuous mapping of class (S)+ and F
is a continuous and compact mapping, or A − F is a continuous, bounded and generalized
pseudo-monotone mapping. Suppose that for each w ∈ U , the following coercive condition is
satisfied:
lim
(w,u)∈U×K,‖(w,u)‖→+∞
〈
(A − F)(u) + B(w),u〉= +∞. (2.3)
Then, for each w ∈ U , S(w) = φ, i.e., the variational inequality problem (2.2) has a solution.
Proof. Notice that K be unbounded. Taking Br = {v ∈ X: ‖v‖  r} and letting Kr = Br ∩ K ,
we get that Kr is a bounded, closed and convex subset of X. We claim that, for each w ∈ U , there
exists ur ∈ Kr such that〈
A(ur), v − ur
〉

〈
F(ur) − B(w), v − ur
〉
, ∀v ∈ Kr. (2.4)
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M∈Σ
clw(Vr,M) = ∅,
where Σ is the family of all finite-dimensional subspaces M of X with Kr,M := Kr ∩ M = ∅,
Vr,M :=
{
u ∈ Kr :
〈
A(u), v − u〉 〈F(u) − B(w), v − u〉, ∀v ∈ Kr,M}, ∀M ∈Σ,
clw(Vr,M) is the weak closure of Vr,M. Therefore there exists u0 ∈ clw(Vr,M) for all M ∈Σ .
For each v ∈ Kr , we may find a finite-dimensional subspace M0 of X such that u0 ∈ M0
and v ∈ M0. It turns out u0 ∈ clw(Vr,M0) since M0 ∈Σ , thus there exists {uj } ⊂ VM0 such that
uj ⇀ u0, by the definition of Vr,M0 , we have〈
A(uj ), u0 − uj
〉

〈
F(uj ) − B(w),u0 − uj
〉
. (2.5)
If A is a continuous mapping of class (S)+ and F is compact, there exists l0 ∈ X∗ such that
F(uj ) → l0. Therefore we have that
lim sup
j→∞
〈
F(uj ) − B(w),uj − u0
〉
= lim sup
j→∞
〈
F(uj ) − l0, uj − u0
〉+ lim
j→∞
〈
l0, uj − u0
〉+ lim
j→∞
〈−B(w),uj − u0〉
 0. (2.6)
Hence from (2.5) and (2.6) we have
lim sup
j→∞
〈
A(uj ), uj − u0
〉
 0.
Since A is a continuous mapping of class (S)+, uj → u0, A(uj ) → A(u0). Thus F(uj ) →
F(u0). Since v ∈ KM0 , by using the definition of Vr,M0 , we obtain that〈
A(uj ), v − uj
〉

〈
F(uj ) − B(w), v − uj
〉
.
Consequently,〈
A(u0), v − u0
〉

〈
F(u0) − B(w), v − u0
〉
. (2.7)
If A − F is a continuous bounded generalized pseudo-monotone mapping, we may assume
that A(uj ) − F(uj ) ⇀ t0. By (2.5) we get
lim sup
j→∞
〈
A(uj ) − F(uj ), uj − u0
〉
 0.
Therefore, t0 = A(u0) − F(u0) and 〈A(uj ) − F(uj ), uj 〉 → 〈A(u0) − F(u0), u0〉. Hence (2.7)
holds. The variational inequality (2.4) is solvable.
In particular, we have〈
A(ur), ur
〉

〈
F(ur) − B(w),ur
〉 (2.8)
(taking v = 0 in (2.4)). It follows from condition (2.3) that {ur} is bounded (otherwise if
‖ur‖ → ∞, then by (2.3) we get that lim‖ur‖→∞〈(A − F)(ur) + B(w),ur 〉 = +∞, which con-
tradicts (2.8)), i.e., ‖ur‖M for some real number M > 0. Let r = M +1, then, for each v ∈ K ,
we can choose t ∈ (0,1) small enough such that z = (1− t)ur + tv ∈ Kr . Substituting z into (2.4),
we obtain that ur is a solution of the variational inequality (2.2). 
Y.Y. Zhou et al. / J. Math. Anal. Appl. 321 (2006) 595–608 599Theorem 2.1. Assume that W,X are two reflexive Banach spaces, J (w,u) is a weakly lower
semicontinuous function, B is continuous from the weak topology of W to the topology of X∗,
(i) A is a continuous mapping of class (S)+, F is a compact continuous mapping, or
(ii) A − F is a continuous bounded generalized pseudo-monotone mapping.
If the coercive condition (2.3) is satisfied, then there exists an optimal control w0 ∈ U for prob-
lem (2.1).
Proof. From Lemma 2.1, it follows that for each w ∈ U , S(w) = φ. Note that S(w) is the so-
lution set of the variational inequality (2.2). Let {(wn,un)}n∈N be a minimizing sequence for
problem (2.1) such that
lim
n→∞J (wn,un) = infw∈U,u∈S(w) J (w,u). (2.9)
We claim that {(wn,un)}n∈N is bounded. If not so, then there exists a subsequence {(wnk , unk )}k∈N
such that ‖(wnk , unk )‖ → ∞. It follows from the coercive condition (2.3) that
lim
k→∞
〈
(A − F)(unk ) + B(wnk ), unk
〉= ∞. (2.10)
By un ∈ S(wn), we have〈
(A − F)un + B(wn),un − v
〉
 0, ∀v ∈ K. (2.11)
Let v = 0. Then, we get 〈(A − F)un + B(wn),un〉  0, which contradicts (2.10). Hence,
{(wn,un)}n∈N is bounded.
By the reflexivity of W and X, there exists a weakly convergent subsequence of {(wn,un)}.
Without lose of generality, we may assume that (wn,un) ⇀ (w0, u0). Hence wn ⇀ w0 ∈ W and
un ⇀ u0 ∈ X as n → ∞. Since U and K are weakly closed sets, w0 ∈ U and u0 ∈ K . From
(2.11), we have〈
(A − F)un + B(wn),un − u0
〉
 0. (2.12)
Note that B is continuous from the weak topology of W to the topology of X∗, B(wn) → B(w0).
(i) If A is a continuous mapping of class (S)+ and F is compact, then there exists an l0 ∈ X∗
such that F(un) → l0. Thus,
lim sup
n→∞
〈
F(un) − B(wn),un − u0
〉
 lim sup
n→∞
〈
B(w0) − B(wn),un − u0
〉+ lim sup
n→∞
〈
F(un) − l0, un − u0
〉
+ lim
n→∞
〈−B(w0), un − u0〉+ lim
n→∞
〈
l0, un − u0
〉
= 0. (2.13)
(2.12) and (2.13) imply
lim sup
n→∞
〈
A(un),un − u0
〉
 0. (2.14)
Notice that un ⇀ u0 and A is a continuous mapping of class (S)+, it implies that un → u0.
Therefore, by (2.11), we have
sup
v∈K
〈
(A − F)(u0) + B(w0), u0 − v
〉
 0.
That is u0 ∈ S(w0).
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assume that A(un) − F(un) ⇀ s0. Using (2.12), we have
lim sup
n→∞
〈
(A − F)un,un − u0
〉
 0.
Thus s0 = (A − F)u0 and 〈(A − F)un,un〉 → 〈(A − F)u0, u0〉. It follows from (2.11) that
u0 ∈ S(w0).
Since J (w,u) is a weakly lower semicontinuous function, it follows from (2.9) that
J (w0, u0) lim inf
n→∞ J (wn,un) = infw∈U,u∈S(w) J (w,u).
So,
J (w0, u0) = inf
w∈U,u∈S(w) J (w,u).
Then, w0 ∈ U is an optimal control for problem (2.1). 
Remark 2.1. If A¯ :U × K → X∗ is strongly monotone in u ∈ K and uniformly in w ∈ U , i.e.,
there exists a μ > 0 such that
〈
A¯(w,u′) − A¯(w,u),u′ − u〉 μ‖u′ − u‖2,
∀(u′,w), (u,w) ∈ U × K, (2.15)
then A(w¯, ·) is a continuous mapping of class (S)+ for each w¯ ∈ U . In fact, for each w¯ ∈ U , if
un ⇀ u0 ∈ K and
lim sup
n→∞
〈
A¯(w¯, un), un − u0
〉
 0,
we have limn→∞〈A¯(w¯, u0), un − u0〉 = 0. Hence, it follows from (2.15) that ‖un − u0‖ → 0,
i.e., un → u0. Therefore, A(w¯, ·) is a continuous mapping of class (S)+ for each w¯ ∈ U .
We consider the following optimal control problem of strongly monotone variational inequal-
ity (see [20]):
min J (w,u)
subject to (w,u) ∈ U × K, 〈A¯(w,u), v − u〉 0, (2.16)
where A¯ is strongly monotone in u ∈ K and uniformly in w ∈ U .
Now we will derive existence result for the optimal control problem (2.16). It is clear that
if A¯ :U × K → X∗ is strongly monotone in u ∈ K and uniformly in w ∈ U then A¯ satisfies
the coercive condition (2.3). By Lemma 2.1 and Theorem 2.1, it follows that, for each w ∈ U ,
S(w) = φ and the following result holds.
Corollary 2.1. Assume that W,X are two reflexive Banach spaces, J (w,u) is a weakly lower
semicontinuous function, A¯ :U × K → X∗ is strongly monotone in u ∈ K and uniformly in
w ∈ U . Then, there exists an optimal control w0 ∈ U for problem (2.16).
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Let Ω be a bounded domain of RN with smooth boundary, let f :Ω × R → R be a given
function. Recall that W 1,p0 (Ω) is the completion of C
∞
0 (Ω) with respect to the norm ‖u‖ =
{∫
Ω
|∇u|p}1/p (1 < p < N ). Let U be a nonempty closed and convex subset of the space Lq(Ω)
(1 < q < p∗ = Np/(N − p)), let τ :U → Lq ′(Ω) (q ′ = p/(p − 1)) be a mapping. Denote the
Sobolev space W 1,p0 (Ω) (1 < p < N ) and{
u ∈ W 1,p0 (Ω): u(x) 0 a.e. in Ω
}
as X and K , respectively. It is clear that K is a closed and convex cone of X. Denote the space
Lq(Ω) (1 < q < p∗ = Np/(N − p)) as W. It is well known that X = W 1,p0 (Ω) is reflexive for
p > 1.
In this section, we will consider the following optimal control problem. For each w ∈ U ,
we define u ∈ K (the state of the system) as the solution of the following quasilinear elliptic
variational inequality:∫
Ω
|∇u|p−2∇u · ∇(v − u)
∫
Ω
(
f (x,u) − τ(w))(v − u), ∀v ∈ K, (3.1)
where 1 < p < N . We also denote the solution set of the variational inequality (3.1) as S(w). We
define the cost function J as
J (w,u) =
∫
Ω
g(x,u) +
∫
Ω
l(x,w), (3.2)
where g :Ω×K → R+, l :Ω×U → R+. This section is concerned with the existence of w0 ∈ U
(optimal control), u0 ∈ K and u0 ∈ S(w0), such that
J (w0, u0) = min
(w,u)∈U×K,u∈S(w) J (w,u). (3.3)
In case p = 2, (3.1) become a semilinear elliptic variational inequality. The optimal control
problem governed by a semilinear elliptic variational inequality was studied by many authors in
different aspects. For example, see [1,3,8,15,17] and the references cited therein. The optimal
control problem governed by a quasilinear elliptic variational inequality was investigated in [16,
21]. In this section, by using the results obtained in Section 2, we obtain several existence results
of optimal controls of the optimal control problem governed by the quasilinear elliptic variational
inequality. The method used here is different from [16,21].
Recall that the p-Laplacian defined by
Δpu := div
(|∇u|p−2∇u), λ1 := inf
{∫
Ω
|∇u|p:
∫
Ω
|u|p = 1, u ∈ X
}
> 0
is simple and isolated, see for example [5] for details.
Define A :K → X∗, F :K ×R → X∗ and B :U → X∗ as follows: for all u,v ∈ K and w ∈ U ,
〈
A(u), v
〉 :=
∫
|∇u|p−2∇u∇v,
Ω
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F(u), v
〉 :=
∫
Ω
f (x,u)v,
〈
B(w), v
〉 :=
∫
Ω
τ(w)v, (3.4)
where 〈.,.〉 stand for the duality pairing between X and X∗.
Actually, solving (3.1) is equivalent to solving the abstract variational inequality (2.2).
In order to prove existence results for the quasilinear elliptic variational inequality and the
optimal control problem governed by the quasilinear elliptic variational inequality, we prove the
following lemma first.
Lemma 3.1. Let A,F,B be defined by (3.4). Then
(i) A :K → X∗ is a continuous mapping of class (S)+.
(ii) If f :Ω × R → R is a continuous function and satisfies
lim|t |→∞
f (x, t)
a(x)ts−1
= λ0, (3.5)
uniformly a.e. with respect to x ∈ Ω , where λ0  0, 1 < s < p∗,0  a(x) ∈ Lr(Ω), r =
p∗/(p∗ − s). Then, F :K × R → X∗ is a compact and continuous mapping.
(iii) If τ :U → Lq ′(Ω)(q ′ = p/(p − 1)) is a weakly continuous mapping, then B :U → X∗ is
continuous from the weak topology of W to the topology of X∗.
Proof. (i) We prove that the mapping A :K → X∗ is of class (S)+. Indeed, let un ⇀ u0 in X and
lim supn→∞〈A(un),un − u0〉 0. Then,
lim
n→∞
∫
Ω
|∇u0|p−2∇u0(∇un − ∇u0) = 0 (3.6)
and
lim sup
n→∞
∫
Ω
|∇un|p−2∇un(∇un − ∇u0) 0. (3.7)
Since
〈
A(u) − A(v),u − v〉
=
∫
Ω
(|∇u|p−2∇u − |∇v|p−2∇v)(∇u − ∇v)
=
∫
Ω
|∇u|p +
∫
Ω
|∇v|p −
∫
Ω
|∇u|p−2∇u · ∇v −
∫
Ω
|∇v|p−2∇v · ∇u

(‖u‖p−1 − ‖v‖p−1)(‖u‖ − ‖v‖), (3.8)
it follows from (3.6)–(3.8) that
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n→∞
(‖un‖p−1 − ‖u0‖p−1)(‖un‖ − ‖u0‖)
 lim sup
n→∞
〈
A(un),un − u0
〉− lim
n→∞
〈
A(u),un − u0
〉
 0.
Hence, limn→∞ ‖un −u‖ = 0, and consequently un → u in X, i.e., A is a mapping of class (S)+.
Similar to the result presented in Lemma 3.3 of [6], we note that A is continuous.
(ii) By condition (3.5), for ε0 > 0, there exists an M0 > 0, such that∣∣∣∣ f (x, t)a(x)ts−1 − λ0
∣∣∣∣< ε0, ∀t (|t | > M0).
That is,∣∣f (x, t)∣∣< (ε0 + λ0)a(x)|t |s−1, ∀t (|t | > M0).
This and the continuity of f (x, t) imply that there exists a constant c0 > 0 such that∣∣f (x, t)∣∣ c0 + (ε0 + λ0)a(x)|t |s−1, ∀t (t ∈ R). (3.9)
Thus,
〈
F(u), v
〉
 c0
∫
Ω
|v| + (ε0 + λ0)
∫
Ω
a(x)|u|s−1|v|. (3.10)
Since 0 a(x) ∈ Lr(Ω) and r = p∗/(p∗ − s), it follows from Hölder’s inequality and Sobolev’s
inequality that
∫
Ω
|v|
(∫
Ω
1
)1/p∗′(∫
Ω
|v|p∗
)1/p∗
 c1‖v‖
and
∫
Ω
a(x)|u|s−1|v|
(∫
Ω
a(p
∗)′ |u|(s−1)(p∗)′
)(s−1)/p∗(∫
Ω
|v|p∗
)1/p∗

(∫
Ω
ar
)1/r(∫
Ω
|u|p∗
)(s−1)/p∗(∫
Ω
|v|p∗
)1/p∗
 c2‖u‖s−1‖v‖,
for some constants c1, c2 > 0. Therefore by virtue of (3.10), F is well defined. We will show the
compact continuity of F .
Let un be a bounded sequence in X, where X is reflexive, if necessary, through a subse-
quence, we can assume that un ⇀ u0 in X. Note that 1 < s < p∗, we have ρ = (s − 1)(p∗)′ =
(s − 1)/(p∗ − 1) p∗ < p∗. By the compact embedding theorem, without lose of generality, we
may assume that un → u0 in Lρ(Ω). Note that s − 1 = ρ/(p∗)′. Using (3.9) and the continuity
of the Nemytskii operator u → f (x,u) from Lρ(Ω) to L(p∗)′(Ω) [10, Theorem 2.1], we get∫ ∣∣f (x,un) − f (x,u0)∣∣(p∗)′ → 0,Ω
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sup
‖v‖1
∫
Ω
∣∣(f (x,un) − f (x,u0))v∣∣ c3
(∫
Ω
∣∣f (x,un) − f (x,u0)∣∣(p∗)′
)1/(p∗)′
→ 0,
for some constant c3 > 0. Thus F is a compact and continuous mapping.
(iii) Let wn ⇀ w0 in U . Since τ :U → Lq ′(Ω) is a weakly continuous mapping, we have
τ(wn) → τ(w0) in Lq ′(Ω). Hence,
∥∥B(wn) − B(w0)∥∥∗ = sup‖v‖1
∣∣〈B(wn) − B(w0), v〉∣∣
 sup
‖v‖1
(∫
Ω
∣∣τ(wn) − τ(w0)∣∣q ′
)1/q ′(∫
Ω
|v|q
)1/q
 c4
(∫
Ω
∣∣τ(wn) − τ(w0)∣∣q ′
)1/q ′
→ 0,
for some constant c4 > 0. Therefore limn→∞ B(wn) = B(w0) in X∗. 
Remark 3.1. Note that the conditions that 1 < q ′ < p∗ (q ′ = p/(p − 1)) and τ :U → W is
an identity mapping are sufficient to guarantee that B :U → X∗ is continuous from the weak
topology of W to the topology of X∗.
In fact, recall that W = Lq(Ω), U ⊂ W and (Lq(Ω))∗ = Lq ′(Ω). If 1 < q ′ < p∗ and ‖v‖ 1,
then by using Sobolev embedding theorem, the embedding W 1,p0 (Ω) ↪→ Lq
′
(Ω) is compact and∫
Ω
|v|q ′  C0‖v‖ C0,
for some constant C0 > 0. If wn ⇀ w0 in U , the above inequality implies
∥∥B(wn) − B(w0)∥∥∗ = sup‖v‖1
∫
Ω
(
τ(wn) − τ(w0)
)
v = sup
‖v‖1
∫
Ω
(wn − w0)v → 0.
Hence, we also have limn→∞ B(wn) = B(w0) in X∗.
Theorem 3.1. Let 1 < p < N and 1 < q < p∗. Suppose that f :Ω × R → R is a continuous
function and satisfies
lim|t |→∞
f (x, t)
a(x)tp−1
= λ0, (3.11)
almost uniformly with respect to x ∈ Ω , where 0  a(x) ∈ L∞(Ω) and 0  λ0‖a‖∞ < λ1,
λ1 is the first eigenvalue of the p-Laplacian with the zero boundary value. If τ :U → Lq ′(Ω)
(q ′ = q/(q − 1)) is a weakly continuous mapping such that τ(U) is a bounded set. Then, the
variational inequality problem (3.1) has a solution.
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X = W 1,p0 (Ω) with 0 ∈ K . Since f satisfies (3.11), it satisfies (3.5) in Lemma 3.1 with s = p. By
Lemma 3.1, we get that A is a continuous mapping of class (S)+, and F is a compact continuous
mapping, B is continuous from the topology of W to the weak topology of X∗.
By Lemma 2.1, we will complete the proof by showing that A, F and B satisfy the coercive
condition (2.3).
Let I1 := 〈A(u),u〉 + 〈B(w),u〉 and I2 := 〈F(u),u〉. Then,〈
(A − F)(u) + B(w),u〉= I1 − I2.
Since τ(U) is bounded, there exists a constant C¯ > 0 such that ‖τ(w)‖ C¯, ∀w ∈ U . Thus,
I1  ‖u‖p − C¯‖u‖. (3.12)
Let ε1 > 0 satisfying (ε1 + λ0)‖a‖∞ < λ1. Since 0 λ0‖a‖∞ < λ1, it follows from (3.11) that,
for this ε1 > 0, there exists an M1 > 0 such that∣∣∣∣ f (x, t)a(x)ts−1 − λ0
∣∣∣∣< ε1, ∀t (|t | > M1).
That is,∣∣f (x, t)∣∣< (ε0 + λ0)a(x)|t |p−1, ∀t (|t | > M1).
Denote ΩM1 = {x ∈ Ω: |u(x)|M1}. Then by the above inequality and the Sobolev imbedding
theorem, we have
|I2|
∫
ΩM1
∣∣f (x,u,λ)∣∣|u| +
∫
Ω−ΩM1
∣∣f (x,u,λ)∣∣|u| c5 + (ε1 + λ0)‖a‖∞
∫
Ω
|u|p−1 (3.13)
for some positive constant c5. Notice that λ1 = inf{
∫
Ω
|∇u|p: ∫
Ω
|u|p = 1, u ∈ X} > 0, which
implies that λ1
∫
Ω
|u|p  ‖u‖p . It follows from (3.12) and (3.13) that〈
(A − F)(u) + B(w),u〉 |I1| − |I2|

(
1 − (ε1 + λ0)‖a‖∞
λ1
)
‖u‖p − C¯‖u‖ − c5. (3.14)
Since 0 < (ε1 + λ0)‖a‖∞ < λ1 and 1 < p < N , the right-hand side of (3.14) tends to +∞ as
‖u‖ → ∞. Therefore, the conclusion of Theorem 3.1 holds by virtue of Lemma 2.1. 
Theorem 3.2. Suppose f :Ω × R → R is a continuous function and satisfies condition (3.5)
in Lemma 3.1 with 1 < s < p, let τ :U → Lq(Ω) be the identity mapping of Lq(Ω), U be a
bounded set. Then, the variational inequality problem (3.1) has a solution.
Proof. Similar to the proof as that give for Theorem 3.1, we only need to show A, F and B
satisfy the coercive condition (2.3). By condition (3.5), there exist, for each ε > 0, an M2 > 0,
such that∣∣∣∣ f (x, t)a(x)ts−1 − λ0
∣∣∣∣< ε, ∀t (|t | > M2).
That is,∣∣f (x, t)∣∣< (ε0 + λ0)a(x)|t |s−1, ∀t (|t | > M2).
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Thus,
〈
F(u),u
〉
 c6
∫
Ω
|u| + (ε + λ0)
∫
Ω
a(x)|u|s .
Since 0 a(x) ∈ Lr(Ω) and r = p∗/(p∗ − s), it follows from Hölder’s inequality and Sobolev’s
inequality that
〈
F(u),u
〉
 c7‖u‖ + (ε + λ0)
(∫
Ω
ar
)1/r(∫
Ω
|u|p∗
)s/p∗
 c8‖u‖ + c9‖u‖s ,
for some positive constants c7, c8 and c9. Thus,〈
(A − F)(u) + B(w),u〉 (1 − c9‖u‖s−p)‖u‖p − ∥∥τ(w)∥∥‖u‖ − c8.
Since 1 < s < p and τ(U) is bounded,
lim‖u‖→∞
〈
(A − F)(u) + B(w),u〉= +∞.
By Lemma 2.1, the variational inequality problem (3.1) has a solution. 
Lemma 3.2. Let η > 1. Suppose g : R → R is a C1 convex function such that
(i) |g(t)| C1|t |η (∀t ∈ R), for some constant C1.
(ii) |g′(t)| C2|t |η−1 (∀t ∈ R), for some constant C2.
Then, the function Q defined by
Q(u) =
∫
Ω
g(u), u ∈ Lη(Ω),
is weakly lower semicontinuous.
Proof. By Example 1.3 in [4], we know that the function Q is Gâteaux differentiable in the space
Lη(Ω) and
Q′(u,ϕ) = Q′(u) · ϕ =
∫
Ω
g′(u)ϕ.
Since g is a convex function, Q : Lη(Ω) → R is convex. It is clear that Q′(u) ∈ Lη′(Ω) (the
dual space of Lη(Ω)). Thus, by Proposition 4.1 in [4], we conclude that Q is weakly lower
semicontinuous. 
In the following theorems, we denote
J (w,u) =
∫
Ω
g(u) +
∫
Ω
l(w),
where g, l : R → R are two functions satisfying some conditions to be specified later.
Y.Y. Zhou et al. / J. Math. Anal. Appl. 321 (2006) 595–608 607Theorem 3.3. Suppose all the conditions given in Theorem 3.1 or Theorem 3.2 are satisfied. Let
p,q be defined as before, i.e., 1 < p < N , 1 < q < p∗. Further more, assume that g, l : R → R
are two C1 convex functions such that
(i) |l(t)| C3|t |p and |g(t)| C3|t |q (∀t ∈ R), for some constant C3;
(ii) |l′(t)|C4|t |p−1 and |g′(t)| C4|t |q−1 (∀t ∈ R), for some constant C4.
Then, there exists an optimal control w0 ∈ U for problem (3.3).
Proof. Since
J (w,u) =
∫
Ω
g(u) +
∫
Ω
l(w).
Let (wk,uk) ⇀ (w′, u′) in Lq(Ω) × Lp(Ω). Then, wk ⇀ w′ in Lq(Ω) and uk ⇀ u′ in Lp(Ω).
By Lemma 3.2, we have∫
Ω
g(u′) lim inf
k→∞
∫
Ω
g(uk) and
∫
Ω
l(w′) lim inf
k→∞
∫
Ω
l(wk).
Hence, J :Lq(Ω) × Lp(Ω) → R is weakly lower semicontinuous.
Assume that (wn,un) ⇀ (w0, u0) in U ×K , then wn ⇀ w0 in U ⊂ Lq(Ω) and un ⇀ u0 in K .
By Sobolev imbedding theorem, when Ω is bounded, the imbedding W 1,p0 (Ω) → Lp(Ω) is a
compact imbedding. Hence, un → u0 in Lp(Ω) and (wn,un) ⇀ (w0, u0) in Lq(Ω) × Lp(Ω).
Note that J :Lq(Ω) × Lp(Ω) → R is weakly lower semicontinuous. Thus,
lim inf
n→∞ J (wn,un) J (w0, u0).
Therefore, J :U × K → R is weakly lower semicontinuous.
Let A,B and F be defined as (3.4). Then, by Lemma 3.1, A is a continuous mapping of class
(S)+, F is a compact continuous mapping, B is continuous from the topology of W to the weak
topology of X∗. Since all the conditions in Theorem 3.1 or Theorem 3.2 are satisfied, it follows
from Theorem 3.1 or Theorem 3.2 that the variational inequality (3.1) has a solution. That is, the
variational inequality (2.2) has a solution. Furthermore, A, B and F satisfy all the conditions in
Theorem 2.1, so from Theorem 2.1, there exists an optimal control w0 ∈ U for problem (3.3). 
Theorem 3.4. Suppose all the conditions given in Theorem 3.1 or Theorem 3.2 are satisfied. Let
1 < α, q < p∗, g(u) = C5|u − ud |α and l(w) = C6|w − wd |q , for some constants C5 and C6,
where ud ∈ Lα(Ω), wd ∈ Lq(Ω). Then, there exists an optimal control w0 ∈ U for problem (3.3).
Proof. Note that
J (w,u) =
∫
Ω
g(u) +
∫
Ω
l(w)
= C5
∫
Ω
|u − ud |α + C6
∫
Ω
|w − wd |q
= C5‖u − ud‖αLα + C6‖w − wd‖q q .L
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semicontinuous.
Let (wn,un) ⇀ (w0, u0) ∈ U × K . Then, wn ⇀ w0 in U and un ⇀ u0 in K . Since
1 < α < p∗, it follows from Sobolev imbedding theorem that the imbedding W 1,p0 (Ω) →
Lα(Ω) is a compact imbedding. Hence, un → u0 in Lα(Ω) and (wn,un) ⇀ (w0, u0) in
Lq(Ω) × Lα(Ω). Thus, by using the weak lower-semi continuity of J :Lq(Ω) × Lp(Ω) → R,
J : U ×K → R is weakly lower semicontinuous. Similar to the proof given for Theorem 3.3, we
conclude that there exists an optimal control w0 ∈ U for problem (3.3). 
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