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Monochromatic triangle packings in red-blue graphs
Vytautas Gruslys∗ Shoham Letzter†
Abstract
We prove that in every 2-edge-colouring of Kn there is a collection of n
2/12 + o(n2) edge-
disjoint monochromatic triangles, thus confirming a conjecture of Erdo˝s. We also prove a corre-
sponding stability result, showing that 2-colourings that are close to attaining the aforementioned
bound have a colour class which is close to bipartite. As part of our proof, we confirm a recent
conjecture of Tyomkyn about the fractional version of this problem.
1 Introduction
A result of Goodman [10] shows that every 2-edge-colouring of Kn contains at least n
3/24 + o(n3)
monochromatic triangles, an estimate which can be seen to be asymptotically tight by letting one
of the colour classes be a balanced complete bipartite graph K⌈n/2⌉,⌊n/2⌋. Erdo˝s [7] considered
1 a
variant of Goodman’s result: how many pairwise edge-disjoint monochromatic triangles are there
guaranteed to be in a 2-colouring of Kn? Again considering the example where one of the colour
classes is the balanced complete bipartite graph, Erdo˝s made the following conjecture.
Conjecture 1.1 (Problem 14 in [7]). Every 2-coloured Kn contains n
2/12 + o(n2) pairwise edge-
disjoint monochromatic triangles.
The first progress towards this conjecture was made by Erdo˝s, Faudree, Gould, Jacobson and Lehel
[8], who proved that there are always at least 3n2/55+o(n2) edge-disjoint monochromatic triangles.
To prove this bound they calculated the minimum possible number of edge-disjoint monochromatic
triangles in a 2-coloured K11, and used Wilson’s theorem which guarantees the existence of an
almost decomposition of the edges of Kn into copies of K11. This was improved by Keevash and
Sudakov [14], who proved a bound of n2/12.89+o(n2). They used a reduction to a fractional version
of the problem due to Haxell and Ro¨dl [13], averaging arguments to relate the answers for n and
n− 1 and also for 3n and n, and a computer search to calculate the optimal value for n = 15.
∗Email: vytautas.gruslys@gmail.com.
†Department of Mathematics, University College London, Gower Street, London WC1E 6BT, UK. Email:
s.letzter@ucl.ac.uk. Research supported by the Royal Society.
1Erdo˝s [7] attributes the question to Ordman, Faudree and himself, but in subsequent publications, including [8]
which is coauthored by Erdo˝s and Faudree, the problem is attributed only to Erdo˝s.
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Alon and Linial (see [14]) suggested to study a weaker version of Conjecture 1.1, where the only
2-colourings allowed are those with a triangle-free colour class. In other words, is it true that
in every n-vertex graph, whose complement is triangle-free, there are n2/12 + o(n2) edge-disjoint
triangles? Yuster [19] considered this question and showed that any counterexamples (if exist) have
between 0.2501n2 and 3n2/8 edges. Recently, Tyomkyn [17] answered Alon and Linial’s question
affirmatively. Like Keevash and Sudakov [14], he used the reduction of Haxell and Ro¨dl [13] to the
fractional version of the problem. His proof is inductive, using an averaging argument also used by
Keevash and Sudakov, and a computer search to resolve the question for small values of n. A key
ingredient in his argument is a lemma that asserts that graphs which are ‘critical’, namely their
complement is not bipartite but can be made bipartite by the removal of one vertex, have large
‘fractional triangle packings’.
Our main result in this paper confirms Conjecture 1.1.
Theorem 1.2. Every 2-coloured Kn contains a collection of n
2/12 + o(n2) pairwise edge-disjoint
monochromatic triangles.
As in [14, 17], it suffices to prove a fractional analogue of Theorem 1.2. Our proof of the fractional
version is inductive, with a computer search to deal with small value of n. Our main inductive step
deals with 2-colourings of Kn where one of the colours is close to bipartite. In particular, it allows
us to prove a conjecture of Tyomkyn [17] about 2-coloured complete graphs whose ‘monochromatic
fractional triangle packing number’ is close to extremal (see Theorem 2.6; we introduce the relevant
notions in the next section). However, for smaller value of n, which are too large for the computer
search, we also need to consider colourings that are close to ‘pentagon blow-ups’. An important
ingredient in our proof of the almost bipartite case is a result about fractional triangle packings in
almost complete graphs (see Theorem 2.11, which we prove in a separate paper [11], in order to
keep this paper from becoming unreasonably long).
We say that a graph G is k-close to bipartite if G can be made bipartite by removing at most k
edges. If G is not k-close to bipartite, we say that it is k-far from bipartite. Tyomkyn [17] proved
that n-vertex graphs, whose complement is triangle-free, and which do not have significantly more
than n2/4 edge-disjoint triangles, are close to bipartite. We generalise his result, thus obtaining a
stability version of Theorem 1.2.
Theorem 1.3. For every ε > 0 there exists δ > 0 such that the following holds for every sufficiently
large n. If G is a 2-colouring of Kn where both colour classes are εn
2-far from bipartite, then there
is a collection of n2/12 + δn2 edge-disjoint monochromatic triangles in G.
Following Tyomkyn [17], we use a result of Alon, Shapira and Sudakov [2] (see Theorem 6.1) about
the structure of graphs that are far from a given monotone graph property. Additionally, we use a
stability version of a fractional version of our main result.
In the next section we give an overview of our proof and of the structure of the paper.
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2 Overview
2.1 A reduction to fractional triangle packings
A triangle packing in a graph G is a collection of edge-disjoint triangles. Given a graph G, we
write ν(G) to denote the number of triangles in a largest triangle packing in G. Let T (G) denote
the collection of triangles in a graph G. A fractional triangle packing in a graph G is a function
ω : T (G) → [0, 1] such that ∑T∈T (G): e⊆T ω(T ) ≤ 1 for every edge e. Let ν∗(G) denote the weight
of the ‘largest’ fractional triangle packing in G, namely
ν∗(G) = max


∑
T∈T (G)
ω(T ) : ω is a fractional triangle packing in G

 .
We use the following result of Haxell and Ro¨dl [13], which implies that the weight of the largest
fractional triangle packing in a graph G is a good approximation for the number of triangles in a
largest triangle packing in G.
Theorem 2.1 (A special case of Thereom 1 in [13]). Let G be a graph on n vertices. Then
ν∗(G) = ν(G) + o(n2).
Given a fractional triangle packing ω in a graph G and an edge e, we define the weight of e,
denoted ω(e), to be the sum of weights of triangles containing e, i.e. ω(e) =
∑
T∈T (G): e⊆T ω(T )
(so ω(e) ∈ [0, 1]). We define the size of ω, denoted ω(G), to be the sum of weights of the edges
G, namely ω(G) =
∑
e∈E(G) ω(e). Equivalently, ω(G) = 3
∑
T∈T (G) ω(T ). We use this somewhat
non-standard scaling, as it is often more instructive to consider the weights of the edges covered by
a fractional triangle packing, rather than the weights of the triangles.
Given a red-blue coloured graph G, denote by GR and GB the subgraphs of G spanned by the red
and blue edges, respectively. We define pack(G) to be the size of the largest monochromatic triangle
packing in G, namely
pack(G) = max{ω(GR) : ω is a fractional triangle packing in GR} +
max{ω(GB) : ω is a fractional triangle packing in GB}.
(1)
Equivalently, pack(G) = 3(ν∗(GR)+ν
∗(GB)). The following corollary is an immediate consequence
of Theorem 2.1.
Corollary 2.2. Let G be a red-blue colouring of Kn. Then there is a monochromatic triangle
packing in G that covers at least pack(G) + o(n2) edges.
2.2 Minimising the size of a monochromatic fractional triangle packing
By Corollary 2.2, in order to tackle Theorem 1.2, it suffices to solve the following extremal question:
what is the minimum of pack(G) among all red-blue colourings of Kn? We answer this question as
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follows.
Theorem 2.3. Let n ≥ 26. Suppose that G is a red-blue colouring of Kn. Then pack(G) ≥⌊
(n − 1)2/4⌋, with equality if and only if one of GR and GB is the union of a balanced complete
bipartite graph K⌈n/2⌉,⌊n/2⌋ with a matching.
We note that the statement of Theorem 2.3 does not hold for all values of n. To see this consider
the following example.
Example 2.4. A pentagon blow-up is a red-blue colouring of Kn where the vertices can be parti-
tioned into five non-empty sets A1, . . . , A5 such that the edges between Ai and Ai+1 are red, the
edges between Ai and Ai+2 are blue, and the edges in Ai are coloured arbitrarily, for i ∈ [5] (addition
of indices is taken modulo 5).
A balanced pentagon blow-up is a pentagon blow-up whose blob sizes differ by at most 1. It is not hard
to check that a balanced pentagon blow-up G with blob sizes a1, . . . , a5 satisfies pack(G) = 3
∑
i
(ai
2
)
(see Proposition 7.4).
In particular, a balanced pentagon blow-up G on 20 vertices satisfies pack(G) = 3 · 5 · 6 = 90 =⌊
192/4
⌋
, so it achieves equality in Theorem 2.3, but neither GR nor GB are close to bipartite.
Similarly, a balanced pentagon blow-up on 17 vertices H satisfies pack(H) = 63 < 64 = 162/4, so
it violates the inequality in Theorem 2.3.2
Note that our first main theorem, Theorem 1.2, follows directly from Theorem 2.3 and Corollary 2.2.
2.3 Characterising almost extremal examples
The following observation, due to Keevash and Sudakov [14], is a a very useful tool in our arguments;
it was also used in [17].
Observation 2.5 (A variant of Lemma 2.1 in [14]). Let G be a red-blue colouring of Kn+1. Then
pack(G) ≥ 1
n− 1 ·
∑
u∈V (G)
pack(G \ {u}).
Proof. Let H be a graph on n + 1 vertices. Given a vertex u, let ωu be a fractional triangle
packing of H \ {u} of maximum size. Let ω be the fractional triangle packing in H defined by
ω = 1n−1
∑
u∈V (H) ωu. Note that ω is indeed a fractional triangle packing: given an edge e = xy,
it receives zero weight from ωx and ωy, and weight at most 1 from ωu for u 6= x, y, amounting to
weight at most 1 in ω; in particular, ω assigns weight at most 1 to each triangle in H. By choice
of ωu, it follows that ν
∗(H) ≥ 1n−1
∑
u ν
∗(H \ {u}). The required inequality follows by plugging in
H = GR and H = GB , and using that pack(F ) = 3(ν
∗(FR) + ν
∗(FB)) for every red-blue coloured
graph F .
2Our findings show that the statement of Theorem 2.3 holds also for n ≥ 21, and moreover the inequality holds
for n ≥ 18 (both of these statements are best possible as can be seen by the examples mentioned above), but we do
not formally prove this slight generalisation of Theorem 2.3 for technical and presentational reasons.
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Observation 2.5 suggests an inductive approach towards determining the minimum of pack(·) over
red-blue colourings of Kn. More precisely, it seems convenient to use the scaling
pack(G)
n(n−1) . Indeed, if
G is a red-blue colouring of Kn+1 with pack(G) ≤ α · n(n+ 1), then Observation 2.5 implies that
for some vertex u we have pack(G \ {u}) ≤ α · n(n− 1). Recall that our goal in Theorem 2.3 is to
show that the minimum value of pack(·) over red-blue colourings of Kn is
⌊
(n− 1)2/4⌋. Thus, in
order to make use of Observation 2.5, one is led to ask: which red-blue colourings G of Kn satisfy
pack(G) ≤ n(n − 1)/4? We answer this question as follows, confirming a conjecture of Tyomkyn
[17].
Theorem 2.6. Let n ≥ 26. Suppose that G is a red-blue colouring of Kn with pack(G) ≤ n(n−1)/4.
Then one of GR and GB is (n/8)-close to bipartite.
We note that the statement in Theorem 2.6 does not hold for n ≤ 25. For example, a balanced
blow-up of a pentagon on 25 vertices H has pack(H) = 150 = 25 · 24/4, despite both HR and HB
being far from bipartite (recall Example 2.4).
Theorem 2.6 does not immediately imply Theorem 2.3. Nevertheless, the tools that we develop in
order to prove the former theorem allow us to deduce the latter quite easily; see Section 5.
Turning back to the proof of Theorem 2.6, our plan is to prove it by induction. The following lemma
provides us with the induction step; we prove it in Section 4.
Lemma 2.7. Let n ≥ 22. Let G be a red-blue colouring of Kn+1, such that pack(G) ≤ n(n+ 1)/4.
Suppose that for some vertex u the colouring H = G \ {u} satisfies pack(H) ≤ n(n− 1)/4 and HB
is (n/8)-close to bipartite. Then GB is (n+ 1)/8-close to bipartite.
Our approach for dealing with small value of n is via a computer search, again capitalising on
Observation 2.5. Indeed, by this observation, in order to find all red-blue colourings G of Kn+1 with
pack(G) ≤ n(n+1)/4, it suffices to find all red-blue colourings ofH ofKn with pack(H) ≤ n(n−1)/4,
and consider all possible ways of extending H to a red-blue colouring of Kn+1.
Ideally, such a search would tell us that for some n ≥ 22, if H is a red-blue colouring of Kn then
one of HR and HB is (n/8)-close to bipartite. (In fact, due to Example 2.4, we would have to
take n ≥ 26.) However, the number of examples makes this unfeasible. Instead, we use the above
approach (though with a more sophisticated implementation; see Section 3) to find all relevant
examples up to n = 17. We then partition the collection of examples into two sets: examples that
are close to pentagon blow-ups; and the remaining examples.
For the former ones – namely those that are close to pentagon blow-ups – we show that the only
way to extend any of them to a red-blue colouring of a complete graph with small enough value
of pack(·) is by extending them to a colouring which is again very close to a pentagon blow-up.
Iterating this, we show that the ‘almost pentagon-blow-ups’ of order 17 cannot be extended to
examples with small enough pack(·) on more than 25 vertices.
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We keep extending the latter examples – namely those that are not close to a pentagon blow-up –
until they have 22 vertices, in which case we find that all surviving examples are close to bipartite,
allowing us to apply Lemma 2.7.
The findings of our computer search are summarised in the following lemma; we discuss our algo-
rithm in more detail in Section 3. The relevant certificates corresponding to the computer search
can be found here.
Lemma 2.8. Suppose that G0 ⊆ . . . ⊆ G22 is a sequence where Gn is a red-blue colouring of Kn
with pack(Gn) ≤ n(n− 1)/4 for n ∈ {0, . . . , 22}. Then one of the following conditions is satisfied.
• G17 is a blow-up of a pentagon with blobs sizes x1, . . . , x5 (in some order), where (x1, . . . , x5) ∈
{(3, 3, 3, 4, 4), (2, 3, 4, 4, 4), (3, 3, 3, 3, 5)},
• G17 is one edge-flip away from a pentagon blow-up with blob sizes 3, 3, 3, 4, 4,
• the blue edges of G22 span a graph which is 2-close to bipartite,
• the red edges of G22 span a graph which is 2-close to bipartite.
In the following lemma we take care of the case where one of the first two items in Lemma 2.8 hold,
namely when G17 is close to a pentagon blow-up; we prove it is Section 7.
Lemma 2.9. There is no sequence G17 ⊆ . . . ⊆ G26 such that Gn is a red-blue colouring of Kn
satisfying pack(Gn) ≤ n(n − 1)/4 for n ∈ {17, . . . , 26}, and G17 is either a pentagon blow-up with
blobs sizes x1, . . . , x5, where (x1, . . . , x5) ∈ {(3, 3, 3, 4, 4), (2, 3, 4, 4, 4), (3, 3, 3, 3, 5)}; or it is one
edge-flip away from a pentagon blow-up with blob sizes 3, 3, 3, 4, 4.
It is now easy to prove Theorem 2.6.
Proof of Theorem 2.6. Recall that G is a red-blue colouring of Kn with pack(G) ≤ n(n− 1)/4,
where n ≥ 26. By Observation 2.5, there is a sequence G17 ⊆ . . . ⊆ Gn = G such that Gi is a
red-blue colouring of Ki with pack(Gi) ≤ i(i − 1)/4, for i ∈ {17, . . . , 26}. By Lemma 2.8, either
G17 satisfies the conditions of Lemma 2.9, or, without loss of generality, the blue edges in G22 span
a graph which is 2-close to bipartite. In the former case we reach a contradiction to n ≥ 26 by
Lemma 2.9, and in the latter case we conclude that the blue edges in Gi form a graph which is
(i/8)-close to bipartite, for all i ∈ {22, . . . , n}, as required.
2.4 Stability
As in [17], a result of Alon, Shapira and Sudakov [2] implies that in order to prove our stability
result, Theorem 1.3, it suffices to show that in every red-blue colouring G of Kn with pack(G) ≤
n(n−1)/4+ηn one of the colour classes is close to bipartite, for some constant η > 0 and sufficiently
large n (see Section 6). The following theorem provides us with such a result.
6
Theorem 2.10. There exists η > 0 such that the following holds for all sufficiently large n. Let G
be a red-blue colouring of Kn. Then either pack(G) ≥ n(n − 1)/4 + 2ηn, or one of GB and GR is
(1/8 + η)n-close to bipartite.
In a sense, this result seems harder to prove than Theorem 2.6, because here we need to consider
colourings with slightly larger value of pack(·). However, with Theorem 2.6 in hand, we get the
induction base for Theorem 2.10 for free (by taking sufficiently small η), and it also allows us to
start at a larger value of n. Unfortunately, we do need to repeat some of the arguments used in the
proof of Theorem 2.6, but the larger value of n allows for a simpler presentation.
2.5 A key lemma
A triangle decomposition in a graph G is a collection of edge-disjoint triangles that covers all the
edges in G. Similarly, a fractional triangle decomposition in a graph G is a fractional triangle
packing where every edge has weight 1.
The following result, which shows that almost complete graphs have fractional triangle decomposi-
tions, is key in our arguments regarding potential examples that are close to bipartite.
Theorem 2.11. Let G be a graph on n ≥ 7 vertices with e(G) ≥ (n2) − (n − 4). Then there is a
fractional triangle decomposition in G.
This result is tight in two ways: the complete graph on six vertices with two edges removed (inter-
secting or not) does not have a fractional triangle decomposition; and the graph on vertex set [n]
with non-edges {xn : x ∈ {4, . . . , n−1}}∪{12} is an n-vertex graph with n−3 non-edges that does
not have a fractional triangle decomposition.
A well-known conjecture of Nash-Williams [16] asserts that every n-vertex graph G with minimum
degree at least 3n/4, where n is large and G satisfies certain ‘divisibility conditions’, has a triangle
decomposition. While this conjecture is still very much open, significant progress towards it has
been made. Recently, Delcourt and Postle [4] showed that every n-vertex graph with minimum
degree at least 0.83n has a fractional triangle decomposition, improving on several previous results
(see, e.g., [5, 6, 9, 12, 18]). Combined with a result of Barber, Ku¨hn, Lo and Osthus [3], it follows
that the statement obtained by replacing 3/4 by 0.831 in Nash-Williams’s conjecture holds. This
result of Delcourt and Postle (or any result about fractional triangle decompositions in graphs with
large minimum degree) can be used to prove Theorem 2.11 for sufficiently large n.
However, crucially, we need Theorem 2.11 to hold for all n ≥ 7. We thus prove Theorem 2.11
ourselves. Due to the length of the proof and of the current paper, we prove the theorem in a
separate paper [11]. Our proof is again inductive, using an averaging argument as in Observation 2.5,
with a computer search to prove the base case, but the details are rather involved.
The following fractional version of Theorem 2.11 can be deduced from Theorem 2.11 (see [11]).
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Corollary 2.12. Let G be a complete graph on n ≥ 7 vertices, and let φ : E(G) → [0, 1] be such
that
∑
e∈E(G) φ(e) ≥
(n
2
) − (n − 4). Then there is a fractional triangle packing ω in G such that
ω(e) = φ(e) for every e ∈ E(G).
2.6 Structure of the paper
To recap, during most of the rest of the paper we concentrate on the fractional version of Erdo˝s’s
question. More precisely, we are interested in minimising the quantity pack(G), which is the largest
size of a monochromatic fractional triangle packing in G, over red-blue colourings G of Kn.
Our main result here is Theorem 2.6, which characterises colourings G for which pack(G) ≤ n(n−
1)/4. The proof of Theorem 2.6 breaks down into three parts. Lemma 2.8 essentially tells us that
we can focus on those G that are either close to pentagon blow-ups or one of whose colour classes is
close to bipartite. This lemma is proved by computer, and the algorithm is described in Section 3.
Lemma 2.7 resolves the almost bipartite case, Lemma 2.9 resolves the pentagon blow-up case, and
they are proved in Sections 4 and 7, respectively. As mentioned at the end of Section 2.3, the proof
of Theorem 2.6 follows directly from Lemmas 2.7 to 2.9.
The next objective is to determine the minimum of pack(G) over red-blue colourings of Kn. This
is done in Theorem 2.3, which is proved in Section 5. The proof relies on the results described in
the previous paragraph, as well as intermediate reults towards them. Together with the reduction
of the original problem to its fractional version, due to Haxell and Ro¨dl [13], Theorem 2.3 implies
the main result of this paper, namely Theorem 1.2, which confirms Erdo˝s’s conjecture.
Our final goal is to prove a stability version of our main result, Theorem 1.3, which is what we do in
Section 6. To do so, we prove a ‘stability version’ of our main fractional result (see Theorem 2.10),
whose proof uses the main fractional result itself together with variants of arguments leading up to
it. To deduce Theorem 1.3 from this ‘fractional stability result’, following Tyomkyn [17], we use a
result of Alon, Shapira and Sudakov [2].
We conclude the paper in Section 8 with some remarks and open problems.
3 Computer search
In this section we describe the algorithm behind our computer search, which is used to prove
Lemma 2.8. The relevant certificates can be found here.
Given a graph G and a triangle packing ω in it, we define ω(G) = 3
∑
T∈T (G) ω(T ), where T (G) is
the collection of triangles in G.
Initialisation. Let L0 be the set consisting of the empty graph (on 0 vertices).
Iteration. Let n ∈ {0, . . . , 21}, and let Ln be a collection of red-blue colourings of Kn. Initialise
Ln+1 = ∅.
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Given H ∈ Ln, let u be a new vertex (so u /∈ V (H)). We expose the edges from u to V (H) one by
one, as follows.
Start with the triple (H,hr, hb), where hr and hb are maximum red and blue fractional triangle
packings in H.
Suppose that at some point we are given a triple (F, fr, fb), where fr and fb are maximum red and
blue fractional triangle packings in F . Proceed as follows.
1. If fr(F ) + fb(F ) > n(n+ 1)/4, do nothing.
2. Otherwise, if F is complete, proceed as follows.
(a) If n = 16, check if F is at most 1-edge-flip away from a pentagon blow-up. If it is, take
note of its blob sizes and whether it is a pentagon blow-up or 1-away from a pentagon
blow-up.
(b) If n = 21, check if one of the colour classes in F is 2-close to bipartite.
(c) If n 6= 16, 21, or if n = 16 but F is not close to a pentagon blow-up, or if n = 21 but
neither colour in F is close to bipartite, add F to Ln+1, unless Ln+1 already contains a
2-coloured graph isomorphic to F or to the graph obtained by swapping the two colours
in F .
3. Now suppose that F is not complete, and that fr(F ) + fb(F ) ≤ n(n + 1)/4. Pick a vertex v
such that uv is not an edge in F , and proceed as follows.
(a) Form Fr from F by adding uv as a red edge, and form Fb by adding uv as a blue edge.
(b) Calculate a maximum fractional red triangle packing f ′r in Fr, using a linear program
with initial values set according to fr. Similarly, calculate a fractional blue triangle
packing f ′b in Fb.
(c) Repeat the above procedure, with (Fr, f
′
r, fb) (note that fb is a maximum blue fractional
triangle packing in Fr), and with (Fb, fr, f
′
b).
Outcome. The graphs found to be pentagon blow-ups when n = 16 in step 2a have blobs sizes
x1, . . . , x5, where (x1, . . . , x5) ∈ {(3, 3, 3, 4, 4), (2, 3, 4, 4, 4), (3, 3, 3, 3, 5)}; and the graphs found to
be 1-away from a pentagon blow-up have blob sizes 3, 3, 3, 4, 4.
At the end of the last iteration, when n = 21, L22 remains empty.
The proof of Lemma 2.8 readily follows.
Proof of Lemma 2.8. Let G0 ⊆ . . . ⊆ G22 be as in the statement. If G17 does not satisfy one of
the first two items in the statement of Lemma 2.8 (namely, it is not close to a pentagon blow-up
with blob sizes as in the outcome), then G17 ∈ L17. If G22 does not satisfy one of the last two
items in the statement of the lemma, namely neither colour class in G22 is 2-close to bipartite, then
G22 ∈ L22, contrary to L22 being empty.
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3.1 Remarks
Here are some remarks regarding some technical aspects of our algorithm.
1. In step 2a, in order to determine if there is a 2-coloured graph in Ln which is isomorphic to
F , we adapt an algorithm of McKay and Piperno [15].
2. Throughout the process which explores the extensions of a given H, we use floats to store the
weights of the triangles. As such, the values of fb(F ), fr(F ), etc. are susceptible to rounding
errors. Thus, in step 1, before deciding to ignore F , we find a rational approximation of fr
and fb, using continuous fractions approximations (while ensuring that the weights are non-
negative, and that no edge receives weight larger than 1). We only ignore F if these rational
approximations of fr and fb still give a value larger than n(n+ 1)/4.
In practice, our program did not encounter such issues: whenever fr(F )+ fr(F ) was found to
be larger than n(n+ 1)/4, then the same held for the rational approximations. Nevertheless,
to ensure correctness, this had to be checked.
In other words, the above rounding procedure ensures that there are no ‘false negatives’. The
program is not, however, guaranteed to avoid ‘false positives’. Namely, some graphs G ∈ Ln
may theoretically not satisfy pack(G) ≤ n(n− 1)/4, though this is unlikely in practice. This
does not affect correctness.
3. Similarly, the program that checks if a graph is close to bipartite may produce ‘false positives’,
but it is guaranteed not to produce ‘false negatives’. In other words, every graph determined
to be 2-close to bipartite is indeed so (this is easy to verify given a suitable bipartition), but
in theory our program could fail to find a suitable bipartition for a graph which is 2-close to
bipartite. In practice, as L22 is empty at the end of the process, the algorithm for the almost
bipartite case is successful on all the relevant graphs.
4. We note that our program that checks if a graph is 1-close to a pentagon blow-up is always
correct, namely it returns neither ‘false positives’ nor ‘false negatives’.
5. The main element of the algorithm that allows us to improve on previous work ([14, 17]) is
the fact that we expose the edges of the extension of H one at a time, rather then exploring
each of the extensions of H into a red-blue colouring of a complete graph on n + 1 vertices
separately, as in [14, 17].
6. In step 3 we choose the vertex v following a simple greedy strategy. This speeds up the process
considerably in comparison with a procedure that chooses v according to a predetermined order
of the vertices. In other words, graphs F in step 1 have typically fewer edges if v is chosen
judiciously.
7. Using the values of fr as a basis for calculating f
′
r in step 3b, introduces another important
improvement by our algorithm. Indeed, intuitively, if two graphs differ by one edge, one could
expect them to have similar maximum fractional triangle packings.
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4 Almost bipartite
In this section we prove Lemma 2.7, which implies that if G is a red-blue colouring of Kn+1 satisfying
pack(G) ≤ n(n+1)/4, and, for some vertex u, H = G\{u} satisfies pack(H) ≤ n(n−1)/4 and HB is
close to bipartite, then GB is close to bipartite. The main ingredients in our proof are Theorem 2.11
about fractional triangle packings in almost complete graphs, and Propositions 4.1 and 4.2 (stated
below) about red-blue colourings H of Kn with pack(H) ≤ n(n− 1)/4, where HB is (n/8)-close to
bipartite.
The following proposition gives lower bounds on the size of the parts of the bipartition corresponding
to HB being close to bipartite.
Proposition 4.1. Let n ≥ 19. Let H be a red-blue colouring of Kn satisfying pack(H) ≤ n(n−1)/4.
Suppose that {X1,X2} is a bipartition of V (H) such that there are at most n/8 blue edges with both
ends in either X1 or X2. Then the following two inequalities hold.
(a) |Xi| ≥ k + 4 for i ∈ [2],
(b) |Xi| ≥ 7 for i ∈ [2].
Given a bipartition {X1,X2} of V (H), a cross triangle is a triangle with at least one vertex in each
of X1 and X2. The following proposition shows that there is a triangle packing in H, consisting
of blue cross triangles, that covers the blue edges within X1 and X2. It will be useful later to find
such a packing that avoids a given matching (which corresponds to blue triangles in G containing
u, where H = G \ {u}).
Proposition 4.2. Let n ≥ 22. Let H be a red-blue colouring of Kn satisfying pack(H) ≤ n(n−1)/4.
Suppose that {X1,X2} is a bipartition of V (H) such that there are at most n/8 blue edges with both
ends in X1 or in X2. Let M be a matching between X1 and X2. Then there is a triangle packing
in H \M , consisting of blue cross triangles, that covers all blue edges in X1 or X2.
We first prove Propositions 4.1 and 4.2, and then prove Theorem 2.6.
4.1 Proof of Proposition 4.1
Proof. Write |X1| = n/2 + x, so |X2| = n/2 − x. Without loss of generality |X1| ≥ |X2|, so it
suffices to prove the required inequalities for X2.
First, we note that |X2| ≥ 3. Indeed, otherwise HR[X2] is a graph on at least n − 2 vertices,
with at most n/8 missing edges. By Theorem 2.11, as n/8 ≤ n − 6 (which holds for n ≥ 7) and
n − 2 ≥ 7, HR[X1] has a red fractional triangle decomposition, whose size is at least
(n−2
2
) − n/8.
As pack(H) ≤ n(n− 1)/4, we have
n2/4 − n/4 ≥
(
n− 2
2
)
− n/8 = n2/2− 5n/2 + 3− n/8 = n2/2− 21n/8 + 3.
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This rearranges to 2n2 − 19n + 24 ≤ 0, a contradiction provided that n ≥ 9.
Consider any fractional triangle decomposition of X
(2)
1 ∪X(2)2 (as |X1| ≥ |X2| ≥ 3, such a decom-
position exists), and remove all triangles that contain at least one blue edge. We end up with a red
fractional triangle packing of size at least
(
n
2
)
− |X1| · |X2| − 3k ≥
(
n
2
)
− (n/2 + x) · (n/2− x)− 3n/8 = n2/4− 7n/8 + x2.
Using pack(H) ≤ n(n− 1)/4 and rearranging, it follows that x2 ≤ 5n/8.
Now suppose that n/2 − x < k + 4, so n/2 − x ≤ k + 3 ≤ n/8 + 3. It follows that x ≥ 3n/8 − 3.
Note that 3n/8 − 3 ≥ 1, as n ≥ 11, so x2 ≥ (3n/8 − 3)2. Together with the inequality x2 ≤ 5n/8,
we find that
5n/8 ≥ (3n/8− 3)2 = 9n2/64 − 9n/4 + 9.
Rearranging, this yields 9n2 − 184n + 576 ≤ 0, a contradiction for n ≥ 17. This establishes (a).
Notice that if k ≥ 3, (b) follows from (a). We may thus assume that k ≤ 2 and that |X2| ≤ 6.
As before, by taking a fractional triangle decomposition in X
(2)
1 ∪ X(2)2 and removing triangles
containing blue edges, we obtain a red fractional triangle packing of size at least
(
n
2
)
− |X1| · |X2| − 6 ≥ n2/2− n/2− 6(n − 6)− 6 = n2/2− 6.5n + 30.
Using pack(H) ≤ n(n− 1)/4 and rearranging, we find that n2 − 25n+ 120 ≤ 0, a contradiction for
n ≥ 19.
4.2 Proof of Proposition 4.2
Proof. Let H ′ = H \M . Throughout this proof, we work with H ′.
Let ki be the number of blue edges in Xi, for i ∈ [2]; so k = k1 + k2 ≤ n/8. Let TB be a largest
triangle packing consisting of blue cross triangles. Let mi be the number of triangles in TB with
two vertices in Xi, for i ∈ [2]; so mi is the number of blue edges in Xi that are covered by TB , and
thus mi ≤ ki. Write m = m1 +m2. Our aim is to show that m = k, so suppose to the contrary
that m < k.
Let TR be a largest fractional triangle packing consisting of red cross triangles. If |TB | + |TR| >
n/2 − x − 4 (where |T | denotes the number of triangles in T , or the sum of weights of triangles),
we reduce the weights of some triangles in TR so that |TR| = n/2− x− 4− |TB| = n/2− x− 4−m
(note that this value is non-negative by Proposition 4.1 (a)). Thus, by Corollary 2.12, there is a
fractional triangle decomposition in H ′R[Xi]\TR; namely, the weighted graph obtained from H ′R[Xi]
by reducing the weight of each edge by its total weight in TR has a fractional triangle decomposition.
Combining these decompositions (for i ∈ [2]) with TB and TR, we obtain a monochromatic fractional
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triangle packing in H ′ of size at least
(
n
2
)
− (n/2 + x) · (n/2− x)− k + 3m+ 2|TR| = n2/4− n/2 + x2 − k + 3m+ 2|TR|.
As pack(H ′) ≤ pack(H) ≤ n(n− 1)/4, it follows that
2|TR| − n/4 + 3m− k + x2 ≤ 0. (2)
Suppose that |TR| = n/2− x− 4−m. Plugging this into (2), we obtain
0 ≥ 3n/4 +m− k + x2 − 2x− 8 ≥ 5n/8 + (x− 1)2 − 9 ≥ 5n/8− 9,
a contradiction, as n ≥ 15. So from now on we may assume that TR is a largest fractional triangle
packing consisting of cross red triangles.
Claim 4.3. If m1 < k1 and m2 < k2, then 2|TR| ≥ n− 2m− k − 10.
Proof. Let Ti be the set of vertices in Xi that appear in at least one triangle in TB, and let aibi be
a blue edge in Xi not covered by TB, for i ∈ [2]. We note that ai and bi do not have a common blue
neighbour in X3−i \T3−i, as such a neighbour would give rise to a blue triangle that could be added
to TB, contradicting the maximality of TB. For every blue edge in Xi apart from aibi, whose two
ends are not in Ti, pick one of its vertices; let Si be the set of vertices chosen. So |Si| ≤ ki−mi− 1
and Xi \ (Ti ∪ Si) is a complete red graph.
Let Ai be the set of red neighbours of a3−i in Xi \ (Si ∪ Ti ∪ {ai, bi}), and let Bi be the set of red
neighbours of b3−i in Xi \ (Ai ∪ Si ∪ Ti ∪ {ai, bi}). As a3−i and b3−i do not have common blue
neighbours in Xi \ Ti, and they each have at most one non-neighbour in Xi, we have |Ai|+ |Bi| ≥
|Xi| − |Ti| − |Si| − 4.
As Ai and Bi span complete red graphs, they span red matchings that cover at least |Ai| − 1 and
|Bi| − 1 vertices, respectively. Consider the red triangle packing formed by taking these matchings
in Ai and Bi and attaching their edges to a3−i and b3−i, respectively, for i ∈ [2]. This is a red
triangle packing T with
2|T | ≥ |A1|+ |B1|+ |A2|+ |B2| − 4 ≥ |X1|+ |X2| − |T1| − |T2| − |S1| − |S2| − 12
≥ n− 3m− (k −m− 2)− 12
= n− 2m− k − 10.
The claim follows by maximality of TR.
Claim 4.4. If mi < ki for exactly one i ∈ [2], then 2|TR| ≥ n/2− x− 3m− 2− 1{k ≤ 2}.
Proof. Let σ ∈ [2] be such that mσ = kσ; write τ = 3− σ. Let T be the set of vertices in Xσ that
appear in at least one of the triangles in TB ; so |T | ≤ 2m.
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Let ab be a blue edge in Xτ that is not covered by TB. Let A be the set of red neighbours of a in
Xσ \ T , and let B be the set of red neighbours of b in Xσ \ (Tσ ∪A). Then
|A|+ |B| ≥ |Xσ | − |T | − 2 ≥ n/2− x− 2m− 2. (3)
Note that if |A| 6= 1, then A has a perfect (red) fractional matching (e.g. take the single edge in
A if |A| = 2, and otherwise give weight 1/2 to each of the edges of a Hamilton cycle); a similar
statement holds for B. Thus, attaching a and b to the edges of a perfect fractional matching in A
and B, respectively, we obtain a fractional triangle packing T consisting of red cross triangles, with
2|T | ≥ |A|+ |B| − 1{|A| = 1} − 1{|B| = 1}
≥ n/2− x− 2m− 2− 1{|A| = 1} − 1{|B| = 1}
≥ n/2− x− 2m− 4.
If m ≥ 2, this is at least n/2− x− 3m− 2, as required. If m = 1, then by (3) and Proposition 4.1
|A| + |B| ≥ 3, so at most one of A and B has size 1. It follows that 2|T | ≥ n/2 − x − 2m − 3 =
n/2 − x − 3m − 2, as required. If m = 0, then again at most one of A and B has size 1. We are
done if both A and B do not have size 1; or if k ≤ 2; or if |A| + |B| > n/2 − x − 2. So we may
assume that |B| = 1, |A| = n/2− x− 3 ≥ 4, and k ≥ 3. In fact, we may assume that for every blue
edge a′b′ in Xτ , if A
′ and B′ are defined as above, then (after possibly swapping the roles of a′ and
b′) |B′| = 1 and |A′| = n/2− x− 3 ≥ 4.
Suppose that there are two vertices a and a′ in Xτ with n/2 − x − 3 red neighbours in Xσ, and
let A and A′ be their red neighbourhoods in Xσ. Form a fractional triangle packing T ′, consisting
of red cross triangles, by attaching the edges of Hamilton cycles in A and in A′ to a and a′,
respectively, giving each triangle weight 1/2 (note that this is indeed a fractional triangle packing).
Then 2|T ′| ≥ |A| + |A′| ≥ 2(n/2 − x − 3) ≥ n/2 − x − 3m + 1, say, and the claim readily follows.
We may thus assume that there is only one vertex a ∈ Xτ with n/2− x− 3 red neighbours in Xσ .
As Xτ contains k ≥ 3 blue edges, the above assumptions imply that there are three vertices
b1, b2, b3 ∈ Xτ such that abi is blue. These assumptions also imply that there is a vertex c ∈ Xσ
such that b1c is a red edge and ac is a blue edge. Without loss of generality, b2c is an edge (as
every vertex has at most one non-neighbour). If b2c is red, we can add the triangle b1b2c to T (with
weight 1), thus obtaining a fractional triangle packing of red cross triangles of the required size.
Otherwise, b2c is blue, but then ab2c is a blue triangle, contradicting m = 0.
By Claims 4.3 and 4.4, it suffices to consider two cases: 2|TR| ≥ n − 2m − k − 10; and 2|TR| ≥
n/2− x− 3m− 2− 1{k ≤ 2}. In the first case, we obtain the following inequality, using (2)
0 ≥ 3n/4 +m− 2k + x2 − 10 ≥ n/2− 10,
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a contradiction to n ≥ 21. In the second case, we obtain the following, using (2)
0 ≥ n/4− k + x2 − x− 2− 1{k ≤ 2}
= n/4− k + (x− 1/2)2 − 2.25 − 1{k ≤ 2}
≥ n/4− k − 2.25 − 1{k ≤ 2}.
If k ≥ 3, this gives 0 ≥ n/8− 2.25, a contradiction if n ≥ 19; and if k ≤ 2, this gives 0 ≥ n/4− 5.25,
a contradiction if n ≥ 22.
4.3 Proof of Lemma 2.7
Proof. Let {X1,X2} be a bipartition of V (H) such that the number of blue edges with both ends in
X1 or in X2 is k ≤ n/8; denote by ki the number of blue edges inXi for i ∈ [2]. Write |X1| = n/2+x,
so |X2| = n/2− x, and we assume that x ≥ 0. Let Ri and Bi be the red and blue neighbourhoods
of u in Xi, respectively, for i ∈ [2].
Claim 4.5. There is a blue matching between B1 and B2 that saturates the smaller of the two sets.
Proof. LetM be a matching of maximum size between either B1 and B2, denote its size by m, and
suppose that it does not saturate B1 nor B2. Write Ai = Bi \ V (M); then |Ai| ≥ 1 for i ∈ [2]. Let
ai be any vertex in Ai. Let TR,1 be a red triangle packing formed by attaching a2 to a maximum
matching in A1 \ {a1}, attaching u to a maximum matching in R1, and removing the triangles
that contain a blue edge. Similarly, let T ′R,2 be a red triangle packing formed by attaching a1 to
a maximum matching in A2, attaching u to a maximum matching in A2, and removing triangles
containing a blue edge. Note that the triangles in TR,1 and T ′R,2 are edge-disjoint, and
2|TR,1| ≥ |R1| − 1 + |A1| − 2− 2k1 = |X1| −m− 3− 2k1
2|T ′R,2| ≥ |R2| − 1 + |A2| − 1− 2k2 = |X2| −m− 2− 2k2.
We note that |TR,1| ≤ |X1|−k1−4. Indeed, otherwise, as |TR,1| ≤ (|X1−1)/2, we get (|X1|−1)/2 ≥
|X1| − k1 − 3, which rearranges to
0 ≥ |X1|/2 − k1 − 5/2 ≥ n/4− n/8− 5/2 = n/8− 5/2,
a contradiction to n ≥ 21. Let TR,2 be a subpacking of T ′R,2 of size |TR,2| = min{|X2|−k2−4, |T ′R,2|}
(note that |X2| ≥ k2 + 4 by Proposition 4.1), and let TR = TR,1 ∪ TR,2.
Let T ′B be a blue triangle packing in H \M that consists of blue cross triangles, and that covers all
blue edges in X1 and in X2; such a packing exists by Proposition 4.2. Let T ′′B be the blue triangle
packing in G obtained by attaching u to the edges of M .
By choice of TR and by Theorem 2.11, there is a fractional triangle decomposition in HR[Xi] \ TR.
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It follows that there exists a monochromatic triangle packing in G of size at least
(
n
2
)
− (n/2 + x) · (n/2− x) + 2|T ′B |+ 3|T ′′B |+ 2|TR| = n2/4− n/2 + x2 + 2k + 3m+ 2|TR|.
As pack(G) ≤ n(n+ 1)/4, we obtain
2|TR| − 3n/4 + 3m+ 2k + x2 ≤ 0. (4)
Recall that either 2|TR| = 2|T ′R,1|+2|T ′R,2| ≥ n−2m−5−2k; or 2|TR| = 2|TR,1|+2(|X2|−k2−4) ≥
3n/2−m− 2k − x− 11. If the former holds, then, by (4),
0 ≥ n/4 +m+ x2 − 5 ≥ n/4− 5,
a contradiction to n ≥ 21. If the latter holds, then, again by (4),
0 ≥ 3n/4 + 2m+ x2 − x− 11 = 3n/4 + 2m+ (x− 1/2)2 − 11.25 ≥ 3n/4− 11.25,
a contradiction to n ≥ 16.
Let m = min{|B1|, |B2|}. Let σ ∈ [2] be such that |Bσ| = m. Define X ′σ = Xσ ∪ {u} and
X ′3−σ = X3−σ. In order to complete the proof, we need to show that the number of blue edges
with both ends in X ′1 or in X
′
2 is at most (n + 1)/8; in other words, our task is to show that
m+ k ≤ (n+ 1)/8.
Let M be a blue matching of size m between B1 and B2; by Claim 4.5, such a matching exists.
Let T ′B be a triangle packing in H \M , that consists of blue cross triangles, and that covers all
blue edges in X1 or X2; by Proposition 4.2, such a packing exists. Let T ′′B be the blue triangle
packing obtained by attaching u to each of the edges of M . Note that the triangles in T ′B and T ′′B
are edge-disjoint.
Claim 4.6. m+ k ≤ n/2− x− 4.
Proof. Suppose not. Then, as n/2− x is an integer, we have
m+ k ≥ n/2− x− 3. (5)
By Theorem 2.11 and Proposition 4.1 there is a fractional triangle decomposition in HR[Xi] for
i ∈ [2]. This packing, together with T ′B and T ′′B , forms a monochromatic fractional triangle packing
in G of size at least(
n
2
)
− (n/2 + x) · (n/2− x) + 2|T ′B |+ 3|T ′′B | = n2/4− n/2 + x2 + 2k + 3m.
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As pack(G) ≤ n(n+ 1)/4, we have
0 ≥ −3n/4 + x2 + 2k + 3m = −3n/4 + x2 + 3(k +m)− k
≥ 3n/4 + x2 − 3x− 9− k
≥ 5n/8 + (x− 3/2)2 − 11.25
≥ 5n/8− 11.25,
using (5) for the second inequality. This is a contradiction to n ≥ 20.
By Theorem 2.11, Proposition 4.1 and Claim 4.6 there is a fractional triangle decomposition in
GR[X
′
i] for i ∈ [2]. Together with T ′B and T ′′B this forms a triangle packing in G of size at least(
n+ 1
2
)
− |X ′1| · |X ′2|+ 2(k +m) ≥ n(n+ 1)/2 − (n+ 1)2/4 + 2(k +m)
≥ (n + 1)(n − 1)/4 + 2(k +m).
As pack(G) ≤ n(n+ 1)/4, it follows that k +m ≤ (n+ 1)/8, as required.
5 Minimising the size of a fractional triangle packing
In this section we prove Theorem 2.3, which determines the minimum of pack(G) among red-blue
colourings G of Kn, for n ≥ 26, and characterises the minimisers.
Proof of Theorem 2.3. Let G be a red-blue colouring of Kn where GB is obtained by removing
a matching from the complete bipartite graph K⌊n/2⌋,⌈n/2⌉. Then GB is a triangle-free. The (red)
edges within the two parts can all be covered by a red fractional triangle packing (as each of the
two parts forms a complete red graph on more than two vertices), and the red edges between the
parts are not contained in any triangle. It follows that
pack(G) =
(
n
2
)
− ⌊n/2⌋ · ⌈n/2⌉ = n2/2− n/2−
⌈
n2 − 1
4
⌉
=
⌊
(n − 1)2
4
⌋
.
Now suppose that G is a red-blue colouring of Kn with pack(G) ≤
⌊
(n− 1)2/4⌋. By Theorem 2.6,
without loss of generality, there is a bipartition {X1,X2} of the vertices of G such that there are
k ≤ n/8 blue edges within the parts X1 and X2. Without loss of generality, |X1| ≥ |X2|. Write
|X1| = ⌈n/2⌉ + x, so |X1| = ⌊n/2⌋ − x.
By Proposition 4.2 there is a triangle packing TB that consists of blue cross triangles and covers all
blue edges within the parts X1 and X2. By Proposition 4.1 and Theorem 2.11, GR[X1] and GR[X2]
have fractional triangle decompositions. Putting these together with TB , we obtain a monochromatic
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fractional triangle packing of size at least
(
n
2
)
− |X1| · |X2|+ 2|TB| =
(
n
2
)
− ⌈n/2⌉ · ⌊n/2⌋+ x(⌈n/2⌉ − ⌊n/2⌋) + x2 + 2k
≥
⌊
(n− 1)2
4
⌋
+ x2 + 2k.
As pack(G) ≤ ⌊(n − 1)2/4⌋, it follows that x = k = 0, so |X1| = ⌈n/2⌉, |X2| = ⌊n/2⌋, and GR[X1]
and GR[X2] are complete. Now consider GR[X1,X2]. Suppose that there is a vertex u with degree
at least 2 in this graph. Let i ∈ [2], u ∈ Xi and v,w ∈ X3−i be such that v and w are red neighbours
of u. Again by Proposition 4.1 and Theorem 2.11, GR[Xi] and GR[X3−i] \ {vw} both have triangle
decompositions. It follows that
pack(G) ≥
(
n
2
)
− ⌈n/2⌉ · ⌊n/2⌋+ 2 ≥
⌊
(n− 1)2
4
⌋
+ 2,
a contradiction. So GR[X1,X2] has maximum degree at most 1, i.e. GB is K⌈n/2⌉,⌊n/2⌋ minus a
matching, as required.
6 Stability
In this section we prove our second main theorem, Theorem 1.3, which is a stability result regarding
monochromatic triangle packings in 2-coloured complete graphs. As mentioned in Section 2, we will
deduce it from Theorem 2.10, which we will prove later in this section.
For an n-vertex graph G, let Ebip(G) be the least δ such that G is δn
2-close to bipartite, i.e. the
least δ such that G can be made bipartite by the removal of at most δn2 edges. We use the following
special case of a result by Alon, Shapira and Sudakov [2].
Theorem 6.1 (A special case of Theorem 1.2 in [2]). For every µ > 0 there exists d = d(µ) with
the following property: let G be a graph, let D be a subset of V (G) of size d, chosen uniformly at
random among such sets. Then
P
[
|Ebip(G)− Ebip(G[D])| > µ
]
< µ.
It is not hard to convince oneself that d(µ) tends to infinity as µ goes to 0.
Proof of Theorem 1.3 using Theorem 2.10. Let ε > 0, let µ > 0 be sufficiently small, and let
d = d(µ) be as given by Theorem 6.1. Let G be a red-blue colouring of Kn where both GB and GR
are εn2-far from bipartite, i.e. Ebip(GR), Ebip(GB) ≥ ε. By Theorem 6.1, for all but at most 2µ
(
n
d
)
sets D of d vertices, both GR[D] and GB [D] are (ε − µ)d2-far from bipartite. Assuming that µ is
sufficiently small, and thus d is sufficiently large, (ε−µ)d2 ≥ (ε/2)d2 ≥ (1/8 + η)d, where η is as in
Theorem 2.10. By Theorem 2.10, pack(G[D]) ≥ d(d − 1)/4 + 2ηd for all but at most 2η(nd) sets of
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d vertices D. Recall that pack(G[D]) ≥ d(d − 2)/4 = d(d − 1)/4 − d/4 for all sets of d vertices D,
assuming d ≥ 22, by Theorem 2.3. By iterating Observation 2.5, we have
pack(G) ≥ 1(n−2
d−2
) ∑
D⊆V (G): |D|=d
pack(G[D])
≥ 1(n−2
d−2
) ·(n
d
)(
(1− 2µ) · (d(d− 1)/4 + 2ηd) + 2µ · (d(d− 1)/4 − d/4))
≥ n(n− 1)
d(d − 1) ·
(
d(d − 1)/4 + d · ((1− 2µ) · 2η − µ/2))
≥ n(n− 1)
d(d − 1) ·
(
d(d − 1)/4 + ηd
)
=
n(n− 1)
4
+ η · n(n− 1)
d− 1
≥
(
1
4
+
η
2d
)
n2,
where the inequalities hold for sufficiently small µ and sufficiently large n. Theorem 1.3 follows by
taking δ = η/(2d).
6.1 Overview of the proof of Theorem 2.10
The following lemma, which is a strengthening of Lemma 2.7 (for large n), is the main ingredient
in the proof of Theorem 2.10.
Lemma 6.2. The following holds for sufficiently large n. Let G be a red-blue colouring of Kn+1,
let u ∈ V (G), and set H = G \ {u}. Suppose that HB is (1/8 + 1/200)n-close to bipartite and
that pack(H) ≤ n(n − 1)/4 + n/200. Then for any ℓ ≤ (1/8 + 1/200)(n + 1), either pack(G) ≥
(n2 − 1)/4 + 2ℓ, or GB is ℓ-close to bipartite.
Proof of Theorem 2.10 using Lemma 6.2. Let n0 be large enough so that Lemma 6.2 is ap-
plicable for n ≥ n0. We prove the theorem by induction on n ≥ n0. For the base case n = n0, recall
that by Theorem 2.6, either one of GB and GR is (n/8)-close to bipartite, or pack(G) > n(n− 1)/4.
Graphs satisfying the former condition immediately satisfy the requirements of the theorem, and
by taking η ∈ (0, 1/200) to be sufficiently small, we can guarantee that all graphs G satisfying the
latter condition also satisfy pack(G) ≥ n(n− 1)/4 + ηn.
Now take n ≥ n0, and suppose that the statement of Theorem 2.10 holds for n. Let G be a
red-blue colouring of Kn+1. Then, by induction, for every vertex u in G, either pack(G \ {u}) ≥
n(n − 1)/4 + 2ηn, or one of GB \ {u} and GR \ {u} is (1/8 + η)n-close to bipartite. If the former
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holds for all vertices u, then
pack(G) ≥ 1
n− 1
∑
u∈V (G)
pack (G \ {u})
≥ 1
n− 1 · (n+ 1) ·
(
n(n− 1)
4
+ 2ηn
)
≥ n(n+ 1)
4
+ 2η(n + 1),
as required. So we may assume, without loss of generality, that for some vertex u, the colouring
H = G \ {u} satisfies pack(H) ≤ n(n − 1)/4 + 2ηn and HB is (1/8 + η)n-close to bipartite. By
Lemma 6.2 (with ℓ = (1/8 + η)(n + 1)), either pack(G) ≤ (n2 − 1)/4 + (n + 1)/4 + 2η(n + 1) =
n(n+ 1)/4 + 2η(n + 1), or GB is (1/8 + η)n-close to bipartite.
In order to prove Lemma 6.2, we make use of the following two propositions, which are variants of
Propositions 4.1 and 4.2.
Proposition 6.3. Let H be a red-blue colouring of Kn satisfying pack(H) ≤ n2/4. Let {X1,X2}
be a partition of the vertices of H with at most (n− 2)/6 blue edges with both ends in either X1 or
X2. Then n/2−
√
n ≤ |Xi| ≤ n/2 +
√
n.
Proposition 6.4. The following holds for sufficiently large n. Let H be a red-blue colouring of Kn.
Let {X1,X2} be a bipartition of the vertices of H such that there are at most n/8+n/200 blue edges
with both ends in either X1 or X2, and suppose that pack(H) ≤ n(n− 1)/4 + n/200. Then
(a) every vertex in Xi has at most n/20 red neighbours in X3−i, for i ∈ [2],
(b) given any matching M in H[X1,X2], there is a triangle packing that consists of blue cross
triangles avoiding the edges of M , and that covers all blue edges in either X1 or X2.
We first prove the two propositions, and then deduce Lemma 6.2 from them.
6.2 Proofs of Propositions 6.3 and 6.4
Proof of Proposition 6.3. Let k be the number of blue edges with both ends in either X1 or X2.
Consider a fractional triangle decomposition in G[X1] and in G[X2]; note that such decompositions
exist, unless one of X1 or X2 has size exactly 2, in which case we leave one edge uncovered. Now
remove all triangles that contain a blue edge. This results in a red fractional triangle packing of
size at least the following, where |X1| = n/2 + x (and |X2| = n/2− x),(
n
2
)
− (n/2 + x) · (n/2− x)− 1− 3k = n2/4− n/2 + x2 − 1− 3k.
As pack(G) ≤ n2/4, it follows that x2 ≤ n/2 + 1 + 3k ≤ n, as required.
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Proof of Proposition 6.4. Let k be the number of blue edges in X1 or X2.
Claim 6.5. Every two vertices in Xi have at least (1/8− 1/100)n − 3
√
n common blue neighbours
in X3−i, for i ∈ [2].
Proof. We prove the statement for i = 1, the claim would follow by symmetry.
Let x1, x2 ∈ X1, and let ℓ be the number of common blue neighbours of x1 and x2. Let R1 be
the red neighbourhood of x1 in X2, and let R2 be the red neighbourhood of x2 in X2 \ R1; so
|R1|+ |R2| ≥ |X2|− ℓ. Let Mi be a maximum matching in HR[Ri]. As the vertices uncovered by Mi
form an independent set, and there are at most k missing edges, Mi covers at least |Ri| −
√
2k − 1
vertices. Let TR be the red triangle packing obtained by attaching xi to the edges of Mi, for i ∈ [2].
Note that HR[X1] and HR[X2] \ (M1 ∪M2) have fractional triangle decompositions; this follows
from Theorem 2.11, as the number of edges missing from either graph is at most k + |X2|/2 ≤
n/2−√n− 4 ≤ |X1|, |X2|, using Proposition 6.3. We conclude that H has a red fractional triangle
packing of size at least
(
n
2
)
− |X1| · |X2| − k + 2(|M1|+ |M2|) ≥ n2/4− n/2− k + |R1|+ |R2| − 2
√
2k + 1
≥ n2/4− n/2− k + n/2−√n− ℓ− 2√n
= n2/4− 3√n− k − ℓ.
As pack(H) ≤ n(n − 1)/4 + n/200, it follows that k + ℓ ≥ n/4 − n/200 − 3√n, implying that
ℓ ≥ n/8− 2n/200 − 3√n, as required.
Write ℓ = (1/8 − 1/100)n − 3√n. Let ki be the number of blue edges in Xi, for i ∈ [2], and let
mi = min{ki, ℓ−2}. Let e1, . . . , em1 be distinct blue edges in X1, and let f1, . . . , fm2 be distinct blue
edges in X2. Let x1, . . . , xm1 be distinct vertices in X2 such that xi is a common blue neighbour of
the two ends of ei, for i ∈ [m1]. Note that such vertices can be chosen greedily by the above claim.
Similarly, let y1, . . . , ym2 be distinct vertices in X1, such that yi is a common blue neighbour of fi,
and the edges between yi and the ends of fi do not contain any edge between xj and ej for j ∈ [m1]
and i ∈ [m2]. Again, such vertices can be chosen greedily due to Claim 6.5, noting that when yi
is chosen, there are at most i + 1 ≤ ℓ − 1 ‘forbidden neighbours’; namely, yi needs to be distinct
from y1, . . . , yi−1 and from the at most two neighbours in X1 of the two ends of fi following edges
between xj and ej, for j ∈ [m1]. Let TB be the blue triangle packing obtained by attaching xi to ei
and yj to fj for i ∈ [m1] and j ∈ [m2].
Let u ∈ X1, and let r be the number of red neighbours of u in X2. We will show that r ≤ n/20,
which, by symmetry, would establish (a). Let R be the red neighbourhood of u in X2, so |R| = r.
As in the proof of Claim 6.5, HR[R] contains a matching M that covers at least |R| −
√
2k − 1
vertices. Let TR be the red triangle packing obtained by attaching u to each of the edges of M .
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By noting that HR[Xi]\M andHR[X3−i] have fractional triangle decomposition, and by considering
the packings TB and TR, it follows that
pack(H) ≥ n2/4− n/2− k + 3min{k, ℓ− 2}+ r −
√
2k − 1
≥ n2/4− n/2− n/8− n/200 + 3(n/8 − n/100− 3√n− 2) + r +√n
= n2/4− n/4− 7n/200 − 11√n+ r.
As pack(H) ≤ n(n− 1)/4 + n/200, it follows that r ≤ 8n/200 + 11√n ≤ n/20, as required for (a).
It remains to prove (b). Let M be a matching in H[X1,X2]. Let e1, . . . , ek1 be the blue edges in
X1, and let f1, . . . , fk2 be the blue edges in X2. As above, we find distinct vertices x1, . . . , xk1 ∈ X2
such that xi is a common blue neighbour of the ends of ei, and neither of the edges between xi and
ei are in M , for i ∈ [2]. As the number of ‘forbidden’ vertices at any point is at most k1 ≤ k and
the number of common neighbours of the ends of ei is at least |X2| − 2n/10 ≥ k + 1, such vertices
xi exist. Similarly, we may find distinct vertices y1, . . . , yk2 ∈ X1 such that yi is a common blue
neighbour of the ends of fi, and neither of the edges between yi and fi are in M , or are an edge
between xj and ej for j ∈ [k1] and i ∈ [k2]. Attaching xi to ei for every i ∈ [k1] and attaching yj to
fj for every j ∈ [k2], gives a triangle packing as required for (b).
6.3 Proof of Lemma 6.2
It remains to prove Lemma 6.2. This is now a fairly straightforward task.
Proof of Lemma 6.2. Let {X1,X2} be a bipartition of H that minimises the number of blue
edges in X1 or X2. Let Ri and Bi be the red and blue neighbourhoods of u in Xi, respectively, for
i ∈ [2]. Without loss of generality, |B1| ≤ |B2|. We consider two cases according to the size of B2.
|B2| ≥ n/10. Write X ′1 = X1∪{u} and X ′2 = X2. We claim that there is a triangle packing TB that
consists of blue cross triangles and that covers all blue edges in either X ′1 or X
′
2. Indeed, by Propo-
sition 6.4 (a), there is a matching M in HB[B1, B2] that covers B1. Now, by Proposition 6.4 (b),
there is a triangle packing T ′B that consists of cross blue triangles, and covers all blue triangles in
either X1 or X2. Add to T ′B the packing obtained by attaching u to the edges of M , to obtain the
required triangle packing TB
As usual, by Theorem 2.11, GR[X
′
i] \ TB has a fractional triangle decompositions, for i ∈ [2]. It
follows that
pack(G) ≥ (n+ 1)2/4− (n+ 1)/2 + 2|TB | = (n2 − 1)/4 + 2k.
Lemma 6.2 readily follows: if k > ℓ, then pack(G) ≥ (n2−1)/4+2ℓ; and if k ≤ ℓ, then GB is ℓ-close
to bipartite.
|B2| ≤ n/10. Let TB be a triangle packing inH that consists of blue cross triangles, avoids the edges
of M , and covers all blue edges in either X1 or X2; such a packing exists due to Proposition 6.4 (b).
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Let Mi be a largest matching in HR[Ri], for i ∈ [2]. Then Mi covers at least |Ri| −
√
n vertices.
Note that GR[Xi] \Mi has a triangle decomposition, by Theorem 2.11. Consider the red triangle
packing obtained by attaching u to the edges of M1 ∪M2. It follows that G has a red fractional
triangle packing of size at least
n2/4 − n/2 + 2k + 2(|M1|+ |M2|) ≥ n2/4− n/2 + |R1|+ |R2| − 2
√
n
≥ (n2 − 1)/4 − n/2 + 4n/5 − 2√n,
= (n2 − 1)/4 + 3n/10− 2√n
> (n2 − 1)/4 + 2(n/8− n/200).
It follows that pack(G) ≥ (n2 − 1)/4 + 2ℓ for any ℓ ≤ (1/8 + 1/200)n, as required.
7 Pentagon blow-ups
Given a red-blue colouring of a complete graph G, we say that G is a pentagon blow-up if there is
a partition {A1, . . . , A5} of V (G) into non-empty sets such that GR[Ai, Ai+1] and GB [Ai, Ai+2] are
complete bipartite graphs, for i ∈ [5] (where addition of indices is taken modulo 5). Similarly, if
A1, . . . , A5 are non-empty pairwise disjoint sets in a red-blue colouring G of a complete graph, we
say that (A1, . . . , A5) is a pentagon blow-up if the aforementioned property holds. Define
B1 = {(3, 3, 3, 4, 4), (2, 3, 4, 4, 4), (3, 3, 3, 3, 5), (3, 3, 4, 4, 4), (2, 4, 4, 4, 4), (3, 3, 3, 4, 5),
(3, 4, 4, 4, 4), (3, 3, 4, 4, 5), (4, 4, 4, 4, 4), (3, 4, 4, 4, 5), (4, 4, 4, 4, 5), (3, 4, 4, 5, 5),
(4, 4, 4, 5, 5), (4, 4, 5, 5, 5), (4, 5, 5, 5, 5), (5, 5, 5, 5, 5)}
B2 = {(3, 3, 3, 4, 4), (3, 3, 4, 4, 4), (3, 4, 4, 4, 4), (4, 4, 4, 4, 4), (4, 4, 4, 4, 5)}.
Let C1 be the family of pentagon blow-ups with blob sizes x1, . . . , x5 (in some order), where
(x1, . . . , x5) ∈ B1, and let C2 be the family of red-blue colourings of Kn that are one edge-flip
away from a pentagon blow-up with blob sizes x1, . . . , x5 (in some order), where (x1, . . . , x5) ∈ B2.
Set C = C1 ∪ C2.
The main result in this section is the following theorem.
Theorem 7.1. Let G be a red-blue colouring of Kn, let u ∈ V (G), and set H = G \ {u}. If H ∈ C
then either pack(G) > n(n− 1)/4 or G ∈ C.
Note that Lemma 2.9 follows from Theorem 7.1, as the families in C have order at most 25.
7.1 Fractional triangle packings between two or there blobs
Naturally, we would like to calculate the maximum size of a monochromatic fractional triangle
packing of families in C (and related graphs). The following two propositions, regarding fractional
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triangle packings between two and three blobs, will allow us to do so. While the statement of the
following proposition is a bit more general, we are really only interested in a finite number of small
graphs (with blob sizes up to 6), which we could have dealt with by computer search. Nevertheless,
we include human-readable proofs of the following two propositions in Appendix A.
Proposition 7.2. Let G be a graph with vertex set A ∪ B, where A and B are disjoint. In each
of the following cases there is a fractional triangle packing ω in G, consisting of cross triangles
(namely, triangles with a vertex in both A and B), such that ω(e) = 1/2 for every edge e in A or
in B.
(a) 2 ≤ |A| ≤ |B| ≤ |A|+ 2, and G[A,B] is complete bipartite.
(b) 3 ≤ |A| ≤ |B| ≤ |A|+ 1, and G[A,B] is complete bipartite minus a matching.
(c) 3 ≤ |A| ≤ |B| ≤ |A| + 1, and G[A,B] is complete bipartite minus two edges that intersect at
A.
(d) |A| = 3, |B| = 5, and G[A,B] is complete bipartite minus a matching of size 2.
Proposition 7.3. Let G be a graph with vertex set A ∪ B ∪ C, where A,B,C are disjoint sets,
with |A| = 2, |B|, |C| ∈ {3, 4}. Suppose that G[B,A ∪ C] is complete bipartite minus a matching
with at most two edges between B and C, and G[A,C] is empty. Then there is a fractional triangle
packing ω in G, consisting of cross triangles (namely, triangles intersecting (exactly) two of the sets
A,B,C), such that ω(e) = 1/2 if e is in A or in C, and ω(e) = 1 if e is in B.
We use Propositions 7.2 and 7.3 to calculate pack(G) for every G ∈ C; these values also appear in
Table 1.
Proposition 7.4.
(a) Let G ∈ C1, so G is a pentagon blow-up with blob sizes x1, . . . , x5, where (x1, . . . , x5) ∈ B1.
Then pack(G) = 3
∑
i∈[5]
(xi
2
)
.
(b) Let G ∈ C2, so G is one edge-flip away from a pentagon blow-up with blob sizes x1, . . . , x5,
where (x1, . . . , x5) ∈ B2. Then pack(G) = 3
(∑
i∈[5]
(xi
2
)
+ 1
)
.
Proof of Proposition 7.4. Let {A1, . . . , A5} be a partition of V (G) such that G is a pentagon
blow-up if (a) holds, or one edge-flip away from a pentagon blow-up if (b) holds, with blobs
A1, . . . , A5. So A1, . . . , A5 have sizes x1, . . . , x5 (possibly in a different order) where (x1, . . . , x5) ∈ B1
if (a) holds, and (x1, . . . , x5) ∈ B2 if (b) holds. Also, GR[Ai, Ai+1] and GB [Ai, Ai+2] are complete
bipartite if (a) holds; and if (b) holds, without loss of generality there exist x ∈ A5 and y ∈ A2
such that xy is red, and if xy is recoloured blue then GR[Ai, Ai+1] and GB [Ai, Ai+2] are complete
bipartite for i ∈ [5]. Let z ∈ A1.
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Note that every monochromatic triangle in G has an edge with both ends in Ai, for some i ∈ [5], or
contains xy if (b) holds. Thus pack(G) ≤ 3∑i∈[5] (xi2 ) in case (a); and pack(G) ≤ 3(∑i∈[5] (xi2 )+ 1)
in case (b). It remains to prove matching lower bounds.
If (a) holds, by Proposition 7.2 (a), there exist fractional triangle packings in GR[Ai, Ai+1] and
GB [Ai, Ai+2] that consist of cross triangles and assign weight 1/2 to each edge in Ai, Ai+1 or Ai+2.
Putting these ten packings together, we obtain a monochromatic fractional triangle packing in G,
that consists of cross triangles (i.e. triangles with vertices in two sets Ai) and assigns weight 1 to
each edge in Ai for i ∈ [5]. It follows that pack(G) ≥ 3
∑
i∈[5]
(
xi
2
)
, as required for (a).
If (b) holds, by Proposition 7.2 (b), there exist fractional triangle packings in GR[Ai, Ai+1] and
GB [Ai, Ai+2] that consist of cross triangles that do not contain the edges xy, xz or yz, and assign
weight 1/2 to each edge in Ai, Ai+1 or Ai+2. Putting together these packings, and adding the
triangle xyz with weight 1, we find that pack(G) ≥ 3
(∑
i∈[5]
(
xi
2
)
+ 1
)
, as required for (b).
7.2 Extensions of pentagon blow-ups and almost pentagon blow-ups
A balanced pentagon blow-up is a pentagon blow-up whose blob sizes differ by at most one. Lem-
mas 7.5 to 7.8 below will allow us to prove Theorem 7.1 for different families in C. The proofs of these
lemmas are very similar (though the proof of Lemma 7.8 is a little more complicated). We prove
Lemma 7.5 in Section 7.5, after deducing Theorem 7.1 from Lemmas 7.5 to 7.8 and introducing
some preliminaries. We delay the proofs of Lemmas 7.6 to 7.8 to Appendix B.
Lemma 7.5. Let n ≥ 15, let G be a red-blue colouring of Kn, let u ∈ V (G), and set H = G \ {u}.
Suppose that H is a balanced pentagon blow-up with blobs A1, . . . , A5. Then the following holds,
where t = ⌊n/5⌋.
• pack(G) ≥ pack(H) + 3t.
• pack(G) ≥ pack(H) + 3(t + 1), unless (Ai ∪ {u}, Ai+1, . . . , Ai+4) is a pentagon blow-up for
some i with |Ai| = t.
• pack(G) ≥ pack(H) + 3(t+ 2), unless (Ai ∪ {u}, Ai+1, . . . , Ai+4) is one edge-flip away from a
pentagon blow-up for some i with |Ai| = t, or (Ai∪{u}, Ai+1, . . . , Ai+4) is a pentagon blow-up
for some i.
Lemma 7.6. Let G be a red-blue colouring of Kn, let u ∈ V (G), and set H = G \ {u}. Suppose
that H is a pentagon blow-up with blobs A1, . . . , A5 of sizes in {3, 4, 5}, or in {2, 3, 4} with at most
one blob of size 2. Then pack(G) ≥ pack(H) + 12, unless
• (Ai ∪ {u}, Ai+1, . . . , Ai+4) is a pentagon blow-up for some i with |Ai| ≤ 3, or
• (Ai ∪ {u}, Ai+1, . . . , Ai+4) is one edge-flip from a pentagon blow-up for some i with |Ai| = 2.
25
Lemma 7.7. Let G be a red-blue colouring of Kn, let u ∈ V (G), and set H = G\{u}. Suppose that
H is a pentagon blow-up with blobs A1, . . . , A5 of sizes 3, 4, 4, 4, 5 (not necessarily in this order).
Then pack(G) ≥ pack(H) + 15, unless
• (Ai ∪ {u}, Ai+1, . . . , Ai+4) is a pentagon blow-up, for some i with |Ai| ≤ 4, or
• G is one edge-flip away from a balanced pentagon blow-up.
Lemma 7.8. Let n ≥ 15, let G be a red-blue colouring of Kn, let u ∈ V (G), and set H = G \ {u}.
Suppose that H is one edge-flip away from a balanced pentagon blow-up with blobs A1, . . . , A5. Then
the following holds, where t = ⌊n/5⌋.
• pack(G) ≥ pack(H) + 3t,
• pack(G) ≥ pack(H) + 3(t+ 1), unless (Ai ∪ {u}, Ai+1, . . . , Ai+4) is one edge-flip away from a
pentagon blow-up for some i with |Ai| = t.
7.3 Proof of Theorem 7.1
Proof of Theorem 7.1. Theorem 7.1 follows easily, but quite tediously, from Lemmas 7.5 to 7.8.
To simplify the verification process, we included Table 1. For example, one can read of it that any
graph H which is one edge-flip away from a pentagon blow-up with blob sizes 4, 4, 4, 4, 5 cannot be
extended to a red-blue colouring G of K22 with pack(G) ≤ (22 · 21)/4, due to Lemma 7.8.
7.4 Bad configurations
In this subsection we introduce the notion of bad configurations which will be handy in the proof
of Lemmas 7.5 to 7.8.
Let G be a red-blue colouring of Kn, let u ∈ V (G), and let A1, . . . , A5 be pairwise disjoint non-
empty sets in V (G) \ {u}. Suppose that (A1, . . . , A5) is a pentagon blow-up. A bad configura-
tion in (A1, . . . , A5) with respect to u is either a set of three red neighbours of u,one from each
set Ai, Ai+2, Ai+3, for some i ∈ [5], or a set of three blue neighbours of u, one from each set
Ai, Ai+1, Ai+2, for some i ∈ [5].
Observation 7.9. Let G be a red-blue colouring of Kn, let u ∈ V (G) and let a1, . . . , a5 be distinct
vertices in V (G) \ {u} that form a pentagon blow-up. Then {u, a1, . . . , a5} spans a monochromatic
triangle (which contains u). Moreover, if there is a bad configuration among a1, . . . , a5 (with respect
to u), then there are two edge-disjoint monochromatic triangles in {u, a1, . . . , a5} (which contain u).
Proof. We assume that aiai+1 is red for every i ∈ [5], so aiai+2 is blue for every i ∈ [5]. Without
loss of generality, ua2 is red. If ua1 is red then ua1a2 is a red triangle, and similarly if ua3 is red then
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n graph pack(·) n(n+1)4
⌊
(n−1)2
4
⌋
17
(33344) 63
76.5 64
(33344)∗ 66
(23444) 66
(33335) 66
18
(33444) 72
85.5 72
(33444)∗ 75
(24444) 75
(33345) 75
19
(34444) 81
95 81(34444)∗ 84
(33445) 84
20
(44444) 90
105 90(44444)∗ 93
(34445) 93
21
(44445) 102
115.5 100(44445)∗ 105
(34455) 105
22 (44455) 114 126.5 110
23 (44555) 126 138 121
24 (45555) 138 150 132
25 (55555) 150 162.5 144
Table 1: A table depicting the families of graphs in C along with the size
of their largest monochromatic fractional triangle packing, their number of
vertices n, and the values n(n+ 1)/4 and
⌊
(n− 1)2/4⌋.
Here (x1 . . . x5) refers to the family of pentagon blow-ups with blobs sizes
x1, . . . , x5 (in some order), and (x1 . . . x5)∗ denotes the family of graphs that
are one edge-flip away from a pentagon blow-up with blob sizes x1, . . . , x5.
The colours of a cell points to the lemma relevant to the family the cell
represents: yellow points to Lemma 7.5, red points to Lemma 7.6, blue points
to Lemma 7.7, and green points to Lemma 7.8.
ua2a3 is a red triangle. Otherwise, ua1 and ua3 are blue, so ua1a3 is a blue triangle. Regardless,
there is a monochromatic triangle touching u.
Now suppose that (a1, . . . , a5) contain a bad configuration. Without loss of generality, a2, a4, a5 are
red neighbours of u. Then ua4a5 is a red triangle, and, as above, {u, a1, a2, a3} span a monochro-
matic triangle that contains u (and which is edge-disjoint of ua4a5).
Proposition 7.10. Let G be a red-blue colouring of Kn, let u ∈ V (G), and let A1, . . . , A5 be
pairwise disjoint sets in V (G) \ {u} that form a pentagon blow-up in G. Suppose that (A1, . . . , A5)
does not have a bad configuration with respect to u. Then (Ai ∪ {u}, Ai+1, . . . , Ai+4) is a pentagon
blow-up for some i.
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Proof. Pick ai ∈ Ai, for i ∈ [5]. Without loss of generality, at least three of a1, . . . , a5 are red
neighbours of u. In particular, ai and ai+1 are red neighbours of u for some i ∈ [5]; without loss
of generality i = 1. If a4 is a red neighbour of u, then a1, a2, a4 form a bad configuration. Thus,
without loss of generality, a3 is a red neighbour of u. It follows from the lack of bad configurations
that all vertices in A4 ∪A5 are blue neighbours in u, from which it follows that all vertices A1 ∪A3
are blue neighbours of u. We deduce that (A1, A2 ∪ {u}, A3, A4, A5) is a pentagon blow-up.
Proposition 7.11. Let G be a red-blue colouring of Kn, let u ∈ V (G), and let A1, . . . , A5 be pairwise
disjoint sets in V (G) \ {u} that form a pentagon blow-up in G. Suppose that there are t pairwise
disjoint bad configurations, but no t+1 pairwise disjoint bad configurations, where t < mini∈[5] |Ai|.
Then there exists i ∈ [5] such that (Ai ∪ {u}, Ai+1, . . . , Ai+4) is exactly t edge-flips away from a
pentagon blow-up.
Proof. Let S1, . . . , St be pairwise disjoint bad configurations, and denote A
′
i = Ai \ (S1 ∪ . . . ∪St).
By Proposition 7.10, there exists i ∈ [5] such that (A′i ∪{u}, A′i+1, . . . , A′i+4) is a pentagon blow-up;
without loss of generality i = 1. We claim that for every j ∈ [t], if Sj consists of three red neighbours
of u then exactly one of them is in A3 ∪ A4, and if Sj consists of three blue neighbours of u then
exactly one of them is in A2 ∪A5. It would follow from this that (A1 ∪ {u}, A2, . . . , A5) is exactly t
edge-flips away from a pentagon blow-up. Indeed, each bad configuration gives rise to exactly one
such edge-flip.
Fix some j ∈ [t]. Without loss of generality, Sj = {aℓ, aℓ+2, aℓ+3}, where uai is red and ai ∈ Ai
for i ∈ {ℓ, ℓ + 2, ℓ + 3} for some ℓ ∈ [5]. Note that Sj intersects A3 ∪ A4. It remains to show
that Sj contains no more than one vertex from A3 ∪ A4; or, equivalently, that ℓ 6= 1. So suppose
that ℓ = 1. Then |A′2|, |A′5| ≥ 2 (as |A2|, |A5| ≥ t + 1, and S1 ∪ . . . ∪ St intersects each of A2
and A5 in at most t − 1 vertices). Let a2, a′2 ∈ A2 and a5, a′5 ∈ A5 be distinct. Then a2, a′2, a5, a′5
are red neighbours of u, and so {a2, a3, a5} and {a′2, a4, a′5} are two disjoint bad configurations
that are disjoint of S1, . . . , Sj−1, Sj+1, . . . , St, implying that there are t + 1 pairwise disjoint bad
configurations, a contradiction.
7.5 Extending a balanced pentagon blow-up
Proof of Lemma 7.5. Note that if (Ai ∪ {u}, Ai+1, . . . , Ai+4) is a pentagon blow-up for some i
then, by Proposition 7.2 (a),
pack(G) = 3

(|Ai|+ 1
2
)
+
∑
j∈[4]
(|Ai+j |
2
) = pack(H) + 3|Ai|.
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If (Ai∪{u}, Ai+1, . . . , Ai+4) is one edge-flip away from a pentagon blow-up for some i with |Ai| = t,
then by Proposition 7.2 (b) and Proposition 7.4,
pack(G) = 3

(|Ai|+ 1
2
)
+
∑
j∈[4]
(|Ai+j |
2
)
+ 1

 = pack(H) + 3(|Ai|+ 1).
Hence, if one of the conclusions given in the statement holds, then Lemma 7.5 holds. We may thus
assume that they do not hold. We consider three cases regarding the number of bad configurations
in (A1, . . . , A5) with respect to u. In each of these cases we find a monochromatic triangle packing
T that consists of t+ 2 triangles, each of which contains u and two vertices from different sets Ai.
It would follow from Proposition 7.2 (b) and Proposition 7.4 that
pack(G) ≥ pack(H \ T ) + 3|T | = pack(H) + 3(t+ 2),
as required.
Two disjoint bad configurations. Let S1, . . . , St be pairwise disjoint transversals of A1, . . . , A5,
such that S1 and S2 contain bad configurations. Take T to be a monochromatic triangle packings
that consists of two triangles in Si ∪ {u} for i ∈ [2], and one triangle in Si ∪ {u} for i ∈ {3, . . . , t};
such triangles exist due to Observation 7.9, and they all contain u.
One bad configuration, no two disjoint ones. By Proposition 7.11, without loss of generality,
(A1 ∪ {u}, A2, . . . , A5) is exactly one edge-flip away from a pentagon blow-up; by our assumptions,
|A1| = t + 1. Assume, without loss of generality, that x ∈ A3 is a red neighbour of u, and let
y ∈ A2. Let v1, . . . , vt+1 be an enumeration of A1, and let w1, . . . , wt+1 be distinct vertices such
that wi ∈ (A2∪A5)\{y} if uvi is red wi ∈ (A3∪A4)\{x} if uvi is blue. Let T be the monochromatic
triangle packing {uxy, uv1w1, . . . , uvt+1wt+1}.
No bad configurations. By Proposition 7.11, without loss of generality, (A1 ∪ {u}, A2, . . . , A5)
is a pentagon blow-up, a contradiction.
8 Conclusion
We proved that in every 2-coloured Kn there is a collection of n
2/12+ o(n2) edge-disjoint triangles.
It is natural to ask for the exact minimum.
Question 8.1. What is the minimum number of pairwise edge-disjoint monochromatic triangles
that are guaranteed to exist in every 2-colouring of Kn?
It seems plausible that minimisers have one colour class which is an almost balanced complete
bipartite graph minus a matching, similarly to Theorem 2.3. However, divisibility considerations
are likely to come into play. For example, if n = 4m + 2 for some integer m, then it is better
to have the blue edges span an almost balanced complete bipartite graph K2m,2m+2, than to have
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them span a balanced complete bipartite graph K2m+1,2m+1, as in the former example each vertex
is incident with an odd number of red edges, at least one of which remains uncovered, leaving a
total of at least 2m + 1 edges from the two red blobs uncovered in every monochromatic triangle
packing.
Erdo˝s [7] also considered a similar question3: how many edge-disjoint monochromatic triangles of
the same colour are guaranteed to exist in every 2-colouring of Kn? Erdo˝s believed that the answer
should exceed (1 + ε)n2/24. This is indeed the case: it readily follows from our stability result,
Theorem 1.3. Jacobson conjectured (see [8]) that the answer should be n2/20 + o(n2).
Conjecture 8.2 (see Conjecture 2 in [8]). In every 2-colouring of Kn there is a collection of
n2/20 +O(n2) pairwise edge-disjoint monochromatic triangles of the same colour.
This conjecture is asymptotically tight, as seen by considering a balanced pentagon blow-up where
the number of red and blue edges within blobs is roughly the same.
Of course, it would also be interesting, but possibly very challenging, to find the minimum number of
edge-disjoint monochromatic copies of H among 2-coloured Kn. It may also make sense to consider
the same question for r colours.
Question 8.3. Given a graph H and an integer r, how many edge-disjoint monochromatic copies
of H is one guaranteed to find in an r-colouring of Kn?
Finally, we mention a vaguely related question of Yuster [20]: how many edge-disjoint directed
triangles are there guaranteed to be in a regular tournament on n vertices (where n is odd)?
The best known bounds to date are due to Akaria and Yuster [1], who showed that the answer
lies between n2/11.43 + o(n2) and n2/9 + o(n2). They conjectured that the upper bound, which is
achieved by the tournament with vertices [n] (for n odd), and arcs (i, i+j) for i ∈ [n], j ∈ [(n−1)/2],
where addition is taken modulo n. We note that showing that this tournaments has n2/9 + o(n2)
edge-disjoint directed triangles requires some work.
Conjecture 8.4 (Conjecture 1.1 in [1]). Every regular tournament on n vertices, where n is odd,
contains a collection of n2/9 + o(n2) pairwise edge-disjoint directed triangles.
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A Fractional triangle packings with two or three blobs
Proof of Proposition 7.2. Throughout the proof, we may assume that G[A] and G[B] are com-
plete. Write α = |A| and β = |B|.
Let G satisfy one of the properties (a) and (b). We define ω as follows: for each cross triangle T ,
we define ω(T ) = 1/2d, where d is the number of common neighbours of the two vertices of T that
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belong to the same side. Clearly, ω(e) = 1/2 for every edge e in A or B. It remains to check that
ω(e) ≤ 1 for every cross edge e. It will be useful to note that the total weight with respect to ω on
cross edges is twice the weight on edges in A or B, namely
(
α
2
)
+
(
β
2
)
.
For (a), note that the cross edges all receive the same weight, which is
(α
2
)
+
(β
2
)
αβ
=
α(α − 1) + β(β − 1)
2αβ
.
If β ≤ α+ 1, then clearly the denominator is at most 2αβ, implying that the expression is at most
1, as required. If β = α+ 2, then the expression is
2α2 + 2α+ 2
2(α2 + 2α)
≤ 1,
as required.
For (b), we assume that the non-edges in G[A,B] form a matching that saturates A. If |B| = |A|,
again all cross edges have the same weight, which is α(α−1)
α2−α
= 1. If |B| = |A| + 1, then the total
weight on cross edges is
(α
2
)
+
(α+1
2
)
= α2, which is also the number of cross edges. Note that all
cross edges that intersect two non-edges have the same weight, and all remaining cross edges (which
are incident to the unique vertex in B not incident with a non-edge) also have the same weight. As
the average weight is 1, it suffices to show that edges of the latter type have weight 1. Indeed, as
each such edge is in 2(α− 1) cross triangles, each of which has weight 12(α−1) , (b) follows.
For (c), denote the non-edges in G[A,B] by xy and xz (so x ∈ A), and write α = |A| and β = |B|.
Let ω1 be a fractional triangle packing in G, define as follows for every a ∈ A \ {x}, b ∈ B \ {y, z}
and v ∈ {y, z}.
ω1(xab) =
1
2(β − 2) , ω1(avb) =
1
2(α− 1) .
We note that ω1(e) = 1/2 for every edge e which is in A and touches x, or which is in B and touches
{y, z}. Moreover, ω1(f) ≤ 1 for every edge f between A and B. Indeed, if f = uw for u ∈ A and
w ∈ B, then
ω1(f) =


α−1
2(β−2) u = x
β−1
2(α−1) w ∈ {y, z}
1
2(β−2) +
2
2(α−1) otherwise,
and one can easily check that ω1(f) ≤ 1 for every cross edge f , using 3 ≤ α ≤ β ≤ α+ 1. Next, let
ω2 be the fractional triangle packing, defined by giving each triangle xbb
′, where b, b′ ∈ B \ {y, z},
the same weight, so that ω1(f) + ω2(f) = 1 for f = xb with b ∈ B \ {y, z} (in case β = 3, there
are no such triangles and ω2 assigns weight 0 to all triangles). Similarly, let ω3 be the fractional
triangle packing, obtained by giving each triangle vaa′, where v ∈ {y, z} and a, a′ ∈ A \ {x} the
same weight, so that ω1(f) + ω3(f) = 1 for f = va for v ∈ {y, z} and a ∈ A \ {x}. As ω1(f) ≥ 1/2
for f = xb with b ∈ B\{y, z} or f = va with v ∈ {y, z} and a ∈ A\{x}, we find that ω2(e) ≤ 1/2 for
e = bb′ with b, b′ ∈ B \ {y, z}, and ω3(e) ≤ 1/2 for e = aa′ for a, a′ ∈ A \ {x}. Finally, we claim that
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there is a fractional triangle packing ω4, which assigns non-zero weight only to cross triangles that
avoid x, y, z, so that ω = ω1 + . . .+ ω4 is a fractional triangle packing with the required properties.
Indeed, it suffices to show, by symmetry, that the available weight on cross edges between A \ {x}
and B \{y, z} is at least twice the available weight in A\{x} and in B \{y, z}. The latter statement
follows, as ω1, ω2, ω3 saturate all edges that touch {x, y, z} (with the exception of the single edge
from x to B \ {y, z} if β = 3), and the total available weight on cross edges, minus 1, is at least
twice the total available weight in A or in B (we made the relevant calculation for (b)). We have
thus established (c).
It remains to prove (d). For a cross triangle T , we define ω(T ) as follows, where A′ and B′ are the
vertices in A and in B, respectively, that are incident with a non-edge.
ω(T ) =


1/2 T has two vertices in B′ (and one in A \A′)
1/3 T has a vertex in A′, a vertex in B′ and another in B \B′
0 T has a vertex in A′, a vertex in A \ A′, and another in B′,
1/6 otherwise.
One can check that every edge in A or in B receives weight exactly 1/2, and every cross edge receives
weight 1.
Proof of Proposition 7.3. We assume, without loss of generality, that G[A], G[B] and G[C] are
complete. We consider two cases: |B| = 4, and |B| = 3.
In the former case, we may assume that both G[A,B] and G[B,C] have two missing edges. Let
B′ = {b1, b2} be the set of vertices in B that are incident with missing edges in G[A,B]. For a cross
triangle T in G[A ∪B], define ω(T ) as follows
ω(T ) =


1/2 T has one vertex in A, one in B′, and one in B \B′
1/4 T has one vertex in A, and two in B \B′
1/4 T has two vertices in A, and one in B \B′.
We note that b1b2 receives weight 0, and all other edges in A or in B receive weight 1/2. One can
also check that the weight of every cross edge in G[A,B] is 1. Next, we consider G[B,C]. Let c ∈ C
be any vertex which is not incident with a missing edge (there are either one or two such vertices).
By Proposition 7.2 (b), there exist fractional triangle packings ωi, for i ∈ [2], that consist of cross
triangles in G[B,C] \ bic, such that ω(e) = 1/2 for every edge e in B or in C. Define, for a cross
triangle T in G[B,C],
ω(T ) =
{
1/2 T = b1b2c
ω1(T ) +ω2(T )
2 otherwise.
It is easy to check that ω satisfies the requirements.
In the second case, we may assume that either there are two missing edges in G[A,B] and one
missing edge in G[B,C]; or there is one missing edge in G[A,B] and two in G[B,C]. If the former
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holds, we define ω(T ) = 1/2 for all cross triangles in G[A ∪B] (there are three such triangles); this
assigns weight 0 to the edge in B whose two ends are incident with missing edges in G[A,B], and
weight 1/2 to all other edges in A or in B. We can then define a fractional triangle packing in
G[B,C] as above, using Proposition 7.2 (b), to obtain the required packing. If the latter holds, we
define ω(T ) = 1/2 for the two cross triangles in G[A ∪ B] that contain the vertex in B which is
incident to a non-edge in G[A,B]; and to the other cross triangles T in G[A ∪B] we assign weight
1/4. It is easy to check that every edge in A or in B receives a weight of 1/2, and that cross edges
in G[A,B] receive a weight of at most 1. The required packing can thus be obtained by taking a
packing as in Proposition 7.2 (b) in G[B ∪ C].
B Extending pentagon blow-ups
B.1 Proof of Lemma 7.6
Proof. Suppose that neither of the two conclusions holds. We consider three cases regarding the
number of bad configurations in (A1, . . . , A5). In each of these cases, we find a monochromatic
triangle packing T that consists of four triangles, each of which contains u and two vertices from
two different sets Ai, no three of which have edges between the same two sets Ai and Aj . For such
T , it follows from Proposition 7.2 (b) and (d), Proposition 7.3 and Proposition 7.4 that
pack(G) ≥ pack(H \ T ) + 3|T | = pack(H) + 12,
as required.
Two disjoint bad configurations. Let S1 and S2 be disjoint transversals of A1, . . . , A5 that
contain bad configurations. Take T to be a monochromatic triangle packing that consists of two
triangles in each of S1 ∪ {u} and S2 ∪ {u}; these exist by Observation 7.9, all the triangles chosen
contain u, and no three of these triangles contain edges between the same two sets Ai and Aj .
One bad configuration, no two disjoint ones. By Proposition 7.11, without loss of generality,
(A1 ∪ {u}, A2, . . . , A5) is exactly one edge-flip away from a pentagon blow-up, and ux is red for
some x ∈ A3. Let y ∈ A2. By our assumptions, |A1| ≥ 3. Let v1, v2, v3 be three distinct elements
from A1, and let w1, w2, w3 be distinct vertices such that wi ∈ (A2 ∪ A5) \ {y} if uvi is red,
wi ∈ (A3 ∪A4) \ {x} if uvi is blue, and each set Ai contains at most two vertices wi. The packing
T = {uxy, uv1w1, uv2w2, uv3w3} satisfies the requirements.
No bad configurations. By Proposition 7.10, without loss of generality, (A1 ∪ {u}, A2, . . . , A5)
is a pentagon blow-up. By our assumptions, |A1| ≥ 4. Let v1, . . . , v4 ∈ A1 be distinct, and let
w1, . . . , w4 be distinct vertices such that wi ∈ A2 ∪A5 if uvi is red and wi ∈ A3 ∪A4 if uvi is blue,
and every set Ai contains at most two vertices wi. Take T = {uv1w1, . . . , uv4w4}.
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B.2 Proof of Lemma 7.7
Proof. As before, we assume that neither of the two conclusions hold. In each of the following
four cases, we find a monochromatic packing T that consists of five triangles that contain u and
two vertices from two different sets Ai, at most three of which contain an edge between the blobs
of sizes 3 and 5. For such T , it follows from Proposition 7.2 (b) and (d) and Proposition 7.4 that
pack(G) ≥ pack(H \ T ) + 3|T | = pack(H) + 15,
as required.
Three pairwise disjoint bad configurations. Let S1, S2, S3 be pairwise disjoint transversals in
A1, . . . , A5 that contain bad configurations. Take T ′ to be a monochromatic triangle packing that
consists of two triangles in Si ∪ {u} for each i ∈ [3]; these exist by Observation 7.9 and all triangles
in T ′ contain u. Note that at most three triangles in T ′ contain an edge between the blobs of sizes
3 and 5. Remove one such triangle (if one exists), to obtain the required triangle packing.
Two pairwise disjoint bad configurations, no three disjoint ones. Let S1 and S2 be disjoint
transversals of A1, . . . , A5 that contain bad configurations, and let T ′ be a monochromatic triangle
packing that consists of two triangles in Si ∪ {u} for each i ∈ [2]. Consider A′i = A1 \ (S1 ∪ S2).
Then, by Proposition 7.10, without loss of generality, (A′1 ∪{u}, A′2, . . . , A′5) is a pentagon blow-up.
Pick v ∈ A′1. If uv is red let w ∈ A′2 ∪A′5, and, otherwise, let w ∈ A′3 ∪A′4; if A1 has size 3 or 5 we
choose w so that it does not belong to the other blob of size 3 or 5. T = T ′ ∪ {uvw} satisfies the
requirements.
One bad configuration, no two disjoint ones. By Proposition 7.11, without loss of generality
(A1∪{u}, A2, . . . , A5) is one edge-flip away from a pentagon blow-up, and x ∈ A3 is a red neighbour
of u. Let y ∈ A2. By our assumptions, |A1| ≥ 4. Let v1, . . . , v4 ∈ A1 be distinct. Let w1, . . . , w4
be distinct vertices such that wi ∈ (A2 ∪A5) \ {y} if uvi is red, wi ∈ (A3 ∪A4) \ {x} if uvi is blue,
and if |A1| = 5 then at most two vertices wi belong to the blob of size 3. The triangle packing
T = {uxy, uv1w1, . . . , uv4w4} satisfies the requirements.
No bad configurations. By Proposition 7.10, without loss of generality, (A1 ∪ {u}, A2, . . . , A5)
is a pentagon blow-up. By our assumptions, |A1| = 5. Let v1, . . . , v5 be an enumeration of A1. Let
w1, . . . , w5 be disjoint vertices such that wi ∈ A2 ∪A5 if uvi is red, wi ∈ A3 ∪A4 if uvi is blue, and
at most two vertices wi belong to the blob of size 3. Take T = {uv1w1, . . . , uv5w5}.
B.3 Proof of Lemma 7.8
Proof. Without loss of generality, there are vertices x ∈ A5 and y ∈ A2 such that xy is red. Suppose
that the conclusion in the second item holds. Then, by Proposition 7.4, pack(G) = pack(H) + 3t,
as required.
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We now assume that the conclusion does not hold. In each of the following three cases, we find a
monochromatic triangle packing T that consists of t+ 2 triangles that intersect each blob Ai in at
most one vertex, one of which contains the edge xy, and such that E(T ) ∩ (Ai × Aj) is either a
matching or a set of two intersecting edges whose common vertex lies in a blob of size t. Then, by
Proposition 7.2 (b) and (c) and Proposition 7.4,
pack(G) ≥ pack(H \ T ) + 3|T | ≥ pack(H) + 3(t+ 1),
as required.
Two disjoint bad configurations in (A′1, . . . , A
′
5).
Let S1, . . . , St−1 be pairwise-disjoint transversals in (A1, A2 \ {y}, A3, A4, A5 \ {x}), such that S1
and S2 contain bad configurations, and let z ∈ A1 \ (S1 ∪ . . . ∪ St−1). Let T be a monochromatic
triangle packing that consists of xyz (a red triangle), two monochromatic triangles in {u} ∪ Si for
i ∈ [2], and one monochromatic triangle in {u} ∪ Si for i ∈ {3, . . . , t − 1}; such triangles exist due
to Observation 7.9.
One bad configuration, no two disjoint ones.
Let S be a transversal in (A1, A2 \ {y}, A3, A4, A5 \ {x}) that contains a bad configuration, let
A′i = Ai \ (S ∪ {x, y}), and let z ∈ A′1. Let T ′ be a triangle packing consisting of two edge-
disjoint monochromatic triangles in u ∪ S that contain u; such T ′ exists by Observation 7.9. By
Proposition 7.10, (A′i ∪ {u}, A′i+1, . . . , A′i+4) is a pentagon blow-up, for some i ∈ [5]. Without loss
of generality, i ∈ {1, 2, 3}.
• i = 3. Let v1, . . . , vt−1 ∈ A′3 be distinct, and let w1, . . . , wt−1 be distinct vertices such that
wj ∈ A′2∪A′4 if uvj is red, and wj ∈ A′1∪A′5 if uvj is blue. Set T = {xyz, uv1w1, . . . , uvt−1wt−1}∪
T ′.
• i = 2. Let v1, . . . , vt−1 ∈ A′2 ∪ {y} be distinct. Let w1, . . . , wt−1 be distinct vertices such that
wj ∈ A′3 if uvj is red and wj ∈ A′4 if uvj is blue. Take T = {xyz, uv1w1, . . . , uvt−1wt−1} ∪ T ′.
• i = 1. Without loss of generality, T ′ does not have a triangle with vertices in A1 and A2. Let
v1, . . . , vt−1 ∈ A′1 be distinct vertices such that v1, . . . , vt−1 6= z if |A1| = t + 1, and vt−1 = z
if |A1| = t. Let w1, . . . , wt−1 be distinct vertices such that


wj ∈ A′3 ∪A′4 uvj is blue and j ∈ [t− 1]
wj ∈ A′5 uvj is red and j ∈ [t− 2]
wj ∈ A′2 uvj is red and j = t− 1.
Set T = {xyz, uv1w1, . . . , uvt−1wt−1} ∪ T ′.
36
No bad configurations.
By Proposition 7.10, (A′i ∪ {u}, A′i+1, . . . , A′i+4) is a pentagon blow-up for some i ∈ [5], where
A′i = Ai \ {x, y}. Again, without loss of generality, i ∈ {1, 2, 3}.
• i = 3. Let a ∈ A5 \ {x}, b ∈ A4 and z ∈ A1. Write ℓ = |A3|, and let v1, . . . , vℓ be an
enumeration of the elements in A3. Let w1, . . . , wℓ be distinct vertices such that wj ∈ (A2 ∪
A4)\{y, b} if uvj is red, and wj ∈ (A1∪A5)\{x, a} if uvj is blue. Let T ′ be the monochromatic
triangle packing {xyz, uv1w1, . . . , uvℓwℓ}. By our assumptions, either ℓ = |A3| = t+ 1; ux is
red; or uy is blue. If |A3| = t+ 1 we take T = T ′; if ux is red we take T = T ′ ∪ {uxb}; and
if uy is blue and |A2| = t we take T = T ′ ∪ {uya}. It remains to consider the case where
|A3| = t, ux is blue, uy is blue, and |A2| = t+ 1. In this case G \ {y} is a balanced pentagon
blow-up (with blobs A1, A2 \ {y}, A3 ∪ {u}, A4, A5). The proof now follows from Lemma 7.5.
• i = 2. Let a, z ∈ A1 be distinct. Let v1, . . . , vt ∈ A2 be distinct. Let w1, . . . , wt be
distinct vertices such that wj ∈ A3 if uvj is red, and wj ∈ A4 if uvj is blue. Define
T ′ = {xyz, uv1w1, . . . , uvtwt}. By our assumptions, either |A2| = t + 1 or ux is red. If
the latter holds, take T = T ′ ∪ {uxa}. Otherwise, G \ {y} is a balanced pentagon blow-up,
and the proof follows from Lemma 7.5.
• i = 1. By our assumptions, either at least one of ux and uy is blue, or |A1| = t+ 1.
Suppose that the former holds; without loss of generality, ux is blue. Let a ∈ A3, z ∈ A1.
Let v1, . . . , vt ∈ A1 be distinct vertices such that v1, . . . , vt 6= z if |A1| = t + 1, and vt = z
otherwise, and let w1, . . . , wt be distinct vertices such that

wj ∈ (A3 ∪A4) \ {a} uvj is blue and j ∈ [t]
wj ∈ A5 \ {x} uvj is red and j ∈ [t− 1]
wj ∈ A2 \ {y} uvj is red and j = t.
Take T = {xyz, uxa, uv1w1, . . . , uvtwt}.
Now suppose that ux and uy are red and that |A1| = t+1. Let v1, . . . , vt+1 be an enumeration
of the vertices in A1, and let w1, . . . , wt+1 be distinct vertices such that wj ∈ (A2∪A5)\{x, y}
if uvj is red, and wj ∈ A3 ∪A4 if uvj is blue. Take T = {uxy, uv1w1, . . . , uvt+1wt+1}.
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