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Re´sume´
Nous pre´sentons dans cet article de nouvelles stra-
te´gies de choix de nœud dans un algorithme de Branch
and Bound sur intervalles pour l’optimisation globale
sous contraintes. La strate´gie standard en meilleur
d’abord choisit le nœud qui a la plus petite borne infe´-
rieure de l’estimation de l’objectif dans le domaine cor-
respondant. Nous proposons d’abord de nouvelles stra-
te´gies qui prennent aussi en compte la borne supe´rieure
de l’estimation de l’objectif. Une bonne pre´cision sur
cette borne supe´rieure, obtenue par l’application de plu-
sieurs ope´rateurs de contraction, permet d’obtenir plus
rapidement de bonnes solutions re´alisables et donc de
meilleures performances. Nous proposons e´galement une
autre strate´gie qui re´alise un compromis entre diversifica-
tion et intensification en plongeant de manie`re gloutonne
dans des re´gions potentiellement re´alisables a` chaque
nœud de la recherche en meilleur d’abord. Ces nouvelles
strate´gies obtiennent de meilleurs re´sultats expe´rimen-
taux que la recherche en meilleur d’abord sur des ins-
tances difficiles d’optimisation globale sous contraintes.
Abstract
We present in this article new strategies for selec-
ting nodes in interval Branch and Bound algorithms for
constrained global optimization. The standard best-first
strategy selects a node with the lowest lower bound of
the objective estimate. We first propose new node selec-
tion policies where an upper bound of each node/box is
also taken into account. The good accuracy of this upper
bound achieved by several contracting operators leads to
a good performance of the criterion. We propose another
strategy that also makes a tradeoff between diversifica-
tion and intensification by greedily diving into potential
feasible regions at each node of the best-first search.
These new strategies obtain better experimental results
than classical best-first search on difficult constrained
global optimization instances.
∗Ignacio Araya est finance´ en partie par le projet Fondecyt
11121366.
1 Introduction
Cet article traite d’optimisation globale continue de´-
terministe calcule´e par un algorithme de Branch and
Bound sur intervalles. Plusieurs travaux ont e´te´ re´ali-
se´s pour trouver de bonnes strate´gies de branchement
[10], mais la se´lection de nœud elle-meˆme a e´te´ peu e´tu-
die´e. Les solveurs sur intervalles suivent ge´ne´ralement
une strate´gie en meilleur d’abord (BFS), et quelques
e´tudes ont e´te´ mene´es pour limiter la croissance expo-
nentielle de la me´moire utilise´e [6, 18].
Travaux connexes
A` notre connaissance, Casado et al. dans [6] et
Csendes dans [9] ont e´te´ les seuls a` proposer des stra-
te´gies de choix de nœud pour des algorithmes de B&B
sur intervalles. Un crite`re a` maximiser appele´ C3 dans
[14] et adapte´ ensuite pour l’optimisation globale sans
contraintes est :
f∗ − lb
ub− lb
ou` [lb, ub] = [f ]N ([x]) est l’intervalle obtenu par l’e´va-
luation naturelle par intervalles de la fonction objectif
f sur la boˆıte courante [x] : [lb, ub] est un intervalle
incluant tous les nombres re´els images d’un point de
[x] par f . f∗ est l’optimum. Quand f∗ n’est pas connu,
f˜ , le couˆt du meilleur point re´alisable trouve´ jusque
la`, peut eˆtre utilise´ comme approximation de f∗. Ce
crite`re favorise les petites boˆıtes et les nœuds avec une
valeur de lb faible.
Pour l’optimisation sous contraintes, un autre cri-
te`re (a` maximiser) nomme´ C5 est e´gal a` C3 × fr. Il
prend en compte un ratio de faisabilite´ fr calcule´ a`
partir de toutes les contraintes d’ine´galite´. Le crite`re
C7 propose de minimiser
lb
C5
.
D’autres strate´gies de choix de nœud ont e´te´ e´tu-
die´es pour des algorithmes de B&B (non sur inter-
valles) en profondeur d’abord, en largeur d’abord ou en
meilleur d’abord. La recherche en profondeur d’abord
favorise l’exploitation (l’intensification). La recherche
en meilleur d’abord favorise plus l’exploration (la di-
versification) car deux noeuds successifs peuvent ap-
partenir a` des re´gions significativement diffe´rentes de
l’espace de recherche.
Diffe´rentes strate´gies sont propose´es dans l’optimi-
seur SCIP [20]. La profondeur, la largeur et le meilleur
d’abord sont disponibles. Avec l’option restartdfs,
SCIP re´alise une recherche en profondeur d’abord,
mais pe´riodiquement (c.-a`-d. tous les k = 100 retours
en arrie`re), choisit le meilleur nœud. La strate´gie la
plus sophistique´e, appele´e Upper Confidence bounds
for Trees (UCT) [13], est utilise´e pour les proble`mes
MIP.
La se´lection de nœud de l’optimiseur global Baron
est brie`vement de´crite dans [21]. La strate´gie par de´-
faut alterne entre le nœud ayant la violation minimum
et celui de plus petite borne infe´rieure de l’estimation
du couˆt. La violation d’un nœud est de´finie comme la
somme des erreurs pour chaque variable, ces erreurs
e´tant calcule´es a` partir de la solution de la relaxation
convexe du proble`me. Quand la limitation en me´moire
devient critique, Baron passe en profondeur d’abord.
Des strate´gies de choix de nœud ont aussi e´te´ de´-
finies pour des proble`mes MINLP convexes. La stra-
te´gie par de´faut de l’optimiseur Bonmin [5] choisit le
nœud avec la plus petite borne infe´rieure de l’estima-
tion du couˆt. Les strate´gies en profondeur et en largeur
d’abord sont aussi disponibles. Finalement, une stra-
te´gie dynamique commence en profondeur d’abord et
passe en largeur d’abord apre`s avoir trouve´ trois solu-
tions entie`res re´alisables.
La recherche K-Best-First Search [11] s’applique aux
proble`mes d’optimisation combinatoire. KBFS(k) re´a-
lise de manie`re ite´rative des cycles d’expansion de
nœuds. A chaque cycle, les k meilleurs nœuds sont trai-
te´s et leurs enfants sont mis dans la liste des nœuds
a` traiter. Ainsi, KBFS re´alise un compromis entre des
recherches en largeur et en meilleur d’abord. Si k = 1,
KBFS(1) me`ne une recherche en meilleur d’abord. Si
k = ∞, alors tous les nœuds a` un niveau sont traite´s
avant de passer au niveau suivant ; KBFS(∞) me`ne
donc une recherche en largeur d’abord.
Contribution et plan
Cet article propose de nouvelles strate´gies pour des
algorithmes de B&B sur intervalles.
Apre`s une pre´sentation des bases ne´cessaires a` la
compre´hension de l’article dans la partie 2, une pre-
mie`re approche est de´crite dans la partie 3. Cette ap-
proche utilise, non seulement une borne infe´rieure mais
aussi une borne supe´rieure de l’estimation de l’objec-
tif sur un nœud. Cette borne supe´rieure est rendue
plus pre´cise en utilisant des me´thodes de contraction
qui e´liminent des re´gions infaisables. La strate´gie que
nous proposons alterne entre le nœud avec la plus pe-
tite borne infe´rieure et celui avec la plus petite borne
supe´rieure.
Une seconde approche re´alise simplement un com-
promis entre exploration et exploitation. Un algo-
rithme de B&B par intervalle en meilleur d’abord exe´-
cute a` chaque nœud une plonge´e gloutonne en profon-
deur d’abord pour se focaliser sur des re´gions faisables
(voir partie 4).
Dans la partie 5, une e´tude empirique des diffe´rentes
variantes de ces nouvelles strate´gies montre qu’elles
obtiennent de bonnes performances sur des proble`mes
difficiles d’optimisation non convexe appartenant au
banc d’essai Coconut.
2 Algorithmes de Branch and Bound sur
intervalles
Un intervalle [xi] = [xi, xi] de´finit l’ensemble des
nombres re´els xi tels que xi ≤ xi ≤ xi. Une boˆıte [x] est
un produit carte´sien d’intervalles [x1]× ...× [xi]× ...×
[xn]. w([x]) repre´sente la taille du plus grand intervalle
de la boˆıte [x].
Cet article traite d’optimisation globale continue
sous contraintes d’ine´galite´s de´finie par :
min
x∈[x]
f(x) s.c. g(x) ≤ 0
ou` f : Rn → R est la fonction objectif (non convexe)
et g : Rn → Rm est un un vecteur de fonctions (non
convexes) 1 x = {x1, ..., xi, ...xn} est un vecteur de va-
riables dont le domaine est la boˆıte [x]. x est dit re´a-
lisable s’il satisfait les contraintes.
Un sche´ma de B&B sur intervalles pour l’optimisa-
tion globale continue sous contraintes (aussi connue
comme programmation non line´aire NLP) est de´crit
ci-apre`s. Les algorithmes 1 et 2 correspondent aux al-
gorithmes implante´s dans IbexOpt [22] et IBBA [19]
et permettent de comprendre les strate´gies de choix de
nœud qui suivent. Par ailleurs, ces strate´gies peuvent
eˆtre incorpore´es dans tout algorithme de branch and
bound sur intervalles.
L’algorithme de B&B maintient deux types princi-
paux d’information durant la recherche : f˜ , le couˆt du
meilleur point re´alisable trouve´ jusque la` et fmin la
plus petite borne infe´rieure [x].lb de l’estimation de
l’objectif sur les nœuds [x] a` explorer. En d’autres
termes, pour chaque boˆıte [x], il est garanti qu’il
n’existe pas de point re´alisable avec un couˆt infe´rieur
a` [x].lb.
1. Les e´quations hj(x) = 0 peuvent eˆtre relaˆche´es en deux
ine´galite´s − ≤ hj(x) ≤ +.
Algorithm IntervalBranch&Bound (f , g, x, box, obj, sol)
fmin ← −∞ ; f˜ ← +∞ ; xf˜ ← ⊥
fsbmin ← +∞ /* La plus petite borne infe´rieure des nœuds ayant atteint la pre´cision sol. */
Boxes← {box}
while Boxes 6= ∅ and f˜ − fmin > obj and f˜−fmin|f˜ | > obj do
[x] ← BestBox (Boxes, criterion) ; Boxes ← Boxes \ {[x]}
([x]1, [x]2) ← Bisect ([x])
([x]1, xf˜ , f˜) ← Contract&Bound ([x]1, f , g, x, obj , xf˜ , f˜)
([x]2, xf˜ , f˜) ← Contract&Bound ([x]2, f , g, x, obj , xf˜ , f˜)
(fsbmin, Boxes) ← UpdateBoxes ([x]1,sol, fsbmin,Boxes)
(fsbmin, Boxes) ← UpdateBoxes ([x]2,sol, fsbmin, Boxes)
fmin ← min(fsbmin, min[x]∈Boxes [x].lb)
Algorithm 1: Branch and Bound sur intervalles
L’algorithme est lance´ avec l’ensemble de
contraintes g, la fonction objectif f et avec la
boˆıte des domaines d’entre´e initialisant la liste Boxes
des boˆıtes a` traiter. obj est la pre´cision requise sur
l’objectif et est utilise´ comme crite`re d’arreˆt. Nous
ajoutons au syste`me une variable xobj correspondant
a` l’image (au couˆt) de la fonction objectif et une
contrainte f(x) = xobj .
La proce´dure BestBox choisit le prochain nœud a`
traiter. Si le crite`re choisit un nœud [x] avec la plus
petite borne infe´rieure de l’estimation de l’objectif
([x].lb), l’algorithme B&B suivra la strate´gie la plus
commune (le meilleur d’abord).
La boˆıte choisie est ensuite coupe´e en deux sous-
boˆıtes [x]1 et [x]2 le long d’une dimension choisie par
une strate´gie de branchement.
Les deux sous-boˆıtes sont alors traite´es par la pro-
ce´dure Contract&Bound (voir l’algorithme 2). Une
contrainte xobj ≤ f˜ − obj est ajoute´e au syste`me pour
diminuer la borne supe´rieure de l’estimation de l’ob-
jectif dans la boˆıte. La valeur obj permet que la pro-
chaine solution trouve´e soit significativement meilleure
que le meilleur point re´alisable courant. La proce´-
dure Contraction contracte ensuite la boˆıte courante
sans perdre de partie re´alisable. En d’autres termes,
quelques parties non re´alisables aux bords du domaine
sont enleve´es par des algorithmes issus de la program-
mation par contraintes (CP) et des algorithmes de
convexification. Cette contraction travaille sur la boˆıte
e´tendue incluant la variable objectif xobj . Ainsi, aug-
menter xobj revient a` augmenter la borne infe´rieure de
l’objectif sur la boˆıte courante.
La proce´dure FeasibleSearch appelle ensuite une
ou plusieurs heuristiques recherchant un point re´ali-
sable xf˜ qui ame´liore le meilleur couˆt trouve´ jusqu’a`
pre´sent (upperbounding).
Les derniers appels a` UpdateBoxes, de´crits a` l’algo-
Algorithm Contract&Bound ([x],f ,g,x,obj,xf˜ ,f˜)
g′ ← g ∪ {xobj ≤ f˜ − obj}
[x] ← Contraction ([x], g′ ∪ {f(x) = xobj})
if [x] 6= ∅ then
/* Upperbounding */
(xf˜ ,cost)←FeasibleSearch ([x],f ,g′,obj)
if cost < f˜ then f˜ ← cost
return ([x], xf˜ , f˜)
Algorithm 2: La proce´dure Contract&Bound lance´e
a` chaque nœud de l’algorithme B&B
rithme 3, mettent ge´ne´ralement les deux sous-boˆıtes
dans l’ensemble Boxes des nœuds a` explorer. Si la taille
d’une boˆıte atteint la pre´cision sol, cette boˆıte ne sera
pas e´tudie´e (bissecte´e) et seule la valeur fsbmin sera mise
a` jour.
On remarquera que si l’arbre de recherche est par-
couru en meilleur d’abord, une me´moire de taille ex-
ponentielle peut eˆtre requise pour stocker les nœuds a`
traiter.
Rappelons que [x].lb est un minorant de l’objectif
dans la boˆıte [x] en tenant compte des contraintes (il
n’existe aucun point re´alisable avec un couˆt infe´rieur
a` [x].lb) et [x].ub est un majorant de l’objectif pour le
prochain point re´alisable recherche´ dans la boˆıte cou-
rante.
L’arithme´tique par intervalles applique´e sur l’objec-
tif donne facilement des premie`res valeurs pour ces
bornes. Avec l’arithme´tique par intervalles, on rem-
place les ope´rateurs mathe´matiques standard dans
f par leurs e´quivalents sur intervalles pour calculer
[f ]([x]). Ainsi, [f ]([x]) donne une valeur pour [x].lb
tandis que [f ]([x]) calcule une valeur pour [x].ub Nous
Algorithm UpdateBoxes ([x], sol, f
sb
min, Boxes)
if [x] 6= ∅ then
if w([x]) > sol then
Push ([x], Boxes)
else
fsbmin ← min(fsbmin, xobj)
/* or fsbmin ← min(fsbmin, [f ]([x])) */
return (fsbmin, Boxes)
Algorithm 3: Proce´dure de mise a` jour des listes de
nœuds a` explorer ou du couˆt minimum de l’objectif
sur les petites boites qui ne seront pas e´tudie´es
verrons dans la section suivante comment ces bornes
sont affine´es en tenant compte des contraintes, donc
de l’espace re´alisable, et de la pre´cision obj .
3 Nouvelles strate´gies base´es sur le calcul
de bornes supe´rieures
En optimisation, le choix du prochain nœud a` trai-
ter est crucial pour obtenir de bonnes performances.
Si la strate´gie habituelle de choix du nœud ayant la
plus petite borne infe´rieure de l’estimation de l’objectif
(strate´gie en meilleur d’abord) permet une recherche
optimale en optimisation sans contraintes, ce n’est plus
le cas avec des contraintes.
Il est aussi inte´ressant d’obtenir rapidement de bons
points re´alisables, pour limiter d’une part la taille
de la liste des nœuds a` traiter et pour re´duire l’es-
pace de recherche en propageant les contraintes. Le
meilleur nœud est alors celui qui ame´liore le plus le
meilleur point re´alisable. En effet, cette ame´lioration
de la borne supe´rieure re´duit globalement l’espace re´a-
lisable graˆce a` la contrainte xobj ≤ f˜ . Il existe deux
phases dans un B&B :
1. une phase ou` on essaye de trouver la solution
optimale,
2. une seconde phase ou` on prouve que cette solu-
tion est optimale, ce qui requiert de traiter tous
les nœuds restants.
Le choix de nœud ne concerne donc que la premie`re
phase.
Nous de´finissons dans cette section de nouvelles
strate´gies agre´geant deux crite`res pour choisir la boˆıte
courante :
1. LB : Le crite`re bien connu utilise´ en meilleur
d’abord choissant le nœud ayant le plus petit
[x].lb. Ce crite`re est optimiste puisque nous es-
pe´rons trouver une solution avec un couˆt fmin,
auquel cas la recherche est termine´e.
2. UB : Ce crite`re choisit le nœud ayant la plus pe-
tite borne supe´rieure de l’estimation de l’objec-
tif, le nœud avec le plus petit [x].ub. Ainsi, si un
point re´alisable est trouve´, on espe`re qu’il ame´-
liorera de manie`re importante le meilleur couˆt
trouve´ jusque la`.
Le crite`re UB est le syme´trique du crite`re LB.
Pour chaque boˆıte, [x].lb et [x].ub sont calcule´s par
la proce´dure Contract&Bound et e´tiquettent le nœud
avant de le stocker dans l’ensemble des nœuds a` trai-
ter. Rappelons qu’une variable xobj repre´sentant la
valeur de l’objectif a e´te´ introduite. Ainsi, [x].lb et
[x].lb sont simplement les bornes de l’intervalle [xobj ]
apre`s contraction. Des techniques de programmation
par contraintes comme 3BCID [23] peuvent ame´liorer
[xobj ] en traitant et enlevant de petites tranches aux
bornes de [xobj ] (rognage).
Nous pensons qu’une cle´ du succe`s du crite`re UB
est qu’il e´value l’objectif plus pre´cise´ment que l’e´va-
luation naturelle ne le ferait (ub en calculant [lb, ub]←
[f ]([x])).
Nous proposons deux manie`res d’agre´ger ces deux
crite`res.
Sommer les deux crite`res : LB+UB. Cette strate´gie
choisit le nœud avec la plus petite valeur de la somme
[x].lb+[x].ub. Cela correspond a` minimiser les deux cri-
te`res avec le meˆme poids, c.-a`-d. minimiser le milieu de
l’intervalle repre´sentant l’estimation de l’objectif dans
la boˆıte.
Alterner les deux crite`res : LBvUB. Dans cette
deuxie`me strate´gie, on choisit la prochaine boˆıte a` trai-
ter en utilisant un des deux crite`res. Un choix ale´atoire
est effectue´ par la fonction BestBox a` chaque selection
de nœud, avec une probabilite´ UBProb de choisir UB.
Si UB (resp. LB) est choisi et si plusieurs nœuds ont
le meˆme couˆt [x].ub (resp. [x].lb), alors nous utilisons
l’autre crite`re LB (resp. UB) pour de´partager les ex-
aequo.
Des expe´rimentations ont montre´ que les perfor-
mances n’e´taient pas sensibles a` un re´glage fin du pa-
rame`tre UBProb pourvu qu’il reste entre 0.2 et 0.8 ;
ainsi il a e´te´ fixe´ a` 0.5. Les expe´rimentations de la par-
tie 5 soulignent l’impact positif de ce crite`re sur les
performances.
3.1 Ame´liorer le crite`re UB en favorisant les re´-
gions re´alisables
Tous les nœuds a` explorer ont une e´tiquette UB de´-
pendant du meilleur couˆt trouve´ au moment ou` les
boˆıtes ont e´te´ traite´es par Contract&Bound. Graˆce aux
modifications apporte´es a` Contract&Bound (voir l’al-
gorithme 4), ces e´tiquettes tombent dans l’une des
quatre cate´gories de couˆt de´pendant de la valeur f˜ .
Algorithm Contract&Bound ([x], f , g,x, obj,xf˜ , f˜)
g′ ← g ∪ {xobj ≤ f˜ − (obj−0.1obj)}
[x] ← Contraction ([x], g′ ∪ {f(x) = xobj})
if [x] 6= ∅ then
// Upperbounding :
(xf˜ , cost)←FeasibleSearch ([x], f, g′, obj)
if cost < f˜ then
f˜ ← cost
[x].ub ← f˜ − obj
else
[x].ub ← xobj
return ([x], xf˜ , f˜)
Algorithm 4: Modification de la proce´dure
Contract&Bound pour ame´liorer le crite`re UB
Elles indiquent avec quelle priorite´ les boˆıtes sont choi-
sies quand le crite`re UB est utilise´. L’e´tiquette UB
[x].ub est :
1. infe´rieure a` f˜−obj si la proce´dure de contraction
a re´duit le maximum de l’estimation de l’objectif
dans la boˆıte,
2. e´gale a` f˜ − obj , si la boˆıte est un descendant
de la boˆıte contenant le meilleur point re´alisable
actuel de couˆt f˜ ,
3. e´gale a` f˜ − 0.9 obj si la boˆıte a e´te´ traite´e apre`s
la dernie`re mise a` jour de f˜ ,
4. supe´rieure a` f˜ − 0.9 obj dans le cas restant.
Comme on le voit dans le pseudo-code de
Contract&Bound, le terme additionnel 0.1 obj pe´na-
lise les boˆıtes qui ne sont pas issues par bissections
successives de la boˆıte ou` le meilleur point re´alisable
actuel a e´te´ trouve´.
Les bons re´sultats expe´rimentaux obtenus par la
strate´gie LBvUB (cf. partie 5) sugge`rent qu’il est impor-
tant de re´aliser a` la fois une intensification (UB) et une
diversification (LB) de la recherche. L’ajout d’un se-
cond crite`re permet d’e´viter les inconve´nients de l’uti-
lisation d’un seul crite`re, c.-a`-d. (pour LB) choisir des
boˆıtes prometteuses sans point re´alisable et (pour UB
modifie´) aller plus en profondeur dans l’arbre de re-
cherche en restant dans un minimum local.
3.2 Implantation de l’ensemble des nœuds a` ex-
plorer
Dans IbexOpt, l’ensemble Boxes des nœuds a` ex-
plorer e´tait initialement implante´ par une structure de
tas ordonne´ par le crite`re LB. Pour la strate´gie LBvUB,
chaque nœud dans l’ensemble Boxes est e´tiquete´ par
deux valeurs : [x].lb et [x].ub et on a essaye´ plusieurs
implantations pour trier les nœuds selon les deux cri-
te`res LB et UB.
1. Un tas ordonne´ par [x].lb :
Le choix de nœud utilisant UB est alors effec-
tue´ en un couˆt line´aire par rapport au nombre
de nœuds a` explorer. En pratique, le temps ne´-
cessaire a` la gestion du tas repre´sente environ
10% du temps de calcul total quand ce nombre
de nœuds de´passe 50000.
2. Une variante utilisant toujours un seul tas teste
la taille du tas |Boxes| :
Si |Boxes| de´passe 50000, la probabilite´ UBProb
est mise a` 0.1 ; sinon, UBProb reste e´gal a` 0.5.
Cette variante produit donc moins d’appels avec
le crite`re UB.
3. Deux tas :
Finalement, nous avons essaye´ une implan-
tation avec deux tas, l’un pour LB, l’autre
pour UB. Toutes les ope´rations sont alors en
O(log2(|Boxes|)), sauf le processus de filtrage du
tas lance´ quand un nouveau point re´alisable est
trouve´. Ce ramasse-miettes enle`ve de Boxes tous
les nœuds ayant [x].lb > f˜ .
4 La strate´gie “Feasible Diving”
Nous avons conc¸u une autre strate´gie de choix de
nœud qui re´alise aussi un compromis entre exploita-
tion et exploration. L’algorithme B&B par intervalles
re´alise une recherche en meilleur d’abord de´crite a` l’al-
gorithme 5.
Cette strate´gie utilise une variante du crite`re LB :
elle choisit un nœud avec le plus petit [x].lb, mais nous
avons juste ajoute´ deux autres crite`res pour de´partager
les ex-aequo :
1. le nœud le plus haut dans l’arbre de recherche.
2. en cas d’e´galite´ sur [x].lb et sur ce crite`re, on
choisit le nœud ge´ne´re´ en premier.
A` chaque nœud de cette recherche, nous appelons
une proce´dure effectuant une recherche gloutonne en
profondeur d’abord pour intensifier la recherche dans
la re´gion de la boˆıte courante. Cette proce´dure Fea-
sible Diving est de´crite a` l’algorithme 6. A` partir du
nœud se´lectionne´, FeasibleDiving construit un arbre
en profondeur et garde le nœud le plus prometteur
a` chaque ite´ration. La boˆıte est bissecte´e sur une di-
mension choisie par la meˆme strate´gie que dans l’al-
gorithme B&B, par exemple SmearSum relative [22]
et les deux sous-boˆıtes sont traite´es par la proce´dure
Contract&Bound (voir l’algorithme 2). La sous-boˆıte
avec la plus petite borne infe´rieure de l’objectif est
traite´e par l’ite´ration suivante de Feasible Diving tan-
dis que l’autre est mise dans le tas global Boxes sto-
ckant la liste des nœuds a` explorer.
Algorithm IntervalBranch&BoundBis (f , g, x, box, obj, sol)
fmin ← −∞ ; f˜ ← +∞ ; xf˜ ← ⊥
fsbmin ← +∞ /* La plus petite borne infe´rieure des nœuds ayant atteint la pre´cision sol. */
Boxes← {box}
while Boxes 6= ∅ and f˜ − fmin > obj and f˜−fmin|f˜ | > obj do
[x] ← BestBox (Boxes, criterion) ; Boxes ← Boxes \ {[x]}
([x], xf˜ , f˜ , f
sb
min, Boxes) ← FeasibleDiving ([x], g, f , x, sol, xf˜ , f˜ , fsbmin, Boxes)
if [x] 6= ∅ /* w([x]) < sol */ then fsbmin ← min(fsbmin, xobj)
fmin ← min(fsbmin, min[x]∈Boxes [x].lb)
Algorithm 5: Branch and Bound sur intervalles (variante appelant Feasible Diving)
Algorithm FeasibleDiving ([x], g, f , x, sol, xf˜ , f˜ , f
sb
min, Boxes)
while [x] 6= ∅ and w([x]) > sol do
([x]1, [x]2) ← Bisect ([x])
([x]1, xf˜ , f˜) ← Contract&Bound ([x]1, f , g, x, obj , xf˜ , f˜)
([x]2, xf˜ , f˜) ← Contract&Bound ([x]2, f , g, x, obj , xf˜ , f˜)
([x]best, [x]worst) ← Sort ([x]1, [x]2, criterion) /* [x]best.lb < [x]worst.lb */
(fsbmin, Boxes) ← UpdateBoxes ([x]worst,sol, fsbmin, Boxes)
[x]← [x]best
return ([x], xf˜ , f˜ , f
sb
min, Boxes)
Algorithm 6: La proce´dure Feasible Diving lance´e a` chaque nœud du B&B en meilleur d’abord.
La proce´dure FeasibleDiving essaye de plonger
dans une re´gion re´alisable (ou de montrer que la re´gion
explore´e ne contient pas de point re´alisable) graˆce aux
proce´dures Contraction et FeasibleSearch appele´e
a` chaque ite´ration. Avec cette plonge´e, on espe`re que
ces proce´dures trouveront des points re´alisables dans
des petites sous-boˆıtes.
Il est mentionne´ dans [5] et [4] qu’une proce´dure
similaire a e´te´ propose´e pour des solveurs MIP. Bien
que non de´taille´e dans la litte´rature, cette proce´dure
Probed Diving semble eˆtre utilise´e par le solveur MIP
CPLEX d’IBM Ilog avec un certain succe`s.
5 Expe´rimentations
Nous avons mene´ des expe´rimentations sur un en-
semble de proble`mes d’optimisation globale continue
sous contraintes. La partie 5.1 de´crit le protocole expe´-
rimental. La partie 5.2 de´taille les essais re´alise´s avec
les diffe´rentes strate´gies mixant LB et UB, spe´ciale-
ment LB+UB et LBvUB. Les parties 5.3 et 5.4 comparent
FeasibleDiving a` la strate´gie standard en meilleur
d’abord et a` LBvUB.
5.1 Protocole expe´rimental et implantation
Toutes les variantes de notre solveur NLP
IbexOpt [22] ont e´te´ implante´es dans la bibliothe`que
libre en C++ Interval-Based EXplorer (Ibex) [8, 7]. Les
principaux composants de IbexOpt sont :
— Pour la contraction et l’estimation de la borne
infe´rieure :
— des contracteurs provenant de la program-
mation par contraintes sur intervalles comme
l’algorithme bien connu de propagation de
contraintes HC4 [15, 3] et le contracteur plus
re´cent ACID [17].
— des contracteurs re´alisant une relaxation li-
ne´aire des contraintes et de l’objectif X-
Taylor [1] et ART [16] (relaxation base´e sur
l’arithme´tique affine).
— Pour la recherche d’un point re´alisable :
Une approche originale extrait une re´gion inte´-
rieure (boˆıte ou polytope) dans l’espace re´ali-
sable en utilisant les algorithmes InHC4 et In-
XTaylor [2].
On notera qu’aucune me´thode lagrangienne ou
d’analyse convexe n’est utilise´e dans la version cou-
rante d’IbexOpt.
Nous avons se´lectionne´ toutes les instances des se´ries
1 et 2 du banc d’essai sur l’optimisation globale sous
contraintes Coconut 2 qui :
— sont re´solues en un temps compris entre 1 se-
conde et 1 heure par un compe´titeur (pre´cision
obj = 1e-8),
— posse`dent entre 6 et 50 variables,
— sont re´solues par IbexOpt en utilisant la
meilleure strate´gie de branchement parmi Smear
sum absolue (ssa) ou relative (ssr), Smear max
(sm), Intervalle le plus large (lf) et Tour de roˆle
(rr).
Cela donne les 84 instances liste´es en annexe (voir
tableau 6).
5.2 Tests sur des strate´gies mixtes LB/UB
Les expe´rimentations sur les meilleures strate´gies
me´langeant les crite`res LB et UB sont de´crites dans
cette partie. Par rapport a` la strate´gie LB standard
(en meilleur d’abord), la meilleure strate´gie de choix
de nœud obtient un gain d’environ 40% sur le temps
total et de 25% en moyenne, ce qui signifie que les plus
grands gains sont obtenus sur les proble`mes difficiles.
De plus, on obtient un gain significatif sur plusieurs
instances et la strate´gie est robuste, c.-a`-d. aucune
perte importante par rapport a` LB n’a e´te´ observe´e.
Comparaison entre LB+UB et les variantes LBvUB
Le tableau 1 montre les re´sultats expe´rimentaux ob-
tenus avec diffe´rentes variantes mixant les crite`res LB
et UB. Les gains/pertes par rapport a` LB sont expri-
me´s par time(LB)time(LB/UB) .
Crite`re #tas t(s) t(s) t(s) t(s) nds nds
max max moy. total moy. total
perte gain gain gain gain gain
LB+UB 1 0.14 10.2 1.21 1.54 1.28 1.70
LBvUB 1 0.52 9.17 1.17 1.58 1.20 1.75
LBvUB-01 1 0.52 21.7 1.18 1.64 1.19 1.67
LBvUB 2 0.46 21.7 1.28 1.67 1.26 1.83
Table 1 – Comparaison entre LB+UB et les variantes
LBvUB. LBvUB-01 est LBvUB avec la probabilite´ UBProb
e´gale a` 0.1 quand la taille du tas de´passe 50000 nœuds.
D’apre`s ces expe´rimentations, LBvUB avec deux tas
(un pour chaque crite`re) semble eˆtre la meilleure va-
riante et l’expe´rimentation suivante justifie le choix de
cette variante pour le crite`re UB.
2. www.mat.univie.ac.at/~neum/glopt/coconut/
Benchmark/Benchmark.html
Quel est le meilleur crite`re UB ?
Nous avons re´alise´ d’autres tests sur ces 84 instances
avec une pre´cision sur l’objectif obj = 1.e-6 (au lieu
de 1.e-8) en utilisant la version plus re´cente 2.1.10
d’Ibex. Toutes ces expe´rimentations utilisent une stra-
te´gie “LBvAutre” (avec une probabilite´ 0.5 de choisir
un des deux crite`res pour le choix de nœud). Le pre-
mier crite`re est LB et l’ “autre” crite`re est :
— UB0 : UB sans biais favorisant les descendants
(sous-boˆıtes) dans l’arbre du B&B du nœud ou`
le dernier f˜ a e´te´ trouve´.
— UB1 : UB avec la modification de la proce´dure
Contract&Bound de´crite dans l’algorithme 4 qui
favorise les descendants du nœud ou` le dernier f˜
a e´te´ trouve´.
— FUB : UB avec un biais plus fort pour les des-
cendants des nœuds ou` un point re´alisable a e´te´
trouve´. Un tel descendant avec le plus petit UB
est choisi, si il existe ; dans le cas contraire, on
choisit un nœud avec le plus petit UB.
— MID : valeur de la fonction objectif au milieu
de la boˆıte, donc en oubliant la re´gion re´alisable.
— C3, C5 ou C7 : les crite`res de´crits dans [14] et
mentionne´s dans l’introduction.
Le tableau 2 montre une comparaison synthe´tique
de toutes ces variantes. Nous utilisons une formule plus
sophistique´e pour les gains, qui donne une mesure plus
e´quitable. La valeur dans chaque case correspond a`
une moyenne d’un ratio de temps normalise´ entre une
strate´gie s et la strate´gie de re´fe´rence LB. Une valeur
infe´rieure a` 1 correspond a` un gain, une valeur supe´-
rieure a` 1 une perte. La mesure prend en compte le
temps CPU d’une strate´gie s pour re´soudre une ins-
tance i (ce temps CPU est en fait une moyenne sur 10
essais effectue´s avec diffe´rentes graines pour les choix
ale´atoires effectue´ dans IbexOpt). Il est calcule´ de la
manie`re suivante :
— timeRatio(i, s) = time(i,s)time(i,s)+time(LB,i)
— averageT imeRatio(s) est la moyenne des
timeRatio(i, s).
— ratio de temps normalise´ (valeur pour les gains
de s) = averageT imeRatio(s)1−averageT imeRatio(s)
UB0 UB1 FUB MID C3 C5 C7
sur les 84 instances 0.87 0.84 0.87 0.91 0.93 1.03 1.08
sur les inst. > 10 s. 0.80 0.74 0.77 0.88 0.87 0.94 0.99
Table 2 – Comparaison entre les strate´gies de choix de
nœud LB et LBvAutre (Autre de´finissant la colonne)
La strate´gie LBvUB, avec la variante UB1 pre´sente´e
a` l’algorithme 4, obtient les meilleurs re´sultats. On ob-
serve un gain de 26% de UB1 sur LB sur les proble`mes
difficiles.
Les crite`res C3, C5 et C7 ont donne´ de moins bons
re´sultats sur notre e´chantillon. Cela sugge`re qu’une
e´valuation pre´cise de [x].lb et de [x].ub obtenue par
contraction est en pratique meilleure qu’une e´valua-
tion par l’arithme´tique d’intervalles de ces valeurs et
que le ratio de faisabilite´ n’est peut eˆtre pas une me-
sure pertinente.
Comparaison de´taille´e entre LB et LBvUB
La figure 1 montre un diagramme comparant la
meilleure variante de LBvUB (LBvUB1) avec LB. Le ta-
bleau 3 confirme les be´ne´fices de LBvUB.
Figure 1 – LB versus LBvUB. Les coordonne´es de
chaque point repre´sentent le temps CPU (en secondes)
utilise´ par les compe´titeurs. La plupart des points sont
sous la diagonale, ce qui illustre le fait que LBvUB do-
mine LB.
5.3 Comparison entre LB et FeasibleDiving
La figure 1 montre un diagramme comparant Fea-
sibleDiving avec LB. Le tableau 3 confirme les be´-
ne´fices de FeasibleDiving.
5.4 Comparaison entre LBvUB et FeasibleDiving
Nous concluons cette partie expe´rimentale en com-
parant les deux strate´gies pre´sente´es dans cet article.
La figure 3 montre un diagramme comparant la
meilleure variante de LBvUB (LBvUB1) a` FD. Le ta-
bleau 5 confirme les be´ne´fices de FeasibleDiving qui
permet de re´soudre les deux instances concon et mcon-
con.
Remarque : rappelons que l’algorithme B&B appelle
une proce´dure de recherche de meilleur point re´ali-
sable a` chaque nœud explore´ par FeasibleDiving.
Figure 2 – LB versus FD. Les coordonne´es de chaque
point repre´sentent le temps CPU (en secondes) utili-
se´s par les compe´titeurs. La plupart des points appa-
raissent sous la diagonale ce qui montre que FD do-
mine nettement LB.
En effet, chaque ite´ration de FeasibleDiving appelle
Contract&Bound qui lui-meˆme appelle les proce´dures
Contraction et FeasibleSearch. Il est possible d’ap-
peler si souvent FeasibleSearch dans IbexOpt parce
que cela correspond a` deux proce´dures relativement
peu couˆteuses (InHC4 et In-XTaylor dans[2]). Quand
l’algorithme plonge, la boˆıte courante devient petite
et est davantage susceptible soit de contenir un espace
re´alisable que ces proce´dures arrivent a` trouver, soit
d’eˆtre e´limine´e par les proce´dures de contraction. Ceci
pourrait expliquer les bons re´sultats obtenus par Fea-
sibleDiving.
6 Conclusion
La strate´gie de choix de nœud est une voie de re-
cherche prometteuse pour ame´liorer la performance
des algorithmes de B&B sur intervalles. Nous avons
propose´ dans cet article deux nouvelles strate´gies qui
obtiennent de bons re´sultats expe´rimentaux sur des
instances difficiles.
Ces deux approches sont base´es sur un algorithme de
recherche en meilleur d’abord. La premie`re strate´gie,
appele´e LBvUB, alterne entre la se´lection d’un nœud
avec la plus petite borne infe´rieure (LB) de l’objectif et
d’un nœud avec la plus petite borne supe´rieure (UB).
Le crite`re UB est biaise´ pour favoriser les descendants
du nœud ou` le dernier point re´alisable a e´te´ trouve´.
Les bornes infe´rieures et supe´rieures sont rendues plus
pre´cises par des ope´rations de contraction.
La seconde strate´gie de choix de nœud, Feasible-
gain gain gain gain e´quiv. perte perte perte
Gain >5 [2,5] [1.2,2] [1.05,1.2] [0.95,1.05] [0.8,0.95] [0.5,0.8] <0.5
#instances 4 7 29 21 15 5 0 1
Table 3 – De´tail des gains et pertes de LBvUB par rapport a` LB. Les gains sont exprime´s par time(LB)time(LBvUB) . Les
valeurs indiquent le nombre d’instances avec un gain dans un intervalle donne´.
gain gain gain gain e´quiv. perte perte perte
Gain > 5 [2, 5] [1.2, 2] [1.05, 1.2] [0.95, 1.05] [0.8, 0.95] [0.5, 0.8] < 0.5
#instances 4 21 21 9 18 9 2 0
Table 4 – De´tail des gains/pertes de FD par rapport a` LB. Les gains sont exprime´s par time(LB)time(FD) . Les valeurs
donnent le nombre d’instances ayant un gain dans un intervalle donne´.
Figure 3 – LBvUB et FD. Les coordonne´es de chaque
point repre´sentent les temps CPU (en secondes) utili-
se´s par les compe´titeurs.
Diving, est appele´e a` chaque nœud d’un algorithme
B&B en mailleur d’abord en utilisant une variante du
crite`re LB. La proce´dure FeasibleDiving plonge de
manie`re gloutonne ne gardant qu’un nœud a` chaque
ite´ration. Chaque nœud traite´ par cette proce´dure est
contracte´ et un point re´alisable y est cherche´.
Ces deux strate´gies donnent de meilleurs re´sultats
que l’algorithme B&B standard en meilleur d’abord.
FeasibleDiving permet de re´soudre deux instances
supple´mentaires. Nous pensons que cette strate´gie be´-
ne´ficie d’une synergie avec les proce´dures de recherche
de point re´alisables disponibles dans IbexOpt et utili-
se´es par la proce´dure FeasibleDiving.
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A Liste des 84 instances d’optimisation
globale sous contraintes teste´es
Nom Br. Name Br. Name Br. Nom Br.
ex2 1 9 ssr ex8 2 1 ssa linear ssr hs088 lf
ex3 1 1 ssr ex8 4 4 ssr meanvar ssr hs093 ssr
ex5 3 2 ssr ex8 4 5 lf process ssr hs100 ssr
ex5 4 3 ssr ex8 4 6 ssr ramsey lf hs103 ssr
ex5 4 4 ssa ex8 5 1 ssr sambal rr hs104 lf
ex6 1 1 ssr ex8 5 2 ssr srcpm sm hs106 lf
ex6 1 3 ssr ex8 5 6 ssr avgasa ssr hs109 ssr
ex6 1 4 ssr ex14 1 2 ssr avgasb ssr hs113 lf
ex6 2 6 ssr ex14 1 6 ssr batch ssa hs114 rr
ex6 2 8 ssr ex14 1 7 ssr dipigri ssr hs117 ssa
ex6 2 9 ssr ex14 2 1 ssr disc2 ssr hs119 ssa
ex6 2 10 ssr ex14 2 3 ssr dixchlng lf makela3 ssr
ex6 2 11 ssr ex14 2 7 ssr dualc1 ssr matrix2 lf
ex6 2 12 ssr alkyl (rr) lf dualc2 ssr mistake ssa
ex7 2 3 ssr bearing ssr dualc5 ssr odfits ssr
ex7 2 4 lf hhfair ssr genhs28 lf optprloc ssr
ex7 2 8 lf himmel16 ssr haifas ssr pentagon ssr
ex7 2 9 lf house ssr haldmads lf polak5 ssr
ex7 3 4 ssr hydro ssr himmelbk lf robot lf
ex7 3 5 ssr immun rr hs056 lf concon ssr
ex8 1 8 ssr launch ssr hs087 ssr mconcon ssr
Table 6 – Banc d’essai teste´. Les syste`mes ont e´te´ se´-
lectionne´s dans le banc d’essai Coconut (se´ries 1 et 2)
suivant le protocole de´crit a` la partie 5. La meilleure
strate´gie de branchement (colonne Br.) a e´te´ choisie
pour chaque syste`me, la meˆme pour toutes les me´-
thodes, parmi : plus grand intervalle (lf), tour de roˆle
(rr), Smear max (sm), Smear sum absolue (ssa) (voir
[12]) et Smear sum relative (ssr) (voir [22]).
