In underwater imaging, water waves cause severe geometric distortions and blurring of the acquired shortexposure images. Corrections for these distortions have been tackled reasonably well by previous efforts but still need improvement in the estimation of pixel shift maps to increase restoration accuracy. This paper presents a new algorithm that efficiently estimates the shift maps from geometrically distorted video sequences and uses those maps to restore the sequences. A nonrigid image registration method is employed to estimate the shift maps of the distorted frames against a reference frame. The sharpest frame of the sequence, determined using a sharpness metric, is chosen as the reference frame. A k-means clustering technique is employed to discard too-blurry frames that could result in inaccuracy in the shift maps' estimation. The estimated pixel shift maps are processed to generate the accurate shift map that is used to dewarp the input frames into their nondistorted forms. The proposed method is applied on several synthetic and real-world video sequences, and the obtained results exhibit significant improvements over the state-of-the-art methods.
INTRODUCTION
When imaging through an air-water surface, i.e., the camera is in the air above the water surface and the object of interest is immersed, the captured images suffer from random geometric distortions and nonuniform blurring [1] [2] [3] [4] [5] [6] . These effects come from attenuation due to scattering and absorption throughout the imaging path [7] [8] [9] [10] [11] . Scattering is due to dissolved organic matter or small suspended biological organisms, which causes a change in the direction of the light beam. In addition, the absorption process causes a reduction in the beam energy. Even if the water is clear, i.e., free of the small observable suspended particles, it is still inhomogeneous due to random temperature and salinity fluctuations [12, 13] . Furthermore, light rays bend when they travel from air to water or vice versa; the amount of bending is determined by the refractive indices of these media. This significantly contributes to the geometric distortions of the acquired images [2] . As a consequence, underwater imaging poses significant challenges at extended ranges when compared with similar problems in the air.
Researchers from different fields, including computer vision, computer graphics, and optical engineering, have attempted to address the general problems of recovering distorted images due to water waves. In [14] , an algorithm to solve the image recovery problem was proposed by modeling a 3D structure of the water waves. The 3D shape of the water surface is reconstructed using the optical flow fields of the distorted frames. The algorithm assumes that the distance between the object and the water surface is known, and the surface waviness is mild enough so that the short-exposure images pose similar features. An adaptive optics (AO) technology was proposed in [13] for a possible solution of the underwater imaging problem. Although AO systems, which are comparatively popular in astronomical imaging, provide realtime corrections of images, the systems are complex, and the cost of full correction in real-time is high. Taking these factors into account, a simplified model was proposed, and a low-cost loworder AO system was developed in [13] , which could be controlled by a standard personal computer. The complete system is developed based on the assumption that the degradations of the underwater images are predominantly low-frequency loworder aberrations and image motion.
A simple algorithm was proposed in [15] , where it is assumed that each point on an object viewed through a wavy water surface oscillates around its true position, i.e., when the water surface is in a steady-state condition. Also, the average of the displacements of each point adds up to zero when time tends to infinity. Based on this assumption, the algorithm restores the image of a submerged object by taking the time average of a large number of individual frames captured over a certain period of time. This approach can provide a reasonable result when the waviness of the water is low, but with higher energy waves it fails to restore all features of the image, providing a blurry output. Based on the similar assumption, a graph-embedding method was proposed in [16] to reconstruct through-the-water images from a sequence of submerged objects. A shortest-path algorithm, assuming the distribution of surface normals of the wavy water to be Gaussian, is employed to select the image having the shortest overall path to all the remaining images. A similar approach was presented in [17, 18] where the entire image is considered as a group of fixed small image patches. Unlike [16] , the method compensates for the leakage problem, which is caused by false shortest distances among similar but motion-blurred patches, by separately analyzing the motion blur and the refraction effects. The authors in [19] first emphasized the estimation of the shape of the distorted water surface and then reconstructing the scenes. Their algorithm assumes that the water surface follows the linear wave dynamics. The radial surface slope, which is used to estimate the water surface, is deduced along extinction boundaries considering the transmission region and internal reflection region separately, and it is recursively improved by minimizing the quadratic measurement error. The slopes of the estimated surface are then employed to reconstruct the target image by an inverse ray tracing.
A lucky region technique was proposed in [20] for reconstruction of underwater images. The algorithm divides the whole image frame into an ensemble of smaller image patches similar to [16] [17] [18] , but in this case instead of the whole image only the image patches of good quality are selected. The good image patches are then further processed to produce a highquality image. The algorithm was tested for both throughthe-water imaging and water-surface-reflection imaging. In [6] , an underwater image reconstruction approach was presented based on motion compensation, lucky patch selection, and denoising. The motion compensation is performed by an image registration technique, whereas the lucky patches are selected by calculating the nonlinear gain coefficient for each pixel of the prototype current frame pair by means of an image quality metric. The final reconstructed frame is obtained by fusing the lucky patches. Tian and Narasimhan [3, 4] introduced an underwater image reconstruction approach using model-based tracking. In the approach, a simulator of fluctuations of the water surface was first built using the forward Euler method, and then the original images were recovered using the estimated water surface. In [5] , Oreifej et al. proposed a two-stage image reconstruction approach, where in the first stage an iterative nonrigid image registration is employed to register all the input frames, after being pre-processed, against their temporal mean, which, in turn, is used to produce a better-structured sequence. The second stage involves extracting the unstructured sparse errors from the sequence through rank minimization. In [21] , Oreifej et al. applied the image reconstruction approach for background estimation in the cases where the videos contain both turbulence effects and moving objects. Although this method works well for turbulence mitigation, it is computationally expensive.
In this paper, a new image restoration approach is proposed to recover a nondistorted image from a distorted video sequence of it based on a motion compensation technique. This approach introduces a new way of choosing the reference frame for motion estimation by employing a blind image quality (BIQ) metric and discarding the severely degraded frames from further processing by means of a k-means algorithm to avoid inaccuracies in the output. An efficient image registration technique is employed to accurately estimate the motion vector maps, in other words, the pixel shift maps of the distorted frames against the reference frame. The centroid of the estimated shift maps is then calculated and further processed to generate correct shift maps to obtain a high-quality frame. The results presented are of both theoretical and practical interest and offer a new efficient tool for substantial improvement of infrastructure of machine vision-based systems in general and of intelligent surveillance systems in particular.
The rest of this paper is organized as follows. Section 2 presents the details of the proposed image restoration method. Section 3 provides the experimental results on several synthetic and real-world data sets and a comparison of them against those from the state-of-the-art methods [4, 21] . Finally, Section 4 contains comments and conclusions on the results.
PROPOSED IMAGE RESTORATION METHOD
The proposed geometric distortion correction method is illustrated as a block diagram in Fig. 1 . In the first step of the method, an image sharpness assessment metric is used to calculate the sharpness values of the input frames, which are used to select the reference frame as well as a subset of fairly sharp frames from the input frames using k-means clustering. Next, a pixel registration technique is employed to calculate the pixel shift maps of the selected frames against the reference frame. After that, the shift maps are used to calculate the correct shift maps for the input frames through 2D interpolations. Finally, those shift maps are utilized to restore the distorted frames back to their true ones. The complete approach is discussed in detail below.
A. Assumptions
The proposed method is based on the Cox-Munk law [22] , which states that, in the case when the water surface is sufficiently large and the waves are stationary, the normals of the water surface, and therefore the displacements of the points on the object, are approximately Gaussian distributed centered around their true locations. Considering this law, it can be assumed that the wander of each pixel of an image over a certain period of time oscillates around its true position, i.e., the mean wander of the pixel would be zero. In a different viewpoint, if the pixel's wander is measured with respect to any fixed position, the mean of its wander will represent its shift from the true position. This shift can be then used to restore the pixel to its true position. The goal of the proposed method is to accurately estimate the center of each pixel's wander; hence it is called a centroid-based method.
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Based on the above-mentioned assumptions, instead of a single pixel, if a whole frame is considered, there needs to be a reference frame to calculate the pixel shift maps of all the input frames against it. The simplest way could be calculating the mean of the warped frames and use it as the reference frame. Although a mean frame is somewhat geometrically stable, it contains motion blur; thus, it cannot provide high-quality output [23, 24] . In this method, one of the warped frames from the whole video sequence is considered as the reference frame. There are three options to choose a reference frame in this approach: (1) first frame, (2) any random frame, and (3) the sharpest frame. Although the first two options do not involve too much processing time for the reference frame selection, the output video may not be of high quality if the frame suffers from blur or noise [2] . Therefore, in this study, a BIQ metric is employed, which calculates the sharpness of all input frames and uses these values to choose the reference frame.
Assuming P as the 1D Pseudo-Wigner distribution, the Rényi entropy R can be calculated as [25] Rn
where n and κ are the time and frequency discrete variables, respectively, N is the number of pixels, andPκ Pκ · P κ. Here P κ indicates the complex conjugate of Pκ.
Using Eq. (1), the expected entropy for an image can be computed as [25] 
whereRt; θ s is the expected value of entropy for image t ∈ 1; 2; …; M, measured in directions θ s ∈ θ 1 ; θ 2 ; …; θ S . Here M and S represent the image size and the number of directions, respectively. The metric employed to select the sharpest frame is [25]
where μ t is the mean of the valuesRt; θ s . The frame that poses a higher value of Q is deemed to be the sharpest frame.
C. K -Means Clustering
Because the distortion condition changes nonuniformly and rapidly, some frames in the video sequence may have poor sharpness, and use of those frames to calculate pixel shift maps may add additional errors in the restoration process. K -means clustering is an efficient tool to select a set of subframes due to its high convergence rate and invariant property to data ordering [26] [27] [28] . Therefore, a k-means algorithm is applied on the sharpness values of the input frames, calculated using Eq. (3), to create two clusters of frames: poor sharpness and fair sharpness. The frames belonging to the fair sharpness cluster are passed to the next pixel registration process, whereas the frames belonging to the poor sharpness cluster are discarded.
D. Pixel Registration
A correlation coefficient-based backward mapping image registration technique [29] is employed to estimate the pixel shift maps (s x and s y for x and y directions, respectively) of the selected input frames with respect to the reference frame. For the purpose of restoration of geometric deformations, it is advantageous to have the shift maps in the form of backward mapping rather than forward mapping. The latter will tell where a pixel went in the next frame and can lead to gaps if two or more pixels from the source frame collapse into one pixel in the target frame, whereas the former will tell where a pixel came from the previous frame. Backward mapping is easily implementable using a 2D interpolation without any noticeable artifacts [30] .
E. Shift Maps Processing
After estimating the shift maps for all selected frames through the backward mapping, their centroid is calculated as p
p y x; y P K k1 s y x; y; k K ;
where p x and p y are the centroid shift maps, k is the frame index, and K is the total number of selected frames. Due to the use of backward mapping, inversion of the centroid shift maps is required before they are warped with the individual shift maps in order to generate corrected shift maps, which transforms each individual frame into their dewarped selves. However, simply calculating the matrix inverse or changing the sign of the centroid shift maps may not provide a desired inversion. A possible solution of this inversion is described in [31] , where the inverse of a shift map is approximated by warping of that shift map with its negative matrix. Therefore, the inverses of p
where p −1 x and p −1 y represent the inverses of p x and p y , respectively. According to the initial assumption, this shift map represents the actual shift of the reference frame from its ground truth; therefore, it can be used to warp the frame back into its unwarped position through a 2D interpolation technique. For all other frames, the actual shift maps are calculated using the inverse centroid shift map and individual shift maps as 
F. Frame Dewarping
Using the corrected shift maps in Eq. (6), the input frames can be dewarped as I x; y; k I x s x x; y; k; y s y x; y; k; k;
where I is the dewarped version of the warped frame I . The dewarped sequence, after the first iteration, is more stabilized than the original one. However, a few more iterations may provide higher accuracy and better stabilization of the output video. In that case, the dewarped version of the reference frame after an iteration is used as the reference frame in the next iteration.
SIMULATION EXPERIMENTS
The proposed method was implemented in MATLAB and tested on an Intel Core i7-2600 CPU 3.40 GHz machine with 8 GB RAM. Experimental analyses were carried out to verify its performance against two state-of-the-art methods, namely, the Tian method [4] and the Oreifej method [21] . As discussed earlier, the Tian method is quite different from the Oreifej method and the proposed method, which recovered the distorted frames by estimating the water surface fluctuations based on a distortion model. However, the proposed method and the Oreifej method are somewhat similar, where an image registration is employed to calculate the pixel shift maps that are later used to dewarp the frames. The main difference between these two methods is in the way of calculating the pixel shift maps. The Oreifej method uses the mean of the input frames as the reference frame, blurs the input frames with the same blur presented in the reference frame, and registers them against the reference frame to get the pixel shift maps. On the other hand, the proposed method uses the sharpest warped frame as the reference frame, registers the input frames directly against it, and uses the mean of the individual pixel shift maps to calculate the accurate ones. In short, both methods rely on averaging: the Oreifej method does the averaging of the frames, whereas the proposed method does the averaging of the pixel shift maps avoiding the blurring operation and thus provides a more accurate estimation of the pixel shift maps.
All three methods were first applied on four synthetically distorted underwater video sequences, namely, the brick-wall, small-fonts, medium-fonts, and large-fonts sequences. Each sequence consists of 60 frames, and the underwater distortion of different strengths was added to them using a spatial distortion model, which is developed based on Snell's law of refraction and the wave equation [3] . Later on, the methods were applied on a real degraded video sequence, namely, the water-Colgate sequence [20] . This sequence contains 60 frames that were captured in the laboratory by a video camera fixed above the water surface. A still object was laid on the planner ground under the clean water. Waves were generated by wind produced by a fan, while additional waves were created by dropping an object into the water. Any other attenuation of a turbid medium may have not been present during the video recording, the distortions were only due to the wavy water surface. This process generated distortions with a maximum amplitude of 15 pixels, with an average amplitude of 3.2 pixels and a standard deviation of 2.8 pixels. The test sequences contain both texts and textures in order to provide a good means of clearly demonstrating underwater distortion effects. Along with visual comparison, various image quality metrics are used to quantitatively evaluate the performance of the methods.
A. Quality Metrics
Several relevant quality metrics are used to analyze the performance of restoration by the proposed method. These metrics require the existence of a distortion-free copy of an image, called the ground-truth image, which can be used for comparison with the image whose quality is to be measured.
Mean Square Error
The mean square error (MSE) is a frequently used measure of how close the restored frame is to the ground-truth frame. It can be defined as
Rx; y − Gx; y 2 ;
where R and G are any restored frame and the ground-truth frame, respectively. m × n is the size of each frame.
Peak Point Spread Function
The point spread function (PSF) describes, as the name implies, the response of an imaging system to a point source or point
Research Article
object. It is basically the image of a bright spot. The sharper and narrower the PSF of an imaging system the better it is at resolving finer detail. In order to use PSF as a quality measure for the restored frames, it is calculated as
where F denotes the Fourier transform and F −1 its inverse. The peak point spread function (PPSF), therefore, can be calculated as PPSF MAXPSFx; y; (10) where MAX· represents the maximum possible value.
(a) Fig. 2 . Image restoration results. Simulation tests were carried out on the synthetically generated brick-wall, small-fonts, medium-fonts, and largefonts sequences [3] . 
Peak Signal-to-Noise Ratio
The term peak signal-to-noise ratio (PSNR) is an expression for the ratio between the maximum possible value (power) of a signal and the power of distorting noise that affects the quality of its representation. The mathematical expression for the PSNR is as follows:
Structural Similarity
The structural similarity (SSIM) is an image quality metric that estimates the visual impact of changes in image luminance, contrast, and structure. It can be expressed as [32] 
where μ R , μ G , σ R , σ G , and σ RG are the local means, standard deviations, and cross-covariance for the restored frame R and the ground-truth frame G. C 1 and C 2 are constants, which can be defined as
where L is the specified dynamic range value.
B. Performance Analysis and Comparison
The computational times for the Tian method and the Oreifej method, which required us to process a single frame of size 268 × 292, are obtained as 48s and 37s, respectively. For the proposed method, the processing time for the same frame is 23s, which is 52% shorter than the Tian method and 38% shorter than the Oreifej method. The simulation results of the Tian, Oreifej, and proposed methods on the four synthetic sequences are shown in Fig. 2 . The ground-truth frames, which were used to synthetically generate the test sequences, are shown in Fig. 2(a) . Samples of the distorted frames from each sequence are shown in Fig. 2(b) . The means of the restored frames using the Tian, Oreifej, and proposed methods are shown in Figs. 2(c)-2(e), respectively. A mean frame is used here to show the image restoration performance, as it is a good measure of how well the frames are close to each other. The sharper the mean frame, the more the frames are geometrically aligned. It is evident that all three methods compensate for the geometric distortions to some extent, especially when compared with the warped frames separately. However, the Tian method is much less effective in doing so, which is notable from the uncompensated regions and intensity distortions of the restored frames in Fig. 2(c) . The Oreifej method performs comparatively well in both geometric and intensity corrections, as can be seen in Fig. 2(d) . For the proposed method, the restored frames are more geometrically aligned and, therefore, provide a mean frame closer to the ground truth. It can be argued that there are still some distortions in the restored frames in Fig. 2(e) , but these came from the pixel registration and interpolation technique that introduce some processing errors. The quantitative analysis is conducted for all the synthetic sequences by calculating the MSE, PSNR, PPSF, and SSIM of the mean of restored frames with respect to their ground truths. A comparison of the calculated metrics is shown in Table 1 . It can be noted from the numerical comparison that the proposed method outperforms the other two methods in all the quality metrics for each of the test sequences.
Furthermore, Fig. 3 shows the PSF of the sample frame in comparison with the mean of restored frames by the three methods for the randomly selected brick-wall sequence. As expected, the PSF of the warped frame in Fig. 3(a) is indistinct without any notable peak at its center. In the case of the Tian method, although its PSF could provide a reasonable restoration of the warped frames, it is not distinguishable, as it only sports a weak raise at its center, as shown in Fig. 3(b) . The Oreifej method's PSF is slightly more pronounced, as shown in Fig. 3(c) , while also exhibiting increased PSF activity away from the center. On the other hand, the proposed method's PSF shown in Fig. 3(d) has a distinct peak at the center; although not as sharp as to indicate perfect correlation, the peak is significantly higher with less activity away from the center.
The performances of the Tian, Oreifej, and proposed methods are also compared by their geometric correction capabilities under noisy conditions. Figure 4 shows the SSIM index versus SNR plots for the brick-wall sequence for the three methods. As expected, the restoration performance of all the methods degrades with the increase of noise level. In the case of the proposed method, the SSIM index is consistently higher than the other two methods for all the values of SNR. After verifying the performance of the three methods on the synthetic sequences, they were applied on the real-world waterColgate sequence [20] . A sample warped frame is shown in Fig. 5(a) for visual comparison. The means of the restored frames using the Tian, Oreifej, and proposed methods are shown in Figs. 5(b)-5(d) , respectively. The Tian method improves the geometric alignments at the cost of considerable blurring in the restored frame. The Oreifej method provides better visual quality of the frame than the Tian method, although the restored frame still has some distortions. However, the proposed method outperforms both stateof-the art methods by providing more details of the frame, which is visually evident from the better legibility of the word "stationery" compared with the other frames in Figs. 5(a)-5(c) .
Because the ground-truth frame is not available in this case, the quality metrics presented in Table 1 are not applicable for the quantitative assessment. Still, an object comparison is made for these results using the BIQ metric, defined in Eq. (3), and the calculated values are presented in Table 2 . For the proposed method, the value of the metric is higher than that of the other two methods, confirming its better geometric correction capability.
DISCUSSION AND CONCLUSION
An efficient algorithm to recover the nondistorted image of an underwater scene from a distorted video sequence is successfully implemented in this paper. The proposed approach is based on estimating the centroid of the random shifting of the pixels of short-exposure frames using a motion estimation technique to obtain a single high-quality image. The performance of the proposed method is highly dependent on the accuracy of the pixel shift map estimation, which is challenging due to large random fluctuations of refractive index. A highly accurate pixel registration technique is employed for this purpose. Also, a sharpness assessment strategy provides the sharpest frame to be used as the reference frame, while a k-means clustering algorithm allows only reasonably good quality frames for shift maps computation. The proposed scheme therefore demonstrates a convincing way of calculating the nearly accurate pixel shift maps of the distorted frames that is further processed and used to warp the reference frame back into its truth position.
The proposed method outperforms the state-of-the-art methods on both synthetic and real-world video sequences, especially, in terms of visual quality and accuracy. Although an iterative scheme is considered in the proposed method, its performance with a single iteration also provides substantial improvement. The computational time of the proposed method can be easily controlled by various means, such as by introducing some stopping criteria in the pixel registration algorithm and using the fastest interpolation technique. The implementation of the proposed method on graphical processing units (GPUs) or field programmable gate arrays (FPGAs) could allow its real-time application to optical communications, mine detection, and surveillance. In its current form, only geometrical correction of the frames is of concern, while the consideration of other imaging problems, such as localized blur and CCD noise, is a future aim. The proposed method also can be extended to imaging through the water surface reflection and imaging from underwater to observe objects above the water surface.
