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Quantum Reduction and Representation Theory of
Superconformal Algebras
Victor G. Kac∗†and Minoru Wakimoto‡§
To Ivan Todorov on his 70th birthday
Abstract
We study the structure and representations of a family of vertex algebras obtained from
affine superalgebras by quantum reduction. As an application, we obtain in a unified way
free field realizations and determinant formulas for all superconformal algebras.
0 Introduction
In this paper we study the structure and representations of the vertex algebras Wk(g, x, f)
introduced in [KRW]. Let us briefly recall the construction of these vertex algebras. The datum
we begin with is a quadruple (g, x, f, k), where g is a simple finite-dimensional Lie superalgebra
with a non-zero even invariant supersymmetric bilinear form (. | .), x is an ad -diagonalizable
element of g with eigenvalues in 12Z, f is an even element of g such that [x, f ] = −f and the
eigenvalues of ad x on the centralizer gf of f in g are non-positive, and k ∈ C. Recall that a
bilinear form (. | .) on g is called even if (g0¯|g1¯) = 0, supersymmetric if (. | .) is symmetric (resp.
skewsymmetric) on g0¯ (resp. g1¯), invariant if ([a, b]|c) = (a|[b, c]) for all a, b, c ∈ g. Note also
that a pair (x, f) satisfying the above properties can be obtained by taking a non-zero nilpotent
element f ∈ g0¯ and including it in an sℓ2-triple {e, x, f}, so that [x, e] = e, [x, f ] = −f , [e, f ] = x
(then, up to conjugacy, x is determined by f).
We associate to the quadruple (g, x, f, k) a homology complex
(0.1) C(g, x, f, k) = (Vk(g)⊗ F ch ⊗ F ne , d0) ,
where Vk(g) is the universal affine vertex algebra of level k associated to g, F
ch is the vertex
algebra of free charged superfermions based on g++ g
∗
+ with reversed parity, F
ne is the vertex
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algebra of free neutral superfermions based on g1/2 (see [K4] for definitions), and d0 is an
explicitly constructed odd derivation of the vertex algebra C(g, x, f, k) whose square is 0. Here
g+ (resp. g1/2) denote the sum of eigenspaces with positive eigenvalues (resp. eigenspace with
eigenvalue 1/2) of ad x (see Section 1). The vertex algebra Wk(g, x, f) is the homology of the
complex (0.1). In the case when the pair (x, f) can be included in an sℓ2-triple, we denote this
vertex algebra by Wk(g, f).
Our main result on the structure of the vertex algebras Wk(g, x, f) is Theorem 4.1 which
states that the jth homology of the complex (0.1) is zero if j 6= 0 and the 0th homology vertex
algebra (which is Wk(g, x, f)) is strongly generated by fields J
{ai}, where a1, . . . , as is a basis
of gf consisting of eigenvectors of ad x. This theorem also gives a rather explicit form of
these fields. Furthermore, provided that k 6= −h∨, we have an explicitly constructed energy-
momentum field L(z) (see (2.2)), with respect to which the fields J{ai} have conformal weight
1 −mi, where [x, ai] = miai. Theorem 2.1 of the present paper gives explicit formulas for the
fields J{ai} in the cases when mi = 0 and −1/2, and the commutation relations between these
fields.
We study in more detail the simplest, but a very interesting subclass of vertex algebras in
question, namely Wk(g, e−θ) that correspond to f = e−θ, the lowest root vector of g (for some
choice of positive roots), see Theorem 5.1. These vertex algebras are characterized among all
vertex algebras Wk(g, x, f) by the property that they are strongly generated by the energy-
momentum field and the fields of conformal weight 1 and 3/2. Moreover, it turns out that,
under some natural assumptions, any vertex algebra satisfying this property is one of the
vertex algebras Wk(g, e−θ)[FL], [D]. Thus, all well known superconformal algebras are covered
by this construction:
Wk(sℓ2, e−θ) is the Virasoro vertex algebra,
Wk(sℓ3, e−θ) is the Bershadsky–Polyakov algebra [B],
Wk(spo(2|1), e−θ) is the Neveu–Schwarz algebra,
Wk(spo(2|m), e−θ) for m ≥ 3 are the Bershadsky–Knizhnik algebras [BeK],
Wk(sℓ(2|1) = spo(2|2), e−θ) is the N = 2 superconformal algebra,
Wk(sℓ(2|2)/CI, e−θ) is the N = 4 superconformal algebra,
Wk(spo(2|3), e−θ) tensored with one fermion is the N = 3 superconformal algebra (cf.
[GS]),
Wk(D(2, 1; a), e−θ) tensored with four fermions and one boson is the big N = 4 supercon-
formal algebra (cf. [GS]).
Theorem 5.1 also provides a construction of the vertex algebra Wk(g, x, f) as a subalgebra
of Vαk(g≤) ⊗ F ne , where g≤ is the sum of eigenspaces of ad x with non-positive eigenvalues
and αk is a “shifted” 2-cocycle on g≤[t, t−1]. Therefore the homomorphism g≤ → g0, where
g0 is the centralizer of x, induces a realization of Wk(g, x, f) inside Vαk(g0) ⊗ F ne . In partic-
ular, this construction gives an explicit free field realization of all vertex algebras Wk(g, e−θ)
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(Theorem 5.2), recovering thereby all previously known free field realizations of superconformal
algebras (see [K4] and references there).
Given a highest weight module P of level k over the affine Lie superalgebra ĝ associated
to g, we have the associated C(g, x, f, k)-module C(P ) = P ⊗ F ch ⊗ F ne with the differential
dP0 . The homology H(P ) of the complex (C(P ), dP0 ) is a Wk(g, x, f)-module. We show that if
P is a generalized Verma module over ĝ, then Hj(P ) = 0 for j 6= 0 (Theorem 6.2), and that
H0(P ) is a Verma module over Wk(g, x, f) if P is a Verma module over ĝ (Theorem 6.3). Since
the singular weights of a Verma module over ĝ are known [K2], this allows us to construct
sufficiently many singular weights for a Verma module over Wk(g, x, f). As a result, we get an
explicit determinant formula for all vertex algebras Wk(g, e−θ) (Theorem 7.2), which includes
as special cases all previously known determinant formulas for superconformal algebras (in the
“untwisted’ sector; the twisted sector will be treated in [KW5]).
The special cases of free field realization and determinant formulas for the Virasoro, N =
1, 2, 3, 4 and big N = 4 superconformal algebras are considered in Section 8. (Due to [FK]
these are all finite simple formal distribution Lie superalgebras which admit a central extension
containing a Virasoro subalgebra with a non-trivial center.)
In this paper we use some very simple homological arguments. The necessary general facts
about homology are collected in Section 3.
Our paper represents further development of the ideas of Feigin and Frenkel [FF1], [FF2],
[FB] who considered the very important case of the principal nilpotent element f , and of the
paper [BT], which treated the case when all eigenvalues of ad x are integers. In these works
the homology of the corresponding BRST complex is studied and many results of the present
paper are proved in the respective special cases, using similar methods. After the present paper
was send to the archive, we learned about the paper [ST] where a BRST complex similar to
ours is studied along similar lines, and the paper [BG] where free field realisations similar to
ours are established.
In a forthcoming paper [KW6] we shall develop the theory of characters of the vertex algebras
Wk(g, e−θ), building on [KW1] -[KW4] and [KRW].
Throughout the paper all vector spaces, algebras and tensor products are considered over
the field of complex numbers C, unless otherwise stated. We denote by Z, Z+ and N the sets
of all integers, all non-negative integers and all positive integers, respectively.
We wish to thank E. Frenkel for many insights, in particular, for providing a proof of
Lemma 3.2. We also wish to thank D. Vogan for a suggestion concerning anti-involutions.
1 The complex C(g, x, f, k) and the associated vertex algebra Wk(g, x, f)
We recall here, following [KRW] (see also [K5]), the construction of a vertex algebra Wk(g, x, f)
depending on a complex parameter k, via a differential complex C(g, x, f, k), associated to
a simple finite-dimensional Lie superalgebra g with a non-degenerate even supersymmetric
invariant bilinear form (. | .), and a pair x, f of even elements of g such that ad x is diagonalizable
on g with half-integer eigenvalues and [x, f ] = −f .
We have the eigenspace decomposition of g with respect to ad x:
(1.1) g = ⊕
j∈12Z
gj ,
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and we let:
(1.2) g+ = ⊕j>0gj , g− = ⊕j<0gj , g≤ = g0 ⊕ g− .
The element f defines a skew-supersymmetric even bilinear form 〈. | .〉ne on g1/2 by the formula:
(1.3) 〈a, b〉ne = (f |[a, b]) .
This bilinear form is non-degenerate if and only if the map
(1.4) ad f : g1/2 → g−1/2 is an isomorphism,
which we shall assume. Denote by g♮ the centralizer of f in g0. By (1.4) the g
♮-modules g1/2 and
g−1/2 are isomorphic. The bilinear form 〈. , .〉ne is invariant with respect to the representation
of g♮ on g1/2:
(1.5) 〈[v, a], b〉ne + (−1)p(v)p(a)〈a, [v, b]〉ne = 0 (v ∈ g♮, a, b ∈ g1/2) .
Denote by Ane the vector superspace g1/2 with the bilinear form (1.3). Denote by A (resp.
A∗) the vector superspace g+ (resp. g∗+) with the reversed parity, let Ach = A⊕A∗ and define
an even skew-supersymmetric non-degenerate bilinear form 〈. , .〉ch on Ach by
〈A,A〉ch = 0 = 〈A∗, A∗〉ch ,(1.6)
〈a, b∗〉ch = −(−1)p(a)p(b∗)〈b∗, a〉ch = b∗(a) for a ∈ A, b∗ ∈ A∗ .
Here and further, p(a) stands for the parity of an (homogeneous) element of a vector superspace.
Following [KRW], introduce the differential complex (C(g, x, f, k), d0), where C(g, x, f, k) is a
vertex algebra depending on a complex parameter k and d0 is an odd derivation of all products
of this vertex algebra, such that d20 = 0. We have:
(1.7) C(g, x, f, k) = Vk(g)⊗ F (g, x, f) ,
where Vk(g) is the universal affine vertex algebra of level k associated to g and
(1.8) F (g, x, f) = F (Ach)⊗ F (Ane ) ,
where F (Ach) (resp. F (Ane )) is the vertex algebra of charged (resp. neutral) free superfermions
based on Ach (resp. Ane ).
Recall that the vertex algebra Vk(g) is constructed using the Kac–Moody affinization of
g (cf. [K3]), which is the Lie superalgebra ĝ = g[t, t−1] ⊕ CK ⊕ CD with the commutation
relations (a, b ∈ g , m, n ∈ Z):
[atm, btn] = [a, b]tm+n +mδm,−n(a|b)K , [D, atm] = matm , [K, ĝ] = 0 .
Let ĝ′ = g[t, t−1] ⊕ CK be its derived algebra. Then Vk(g) = U(ĝ′)/U(ĝ′)(g[t] ⊕ C(K − k)),
as a left ĝ′-module. Here and further, U(p) stands for the universal enveloping algebra of the
Lie superalgebra p. Introduce the current attached to a ∈ g: a(z) =∑n∈Z(atn)z−n−1. Recall
that the λ-bracket of the currents is [aλb] = [a, b] + λ(a|b)k, a, b ∈ g. Then, by the existence
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theorem [K4], the space Vk(g) carries a unique vertex algebra structure such that the vacuum
vector |0〉 = 1, the infinitesimal translation operator T = − ddt , and Y (at−1|0〉, z) = a(z), a ∈ g.
Given a vector superspace A with an even skew-supersymmetric non-degenerate bilinear
form 〈. , .〉, the associated vertex algebra F (A) of free superfermions is defined by making use
of the Clifford affinization of A, which is the Lie superalgebra Â = A[t, t−1] + CK with the
commutation relations (a, b ∈ A , m, n ∈ Z):
[atm, btn] = δm,−n−1〈a, b〉K , [K, Â] = 0 .
Then F (A) = U(Â)/U(Â)(A[t]⊕C(K−1)), as a left Â-module. The free superfermion attached
to ϕ ∈ A is ϕ(z) =∑n∈Z(ϕtn)z−n−1, and the λ-bracket is: [ϕλψ] = 〈ϕ,ψ〉, ϕ, ψ ∈ A. Likewise,
F (A) carries a unique vertex algebra structure with |0〉 = 1, T = − ddt and Y (ϕt−1|0〉, z) = ϕ(z),
ϕ ∈ A.
The vertex algebra F (Ach) has the charge decomposition:
F (Ach) = ⊕m∈ZFm(Ach) , where charge ϕ(z) = − charge ϕ∗(z) = 1 for ϕ ∈ A , ϕ∗ ∈ A∗ .
Letting charge Vk(g) = 0, charge F (Ane ) = 0, this induces the charge decompositions:
(1.9) F (g, x, f) = ⊕m∈ZFm , C(g, x, f, k) = ⊕m∈ZCm .
In order to define the differential d0, choose a basis {uα}α∈Sj of each gj in (1.1), and let
S =
∐
j∈12Z
Sj , S+ =
∐
j>0 Sj . Let p(α) ∈ Z/2Z denote the parity of uα, and let mα = j if
α ∈ Sj . Define the structure constants cγαβ by [uα, uβ ] =
∑
γ c
γ
αβuγ (α, β, γ ∈ S). Denote by
{ϕα}α∈S+ the corresponding basis of A and by {ϕα}α∈S+ the basis of A∗ such that 〈ϕα, ϕβ〉ch =
δαβ . Denote by {Φα}α∈S+ the corresponding basis of Ane , and by {Φα}α∈S1/2 the dual basis
with respect to 〈. , .〉ne , i.e., 〈Φα,Φβ〉ne = δαβ . It will also be convenient to define Φu for any
u ∈∑α∈S cαuα ∈ g by letting Φu =∑α∈S1/2 cαΦα. Following [KRW], introduce the following
odd field of the vertex algebra C(g, x, f, k):
d(z) =
∑
α∈S+
(−1)p(α)uα(z)⊗ ϕα(z)⊗ 1− 1
2
∑
α,β,γ∈S+
(−1)p(α)p(γ)cγαβ ⊗ ϕγ(z)ϕα(z)ϕβ(z)⊗ 1
+
∑
α∈S+
(f |uα)⊗ ϕα(z)⊗ 1 +
∑
α∈S1/2
1⊗ ϕα(z)⊗ Φα(z) .
Then d0 := Res z d(z) is an odd derivation of all products of the vertex algebra C(g, x, f, k)
and d20 = 0, since by [KRW], Theorem 2.1, [d(z), d(w)] = 0. Also, d0(Cm) ⊂ Cm−1. Thus,
(C(g, x, f, k), d0) is a Z-graded homology complex. The homology of this complex is a vertex
algebra, denoted by Wk(g, x, f), and called the quantum reduction for the triple (g, x, f).
We shall often drop the tensor product sign ⊗, and also shall often drop z (for example we
write d in place of d(z), ∂a in place of ddza(z), etc.) if no confusion may arise.
The most interesting pair x, f satisfying (1.4) comes from an sℓ2-triple {e, x, f}, where
[x, e] = e, [x, f ] = −f , [e, f ] = x. In this case we have a stronger property: gf := {a ∈ g|[f, a] =
0} ⊂ g≤, or, equivalently,
(1.10) gf = ⊕j≤0gfj , where gfj = {a ∈ gj|[f, a] = 0} .
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This property is immediate by the sℓ2-representation theory. Since a nilpotent even element
f determines uniquely (up to conjugation) the element x of an sℓ2-triple (by a theorem by
Dynkin), we use in this case the notation C(g, f, k) for the complex and Wk(g, f) for the
quantum reduction. In fact, up to isomorphism, the vertex algebra Wk(g, f) depends obviously
only on the adjoint orbit of f in the even part of g. Note also that in this case the subalgebra
g
f
0 coincides with the centralizer of {e, x, f} in g.
Property (1.10) of the pair (x, f) will play an important role in the sequel. Note that this
property is equivalent to
(1.11) [f, gj ] = gj−1 if j ≤ 12 .
Indeed, [f, gj] 6= gj−1 for j ≤ 12 is equivalent to existence of a non-zero a ∈ g−j+1 such that
([f, gj ]|a) = 0, i.e., ([f, a]|gj) = 0, which is equivalent to a ∈ gf−j+1.
The pair (x, f) and the corresponding 12Z-gradation (1.1) are called good if one of the
equivalent properties (1.10) or (1.11) holds. In this case the g♮-modules g−1/2 and g1/2 are
isomorphic. Furthermore, we have the exact sequence of g♮-modules:
0→ gf → g− + g0 + g1/2 ad f−→ g− → 0 .
It follows that ad f induces the following isomorphism of g♮-modules:
(1.12) gf
∼−→ g0 ⊕ g1/2 .
One can find a detailed study and a classification of good gradations of simple Lie algebras
in [EK].
Remark 1.1. Property (1.11) for j = 0 gives: [g0, f ] = g−1. In particular, it follows that f lies
in the dense open orbit in g−1 of the algebraic group G0 0¯ whose Lie algebra is the even part
of g0. Thus, up to conjugacy, f is determined by x. Hence, instead of a good pair (x, f) one
may talk about a good semi-simple element x, defined by the properties that the eigenvalues
of ad x lie in 12Z and the centralizer of any element f from the open orbit of G0 0¯ in g−1 lies in
g≤.
2 Fields of the vertex algebra Wk(g, x, f)
The dual Coxeter number h∨, defined as the half of the eigenvalue of the Casimir operator on
g, is given by
(2.1) h∨ = (ρ|θ) + 12(θ|θ) ,
where ρ is the half of the difference of the sum of positive even roots and the sum of positive
odd roots of g, and θ is the highest root (for any choice of a set of positive roots).
Provided that k 6= −h∨, define the energy–momentum (or Virasoro) field
(2.2) L(z) = Lg(z) + ddzx(z) + L
ch(z) + Lne (z) .
Here
Lg = 12(k+h∨)
∑
α∈S
(−1)p(α) : uαuα :
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is the Sugawara construction, where {uα}α∈S is the dual basis, i.e., (uα|uβ) = δαβ ,
Lch = −
∑
α∈S+
mα : ϕ
α∂ϕα : +
∑
α∈S+
(1−mα) : (∂ϕα)ϕα : , Lne = 12
∑
α∈S1/2
: (∂Φα)Φα : .
The central charge of L(z) equals [KRW]:
(2.3) c(g, x, f, k) = k sdim gk+h∨ − 12k(x|x) −
∑
α∈S+
(−1)p(α)(12m2α − 12mα + 2)− 1/2 sdim g1/2 .
(Here and further sdim stands for the super-dimension of a super vector space.)
With respect to L(z) the fields ϕα (resp. ϕ
α) are primary of conformal weight 1 − mα
(resp. mα), the fields Φα are primary of conformal weight
1
2 , and the fields a(z) for a ∈ gj
have conformal weight 1− j and are primary unless j = 0 and (x|a) 6= 0. Furthermore, it was
shown in [KRW] that the field d(z) is primary of conformal weight 1, hence [dλL] = λd and
d0(L) = [dλL]|λ=0 = 0. Thus, the homology class of L defines the energy–momentum field of
Wk(g, x, f), which we again denote by L.
In order to construct some other fields of the vertex algebra Wk(g, x, f), for v ∈ g denote
by cαβ(v) the matrix of ad v in the basis {uα}α∈S , i.e., [v, uβ ] =
∑
α∈S c
α
β(v)uα. Given v ∈ gj ,
introduce the following field of conformal weight 1− j:
(2.4) J (v)(z) = v(z) +
∑
α,β∈S+
(−1)p(α)cαβ(v) : ϕα(z)ϕβ(z) : .
The fields J (v) will be the main building blocks for the vertex algebra Wk(g, x, f). They
obey the following λ-brackets [KRW]:
(2.5) [J (v)λJ
(v′)] = J ([v,v
′]) + λ(k(v|v′) + 12(κg(v, v′)− κg0(v, v′)))
if v ∈ gi, v′ ∈ gj and ij ≥ 0, where κg (resp. κg0) denotes the Killing form on g (resp. g0).
The following important formula is established via the λ-bracket calculus, using formulas
(2.4) from [KRW]:
d0(J
(v)) =
∑
β∈S+
([f, v]|uβ)ϕβ +
∑
β∈S+
(−1)p(v)(p(β)+1) : ϕβΦ[v,uβ ] :(2.6)
−
∑
β∈S+:
[v,uβ ]∈g≤
(−1)p(β)(p(v)+1) : ϕβJ ([v,uβ ]) : +
∑
β∈S+
(k(v|uβ) + strg+p+(ad v) (ad uβ))∂ϕβ ,
where p+ is the projection of g on g+.
Furthermore, introduce the following fields of conformal weight 1 and 32 for v ∈ g0 and
v ∈ g−1/2, respectively:
vne = (−1)
p(v)
2
∑
α∈S1/2
: ΦαΦ[uα,v] : (v ∈ g0)(2.7)
vne = − (−1)p(v)3
∑
α,β∈S1/2
: ΦαΦβΦ[uβ,[uα,v]] : (v ∈ g−1/2) .(2.8)
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Theorem 2.1. (a) For v ∈ g0 let J{v} = J (v) + vne . Then, provided that v ∈ g♮, we
have d0(J
{v}) = 0, hence the homology class of J{v} defines a field of the vertex alge-
bra Wk(g, x, f) of conformal weight 1.
(b) [LλJ
(v)] = (∂+(1− j)λ)J (v)+ δj0λ2(12strg+(ad v)− (k+h∨)(v|x)) if v ∈ gj , and the same
formula holds for J{v} if v ∈ g0.
(c) [J{v}λJ{v
′}] = J{[v,v
′]} + λ(k(v|v′) + 12(κg(v, v′) − κg0(v, v′) − κ1/2(v, v′))) provided that
v, v′ ∈ gf0 , where κ1/2 is the supertrace form of g0 on g1/2.
(d) For v ∈ g−1/2 let
G{v} = J (v) + vne +
∑
β∈S1/2
: J ([v,uβ ])Φβ :
−
∑
β∈S1/2
(k(v|uβ) + strg+(ad v) (ad uβ))∂Φβ .
Then provided that v ∈ gf−1/2, we have d0(G{v}) = 0, hence the homology class of G{v}
defines a field of the vertex algebra Wk(g, x, f) of conformal weight
3
2 . This field is pri-
mary.
(e) Provided that a ∈ g♮ and v ∈ gf−1/2, we have:
[J{a}λG{v}] = G{[a,v]} .
Proof. (a), (b) and (c) were proved in [KRW], Theorem 2.4, by making use of the λ-bracket
calculus. The proof of (d) and (e) is similar. In the calculation of the λ-bracket of L with
G{v} (v ∈ gf−1/2) we find: [LλG{v}] = (∂ + 32λ)G{v} + λ2
∑
α cαΦ
α , cα ∈ C. Since d0(L) = 0,
d0(G
{v}) = 0 and d0(Φα) = ϕα, we conclude that all cα = 0.
3 A digression to homology
In this section we collect some general facts about homology that will be used in the sequel.
Let V be a vector superspace with an odd endomorphism d such that d2 = 0, and let
H(V, d) = Ker d/ Im d denote the homology of the complex (V, d). The following well known
lemma is very useful.
Lemma 3.1 (Ku¨nneth lemma). Let (V, d) be a complex, and suppose that V = V1 ⊗ V2 and
d = d1⊗ 1+ 1⊗ d2. Then the canonical map H(V1, d1)⊗H(V2, d2)→ H(V, d) is a vector space
isomorphism.
The next lemma is probably well known too.
Lemma 3.2. Let g be a Lie superalgebra and let d be an odd derivation of g such that d2 = 0.
Extend d to an odd derivation of U(g). Then H := H(g, d) is a Lie superalgebra too and the
canonical homomorphism of U(H) to H(U(g), d) is an isomorphism of associative algebras. In
particular, if H = 0, then H(U(g), d) = C1.
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Proof. First, it follows from the Ku¨nneth lemma that
(3.1) H(Sn(g), d) = Sn(H(g)) for any n ∈ Z .
Indeed, by the Ku¨nneth lemma, (3.1) holds if S is replaced by T . But since the action of the
symmetric group Sn on g
⊗n commutes with the action of d, (3.1) holds too.
Next, consider the exact sequence of vector spaces:
0→ Un−1(g)→ Un(g)→ Sn(g)→ 0 ,
where {Un(g)}n is the increasing PBW filtration of U(g). This exact sequence induces a long
exact sequence of homology:
H(Sn(g), d)
δ−→ H(Un−1(g), d)→ H(Un(g), d)→ H(Sn(g), d) δ−→ H(Un−1(g) , d) ,
where δ is the boundary map. Recall the construction of δ. Take w ∈ H(Sn(g), d). By (3.1),
we can choose a representative w˜ of w, which is a polynomial in the closed elements of g. Take
the preimage ˜˜w of w˜ in Un(g) via the supersymmetrization map. Then the class of d ˜˜w lies in
H(Un−1(g), d) and we let δ(w) = d ˜˜w. But d ˜˜w = 0, hence δ = 0 and we have the exact sequence
0→ H(Un−1(g), d)→ H(Un(g), d)→ H(Sn(g), d)→ 0 .
By induction on n, this proves the lemma using (3.1).
Lemma 3.3. Let 0 → c → g˜ → g → 0 be an extension of Lie superalgebras and let d
be an odd derivation of g˜ such that d(c) = 0, so that d induces a derivation d of g, and
suppose that d(g˜) is contained in an ideal J of g˜ such that J ∩ c = 0. Let λ : c → C
be a Lie superalgebra homomorphism and let cλ ⊂ g˜ + C · 1 denote the subspace {c − λ(c)
|c ∈ c}. Then
H(U(g˜), d))/(cλ) = U(H(g˜, d))/(cλ) .
Proof. Include J in a complementary subspace g to c in g˜, choose a basis of J , extend it to a
basis of g and denote by U(g) the span of the PBW monomials in this basis. Then U(g) is a
d-invariant subspace of U(g) and we have a vector space decomposition: U(g˜) = U(c) ⊗ U(g).
Hence, by the Ku¨nneth lemma we have:
H(U(g˜), d) = U(c) ⊗H(U(g), d)( tensor product of vector spaces) ,
and the lemma follows.
Lemma 3.4. (a) Let R be a Lie conformal superalgebra with an odd derivation d (i.e., d[aλ b]
= [daλb] + (−1)p(a)[aλ db]) such that d2 = 0. Extend d to a derivation of the universal en-
veloping vertex algebra V (R). Then H := H(R, d) is a Lie conformal superalgebra too, and the
canonical homomorphism of its universal enveloping vertex algebra V (H) to H(V (R), d) is an
isomorphism of vertex algebras. In particular, if H = 0, then H(V (R), d) = C|0〉.
(b) Lemma 3.3 holds if we replace Lie superalgebras by Lie conformal superalgebras and
universal enveloping algebras by universal enveloping vertex algebras.
Proof. Since V (R) is identified with U(R−), where R− is the space R with the Lie superalgebra
bracket [a, b] =
∫ 0
−∂ [aλb] dλ [GMS], [BK], Lemma 3.4 follows from Lemmas 3.2 and 3.3.
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4 The structure of the vertex algebra Wk(g, x, f)
Denote by C+ the vertex subalgebra of the vertex algebra C(g, x, f, k) generated by the fields
ϕα and d0(ϕα) for all α ∈ S+. From [KRW], formula (2.4), we have:
d0(ϕα) =
{
J (uα) + (−1)p(α)Φα if α ∈ S1/2
J (uα) + (f |uα) if α ∈ S+\S1/2 .
Using this and [KRW], Lemma 2.1(a) we get
[d0(ϕα)λϕβ ] = (−1)p(α)
∑
γ
cαβ(uα)ϕγ .
It follows that
R =
∑
α∈S+
C[∂]ϕα +
∑
α∈S+
C[∂] d0(ϕα)
is closed under the λ-bracket and is d0-invariant. Hence we have a Lie conformal algebra
complex (R, d0), and the homology of this complex is obviously zero. It is also clear that C+ is
the universal enveloping vertex algebra of R. Applying Lemma 3.2, we obtain:
(4.1) H(C+, d0) = C|0〉 .
Next, denote by C− the vertex subalgebra of the vertex algebra C(g, x, f, k) generated by
the fields J (u) for all u ∈ g≤, the fields ϕα for all α ∈ S+ and the fields Φα for all α ∈ S1/2.
Then obviously we have:
(4.2) C(g, x, f, k) = C+ ⊗ C− (as vector spaces).
Recall that ([KRW], formula (2.4)):
d0(ϕ
α) = −12
∑
β,γ∈S+
(−1)p(α)p(β)cαβγϕβϕγ ,(4.3)
d0(Φβ) =
∑
α∈S1/2
〈uα, uβ〉neϕα , d0(Φβ) = ϕβ .(4.4)
It follows from formulas (2.6), (4.3) and (4.4) that C− is d0-invariant. Hence by the Ku¨nneth
lemma, (4.1) and (4.2) imply
(4.5) Wk(g, x, f, k) = H(C−, d0) .
Now we can state and prove the main theorem on the structure of the vertex algebra
Wk(g, x, f).
Theorem 4.1. Let g be a simple finite-dimensional Lie superalgebra with an invariant bilinear
form (. | .), and let x, f be a pair of even elements of g such that ad x is diagonalizable with
eigenvalues in 12Z and [x, f ] = −f . Suppose that all eigenvalues of ad x on gf are non-positive:
gf = ⊕j≤0gfj . Then
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(a) For each a ∈ gf−j(j ≥ 0) there exists a d0-closed field J{a} in C− of conformal weight
1 + j (with respect to L) such that J{a} − J (a) is a linear combination of normal ordered
products of the fields J (b), where b ∈ g−s, 0 ≤ s < j, the fields Φα, where α ∈ S1/2, and
the derivatives of these fields.
(b) The homology classes of the fields J{ai}, where a1, a2, . . . is a basis of gf compatible with its
1
2Z-gradation, strongly generate the vertex algebra Wk(g, x, f) and obey the PBW theorem
(see Remark 4.2 below).
(c) H0(C(g, x, f, k), d0) =Wk(g, x, f) and Hj(C(g, x, f, k), d0) = 0 if j 6= 0.
Proof. Define an ascending vertex algebra fltration of C− by the following relations:
deg |0〉 = 0 , deg T = 0 , deg J (v) = j + 12 if v ∈ g−j (j ∈ 12Z+) ,
degΦα = 0 (α ∈ S1/2) ,degϕα = j − 12 if uα ∈ gj (j > 0) .
The differential d0 of C− induces the following differential of the associated graded vertex
algebra GrC−:
(4.6) d1(J
(v)) =
∑
β∈S+
([f, v]|uβ)ϕβ , d1(ϕα) = 0 , d1(Φα) = ϕα , d1(|0〉) = 0 .
Since the pair (x, f) is good, by (1.11), for each r ≥ 1, r ∈ 12Z, we can choose elements uα ∈ g1−r
(α ∈ Sr) such that
(4.7) (f |[uα, uβ]) = δαβ for all α, β ∈ Sr .
Note that
(4.8) g≤ =
∑
α∈S+\S1/2
Cuα ⊕ gf≤ .
Then we have from (4.6):
(4.9) d1(J
(uα)) = ϕα , α ∈ S+\S1/2 .
Note that GrC− is the universal enveloping vertex algebra of the Lie conformal algebra
(4.10) R˜ =
∑
v∈g≤
C[∂]J (v) +
∑
α∈S+
C[∂]ϕα +
∑
α∈S1/2
C[∂]Φα + C|0〉 ,
divided by the ideal generated by |0〉 − |0〉Gr (where all λ-brackets vanish, except between the
Φα’s). It follows from (4.6), (4.8), (4.9) and Lemma 3.4(b) that the vertex algebra H(GrC− , d1)
is strongly generated by the elements J (v), v ∈ gf≤.
Note that this first term of the spectral sequence is concentrated in zero charge, and since
the corresponding differential and all higher differentials change charge by −1, we conclude that
the spectral sequence converges to H(GrC− , d1).
11
Note also that d1 preserves the conformal weights, i.e., the eigenvalues of L0. Since the
eigenspaces of L0 on C− are finite-dimensional, the complex C− is locally finite. Hence the
spectral sequence converges to the associated graded vertex algebra of H(C− , d0).
Hence, given a ∈ gf−j (j ∈ Z+) the field J (a) can be extended to a closed field J{a} with
respect to d0, of the form:
(4.11) J{a} = J (a) + (finite sum of lower degree terms) .
By the charge considerations, the lower degree terms do not involve the fields ϕα, and hence
they are linear combinations of normally ordered products of the fields J (b), Φα, and their
derivatives. This proves (a). The statement (b) follows from (a) by applying the Ku¨nneth
lemma (to (4.2)) and (4.1). The statement (c) follows from (b).
Remark 4.1. Since the exact elements of the complex (C− , d0) have obviously strictly negative
charge, the vertex algebra Wk(g, x, f) is a subalgebra of the vertex algebra C(g, x, f, k), which
consists of d0-closed charge 0 elements of C− (i.e. the complex has the so called formality
property). Using this, one can compute the elements J{a} recursively. It is easy to see that for
a given a ∈ gfj the solution is unique if j = 0 or −1/2. However, for j ≤ −1 the solution is
not unique, except for the following cases: j = −1 and gf0 = 0; j is a negative half-integer and
dim gj = dim g−1/2 .
Remark 4.2. Write each field J{ai} in the form J{ai}(z) =
∑
n∈Z−∆i J
{i}
n z−n−∆i , where ∆i is
the conformal weight. Then the property that the J{ai} strongly generate the vertex algebra
Wk(g, x, f) means that the monomials,
(4.12) (J
{i1}
−m1)
b1(J
{i2}
−m2)
b2 . . . (J
{is}
−ms)
bs |0〉 where bi ∈ Z+ , bi ≤ 1 if ai is odd, and mi > ∆i − 1 ,
span this vertex algebra. The property that they obey the PBW theorem means that the
monomials (4.12), where the sequence of pairs (i1,m1), (i2,m2), . . . is decreasing in the lexico-
graphical order, form a basis of Wk(g, x, f).
5 The structure of vertex algebras Wk(g, e−θ), associated to minimal grada-
tions.
A 12Z-gradation of the Lie superalgebra g is called minimal if it has the form
(5.1) g = g−1 ⊕ g−1/2 ⊕ g0 ⊕ g1/2 ⊕ g1
and satisfies the following additional properties:
(a) g1 = Ce and g−1 = Cf , where e and f are even non-zero elements,
(b) (5.1) is the eigenspace decomposition with respect to ad x, where x = [e, f ].
Since {e, x, f} is an sℓ2-triple, the minimal gradation is determined, up to conjugation, by
the nilpotent element f . Note that g♮ is the centralizer of this triple, and we have:
(5.2) g♮ = {a ∈ g0|(x|a) = 0} , gf = g−1 + g−1/2 + g♮ .
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Choose a Cartan subalgebra h of the even part of g0. Then h is a Cartan subalgebra of the
even part of g and x ∈ h, so that h♮ := {h ∈ h|(x|h) = 0} is the Cartan subalgebra of the even
part of g♮. In particular, we have
(5.3) h = h♮ ⊕ Cx .
Let ∆ ⊂ h∗ be the set of roots of h in g. Choose a subset of positive roots ∆+ ⊂ ∆ such
that α(x) ≥ 0 if α ∈ ∆+, and let θ be the highest root. Hence e = eθ and f = e−θ are root
vectors attached to θ and −θ.
It follows from the classification of simple finite-dimensional Lie superalgebras [K1] that such
a Lie superalgebra g carries a non-degenerate even supersymmetric invariant bilinear form and is
not a Lie algebra iff g is isomorphic to sℓ(m|n)/δm,nCI (m,n ≥ 1, (m,n) 6= (1, 1)) , osp(m|n) =
spo(n|m) (m ≥ 1 , n ≥ 2 even ), D(2, 1; a), F (4), G(3) or H(n) (n ≥ 6 even ). It is easy to
see that in the case of H(n) the gradation (5.1) corresponding to e−θ has dim g±1 ≥ 2, hence
does not satisfy (a). In all the remaining cases the even part of g is reductive. Thus, θ is
the highest root of one of the simple components of the even part of g (which is g if g is a
simple Lie algebra), and therefore the adjoint orbit of e (which coincides with that of f) in this
simple component is the unique non-zero nilpotent orbit of minimal dimension in this simple
component.
Conversely, if θ is an even highest root of g for some ordering of the set of roots, choosing a
root vector e ∈ g0 and embedding e in an sℓ2-triple {e, x, f}, we obtain a minimal 12Z-gradation
given by the eigenspaces of ad x. Thus, up to conjugation, minimal 12Z-gradations of g are
classified by simple components of the even part of g whose highest root can be made a highest
root of g for some ordering of ∆. It is easy to see, using the description of ∆ in [K1], that this
is always possible except when g = osp(3|n) and the simple component of its even part is so3.
We normalize the invariant bilinear form on g by the condition (θ|θ) = 2. This determines
uniquely the Casimir operator of g and hence its eigenvalue 2h∨ on g. The number h∨ is called
the dual Coxeter number of the gradation (1.1). We shall identify h with h∗ using this form.
Then we have: x = θ/2.
Since [e, f ] = 12θ, we obtain (e|f) = 12 , and since [a, b] ∈ Ce for a, b ∈ g1/2, we get
(5.4) [a, b] = 2〈a, b〉ne e (a, b ∈ g1/2) .
Since in general [KW3]
(5.5) strg(ad a)(ad b) = 2h
∨(a|b) , a, b ∈ g ,
and (x|x) = 1/2, we conclude by letting a = b = x in (5.5) that
(5.6) sdim g1/2 = 2h
∨ − 4 .
(Note that this equality means that sdim [g, e] = 2h∨ − 2.)
The above discussion gives a complete list of minimal gradations of g, along with g♮, h∨ and
the description of the g♮-module g1/2 (≃ g∗−1/2), which is given below (cf. [FL], [KRW]):
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I. g is a simple Lie algebra:
g g♮ g1/2 h
∨ g g♮ g1/2 h∨
sℓn (n ≥ 3) gℓn−2 Cn−2 ⊕ Cn−2∗ n F4 sp6 Λ30C6 9
son (n ≥ 5) sℓ2 ⊕ son−4 C2 ⊗ Cn−4 n− 2 E6 sℓ6 Λ3C6 12
spn (n ≥ 2) spn−2 Cn−2 n2 + 1 E7 so12 spin12 18
G2 sℓ2 S
3
C
2 4 E8 E7 56− dim 30
II. g is not a Lie algebra, but g♮ is and g1/2 is purely odd (m ≥ 1):
g g♮ g1/2 h
∨ g g♮ g1/2 h∨
sℓ(2|m) (m 6= 2) gℓm Cm ⊕ Cm∗ 2−m D(2, 1; a) sℓ2 ⊕ sℓ2 C2 ⊗ C2 0
sℓ(2|2)/CI sℓ2 C2 ⊕ C2 0 F (4) so7 spin7 −2
spo(2|m) som Cm 2− m2 G(3) G2 7− dim −32
osp(4|m) sℓ2 ⊕ spm C2 ⊗Cm 2−m
III. g and g♮ are not Lie algebras (m,n ≥ 1):
g g♮ g1/2 h
∨
sℓ(m|n) (m 6= n,m > 2) gℓ(m− 2|n) Cm−2|n ⊕ Cm−2|n∗ m− n
sℓ(m|m)/CI(m > 2) sℓ(m− 2|m) Cm−2|m ⊕ Cm−2|m∗ 0
spo(n|m) (n ≥ 4) spo(n− 2|m) Cn−2|m n−m2 + 1
osp(m|n) (m ≥ 5) osp(m− 4|n)⊕ sℓ2 Cm−4|n ⊗ C2 m− n− 2
F (4) D(2, 1; 2)
1◦←⊗→ ◦ (6|4) − dim 3
G(3) osp(3|2) −3⊗=⇒1◦ (4|4) − dim 2
Now we turn to a more detailed description of the vertex algebras Wk(g, e−θ) corresponding
to minimal gradations of g. First, note that the central charge of the Virasoro field L(z) defined
by (2.2) is given by the following formula (we use (5.6) here):
(5.7) c(g, e−θ, k) =
k sdim g
k + h∨
− 6k + h∨ − 4 .
Note that
(5.8) sdim g = sdim g♮ + 2 sdim g1/2 + 3 = sdim g
♮ + 4h∨ − 5 .
Let Ω0 be the Casimir operator of g0 for the bilinear form (. | .) restricted to g0. Since the g0-
module g−1/2 (andg1/2) is either irreducible or is a direct sum of two contragredient modules,
Ω0 has only one eigenvalue on g−1/2 (equal that on g1/2), which we denote by h1/2.
Lemma 5.1. h1/2 = h
∨ − 1.
Proof. Let Sj ⊂ ∆ denote the set of roots of h in gj and let ρ0 = 12
∑
α∈∆+∩S0(−1)p(α)α. Then
we have:
(5.9) 2ρ = 2ρ0 +
∑
α∈S1/2
(−1)p(α)α+ θ .
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It follows from (5.4) and the non-degeneracy of the form 〈. , .〉ne , that
(5.10) α ∈ S1/2 iff θ − α ∈ S1/2 .
Let µ ∈ S1/2. Then, by (5.9), (5.10) and (5.6) we have:
2(µ|ρ) = 2(µ|ρ0) + 12
∑
α∈S1/2
(−1)p(α)((µ|α) + (θ − µ|α)) + (µ|θ)
= 2(µ|ρ0) + 12 sdim g1/2 + 1 = 2(µ|ρ0) + h∨ − 1 .
Thus, we obtain
(5.11) 2(µ|ρ− ρ0) = h∨ − 1 .
Let Ω =
∑r
i=1 h
ihi + 2ρ + 2
∑
α∈∆+ e−αeα (resp. Ω0 =
∑r
i=1 h
ihi + 2ρ0 + 2∑
α∈∆+∩S0 e−αeα) be the Casimir operator of g (resp. of g0), where (eα|e−α) = 1, (hi|hj) = δij .
We have:
Ω = 2(ρ− ρ0) + Ω0 + 2
∑
α∈S1/2
e−αeα + 2e−θeθ ,
hence
2h∨eµ = Ωeµ = 2(ρ− ρ0|µ)eµ + h1/2eµ + 2[eµ−θ, [eθ−µ, eµ]] .
Hence, using (5.11), we get:
h∨eµ = (h1/2 − 1)eµ + 2[eµ−θ, [eθ−µ, eµ]] .
But the second summand on the right is aeµ, where a = c
θ
θ−µ,µc
µ
µ−θ,θ. Hence, it remains to
show that a = 1. We have:
aeθ = [eθ−µ, [eµ−θ , eθ]] = [[eθ−µ, eµ−θ], eθ] = (θ|θ − µ)eθ = eθ, hence a = 1 .
We denote by h∨0,i the dual Coxeter number of the i
th simple component g♮i of g
♮ with
respect to the bilinear form (.|.) restricted to g♮i . We have the following more precise version of
Theorems 2.1 and 4.1 in the case of a minimal gradation.
Theorem 5.1. (a) All the fields J{a}(z), a ∈ g♮, and G{v}(z), v ∈ g−1/2, (see Theorem 2.1),
are primary fields of the vertex algebra Wk(g, e−θ) of conformal weight 1 and 32 , respec-
tively.
(b) The fields J{a}(z), a ∈ g♮, G{v}(z) (v ∈ g−1/2) and L(z) strongly generate the vertex
algebra Wk(g, e−θ).
(c) Let {uα}α∈S0 be the dual basis to {uα}α∈S0 , i.e., (uα|uβ) = δαβ , α, β ∈ S0. Then we have
the following equality in Wk(g, e−θ):
L = − 1
k + h∨
(
J (f) +
∑
α∈S1/2
(−1)p(α)ΦαJ ([f,uα])
−12
∑
α∈S0
(−1)p(α) : J (uα)J (uα) : −12(k + h∨)
∑
α∈S1/2
: ∂ΦαΦα : −(k + 1)∂J (x)
)
.
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(d) [J{a}λJ{b}] = J{[a,b]} + λ((k + 12h
∨)(a|b) − 14κg0(a, b)), and [J{a}λG{v}] = G{[a,v]}.
(e) [G{u}λG{v}] = −2(k + h∨)(e|[u, v])L + (e|[u, v])
∑
α∈S♮ : J
{uα}J{uα} :
+
∑
γ∈S1/2
: J{[u,u
γ ]♮}J{[uγ ,v]
♮} : +2(k + 1)(∂ + 2λ)J{[[e,u],v]
♮}
+λ
∑
γ∈S1/2
J{[[u,u
γ ],[uγ ,v]]♮} + λ
2
3 c(u, v)
where
c(u, v) = (e|[u, v])(−(k + h∨)c(k) + (k + h∨2 ) sdim g♮ − 12
∑
i
h∨0,i sdim g
♮
i)
+
∑
γ∈S1/2
c′([u, uγ ]♮ , [uγ , v]♮) ,
c′(a, b) = k(a|b) + 12strg+(ad a)(ad b)
= (k + h
∨
2 )(a|b) − 14κg0(a, b) + 14strg+ ad ([a, b])(a, b ∈ g0) .
Here the superscript ♮ denotes the orthogonal projection of g0 on g
♮, uα and u
α (resp. uγ and
uγ) are bases of g♮ (resp. g1/2) such that (uα|uα′) = δαα′ (resp. 〈uγ , uγ′〉ne = δγγ′).
Proof. The claim (a) for the fields J{a} was proved in [KRW], and for the fields G{v} in Theo-
rem 2.1(d).
In order to prove (b), it suffices to show, in view of Theorem 4.1, that L can be written in
the form const.J{f} (described in Theorem 4.1(a)). From [KRW], formula (2.4), we have:
d0(ϕθ) = e+
1
2 , d0(f) =
∑
α∈S+
γ∈S
(−1)p(α)p(γ)cγα,−θ : eγϕα : +12k∂ϕθ .
Since cγα,−θ 6= 0 only if γ < θ, we see that : ef : + : fe : is homologous to −f + · · · . Here and
below · · · signify a linear combination of normal ordered products of fields of conformal weight
< 2. Hence, by the Sugawara construction, Lg := 1k+h∨ (: ef : + : fe : + · · · ) is homologous
to − 1k+h∨f + · · · . In view of Theorem 4.1, this proves (b). The statement (c) is obtained by
solving the system of equations (4.12) for a = − 1k+h∨f and inserting the solution in (4.11). We
use Lemma 5.1 in this calculation. (d) follows from Theorem 2.1(c). (e) is obtained by a very
long, but a straightforward λ-bracket calculation.
Remark 5.1. Let u ∈ gj , v ∈ g−j. Then we have
strg−(ad u)(ad v) = strg+(ad u)(ad v)− strg+ ad [u, v],(5.12)
strg+(ad u)(ad v) =
1
2(κg(u, v) − κg0(u, v) + strg+ ad [u, v]) .(5.13)
Formula (5.12) follows by a simple computation from the formulas strg+A+ =
∑
α∈S+(−1)p(α)
(A+uα|uα), strg−A− =
∑
α∈S+(−1)p(α) (uα|A−uα), where A± ∈ End g±, and uα, uα are dual
bases of g+ and g− : (uα|uβ) = δαβ . Formula (5.13) is immediate from (5.12).
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Likewise, we have strg0(ad v)(ad u) = (Ω0v|u). Hence
(5.14) strg0(ad v)(ad u) = h1/2(v|u) if u ∈ g1/2 , v ∈ g−1/2 .
Since [v, u] = [v, u]♮ - (v|u)x, u ∈ g1/2, v ∈ g−1/2, where the superscript ♮ denotes the
orthogonal projection of g0 on g
♮,we obtain, using (5.6):
(5.15) strg+ ad [v, u] = −(v|u)(h∨ − 1) .
It follows from (5.13), (5.14), (5.15) and Lemma 5.1 that in the case of Wk(g, e−θ) the last term
in the formula for G{v} in Theorem 2.1 is equal to
−(k + 1)
∑
β∈S1/2
(v|uβ)∂Φβ = 2(−1)p(v)(k + 1)∂Φ[e,v] .
Remark 5.2. If κg0(a, b) = 2h
∨
0 (a|b) for all a, b ∈ [g♮, g♮], in particular, if [g♮, g♮] is simple, we
have the following relation:
2 + h1/2 sdim g1/2 = h
∨ sdim g0 − h∨0 sdim [g♮, g♮] ,
which is obtained by calculating strg+Ω0 using (5.12). This relation allows one to compute h
∨
0 .
Note also that in this case we have u, v ∈ g−1/2:
(a)
∑
γ∈S1/2 c
′([u, uγ ]♮, [uγ , v]♮) = (e|[u, v])(k + h
∨−h∨0
2 )(sdim g1/2 + 1),
(b) c(u, v) = −(e|[u, v]){(k + h∨)c(k) − (k + h∨−h∨02 )(sdim g0 + sdim g1/2)}.
It turns out that the dual Coxeter numbers h∨0,i for g from Table I are equal to the usual Coxeter
numbers of the Lie algebras g♮i (as in Table I), except for g = G2, in which case g
♮ = sℓ2 and
h∨0 = 2/3. For Tables II and III the numbers h
∨
0,i are given in Table H0.
Table H0
g
sℓ(m|n)
m 6=n sℓ(m|m)/CI
spo(n|m)
(n,m)6=(2,4) osp(4|n)
osp(m|n)
m≥5 F (4) G(3) F (4) G(3)
g
♮
i sℓ(m− 2|n) sℓ(m− 2|m) spo(n− 2|m)
sℓ2
spn
sℓ2
osp(m−4|n) so7 G2 D(2, 1; a) osp(3|2)
h∨
0,i m− n− 2 −2 (n−m)/2
2
−1−n/2
2
m−n−6 −10/3 −3 0 −2/3
Theorem 5.1 implies a “free field realization” of all vertex algebras Wk(g, e−θ). In order to
state the result, recall the 2-cocycle αk on g0[t, t
−1] (cf. (2.5) and (5.5)):
(5.16) αk(at
m, btn) = mδm,−n((k + h∨)(a|b) − 12κg0(a, b)) .
Let ĝ0 = g0[t, t
−1] + C1 be the affine Lie superalgebra corresponding to this cocycle (a, b ∈
g0 , m, n ∈ Z):
[atm, btn] = [a, b]tm+n + αk(at
m, btn)1 ,
and let Vαk(g0) be the corresponding universal affine vertex algebra.
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Theorem 5.2. The following formulas define a vertex algebra homomorphism of Wk(g, e−θ) to
Vαk(g0)⊗ F (Ane ):
J{a} 7→ a+ (−1)
p(a)
2
∑
α∈S1/2
: ΦαΦ[uα,a] : (a ∈ g♮),
G{v} 7→
∑
α∈S1/2
: [v, uα]Φ
α : −(k + 1)
∑
α∈S1/2
(v|uα)∂Φα
−(−1)
p(v)
3
∑
α,β∈S1/2
: ΦαΦβΦ[uβ,[uα,v]] : (v ∈ g−1/2) ,
L 7→ 1
2(k + h∨)
∑
α∈S0
(−1)p(α) : uαuα : + k + 1
k + h∨
∂x+
1
2
∑
α∈S1/2
: ∂ΦαΦα : .
Proof. Let ĝ≤ be the affine superalgebra associated to the Lie superalgebra g≤ and the 2-
cocycle αk on g≤[t, t−1] extended from g0[t, t−1] to g≤[t, t−1] trivially. Theorems 2.1 and 5.1
give us a realization of the vertex algebra Wk(g, e−θ) as a subalgebra of the vertex algebra
Vαk(g≤) ⊗ F (Ane ). The realization given by Theorem 5.2 is given by the homomorphism of
Vαk(g≤)⊗F (Ane ) to Vαk(g0)⊗F (Ane ) induced by the canonical homomorphism g≤ → g0. (We
use also Remark 5.1 to simplify a coefficient in G{v}.)
Remark 5.3. Replacing Vαk(g0) and F (Ane ) in Theorem 5.2 by their twisted versions, we obtain
free field realizations of twisted superconformal algebras, in particular, the Ramond sector (see
[KW5] for details).
6 Highest weight modules over Wk(g, x, f)
Let V be a vertex algebra with a conformal vector ν, that is the field Y (ν, z), corresponding to
ν, is of the form Y (ν, z) =
∑
n∈Z Lnz
−n−2, where the Ln form a representation of the Virasoro
algebra with central charge c, L−1 coincides with the infinitesimal translation operator and L0 is
diagonalizable on V [K4]. If a ∈ V is an eigenvector of L0 with eigenvalue = conformal weight
∆(a), one writes Y (a, z) =
∑
n∈Z−∆(a) anz
−n−∆(a). Recall [K4] that one has the following
commutator formula for Y (a, z) and Y (b, w):
(6.1) [am, bn] =
∑
j∈Z+
(
∆(a) +m− 1
j
)
(a(j)b)m+n ,
where ∆(a) is the conformal weight of a and a(j)b is the j
th product in V . In particular,
(6.2) [L0 , an] = −nan .
Recall that a V -module is a vector spaceM and a collection of EndM -valued fields {YM (a, z)
=
∑
n∈Z−∆(a) a
M
n z
−n−∆(a)}a∈V , such that the following properties hold:
(M1) YM (|0〉, z) = IM , i.e., |0〉Mn = δn,0,
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(M2) YM (L−1a, z) = ddzY
M (a, z), i.e., (L−1a)Mn = −(n+∆(a))aMn ,
(M3) YM (a(−1)b, z) =: YM (a, z)Y M (b, z) :,
(M4) [aMm , b
M
m ] =
∑
j∈Z+
(∆(a)+m−1
j
)
(a(j)b)
M
m+n (cf. (6.1)),
(M5) LM0 is diagonalizable on M with eigenvalues bounded below.
Suppose that V is strongly generated by a collection of fields {J{i}(z) = ∑m∈Z−∆(i)
J
{i}
m z−m−∆(i)}i∈I , where J{i} has conformal weight ∆(i) ∈ R. Then by (6.1), we have:
(6.3) [J{i}m , J
{j}
n ] =
∑
~s,~t
cijm,n(~s,~t)J
{s1}
t1
J
{s2}
t2
. . . ,
where the sum is finite and for each term of this sum we have:
(6.4) tr ∈ Z−∆(sr) ,
∑
r
tr = m+ n and t1 ≤ t2 ≤ . . . .
Denote by A the unital associative superalgebra on generators J{i}m (i ∈ I,m ∈ Z −∆(i))
and defining relations (6.3). Let A˜−, A˜+ and A˜0 be the subalgebras of A generated by the J{i}m
with m < 0, m > 0 and m = 0, respectively. It follows from (M4) that any V -module M is an
A-module. It follows from (6.3) and (6.4) that
(6.5) A = A˜−A˜0A˜+ .
By (6.2), L0 lies in the center of A˜0, hence each eigenspace of L0 in M carries a representation
of A˜0.
Denote by A0 the unital associative superalgebra on generators J{i}0 (i ∈ I) and the defining
relations (cf. (6.3)):
(6.6) [J
{i}
0 , J
{j}
0 ] =
∑
~s
cij00(~s, 0)J
{s1}
0 J
{s2}
0 . . . .
It is clear from (6.3), (6.4) and (6.5) that the representation of A˜0 in the eigenspace of LM0
with the minimal eigenvalue induces a representation of the associative superalgebra A0.
The proof of the following theorem is immediate from the above remarks.
Theorem 6.1. Let M be an irreducible V -module. Then the representation of A0 in the
eigenspace of LM0 with the minimal eigenvalue is irreducible, and this representation uniquely
determines M .
Example 6.1. Let V = Wk(g, e−θ). Recall (Theorem 5.1) that V is strongly generated by L,
primary fields J{a} (a ∈ g♮) of conformal weight 1 and primary fields G{v} (v ∈ g−1/2) of con-
formal weight 3/2. The fields G{v} obviously do not contribute to A0, and, by Theorem 2.1(c),
relation (6.6) is simply [J
{a}
0 , J
{b}
0 ] = J
{[a,b]}
0 . Hence
A0 = U(g♮)⊗ C[L0] ≃ U(g0) .
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Recall that, given a restricted ĝ-module P of level k (i.e., K = k IP ), one constructs the
associated C(g, x, f, k)-module
C(P ) = P ⊗ F (g, x, f)
with the differential dP0 = Res z d
C(P )(z). The homology H(P ) of the complex (C(P ), dP0 ) with
the induced charge decomposition (by setting chargeP = 0) is a direct sum of Wk(g, x, f)-
modules:
H(P ) = ⊕j∈ZHj(P ) .
Thus we get a functor from the category of restricted ĝ-modules to the category of Z-graded
Wk(g, x, f)-modules [FF2], [FKW], [KRW].
Let P0 be a g-module on which x is a diagonalizable and U(g+) is locally finite (for example,
a Verma module over g). Extend P0 to a g[t] + CD + CK-module by letting D and gt
n for
n ≥ 1 act trivially, and K = kIP0 . The induced ĝ-module
(6.7) P = U(ĝ)⊗U(g[t]+CD+CK) P0
is called a generalized Verma module over ĝ. (For example, if P0 is a Verma module over g,
then P is a Verma module over ĝ.)
Theorem 6.2. Suppose that (x, f) is a good pair (i.e., (1.10) holds) and that P is a generalized
Verma module over ĝ. Then
Hj(P ) = 0 if j 6= 0 .
Proof. We have:
C(P ) = C(g, x, f, k) ⊗ P0
with the following action of the differential:
(6.8) dP0 (a⊗ v) = d0(a)⊗ v + (
∑
n∈Z
∑
α∈S+
(−1)p(α)ϕα(n−1) ⊗ uα(−n))(a⊗ v) ,
where a ∈ C(g, x, f, k), v ∈ P0.
Recall that we have decomposition (4.2) of the complex C(g, x, f, k), hence
(C(P ), dP0 ) = (C+, d0)⊗ (C− ⊗ P0, dP0 )
is a decomposition of complexes. Hence by (4.1) and the Ku¨nneth lemma, we need to prove
(6.9) Hj(C− ⊗ P0, dP0 ) = 0 if j 6= 0 .
We extend the filtration of C−, introduced in the proof of Theorem 4.1, to the complex
(C− ⊗ P0, dP0 ) by letting
deg v = −j if v ∈ P0 andπ(x)v = jv .
Then the differential dP0 induces the differential d
P
1 = d1 ⊗ 1 on Gr(C− ⊗ P0). Hence it follows
from the proof of Theorem 4.1 that Hj(C−⊗P0 , dP1 ) = 0 if j 6= 0. Also the bicomplex C−⊗P0
is locally finite since P0 is a locally finite U(g+)-module. Hence the spectral sequence converges
to the homology of (C− ⊗ P , dP0 ) and (6.9) holds.
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Let h♮ be a maximal diagonalizable subalgebra of the even part of g♮, and include h♮ in a
Cartan subalgebra h of the even part of g0. Let ∆j ⊂ h∗ be the set of roots of h in gj and
let ∆0+ be a subset of positive roots of ∆0. Then h is a Cartan subalgebra of the even part
of g and ∆ =
∐
j ∆j is the set of roots of h in g, ∆+ := ∆0+
∐
(
∐
j>0∆j) being the subset of
positive roots. Denoting by n0+, n0−, n+ and n− the sum of all root spaces corresponding to
∆0+, −∆0+, ∆+ and −∆+, we obtain the triangular decompositions:
(6.10) g = n− ⊕ h⊕ n+ g0 = n0− ⊕ h⊕ n0+ .
Recall that a Verma module over g with highest weight λ ∈ h∗ is the module U(g)⊗U(h+n+)
Cvλ, where Cvλ is a 1-dimensional h+ n+-module such that n+vλ = 0 and hvλ = λ(h)vλ for all
h ∈ h.
Let ĥ = h+CK+CD be the Cartan subalgebra of ĝ. We extend the bilinear form (. | .) from
h to ĥ by letting (h|CK + CD) = 0, (D|D) = (K|K) = 0, (K|D) = (D|K) = 1, and identify
ĥ with ĥ∗ using this form. Given k, we extend λ ∈ h∗ to λ̂ ∈ ĥ∗ letting λ̂|h = λ, λ(K) = k,
λ(D) = 0.
A Verma module over ĝ with highest weight λ̂ of level k is a generalized Verma module (6.7)
for which P0 is a Verma g-module with highest weight λ. Any quotient of a Verma ĝ-module
with highest weight λ̂ is called a highest weight ĝ-module.
Recall that the Euler–Poincare´ character of the Z-gradedWk(g, x, f)-moduleH(P ) is defined
by:
chH(P )(h) =
∑
j∈Z
(−1)jtrHj(P )qL0eJ
{h}
0 , h ∈ h♮ .
As usual, we define the character of a ĝ-module P by chP (H) = trP e
H , where H ∈ ĥ. We let,
as usual, ρ̂ = h∨D + ρ. Let P be a highest weight ĝ-module with highest weight λ̂ of level k.
Due to [KRW] (see Remark 3.1 there), we have the following formula for chH(P ) in terms of
chP :
chH(P )(h) =
q
(λ̂|λ̂+2ρ̂)
2(k+h∨)∏∞
j=1(1− qj)dimh
R̂ chP (2πi(−τD − τx) + h)(6.11)
×
∞∏
n=1
(
∏
α∈∆0+
(1− s(α)qn−1e−α(h))−s(α)(1− s(α)qneα(h))−s(α)
∏
α∈∆1/2
(1− s(α)qn− 12 eα(h))−s(α)) ,
where R̂ is the Weyl denominator for ĝ, s(α) = (−1)p(α), q = e2πiτ , h ∈ h♮.
Now we shall define a Verma module over the vertex algebra Wk(g, x, f), assuming that
the pair (x, f) is good. The isomorphism (1.12) and the triangular decomposition (6.10) of g0
induce the following decomposition of gf as h♮-modules:
(6.12) gf = n0− ⊕ h⊕ n0+ ⊕ g1/2 ,
compatible with the gradation (1.10).
Example 6.2. In the case of a minimal gradation we have g♮ = n0−⊕ h♮⊕ n0+ and h = h♮+Cx,
so that the decomposition (6.12) is identified with (5.2) via the identification of x with f and
g1/2 with g−1/2 given by ad f .
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Choose a basis {ai|i = 1, . . . , s} of gf compatible with the decomposition (6.12), the root
space decomposition with respect to h♮ of (6.12) and the gradation (1.10). Let J{ai}(z) =∑
n∈Z−∆(i) J
{i}
n z−n−∆(i) be the field ofWk(g, x, f) corresponding to ai (given by Theorem 4.1a).
Recall that the conformal weight ∆(i) = 1 + j if ai ∈ g−j (j ∈ 12Z+). We order the ai in such
a way that a1, . . . , ar = x form a basis of h. A Wk(g, x, f)-module M is called a highest weight
module with highest weight λ = (λ(a1), . . . , λ(ar)) ∈ Cr, if there exists a non-zero vector v such
that:
(HW1) Wk(g, x, f)v =M ,
(HW2) J
{i}
0 v = λ(ai)v if ai ∈ h,
(HW3) J
{i}
m v = 0 if m > 0, or m = 0 and ai ∈ n0+.
Note that the following vectors span a highest weight Wk(g, x, f)-module M :
(6.13)(
J
{i1}
−m1
)b1 · · ·(J{is}−ms)bs v , where bi ∈ Z+ , bi ≤ 1 if ai is odd, mi > 0 , or mi = 0 and ai ∈ n0− .
A highest weight Wk(g, x, f)-module M is called a Verma module if the vectors (6.13), where
the sequence of pairs (i1,m1), (i2,m2), . . . decreases in lexicographical order, form a basis of
M (cf. Remark 4.2). It is clear that any irreducible Wk(g, x, f)-module is a highest weight
module, hence is a quotient of the Verma module with the same highest weight.
Theorem 6.3. Let P be a Verma ĝ-module with highest weight λ̂ ∈ ĥ∗, where λ̂|h = λ, λ̂(K) =
k, λ̂(D) = 0. Then H(P ) = H0(P ), and it is a Verma Wk(g, x, f)-module with highest weight
λW ∈ h∗ such that
(6.14) λW |h♮ = λ|h♮ and λW (x) =
(λ̂|λ̂+ 2ρ̂)
2(k + h∨)
− λ(x) .
Proof. It is clear from (6.8) that the vector v = v
λ̂
⊗ |0〉, where v
λ̂
is a highest weight vector
of P and |0〉 is the vacuum vector of F (g, x, f), is dP0 -closed in C(P ). Furthermore, it is easy
to see that Wk(g, x, f)v is a highest weight submodule of the Wk(g, x, f)-module H(P ) with a
highest weihgt vector v.
Next, it is clear from Theorem 4.1 thatWk(g, x, f)v is a Verma module. Due to Theorem 6.2,
it remains to show that the Euler–Poincare´ character of H(P ) coincides with the character of a
Wk(g, x, f)-Verma module. Since R̂chP = e
λ̂ by definition of a Verma ĝ-module P with highest
weight λ̂, we obtain from (6.11) the following formula (h ∈ h♮):
chH(P )(h) = e
λ(h)q
(λ̂|λ̂+2ρ̂)
2(k+h∨)
−(λ|x)
∞∏
j=1
(1− qj)− dimh
×
∞∏
n=1
(
∏
α∈∆0+
(1− s(α)qn−1e−α(h))−s(α)(1− s(α)qneα(h))−s(α)
∏
α∈∆1/2
(1− s(α)qn−12 eα(h))−s(α)) .
But, in view of (6.12) and (6.13), this is precisely the character of a Wk(g, x, f)-Verma module
with highest weight λW satisfying (6.14).
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Corollary 6.1. (a) For any λ ∈ Cr there exists a Verma Wk(g, x, f)-module with highest
weight λ.
(b) If ai, aj ∈ h, then [J{i}0 , J{j}0 ] = 0 in A0.
Proof. (a) is immediate by Theorem 6.3. (b) follows from (a) and (6.6) by induction on
the conformal weight of J{ai}, using that J{i}0 vλ = λ(ai)v if v is the highest weight vector
(cf. [FKW]).
In conclusion of this section, we construct an anti-involution ω of the associative superalge-
bra A and the corresponding contravariant form on any highest weight module over Wk(g, x, f).
We call an anti-involution of an associative superalgebra (resp. Lie superalgebra) a vector su-
perspace automorphism ω such that ω2 = 1 and ω(ab) = ω(b)ω(a) (resp. ω[a, b]] = [ω(b), ω(a)]).
First, we construct an anti-involution ω of the Lie superalgebra g such that the following
properties hold: ω(x) = −x, ω(a) = a if a ∈ h♮, ω(f) = f , ω(gα) = g−α if α ∈ ∆0, (ω(a)|ω(b)) =
(b|a), a, b ∈ g.
Next, we lift ω to an anti-involution of the affine Lie superalgebra ĝ by letting ω(an) =
ω(a)−n + 2K(a|x)δ0,n (the extra term occurs because the field x(z) is not primary), ω(K) =
K, ω(D) = D. Recall that we write a(z) =
∑
n∈Z−∆ anz
−n−∆, where ∆ is the conformal
weight of a(z). Furthermore, ω induces a super vector space automorphism of Ane such that
〈ω(a), ω(b)〉ne = 〈b, a〉ne . Also ω induces a super vector space automorphism of A, which in
turn induces an automorphism of A∗ by ω(b∗)(a) = −(−1)p(a)p(b)b∗(ω(a)), so that we have
on Ach: 〈ω(a), ω(b)〉ch = 〈b, a〉ch. We extend this ω to an anti-involution of Âne (resp. Âch)
by letting ω(Φn) = ω(Φ)−n, Φ ∈ Ane (resp. ω(ϕn) = −(−1)p(ϕ)ω(ϕ)−n, ω(ϕ∗n) = ω(ϕ∗)−n,
ϕ ∈ A, ϕ∗ ∈ A∗), ω(K) = K. Next, ω induces an anti-automorphism of the tensor product of
Uk(ĝ) = U(ĝ)/(K − k), U1(Âne )/(K − 1) and U1(Âch)/(K − 1). The associative superalgebra
A(C) corresponding to the vertex algebra C(g, x, f, k) is the “local completion” of this tensor
product, i.e., it is generated by the Fourier coefficients of normal ordered products of currents
a(z), a ∈ g, ghosts ϕα(z), ϕα(z), Φα(z) and their derivatives. We extend the anti-involution ω
to A(C) in the obvious way.
In order to compute the action of ω on normally ordered products, we need the following
lemma.
Lemma 6.1. Let U be an associative superalgebra and let ω be its anti-involution. Let a(z) =∑
n∈Z−∆a anz
−n−∆a, b(z) =
∑
n∈Z−∆b bnz
−n−∆b be two U -valued formal distributions such
that ∆a, ∆b ∈ 12Z, and let : ab : (z) =
∑
n∈Z−∆a−∆b : ab :n z
−n−∆a−∆b be their nor-
mally ordered product. Define the formal distribution ω(a) (and similarly ω(b)) by ω(a)(z) =∑
n∈−∆a+Z ω(a−n)z
−n−∆a . Then:
ω(: ab :n) =: ω(b)ω(a) :−n +
∑
k∈Z+
(−n−∆a +∆b
k + 1
)
(ω(b)(k)ω(a))−n .
Proof. We have for n ∈ −∆a −∆b + Z:
: ab :n=
∑
k∈−∆a−Z+
akbn−k + (−1)p(a)p(b)
∑
k∈−∆a+1+Z+
bn−kak .
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We let nab = −n − ∆a + ∆b to simplify notation (note that it is an integer). Applying ω to
both sides and replacing k by j + n, where j ∈ −∆b + Z, we obtain:
ω(: ab :n) =
∑
j+∆b≤nab
ω(b)jω(a)−j−n + (−1)p(a)p(b)
∑
j+∆b>nab
ω(a)−j−nω(b)j .
First, consider the case nab < 0. Then the last equality can be rewritten as follows:
ω(: ab :n) = ω(b)ω(a) :−n −
∑
nab<j+∆b≤0
[ω(b)j , ω(a)−j−n] .
The commutator formula (6.1) gives the result in this case, by making use of the following
identity that holds for any negative integer A and non-negative integer k:
∑−1
s=A
(s
k
)
= −( Ak+1).
The case nab ≥ 0 is treated similarly.
Usng Lemma 6.1, it is straightforward to check the following formulas:
ω(Ln) = L−n ,(6.15)
ω(vchn ) = ω(v)
ch
−n + δj0δn0(2h
∨(x|v)− strg+ad v) if v ∈ gj ,(6.16)
ω(vnen ) = (ωv)
ne
−n if v ∈ g♮ ,(6.17)
ω(J (v)n ) = J
(ω(v))
−n + δj0δn0(2(k + h
∨)(x|v)− strg+adv) if v ∈ gj ,(6.18)
ω(J{v}n ) = J
{ω(v)}
−n if v ∈ g♮ .(6.19)
It is also straightforward to check that ω(dn) = d−n, so that d0 is fixed by ω. Hence
ω induces an anti-involution of the associative superalgebra A corresponding to the vertex
algebra Wk(g, x, f), which we again denote by ω. It follows from (6.18) that, for v ∈ gf−1/2, we
have: ω(G{v}) = J (ω(v)) + · · · , where · · · denote a field from the subalgebra strongly generated
by the J (a), a ∈ g0, and the Φα. Since the fields G{ω(v)} and ω(G{v}) are d0-closed, it follows
from Remark 4.1 that ω(G{v}) = G{ω(v)} , hence we obtain
(6.20) ω(G{v}n ) = G
{ω(v)}
−n if v ∈ gf−1/2 .
Now let M be a Verma module over Wk(g, x, f) with highest weight vector vλ. Any vector
v ∈M can be written uniquely in the form v = 〈v〉vλ+v′, where 〈v〉 ∈ C is called the expectation
value of v, and v′ is a linear combination of weight vectors vµ with µ 6= λ. The basic property
of the expectation value, which follows from the decomposition (6.5) is
(6.21) 〈ω(a)vλ〉 = 〈avλ〉 , a ∈ A .
We define the contravariant bilinear form B(. , .) on M by the formula:
B(avλ, bvλ) = 〈ω(a)bvλ〉, where a, b ∈ A .
By the definition, this bilinear form is contravariant:
(6.22) B(au, v) = B(u, ω(a)v) , u, v ∈M , a ∈ A ,
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we have
(6.23) B(vλ, vλ) = 1 ,
and it follows from (6.21) that it is symmetric:
(6.24) B(u, v) = B(v, u) , u, v ∈M .
The properties (6.22)—(6.24) determine the form B(. , .) uniquely.
As usual the maximal submodule of the Verma module M coincides with the kernel of the
form B(. , .).
7 Highest weight modules over vertex algebras Wk(g, e−θ) and the determi-
nant formula.
Theorem 7.1. (a) The map that associates to an irreducible Wk(g, e−θ)-module M the lowest
eigenvalue h of L0 and the representation of the Lie superalgebra g
♮ in the corresponding
eigenspace Mh, given by a 7→ J{a}0 , a ∈ g♮, is a bijection between irreducible modules of
Wk(g, e−θ) and the set of pairs (h, π), where π is an irreducible representation of g♮.
(b) All Verma Wk(g, e−θ)-modules are of the form H0(P ), where P is a Verma ĝ-module with
highest weight λ̂. The highest weight λW of such a Wk(g, e−θ)-Verma module is completely
determined by (6.14), the number λW (x) being the lowest eigenvalue of L0.
(c) The Euler–Poincare´ character chH(P ) is non-zero if and only if t
−1eθ is not locally nilpo-
tent in the ĝ-module P .
Proof. (a) and (b) follow from Theorems 6.1, 6.3, Example 6.1 and (6.3). (c) follows from
[KRW], Theorem 3.2.
Consider now a Verma module M over the vertex algebra Wk(g, e−θ). Its highest weight
ΛW is a pair Λ, h, where Λ ∈ h♮∗ and h ∈ C is the lowest (i.e., Re h is minimal) eigenvalue of
L0. We have:
J
{a}
0 v(Λ,h) = Λ(a)v(Λ,h) , a ∈ h♮ , L0v(Λ,h) = hv(Λ,h) ,
where v(Λ,h) is the highest weight vector of M . With respect to the commuting pair (h
♮, L0),
M decomposes into a direct sum of weight spaces:
(7.1) M = ⊕ λ∈h♮∗
m∈12Z+
M(λ,h+m) ,
so that M(Λ,h) = Cv(Λ,h). It is clear that these weight spaces are mutually orthogonal with
respect to the contravariant form B(. , .).
Denote by ♮: α 7→ α♮ the projection of h on h♮ with respect to the decomposition (5.3).
Then we have for α ∈ h:
(7.2) α = (α|x)θ + α♮ .
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Let ∆♮ ⊂ h♮∗ be the set of roots of g♮ with respect to the Cartan subalgebra h♮ and let ∆♮+
be the subset of positive roots compatible with that of g. It follows from (5.10) that the “rho”
for ∆♮+, i.e. the half of the difference between the sums of the sets of even and odd roots from
∆♮+, coincides with ρ
♮. Let ∆′ ⊂ h♮∗ be the set of weights of g♮ in g1/2.
We define the set of roots ∆W of the vertex algebraWk(g, x, f) as the disjoint union of three
sets of pairs (α,m) ∈ h♮∗ × 12Z:
∆♮W = {(α,m)|α ∈ ∆♮ , m ∈ Z} ,∆′W = {(α,m)|α ∈ ∆′ , m ∈ 12 + Z} ,∆imW = {(0,m)|m ∈ Z} ,
the multiplicity of a root being 1 for the first two sets (except for the case g = sl(2|2)/CI
discussed in Section 8.4) and being r = dim h♮ + 1 for the third set. Define the subset of real
positive roots ∆+reW (resp. all positive roots ∆
+
W ) as the disjoint union of the first two (resp. all
three) of the following subsets:
∆♮+W = {(α,m)|α ∈ ∆♮ , m ∈ N} ∪ {(α, 0)|α ∈ ∆♮+} ,
∆′+W = {(α,m)|α ∈ ∆′ , m ∈ 12 + Z+} , ∆im+W = {(0,m)|m ∈ N} .
A root (α,m) is called odd if the corresponding to α root or weight vector is odd. We define
the corresponding partition function PW (η), η ∈ h♮∗ × 12Z, as the number of ways η can be
represented in the form (counting multiplicities of roots):∑
α∈∆+W
kαα , where kα ∈ Z+ , and kα ≤ 1 if α is odd.
We denote by det(η,s)(k, h,Λ) the determinant of the contravariant form B(. , .) restricted
to the weight subspaceM(Λ−η,h+s), η ∈ Z+∆+W , s ∈ 12Z+, of the Verma module M with highest
weight (Λ, h). This is a function of the level k (or, in view of (5.7), of the central charge c), the
lowest eigenvalue h of L0 and of Λ ∈ h♮∗.
In the determinant formula given below we use the normalization of the bilinear form (. | .)
on g such that (θ|θ) = 2. The corresponding value of h∨ is given in Tables I–III. The form (. | .)
restricted to h♮ is non-degenerate, and we identify h♮ with h♮∗ using this form.
Theorem 7.2. Let η̂ ∈ h♮∗ × 12Z. Then, up to a non-zero constant factor, depending only on
the choice of a basis of the weight space M(Λ,h)−η̂, the determinant detη̂(k, h,Λ) is given by the
following formula:
(k + h∨)(r−1)
∑
m,n∈N PW (η̂−(0,mn))
∏
m,n∈N
(h− hn,m(k,Λ))PW (η̂−(0,mn))
×
∏
m,n∈N
∏
β∈∆♮+
ϕn,m,−β(k,Λ)(−1)
p(β)(n+1)PW (η̂−n(−β,m))ϕn,m−1,β(k,Λ)(−1)
p(β)(n+1)PW (η̂−n(β,m−1))
×
∏
m∈12+Z+
∏
n∈N
∏
γ∈∆′
(h− hn,m,γ(k,Λ))(−1)p(γ)(n+1)PW (η̂−n(γ,m)) ,
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where
ϕn,m,β(k,Λ) = (Λ + ρ
♮|β) +m(k + h∨)− n2 (β|β) ,
hn,m,γ(k,Λ) =
1
4(k + h∨)
((2(Λ + ρ♮|γ) + 2m(k + h∨)− n(γ|γ))2 − (k + 1)2 + 2(Λ|Λ + 2ρ♮)) ,
hn,m(k,Λ) =
1
4(k + h∨)
((m(k + h∨)− n)2 − (k + 1)2 + 2(Λ|Λ + 2ρ♮)) .
Theorem 7.2 follows from Theorem 7.1b and some lemmas on Verma modules over ĝ stated
below. Recall that a weight vector vµ of a ĝ-module (resp. the weight µ) is called singular
if vµ 6= 0 and vµ is annihilated by n̂+ := n+ +
∑
n≥1 gt
n. Recall that the set of roots of ĝ is
∆̂ = {α+mK|α ∈ ∆ ∪ {0} , m 6= 0 if α ∈ 0}. A root α+mK of ĝ is positive if either α ∈ ∆+
and m ∈ Z+ or α ∈ −∆+ ∪ {0} and m ∈ N, it is even iff α is even, and it has multiplicity 1
unless α = 0, in which case the multiplicity is r = dim h.
Lemma 7.1. [KK], [K2]. Let P be a Verma ĝ-module with highest weight λ̂. Let α˜ be a positive
root of ĝ and let n be a positive integer. Suppose that (λ̂ + ρ̂|α˜) = n2 (α˜|α˜). Then λ̂ − nα˜ is a
singular weight of P in the following cases:
(i) α˜ = α+mK is an even real (i.e., α is an even root) positive root, such that 12α is not an
odd root,
(ii) α˜ = α+mK is an odd positive root such that 2α is an even root and n is odd,
(iii) α˜ = α+mK is an odd positive root such that 2α is not a root and n = 1.
Remark 7.1. This lemma follows from the determinant formula for the contravariant form
on a weight space with weight λ − η of a Verma module with highest weight λ over any
contragredient Lie superalgebra g(A, τ) associated to a symmetrizable matrix A and the anti-
involution ω(ei) = (fi), ω(fi) = ei, ω(hi) = hi [K2]:
detη(λ) =
∏
α∈∆+
∏
n∈N
((λ+ ρ|α)− n2 (α|α))(−1)
p(α)(n+1)P (η−nα) dim gα
where P is the partition function for g(A, τ). (Unfortunately there is a misprint [K2] in the
exponent of this formula: n + 1 is missing there.) The determinant formula for ĝ, which is a
special case of the above formula, is as follows:
detη̂(λ̂) = (k + h
∨)
∑
m,n∈N P (η̂−mnK)
∏
n∈N
∏
α˜
((λ̂+ ρ̂|α˜)− n2 (α˜|α˜))P (η̂−nα˜)
×
∏
n∈1+2Z+
∏
β˜
((λ̂+ ρ̂|β˜)− n2 (β˜|β˜))P (η̂−nβ˜)
∏
γ˜
(λ̂+ ρ̂|γ˜)Pγ˜(η̂−γ˜) ,
where α˜, β˜ and γ˜ run over the positive roots described in (i), (ii) and (iii), respectively, and
Pγ˜ denotes the number of partitions not involving γ˜. Of course, both determinant formulas are
given up to a non-zero factor depending on the choice of basis of the weight space. The latter
determinant formula implies that for a generic λ̂ on any hyperplane k = a, where a 6= −h∨, the
Verma ĝ-module with highest weight λ̂ is irreducible.
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Lemma 7.2. Let P be a Verma ĝ-module with highest weight vector v
λ̂
, and let v
λ̂−nα˜ be a
singular vector corresponding to one of the singular weights described by Lemma 7.1, cases
(i)–(iii). Then
(a) in cases (i) and (ii), the map U(n̂−)→ P defined by u 7→ u(vλ̂−nα˜), is injective,
(b) in case (iii), the map U−α˜(n̂−)→ P , defined by u 7→ u(vλ̂−α˜), is injective, where U−α˜(n̂−)
denotes the span of all PBW monomials in negative root vectors, except for that corre-
sponding to −α˜.
Proof. In all cases (i)–(iii) we have: v
λ̂−nα˜ = (e
n
−α˜+ · · · )vλ̂, where e−α˜ is a root vector attached
to −α˜ and · · · signify a linear combination of products of root vectors e−β˜, where 0 < β˜ < α˜.
A weight vector of a Wk(g, e−θ)-module is called singular if it is annihilated by all “raising”
operators Ln, J
{a}
n , G
{v}
n for n > 0 and J
{a}
0 for a ∈ n0+ (and it is non-zero).
Lemma 7.3. Let P be a Verma module over ĝ with highest weight λ̂ = λ+ kD (λ ∈ g) of level
k, and let |0〉 be the vacuum vector of F (g, x, f).
(a) Let u be a singular vector of the ĝ-module P with weight λ̂ − nα˜, where α˜ = α +mK is
as in Lemma 7.1 (i)–(iii) and (α|x) = 0, 1/2 or 1. Then the homology class of the vector
u⊗ |0〉 is a singular vector of the Wk(g, e−θ)-module H(P ).
(b) If u is a weight vector of P with weight µ̂, then the weight of the vector u ⊗ |0〉 of the
Wk(g, e−θ)-module H(P ) is:
(µ ,
(λ̂|λ̂+ 2ρ̂)
2(k + h∨)
− µ̂(x+D)) , where µ = µ̂|h .
(c) The condition (λ̂ + ρ̂|mK + α) = n2 (α|α), α ∈ ∆, m,n ∈ Z, on λ̂ is equivalent to the
following condition on the highest weight (Λ, h) of the Wk(g, e−θ)-Verma module H(P ):
ϕn,m,α♮(k,Λ) = 0 if (x|α) = 0 ,
hn,m+1/2,α♮(k,Λ) = h if (x|α) = 1/2 ,
hn,m+1(k,Λ) = h if α = θ .
Proof. It is clear that if u is a singular vector of the ĝ-module P , then the vector u⊗|0〉 of C(P )
is dP0 -closed. It is also clear that this vector is annihilated by all raising operators. It follows
from the computation of H(P ) in Section 6 that if u is a singular vector of the type considered,
the vector u⊗ |0〉 is not dP0 -exact, proving (a).
Statement (b) follows from the following expression for L0 :
(7.3) L0 =
Ω̂
2(k + h∨)
−D − x+ ( ghost terms) ,
where Ω̂ is the Casimir operator for ĝ [K3], hence has eigenvalue (λ̂|λ̂+ 2ρ̂) on P .
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Statement (c) is derived from (b) by a straightforward calculation. By (7.2) we have:
(7.4) (λ̂+ ρ̂|λ̂+ ρ̂) = 12 (λ+ ρ|θ)2 + |λ♮ + ρ♮|2 .
Letting λ̂ = 0 in (7.4), we get
(7.5) (ρ̂|ρ̂) = 12 (h∨ − 1)2 + (ρ♮|ρ♮) .
Using (b), (7.4) and (7.5), we find h, the minimal eigenvalue of L0:
(7.6) h =
1
4(k + h∨)
((λ+ ρ|θ)− (k + h∨))2 − (k + 1)2 + 2(λ♮|λ♮ + 2ρ♮) .
Furthermore, we have by (7.2):
(7.7) (λ̂+ ρ̂|mK + α) = m(k + h∨) + (α|x)(λ + ρ|θ) + (λ♮ − ρ♮|α♮) .
In particular, we have, provided that (α|x) 6= 0:
(λ+ ρ|θ) = 1(α|x)((λ̂+ ρ̂|mK + α)−m(k + h∨)− (λ♮ + ρ♮|α♮)) .
Plugging this in (7.6), we get, provided that (α|x) 6= 0:
h =
1
4(k + h∨)(α|x)2 ((m+ (α|x))(k + h
∨)− (λ̂+ ρ̂|mK + α) + (λ♮ + ρ♮|α♮))2(7.8)
−(α|x)2(k + 1)2 + (λ
♮|λ♮ + 2ρ♮)
2(k + h∨)
.
By (7.7) and (7.8), the condition (λ̂+ ρ̂|mK + α) = n2 (α|α) is equivalent to:
ϕn,m,α♮(k, λ
♮) = 0 if (α|x) = 0 ,
h = hn,m+1(k, λ
♮) if α = θ ,
h = hn,m+1/2,α♮(k, λ
♮) if (α|x) = 1/2 .
Proof of Theorem 7.2. The proof follows the traditional lines, cf. e.g. [KR]. Choose an ordered
basis {uα|α ∈ ∆♮}
∐{ui0|i = 1, . . . , r − 1} of g♮ consisting of root vectors and a basis of h♮,
such that (ω(uα)|uβ) = δαβ and (ui0|uj0) = δij . Choose an ordered basis {vγ |γ ∈ ∆′} of g−1/2
consisting of weight vectors such that 〈ω(vβ), vγ〉ne = δβγ .
Due to Theorem 5.1, the vertex algebra is strongly generated by the fields of the following
three types:
L(z) =
∑
m∈Z
Lmz
−m−2 ,
J{uα}(z) =
∑
m∈Z
J{uα}m z
−m−1 , J{u
i
0} =
∑
m∈Z
J
{ui0}
m z
−m−1 ,
1
(k + h∨)1/2
G{vγ} =
∑
m∈12+Z
G
{vγ}
m z
−m−3/2 .
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We shall need the following commutation relations:
[Lm, L−m] = 2mL0 +
m3 −m
12
c(k),where c(k) is given by (5.7),(7.9)
[J{u}m , J
{u′}
−m ] = J
{[u,u′]}
0 +m
(
k + 12
(
h∨ −
∑
i
h∨0,i
))
(u|u′) (see Theorem 5.1d),(7.10)
[G{v}m , G
{v′}
−m ] = −2(e|[v, v′])L0 +
1
k + h∨
A(v, v′,m) ,(7.11)
where A(v, v′,m) is a (possibly infinite) linear combination over C of monomials of the form
J
{uα}
−n J
{uβ}
n with n > 0 plus a polynomial of degree at most 2 in J
{uα}
0 and k, not involving k
2
(see Theorem 5.1e).
Let M be a Verma module over Wk(g, e−θ) with highest weight vector vΛ,h. Recall that the
following vectors form a basis of M compatible with its weight space decomposition (7.1):
(7.12) (G
{vγ1}−r1 )
c1(G
{vγ2}−r2 )
c2 . . . (J
{uα1}−n1 )
b1(J
{uα2}−n2 )
b2 . . . (L−m1)
a1(L−m2)
a2 . . . v(Λ,h) ,
where ai, bi, ci ∈ Z+ and bi (resp. ci) ≤ 1 if αi (resp. γi) is odd; mi, ni, ri > 0 or ni = 0 and
αi is a negative root; and each sequence m1,m2, . . .; (α1, n1), (α2, n2), . . .; (γ1, r1), (γ2, r2), . . .
is strictly decreasing. Note that in the weight space decomposition (7.1) the vector (7.12) has
weight
(7.13) (Λ−
∑
niαi −
∑
riγi , h+
∑
mi +
∑
ni +
∑
ri ).
The function detη̂(k, h,Λ) is a rational function in k and a polynomial function in h and
Λ. First, we compute the total degree of this function (by letting the degree of k, h and Λ be
1 and defining the degree of a rational function as the difference between the degrees of the
numerator and the denominator).
Let {Ri} be the basis of the weight space M(Λ,h)−η̂ consisting of monomials (7.12) such that
(7.13) is equal to (Λ, h) − η̂. Then
detη̂(k, h,Λ) = det(B(Ri, Rj))i,j .
It is clear from (7.9)–(7.11) that the leading term of detη̂ comes from the diagonal of the matrix
(B(Ri, Rj))i,j , and that the leading term of each diagonal term B(Ri, Ri) is the product of
leading terms of factors of (7.12), i.e., the following three types of factors:
B(Ln−mv(Λ,h) , L
n
−mv(Λ,h)), B(J
{uα}n
−m v(Λ,h), J
{uα}n
−m v(Λ,h)) , B(G
{vγ}n
−m v(Λ,h) , G
{vγ}n
−m v(Λ,h)) .
It is clear from (7.9)–(7.11) that each of these factors contributes n to the total degree of detη̂.
Hence the contribution to the total degree of all first type factors is equal to∑
n∈N
∑
m∈N
n(PW (η̂ − n(0,m))− PW (η̂ − (n+ 1)(0,m))) =
∑
n∈N
∑
m∈N
PW (η̂ − n(0,m)) .
Likewise, the second (and resp. third) type factors with u (resp. v) even contribute to the total
degree the number∑
n∈N
∑
α∈∆♮+W,even
PW (η̂ − nα) (resp.
∑
γ∈∆′+W,even
PW (η̂ − nγ)).
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If u (resp. v) is odd, then the second (resp. third) type factors contribute∑
α∈∆♮+W,odd
PW,α(η̂ − α) (resp.
∑
γ∈∆′+W,odd
PW,γ(η̂ − γ)) ,
where PW,α denotes the number of partitions by elements from ∆
+
W\{α}. But if α is an odd
root, we have:
PW (η̂) = PW,α(η̂) + PW,α(η̂ − α) ,
therefore
PW,α(η̂ − α) =
∑
n∈N
(−1)n+1PW (η̂ − nα) .
Thus, the total degree of detη̂ is equal to
(7.14) T =
∑
α∈∆+W
∑
n∈N
(−1)p(α)(n+1)PW (η̂ − nα) .
Of course, in (7.14) and the previous formulas the α in the summations are counted with their
multiplicities, namely α ∈ ∆im+W is counted r times.
The same arguments show that the total degree in h and Λ of the leading term of detη̂ is
equal to
T ′ = T − (r − 1)
∑
m,n∈N
PW (η̂ − (0,mn)) .
But Lemmas 7.1, 7.2 and 7.3 give us a factor of detη̂ whose leading term has total degree in h
and Λ at least T ′ (since singular vectors that are not highest weight vectors lie in the maximal
submodule of H(P )). (The corresponding to mδ + α root is (α♮,m + α(x)).) It follows that,
up to a factor, which is a rational function in k with poles only at k = −h∨, detη̂ is given by
Theorem 7.2.
In order to compute this factor, note that the free field realization given by Theorem 5.2 is
irreducible for a generic Verma Vαk(g0)-module, provided that for each simple component of g0
(including the commutative ones) the level plus the dual Coxeter number h∨0 of this component
is non-zero. But for a simple component its level is k+h∨−h∨0 , hence (k+h∨−h∨0 )+h∨0 = k+h∨
for all components. Thus, on any hyperplane k + h∨ = a, a 6= 0, the generic Verma Vαk(g0)-
module is irreducible. Hence the factor may vanish only if k + h∨ = 0, hence the factor is a
power of k + h∨.
Remark 7.2. In the case whenW (g, e−θ) is from Table II, i.e. g1/2 is purely odd, the determinant
formula, given by Theorem 7.2 can be a bit simplified, using the fact that all elements from
∆−1/2 different from −θ/2 are isotropic. Let ǫ = 2 if 0 ∈ ∆′ and ǫ = 1 otherwise. Then the
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determinant detη̂(k, h,Λ) is given by the following formula:
(k + h∨)(r−1)
∑
m,n∈N PW (η̂−(0,mn))
∏
m,n∈ǫ−1N
m−n∈Z
(h− hn,ǫm(k,Λ))PW (η̂−(0,ǫmn))
×
∏
m,n∈N
∏
β∈∆♮+
ϕn,m,−β(k,Λ)PW (η̂−n(−β,m))ϕn,m−1,β(k,Λ)PW (η̂−n(β,m−1))
×
∏
m∈12+Z+
∏
γ∈∆′\{0}
(h− hm,γ(k,Λ))PW,(γ,m)(η̂−(γ,m)) ,
where
ϕn,m,β(k,Λ) = (Λ + ρ
♮|β) +m(k + h∨)− n2 (β|β) ,
hm,γ(k,Λ) =
1
4(k + h∨)
((2(Λ + ρ♮|γ) + 2m(k + h∨))2 − (k + 1)2 + 2(Λ|Λ + 2ρ♮)) ,
hn,m(k,Λ) =
1
4(k + h∨)
((m(k + h∨)− n)2 − (k + 1)2 + 2(Λ|Λ + 2ρ♮)) .
8 Examples
8.1 Virasoro algebra.
Recall that the Virasoro algebra is Wk(sℓ2, e−θ). In this case dim g0 = 1, g1/2 = 0 and
h∨ = 2. We let g0 = Ca, where (a|a) = 1. Then x = a/
√
2 since (x|x) = 1/2. The Virasoro
central charge is given by (5.7):
c = 1− 6(k + 1)
2
k + 2
.
The free field realization is given by Theorem 5.2:
L =
1
2(k + 2)
: aa : +
k + 1√
2(k + 2)
∂a ,
where a is a free boson: [aλa] = λ(k+2) . We can remove the singularity at k = −2 by letting
b = 1
(k+2)1/2
a, so that [bλb] = λ, and
L = 12 : bb : +
(
1−c
12
)1/2
∂b .
This is the free field realization of the Virasoro algebra, which goes back to Virasoro and Fairlie.
The determinant formula given by Remark 7.2 looks as follows:
detN (k, h) =
∏
m,n∈N
(h− hn,m(k))p(N−mn) , N ∈ Z+ ,
where p is the classical partition function and
hn,m(k) =
1
4(k + 2)
((m(k + 2)− n)2 − (k + 1)2) .
This is the Kac determinant formula [K2], [KR]. Note that it was observed already in [FF2]
that under the quantum reduction the Kac-Kazhdan equations for ŝl2 are transformed to Kac
equations for the Virasoro algebra.
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8.2 Neveu–Schwarz algebra.
Recall that the Neveu–Schwarz algebra is Wk(spo(2|1), e−θ). In this case g0 is the 1-
dimensional Lie algebra, g1/2 is 1-dimensional and purely odd, and h
∨ = 3/2. We use the
notation of [KRW], Section 6, except for a different normalization of the invariant bilinear
form, namely (a|b) = str ab. Then for h = θ we have (h|h) = 2, and we have a free neutral
fermion Φ such that [ΦλΦ] = 1. The vertex algebra Wk(spo(2|1), e−θ) is strongly generated by
two fields:
J{fα} = J (fα) + 12 : ΦJ
(h) : +(k + 1)∂Φ ,
J{f2α} = J (f2α)+ : ΦJ (fα) : −14 : J (h)J (h) : −k+12 ∂J (h) + 2k+34 : Φ∂Φ : .
The fields L = − 1k+3/2J{f2α} and G = 1(k+3/2)1/2 J{fα} satisfy the relations of the Neveu–
Schwarz algebra:
[LλL] = (∂ + 2λ)L+
λ3
12c , [LλG] = (∂ +
3
2λ)G , [GλG] = L+
λ2
6 c ,
where the central charge is (see (5.7)):
c = 32 − 12(k+1)
2
2k+3 .
As in Theorem 6.2, we project to the tensor product of the affine vertex algebra associated
to g0 and F
ne (g1/2) to obtain the free field realization. In order to remove the singularity at
k = −3/2, we let b = J (h)/(2k + 3)1/2, so that [bλb] = λ, and let γ = (k + 1)/(2k + 3)1/2. As
before, [ΦλΦ] = 1. Then we get:
L = 12 : bb : +γ∂b− 12 : ΦΦ : , G = 1√2 : bΦ : +
√
2γ∂Φ,
the central charge being c = 3/2− 12γ2. This is the free field realization of the Neveu–Schwarz
algebra which goes back to Neveu–Schwarz [NS] and Thorn [T] (cf. [K4]).
The determinant formula given by Remark 7.2 looks as follows (cf. [K2], [KW0]):
detN (k, h) =
∏
m,n∈12N
m−n∈Z
(h− hNSn,m(k))p˜(N−2mn) , N ∈ 12Z+ ,
where p˜(s) denotes the number of partitions of s ∈ 12Z+ in a sum of parts from 12N, the
non-integer parts being distinct, and
hNSn,m(k) =
1
2(2k+3)((m(2k + 3)− n)2 − (k + 1)2) .
8.3 N = 2 superconformal algebra.
Recall that the N = 2 superconformal algebra is Wk(sℓ(2|1), e−θ) [KRW]. In this case g0 is
the 2-dimensional commutative Lie algebra, g1/2 is 2-dimensional and purely odd, and h
∨ = 1.
The Virasoro central charge is given by (5.7):
c = −3(2k + 1) .
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Recall that the simple root vectors of g are h1, h2 with scalar products (h1|h1) = (h2|h2) = 0,
(h1|h2) = 1. We have: h = Ch1+Ch2, S1/2 = {h1, h2}, S0 = ∅, θ = h1+h2. Let α = 12(h1−h2).
Then h♮ = Cα, ρ♮ = 0, h♮1 = −h♮2 = α. We have two free neutral fermions Φ1, Φ2 with the
λ-brackets:
[Φ1λΦ2] = −1 , [ΦiλΦi] = 0 .
The construction of the vertex algebra in question given by Theorem 5.1, is explicitly written
down in [KRW], Section 7 (see (7.1) and formulas preceeding it). To obtain the free field
realization we project on the affine vertex algebra associated to g0 to get γ = (−k − 1)1/2:
J = (h1 − h2)+ : Φ1Φ2 : , G+ = − 1γ : Φ2h1 : +γ∂Φ2 , G− = − 1γ : Φ1h2 : +γ∂Φ1 ,
L = − 1
γ2
: h1h2 : +
1
2∂(h1 + h2)− 12(: Φ1∂Φ2 : + : Φ2∂Φ1 :) .
Note that the cubic terms in G± disappear since dim g1/2 < 3. The filed L is a Virasoro filed
with central charge c, the fields J (resp. G±) are primary of conformal weight 1 (resp. 3/2),
and the remaining λ-brackets are as follows:
[JλJ ] =
λ
3 c , [G
±
λG
±] = 0 , [JλG±] = ±G± , [G+λG−] = L+ (12∂ + λ)J + λ
2
6 c ,
which is the N = 2 superconformal algebra. We have: ω(Jn) = J−n, ω(G±n ) = G
∓
−n.
In order to make the formulas more symmetric and to remove the singularity at k = −1,
we let:
b+ = − 1γh1 , b− = 1γh2 , ψ+ = Φ2 , ψ− = Φ1 ,
so that [b±λb∓] = λ, [b±λb±] = 0, [ψ±λψ∓] = 1, ψ±λψ± = 0. Then we get the free field
realization by Kato–Matsuda [KM] (cf. [K4]):
J = −γ(b+ + b−)+ : ψ+ψ− : , G+ =: ψ+b+ : +γ∂ψ+ , G− =: ψ−b− : −γ∂ψ− ,
L =: b+b− : +γ2∂(b
− − b+) + 12(: ψ−∂ψ+ : + : ψ+∂ψ− :) ,
the central charge being c = 3 + 6γ2.
Using the non-Dynkin gradation of sℓ(2|1), discussed in [KRW] as well, we get another
“free field” realization of the N = 2 superconformal algebra. In this case g0 ≃ gℓ(1|1), where
C
1|1 = Cǫ1 + Cǫ2, ǫ1 even, ǫ2 odd, we take the bilinear form (a|b) = str ab on g0, and the
following basis:
e = E12 , f = E21 , h1 = E11 + E22 , h2 = E11 .
Consider the associated affine Lie superalgebra ĝ0 of level k. Then we have the following “free
field” realization in ĝ0 with c = −6k + 3 (cf. [KRW]):
J = h1 − h2 , G+ = − 1kf , G− =: h2e : −(k − 1)∂e ,
L = − 1k (: ef : − : h1h2 :) + 12∂(h1 + h2) .
In order to write down the determinant formula, let Λ = −jα, where j ∈ C, so that
(Λ|Λ) = −j2/2 , (Λ|h1 − h2) = j , (Λ|α) = j/2 .
The set of positive roots ∆+W consists of the set of even positive roots {(0,m)|m ∈ N} and the
set of odd positive roots {(±α,m)|m ∈ 12 + Z+}, all of multiplicity 1. The partition function
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PW (η̂) is equal to the number of partitions of η̂ = (mα,n) in a sum of roots from ∆
+
W , the odd
roots being distinct.
The highest weight (Λ, h) of a Verma module over N = 2 superconformal algebra is deter-
mined by h = the lowest eigenvalue of L0 and j = the eigenvalue of J
0
0 on the highest weight
vector.
The factors that occur in Remark 7.2 are k + 1, h− hn,m(k, j) and h− hn,±α(k, j), where
hn,m(k, j) =
1
4(k + 1)
((m(k + 1)− n)2 − (k + 1)2 − j2) ,
hm,±α(k, j) =
1
4(k + 1)
((±j + 2m(k + 1))2 − (k + 1)2 − j2) = (m2 − 14)(k + 1)± jm .
Hence Remark 7.2 gives the following determinant formula (cf. [KM]):
detη̂(k, h, j) =
∏
m,n∈N
(
4(k + 1)h− (m(k + 1)− n)2 + (k + 1)2 + j2
)PW (η̂−(0,mn))
×
∏
m∈12+Z+
(h− ((m2 − 14 )(k + 1) + jm))PW,(α,m)(η̂−(α,m))
×(h− ((m2 − 14)(k + 1)− jm))PW,(−α,m)(η̂−(−α,m)) .
8.4 N = 4 superconformal algebra.
As we shall see, the N = 4 superconformal algebra is Wk(g, e−θ), where g = sℓ(2|2)/CI. In
this case g♮ = sℓ2, g1/2 is 4-dimensional purely odd, and as an sℓ2-module it is a direct sum of
two 2-dimensional irreducible sℓ2-modules. The dual Coxeter number h
∨ = 0, hence by (5.7),
the Virasoro central charge is:
c = −6(k + 1) .
The simple roots of g are α1, α2, α3, where α1 and α3 are odd and α2 is even, and the non-zero
scalar products between them are as follows:
(α1|α2) = 1 , (α2|α3) = 1 , (α2|α2) = −2 .
The subalgebra g♮ = sℓ2 corresponds to the root α2, so that its dual Coxeter number h
∨
0 = −2,
and h♮ = Cα2.
We choose root vectors eα and e−α (α ∈ ∆+) such that (eα|e−α) = −1, so that [eαλe−α] =
−α − λK. We use the following notations: ei = eαi , fi = e−αi , eij = eαi+αj , fij = e−αi−αj ,
etc., hi = −αi, hij = −αi − αj , etc. We have: θ = α1 + α2 + α3, so that x = −12h123, and we
take f = f123. We have 4 free neutral fermions:
Φ1 = Φα1 , Φ3 = Φα3 , Φ12 = Φα1+α2 , Φ23 = Φα2+α3 ,
whose λ-brackets are:
[ΦαλΦβ] = 1 if α+ β = θ , and = 0 otherwise,
so that Φα = Φθ−α.
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Then we have the following d0-closed fields, which strongly generate Wk(g, e−θ) (by Theo-
rem 4.1):
J0 = J (h2)− : Φ1Φ23 : − : Φ3Φ12 : , J+ = J (e2)− : Φ12Φ23 : , J− = J (f2)− : Φ1Φ3 : ,
G+ = 1√
k
(J (f1)+ : Φ23J
(h1) : − : Φ3J (e2) : −(k + 1)∂Φ23+ : Φ3Φ12Φ23 :) ,
G− = 1√
k
(J (f12)− : Φ23J (f2) : + : Φ3J (h12) : −(k + 1)∂Φ3+ : Φ1Φ3Φ23 :) ,
G¯+ = 1√
k
(J (f3)+ : Φ12J
(h3) : + : Φ1J
(e2) : −(k + 1)∂Φ12− : Φ1Φ12Φ23 :) ,
G¯− = 1√
k
(J (f23)+ : Φ12J
(f2) : + : Φ1J
(h23) : −(k + 1)∂Φ1− : Φ1Φ3Φ12 :) ,
L = − 1k (J (f) +
∑
α∈S1/2
: ΦαJ
(fα) :) + 14k (: J
(h123)J (h123) : − : J (h2)J (h2) :)
− 12k (: J (e2)J (f2) : + : J (f2)J (e2) :)− k+12k ∂J (h123) + 12
∑
α∈S1/2
: Φα∂Φθ−α : .
The field L is a Virasoro field with central charge c, the fields J0, J± (resp. G±, G¯±) being
primary of conformal weight 1 (resp. 3/2). The remaining non-zero λ-brackets are as follows:
[J0λJ
±] = ±2J± , [J0λJ0] = λ3 c , [J+λJ−] = J0 + λ6 c ,
[J0λG
±] = ±G± , [J0λG¯±] = ±G¯± ,
[J+λG
−] = G+, [J−λG+] = G− , [J+λG¯−] = −G¯+ , [J−λG¯+] = −G¯− ,
[G±λG¯±] = (∂ + 2λ)J± , [G±λG¯∓] = L± 12 (∂ + 2λ)J0 + λ
2
6 c .
These are the λ-brackets of the N = 4 superconformal algebra (cf. [K4]). We have: ω(J0n) =
J0−n, ω(J±n ) = J
∓
−n, ω(G±n ) = G¯
∓
−n.
By Theorem 5.2, the free field realization is given in the vertex algebra
V−k−2(sℓ2)⊗B ⊗ F ne ,
where V−k−2(sℓ2) is the universal affine vertex algebra associated to sℓ2, with the standard
basis E,H,F and the standard bilinear form (a|b) = tr ab, of level −k− 2 (= −(k+ h∨ − h∨0 )),
B is the vertex algebra strongly generated by the free boson θ(z) and F ne is the vertex algebra
strongly generated by the free fermions Φ1, Φ3, Φ12, Φ23. Explicit formulas are obtained from
the above formulas for the d0-closed fields by projecting on this vertex algebra:
J0 = H− : Φ1Φ23 : − : Φ3Φ12 : , J+ = E− : Φ12Φ23 : , J− = F− : Φ1Φ3 : ,
G+ = 1√
k
(12 : Φ23(θ −H) : − : Φ3E : −(k + 1)∂Φ23+ : Φ3Φ12Φ23 :) ,
G− = 1√
k
(12 : Φ3(θ +H) : − : Φ23F : −(k + 1)∂Φ3+ : Φ1Φ3Φ23) : ,
G¯+ = 1√
k
(12 : Φ12(θ −H) : + : Φ1E : −(k + 1)∂Φ12− : Φ1Φ12Φ23 :) ,
G¯− = 1√
k
(12 : Φ1(θ +H) : + : Φ12F : −(k + 1)∂Φ1 − : Φ1Φ3Φ12 :) ,
L = 14k (: θθ : − : HH : −2 : EF : −2 : FE :)− k+12k ∂θ
+12(: Φ1∂Φ23 : + : Φ3∂Φ12 : + : Φ12∂Φ3 : + : Φ23∂Φ1 :) .
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Comparing with the character formulas of [ET], we see that, taking a unitary representation of
ŝℓ2 and that of B such that l < h, where l is the isospin and h is the lowest eigenvalue of L0, the
above formulas give an explicit construction of all massive unitary representations of the N = 4
superconformal algebra. In the case of equality, i.e., the massless unitary representations, this
construction is finitely reducible.
Of course, the genuine free field realization is obtained by making use of the free field
realization of ŝℓ2 given in [W].
Let α = α2|h♮ . Then ∆♮ = {±α}, where ±α are even of multiplicity 1, and ∆′ = {±α/2},
where ±α/2 are odd of multiplicity 2. The set of positive roots ∆+W consists of the set of even
roots
{(±α,m)|m ∈ N} ∪ {(α, 0)} ∪ {(0,m)|m ∈ N} ,
where the multiplicity of roots from the first two subsets is 1 and from the third is 2, and the
set of odd roots
{(±α/2,m)|m ∈ 12 + Z+} ,
all having multiplicity 2.
In order to write down the determinant formula, let Λ = j2α, where j ∈ C. The highest
weight (Λ, h) ≡ (j, h) of a Verma module over N = 4 superconformal algebra is determined by
h = the lowest eigenvalue of L0 and j = the eigenvalue of J
0
0 on the highest weight vector. We
have:
hn,m(k, j) =
1
4k ((mk − n)2 − (k + 1)2 − j(j + 2)) ,
ϕn,m,±α(k, j) = mk + n∓ (j + 1) ,
hm,±α/2(k, j) = (m2 − 14)k ∓m(j + 1)− 12 .
Hence Remark 7.2 gives the following determinant formula (conjectured in [KeR]):
detη̂(k, h, j) =
∏
m,n∈N
(4kh − (mk − n)2 + (k + 1)2 + j(j + 2))PW (η̂−(0,mn))
×
∏
m,n∈N
ϕn,m,−α(k, j)PW (η̂−n(−α,m))ϕn,m−1,α(k, j)PW (η̂−n(α,m−1))
×
∏
m∈12+Z+
((
h− hm,−α/2(k, j)
)2PW,(−α/2,m)(η̂−(−α/2,m))(h− hm,α/2(k, j))2PW,(α/2,m)(η̂−(α/2,m))) .
8.5 N = 3 superconformal algebra.
As we shall see, the N = 3 superconformal algebra is Wk(g, e−θ), where g = osp(3|2),
tensored with one free fermion. The simple roots of g are α1, α2, where α1 is odd and α2 is
even, with scalar products:
(α1|α1) = 0 , (α1|α2) = 1/2 , (α2|α2) = −1/2 ,
with respect to the bilinear form (a|b) = −str ab. The subalgebra g♮ ∼= sl2 corresponds to the
root α2 so that its dual Coxeter number h
∨
0 = −1/2 and h♮ = Cα2. Furthermore, S1/2 =
{α1, α1 + α2, α1 + 2α2} consists of all odd positive roots of g. All positive even roots are α2
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and θ = 2(α1 + α2). For each positive root α we choose root vectors eα and e−α such that
(eα|e−α) = 1.
We use the following notation:
hmn = mα1 + nα2 , emn = ehmn , fmn = e−hmn .
We have: θ = h22, so that x = h11 and f = f22. We choose the positive root vectors such that
the non-zero brackets are as follows:
[e10, e01] = −e11 , [e10, e12] = e22 , [e01, e11] = e12 , [e11, e11] = −e22 .
Then 〈e10, e12〉ne = 1, 〈e11, e11〉ne = −1, hence all non-zero λ-brackets between the neutral
fermions Φ10, Φ12 and Φ11 are as follows:
[Φ10λΦ12] = 1 , [Φ11λΦ11] = −1 , and Φ10 = Φ12 , Φ12 = Φ10 , Φ11 = −Φ11 .
Since h∨ = 1/2 and h∨0 = −1/2, we have by (2.5):
[J (a)λJ
(b)] = J ([a,b]) + λ(k + 1)(a|b) , a, b ∈ g0 .
The d0-closed fields, provided by Theorem 4.1, which strongly generate Wk(g, e−θ) are as
follows:
J0 = −4J (h01) − 2 : Φ10Φ12 : , J+ = −2J (e01) − 2 : Φ12Φ11 : , J− = 2J (f01)− : Φ10Φ11 : ,
G+ = J (f10)+ : Φ12J
(h10) : −12 : Φ11J (e01) : +(k + 1)∂Φ12 ,
G0 = J (f11)− : Φ12J (f01) : +12 : Φ10J (e01) : − : Φ11J (h11) : −(k + 1)∂Φ11 ,
G− = J (f12)+ : Φ10J (h12) : + : Φ11J (f01) + (k + 1)∂Φ10 ,
L = − 1k+1/2(J (f)+ : Φ12J (f12) : + : Φ11J (f11) : + : Φ10J (f10))
+ 1k+1/2(: (J
(h11))2 : − : (J (h01))2 : +12 : J (e01)J (f01) : +12 : J (f01)J (e01) : +(k + 1)∂J (h11))
−(: Φ12∂Φ10 : + : Φ10∂Φ12 : − : Φ11∂Φ11 :) .
The field L is a Virasoro field with central charge
c = −6k − 7/2 ,
the fields J0, J± (resp. G0, G±) being primary of conformal weight 1 (resp. 3/2). The remaining
non-zero λ-brackets are as follows:
[J0λJ
±] = ±2J± , [J0λJ0] = 4λ3 (c+ 12) , [J+λJ−] = J0 + 2λ3 (c+ 12) ,
[J0λG
±] = ±2G± , [J+λG−] = −2G0 , [J−λG+] = −G0 , [J+λG0] = −2G+ , [J−λG0] = −G− ,
[G0λG
0] = 16(c+
1
2)L− 116 : J0J0 : +λ
2
36 (c+
1
2)(c− 1) , [G−λG−] = −14 : J−J− : ,
[G+λG
+] = − 116 : J+J+ : , [G+λG0] = − 116 : J0J+ : +14(12 − 16(c+ 12))(∂ + 2λ)J+ − λ8J+ ,
[G−λG0] = 18 : J
0J− : +12(
1
2 − 16(c+ 12))(∂ + 2λ)J− − λ4J− ,
[G+λG
−] = −16(c+ 12 )L+ 18 : J−J+ : +14(12 − 16(c+ 12))(∂ + 2λ)J0 − λ8J0 − λ
2
36 (c+
1
2)(c − 1) .
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In order to remove the quadratic terms in λ-brackets we introduce a free fermion Φ with
the λ-bracket [ΦλΦ] = −(k + 12), and modify the fields L and G as follows:
L˜ = L− 12k+1 : ∂ΦΦ : , G˜+ = i√k+1/2G
+ − 14k+2 : J+Φ : ,
G˜− = −i√
k+1/2
G− − 12k+1 : J−Φ : , G˜0 = −i√k+1/2G
0 + 14k+2 : J
0Φ : .
Then L˜ is a Virasoro field with central charge
c˜ = c+ 12 = −6k − 3 ,
and we obtain the N = 3 superconformal algebra, strongly generated by L˜, the primary fields
J± and J0 of conformal weight 1, the primary fields G˜± and G˜0 of conformal weight 3/2 and
the primary field Φ of conformal weight 1/2. The remaining changed λ-brackets are as follows:
[J0λG˜
0] = −2λΦ , [J+λG˜−] = −2G˜0 + 2λΦ , [J−λG˜+] = G˜0 + λΦ , [G˜±λG˜±] = 0 ,
[G˜+λG˜
−] = L˜+ 14 (∂ + 2λ)J
0 + λ
2
6 c˜ , [G˜
+
λG˜
0] = 14(∂ + 2λ)J
+ , [G˜0λG˜
0] = L˜+ λ
2
6 c˜ ,
[G˜−λG˜0] = −12(∂ + 2λ)J− , [G˜+λΦ] = 14J+ , [G˜−λΦ] = 12J− , [G˜0λΦ] = −14J0 .
We have: ω(J0n) = J
0−n, ω(J+n ) = 2J
−
−n, ω(G
0
n) = G
0−n, ω(G±n ) = G
∓
−n, ω(Φn) = Φ−n.
The free field realization of the N = 3 superconformal algebra is obtained from the formulas
for L˜, J ’s and G˜’s by removing the terms containing J (f), J (f10), J (f11) and J (f12), and replacing
J (u) by u for u ∈ g0 = h+ Ce01 + Cf01.
Let α = α2|h♮ . Then ∆♮+ = {α} and ∆′ = {±α, 0}. The set of positive roots ∆+N=3 of the
N = 3 superconformal algebra consists of the set of even roots
{(±α,m)|m ∈ N} ∪ {(α, 0)} ∪ {(0,m)|m ∈ N} ,
where the multiplicity of a root from the first two subsets is 1 and from the third is 2, and the
set of odd roots
{(±α,m)|m ∈ 12 + Z+} ∪ {(0,m)|m ∈ 12 + Z+} ,
where the multiplicity of a root from the first subset is 1 and from the second is 2 (due to the
added free fermion Φ).
In order to write down the determinant formula, let Λ = j2α, where j ∈ C. The highest
weight (Λ, h) ≡ (j, h) of the Verma module over N = 3 superconformal algebra is determined
by h = the lowest eigenvalue of L0 and j = the eigenvalue of J
0
0 on the highest weight vector.
We have:
hn,2m(k, j) =
1
2(2k+1)((m(2k + 1)− n)2 − (k + 1)2 − 14j(j + 2)) ,
ϕn,m,±α(k, j) = 14(2m(2k + 1) + n∓ (j + 1)) ,
hm,±α(k, j) = (m2 − 14 )k + 12(m2 − 34 ∓m(j + 1)) .
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Hence Remark 7.2 gives the following determinant formula (cf. [M]):
detη̂(k, h, j) = (k +
1
2)
PN=3,(0,1/2)(η̂−(0,1/2))
×
∏
m,n∈12N
m−n∈Z
(h− hn,2m(k, j))PN=3(η̂−(0,2mn))
×
∏
m,n∈N
ϕn,m,−α(k, j)PN=3(η̂−n(−α,m))ϕn,m−1,α(k, j)PN=3(η̂−n(α,m−1))
×
∏
m∈12+Z+
(h− hm,−α(k, j))PN=3,(−α,m)(η̂−(−α,m))(h− hm,α(k, j))PN=3,(α,m)(η̂−(α,m))
8.6 Big N = 4 superconformal algebra.
In this subsection, g = D(2, 1; a), where a ∈ C\{−1, 0}, is the family of exceptional 17-
dimensional Lie superalgebras. The big N = 4 superconformal algebra (see [KL], [S], [STP]) is
obtained from Wk(g, e−θ) by tensoring it with four free fermions and a free boson (cf. [GS]).
Recall that g is a contragredient Lie superalgebra with the following matrix of scalar products
of simple roots αi (i = 1, 2, 3) [K1]:
((αi|αj))3i,j=1 = − 1a+1

 2 −1 0−1 0 −a
0 −a 2a

 .
As in Section 8.5, we use the following notation:
hmnp = mα1 + nα2 + pα3 , emnp = ehmnp , fmnp = e−hmnp .
The set of even (resp. odd) positive roots is:
h100 , h001 , h121( resp. h010 , h110 , h011 , h111) .
The highest root θ = h121, and the matrix of scalar products is normalized in such a way that
(θ|θ) = 2.
We choose positive root vectors eα such that all non-zero brackets (up to the order) between
them are as follows: [e100, e010] = e110 , [e100, e011] = e111 , [e010, e001] = e011 , [e010, e111] =
e121 , [e001, e110] = −e111 , [e110, e011] = −e121 , and we choose negative root vectors fα such
that [eα, fα] = α.
For the quantum reduction we take the following sℓ2-triple: f = f121, e =
1
2e121, x =
1
2h121,
so that h♮ = Cα1 + Cα3, and g
♮ = h♮ + Ceα1 + Cfα1 + Ceα3 + Cfα3 is isomorphic to sℓ2 ⊕ sℓ2.
The subspace g1/2 is spanned by four odd elements: e0 1 0, e111 , e110, e011, and all non-zero
values of the (symmetric) bilinear form 〈. , .〉ne on g1/2 are:
〈e010 , e111〉ne = 1 , 〈e110 , e011〉ne = −1 .
Hence the corresponding free neutral fermions satisfy the following non-zero λ-brackets:
[Φ010λΦ111] = 1 , [Φ110λΦ011] = −1 ,
and
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Φ010 = Φ111 , Φ
111 = Φ010 , Φ
110 = −Φ011 , Φ011 = −Φ110 .
The d0-closed fields, provided by Theorem 4.1, which strongly generate Wk(g, e−θ) are as
follows:
J0 = −(a+ 1)J (h100) − (: Φ010Φ111 : − : Φ110Φ011 :) ,
J ′ 0 = −a+1a J (h001) − (: Φ010Φ111 : − : Φ110Φ011 :) ,
J+ = J (e100)+ : Φ110Φ111 : , J
′+ = J (e001)− : Φ011Φ111 : ,
J− = −(a+ 1)J (f100)− : Φ010Φ011 : , J ′− = −a+1a J (f001)+ : Φ010Φ110 : ,
G++ = J (f010)+ : Φ111J
(h010) : + 1a+1 : Φ011J
(e100) : − aa+1 : Φ110J (e001) :
+a−1a+1 : Φ110Φ011Φ111 : +(k + 1)∂Φ111 ,
G−− = J (f111)+ : Φ010J (h111) : − : Φ110J (f100) : + : Φ011J (f001) :
−a−1a+1 : Φ010Φ110Φ011 : +(k + 1)∂Φ010 ,
G−+ = J (f110)− : Φ011J (h110) : + : Φ111J (f100) : + aa+1 : Φ010J (e001) :
−a−1a+1 : Φ010Φ011Φ111 : −(k + 1)∂Φ011 ,
G+− = J (f011)− : Φ110J (h011) : − 1a+1 : Φ010J (e100) : − : Φ111J (f001) :
+a−1a+1 : Φ010Φ110Φ111 : −(k + 1)∂Φ110 ,
L = − 1kJ (f) − 1k
∑
α∈S1/2
: ΦαJ
(fα) :
+ 14k (: (J
(x))2 : −(a+ 1) : (J (h100))2 : −a+1a : (J (h001))2 :) + k+1k ∂J (x)
+ 12k (: J
(e100)J (f100) : + : J (f100)J (e100) : + : J (e001)J (f001) : + : J (f001)J (e001) :)
−12(: Φ111∂Φ010 : + : Φ010∂Φ111 : − : Φ110∂Φ011 : − : Φ011∂Φ110 :) .
The fields J ’s (resp. G’s) are primary with respect to L of conformal weight 1 (resp. 3/2).
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The non-zero λ-brackets between these fields are as follows:
[J0λJ
0] = −2λ((a + 1)k + 1) , [J ′0λJ ′0] = −2λ(a+ 1
a
k + 1) ,
[J+λJ
−] = J0 − λ((a+ 1)k + 1) , [J ′+λJ ′−] = J ′0 − λ (a+ 1
a
k + 1) ,
[J0λJ
±] = ±2J± , [J ′0λJ ′±] = ±2J ′± ,
[J0λG
±±] = ±G±± , [J0λG±∓] = ±G±∓ , [J ′0λG±±] = ±G±± , [J ′0λG±∓] = ∓G±∓ ,
[J+λG
−−] = −G+− , [J+λG−+] = −G++ , [J ′+λG−−] = G−+ , [J ′+λG+−] = G++ ,
[J−λG++] = −G−+ , [J−λG+−] = −G−− , [J ′−λG++] = G+− , [J ′−λG−+] = G−− ,
[G++λG
++] =
2a
(a+ 1)2
: J+J+ : , [G−−λG−−] =
2
(a+ 1)2
: J−J− : ,
[G−+λG−+] = − 2a
(a+ 1)2
: J−J ′+ : , [G+−λG+−] = − 2a
(a+ 1)2
: J+J ′− : ,
[G++λG
−−] = kL+
1
4
(
1
a+ 1
: J0J0 : +
a
a+ 1
: J ′0J ′0 : − 1
(a+ 1)2
: (J0 + aJ ′0)2 :)
+
a
(a+ 1)2
(: J+J− : + : J ′+J ′− :)− 1
2(a+ 1)
∂(J0 + aJ ′0)
+
k + 1
2(a+ 1)
(∂ + 2λ)(J0 + aJ ′0)− λ
(a+ 1)2
(J0 + a2J ′0)− λ2(k(k + 1) + a
(a+ 1)2
) ,
[G−+λG+−] = −kL+ 1
4
(− 1
a+ 1
: J0J0 : − a
a+ 1
: J ′0J ′0 : +
1
(a+ 1)2
: (J0 − aJ ′0)2 :)
− a
(a+ 1)2
(: J+J− : + : J ′+J ′− :) +
1
2(a+ 1)
∂(J0 + aJ ′0)− 1
(a+ 1)2
∂J0
+
k + 1
2(a+ 1)
(∂ + 2λ)(J0 − aJ ′0)− λ
(a+ 1)2
(J0 − a2J ′0) + λ2(k(k + 1) + a
(a+ 1)2
) ,
[G++λG
−+] =
a
(a+ 1)2
: J0J ′+ : +
a
a+ 1
(
a
a+ 1
+ k + 1)(∂ + 2λ)J ′+ ,
[G++λG
+−] = − a
(a+ 1)2
: J ′0J+ : − 1
a+ 1
(k + 1 +
1
a+ 1
)(∂ + 2λ)J+ ,
[G−−λG−+] =
a
(a+ 1)2
: J ′0J− : +
1
a+ 1
(k + 1− 1
a+ 1
)(∂ + 2λ)J− ,
[G−−λG+−] = − a
(a+ 1)2
: J0J ′− : − a
a+ 1
(k + 1− a
a+ 1
)(∂ + 2λ)J ′− .
Since h∨ = 0 and sdim g = 1, by (5.7), the Virasoro central charge is equal
c = −6k − 3 .
The big N = 4 superconformal algebra is obtained from Wk(D(2, 1; a), e−θ) by tensoring
the latter vertex algebra by the vertex algebra strongly generated by four (odd) free fermions
σ−−, σ++, σ+−, σ−+ with non-zero λ-brackets [σ−−λσ++] = k, [σ+−λσ−+] = k, and one (even)
free boson ξ with λ-bracket [ξλξ] = λk.
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Then the five fields σ−−, σ++, σ+−, σ−+, ξ along with the following modifications of the
six fields J0, J ′0, J±, J ′±, the four fields G++, G−−, G+−, G−+ and the field L, close in the
big N = 4 superconformal algebra with Virasoro central charge c˜ = −6k (cf. [IKL]):
J˜0 = J0 − 1k : σ−−σ++ : + 1k : σ+−σ−+ : , J˜ ′0 = J ′0 + 1k : σ−−σ++ : + 1k : σ+−σ−+ : ,
J˜+ = J+ + ak : σ
+−σ++ : , J˜− = J− + 1ak : σ
−−σ−+ : ,
J˜ ′+ = J ′+ + 1k : σ
−+σ++ : , J˜ ′− = J ′− + 1k : σ
−−σ+− : ,
G˜++ = 1√
k
G++ − 1k(a+1) : J+σ−+ : + ak(a+1) : J ′+σ+− : + a2k(a+1) : J0σ++ :
− a2k(a+1) : J ′0σ++ : + 1k
(
a
2
)1/2
: ξσ++ : + ak2(a+1) : σ
++σ+−σ−+ : ,
G˜−− = 1√
k
G−− + ak(a+1) : J
−σ+− : − 1k(a+1) : J ′−σ−+ : − 12k(a+1) : J0σ−− :
+ 12k(a+1) : J
′0σ−− : + 1k
(
1
2a
)1/2
: ξσ−− : − 1
k2(a+1)
: σ−−σ+−σ−+ : ,
G˜+− = − 1√
k
G+− + 1k(a+1) : J
+σ−− : + ak(a+1) : J
′−σ++ : + a2k(a+1) : J
0σ+− :
+ a2k(a+1) : J
′0σ+− : + 1k
(
a
2
)1/2
: ξσ+− : − a
k2(a+1)
: σ+−σ−−σ++ : ,
G˜−+ = 1√
k
G−+ − 1k(a+1) : J ′+σ−− : − ak(a+1) : J−σ++ : − 12k(a+1) : J0σ−+ :
− 12k(a+1) : J ′0σ−+ : + 1k
(
1
2a
)1/2
: ξσ−+ : + 1k2(a+1) : σ
−+σ−−σ++ : ,
L˜ = L+ 12k (: ∂σ
−−σ++ : + : ∂σ++σ−− : + : ∂σ−+σ+− : + : ∂σ+−σ−+ : + : ξ2 :) .
The fields σ’s, ξ, J˜ ’s and G˜’s are primary with respect to L˜ of conformal weight 1/2, 1, 1
and 3/2, respectively. The λ-brackets for the pairs (J˜ , J˜ ′) are zero, and the non-zero λ-brackets
for the pairs (J˜ , G˜), (J˜ ′, G˜), (J˜ , J˜), and (J˜ ′, J˜ ′) are as follows:
[J˜0λG˜
++] = G˜++ − λaσ++ , [J˜0λG˜−−] = −G˜−− + λσ−− , [J˜0λG˜−+] = −G˜−+ + λσ−+ ,
[J˜0λG˜
+−] = G˜+− − λaσ+− , [J˜+λG˜−−] = G˜+− − λaσ+− , [J˜+λG˜−+] = −G˜++ + λaσ++ ,
[J˜−λG˜++] = −G˜−+ + λσ−+ , [J˜−λG˜+−] = G˜−− − λσ−− ,
[J˜ ′0λG˜++] = G˜++ + λσ++ , [J˜ ′0λG˜−−] = −G˜−− − λaσ−− , [J˜ ′0λG˜−+] = G˜−+ + λaσ−+ ,
[J˜ ′0λG˜+−] = −G˜+− − λσ+− , [J˜ ′+λG˜−−] = G˜−+ + λaσ−+ , [J˜ ′+λG˜+−] = −G˜++ − λσ++ ,
[J˜ ′−λG˜++] = −G˜+− − λσ+− , [J˜ ′−λG˜−−] = G˜−− + λaσ−− ,
[J˜0λJ˜
0] = λ
c˜(a+ 1)
3
, [J˜0λJ˜
±] = ±2J˜± , [J˜+λJ˜−] = J˜0 + λc˜(a+ 1)
6
, [J˜ ′0λJ˜ ′0] = λ
c˜(a+ 1)
3a
,
[J˜ ′0λJ˜ ′±] = ±2J˜ ′± , [J˜ ′+λJ˜ ′−] = J˜ ′0 + λc˜(a+ 1)
6a
.
The non-zero λ-brackets for the pairs (J˜ , σ) are as follows:
[J˜0λσ
±±] = ±σ±± , [J˜ ′0λσ±∓] = ±σ±∓ ,
[J˜+λσ
−−∓] = ±aσ++∓ , [J˜−λσ++±] = ∓ 1aσ
−−± ,
[J˜ ′0λσ±±] = ±σ±± , [J˜ ′0λσ±∓] = ∓σ±∓ ,
[J˜ ′+λσ∓
−−] = ±σ∓++ , [J˜ ′−λσ±++] = ∓σ±−− .
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The non-zero λ-brackets for the pairs (G˜, σ) and (G˜, ξ) are as follows:
[G˜
++±
λσ
−−∓] =
a
2(a+ 1)
(J˜0 ∓ J˜ ′0) + (a2)1/2 ξ ,
[G˜
++±
λσ
−−±] =
a
a+ 1
J˜ ′± , [G˜−−∓λσ
++∓] = ± 1
2(a+ 1)
(J˜ ′0 ∓ J˜0) +
(
1
2a
)1/2
ξ ,
[G˜
−−∓
λσ
++∓] = − 1
a+ 1
J˜ ′∓ , [G˜−−∓λσ
−−±] = ± a
a+ 1
J˜− , [G˜++∓λσ
++±] = − 1
a+ 1
J˜+ ,
[G˜
++±
λξ] = (∂ + λ)
(a
2
)1/2
σ
++± , [G˜−−∓λξ] = (∂ + λ)
(
1
2a
)1/2
σ
−−∓ .
Finally, the non-zero λ-brackets between the G˜’s are as follows:
[G˜±++λG˜∓
−−] = L˜+
1
(a+ 1)
(∂ + 2λ)(±J˜0 + aJ˜ ′0) + λ
2
6
c˜ ,
[G˜±±λG˜∓±] = ∓ a
a+ 1
(∂ + 2λ)J˜ ′± , [G˜±±λG˜±∓] = ∓ 1
a+ 1
(∂ + 2λ)J˜± .
We have: ω(J0n) = J
0−n, ω(J±n ) = J
∓
−n, ω(J
′0−n) = J ′0−n, ω(J ′±n ) = J
′∓
−n, ω(G
++
n ) = G
−−
−n ,
ω(G+−n ) = G
−+
−n , ω(σ
−−
n ) = −aσ++−n , ω(σ−+n ) = −aσ+−−n , ω(ξn) = −ξ−n.
Let α = α1|h♮ and α′ = α3|h♮ . Then ∆♮+ = {α,α′} and ∆′ = {±12(α+α′), ±12(α−α′)}. The
set of positive roots ∆+W consists of the set of even roots:
{(±α,m) , (±α′,m)|m ∈ N} ∪ {(α, 0) , (α′, 0)} ∪ (0,m)|m ∈ N} ,
where the multiplicity of a root from the first two subsets is 1 and from the third is 3, and the
set of odd roots:
{(±12 (α+ α′),m) , (±12(α− α′),m)|m ∈ 12 + Z+} ,
all of multiplicity 1.
In order to write down the determinant formula, let Λ = 12(jα + j
′α′). The highest weight
(Λ, h) of the Verma module over Wk(D(2, 1; a), e−θ) is determined by the triple (j, j′, h), where
h = the lowest eigenvalue of L0 and j ad j
′ are the eigenvalues of J00 and J
′0
0 on the highest
weight vector. We have:
hn,m(k, j, j
′) = 14k ((mk − n)2 − (k + 1)2 − (j+1)
2+a(j′+1)2
a+1 + 1) ,
ϕn,m,±α(k, j, j′) = 1a+1((a+ 1)mk + n∓ (j + 1)) ,
ϕn,m,±α′(k, j, j′) = 1a+1((a+ 1)mk + an∓ a(j′ + 1)) ,
h
m,±12 (α+α′)
(k, j, j′) = −a(j−j
′)2
4(a+1)2k
+ (m2 − 14)k ∓ m(j+1+a(j
′+1))
a+1 − 12 ,
h
m,±12 (α−α′)
(k, j, j′) = −a(j+j
′+2)2
4(a+1)2k
+ (m2 − 14 )k ∓ m(j+1−a(j
′+1))
a+1 − 12 .
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Hence Remark 7.2 gives the following determinant formula for Wk(D(2, 1; a), e−θ):
detη̂(k, h, j, j
′) = k2
∑
m,n∈N PW (η̂−(0,mn))
∏
m,n∈N
(h− hn,m(k, j, j′))PW (η̂−(0,mn))
×
∏
m,n∈N
β=α,α′
ϕn,m,−β(k, j, j′)PW (η̂−n(−β,m))ϕn,m−1,β(k, j, j′)PW (η̂−n(β,m−1))
×
∏
m∈12+Z+
γ=±12 (α+α′),±
1
2 (α−α′)
(h− hm,γ(k, j, j′))PW,(γ,m)(η̂−(γ,m)) .
The determinant formula for the big N = 4 superconformal algebra is obtained by a simple
modification of the above formula. First the multiplicities of the following roots increase by 1:
(0,m) (due to the added free boson) and (±12 (α+ α′),m), (±12(α − α′),m) (due to the added
free fermions). This leads to the obvious changes of exponents. Second, one should add the
obvious power of the eigenvalue of the zero’s mode of the added free boson ξ.
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