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Obstructive sleep apnea syndrome (OSAS) is a common sleep disorder.  
It´s also a fact that recent studies suggest that snoring might represent the first stage of OSAS 
(1). 
Currently, the most used diagnostic examination, both in children and in adults, is the 
nocturnal polysomnography (PSG). Despite being the diagnostic examination of excellence, 
this technique is very laborious, time-consuming, expensive, and is only available at a limited 
number of public hospitals in Portugal. Consequently, the waiting list for this examination in 
Portuguese public hospitals may be up to 3 years (2).  
Considering the facts presented above, it has become clear that, developing screening 
techniques for OSAS able to assess the real needs of the patient being subjected to an 
overnight PSG at the hospital would be greatly beneficial. 
In addition, recent studies have suggested that the acoustic characteristics of snoring may be 
different for OSAS patients and patients with simple snore (SS) (3). However, after performing 
a market research, it was concluded that there is not any screening device on the market that 
takes advantage of this fact. 
The project Look4MySleep was born by combining all these facts. 
The aim of the project was to prove that it´s possible to build a simple and low-cost device, 
based on the sound of snoring as the single physiological parameter used to screen OSAS. To 
achieve this goal, we developed a prototype of a screening device. 
 
Using the developed prototype, 22 patients were studied: 14 with OSAS, 3 non OSAS but 
snorer patients, and 5 non OSAS and non snorer patients. The subjects were grouped into two 
distinct groups. The 14 OSAS subjects were grouped on the OSAS group (mean 
Apnea/Hypopnea Index (AHI) of 26,8 events·h-1). The remaining patients were placed in the 
Non OSAS group (mean AHI 4,6 of events·h-1). Snoring was recorded with our prototype 
during the sleep of the 22 subjects undergoing full night polysomnography. The snore sound 
power spectrum, the snore duration and the snore amplitude were analyzed offline. 
Spectral analysis of snore sounds showed the existence of two different patterns. The first 
pattern was characterized by the existence of a harmonic structure. The second pattern was 
characterized by a predominance of sound energy usually scattered in two distinct bands of 
frequencies, but without any harmonic structure. All the OSAS patients and one Non OSAS 
patient (AHI of 12,3 events·h-1) showed the second pattern. The rest of the Non OSAS patients 
showed the first pattern of sound spectrum.  
The mean peak frequency of snoring was significantly lower in Non OSAS patients. On the 
other hand, the mean snore duration was significantly higher for the Non OSAS group. 
Regarding the mean snore amplitude, the difference between the two groups had no 
significance. Furthermore, a significant positive statistical correlation was found between the 
peak frequency of the spectrum and the AHI (p <0,001). Regarding the correlation between 
snore mean amplitude and AHI, and also between snore mean duration and AHI, we´ve 
observed low correlation values without statistical significance (p <0,938 and p <0,916, 
respectively). Concluding, we have found significant differences between OSAS and non OSAS 
patients regarding to the snoring sound spectrum, using our low-cost prototype device.   
 
Key words: Obstructive sleep apnea syndrome, snoring, sound analysis, detection, 
classification, screening device.  













O Síndrome de Apneia Obstrutiva do Sono (SAOS) é um distúrbio de sono comum.  
Também é um facto que estudos recentes sugerem que o ressonar pode representar o 
primeiro estádio da SAOS (1). 
Actualmente, o exame diagnóstico mais usado, tanto em crianças como em adultos, é a 
polissonografia (PSG) nocturna. Apesar de ser o exame diagnóstico de excelência, esta técnica 
é muito laboriosa, demorada, cara, e está disponível num número limitado de hospitais 
públicos em Portugal. Por conseguinte, a lista de espera para este exame nos hospitais 
públicos portugueses pode chegar aos 3 anos (2).  
Considerando os factos acima apresentados, tornou-se claro que, o desenvolvimento de 
técnicas de rastreio para o SAOS capazes de avaliar as reais necessidades do paciente ser 
submetido a uma PSG nocturna no hospital traria grandes benefícios.  
Além disso, estudos recentes têm sugerido que as características acústicas do ressonar podem 
ser diferentes para pacientes com SAOS e para pacientes com roncopatia simples (RS) (3). 
Contudo, após ser efectuada uma pesquisa de mercado, verificou-se que não existia no 
mercado nenhum dispositivo de rastreio que tirasse partido este facto. 
O projecto Look4MySleep nasceu pela combinação de todos estes factos.  
O objectivo do projecto foi provar que é possível criar um dispositivo simples e de baixo custo, 
baseado no som do ronco como único parâmetro fisiológico utilizado para rastrear o SAOS. 
Para atingir este objectivo, desenvolvemos um protótipo de um dispositivo de rastreio.  
 
Usando o protótipo desenvolvido, foram estudados 22 pacientes: 14 pacientes com SAOS, 3 
pacientes sem SAOS mas com roncopatia, e 5 pacientes sem SAOS e sem roncopatia. Os 
indivíduos foram agrupados em dois grupos distintos. Os 14 pacientes com SAOS foram 
agrupados no grupo SAOS (Índice de Apneia/Hipoapneia (IAH) médio de 26,8 eventos·h-1). Os 
restantes pacientes foram colocados no grupo Não SAOS (IAH médio de 4,6 eventos·h-1). O 
ressonar foi gravado com o nosso protótipo durante o sono dos 22 indivíduos submetidos a 
um exame completo de polissonografia nocturna. O espectro de potência do som, a duração 
do ronco e a sua amplitude foram analisados offline. 
A análise espectral do som do ronco mostrou a existência de dois padrões distintos. O primeiro 
padrão foi caracterizado pela existência de uma estrutura harmónica. O segundo padrão foi 
caracterizado pela predominância de energia geralmente dispersa em duas bandas distintas de 
frequências, mas sem qualquer estrutura harmónica. Todos os pacientes com SAOS e um 
paciente do grupo Não SAOS (IAH de 12,3 eventos.h-1) mostraram o segundo padrão. O resto 
dos pacientes do grupo Não SAOS evidenciou o primeiro padrão.  
A média do pico de frequência do ronco foi significativamente mais baixo nos pacientes do 
grupo Não SAOS. Por outro lado, a duração média do ronco foi significativamente mais alta 
para o grupo Não SAOS. No que toca à amplitude média do ronco, a diferença entre os dois 
grupos não foi significativa. Para além disso, foi encontrada uma correlação positiva e 
estatisticamente significativa entre pico de frequência do espectro e o IAH (p <0,001). No que 
respeita à correlação entre a amplitude média do ronco e o IAH, e também entre a duração 
média dos roncos e o IAH, observámos uma correlação baixa e sem significância estatística (p 
<0,938 e p <0,916, respectivamente). 
Concluindo, encontrámos diferenças significativas entre pacientes com SAOS e pacientes sem 
SAOS, no que respeita ao espectro de som do ronco, usando o nosso protótipo de baixo custo. 
Palavras-chave: Síndrome de Apneia Obstructiva do Sono, ressonar, análise de som, detecção, 
classificação, aparelho de rastreio.  
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A sleep disorder is defined as a group of conditions characterized by disturbance in the 
amount, quality, or timing of a person's sleep. Sleep disorders also include emotional and 
other problems that may be related to sleep (4). Obstructive sleep apnea syndrome (OSAS) is 
a very common sleep disorder and snoring is a very common symptom of this disorder. 
Studies in recent years suggest that there is a relationship between snoring and OSAS, and 
that the acoustic characteristics of snoring may be different between OSAS patients and 
patients with simple snore (SS) (5) (3). 
Even though there are no statistical studies about the prevalence of this disease in Portugal, 
it´s estimated that in the United States of America it affects 9% of men and 4% of women 
between the ages of 30 and 60, and that its prevalence in children is between 0.7% and 
10.3% (6) (7). 
For an accurate diagnosis, nocturnal polysomnography (PSG) represents a gold-standard 
technique. However, it has several limitations such as:  
•Great time-consumption. The patient must arrive 2 hours before sleeping to be 
prepared for the examination. Additionally, the examination is accomplished in one 
night, lasting about 8 hours; 
•Requiring a specialized technician's presence during the whole examination to correct 
any anomaly, meaning that it can only be performed in a hospital environment; 
•Sleeping in an unfamiliar environment and having a large number of sensors and 
wires attached can reduce the patient´s sleep quality; 
•Requiring a specialized technician's to analyze offline the PSG data; 
•The PSG equipment is very expensive; 
•PSG is available in only a few public hospitals in Portugal. As a consequence, the 
waiting list can reach up to 3 years (2). 
To overcome these limitations, screening techniques for OSAS have been developed. The 
purpose of screening tests is to submit the patient to more complex investigations (such as 
PSG) in case of inconclusive results.  
Screening tests are performed in a home environment and are managed by the patient 
through a portable screening device usually provided by the sleep laboratory. 















After performing a market research in November 2008 we confirmed that, despite the 
studies that report frequency analysis of snoring as a promising screening tool for OSAS, no 
equipment, using only the acoustic characteristics of snoring, is being commercialized (1) (3) 
(8) (9). 
 
Taking this reality as a motivation, our goal was to develop an innovative, simple and low 




The main objective of this project was to prove that it´s possible to use only the acoustic 
properties of snoring to build a low cost screening tool for OSAS, bridging the absence of 
such product on the market.  
This concept is supported by the combination between studies that suggest that snoring is a 
common symptom of OSAS (1), and studies that concluded that the acoustic characteristics 
of snoring are different between OSAS patients and SS patients (1) (3) (8) (9). 
To achieve this goal, we developed, during one academic year, a prototype that was 
submitted to several tests.  
Obviously, knowledge acquisition was the primary and always present goal along this project. 
 
1.3. MASTER THESIS STRUCTURE 
 This Master Thesis is divided in 6 chapters: 
Chapter 1 – Introduction 
This chapter aims to present the existent motivations to develop this project and also the 
goals to achieve along the academic year. 
Chapter 2 – Project Management 
In this chapter, we did the presentation of the team that will develop the project as well as 
the organizations involved in it. It also presents the scheduling of the project. 
Chapter 3 – Theoretical Background 
The purpose of this chapter is to present the theoretical knowledge which the student had to 
acquire in order to apply during the project development. This knowledge ranges the medical 















and the technical field. Furthermore, it also presents the latest developments in OSAS 
screening devices (state of the art). 
Chapter 4 – Project Developments 
This chapter intends to report in detail all the project developments since September 2008 
until June 2009. 
Chapter 5 – Methods and Results 
This chapter presents both the used methods and the results of the tests performed with the 
developed prototype. 
Chapter 6 – Discussion, Conclusions and Future Work 
Based on the previous chapter, this one initially presents the discussion of the results. 
Afterwards, based on the discussions, the conclusions are presented regarding the goals set 
in Chapter 1. Furthermore, some future improvements are suggested to enhance 
Look4MySleep. Finally, the student presents his final appreciation about the accomplished 
work. 















2. PROJECT MANAGEMENT 
2.1. PROJECT MEMBERS 
This project was developed by one Biomedical Engineer student, one Project Coordinator, 













Table 1: Project Members   




Professor Carlos Correia 
 
Project Coordinator correia@lei.fis.uc.pt 
Engineer Soraia Rocha 
 
Project Manager srocha@isa.pt 
Dr. José Moutinho Medical Supervisor moutinho@chc.min-saude.pt 
 

















2.2. INVOLVED ORGANIZATIONS 
 
I. ISA- Intelligence Sensing Anywhere  
 
 
ISA is an award-winning global company specialized in Telemetry and M2M (Machine to 
Machine) Communications. ISA is a global leader in different market segments such as: 
Remote Management for Utilities, including telemetry and remote metering solutions for gas, 
fuel, electricity and water. The products, solutions, and services offered by ISA are based on 
its own technology and know-how in the fields of electronics, software development, 
telemetry and control, which have been accumulated over the past 20 years (10). 
Along this project several meetings took place at ISA in order to present the project´s 
developments and to define strategies to overcome problems that were emerging 
throughout the project. 
 
Contact: ISA Portugal 
Estádio Cidade de Coimbra, 92 
3030-320 Coimbra 
               Portugal 
 
Website/e-mail: http://www.isalabs.com 
                               info@isasensing.com 
 
II. CEI – Centre of Electronics and Instrumentation 
 
 
This Electronics and Instrumentation Group has been recently created in the Physics 
Department of the University of Coimbra. The research areas of the Electronics and 
Instrumentation Group are Atomic and Nuclear Instrumentation, Biomedical 
Instrumentation, Plasma Physics Instrumentation, Microelectronics, Optical Signal Processing 
and Telemetry and Industrial Control. The CEI counts nowadays with more than 26 
permanent members including schoolmasters, researchers and technicians, as well as with up 
to 10 students currently preparing their final year projects in the Physics Engineering degree 
(11). 
This was the place where it was developed most part of the project. Also here, we had 
several meetings to overcome emerging problems and doubts. 
 
Contact: Departamento de Física – Universidade de Coimbra 
                Rua Larga 
                3004-516 Coimbra 
                Portugal 
 
Website/e-mail: http://lei.fis.uc.pt 
                               correia@lei.fis.uc.pt 





















In this sleep laboratory, located at the Hospital dos Covões, clinical experts on sleep disorders 
performs consultations and sleep studies, including PSG, daily. 
It was in this sleep laboratory that Look4MySleep was clinically tested in combination with 
nighttime PSG in snorer patients with suspected sleep related disorders. 
 
Contact: Centro Hospitalar de Coimbra 
                 Quinta dos Vales 
                 3041-801 S. Martinho do Bispo 
                 Coimbra 















































Out 2008 Nov 2008
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1 20d30-01-200905-01-2009Learning C language
2 24d16-02-200914-01-2009Program the Explorer Board
3 75d29-05-200916-02-2009Interface development
4 1d18-02-200918-02-20091st Intercalary Presentation
5 117d30-07-200918-02-2009Overnight Sleep Tests
Jan 2009 Fev 2009
18-1 25-1 1-2 8-2 15-2 22-2 1-3 8-3 15-3 22-3 29-3 5-4 12-4 19-4 26-4 3-5
6 4d15-05-200912-05-2009Project Upgrades
9 40d01-09-200908-07-2009Write Master Thesys
7 1d03-06-200903-06-20092nd Intercalary Presentation
8 5d20-07-200914-07-2009Project Upgrades
10-5 17-5 24-5 31-5 7-6 14-6




2.3. PROJECT SCHEDULING 
This project lasted two academic semesters. 
At the beginning of each semester we did a scheduling of the project, in order to organize the 
tasks to be performed. The schedules were flexible, and were amended when it was 
necessary.  


















Figure 2: Gantt chart presenting the scheduling of the second semester. 
 
 















3. THEORETICAL BACKGROUND 
 
This chapter intends to present the necessary theoretical knowledge acquired to accomplish 
this project.  
It was necessary to acquire knowledge on a wide variety of fields, such as sleep medicine, 
microelectronics, embedded systems programming, programming of user interfaces and 
statistics. Because of this wide range of subjects and the constant necessity to deepen specific 
knowledge, this task was accomplished up until the last day of the project. 
The concepts are presented throughout this chapter by the temporal order in which they were 
required to conduct the project. 
3.1. MEDICAL CONCEPTS 
3.1.1. HEALTHY SLEEP: SLEEP CYCLES 
An healthy sleep consists of two distinct physiological states (12): 
a) Rapid Eye Move Sleep (REM) - This state represents 20 to 25% of total sleep time 
and occurs at intervals of sixty to ninety minutes. Most vivid dreams occur in this 
state. The brain activity is very intense and it´s similar to that in waking. However, 
the muscles, except the muscles required to execute vital functions (such as heart 
and diaphragm) and the eye muscles, are paralyzed. Therefore, this state is 
characterized by muscular hypotonia. 
It is essential to the welfare of the individual physical and psychological well-being.  
 
b) Non Rapid Eye Move Sleep (NonREM) - The NonREM sleep occupies about 75% 
of the total sleep time. This sleep stage is essentially a period of energy 
conservation and physical recovery. 
It´s also termed quiet sleep. It´s subdivided into four distinct stages known as 1, 2, 3 
and 4. 
 
•Stage 1- This stage lasts from the moment a person falls asleep. It has a duration 
of one to two minutes and it´s a light sleep. It is characterized by an 
electroencephalogram (EEG) similar to the state of wakefulness. 
Predominant feeling of roam, uncertain thoughts, involuntary movements 
of the hands and feet, slow contraction and pupillary dilation are visible. 
 
•Stage 2- This stage takes about five to fifteen minutes. The EEG shows more 
slow-wave frequencies, showing the complex K. In this phase, the 
awakenings of tactile stimulation, speech or body movements are more 
























Legend:     W -  Wake stage ; REM (---) - REM stage ; 1 - Stage1of NonRem ; 2 - Stage2 of NonRem;  
                    3 - Stage3 of NonRem; 4 - Stage 4 of NonRem; MT - Movements 
 
 
•Stage 3- This stage lasts about fifteen to twenty minutes. It is very similar to 
stage 4, and they are often associated when characterized. In these stages, 
sleep is very deep. From stage 3 to stage 4, there is a progression of 
difficulty in awakening. 
 
•Stage 4- It is very difficult to wake someone at that stage of sleep. This phase 
lasts for forty minutes and sleep is very deep. Then, the person returns to 
the third stage (five minutes) and to the second stage (for fifteen minutes). 
Finally enter into REM sleep.  
 
The two sleep states alternate in cycles called sleep cycles. Each sleep cycle lasts 
about ninety minutes. In case of healthy sleep, there are usually four or five cycles 
in a period of nocturnal sleep. 
Therefore, during a sleep night, the individual passes by repeated cycles, starting in 
stage 1 of NonREM sleep, progressing to stage 4, returns to the stage 2, and enters 
into REM sleep. Back again to Stage 2 and thus the whole cycle repeats again. 
In the first part of the sleep, nonREM predominates, with more REM periods in the 
second half. 
 
The states and the sleep cycles are monitored in a sleep study by nocturnal PSG. 
After the examination, the technician performs the reading of data and performs a 
hipnogram, which is included in the clinical report. 
 
The following figure shows only the part of the hipnogram related to the sleep 






   
 
 
Figure 3: Hipnogram showing the sleep staging of a patient. Source (13) 
In a hipnogram, the black line represents the periods in which the patient is awake 
(W) and periods of NonRem Sleep (moving from state 1 to 4 and then returning and 
entering in REM Sleep), and the red line represents the periods of REM sleep. 
It should be noted that the time is counted in epochs. Each epoch has 30 seconds. 



















3.1.2. SLEEP DISORDERS 
A sleep disorder is defined as a group of conditions characterized by disturbance in 
the amount, quality, or timing of a person's sleep. They also include emotional and 
other problems that may be related to sleep (4). 
According to the manual The International Classification of Sleep Disorders, Revised  
(14), revised in 2001 ,and produced by the American Academy of Sleep Medicine in 
association with the European Sleep Research Society, the Japanese Society of 
Sleep Research, and the Latin American Sleep Society, more than 100 different 
disorders of sleeping and waking had been identified, and they classified them into 
four major groups:  
a)  Dyssomnias. 
b)  Parasomnias. 
c) Sleep Disorders Associated with Mental, Neurologic, or Other Medical 
Disorders. 
d)  Proposed Sleep Disorders. 
Basically, dyssomnias are a broad classification of sleeping disorder that make it 
difficult falling or staying asleep (14). 
Parasomnias are disorders characterized by undesirable motor, verbal, or 
experiential phenomenon occurring in association with sleep, specific stages of 
sleep, or sleep-awake transition phases (14) (15). 
Finally, Proposed Sleep Disorders includes those disorders for which there is 
insufficient information available to confirm their acceptance as definitive sleep 
disorders (14). 
The common point of all these disorders is that in addition to considerably reduce 
the patient´s life quality, may also be responsible for various health problems, such 
as high blood pressure, stroke or pulmonary hypertension. 
Although there are no statistical studies in Portugal, it is estimated that sleep 
disorders affect 30% of the Portuguese population (16).  
3.1.3. PATHOLOGICAL RESPIRATORY EVENTS DURING SLEEP 
3.1.3.1. OBSTRUCTIVE SLEEP APNEA EVENT (OA) 
The upper airway is a compliant tube, and therefore, is subject to collapse. 
This sleep disorder occurs when tissues in the upper airways come too close to each 



























Figure 4: Collapse of the upper airways. Source (17) 
The obstruction of the upper airways can be partial or total. 
If the obstruction is partial, then there´s a reduced airflow. This is called a period of 
obstructive hypopnea.  
In case of total obstruction, there is no airflow and the patient stops breathing. This 
episode is described as an obstructive apnea (17) (18). 
Figure 4 illustrates the tissues collapse that cause an obstructive sleep hypopnea 
event and, in figure 9, we can observe a PSG sample with four obstructive sleep 
apnea events. From figure 9, we are in conditions to afirm that there are 
obstructive apnea events because there is an abdominal and thoracic effort, as we 
can observe in the parameters ABD and THOR, associated with a total absence of 
airflow (isoelectric line at the FLOW and CAN parameters (FLOW means nasal flow 
measure by a thermistor and CAN means airflow measured with a nasal canula). 
The thoracic and abdominal effort are an attempt to normalize breathing and it´s 
common in these kinds of events. 
3.1.3.2. CENTRAL SLEEP APNEA EVENT (CA) 
This phatological respiratory event is caused by some problem in the central 
nervous system. The brain fails to signal the diaphragm and chest muscles to 
breathe (this is more common in older adults as well as those suffering from heart 
disease or neurological disorders). This is reflected in the PSG chart examination by 
an isoelectric line in the airflow (AIRFLOW parameter) and in the abdominal(EFRT 

















Figure 5: Sample of a PSG examination chart containing one CA event. Source (13) 



















3.1.3.3. MIXED SLEEP APNEA EVENT (MA) 
This is the third type of phatological respiratory event and it is the term used when 
central and obstructive apnea events occur together. This disorder initially occurs 
as a central apnea event and then, when the diaphragm suddenly begins moving, 
the airway is blocked by an obstruction,i.e, an obstructive apnea event occurs.  
The following figure presents another sample of a PSG examination where we can 













Figure 6: Sample of a PSG examination chart containing one MA event. Source (13) 
In a PSG chart, these events are identified by an isoelectric line representing the 
parameters THOR and ABDM. This means that the abdominal(represented by 
ABDM parameter) and thoracic (represented by THOR parameter) muscles stop, 
eliminating airflow (FLOW and CAN parameters are also null). 
 
Later, when the obstructive apnea event takes place, the abdominal and thoracic 
muscles had already start to work as an attempt to breath, which is reflected by the 
appearance of activity in the parameters THOR and ABDM. However, the airflow 
(FLOW and CAN parameters) remains zero until the first breathe. 
3.1.3.4. RESPIRATORY EFFORT-RELATED AROUSAL (RERA) 
A RERA is a pathological respiratory event defined as a 10 second or longer 
sequence of breaths characterized by increasing respiratory effort leading to an 
arousal from sleep (19). 
As we can see in the PSG chart (figure 7), the respiratory effort is highlighted in 
orange, in the canula register (CAN parameter),and it´s followed by an arousal 
highlighted in yellow.  
It´s also important to mention the existence of snoring sound(SNOR parameter) 
during the event. 
 


























Figure 7: Sample of a PSG examination chart containing four RERA events. Source (13) 
3.1.4. SLEEP APNEA SYNDROME (SAS) 
According to the manual The International Classification of Sleep Disorders, Revised  
(14), Sleep Apnea Syndrome (SAS) is a sleep disorder classified as a Dyssomnia. 
It is characterized by the existence of intervals during sleep, lasting 10 or more 
seconds, in which the airflow is very low or even zero.  
If the airflow is very low, for at least 10 seconds, we identify that interval as a 
















Figure 8: Hypopnea episode interval identified in a PSG study. Source (13) 
Therefore, in a PSG sleep study chart, we can identify a hypopnea episode if there is 
an association with the following events, for at least 10 seconds: 
• 30 percent reduction in airflow, as we can see in the parameters FLOW and 
CAN; (17) 
 
• Drop in blood oxygen level by 4 percent, as we can observe by the 
decreasing in the parameter SAO2 (SAO2 means Arterial O2 saturation); (17) 
 
• Presence of snoring sound along the hypopnea event (SNOR parameter). 



















The association of these events can be identified in figure 8. 
On the other hand, if there´s no airflow for more than 10 seconds, then we describe 














Figure 9: Four apnea episode intervals identified in a PSG study. Source (13) 
In the same way, in a sleep study chart (figure 9), we can identify an apnea episode 
if there is a combination of the following events, for at least 10 seconds: 
• Isoelectric line in the parameters FLOW and CAN, which means that the 
airflow is completely null; 
 
• No presence of snoring events during the apneic episode due to the null 
airflow; 
 
• Increasing drop in blood oxygen level during the event (decrease in SAO2 
parameter). 
The Apnea/Hypopnea Index (AHI) is the number of apneas and hypopneas per hour. 
It´s a measure of the severity of SAS. The relationship between AHI and severity of 
SAS is present in the following table. 
 

























3.1.5. SAS CATEGORIES 
SAS is grouped into three categories: 
• Obstructive Sleep Apnea Syndrome (OSAS) 
• Central Sleep Apnea Syndrome (CSAS) 
• Mixed Sleep Apnea Syndrome (MSAS). 
 
3.1.5.1. OBSTRUCTIVE SLEEP APNEA SYNDROME (OSAS) 
Obstructive Sleep Apnea Syndrome,OSAS, is diagnosed when at least five episodes 
of obstructive apnea or hypopnea per hour of sleep occurs, in individuals who have 
excessive daytime sleepiness (20) . 
3.1.5.2. CENTRAL SLEEP APNEA SYNDROME (CSAS) 
CSAS is the second type of sleep apnea syndrome and is much less common.  
Patients suffering from this disease show a large number of events of central apnea 
during sleep. 
In the same way as OSAS, CSAS is diagnosed when at least five episodes of central  
apnea or hypopnea per hour of sleep occurs. Generally patients with CSAS 
experience less sleepiness during the day than people with OSAS (18) (20). 
3.1.5.3. MIXED SLEEP APNEA SYNDROME (MSAS) 
Mixed Sleep Apnea Syndrome is diagnosed when the patient presents a large 
number of mixed sleep apnea events during the sleep study. It´s diagnosed when at 
least five episodes of mixed apnea or hypopnea occurs per hour of sleep. 
3.1.6. SAS SYMPTOMS 
Table 3 presents the most common symptoms of SAS. One of the most common symtoms 
of SAS is an excessive daytime sleepiness. This is caused by the arousals from sleep that 
follow each pathological respiratory event. Moreover, and with great importance for our 
project, snoring is also a very common symptom of SAS. In fact, regarding the snoring 
events, recent studies suggest that there is a relationship between snoring and OSAS, and 
also that the acoustic characteristics of snoring may be different between OSAS patients 
and patients with simple snore (SS) (1) (5) (3). 


























3.1.7. SAS CAUSES 
 Several conditions can cause SAS. Among them are: 
 
•Structural abnormalities – structural abnormalities in the face, skull or airways 
can cause obstructions or collapse in the upper airways (20). 
 
•Obesity – Scan images show fatty cells clogging the throat tissues (20). 
 
•Snoring – Over time, the vibrations and high pressures against the upper 
airways due to the snore may cause the soft palate to lengthen collapse and 
obstruct the upper airways (20). 
3.1.8. SAS DIAGNOSIS 
The diagnosis of SAS is based on a sleep study performed over a sleep night. Usually a full 
sleep study involves a medical consult with a physician specialist in sleep disorders, who 
will assess the patient symptoms and determine if the patient must take a screening test 
or a more accurate examination.  
Whether the physician chooses a screening test or a more complex examination, the 
patient will be subjected to monitoring and recording of some vital signs during sleep. The 
sleep study is performed by devices especially developed for this purpose. 
The main difference between the screening devices and the more accurate sleep-study 
devices (such as PSG) is that the first ones monitor fewer physiological parameters. 
 
The following table presents the different classes of devices used to perform a sleep 
study.  
This classification is proposed by the American Sleep Disorders Association (14). 
 
 
Table 3: Most common symptoms related to SAS  Adapted (20)  
During Sleep On Waking Daytime 
•Loud Snoring •Difficulty getting up in the morning •Excessive of sleepiness 
•Gasp breaths •Irritability on the waking •Morning headaches 
•Snorts  •Mood changes 
•Frequent nightmares  •Learning difficulties 
•Mouth breathing 




















If the physician requires a detailed and accurate diagnosis, a device with the ability to 
measure a large number of acquisition channels should be used. 
 
The more accuarate examination is called polysomnography (PSG), and it´s performed 
with devices of type 1 or 2. 
















Figure 10: Patient ready to be submitted to a polysomnography exam. Source (17) 
Despite being the gold-standard method to diagnose SAS, PSG has many limitations (21):  
Table 4: Classification of sleep study devices 










6 EEG,EOG, Chin EMG , Airflow, Respiratory effort, Oxygen 




4 At least two channels of respiratory movement, or respiratory 





1 Usually blood oxygen saturation(SpO2). 



















•It must be done in a sleep laboratory, because the equipment is not portable.  
•The patient has to be present in the laboratory two hours in advance, because 
the technician has to put all the wires and sensors to perform the examination.  
•The technician has to stay all night in the laboratory to monitor whether the 
exam is running normally.  
•The presence of wires and sensors can reduce the patient's quality of sleep.  
•In Portugal, the small number of rooms available in public sleep laboratories 
allows the execution of few tests per night, which in turn leads to long waiting 
lists.  
•The need for a technical expert who analyzes data from the examination and 
transcribes it into a paper or digital report to be presented to the physician.  
•The exam is very expensive.  
 
Although only PSG can give an official diagnosis for SAS, type 3 and 4 devices provide 
comparable information to a polysomnogram (despite using less channels of acquisition), 
making it possible to perform the sleep study in a familiar environment, therefore 
determinating whether it´s necessary to visit a sleep lab. Secondly, these devices also 
allow us to verify the success of the treatments applied in SAS patients. 
These devices are known as screening devices. 
The following figure shows a patient using a type 4 screening device with only three  






Figure 11: Diagram of a patient using the ApneaLink® screening device (ResMed). Source (22) 
3.1.9. SAS TREATMENT 
Treatment for sleep apnea ranges from simple lifestyle changes to medical surgery, 
depending on the severity of the disorder. 
Simple lifestyle changes could be an effective treatment for patients with very mild SAS. 
This way: 
• Smokers should quit; 
•Alcoholic drinks and medications should be avoided within 4 hours of sleep;  
•All overweight patients should attempt a weight reducing program;  
•Patients with SAS should sleep on their side because it's proved that 
patients who lay on their back have a higher AHI (this is due to the effect of 
gravity, which causes the throat to narrow when a person lies on the back). 



















However, Continuous Positive Airflow Pressure (CPAP) therapy is considered first-line 
treatment for mild, moderate or severe SAS. 
Basically, CPAP is an air compressor that is placed on the bedside table ( figure 12 ). 
This compressor is connected to a mask that fits just over the nose, which, by forcing  air 
through the nose into the airway, keeps it open throughout the night and allows the 











Figure 12: Patient sleeping with a CPAP device. Source (23) 
There are also dental devices for patients who can´t tolerate CPAP ( figure 13) .These 
devices are recommended by the AASM for patients with mild-to-moderate SAS. Moving 
the jaw and tongue forward, these devices increase the throat diameter and, 







Figure 13: Dental device used for SAS treatment. Source (16) 
However, some cases have to be submitted to medical surgery, in order to correct 
physical abnormalities. The most common surgeries are described  below:  
 
•AdenoTonsillectomy  is a surgery that consists in the remotion of enlarged tonsils 
and adenoids that contribute to sleep apnea . 
 
•Uvulopalatopharyngoplasty (UPPP) removes excess soft tissue at the back of the 
throat, such as all or part of the uvula and parts of the soft palate and throat tissue 
behind it. Some patients submited to this surgery experienced negative side 
effects. 
 
•Somnoplasty is a non-invasive technique that uses low power and low 
temperature radio frequency energy to irradiate the throat´s soft tissues. These 



















tecnhique involves several therapy sessions. Some patients experienced health 
improvements regarding sleep apnea episodes and loud snoring.  
 
•Tracheostomy is used only in severe OSAS cases and is a cirurgy that consist in 
the insertion of a tube into the throat, with the aim  to create an open way 
through the neck into the trachea. The tube is closed during the day, allowing the 
patient a normal lifestyle, and is opened at night, during the sleep, bypassing the 
existent obstruction in the throat. 
 
However, surgery success rates are rarely higher than 65%. Some studies suggests that 
surgery has poor results if the problems aren´t localized in the soft palate, or if they 
involve the full palate. Despite the medical surgery, many patients with moderate or 
severe SAS will likely still require CPAP therapy (18) (20) (24). 
3.2. TECHNICAL CONCEPTS 
3.2.1. PROGRAMING IN C LANGUAGE 
C is a powerful and compact computer language developed in 1972 by Dennis Ritchie at 
the Bell Telephone Laboratories for use with the Unix operating system (25). 
This language provides fast program execution and imposes few constraints on the 
programmer. It has also a reduced number of language components. 
C ha the ability to access low level commands, similar to assembly language, while still 
retaining the portability and syntax of a high level language.  
It´s a compiled language, which means that the code must be run through a compiler that 
converts it into binary language that the computer can read and execute. 
 These facts lead some authors to call C a middle level language (25). 
C's power and fast program execution come from the features mentioned above, and this 
is why this language is more convenient and efficient to perform several tasks then 
languages of higher levels. 
 
Interestingly, these same features can be an obstacle for the novice programmer. The 
most common difficulties that an inexperienced programmer faces are: 
•The detection of errors only occurs at compile-time. 
•If the program code is successfully compiled, there is no assurance that it will 
perform as planned. This happens because the code runs in a minimal run-time 
























3.2.1.1. STRUCTURE OF C PROGRAMS 
 
All C programs will consist of 
at least one function, but it is 
usual to write a C program 
that comprises several 
functions. Each function has 
to obey to a predetermined 
structure. This structure is 
shown on the beside figure: 
The only function that has to 
be created is the function 
called main. When a program 
has several functions, the 
main function will act as a 
controlling function calling 
other external functions. The 
main function is the first 
function that is executed 
when we run our program. 
Figure 14:  Structure of a C program. Source (27) 
However, it would be inefficient if every time we wanted to call an external 
existing function or file to our code, we had to write it again.  
To solve this problem C has the Preprocessing Directives. 
All Preprocessing Directives begin with a # ,and they must start in the first line 
of the program ( figure 14 ). 
The two most common Pre-Processor Directives are #define and #include. The 
first substitutes a text for a specified identifier while the second includes the 
contents of an external file or function into the program (27). 
 
The next key point in the structure of a C program is the variables declaration. 
The variable declaration declares the name of the variable and also specifies 
the type of data that the variable will store. We should put all the declarations 
of variables that we intend to use at the beginning of the program, 
immediately next to the preprocessing directives (27).  
In the declaration of a variable, several variable attributes can be defined, such 
as:  
•Basic Type: char, int, float, double.  
•Signedness: unsigned, signed.  
• Size: short, long. 



















Finally, the statements, that must be located at the body of the functions and 
that have to be terminated with a semicolon, are constituted by reserved C 
words that must be used with appropriate syntax (27). 
3.2.2. PROGRAMMING IN MATLAB® LANGUAGE 
MATLAB® was the programming language chosen to build the Graphic User Interface 
(GUI) that allows the user to perform off-line processing and analysis of the acquired 
audio files. 
MATLAB® is a modern programming language environment developed by MathWorks®. 
It´s a high-level technical computing language and interactive environment designed for 
algorithm development, data visualization, data analysis and numeric computation. It 
enables to perform computationally intensive tasks faster than with traditional 
programming languages such as C, C++, and Fortran (28). 
Furthermore, it has specific applications collected in packages called toolboxes. There are 
lots of toolboxes that can be used in science and engeneering tasks. 
As a result, it is a very popular language and a large quantity of MATLAB® documentation 
is available on-line, which helps  the programmer to solve the emerging problems quickly. 
 
Explaining in a simple way, using MATLAB®, the basic steps that a programmer has to 
acomplish in order to write a program, is create a file with a list of commands, and finally 
save and run it. This file has the file extension .m, and is usualy called as M-File. There are 
two kinds of M-Files: scripts and functions. 
Scripts simple execute a serie of MATLAB® statements, while functions can accept input 
arguments and return output arguments. 
3.2.3. MICROCONTROLLERS 
These small but powerful devices were a very important tool to achieve the goal set for 
first stage of this project: building an acquisition and storage module, able to acquire and 
store audio signals. 
Much of the time spent working on the project was dedicated to learn and use 
microcontroller devices.  
Now, we will approach this subject, firstly by giving general information and, finally,by 
presenting in detail the PIC microcontroller, the chosen device for this project´s 
development. 
 
The emergence of microcontrollers is intrinsically linked to the development of integrated 
circuits (29). 
This development allowed, at an initial stage, the storage of thousands of transistors in a 
single chip, which is a prerequisite for the production of microprocessors. 
Adding external peripherals (memory, lines of I / O, timers ...) to these microprocessors, 
led to the development of the first computers (29). 



















Increasing levels of integration allowed those external peripherals to also be included in a 
single chip leading to the appearance of microcontrollers (29). 
 
We can therefore look at them as computers on a single chip; it is obvious that this device 
revolutionized electronics, allowing time (since it has integrated peripheral devices) and 
space to be saved in creating equipments (29). 
However, the most important feature of a microcontroller is the ability to store and run 
firmware (set of programmed instructions for embedded systems), previously 
programmed to perform a certain task. 



















Figure 15: Microcontroller basic components and internal connections. Source (29) 
 
Now,will be described the basic constituents of a microcontroller. 
3.2.3.1. BASIC UNITS OF A MICROCONTROLLER 
3.2.3.1.1. CENTRAL PROCESSING UNIT 
 
Making an analogy with the human body, the central processing unit, CPU, is the 
brain of the microcontroller. The CPU is designed to decode the instructions 
given by the program that is running and then take the necessary actions to 
achieve them.  



















It´s because of the intense number of operations, mathematical or with data, 
which occur in this unit, that registers are required.  
The registers are additional sites of memory used to perform these operations. 
These operations may involve transferring data from one register to another or 
from one register to another unit, which means that the CPU has to be 
connected either internally or to all units of the microcontroller.  
The data bus and the address bus allow this data flow (29). 
3.2.3.1.2. BUS 
 
Physically, we see the bus as sets of 8, 16 or more wires. There are two types of 
bus: data bus and address bus. The data bus is used to connect all blocks inside 
the microcontroller. The address bus is used to carry addresses between the 
CPU and the memory unit (29). 
3.2.3.1.3. MEMORY UNIT 
 
It is the unit of the microcontroller responsible for data storage. We can imagine 
it as a large shelf full of drawers numbered to avoid confusions. The number of 
the drawer is the address. If we know the address ,we can access the contents of 
the drawer. In addition, we can read its contents can also write in it. This is done 
using the control line R / W.  
This line operates as follows:  
If R / W = 1, a read operation is performed, otherwise a write operation is 
performed at the addressed site of memory (29). 
3.2.3.1.4. INPUT/OUTPUT UNIT 
 
The microcontroller is useless if it doesn´t have  the ability to communicate with 
the outside world. To provide this feature exists the Input/Output Unit. This unit 
is constituted by input and output registers. These registers are named as ports. 
The ports on one side are connected to the data bus and on the other side are 
linked to the output lines of the microcontroller.   
Thus a microcontroller may have input ports, output ports or both (29). 
 
3.2.3.1.5. SERIAL COMMUNICATION UNIT 
 
As explained previously, the Input /Output Unit allows the data exchange 
between the microcontroller and the outside world. To make this possible,  a 



















large number of lines will be required, which is unthinkable due to the small size 
of the device. This fact promoted the emergence of the Serial Communication. 
This type of communication is managed by the serial communication unit, and it 
consists on sending a sequence of data bits along the same line, bit after bit, 
with a predetermined frequency, allowing the exchange of large amount of data 
with a reduced number of lines between them.  
For a successful exchange of data, serial communication has to follow well 
defined rules, which are called protocol. There are several number of 




SPI means Serial Peripheral Interface and it is a synchronous Master-Slave 
protocol. This means that it allows one Master device to exchange data with 
multiple Slave devices. This is possible due to the use of a Chip Select line, that 
allows the Master device to signal the desired Slave device. 
As it is an exchange 
protocol, there´s data 
beeing clocking out and 
data being clocking in at 
the sime time. This mode 
allows 8 bits of data to 
be transmitted and 
received simultaneously.  
Figure 16: SPI communication protocol model. Source (30) 
This data flow is supported by two transfer lines called SDO (output transfer 
line) and SDI(input transfer line). 
Moreover, as SPI is a synchronous protocol, it has to have a synchronization 




This communication protocol is very similar to the SPI protocol. I2C means Inter-
Integrated-Circuit an it´s also a synchronous Master-Slave protocol. However, I2C  
mode needs only two lines to exchange data between the devices. 
One of the lines is called SCL and it´s existence arises from the fact of I2C be a 
synchronous protocol that inevitably requires the existence of a clock line. 
The other line is called SDA. It´s implemented to transport the data bits 
bidirectionally. To avoid and minimize data collisions in this line, an 
“Acknowledge” system (ACK) is also implemented in this protocol. Basically, the 
data receiver must send an aknowledge condition, informing the sender that the 



















data was successfully delivered. To improve the reliability of the communication, 
start and stop bits should be also implemented respectively at the beginning and 
at the end of the communication. 
Another particularity is that the Master has to perform the slave adress trough 
data exchanging. This can only be achieved by identifying each slave device with 
a 7-bit adress, that the master should send in the first byte of the data. 
From now on, all the data is send to the adressed device and the remaining ones 








C communication protocol model. Source (30) 
•UART  
Unlike the previous described protocols, UART (Universal Asynchronous 
Receiver and Transmitters) is an asynchronous communication protocol.  
 
Figure 18: UART communication protocol model. Source (31) 
Basically, there is no clock line, and typically two data lines (TX and RX, 
respectively) are used for for transmission and reception. Optionally ,two more 
lines are usually added to provide a hardware handshake ( CTS and CTS ) (31). 



















Therefore, the synchronization between transmitter and receiver is obtained by 
extracting timing information from the data stream itself. As both transmition 
and reception can occur at the same time, start and stop bits are also 
implemented to the data and, in adition, precise formatting with a fixed baud 
rate(number of pulses per second) must be set to improve the reliability of the 
data transfers (31). 
 
Table 5 aims to present the advantages, limitations and most common 




Table 5: Serial interfaces comparison table (Adapted (31))  
Peripheral 





Simple, low cost, high speed 
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3.2.3.1.6. TIMER UNIT 
 
This unit gives information about the time, duration of tasks, etc...  
With this unit, it´s possible to control accurately the time to send or receive 
data. Basically, this unit is a counter. The counter is simply a register whose 
content increases by one unit in a fixed time interval. Thus, noting the value at 
the instant T1 and at the instant T2, simply subtract them it´s possible to know 
how much time elapsed between the two moments.  
The counter is controlled by an external crystal oscillator (29). 
3.2.3.1.7. WATCHDOG UNIT 
 
Suppose that, due to an error, our microcontroller stops executing the program 
or begins to work incorrectly.  
Of course the problem is that there isn´t any reset button to restart the system. 
To overcome this problem this block was created. It´s another counter, which is 
always counting, if the code runs smoothly, our program sets it to zero. If this 
does not happen, zero is not written and the counter orders to reset the 
microcontroller, making the program run again, this time correctly (29). 
3.2.3.1.8. ANALOG TO DIGITAL CONVERTER UNIT 
 
The microcontroller is a digital device, so it only understands binary language (0 
and 1).  
Therefore, any analog signals must be discretized into binary signals. This task is 
performed by the Analogic to Digital Converter unit, thus allowing the CPU unit 
to process the input signal immediately (29). 
3.2.3.2. ARCHITECTURE OF A MICROCONTROLLER 
A microcontroller can have two types of 
architecture: Harvard or Von-Neumann's.  
 
The Von-Neumann architecture was the 
first to be created. In this architecture the 
data and program memory are together, 
but are separated from the CPU, as we can 
see in figure 19. 
Figure 19: Microcontroller 
Von-Neumann Architecture. Source (29). 



















 This leads to a limited data transfer rate between the CPU and memory 
compared to the amount of memory. This seriously limits the effective 
processing speed when the CPU is required to perform minimal processing on 
large amounts of data (29). 
 Harvard architecture rose from the need to speed up the work of a 
microcontroller. In Harvard architecture, data bus and address bus are 
separated, allowing for a greater flow of data through the CPU, as we can see in 






Figure 20: Microcontroller Harvard Architecture. Source (29) 
Consequently, the central CPU works at a higher speed. Another advantage of 
this memory separation is the possibility of the instructions not being limited to 
8-bit words. The ability of having instructions with a greater number of bits, 
allows putting all instructions in one word instructions. It´s also typical for 
Harvard architecture to have fewer instructions than von-Neumann's and to 
have instructions usually executed in one cycle. Therefore, the Harvard 
architecture is also called RISC (Reduced Instruction Set Computer) (29). 
3.2.3.3. PROGRAM A MICROCONTROLLER 
 
The microcontroller programing task is constituted by four main steps that form 
a cyclical operation. Thys cicle is called Development Cycle and it´s presented in 
the following figure, where the red number indicate the chronological sequence 









Figure 21: Development cycle. Adapted (26) 




















The basic tools that a programmer need to use, to perform this cycle are: an 
Integrated Development Environment software, a Compiler and a In-Circuit 
Programmer/Debugger. 
 
An Integrated Development eEnvironment (IDE) is a software that enables easy 
program writing, as well as easy program development and test. It allows a very 
significant reduction in the time spent accomplishing all the developing cycle 
stages (26) (31). 
On the other hand, a compiler is a software that applies a number of relatively 
simple rules, in order to translate high-level or medium-level language source 
code into Assembly language (26).  
Finally, the In-Circuit Programmer/Debugger is a piece of hardware that is 
placed between the developer’s PC and the system to be programmed. It´s 
connected to both units by wires. It allows the programmer to debug the code at 
the same time it´s running on the microcontroller, increasing the developing 
efficiency (26). 
 
However, before starting to develop step 1, the programmer must choose the 
firmware language, in accordance with : his project execution requirements, the 
microcontroller´s program memory space , and the time available to write the 
firmware.The firmware to be implemented in a microcontroller can be written in 
several programming languages, among the most used are: Assembler, Basic and 

















Table 6: Features of the most used languages to create firmware 
Assembler C Basic 
This language belongs to the 
family of low-level 
languages, which requires a 
work schedule longer. 
However, it offers better 
results when we want to 
save memory space and 
increase the speed of the 
program 
As C is a language of 
medium level, C firmware is 
easier to write and 
understand. However it is 
slower to run that firmware 
programmed in assembler 
 
This language is easier to use 
because the instructions are 
similar to the way the human 
being express (high level 
language). However it 
revealed the same limitations 
of the C language. 



















3.2.3.4. PIC MICROCONTROLLERS 
 
This family of microcontrollers is developed and commercialized by Microchip®. 
The choice of a PIC microcontroller was done because, after a market research, 
we conclude that the most suitable prototype board for this project was the 
Explorer 16 Development Board, which is commercialized by Microchip®. This 
development board had already included two PIC microcontrollers 
(PIC24GJ128GA010 and dsPIC33DF256GP710DSC), and this is why we choose a 
Microchip® microcontroller. 










Figure 22: PIC´s general structure. Source (29) 
A PIC microcontroller has a special Harvard architecture called Modified Harvard 
Architecture (29) (32). 
 
The Modified Harvard architecture is very similar to the pure Harvard 
architecture but it provides a pathway between the program memory and the 
CPU .This allows constant data, such as text strings, to be accessed without first 
having to be copied into data memory, thus preserving more data memory for 
read/write non constant variables (33). 
Obviously, the CPU establishes the connection between all the blocks, and it 
coordinates all of them through the execution of the the firmware, stored in the 
program memory. The program memory is made in FLASH technology and can 
be programmed and cleared more than once. Moreover, the data memory is 
RAM (Random Aleatory Memory) and EEPROM (Electrically-Erasable 
Programmable Read-Only Memory). The RAM data memory is used by firmware, 
during implementation, to save all inter-results or temporary data during run-
time. The EEPROM data memory is used to store data that can´t be lost when 
there is no power supply, such as an assigned temperature in temperature 
regulators. 
It also has physical ports to communicate with the outside world (PORT A, PORT 
B, PORT C….). 



















Regarding the communication protocols (SPI, I2C, UART, etc…), PIC 
microcontroller’s are provided with communication modules that automatically 
implements all the timings and bus transitions of the protocol, minimizing 
programmer’s margin of error (26). 
Finally, the timer unit can be an 8-bit, 16-bit or 32-bit register that works 
independently of the program. Imagine that we have a PIC with an 8-bit register.  
On every fourth clock of the oscillator it increments its value until it reaches the 
maximum, that is 28-1=255 values, an then it starts counting again from zero 
(0,1,2,3,….255; 0,1,2,3,….255). 
3.2.3.4.1. DSPIC MICROCONTROLLERS 
 
The dsPIC microcontrollers are a special family inside the 16-bit PIC family. They 
are powerful devices with modified Harvard architecture (34). 
 dsPIC microcontrollers combine the advantages of a 16-bit PIC microcontroller 
with a digital signal processor (DSP). A DSP is a type of microprocessor 
specifically designed to handle digital processing tasks. DSPs are specially 
designed to perform the mathematical calculations needed in digital signal 
processing. 
A dsPIC is unique because it processes data in real time. This combination results 
in a suitable solution for applications such power conversion, high-speed sensors 
or signal processing of audio and voice in real time (35). 
 
3.2.4. DIGITAL AUDIO SIGNAL PROCESSING CONCEPTS 
As we know, a signal always carries information. However, if that information cannot  be 
extracted, the signal is useless.  
Our goal in this project was extract acoustic information from the snoring audio signal. To 
perform this task, we have to use Digital Signal Processing (DSP) techniques. There are 
several DSP technics such as filters applications, mathematical transforms, echo-cancelling 
algorithms ,codification algorithms, etc… 
As the name suggests ,to apply DSP techniques the signal has to be in the digital form, i.e., 
it must be represented in a numerical sequence. 
On the other hand, snoring audio signal is an analogic signal, which means that is a signal 
continuous in the time domain. 
We have to pay attention to the term domain, because it´s very important in DSP. 
A signal that uses time as the independent variable is said to be in the time domain. 
Another signal is in the frequency domain, if it uses the frequency as the independent 
variable. Likewise, signals that use distance as the independent variable are said to be in 
the spatial domain (36). 



















Thus, to make use of DSP techniques, the first step is to convert the analog signal into 
digital form. The conversion involves three basic steps shown in figure 23 : signal 








Figure 23: Analogic to Digital conversion Blocks. Adapted (37) 
The sampling task consists in taking instantaneous values of the signal,with a certain 
frequency, called the sampling frequency (figure 24). 
The Sampling Nyquist theorem defines the minimum frequency required to correctly 
represent an analog signal. The theorem states that, to make this possible, the sampling 
frequency, fs, must be greater or equal to twice the highest frequency component, fm, of 






Figure 24: Sampling of a continuous signal. Adapted (38) 
The half of the sampling frequency is called Nyquist´s Frequency, and it corresponds to 
the maximum limit of signal frequency that can be reproduced. As it is not possible to 
guarantee that the signal doesn't contain signals above this limit (distortions, 
interferences, noises, etc...), it is necessary to filter the sign with a low pass filter (anti-
aliasing filter) with a cutoff frequency equal or smaller to the Nyquist´s Frequency. 
Therefore, before the sampling block, we should use an anti-aliasing filter (figure 23). 
The holding block  maintains the sample level until the next sample is taken, resulting in a 
waveform in steps as depicted in figure 23. 
 
The next step is called quantification, and it consists of specifying a method to represent 
the values of our sampled analog audio waveform. There are several quantification types 
that can be accomplished. For instance we can use two bits to equally define four levels 
spaced (00,01,10,11), as it is illustrated in the illustration below: 
 



























Figure 25: Differences between the original and the quantified signal. Adapted (37) 
 
Logically, increasing the levels will lead to a better conversion accuracy. 
In general, speech digitalization uses 256 quantification levels (8 bits). Comparing 
differences between the quantified signal and the original one, it´s determined the 
introduced error. This error is reflected in the appearance of noise in the output, and is 
called as quantification noise. However, it is usually negligible when compared with other 
noise sources in the system. 
 
From the electronic point of view, analog-digital conversion is made by using a single 
electronic circuit, which includes a sample clock signal generator managed by the user and 
Analog-Digital Converter (ADC). The first is responsible for the signal sampling, with a rate 
defined by the user, while the second is responsible for the signal quantification. 
 
At this moment, our audio signal is digitized and we are in condition to perform the DSP 
tasks. 
We have to consider that there are two ways to perform DSP : offline or in real time. 
 
• OFFLINE DSP: 
Offline DSP is performed only when the step of acquiring the signal ends. 
The processing is therefore done offline, and this task is performed by a 
signal processing software. 
 
• REAL TIME DSP: 
The input signal is processed at the same time it is acquired. This is possible 
due to the use of digital signal processors (DSPs), as explained in Section 
3.2.3.4.1 (dsPIC Microcontrollers). 
 
We must consider the goals of our project, in order to decide which is the most suitable 
option. 
 A correct choice and management of the DSP tools will have a great impact on the quality 
of the obtained results. 
 



















3.3. STATE OF THE ART 
In recent years, several sleep disorder screening devices have appeared in the market as 
well as some studies to evaluate its accuracy. In September 2008, we performed a market 
research where the aim was to assess the commercialized screening devices of the type 4.  
Table 11 (see Annex E) presents only one of the several type 3 equipments available on the 
market and all the type 4 equipment we found. 
As expected, this study revealed a great number of commercialized type 3 screening 
devices but a lower availability of type 4 screening equipments. We observed that within 
the range of type 4 devices, there isn´t  any whose single channel input was snoring sound. 
We also concluded that, for the screening devices with a single channel, manufacturers use 
the airflow as physiological parameter.  
The absence of any device using the snoring audio as single input is not surprising, because 
the studies, suggesting that the acoustic characteristics of snoring sound may be different 
between OSAS patients  and simple snorers, are recent . 
However, we had the expectation of finding type 4 devices using oximetry as a single input 
parameter. This way, we decided to seek the reason why the manufacturers chose the 
airflow instead of the oximetry. 
In fact, according to Golpe et al. (44), Witlshire et al. (45), Martinez et al. (46), oximetry is a 
good input parameter to use when combined with other inputs. However, tested as single 
input, oximetry didn´t reveal a high correlation with PSG, being more useful to confirm than 
to exclude OSAS, i.e., it seems to be a tool to rapidly recognize and treat only the more 
severe OSAS patients in waiting list for PSG. 
 
 















4. LOOK4MYSLEEP-PROJECT DEVELOPMENT 
 
In this chapter, we will describe and explain the system requirements, architecture and the 
steps that were taken, until we have a prototype in condition to be submitted to several tests, 
in a clinical environment. 
4.1. BEFORE STARTING 
 
Look4MySleep was a project that reflected the work done throughout the 2008/2009 
academic year. 
This project was supported not only by literature, but also by the knowledge of the student, 
teachers and medical professionals specialized in sleep disorders. 
During this year, a prototype system was developed to test if it was possible to screen OSAS 
based only on the acoustic properties of snoring. It was established that this project should 
prove this concept and, if the final results were promising, it would be developed more 
thoroughly next year. 
 
Therefore, in September 2008, it was agreed that the technical part of this project would 
involve the building of one module and one computer application, presented below in 
chronological order: 
 
• Audio data acquisition, processing and storage module, able to capture, digitize, 
and store several hours of audio; 
•User Interface Application, with the ability to perform audio signal processing in 
offline mode. 
 
4.2. SYSTEM REQUIREMENTS 
 
Our system requirements were conditioned not only by medical factors but also by 
technical and human factors, since  this system has to be convenient for the patient. 
This stage of the project has to be accomplished before starting any system development.  
It was essential to identify all the system requirements in advance, so that we could start 
the system development, meeting the previously defined deadlines and finishing the 
system prototype in time to be tested. Now, we will present the factors, separately for each 
module, which had influenced the requirements of Look4MySleep system. 
 
 

























4.2.1. AUDIO DATA ACQUISITION, PROCESSING AND STORAGE MODULE 
Since this is the module that will interface between our system and the patient, 
simplicity and convenience of use was a basic requirement. Moreover, being a 
medical device, it´s clear that the type of physiological parameter to be acquired 
and the way this acquisition will be performed will also affect this module 
requirements. 
 
Furthermore, snoring sound is the physiological parameter that this module will 
have the goal to acquire, digitize, process and store. As we already know (see 
Chapter 3), sound is a continuous wave in the time domain, i.e., sound is an analog 
signal. We also refer, in the previous chapter, that to extract useful information 
from a signal, we must use DSP techniques, since the signal is in digital format. 
Therefore, a requirement of this module is the ability to work with complete 
autonomy. To achieve this requirement, we adopt the microcontrollers technology. 
As we have already explained, in Chapter 3 , this technology allows us to have a tiny 
computer within our module which will monitor internally all actions performed, 
giving it independency. Another advantage of this technology is that the small 
microcontroller has already integrated the peripheral devices, giving the module 
reduced dimensions, achieving another essential request: portability. 
Furthermore, our acquisition module would have the ability to connect a 
microphone, which would have the role to capture the sound wave, and convert it 
into an electrical signal. This electrical signal, continuous in the time, will be 
converted into a digital signal. To perform this task, our module requires a digitizer 
electronic circuit. 
Moreover, as we have to compare our snoring signal with the signals collected by 
PSG, then it is requirement to perform an acquisition continuous in time. Since an 
PSG examination lasts about 8 hours, defining  an audio bitrate of 128 Kbit/s, then 2 
GB of memory will acquire about 4 sessions of 8 hours each. This led us to 
determine that another requirement of this module will be a large memory 
capacity. 
As the initial idea was to perform noise filtering of the signal in real time, another 
requirement was the use of a microcontroller with an integrated DSP (for example a 
dsPIC) (see Chapter 3). Nevertheless, it was also defined that most processing tasks 
would be accomplished by the user interface application. 
 
It was also essential to consider the convenience of the patient. This way, we 
defined that data should be stored in a removable memory (USB flash pen or a 
memory card). This option was taken to ensure maximum convenience to the 
patient. For example: if the patient has to go to a medical appointment, he will not 
have to bring the whole physical module, but only the small removable memory. 
Similarly, if a patient live far from the hospital, he can send the small memory by 
post to the healthcare provider, reducing travel-time and costs. 

























4.2.2. USER INTERFACE APPLICATION 
This computer application should be installed on the healthcare provider’s PC. As 
the most used operating system used in Portugal is Microsoft Windows® (47), one 
of the requirements was to design this application to run in this environment. 
Another requirement is the ability to import and process large files of audio data to 
the PC´s memory in a reasonable time frame. This implies the optimization of  
the DSP algorithms used by this application. 
Finally, the application should provide a clear visualization of the signal, and the 
actions to be performed should be simple and intuitive. 
4.3. SYSTEM ARCHITECTURE 
4.3.1. PHYSICAL ARCHITECTURE 
By the end of September, the prototype had the physical architecture defined.  
The physical architecture of our system is composed of the audio data acquisition, 
processing and storage module, and a computer. The module's mission is to collect, 
digitize and store the audio signal. On the other hand, the computer will run the 
developed user interface application, which will enable the processing and analysis 
of signal´s important features. The flow of information between the module and 
the computer is established through the use of an SDTM (Secure Digital) or MMC 
(MultiMedia Card) memory card. 







































4.3.2. LOGICAL ARCHITECTURE 
The logical architecture of the system aims to illustrate the existing tiers and specify 
the interfaces and dependencies between them. 
















Figure 27: Look4MySleep Logical Architecture. 
The logical architecture is composed by two tiers: one physical and one dedicated 
to visualization and signal processing.  
The physical tier contains a microcontroller device (a dsPIC) where the firmware 
runs. The microcontroller is physically connected to an audio border and to a 
memory card writer. The physical connections are represented in the figure by the 
blue dashed lines. Furthermore, the audio board links a microphone, while the 
memory card writer board contains a memory card.  
Thus, executing the firmware, the microcontroller controls not only the audio 
acquisition, but also the audio storage in the memory card.  
 
On the other hand, the visualization and signal processing tier is programmed in 
MATLAB® language and runs on the healthcare provider´s PC. It is constituted by 
several algorithms responsible to import, process, visualize and analyze the 
collected audio files stored in the memory card. 
 
The data flow between the tiers is ensured by the memory card, and is represented 





























4.4. SYSTEM DEVELOPMENTS 
 
Below, all the steps necessary to achieve the construction of the module and of the 
computer application will be described in chronological order. 
4.4.1. AUDIO DATA ACQUISITION PROCESSING AND STORAGE MODULE 
4.4.1.1. HARDWARE CHOICE 
 
After defining the requirements for this module (see point 4.2.1), it was established 
that it should be developed using microcontroller development boards.  
These boards are printed circuits already containing a microcontroller, that control 
various peripheral devices.  
These boards differ from one another depending on microcontroller´s 
characteristics, the type of the integrated peripheral devices and the offered 
expansion possibilities.  
Therefore, they are the most suitable option when we want to build a prototype 
device because, in addition to avoid wasting time in building electronic circuits, 
they are a low-cost solution. 
Therefore, all that is needed is to find, in the market, the development board that 
meets our project requirements. 
 
To achieve this goal, we performed a market research in order to find the most 
suitable solution. 
The requirements stated in section 4.2.1, established that would only participate in 
this study the boards that gathered the following three characteristics:  
 
•Ability to interface with a USB flash pen or with a memory card, in order to 
store audio data; 
• Ability to interface with the user through buttons; 
• Available ADC to digitize the analog audio signal. 
 
The market research was performed during November 2008, and the results are 
shown in Table 12 , Annex E. 
 After analyzing the performed market research, after several meetings conducted 
at ISA and at CEI, and after receiving the feedback of people with large experience 
in embedded systems hardware, it was decided that the most suitable option 
would be ordering the Explorer 16 Development Board, manufactured by 
Microchip®. 

























The availability in the manufacturer's website of DSP libraries for dsPIC 
microcontrollers, ready to be implemented, was important in our decision-making. 
Although the Pic18 Explorer board has many similarities and be cheaper, the 
Explorer 16 board is equipped with a microcontroller with greater speed and 
specially designed to perform signal processing in real time (dsPIC33). In addition, 
Explorer 16 features a higher level of interaction with the user (3 more buttons than 
Pic18 Explorer board). 
However, both boards have the enormous advantage of having an expansion slot, 
able to fits several expansion boards also provided by Microchip®. They also have a 
prototyping area, that is very useful for developing custom applications. 
Furthermore, Explorer 16 has also footprints connectors that also allow the 












Figure 28: Explorer 16 Development Board. 
Among the available expansion boards, we ordered the PICtailTM Daughter Board 
for SDTM and MMC cards and the Audio PICtailTM Plus Daughter Board. The first 
allows the interface between the Explorer16 and an SDTM or MMC memory cards, 
while the second allows the interface between a microphone, or another external 
audio device, and the dsPIC33F on the Explorer16 board. 










Figure 29: Ordered Boards. Source (50) 

























We should also mention that the option of using a memory card instead of a USB 
flash pen was due to the to the fact of the expansion board USB PICtailTM Plus 
Daughter Board be a more expensive option than PICtailTM Daughter Board for SDTM 
and MMC cards. 
 
The next step to be taken was select the most suitable microphone. 
There are several different types of microphone available at the market, but the 
principle of operation is the same for all. It consists of a moveable diaphragm, 
which vibrate in response to the sound wave pressure. Therefore, this vibration 
creates a voltage variation that is proportional to the power of the sound wave. 
However, we verify that the most common type of microphone commercialized 
(and therefore the cheapest) are the capacitors and the electrets microphones.  
The first ones, in addition to be more expensive, require power supply. The second 
are constituted by an electret, which is a dielectric material that is permanently 
charged or polarized. This means that they  don´t require power supply. 
The question to be fed or not, was not a constraint, because the Audio PICtailTM Plus 
Daughter Board, where the microphone would be connected through a 3.5mm 
phone Jack, provides by default a bias voltage of +5 V on the microphone jack. 
So, we decided that the most suitable option would be the cheapest, and we opted 
by an electret microphone. 
According to Beck et al.(1), the frequency range of snoring sound lies between 0 
and 1500Hz. Fiz et al.(3) measured snoring frequencies between 0 and 1000Hz. 
Another study performed by Dalmasso et al. (52), measured frequencies between 0 
and 5500Hz. 
Therefore, we decided that the selected microphone would have a frequency range 
between 0 and 5000 Hz , and in this range it should have flat frequency response, 
which means that the microphone should be equally sensitive to all frequencies. 
 
Fortunately there is at ISA a microphone with these features. This way, it was not 
necessary to place an order. The microphone is commercialized by Kingstate 






Figure 30: Microphone used to begin the module development. Source (53) 
 
The existence of these solutions enabled us to select the hardware before the 
scheduled date. 

























4.4.1.2. HARDWARE ASSEMBLY 
 
As explained above, the Explorer 16 Development Board provides one expansion 
slot , footprint connectors and a prototype area. 
As we bought two expansion boards, we decided that the Audio PICtailTM Plus 
Daughter Board would fits in the expansion slot, and the PICtailTM Daughter Board 
for SDTM and MMC card would be installed in the prototype area, and will also use 
the footprints connectors. 
Thus, to add the Audio PICtailTM Plus Daughter Board to Explorer 16, we just had to 
insert it in the expansion slot. On the other hand, the installation of the PICtailTM 
Daughter Board for SDTM and MMC card required a careful reading of its data sheet 
(see Annex A.4.), and also of the Explorer 16 Development Board data sheet (see 
Annex A.3.), in order to assess the pins of the PICtailTM Daughter Board for SDTM and 














 Daughter Board for SD
TM
 and MMC card. 
Each connection was made by welding an electric wire between the pin and the 
footprint connector. 
The connections established, and the role of each connection, are present in the 
Table 13, Annex F. 
 










































Figure 32: Connections between Explorer16 and PICtail
TM



















Figure 33 : Final appearance of the three boards’ assembly. 
Afterwards, we welded a 1,5 m cable to the microphone´s pins, according to its 
data sheet (see Annex A.1.). In the other extremity of the cable, we welded a 








Figure 34: Final appearance of the microphone. 

























After completing this task, hardware assembly was completed. The final aspect of 











Figure 35: Final appearance of the module. 
4.4.1.3. FIRMWARE DEVELOPMENT 
 
This stage was initiated by the student in the second week of January.  
Unfortunately, the existent knowledge on the field of firmware programming was 
inadequate, due to the lack of these kinds of subjects during the Biomedical 
Engineering degree.  
So, this was one of the stages that took longer time to be completed, and despite a 
strong commitment of the student, he didn´t achieved the goals set at the 
beginning.  
 
Anyway, it will be described the work developed by the student until April 6 2009, 
when, after a meeting it was decided to use a similar firmware that was being 
developed in parallel at ISA, by Eng. Inês Fonseca, with the same purpose.  
 
4.4.1.3.1. BEFORE STARTING 
Concerning the C language features, previously explained in Chapter 3, this was 
the language chosen to develop the firmware. 
Furthermore, Microchip® provides free C Compilers, free signal-processing 
libraries and free example codes entirely written in C language. These facts also 
influenced our programming language choice. 
The developed firmware had to allow the recording of an audio file in Microsoft 
.WAV format, controlled by the user through the Explorer16´s buttons, to an 
SDTM memory card. 
The IDE (view chapter 3) used was MPLAB IDE®. This IDE is free supplied by 
Microchip®, and it was specially designed for fast application development and 
debugging. 

























In addition to supporting C Compilers, also free provided by Microchip ® (called 
MPLAB C Compilers), MPLAB ®IDE also supports an in-circuit debugger that was 
included in the package of the Explorer16 : MPLAB-ICD2 In-Circuit Debugger ®. 
 
4.4.1.3.2. FIRMWARE DESIGN 
After defining the programming language and the software tools, we interpret 
and run the example code provided in the accompanying CD of the Explorer 16, 
and the example code present on the accompanying CD of the Audio PICtailTM 
Plus Daughter Board, with the aim of learning to work with the MPLAB® IDE and 
also identify the methods of the example codes that could be used or adapted 
for our code, in order to speed up the firmware development. 
The method Explorer16.c used in the Explorer16 example tutorials was reutilized 
for our code, because it was already designed to initialize the Explorer16 LEDs 
and switch ports. 
We also used two open source libraries available for download at the 
Microchip® website: the “File System for PIC18 PIC24 dsPIC PIC32” and the 
“dsPIC DSC Speex Speech Encoding/Decoding Library”. 
The first one provides a method to read and/or write to SDTM or MMC storage 
devices through the microcontroller, while the second was designed to use the 
WM8510 codec chip present on Audio PICtailTM Plus Daughter Board, to accept 
the audio capture by the microphone and digitize it, at a sample rate of 8 kHz or 
16 kHz, and compresses it to a selectable bit rate. The advantage is that besides 
the compressed speech data requires less memory for storage or less bandwidth 
for communication, the codec chip also has an ADC that automatically digitizes 








Figure 36:  WM8510 Codec chip on Audio PICtail
TM
 Plus Daughter Board. 
 

























The choice between 8KHz and 16KHz for the codec sampling rate was did after 
perform some literature research. Beack et al.(1), Fiz et al.(3) and Jones et al. 
(54), used sampling rates of 5,5 ;12 and 8KHz respectively in their snoring 
acoustic characteristics studies. 
So, we used the WM8510 Codec configured to perform at a sample rate of 8kHz, 
because it´s in the range of the studies refered above. 
With this sample rate and a resolution of 16 bits, the resulting bit rate is 128 
Kbit/s ( Bit rate= 8KHz x 16 bits = 128 Kbit/s). 
This means that 2 GB of memory will acquire about 4 sessions of 8 hours each. 
After installing the two libraries on the PC, the following methods were 
imported into our program: 
 
•from the library" dsPIC DSC Speex Speech Encoding / Decoding": 




• from the library” File System for PIC18 PIC24 dsPIC PIC32”: 






The methods extract from the "dsPIC DSC Speex Speech Encoding / Decoding" 
library contains the WM8510 Codec code, while the methods from the ”File 
System for PIC18 PIC24 dsPIC PIC32” contains the SPI communication protocol 
to share data between the Explorer16 and the PICtailTM Daughter Board for SDTM 
and MMC card, and also all the “File System” code. 
Having these methods in advance, we just have to create three states machines 
and the main method. 
The three states machines are created with the purpose of control the codec 
actions, the data storage in the memory card and the Explorer16 buttons, 
performing actions in accordance with the state of the variables. 
The connection between the created methods is performed with flags. Basically, 
a flag is a variable defined as FALSE by default, and changed to TRUE when a 
certain action is performed with success.  
This way, imagine that at the beginning of our program we define the flag A= 
FALSE. If action 1 is executed with success the flag A is changed to TRUE. Later, 
the program has to decide between execute action 2 or 3. This decision will be 
made in accordance with the value of the flag. If the flag is TRUE, the program 

























moves to action 2. Otherwise it moves to action 3. So, in this simple example, as 
flag A was already changed to TRUE, the process flows to action 2. 
This way, the use of flags allow a reliable flow of actions along the whole 
program, and they are used  to program state machines. 
 
The main method is the first method executed when the user power-up the 
module. 
It has the aim of initialize and manage the three states machines. 
Beyond this tasks, and because it´s the first method to be executed, it is also 
responsible to perform dsPIC´s oscillator configuration. The flowchart of main 








Figure 37: Main method flowchart. 
After create the main method, we started to develop the states machines. 
The first state machine to be created was the one that controls the Explorer 16´s 
buttons. 
It was the first method to be created, because the pressed buttons will influence 
directly both the state of the codec and the state of the data storage in the 
memory card. 
We decided to use only two buttons: S3 and S6. 
S3 will allow the user to open and close a recording session, while S6 will allow 
to start and stop the audio recording. 
The correct sequence that the user had to perform to start the record of an 
audio file, will be: press S3 button to create a new recording session, and next 
press S6 button to start acquiring the sound. When the user wants to stop the 
recording, he will have to press again S6, and finally, to close the opened session 
he has to press S3. 
This process can assume four states. In the first one ,the buttons are in Wait 
state until they have been initialized in the main method. From now on, they 
move to No Action state, which means that they are not performing any action 
until being pressed by the user. At that moment, depending on pressing the 

























button S3 or S6, the process moves to New Session state or Recording State 
respectively.  
Inside New Session state it´s verified if there was already any session opened. In 
negative case a new session is opened and the flag new_session becomes TRUE. 
In affirmative case, it´s also verified if the audio file is closed or not. If it´s not 
closed it’s performed the close file action. Otherwise the session is closed and 
the process state returns to No Action state.  
On the other hand, inside Recording State, it´s verified if S3 has been already 
pressed (to record an audio file we have to open a session!) , and in affirmative 
case it´s verified if at that moment any file is being recorded. If there´s a file 
being recorded, the process stops the recording , otherwise the process starts a 
new recording, and the flag new _record becomes TRUE. 
If S3 has not been already pressed, the process returns to No Action. This 
condition avoids an incorrect button sequence. 
 
To better understand this state machine, a flowchart is presented in Annex B.1. . 
 
Finishing this task, it was time to start developing the state machine to control 
the codec. 
As we´ve already explained previously, the Codec performs the interface 
between the microphone input and the dsPIC microcontroller. It digitizes the 
audio and sends it via DCI communication to the dsPIC to be processed.  So, it is 
therefore compulsory that the state machine possesses read and write codec 
states. Read state occurs when the coded is acquiring a new frame, and Write 
state is executed when it is sending data to dsPIC. However, to perform this 
actions the codec takes time, and it´s necessary to check if it is busy or not until 
perform another reading or writing task. 
Beyond this two states, initially the codec is in Wait state until be initialized by 
the main method. After this, and before enter in Read state, the codec is in 
Initialization state and is not performing any action. 
In the Annex B.1. is presented the flowchart of this state machine. 
 
Finally, the last states machine had the goal to control the process of data 
storage into the SDTM card. 
For this state machine the process is in Wait state until being initialized in the 
main method. After being initialized it moves to the Memory Card Detect stage. 
If the memory card is detected the process goes on to the Initialization Library 
state. Otherwise, it will continue trying to detect the card. From now on, the 
memory card detection process is repeated every time the processes enter in a 
new state, because the card can be ejected from the system anytime. If the card 
is not detected the process returns to the Memory Card Detect stage. 

























So, after initialize the library the process runs into start New Session state, 
where it checks if there´s any existent session, and if there´s not any it verifies if 
the flag new_session is TRUE (means that S3 button is pressed). In affirmative 
case it creates a new session, it changes the flag session_open to TRUE and 
returns to the beginning of the Start New session stage. 
But if there was already any open session (i.e. if flag session_open is FALSE), the 
program checks if the flag new_record is TRUE (i.e. if S6 button was pressed) and 
in affirmative case the process flows to the Card Initialization state. 
Note that if neither S3 nor S6 were pressed, the process returns  to Wait state. 
 
Thus, at the Card Initialization state a recording file is open in write mode and 
now the process enters in Writing state. In this mode, until S6 being pressed, the 
process writes data to the opened file. However, when S6 is pressed again, the 
flag end_write becomes TRUE and the process flows to Close File state, were the 
file is closed and the process returns to Wait state. 
The flowchart that represents the states and steps of this states machine is 
present in Annex B.1. . 
 
Unfortunately, despite the fact of the code built by the student compile with 
success, it didn´t perform as planned. With the help of Engineer Inês Fonseca, 
from ISA, and running the code step by step we concluded that the problem 
arose from the speed used to initialize the SDTM card.  
The speed used by default was very high, so the code does not initialize the card 
successfully, stopping at this point. 
 
As Engineer Inês Fonseca was also developing in parallel a firmware with the 
same goals, and her firmware was performing successfully (it´s also more 
reliable than ours, because she implemented errors instructions, a more robust 
LED system and it has already a method to convert from binary format to .WAV 
format) it was agreed in a meeting that took place at ISA at April 6 2009, that her 
firmware should be adopted by our module.  
4.4.2. USER INTERFACE APPLICATION 
4.4.2.1. PROGRAMMING LANGUAGE CHOICE 
 
The programming language used to create this application was MATLAB® 
(version 7.7.0.471 , R2008b) . 
MATLAB® language was the selected language, because it provides a powerful 
signal processor toolbox, and predefined functions to execute DSP tasks. 
Besides, the student already had some experience using this language, and there 

























are lots of helpful hints in the internet to overcome problems that aroused along 
the work. 
4.4.2.2. APPLICATION DESIGN 
 
As MATLAB® provides a powerful signal processor tool box (called SPTool), we 
defined that this was the most suitable tool to begin developing this module. 
SPTool is a pre defined graphic user interface (GUI) that allows the user to 
import a digital signal, design, edit and apply filters, and finally analyze signal 
spectra and signal waveform. 
Basically this tool would allow to analyze the audio signal without the need of 
having to spend time in building a GUI. 
 
Unfortunately, soon we found that it wouldn´t be possible to use the MATLAB® 
SPTool, since the import of the audio file to the MATLAB® environment 
generated an error of memory. 
This error was due to the large size of each audio file (about 400 Mb) that, when 
imported all at once, exceeded the available memory.   
In face of the impossibility of using SPTool, it was necessary to develop our own 
GUI for signal processing.  
For this reason, we decided to use the GUI design environment provided by 
MATLAB®  to create and edit GUIs interactively : GUIDE. 
The first step to be taken when we are using GUIDE is design the structure of our 
interface. The structure of the interface must meet the requirements previously 
presented in  the point 4.4.2. . 
















Figure 38: Graphic Use Interface created using GUIDE tool. 

























As we can see in the picture, five areas were created. The green and orange 
areas will be used to draw graphics with the waveforms of the audio signal. 
The solid gray panel contains the buttons and one editable box that allow the 
user to perform desired actions on the signal. In addition there is a list box that 
displays the maximum wave amplitude values, and displays the name of the 
patient whose audio file is being examined.  
Finally, in the blue area will be located a toolbar with several menus and 
options. 
Each component of the structure is identified by a tag, assigned by the 
programmer. 
After saving and run the created structure, MATLAB® automatically generates an 
.m file to go along with the figure that we have created.  
The .m file is where the programmer has to attach the appropriate code to the 
callback of each created component. 
 
Considerig that the DSP routines would comprise large amounts of data , we had 
to define the best strategy in order to import the .WAV file to MATLAB® 
environment  without causing excessive memory consuption. 
 
The adopted strategy consisted in import the file in small frames that are 
auomatically scanned in order to verify their usefulness. 
The first verification to be performed is evaluated if each small frame is totally 
silent. 
In affirmative case, the frame should be immediately rejected, and a new one 
should be accepted. Otherwise, it would be accepted and subjected to another 
verification. 
This second verification consists in detect at least one snoring event in the 
frame. 
If the imported frame passes again successfully in this second verification it 
definitely has interest and it´s amplitude values and corresponding times are 
stored in matrices. Otherwhise a new one is acquired. 
 
Following this strategy we were able to reduce the size of the original .WAV file 
for reasonable values that could be stored in the available memory space. 
To concretize this strategy, we created three important functions: 
•alldata_reader; 
•cleanWav; 
     •snore_detect; 
                                •pre_process; 
 

























and fortunately MATLAB® already provides a function called wavread, that reads 
the specified .WAV file. We managed it in order to read the entire original .WAV 
file in small frames of 10 seconds, until the end of the main file, avoiding 
memory problems. 
 
The function alldata_reader works independently of the remaining ones. 
It was created only to allow the representation of the entire audio file 
waveform, in the graphic tagged as CompleteWave (figure 38 ). 
In addition to present the waveform, this graphic will also have a red mobile line 
that slide on the waveform, with the purpose of localize in time the study that is 
being done. 
Therefore, this graph will not have to be very accurate, and we can omit some 
values when the audio file is being readed. This procedure is called downsample, 
and MATLAB® has a pre defined function to perform this task. 
Thus, the function all_datareader, uses the wavread  function to acquire frames 
of 30 seconds, and in each frame it omits 100 points, reducing the amount of 
memory needed. On one hand, this action speeds up the process, on the other 

















Figure 39: alldata_reader function flowchart. 
 
The snore_detect and pre_process functions, runs inside the cleanWav function . 
First, cleanWav function also uses the MATLAB® wavread function to import 
frames of 10 seconds, and then it selects only the non silent frames.For each 
one it is applied the pre_process and snore_detect functions to verify ,despite of 
being non silent, if the frame has at least one snoring event. 


























The selection between silent and non silent frames is made by comparison 
between the frame amplitude values and the microphone silence threshold. This 
threshold is defining by calculating the mean of the amplitude values of a silent 
audio file, recorded with the desired microphone. It is defined by default for the 
original microphone, but if we are using another microphone to record audio, 
we should calibrate the silence threshold (see Look4MySleep User Guide, Annex 
D). 
If the acquired frame has lower amplitude values then the threshold line (which 
mean that the frame is totally silent), the frame is ignored and a new one is 
imported. The verification is performed again, until the end of the .WAV file. 
 
Otherwise, if the imported frame has higher amplitude values then the 
threshold line (which means that that frame is not totally silent), the frame is 
accepted by the snore_detect  function. 
This function performs another verification task. First it applies the pre_process 
function to the frame. The pre_process function is used to smooth and square 
the wave. It uses MATLAB® functions that smooth the wave (using moving 
averages) and square it. This step is useful in order to identify easily the 
intersections between the wave and the threshold line. 
 
After preprocess the signal, snore_detect verifies if there´s in the frame any 
event during more than 0,28 seconds. We choose this value because, we 
observed experimentally that the mean duration of the snore events in OSAS 
patients and in Non OSAS patients is 0,99 seconds with a standard deviation of 
0,43 seconds and 1,19 seconds with a standard deviation of 0,45 seconds, 
respectively (see chapter 5).  
In affirmative case, the frame is usefulness and it´s amplitude values and 
occurence times are added to the matrices out and tempos, respectively. 
Otherwise, the imported frame is ignored, and the process runs again from the 
beginning, until the end of the audio file. 
 





































































Figure 40: CleanWav function flowchart. 
 
 


















































Figure 41: snore_detect function flowchart. 
 
 




























Figure 42: pre_process function flowchart. 
To develop this module, several functions had to be created by the student. 
However, some used functions were downloaded from the Web (easyspec.m 
(55); peakdet.m (56); entropy.m (57); maximize.m (58)), and all of them were 
released to the public domain. 
It should be also referred that despite some menus developed and implemented 
in the GUI were not widely used along the project (e.g. the menu Write Report), 





















5. METHODS AND RESULTS 
5.1. METHODS 
5.1.1. OUT OF THE SLEEP LABORATORY 
Five tests were performed out of the sleep laboratory. The aim of this tests was 
only evaluate the reliability of the device before submit it to tests at the sleep lab, 
which means that the clinical condition of the “patient “ had no relevance. 
Snoring was recorded using the Look4MySleep original recording equipment 
(equipped with a 2 GB SDTM card) and the microphone was suspended 60 cm above 
the patient head. The position of the microphone was in accordance with Herzog et 
al. (59), which concludes that despite the fact of contact microphones might be 
used in screening devices, air-coupled microphones are the most suitable option to 
perform a natural analysis of snoring sounds. The 60 cm distance was based on the 
study performed by Jones T.M. et al. (54). 
 
5.1.2. AT THE SLEEP LABORATORY 
Snoring was recorded during sleep from subjects undergoing polysomnography at 
the LEPS (Laboratório de Estudo de Patologias do Sono) of Centro Hospitalar de 
Coimbra, since 18 June 2009 until 31 August 2009. The subjects were 16 males and 
6 females, aged 27-75 years (53,77±14,912 (mean ±SD) years). All were referred for 
PSG because of daytime sleepiness, loud snoring, or history of apnea observed by 
the bed partner or documented in a previous PSG study. 
4 of the 22 patients (all from the OSAS group) were subjected to a split night. This 
means that ,in the second halve of the study, CPAP was applied. 
For the same reasons explained in the previous point (5.1.1), snoring was recorded 
using the Look4MySleep original recording equipment (equipped with a 2GB SDTM 
card) and the microphone was suspended 60 cm above the patient head.  


































Figure 43:  Look4MySleep configuration at the Hospital bedroom. 
The recording session was started and finished at the same time of the PSG 
examination, in order to easily compare and situate the results in the sleep stage, in 
case of doubt. 
Fourteen of the subjects were polysomnographic diagnosed as having snoring and 
OSAS, three as having snoring but no OSAS (two have UARS (Upper Airway 
Resistence Syndrome) and one is a simple snorer), and five subjects as neither 
having snoring nor having OSAS. The fourteen patients with snoring and OSAS were 
inserted in a group called OSAS. The remaining patients were incorporated in a 
group named as Non OSAS.  
 
The snoring sounds were analyzed off-line using the Look4MySleep GUI,both in the 
time domain and in the frequency domain (sound spectrum obrtained using Fast 
Fourier Transformer). 
As the available time to conclude the project didn´t allow to study all the snores of 
each subject, we had to sample the population of snores for each subject. 
In order to sample the population with accuracy, we defined a confidence interval 
of 95%, with a margin of error of 23%. This means that our sample estimate will not 
differ from the true population value by more than 23 percent (the margin of 
error), 95 percent of the time (the confidence level). We used the PASW Statistics 
17.0 software, to calculate the sample size for each subject and to perform all the 
statistical study.  
Having the sample size, we randomly select the snore events. 
The following parameters were measured: snore maximum amplitude(dB); snore 
duration (seconds); and peak frequency (fpeak, defined as the snore frequency with 
the maximum power). 
Furthermore, comparisons between groups were performed using the 
nonparametric Kolmogorov Smirnoff test. We used a nonparamteric test beacause 
we had a small population. We also used the Spearman´s nonparametric correlation 
coefficient to verify the relationship between sleep parameters and the acoustic 
1 
Legend:  1- Audio data acquisition processing and storage module placed at the bedside table 
2- Microphone wired connected to the module 1, suspended 60cm above the bed´s mattress. 
(Not to scale) 
 



















spectral parameters. Results were considered significant if the p-value was lower 
than 0,05.  
5.2. RESULTS 
5.2.1. OUT OF THE SLEEP LABORATORY 
The device reveals great reliabiliy performing recording sessions of about 8h, 
because no error occurred during the three recording sessions performed out of 
the sleep laboratory. As we had calculated in advance, we confirmed that the 2GB 
SDTM card had capacity to record between 4 and 5 overnight studies. 
However, listening to the recorded audio with Look4MySleep GUI, we verified that 
the audio is much affected of hiss noise. Analyzing the spectra with the developed  
GUI,we identified that the hiss noise is mainly localized at 50 Hz. This way, we 
applied a pass band filter with lower cutoff frequency of 50Hz and upper cutoff 
frequency equal to the Nyquist frequency, i.e., 4000 Hz.  
However, listening again the audio, we verified that despite of removing the 50Hz 
frequency the audio continues affected by the same noise. 
 
Thus, we had the strong conviction that the source of noise was in the electric 
voltage transformer unit,used by Explorer 16 ,to convert 220 V to 9 V. So, we 
powered the module with a 9V battery. Unfortunately, the noise remained 
unchanged. We also tried, according to data sheet of Explorer 16, to feed the 
module with an external regulated DC power supply.  
This action was also unsuccessful. 
 
Afterwards, we decided to put the module inside a box involved with aluminum foil, 
and we connected the box to the ground, avoiding exterior interferences. We also 
placed the microphone at a reasonable distance from the box. None of these 
actions had significant impact in the audio quality.  
 
Analyzing the microphone data sheet, we verify that the microphone standard 
voltage input should be 2V. As we explained in chapter 4, connecting the 
microphone to the MIC IN input of Audio PICtail board provides by default a bias 
voltage of +5 V on the microphone jack. Suspecting that this voltage difference 
could be the origin of noise, we projected a simple circuit in the prototype area of 
the Explorer 16 board, which converts 5V into 2V, and we began to connect the 
microphone not to the MIC input but to the LINE IN input.  
 





























Figure 44:  Schematic of the used electronic circuit. 
The circuit was composed by two resistors ,one zener diode, a switch and obviously 
the microphone. 
The goal was regulate the voltage from 5V to 2V. As we know, having the zener 
diode reverse biased, it does not conducts if the provided voltage does not exceeds 
the zener voltage. So, in our circuit we choosed a zener diode with a zener voltage 
equal to 2V and we placed it reversed biased (connecting in parallel with the 5V 
source). As the provided voltage is 5V, the zener diode will conducts and keeps the 
voltage at its zener voltage value, 2.V. 
Regarding the resistors values, the 1KΩ resistor was used to bias polarize the zener 
diode with it´s nominal current (3mA, in accordance with it´s data sheet), and the 
2.2 KΩ resistor was used in accordance with the microphone data sheet. 
However, as all actions previously taken, this one didn´t cause any effect removing 
the noise. 
Finally, suspecting that the problem could be at the microphone, we decided to 
order another one that differed only from the fact that it already comes with 
properly insulated cable and connections. The ordered microphone was 
unidirectional. 
Being unidirectional, means that it was sensitive to sounds from only one direction, 
which reduces the environment noise. The ordered microphone was a NORU (ref. 
NR-910-7466) (see Annex A.2). The combination of this microphone with the 
strategies already used didn´t cause any significant improvement. 
The student also found a free library designed to perform noise suppression, 
available for the dsPIC , in Microchip ® Web site. This library was implemented in 
the existing firmware by Engineer Inês Fonseca, at ISA. However, in addition to did 
not cause any improvement in the sound quality, the dsPIC was only able to apply it 
to audio files of a few seconds, therefore it is unusable in this project. 
Thus, as all attempts have not solved the problem, we admited that the noise 
source was caused by the hardware itself. As we were using development boards, 
the internal connections could be poorly insulated. Also the connection between 
Explorer 16 and Audio PICtailTM Plus Daughter Board could cause loss of signal 
quality, because it was made by simply plug. in addition. Therefore, as we 
connected and disconnected the boards hundreds of times, the boards’ edges could 
also show some damage. 



















5.2.2. AT SLEEP LABORATORY 
The anthropometric data of the analyzed patients is present in Table 7. The 
classification of the subjects as OSAS and Non OSAS was did according with the PSG 
examination. The snore parameters (snore peak frequency; snore amplitude and 
snore duration) were measured using the prototype device. Using the 
nonparametric Kolmogorov-Smirnoff test we concluded that there are some 
statistically significant differences between the two groups. 
Table 7: Anthropometric, sleep and snoring data of the subjects. 
 OSAS Non OSAS p 
Number of patients 
 
14 8 - 
Age (yrs) 
 
57,8±12,2 46,1±17,9 0,262 
Height (cm) 
 
164,7±8,7 168,5±6 0,471 
Weight (Kg) 
 
81,3±15,6 76,6±12,3 0,471 
BMI (kg.m-2) 
 
28,9±6,4 27±4,6 0,412 
AHI (events.h-1) 
 
26,8±16 4,6±4,9   0,01** 
Maximum snore duration  (s) 
 
2,020 1,787 0,799 
Mean snore duration (s) 
 
0,99±0,43 1,19±0,45 0,799 
Maximum snore amplitude (dB) -11 
 
-26 0.134 









    0,0001** 
 
Some values are presented as mean±SD .  BMI: body mass index; AHI: Apnea/HypopneaIndex; **: p<0,05 for comparisons 
between two groups (Kolmogorov-Smirnoff nonparametric test). 



















From the 8 Non OSAS patients, 5 were excluded from the study, because 4 of them 
didn’t snore during the examination and the remaining one has a very mild and rare 
snore and our device didn´t detect. All the 14 OSAS patients were used in the study. 
 
A significant positive correlation was found between the number of AHI.h-1 of sleep 
and the peak frequency (fpeak) of the spectrum (Pearson rank order correlation:   
r= 0,719; p <0,001; see table 8). There was also a positive relationship between 
















Figure 45:  Relationship between apnea/hypopnea index (AHI) and peak frequency (fpeak) 






































Regarding the snore mean amplitude of the 14 subjects, there was a low and 
positive correlation, the statistical significance of this value is also low (Pearson 
rank order correlation: r= 0,02; p<0,938, see table 9). There was also a positive 














Figure 46: Relationship between apnea/hypopnea index (AHI) and the snore mean 
amplitude in seventeen patients. 
 
Table 8: Correlations between fpeak and AHI for 17 patients 
 fpeak Hz AHI events.h-1 
fpeak Hz Pearson Correlation 1 ,719
**
 
Sig. (2-tailed)  ,001 
N 17 17 
AHI events.h-1 Pearson Correlation ,719
**
 1 
Sig. (2-tailed) ,001  
N 17 17 
**. Correlation is significant at the 0.01 level (2-tailed). 



































Table 10 presents the correlation between the snore mean duration of the 14 
subjects, and the number of AHI.h-1 of sleep. A negative correlation was found 
between the number of AHI.h-1 of sleep and the snore mean duration of the 14 
patients. However, both the correlation value and its statistical significance are very 
low (Pearson rank order correlation: r= -0,028; p<0,916; see table 10). There was 
















Figure 47: Relationship between apnea/hypopnea index (AHI) and the snore mean 
duration in seventeen patients. 
Table 9: Correlations between snore mean amplitude and AHI for 17 patients 
 Amplitude dB AHI events.h-1 
Amplitude dB Pearson Correlation 1 ,020 
Sig. (2-tailed)  ,938 
N 17 17 
AHI events.h-1 Pearson Correlation ,020 1 
Sig. (2-tailed) ,938  
N 17 17 


































Spectral analysis of snoring showed the existence of two different patterns.  
The first pattern was characterized by the existence of a harmonic structure. It had 
a fundamental frequency with at least two clearly identifiable harmonics, through a 
broad frequency band that rarely exceeds 500 or 900 Hz. Furthermore,the sound 
energy was very scattered for high frequencies (figure 48). 
 
The second pattern was characterized by a predominance of sound energy usually 
scattered in two distinct bands of frequencies. The first one was localized at low 
frequencies (50-100 Hz) and the second one was localized at high frequencies (500-
1200 Hz). The frequency peak, fpeak, could be found in the first or in second band, 
depending on the intensity level of the snore. We observed that for snore sounds 
with high level of intensity, the fpeak was located in the second band. Otherwise, 
fpeak sets in the first band.Furthermore, we didn´t identify any harmonic structure 











Table 10:  Correlations between  snore mean duration and AHI for 17 patients 
 Duration s AHI events.h-1 
Duration s Pearson Correlation 1 -,028 
Sig. (2-tailed)  ,916 
N 17 17 
AHI events.h-1 Pearson Correlation -,028 1 
Sig. (2-tailed) ,916  
N 17 17 








































Figure 49: Snore signal power spectrum from an OSAS patient. 
 
All the OSAS patients and one Non OSAS patient showed the second pattern. The 
rest of the Non OSAS patients showed the first pattern of sound spectrum. 
 
We also performed the calculations to evaluate the sensitivity and specificity of our 
device in the identification of snore events. The obtained results were a sensitivity 
of 89,5% and a specificity of 33,33% (see Annex C.1. ). 
Finally, we calculated the sensitivity and the specificity of our device to distinguish 
between OSAS and non OSAS patients. We obtained a sensitivity of 100% and a 
specificity of 66,66% . In addiction, we calculated the positive predictive value (it 
expresses the probability of being diseased since the test was positive) and the 
negative predictive value (it expresses the probability of not being diseased, in case 
the test result is negative).The positive predictive value was equal to 93,33% and 
the negative predictive value was equal to 100% (see Annex C.2.).  
 















6. DISCUSSION, CONCLUSIONS AND FUTURE WORK 
 
First of all, we should mention that all the results of our study were affected by a considerable 
hiss noise that, despite a great effort, couldn´t be suppressed (see chapter 5). 
The results obtained with our prototype device, seem to show the existence of two 
considerable different snoring sound spectrum patterns. 
The first pattern was characterized by the presence of a harmonic structure. There was a 
fundamental frequency with at least two clearly identifiable harmonics, through a broad 
frequency band that rarely exceeds 500 or 900 Hz. Furthermore,the sound energy was very 
scattered for high frequencies . 
On the other hand, the second pattern was characterized by a predominance of sound energy, 
commonly scattered only in two distinct bands of frequencies, without any harmonic 
structure. The first one was localized at low frequencies (50-100 Hz) and the second one was 
localized at high frequencies (500-1200 Hz). In this pattern, the frequency peak (fpeak) could 
be found in the first or in the second band, depending on the intensity level of the snore. We 
observed that for snore sounds with high level of intensity, the fpeak was located in the 
second band. Otherwise, fpeak remains in the first band. 
 
The second pattern was observed in all the studied OSAS patients and only in one of the three 
Non OSAS patients. The remaining Non OSAS patients showed the first pattern.  
However, despite the alleged relationship between the Non OSAS group and the first pattern, 
and between the OSAS group and the second pattern, we cannot ensure the validity of these 
relations.  
First of all, because the studied population is skewered for the OSAS group (14 OSAS patients 
vs. 3 Non OSAS patients). Secondly, because the Non OSAS group is very small and 
heterogeneous (it was composed by a mixture of one simple snorer patient and two UARS 
patients). Finally, an important fact to consider is the margin of error used to sample the snore 
population of each subject. As we explained in the previous chapter, due to time limitations, 
we used a margin of error of 23%. Despite using a high confidence interval (95%), it is 
advisable to use a lower margin of error to increase the relationships accuracy. 
This way, in order to confirm the existence and relationships of these different patterns, it is 
imperative to collect more overnight audio files of Non OSAS patient groups, constituted by 
subjects with the same sleep characteristics. Moreover, the number of snore events studied 
for each patient must be increased (decreasing the margin of error). 
 































We have obtained high sensitivity values from our device regarding the capability of 
distinguishing OSAS from Non OSAS subjects. High predictive values were also found, meaning 
that the prototype has a great precision rate for OSAS detection. In order to obtain more 
realistic values for these parameters, it will be also necessary to adopt the same proposals 
presented in the previous paragraph. 
On the other hand, the low specificity of our device in identifying snore events (33,3%) is easily 
explained by the snoring detection strategy used by the algorithm snore_detect, running inside 
the user interface application.  
This algorithm distinguishes snore events from ambient noise events, based only in the 
duration of the event. This way, if the ambient noise event, such as human speech, lasts more 
than 0,28 seconds our device will accept it as a snore event. 
Even though this algorithm is able to identify snore events, this routine also identifies some 
non snore events, decreasing the specificity of the device in detecting them.  
To improve this detection algorithm, we propose the implementation of the algorithm 
developed by Cavusoglu M. et al. (60). The algorithm proposed by these authors firstly 
identifies, in the entire audio file, the sound activity intervals (our algorithm already perform 
this task!); then these intervals are classified as snore or non snore based on the 
characterization of the spectral energy distribution of snoring signals. 
Unfortunately, we didn´t have enough time to implement, in our algorithm, the second part of 
the idea proposed by Cavusoglu M. et al.. However, this seems to be an inevitable 
improvement to implement in the future and, as the results obtained by these authors were 
very good, we advise a careful reading of this article. 
 
Regarding the mean peak frequency, we observed that it was higher in patients with OSAS. We 
also found that a threshold of 200Hz best distinguishes between OSAS patients and Non OSAS 
patients.  
This result seems to be the most controversial of all because we were expecting to get exactly 
the opposite, based on the literature. 
It´s known that one of the characteristics of OSAS patients is the edema of the soft palate (3) 
(61). Furthermore, Liistro G. et al. (62), that performed a study to find differences between 
mouth and nasal snoring, concluded that nasal snore produces higher frequencies than mouth 
snore. They hypothesized that this difference was due to the different oscillating masses, 
because in nasal snoring only the uvula has an oscillating movement. 
Having this knowledge in advance, we were expecting to find lower peak frequencies in the 
OSAS patients, as the presence of the edema implies a mass increase. We obtained precisely 
the opposite result. 
 
We also compared our mean peak frequency result to those obtained by Fiz J.A et al. (3) and 
Perez-Padilla et al. (63) who had performed similar studies to ours.  
The results obtained by Fiz J.A et al (3) describe a substantially lower mean peak frequency for 
OSAS groups and a higher mean peak frequency for non OSAS patients than the mean peaks 































obtained in the present study. On the other hand, Perez-Padilla et al. (63) performed a study 
whereas the peak in patients with OSA was higher than in Non OSAS patients (like our study). 
These differences and similarities between studies could be explained by the used methods. 
A clear methodic difference is that, in our study, the Non OSAS group is constituted by two 
UARS patients and one simple snore, while in their studies the non OSAS group is only 
constituted by healthy simple snorers. Another important fact that could explain these 
differences and similarities is that Perez-Padilla et al. (61) used a suspended microphone (like 
our study), while Fiz. J.A et al. (3) used a microphone positioned upon the neck. Furthermore, 
Fiz. J.A et al. (3) only analyzed the first three breaths after a complete apnea while we 
randomly select the snore events.  
Nevertheless, the three studies have a common result: the Non OSAS group was characterized 
by the existence of a fundamental frequency and several harmonics that rarely exceeds the 
range of 500-900 Hz. On the other hand, OSAS patients are characterized by the inexistence of 
any harmonic structure. 
Moreover, Perez-Padilla et al. (63) identified a residual power at frequencies around 1000 Hz. 
In our study we also identified some residual power in the higher frequencies for the OSAS and 
for the Non OSAS group. However, due to the presence of noise, we couldn’t outline any 
definitive conclusion about this issue. 
Regarding the high values of the peak frequency’s standard deviation for both OSAS and Non 
OSAS, we observed that for OSAS patients it was due to the presence of a moveable frequency 
peak, which can be localized in high or in low frequencies. As we said in the previous chapter, 
we observed that the localization of the frequency peak was dependent of the snore 
amplitude. For high and medium snore amplitudes, the frequency peak was placed in the high 
frequencies. For low amplitudes it was placed in the low frequencies. As the analyzed OSAS 
patients have a large range of amplitudes, the standard deviation of the peak amplitude is 
high. However, as we have seen above, this result can also be explained by the existence of 
nasal or mouth snoring (61). In addition, for the Non OSAS group, the high standard deviation 
could be driven by the reduced dimensions of the studied group (only three subjects) 
constituted by two different kinds of subjects: one healthy simple snorer and two UARS 
patients.  
 
A significant statistical positive correlation was found between the OSAS severity, expressed by 
the AHI, and the peak frequency of the spectrum. This means that the more severe the OSAS 
is, the higher the frequencies presented in the spectrum are. 
Regarding the correlation between snore mean amplitude and AHI, and also between snore 
mean duration and AHI, we´ve found low correlation values with low statistical significance. 
The only difference is that, between the snore mean duration and the AHI, this correlation is 
negative, while for the snore mean amplitude the correlation is positive. 
 
 































Concluding, we have found significant differences between OSAS and Non OSAS patients, 
regarding the snoring sound spectrum by using our low-cost prototype device. These 
significant differences were observed despite the presence of a considerable hiss noise and 
using different methods than the ones used in other similar studies.  
Even though the obtained results are promising regarding the creation of a screening 
prototype device based only on snoring sounds, it´s clear that increasing the studied 
population and noise suppressing are the goals to achieve in a near future.  
From the three analyzed parameters, the mean frequency peak seems to be the most suitable 
element to distinguish between OSAS and Non OSAS patients due to the high correlation value 
between it and AHI. For the same reason, the mean frequency peak could also be useful for 
classifying the OSAS severity. 
The experience gained by the intensive use of the User Interface Application proved that its 
performance must be improved, particularly concerning the time required to load audio files. 
The loading time should be decreased. To this purpose, the interface code should be optimized 
and converted into a low level language (e.g. C++) instead of using MATLAB® that is based in a 
JAVATM platform. Moreover, a major limitation of this application is that the user has to analyze 
consecutive frames, i.e., it´s not possible to travel between the frame 1 and 4 without skipping 
frame 2 and 3. Thus, the interface should be modified to allow the visualization of the whole 
signal waveform and the zooming of parts of interest. Once again, converting the application 
to a more suitable language is beneficial.  
In addition, the developed algorithm for the detection of snore events should be improved in 
order to increase its specificity (reducing the detection of non snore events) and, 
consequently, saving time to the healthcare provider. 
 
This way, performing more tests to confirm our results and following the proposed future 
improvements, we expect that this prototype screening device could be enhanced to become 
a very useful tool in sleep medicine, by distinguishing OSAS from Non OSAS patients, by 
classifying the disorder severity and, consequently , by assessing the need of submitting the 
patient to a PSG examination. 
6.1. FINAL APPRECIATION 
During this academic year, I was flattered to be contributing to an innovative medical device, 
that is very necessary in sleep medicine area, and which hopes to improve the convenience 
levels not only of patients, but also of their families. 
I think this is the role that a Biomedical Engineer must play in the current society. 
The opportunity to join a multidisciplinary team, in a business enterprise environment and also 
in a hospital environment, was a great opportunity to realize the potential use of new 
technologies in the health field.  
The application of knowledge acquired during the degree, and learning new things about a 
wide range of subjects, made me grow professionally and personally. 
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B.1. AUDIO DATA ACQUISITION PROCESSING AND STORAGE MODULE 

























































































































C.1. SENSITIVITY AND SPECIFICITY TO SNORE EVENTS 
 % 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠




∗ 100 = 89,5% 
 
 % 𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑟𝑢𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠




∗ 100 = 33,33% 
C.2. SENSITIVITY, SPECIFICITY AND PREDICTIVE VALUES TO OSAS 
*Five non snorer patients are excluded (two false negatives, two false positives and one true 
negative). 
 % 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠




∗ 100 = 100% 
 % 𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑟𝑢𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠




∗ 100 = 66,66% 
 % Positive Predictive Value =
𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠
𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 + 𝐹𝑎𝑙𝑠𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠
∗ 100 =  
14
14 + 1
∗ 100 = 93,33% 
 % Negative Predictive Value =
𝑇𝑟𝑢𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠
𝑇𝑟𝑢𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠 + 𝐹𝑎𝑙𝑠𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠
∗ 100 =  
2
2
∗ 100 = 100%
 Look4MySleep Patient snored Patient didn´t snored 
PSG  
Patient snored 17 2 
Patient didn´t snored 2 1 
Total  22 
 Look4MySleep OSAS Patient Non OSAS Patient 
PSG  
OSAS Patient  14 0 
Non OSAS Patient 1 2 
Total  17* 














D. LOOK4MYSLEEP GUI USER GUIDE 
Look4MySleep GUI 
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 CHAPTER 1 
 
 
Look4MySleep GUI (Graphical User Interface) is an application designed to run in Windows™ 
XP/Vista. 
It contains a diversity of tools necessary to analyze stand-alone several amounts of audio data 
in .WAV format.  
The application is developed in order to be able to detect and analyze snore events in audio 
files. 
The purpose of this User Guide is to offer step-by-step instructions on the operation of running 
and using the application. 
Look4MySleep GUI is written entirely in MATLAB® 7.7.0 (R2008b) and the complete source 
code is included in the program folder. Graphics routines, various libraries, and utilities are 
also provided. Their operation is explained in various chapters. 
 
 
There are a few typographic and syntactic conventions used throughout this manual for clarity.  
• Italics are used for emphasis.  
• On-screen text such as menu titles and button names, look the same as in pictures and on 
the screen. 
• The accelerator key on PC keyboards is, Control. It´s always used with other keys and is 
referenced as in the following:  
Ctrl+C  press the Control and ‘C' keys together  












1.1.  CONVENTIONS USED IN THIS MANUAL  














 CHAPTER 2 
 
 
This chapter introduces the basic steps to run and use the Look4MySleep GUI application. 
 
 
The Look4MySleep GUI application can be run either from the MATLAB® command line (fig.1) 
or directly from the Look4MySleep.m file present inside Look4MySleep folder (fig.2). 


















Fig.2-Running Look4MySleep GUI from the Look4MySleep folder. 
 
 
2. GETTING STARTED 
 
2.1.  APPLICATION BASICS  














 CHAPTER 3 
 
 
This chapter describes how to use the Look4MySleep GUI application to analyze audio files in 
.WAV format.  
You can record the audio file using the Look4MySleep device or another audio recorder.  
With the Look4MySleep GUI application, you can analyze different properties of audio in the 
time domain and in the frequency domain. The Look4MySleep GUI is a Windows™ application. 
The analyze functions are available as menu commands and there´s more than one way to 
initiate any command:  
• Select the command from the Look4MySleep GUI toolbar.  
• Select the command from an icon. 
• Type in the equivalent accelerator keyboard key (such as typing the Control and the letter O 
















Look4MySleep  GUI 
accelerator Icons Look4MySleep GUI Audio Player 
Look4MySleep GUI Tool Bar 
 
3. USING LOOK4MYSLEEP 
















Now, let´s take a look to the LooK4MySleep GUI toolbar: 
 
•  
The Menu menu contains the command for opening audio files.  
OPEN FILE…(Ctrl+O)  
Use this command to open an existing audio file. This command displays a standard file 
selection dialog box to select the file to be opened.  
•  
The View menu contains the commands for analyze in the frequency domain the opened audio 
file.  
SPECTRUM ANALYZER…(Ctrl+S)  
Use this command to view the power spectrum of the 
 audio file. 
FFT ANALYZER…(Ctrl+F)  
Use this command to view the FFT (Fast Fourier Transform) 
 of the audio file. 
SPECTOGRAM …(Ctrl+D)  
Use this command to view the spectrogram of the audio file. 
•  
The Time and Frequency Domain …(Ctrl+T) command retrieve a table with statistic 
information. 
•  
The Write Report command …(Ctrl+W) shows a table with editable cells. You can input the 
desired information inside the editable fields. 
•                                          …(Ctrl+C) 
The Calibration menu must be used if you aren´t using the Look4MySleep original device to 
record the audio data. This issue will be discussed further on the last page of this user guide. 
•  





    MENU MENU 
 
    VIEW MENU 
    GENERAL STATISTICS MENU 
 
    REPORT MENU 
 
    HELP MENU 
    CALIBRATION MENU 














You also have tools, that must be used to simplify the signal waveform analysis. 
They are presented below: 
•The zoom in and zoom out tools, , allows you to analyze the graphs in more or less 
detail. 
•Pan tool,      , lets you slide the graphic to the left, right, up or down. 
•The data cursor tool,  , lets you know the coordinates of any point on a graph. 








































The tutorial in this chapter introduces the basic steps that you´ve to follow to use the 





1- Open the application Look4MySleep from the MATLAB® command line (fig.1, Chapter 2) or 
directly from the Look4MySleep.fig file present inside Look4MySleep folder (fig.2, Chapter 2). 
Look4MySleep GUI environment (fig.3 , Chapter3), will appear on your screen. 
 
2- Click on the menu Menu with left mouse button.  Now, click on Open File or press Ctrl+O.  
A window called Selected Wave file will appear on your screen. This window allows the 
selection of the audio file that you want to analyze.  
 
 
Fig.4- Look4MySleep GUI selecting .WAV File. 





4. LOOK4MYSLEEP GUI TUTORIAL 














Select the desired audio file and click Open. 
3- A progress bar will appear on the screen, showing you the progress and the time remaining 
to conclude the importation of the audio file into MATLAB®.  
When this task is concluded with success, another progress bar will appear. This progress bar 
shows the time remaining to complete the step of processing the sound.  
When the progress bar is complete the program verifies if any snore has been found. In 












Fig.5- Error message. 
 
Otherwise, an information window will appear, informing that the final calculations are being 







Fig.6- Information message. 
 
4- After performing the calculations, the information window will disappear and the 
environment of the program should be similar to the figure 7. Each snoring is surrounded by a 






































1 This graphic titled as Complete Waveform shows the waveform of the entire file. The red 
moving line localizes your research on the total file time. 
2 This graphic titled as Original Clean Waveform shows the file sections that have one or 
multiple snore events. Each graphic represents 10 seconds of the data. 
3 This graphic titled as Pre-Processed Clean Waveform shows the same file sections of the 
graphic above. However, the data is smoothed and squared. 
This allows a better perception of the snore events, and it also makes easier and faster the 
performance of some calculations. 
4 Look4MySleep GUI Control Panel.  
Allows performing various operations on the imported sound frame. 
5 Time location of the frame in the total file time (Beginning Time), 
6 Snore event. 
7 Time location of the frame in the total file time (Final Time). 
8 Look4MySleep GUI Tool Bar. 














5- Now, you will have to use the Look4MySleep GUI Control Panel to manage de audio file. 
Let´s see this panel in detail. 
 
 
Fig.8- Look4MySleep GUI Control Panel. 
The Control Panel is divided into three distinct areas.  
On the left side, it´s placed the Snore Analyzer Panel. This tool allows analyzing a snore event. 
 You have to fill in the blanks, indicating the start time and end time of the snoring that you 
want to analyze. 
Now: 
•If you click in the icon  you can listen the snoring in the selected interval. 
•If you click in the icon  a statistic table will appear on your screen. 
•The icon   should be used if we want to analyze a snoring that exceeds the upper 
boundary of the graph.  







Fig.9- Example of a boundary problem. 
 
You just have to introduce the beginning time of the snore in the window that will 
appear on your screen, after click on the icon. The finish time will be, by default: 
beginning time+4 seconds. 
Now, a new window will appear. This window is called Border Reconstruct Statistics 
and allows the time domain and frequency domain study of the snore. 
 
•As the viewing of the snore spectrum is one of the most frequent tasks performed 
when we are analyzing the snore wave, we create the icon   . It´s an accelerator 
icon that allows the automatically visualization of the sound spectrum, without the 
need of use the menu View at the toolbar. 
 














•If you click in the icon         a new figure will appear on your screen. This figure shows 
you the times between snore events in the frame. The first time is between 0 seconds 
and the first snore event. The last time is between the end of the last snore and the 
end of the frame (10 s). The other times are the times between snore events. 





Fig.10- Look4MySleep GUI Audio Player. 
 
The audio player is constituted by 6 buttons. From left to right: return button, play button, 
pause button, resume button, stop button, next button. 
The buttons next, , and return , , allow you to navigate throughout the sound. 
 
The play button,   , allows you listen the audio frame. A red moving line will appear on the 
Original Clean Waveform graphic to localize the instant that we are listening. 
The pause button , , allows pausing de audio play. If you want to listen it again, you may 
press the resume button , .  
Furthermore, when you want to stop listening to the sound simply press the stop button, . 
On the right side of the Control Panel, you can see the patient name and also a list with the 
peak amplitudes of the frame. These peaks are also graphically marked by red asterisks in 
graphic Pre-Processed Clean Waveform. 
6- Now, if you want to view the FFT (Fast Fourier Transform), the Spectrum Power, or the 
spectrogram of any snore event, you should insert in the Snore Analyzer Panel (left side of the 
Control Panel) the desired time interval. Then, in the Look4MySleep GUI toolbar, you must click 
on the View menu and choose the desired option. You can also use the keyboard accelerator 
keys anytime. Type: 
•Ctrl+S  to see the Spectrum Analyzer. 
•Ctrl+F  to see the FFT. 
•Ctrl+D  to see the Spectrogram. 
 














7- If you wish to obtain a statistical study of parameters, both in time and in frequency 
domain, you should access the menu General Statistics, present at Look4MySleep GUI tool bar, 
and choose the option Time and frequency Domain.  
You can also use the keyboard accelerator keys, by pressing  Ctrl+S, at any time. 








Fig.11- Look4MySleep GUI Statistic Window. 
8- If you want to write a report to record all parameters of interest, you must click the Report 
menu in the Look4MySleep GUI tool bar, and then in the option Write Report.  
You can also use the keyboard accelerator keys, by pressing  Ctrl+W, at any time. A table 
with editable fields that you can fill will appear on your screen. 
After completing the fields of the table, you can save the data by clicking Settings, and then 
choosing the option Save Data. If you want to upload a report from your disk, you can use the 
Load Data option, also from the Settings menu. 
 
9- The option Calibration , present on the Look4MySleep GUI toolbar , should be used when a 
sound has been recorded with another equipment. 
So, if you are using another recorder you´ve to follow the next steps: 
 
•First you´ve to record an audio file in. Wav format, with a duration of at least 20 
seconds in an environment with as much silence as possible.  
 
•Click on the Calibration menu in the Look4MySleep tool bar. A calibration window will 
appear, and you should load the sound recorded on your hard disk, by clicking Menu 
and then Open File.  
 



































Fig.12- Look4MySleep GUI Calibration window. 
  
 
We can navigate in the audio file, clicking on the Next and Return Buttons. 
•The average value of all the data points of the presented frame will appear in the 
Threshold Amplitude   field.  
•You can save this value by clicking the Save button. •An information window showing 
the new threshold value will appear on your screen. 
• Look4MySleep GUI will restart automatically. 
• After performing the restart, the GUI takes the new value as the reference for the 
threshold line, and the interface is currently calibrated to work with the new 
recording equipment. 
•However, at any time, you can retake the default values of the threshold line. To do 
this you must click the Set menu and choose the option Default Values. The interface 
is calibrated again, to work with the original recording equipment. 
 
10- Finally, whenever any problem arises you can use the Help menu, in the Look4MySleep 
GUItoolbar. 














E. MARKET RESEARCHS 
Table 11: Market Research Results (September 2008) 
Comercial Name 































































*USB-OTG (USB On-The-Go): This technology allows the board to act as a peripheral device or as a USB host. 





Table 12: Market Research Results (November 2008) 
 
 







USB interface Memory Card 
Interface 
User Interface Company In-System 
Programming 
Price 




Architecture :16 bit;  
CPU speed: 16MIPS**; 
program memory (flash) : 
256KB ; RAM memory: 
16,384 bytes; 



























Architecture :8 bit; 
CPU speed: 12MIPS**; 
program memory (flash) : 
128KB ; RAM memory: 
3,936Bytes; 














the Pictail TM 
board for SD TM  
and MMC cards 
(27€) 
 
LCD display, two 
















Architecture :16 bit;  
CPU speed: 16MIPS**; 
program memory (flash) : 
128KB ; RAM memory: 
8,192Bytes; 
ADC: 16 Channels, 10 bit 
dsPIC33: 
Architecture :16 bit;  
CPU speed: 40MIPS;** 
program memory (flash) : 
256KB ; RAM memory: 
32.768bytes; 






















board ,if we are 









board for SDTM 

















Architecture :8 bit;  
CPU speed: 16MIPS;** 
program memory (flash) : 
128KB ; RAM memory: 
8kbytes; 







USB 2.0 OTG* 
 
Joystick Atmel 


















F. ESTABLISHED CONNECTIONS 
 
Table 13: Connections between Explorer16 and PICtail
TM
 Daughter Board for SD
TM
 and MMC card 
Connection 





 and MMC 
card 
Footprint connector of 
Explorer16 Development 
Board 
Role of the connection 
#1 
RF6 RG6 SPI clock out 
#2 
RF7 RG7 SPI data in 
#3 
RF8 RG8 SPI data out 
#4 
RF0 RG0 





Switch Status Signal 
#6 
RB1 RB9 
Low asserting SPI chip 
select 
