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Abstract 
Many previous papers have pointed out that TCP performance in multi-hop ad hoc networks is not optimal. 
This is due to several TCP design principles that reflect the characteristics of wired networks dominant at the 
time when TCP was designed, that are not adequate for multi-hop ad hoc networks. For example, congestion 
phenomena in multi-hop networks are very different than in traditional wired networks, and route failures 
and route changes may be frequent events. To overcome these problems, in a previous work we presented a 
novel transport protocol – named TPA – specifically tailored to multi-hop ad hoc networks. In this chapter 
we present the implementation in a GNU/Linux environment of a TPA prototype. This prototype has been 
implemented at the user level to make the debugging process easier and to do not affect the system stability. 
This chapter also reports some results of the experimental evaluation of TPA in a static multi-hop scenario. 
Specifically, we used our prototype to compare TCP and TPA performance in a chain topology network. Our 
experimental results show that, in the analyzed scenarios, TPA always outperforms TCP in a significant way 
both in terms of throughput and energy consumption. 
1. Introduction 
This chapter describes the implementation and the results of a preliminary experimental evaluation 
of the TPA (Transport Protocol for Ad hoc networks) protocol. TPA is a novel transport protocol 
designed to operate in multi-hop ad hoc networks. It was conceived as an alternative to the TCP 
protocol in such kind of networks. TCP was originally designed under the assumption that nodes 
are static and communication links are characterized by a relatively small Bit Error Rate (BER). 
Under these assumptions packet losses are mainly due to buffer overflows at intermediate routers. 
However, these assumptions are no longer valid in multi-hop networks, and TCP mechanisms (i.e. 
congestion control mechanism) are no longer suitable for this kinds of networks. 
In multi-hop ad hoc networks, packets loss are dominated by interference and link-layer contention, 
while packet losses due to buffer overflow at intermediate nodes are rare events. TCP protocol re-
acts to packet losses originated by link-layer contentions by activating the window-based conges-
tion-control mechanism. This may lead to throughput degradation and instability [Xu01, Fu03, 
Li01, Che04, Pap04, Nah05]. In addiction, in multi-hop ad hoc networks nodes may be mobile. This 
may aid the decay of TCP performance [Ahu00, Cha01, Dye01, Liu01, Hol02, Fu02]. 
TPA [Ana03, Ana05] is a transport protocol specifically tailored for multi-hop ad hoc networks. It 
provides a reliable, connection-oriented type of service and includes mechanisms to manage all 
kinds of multi-hop ad hoc network events. Specifically, it has a novel congestion control mecha-
nism that take into account the problems introduced by link-layer contention. Moreover, it imple-
ments a novel retransmission policy to reduce the number of useless (re-)transmissions and, hence, 
power consumption. Finally, it includes mechanisms for managing the events of route failures and 
route changes that can occur as a consequence of node mobility. 
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The motivations that are behind the definition of TPA and a detailed description of it can be found 
in [Ana03, Ana05]. In [Ana05] is also reported a preliminary simulation analysis of TPA. The re-
sults obtained showed that TPA outperforms TCP in all the scenarios taken into consideration, both 
in term of throughput and energy consumption. However, there are some imperfections in simula-
tion analysis. Previous experimental studies have shown that certain aspects of real multi-hop net-
works are often not effectively captured in simulation tools [Ana04]. Furthermore, available soft-
ware and hardware products often use parameters settings different from those commonly assumed 
in simulation tools. Finally, real operating conditions are often different from those modeled in 
simulation experiments. For example, interferences caused by WiFi hotspots or other devices in the 
proximity are inevitable in practice. Therefore, while we acknowledge the importance of simula-
tion, we believe that, whenever feasible, a continuous verification of simulation results against real-
world measurements is necessary to better analyze TPA performance. Thus, we implemented a TPA 
prototype in a GNU/Linux environment to extend the simulation analysis of TPA with an experi-
mental analysis carried out in a real environment. 
Network protocols are usually implemented in the kernel space. Security and performance are the 
main motivations behind this approach. However, to make the debugging process easier and to do 
not affect the system stability we implemented our TPA prototype in the user space. In this chapter 
we provide a detailed description of the entities that implement the TPA prototype and we also de-
scribe how this entities communicate each other. Moreover, we describe the Application Program-
ming Interface that can be used by software developers for implementing network applications 
based on TPA. Finally, we report some results of the experimental evaluation of TPA. Specifically, 
we used our TPA prototype to evaluate the performance of TPA and compare it with that of TCP 
NewReno (with the delayed-ACK mechanism enabled) available with Linux Kernel 2.6.12. To per-
form our experiments, we used a testbed based on laptops running the Linux operating system. 
The rest of the chapter is organized as follows. Section 2 describes TPA protocol. Section 3 de-
scribes the TPA implementation in a GNU/Linux environment. Section 4 introduces the experimen-
tal environment used for performance evaluation and discusses the results obtained. Finally, Section 
5 concludes the chapter. 
2. TPA PROTOCOL DESCRIPTION 
The TPA protocol provides a reliable, connection-oriented type of service. In the following subsec-
tions we will provide a description of the main aspects of the TPA protocol. The interested reader 
can refer to [Ana03] and [Ana05] for motivations behind the TPA design, and protocol details, re-
spectively. 
2.1. Data Transfer 
TPA is based on a sliding-window scheme where the window size varies dynamically according to 
the flow control and congestion control algorithms. The flow control mechanism is similar to the 
corresponding TCP mechanism [Ste94] while the congestion control mechanism is described in 
Section 2.4. 
TPA tries to minimize the number of (re)transmissions in order to save energy. To this end, data to 
be transmitted are managed in blocks, with a block consisting of K segments1. The source TPA 
grabs a number of bytes - corresponding to K TPA segments - from the transmit buffer2, encapsu-
lates these bytes into TPA segments, and transmits them reliably to the destination. Only when all 
segments belonging to a block have been acknowledged, TPA takes care to manage the next block. 
Each segment header includes a sequence number field that identifies the block to which the seg-
                                               
1
 TPA segments have the same size of TCP segments. 
2
 A block may include less than K segments if the buffer does contain a sufficient number of bytes. 
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ment belongs, and a data_bitmap field consisting of K bits to identify the position of the segment 
within the block. The TPA header also includes two fields for piggybacking ACKs into data seg-
ments: acknowledgement number and ack_bitmap. The acknowledgement number identifies the 
block containing the segment(s) to be acknowledged, while a bit set in the ack_bitmap indicates that 
the corresponding segment within the block has been received correctly by the destination. Of 
course, it is possible to acknowledge more than one segment by setting the corresponding bits in the 
bitmap (a single ACK contains information for all the segments within the block). 
 
Figure 1.  ACK reception (a), and timeout expirations (b). 
Segment transmissions are handled as follows. Whenever sending a segment, the source TPA sets a 
timer and waits for the related ACK from the destination. Upon receiving an ACK for an out-
standing segment the source TPA performs the following steps: i) derives the new window size ac-
cording to the congestion and flow control algorithms (see below); ii) computes how many seg-
ments can be sent according to the new window size; and iii) sends next segments in the block (see 
Figure 1a). On the other hand, whenever a timeout related to a segment in the current window ex-
pires, the source TPA marks the segment as “timed out” and executes steps i)-iii) as above, just as 
in the case the segment was acknowledged  (see Figure 1b). 
 
Figure 2. Retransmission Stream. 
In other words, for each block TPA first performs a transmission round during which it sends all 
segments within the block, without retransmitting timed-out segments. Then, the sender performs a 
second round for retransmitting timed-out segments, which are said to form a “retransmission 
stream” (see Figure 2). In the second round the sender performs steps i)-iii) described above with 
reference to the retransmission stream instead of the original block. This procedure is repeated until 
all segments within the original block have been acknowledged by the destination. If an ACK is re-
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ceived for a segment belonging to the retransmission stream, that segment is immediately dropped 
from the stream. 
The proposed scheme has several advantages with respect to the retransmission scheme used in 
TCP. First, the probability of useless transmissions is reduced since segments for which the ACK is 
not received before the timeout expiration are not retransmitted immediately (as in the TCP proto-
col) but in the next transmission round. Second, TPA is resilient against ACK losses because a sin-
gle ACK is sufficient to notify the sender about all missed segments in the current block. Third, the 
sender does not suffer from out-of-order arrivals of segments. This implies that TPA can operate ef-
ficiently also in MANETs using multi-path forwarding [Par97]. 
2.2. Route Failure Management 
Like many other solutions [Cha01, Hol02, Liu01, Sun01] TPA can exploit, if available, the Explicit 
Link Failure Notification (ELFN) service provided by the network-layer for detecting route failures. 
Upon receiving an ELFN, the source TPA enters a freeze state where the transmission window size 
is limited to one segment. In general, we assume that the network layer does not provide route re-
establishment notifications. Thus, TPA periodically sends segments in the main or retransmission 
streams (as dictated by the Data Transfer algorithm), probing the network for a new route. To limit 
the number of segments sent when there is no available route, while in the freeze state the value of 
the retransmission timer is doubled after each timer expiration [Ana05]. Therefore, TPA realizes 
that the route has been re-established as soon as it receives an ACK for the latest segment sent. 
Upon reception of such an ACK, TPA i) leaves the freeze state; ii) sets the congestion window to 
the maximum value cwndmax; and iii) starts sending new segments [Ana05]. On the other hand, if 
route re-establishment message are available, the TPA behavior can be further optimized. Specifi-
cally, in the freeze state TPA can refrain from transmitting any segment, waiting for a route re-
establishment message. 
Even if the underlying layer does not provide the ELFN service, the sender TPA is still able to de-
tect route failures as it experiences a number of consecutive timeout. Specifically, the sender TPA 
assumes that a route failure has occurred whenever it detects thROUTE consecutive timeouts. In this 
case it enters the freeze state, and behaves as described above. 
2.3. Route Change Management 
Similarly to TCP, TPA estimates the connection RTT, and uses this estimate to set the Retransmis-
sion Timeout (RTO). Both parameters are derived in the same way as in the TCP protocol, i.e.:  
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where: i) ERTTrtt(n) and DEVrtt(n) are the average value and standard deviation of the RTT esti-
mated at the nth step, respectively; ii) RTT(n) denotes the nth RTT sample; iii) RTO(n) is the re-
transmission timeout computed at the nth step; and iv) g and h (0 < g, h < 1) are real parameters (see 
0 for details). 
Whenever a route change occurs, the new path may differ from the previous one in terms of number 
of hops. This means that, after a route change, segments may experience a variation in the RTT and 
the re-transmission timeout might be no longer appropriate for the new path. To avoid possible re-
transmissions, the TPA protocol must detect route changes as soon as they occur, and modify the 
RTT estimation method to achieve quickly a reliable estimate for the new RTT. In practice, TPA 
detects that a route change has occurred either i) when a new route becomes available after a route 
failure; or ii) when thRC consecutive samples of the RTT are found to be external to the interval 
[ERTTrtt - DEVrtt, ERTTrtt + DEVrtt] (thRC consecutive late segments or thRC consecutive early seg-
ments). Upon detecting a route change, TPA replaces the g and h values in the ERTT and DEV es-
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timators by greater values (g1 and h1) so that the new RTT estimates are heavily influenced by the 
new RTT samples. This allows to achieve a reliable estimate of the new RTT immediately after the 
route change has been detected. Finally, after nRC updates of the estimated RTT, the parameter val-
ues are restored to the normal g and h values. 
2.4. Congestion Control Mechanism 
Congestions due to link-layer contentions manifest themselves at the transport layer in two different 
ways. An intermediate node may fail in relaying data segments to its neighboring nodes and, thus, it 
sends an ELFN back to the sender node (provided that this service is supported by the network 
layer). This case, throughout referred to as data inhibition, cannot be distinguished by the sender 
TPA from a real route failure. On the other hand, an intermediate node may fail in relaying ACK 
segments. In this case, throughout referred to as ACK inhibition, the ELFN (if available) is received 
by the destination node (i.e., the node that sent the ACK), while the source node (i.e., the node 
sending data segments) only experiences one or more (consecutive) timeouts. Whenever the sender 
TPA detects thCONG (with thCONG >= 1) consecutive timeout expirations it assumes that an ACK in-
hibition has occurred, and enters the congested state. The source TPA leaves the congested state as 
soon as it receives thACK consecutive ACKs from the destination. 
If the network layer does not support the ELFN service, the only way to detect both data and ACK 
inhibitions is by monitoring timeouts at the sender. Congestions and route failures are no longer dis-
tinguishable. Hence, thCONG and thROUTE collapse in the same parameter, and the freeze and the con-
gested states collapse in the same state. 
The TPA congestion control mechanism is window-based as in TCP. However, in TPA the maxi-
mum congestion window size (cwndmax) is very small (in the order of 2-3 TPA segments) and, 
hence, the maximum and minimum values are very close. Therefore, the TPA congestion control 
algorithm is very simple. In normal operating conditions, i.e., when TPA is not in the congested 
state, the congestion window is set to the maximum value, cwndmax. When TPA enters the con-
gested state, the congestion window is reduced to 1 to allow congestion to disappear. 
2.5. ACK Management 
Many papers [Xu01, Oli05, Alt03] have shown that the Delayed ACK mechanism can improve sig-
nificantly the TCP performance. Based on these results we implemented Delayed ACKs mechanism 
in TPA as well. When using this mechanism, if the TPA sender is transmitting with the maximum 
value for the transmission window (cwndmax), the TPA receiver sends back one acknowledgement 
every other segment received, or upon timer expiration. Otherwise, the TPA receiver sends back 
one acknowledgment for each segment received. The TPA sender uses the txStatus flag of  the TPA 
segment header to announce the size of the transmission window to the receiver. 
In addition we also implemented a modified version of Delayed ACKs. Specifically, to minimize the 
number of ACKs in transit in the network,  the receiver can delay up to cwndmax segments. In other 
words, when the TPA sender transmits segments with a window size equal to one, the receiver 
sends back one ACK for each segment received. Otherwise, the TPA receiver sends back one ACK 
every cwndmax segments received (i.e. every three segments received if cwndmax is set to three) or on 
timer expiration. Throughout the paper we will refer to TPA with modified version of the Delayed 
ACK technique as TPA*. 
In both TPA variants, the interval that triggers the ACK transmission is set to a constant value. 
3. Protocol implementation 
Network protocols are usually implemented in the kernel space and can be accessed by network ap-
plication through an interface consisting of a set of system calls (e.g., the socket-based interface). 
Security and performance are the main motivations behind this approach. We refer to such an or-
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ganization as monolithic [The93] because all protocols stacks supported by the system are imple-
mented within a single address space. However, there are several factors that motivate a non-
monolithic organization, i.e., implementing network protocols out of the kernel space. The most ob-
vious of these factors are ease of prototyping, debugging and maintenance. Another factor may be 
an improved system stability. When developing protocols in a user-level environment, an unstable 
stack affects only the application using it and does not cause a system crash. Therefore, we decided 
to prototyping TPA using a user-level implementation. Figure 3 shows the TPA location in the net-
work protocol stack. Since TPA only requires a datagram service it is implemented on top of the 
UDP/IP protocols that are accessed through the socket-based system calls. 
 
Figure 3. Protocol stack. 
When using a traditional transport protocol implemented in the kernel space, a user application can 
access protocol services through the socket interface. Therefore, messages generated by the applica-
tion are passed down from the user space to the kernel space. The segmentation process of applica-
tion messages and the processing of each single segment are performed by the kernel. On the other 
hand, when using the TPA protocol, messages generated by the application are accumulated by 
TPA to form data blocks. Blocks are then segmented and each single segment is sent through the 
network. In our TPA prototype, the segmentation process and the processing of each single segment 
according to TPA protocol specifications, are obviously performed by the user-level library imple-
menting TPA. Therefore, in our implementation, each single segment (not the entire message gen-
erated by the application) is passed down from the user space to the kernel space. This approach 
may introduce an additional overhead in processing data. However, we think that in multi-hop ad 
hoc networks this increment in overhead should have a little impact on TPA performance. This be-
cause the rate at which nodes communicate is lower than that of traditional wired network. It is also 
useful to highlight that the aim of our prototype was the performance evaluation of TPA and the 
performance comparison between TPA and TCP. To this end we used in our experimental analysis 
laptops running only the essential services. In other words, laptops only ran the routing protocol and 
the application generating network traffic. This to reduces the overhead encountered by TPA. 
Even if our prototype was implemented only to evaluate the performance of TPA, in the design of 
its software architecture we spent time to allow a transparent and easy integration of legacy TCP 
applications with TPA. To this end we equipped the TPA implementation with an Application Pro-
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gramming Interface (API) similar to that provided by GNU/Linux operating system for TCP. This 
API can be used by software developers for implementing network applications based on TPA. 
The TPA protocol and the relative API has been implemented by using the C programming lan-
guage. This allows the following benefits: 
1. it permits to manage bits very quickly and efficiently; 
2. it is fully compatible with all Unix/Linux systems. 
In the following subsections we will describe the API and the software organization of TPA. 
3.1. Application Programming Interface 
As anticipated, the main design target of the TPA API was a transparent and easy integration of leg-
acy TCP applications with the TPA protocol. To this end we followed the following design princi-
ples: 
 Transparent integration with applications. The original semantics of applications must be 
preserved without changing their source code.  
 Socket API exportation. The socket application programming interface (API) provided by 
TCP protocol must be preserved. This allows the re-use of a legacy application on top of 
TPA with only minor changes. This requirement is a consequence of the previous one. 
Based on this principles we implemented for TPA a API similar to that provided in a GNU/Linux 
system for TCP. Specifically, it consists of a set of functions, each one of which has a correspon-
dent TCP socket system call. Figure 4 shows the list of functions provided by the TPA API, 
whereas Table 1 reports the meaning of each function. 
 
int tpa_socket(); 
int tpa_connect(int sockfd, struct sockaddr_in *serv_addr, socklen_t addrlen); 
int tpa_bind(int sockfd, struct sockaddr_in *my_addr, socklen_t addrlen); 
int tpa_listen(int sockfd, int backlog); 
int tpa_accept(int sockfd, struct* sockaddr addr, socklen_t *addrlen); 
int tpa_send(int sockfd, const void* packetbuf, int packetlen, int flags); 
int tpa_recv(int sockfd, void *buff, int len, int flags); 
void tpa_close(int sockfd); 
 
Figure 4. List of functions provided by the TPA protocol 
Using this API, a legacy TCP application can be re-used on top of TPA by simply introducing very 
minor modifications. Specifically, it’s enough to introduce the tpa_ prefix at each TCP socket sys-
tem call to adapt a TCP application to operate with TPA. To better clarify this issue Figure 5 shows 
the changes that must be introduced in a client program when passing from TCP to TPA. 
It is usefully to observe that, for the sake of simplicity, not all the functionality provided by the TCP 
socket functions are supported by the TPA API. For example, the GNU/Linux accept() function 
extracts the first connection request on the queue of pending connections, creates a new connected 
socket, and returns a file descriptor referring to that socket. Then, the listening socket (i.e. the 
socket passed to accept() as argument) can be used again to accept further connections requests. 
The tpa_accept() function instead, doesn’t make difference between the listening socket and 
the connected socket. Therefore, with the current version of TPA prototype we cannot implement a 
concurrent server. Another difference resides in the tpa_send() function. Specifically, it accepts 
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only messages of size multiple of a block size. We will introduce all the missing capability in a fu-
ture release of TPA prototype. However, as anticipated, the main target of our prototype was the 
performance evaluation of TPA protocol and our prototype was not implemented to support all TCP 
applications. 
Table 1. Meaning of functions provided by the TPA library. 
Function name Meaning 
tpa_socket() Creates a TPA socket. It returns an integer value that represents the TPA 
socket ID 
tpa_connect() Attempts to make a connection between the socket referred to by the socket ID sockfd and the socket specified by the address serv_addr. 
tpa_bind() Gives the socket sockfd the local address my_addr.  
tpa_listen() Specifies a willingness to accept incoming connections 
tpa_accept () 
Listen for TPA connections requests on the socket sockfd. The sockaddr 
structure pointed by addr is filled in with the address of the peer socket. It 
returns the descriptor for the accepted socket. 
tpa_close() Closes the TPA connection referred by the socket sockfd. 
tpa_send() Sends data over the TPA connection identified by the socket ID sockfd. The flags parameter is not used. 
tpa_recv() Receives data over the TPA connection identified by the socket ID sockfd. The flags parameter is not used. 
 
/* … */ 
s = socket(...); 
connect(s, ...); 
send(s, ...); 
recv(s, ...); 
/* ... */ 
close(s); 
 
 
/* ... */ 
s = tpa_socket(...); 
tpa_connect(s, ...); 
tpa_send(s, ...); 
tpa_recv(s, ...); 
/* ... */ 
tpa_close(s); 
 
Standard Library  TPA Library 
Figure 5. A simple example showing changes to be introduced in a legacy application to use the TPA protocol. 
3.2. Software organization 
This section provides a description of the TPA prototype implementation in a GNU/Linux system, 
i.e., which are the entities that implement the TPA prototype and how this entities can communicate 
with each other. It is proper to underline that our prototype implements only a subset of TPA capa-
bilities. Specifically, it doesn’t support the capability of piggybacking ACKs into data segments. In 
other words, data belonging to a TPA connection can travel only in one direction. In the following 
we will refer to sender side as the side of TPA connection where data packets are generated and to 
receiver side as the side of TPA connection where ACKs are generated. 
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3.2.1 Process communication 
TPA was implemented with distinct execution flows that interact according to the client/server and 
producer/consumer models. Specifically, we structured the TPA software module by means of three 
processes: a data-processing process, a sender process, and a receiver process (see Figure 6). The 
data-processing process collects data passed by the application process in a buffer to form blocks. 
Data blocks are then passed to the sender process that manages it according to the TPA specifica-
tion. Finally the receiver process is in charge of processing data coming from the network and send-
ing ACKs back to the sender. In this model, processes resident on the same machine communicate 
each other by using the FIFOs [Ste99] and the signal mechanism [Ste05], while the sender and the 
receiver process use a UDP socket to transmit data and ACK segments. In the following we will de-
scribe how the TPA processes communicate with each other. 
As previously mentioned, the data-processing and the sender processes implement the sender side 
of a TPA connection. They are created by the tpa_connect() function upon successful comple-
tion of the free-way handshake used to set-up a TPA connection. The tpa_connect() function 
also creates the communication FIFOs used by the sender side processes to communicate. The ap-
plication working on top of TPA must uses the tpa_send() function (see Figure 6) to pass data 
to the data-processing process. This function first reads the data_to_app FIFO to checks if the 
data_processing process is ready to accept data. Then, if it is, tpa_send() passes the application 
data to the process data-processing using the app_to_data FIFO. As soon as tpa_send() termi-
nates the application data to send, it closes the app_to_data FIFO and pauses until the reception of 
the SIGUSR1 user-defined signal. This signal is used by the data-processing process to inform the 
application process that all application data has been successfully transmitted to the destination. On 
reception of this signal, the tpa_send() function returns with the number of bytes successfully 
sent. 
The data_processing process collects the application data in a buffer to form TPA blocks. It re-
ceives the application data through the app_to_data FIFO. As soon as a block is full, 
data_processing checks the state of the sender process. If it has declared its availability to accept 
newer block, data_processing passes the block to the sender process using the data_to_send FIFO 
and returns to gather application data. Otherwise, it pauses until the reception of the SIGUSR1 sig-
nal. This signal informs data-processing about the willingness of the sender process to accept an-
other block of data. On reception of this signal, data_processing passes the block to the sender 
process and restarts to read the app_to_data FIFO for further application data. If data_processing 
finds the app_to_data FIFO closed, it pauses until the reception of the SIGUSR1 signal. On recep-
tion of it, data_processing sends the SIGUSR1 signal to the application, informing it that all blocks 
have been successfully transmitted to the destination. The data_to_app FIFO is used by 
data_processing to inform the application about its willingness to accept data. 
The sender process implements the core functionality of TPA protocol. Specifically, it receives a 
TPA blocks through the data_to_send FIFO and manages it according to the TPA protocol specifi-
cation. As mentioned early, the sender process uses a UDP socket to send and receive TPA seg-
ments. This because it only requires a datagram service. As soon as the sender process terminates to 
send all packets belonging to the current block, it sends the SIGUSR1 signal to the data-processing 
process. This signal informs the data-processing process that the sender process can receive another 
block of segments. The sender process also monitors the app_to_send FIFO. This FIFO is used by 
the tpa_close() function to inform the sender process that the application want to close the 
TPA connection. On reception of a special message through the app_to_send FIFO, the sender 
process starts the procedure to close the TPA connection. We can observe that the sender process 
must monitor three file descriptors (the UDP socket and the app_to_send and data_to_send FIFOs). 
To perform this task, the sender process uses the poll() function. This function allows a program 
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to monitor multiple file descriptors, waiting until one or more of this become ready3 (e.g., input 
possible). 
sender side
application
tpa_send()
data_processing
process
sender
process
app_to_data data_to_app sigusr1
sigusr1data_to_send
app_to_send
receiver side
application
tpa_recv()
receiver
process
recv_to_app
NETNET
 
Figure 6. Inter-Process Communications. 
The receiver process implements the receiver side of a TPA connection. More specifically, it re-
ceives TPA data segments and generates ACKs according to the TPA specification. It also passes 
the in order segments received to the application using the recv_to_app FIFO. The receiver process 
is created by the tpa_accept() function upon successful completion of the free-way handshake. 
Tpa_accept() also creates the recv_to_app FIFO. The application working on top of TPA must 
use the tpa_recv() function to receive TPA segments. More specifically, tpa_recv() reads 
the recv_to_app FIFO for TPA segments and returns as soon as it collects the number of bytes 
specified in its parameters. Upon reception of the FIN segments, the receiver process closes the 
recv_to_app FIFO to inform the application that the sender side have closed the connection. As 
soon as tpa_recv()finds the recv_to_app FIFO closed, it returns with a 0 value. At this point the 
application can close the receiver side of the connection using the tpa_close() function. 
At the end of the tear down phases all TPA processes terminate. 
3.2.2 Timer implementation 
The TPA protocol requires distinct timers for each packet sent. However, in a GNU/Linux process 
we cannot use more than one software timer at the same time. To overcome this problem, in our 
TPA prototype we implemented a list of data structures, each of which representing a timer, man-
aged by a timer scheduler [Lib90]. With this technique, we can implement multiple timers using 
only one software timer. 
Each data structure representing a timer has a field (expire time) representing the value to be as-
signed to the software timer. The software timer is started for the timer represented by item (active 
timer) at the head of the list of timers. On timer expiration, the timer scheduler removes the item at 
the head of the list and sets the seconds item in the list as the active timer. The software timer is 
then restarted with the expire time of the new active timer. The timer scheduler, whenever a new 
                                               
3
  A file descriptor is considered ready if it is possible to perform I/O operation with it without blocking. 
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timer is started or a timer belonging to the list is removed, must update the expire time of each item 
in the list and must eventually reorder the list of timers. Specifically, the timer scheduler must pre-
serve the ordering between items in function of their expire time (i.e., the first item of the list must 
represent the smallest timer in the list). 
Figure 7 reports a simple example showing the insertion of new timers in the list of timers. We first 
start a timer that will expire in 4 seconds (Figure 7a). To schedule this timer, the timer scheduler in-
serts an item with value 4 in the list of timers. This item becomes the active timer. After one second, 
a new timer that will expire in 9 seconds is started. To schedule this new timer, the timer scheduler 
inserts in the list of timers a new item with value 6 (Figure 7b). This value is given by the difference 
between the timer value (9) and the remaining value for the active timer (4-1). After other 2 sec-
onds, a new timer that will expire in 3 seconds is started. To schedule this new timer, the timer 
scheduler inserts in the list of timers a new item with value 2 (Figure 7c). This value is given by the 
difference between the timer value (3) and the remaining value for the active timer (4-3). Since this 
timer has been inserted in the second position of the list (to maintain the ordering between items), 
the timer scheduler must also update the value for the last item. Specifically, it sets the value for last 
item to 4 seconds, where 4 is the difference between the new inserted timer (2) and the timer value 
(6). When the timer expires, the timer scheduler chooses the second item of the list as the active 
timer and sets the software timer to its value (2) (Figure 7c).  
To achieve a finer time granularity, in the timer scheduler implementation we used the system call 
setitimer() to set the software timer. This allows to achieve an accuracy in the order of milli-
seconds. This is very important since in multi-hop ad hoc networks the round trip time of connec-
tions is in the order of milliseconds. 
 
 
Figure 7. Implementation of software timers. 
4. Experimental Analysis 
In this section we will describe the results of the experimental analysis of TPA. Specifically, we 
evaluated TPA performance over a chain topologies of 5 nodes (see Figure 7), and compared it with 
the performance of TCP NewReno. We performed the experiments using two different routing pro-
tocols, i.e. AODV [Per03, AodvUU] and OLSR [Cla03, Ton04]. We also performed the experi-
ments using different values for the maximum congestion window size (cwndmax) of both TPA and 
TCP. With regard to our network topology, [Che04, Fu03] showed that 2 is the optimal value for 
cwndmax of TCP in simulation studies while [Ana06] suggested 3 as the optimal value for cwndmax 
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of TPC in a real environment. Therefore, we performed the experiments using the values 2 and 3 for 
cwndmax of both TPA and TCP. We also considered an unclamped (uc) value for the cwndmax size of 
TCP. Moreover, we evaluated the performance of TPA with the modified version of the delayed 
ACK mechanism (Section 2.5). In the following, we will refer to TCP with cwndmax set to W seg-
ments as TCP-W, and we will refer to TPA with cwndmax set to W as TPA-W (or TPA*-W). In the 
experiments only a single TPA/TCP connection was active in the network. 
In our analysis we evaluated the performance of both TPA and TCP in terms of throughput and re-
transmission index. The throughput was measured at the application layer as the number of bytes 
successfully received by the destination process in a given time interval, divided by the duration of 
the time interval. The re-transmission index (rtx) was obtained as: 
ndestinatiothebyreceivedlysuccessfulpacketsduplicatednonof
sourcethebytedretransmitpacketsof
rtx
−
=
#
#
 
The re-transmission index allows us to evaluate the ability of TPA/TCP to handle transmission in an 
efficient way and consequently to save energy. To achieve more statistical accuracy, we replicated 
each experiment 5 times, and averaged the performance measures over the entire set of 5 replicas. 
Each replica was 120s long, and consisted of a file transfer. 
 
 
Figure 8. Network topology. 
This section is organized as follows. Section 4.1 describes the testbed used in our experimentation. 
Section 4.2 shows the results of the experiments with both AODV and OLSR. 
4.1. Testbed Description 
To build our testbed we used IBM R-50 laptops equipped with integrated Intel Pro-Wireless 2200 
wireless cards. All the laptops were running the Linux Kernel 2.6.12 with the latest available ver-
sion of the ipw2200 driver (1.1.2). The ad hoc nodes were connected via IEEE 802.11b wireless 
links, transmitting  at the maximum bit rate of 2 Mbps. The RTS/CTS mechanism was enabled and 
RTS/CTS threshold was set to 100 bytes so that RTS/CTS handshake was active for data segments 
and disabled for ACKs. The transmission power of the wireless cards was set to the minimum al-
lowed value (-12db) so as to reduce the transmission range and make it possible to perform experi-
ments in an indoor environment. To generate network traffic we developed a ftp-like applications 
using Linux sockets operating with TCP. We also adapted this application to operate with TPA 
sockets as well (see Section 3.1). To limit the maximum value for the TCP congestion window size, 
we used the TCP_WINDOW_CLAMP socket parameter that permits to bound the size of the TCP 
advertised window. The segment size was constant in all the experiments with the transport-layer 
payload size set to 1460 bytes. To capture TCP segments we used tcpdump, while to analyze the 
experiments results we used tcpstat and tcptrace (enhanced by our shell scripts). Since TPA is im-
plemented in the user-space to capture TPA segments we used our TPA code.  
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As anticipated, TPA and TCP performance was evaluated over a 4-hop network topology. To this 
end we set up a network consisting of five nodes as depicted in Figure 8 where node N1 was the 
sender and node N5 was the receiver. The distance between nodes was chosen in such a way that 
only adjacent nodes were within the transmission range of each other. 
4.2. Experimental Results 
This section reports the results of the experiments carried out in the scenario depicted in Figure 8. 
Figure 9 and Figure 10 show the throughput and retransmission index of both TCP and TPA over 
AODV and OLSR respectively. As we can see, indifferently to the routing protocol used, TPA sig-
nificantly outperform TCP both in terms of throughput and retransmission index. This was expected 
since in the 4-hop scenario, loss off packets due to interference and link layer contentions are not 
negligible.  
Figure 9 and Figure 10 show that, as observed in [Ana06], TCP-3 is the best configuration for TCP 
over both AODV and OLSR. However, TPA-3 always outperforms TCP-3. Specifically, when us-
ing AODV, TPA-3 increases the throughput of about 10% with respect to TCP-3, and retransmits 
about 45% less segments. When OLSR is used, TPA-3 achieves an increment in throughput of 
about 17% and a reduction of the retransmitted segments of about 56%. Figure 9 and Figure 10 also 
show that TPA*-3 is the best configuration for TPA, over both AODV and OLSR. Specifically, 
when using AODV, TPA*-3 provides an increment in throughput of about 11% and a reduction of 
the retransmitted segments of 60% respect to TCP-3. When using OLSR, TPA*-3 achieves an in-
crement in throughput of about 25%, and reduction of retransmitted segments of about 60% respect 
to TCP-3. 
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Figure 9. Throughput (left) and percentage of retransmitted segments (right) vs. window size over AODV. 
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Figure 10. Throughput (left) and percentage of retransmitted segments (right) vs. window size over OLSR. 
It may be worthwhile to recall here that TPA prototype was implemented in the user space and so 
experiences a higher overhead with respect to TCP running in the kernel space. However, as we can 
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see from the experimental results, in the analyzed scenario this additional overhead has not negative 
effects on TPA performance. This probably is due to the low rate achieved by both TCP and TPA in 
such kind of network. 
5. Conclusions 
In this chapter we have described an implementation of a prototype for the TPA protocol, a novel 
transport protocol specifically tailored to mobile ad hoc networks. The aim of this prototype was the 
experimental evaluation of TPA and the performance comparison between TCP and TPA. TPA pro-
totype was implemented at the user level. The main factors that motivated the implementation of 
TPA out of the kernel were the ease of prototyping, debugging and maintenance. We implemented 
TPA at the user level also to do not affect the system stability. However, we implemented for our 
TPA prototype an Application Programming Interface (API) similar to that provided in a 
GNU/Linux system for TCP. This API allows the use of legacy TCP application on top of TPA pro-
totype with very minor changes. 
We used our TPA prototype to set up an experimental testbed and compare the performance of TCP 
and TPA in a real environment. In this chapter we have reported the results of the experimental 
evaluation obtained in a 4-hop network with different routing protocols. These results have shown 
that in the analyzed scenarios TPA always outperforms TCP in terms of throughput and energy con-
sumption. In addiction, these results have shown that the overhead encountered by our user level 
implementation of TPA is negligible in multi-hop ad hoc networks. Therefore, these results validate 
our choice to implement TPA at the user level. 
We are currently extending our TPA prototype to implement all the missing TPA capabilities ex-
posed in this chapter. We are also evaluating the advisability to implement TPA in the kernel space. 
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