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Image Coding Based on a Fractal Theory of Iterated Contractive Image Transformations
Arnaud E. Jacquin, Member, IEEE Abstract-The conception of digital image coding techniques is of great interest in various areas concerned with the storage or transmission of images. For the past few years, there has been a tendency to combine different classical coding techniques in order to obtain greater coding efficiency.
In this paper, we propose an independent and novel approach to image coding, based on a fractal theory of iterated transformations. The main characteristics of this approach are that i) it relies on the assumption that image redundancy can be efficiently exploited through self-transformability on a blockwise basis, and ii) it approximates a n original image by afractal image. We, therefore, refer to our approach as fractal block coding.
The coding-decoding system is based on the construction, for an original image to encode, of a specific image transformation-a fractal code-which, when iterated on any initial image, produces a sequence of images which converges to a fractal approximation of the original. We show how to design such a system for the coding of monochrome digital images at rates in the range of 0.5-1.0 b/pixel. O u r fractal block coder has performance comparable to state-of-the-art vector quantizers, with which it shares some aspects. Extremely promising coding results are obtained.
I. INTRODUCTION ETERMINISTIC fractal objects have the intrinsic
D property of having extremely high visual complexity while being very low in information content, as they can be described and generated by simple deterministic algorithms. They are also redundant objects, in the sense that they are made up of transformed copies of either themselves or parts of themselves. For an introduction on fractals, the reader is referred to [2] , [9] . In the context of image compression, we assume that image redundancy can be exploited by modeling it as the redundancy present in fractal objects. In this paper, we propose a novel fractal block coding technique for digital images which is based on this assumption. A thorough review of image coding can be found in [ 5 ] , [8], [ l l ] . The mathematical foundation of our technique is a general theory of iterated contractive transformations in metric spaces, based on the work of . The theory is thoroughly presented in [7] , and more succinctly in Section 11.
In Section 111, practical issues in the design of a digital image coder based on iterated transformation theory are Manuscript received November 7, 1989; revised January 29, 1991 . The author is with AT&T Bell Laboratories. Murray Hill. NJ 07974. IEEE Log Number 9104334. presented. This covers the construction of a partition of an image support, the selection of a distortion measure, and the specification of a class of discrete contractive image transformations defined blockwise from which fractal codes are selected.
In Section IV, we describe the procedure for the encoding of any monochrome digital image, given a specific fractal block coder. The procedure consists of the organized search of a "virtual codebook" obtained from a pool of domain blocks and a pool of block transformations. The result of this search is a discrete image transformation defined blockwise, which is built so as to leave the original image approximately invariant and which we call a fractal code.
In Section V, we address the decoding-reconstruction of an image from a fractal code, present and analyze coding simulations, and show how to evaluate bit rates. Very promising results are obtained for the coding of 256 X 256 and 512 X 512 6-b/pixel digital images such as "Lena." We conclude by showing the analogies which exist with vector quantization, by indicating the specificity of our technique, and by mentioning areas for future research.
THEORETICAL FOUNDATIONS

A . The Inverse Problem of Iterated Transformation Theory
Let (312, d ) denote a metric space of digital images, where d is a given metric-distortion measure, and let porIP be an original image that we want to encode. The inverse problem of iterated transformation theory is the construction of a contractive image transformation 7, defined from the space (312, d ) to itself, for which P,,,~ is an approximate jixed point. We denote by 5 the set of allowed transformations: a specific subset defined a priori of the space of all contractive transformations in (X, d ) .
The requirements on the transformation 7 are formulated as follows:
I sd(p, v), and, (contractivity)
d( p L , f i g~( porig)) is as "small" as possible, (app. fixed point).
The scalar s is called the contractivity of 7. Under these conditions, and provided that 7 has a lower complexity' than the original image, 7 can be seen as a code-lossy in general-for porig. By repeated application of the triangular inequality 141 in (Sn, d ) and use of the contractivity of 7, it is easy to show that, for any image po and any positive integer n:
From ( 3 ) , we see that after a number of initial iterations, the terms of any iterated sequence of the form:
where po is some arbitrary initial image, clustered around the original image. In a space of quantized images, the sequence converges exactly to a stable image, which as a result of its iterative construction, is said to befractal [ 2 ] , Notes: 1) The closeness of 7 ' ( p o ) to pOrlg is conditioned by the distortion d( pOrlg, 7( p,,,,)).
2 ) It is clear that i f s is close to one, the error bound in (3) becomes very large. The convergence of the sequence depends fundamentally on s being strictly smaller than one.
3 ) The constant transformation 7 = p,,,,, which has a contractivity equal to 0 and which clearly satisfies (1) and ( 2 ) , will never be in 5 because we are interested only in transformations that have a lower complexity than that of the original image.
We call a transformation T in 5 which satisfies (1) and (2) afructal code for porlg, and say that pOrIg is approximately selftrunsformable under 7. This terminology is used because images produced by the above procedure are the result of the iterated application of a deterministic image transformation to an initial image, a procedure which is typical of the construction of deterministic fractal objects [2], [9] . We now give the general structure of the image transformations that will be used as fractal codes.
t91.
B. Structure and Construction of Fractal Codes mations defined blockwise, of the general form:
We focus our attention on a class of image transfor-
where {Ri, 0 I i < N } denotes a nonoverlapping partition of the image support into N range cells-usually squares of possibly different sizes; p R, denotes the restriction of an image p to the cell Ri; we call it the image 'This notion of complexity of an object or transformation should be understood loosely as the amount of information necessary to describe exactly the object or transformation. It can only be defined accurately within a specific context such as the one of Sections IV and V. block over R, and write: p = CO , < p 1 R, to indicate that an image is the union of its blocks; and 7, denotes an elemental block transformation from the domain cell D, to the range cell R,. For clarity, 7, is written as the composition of two transformations and q: 7, = q 0 cy, (6) where and q are the so-called geometric and massic parts of T,, respectively. These will be specified in Section 111-C. The application of such an image transformation 7 to an image p is illustrated in the diagram in Fig. 1 .
The construction of a fractal code 7 for porIg-an image transformation of the form described above under which pOrlg is approximately blockwise self-transformable-will be done by defining the elemental 7,'s separately, and independently from one another. Thus the fractal block encoding of porlg amounts to finding, for every partition index i, a transformation 7, from a domain cell D, to the range cell R, such that the transformed domain block 
DESIGN OF A FRACTAL BLOCK CODING SYSTEM
The three main issues involved in the design and implementation of a fractal block coding system are: i) the (image dependent) partitioning of an image, ii) the choice of a measure of distortion between two images, and iii) the specification of a class of discrete contractive image transformations defined consistently with a partition, and of a scheme for the quantization of their parameters. All throughout this section and the next, it should be kept in mind that the design choices are those of the author, and are certainly not the only possible ones.
A. Image Partitions
The square support ' ' 4 of the original digital image pOrIg will be partitioned into nonoverlapping square range cells of two different sizes, thus forming a two-level square partition. The larger cells-of size B X B-are referred to as (range) parent cells, the smaller ones-of size B / 2 x B/2-as (range) child cells. A parent cell can be split into up to four nonoverlapping child cells. Decisions about the splitting of a parent cell are made during the encoding of the image block over this cell (see Section V-C). Thus a partition constructed this way is image dependent; it allows the coder: i) to use large blocks to take advantage of smoothly varying image areas, and ii) to use small blocks to capture detail in complex areas (rugged boundaries, fine textures).
The selection of sizes and shapes for image cells depends on several factors. Small image blocks-4 X 4 and below-are i) easy to analyze and to classify geometrically, ii) they allow a fast evaluation of interblock distances, iii) they are easy to encode accurately, and iv) they lead to a robust encoding system-one whose performance is steady, even when source images are diverse. On the other hand, large blocks-5 x 5 and above-i) allow exploitation of the redundancy in smooth image areas, and ii) lead theoretically to high compression ratios.
B. Distortion Measure
We construct a distortion measure between digital images from an interblock distortion measure. Let S(iO, j O , B) denote the square cell of size B X B, with the bottom left corner at the intersection of image row io and image columnj,. Let p be an r x r image, and ,ii be an approximation of p . Let p 1 s, ,ii1 denote their restrictions to the cell S(io, j,, B). The L2 or mean squared (MS) distortion between the image blocks p s, and ,iil is defined as the sum over the cell S, of the squared differences of pixel values. i.e.:
We define the distortion between two images as the sum over the partition of all block distortions, and the peakto-peak signal-to-noise ratio (SNR) by:
where dr( p ) denotes the dynamic range of p .
C. A Class of Discrete Image Transformations
In this section, we describe the class 5 of discrete contractive affine image transformations defined blockwise that our coder uses.
1) Geometric Part q:
We describe the discrete form of the D : B spatial contraction operator 9, which maps image blocks from a domain cell D, = S(id, j(,, D ) , to a range cell RI = S (i,, j,, B) . In the simple case D = 2B, the pixel values of the contracted image on the range block S(ir, j,, B ) are the average values of four pixels in the domain block: (8) where the index functions I and J are defined by
In [7] , we show that this operator has contractivity one.
Note:
In the case where D / B is not integral, the action of the spatial contraction operator is best described in two steps. Firstly, the domain block p 1 s (i,,,j<,,D) is discretized at the coarser resolution B . Secondly, the discretization at resolution B is uniformly scaled by the factor B 2 / D 2 .
2) Massic Part q: Massic transformations are those which process image blocks supported on a range cell Ri.
This terminology is used in order to stress the fact that these transformations affect the pixel values of the block (luminance or mass over a cell in the measure theoretic context of [7] ). A few simple transformations defined in the space of discrete image blocks supported on the range cell Ro = S(0, 0 , B) are listed below:
iii) Contrast scaling by 01 E [0, I]:
The following transformations simply shufle pixels within a range block, in a deterministic way-we call them isometries. We list in the following a list of the eight canonical isometries of a square block. 1) Identity:
2) Orthogonal reflection about mid-vertical axis ( j = (15) ( B -1)/2) of block:
block: effect, massic transformations allow us to generate, from a single block, a whole family of geometrically related transformed blocks, which provides a pool in which matching blocks will be looked for during the encoding.
The & contractivities of the discrete block transformations described in this section can be computed easily; the results are given in Table I . As an example, we derive below the contractivity of a contrast scaling by CY. As in Section 111-B, S denotes the cell S(io, j,, B):
so the contractivity of this particular block transformation is a 2 .
I v . CONSTRUCTION OF FRACTAL CODES FOR DIGITAL IMAGES
This section addresses the implementation of systematic realizations of the theoretical coding procedure described in Section 11. Here, we present a way to solve practically the problem of constructing a fractal code for any original image.
A . Overview of the Procedure
An original r X r digital image p , quantized to G gray levels, is given as input to the coder. Let { R j lo < denote the image partition made of range cells of possibly different sizes .2 Recall that an image transformation r has the form:
with ri = q 0 L?.
O S i < N
Given a range cell Rj (of size B x B ) , the construction of a transformation rj which maps onto this cell is broken into two distinct steps corresponding to the transformations q and q, respectively. We can thus formally define a pool of domain blocks 9, made up of all image blocks which can be extracted from the original image, and which are larger than the range block R j . We can also formally define a pool of massic transformations made of all discrete block transformations q. The encoding of the range block p 1 R, consists in finding a "best" pair (Di, q ) E D x which is such that the distortion:
We call the product pool 9 x B a global pool or virtual odeb book.^ The encoding of a range block is illustrated symbolically in Fig. 2 . The following two sections address a way to conduct a directed search for a best pair (Di, 6): i) by discarding a priori large subsets of the global pool, and ii) by analyzing the range block to encode along with a set of potential domain blocks.
B. Pools of Domain Blocks
The maximal domain pool corresponding to a range , for shade blocks, edge blocks, and midrange blocks, respectively. A shade block is "smooth" with no significant gradient. An edge block presents a strong change of intensity across a curve-often a piece of object boundary, which runs through the block. A midrange block has moderate gradient but no definite edge. It is assumed to be approximately isotropic, i.e., not to have any privileged orientation-finely textured blocks belong to this category. The 3The analogy with the notion of codebook used in vector quantization for image coding is discussed in Section V-D.
erates this uniform block is simply the absorption at g, = p 1 Rt. Case 2.a): p lR, is a midrange. For midrange blocks, we restrict our attention to massic transformations that are compositions of a constant scaling and a luminance shift, of the form: (27) where ai is a contrast scaling factor which is allowed to take values in the set (0.7, 0.8, 0.9, l.O}, and Ag; is computed so that the average gray levels of the range block and the scaled domain block are approximately the same, i.e.: total domain pool D is the union:
where ae is further split into two subclasses of simple edge blocks D,,, and mixed edge blocks D,,,:
Details about the classification algorithm can be found in Shade blocks are not used as domain blocks, since i) a shade block remains a shade block under any of the block transformations that we consider, and ii) absorbant transformations generate uniform shade blocks. We, therefore, remove them from the pool. Moreover, it is easy to check that the nature of a domain block is preserved under application of any nonabsorbant element of the transformation pool, i.e.:
VT, (nonabsorbant) E 3, 7, (De) C a(,, ~2 1 , 171. [7] . We assume that image blocks of sufficiently small dimension can be segmented into two uniform regions, one dark, one bright, separated by a transition region. The segmented blocks are denoted p y i , , and q p y f j l , respectively. After this segmentation is performed, we compute the dynamic range of the segmented blocks as the gray level difference between the bright and dark regions.
We use massic transformations that are compositions of a contrast scaling, a luminance shift, and an isometry, of the form:
7,(Drn> C a m .
(26) Firstly, a, is computed so that p y i , and qpp, have the same dynamic range:
C. Transformation Pools
We now propose a procedure for the construction of a and for the directed search of the transformation pool resulting globalpool X X The quantization of the parameters of the transformations, as adopted in the following, is dictated by storage requirements. The description of a block transformation should be kept as simple as possible in order to obtain low bit rates. Note that the contractivities of the transformations can be obtained by multiplying together the contractivities of the elementary transformations which compose them.
For every range block p R, in the original image, our encoding procedure consists, according to the nature of the block, of one of the following.
Case I: p 1 R, is a shade block.
We simply approximate p 1 R, by a uniformly gray block, with gray level equal to the average gray level of p l R R , , which is denoted FIR,. The transformation 7, which genwhere CY, , , is an upper bound for scaling factors. It is then quantized to the nearest value in the set (0.5, 0.6, 0.7, 0.8, 0.9, l.O}. Secondly, Ag, is computed so that the gray levels of either the dark regions, or the bright regions (depending on the dominant population) of p YE, and q p ?bl have the same intensity. Thirdly, the one among the eight isometries { L, },, <, which minimizes the distortion measure is selected. 
Image Reconstruction from a Fractal Code
We use the original image "Lena" (Fig. 7) , and a fractal code obtained through the coding procedure described in Section IV. The natural decoding scheme simply consists in iterating a code T on any initial image po, until convergence to a stable decoded image is observed. The sequence of images { p, = T ' ( p o ) } ,"=o is called the reconstruction squence for the code 7. The mapping of an image under the fractal code is done sequentially. For each cell index i , the transformation 7; is applied to the current image block over the domain cell D;, and mapped onto the range cell R;. In Figs. 3 and 4 , we show three iterations of the same code for "Lena," respectively, applied: i) to an initial uniformly gray image, and ii) to an initial "face" image. After the third iteration, the two reconstruction sequences are already very much alike.
It is interesting to consider another decoding scheme which illustrates the convergence of the iterative reconstruction procedure differently. By looking at the form of the transformations in 5 , we can see that they are uBne of these terms are computed, the reconstruction sequence corresponding to a uniformly black initial image is obtained. These first eight running sums are displayed in Fig. 6 (a) and (b). This type of reconstruction is algebraic, in the sense that the terms of the expansion are signed images-images with possibly negative pixel values. Values of the SNR between the original "Lena" image and successive terms of this last reconstruction sequence are listed in Table 11 . Convergence is obtained within 0.1 dB of accuracy at the eighth iteration. Thus if we define a 0.1-dB convergence threshold, eight iterations of a code on the black initial image are sufficient to obtain the decoded image. It turns out that this required number of iterations remains approximately the same for different initial images.
B. Test Results
Information about the specific fractal block coding system used for the encoding of "Lena"-design specifications, encoding procedure, and system performance-is given in Table 111 . Under the heading "Encoding specifications," we specify: i) the partition of the image support, ii) the pool of domain blocks, iii) the choice of distortion measure used for block matching, and iv) the pool of transformations.
Under the heading "System performance" are listed i) the global proportions (parents and children) of shade, edge, and midrange blocks in the original image,4 ii) the bit rate, iii) the SNR between the original and the decoded image, and iv) subjective remarks about the fidelity of the decoded image to the original.
A coding simulation was carried out with an empirically chosen, fixed set of coding specifications. The original image is the standard 256 x 256, 6-b/pixel "Lena" image shown in Fig. 7 . It was initially split into four 128 x 128 subimages, which were encoded independently from one another. The decoded image, a fractal approximation of the original, is displayed in Fig. 8 . The enhanced error image, equal to four times the difference between the original and the decoded image, is displayed in Fig. 9 . The performance of the encoding system, in terms of bit rates and fidelity of the decoded image to the original, is given in Table 111 .
The decoded image has an overall very good fidelity to the original. Image "textures" are well preserved al-'These statistics are an indicator of imugr complexity. We assume that the list of block types of increasing complexity is: 1) shade, 2) midrange, though some finely textured areas, such as the turban around the hat, are "smoothed out" by the encoding process. Sharp, contrasted contours, whether they are smooth, or rugged, are very accurately preserved. Some artifactual "blockiness" is visible, as is expected for the type of memoryless block coding method used here. It is due to the use of square range blocks. However, the reconstruction is free of edge degradation in the form of a "staircase effect." This is especially clear in the magnification on the shoulder, shown in Fig. in which the outline of the shoulder is perfectly smooth.
It also appears that the quality of fractal codes relies very heavily on block classification, and analysis. It seems 'This image was obtained by reconstructing the bottom-left subimage of the code, with an initial image of size 256 X 256-twice the size of the subimage which is used in the reconstruction of a complete "Lena" image. A reconstruction sequence is not attached to any specific image size. that most of the artifacts visible in reconstructed images are rooted either in wrong block classification or in inaccurate block analysis, both of which are most likely to occur either with very large blocks or with "degenerate blocks" with either weak edges or strongly contrasted textures.
C. Computation of Bit Rates
The complete description of an image transformation 7, with respect to its storage or transmission requirements, is essential to the evaulation of compression ratios or bit rates. The important factors are: i) the description of the image partition, ii) the nature of the block transformations used, and iii) the quantization of the numerical parameters of these block transformations.
Three distinct types of block transformations are used, depending on the nature of the underlying range block being coded (shade, midrange, or edge). In order to compute a bit rate given complete specifications of a fractal block coding system, we first compute the information in bits needed to represent a block transformation of each type. These quantities, denoted, respectively, as I,, I,, and I,, are computed from the specification of Table 111 , and are presented in Table IV . Secondly, we consider: i) the case of a uniform square partition, with cell size B x B , and ii) the case of a twolevel square partition, with parent cells of size B X B , and child cells of size B / 2 x B / 2 . Let N,, N,, and N, denote the total numbers-parents and children-of range shade blocks, midrange blocks, and edge blocks in the image.
I ) Uniform Square Partition:
The bit rate, in bits/pixels, is simply given by: First, a pool of parent transformations6 is searched for a best transformation, according to the procedure presented in Section IV-C. The image of the parent domain block under the best transformation found-the parent matching block-is then split into four children, and distortion measures are computed between these and the child blocks in the original image. Depending on these distortions, the coding of the parent block is or is not pursued to the next level. For every child block such that the distortion is too high, a child transformation is constructed and is "appended" to the parent transformation. If either three or four child transformations are needed, the initial parent transformation is discarded altogether, and the block is coded as four child blocks. There are, therefore, twelve possible coding configurations of a parent block, which are represented symbolically in Fig. 11 . The configuration can thus be encoded with I, = 4 b. The bit rate is given by:
where N,, = ( r / B ) 2 is the total number of parent blocks in the image.
In any case, the fractal code consists of the description of the image partition, along with the image transformation defined as the ordered list of range block transformations :
The structure of a fractal code is illustrated in Fig. 12 , in which the arrows indicate block transformations from domain block to range block. 
{(T;, T:.', T ! ,~, T?,', T ; ,~) ,
0 5 i < N } .
D. Analogies with Vector Quantization
Fractal block coding, as implemented in this paper, is related to the image coding technique known as vector quantization (VQ) [ 6 ] , [lo] , [12] . In Table V , we give a comparative list of features shared by both methods. We use VQ terminology, and relate it to the specific terminology introduced in this paper.
The bit rates that we obtain depend partly on the system specifications, and also partly on the complexity of the image to encode. Our coding system is, therefore, variable rate. However, we found that for given specifications of a coding system, images with comparable block statistics (percentages of blocks of different types) are encoded with comparable bit rates.' In any case, the selection of image partitions and allowed classes of block transformations could be made in compliance with a maximum bit rate which would be computed for a "worstencoding case." Our system is also plagued by high encoding times*-a typical global pool can be much larger than a codebook that would typically be used in VQ.
It is important to stress the following essential facts. i) Domain image blocks are not needed at the decoder, hence, the term "virtual codebook." This codebook is used only during the encoding phase, for the construction of the fractal code. ii) The encoding docs not rely on the 'This is to be expected. The information needed to represent a block transformation increases with the complexity of the type of range block that it encodes (see Table 11 ).
'Domain pools could be pruned, however, by clustering domain blocks together. Any existing method for codebook design could be used. existence of any "universal codebook" but simply on the redundancy present in the original image itself. We think that these are the main advantages over VQ. The iterative reconstruction of an image is characteristic of fractal based image synthesis.
Image degradation is of roughly the same nature for both types of block-coding methods, although sharp edges are very well preserved by our system. It is interesting to note that the largest block size about which strong image degradation begins to occur is the same in both systems. For (child) range blocks of size 5 X 5 , the crudeness of the block classification, analysis, and segmentation algorithms used in this paper becomes apparent.
VI. CONCLUSION A N D EXTENSIONS
We have described the implementation of digital image coding systems based on a theory of iterated contractive image transformations. We saw that the preliminary design issues are to select an adaptive image partition made of nonoverlapping range cells, to select an interblock distortion measure, and to specify a class of contractive block transformations with quantized parameters. The encoding of an original image then consists of capturing the selftransfotmability of this image by searching a global transformation pool for a transformation defined blockwise-a fractal code-under which the image is approximately invariant. Some encoding/decoding results were then presented. The relationship between vector quantization and fractal block coding was analyzed.
Some problems related to our conception of fractal encoding, and to vector quantization as well, remain partially unsolved. We list them in the following. Two-level image partitions have the advantage that they allow efficient coding of large smoothly shaded blocks, while retaining fine image detail by capturing it in smaller blocks. However, the geometry of the cell does not have to be square (other geometries, which might yield less blockiness, could be considered), and more than two levels could be used. The notion of self-transformability should be investigated further. In particular, it is not clear how localized a property this is for a given class of original images, i.e., how large the neighborhood of a range block to encode should be, to permit efficient construction and search of the domain pool, thereby reducing encoding times.
Other types of fractal codes-image transformations defined piecewise-could be considered. This could mean: different geometries for the domain blocks, a possible overlap of the range blocks, nonlinear block transformations, and finite state schemes.
The search of the global pool could be parallelized, as long as the encodings of different range blocks are independent from one another.
The feasibility of the design of an expert algorithm for the determination of optimal fractal block coding system parameters, which would enable the coder to meet specific image fidelity and bit rate requirements for a given type of images to encode, should be investigated.
Fractal-based encoding, as envisaged in this paper, shows very strong promise. The implementation of a fractal block-coding system presented in this paper is not sophisticated, yet it yields excellent coding results. It seems extremely likely that well-devised improvements of the basic system could still increase coding performance dramatically.
