On Convergence
Criteria for the Method of Successive Over-Relaxation By C. G. Broyden 1. Introduction. The solution of a set of n simultaneous linear equations, (1.1) Mx = c where M is non-singular and both M and c are real is often attempted by iterative methods, which rely on the systematic improvement of an approximate solution.
In order to simplify the algebra, it is convenient to consider the system. where / is the unit matrix and L, U are lower and upper triangular matrices respectively. The type of iterative process considered here is that known as the extrapolated Gauss-Seidel method, or the method of successive over-relaxation (SOR).
Convergence criteria have been established for this method by Ostrowski [3] for the case where M is symmetric. This paper derives sufficient conditions for the convergence of the method when applied to problems involving non-symmetric matrices.
2. The SOR Method. Let xi+i and x, be successive approximate solutions to the equation
Ax = b
The SOR method is defined by
(See, e.g. [2] , where, however, a different notation is used to that employed here). Eliminating U from the above equation by substitution from equation ( (See, e.g. [1] , p. 65). Now since S = S1, the matrix G is symmetric and its eigen- Now if G > 0, Aimin > 0 and equation (2.5) will be satisfied. This proves Theorem 1. Corollary. If S > 0 and G ^ 0 i.e., G is negative semidefinite, then the process will never converge.
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Proof. If G ^ 0, <¡>i ^ 0, and /¿+i ^ /,-. Hence /< can never be reduced to zero, and the corollary is proved. Theorem 1 will now be applied to the SOR method. Since, from equation (2.3) B = wA(I + wL)_1, a sufficient condition for SOR to converge is that there exists a matrix S where S > 0 such that w(7 + uL'^A'S + oiSA(I + wL)_1
(2.7)
-w2(7 + aLTTlATSA{I + oiL)-1 > 0.
This condition may be simplified by using the following lemma. Lemma. A necessary and sufficient condition for P > 0 is that QTPQ > 0 where Q is any non-singular matrix.
Proof. Let Qx = z. Then xTQTPQx = zTPz. But since Q is non-singular, for every non-zero x there exists a non-zero z, and conversely. The lemma follows. Since (7 + wL) is non-singular, the sufficient condition 2.7 may be transformed by the lemma into 5. Conclusions. Theorem 2 indicates that conditions (4.1) and (4.2) will be satisfied if A -f-AT is positive definite, and a sufficiently small positive value of w is used. Now any matrix A may be expressed as the sum of symmetric and antisymmetric components, and the matrix A + AT is merely double the symmetric component. Thus if a matrix is decomposed in this way and the symmetric component is positive definite, it will always be possible to find an w such that successive over-relaxation, or possibly successive under-relaxation, will converge. This is clearly a more general form of Ostrowski's criterion, to which it reduces in the limiting case when the anti-symmetric component becomes zero.
Condition ( This leads to the conclusion that matrices exist for which an important factor in guaranteeing convergence of the method of successive over-relaxation is "lower triangular dominance". In the limiting case when U becomes zero, (5.1) holds, and if w takes the value unity the equations are solved in one step. That the conditions P > 0 and A + AT > 0 are not equivalent is probably best demonstrated by examples. In this case A is strongly anti-symmetric, and its symmetric component is positive definite although neither P nor Q possess this property. Successive relaxation will lead to a solution for w sufficiently small, e.g., J. Here A is lower-triangularly dominant. P is positive definite, but A + AT and Q are not. Convergence is guaranteed for w = 1.
It should be emphasised here that although conditions (4.1), (4.2) and (4. 3) are sufficient for convergence, they are not necessary. In particular, the largest value of w for which (4.1) and (4.2) is valid may well be exceeded without the process diverging. They do, though, show that there exist two quite definite types
