Linear statistics, a random variable build out of the sum of the evaluation of functions at the eigenvalues of a N × N random matrix,
Introduction
In the application of the theory of random matrices, we often encounter the random variable
where f (M) is a real-valued function of the N ×N random matrix M. In this paper, we will suppose f (·) to be a polynomial of degree K.
The space of matrices has the probability measure [10] Prob ( Here {x j : 1 ≤ j ≤ N} are the eigenvalues, β = 1, 2, 4 are for matrices with orthogonal, unitary and symplectic symmetries respectively, v(·) is the potential and C
(β)
N is the normalization constant. In this paper we shall only deal with the Hermitian case, i.e. β = 2. For the purpose of this paper we shall assume that v(x) is convex, and therefore v ′′ (x) is positive on a set of positive measure.
In the limit of large N, the collection of eigenvalues can be approximated as a continuous fluid with a density supported in a single interval (a, b). We find the variance of Q is [4]
where P represents the principal value integral.
In this paper, we will consider four kinds of weight functions, all supported on [a,b] , and write f (·) as the linear combination of the corresponding orthogonal polynomials, and obtain the relation between the variance and the coefficients, c n . These weights are motivated by the equilibrium densities of the Jacobi ensembles (with parameters α = β = 0), Gaussian ensembles, Laguerre ensembles and the Jacobi ensembles (with general parameters), respectively.
In the paper [3] , it was shown that if f (x) = K n=0 c n T n (x), and c n the expansion coefficients of f (·) in terms of the Chebyshev polynomials of the first kind, then an equivalent of (1.1) holds for a = −2, b = 2. Turning the table around, we show that starting from f (x) = K n=0 c n P n (x), where P n (x) are polynomials of degree n, orthogonal with respect to the weights
, (0 < a < x < b < 1), respectively, then the variance from (1.1) is the quadratic form,
, and when diagonalized becomes
We would like to point out, the first two kinds of weights above correspond to the translated Chebyshev polynomials of the first kind and the second kind respectively. The last two kinds of weights correspond to the orthogonal polynomials which can be represented as the combination of the translated Chebyshev polynomials. Moreover, we want to say, the last two kinds of weights play an important role in the information theory of MIMO systems, which are just the eigenvalue densities of the single-user MIMO mutual information and multiuser MIMO mutual information respectively [5] .
Now we recall the Chebyshev polynomials, which are crucial for our discussion throughout this paper. The Chebyshev polynomials of the first kind are defined by the recurrence relation
and satisfy the orthogonality condition
Similarly, the Chebyshev polynomials of the second kind are defined by the relation
More information on Chebyshev polynomials can be found in [11, 1, 12, 9, 2, 6, 7] . Now we introduce the translated Chebyshev polynomials. Define
then we have the relation
with the first two terms
and
The orthogonality conditions can be written respectively as
2 On the variance of linear statistics 2.1 On the weight
Now we suppose f (x) is a polynomial of degree K, and write it as the linear combination of the translated Chebyshev polynomials T n (x), i.e.,
Since T ′ n (x) = n U n−1 (x), n = 1, 2, . . . , see [7] (page 995, 8.949(1)), we find
It follows from (1.1) that,
where we have used the formula [8]
in the first step.
Remark. The result (2.2) coincides with [3] for the special case a = −2, b = 2.
On the weight
Now we consider another case, and represent f (x) as the linear combination of the translated Chebyshev polynomials U n (x), i.e.,
. . , see [7] (page 995, 8.949(6)), we obtain
To proceed further, we need to calculate two integrals, the first being
and the second,
We see
where we have used (2.3) and
Next, we compute,
where use has been made of (2.6) and
Remark. The above integrals involving U n (t), (2.7), (2.8) and (2.10), can be easily obtained with the substituting t = cos θ, 0 ≤ θ ≤ π.
It follows from (2.6) and (2.9) that
Hence by (2.5), Note that R(m, n) is symmetric in m and n. To bring the above quadratic form to a diagonal form, we use the rotation,  
, and obtain
Now we consider the weight function
then we have
where
We introduce here a theorem of Szegö [11] , which is essential to construct the orthogonal polynomials we need in this and the next sections. where h(z) is a polynomial of degree l with real coefficients, and h(z) = 0 in |z| < 1, h(0) > 0.
Writing h(e iθ ) = c(θ) + is(θ), c(θ) and s(θ) real, we have the orthonormal polynomials with respect to the weight function
Write ρ(cos θ) in the form 12) such that h(z) = 0 in |z| < 1, A is real and B > 0.
With the above equalities, we have the equation
which is equivalent to the equations
A simple computation shows that
It follows from (2.12) that
According to Theorem 2.1, we obtain the orthonormal polynomials with respect to the weight
, P n (cos θ) = 2 π (A cos θ + B) sin(n + 1)θ sin θ − A cos(n + 1)θ , n = 0, 1, 2, . . . .
Substituting τ for cos θ, we have
It is easy to see that,
then we have the orthogonality condition
Now let f (x) be the linear combination of the orthogonal polynomials P n (x), i.e.,
then we find
then it follows from (1.1) that
By using (2.6) and (2.9), we readily obtain
It follows that
where if m = 2, 4, 6, . . .,
then we obtain
On the weight √
Now we consider another weight function
and hence we have
Write η(cos θ) in the form
such that h(z) = 0 in |z| < 1, A and B are real and C > 0.
From (2.13), (2.14) and (2.15), we have the equation
) .
An elaborate computation shows that
Write h(e iθ ) in the form According to Theorem 2.1, we obtain the orthonormal polynomials with respect to the weight
, i.e.,
Substituting τ for cos θ and we have
. . , n = 1, 2, . . . ,
Let f (x) be the linear combination of the orthogonal polynomials P n (x), i.e.,
By using (2.6) and (2.9), a simple computation shows that
where if m = 2, 4, 6, . . ., 
