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Abstract
This paper deals with a complex third order linear measure differential equation
id
(
y
′
)
•
+ 2iq (x) y′dx+ y (idq (x) + dp (x)) = λydx
on a bounded interval with boundary conditions presenting a mixed aspect of the Dirichlet
and the periodic problems. The dependence of eigenvalues on the coefficients p, q is inves-
tigated. We prove that the n-th eigenvalue is continuous in p, q when the norm topology
of total variation and the weak∗ topology are considered. Moreover, the Fre´chet differen-
tiability of the n-th eigenvalue in p, q with the norm topology of total variation is also
considered. To deduce these conclusions, we investigate the dependence of solutions of the
above equation on the coefficients p, q with different topologies and establish the counting
lemma of eigenvalues according to the estimates of solutions.
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1 Introduction
In this paper, we consider the measure differential equation
id (y′)
•
+ 2iq (x) y′dx+ y (idq (x) + dp (x)) = λydx, x ∈ I := [0, 1] (1.1)
with the boundary conditions
(BC)1


y (1) = 0,
y′ (1) = y′ (0) ,
(y′)
•
(0) = 0,
or the boundary conditions
(BC)2


y (1) = 0,
y′ (1) = −y′ (0) ,
(y′)
•
(0) = 0,
∗Corresponding author.
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where p, q ∈ M0(I,R) and λ is a parameter in C. Here, M0(I,R) denotes the space of real-
valued measures on I, which is the same as the dual space of the Banach space of continuous
functions. The notation y′ (x) stands for the classical derivative of y (x), and y• (x) represents
the generalized right-derivative of y (x) which will be defined precisely later (see Corollary 2.8
(ii)).
Let z (x) := y′ (x), w (x) := (y′)
•
(x), and then the equation (1.1) is equivalent to the following
system 

dy(x) = z(x)dx,
dz(x) = w (x) dx,
dw(x) = −2q (x) z(x)dx− y(x)dµ(x),
(1.2)
where µ(x) = q (x) − ip (x) + λix. Therefore, using the facts of Lebesgue-Stieltjes integral, the
solution of (1.1) with initial conditions(
y (0) , y′ (0) , (y′)
•
(0)
)
= (y (0) , z (0) , w (0)) = (y0, z0, w0) ∈ K3,K = R or C (1.3)
is defined in Definition 2.6. The imaginary unit i in (1.1) indicates the solutions of this equation
are usually complex-valued, even if λ ∈ R; it is the reason why we call (1.1) a complex third
order linear measure differential equation. It will be proved that the boundary value problem
(1.1)-(BC)ξ , ξ = 1, 2, admits a real increasing sequence of eigenvalues
Λξ (p, q) = {λξ,n (p, q) , n ∈ Z} , ξ = 1, 2, (1.4)
where Z = {0,±1,±2, · · · } (see Lemma 4.2) and the geometric multiplicity of each eigenvalue
λξ,n, ξ = 1, 2, is at most two (see Lemma 4.3).
Measure differential equations enable us to treat in a unified way both continuous and discrete
systems, which have attracted tremendous interest in the last decades. The researches on second
and fourth order measure differential equations can be found in papers [1, 2, 3, 4, 5, 6, 7, 8, 9]
and the references therein. In contrast, third order measure differential equations have not yet
been studied in the literature, and it is precisely the purpose of this paper to investigate the
solutions and eigenvalues of the boundary value problems (1.1)-(BC)ξ, ξ = 1, 2.
Note that in the special case
(
dp
dx , q
)
=: (u, v) ∈ L2(I,R) × H1(I,R), the equation (1.1)
reduces to the standard one
Lu,vy = λy,
where
Lu,v := iD
3 + iDv + ivD + u, D :=
∂
∂x
.
We emphasize that the operator Lu,v occurs in the inverse problem method of integration for
the nonlinear evolution Boussinesq equation (see [10] for more considerations):
∂2v
∂t2
=
∂2
∂x2
(
4
3
v2 +
1
3
∂2v
∂x2
),
∂u
∂x
=
∂v
∂t
. (1.5)
Namely, (1.5) is equivalent to the Lax equation KLu,v − Lu,vK = L˙u,v, where K = i(D2 + 43v),
and L˙u,v denotes the derivative of Lu,v with respect to t. Recently, the operator Lu,v has
attracted considerable attention (see [11, 12, 13, 14] and the references therein). In particular,
for (u, v) ∈ L2(I,R) × H1(I,R), v(0) = 0, Amour L [11] investigated the direct and inverse
problems of operators Lu,v on I with the boundary conditions (BC)ξ, ξ = 1, 2; the author
discussed the multiplicities of eigenvalues, and then gave the estimates of solutions to deduce the
counting lemma and estimates of the eigenvalues. In this paper, we first aim to generalize some
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results in [11] to the third order measure differential equation (1.1). More precisely, we show
the estimates of solutions (see Theorem 3.8) of the equation (1.1), and then deduce the counting
lemma (see Theorem 4.6) to illustrate the distribution, indexation and estimates (see Corollary
4.7) of eigenvalues, which is the first step towards the solution of the related inverse problem. On
the basis of these results, we can characterize the dependence of the n-th eigenvalue λξ,n(p, q)
on the coefficients p, q as follows, which is the main result of this paper.
Theorem 1.1 Suppose (p, q) ∈M0(I,R)×M0(I,R).
(i) For any fixed p ∈ M0(I,R), ξ = 1, 2, the eigenvalue λξ,n (p, q) is continuous in q ∈
(M0(I,R), w∗).
(ii) For any fixed q ∈ M0(I,R), ξ = 1, 2, the eigenvalue λξ,n (p, q) is continuous in p ∈
(M0(I,R), w∗).
Here, the symbol (M0(I,R), w∗) denotes the measure space with the weak∗ topology whose
definition can be found in Section 2, and we use (M0(I,R), ‖ · ‖V) to denote the measure space
with ‖·‖V-topology. Note that Theorem 1.1 indicates the eigenvalue λξ,n (p, q) is also continuous
in p, q ∈ (M0(I,R), ‖ · ‖V) since the w∗-topology is weaker than the ‖ · ‖V-topology. In the rest
of this work, we use
Eξ,n (x, p, q) :=
e(x, λξ,n (p, q) , p, q)(∫
I
|e(x, λξ,n (p, q) , p, q)|2 dx
) 1
2
to denote the normalized eigenfunction corresponding to the simple eigenvalue λξ,n (p, q), ξ = 1, 2.
As a consequence of Theorem 1.1, the Fre´chet differentiability of eigenvalues with respect to p,
q ∈ (M0(I,R), ‖ · ‖V) can be obtained.
Theorem 1.2 (i) Fix q ∈ (M0(I,R), ‖ · ‖V) and consider the eigenvalue λξ,n (p, q), ξ = 1, 2 as
a function of p ∈ (M0(I,R), ‖ ·‖V). Then for any p0 ∈ (M0(I,R), ‖ ·‖V), there exists an integer
N1,p0 > 0 such that λξ,n (p, q), |n| > N1,p0 , is continuously Fre´chet differentiable at p0 and its
Fre´chet derivative is given by
∂pλξ,n (p0, q) = |Eξ,n (x, p0, q)|2 ∈ (C(I,R), ‖ · ‖∞)
→֒ (C(I,R), ‖ · ‖∞)∗∗ ∼= (M0(I,R), ‖ · ‖V)∗,
where C(I,R) := {g : I → R; g is continuous on I}, ‖g‖∞ := sup
x∈I
|g (x)|.
(ii) Fix p ∈ (M0(I,R), ‖ · ‖V) and consider the eigenvalue λξ,n (p, q), ξ = 1, 2 as a function
of q ∈ (M0(I,R), ‖ · ‖V). Then for any q0 ∈ (M0(I,R), ‖ · ‖V), there exists an integer N2,q0 > 0
such that λξ,n (p, q), |n| > N2,q0 , is continuously Fre´chet differentiable at q0 and its Fre´chet
derivative is given by
∂qλξ,n (p, q0) = i
[
Eξ,n (x, p, q0) , E¯ξ,n (x, p, q0)
] ∈ (C(I,R), ‖ · ‖∞)
→֒ (C(I,R), ‖ · ‖∞)∗∗ ∼= (M0(I,R), ‖ · ‖V)∗,
where the operation [·, ·] is defined by [y, z] = zy′ − yz′.
It is worth mentioning that in [4], Meng G and Zhang M considered the second order measure
differential equation
dy• + λydt+ ydµ(t) = 0, t ∈ (0, 1) (1.6)
with Neumann or Dirichlet boundary conditions, and investigated the dependence of eigenval-
ues on the measures µ ∈ M0(I,R) with different topologies. Theorem 1.1 and Theorem 1.2
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generalize the main results (Theorem 1.3 and Theorem 1.4) in [4]. Unfortunately, it seems to
the authors that the approach in [4] cannot apply to this paper directly because of the major
differences between the third order measure differential equation (1.1) and the second order mea-
sure differential equation (1.6). For example, the solutions of (1.1) are complex-valued and there
exists the possibility of non-simple eigenvalues due to the coupled boundary conditions (BC)ξ,
ξ = 1, 2. Additionally, the eigenvalues of the boundary value problems (1.1)-(BC)ξ, ξ = 1, 2 are
unbounded below and above. Nevertheless, we will propose a way to overcome these problems.
In order to undertake the proofs, the dependence of solutions of (1.1) on the measures p, q
with different topologies (see Proposition 3.1, Remark 3.3 and Proposition 3.5) and the count-
ing lemma (see Theorem 4.6) are very crucial. It is also worth noting that the dependence of
eigenvalues on the coefficients p, q is of interest not only theoretically but also numerically. For
classical Sturm-Liouville problems, Kong Q and Zettl A found that the numerical computation
of the eigenvalue is based on the dependence of eigenvalues on the coefficients (see [15] and the
references therein).
This paper is organized as follows. In Section 2, we introduce some basic definitions and
useful properties of measures, Lebesgue-Stieltjes integral, and weak∗ topology; the existence and
uniqueness of solutions are also given. Section 3 investigates the dependence of solutions on the
measures p, q with different topologies. Besides, we investigate the estimates of solutions and
the analytic dependence of solutions on the spectral parameter λ. Finally, Section 4 provides the
counting lemma to explain the distribution and asymptotic formulas of eigenvalues; the proof
of the dependence of the n-th eigenvalue on the measures p, q with different topologies is also
given.
2 Preliminaries
2.1 Measures, Lebesgue-Stieltjes Integral and Weak∗ Topology
In this subsection, we briefly review some basic facts of measures, different topologies of the
measure space, Lebesgue-Stieltjes integral, and Riemann-Stieltjes integral. The detailed theory
can be founded in [16, 17, 18].
Let N := {1, 2, · · · } and K = R or C. Recall that I = [0, 1]. Then the space of (non-
normalized) K-value measures of I is defined as
M(I,K) := {f : I → K; f(0+) ∃, f(x+) = f(x) ∀x ∈ (0, 1),V(f, I) <∞},
where
V(f, I) :=sup


m−1∑
j=0
|f(xj+1)−f(xj)| :0=x0<x1< · · ·<xm−1<xm= 1,m∈N


is the total variation of f over I and for any x ∈ [0, 1), f(x+) := lim
t→x+
f(t) denotes the right-
limit. Note that M(I,K) is a Banach space with the norm ‖f‖V = V(f, I) + |f(0)|. The
total variation of f over any subinterval I0 (closed, open or semi open) is also well-defined. For
example, if I0 = (a, b] ⊂ I, the total variation is
V(f, I0) :=sup


m−1∑
j=0
|f(xj+1)−f(xj)| : a < x0 < x1 < · · · < xm−1 < xm = b,m ∈ N

 .
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For any x ∈ (0, 1), f(x+) = f(x), thus we obtain that for each x0 ∈ (0, 1),
lim
x→x0+
V(f, [x0, x]) = lim
x→x0+
V(f, (x0, x]) = 0.
The space of (normalized) K-valued measures is
M0(I,K) := {f ∈M(I,K) : f(0) = 0} ,
and the normalization condition for f ∈ M0(I,K) is f(0) = 0. Hence, f(0+) 6= 0 is possible
and V(f, I) = ‖f‖V. The topology induced by the norm ‖ · ‖V is called the strong topology
(‖ ·‖V-topology) ofM0(I,K). According to the Riesz representation theorem, (M0(I,K), ‖ ·‖V)
is identical to the dual space of the Banach space (C(I,K), ‖·‖∞), where C(I,K) := {g : I → K; g
is continuous on I}, ‖g‖∞ := sup
x∈I
|g (x)|.
In fact, any f ∈ (M0(I,K), ‖ · ‖V) defines f∗ ∈ (C(I,K), ‖ · ‖∞)∗ by
f∗(g) =
∫
I
g(t)df(t), g ∈ C(I,K), (2.1)
which refers to the Riemann-Stieltjes integral. Moreover, one has
‖f‖V = V(f, I) = sup
{∫
I
gdf : g ∈ C(I,K), ‖g‖∞ = 1
}
.
From the duality relation (2.1), we define the following weak∗ topology w∗ of M0(I,K).
Definition 2.1 For f0, fm ∈ M0(I,K), m ∈ N, we say fm is weakly∗ convergent to f0 as
m→∞, if and only if for each g ∈ C(I,K),
lim
m→∞
∫
I
gdfm =
∫
I
gdf0.
Apparently, the following example illustrates the weak∗ topology is weaker than ‖ · ‖V-topology.
Example 2.2 For a ∈ (0, 1], let
δa(x) :=
{
0 for x ∈ [0, a),
1 for x ∈ [a, 1],
and
δ0(x) :=
{
0 for x = 0,
1 for x ∈ (0, 1].
For any g ∈ C(I,R), we have ∫I gdδa = g(a) → g(0) = ∫I gdδ0 as a → 0, i.e., δa → δ0 in
(M0(I,K), w∗) as a→ 0. However, for any a ∈ (0, 1], ‖δa − δ0‖V = 2.
In [19, 20], another topology induced by the supremum norm ‖ ·‖∞ is also used forM0(I,K).
As ‖f‖∞ 6 ‖f‖V for all f ∈M0(I,K), one sees that ‖ · ‖∞ is also weaker than ‖ · ‖V. Moreover,
we obtain the following relations for the weak∗ topology and the topology induced by the norm
‖ · ‖∞.
Lemma 2.3 One has
fm → f0 in (M0(I,K), ‖ · ‖∞) 6=⇒ fm → f0 in (M0(I,K), w∗), (2.2)
fm → f0 in (M0(I,K), w∗) 6=⇒ fm → f0 in (M0(I,K), ‖ · ‖∞). (2.3)
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Proof. Let fm(x) =
1
m sin(2πm
2x) ∈ M0(I,R), m ∈ N, and f0(x) = 0, then fm → f0 in
(M0(I,K), ‖ · ‖∞). Since
∫
I dfm = 4m → ∞, we know the relation (2.2) holds. From Example
2.2, one has ‖δa − δ0‖∞ = 1 6= 0 holds for a ∈ (0, 1], and thus we obtain the relation (2.3). 
Given f ∈ M0(I,K) and g ∈ C(I,K), for any subinterval I0 ⊂ I, the Lebesgue-Stieltjes
integral
∫
I0
gdf is also defined. Due to the possible jump of a measure f(x) at x = 0, one has∫
[0,b]
gdf = g(0)f(0+) +
∫
(0,b]
gdf, b ∈ (0, 1],
i.e.,
∫
[0,b]
gdf and
∫
(0,b]
gdf may differ. If I0 has the form (a, b), (a, b], where 0 6 a < b 6 1, or
the form [0, b), [0, b], where 0 < b 6 1, one has the following basic inequality∣∣∣∣
∫
I0
gdf
∣∣∣∣ 6 ‖g‖∞,I0 ·V(f, I0), where ‖g‖∞,I0 := sup
t∈I0
|g(t)|.
For real measures, we have the following lemmas.
Lemma 2.4 For f ∈M0(I,R), let
Vf (x) :=
{
0, x = 0,
V(f, (0, x]), x ∈ (0, 1],
then we have Vf (x) ∈M0(I,R) and∣∣∣∣∣
∫
[a,b]
g(x)df(x)
∣∣∣∣∣ 6
∫
[a,b]
|g(x)|dVf (x) ∀g ∈ C(I,K), [a, b] ⊂ I. (2.4)
Proof. See [21, p. 321]. 
Lemma 2.5 Suppose the sequence {fm} converges to f0 in (M0(I,K), w∗), then there exists a
constant C∗f0 > 0 such that sup
m∈N0
‖fm‖V 6 C∗f0 .
Proof. Due to the fact that weak∗ convergence implies boundedness, this lemma can be proved.

2.2 Notation, Existence and Uniqueness of Solutions
In the following, we give some basic facts on the solutions of (1.1), where p, q ∈M0(I,K), λ ∈ C.
Due to the equivalence between the equation (1.1) and the system (1.2), the solution of (1.1)
with initial conditions (1.3) is defined as follows.
Definition 2.6 For p, q ∈ M0(I,K), λ ∈ C, (y0, z0, w0) ∈ K3, a function y(x) is a solution of
the initial value problem (1.1), (1.3) if it satisfies that
(i) y ∈ C1(I,C) := {f : I → C; f is continuously differentiable on I}, and
(ii) there exist functions z, w : I → C such that
y(x) = y0 +
∫
[0,x]
z(t)dt, x ∈ I,
z(x) = z0 +
∫
[0,x]
w(t)dt, x ∈ I,
w(x) =
{
w0, x = 0,
w0 −
∫
[0,x]
2q(t)z(t)dt− ∫
[0,x]
y(t)dµ(t), x ∈ (0, 1].
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The solution y is defined via fixed point equations, and we can prove the existence and
uniqueness of the solution by many methods, one of which is based on the Kurzweil-Stieltjes
integral, see [19].
Proposition 2.7 For each (y0, z0, w0) ∈ K3, the initial value problem (1.1), (1.3) has the unique
solution y(x) on I.
Since the solution y is continuous differentiable on I, one has z ∈ C(I,C), w ∈ M(I,C) ⊂
L1(I,C). If we use y′, (y′)• to denote z, w, respectively, then we have
y(x) = y0 +
∫
[0,x]
y′(t)dt, x ∈ I, (2.5)
y′(x) = z0 +
∫
[0,x]
(y′)
•
(t)dt, x ∈ I, (2.6)
(y′)
•
(x) =
{
w0, x = 0,
w0 −
∫
[0,x]
2q(t)y′(t)dt− ∫
[0,x]
y(t)dµ(t), x ∈ (0, 1]. (2.7)
According to the property of Lebesgue integral and Lebesgue-Stieltjes integral, we obtain the
following corollary.
Corollary 2.8 (i) There holds∫
[x1,x2]
(y′)
•
(t)dt =
∫
(x1,x2]
(y′)
•
(t)dt = y′(x2)− y′(x1), 0 6 x1 6 x2 6 1.
(ii) y′ is the classical derivative of y with respect to x on I, and (y′)
•
(x0) is the classical
right-derivative at any point x0 ∈ (0, 1), i.e.,
(y′)
•
(x0) = lim
x→x0+
y′(x)− y′(x0)
x− x0 .
(iii) Actually, y′ is absolutely continuous on I. Hence, the following identity
(y′)
•
(x0) = y
′′(x0) := lim
x→x0
y′(x) − y′(x0)
x− x0
holds for Lebesgue-a.e. x0 ∈ I.
Proof. The proof is similar to that of [4, Corollary 3.4]. 
In this paper, we use y1(x, λ, p, q), y2(x, λ, p, q), y3(x, λ, p, q) to denote the solutions of (1.1)
satisfying the initial conditions
 y1(0, λ, p, q) y2(0, λ, p, q) y3(0, λ, p, q)y′1(0, λ, p, q) y′2(0, λ, p, q) y′3(0, λ, p, q)
(y′1)
•
(0, λ, p, q) (y′2)
•
(0, λ, p, q) (y′3)
•
(0, λ, p, q)

 = I3 :=

 1 0 00 1 0
0 0 1

 .
Denote
Np,q(x) :=

 y1(x, λ, p, q) y2(x, λ, p, q) y3(x, λ, p, q)y′1(x, λ, p, q) y′2(x, λ, p, q) y′3(x, λ, p, q)
(y′1)
•
(x, λ, p, q) (y′2)
•
(x, λ, p, q) (y′3)
•
(x, λ, p, q)

 , x ∈ I.
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Then due to Proposition 2.7, the solution of the initial value problem (1.1), (1.3) can be denoted
by 
 y(x, λ, p, q)y′(x, λ, p, q)
(y′)
•
(x, λ, p, q)

 = Np,q(x)

 y0z0
w0

 ,

 y0z0
w0

 ∈ K3.
Remark 2.9 Since Np,q(0) = I3, the equality
detNp,q(x) ≡ 1, x ∈ I
can be deduced by the same methods as those in [4, 22].
Lemma 2.10 The unique solution (y(x), y′(x), (y′)• (x)) of the third order inhomogeneous dif-
ferential equation
id (y′)
•
+ 2iq (x) y′dx+ y (idq (x) + dp (x)− λdx) = ih(x)dν(x), (2.8)
p, q, ν ∈M0(I,K), h ∈ C(I,K)
satisfying the initial conditions (1.3) is given by the variation of constants formula
 y(x)y′(x)
(y′)
•
(x)

 = Np,q(x)



 y0z0
w0

+ ∫
[0,x]
N−1p,q (t)

 00
h(t)

 dν(t)

 , x ∈ (0, 1].
Here, N−1p,q (t) is the inverse of Np,q(t).
Proof. See [22]. 
3 The Properties of Solutions of Measure Differential Equa-
tion
In this section, we investigate the dependence of the solution y(x, λ, p, q) and its derivatives
y′(x, λ, p, q), (y′)
•
(x, λ, p, q) on the measures p, q ∈ M0(I,K) with different topologies. And
then we give estimates of solutions and the analytic dependence of solutions on the spectral
parameter λ when p, q ∈M0(I,R).
3.1 Dependence of Solutions on Measures p, q
Firstly, we discuss the dependence of y(x, λ, p, q), y′(x, λ, p, q), (y′)
•
(x, λ, p, q) on the measures
p, q ∈ (M0(I,K), w∗), which will be used in the proof of Theorem 1.1. The norm of y ∈ C1(I,C)
is defined by ‖y‖C1 := ‖y‖∞ + ‖y′‖∞.
Proposition 3.1 (i) For any λ ∈ C, the following mappings for the solution of the initial value
problem (1.1), (1.3) are continuous,
(M0(I,K), w∗)→
(
C1(I,C), ‖ · ‖C1
)
, p→ y(·, λ, p, q), (3.1)
(M0(I,K), w∗)→ (M(I,C), w∗) , p→ (y′)• (·, λ, p, q). (3.2)
In particular, the following functional is continuous,
(M0(I,K), w∗)→ C, p→ (y′)• (1, λ, p, q). (3.3)
8
(ii) For any λ ∈ C, the following mappings for the solution of the initial value problem (1.1),
(1.3) are continuous,
(M0(I,K), w∗)→
(
C1(I,C), ‖ · ‖C1
)
, q → y(·, λ, p, q), (3.4)
(M0(I,K), w∗)→ (M(I,C), w∗) , q → (y′)• (·, λ, p, q), (3.5)
(M0(I,K), w∗)→ C, q → (y′)• (1, λ, p, q). (3.6)
Before proving this proposition, we introduce some notations and a useful lemma as follows.
Assume that the sequence {pm}m∈N converges to p0 in (M0(I,K), w∗). Let
ym(x) := y(x, λ, pm, q),
zm(x) := y
′
m(x) = y
′(x, λ, pm, q),
wm(x) := (y
′
m)
•
(x) = (y′)
•
(x, λ, pm, q), m ∈ N0 := N ∪ {0}.
We define functions F,G : [0, 1]2 → R by
F (x, t) :=
{
2 (x− t) for 0 6 t 6 x 6 1,
0 for 0 6 x < t 6 1,
G(x, t) :=
{
1
2 (x− t)2 for 0 6 t 6 x 6 1,
0 for 0 6 x < t 6 1,
then we obtain F , G, ∂∂xG ∈ C(I2,R). For any λ ∈ C, p ∈ (M0(I,K), w∗), y ∈
(
C1(I,C), ‖ · ‖C1
)
,
using the integration by parts formula for (2.7) and the fact q(0) = 0, we obtain
(y′)
•
(x) = w0 − 2q(t)y(t)|t=x+t=0 +
∫
[0,x]
y(t)d(2q(t)) −
∫
[0,x]
y(t)dµ(t)
= w0 − 2q(x)y(x) +
∫
[0,x]
y(t)dµ˜(t), x ∈ (0, 1],
where µ˜(t) = q(t) + ip(t)− λit. Therefore, we have
(y′)
•
(x) =
{
w0, x = 0,
w0 − 2q(x)y(x) +
∫
[0,x] y(t)dµ˜(t), x ∈ (0, 1]. (3.7)
Substitution of (3.7) into (2.6) yields
y′(x) = z0 + w0x−
∫
[0,x]
2q(t)y(t)dt+
∫
[0,x]
∫
[0,t]
y(s)dµ˜(s)dt, x ∈ I.
Exchanging the order of integration in the double integral, we find
y′(x) = z0 + w0x−
∫
[0,x]
2q(t)y(t)dt+
∫
[0,x]
(x− t)y(t)dµ˜(t), x ∈ I. (3.8)
Substituting (3.8) into (2.5) and exchanging the order of integration in the double integral yield
y(x) = y0 +
∫
[0,x]
[z0 + w0t−
∫
[0,t]
2q(s)y(s)ds+
∫
[0,t]
(t− s)y(s)dµ˜(s)]dt
= y˜0(x) −
∫
I
F (x, t)q (t) y(t)dt+
∫
I
G(x, t)y(t)dµ˜(t), x ∈ I,
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where y˜0(x) = y0 + z0x+
1
2w0x
2. Denote
Z (p, y) (x) :=
∫
I
F (x, t)q (t) y(t)dt−
∫
I
G(x, t)y(t)dµ˜(t), x ∈ I. (3.9)
Then a function y ∈ C1(I,C) is a solution of the initial value problem (1.1), (1.3), if and only if
it satisfies
y(x) = y˜0(x)−Z (p, y) (x). (3.10)
Lemma 3.2 For any λ ∈ C, (y0, z0, w0) ∈ K3, the sequence {ym}m∈N0 is relatively compact in
(C1(I,C), ‖ · ‖C1).
Proof. The proof of this lemma consists of three steps.
Step 1. We need to verify that the sequence {ym}m∈N0 is uniformly bounded.
Since the sequence {pm}m∈N converges to p0 in (M0(I,K), w∗), it follows from Lemma 2.5
that
sup
m∈N0
‖pm‖∞ 6 sup
m∈N0
‖pm‖V <∞.
According to the integral equations (2.5), (2.6) and the definitions of ym(x), zm(x) and wm(x),
one has
|ym(x)| 6 |y0|+
∫
[0,x]
|zm(t)|dt, x ∈ I, (3.11)
|zm(x)| 6 |z0|+
∫
[0,x]
|wm(t)|dt, x ∈ I. (3.12)
From (3.7), we find
wm(x) =
{
w0, x = 0,
w0 − 2q(x)ym(x) +
∫
[0,x] ym(t)d(q(t) + ipm(t)− λit), x ∈ (0, 1].
Hence,
|wm(x)| 6 |w0|+ 2‖q‖∞ max
t∈[0,x]
|ym(t)|+ max
t∈[0,x]
|ym(t)|
∣∣∣∣∣
∫
[0,x]
d(q(t) + ipm(t)− λit)
∣∣∣∣∣
6 |w0|+ 2‖q‖∞yˆm(x) + yˆm(x)(‖q‖V + ‖pm‖V + |λ|)
6 |w0|+ C1yˆm(x), x ∈ I, (3.13)
where C1 = 3‖q‖V + sup
m∈N0
‖pm‖V + |λ| < ∞, and yˆm(x) := max
t∈[0,x]
|ym(t)| ∈ C(I,R). Obviously,
yˆm(x) is non-decreasing in x ∈ I. By substituting (3.12) and (3.13) into (3.11), we have
|ym(t)| 6 C2 + C1
∫
[0,x]
yˆm(s)ds ∀t ∈ [0, x] ⊂ I,
where C2 := |y0|+ |z0|+ 12 |w0|. Thus,
yˆm(x) = max
t∈[0,x]
|ym(t)| 6 C2 + C1
∫
[0,x]
yˆm(s)ds, x ∈ I.
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Then the Gronwall inequality together with the fact yˆm(0) = |ym(0)| = |y0| shows that sup
m∈N0
‖yˆm‖∞ 6
C3, where C3 = C2e
C1 . Hence, sup
m∈N0
‖ym‖∞ 6 sup
m∈N0
‖yˆm‖∞ 6 C3.
Step 2. Our task now is to prove the sequence {ym}m∈N0 is relatively compact in (C(I,C), ‖ ·
‖∞).
The equation (3.10) leads to
ym(x) = y˜0(x) −Z (pm, ym) (x), x ∈ I, (3.14)
Z (pm, ym) :=
∫
I
F (x, t)q (t) ym(t)dt−
∫
I
G(x, t)ym(t)dµ˜m(t), x ∈ I, (3.15)
where µ˜m(x) = q(x) + ipm(x)− λix. For any 0 6 x1 6 x2 6 1, the following identity is obtained
from (3.14),
|ym(x2)− ym(x1)| 6 (|z0|+ |w0|) |x2 − x1|+ 2 |x2 − x1| ‖q‖∞ sup
m∈N0
‖ym‖∞
+ |x2 − x1| sup
m∈N0
‖ym‖∞
(
‖q‖V + sup
m∈N
‖pm‖V + |λ|
)
6 C4 |x2 − x1| ,
where C4 := |z0|+|w0|+C1C3. Hence, {ym}m∈N0 is equicontinuous. From Arzela`-Ascoli theorem,
there exists a subsequence {ymk}k∈N0 of {ym}m∈N0 such that {ymk}k∈N0 converges uniformly to
a continuous function y∗.
Step 3. We have to show that the sequence {ym}m∈N0 is relatively compact in (C1(I,C), ‖·‖C1).
For each k ∈ N0, ymk is continuously differentiable, and y′mk = zmk . With |zmk(0)| = |z0|,
substitution of (3.13) into (3.12) yields
|zmk(x)| 6 C5, x ∈ I,
where C5 := |z0| + |w0| + C1C3. Therefore, sup
k∈N0
‖zmk‖∞ 6 C5, i.e., the sequence {y′mk}k∈N0 is
uniformly bounded. The following identity is obtained from (3.14),
y′mk(x) = y˜
′
0(x) − (Z (pmk , ymk))′ (x)
= z0 + w0x−
∫
I
F ′(x, t)q (t) ymk(t)dt+
∫
I
G′(x, t)ymk(t)dµ˜mk(t).
For any 0 6 x1 6 x2 6 1, one has
|y′mk(x2)− y′mk(x1)|6 |w0| |x2 − x1|+ |x2 − x1| sup
k∈N0
‖ymk‖∞
(
sup
k∈N0
‖pmk‖V + ‖q‖V + |λ|
)
6C6 |x2 − x1| ,
where C6 := |w0| + C1C3. Hence, {y′mk}k∈N0 is equicontinuous. According to Arzela`-Ascoli
theorem, there exists a subsequence {y′mkh}h∈N0 of {y
′
mk
}k∈N0 such that {y′mkh}h∈N0 is uniformly
convergent to a continuous function z∗. Therefore, y∗ is continuously differentiable, and
y′∗(x) = z∗(x), x ∈ I.
This implies that the sequence {ym}m∈N0 is relatively compact in (C1(I,C), ‖ · ‖C1). 
Now we turn to prove Proposition 3.1.
11
Proof of Proposition 3.1. (i) For any subsequence {ymk}k∈N0 of {ym}m∈N0 , it follows from Lemma
3.2 that there is a sub-subsequence {ymkh}h∈N0 such that
ymkh → y∗ in (C1(I,C), ‖ · ‖C1) (3.16)
for some y∗ ∈ C1(I,C). Let
Z (p0, y) (x) :=
∫
I
F (x, t)q (t) y(t)dt−
∫
I
G(x, t)y(t)dµ˜0(t), x ∈ I,
where µ˜0(x) = q(x) + ip0(x) − λix. From (3.15), one has
Z
(
pmkh , ymkh
)
(x)−Z (p0, y∗) (x)=
[∫
I
F (x, t)q (t)
(
ymkh (t)− y∗(t)
)
dt
−
∫
I
G(x, t)
(
ymkh (t)− y∗(t)
)
dµ˜mkh (t)
]
−i
[∫
I
G(x, t)y∗(t)dpmkh (t)
−
∫
I
G(x, t)y∗(t)dp0 (t)
]
=: Jmkh (x) + iKmkh (x).
From (3.16), it yields
|Jmkh (x)| 6 2‖q‖V‖ymkh − y∗‖∞ +
1
2
‖ymkh − y∗‖∞
(
‖q‖V + ‖pmkh‖V + |λ|
)
6
(
2‖q‖V + 1
2
(
‖q‖V + sup
l∈N0
‖pmkh ‖V + |λ|
))
‖ymkh − y∗‖C1
→ 0 as h→∞. (3.17)
For any fixed x ∈ I, G(x, ·)y∗(·) ∈ C(I,C). Since pm → p0 in (M0(I,K), w∗), for x ∈ I, one has
Kmkh (x)→ 0 as h→ 0. Therefore,
lim
h→∞
Z
(
pmkh , ymkh
)
(x) = Z (p0, y∗) (x) for each x ∈ I. (3.18)
From the equality (3.14), the uniform convergence in (3.16) and the pointwise convergence in
(3.18), we have
y∗(x) = y˜0(x) −Z (p0, y∗) (x), x ∈ I.
Then it follows from (3.10) that y∗(x) = y0(x) = y(x, λ, p0, q). Since the limit y∗ = y0 is
independent of the choice of mkh , it yields that ym → y0 in (C1(I,C), ‖ · ‖C1), i.e.,
lim
m→∞
‖y(x, λ, pm, q)− y(x, λ, p0, q)‖C1 = 0;
this proves the continuity in (3.1), and
lim
m→∞
‖y′(x, λ, pm, q)− y′(x, λ, p0, q)‖∞ = 0.
Next, for f , g ∈ C(I,K) and F (x) := ∫[0,x] f(t)dµ˜(t), x ∈ I, from [22, p. 260, Theorem G],
we get the equality ∫
(0,1]
g(t)dF (t) =
∫
(0,1]
g(t)f(t)dµ˜(t).
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Then for m ∈ N0 and f ∈ C(I,K), we obtain∫
I
f(x)d (y′m)
•
(x) = f(0)((y′m)
•
(0+)− (y′m)• (0)) +
∫
(0,1]
f(x)d (y′m)
•
(x)
= −f(0)ym (0)µm(0+)−
∫
(0,1]
f(x)2q(x)zm(x)dx
−
∫
(0,1]
f(x)ym(x)dµm(x)
= −
∫
I
f(x)2q(x)zm(x)dx −
∫
I
f(x)ym(x)dµm(x),
where µm(x) = q(x)− ipm(x) + λix, x ∈ I. When m→∞, we obtain∫
I
f(x)d (y′m)
•
(x) = −
∫
I
f(x)2q(x) (zm(x)− z0 (x)) dx−
∫
I
f(x)2q(x)z0 (x) dx
−
∫
I
f(x) (ym(x) − y0(x)) dµm(x) −
∫
I
f(x)y0(x)dµm(x)
→ −
∫
I
f(x)2q(x)z0 (x) dx−
∫
I
f(x)y0(x)dµ0(x) (3.19)
=
∫
I
f(x)d (y′0)
•
(x),
i.e., (y′m)
• → (y′0)• in (M(I,C), w∗). This proves the continuity in (3.2).
Let f(x) ≡ 1, then from (3.19) and∫
I
dµ(x) = µ(1)− µ(0),
it yields lim
m→∞
((y′m)
•
(1)− (y′m)• (0)) = (y′0)• (1) − (y′0)• (0). Since (y′m)• (0) = (y′0)• (0) = w0
holds for all m ∈ N, we obtain that lim
m→∞
(y′m)
•
(1) = (y′0)
•
(1). This proves the continuity result
in (3.3).
(ii) Suppose the sequence {qm}m∈N converges to q0 in (M0(I,K), w∗). For m ∈ N0, let
yqm := y(x, λ, p, qm), then following the same procedure as in the proof of Lemma 3.2, we can
prove that {yqm}m∈N0 is relatively compact in the space (C1(I,C), ‖ · ‖C1). For any subsequence
{yqmk }k∈N0 of {yqm}m∈N0 , we select a sub-subsequence {yqmkh }h∈N0 such that
yqmkh
→ yq∗ in (C1(I,C), ‖ · ‖C1) (3.20)
for some yq∗ ∈ C1(I,C). Denote
Z (qm, y) (x) :=
∫
I
F (x, t)qm (t) y(t)dt−
∫
I
G(x, t)y(t)dµ˜qm (t), m ∈ N0,
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where µ˜qm(x) = qm(x) + ip(x)− λix, x ∈ I. Then
Z
(
qmkh , yqmkh
)
(x) −Z (q0, yq∗) (x)
=
[∫
I
F (x, t)qmkh (t)(yqmkh
(t)− yq∗(t))dt +
∫
I
F (x, t)
(
qmkh (t)− q0(t)
)
yq∗(t)dt
−
∫
I
G(x, t)(yqmkh
(t)− yq∗(t))dµ˜qmkh (t)
]
−
[∫
I
G(x, t)yq∗(t)dqmkh (t)−
∫
I
G(x, t)yq∗(t)dq0 (t)
]
.
Here, using the integration by parts formula and the fact qmkh (0) = q0(0) = 0, we have∫
I
F (x, t)
(
qmkh (t)− q0(t)
)
yq∗(t)dt
=
∫
I
d
∫
[0,t]
F (x, s)yq∗(s)ds
dt
(
qmkh (t)− q0(t)
)
dt
=
[(
qmkh (t)− q0(t)
) ∫
[0,t]
F (x, s)yq∗(s)ds
] ∣∣∣∣∣
t=1
t=0
−
∫
I
∫
[0,t]
F (x, s)yq∗(s)dsd
(
qmkh (t)− q0(t)
)
=
(∫
I
dqmkh (t)−
∫
I
dq0(t)
)∫
[0,1]
F (x, s)yq∗(s)ds−
[∫
I
∫
[0,t]
F (x, s)yq∗(s)dsdqmkh (t)
−
∫
I
∫
[0,t]
F (x, s)yq∗(s)dsdq0(t)
]
.
Note that for any fixed x ∈ I, ∫
[0,t]
F (x, s)yq∗(s)ds and G(x, t)yq∗(t) are continuous functions of
t ∈ I. Thus, from (3.20) and the fact qm → q0 in (M0(I,K), w∗), it yields∣∣∣Z (qmkh , yqmkh
)
(x)−Z (q0, yq∗) (x)
∣∣∣
6 2 sup
l∈N0
‖qmkh ‖‖yqmkh − yq∗‖C1 + 2‖yq∗‖∞
∣∣∣ ∫
I
dqmkh (t)−
∫
I
dq0(t)
∣∣∣
+
∣∣∣ ∫
I
∫
[0,t]
F (x, s)yq∗(s)dsdqmkh (t)−
∫
I
∫
[0,t]
F (x, s)yq∗(s)dsdq0(t)
∣∣∣
+
1
2
(
sup
l∈N0
‖qmkh ‖V + ‖p‖V + |λ|
)
‖yqmkh − yq∗‖C1
+
∣∣∣ ∫
I
G(x, t)yq∗(t)dqmkh (t)−
∫
I
G(x, t)yq∗(t)dq0 (t)
∣∣∣
→ 0 as h→∞, (3.21)
i.e.,
lim
h→∞
Z
(
qmkh , yqmkh
)
(x) = Z (q0, yq∗) (x) for each x ∈ I.
Then Proposition 3.1 (ii) can be proved by an argument similar to the one used in Proposition
3.1 (i). 
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Remark 3.3 It should be mentioned that the continuity in (3.1) and (3.4) hold uniformly for
λ ∈ U , where U is any bounded subset of C. Let CU := max
λ∈U
|λ|. Note that the proofs of Lemma
3.2 and Proposition 3.1 go through if we replace |λ| in the definition of C1, (3.17) and (3.21) by
CU . This implies that the relatively compactness of the sequences {ym}m∈N0 , {yqm}m∈N0 hold
uniformly on U , and then we acquire the uniform continuity in (3.1) and (3.4) for λ ∈ U .
We now construct an example to illustrate the continuity result in (3.3) cannot be generalized
to other x ∈ (0, 1).
Example 3.4 Suppose λ = 0, q = 0 and (y0, z0, w0) = (1, 0, 0). For m ∈ N, let
pm(x) :=


0 for x ∈ [0, 12 ),
m(x− 12 ) for x ∈ [ 12 , 12 + 1m ),
1 for x ∈ [ 12 + 1m , 1],
then pm → p0 in (M0(I,R), w∗), where
p0(x) = δ 1
2
(x) =
{
0 for x ∈ [0, 12 ),
1 for x ∈ [ 12 , 1].
A simple calculation gives
lim
m→∞
(y′)
•
(1, 0, pm, 0) = i = (y
′)
•
(1, 0, δ1/2, 0),
but
lim
m→∞
(y′)
•
(
1
2
, 0, pm, 0) = 0 6= i = (y′)• (1
2
, 0, δ 1
2
, 0).
Proposition 3.5 (i) Let U be any bounded subset of C, then the following mappings are uni-
formly continuous for λ ∈ U ,
(M0(I,K), ‖ · ‖∞)× (M0(I,K), ‖ · ‖∞)→
(
C1(I,C), ‖ · ‖C1
)
, (p, q)→ y(·, λ, p, q),
(M0(I,K), ‖ · ‖∞)× (M0(I,K), ‖ · ‖∞)→ (M(I,C), w∗) , (p, q)→ (y′)•(·, λ, p, q).
More precisely, for any p0, q0 ∈ (M0(I,K), ‖ · ‖∞) and ǫ > 0, there is a δ > 0 such that if
‖p− p0‖∞ + ‖q − q0‖∞ 6 δ, one has
|y(x, λ, p, q)− y(x, λ, p0, q0)| < ǫ, (3.22)
|y′(x, λ, p, q)− y′(x, λ, p0, q0)| < ǫ, (3.23)
|(y′)•(x, λ, p, q)− (y′)•(x, λ, p0, q0)| < ǫ (3.24)
hold uniformly for x ∈ I and λ ∈ U .
(ii) The following mappings are uniformly continuous for λ ∈ U ,
(M0(I,K), ‖ · ‖V)× (M0(I,K), ‖ · ‖V)→
(
C1(I,C), ‖ · ‖C1
)
, (p, q)→ y(·, λ, p, q),
(M0(I,K), ‖ · ‖V)× (M0(I,K), ‖ · ‖V)→ (M(I,C), w∗) , (p, q)→ (y′)•(·, λ, p, q).
That is to say, for any p0, q0 ∈ (M0(I,K), ‖ · ‖V) and ǫ > 0, there is a δ > 0 such that if
‖p− p0‖V + ‖q − q0‖V 6 δ, the inequalities (3.22)-(3.24) hold uniformly for x ∈ I and λ ∈ U .
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Proof. (i) Suppose the sequence {pm}m∈N converges to p0 in (M0(I,K), ‖·‖∞), and the sequence
{qm}m∈N converges to q0 in (M0(I,K), ‖ · ‖∞), then there are constants Mp, Mq such that
sup
m∈N
‖pm‖V < Mp, sup
m∈N
‖qm‖V < Mq. (3.25)
Due to the equations (2.5)-(2.7), z = y′, and w = (y′)•, we have
 y(x)y′(x)
(y′)•(x)

 =

 y0z0
w0

+


∫
[0,x]
y′(t)dt∫
[0,x]
(y′)•(t)dt
− ∫[0,x] 2q(t)y′(t)dt− ∫[0,x] y(t)dµ(t)


:=

 y0z0
w0

+ ∫
[0,x]
d

 0 t 00 0 t
−µ(t) −2 ∫[0,t] q(s)ds 0



 y(t)y′(t)
(y′)•(t)

 .
Let
Am(t) :=

 0 t 00 0 t
−µpm,qm(t) −2
∫
[0,t]
qm(s)ds 0

 , µpm,qm(t) = qm(t)−ipm(t)+λit, m ∈ N0,
and
|Am(t)| := max
{
|µpm,qm(t)|, |t|+
∣∣∣∣∣2
∫
[0,t]
qm(s)ds
∣∣∣∣∣
}
.
According to (3.25), there exists a constant MA such that
sup
m∈N
‖Am‖V < MA
holds uniformly for λ ∈ U . Then from the proof of [19, Theorem 4.1], we can prove (i).
(ii) Using the fact that ‖f‖∞ 6 ‖f‖V for all f ∈ M0(I,K), we can prove the statement in
(ii). 
Note that Proposition 3.1 illustrates the dependence of y(x, λ, p, q), y′(x, λ, p, q) and (y′)
•
(x, λ, p, q)
on p, q ∈ (M0(I,K), w∗). Next, we prove that y(x, λ, p, q), y′(x, λ, p, q) and (y′)• (x, λ, p, q) are
continuous Fre´chet differentiable in p, q ∈ (M0(I,K), ‖ · ‖V), respectively. And then we deduce
the Fre´chet derivatives correspondingly. We first introduce the definition of Fre´chet derivative
and some notations which will be used in Proposition 3.7.
Definition 3.6 A map T from a Banach space (W, ‖ · ‖W ) into a Banach space (Z, ‖ · ‖Z),
T :W → Z, is differentiable at a point w ∈W if there exists a bounded linear map dwT :W → Z
such that
‖T (w + h)− T (w)− dwT · h‖W = o(‖h‖Z) as h→ 0 in W.
Here, the map dwT is called the Fre´chet derivative of T at w.
For νp, νq ∈M0(I,K), let
∂pNp,q(x) · νp :=

 ∂py1(x, λ, p, q) · νp ∂py2(x, λ, p, q) · νp ∂py3(x, λ, p, q) · νp∂py′1(x, λ, p, q) · νp ∂py′2(x, λ, p, q) · νp ∂py′3(x, λ, p, q) · νp
∂p (y
′
1)
• (x, λ, p, q) · νp ∂p (y′2)• (x, λ, p, q) · νp ∂p (y′3)• (x, λ, p, q) · νp

 ,
∂qNp,q(x) · νq :=

 ∂qy1(x, λ, p, q) · νq ∂qy2(x, λ, p, q) · νq ∂qy3(x, λ, p, q) · νq∂qy′1(x, λ, p, q) · νq ∂qy′2(x, λ, p, q) · νq ∂qy′3(x, λ, p, q) · νq
∂q (y
′
1)
•
(x, λ, p, q) · νq ∂q (y′2)• (x, λ, p, q) · νq ∂q (y′3)• (x, λ, p, q) · νq

 .
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Here, for i = 1, 2, j = 1, 2, 3, ∂py
(i−1)
j (x, λ, p, q) and ∂p
(
y′j
)•
(x, λ, p, q) denote the Fre´chet deriva-
tives of y
(i−1)
j (x, λ, p, q),
(
y′j
)•
(x, λ, p, q) ∈ (M(I,K), ‖·‖V) at p ∈ (M0(I,K), ‖·‖V), respectively.
Similarly, for i = 1, 2, j = 1, 2, 3, ∂qy
(i−1)
j (x, λ, p, q) and ∂q
(
y′j
)•
(x, λ, p, q) denote the Fre´chet
derivatives of y
(i−1)
j (x, λ, p, q),
(
y′j
)•
(x, λ, p, q) ∈ (M(I,K), ‖ · ‖V) at q ∈ (M0(I,K), ‖ · ‖V),
respectively.
Proposition 3.7 (i) Let x ∈ I, λ ∈ C, q ∈ M0(I,K) and (y0, z0, w0) ∈ K3 be fixed. Then
y(x, λ, p, q), y′(x, λ, p, q) and (y′)
•
(x, λ, p, q) are continuously Fre´chet differentiable in p ∈ (M0(I,K), ‖·
‖V). Moreover, for x ∈ (0, 1], νp ∈M0(I,K),
∂pNp,q(x) · νp = iNp,q(x)
∫
[0,x]
N−1p,q (t)

 0 0 00 0 0
y1(t, λ, p, q) y2(t, λ, p, q) y3(t, λ, p, q)

 dνp(t).
(3.26)
(ii) Let x ∈ I, λ ∈ C, p ∈ M0(I,K) and (y0, z0, w0) ∈ K3 be fixed. Then y(x, λ, p, q),
y′(x, λ, p, q) and (y′)
•
(x, λ, p, q) are continuously Fre´chet differentiable in q ∈ (M0(I,K), ‖ · ‖V).
Moreover, for x ∈ (0, 1], νq ∈ M0(I,K),
∂qNp,q(x) · νq = −Np,q(x)

∫
[0,x]
N−1p,q (t)

 0 0 00 0 0
y1(t, λ, p, q) y2(t, λ, p, q) y3(t, λ, p, q)

dνq(t)
+
∫
[0,x]
N−1p,q (t)

 0 0 00 0 0
y′1(t, λ, p, q) y
′
2(t, λ, p, q) y
′
3(t, λ, p, q)

 2νq(t)dt

 .
(3.27)
Proof. (i) Denote y1(x) := y1(x, λ, p, q) and z1(x) := y1(x, λ, p+ νp, q), then from (1.1), we have
id (y′1)
•
+ 2iq (x) y′1dx+ y1 (idq (x) + dp (x)) = λy1dx, y1(0) = 1, y
′
1(0) = (y
′
1)
•
(0) = 0,
id (z′1)
•
+ 2iq (x) z′1dx+ z1 (idq (x) + d(p+ νp) (x)) = λz1dx, z1(0) = 1, z
′
1(0) = (z
′
1)
•
(0) = 0.
Let w1(x) := z1(x) − y1(x), then w1(x) satisfies
id (w′1)
•
+2iq (x)w′1dx+w1 (idq (x) + dp (x)− λdx) = −z1dνp(x), w1(0) = w′1(0) = (w′1)• (0) = 0.
From Lemma 2.10, it yields
 w1(x)w′1(x)
(w′1)
•
(x)

 = Np,q(x)
∫
[0,x]
N−1p,q (t)

 00
iz1(t)

 dνp(t), x ∈ (0, 1].
Then according to Proposition 3.5 (ii) and the fact that yj(x, λ, p, q), y
′
j(x, λ, p, q),
(
y′j
)•
(x, λ, p, q),
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j = 1, 2, 3 are bounded on I, we can obtain
 z1(x) − y1(x)z′1(x) − y′1(x)
(z′1)
• (x) − (y′1)• (x)

−Np,q(x)
∫
[0,x]
N−1p,q (t)

 00
iy1(t)

 dνp(t)
= Np,q(x)
∫
[0,x]
N−1p,q (t)

 00
i(z1(t)− y1(t))

dνp(t)
=

 o(‖νp‖V)o(‖νp‖V)
o(‖νp‖V)

 as νp → 0 in (M0(I,K), ‖ · ‖V).
Thus, the differentiability of y1(x, λ, p, q), y
′
1(x, λ, p, q) and (y
′
1)
•
(x, λ, p, q) in p can be proved,
and their derivatives are also obtained. Similarly, we can prove that y
(i−1)
j (x, λ, p, q),
(
y′j
)•
(x, λ, p, q),
i = 1, 2, j = 2, 3 are differentiable in p, and thus the equality (3.26) is obtained.
(ii) Proceeding as in the proof of Proposition 3.7 (i), we can prove Proposition 3.7 (ii). 
We remark that for the derivatives of solutions of ordinary differential equations with respect
to the coefficients, formulas like (3.26)-(3.27) can be found in [12, 24, 25, 26].
3.2 The Asymptotic Formulae and Analyticity of Solutions
Now we deduce the estimates of solutions and the analytic dependence of solutions on the spectral
parameter λ when p, q ∈ M0(I,R), λ ∈ C. Recall the definition in Lemma 2.4 and denote
pˇ (x) :=
∫
[0,x] dVp (t), qˇ (x) :=
∫
[0,x] dVq (t), then pˇ (1) = ‖p‖V, qˇ (1) = ‖q‖V.
Theorem 3.8 Let
Ξ (x, λ) := e
(|Im k2 |+|Imωk2 |+
∣∣∣Imω22 k
∣∣∣
)
x
, k = λ
1
3 , ω = e
2
3
pii.
For (x, λ, p, q) ∈ I × C×M0(I,R)×M0(I,R), j = 1, 2, 3, we have
|yj(x, λ, p, q)| 6 3|k|j−1Ξ (x, λ) e
3(2‖q‖V+pˇ(x)+qˇ(x)), (3.28)
|yj(x, λ, p, q)− yj(x, λ, 0, 0)| 6 3|k|j Ξ (x, λ) e
3(2‖q‖V+pˇ(x)+qˇ(x)). (3.29)
Note that, when (p, q) = (0, 0), the equation (1.1) reduces to
id (y′)
• − λydx = 0. (3.30)
In order to prove Theorem 3.8, we need some properties of the solutions of (3.30), which can be
found in [11, Lemma 2.1-2.3].
The fundamental solutions of (3.30) are
y1 (x, λ, 0, 0) =
1
3
(
eikx + eiωkx + eiω
2kx
)
=
1
3
(
4 cos
(
kx
2
)
cos
(
ωkx
2
)
cos
(
ω2kx
2
)
− 1
−4i sin
(
kx
2
)
sin
(
ωkx
2
)
sin
(
ω2kx
2
))
,
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y2 (x, λ, 0, 0) =
1
3ki
(
eikx + ω2eiωkx + ωeiω
2kx
)
=
1
3ki
(
4 cos
(
kx
2
)
cos
(
ωkx
2
− π
3
)
cos
(
ω2kx
2
+
π
3
)
− 1
−4i sin
(
kx
2
)
sin
(
ωkx
2
− π
3
)
sin
(
ω2kx
2
+
π
3
))
,
y3 (x, λ, 0, 0) =
1
3 (ki)
2
(
eikx + ωeiωkx + ω2eiω
2kx
)
=
1
3 (ki)
2
(
4 cos
(
kx
2
)
cos
(
ωkx
2
+
π
3
)
cos
(
ω2kx
2
− π
3
)
− 1
−4i sin
(
kx
2
)
sin
(
ωkx
2
+
π
3
)
sin
(
ω2kx
2
− π
3
))
.
For j = 1, 2, 3, we have
|yj(x, λ, 0, 0)| 6 3|k|j−1Ξ (x, λ) . (3.31)
According to the identities
yj(x, λ, 0, 0) =
∫
[0,x]
yj−1(t, λ, 0, 0)dt,
y′j(x, λ, 0, 0) = yj−1(x, λ, 0, 0), j = 2, 3,
we acquire ∣∣∣∣ ∂m∂xm yj(x, λ, 0, 0)
∣∣∣∣ 6 3Ξ (x, λ) , j = 1, 2, 3,m 6 j − 1,m ∈ N. (3.32)
Proof of Theorem 3.8. Recall the definition of Np,q(x), then we have
N0,0(x) :=

 y1(x, λ, 0, 0) y2(x, λ, 0, 0) y3(x, λ, 0, 0)y′1(x, λ, 0, 0) y′2(x, λ, 0, 0) y′3(x, λ, 0, 0)
(y′1)
•
(x, λ, 0, 0) (y′2)
•
(x, λ, 0, 0) (y′3)
•
(x, λ, 0, 0)

 , x ∈ I,
and N0,0(x)N
−1
0,0 (t) = N0,0(x− t).
Let us rewrite the differential equation (1.1) as an inhomogeneous differential equation
id (y′)
• − λydx = −2iq (x) y′dx− y (idq (x) + dp (x)) .
For x ∈ (0, 1], by Lemma 2.10, the fundamental solutions yj (x, λ, p, q), j = 1, 2, 3 satisfy the
following formula,
 yj(x, λ, p, q)y′j(x, λ, p, q)(
y′j
)•
(x, λ, p, q)

 =

 yj(x, λ, 0, 0)y′j(x, λ, 0, 0)(
y′j
)•
(x, λ, 0, 0)

− ∫
[0,x]
N0,0(x − t)

 00
yj (t, λ, p, q)

 dµ˜p,q (t)
−
∫
[0,x]
N0,0(x − t)

 00
2q (t) y′j (t, λ, p, q)

 dt, (3.33)
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where µ˜p,q (t) = q (t)− ip (t). Since y3 (x− t, λ, 0, 0) = 0 for x = t, the formula (3.33) is also true
for x = 0. From (3.33), we see
yj(x, λ, p, q) = yj(x, λ, 0, 0)−
∫
[0,x]
y3(x− t, λ, 0, 0)yj(t.λ, p, q)dµ˜p,q(t)
−
∫
[0,x]
y3(x− t, λ, 0, 0)2q(t)y′j(t, λ, p, q)dt.
Then using a variant of the integration by parts formula for the product of three functions, we
have
yj(x, λ, p, q) = yj(x, λ, 0, 0)− 2q(t)y3(x− t, λ, p, q)yj(t, λ, p, q)|t=x+t=0
+
∫
[0,x]
yj(t.λ, p, q)d(y3(x− t, λ, 0, 0)2q(t))
−
∫
[0,x]
y3(x − t, λ, 0, 0)yj(t, λ, p, q)dµ˜p,q(t)
= yj(x, λ, 0, 0)− 2q(t)y3(x− t, λ, p, q)yj(t, λ, p, q)|t=x+t=0
−
∫
[0,x]
y′3(x − t, λ, 0, 0)2q(t)yj(t, λ, p, q)dt
+
∫
[0,x]
y3(x − t, λ, 0, 0)yj(t, λ, p, q)dµp,q(t)
= yj(x, λ, 0, 0)−
∫
[0,x]
2q (t) y′3 (x− t, λ, 0, 0) yj (t, λ, p, q) dt
+
∫
[0,x]
y3 (x− t, λ, 0, 0) yj (t, λ, p, q) dµp,q (t) ,
where µp,q (t) = q (t) + ip (t). Following Picard’s iteration we write
yj(x, λ, p, q) =
∑
m∈N0
cjm(x, λ, p, q), (3.34)
where
c
j
0(x, λ, p, q) = yj(x, λ, 0, 0),
cjm(x, λ, p, q) = −
∫
[0,x]
2q (t) y′3 (x− t, λ, 0, 0) cjm−1(t, λ, p, q)dt
+
∫
[0,x]
y3 (x− t, λ, 0, 0) cjm−1(t, λ, p, q)dµp,q (t)
=:
∫
[0,x]
c
j
m−1(t, λ, p, q) [−2q (t) y′3 (x− t, λ, 0, 0) dt
+ y3 (x− t, λ, 0, 0) dµp,q (t)] ,m ∈ N.
Moreover, for m ∈ N, it is easy to verify that
cjm(x, λ, p, q)=
∫
06t1<t2<···tm<tm+1:=x
yj(t1, λ, 0, 0)
m∏
l=1
[−2y′3 (tl+1 − tl, λ, 0, 0)
q (tl) dtl + y3 (tl+1 − tl, λ, 0, 0) dµp,q (tl)] .
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From (3.32), we have
|y3 (x, λ, 0, 0)| 6 3Ξ (x, λ) , |y′3 (x, λ, 0, 0)| = |y2 (x, λ, 0, 0)| 6 3Ξ (x, λ) .
Therefore, in light of (2.4) and (3.31), we have
∣∣cjm(x, λ, p, q)∣∣ 6
∫
06t1<t2<···tm<tm+1:=x
3
|k|j−1
m∏
l=1
3 [2 |q (tl)| dtl
+dVp (tl) + dVq (tl)] Ξ (t1, λ) · Ξ (x− t1, λ)
=
1
m!
3Ξ (x, λ)
|k|j−1
[
3
∫
[0,x]
(2 |q (t)| dt+ dVp (t) + dVq (t))
]m
6
1
m!
3Ξ (x, λ)
|k|j−1 [3 (2‖q‖V + pˇ (x) + qˇ (x))]
m
,
and thus
|yj(x, λ, p, q)| 6 3|k|j−1Ξ (x, λ) e
3(2‖q‖V+pˇ(x)+qˇ(x)).
Note that
|y′3 (x, λ, 0, 0)| = |y2 (x, λ, 0, 0)| 6
3
|k|Ξ (x, λ) ,
|y3 (x, λ, 0, 0)| =
∣∣∣∣∣
∫
[0,x]
y2 (t, λ, 0, 0) dt
∣∣∣∣∣ 6 3|k|Ξ (x, λ) ,
then proceeding as in the proof of the inequality (3.28), we obtain the inequality (3.29). 
Remark 3.9 In fact, it is straightforward to show that the series in (3.34) converges uniformly
for x ∈ I, λ ∈ U , p ∈ Bδp and q ∈ Bδq , where U is any bounded subset of C, Bδp := {f ∈
M0(I,R), ‖f − p‖V 6 δp}, Bδq := {f ∈ M0(I,R), ‖f − q‖V 6 δp}, δp > 0, δq > 0. When
d
dxp ∈ L2(I,R), q ∈ H1(I,R), Amour L gave the similar estimates for fundamental solutions of
the equation (1.1) in [11, Theorem 2.4− 2.5].
Lemma 3.10 For (x, λ, p, q) ∈ I × C×M0(I,R)×M0(I,R), j = 1, 2, 3, we have
yj(x, λ, p, q), y
′
j(x, λ, p, q),
(
y′j
)•
(x, λ, p, q)
are entire functions of λ.
Proof. The proof is similar to that of [11, Theorem 2.6]. 
4 Eigenvalue of Measure Differential Equation
This section is devoted to study the eigenvalues of the boundary value problems (1.1)-(BC)ξ,
ξ = 1, 2 with coefficients p, q ∈ M0(I,R).
21
4.1 The Distribution of Eigenvalues
In this subsection, we investigate the counting lemma (see Theorem 4.6) for the boundary value
problems (1.1)-(BC)ξ , ξ = 1, 2, which implies the distribution and estimates of eigenvalues.
Firstly, we give some notations and basic lemmas.
Definition 4.1 For p, q ∈M0(I,R), a complex number λ is called an eigenvalue of the boundary
value problem (1.1)-(BC)1 if the equation (1.1) with such a parameter λ has a nontrivial solution
e(x, λ, p, q) on I satisfying the boundary conditions (BC)1. The solution e(x, λ, p, q) is called
an eigenfunction of λ. The number of linearly independent eigenfunctions associated with λ is
called the geometric multiplicity (g−multiplicity) of λ. The eigenvalues and eigenfunctions for
the boundary value problem (1.1)-(BC)2 are defined similarly.
Lemma 4.2 For p, q ∈ M0(I,R), all eigenvalues of the boundary value problems (1.1)-(BC)ξ,
ξ = 1, 2 are real.
Proof. Suppose λ, Imλ 6= 0, is an eigenvalue of the boundary value problem (1.1)-(BC)1, then
the corresponding eigenfunction e := e(x, λ, p, q) satisfies
id (e′)
•
+ 2iq (x) e′dx+ e (idq (x) + dp (x)) = λedx, (4.1)
and
− id (e¯′)• − 2iq (x) e¯′dx+ e¯ (−idq (x) + dp (x)) = λ¯e¯dx. (4.2)
Here, α¯ denotes the conjugation of α. Multiplying (4.1) by e¯, (4.2) by e, and taking the difference,
we find
id (e′)
•
e¯+ id (e¯′)
•
e+ 2iq (x) e′e¯dx+ 2iq (x) e¯′edx+ 2iee¯dq (x) = 2iImλee¯dx.
Hence, ∫
[0,1]
ie¯d (e′)
•
+
∫
[0,1]
ied (e¯′)
•
+
∫
[0,1]
2iq (x) e′e¯dx+
∫
[0,1]
2iq (x) e¯′edx
+
∫
[0,1]
2iee¯dq (x) =
∫
[0,1]
2iImλee¯dx.
Using the integration by parts formula, we have
(ie¯(e′)• + i(e¯′)•e − ie¯′e′ + 2iq(x)ee¯)|x=1+x=0 = 2iImλ
∫
I
|e|2dx.
According to the boundary conditions (BC)1, q(0) = 0, and
∫
I
|e|2dx 6= 0, we obtain that
Imλ = 0. Similarly, we can prove that the eigenvalues of the boundary value problem (1.1)-
(BC)2 are all real. 
Lemma 4.3 Fix (p, q) ∈ M0(I,R)×M0(I,R), and let
Mξ (λ, p, q) =
(
y1(1, λ, p, q) y2(1, λ, p, q)
y′1(1, λ, p, q) y
′
2(1, λ, p, q) + (−1)ξ
)
, ξ = 1, 2.
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(i) For ξ = 1, 2, each eigenvalue λ of the boundary value problem (1.1)-(BC)ξ is of g-
multiplicity one or two and it is a root of
∆ξ (λ) := detMξ (λ, p, q) .
(ii) For ξ = 1, 2, suppose λ is an eigenvalue of the boundary value problem (1.1)-(BC)ξ , then
the g-multiplicity of λ is two if and only if
Mξ (λ, p, q) =
(
0 0
0 0
)
.
(iii) Recall the notations in (1.4). If Λ1 (p, q) ∩ Λ2 (p, q) = ∅, then the eigenvalues of the
boundary value problems (1.1)-(BC)ξ, ξ = 1, 2 are of g-multiplicity one.
Proof. The proofs of (i) and (ii) are similar to those of [11, Theorem 3.1].
(iii) From (i) and a simple calculation, we infer that
∆ξ (λ) = y1(1, λ, p, q)y
′
2(1, λ, p, q)− y′1(1, λ, p, q)y2(1, λ, p, q) + (−1)ξy1(1, λ, p, q)
= [y2(1, λ, p, q), y1(1, λ, p, q)] + (−1)ξy1(1, λ, p, q), ξ = 1, 2.
By the equality
[y2(1, λ, p, q), y1(1, λ, p, q)] = y¯1(1, λ¯, p, q)
given by Mckean H P [10, p. 614], we have
∆ξ (λ) = y¯1(1, λ¯, p, q) + (−1)ξy1(1, λ, p, q), ξ = 1, 2. (4.3)
Apparently, y¯1(x, λ¯, p, q) is the solution of the equation
id (y′)
•
+ 2iq (x) y′dx+ y (idq (x)− dp (x)) = −λydx, x ∈ (0, 1)
with initial conditions (y¯1(0, λ¯, p, q), y¯
′
1(0, λ¯, p, q), (y¯
′
1)
•(0, λ¯, p, q)) = (1, 0, 0). For each λ ∈ R, the
following identities
∆1 (λ) = y¯1(1, λ, p, q)− y1(1, λ, p, q) = −2iImy1(1, λ, p, q),
∆2 (λ) = y¯1(1, λ, p, q) + y1(1, λ, p, q) = 2Rey1(1, λ, p, q)
hold. Since the eigenvalues of the boundary value problems (1.1)-(BC)ξ, ξ = 1, 2 are real and
Λ1 (p, q)∩Λ2 (p, q) = ∅, we obtain that as a function of λ, y1(1, λ, p, q) has no zeros in R. Hence,
Mξ (λ, p, q) 6=
(
0 0
0 0
)
, ξ = 1, 2, λ ∈ R.
Then the statement (iii) of this lemma follows from the statement (ii) of this lemma. 
Definition 4.4 For ξ = 1, 2, the order of an eigenvalue λ as a root of ∆ξ (λ) = 0 is called the
algebraic multiplicity (a-multiplicity) of λ.
Lemma 4.5 Denote Ωξ :=
3∩
j=1
Ωξ,j, ξ = 1, 2, where
Ωξ,j :=
{
k ∈ C; ∣∣ωj−1k − (2n+ ξ − 1)π∣∣ > π
6
, n ∈ Z
}
, j = 1, 2, 3, ω = e
2pii
3 .
Then for k ∈ Ωξ, ξ = 1, 2, there is a constant Cpi > 0, which is independent of j, ω and k, such
that
e
∣∣∣Imωj−1k2
∣∣∣
< C
1
3
pi
∣∣∣∣sin ωj−1k2
∣∣∣∣ , e
∣∣∣Imωj−1k2
∣∣∣
< C
1
3
pi
∣∣∣∣cos ωj−1k2
∣∣∣∣ , j = 1, 2, 3.
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Proof. See [24, p. 27]. 
Now we give the main result of this subsection. We mention that the following result gives
an explanation of the indexation n of the eigenvalue λξ,n(p, q), ξ = 1, 2.
Theorem 4.6 (the counting lemma) Suppose (p, q) ∈M0(I,R)×M0(I,R).
(i) Let N be an integer satisfying
(2N + 1)π >
9Cpi
4
e3(3‖q‖V+‖p‖V).
Then the boundary value problem (1.1)-(BC)1 has exactly 2N + 1 eigenvalues, counted with
a-multiplicities, in the open λ-disc{
λ = k3 ∈ C; |k| < (2N + 1)π} ,
and exactly one algebraically simple eigenvalue in each open λ-disc{
λ = k3 ∈ C; |k − 2nπ| < π
3
}
for |n| > N .
(ii) Let N be an integer satisfying
2Nπ > max
{
9Cpi
2
e3(3‖q‖V+‖p‖V), 2 ln
Cpi
2
, 2
√
2 ln
Cpi
4
}
.
Then the boundary value problem (1.1)-(BC)2 has exactly 2N eigenvalues, counted with a-
multiplicities, in the open λ-disc {
λ = k3 ∈ C; |k| < 2Nπ} ,
and exactly one algebraically simple eigenvalue in each open λ-disc{
λ = k3 ∈ C; |k − (2n+ 1)π| < π
3
}
for |n| > N .
Proof. We divide our proof into two steps.
Step1. For each λ ∈ C, p, q ∈ M0(I,R), let
(
Y1(x, λ, p, q)
Z1(x, λ, p, q)
)
denote the solution of the
equation ( −d (Z ′)• − 2q (x)Z ′dx− Zdq (x) + Y dp (x)
d (Y ′)
•
+ 2q (x) Y ′dx+ Y dq (x) + Zdp (x)
)
= λ
(
Y dx
Zdx
)
, x ∈ I,
with the initial conditions(
Y1(0, λ, p, q)
Z1(0, λ, p, q)
)
=
(
1
0
)
,
(
Y ′1(0, λ, p, q)
Z ′1(0, λ, p, q)
)
=
(
0
0
)
,
(
(Y ′1)
•
(0, λ, p, q)
(Z ′1)
•
(0, λ, p, q)
)
=
(
0
0
)
.
24
Here, Y1(x, λ, p, q) and Z1(x, λ, p, q) are real-valued for λ ∈ R. For x ∈ I, λ ∈ C, and k = λ 13 , a
straightforward calculation gives
y1(x, λ, p, q) = Y1(x, λ, p, q) + iZ1(x, λ, p, q), (4.4)
y¯1(x, λ¯, p, q) = Y1(x, λ, p, q)− iZ1(x, λ, p, q), (4.5)
Y1(x, λ, 0, 0) =
1
3
(
cos kx+ cosωkx+ cosω2kx
)
=
1
3
(
4 cos
(
kx
2
)
cos
(
ωkx
2
)
cos
(
ω2kx
2
)
− 1
)
,
Z1(x, λ, 0, 0) =
1
3
(
sinkx+ sinωkx+ sinω2kx
)
= −4
3
sin
(
kx
2
)
sin
(
ωkx
2
)
sin
(
ω2kx
2
)
.
According to (4.3)-(4.5), it follows that for λ ∈ C,
∆1 (λ) = −2iZ1(1, λ, p, q), ∆2 (λ) = 2Y1(1, λ, p, q).
Then by Lemma 4.3 (i), we know that in order to prove Theorem 4.6, it is sufficient to discuss
the zeros of Z1(1, λ, p, q) and Y1(1, λ, p, q), respectively.
Step 2. In view of Theorem 3.8 and Lemma 3.10, an argument similar to the one used in [27,
Appendix] shows that Y1(1, λ, p, q), Z1(1, λ, p, q) are entire functions of λ ∈ C, and
|Z1(x, λ, p, q)− Z1(x, λ, 0, 0)| 6 3|k|Ξ (x, λ) e
3(2‖q‖V+pˇ(x)+qˇ(x)), (4.6)
|Y1(x, λ, p, q) − Y1(x, λ, 0, 0)| 6 3|k|Ξ (x, λ) e
3(2‖q‖V+pˇ(x)+qˇ(x)) (4.7)
hold for (x, λ, p, q) ∈ I ×C×M0(I,R)×M0(I,R). In view of Lemma 4.5 and [11, Lemma 3.5],
we get
|Z1(1, λ, 0, 0)| > 4
3Cpi
Ξ (1, λ) , ∀k ∈ Ω1, (4.8)
|Y1(1, λ, 0, 0)| > 2
3Cpi
Ξ (1, λ) , ∀k ∈ Ω2\
{
k ∈ C; |k| < 2 ln Cpi
2
}
. (4.9)
According to the inequalities (4.6) and (4.8), it follows that
|Z1(1, λ, p, q)− Z1(1, λ, 0, 0)| < |Z1(1, λ, 0, 0)|
holds for k ∈ Ω1 satisfying |k| > 9Cpi4 e3(3‖q‖V+‖p‖V). Now we select an integer N satisfying
(2N + 1)π > 9Cpi4 e
3(3‖q‖V+‖p‖V). Then using Rouche´ theorem, we obtain that Z1(1, λ, p, q) and
Z1(1, λ, 0, 0) have the same number of zeros in the λ-discs defined in (i). Since Z1(1, λ, 0, 0) has
only the simple zeros λ01,n = (2nπ)
3, n ∈ Z, the statement in (i) follows.
It remains to characterize the distribution of zeros of Y1(1, λ, p, q). Let
Y 01 (λ) := Y1(1, λ, 0, 0) +
1
3
=
4
3
cos
(
k
2
)
cos
(
ωk
2
)
cos
(
ω2k
2
)
.
Then from Lemma 4.5, we have
|Y 01 (λ)| >
4
3Cpi
Ξ (1, λ) >
4
3Cpi
e
√
2
4
|k|, ∀k ∈ Ω2.
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Therefore, for any k ∈ Ω2 satisfying |k| > 2
√
2 ln Cpi4 , it is easy to see that
|Y1(1, λ, 0, 0)− Y 01 (λ)| < |Y 01 (λ)|.
Now let N be an integer satisfying 2Nπ > 2
√
2 ln Cpi4 . Then using Rouche´ theorem, we obtain
that Y1(1, λ, 0, 0) and Y
0
1 (λ) have the same number of zeros in the λ-discs{
λ = k3 ∈ C; |k| < 2Nπ} (4.10)
and {
λ = k3 ∈ C; |k − (2n+ 1)π| < π
3
}
, |n| > N. (4.11)
Combining (4.7) and (4.9), we obtain the inequality
|Y1(1, λ, p, q)− Y1(1, λ, 0, 0)| < |Y1(1, λ, 0, 0)|
is true for k ∈ Ω2 satisfying |k| > max
{
9Cpi
2 e
3(3‖q‖V+‖p‖V), 2 ln Cpi2
}
. Thus for any integer N
satisfying 2Nπ > max
{
2 ln Cpi2 ,
9Cpi
2 e
3(3‖q‖V+‖p‖V), 2
√
2 ln Cpi4
}
, using Rouche´ theorem again, we
obtain that Y1(1, λ, 0, 0) and Y1(1, λ, p, q) have the same number of zeros in the λ-discs (4.10)
and (4.11). Hence, Y 01 (λ) and Y1(1, λ, p, q) have the same number of zeros in the λ-discs (4.10)
and (4.11). Since the zeros of the entire function Y 01 (λ) are λ
0
2,n = ((2n+1)π)
3, n ∈ Z, we obtain
the statement in (ii). 
As a consequence of Theorem 4.6, the following result gives a rough asymptotic expansion of
the eigenvalues of the boundary value problems (1.1)-(BC)ξ, ξ = 1, 2.
Corollary 4.7 For (p, q) ∈M0(I,R)×M0(I,R), we have
λ1,n (p, q) = (2nπ)
3 − 4nπ
∫
I
q(x)dx +O(1),
and
λ2,n (p, q) = ((2n+ 1)π)
3 − 2(2n+ 1)π
∫
I
q(x)dx +O(1)
as |n| → +∞.
Proof. The proof is similar to that of [11, Theorem 1.2]. 
Corollary 4.8 Let
N0 := min
{
N ∈ N
∣∣∣∣ (2N + 1)π > 9Cpi4 e3(3‖q‖V+‖p‖V),
2Nπ > max
{
9Cpi
2
e3(3‖q‖V+‖p‖V), 2 ln
Cpi
2
, 2
√
2 ln
Cpi
4
}}
,
then the g-multiplicity and a-multiplicity of each eigenvalue λξ,n (p, q), ξ = 1, 2, |n| > N0, are
equal to one.
Proof. In view of Theorem 4.6, we obtain
{λ1,n (p, q) ;n > N0} ∩ {λ2,n (p, q) ;n > N0} = ∅,
and the a-multiplicity of each eigenvalue λξ,n (p, q), ξ = 1, 2, |n| > N0, is one. From Lemma 4.3
(iii), we deduce that for any |n| > N0, ξ = 1, 2, the g-multiplicity of λξ,n (p, q) also equals one.

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4.2 Dependence of Eigenvalues on Measures p, q
In this subsection, we give the proofs of Theorem 1.1 and Theorem 1.2 announced in the intro-
duction.
Proof of Theorem 1.1. (i) Firstly, we discuss the dependence of the eigenvalues λξ,n(p, q), ξ = 1, 2
on the measure q ∈ (M0(I,R), w∗). Suppose that the sequence {qm}m∈N converges to q0 in
(M0(I,R), w∗), then from Lemma 2.5, there exists a constant Cq > 0 such that sup
m∈N0
‖qm‖V 6 Cq.
Let
N1 := min
{
N ∈ N
∣∣∣∣ (2N + 1)π > 9Cpi4 e3(3Cq+‖p‖V),
2Nπ > max
{
9Cpi
2
e3(3Cq+‖p‖V), 2 ln
Cpi
2
, 2
√
2 ln
Cpi
4
}}
.
For any m ∈ N0, it follows from Lemma 3.10 that ∆1(λ, qm) := y¯1
(
1, λ¯, p, qm
)− y1 (1, λ, p, qm)
is an entire function of λ ∈ C. For any integer N > N1, let
γn := {λ : |λ− λ1,n(p, q0)| = ǫ} and ΓN :=
n=N∪
n=−N
γn,
where ǫ > 0 is any sufficiently small constant such that the contours γn, |n| 6 N , are disjoint
and ∆1(λ, q0) 6= 0 on ΓN . Hence, there exists a constant Cq0 > 0 such that
|∆1(λ, q0)| > Cq0 > 0 on ΓN . (4.12)
On the other hand, in view of Remark 3.3, we deduce that as m tends to infinity, the sequence
{∆1(λ, qm)} converges to ∆1(λ, q0) uniformly on ΓN . This implies that there exists a constant
MN > 0 such that if m > MN , one has
|∆1(λ, qm)−∆1(λ, q0)| < Cq0 on ΓN . (4.13)
Therefore, combining (4.12) and (4.13), one deduces that for m > MN ,
|∆1(λ, qm)−∆1(λ, q0)| < |∆1(λ, q0)| on ΓN .
Then by Rouche´ theorem, we see that for m > MN , ∆1(λ, qm) and ∆1(λ, q0) have the same
number of zeros inside each contour γn. Additionally, in view of Theorem 4.6, we obtain that in
the λ-disc
{
λ = k3 ∈ C; |k| < (2N + 1)π}, ∆1(λ, q0) has exactly 2N+1 zeros λ1,n(p, q0), |n| 6 N ,
and ∆1(λ, qm) has exactly 2N + 1 zeros λ1,n(p, qm), |n| 6 N . Hence, we obtain that given any
sufficiently small ǫ > 0, there exists a constant MN > 0 such that for m > MN ,
|λ1,n(p, qm)− λ1,n(p, q0)| < ǫ, |n| 6 N.
Therefore, from the arbitrariness of N , we obtain that each eigenvalue λ1,n(p, q) is continuous in
q ∈ (M0(I,R), w∗).
Analogously, we can obtain λ2,n (p, q) is continuous in q ∈ (M0(I,R), w∗).
(ii) Now we deduce the dependence of the eigenvalues λξ,n(p, q), ξ = 1, 2, on the measure
p ∈ (M0(I,R), w∗). Suppose that the sequence {pm}m∈N converges to p0 in (M0(I,R), w∗),
then from Lemma 2.5, there exists a constant C∗p0 > 0 such that sup
m∈N0
‖pm‖V 6 C∗p0 . Let
N1 := min
{
N ∈ N
∣∣∣∣ (2N + 1)π > 9Cpi4 e3(3‖q‖V+C∗p0),
2Nπ > max
{
9Cpi
2
e3(3‖q‖V+C
∗
p0
), 2 ln
Cpi
2
, 2
√
2 ln
Cpi
4
}}
.
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In view of Remark 3.3, we deduce that asm tends to infinity, the sequence {∆1(λ, pm)} converges
to ∆1(λ, p0) uniformly on any bounded subset U ⊂ C, where
∆1(λ, pm) = y¯1
(
1, λ¯, pm, q
)− y1 (1, λ, pm, q),m ∈ N0.
Then the continuity of each eigenvalue λ1,n (p, q) in p ∈ (M0(I,R), w∗) can be proved by an
argument similar to the one used in the proof of (i).
Similarly, we can deduce that each eigenvalue λ2,n (p, q) is continuous in p ∈ (M0(I,R), w∗).

Remark 4.9 Since the weak∗ topology is weaker than the strong topology induced by the norm
‖ · ‖V, it yields that for any fixed q ∈ M0(I,R), ξ = 1, 2, the eigenvalue λξ,n is continuous in
p ∈ (M0(I,R), ‖·‖V), and for any fixed p ∈M0(I,R), ξ = 1, 2, the eigenvalue λξ,n is continuous
in q ∈ (M0(I,R), ‖ · ‖V).
Finally, we deduce the differentiability of eigenvalues with respect to p, q ∈ (M0(I,R), ‖·‖V).
Proof of Theorem 1.2. (i) For any p0 ∈ (M0(I,R), ‖ · ‖V), let
N1,p0 := min
{
N ∈ N
∣∣∣∣ (2N + 1)π > 9Cpi4 e3(3‖q‖V+‖p0‖V),
2Nπ > max
{
9Cpi
2
e3(3‖q‖V+‖p0‖V), 2 ln
Cpi
2
, 2
√
2 ln
Cpi
4
}}
.
Step 1. For ξ = 1, 2, |n| > N1,p0 , we first prove that the eigenfunction Eξ,n (x, p, q) is
continuous in p ∈ (M0(I,R), ‖ · ‖V) uniformly for x ∈ I, i.e.,
Eξ,n (·, p, q)→ Eξ,n (·, p0, q) as ‖p− p0‖V → 0 (4.14)
holds uniformly for x ∈ I. For p, p0 ∈ (M0(I,R), ‖ · ‖V), denote
Mξ (λξ,n(p, q), p, q) =
(
y1(1, λξ,n(p, q), p, q) y2(1, λξ,n(p, q), p, q)
y′1(1, λξ,n(p, q), p, q) y
′
2(1, λξ,n(p, q), p, q) + (−1)ξ
)
and
Mξ (λξ,n(p0, q), p0, q) =
(
y1(1, λξ,n(p0, q), p0, q) y2(1, λξ,n(p0, q), p0, q)
y′1(1, λξ,n(p0, q), p0, q) y
′
2(1, λξ,n(p0, q), p0, q) + (−1)ξ
)
. (4.15)
Then according to the fact
detMξ (λξ,n(p, q), p, q) = detMξ (λξ,n(p0, q), p0, q) = 0,
we obtain
0 6 RankMξ (λξ,n(p, q), p, q) < 2, 0 6 RankMξ (λξ,n(p0, q), p0, q) < 2.
Moreover, it follows from Corollary 4.8 that the g-multiplicity of each eigenvalue λξ,n (p0, q),
|n| > N1,p0 , ξ = 1, 2, is one, then RankMξ (λξ,n(p0, q), p0, q) = 1, i.e., at least one entry of the
matrix (4.15) is nonzero.
Case 1. Suppose
y1(1, λξ,n(p0, q), p0, q) 6= 0, |n| > N1,p0 , ξ = 1, 2, (4.16)
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and let
a(p0, q) := y
−1
1 (1, λξ,n(p0, q), p0, q)y2(1, λξ,n(p0, q), p0, q), b(p0, q) := −1.
Then it is easy to see that
a(p0, q)y1(1, λξ,n(p0, q), p0, q) + b(p0, q)y2(1, λξ,n(p0, q), p0, q) = 0.
Therefore, the eigenfunction corresponding to the eigenvalue λξ,n(p0, q), |n| > N1,p0 , ξ = 1, 2, is
e(x, λξ,n(p0, q), p0, q)=a(p0, q)y1(x, λξ,n(p0, q), p0, q) + b(p0, q)y2(x, λξ,n(p0, q), p0, q). (4.17)
According to Remark 4.9, Proposition 3.5 (ii) and the fact (4.16), it follows that for each
n > N1,p0 , ξ = 1, 2, there exists a constant δn > 0 such that if ‖p − p0‖V < δn, one has
y1(1, λξ,n(p, q), p, q) 6= 0. Let
a(p, q) := y−11 (1, λξ,n(p, q), p, q)y2(1, λξ,n(p, q), p, q), b(p, q) := −1,
then
a(p, q)y1(1, λξ,n(p, q), p, q) + b(p, q)y2(1, λξ,n(p, q), p, q) = 0.
Therefore, when |n| > N1,p0 , ‖p−p0‖V < δn, the g-multiplicity of λξ,n(p, q), ξ = 1, 2, is one, and
the corresponding eigenfunction is
e(x, λξ,n(p, q), p, q) = a(p, q)y1(x, λξ,n(p, q), p, q) + b(p, q)y2(x, λξ,n(p, q), p, q).
Additionally, from Proposition 3.5 (ii), one has (4.14) holds in this case.
Case 2. Suppose
y2(1, λξ,n(p0, q), p0, q) 6= 0, |n| > N1,p0 , ξ = 1, 2,
then we can define a(p0, q), b(p0, q) as follows:
a(p0, q) := −1, b(p0, q) := y−12 (1, λξ,n(p0, q), p0, q)y1(1, λξ,n(p0, q), p0, q).
It is easy to see that
a(p0, q)y1(1, λξ,n(p0, q), p0, q) + b(p0, q)y2(1, λξ,n(p0, q), p0, q) = 0.
Thus the eigenfunction corresponding to the eigenvalue λξ,n(p0, q) is (4.17), and then using the
same argument as in the proof of Case 1, we can prove (4.14) in this case.
Case 3. Suppose
y′1(1, λξ,n(p0, q), p0, q) 6= 0, |n| > N1,p0 , ξ = 1, 2,
then we can define a(p0, q), b(p0, q) as follows:
a(p0, q) := (y
′
1)
−1
(1, λξ,n(p0, q), p0, q)
(
y′2(1, λξ,n(p0, q), p0, q) + (−1)ξ
)
, b(p0, q) := −1,
and
a(p0, q)y
′
1(1, λξ,n(p0, q), p0, q) + b(p0, q)
(
y′2(1, λξ,n(p0, q), p0, q) + (−1)ξ
)
= 0.
Thus the eigenfunction corresponding to the eigenvalue λξ,n(p0, q) is (4.17), and then using the
same argument as in the proof of Case 1, we can prove (4.14) in this case.
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Case 4. Suppose
y′2(1, λξ,n(p0, q), p0, q) + (−1)ξ 6= 0, |n| > N1,p0 , ξ = 1, 2,
then we can define a(p0, q), b(p0, q) as follows:
a(p0, q) := −1, b(p0, q) :=
(
y′2(1, λξ,n(p0, q), p0, q) + (−1)ξ
)−1
y′1(1, λξ,n(p0, q), p0, q),
and
a(p0, q)y
′
1(1, λξ,n(p0, q), p0, q) + b(p0, q)
(
y′2(1, λξ,n(p0, q), p0, q) + (−1)ξ
)
= 0.
Thus the eigenfunction corresponding to the eigenvalue λξ,n(p0, q) is (4.17), and then using the
same argument as in the proof of Case 1, we can prove (4.14) in this case.
Step 2. Now we deduce the Fre´chet derivatives of the eigenvalues λξ,n(p, q), ξ = 1, 2, |n| >
N1,p0 at p = p0 ∈ (M0(I,R), ‖ · ‖V). According to the equation (1.1), it follows that for
νp ∈ (M0(I,R), ‖ · ‖V),
(λξ,n (p0 + νp, q)− λξ,n (p0, q))
∫
[0,1]
Eξ,n (x, p0 + νp, q) E¯ξ,n (x, p0, q) dx
=
∫
[0,1]
E¯ξ,n (x, p0, q) [Eξ,n (x, p0 + νp, q) (idq (x) + dp0 (x) + dνp (x))
+id
(
E′ξ,n
)•
(x, p0 + νp, q) + 2iq (x)E
′
ξ,n (x, p0 + νp, q) dx
]
− [(−idq (x)
+dp0 (x)) E¯ξ,n (x, p0, q)− 2iq (x) E¯′ξ,n (x, p0, q) dx
−id (E¯′ξ,n)• (x, p0, q)]Eξ,n (x, p0 + νp, q) .
Using the integration by parts formula and the boundary conditions (BC)ξ, one can deduce that
(λξ,n (p0 + νp, q)− λξ,n (p0, q))
∫
[0,1]
Eξ,n (x, p0 + νp, q) E¯ξ,n (x, p0, q) dx
=
∫
[0,1]
E¯ξ,n (x, p0, q)Eξ,n (x, p0 + νp, q) dνp.
Dividing both sides by νp, letting ‖νp‖V → 0, and using the statement in (4.14), one has
∂pλξ,n (p0, q) = |Eξ,n (x, p0, q)|2 .
Since |Eξ,n (x, p0, q)|2 ∈ C(I,R), it follows that each ∂pλξ,n (p0, q), |n| > N1,p0 , ξ = 1, 2, is a
bounded linear functional of (M0(I,R), ‖ · ‖V), that is, ∂pλξ,n (p0, q) ∈ (M0(I,R), ‖ · ‖V)∗ ∼=
(C(I,R), ‖ · ‖∞)∗∗.
(ii) For q0 ∈ (M0(I,R), ‖ · ‖V), let
N2,q0 := min
{
N ∈ N
∣∣∣∣ (2N + 1)π > 9Cpi4 e3(3‖q0‖V+‖p‖V),
2Nπ > max
{
9Cpi
2
e3(3‖q0‖V+‖p‖V), 2 ln
Cpi
2
, 2
√
2 ln
Cpi
4
}}
.
Step 1. For ξ = 1, 2, |n| > N2,q0 , using the same argument as in the proof of Theorem 1.2
(i), we can prove that the eigenfunction Eξ,n (x, p, q) is continuous in q ∈ (M0(I,R), ‖ · ‖V) for
x ∈ I, i.e.,
Eξ,n (·, p, q)→ Eξ,n (·, p, q0) as ‖q − q0‖V → 0 (4.18)
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holds uniformly for x ∈ I.
Step 2. Now we deduce the Fre´chet derivatives of the eigenvalues λξ,n(p, q), ξ = 1, 2, |n| >
N2,q0 at q = q0 ∈ (M0(I,R), ‖ · ‖V). According to the equation (1.1), it follows that for
νq ∈ (M0(I,R), ‖ · ‖V),
(λξ,n (p, q0 + νq)− λξ,n (p, q0))
∫
[0,1]
Eξ,n (x, p, q0 + νq) E¯ξ,n (x, p, q0) dx
=
∫
[0,1]
E¯ξ,n (x, p, q0)
[
Eξ,n (x, p, q0 + νq) (idq0 (x) + idνq (x) + dp (x))
+id
(
E′ξ,n
)•
(x, p, q0 + νq) + 2i(q0 (x) + νq(x))E
′
ξ,n (x, p, q0 + νq) dx
]
−Eξ,n (x, p, q0 + νq)
[
−id (E¯′ξ,n)• (x, p, q0)− 2iq0 (x) E¯′ξ,n (x, p, q0) dx
+E¯ξ,n (x, p, q0) (−idq0 (x) + dp (x))
]
.
Using the integration by parts formula, we obtain
(λξ,n (p, q0 + νq)− λξ,n (p, q0))
∫
[0,1]
Eξ,n (x, p, q0 + νq) E¯ξ,n (x, p, q0) dx
= i
[
(E′)•ξ,n (x, p, q0 + νq) E¯ξ,n (x, p, q0)− E′ξ,n (x, p, q0 + νq) E¯′ξ,n (x, p, q0)
+Eξ,n (x, p, q0 + νq) (E¯
′
ξ,n)
• (x, p, q0) + 2q0(x)Eξ,n (x, p, q0 + νq) E¯ξ,n (x, p, q0)
+νq(x)Eξ,n (x, p, q0 + νq) E¯ξ,n (x, p, q0)
] |x=1+x=0
+
∫
[0,1]
i[E¯ξ,n (x, p, q0)E
′
ξ,n (x, p, q0 + νq)− E¯′ξ,n (x, p, q0)Eξ,n (x, p, q0 + νq)]νq(x)dx.
Then according to the fact q0(0) = νq(0) = 0 and the boundary conditions (BC)ξ, we obtain
(λξ,n (p, q0 + νq)− λξ,n (p, q0))
∫
[0,1]
Eξ,n (x, p, q0 + νq) E¯ξ,n (x, p, q0) dx
=
∫
[0,1]
i[E¯ξ,n (x, p, q0)E
′
ξ,n (x, p, q0 + νq)− E¯′ξ,n (x, p, q0)Eξ,n (x, p, q0 + νq)]νq(x)dx.
Using the fact (4.18) we get
(λξ,n (p, q0 + νq)−λξ,n (p, q0))(1+ o(1)) = i
∫
[0,1]
[
Eξ,n (x, p, q0) , E¯ξ,n (x, p, q0)
]
νq(x)dx+ o(‖νq‖V)
as νq → 0 in (M0(I,R), ‖ · ‖V). Consequently,
λξ,n (p, q0 + νq)− λξ,n (p, q0) =
(
i
∫
[0,1]
[
Eξ,n (x, p, q0) , E¯ξ,n (x, p, q0)
]
νq(x)dx
+o(‖νq‖V)
)
(1 + o(1))−1
= i
∫
[0,1]
[
Eξ,n (x, p, q0) , E¯ξ,n (x, p, q0)
]
νq(x)dx + o(‖νq‖V)
as νq → 0 in (M0(I,R), ‖ · ‖V). Hence,
∂qλξ,n (p, q0) = i
[
Eξ,n (x, p, q0) , E¯ξ,n (x, p, q0)
]
.
31
It is easy to see that i
[
Eξ,n (x, p, q0) , E¯ξ,n (x, p, q0)
] ∈ C(I,R). Hence each ∂qλξ,n (p, q0), ξ =
1, 2, |n| > N2,q0 , is a bounded linear functional of (M0(I,R), ‖ · ‖V), that is, ∂qλξ,n (p, q0) ∈
(M0(I,R), ‖ · ‖V)∗ ∼= (C(I,R), ‖ · ‖∞)∗∗. 
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