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Abstract-The notion of the cross ratio and its invariance under bilinear mappings is an important 
result of classical complex analysis. The cross ratio has been extended to functions of several complex 
variables by C. L. Siegel in his study of the symplectic group. We present in this paper a new result 
for a generalized cross ratio valid for solutions to the matrix Riccati equation. An application of this 
generalized cross ratio to singular filtering problems allows one to develop a singular perturbation 
expansion with matti coefficients for the solution to the corresponding Riccati equation. 
Keywords-Riccati equation, Cross ratio, Singular filtering, Singular perturbation expansion, 
Transient solutions. 
1. INTRODUCTION 
This paper presents a new generalized cross ratio theorem for solutions to the matrix Riccati 
equation. This theorem implies that under conditions of complete controllability and complete 
observability, the transient solution to the matrix Riccati equation may be found in terms of 
two distinguished equilibrium solutions of this equation, the positive and negative definite ones, 
and the initial condition for the corresponding Riccati equation. This is in direct analogy to the 
classical notion of the cross ratio from complex analysis. The applications of this theorem include 
a more direct method for studying the nonlinear filter than that proposed by Lo [l] and a method 
for determining matrix singular perturbation expansions for the transient response of the singular 
filter, as well as for the solutions of the Riccati equation. The latter will be demonstrated by 
application to a particular singular filter example later in this paper. 
The singular filtering problem occurs in practice when the multiple-input, multiple-output filter 
has one or more channels that contain nearly noise-free measurements. This condition numerically 
approximates the condition of noise-free (i.e., perfect) observations of some state components. 
This corresponds to a filtering problem with a singular measurement noise covariance matrix, and 
the corresponding dual control problem leads to a singular problem in the calculus of variations. 
Using the generalized cross ratio, the transient solution for the optimal covariance of the singular 
filter is given as a function of the positive and negative definite solutions to the corresponding 
matrix Riccati equation; furthermore, by using the singular perturbation expansions for these 
equilibria developed in [2,3], the transient solution may also be presented in terms of singular 
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perturbation expansions with matrix coefficients as a function of both a noise parameter and 
time. 
The main tools used for the singular perturbation expansions for the equilibria of the cor- 
responding matrix Riccati equation are the structure theory of the algebraic Riccati equation, 
results of Canabal [4] using the specific theorems of Bass-Roth [5] and Potter [6], and the Newton 
parallelogram [7]. This technique is the correct method for determining the form of expansions 
about a singular (i.e., reduced dimension) solution to the matrix Riccati equation. The theoret- 
ical basis for expansions about such a singular point is given by a theorem by Puiseux [8] on the 
expansibility of branches of an algebraical equation. The development has been illustrated in [2] 
by applying it to a simplified three-dimensional filtering problem, whose behavior is generic for 
a family of singular filtering problems. These techniques can be generalized to cases of larger di- 
mensioned singular filtering problems. The important point here is that the singular perturbation 
sen’es may be systematically determined by the structure of the jiltering problem model. This is 
completely different from a large part of the singular perturbation literature see [g-12], where 
the power of the physical parameter in the expansion is assumed ad hoc or guessed on physical 
grounds, and where the problem is most often scalar. 
2. SIEGEL’S WORK AND THE RICCATI EQUATION GEOMETRY 
Felix Klein defined geometry as the study of the properties of a space invariant under a group 
of transformations. In this paper, our interest will center on the group, G, as the Lie group of 
symplectic matrices, Sp(n), or a subgroup of Sp(n), see [5] or a Lie group text, for example [13]. 
In order for the group to act on the base space, in general a set M of n x n matrices, we 
associate with each element S E Sp(n), S = (: i) , with A, etc., n x n matrices the group of 
transformations T, 
L&‘) = (C + DI’)(A + Bl-‘)-I. 
There is a group homomorphism connecting G and T. It is easy to see that the cross ratio is 
invariant under the map T : M + M, with appropriate choice of M. Classically this abstract 
set up is realized as M = (Z E C 1 Imaginary part of z positive), C the complex plane, and T is 
the set f bilinear transformations corresponding to Sp(l), the resulting geometry is that of the 
Poincaire upper half plane, with invariant metric derived from the “cross ratio,” see [14]. Siegel 
generalized this example as, M the set of n x n hermitian matrices with imaginary part positive 
definite, and G = Sp(n), as well as developing extensive properties of Sp(n) in [5]. Based on 
the theory given for example in (51, a fixed autonomous completely controllable and completely 
observable Riccati equation; 
(1) 
where Q = Q’ and M = M’, respectively positive semi-definite and positive definite, provides 
another example. Let G = (exp(Xt)), a commutative subgroup of Sp(n), where 3-1 = (-;I :)y 
is called the Hamiltonian matrix. Now for this case M is the intersection of two cones of real 
symmetric matrices, l? such that P+ 2 I? 2 P_ with P+ and P- the unique positive and negative 
definite equilibrium points of (l), and the ordering is that induced by the cone of positive semi- 
definite matrices. The invariance of M follows from results of [15]. Now for this example, 
Lexp(xt)(r) =w, n 
where II(t, I’) is the unique solution of (1) at time t equaling P at 0. Studying the Riccati equation 
geometry is completely analogous to the other two examples cited. Notice our cross ratio result 
determines completely the solutions of the Riccati equation in terms of P_ , P+ and exp(F-P+ M) 
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and consequently the geometry. A result related to the cross ratio is given in [16], although it 
links five solutions instead of the classical four and the domain of validity is not determined. 
Clearly the general setup outlined here is of interest in many differing situations, and Siegel’s 
work is a model for studying these situations. 
3. GENERALIZED CROSS RATIO FOR THE 
MATRIX RICCATI EQUATION 
Assume throughout the following that complete controllability and complete observability ap- 
ply. The matrix Riccati equation corresponding to the autonomous linear filter is given by: 
dP 
- = FPfPF’- PH’R-lHP+GQG’. 
dt 
The following lemma is motivated by the form of the cross ratio: 
LEMMA 3.1. The difference between any two solutions to the matrix Riccati equation, A = 
II, - I&, is given by 
dA 
where Fi = F - l&H’R-lH is the closed loop filter dynamics matrix. 
PROOF. To simplify notation, let M = H’R-IH = M’. Now, difference the Riccati equations 
for two solutions, call them PI and Pz, to obtain: 
$ (PI - Pz) = F (PI - Pz) + (PI - Pz) F’ - PIMPI + PzMP2 
= F (PI - Pz) + (PI - Pz) F’ - PIMPS + P2MPz + P2MPI - P2MPI 
= F (PI - P2) + (PI - Pz) F’ - (PI - P2) MPI - P2M (PI - P2). 
Now, defining A = PI - P2 the above may be simplified to: 
dA 
- = FA + AF’ - AMP, - P,MA 
dt 
=(F-P2M)A+A(F’-MP& 
noting that the matrix A is symmetric implies the assertion. 
LEMMA 3.2. The solution to the differential equation of Lemma 3.1 is given by 
I 
A(t) = *l(t) Nto) *L(t) = ‘h(t) A(to) ‘@I:(t), 
where Qi(t) is the fundamental matrix of i?i. 
PROOF. Use definition of the fundamental matrix and note that A is a symmetric matrix. 1 
Note that in view of our standing assumptions of complete controllability and complete ob- 
servability A is positive definite, see for example [6]. Note for real, symmetric matrices A, B; 
A 2 B iff A - B is positive semidefinite. 
Building upon the preceeding lemmas, the following theorem represents a generalization of the 
cross ratio as applied to the matrix Riccati equation and hence, also for the associated linear 
filtering problem. This form of the cross ratio for real, symmetric matrices which are solutions 
to the Riccati equation has similarities to Siegel’s cross ratio relation obtained for the symplectic 
group except that now the general form contains only three products of terms with matrix 
differences. 
THEOREM 3.1. Given the positive and negative definite equilibrium solutions P+, P_ and the 
time varying solution II(T, l?), (T = t - to), to the matrix Riccati equation for (I’ - P_) > 0 and 
CAW 2634-B 
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r > 0 where l? is the initial condition, then the generalized cross ratio relating these three points 
is given by: 
(lI(r,l-) - P+) (H(T,r) - P-)-l (P+ - P_) 
= q+(r) (r - P+) (r - P-)-l (P+ - P_) s’,(~), (2) 
where 
O_+(T) = exp (F+r) 
is the fundamental matrix of the closed loop filter dynamics for the positive definite equilibrium 
solution; i.e., where 
F.+=F-P+M. 
PROOF. Using the preceeding two lemmas, the solution at any time t, II(t,l?) denote it by II, 
and the equilibria P+ and P- may be combined for I? > P- (see [15]): 
(IL - P+) (nt - p-)-l = q+(t) (r - P+) sfi(t) [qt) (r - P_) s:,(t)]-l , 
where 9n represents the fundamental matrix of the closed loop filter dynamics for the transient 
solution. Rearrange to obtain the following: 
(II, - P+) (ran - p-)-l = a+ (r - p+) *#p&‘(t) (r - p-)-l ozl(t) 
= *+(t) (r - p+) (r - p-)-l Q(t). 
Now, define D = P+ - P_; then, in view of Lemma 3.1, we obtain: 
;D = 0 = F-D + DF$ =+ p: = -D++D, (3) 
which further implies 
Q!_(t) = -D-l@+(t)D = -D-l [exp (p+t)] D, 
and 
Hence, 
9-(t) = D [exp (-Fkt)] D-l 
@‘r’(t) = D [exp (Fit)] D-l. 
or finally 
(I& - P+) (J& - P-)-l = Xi?+(t) (I’ - P+) (I’- P_)-‘DQ’+(t)D-‘, 
(nt - P+) (n, - P-)-l (p+ - P_) = q+(t) (r - P+) (r - p-)-l (P+ - P-) Q”+(t). 
This completes the proof. I 
To summarize, Theorem 3.1 relates the time-varying solution for the Riccati equation to its 
initial condition and two of its solutions: the a priori covariance and the positive and negative 
definite equilibrium solutions. It is easy to show 
is similar to 
where R(A, B, C, D) = (A - B)(B - C)-‘(C - D)(D - A)-‘, p rovided the appropriate inverses 
exist, by following Siegel’s 1943 argument in [17]. Reid [lg] has a form of the cross ratio, which 
Matrix Cross Ratio Theorem 13 
relates five different solutions. In the case of the singular filter, the expansions for the equilibria 
are available by the methods developed in [2,3], and hence, the theorem also provides a means 
for computing the singular perturbation expansion for the time-varying filter covariance in this 
case. However, before attempting these calculations, the following theorem will first cast the 
generalized cross ratio in a slightly different form that will be more useful for the development of 
the singularly perturbed filter expansions. 
THEOREM 3.2. Given the difference between equilibrium solutions, D = P+ -P_, then the time 
varying solution II(7, I’), (7 = t -to), to the matrix Riccati equation for (I’ -P_) > 0 and 7 2 0 
is given by 
where 
D - D (II(T,I’) - P_)-’ D = Q+(T) [D - D (r - P_)-’ D] Q’+(T), 
Q+(T) = exp (P+T) 
(4 
is the fundamental matrix of the closed loop filter dynamics: 
PROOF. Let, II(T, l?) - P+ = II(T, J?) - D - P_. Then from Theorem 3.1, we obtain: 
(n(q) - P+) (n(7,r) - p-)-l (P+ - P-) 
= (n(T, r) - D - P_) (n(T, r) - P-)-l (P+ - P_) 
= (n(T, r) - P_) (n(T, r) - P_)-’ D - D (n(T, r) - P-)-l D 
= D - D (n(T, r) - P-)-l D. 
But, from (3) it is determined that 
Dpk = -F-D + D@‘+(T) = Q.I~(T)D 
and 
Q+(T)D = DQ~~‘(T). 
Hence, (2) can now be written: 
D - D (n(T, r) - P-)-l D = e+(T) [(r - D - P_) (I? - P-)-l D] w+(T) 
This completes the proof. 
COROLLARY 3.1. In order 
= Q+(T) [D - D (r - p-)-l D] q;(T). 
I 
for the transient solution to the singular filter to have bounded be- 
havior, the a priori covariance I? > P_. 
PROOF. See [15]. 
4. SINGULARLY PERTURBED TRANSIENT SOLUTIONS 
This section outlines the use of the generalized cross ratio, Theorem 3.2, to compute transient 
solution expansions with matrix coefficients for the singular filter covariance under condition of 
complete observability and complete controllability. The following three-dimensional example will 
be used to illustrate the technique. First, the singular perturbation expansions for the positive 
and negative definite equilibria to the corresponding Riccati equation for the example are derived. 
Next,, the fundamental matrix, Q+, in equation (4) is evaluated in Theorem 3.2. In this example, 
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expansions of the eigenvectors of 9+ were used to evaluate (4) component-wise so as to avoid 
a complicated expansion of the matrix exponential. Finally, the transient solution is obtained 
by multiplying out the mutti series expansions for equation (4) matrix element-by-element and 
collecting terms in like powers of c and 7. 
The example problem is defined by the following: the signal process {xi(t)} i = 1,2,3 is the 
solution to the system of linear random differential equations driven by Gaussian zero mean 
independent white noises dwi: 
dxl = x3dt + dwl, 
dx2 = xgdt + edwz, (5) 
dx3 = dwg, 
where E dwidwj = dt if i = j, 0 otherwise. The initial conditions are zero mean Gaussian random 
variables independent of the white noises. The observations have white, zero-mean Gaussian 
observation noises independent of (5) and are given in terms of the noise variance parameter, E, 
as: 
dzl = xldt + dvl, 
dzz = x2dt + EdvZ, 
with dul independent of dvz and each of variance dt. 
Hence, the singularity is induced through the parameter E by scaling the observation noise 
on the second observable and by connecting the state or ‘plant’ noise on the second variable 
to the same noise parameter driving the singularity in the observation of that variable. Note 
that formally whenever the parameter is zero the second state variable is known perfectly. Since 
the third variable feeds back to the second variable, a zero value of the parameter also formally 
implies perfect knowledge of ‘x3’. Hence, the dimension of the state and its covariance is reduced 
by two in the singular condition. 
The singular perturbation expansions for the positive and negative definite equilibria to the 
corresponding Riccati equation have been derived in [2,3]. The resolvent of the Hamiltonian 
matrix, 
det(‘7-t - XI) = p(X, e) = (-l)“A(x)A(-A), 
with A a strictly Hurwitz polynomial with coefficients which are functions of E Now P+(E) is the 
solution of the linear matrix equation in the unknown A, 
(-A, I)A(31) = 0, 
using the Bass-Roth theorem [5] and the strict non-Hurwitz factorization likewise gives the nega- 
tive definite equilibrium. Determining A when the coefficients of the resolvent of the Hamiltonian 
matrix are polynomials requires the use of the Newton Polygon, see [7]. This factorization de- 
termines the fractional power of E in which to expand the equilibrium solutions of the Riccati 
equation. In other words, the model determines the expansion. 
For the example presented here, the Newton method determined that the positive definite 
equilibrium expansion be carried out in a power series in s1i2, see [3] for details. The matrix 
coefficients for the expansion shown here were determined by expanding the Bass-Roth equation 
to fourth order in square root of E; i.e., up to terms including P4e2 in the expansion: 
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Observe that the coefficient for the limiting case of E = 0 has rank of one as predicted formally 
above and is due to the reduction of the filter state dimension. Further observe that the singular 
rows and columns correspond to the second and third state variables, x2,23, also as predicted 
formally. This expansion was substituted into the algebraic Riccati equation and was verified 
numerically for various non-zero values of E. An interesting feature of this series solution is that 
for E > 0, the series is not positive definite until terms equal to and above third order (i.e., P~E~/~) 
are included in the sum. 
Further, note that the fundamental matrix, Q+, (4) will have to be evaluated in Theorem 3.2. 
In this example, the eigenvectors of XI’+ may were used to evaluate (4) component-wise so as to 
avoid a complicated expansion of the matrix exponential. The Potter theorem [6] implies that the 
upper-half eigenvectors corresponding to the eigenvalues with real part positive (Xi i = 1,. . . , n) 
of the 2n-dimensional Hamiltonian matrix project onto the eigenvectors of the transpose of the 
closed loop filter dynamics matrix: 
piei = -Xiei, (6) 
where the projection fixes only the first n components. These eigenvalues are the same as the 
roots of the factorization in the Bass-Roth theorem for the negative definite solution to the 
Riccati equation; i.e., the roots corresponding to q(-s), the anti-Hurwitz factor of the resolvent 
of the Hamiltonian. Explicit expansions for these eigenvalues, Xi, may be found from q(-s) and 
its expansions obtained via the Newton parallelogram method described in [2]. In general, the 
eigenvalues and eigenvectors of the Hamiltonian matrix may be complex. 
Define the following matrix elements by pre- and post multiplying the different terms of (4) by 
the above eigenvectors as follows: 
kij = ef Dej 
xij = e:D (ll(~, I’) - I’_)-’ Dej 
(7) 
(8) 
hij =efD(r-I’_)-‘Dej. (9) 
Thus, the expression for the ijth component of the matrix (4) may be given by: 
kij - xij = exp [-(Xi + Xj)r] (kij - hij) . 
Hence, 
zij = kij + exp [-(Xi + Xj)r] (hij - kij) . (10) 
For the singular filter, the eigenvalues above will in general be functions of the noise variance 
parameter and hence they have perturbation expansions. Hence, (10) will contain the exponential 
of the product of time, T, and the series of terms from the eigenvalue sum expansion. To simplify 
the expansion on the right hand side of this equation, the exponential of the series terms will be 
restated as a product of exponentials for each term. To this end, define the sum of the eigenvalues 
as Zij = (Xi +Xj) then, substituting the expansions for the eigenvalues and collecting terms of like 
powers of E, obtain the following series for their sum: lij = C, lzr@“, whereas discussed below, 
the lower limit of the sequence of summation indices, T, may be less than zero for some i, j. The 
quantity q above is the rational power of the expansion predicted by the Newton parallelogram. 
The eigenvalue sum may now be written as follows: 
exp [-(Xi + A~)T] = exp (-Zij~) . 
If the index sequence up to order k for a particular value of (i,j) is given by {ri, rz, . . . , TIC}, then 
the exponential term of (10) may be approximated by substituting the kth order expansion for 
lij a.5 fOllOWS: 
exp(-lij7) M exp (-l$Eq”r) exp (-I$EqrzT) . . .exp (-I~~EqT”7). (11) 
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Hence, (10) will be evaluated in terms of the perturbation series as: 
Xij M kij + exp (-Z~~EqrlrT’) . . .exp (-1LyEq’“7) (hij - Icij) . (1‘4 
For this example, the eigenvector expansions took the following form: 
ej = e; + ej’ El/2 + . . . ) 
where the subscript on each coefficient denotes the index of the corresponding eigenvalue and the 
superscript denotes the corresponding power of E ‘I2 for that term of the series. The resulting 
real eigenvector corresponding to the real root, X1, is especially simple in this case (since the root 
is fixed). The other two eigenvectors corresponding to the complex conjugate roots, X2 and As, 
were developed as shown in [2]. 
The component expansions represented in (10) were next constructed as shown in [2]. The 
procedure will be outlined here. First, the expansions for P+ and P_ are used to derive an 
expansion for the matrix D = P+ - P_. The component expansion for Icij then follows from its 
definition by using the expansions for the eigenvectors derived above. The explicit values for this 
series are given in [2]. The construction of the hij terms begins by expanding the inverse of the 
matrix r - P-. The matrix I? is the Riccati initial condition and is assumed to be given in this 
case by the following symmetric matrix: 
Note that r is subject to the restrictions on zero eigenvalues of I? -P_ imposed by Corollary 3.1. 
Given the form of P- in this case, these restrictions require necessarily that yrr > -1, 722 > 0 
and 73s > 0. 
The expansion for the inverse of r - P_ is performed in two steps based on the formal definition 
of the matrix inverse: 
(IT-P_)-‘= ,,yp_, [adj(r-P-)1’. 
First, the expansion for ]I? - P-I-’ is obtained and this is then multiplied by the series for the 
transpose of the adjoint matrix. The elements of the matrix inverse, call them yij, are individually 
collected in powers of E so they can be denoted by the expansion 
yij = yz” + y,jE1/2 +. . ’ . 
The individual expansions for the yij terms to sixth order are presented in [2]. The expansions for 
the matrix inverse elements were found to have the following common factor in their denominator: 
p = - ($3722) + %2”/13Y23 - $3 - 711-63 - $2+f33 + 722733 + %1722+Y33. 
The parameter p must be different from zero for the inverse to be defined. This requirement 
places constraints on the choice of elements for the a ptioti covariance that are just a more 
explicit statement of Corollary 3.1 in that p = ]I? - PO1 w h ere PO is the zeroth order matrix 
coefficient of the singular perturbation expansion for P- . Following collection of terms in powers 
of E, the matrix expansion for the inverse is then pre- and post multiplied by the matrix expansion 
for D and the eigenvectors are again used in pairs to create the hij’s via (9). 
Taking the series elements described above, (12) may now be evaluated explicitly for example 
case. Note that the 211 term is especially simple since this corresponds to the state variable with 
feedback in the singular case, and in addition, it is the variable having a corresponding fixed 
eigenvalue. Hence, define coefficients for the fourth order perturbation expansion of the zij by 
Xij = X~j + X2E1’2 + . . . + X~jE412. 
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Then, following collection of terms, the coefficients are given below for each order. Note those xij 
elements that correspond to the ‘fast’ variables which are related to the singular states use the 
‘stretched’ time defined by s = 5 as discussed above. Only x11 is given in terms of the original 
time, 7. It’s series coefficients are given for each order as follows: Define the variables 
o! = - (v51122) + d&22 + ~-w-y22 
P = 2 (-‘-f12’-/13 + 713722 + 723 + 711723 - %2-!23), 
then, 
xyr = 2 + e-27 
4 ( --/232 + 722733) 
P )) 
( -Y232 + 722733) Q: 
P2 
xfl = 2 - e-27 
( 
2 + 
8 (%3?‘23 - %2-/33) - 4 
) 
- Jze-2T (722 + 4~33) s 
+ 4e-2T (d&22 + 2723) [$ - $) + 8fie-27 (-rz3 + y22yss) $ (+ + 733 
- (y13 - y23)2 + y + y + 7’11733 - 2712733 + 722733 
> 
+ 4e-27 (-$3 + 722733) 
a4 
X 
3a2P p2 1 
_------ 
P5 P4 P3 P2 
(1 + 711 - 27’12 + 722 - 2-037’23 + $3 + 2712733 - 722733) 
> 
. 
The remaining xij terms are given in terms of the ‘stretched’ time, s, and are presented for 
each order as follows. The zeroth and first order terms for these remaining elements are especially 
simple and are given by: 
xy2 = xL = xi2 = x;3 = xi3 = 0, 
1-1-1-i-1_ 212 - 213 - X22 - X23 - X33 - 0. 
The second order terms are given by: 
The third order terms are given by: 
x~2=exp((-~-~)d5s)exp(-J;s)exp ((-; + ;) h&s) (8(-113722 +%2’-f23) 
X 
‘-7’13723 - 712733 + --/;3 + ?‘22733 
7 
P 
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XT3 = .,((-;++%)exP(-dqexp ((-;- ;) Jq (8kY13)2. +Y12Y 3)
X -4Jz(l -i) 
713723 - 712733 + 43 + 722733 
P 
xz2 = 8&’ - 8fiexp (-&)exp (-*), 
r;,=(4-4~)~+(-4+4i)&exp((-l+i)Jli)Exp((++%s); 
xi3 = SJZ - 8&exp (-v5s) exp . 
The fourth order terms are given by: 
x:,=exp((-a--a)dL)exp(--\/;s)exp ((-~+~)V?%s)exp((--&-~)d5c2s) 
x 
( 
4 (- (Y13Y22) + 712723) + 8 (722 - 712) + 8 (1 + i) (‘712 - “122) + 8 c_yl3y22 + y12y23j 
x(p_ij!) p 
P 
4fi(1 + i) (713723 - 712733 - $3 + 722733) 
( )) 
;+; 7 
x~,=e,((-~+~>,~)ex,(-~~)ex,((-~-~)JzEs)exp((-~+~)~~‘s) 
x 
( 
4 (- (%3’?22) + Y12723) + 8 (722 - 712) + 8 (1 - i> (712 - 722) + 8 c_y13y22 + y12y23j 
x($-y) p 
P 
- 4fi (1 - i) (%3?23 - 712733 - $3 + 722733) 
( )) 
f+; 7 
xi2 = 164 + exp (-&)exp (-+) exp (-*) 
( 
_I6Jz + 16 (-712~ + 722 Cl+ ~11)) 
) 
> 
x:,=I:-8~~~+ex,(,-~+i~~~~ex~((-:-r)~~~)ex~((-n_l)hPl) 
x 
( 
(-8+8i)Jz+16 -7:2+722(lp+711))), 
( 
xb=l6fi+exp(-&~)exp(-e)exp(-e) 
X 
( 
_l6Jz + 16 (~12~ + ~22 Cl+ ~11)) 
P ). 
5. CONCLUSIONS 
The extension of the cross ratio to functions of several variables by Siegel [16] is similar in 
form to the generalized cross ratio for the matrix Riccati equation given in Theorem 3.1. This 
generalized cross ratio theorem relates the transient solution for the Riccati equation to its initial 
condition and to its positive and negative definite equilibria. 
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Since the Riccati equilibria may be found by the Bass-Roth theorem [6] then given the a priori 
covariance, Theorem 3.1 provides a general means for calculating the time-varying linear filter 
covariance. In the case of the singular filter, the expansions for the equilibria are available by 
the methods presented in [2,3] and hence the theorem also provides a means for computing 
the singular perturbation expansion for the time-varying filter covariance in this case. In the 
case of the singular filter, Corollary 3.1 shows how the a priori covariance is constrained in the 
case E + 0. However, the eigenvalues of P_ corresponding to the singular state components go 
to infinity as E --) 0 and since these eigenvalues are the time constants of the corresponding state 
variance, any non-zero a priori on these states is reduced to a standard deviation of order @I2 
(where q is the degree of the perturbation expansion) in a very short time [19]. In the case E = 0, 
the singular states are thus determined instantaneously to have zero variance regardless of the 
value of their a priori variance. Formally, these singular directions may be zeroed out of the 
filter by choosing the a priori covariance such that the filter operates only on the non-singular 
subspace of the state, but these are precisely the state components that must have non-zero 
a priori variance for the transient solution of Theorem 3.1 to apply. The solution is to define a 
new ‘stretched’ time scale that allows the perturbation series for the time constants to remain 
bounded as E --+ 0. Hence, the covariance for the singular filter has two distinct time scales; the 
normal time scale for those states that have feedback as E + 0 and stretched time for the singular 
states or ‘fast’ variables. In effect, the covariance for the singular filter is given by the ratio of 
two linear solutions (as shown in [5]) which have two distinct time scales. 
The expansions for the transient behavior of the singular filter were simplified somewhat by 
using the eigenvectors of the Hamiltonian matrix (the eigenvectors with real part positive eigen- 
values) to determine a component-by-component solution. This solution is then related to the 
time-varying filter covariance by known quantities as shown in (12). A detailed derivation of the 
series expansions for the example case is presented in [2]. In this case, the two time scales men- 
tioned above are normal time, 7, for the single state (~1) with feedback as E --+ 0 and the stretched 
time given by s = r/,/E for the other two ‘singular’ state, x2 and 23 and their covariances. 
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