Abstract. We provide a proof of concept for the validity of linear response theory in highdimensional deterministic systems for large-scale observables. We consider observables of resolved degrees of freedom which are weakly coupled to a large number of unresolved degrees of freedom. We find that in the case when the unresolved degrees of freedom do not obey linear response, a heterogeneous distribution of their equation parameters assures linear response. Our reasoning is based on statistical limit theorems. We corroborate our result with numerical simulations.
Linear response theory (LRT) has been a cornerstone of statistical mechanics ever since its introduction in the 1960s. When valid, it allows us to express the average of some observable when subjected to small perturbations from an unperturbed state -the system's so called response -entirely in terms of statistical information from the unperturbed system. In essence, linear response theory relies on the smoothness of the invariant measure with respect to a perturbation, in the sense that there exists a Taylor expansion of the perturbed invariant measure around the unperturbed equilibrium measure.
The development of the theory occured in statistical mechanics in the context of thermostatted Hamiltonian systems [40, 8, 57, 45] but found applications far beyond this realm; recent years have seen an increased interest in LRT and its applications. In particular, climate scientists have resorted to LRT to study the timely question how certain observables such as the global mean temperature or local rainfall intensities behave upon increasing the CO 2 concentration in the atmosphere. The results have been very promising, and LRT has been applied to several situations with macroscopic observables in various atmospheric toy models [44, 43, 1, 2, 14, 13] , barotropic models [9, 32, 3] , quasi-geostrophic models [19] , atmospheric models [48, 11, 30, 29, 31, 50, 33] and in coupled climate models [42, 39, 22, 49] .
In a separate strand of research mathematicians have tried to obtain rigorous results extending the validity of LRT to the realm of deterministic dynamical systems. There was initial success by Ruelle [51, 52, 53, 54] in the case of uniformly hyperbolic Axiom A systems, however the works of Baladi and colleagues undermined hopes that LRT typically holds in dynamical systems [6, 7, 4, 5, 15] . They showed that simple dynamical systems such as the logistic map do not obey LRT but rather their invariant measure changes non-smoothly with respect to the perturbation (even considering only chaotic parameter values). This poses a conundrum: how can LRT seem to be typically valid in high-dimensional systems for macroscopic observables when structural obstacles to its validity are likely to be present in its microscopic constituents?
To justify the validity of LRT in high-dimensional systems, scientists often invoke the chaotic hypothesis of Gallavotti-Cohen [25, 24] according to which a high-dimensional system behaves for all practical purposes as an Axiom A system. This invocation, however, is unjustified: even if the hypothesis is true, it does not address how the equivalent Axiom A systems of the unperturbed and the perturbed system relate to each other, which is crucial for any statement on LRT.
In a recent paper [28] we showed that breakdown of LRT might not be detectable using uncertainty quantification when analyzing time series unless the time series is very long (exceeding 1 million data points even for simple one-dimensional systems such as the logistic map, for example) and/or the observables are sensitive to the non-smooth change of the invariant measure. Consequently, the apparent observed validity of LRT in climate science might be a finite size effect.
Here we follow a different avenue, drawing on the fact that linear response theory can be justified [35, 34] for stochastic dynamical systems. We argue here that certain deterministic chaotic systems have stochastic limits for macroscopic observables which implies that they are amenable to LRT. Statistical limit laws of deterministic dynamical systems have recently been proven for the slow variables in multi-scale systems [47, 27, 38] and for resolved degrees of freedom in high-dimensional weakly coupled systems [21, 56, 20, 55, 41, 26] . In both cases the diffusive limit of the macroscopic observables relies on the central limit theorem via a summation of infinitely many weakly dependent variables. We treat here the case of weak coupling whereby distinguished resolved degrees of freedom are weakly coupled to a large heat bath of unresolved degrees of freedom. The central limit theorem can be justified then either for sufficiently chaotic dynamics (the case we consider here) or for a collection of randomly chosen initial conditions. We shall consider the worst case scenario where both the resolved and the unresolved dynamics violate LRT, when considered on their own. Our main finding is that LRT can be assured in high-dimensional systems of weak coupling type, when the macroscopic resolved variables exhibits effective stochastic dynamics and the microscopic dynamics is spatially inhomogeneous.
The paper is organized as follows. Section 1 briefly reviews LRT. In Section 2 we introduce the high-dimensional weak coupling model under consideration. Section 3 considers the case when the resolved scales exhibit a diffusive limit in the thermodynamic limit of an infinitedimensional heat bath, and we show that LRT is valid. Section 4 treats the case when the thermodynamic limit is deterministic and LRT is not valid for infinitely many degrees of freedom. We will see, however, that for large but finite system sizes, linear response is valid for some, albeit small, range of perturbations, and the breakdown of LRT might not be detectable in typical time series for an increasing range of perturbations. We conclude with a discussion and an outlook in Section 5.
Linear response theory
Consider a family of dynamical systems f ε : D → D on some space D where the map f ε depends smoothly on the parameter ε and where for each ε the dynamical system admits a unique invariant physical measure µ ε . An ergodic measure is called physical if for a set of initial conditions of nonzero Lebesgue measure the temporal average of a typical observable
where we use the notation φ (j) := φ a (j) , φ a is a family of Hölder continuous functions and the parameter γ ≥ 1 2 . The M unresolved degrees of freedom q (j) themselves evolve according to logistic maps
with logistic map parameters a (j) = a
1 . To avoid eventual periodic dynamics of the unresolved q (j) -variables we augmented the logistic map by the r (j) -dynamics. The mixing r (j) -dynamics renders the q (j) dynamics a Markov chain: with probability 1 2 the q (j) evolves according to the logistic map, and with probability n . This augmentation of the dynamics causes the dynamics of q (j) to be mixing, even for regular (i.e. periodic) values of the logistic parameter a (j) . The augmented system, however, supports the same invariant measure as the original logistic map. Hence the heat bath variables (q (j) , r (j) ) are chaotic but do not obey LRT.
To draw the random logistic map parameters for the unresolved variables, we will set a (j) 1 ≡ 1 and use a raised cosine distribution ν(a 0 ) supported on the interval [3.8, 3.9 ] to select a (j) 0 . The raised cosine distribution has a second derivative with bounded variation; the smoothness of the distribution of the parameters ν(a) is crucial for the existence of linear response, as we will argue below, and with the raised cosine distribution we expect a response of third (cubic) order. We shall consider two cases, γ = 1 2 and γ = 1. The first case yields, as we will see below, stochastic dynamics of the resolved variable Q n in the thermodynamic limit M → ∞ with a stochastically varying parameter A whereas the latter yields a deterministic limit system with a constant logistic parameter A.
3. γ = 1 2 : Weak coupling with diffusive limit We now justify LRT for the high-dimensional system (1)-(3) with γ = 1 2 . This is done in two steps. We first show that the dynamics of the macroscopic variable Q is diffusive. The invariant measure of this diffusive process depends on the integrated effect of the heat batrh variables for a specific configuration of the parameters a (j) . In a second step we establish the conditions on the parameter distribution ν(a) for the logistic map parameters of the heat bath which allow for expectation values of an observable of the resolved state to vary smoothly with perturbation size ε.
We begin by considering the unperturbed case ε = 0 and show that the macroscopic variable Q asymptotically satisfies a stochastic limit system in the thermodynamic limit M → ∞ when γ = 1 2 . We consider driving terms Z n with mean-zero functions φ a . The driving term Z n contains a sum over independent identically distributed random variables for each time n. Hence, for γ = 1 2 , the central limit theorem assures that the driving term Z n converges to a random Gaussian variable ζ n ∼ N (0, σ 2 ) with σ 2 = φ 2 , where the angular brackets denote the average over the measure of the logistic map parameters ν(da). Moreover, in discrete time the ζ n define a stationary Gaussian stochastic process -a moving average process of infinite order -which is (subject to continuity assumptions [37] ) uniquely defined by its mean and its covariance. The covariance is readily determined as
where the expectation is taken over the invariant measure of the dynamics at fixed a (j) 0 . The process Q n hence converges weakly to the stochastic process defined by Figure 1 illustrates the convergence of the deterministic map (1)-(3) to the stochastic limit system (19) in distribution by comparing the respective empirical measures for several values M of the size of the heat bath. The heat bath dynamics is run unperturbed with ε = 0. Here we chose the mean-zero functions φ a (x) = x 2 − (ax(1 − x)) 2 to generate the driving sum Z n . We used a time series of N = 40×10 6 and determined the empirical measure of the full system (1)-(3) by binning using 1000 bins. Details on how to determine the statistics of the limiting diffusive system (19) are given in the Appendix B. It is remarkable that with only M = 16 heat bath variables the eye can barely distinguish the empirical density from the density of the diffusive limit equation (19) . We further show convergence of the (1)- (3) for fixed time n = 6 for several values of the heat bath size M = 4 (blue triangles), M = 16 (orange diamonds) and M = 1024 (green dots). We depict the moments scaled by the respective moments of the stochastic limit system (19) so that the asymptotic limit is 1 for all moments. Parameters as in Fig. 1 . mean and the variance of Q when increasing M in Figure 2 . It is seen that for accurate convergence of higher order moments to the values of their stochastic limiting equation (19) larger heat bath sizes M are required.
After having established that the dynamics of the macroscopic variable Q is diffusive, we now establish in a second step that its invariant measure and expectation values of observables depend smoothly on ε. It is pertinent to stress that the mere existence of a stochastic limit does not imply LRT. Consider, for example, the case when each unresolved heat bath variable q (j) evolves according to the logistic map with the same parameters a (j) ≡ const, differing only in the initial conditions drawn from the invariant measure. The limit system would still be a stochastic system due to the randomness in the initial conditions, but LRT would not be valid when homogeneously perturbing the unresolved scales. Crucial for the validity of LRT is that the parameters a Consider the expectation of an observable
, and consider its average over the heat bath Φ a 0 +εa 1 = Φ a 0 +εa 1 ν(a 0 , a 1 )da 0 da 1 . Changing variables α = a 0 + εa 1 we find Φ α = Φ α ν(α − εa 1 , a 1 )dαda 1 , and hence
This is well defined provided that a 1
is integrable: if so, the statistics of ζ n vary smoothly with respect to ε. A particular case of this is when a 0 and a 1 are independently distributed and the marginal density of a 0 is of bounded variation. To achieve higher-order response, say of order ℓ, derivatives of order ℓ must be defined. This can be achieved if a 0 and a 1 are drawn independently from a distribution ν wita h marginal distribution ν(a 0 ) in Sobolev space W ℓ,1 .
We present in Figure 3 results of the linear response for an observable φ(x) = x. The heat bath is perturbed homogeneously with a (j) 1 = 1 for all j. It is clearly seen that the perturbation ε induces a smooth change in the observable for large M , indicative of the validity of LRT. We employ here the test for linear response developed in [28] and report the p-values testing the null hypothesis of linear response. We compute averages for several values of ε from long simulations of length N = 5 × 10 6 . The error bars shown in Figure 3 are estimated from K = 200 realizations differing in the initial conditions of the heat bath variables. For completeness we provide a description and justification of the test in Appendix A. For small values of M = 16 the p value is O(10 −5 ), rejecting the null hypothesis of linear response, whereas for M = 2 10 the p-value is 0.27, consistent with linear response. We also show results of the linear response for the stochastic limit system (19), illustrating that the thermodynamic limit implies linear response with a p value of p = 0.54. Note that although the invariant density of the resolved degree of freedom Q has sufficiently converged to the invariant density of the stochastic limit system (19) for M = 16 (cf. Figure 1) , this heat bath size is not sufficiently large to assure linear response.
In Appendix A we present results for cubic response for the same simulations which gave rise to Figure 3 . Cubic response is valid for the stochastic limiting system (19) because the parameter distribution ν was chosen to be the raised cosine distribution which lies in W 3,1 .
γ = 1: Weak coupling with deterministic limit
We begin again by considering the unperturbed case ε = 0. In the case γ = 1 we consider the driving term Z n generated by a function φ with non-vanishing mean and consider φ(x) = x 2 . Since each unresolved degree of freedom generates an invariant measure, for γ = 1 the driving variable Z n converges to a constant according to the law of large numbers with Z n → C = E[φ] . In the thermodynamic limit therefore the limiting equation is a deterministic logistic map
with A = A 0 + CA 1 . Figure 4 illustrates the convergence of the invariant measure of the deterministic map (1)-(3) to the averaged deterministic limit system (19) in distribution upon increasing the size M of the heat bath. We used again a time series of N = 40 × 10 6 and determined the empirical measure by binning using 1000 bins. We see that for M = 1024 convergence to the rough limiting invariant measure of the deterministic logistic map (21) with its narrow peaks has not been fully achieved. This is due to finite sample size M ; in Figure 4 we also present results of simulations of the logistic map (19) where we set the driving term as
ζ n with ζ defined as in the γ = 1 2 case to mimic random finite size effects in approximating the deterministic limit Z n = E[φ] . This shows that for finite M the peaks are smoothed by sampling noise.
Given that the thermodynamic limit system is deterministic, one might be tempted to conclude that linear response is not valid. 
Here ζ n is again the mean-zero Gaussian process with covariance matrix R(m) defined in (4), and for fixed ǫ, η is a Gaussian variable with η ∼ N (0,
In the context where ǫ varies, η can be understood as a random function of ǫ, having a mean-zero Gaussian distribution with covariance
Just as in the γ = 1 2 case it is important for LRT to hold that the parameters a (j) are inhomogeneously distributed as in the γ = 1 2 case. In [28] it was found that even if a system does not obey linear response one might not be able to reject the null hypothesis of linear response with sufficient statistical significance when the data length N of the time series is not sufficiently long. In Figure 6 we show the Figure 4 . Empirical probability density ρ Q (x) (orange line) of the macroscopic variable Q for γ = 1 as estimated from simulations of the original deterministic system (1)- (3) for several values of the heat bath size. Left: M = 16. Right: M = 1024. The continuous black line depicts the invariant density of the deterministic logistic map limit system (19) ; the dashed blue line, which is indistinguishable from ρ Q (x), represents the invariant density of the limiting system with a stochastic driving term
We used A 0 = 3.847, A 1 = 0.147 and ǫ = 0. linear response as a function of ε for a heat bath of size M = 16 for N = 2 × 10 4 . While for N = 2 × 10 5 linear response was rejected with p = 7.2 × 10 −3 , linear response is now consistent with the the given data with a p-value of p = 0.21. It is found that decreasing the length of the time series allows for a larger range in the perturbation size ε for which linear response is consistent with the data.
Discussion and outlook
We have shown that macroscopic observables in high-dimensional deterministic dynamical systems which consist of unresolved heat bath variables weakly coupled to macroscopic resolved variables may obey linear response theory even if the heat bath consists of microscopic units which each individually violate LRT. We showed that in the case when the thermodynamic limit of an infinitely large heat bath leads to a stochastic limit equation for the macroscopic resolved variables, linear response theory can be justified for macroscopic observables. In case when the thermodynamic limit is deterministic we showed that for a finite heat bath, the limiting dynamics has a stochastic correction which again allows for linear response. We established that the existence of a stochastic limit system is not sufficient to assure LRT, and an additional assumption on the distribution of the heat bath parameters is needed in the case when the heat bath variables are not respecting linear response. In this case, we require the parameters of the heat bath to be heterogeneous with a smooth distribution of their parameters. The degree of the smoothness directly determines the polynomial order of the response. For example, if the parameters of the unresolved degrees of freedom q (j) were chosen to be all equal and the initial conditions q (j) 0 were chosen from the invariant measure, the macroscopic variable Q still obeyed a stochastic limit for γ = 1 2 , but LRT would clearly be violated upon perturbation of the heat bath. If the heat bath variables obey linear response, for example with uniformly expanding maps, this condition on the parameter distribution is not necessary.
We considered here the worst case scenario where the dynamics of both the macroscopic and the unresolved degrees of freedom on their own violate LRT. One may instead consider the case of heat bath consisting of an infinite collection of harmonic oscillators with randomly chosen initial conditions which are weakly coupled to a distinguished resolved degree of freedom. The limiting stochastic properties of the associated Z n was established rigorously in [21, 56, 20, 55, 41, 26] using trigonometric approximation of Gaussian noise [36] . In this case, if weakly coupled to the macroscopic variable Q which evolves according to the logistic dynamics (1), we would obtain similar results as for the case considered here.
We have treated here the case of weakly coupled systems. It is well known that stochastic limit systems also occur in multi-scale dynamics where the central limit theorem is realized by summing up many fast chaotic degrees of freedom in one slow time unit [26, 18, 47, 27, 38, 16, 17] . We expect analogous results in this case. As in the case of weak coupling considered here, the heterogeneity in the parameter distribution of the fast system is essential.
Appendix A. Testing for linear response in finite time series
We summarize here briefly the quantitative goodness-of-fit test for the detectability of linear response introduced in [28] . The test quantifies the statistical significance of an observed linear response in time series of finite size.
Given a family of chaotic maps f ε that may or may not obey linear response, we test for linear response at some reference state with parameter ε = ε 0 . Hence we seek to examine the linear dependency of the response of a bounded and continuous observable 8) in terms of the perturbation size ε. To test for linearity we consider K > 2 different values of the perturbation parameter ε 1 , . . . , ε K , and sample N consecutive values from the perturbed maps yielding the time series x i n = f ε i (x i n−1 ) for each i = 1, . . . , K and n = 1, . . . , N . The initial conditions x i 0 are distributed according to the physical measure associated with f ε i . The lengths of the time series N is chosen that for each i = 1, . . . , K the corresponding autocorrelation function has sufficiently decayed, i.e. we choose N i ≫ τ A,ε i , where τ A,ε i is the 1/e-folding time of the autocorrelation function of A under the dynamics f ε i . For simplicity, we choose N i = N for all i in the following.
It is well known that for a large class of chaotic dynamical systems, the sample averages of the observationsĀ
obey the central limit theorem and are distributed asymptotically as
for i = 1, . . . , K and iid noise ξ i ∼ N (0, I). The variances σ 2 i are given by the Green-Kubo formula as an infinite sum of lag-correlations of f ε i as
where the correlation function C n between two observables A and B is defined as
The variances can be efficiently estimated numerically as a Monte-Carlo estimate from (10) for large N . The results in this work were obtained with N = 40 × 10 6 .
In the case the dynamical system has linear response and provided the perturbations δε i = ε i − ε 0 are sufficiently small, the following statistical model holds forĀ i (with o(δε i ) error)Ā
with α 0 = E ε 0 [A] and α 1 = E ε 0 [A] ′ for the unperturbed reference state with ε = ε 0 . It is pertinent to mention that the ξ i are independent since the samples from each perturbed system are generated independently.
The parameters α 0 and α 1 of the model (12) can be determined from time series by means of a weighted least squares fit and we obtain
with the design matrix
and the vector of scaled observations
Testing for validity of linear response then amounts to testing whether the actual observations could have been generated from the linear model (12) with normally distributed errors ξ i ∼ N (0, I). To do so we choose a Pearson χ 2 -test to test the goodness-of-fit with statistics
where the idempotent matrix
T maps scaled observations Y to their linear fits, i.e. HY = D(α 0α1 ) T [10] . If the response of the underlying dynamical system is linear, χ 2 has a χ 2 -distribution with K − 2 degrees of freedom and expectation value Eχ 2 K−2 = K − 2. Hence a measure for the breakdown of linear response can be quantified as the difference between the χ 2 test statistic for the scaled observations Y i =Ā i /σ i and the expectation of the test statistic under the null hypothesis of linear response
The central limit theorem (10) holds independent of the existence of linear response and can be used to obtain expressions for the mean and variance of the breakdown parameter. Defining W as the vector with components W i = E ε i [A]/σ i , the mean is calculated as
where we used that H is idempotent. Hence q is a random variable whose expected value measures the difference between the actual response E ε i [A] and an assumed linear response α 0 + α 1 ε i as calculated via least square regression. The mean of the breakdown parameter Eq is non-negative and is zero only for W = HW , i.e. if the observations stem from a dynamical system obeying linear response. The variance of the breakdown parameter q is calculated as
Note that Vq → 0 for N → ∞, and hence q is a consistent estimator for the mismatch Eq = W − HW 2 . In numerical experiments it is practical to consider Monte-Carlo estimates of the mismatch over realizations q j differing in their initial condition and set
To make statements about the statistical significance of whether an observed time series of length N is classified as obeying linear response or not, we introduce a p-value testing the null hypothesis of linear response. Let us consider the case when a dynamical system does not obey linear response, i.e. when Eq = 0. Using Chebyshev's inequality we have that for all b < N Eq,
Since, as we have shown above, Vq → 0 as N → ∞, we conclude that N q → ∞ in probability as N → ∞. Hence, if F is the cumulative distribution function of the χ 2 K−2 distribution, the p-value obtained using the χ 2 -test,
converges quickly in probability to zero as N → ∞ [10] . This implies that the probability of falsely accepting the null hypothesis of linear response at any significance level can be made arbitrarily small for sufficiently large data length N .
For completeness (although not used in this work) we show that one can define a threshold value q α for the observed random variableq such that ifq > q α the null hypothesis of linear response is rejected with significance level α (i.e. with probability 1 − α); given a specified significance level α the threshold value can be defined as
It is clear from this that the detectability of breakdown of linear response crucially depends on the amount of available data. As N → ∞, a breakdown will always become detectable at any specified significance level α. Conversely, if the mismatch Eq between the true response of the dynamical system and the linear response is too small and there is an insufficient amount of data available, the actual response will be swamped by the sampling noise, and one will not be able to detect the breakdown of linear response with a reasonable significance level.
It is possible to extend this test to probe higher order response. To test for ℓth order response we add terms ℓ j=2 α j δε j i to our statistical model (12) and then employ higher-order regression (i.e. augmenting the design matrix D). In Figure 7 we show results for the same numerical simulations as in Figure 3 , but now showing cubic response rather than linear response. We recall that we can expect cubic response due to the distribution density of the logistic map parameters of the heat bath being three times continuously differentiable. As for linear response, the null-hypothesis of cubic response can be rejected for small values of the heat bath size M but cannot be rejected for sufficiently large values of M . For M = 16 the test yields a p-value of 2.1 × 10 −5 . For M = 1024 the p-value is 0.19 consistent with cubic response.
For more details on the test the interested reader is referred to [28] . Appendix B. Numerical method to determine the invariant density for the infinite-M limit systems
The following describes how to compute the statistics of the stochastic limiting system Eqn (5) for γ = 1 2 , which we recall here
for the deterministic limiting system Eqn (6) for γ = 1, which we recall here (20) with A = A 0 + E[φ] A 1 , and for the stochastic finite-size system
with A = A 0 + Z n where Z n is given by Eqn (7), which is recalled here as
The random variable η accounts for the random variation in the selection of the parameters a (j) and the random process ζ n accounts for the dynamics of the heat bath variables. (However, as can be seen from Figure 4 , setting η ≡ 0, i.e. replacing it with its expectation, gives a remarkably good approximation of the invariant measure, at least in the system we consider.)
In order to simulate these systems we need to estimate E[φ] and, for the stochastic systems, also
We describe first how we estimate these parameters from Monte Carlo simulations of the logistic map, and then describe how we sample the stochastic process ζ n with the covariance parameters given by R(m).
Estimating parameters. We need to estimate the expectation values for K perturbation sizes ε i with i = 1, · · · , K. Since we set here a (j) = 1 for all heat bath variables, at each ε i we write the averages over the heat bath as
for i = 1, . . . , K and m = 1, . . . , ∞, where ν is the density function of the logistic map parameters and is chosen here as the raised cosine distribution
From now on it is understood that all observables, expectations and so on are for a fixed parameter α: we therefore drop the α and (j) superscripts for ease of exposition. We use a trapezoidal rule to estimate the integrals in (23) and (24), using a grid of 30, 001 values of the logistic map parameters α evenly spaced on [3.7, 4.0] . This is used for each ε i .
The expectations (23) and (24) can be entirely determined by simulations of a standard logistic map without coupling to the expanding r-dynamics. Denote by ψ n = φ(x n ) such that x n+1 = (a 0 + ε i )x n (1 − x n ) with x 0 = q 0 . The logistic dynamics of the q are augmented by r-dynamics so that at any time step the q will with equal probability either advance according to the logistic map or remain unchanged. The invariant measure of q is therefore identical to the one supported by a logistic map with the same parameter α; hence E[φ] = E[ψ].
To estimate the averages of the auto-correlations (24) we define N (m) as the number of evolution steps of the q-dynamics up to physical time m which were done according to the logistic map (i.e. discarding all those instances when the r-dynamics forces q not to vary). Note that N (m) has a binomial distribution N (m) ∼ B(m, For regular values of α,when the logistic map x n with parameter α has a stable periodic orbit, calculating the stable periodic orbot allows for an accurate evaluation of the expectation.
We use the database of periodic windows given in [23] to identify regular points and stable periodic orbits.
For chaotic values of α we estimate expectations and lag-correlations of the logistic map with parameter α via Monte-Carlo simulation of the logistic map x n , using 10 separate initialisations with 399168 time steps each. This number of time steps was chosen as it has a large number of prime factors, and therefore will give more accurate estimates for short periodic windows outside the database, or for chaotic values where the acim has multiple connected components (i.e., f is not mixing but f p is for some p > 1).
Sampling the stochastic process ζ n . The limiting process ζ n is a stationary Gaussian process given by lag-covariance function R(m). Assuming sufficiently fast decay of the lag-covariance function, we can write this process as a moving-average process of infinite order for which the relation R(z) = B(z)B(z −1 ) holds. If we restrict to the complex unit circle, setting z = e iθ , we find that R(e iθ ) = B(e iθ )B(e −iθ ) = |B(e iθ )| 2 since β m ∈ R. Assuming that R(e iθ ) = 0, we have that The b m coefficients allow one to evaluate B(e iθ ), from which the moving average coefficients β m are obtained via an additional Fourier transform.
