Abstraet-Over the last few years, the network community has started to make heavy use of novel coucepts such as selfsimilariiy and Long-Range Dependence (LRD). Despite their wide use, there is still much confusion regarding the identification of such phenomena in real network traffie data. In this paper, we show tbat estimatiug Long-Range Dependence is not straightforward there is no systematic or definitive methodology. There exist several estimatiog methodologies, but they can give misleading and conllicting estimates. More specifically, we arrive at several conclusions that could provide guidelines for a systematic approach to LRD. First, long-range dependence may exist even, ifthe estimators have different estimates ofthe Hnrst exponent in the interval 0.5-1. Second, long-range dependence is unlikely to exist, if there are several estimators tbat fail to estimate the Hurst exponent. Third, we show that periodicity can obscure the analysis ofa signal giving partial evidence of longrange dependeuee. Fourth, the Whittle estimator is the most accurate in finding the exact value when LRD exists, but it can be fooled easily by periodicity. As a case-stndy, we analyze real round-trip time data. We find and remove a periodie component fmm the signal, before we can identify long-range dependence in the remaining signal
1. INTRODUCTION Self-similarity and long-range dependence (LRD) have become key concepts in analyzing networking traffic data over the past years. The community recognizes their overwhelming evidence in multiple facets such as traffic load and packet arrival times. Simply put, most researchers expect to identify and use LRD in their analysis. However, there are two important questions related to long-range dependence that have not received as much attention: a) how can we calculate it accurately, b) what does it really mean for network analysis and modeling? In this paper, we focus on the first question, since it is a necessary step to answer the second question.
Surprisingly, despite its ever-increasing use, there does not exist a definitive systematic way to calculate long-range dependence. The question is simple: given a time series does it exhibit long-range dependence? The predominant way to quantify long-range dependence is the value of the Hursl erponenl, which is a scalar. So, the question becomes how we can calculate the Hurst exponent. It tums out that this is not straightforward. For one, the Hurst exponent can not he calculated in a definitive way, it can only be estimated. Second, there are several different methods to estimate the Hurst exponent, but they often produce conflicting estimates. It is not This material is based upon work supported by the DARPA award N66WO 1-00- clear which of the estimators provides the most accurate estimation. Limitations and pitfalls in long-range dependence estimation have also been observed [I] [2] . As a result, there is no common reference point that would mske the use of long range dependence reliable and reproducible. As a consequence, studies can often arrive arbitrary and misleading conclusions.
The goal of this paper is to shed some light in the estimation of long-range dependence motivated by the absence of such a systematic approach. In addition, we also want to draw the attention of the community to this problem. We start with a "reverse engineering" approach: we observe the results of the estimators on a series of artificial and real signals. Our ambition is to be able to "interpret" the profile of an unknown signal using our library of profiles. Through this work, we also develop guidelines for a systematic approach to the estimation of long-range dependence. More specifically, we test the estimators with three different types of data.
. Synthetic data with Lnown LRLI value (for nccuraq).
We find that the values of the estimators can differ significantly.
Artifrial non-LRD data (for sensitivily). We find that it is easy to fool several ofthe estimators. Specifically, we find that periodicity poses a serious threat to accurate inference of LRD.
Measured mund-trip time fmm the Internet. We are interested in the performance from an application point of view. We find that the round-trip time is characterized by a strong periodic component, and only after this is removed, we can identify long-range dependence.
An additional contribution is the tool, SELFYS, that we developed for the purpose of this analysis. It is a collection of LRD estimators, generators, and time series analysis methodologies. SELFYS is a java-based, open-source, tool provided as a service to the community.
The rest of this paper is organized as follows. Section I1 provides background work and the mathematical definitions 3f self-similarity and long-range dependence. Section I11 shows the eva!uation of long-range dependence estimators and presents cases that can deceive the estimators. Section IV is a study of long-range.dependence in RlT delay in the Internet. Section V concludes the paper. . Absolute Value method, where an aggregated. series X("') is defined, using different block sizes m. 
EVALUATING THE ESTIMATORS This section presents an evaluation of the methodologies
In the first that are used to estimate the Hurst exponent. part of the section, we use Fractional Gaussian Noise generators in order to generate long-range dependent series and study the behavior of the estimators. In the second part, we show that the estimators can be deceived to identify non longrange dependent signals as long-range dependent. We reach the following main conclusions: a) There is no ultimate estimator that can apply to every case and b) Periodicity, nonstationarity and noise affect the outcome of the estimators.
A. Fractional Gaussian Noise
The evaluation of each estimator is achieved through three different Fractional Gaussian Noise (FGN) generators. FGN generators are often used to synthesize long-range dependence series with a specific Hurst value. The first is developed by Paxson [14], while the second is described in [IS] .
The third is based in the Durbin-Levinson coefficients. Due to space limitation, we only present results from the generator developed by Paxson. However, findings are similar for the other two generators.
For each of the three generators we produce samples with different levels of long-range dependence. That is we produce samples of length 65536 with Hunt exponent between 0.5 and I. For each of these samples, we use the methodologies described in the previous section to estimate the Hurst exponent. Fig. 1 and Table I estimations. These conclusions agree with the observations in [4] . The Abry-Veitch estimator seems to overestimate H, while the rest cannot provide sufficient estimations with the exception of RSplot when H is less than 0.8.
B. Deceiving :he esiimaiors
We show that &e estimators are quite sensitive and can be deceived to report LRD. In particular we apply the estimators in synthesized signals such as cosine functions with noise or. signals that show trend. The following cases are considered.
Cosine + White Gaussian Noise. The estimators are applied to periodic datasets to study their behavior in non-LRD data. The series is synthesized by White Gaussian Noise and the following cosine function : Acos(as). 
IV. LONG-RANGE DEPENDENCE IN ROUND TRIP TIME
This section presents a real case study of the Hurst exponent estimators. We apply the estimators in real Internet RTT traces. The set of data includes measurements for one route within the United States, from UCR to CMU. For this route, we measure the Round Trip Time for different packet sizes and different sending rates The measuremen& took place from October 6 to October 9 (Saturday-Monday). The sending rates range from 20msec to Isec. The packets are sent back-to-back according to the selected sending rate for six minutes every 30 minutes. Hence, for every day there are 48 different six-minute datasets.
To extract the usetid information from the raw RTT data, we applied typical time series methodologies like, interpolation to recover from loss (so that our signal would not have discontinuities), removal of outliers and smoothing. Applying the estimators in the RTT signal, resulted in nonconsistent estimations, in the sense that some of the &ma-tors showed long-range dependence for some of our ditasets. However, further analysis of the signal showed that it is dominated by periodic components. In particular, we observed a period of Ssec in the signal. This was true for 85% of our datasets for the various packet types or sending rates. However, it is interesting to note that we were able to trace :I likely cause of the periodicity to a system maintenance tool in our network. This tool has an approximate period of 5 seconds according to our system administrator. We consider this as a verification of the integrity and effectiveness of our analysis. Note that the end-to-end performance of an application would he affected from such a phenomenon. Removing the periodicity from the signal and applying the Hunt estimators in the new signal reveals long-range dependent behavior. For almost all of our datasets H is found to he between 0.55 and 0.68 by the majority of the estimators. Fig. 2 and 3 show a RTT signal, the periodicity and two of the estimators before and after the removal of the periodicity.
V. CONCLUSIONS
The goal of this paper is to provide the first steps towards a systematic approach to long-range dependence analysis. We find that this is an essential task, given the increasing interest of the community for long-range dependence. We show that identifying long-range dependence is not straightforward the estimators have conflicting results. Our work provides some general rules on interpreting these inconsistent results. In addition, we provide a tool that inlegrates most of the known required functionality for such analysis.
Our work leads to the following conclusions:
There is no single estimator that can provide a definitive answer. For example, Whittle is the most accurate when LRD exists, hut can be mislead in showirg LRD by periodic non-LRD data. Long-range dependence may exist, even if the estimators have different estimates in value, provided that the estimates show that 0.5 < H < 1.
Long-range dependence is unlikely to exist, if there are several estimators that cannot produce sufficient estimations of the Hurst exponent. (e.g. low confidence intervals). Periodicity can obscure the analysis of a signal giving partial evidence of long range dependence.
We also applied the estimators in real RTT data. RTT is both periodic and long-range dependent. In particular, we showed that RTT is dominated by a periodic component ol Ssec. The long-range dependent characteristics of the RTI signals are revealed only after the periodicity is removed.
Finally, we list a set of tips for practitioners, that we realized during our shldy.
. A repotting of the Hurst exponent is meaningful, only if it is accompanied by the method that was used, as well as the confidence intervals or correlation coefficient.
. Researchers should not rely only on one estimator in deciding the existence of long-range dependence (e.g.
[16]). As we saw, several ofthe estimators (Whittle, Periodogram) can be overly optimistic in identifying longrange dependence.
. For efficient characterization, it may be necessary to process and decompose the signal.
. A visual inspection of the signal can he very useful, providing a qualitative analysis and revealing many of its features, like periodicity?
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Putting things in perspective, the overarching goal is to analyze and model the network behavior. And thus, longrange dependence is a powerful tool in this effort. Estimating long-range dependence in a robust and definitive way is an essential step, because only then, we can explore its ability to model effectively real network behavior. We lind that there is still a lot of work that needs to be done both in estimating and interpreting long-range dependence. 
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