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1 Introduction
The humankind has significantly modified the chemical composition of the
Earth’s atmosphere by greenhouse gas emissions and through that already
caused severe changes in the climate (Bindoff et al., 2013). All projections of
the future climate in the Fifth Assessment Report of the Intergovernmental
Panel on Climate Change (IPCC AR5) describe a climate that is warmer and
less habitable for both humans and large part of rest of the ecological system
(Collins et al., 2013; Maclean and Wilson, 2011). With urgent greenhouse
gas emission reductions it may be still possible to limit the rise of the global
mean temperature below two degrees Celcius compared to the preindustrial
climate. This requires likely that global emissions start decreasing within
a decade, and that the higher-end estimates of the response of the climate
to anthropogenic emissions are not realized (Rogelj et al., 2011; van Vuuren
et al., 2011b).
The risk that climate is warming beyond the two-degree target has created
interest to study methods that could be used to deliberately slow down cli-
mate change (Crutzen, 2006). These ideas and proposed technologies are
known as geoengineering (Keith, 2000; Royal Society, 2009). Geoengineering
methods are generally divided into two classes. The methods in the first class
are called carbon dioxide removal, and cover a wide range of techniques which
aim to reduce the level of greenhouse gas concentrations in the atmosphere
and thus affect the root cause of climate change (Royal Society, 2009). The
second class of methods is known as solar geoengineering (Caldeira et al.,
2013) or solar radiation management (Royal Society, 2009), and is based on
reflecting sunlight back to space by one way or another.
There are several methods proposed for solar geoengineering (Lenton et al.,
2009; Caldeira et al., 2013). This thesis concentrates on two that are consid-
ered to have significant global cooling potential (Royal Society, 2009; Lenton
et al., 2009): stratospheric sulphur injections (Budyko, 1974; Wigley, 2006;
Crutzen, 2006; Rasch et al., 2008b) and marine aerosol injections (also known
as marine cloud brightening) (Latham, 1990; 2002). Global modelling studies
have demonstrated that reducing incoming solar radiation either by strato-
spheric aerosol layer or by increasing albedo (reflectivity) of marine clouds
could have a significant cooling effect (e.g., Latham et al., 2008; Govindasmy
and Caldeira, 2000). However, the first climate model studies relied on many
simplifying assumptions such as that solar constant (incoming solar radi-
ation) is simply reduced (Govindasamy and Caldeira, 2000; Caldeira and
Wood, 2008), stratospheric aerosol particles have a fixed size (Rasch et al.,
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2008a; Robock et al., 2008), or that cloud droplet number concentration
(which is the determining factor in cloud’s albedo) is set to a constant value
in the modified clouds (Latham et al., 2008; Jones et al., 2009; Rasch et al.,
2009).
This thesis uses an aerosol-climate model ECHAM-HAMMOZ (Stier et al.,
2005; Zhang et al., 2012), which has a detailed description of aerosol emis-
sions, transport, and interactions with clouds and radiation (Lohman and
Hoose, 2009). The model allows relaxing the assumptions mentioned above,
and study aerosol-cloud-radiation interactions in more detail (Papers I and
III–V). Even with this advanced aerosol-climate model, the horizontal reso-
lution is in the order of several hundred of kilometres, and the model cannot
thus capture all processes relevant to solar geoengineering via aerosol in-
jections. The subgrid-scale evolution of stratospheric aerosol is studied in
Paper II, and Paper IV provides an example of one subgrid-scale process
(self-coagulation in the injection plume) affecting marine aerosol injections.
Key questions of this thesis related to these two aerosol injection methods
are:
• Do aerosol injection methods have potential to significantly alter the
Earth’s energy balance and counteract anthropogenic climate change?
• What kind of uncertainties current state-of-the-art global aerosol-
climate models have in estimating impacts of solar geoengineering?
• Could existing international traffic be used for geoengineering pur-
poses?
This thesis is organized as follows: Basic theory of the Earth’s energy bal-
ance and how it is affected by aerosols is given in Section 2; the global
climate model and the methods used for calculating aerosol radiative effects
are described in Section 3; Section 4 describes solar geoengineering in detail
and presents the results needed to answer the key questions of this thesis;
Sections 4.3, 4.4, and 4.5 provide supplemental knowledge on other solar geo-
engineering methods, and climatic effects and risks of solar geoengineering
to allow the reader to build a comprehensive picture of the physical aspects
of solar geoengineering; the original papers of this thesis and the author’s
contribution to them are briefly reviewed in Section 5; and conclusions and
final remarks are given in Sections 6 and 7, respectively.
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2 How do aerosols change the Earth’s radia-
tive balance?
2.1 The Earth’s radiative balance
Geoengineering is fundamentally about altering the flow of energy in or out
of the Earth system (Royal Society, 2009). Figure 1 depicts the Earth’s
radiative balance in the present-day climate based on the work by Wild et al.
(2013). Practically all energy entering the Earth’s atmosphere originates
from the Sun. On average, every square meter on the Earth’s surface receives
340 W of solar (shortwave) radiation (the large yellow arrow). This value is
known as the solar constant. A large part of that energy never reaches the
surface as clouds, aerosol particles, and air molecules reflect and absorb part
of the incoming shortwave radiation. Most of the radiation that reaches the
surface is absorbed, but a small fraction is reflected upwards. The energy
absorbed by the Earth’s surface is transferred back to the atmosphere in
three ways: as latent heat with evaporating water, as sensible heat, and as
thermal (longwave) radiation.
Clouds and greenhouse gases absorb longwave radiation and allow longwave
radiation to escape to space only from the cold upper layers of the atmo-
sphere. This has a warming effect on the climate, which can be explained
in the following way (Pierrehumbert, 2010). First, the magnitude of the net
incoming shortwave radiation determines roughly the magnitude of the out-
going longwave radiation and the radiative temperature of the layer where
the radiation escapes to space. Without the presence of greenhouse gases
and clouds, the surface temperature would be roughly equal to this radiative
temperature of the upper layers (about −18 ◦C). The absorption of green-
house gases and clouds thus allows the lower layers of the atmosphere to have
a higher temperature (i.e., the greenhouse effect), although the magnitude
of the outgoing longwave radiation in equilibrium conditions depends only
on the net incoming shortwave radiation (Pierrehumbert, 2010).
However, the Earth’s radiative balance is currently not in equilibrium.
Hansen et al. (2011) estimated that energy imbalance of the Earth is 0.58 ±
0.15 W m−2 during 2005-2010. It means that energy is accumulating in the
Earth system. The current imbalance is lower than the total anthropogenic
forcing relative to the preindustrial climate (2.3 W m−2) estimated by the
IPCC AR5 (Myhre et al., 2013b). This is in line with the fact that the
Earth system has already warmed, and the outgoing longwave radiation is
recovering (increasing) to reach the equilibrium again (Hansen et al., 2005a;
Murphy et al., 2009).
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Figure 1: The Earth’s global mean radiative balance in the present-day cli-
mate based on Fig. 1 by Wild et al. (2013). The fluxes at the Top Of the
Atmosphere (TOA) determine the radiative balance of the Earth system.
The unit of the radiative fluxes in the figure is W m−2.
2.2 Aerosol radiative effects
Aerosol particles are tiny solid or liquid airborne particles, whose diameters
range from a couple of nanometres to about 100 micrometres (Seinfeld and
Pandis, 2006). On global scale, their main chemical components are sulphate,
sea salt, mineral dust, black carbon, nitrate, and organic matter (Lamarque
et al., 2010; Carslaw et al., 2010; Boucher et al., 2013; Wang et al., 2014).
Aerosols are either emitted as primary particles from certain sources such as
oceanic white caps creating sea spray particles (O’Dowd and de Leeuw, 2007)
or created by chemical processes from reactive gases in the atmosphere. For
example, nucleation of sulphuric acid (H2SO4) and organic gases to form new
particles is well-known, though still not properly understood, source of new
particles in the atmosphere (Kulmala et al., 2013). Aerosol particles formed
from gases are called secondary particles.
Aerosol particles affect the climate in several ways. First, they scatter and
absorb radiation affecting thus the radiative balance of the Earth (aerosol di-
rect effect; Myhre et al., 2013a). Second, aerosol particles that absorb solar
14
radiation heat the surrounding atmosphere, which can either increase or de-
crease cloud cover, and affect thus radiation (aerosol semi-direct effect; Koch
and Del Genio, 2010). Third, aerosols have major role in determining micro-
physical and optical properties through complex aerosol-cloud interactions
(aerosol indirect effects; Lohmann and Feichter, 2005). Fourth, deposition of
absorbing aerosol (mainly black carbon) on snow or on ice lowers the albedo
of the surface and enhances melting (surface albedo effect from aerosols;
Clarke and Noone, 1985; Flanner et al., 2007; Bauer and Menon, 2012; Jiao
et al., 2014). Melting of snow decreases the surface albedo even further when
dark ground is revealed beneath the snow cover (Hall, 2004).
In the IPCC AR5, the aerosol radiative effects are quantified using Effective
Radiative Forcing (ERF) (Boucher et al., 2013; Myhre et al., 2013b). It is
the change in net radiation at the top of the atmosphere due to some external
perturbation (such as anthropogenic aerosol particles) after the atmosphere
and land temperatures are allowed to adjust. See Section 3.2.1 for more
details on ERF and how it was evaluated in this thesis.
2.2.1 Aerosol direct effect
Aerosol particles interact with radiation by scattering and absorbing inci-
dent radiation. Scattering is excitation of charges of particles into oscillatory
movement due to incident radiation and subsequent radiation into all direc-
tions (Seinfeld and Pandis, 2006). Scattering aerosols have a cooling effect
on climate (Myhre et al., 2013b). Some aerosol particles absorb incoming
solar and diffuse radiation, which are turned into internal energy of the par-
ticles and eventually transferred to the surrounding atmosphere (Moosmu¨ller
et al., 2009). The main absorbing aerosol is black carbon, but also mineral
dust and brown carbon have a significant role in some regions (Moosmu¨ller
et al., 2009). Absorbing aerosols have a positive radiative forcing by trapping
heat in the atmosphere (Myhre et al., 2013b).
The IPCC AR5 estimates the ERF due to Aerosol-Radiation Interactions
(ERFari) between years 2011 and 1750 to be −0.45 W m−2 (with an uncer-
tainty range from −0.95 to 0.05 W m−2) (Myhre et al., 2013b). This includes
also aerosol semi-direct effect and is thus not directly comparable to the mere
direct effect. Myhre et al. (2013a) estimated the global mean aerosol direct
effect (without semi-direct effect and expressed as ERF) to be −0.35 W m−2.
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2.2.2 Aerosol indirect effects
All cloud droplets are formed around aerosol particles as water vapour re-
quires some surface to condense on except at very high relative humidities
which are not present in the atmosphere (Seinfeld and Pandis, 2006). Aerosol
particles that can grow to cloud droplets by condensation of water are called
Cloud Condensation Nuclei (CCN) (Seinfeld and Pandis, 2006). In addition
to meteorological conditions (e.g., vertical wind velocity, relative humidity,
temperature), the size, number concentration, and chemical composition of
the aerosol particles have profound effects on the cloud properties (McFig-
gans et al., 2006; Stevens and Feindgold, 2009). For example, in the clean
marine atmosphere, the Cloud Droplet Number Concentration (CDNC) is
typically well below 200 cm−3 (e.g., Lu et al., 2007; Wood, 2012), and less
than about 350 cm−3 even in polluted marine clouds (Ramanthan et al.,
2001). In polluted continental air, on the other hand, CDNC can reach val-
ues in the order of 600–800 cm−3 (Lu et al., 2008; Ma et al., 2010). If two
clouds have the same liquid water content (g m−3), the cloud with higher
CDNC has higher albedo (Twomey, 1974; Lohmann and Feichter, 2005).
Thus, increasing the number of available CCN (provided that the cloud’s
liquid water content stays the same) leads in certain conditions to higher
CDNC and higher cloud albedo. This is known as the first indirect effect.
Higher CDNC and associated smaller droplets in clouds may also suppress
formation of precipitation, because large cloud droplets precipitate more eas-
ily (Albrecht, 1989; Lohmann and Feichter, 2005). The increase in cloud
lifetime due to decreased precipitation is called the second indirect effect.
There are also several other processes, by which aerosols and clouds interact
(Lu et al., 2007). For example, increasing aerosol concentration in mixed-
phase clouds (consisting of both liquid water and ice) could increase the
precipitation efficiency (Lohmann and Feichter, 2005). However, it is not
very useful to separate different aerosol-cloud interactions individually, be-
cause they are tightly coupled and non-linear (Stevens and Feingold, 2009).
Moreover, the real atmosphere is much more complex than the simple hy-
potheses presented here (Stevens and Feindgold, 2009). Increased aerosol
concentration may, for example, decrease the cloud lifetime contrary to the
typical cloud lifetime effect (Small et al., 2009) Therefore, the new approach
in the IPCC AR5 of grouping them all under ERF due Aerosol-Cloud Inter-
actions (ERFaci; Boucher et al., 2013) is more practical. The global mean
ERFaci (between years 2011 and 1750) is estimated to be −0.45 W m−2 (from
−1.2 to 0.0 W m−2) (Myhre et al., 2013b).
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3 Aerosol-climate model ECHAM-
HAMMOZ
3.1 Model description
The main tool in this thesis is the aerosol-climate model ECHAM-HAMMOZ
(ECHAM5.5-HAM2) (Zhang et al., 2012). The core of the model is the 3D
atmospheric general circulation model ECHAM (Roeckner et al., 2003) that
resolves the atmospheric flow and meteorology in general with a horizontal
resolution of 1.9◦ (about 200 km) and with 31 (Papers III-V) or 47 (Paper I)
vertical levels. Overall, the model consists of several interacting submodels
that represent different parts of the climate system (see Fig. 2). In this thesis,
the main submodel is the aerosol model HAM (Stier et al., 2005; Zhang
et al., 2012) and its submodel M7 for aerosol microphysics (Vignati et al.,
2004). The aerosol model resolves aerosol and their precursor emissions. The
main aerosol precursor gas in the model is sulphur dioxide (SO2). Some of
the emissions are prescribed (e.g., SO2 emissions) and some depend on the
meteorological conditions (e.g., natural sea salt emissions (Monahan, 1986;
Smith and Harrison, 1998; Schultz et al., 2004) in Papers I and III-V, and
artificial sea salt injections in Papers III and IV).
The aerosol size distribution is described with seven lognormal modes that
cover the size range from nucleation mode to coarse mode (Vignati et al.,
2004; Stier et al., 2005). Both the number and mass concentration of each
mode is prognosed by the model, but standard deviations of the modes are
fixed. Each mode has a prescribed set of chemical components that can exist
in the mode, but the mass concentration of each component depends on the
emissions, and transport and removal processes. The aerosol species in the
model are sulphate, sea salt, mineral dust, organic matter, and black carbon.
The evolution of the aerosol particle population depends on coagulation of
the particles with each other, nucleation of new particles, the condensation
of H2SO4 on the particles, removal processes, and interaction with clouds as
discussed below (Fig. 2).
Aerosols are interacting with clouds in the model in several ways (Lohman
and Hoose, 2009). For each model grid-cell and time-step, the cloud frac-
tion is calculated using a monotonic function of relative humidity (Sundqvist
et al., 1989). The microphysical properties of clouds depend on aerosol prop-
erties. The CDNC is calculated with the physically based parameterization
by Abdul-Razzak and Ghan (2000) in Papers III–V and with an empiri-
cally based parameterization by Lin and Leaitch (1997) in Paper I. The
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Figure 2: Important processes from the viewpoint of this thesis in ECHAM-
HAMMOZ. Emissions of aerosol particles and their precursor gases (mainly
SO2) and other boundary conditions (e.g., sea surface temperature, incoming
solar radiation, and greenhouse gas concentrations) are driving the model.
parameterization by Abdul-Razzak and Ghan (2000) takes into account fac-
tors including the chemical composition and the number concentration of
the aerosol particles, and the updraft velocity, which is in turn calculated
as the sum of the grid-cell-mean vertical velocity and a contribution from
turbulence (Lohman and Hoose, 2009). Clouds also affect aerosols, mainly
through enhancing oxidation of SO2 into sulphate in the aqueous phase and
precipitation that removes aerosols from the atmosphere (Stier et al., 2005).
In ECHAM-HAMMOZ, both aerosols and clouds interact with radiation.
The calculation of radiative flux is computationally heavy, and it is done
only every two hours (model time-step for other processes is 12 min).
In addition to these mutually interacting model components, there are a set
of boundary conditions that affect the model climate considerably (Fig. 2).
Important boundary conditions (in addition to the emissions) include pre-
scribed greenhouse gas and oxidant (e.g., OH−) concentrations, sea surface
temperature, and sea ice cover. In Paper V, the simulations were nudged
to roughly follow the observed meteorology (Dee et al., 2011) to reduce the
random variability and produce statistically meaningful results with shorter
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model runs. The use of prescribed sea surface properties makes the model
version usable to extract ERF from the model runs, but does not allow tran-
sient evolution of the climate system. That would require a fully dynamic
ocean model (e.g., Marsland et al., 2003) coupled to the atmospheric model.
3.2 Calculating aerosol radiative effects from the
model runs
3.2.1 Effective radiative forcing
The total radiative effect of a given aerosol perturbation (e.g., stratospheric
sulphate injections) was assessed in the papers of this thesis by calculating
the difference in radiative fluxes between a perturbed run and a control run,
which had aerosol emissions corresponding to a reference state (e.g., present
day aerosol emissions without any geoengineering). The radiative flux dif-
ference between the runs was calculated at a reference level that was surface
in Paper I and top of the atmosphere in Papers III–V. The difference of net
(sum of up- and downward) total (short- and longwave) radiation at the top
of the atmosphere is known as Effective Radiative Forcing (ERF; Boucher
et al., 2013) or Radiative Flux Perturbation (RFP; Haywood et al., 2009;
Lohman et al., 2010). The use of ERF allows to include rapid adjustments
(e.g., changes in cloud cover) to aerosol forcing into account, and is the best
forcing metric to estimate the resulting change in the global mean tempera-
ture (Lohman et al., 2010; Myhre et al., 2013b).
The total radiative effect (RFP in Papers III and IV or ERF in Paper V)
in this thesis is equivalent to the total aerosol ERF used in the IPCC AR5
(Myhre et al., 2013b). The only difference in calculating the radiative effects
is the choice of the reference climate: non-geoengineered climate in Papers I,
III, and IV, climate without any shipping emissions in Paper V, and prein-
dustrial climate in the IPCC AR5 (Myhre et al., 2013b).
3.2.2 Aerosol direct effect
In the simulations with the ECHAM-HAMMOZ model, total aerosol direct
effect is diagnosed for each model time-step by calculating the radiative fluxes
with and without aerosols for both all-sky (taking into account the clouds)
and clear-sky (neglecting the clouds) cases. This total all-sky aerosol direct
effect in the control simulation of Paper III is presented in Figure 3a. Direct
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effect of aerosol injections is then calculated (presented in Papers I and III)
as the difference of the total aerosol direct effect in a geoengineering run
and a control run without geoengineering (Fig. 3b). The diagnosed direct
effect in Papers I and III is practically equivalent to the ERFari used by the
IPCC AR5 (Myhre et al., 2013b). ERFari includes also semi-direct effect of
aerosols, but they are negligible in the papers of this thesis.
Figure 3: Aerosol direct effect estimates with the ECHAM-HAMMOZ model
from the simulations of Paper III. a) Total aerosol direct effect (including
all aerosols) in a control run. b) Aerosol direct effect of sea spray injections
covering all ice-free ocean surface (calculated as the difference of total aerosol
direct effect between the geoengineering and a control run.)
3.2.3 Aerosol indirect effects
In Paper III, where ERF due aerosol injections was divided into direct and
indirect components, the aerosol indirect effects were evaluated as the resid-
ual of the total ERF (called RFP in Paper III) and the direct effect. Unlike
aerosol direct effect, indirect effects need to be always evaluated with some
reference non-zero aerosol emission scenario, because clouds would not ex-
ist in an aerosol-free atmosphere, although forcing of the clouds could be
interpreted as the total indirect effects of aerosol particles.
Figure 4 shows the annual mean cloud radiative forcing from the control
simulation (a) and the aerosol indirect effect of sea spray injections covering
all ocean surface (b) based on the simulations in Paper III. Aerosol indirect
effects in Paper III correspond to the ERFaci used by the IPCC AR5 (Boucher
et al., 2013; Myhre et al., 2013b), although the negligible semi-direct effects
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Figure 4: a) Total (short- and longwave) cloud radiative forcing in a control
run, and b) aerosol indirect effects of sea spray injections covering all ocean
surface. The figure is based on the simulations of Paper III.
are included in the indirect effects in Paper III. Note that the assumption
that direct and indirect effects are additive is a necessary simplification if they
need to be disentangled from the total ERF. Due to the uncertainty created
by this simplification, the estimates for the total ERF are more reliable than
for the estimate for the indirect component of the ERF (Boucher et al., 2013).
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4 Solar geoengineering
The class of geoengineering methods that aim to reflect part of the incoming
solar radiation back to space is considered to be more effective in restor-
ing the global mean radiative balance at the top of the atmosphere than
geoengineering methods aiming to remove carbon dioxide from the atmo-
sphere (Royal Society, 2009; Keller et al., 2014). Despite the large number of
different methods proposed, all solar geoengineering techniques share some
basic characteristics related to global mean response of the climate and risks
involved (see Sections 4.4 and 4.5) (Caldeira et al., 2013).
The scale of the needed solar geoengineering can be estimated by simple cal-
culations of the radiative fluxes (e.g., Caldeira et al., 2013). The global and
annual mean incoming solar radiation at the top of the atmosphere is about
340 W m−2 and about 240 W m−2 of it is absorbed by the Earth (Figure 1;
Wild et al., 2013). The IPCC AR5 estimated that the total anthropogenic
ERF in present-day climate is 2.3 W m−2 relative to the preindustrial cli-
mate (Myhre et al., 2013b). If greenhouse gas emissions continue to grow
unabated following the most pessimistic Representative Concentration Path-
way (RCP8.5) (Riahi et al., 2011), the total anthropogenic radiative forcing
(excluding land-albedo changes, and nitrate and dust aerosols) in the year
2100 may be as high as 8.5 W m−2 (van Vuuren et al., 2011a). To cancel
out these radiative forcings, about 1% ( = 2.3/240) or 4% ( = 8.5/240), re-
spectively, of the incoming solar radiation should be reflected back to space
(Caldeira et al., 2013).
These numbers are just rough estimates, as the exact forcing required to
balance the forcing from greenhouse gases depends on climate feedbacks
and response to different type of forcings (Hansen et al., 2005b; Caldeira
et al., 2013). Detailed climate model simulations have, however, indicated
that this simple method of estimating required radiative forcing to cancel
out greenhouse-gas forcing gives fairly reliable values (Govindasamy and
Caldeira, 2000; Govindasamy et al., 2003; Schmidt et al., 2012).
In this thesis, stratospheric sulphur and marine aerosol injections were stud-
ied. Several other proposed methods are briefly discussed in Section 4.3.
4.1 Stratospheric sulphur injections
The most researched method for solar geoengineering is stratospheric sulphur
injections. It is also considered the most promising, because it could reduce
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global temperatures significantly, and would be economically feasible to im-
plement (Royal Society, 2009; McClellan et al., 2012). The idea of injecting
sulphur into stratosphere was first invented by Budyko (1974), who proposed
burning sulphur in the stratosphere to create a reflecting layer of sulphate
aerosols (Rasch et al., 2008b). A natural analogy to stratospheric sulphur in-
jections is provided by large volcanic eruptions (Robock et al., 2013) that can
emit sulphate aerosols and SO2 to the stratosphere, and have a significant
cooling effect on global climate (Robock, 2000). The analogy is imperfect
as in a solar geoengineering scenario the stratosphere would be constantly
filled with new sulphate aerosols, while in the case of volcanic eruptions the
sulphate aerosols would be slowly removed (Robock et al., 2013).
Sulphate particles have e-folding lifetimes in the order of one year in the
stratosphere (Robock, 2000; Niemeier et al., 2011), but only a few days in
the troposphere (e.g., Textor et al., 2006). Small particles for geoengineering
would probably have even longer lifetimes than aerosol particles formed after
large volcanic eruptions (Rasch et al., 2008a; Benduhn and Lawrence, 2013).
The long lifetime makes stratospheric sulphur injections efficient in terms of
the ratio between injected mass and achieved radiative forcing. The injected
sulphur mass range considered in geoengineering studies is in the order of a
few teragrams, while the total anthropogenic present-day SO2 emissions into
the troposphere are in the order of 50 Tg S yr−1 (Lamarque et al., 2010).
If sulphur is delivered into the stratosphere in the form of SO2, it will oxidize
into H2SO4 gas in a reaction with hydroxyl radical (OH
−) (e.g., Chin et al.,
2000). Gas-phase H2SO4 then nucleates into new particles (e.g., Vehkama¨ki
et al., 2002) and condenses on existing particles. As discussed in Section
4.1.3, sulphur can be introduced to the stratosphere also in some other form
than SO2 with effects on the aerosol distribution and the radiative effects.
The main removal mechanism of large sulphate particles from the strato-
sphere is sedimentation (Rasch et al., 2008b), but for smaller particles with
a diameter of about 200 nm transport processes clearly dominate over sedi-
mentation (Benduhn and Lawrence, 2013). When the slowly falling sulphate
particles enter the troposphere, they are quickly removed from the atmo-
sphere by dry and wet deposition (with and without interaction with cloud
or rain droplets). This can been seen for example in the simulations of Paper
I, where the difference in sulphate aerosol concentration between a simulation
with stratospheric sulphur injections and a control run was significant in the
stratosphere but barely noticeable in the troposphere. Due to stratospheric
circulation (air enters the stratosphere in the tropics and falls down at mid-
latitudes and near the poles), sulphate aerosols are mainly removed from the
stratosphere near the poles (Rasch et al., 2008b; Kravitz et al., 2009).
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4.1.1 Delivery methods and costs of stratospheric sulphur injec-
tions
Both the mass required (order of teragrams per year) and the high altitude
of over about 20 km make the delivery of sulphur (or other compounds) into
the stratosphere techonogically very challenging. However, several different
methods have been proposed to introduce sulphate aerosol into the strato-
sphere. They include modified aircraft capable of flying in the stratosphere,
tethered balloons (with a pipe from the ground), guns, airships, extremely
high towers, and rockets (Robock et al., 2009; Davidson et al., 2012; McClel-
lan et al., 2012).
A conclusion of several studies is that the direct cost of stratospheric sulphur
injections would be fairly low compared to the costs of climate change mitiga-
tion or the damages caused by climate change (Barret, 2008; Royal Society,
2009; McClellan et al., 2012). The low direct cost of the deployment and
upkeep of stratospheric sulphur injections does not mean that it would be
cost-effective climate-policy option or could substitute emission reductions,
but that the cost would very likely not be among the main concerns of the
technology (McClellan et al., 2012).
McClellan et al. (2012) estimated that there exist several methods to deliver
a few teragrams of material into the stratosphere with less than eight billion
dollars per year. By new custom aircraft, the annual cost of 1 Tg injections
could be as low as one or two billion dollars. At high altitudes, airships could
prove to be economically more efficient, but the technical uncertainties are
larger compared to aircraft (McClellan et al., 2012). Davidson et al. (2012)
arrived to different conclusions, and considered tethered balloons the most
affordable technology with annual operating costs of only about 600 million
British pounds. Also McClellan et al. (2012) considered tethered balloons
potentially very affordable (estimated annual total cost of 4–10 billion dol-
lars), but a totally unproven technology that would require completely new
materials.
To date, few climate model studies of stratospheric sulphur injections have
considered the injection method of aerosol particles explicitly. Several stud-
ies have presented the aerosol forcing by a reduction of solar constant (e.g.,
Govindasamy and Caldeira, 2000; Govindasamy et al., 2003), and several
others have assumed either equatorial (Niemeier et al., 2011) or arctic point
injections (Robock et al., 2008). Paper I was the first global modelling study
where injection scenarios were designed assuming some specific technology
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for delivering the sulphur into stratosphere (i.e. use of civil aircraft traf-
fic). The idea of using civil passenger flights originates from Budyko (1974)
(Rasch et al., 2008b). McClellan et al. (2012) considered the idea in their
cost-assessment, but deemed it implausible, because current flight routes
reach high enough altitudes only near the North Pole. The four potential
flight routes are not enough to deliver the required amount of sulphur into
stratosphere.
In Paper I, the number of stratospheric flight routes was increased by as-
suming that all intercontinental flights are flown with Concorde-type aircraft
in the lower stratosphere, and that fuel sulphur content is increased to de-
liver significant amounts of sulphur into stratosphere. This would increase
significantly the sulphur flux into the stratosphere. By increasing the fuel
sulphur content to fivefold of the current mean value (i.e. to current upper
legal limit) the total annual sulphur mass flux into the stratosphere would
be 0.31 Tg S yr−1 (Paper I).
Even though no proven and existing technology is available for stratospheric
sulphur injections today, balloons, aircraft or single-use missiles could be
developed into the deployment stage in about five years minimum, if adequate
resources were allocated (Davidson et al., 2012).
4.1.2 Radiative forcing of stratospheric sulphur injections
First estimates of the radiative potential of sulphur aerosol injections were
based on the Mount Pinatubo eruption in 1991. Crutzen’s (2006) back-of-
the-envelope calculations yielded a radiative forcing of −0.75 W m−2 per each
Tg S in the stratosphere, which would correspond to sulphur emissions of 1
or 0.5 Tg S yr−1 with stratospheric lifetimes of one or two years, respectively.
Wigley (2006) modelled sulphur injections by prescribing a mean forcing of up
to about −3 W m−2 corresponding to a Pinatubo-like volcanic eruption every
year (10 Tg S yr−1). Also the majority of other studies of stratospheric sul-
phur injections (e.g., Govindasamy and Caldeira, 2000; Govindasamy et al.,
2003; Matthews and Caldeira, 2007) have not calculated the resulting radia-
tive forcing by actually modelling injections, transport, microphysics, and
sulphate particles’ interaction with radiation, but only prescribed the radia-
tive effects of the sulphate aerosol.
Stratospheric aerosol mixes well especially zonally, and the spatial distri-
bution of the forcing is much smoother compared to that of tropospheric
aerosols (Rasch et al., 2008b; Robock et al., 2008). The global mean radia-
tive forcing has been shown to depend on for example geographical location
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(or distribution), injection height, injection magnitude, injected particle size,
and temporal distribution of sulphur injections (Rasch et al., 2008a; Heck-
endorn et al., 2009; Niemeier et al., 2011; Paper I).
If sulphur is injected only into the Arctic, the radiative forcing is confined
into the mid- and high latitudes (above about 30◦N) (Robock et al., 2008).
Rasch et al. (2008a) showed that smaller particles (dry mode radius of 50 nm
in their study) are more effective, because large particles (dry mode radius
of 376 nm) are less efficient scatterers and absorb also longwave radiation
enhancing the greenhouse effect. Even though Robock et al. (2008), Rasch
et al. (2008a), and Jones et al. (2010) modelled the conversion of SO2 into
sulphate particles, they used prescribed aerosol size distributions (i.e. did
not model aerosol microphysics). Robock et al. (2008) calculated a surface
shortwave forcing of −0.2 W m−2 and −1.8 W m−2 for Arctic 3 Tg S yr−1
and tropical 5 Tg S yr−1 injections, respectively. With two global climate
models, Jones et al. (2010) calculated top-of-the-atmosphere forcing of −1.57
W m−2 and −1.91 W m−2 for tropical stratospheric injections of 2.5 Tg S
yr−1.
Paper I is one of very few studies so far that have predicted the radiative
forcing of sulphur injections using a global 3D aerosol model capable of re-
solving aerosol microphysics explicitly without prescribed size distributions.
In Paper I, injection of 3 Tg S yr−1 at the Equator (between 20◦S and 20◦N
at 19–21 km altitude) resulted in an all-sky radiative forcing of −1.31 W m−2
at the surface. Using the same model, Niemeier et al. (2011) showed that if
SO2 is injected at a high altitude of 60 hPa (about 19 km) and a large flux
of 8 Tg S yr−1 is used, the surface all-sky forcing can be as strong as about
−4 W m−2. A lower injection altitude or a lower flux resulted in a weaker
radiative forcing (Niemeier et al., 2011). However, there may be limits on
how much the forcing can be increased by increasing the sulphur injection
rate (Heckendorn et al., 2009). Increasing the injection rate tends to pro-
duce larger particles, and large particles are removed more quickly (Paper II;
Heckendorn et al., 2009; Niemeier et al., 2011) and are less efficient scatterers
(Rasch et al., 2008a).
The geographical distribution of the stratospheric sulphur injections has a
significant role for the radiative forcing. For example, Arctic injections are
probably a poor choice if the goal is to maximize the global mean radiative
forcing with a given injection rate, because the lifetime of injected particles
is longer and the incoming solar radiation is stronger at the low latitudes
(Robock et al., 2008; Paper I). Paper I explored an injection strategy where
passenger flights are used to deliver sulphur into the stratosphere. This
26
proved to be an inefficient delivery method if the goal is maximize global
mean radiative forcing. Simply increasing the altitude of intercontinental
flights, or even also increasing the fuel sulphur content into fivefold, did
not produce significant radiative forcing (only −0.05 W m−2 or −0.10 W
m−2, respectively). Using 50-fold sulphur content for the stratospheric flights
(equals 3 Tg S yr−1 into stratosphere) resulted in a radiative forcing of −0.85
W m−2, which is clearly less than the forcing in a scenario dispersing the
same amount of sulphur in the tropical stratosphere (−1.32 W m−2). The
inefficiency is caused by that a major part of the sulphur ends up in the high
latitudes, where incoming solar radiation is lower and removal mechanisms
are stronger (Paper I).
Using passenger flights to deliver sulphur into stratosphere resulted also in
a forcing concentrated in the Northern Hemisphere. This could potentially
be a useful feature, because to counteract climate change, stronger solar geo-
engineering is needed for the regions in the Northern Hemisphere compared
to regions in the Southern Hemisphere (Ricke et al., 2010). Using exist-
ing flight routes to deliver sulphur into stratosphere would, however, offer
very limited control over the forcing patterns, and the technique could thus
not be adjusted for optimization of the geographical distribution of forcing
(MacMartin et al., 2012).
4.1.3 The role of injected chemical compound
Crutzen (2006) proposed burning S2 or H2S in the stratosphere to produce
SO2, or alternatively inject SO2 directly using balloons or artillery. SO2
injections have subsequently been studied in several climate model studies
(Robock et al., 2008; Heckendorn et al., 2009; Kravitz et al., 2009; Jones
et al., 2010; Niemeier et al., 2011; Paper I). However, also other sulphur
components have been proposed as an alternative to SO2.
Volodin et al. (2011) and Izrael et al. (2013) modelled injection of H2S
instead of SO2. This could potentially make the geoengineering method
more effective, because of the high sulphur content of H2S and because the
longer conversion time to sulphate might help to reduce self-coagulation as
the particles would be dispersed better (Volodin et al., 2011). Results by
Niemeier et al. (2011), however, show that strong dispersion of sulphate
precursor gases may be counterproductive, because H2SO4 tends then to
condense on existing particles instead of forming new particles, which leads
to fewer and larger particles.
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Another alternative is direct injection of H2SO4 gas (Pierce et al., 2010).
This would produce smaller and more numerous particles as nucleation would
dominate over condensation, and result in higher radiative forcing compared
to SO2 injections (Pierce et al., 2010; Niemeier et al., 2011; Paper I). In the
simulations by Pierce et al. (2010), a high radiative forcing of −4 W m−2
was achived with 35% less injected total mass when H2SO4 rather than SO2
was injected. However, if SO2 were substituted by H2S (Volodin et al., 2011)
the total mass injection rate to deliver an equal amount of sulphur (and
subsequently produce an equal amount of sulphate aerosol in terms of mass)
would be reduced by 47% due to the higher sulphur content in H2S (96%)
than in SO2 (50%). As the conversion of H2S to SO2 takes only about 10% of
the time required of the conversion of SO2 to H2SO4 (Volodin et al., 2011),
the difference in the efficiency between SO2 and H2S injections is likely to be
dominated by the difference in the sulphur content. As a conclusion of the
most effective sulphur compound for geoengineering, it is likely that either
H2S or H2SO4 would be favourable over SO2, but more research is needed
before the choice between H2S and H2SO3 can be made. If H2SO4 could be
sprayed so that only solid sulphur instead of liquid H2SO4 is transported into
the stratosphere (Pierce et al., 2010), it would probably be the most effective
option.
Other substances than sulphur have also been proposed. Keith (2010)
proposed specifically engineered particles levitating on photophoretic forces
(driven by inhomogeneity of particles with respect to either temperature or
thermal accommodation coefficient). Also black carbon particles have been
considered (e.g., Kravitz et al., 2012). Other options could include some
non-toxic substance (e.g., titanium dioxide) that does not enhance ozone de-
struction like sulphate does (see Section 4.5), and has a higher scattering and
a lower absorption efficiency per unit mass than sulphate (Pierce et al., 2010;
Pope et al., 2012; Davidson et al., 2012). The lifetime of specifically engi-
neered particles could also be longer than that of sulphate particles, which
would reduce the transportation costs, but would also prolong the time re-
quired to halt the deployment of solar geoengineering (Keith, 2010).
4.1.4 Aerosol microphysics on a subgrid scale
When global models are used to study stratospheric sulphur injections, one
needs to assume instant mixing of each of the model grid cells (horizontal
and vertical grid size in the stratosphere is about 200 km and about 2 km,
respectively, in Paper I). Depending on the injection method, this assumption
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can be mostly valid for SO2 injections, because of its long lifetime of about
30 days (Rasch et al., 2008b). If SO2 originates from an exhaust, the picture
becomes more complicated, as part of the SO2 is quickly processed into H2SO4
and subsequently to sulphate particles (Luo and Yu, 2011; Rasch et al.,
2008b). In that case or when sulphur is injected in the form of H2SO4,
subgrid-scale processes are crucial to the emerging aerosol size distribution,
and hence to the efficiency of this geoengineering method (Rasch et al., 2008b;
Pierce et al., 2010). Important factors in determining the initial nucleation
and the coagulation in the plume (from an aircraft for example) are the
dilution rate and the initial concentration of the injected compound (Rasch
et al., 2008b; Pierce et al., 2010).
Even though the subgrid-scale sulphate formation cannot be explicitly stud-
ied with a global model, its effects can be estimated by carrying out sensitivity
simulations. In Paper I, the effect of subgrid-scale sulphate formation was
assessed by replicating the simulation with stratospheric flights and fivefold
fuel sulphur content by prescribing 5% of the SO2 to be emitted as primary
sulphate particles. The difference in the radiative forcing was about 20%
compared to the original model runs with all emissions in the form of SO2
(Paper I). This shows that although subgrid-scale processing of SO2 creates
uncertainty in the radiative forcing estimate, it is not a determining factor
for the efficiency of stratospheric SO2 injections.
Global modelling studies without an explicit description of aerosol micro-
physics have relied on an assumption that SO2 is converted into sulphate
aerosol with a fixed size distribution (Robock et al., 2008; Rasch et al.,
2008a; Jones et al., 2010). In the simulations by Niemeier et al. (2011) and
in Paper I, the evolution of the aerosol distribution was modelled explicitly.
Both these studies used the aerosol microphysics model M7 (See Section 3.1,
Vignati et al., 2004).
Even though M7 can simulate the evolution of the aerosol population ex-
plicitly, its design favours computational efficiency over accuracy. Therefore,
its performance was tested in Paper II along two other aerosol microphysics
models in different SO2 concentrations. All of the tested models had problems
describing the evolution of the sulphate aerosol size distribution in high-SO2
conditions, where particles grow over a few micrometers in diameter due to
condensation. The standard setup of M7 overestimated the concentration of
large particles, because its prescribed default standard deviation of 2 for the
coarse mode is considerably larger than expected in such conditions (Paper
II). Such an overestimation of particle size leads to an overestimation of par-
ticle removal (Paper II), since large particles sediment faster than smaller
ones (Rasch et al., 2008a; Paper I; Benduhn and Lawrence, 2013)
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M7 can represent the evolution of the sulphate aerosol if the initial SO2
concentration does not attain very high values (about 400 ppm) (Paper II).
Therefore the standard mode setup for M7 was used in Paper I, where SO2
concentrations were considerably lower than that. Niemeier et al. (2011)
simulated scenarios with high SO2 concentrations, and modified their model
setup based on the simulations in Paper II to improve the performance of M7
in high-SO2 conditions. That included removal of the coarse mode (D >1
μm) from the model and setting the standard deviation of the accumulation
mode (0.1 μm <D <1 μm) to 1.2 instead of the default 1.59 (Paper II).
Based on the results of Paper II and by Pierce et al. (2010), the modelling
of aerosol microphysics in global climate model studies of stratospheric sul-
phur geoengineering has still large uncertainties. The innovative method of
Pierce et al. (2010) of merging detailed plume-model results into a 2D global
climate model could be one way forward. Increasing the detail of aerosol
microphysics and the size distribution, as well as reducing the grid-size in
global models increases the computational burden significantly, and cannot
provide a comprehensive solution for climate simulations spanning several
centuries of simulation time.
4.2 Marine aerosol injections
4.2.1 Ship tracks and cloud seeding
Oceans cover 71% of the Earth’s surface area making them critical to the
global radiative balance. About 23% of the ocean surface is covered by low-
lying stratocumulus clouds (Wood, 2012). These clouds are typically char-
acterized by low CDNC which makes them susceptible to changes in aerosol
(and especially CCN) concentration changes (Wood, 2012; Paper III). One
evident example of the changes in cloud properties due to aerosol perturba-
tions are so called ship tracks (see Fig. 5) that manifest around ship-exhausts
in specific meteorological conditions (Christensen and Stephens, 2011; Chen
et al., 2012). They are optically thick clouds compared to surrounding clouds
and clearly visible in satellite images (Campmany et al., 2009; Fig. 5).
In some meteorological conditions (e.g., cloud cells are surrounded by dry
air), however, additional CCN may actually decrease the cloud albedo (Chen
et al., 2012). Although ship tracks can have strong local impacts and local
radiative forcings exceeding −100 W m−2 (Schreier et al., 2007; Goren and
Rosenfeld, 2012), their net global radiative impacts are considered very low
(Schreier et al., 2007) and hardly visible in satellite data downwind from the
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shipping lanes (Peters et al., 2011). Schreier et al., (2007) estimated that
global mean radiative forcing of ship tracks is only −0.4 to −0.6 mW m−2,
but did not rule out stronger effects in larger scale after the aerosol mixes
with ambient air.
It is difficult to use observations to extract the anthropogenic influence on
marine clouds, but global climate models are a useful tool for it because of the
ability to switch on or off certain processes or emission sources (Peters et al.,
2012). The global mean radiative forcing from aerosol emissions from ship-
ping has been calculated in several global climate model studies (e.g., Lauer
et al., 2009; Peters et al., 2012; Paper V). Eyring et al. (2010) estimated the
aerosol indirect effect stemming from aerosol emissions from shipping (for
the year 2000) to be in the range between −0.038 W m−2 and −0.6 W m−2
by combining several independent modelling studies. The estimate of the
ERF from the year 2010 aerosol shipping emissions in Paper V (−0.39 W
m−2) is quite near the sum of the individual aerosol radiative effects (−0.42
W m−2) estimated by Eyring et al. (2010) for the year 2005 by combining
several independent studies.
The changes in marine clouds induced by aerosol emissions from shipping
provide an analogy (Robock et al., 2013) for one solar geoengineering tech-
nique that is considered one of the most potent in terms of radiative forcing
(Lenton and Vaughan, 2009). Latham (1990) proposed intentionally seeding
low-lying clouds with sea spray particles to enhance their albedo. This idea
was later expanded by back-of-the-envelope calculations by Latham (2002)
and preliminary global climate model simulations by Latham et al. (2008).
Since then, numerous global and cloud-scale modelling studies have been
made on the topic. Also plans for field tests spanning from the initial testing
of the injection technology to a limited-area cloud modification with multiple
injection sources (Latham et al., 2012a; Wood and Ackerman, 2013) and re-
sults from first field tests (Russell et al., 2013) have been recently published.
Several methods have been proposed to deliver additional CCN into cloud
level. Salter et al. (2008) proposed that sea salt particles could be delivered
to the atmosphere by unmanned wind-powered vessels operating on Flettner
rotors. According to their design, this kind of vessel could spray 30 kg
of water into atmosphere per second at wind speeds of 8 m s−1. A water
flux of 30 kg s−1 would correspond to a number flux of 1.12 · 1017 s−1 of
sea water droplets with diameter of 0.8 μm (Salter et al., 2008) (which in
turn, assuming salinity of 3.5% corresponds to a sea salt particle with dry
diameter of about 0.2 μm). The use of remotely controlled unmanned vessels
would allow precise planning the of cloud seeding (Salter et al., 2008). Vessel
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Figure 5: Ship tracks off the west coast of North America as seen from
a satellite. Photo credit: Jeff Schmaltz, MODIS Rapid Response Team,
NASA/GSFC (NASA, 2003)
fleets could for example be moved seasonally to different areas to maximise
the radiative effects (Rasch et al., 2009), or even seed only in favourable
meteorological conditions to avoid decreasing the cloud albedo inadvertently.
Optimal regions for sea spray injections were analyzed in Paper III.
Another proposed method to increase CCN concentration at cloud level is
to fertilize oceans with iron to boost biological activity and thus dimethyl-
sulphide emissions (Wingenter et al., 2007). According to the so called
CLAW hypothesis (Charlson et al., 1987), increased DMS emissions would
lead to an increased number of CCN, followed by an increased CDNC and
cloud albedo. However, recent research has shown that the process described
by the CLAW hypothesis is fairly weak in every step (Quinn and Bates,
2011), and thus biological cloud seeding is very likely to be an ineffective
solar geoengineering method.
In Paper V, another kind of cloud seeding method was studied. There,
existing international shipping emissions were modified so that the SO2 (pre-
cursor to sulphate particles) emissions were doubled in the open oceans (at
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least about 200 km from the nearby continents). Sulphate is, like sea salt,
strongly hygroscopic and forms efficiently CCN. This method has the advan-
tage of using existing traffic network, but the injections are not targeted to
optimal regions (in terms of maximising the global mean radiative forcing),
and the aerosol particles that are transported to human settlements, cause
adverse health effects as discussed in Section 4.2.5 (Paper V).
4.2.2 Changes in clouds on a global scale
The first global climate model studies of marine cloud brightening assumed
that CDNC in the modified clouds could be uniformly set to a constant
value of either 375 cm−3 (Latham et al., 2008; Jones et al., 2009) or 1000
cm−3 (Latham et al., 2008; Rasch et al., 2009). Global models with explicit
emissions and transport of sea salt, and physically based cloud activation
parameterizations have shown that this assumption is highly questionable
(Korhonen et al., 2010; Paper III; Alterskjær et al., 2012; Alterskjær and
Kristja´nsson, 2013; Paper IV). Moreover, smaller scale models show even
more complexities (see Section 4.2.4).
Although different studies have used different models and injection scenar-
ios, there are some common features in the global model studies. Regions
considered most susceptible to cloud seeding are characterized by low-lying
stratocumulus clouds, and are located off the west coasts of North America,
South America, and South Africa. These three regions have been identified
as suitable targets for marine cloud brightening by analysis derived from
satellite observations and other measurement (Sortino, 2006; Salter et al.,
2008; Alterskjær et al., 2012) as well as model based estimates (Paper III;
Alterskjær et al., 2012). There is, however, no agreement on the exact loca-
tion and extent of these regions. Moreover, some other regions such as the
Indian Ocean or the Pacific Ocean near the Equator have also been identified
as susceptible regions (Alterskjær et al., 2012). Factors contributing to the
susceptibility to cloud seeding are for example cloud cover, cloud base al-
titude, incoming shortwave radiation, background CDNC, backround cloud
albedo, surface temperature, and boundary layer (well-mixed part of the
lower troposphere) height (Sortino, 2006; Paper III; Alterskjær et al., 2012).
The back-of-the-envelope calculations of CDNC increase by Latham et al.
(2008) relied on the assumption that injecting sea-salt CCN would increase
CDNC equally. This assumption was shown to be too simplistic when models
with a more realistic description of the aerosols-cloud interactions were used.
In many cases, the increase in CDNC is less than one could assume from the
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increase in sea-salt CCN (Bower et al., 2006; Korhonen et al., 2010; Paper III;
Alterskjær and Kristja´nsson, 2013; Pringle et al., 2012). Actually, a decrease
of CDNC may be possible in certain injection scenarios and atmospheric
conditions (Korhonen et al., 2010; Alterskjær et al., 2012; Pringle et al.,
2012; Alterskjær and Kristja´nsson, 2013).
There are two main reasons for the low increase in CDNC. First, large sea salt
particles inhibit the smaller background particles from activating by lowering
the maximum supersaturation in clouds (e.g., Korhonen et al., 2010). If
the number of the background particles that is prevented from activating
is greater than the number of the injected sea salt particles, the change in
the CDNC is negative. Second, in addition to water, also gas-phase H2SO4
condenses on the injected sea salt particles. The condensed H2SO4 is then
not available for nucleation of new particles or for condensing on the newly
nucleated sulphate particles, which decreases the CCN concentration in the
background aerosol population (Korhonen et al., 2010; Alterskjær et al.,
2012).
Based on 0-dimensional cloud activation simulations, Pringle et al. (2012)
concluded that sea salt injections may lead to a decrease in CDNC if at least
three of the following conditions are met: 1) the injected particle number
concentration is low (below 100 cm−3), 2) the injected particle diameter is
large (over 250–300 nm), 3) the background aerosol concentration is high
(above 150 cm−3, or 4) the updraft velocity is low (lower than 0.2 m s−1).
A possible decrease in CDNC is not limited to deliberate sea salt emissions.
Natural sea salt particles are also known to decrease the CDNC in certain
conditions (Ghan et al., 1998; O’Dowd et al., 1999), which may lead to a
positive global mean indirect effect of sea salt emissions (Partanen et al.,
2014).
Using a global chemical transport model, Korhonen et al. (2010) predicted a
mean relative increase in CDNC over the injection regions from −2% to 20%
(from median background CDNC below 175 cm−3) in their baseline geoengi-
neering scenario. The median CDNC in the injection regions was between
133 and 177 cm−3 with their baseline flux. Even with a fivefold increase in
the sea salt flux, the highest median CDNC over the injection regions was
314 cm−3, well below the 1000 cm−3 or even 375 cm−3 assumed in climate
models without an explicit description of injected sea salt aerosol. Simula-
tions with the ECHAM-HAMMOZ model showed a much stronger response
to sea salt injections (Paper III) despite that the simulations in Paper III
had a similar number flux and injection regions to those used by Korho-
nen et al. (2010). In Paper III, the mean increase in the cloud-top CDNC
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over the injection regions was 74%-80%. There are several reasons why the
models gave very different changes in CDNC. One of the main reasons is
that ECHAM-HAMMOZ tends to simulate rather high updraft velocities
(annual average over 1 m s−1 in many regions) (Paper III). High updraft
velocity increases the maximum supersaturation achieved in clouds and thus
enhances the activation of the smaller background particles (Pringle et al.,
2012). Other reasons for the different results include that Korhonen et al.
(2010) had lower background aerosol concentrations and their model did not
include a feedback from the clouds back to the aerosols (see Section 3.1 and
Fig. 2).
Global model simulations with detailed cloud droplet activation calculations
show that the effect of sea salt injections on clouds is far from uniform even in
the regions suitable for cloud modification (Korhonen et al., 2010; Paper III,
Alterskjær et al., 2012., Paper IV). As discussed earlier, CDNC is not simply
a function of available CCN. Other important factors include updraft velocity,
aerosol size distribution (both backgound and injected), and the chemical
composition of the aerosol particles (e.g., Paper III, Pringle et al., 2012).
For example, continental pollution may increase the CDNC near the coasts
and decrease susceptibility of marine clouds (Korhonen et al., 2010), or the
spatial variation of updraft velocity may lead to varying fraction of activated
background particles. Although different models have given different spatial
patterns for the increase in CDNC, they do agree that a uniform increase in
CDNC over large ocean areas is probably not possible.
The injected particle size is one of the determining factors for cloud seed-
ing efficiency (Paper III; Pringle et al., 2012; Alterskjær and Kristja´nsson,
2013). Its effect has been globally assessed with two different assumptions of
spraying technology. Either the spraying technology was assumed to be lim-
ited on the maximum mass flux of sea salt (or water) (Paper III; Alterskjær
and Kristja´nsson, 2013) or limited by the maximum number flux (Pringle
et al., 2012). A consequence of the first assumption is that injecting smaller
particles means a larger number flux of particles, and vice versa. From the
second assumption follows that a larger particle diameter leads to a larger
mass flux.
In the simulations of Paper III, using the first assumption, the smallest par-
ticles (dry geometric mean diameter of 100 nm) increased the CDNC signif-
icantly more than the larger particles (250 or 500 nm in diameter). While
the particles with diameter of 250 nm increased the mean cloud-top CDNC
over the injection regions by 74–80%, 100-nm-particles (with 1460% larger
number injection rate) increased it by 635–776%. That about 16-fold number
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injection rate resulted in only about eightfold CDNC shows that the geomet-
ric mean diameter of 100 nm was already so low that all the injected particles
did not activate into cloud droplets even with the high updraft velocities of
ECHAM-HAMMOZ.
Alterskjær and Kristja´nsson (2013) showed that with considerably lower up-
draft velocities (between about 0.1–1 m s−1 vs. about 1–1.4 m s−1 in Paper
III) and mass injection rates up to 10−8 kg m−2 s−1 (about 5 · 10−11 kg m−2
s−1 in Paper III), the size of the injected particles have a more complicated
role. In their study, the smallest particles considered (modal diameter of 44
nm) decreased the CDNC at the highest mass fluxes, because they were com-
peting with other particles for available condensable water and were not large
enough to activate efficiently. The coarse mode particles (modal diameter of
1.48 μm) decreased the column integrated CDNC with all studied mass flux
rates in their study. Accumulation mode particles (modal diameter of 260
nm) were the most efficient and increased the column integrated CDNC at
mass fluxes greater than or equal to 10−10 kg m−2 s−1.
If the second assumption, a constant number flux regardless of the particle
diameter, is used, some other features of the role of the particle size show
up (Pringle et al., 2012). First, too large particles can hinder the CDNC
increase by suppressing the maximum supersaturation and thus preventing
smaller particles from activating. Second, the optimal particle size depends
on the background aerosol concentration. On average, Pringle et al. (2012)
found that a particle dry diameter of 160 nm was the most efficient with
three different climate models and in all regions.
Sea salt injections alter also other cloud properties than the CDNC alone.
Cloud cover can increase as sea salt injections may prolong the cloud lifetime
(second aerosol indirect effect), decrease the cloud droplet effective radius,
and alter the Liquid Water Path (LWP, column integrated liquid water con-
tent in kg m−2) (Latham et al., 2008; Paper III; Alterskjær and Kristja´nsson,
2013). In Paper III, baseline sea salt injections increased the mean LWP over
the injection regions by 44−60% and the mean cloud fraction by 2.5–4.4 per-
centage points. Increased cloud lifetime resulted in a superlinear increase in
CDNC with respect to particle injection rate (Paper III).These significant
changes in cloud properties imply that other aerosol indirect effects than the
first indirect effect (which assumes fixed cloud water content) must be taken
into account. As with CDNC, results by Alterskjær and Kristja´nsson (2013)
show that the sign and the magnitude of change in the LWP depend strongly
on the injected particle size.
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4.2.3 Radiative forcing of marine aerosol injections
During the recent years, a large number of global modelling studies have
been carried out to estimate the radiative effects of marine aerosol injections.
Different studies have used different injection scenarios, so it is not possible to
directly compare them or give a best estimate of the efficiency of the method.
The strongest radiative forcing (−8 W m−2, including only indirect effects)
was calculated by Latham et al. (2008) when CDNC in all oceanic clouds
below about 3 km was set to 375 cm−3. Other studies assuming injections
over all ocean area have shown smaller radiative response ranging from about
−3 W m−2 to about −5 W m−2 (Bala et al., 2010; Paper III; Alterskjær et al.,
2012; Alterskjær and Kristja´nsson, 2013). Limiting the area of injections to
3.3% of the Earth’s surface area resulted in forcing of about −1 W m−2 in
Paper III and in the study by Jones et al. (2009). Hill and Ming (2012),
and Jones and Haywood (2012) calculated slightly lower forcings of −0.7 W
m−2 and -0.6 W m−2, respectively, with 6.4% and 7.1% of the Earth’s surface
covered with marine aerosol injections.
These studies show that based on global models, sea salt injections have
potential to significantly alter the Earth’s radiative balance to counteract
the warming effect by increased greenhouse gas concentrations. It should
be noted, however, that as CDNC may actually decrease in certain con-
ditions due to sea salt injections (see Section 4.2.2), so may the radiative
forcing be positive in the same conditions (Pringle et al., 2012; Alterskjær
and Kristja´nsson, 2013). For example, Alterskjær and Kristja´nsson (2013)
modelled a positive forcing of 8.4 W m−2 when small Aitken mode (modal
diameter of 44 nm) particles were injected over all ocean area at a rate of
10−8 kg m−2 s−1. This mass flux corresponds to global annual emissions
of 59, 436 Tg yr−1 of sea salt. This is a huge number as the total sea salt
mass emissions in the model increased by 913% (Alterskjær and Kristja´nsson,
2013). Therefore, the strong positive forcing calculated by Alterskjæær and
Kristja´nsson (2013) should be considered a theoretical upper limit for posi-
tive forcing and an important demonstration that sea salt injections need to
be carefully planned to achieve the desired radiative effects.
As with CDNC fields, the spatial distribution of the radiative forcing of ma-
rine aerosol injections is far from uniform (Fig. 6). The same regions that
are considered susceptible to changes in CDNC have also the strongest ra-
diative response (Paper III; Alterskjær et al., 2012) with considerable spatial
variation within the regions.
The original idea of marine aerosol injections by Latham (1990, 2002) was
based on enhancing the albedo of the clouds through aerosol indirect effects.
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Figure 6: ERF of a) sea spray injections over three optimal regions (Paper
III) and b) modified shipping emissions (with respect to present-day shiping
emissions) (Paper V). Note the different scales of a and b.
Aerosol indirect effects are indeed considered the main component of radia-
tive effects of marine aerosol injections, but the aerosol direct effect is not
negligible as shown for the first time in Paper III, and later confirmed by
Jones and Haywood (2012), and Hill and Ming (2012). The contribution
of the aerosol direct effect to ERF in Paper III was between 3% and 57%
(29% when injections were over all ocean area) depending on the injection
scenario. Hill and Ming (2012), representing the injections by a fivefold in-
crease in sea salt concentration, estimated a larger fraction of 56% for the
direct contribution. The division of the total ERF into direct and indirect
effects is strongly location-dependent. The direct effect is strongest near the
Equator in regions with few clouds and strong incoming solar radiation (Fig.
3; Paper III; Jones and Haywood, 2012). In cloudy regions the albedo en-
hancement due to aerosol is almost negligible compared to clouds. Due to
the significance of the aerosol direct effect, solar geoengineering by sea salt
injections is perhaps better described by the term sea spray geoengineering
(Korhonen et al., 2010; Paper III) than the original versions referring only
to the indirect effects (such as marine cloud brightening) (Latham et al.,
2012a).
The injected particle size affects greatly the radiative impacts of sea spray
geoengineering. In Paper III, keeping the mass flux constant and reducing
particle diameter from 250 nm to 100 nm, increased the ERF from −0.8 W
m−2 to −2.1 W m−2. Alterskjær and Kristja´nsson (2013) even demonstrated
that positive forcing may result from injection of Aitken or coarse mode
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particles. Global modelling studies have also shown that the global mean
radiative forcing scales fairly well with increased mass flux. In Paper III,
rising the mass flux to fivefold increased the ERF from −0.8 W m−2 to −2.2
W m−2. Alterskjær and Kristja´nsson (2013) studied a much larger mass flux
range and found a optimal injection rate of 10−9 kg m−2 s−1 for accumulation
mode particles (forcing of −3.3 W m−2 with baseline model setup). A lower
or larger flux resulted in a weaker (but still negative) radiative forcing.
Paper V explored another kind of method for marine aerosol injections mo-
tivated by the regulation of shipping emissions that will decrease the signif-
icant negative forcing of the aerosol emissions from shipping (Lauer et al.,
2009; Paper V). To test whether the significant current aerosol radiative
forcing from shipping could be retained with simultaneous improvements in
continental air quality (see Section 4.2.5). Increasing aerosol (mainly SO2)
emissions from shipping in the open ocean accompanied with reductions near
the coasts increased the ERF from ship-induced aerosol from −0.39 W m−2
to −0.43 W m−2. Therefore, compared with that present-day level, the ERF
of this geoengineering method is rather small (Fig. 6b). However, if the geo-
engineering scenario in Paper V is compared to a future scenario (year 2020)
with strict emission controls, the ERF would be −0.33 W m−2. As with sea
spray geoengineering, the spatial distribution would be non-uniform (Fig.
6b). Moreover, similar to using existing commercial flight routes to deliver
sulphur intro stratosphere (Paper I, see Section 4.1.2), the forcing would be
concentrated on the Northern Hemisphere, where the traffic is heaviest.
Marine aerosol injections have several uncertainties, which cannot be fully
resolved with global-scale models (see Section 4.2.4). Some of the uncertainty
can, however, be estimated by the use of sensitivity runs. Fast processing of
SO2 into sulphate aerosol in subgrid scale is emulated in global models by
setting a certain fraction of the SO2 emissions as primary sulphate particles
(Luo and Yu, 2011). Paper V describes sensitivity runs with increasing this
fraction for shipping emissions to 4.5% from the model default of 2.5%. For
the geoengineered shipping emission scenario discussed above, the ERF from
shipping emissions (compared to the case without any shipping emissions)
changed from −0.43 W m−2 to −0.54 W m−2. A similar sensitivity study was
done in Paper III to assess the uncertainty or the error caused by the missing
natural ultra-fine (D <100 nm) sea-spray aerosol in the model. The ERF of
injecting sea salt over all ocean decreased (in magnitude) from −5.1 W m−2
to −4.5 W m−2 with the inclusion of ultra-fine sea spray aerosol (represented
as sulphate due to model restrictions).
Global modelling studies indicate that sea spray geoengineering could cause
a significant negative radiative forcing. The multitude of different injection
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scenarios or assumed effects on clouds make it, however, difficult to compare
different model results with each other or calculate model-mean values. The
planned model-intercomparison project of sea spray geoengineering (Kravitz
et al., 2013) will help to identify climate responses to sea spray injections that
are shared by several different climate models. Although current generation
climate models are imperfect in resolving aerosol-cloud interactions or other
subgrid-scale processes (as discussed in Section 4.2.4), a result (such as a
precipitation drop in certain region) common to all models is more reliable
than a result that is present only in a single model.
4.2.4 Subgrid-scale insights into clouds
Present-day global models are inherently limited in resolving important cloud
processes due to their large grid-cell size (Lee et al., 2009; Lee and Penner,
2010). For example, the simulations presented in Papers I and III–V were run
with a horizontal resolution of about 200 km. Many of the important cloud
processes, however, happen in horizontal scales of a few hundred meters, and
therefore they need to be parameterized in the global models (Randall et al.,
2003). These subgrid-scale processes include for example cumulus convection,
turbulence, and cloud formation in general (Sundqvist et al., 1989; Randall
et al., 2003). Changes in aerosol concentrations can also impact subgrid-scale
cloud dynamics and atmospheric flow so that closed cloud cells (that have
high albedo) become open (with low albedo) or vice versa (Rosenfeld et al.,
2006; Goren and Rosenfeld, 2012).
Although parameterizations can capture some important features of the cloud
physics, many of the cloud or other subgrid-scale processes in the global
models are prescribed as too linear (Stevens and Feingold, 2009). This can
be seen for example in how the sea salt emissions affect the CDNC. Many
studies on the effects of the natural sea salt on clouds have assumed mono-
tonically increasing CDNC with increasing aerosol concentration (e.g., Ma
et al., 2008). Even with the more advanced cloud droplet activation routines
that take into account other factors (updraft velocity, competition for water
vapour etc.; e.g., Abdul-Razzak and Ghan, 2000), the global model studies
cannot explicitly capture the large spatial variation of the cloud properties.
To study clouds in more appropriate spatial and temporal scales, Large Eddy
Simulation (LES) models or Cloud-Resolving Models (CRM) can be used.
Global model studies of sea spray geoengineering also suffer from these limi-
tations. Therefore, both measurements and small-scale modelling are needed
to assess the reliability of the global model results. Only a few small-scale
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studies have so far have addressed sea spray geoengineering directly (Wang
et al., 2011; Jenkins et al., 2013; Paper IV), but they clearly show that global
models are missing some important features of sea spray geoengineering.
CRM simulations indicate that sea spray geoengineering increases the cloud
albedo the most in a weakly precipitating boundary layer or when available
background CCN concentration is low after heavy or persistent precipitation
(Wang et al., 2011). In the first case, the injected sea salt particles decrease
precipitation and thus increase LWP (aerosol second indirect effect). In the
second case, the injected sea spray particles replenish the aerosol population
and prevent the boundary layer from collapsing to a shallow fog layer (Acker-
man et al., 1993; Wang et al., 2011). Cloud seeding was found to be inefficient
in the case with strong precipitation, when additional sea-salt CCN cannot
help to sustain cloud water; in highly polluted air (a result replicated also
by global models); or in dry air where the added CCN activate into cloud
droplets poorly (Wang et al., 2011).
However, it is not only the background aerosol concentration and air humid-
ity that affect the efficiency. Jenkins et al. (2013) used a LES model to assess
how the timing of sea salt injections affects the cloud albedo enhancement. In
their simulations, sea salt injections timed in the morning into a weakly pre-
cipitating boundary layer provided the strongest response, and the increase
in CDNC was greater with a higher injection rate. Furthermore, the early
field tests add one more condition for effective cloud seeding: Cloud needs to
be single layered so that the injected particles can increase the CDNC in the
whole cloud system and not only in the lowest layer (Russell et al., 2013).
Another shortcoming of global aerosol models (and even smaller scale CRMs)
in simulating sea salt injections is the need to assume that injected particles
are dispersed uniformly and instantaneously within the grid cell (Korhonen
et al., 2010, Paper IV). In reality, particle concentrations would be much
higher near the spraying vessels (or other injection sources). High concen-
trations would lead into increased self-coagulation of the injected sea salt
particles, which in turn would decrease the effective number flux of the in-
jection (Paper IV). In Paper IV, a parameterization was developed to take
into account in-plume coagulation in models that cannot model it explicitly.
When this parameterization was implemented into the ECHAM-HAMMOZ
model, the effective number flux and cloud-top CDNC were 61% and 56%
lower, respectively, than with the standard model setup (Paper IV). The
ERF of sea salt injections was halved in the simulations due to the in-plume
coagulation (Paper IV).
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Several missing important features in the global models indicate that the
current estimates of the global radiative potential of marine aerosol injections
are still highly uncertain. Novel parameterizations, such as in Paper IV, can
help to limit the uncertainty, but there is still much to do to reconcile the
results from global-scale models with the results from cloud-scale models and
field tests.
4.2.5 Health effects and climate trade-offs of manipulating ship-
ping emissions
In addition to their large climatic effects, tropospheric aerosol particles also
degrade air quality. Elevated aerosol concentrations are connected to in-
creased mortality from cardiopulmonary diseases and lung cancers (Pope and
Dockery, 2006). The total increased mortality from particulate air-pollution
is estimated to be about 0.8 million annually (Cohen et al., 2005). One large
source of anthropogenic air pollution is emissions from shipping. Aerosol
emissions from shipping are estimated to cause tens of thousands deaths
annually (Corbett et al., 2007; Winebrake et al., 2009; Paper V).
When global models are used to assess premature mortality due to aerosol
emissions, data from different sources are needed: 1) aerosol concentrations
calculated by the model, 2) population density data, 3) demographic in-
formation (usually the fraction of people over 30 years), and 4) baseline
mortality in cardiopulmonary diseases and lung cancers (see Paper V for
details). When baseline aerosol concentrations are compared to concentra-
tions in some other model run, the change in premature mortality can be
calculated (Ostro, 2004).
A major part of the aerosol shipping emissions originate from near the con-
tinents and human population (Eyring et al., 2010). This makes regulating
coastal shipping emissions vital in improving air quality and human health
(Winebrake, et al., 2009; Paper V). Reductions in aerosol emissions from
shipping will, however, lead to a decrease in the cooling effect of the ship-
induced aerosols (Lauer et al., 2009; Paper V). As the reduction in the cooling
effect of shipping causes additional global warming, a question arises whether
air quality could be improved without losing the cooling effect of aerosol emis-
sions from shipping. Paper V addressed this question by exploring a scenario
where the aerosol emissions from shipping were reduced in coastal waters,
but increased in the open ocean to retain the cooling effect. The results of
this geoengineering scenario were then compared to other emission scenarios
by evaluating the global total premature mortality increase and the global
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mean ERF due to aerosol emissions from shipping in each scenario (Paper
V). While this approach lacks some important aspects of the problem (such
as the spatial distribution of temperature response and changes in precip-
itation), it is a useful tool to study the policy-relevant climate and health
trade-offs involved in different shipping emission scenarios (Paper V).
Figure 7: Global total premature mortality and global mean forcing due to
aerosol emissions from shipping in the simulations by companion papers by
Winebrake et al. (2009) and Lauer et al. (2009) (in red), and in Paper
V (in blue). Circles represent present-day scenarios and diamonds modified
shipping emission scenarios. The numbers following C and O denote the
fuel sulphur content in coastal and open ocean, respectively. The present-
day sulphur content is 2.7%. The emission inventories and coastal water
definitions differed between the studies. Therefore, the simulations from the
two studies are not directly comparable with each other.
Figure 7 combines the global mean forcing and the premature-mortality in-
crease due to the aerosol emissions from shipping in Paper V and in a com-
panion study by Winebrake et al. (2009) and Lauer et al. (2009). Present-
day shipping emissions caused the largest mortality in both studies, although
the estimates differed greatly in the two studies (about 50, 000 in Paper V
and over 80, 000 in Winebrake et al. (2009)). Figure 7 shows the impor-
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tance of coastal emission reductions as decreasing fuel sulphur content from
the present-day value of 2.7% in the coasts to 0.1% and doubling it in the
open ocean to 5.4% decreased global mortality significantly (the difference
between C=0.1&O=5.4 and present day marked with blue dots; Paper V).
That does not mean that the emissions from the open ocean have negligible
health effects as can been seen in the large difference in mortality between
the geoengineering scenario (C=0.1&O=5.4 in blue) and the future strict
emission regulation scenario with identical emission reductions in the coastal
waters (C=0.1&O=0.5 in blue) (Paper V). If only the global mean forcing
and the total premature mortality increase are considered, it can be argued
that either the geoengineering scenario (with more cooling and less mortal-
ity) or the strict emission control scenario (with considerably less mortality
but decreased cooling) are preferred over the present-day shipping emissions
depending whether the cooling or health effects are preferred. For a more
detailed discussion on the climate and health trade-offs involved, see Paper
V.
4.3 Other methods for solar geoengineering
Several other methods of solar geoengineering have been proposed in addition
to stratospheric sulphur injections and marine cloud brightening (Lenton and
Vaughan, 2009). They vary from massive technological projects such as giant
mirrors in space (Angel, 2006) to a simple idea of painting urban areas white
to increase the surface albedo (Akbari et al., 2008). In general, most of
methods are estimated to have either lower radiative impact than the two
methods described in the previous sections, or have an extremely high cost
of deployment or operation at the needed scale (Royal Society, 2009).
4.4 Climate impacts of solar geoengineering
Counteracting the negative consequences of carbon dioxide emissions with
solar geoengineering faces two fundamental problems. First, carbon dioxide
(as other greenhouse gases) affects the longwave radiation and thus it is im-
possible to fully compensate the warming effect of increased greenhouse gas
concentrations by solar geoengineering that affects the shortwave radiation
budget (Govindasamy and Kaldeira, 2000). Second, increased reflection of so-
lar radiation does not directly alleviate damages caused by ocean acidification
(Doney et al., 2009) due to increased carbon dioxide concentrations (Bala,
2009). It may, however, indirectly reduce the ocean acidification by slightly
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reducing the release of carbon from the biological reservoirs (Matthews et al.,
2009; Williamson and Turley, 2012; Keller et al., 2014).
No experimental data exist on large-scale solar geoengineering experiments.
Thus, the estimates of the climate impacts of solar geoengineering rely mostly
on climate model simulations. Based on these simulations, solar geoengineer-
ing seems to have potential to counteract climate change caused by the an-
thropogenic greenhouse gas emissions at least on a global mean level (Royal
Society, 2009). If the greenhouse gas concentrations continue to grow, a cli-
mate with solar geoengineering would be closer to a preindustrial climate
than a climate without solar geoengineering (e.g., Rasch et al., 2009; Mc-
Cusker et al., 2012).
There are however some significant difficulties involved. Greenhouse-gas forc-
ing causes rise in both global temperature and precipitation. If the increased
temperature is fully compensated for with solar geoengineering, precipita-
tion decreases (due to lower evaporation) more than the increase due to
greenhouse-gas forcing (e.g., Ricke et al., 2010; Caldeira et al., 2013). On
the other hand, if the aim of solar geoengineering is to restore the global
mean precipitation to the preindustrial value, the global mean temperature
will remain elevated compared to the preindustrial level despite solar geo-
engineering. Recent results by Alterskjær et al. (2013) indicate, however,
that sea spray geoengineering might increase precipitation over land at low
latitudes by increased monsoon circulation, despite the decrease in global
total precipitation.
Solar geoengineering affects another important variable, the sea level, in a
different way than it affects the temperature; if the sea-level rise were to
be ceased with solar geoengineering, surface temperatures would respond
faster than the sea-level and thus drop quickly (Irvine et al., 2012). Another
complexity in attempting to compensate climate change with solar geoengi-
neering are significant differences in regional responses (Irvine et al., 2010,
Ricke et al., 2010). In the worst case, drastic regional changes in precipi-
tation could endanger the Amazon rain forest (Jones et al., 2009; Latham
et al., 2012a), or disrupt the monsoon circulation, which could result in a
catastrophic famine (Robock et al., 2008; Haywood et al., 2013). Some re-
gions might also benefit from a lower magnitude of solar geoengineering than
others (Ricke et al., 2010).
The change in the global and the regional precipitation due to solar geo-
engineering depends also on the method. Aerosol technologies are found to
reduce the global precipitation twice as much as mirrors in space with a
similar radiative forcing (Niemeier et al., 2013). If the geographical extent
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of solar geoengineering is limited or poorly adjustable (such as in Papers
I and V), regional differences in climate response are probably even higher
than achievable with a more easily customizable solar geoengineering method
(MacMartin et al., 2012). Geographical distribution may however not have
a crucial role in determining regional effects. For example, Volodin et al.
(2011) found that change in the temperature in the Arctic did not depend
on the injection region of sulphur, but only on the global mean response.
Many modelling studies have assumed a reduction of the solar constant
as a result of solar geoengineering (e.g., Govindasamy and Caldeira, 2000;
Caldeira and Wood, 2009). Caution should be used, when these results are
interpreted to represent for example stratospheric sulphur injections, because
stratospheric aerosol injections may have significantly different effects on the
precipitation than a simple reduction of the solar constant (Ferraro et al.,
2014). Another study that highlights the uncertainty in modelling the cli-
mate impacts of solar geoengineering was made by Driscoll et al. (2012).
They evaluated 13 climate models in terms of how well they modelled the
dynamic response of the atmosphere to large volcanic eruptions. Most of
the models failed to capture important aspects of the dynamical response
such as strengthening of the Northern Hemisphere polar vortex or warming
of Eurasia. If climate models cannot reproduce the observed impacts of vol-
canic eruptions, they may fail to model some important consequences of solar
geoengineering too.
Solar geoengineering could also be useful in preserving specific targets such
as Arctic sea ice (Rasch et al., 2009; MacMartin et al., 2012) or coral reefs
(Latham et al., 2013), or it could weaken hurricanes by reducing sea surface
temperatures locally (Latham et al., 2012b). However, if solar geoengineering
were ever deployed, it may prove difficult to disentangle its effects from other
climate forcers and natural variability (Robock et al., 2010; MacMynowski
et al., 2011; Seidel et al., 2014).
4.5 Risks of solar geoengineering
A majority of the risks of solar geoengineering are linked with undesired
climatic consequences, which were briefly discussed in the previous section.
There are, however, a great number of other risks involved in solar geoengi-
neering. One of the greatest problems common to all solar geoengineering
methods is that their deployment, if ever started, should be continued as long
as greenhouse gas concentrations remain elevated. If the cuts in greenhouse
gas emissions are delayed a couple of decades, solar geoengineering should be
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used for centuries to compensate for the additional radiative forcing (Boucher
et al., 2009; Vaughan and Lenton, 2012). If the deployment were terminated,
and greenhouse gas concentrations had continued to accumulate during the
deployment, the global mean temperature would rise within decades to a
value that would have been achieved without solar geoengineering (Wigley,
2006; Matthews and Caldeira, 2007; Brovkin et al., 2009; Jones et al., 2013).
It would be very hard for the humankind and many other parts of the ecosys-
tem to adapt to this rapid temperature change (Davis and Shaw, 2001; Jones
et al., 2013). The rapid warming followed by the shutdown of solar geoengi-
neering would also release carbon stored in biological reservois (e.g. forests
and soils) into the atmosphere and thus intensify the warming even further
(Matthews and Caldeira, 2007; Caldeira et al., 2013; Keller et al., 2014).
Kosugi (2013) proposed that the termination problem could be lessened by
limiting the amount of solar geoengineering applied so that the rate of climate
change could be limited within a selected threshold. Kosugi (2013) estimated
that negative forcing from solar geoengineering could be only slightly more
1 W m−2, and greenhouse gas emissions should be reduced by 80% by the
year 2100 from the year 2005 levels to limit the global warming below 2 ◦C,
and to limit the rate of global warming below 0.2 ◦C per decade (the current
rate of global warming according to Matthews and Caldeira (2007)).
Stratospheric sulphur injections have one big problem specific to that tech-
nology. Increasing sulphate particle concentration in the stratosphere poses
a threat to the ozone layer (Tilmes et al., 2008). Increased surface area of the
sulphate particles combined with cold temperatures enhances ozone destruc-
tion and can delay the recovery of the ozone hole by 30 years if 2 Tg S yr−1
is injected into stratosphere (Tilmes et al., 2009). Heckendorn et al. (2009)
found that also increased temperatures in the lower stratosphere caused by
aerosol absorption can lead to a decrease in stratospheric ozone through an
increase in the atmospheric water content.
Increased acid deposition has also been seen as one of the risks of strato-
spheric sulphur injections (Robock, 2008). However, the amount of injected
sulphur in the geoengineering scenarios would be probably below 10 Tg S
yr−1, which is rather low compared to the total anthropogenic sulphur emis-
sions of about 50 Tg S yr−1 (Lamarque et al., 2010). Moreover, global sim-
ulations by Kravitz et al. (2009) demonstrated that deposition of sulphur is
at least an order of magnitude lower than the ecologically harmful threshold
values everywhere excluding terrestrial waterways. The results do not com-
pletely rule out local harmful sulphur deposition rates, but increased acid
deposition is arguably of low concern compared for example to the threat to
the ozone layer or to disruptions in the monsoon circulation.
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As discussed extensively earlier, current state-of-the-art climate models are
imperfect tools to predict radiative response of aerosol injections, and the
same applies to changes in the climate system. Solar geoengineering could
cause some unforeseen consequences as some crucial links between different
Earth system components may have not been yet understood (Matthews
and Turner, 2009). Further difficulties come from the fact that limited-area
field tests are not adequate to predict all consequences either; deployment
on global scale is necessary to really see what happens (Robock et al., 2010;
MacMynowski et al., 2011).
In addition to the numerous potential negative side-effects, solar geoengineer-
ing can create also novel political, ethical, and social problems (Morrow et al.,
2009; Jamieson, 2013; Lin, 2013). The uneven distribution of regional climate
benefits (Irvine et al., 2010) combined with the fact that different magnitude
of solar geoengineering may be optimal for different regions (Ricke et al.,
2010), makes it very challenging to build a legitimate and just international
governance for the deployment of solar geoengineering (Ricke et al., 2013).
Even though solar geoengineering is considered a fast option to slow down cli-
mate change, the international negotiations required may become as tedious
as those for climate change mitigation (Gardiner, 2010). Solar geoengineer-
ing option may also decrease political momentum to reduce greenhouse gas
emissions (Lin, 2013; Jamieson, 2013). Moreover, some interest groups may
attempt to frame solar geoengineering as a substitute for mitigation and thus
actively hinder international agreements on cutting greenhouse gas emissions
(Lin, 2013).
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5 Review of papers and the author’s contri-
bution
Figure 8 summarizes the most important topics addressed in this thesis.
Paper I presents simulations on the climatic effects of stratospheric sulphur
injections that are delivered with commercial passenger flights. The IPCC
AR5 emission inventory for air traffic was used as the base case. In other sim-
ulations, the routes of inter-continental flights were elevated into the lower
stratosphere. The simulations show that this geoengineering method could
create a significant cooling effect only in the Northern Hemisphere. In addi-
tion, fuel sulphur content should be raised well above the current legal limits
in order to inject amounts of sulphur required to make a significant cooling
effect. The author wrote the preliminary post-processing scripts, instructed
the first author of the paper on evaluating the radiative effects in the simu-
lations and implementing the aircraft emissions, participated in interpreting
the model results, and contributed to the writing of the paper.
Paper II compares three aerosol microphysics modules for global aerosol-
climate model ECHAM-HAMMOZ in different stratospheric conditions. All
the models performed well when compared to the detailed reference model
in normal stratospheric conditions. However, when the SO2 concentration
was set to higher values to represent a volcanic eruption or stratospheric sul-
phur injections, the models’ results differed from each other and none of the
models could represent the aerosol size distribution accurately. The aerosol
microphysics module M7 was tested under different parameters for aerosol
modes and the paper presents improved model setup for stratospheric con-
ditions with high SO2 concentration. The author contributed to the design
of the experiments, carried out the model runs with the microphysics mod-
ule SALSA, processed and analyzed the results of all the models, and made
preliminary versions of most of the figures.
Paper III presents results by the aerosol-climate model ECHAM-HAMMOZ
on the effects of artificial sea salt injections on clouds and the Earth’s ra-
diative balance. The results confirm that this geoengineering method would
be most effective in the areas with persistent stratocumulus decks. Indirect
aerosol effects dominate over direct effects, and the greatest radiative effect
was found with high number flux of particles with geometric mean diameter
100 nm. The author had a major role in designing the experiments, wrote
the new emission routines for artificial sea salt injections and ultra-fine sea
spray emissions, conducted all the model simulations, did all data analysis,
and wrote most of the paper.
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Figure 8: Modelling impacts of solar geoengineering with aerosol injections
in this thesis.
Paper IV presents a new parameterization for large-scale models to take
into account sub-grid-scale coagulation of sea-spray aerosol particles near
the injection source. This reduces the effective number flux of sea spray
injections. Global model simulations in this paper show that inclusion of this
new parameterization in a model halves the radiative effect of a sea spray
injection scenario similar to presented in Paper III. The author implemented
the new parameterization into ECHAM-HAMMOZ, designed and carried out
global simulations of sea spray injections, analyzed the data from the global
simulations, wrote the global model description and the part detailing the
global results, and contributed to the writing of the rest of the paper.
Paper V describes the climate and air-quality trade-offs related to control-
ling aerosol emissions from shipping. The aerosol-climate model ECHAM-
HAMMOZ was used to simulate scenarios where strict emission controls were
applied near the continents but SO2 emissions were increased in the open
ocean. The results show that the current cooling effect from international
shipping could be retained while still improving the air quality. The best air
quality was achieved with strict emission controls also in the open oceans,
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but the cooling effect from shipping was also diminished significantly in that
scenario. The author compiled new emission data for the shipping emissions,
designed the experiments, carried out the model runs, did all the data anal-
ysis excluding the comparison of PM2.5 concentrations with measurements,
and wrote the majority of the paper.
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6 Conclusions
The focus of this thesis is the radiative impacts and the uncertainties of
stratospheric sulphur and marine aerosol injections. Global aerosol-climate
model ECHAM-HAMMOZ has been the main tool for estimating the radia-
tive effects, and sensitivity runs and smaller scale models have been used
to assess the uncertainties in the radiative impacts. Stratospheric sulphur
and marine aerosol injections have been studied assuming either idealized or
delivery-technology-specific scenarios to assess if it is possible to use existing
air or sea traffic network to deliver the injected aerosols into the atmosphere.
Three main conclusions of this thesis are:
1. Aerosol methods have potential to a significant global cooling
effect (Papers I, III, and IV). Based on the global modelling studies, both
stratospheric sulphur and marine aerosol injections could alter the Earth’s
energy balance in a magnitude comparable to the greenhouse gas positive
forcing (Papers I, III, and IV). Both the magnitude and the spatial distribu-
tion of the radiative forcing of the aerosol injections depend heavily on the
injection scenario. For example, if stratospheric sulphur injections are tar-
geted mainly in the Northern Hemisphere, the global mean radiative forcing
is considerably less than with tropical injections (Paper I).
Even if the radiative potential of marine aerosol injections due to aerosol-
cloud interactions is still uncertain, the direct effect of sea salt injections
can be significant, especially in the tropical cloud-free regions (Paper III).
This means that also marine aerosol injections are very likely to have global
cooling potential (even if somewhat limited) even if the indirect effects of
aerosol injections are overestimated.
2. There are currently significant uncertainties remaining in the
estimates of stratospheric sulphur and marine aerosol injections
(Papers I–V). Many complicating factors such as subgrid-scale coagula-
tion near the injection plume (Paper IV), stratospheric subgrid-scale sul-
phate formation, realistic evolution of the aerosol size distribution (Paper
II), etc. cannot be modelled explicitly with state-of-the-art global climate
models. The model results are also sensitive to uncertain variables such
as background aerosol distribution and updraft velocities in clouds (Paper
III). If the manipulation of the shipping emissions is used for geoengineering
purposes, the same uncertainties are valid as for sea spray injections, and
for example the uncertainty in subgrid-scale sulphate formation in ship ex-
hausts makes estimates of the method’s radiative potential more uncertain
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(Paper V). Sensitivity runs can help to assess the uncertainty due to subgrid-
scale or missing processes (Papers I and III–V). For example, the inclusion
of subgrid-scale coagulation near the sea spray injection plumes halved the
radiative forcing of sea spray geoengineering (Paper IV).
3. Existing international traffic on sea or on air could be used to
deliver sulphur into the atmosphere to counteract anthropogenic
climate change (Papers I and V). Simulations in Papers I and V show
that stratospheric passenger flights or increased sulphur emissions of shipping
over the open ocean could create a significant global mean cooling effect. The
forcing would, however, be lower than achievable with an injection method
designed for geoengineering (Papers I and III–V). The resulting forcing would
also be spatially inhomogeneous (Papers I and V) and not easily adjustable
to target specific regions.
In addition to the technical limitations, achieving significant radiative forcing
would require increasing sulphur content in fuels (in either ships or aircraft)
beyond what is currently allowed by international legislation (Papers I and
V). Especially in the case of manipulating aerosol emissions of shipping,
this increase would be against the trends and the political momentum of
decreasing emissions (Paper V). Moreover, increasing aerosol emissions from
shipping in the open ocean instead of decreasing them as now internationally
agreed, would sustain air-quality problems in coastal regions, and cause thus
excess premature mortality (Paper V).
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7 Final remarks
The original research done for this thesis does not cover all the important as-
pects of solar geoengineering. Despite the promising potential for significant
radiative effects, aerosol methods or solar geoengineering in general cannot be
used as a substitute for emissions reductions (Royal Society, 2009). The same
applies for geoengineering methods aiming to remove carbon dioxide from the
atmosphere (e.g., Keller et al., 2014). There are several known significant
risks (and certainly several unknown) associated with solar geoengineering
(e.g., Robock, 2008; Robock et al., 2009). For example, if ever started, solar
geoengineering would need to be continued as long as greenhouse gas con-
centrations remain elevated (i.e. centuries or millennia if carbon dioxide is
not artificially removed), or very rapid warming would follow (Wigley, 2006;
Matthews and Caldeira, 2007). Stratospheric sulphur injections would also
pose a threat to the ozone layer (Tilmes et al., 2008). Finally, allowing con-
tinued accumulation of greenhouse gases in the atmosphere and increasing
the intensity of solar geoengineering simultaneously, would lead to a novel
and unpredictable climate state (Matthews and Caldeira, 2007). Therefore,
drastic reductions in anthropogenic greenhouse gas emissions are urgently
needed, whether or not we ever resort to solar geoengineering.
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Abstract
Solar radiation management with stratospheric sulfur aerosols has been proposed as a
potential geoengineering strategy to reduce global warming. However, there has been very
little investigation on the efficiency of specific injection methods suggested. Here, we show
that using stratospheric passenger flights to inject sulfate aerosols would not cause significant
forcing under realistic injection scenarios: even if all present-day intercontinental flights were
lifted above the tropopause, we simulate global surface shortwave radiative forcings of
−0.05 W m−2 and −0.10 W m−2 with current and five times enhanced fuel sulfur
concentrations, respectively. In the highly unlikely scenario that fuel sulfur content is
enhanced by a factor of 50 (i.e. ten times the current legal limit) the radiative forcing is
−0.85 W m−2. This is significantly lower than if the same amount of sulfur were injected over
the tropics (−1.32 W m−2, for 3 Tg (S) yr−1) due to a faster loss rate and lower intensity of
solar radiation in the northern midlatitudes where current flight paths are concentrated. We
also predict lower global forcing in northern hemisphere winter than in summer due to the
seasonalities of the solar radiation intensity at midlatitudes, the related OH chemistry that
produces sulfate aerosol, and removal of particles.
Keywords: geoengineering, stratospheric aerosols, radiative forcing, aircraft emissions
1. Introduction
Solar radiation management (SRM) techniques aim to
compensate the warming caused by increased greenhouse
gas concentrations by increasing the reflectivity of the Earth.
Currently the most studied, and probably the most promising,
SRM method is injection of sulfur to the stratosphere (Rasch
2008). In the atmosphere, gaseous sulfur reacts to form sulfate
aerosols which can reflect incoming shortwave (SW) radiation
back to space and thus cool the climate. Because of the
Content from this work may be used under the terms
of the Creative Commons Attribution-NonCommercial-
ShareAlike 3.0 licence. Any further distribution of this work must maintain
attribution to the author(s) and the title of the work, journal citation and DOI.
stability of the stratosphere and the relatively slow removal
mechanisms for submicron aerosol, the lifetime of the sulfate
aerosol can be 1–2 yr, while in the troposphere it is only from
a few days to a week (Rasch 2008).
The idea of stratospheric sulfur injections goes back to
the 1970s, when Budyko (1977) suggested that the emission
of sulfur from the jet fuel of a civil aircraft flying in the
stratosphere could increase the aerosol concentration and thus
cause climate cooling. In theory, intercontinental and other
long-distance flights with Concorde-type aircraft capable of
operating at stratospheric altitudes could be used for this
purpose. Since the 1970s, numerous other injection methods
have also been proposed, including military jets, modified
artillery, chimneys and high altitude balloons (The Royal
11748-9326/12/034021+07$33.00 c© 2012 IOP Publishing Ltd Printed in the UK
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Society 2009). While the radiative and climate effects of
stratospheric injections have in recent years been studied quite
extensively, very few of the previous modelling studies have
explicitly addressed the issue of the injection method (Rasch
2008). One exception is Pierce et al (2010), who studied
sulfate particle formation in individual plumes of a dedicated
carrier aircraft and used their results as an input to a 2D
stratospheric aerosol model to calculate the radiative forcing
from injections made between 30◦S and 30◦N latitudes.
Several other studies have added sulfur into one model grid
cell in the tropics (Niemeier et al 2011, Robock et al 2008,
Jones et al 2010), implying a fairly local injection method
(e.g., artillery or chimney). Such local methods would release
a large amount of sulfur into a relatively small volume of
air, which could enhance coagulation and thus lead to larger
particles and smaller lifetime of the stratospheric aerosol
(Heckendorn et al 2009).
Here, we revisit the idea of Budyko (1977) and
investigate the cooling potential of civil aircraft in scenarios
in which most long-distance flights are flown in the
lower stratosphere and the jet fuel is sulfur-enhanced. One
advantage of these scenarios is that the sulfate aerosol would
spread over a wide area in the stratosphere, minimizing the
coagulation effects predicted for local injection methods.
The appeal of this method is that an already existing
activity, in this case commercial air traffic, could be used
for geoengineering purposes. We study several injection
scenarios with the climate–aerosol model ECHAM5.5-HAM2
(Zhang et al 2012), making this one of the few stratospheric
geoengineering studies to include an explicit treatment of
sulfate aerosol microphysics.
This study is intended as a first-order estimate of
the potential cooling that could theoretically be achieved
utilizing civil aircraft for stratospheric geoengineering. We
acknowledge that there would be several technical, financial
and legal issues that would need to be solved before such
a scheme could be implemented in reality. These include
replacing the current commercial fleet with Concorde-type
aircraft that could actually operate in the stratosphere, possible
large increases in fuel consumption as flight altitudes and
plane types are changed, current legal limitations of fuel sulfur
content, and route restrictions for supersonic civil aircraft
(currently allowed only over the oceans). There could also be
significant effects on stratospheric chemistry and especially
on the ozone layer, as the aircraft would also emit large
amounts of NOx which is not simulated in our model.
2. Methods
2.1. Model description
In our simulations, we have used MAECHAM5.5-HAM2, the
middle atmosphere configuration of aerosol–climate model
ECHAM5.5-HAM2 (Stier et al 2005, Zhang et al 2012).
MAECHAM5.5 is integrated with a spectral truncation of
63 (T63), which corresponds approximately to a 1.9◦ × 1.9◦
horizontal grid, and to 47 vertical levels up to 0.01 hPa.
The simulations were performed with a time step of 600 s.
The aerosol module HAM2 is coupled interactively to
MAECHAM5.5 and includes an explicit modal aerosol
scheme M7 (Vignati et al 2004) describing the aerosol
number and volume size distributions by a superposition of
seven log-normal modes. HAM2 calculates aerosol emissions,
removal, gas and liquid phase chemistry, and radiative
properties for the major global aerosol compounds of sulfate,
sea salt, black carbon, organic carbon and mineral dust.
M7 calculates the microphysical processes of nucleation,
condensation, coagulation and hydration.
For aircraft emissions, we have used the IPCC AR5
air traffic emissions for years 2000 and 2050 (Lamarque
et al 2010). The IPCC AR5 inventory does not include SO2
emissions for air traffic and thus we have used the NO2 mass
emissions in the database to calculate the SO2 emissions.
This was carried out based on the emission indices from
the US Federal Aviation Administration’s AEDT/SAGE tool
(Kim et al 2007), which gives a global emissions index of
13.8 g kg−1 (fuel) for NO2. For SO2 we have used an
emission index of 1.2 g kg−1 (fuel) (Barrett et al 2010). Based
on these values, we assumed that for each kilogram of aircraft
NO2 emission, 87 g of SO2 was simultaneously emitted.
In addition to air traffic emissions, we have included
aerosol emissions from other anthropogenic sources and
biomass burning as given in the AEROCOM database for the
year 2000 (Dentener et al 2006). For sea spray emissions, we
used a parameterization combining the wind-speed-dependent
source functions by Monahan et al (1986) and Smith and
Harrison (1998) (Schulz et al 2004). For dust emissions, we
used the Tegen et al (2002) scheme.
The simulation was carried out with a free running
setup and thus the dynamical feedback resulting from
the additional heating was taken into account. However,
online emissions of, e.g., sea salt and mineral dust are
sensitive to wind speed at 10 m height, which can differ
significantly between simulations with different aerosol fields.
This can occasionally have strong local effects on the forcing.
However, the effect is small when comparing the mean values
of forcing in simulations of several years.
2.2. Model experiments
Nine simulations were performed in this study. Each
simulation was for a five-year period from 2001 to 2005
and was preceded by a two-year spin-up period. The studied
scenarios are summarized in table 1.
In the control (CTRL) run, the aircraft emissions were
simulated using the flight altitudes from AEROCOM and
current fuel sulfur concentration calculated as described in
section 2.1. In all the other simulations, all intercontinental
flights above oceans as well as the portions of flights above
continents which currently take place at altitudes above 10 km
were elevated about 2 km above the tropopause and spread
into three model levels in the stratosphere. As a result, about
half of all current aircraft emissions were emitted to the
stratosphere. The SO2 emissions from these elevated flights
using year 2000 emissions are shown in figure 1(a). Due to
the varying height of the tropopause, the flight altitudes need
2
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Figure 1. Column-integrated total (a) and zonal mean (b) of stratospheric SO2 emissions in the SAT scenario.
Table 1. Summary of the model experiments. (Note: the columns list the emission index of sulfur in aircraft fuel (g (S)/kg (fuel)), the total
amount of sulfur injected to the stratosphere and amounts injected to the north of 30◦N, between 30◦N and 30◦S and to the south of 30◦S.
For more details on the different scenarios, see section 2.)
Scenario EI(S) (g kg−1)
Stratospheric S
injections (Tg yr−1) Tg (S) yr−1 > 30 N Tg (S) yr−1 tropics Tg (S) yr−1 > 30 S
CTRL 0.6 0.02 0.02 — —
SAT 0.6 0.06 0.04 0.02 0.0008
SAT × 5 3.0 0.31 0.22 0.08 0.004
SAT × 50 30 (/0.6)a 3.06 2.24 0.79 0.04
SAT × 5 2050 3.0 0.69 0.46 0.22 0.01
SAT × 5 SO4 3.0 0.31 0.22 0.08 0.004
EQ3 — 3.0 — 3.0 —
SAT × 50 H2SO4 30 (/0.6)a 3.06 2.24 0.79 0.04
a In the SAT × 50 and SAT × 50 H2SO4 scenarios emission index 30 is only applied in the stratosphere and index 0.6 in the troposphere.
to be increased much more in the tropics than in the mid and
high latitudes (figure 1(b)).
The geoengineering simulation SAT had the same flight
routes and total SO2 emissions as the CTRL simulation,
except that some of the flights were elevated to the
stratosphere as described above. Scenarios SAT×5 and SAT×
50 were as SAT, except that the current fuel sulfur content was
enhanced by factors of 5 and 50, which led to injected sulfur
masses of 0.3 Tg yr−1 and 3.0 Tg yr−1, respectively (table 1).
Note that the SAT×5 scenario corresponds to the current legal
limit for aircraft fuel sulfur concentration of 3 g (S)/kg (fuel)
(IPCC 1999), and thus scenario SAT × 50 exceeds this limit
by a factor of ten. Technically, if a 50-fold sulfur enhancement
were used, the aeroplanes would probably need two separate
fuel tanks: one for fuel with the current sulfur concentration to
be used in lower altitudes where air pollution is an issue, and
another for sulfur-enhanced fuel to be used in the stratosphere.
This was taken into account in this scenario and enhanced
fuel sulfur concentration was only used in the stratosphere.
We assume here that the aircraft engines can be designed to
sustain the increased fuel sulfur content.
The effect of future changes in air traffic volume and
flight paths was investigated with scenario SAT × 5 2050,
which assumes the same fuel sulfur content as SAT × 5
but uses projected flight paths for the year 2050 from
the Representation Concentration Pathways scenario 8.5
(RCP8.5) of IPCC AR5. These flight paths are also elevated
to be flown in the stratosphere. RCP8.5 can be viewed
as the no-climate-policy scenario in which anthropogenic
CO2 emissions increase so that the warming effect of
CO2 is 8.5 W m−2 at the end of this century. Note that
while the original RCP scenarios assume that the fuel
sulfur concentration will decrease significantly in the future
because of regulation, in our simulation investigating the
geoengineering potential of civil aircraft we have used five
times the current fuel sulfur concentration. The climate
conditions and emissions other than from the air traffic were
the same as in the other scenarios.
In all the simulations mentioned above, sulfur is emitted
as SO2. However, since the global climate model resolution
is quite poor, we are not able to capture the high SO2
concentrations in the aircraft plumes and thus are likely to
underestimate particle formation in aircraft exhaust fumes
and immediately after the emissions. Therefore, to test the
sensitivity of our results, we repeated the scenario SAT × 5
assuming that 5% of sulfur emissions are emitted as primary
sulfate particles with a geometric mean diameter of 50 nm
(simulation SAT × 5 SO4).
Simulation EQ3 was included as a reference case. In this
model run, no stratospheric flights were simulated but instead
3 Tg yr−1 of sulfur was injected uniformly over the area
between latitudes 20◦S and 20◦N at an altitude of 19–21 km.
This scenario was chosen since earlier studies have shown
that stratospheric sulfur injections in the tropics are the most
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Table 2. Clear-sky and all-sky radiative forcing at the surface and
stratospheric sulfur burden of each studied scenario.
Scenario
SW clear-sky
radiative
forcing
(W m−2)
SW all-sky
radiative
forcing
(W m−2)
Stratospheric
sulfur burden
(Tg (S))
SAT −0.07 −0.05 0.04
SAT × 5 −0.19 −0.10 0.19
SAT × 50 −1.43 −0.85 1.63
SAT × 5 2050 −0.58 −0.38 0.44
SAT × 5 SO4 −0.21 −0.12 0.20
EQ3 −2.15 −1.32 2.40
SAT × 50 H2SO4 −1.88 −1.13 1.59
effective in terms of geoengineering (Robock et al 2008).
Comparing the radiative forcings caused by stratospheric
emissions from aircraft and emissions over the tropics allows
us to evaluate the effectiveness of injection from air traffic.
Finally, we repeated simulation SAT × 50 assuming that
the sulfur is injected in the form of H2SO4 instead of SO2 to
estimate the effect of how the form of emitted sulfur affects
the forcings. It has to be noted that in our simulation H2SO4
is assumed to be evenly distributed within the model grid
box while, in reality, gaseous H2SO4 would transform to
particle phase very localized in aircraft plumes. Thus, this
assumption of well-mixed H2SO4 in the grid box cannot
be considered completely physical and the simulation is not
directly comparable with Pierce et al (2010).
One limitation in the simulations described above is
that we are restricted to the flight paths and total emissions
of the current aircraft fleet, which are very likely not
fully representative of large-scale flight operations in the
stratosphere. However, more accurate estimates for the type of
scenarios we are studying are currently not available. With this
in mind, our results should be taken as a first-order estimate of
the potential cooling from geoengineering with stratospheric
civil aircraft.
3. Results
Table 2 shows the change in the global mean clear-sky
and all-sky shortwave (SW) radiative forcing at the surface
between the injection scenarios and the CTRL run. In all
cases radiative forcing is smaller in the all-sky than in the
clear-sky case because globally clouds contribute about 2/3
of the planetary albedo.
As table 2 shows, stratospheric flights without enhance-
ment of fuel sulfur content (simulation SAT) would have an
insignificant effect on the radiative forcing (−0.05 W m−2).
Because of this, simply operating current intercontinental
civil flights in the stratosphere would likely cause negligible
climate cooling. From the point of view of geoengineering, the
fuel sulfur content would need to be enhanced considerably.
Even if the current legal limit for aircraft fuel sulfur
concentration (simulation SAT × 5) is used, the all-sky
radiative forcing at the surface is only −0.10 W m−2.
However, by using 50 times the current sulfur concentration
in aircraft fuel (simulation SAT × 50), it could be possible
to considerably increase the radiative forcing of aircraft
emissions. In this case, the global change in all-sky radiative
forcing at the surface is −0.85 W m−2, which is slightly less
than one quarter of the positive forcing from doubling of CO2
(3.7 W m−2). However, we consider such a high enhancement
of fuel sulfur content very unlikely.
The lifetime of stratospheric sulfur is smaller in the
SAT × 50 case than in the SAT × 5 case (0.53 yr and
0.68 yr, respectively), since with larger sulfur injections
the stratospheric particles grow faster which increases
sedimentation (Robock et al 2008). This effect is also evident
from the sub-linearity of the clear-sky forcing as a function
of injected sulfur mass (table 2). The apparent super-linearity
of all-sky forcing is caused by small differences in modelled
meteorology between the simulations which have a relatively
large effect in the low sulfur scenarios.
If 5% of fuel sulfur is emitted as primary SO4 particles
(run SAT × 5 SO4), the predicted aerosol radiative forcing is
almost equal to the case where all sulfur is emitted as SO2 (run
SAT × 5) (table 2). In the beginning of the two-year model
spin-up, simulation SAT × 5 SO4 shows more particles in
the accumulation mode but this difference disappears before
the end of the spin-up. There is no considerable difference in
stratospheric sulfur burden between scenarios SAT × 5 and
SAT × 5 SO4. Given that the timescale of SO2 oxidation in
the stratosphere is 30–40 days (McKeen and Liu 1984, Rasch
2008) and thus emitting 5% of sulfur as primary particles
can be seen as a reasonable upper limit estimate of sub-grid
particle formation, simulation SAT× 5 SO4 indicates that our
results are not highly sensitive to the treatment of sub-grid
processes when sulfur is assumed emitted as SO2.
The predicted radiative forcing increases notably if we
use estimated air traffic volumes for year 2050 instead of year
2000 (scenario SAT×5 2050). In this case, the global radiative
forcing at the surface is −0.38 W m−2, which is almost four
times larger than the forcing in SAT× 5 (table 2). The change
in the total amount of injected stratospheric sulfur by a factor
of 2.25 explains this increase only partly. Figure 2 reveals
that the zonal mean all-sky radiative forcing at the surface is
clearly higher at all latitude bands in SAT× 5 2050 compared
to SAT × 5. However, the difference is largest in the tropics
roughly between latitudes 30 ◦S and 30 ◦N. Table 1 shows
that the amount of sulfur injected between these latitudes is
almost three times larger in simulation SAT × 5 2050 than
in SAT × 5. The low latitudes receive more sunlight than the
mid or high latitudes, and thus the same amount of injected
sulfur has a higher geoengineering effectiveness. In addition,
the lifetime of stratospheric sulfate in scenario SAT × 5 2050
is almost equal to that in scenario SAT×5 (0.65 yr and 0.68 yr,
respectively), even though in the former scenario the amount
of injected sulfur is twice as large as in the latter. This is
because aerosol removal in the low latitudes is much slower
than in the mid and high latitudes and particles in the low
latitudes transport first poleward before being removed from
the stratosphere.
The importance of the spatial distribution of the injections
is also clearly seen if we compare scenarios SAT × 50 and
EQ3, where a total of 3 Tg (S) yr−1 is injected to the
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Figure 2. The 5 yr zonal means of all-sky shortwave radiative
forcing for the geoengineering scenarios. The fluctuation in the
curves in the figure especially between 10◦N and 50◦N is mostly
due to the slightly different meteorology in each simulation.
stratosphere in both cases. The global radiative forcing is 55%
larger when sulfur is injected to the tropics than when it is
injected using the current flight paths predominantly in the
northern midlatitudes (table 2). Figure 2 shows that, while
the zonal forcings in the two scenarios are comparable in
the northern mid to high latitudes, there is a large difference
in favour of the EQ3 scenario in the tropics and southern
midlatitudes. In scenario EQ3, the sulfur is spread more
homogeneously over the globe and the lifetime of sulfate
particles is longer since it takes more time for the sulfate to
be transported to the mid latitudes and poles where particle
deposition is faster (Hamill et al 1997). As a consequence, the
global stratospheric sulfur burden is about 40% larger in EQ3
than in SAT× 50 (table 2). Local SO2 concentrations are also
different between the scenarios, but we expect that this will
not have a significant effect on the results based on previous
studies which compared the same SO2 injection to one or
multiple grid cells along the equator (Niemeier et al 2011).
For comparison, in SAT × 50 H2SO4 we injected sulfur
as H2SO4 instead of SO2. Geoengineering using H2SO4
injections can be anticipated to cause more cooling since it
would result in higher local H2SO4 concentration and favour
nucleation over condensation. This in turn leads overall to
smaller particles and less effective coagulation (Pierce et al
2010, Niemeier et al 2011). The use of H2SO4 injections
increases the all-sky radiative forcing at the surface to
−1.13 W m−2, but as we see from figure 2 the enhanced
forcing takes place only in the northern hemisphere and in
the south the radiative forcing is similar to the case where
sulfur is injected as SO2 (SAT × 50). This is because the
local H2SO4 concentrations are the highest in the busiest flight
routes in the northern hemisphere. In the southern hemisphere,
there is clearly less flight traffic and, because of this, the
local concentrations of injected sulfuric acid are so small that
fast nucleation in the plume does not occur. It should be
noted, however, that our model does not take account of the
sub-grid particle formation in the aircraft plume, and thus our
simulation with H2SO4 injections probably underestimates
the radiative forcing to some extent.
Figure 3 depicts the seasonal variation of the zonal
mean radiative forcing for the SAT × 50 scenario. There
Figure 3. The seasonal variation of the zonal mean shortwave
radiative forcing at the surface for the SAT × 50 scenario. Positive
values of radiative forcing are from dust which results from
different meteorology in the CTRL and SAT × 50 scenarios.
Because of this, there is also sometimes large negative forcing
between 0◦ and 20◦ latitudes.
is a strong seasonal cycle in the northern mid and high
latitudes with a peak forcing in summer months. Reflecting
sulfate particles have concentrated to the northern mid
and high latitudes and in summer time more sunlight is
directed to and thus can be reflected from these latitudes.
There is also some seasonal variation in SO2 stratospheric
burden (from 0.44 Tg in July to 0.65 Tg in January)
due to higher summer-time concentrations of OH, which
is the main oxidant of atmospheric SO2. This means that
the oxidation rate of SO2 in the northern hemisphere is
much stronger in summer than in winter. This, together
with possible seasonal changes in deposition and dynamics,
leads to small seasonal variation in the global stratospheric
burden of sulfate particles (1.30 Tg in June–July–August and
1.12 Tg in December–January–February), which makes the
seasonal variation of the radiative forcing even stronger. The
respective roles of the seasonal changes in OH, deposition
and dynamics are difficult to quantify from our simulations.
However, a further sensitivity simulation (not shown) using
the same injections as in SAT × 50 but fixing the OH
concentration to summer-time values approximately halves
the seasonal variation in sulfate burden compared to SAT ×
50, and thus indicates that several of these factors play an
important role. Overall, the global all-sky radiative forcing
in northern hemisphere summer (June–July–August) is
−1.07 W m−2 while in winter (December–January–February)
it is −0.79 W m−2 in scenario SAT × 50.
Figure 4 shows the geographical distribution of the
all-sky forcing for scenario SAT × 50. Since current air
traffic is highly concentrated in the northern hemisphere,
the forcing is much larger in the northern (−1.1 W m−2)
than in the southern hemisphere (−0.60 W m−2). Since
the Brewer–Dobson circulation preferentially transports air
from the equator to the poles, particles released in the
northern hemisphere do not spread efficiently to the southern
hemisphere. If we look in detail at some specific areas, we
see that this geoengineering scenario has a large effect on the
radiative forcing in Europe (−1.45 W m−2), North America
(−1.33 W m−2) and Northern Asia (−1.50 W m−2), but a
much smaller effect in Africa (−0.68Wm−2), South America
5
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Figure 4. The 5 yr mean of all-sky radiative forcing at the surface
in scenario SAT × 50. The black squares indicate the seven regions
for which radiative forcings are calculated separately (see text).
(−0.65 W m−2), Australia (−0.56 W m−2) and in India and
Southeast Asia (−0.49 W m−2) (region boundaries shown in
figure 4). Note that the positive forcing over and west of the
Sahara is caused by a difference in dust emissions between
the CTRL and SAT × 50 simulations and is due to slightly
different meteorologies.
4. Discussion
It is interesting to compare our figure 4 with (b) in Ricke et al
(2010). They studied changes in regional climates using the
SRES A1B scenario for the main anthropogenic forcers and
defined the ‘optimal’ level of globally used geoengineering
as the level that in the 2070s would bring each studied
region’s climate back to closest to its 1990s state. They
found that Europe, North America and Northern Asia would
benefit from strong solar radiation management, while a much
lower intensity would be more optimal for India, Africa and
South America. They also suggested that non-uniform forcing
could be used to produce a desirable regional temperature
and precipitation effect. Using the method presented here,
the forcings from our SAT × 50 scenario are directed to
areas which would benefit from stronger geoengineering
according to Ricke et al (2010). However, it is not entirely
straightforward to estimate the climate effects from radiative
forcing alone and further climate model studies would be
needed to test the effects of non-uniform forcings.
The uneven geographical distribution of radiative forcing
resulting from our scenarios could also have some other
important climate consequences. The simulations imply
a relatively large forcing in the northern high latitudes,
where it could prevent melting of glaciers and Arctic
sea ice, or release of methane from Siberia (MacCracken
2009, Westbrook et al 2009). Thus this geoengineering
method could potentially reduce these climate feedbacks that
would accelerate global warming. One undesirable effect
which cannot be studied by our model is the depletion
of stratospheric ozone which is predicted to result from
stratospheric sulfur geoengineering (Heckendorn et al 2009).
It is probable that this geoengineering method would cause a
significant depletion in the ozone layer especially in the North
Pole, where ozone depletion is a problem already.
Large enhancements in fuel sulfur content could have
implications on jet engine safety as well as on planes flying
in air with high sulfate aerosol concentration. However, if
these challenges could be overcome, one potential advantage
of using commercial aircraft for geoengineering is that it
could probably be implemented relatively rapidly should
the need arise as a consequence of a threat of an abrupt
climate change in northern high latitudes, where commercial
air traffic already flies in the stratosphere. Expanding this
kind of geoengineering also to the low latitudes would cause
several technical and financial challenges since one would
need to reach altitudes close to 20 km. In order to obtain
notable climate cooling, a significant part of global aviation
traffic would have to be reorganized to serve the goal of
geoengineering. Such large-scale operation in the stratosphere
would require replacement of the current aircraft fleet and
major changes in current flight paths to emit a sufficient
amount of sulfur to stratospheric altitudes.
5. Conclusions
Our results indicate that merely elevating a large fraction of
civil air traffic into the stratosphere would have a negligible
radiative effect, and that in order to exploit air traffic for
geoengineering, the jet fuel sulfur content would need to be
increased substantially. Even if this were done, the current
as well as predicted future flight paths would lead to a
geographically very uneven forcing that concentrated on
northern mid and high latitudes, which are not optimal for
geoengineering in terms of the amount of received sunlight,
conversion rate of sulfur to sulfate particles or aerosol
lifetime. If a globally more uniform forcing or a forcing
sufficient to counteract, e.g., doubling of CO2 concentration
were desired, some other sulfur injection method would
be needed. Special aircraft dedicated to the geoengineering
purpose could give more control to produce a more favourable
spatial and temporal distribution of sulfur injections and thus
be a much cheaper and more effective geoengineering method
than using stratospheric civil flights.
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Abstract. In this manuscript, we present an intercomparison
of three different aerosol microphysics modules that are im-
plemented in the climate model ECHAM5. The comparison
was done between the modal aerosol microphysics module
M7, which is currently the default aerosol microphysical core
in ECHAM5, and two sectional aerosol microphysics mod-
ules SALSA, and SAM2. The detailed aerosol microphysical
model MAIA was used as a reference to evaluate the results
of the aerosol microphysics modules with respect to sulphate
aerosol.
The ability of the modules to describe the development of
the aerosol size distribution was tested in a zero dimensional
framework. We evaluated the strengths and weaknesses of
different approaches under different types of stratospheric
conditions. Also, we present an improved method for the
time integration in M7 and study how the setup of the modal
aerosol modules affects the evolution of the aerosol size dis-
tribution.
Intercomparison simulations were carried out with varying
SO2 concentrations from background conditions to extreme
values arising from stratospheric injections by large volcanic
eruptions. Under background conditions, all microphysics
modules were in good agreement describing the shape of the
aerosol size distribution, but the scatter between the model
results increased with increasing SO2 concentrations. In par-
ticular in the volcanic case the setups of the aerosol modules
have to be adapted in order to dependably capture the evolu-
Correspondence to: H. Kokkola
(harri.kokkola@fmi.fi)
tion of the aerosol size distribution, and to perform in global
model simulations.
In summary, this intercomparison serves as a review of the
different aerosol microphysics modules which are currently
available for the climate model ECHAM5.
1 Introduction
While greenhouse gases such as carbon dioxide and methane
have been shown to have a large effect on climate by warm-
ing the Earth’s surface when absorbing the long wave radia-
tion emitted from earth (e.g. Fleming, 1998; Le Treut et al.,
2007; Weart, 2003), it has been acknowledged that increased
atmospheric concentrations of aerosol particles might drive a
significant radiative forcing process of the planet (Twomey,
1974; Seinfeld and Pandis, 1998; IPCC, 2007). The knowl-
edge of the impacts of aerosols on health, atmospheric com-
position and climate is still incomplete. Even more uncer-
tainties lie in the understanding of direct and indirect effects
of aerosols on climate and how these effects are modified by
aerosol processing and aerosol composition (Chen and Pen-
ner, 2005).
To comprehensively assess the impact of aerosol particles
on ozone concentration, cloud formation and radiative forc-
ing, information about the particle size and number density
is necessary (e.g. Zhang et al., 2002; Dusek et al., 2006). In
global scale atmospheric models, modeling aerosol processes
is always a compromise between accuracy and computational
efficiency. Thus the descriptions of the aerosol size as well
as the chemical composition of aerosol populations have to
Published by Copernicus Publications on behalf of the European Geosciences Union.
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be simplified. The aerosol distribution in aerosol modules
is described in most cases using the bulk approach (Liao
and Seinfeld, 2005; Liu et al., 2005; Reddy et al., 2005;
Rasch et al., 2008), modal approach (Ghan et al., 2001; Wil-
son et al., 2001; Herzog et al., 2004; Vignati et al., 2004;
Lauer et al., 2005; Stier et al., 2005), and sectional approach
(Weisenstein et al., 1997; Jacobson, 2001; Timmreck, 2001;
Rodriguez and Dabdub, 2004; Spracklen et al., 2005; Hom-
mel, 2008; Kokkola et al., 2008). In the bulk approach, only
the aerosol mass is prognostic. The particle sizes can then
be retrieved assuming e.g. monodisperse or prescribed size
distributions. The bulk approach is computationally very ef-
ficient, but introduces a large error when calculating strongly
size dependent physical effects of aerosols, such as scat-
tering of radiation and cloud activation (e.g. Zhang et al.,
2002). While in the mono-disperse approach a particle pop-
ulation is assumed to be of uniform size, both modal and
sectional aerosol schemes resolve entire particle spectra and
are able to consider more than a single aerosol moment. Sev-
eral model studies highlight the importance of a simultane-
ous prognostic treatment of both aerosol mass and number
for aerosol-climate process interactions (e.g. Adams and Se-
infeld, 2002). Depending on the number of aerosol species
treated by the aerosol modules, the modal approach is com-
putationally more efficient than the sectional approach, and
the demands of the latter in global climate simulations can
easily exceed today’s available high performance computing
facilities (e.g. Ghan and Schwartz, 2007). Nevertheless, sim-
plifying the aerosol size distribution by the assumption of
log-normal modes is a source of uncertainty when the shape
of the size distribution is heavily modified by microphysi-
cal processes. This can be crucial especially in studies of
evolving perturbations of the stratospheric aerosol layer since
the mean aerosol life time there can achieve several years,
compared to a few days under tropospheric conditions (e.g.
WMO/SPARC, 2006).
Under stratospheric background conditions, concentra-
tions of sulphate aerosol precursor gases remain below 1 ppb
and the stratospheric background aerosol load is estimated
to be 0.65±0.2 Tg (WMO/SPARC, 2006). In case of large
volcanic eruptions, the stratospheric sulphate mass increased
for a short time period approximately one to two orders
of magnitude. After the Pinatubo eruption, the maximum
aerosol load has been estimated to be 30 Tg (McCormick
et al., 1995). Not only the aerosol mass but also the parti-
cle size increased from a typical background effective radius
of 0.17±0.07 μm to a peak value of 0.5 μm during the 1991
Pinatubo eruption.
The size distribution of the stratospheric aerosol popula-
tion has a strong influence on climate, which has become
of increasing scientific interest in the light of geoengineer-
ing the climate using human-induced sulphate aerosol (e.g.
Crutzen, 2006; Rasch et al., 2008). Hence it is important
to assess the abilities of different microphysical approaches
to simulate the temporal development of particle size distri-
butions under evolving atmospheric conditions. Comparison
of stratospheric aerosol models on a global scale have been
carried out recently in the frame of the SPARC Aerosol As-
sessment (WMO/SPARC, 2006) and the Global Model Ini-
tiative intercomparison (Weisenstein et al., 2007) pointing to
a range of uncertainties in the model predictions in particular
transport rates.
In the following we will focus in the first step on model
differences not influenced by any transport or removal pro-
cesses investigating initial changes in the sulphate aerosol
distribution after an enhancement of the stratospheric SO2
loading encompassing small and large (Mt. Pinatubo size)
volcanic eruptions and geoengeering case studies. For our
studies we will use boxmodel versions of aerosol micro-
physical models implemented in the global climate model
ECHAM5 (Roeckner et al., 2003) which will be tested
against a highly resolved particle spectrum model MAIA
(Kazil et al., 2007). Special emphasis will be placed on the
simulation of the effective radius (Reff), which characterizes
aerosol populations independent of the shape of their distri-
bution and turned out to be more sensitive to model formu-
lation than mass or surface area density (Weisenstein et al.,
2007).
The size distribution of aerosol populations has a strong
influence on climate, as larger particles scatter less visible
light than smaller particles and, in the case of non-sulphate or
mixed phase aerosol, absorb more efficiently in the near- and
far-infrared. It is therefore important to assess the abilities of
different microphysical approaches to simulate the temporal
development of particle size distributions under evolving at-
mospheric conditions (volcanoes, geoengeering). In the fol-
lowing, we will focus on initial changes in the stratospheric
sulphate aerosol distribution after a volcanic eruption encom-
passing small and large (Mt. Pinatubo size) SO2 emissions.
In Sect. 2, the principal features of the aerosol micro-
physics modules participating in this intercomparison are in-
troduced. A detailed description of the improved time inte-
gration scheme for M7 is given in Sect. 3, followed by an
illustration of its performance compared with the variable-
coefficient ordinary differential equation solver (VODE). In
Sect. 4, the experimental conditions are described. In Sect. 5,
different treatments of resolving the aerosol spectra in M7
are compared, and the simulated number distributions of
all participating aerosol modules under stratospheric con-
ditions, varying the initial SO2 concentration from typical
background to extreme volcanic conditions are investigated.
The effective radii of the aerosol size distributions from the
different simulations and aerosol modules are discussed. A
summary is given in Sect. 6.
2 Aerosol microphysics modules
In this intercomparison, we compare four different aerosol
microphysics modules MAIA, SAM2, SALSA, and M7. Of
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Table 1. Major characteristics of M7, SALSA, SAM2, and MAIA.
M7 SALSA SAM2 MAIA
Method for
describing the size
distribution
modal sectional, moving
center and fixed
center for three largest
size sections
sectional, fixed center hybrid kinetic-sectional, fixed
center, first order approxima-
tion of size distribution inside
geometric size sections
Number of modes or
size sections
7 20 (10 in size space) 44 21 kinetic, 99 geometric
Chemical species
treated
sulphate, organic
carbon, mineral dust,
sea salt
sulphate, organic
carbon, mineral dust,
sea salt
sulphate sulphate
References
Vignati et al. (2004),
Stier et al. (2005)
Kokkola et al. (2008) Hommel (2008),
Timmreck and Graf,
2000
Lovejoy et al. (2004),
Kazil et al. (2007)
these, MAIA and SAM2 treat sulphate as the sole aerosol
chemical component while SALSA and M7 include also or-
ganic compounds, sea salt, black carbon, and mineral dust.
The modules describe the processing of aerosol size distribu-
tion through the following microphysical processes:
– New particle formation by nucleation.
– Condensation of gas phase compounds to the particle
phase.
– Coagulation of the aerosol particles.
– Thermodynamical equilibrium between liquid water
and water vapour.
Table 1 summarizes the major features of the aerosol micro-
physics modules. Three modules of this intercomparison,
M7, SALSA, and SAM2 have been designed to be used in
large scale climate models and have all been implemented in
the climate model ECHAM5. Since these microphysics mod-
ules have been designed for large scale models, they param-
eterize aerosol microphysical processes and use assumptions
to resolve the aerosol size distribution. Binary homogeneous
nucleation of sulphate aerosols is treated identically in all the
three modules using nucleation scheme by Vehkama¨ki et al.
(2002) extending it for high concentrations of sulphate us-
ing collision rate as nucleation rate (H. Vehkama¨ki, personal
communication, 2008). For other microphysical processes
the treatment varies between the modules. To evaluate the
results of these modules, the aerosol model MAIA was con-
sidered as a reference since it has a highly resolved particle
size spectrum and it is based on advanced numerical, thermo-
dynamical and kinetic approaches compared to parameteri-
zations which are currently used in aerosol modules suitable
for global climate simulations.
Since all modules in this intercomparison include sul-
phate, we chose it to be the sole aerosol compound treated in
the simulations. This way we can ensure identical conditions
for all the modules and that the results of different modules
are comparable and the differences in results are only due to
methods used to calculate the microphysical processes.
This idealized experimental setup, of course, does not rep-
resent realistic stratospheric conditions. In particular dur-
ing the first days of an eruption, insoluble compounds like
volcanic ash are major constituents of volcanic plumes (see
Niemeier et al., 2009). However, fine ash particles are large
compared to aerosols and sediment out very quickly so that
they are not relevant for long term climate effects (Schnei-
der et al., 1998). In addition, here we focus on the ability of
aerosol modules to simulate the climate effect of an enhanced
stratospheric sulphate load, either due to volcanic eruptions
or due to geoengineering efforts.
In our model setup we neglect the non-microphysical pro-
cesses such as gravitational settling. The gravitational set-
tling removes coarse particles (>1μm) when the simulation
time extends over several days and neglecting it can cause
an overestimation of particle numbers of the coarse particles.
On the other hand, in the atmosphere, the sedimented parti-
cles will to some extent be replaced by coarse particles from
the upper levels. More importantly, as can be seen later in
Sect. 5, this approach shows how the modules perform in
“extreme conditions” and reveals weaknesses in the methods
used by these modules.
Even though the microphysics modules all solve the same
microphysical processes, the methods used in the modules
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vary significantly. Following is a brief description of formu-
lation of the microphysics modules including improvements
introduced in the modules in this study.
2.1 MAIA
The reference model in this study is the detailed aerosol
model MAIA (Model of Aerosols and Ions in the Atmo-
sphere) (Lovejoy et al., 2004; Kazil et al., 2007). MAIA sim-
ulates microphysical processes of neutral and charged (neg-
ative) H2SO4/H2O aerosol particles. The aerosol size distri-
bution is represented with a hybrid kinetic-sectional scheme:
In the kinetic part, the model solves the differential equa-
tions for the concentrations of each aerosol particle contain-
ing up to 21 H2SO4 molecules. For particles with a larger
H2SO4 content, the model uses geometric size sections: The
aerosol size distribution is divided into size ranges; parti-
cles in neighbouring size ranges differ by a constant factor
in their H2SO4 content. The model solves the differential
equations for the concentrations of aerosol particles within
each size range. The size distribution within these geomet-
ric size sections is resolved with linear functions. This ap-
proach suppresses numerical diffusion better than a doubling
of the number of size sections at a negligible computational
expense. The system of differential equations for the particle
concentrations is integrated with the VODE solver (Brown
et al., 1989).
MAIA describes nucleation of sulphate aerosol and
growth of the freshly nucleated particles using laboratory
thermochemical data for the uptake/loss of gas phase H2SO4
and H2O by small neutral and charged molecular clusters
(Curtius et al., 2001; Lovejoy and Curtius, 2001; Froyd and
Lovejoy, 2003a,b; Hanson and Lovejoy, 2006). The ther-
mochemical data for H2SO4/H2O uptake and loss by large
aerosol particles derive from the liquid drop model and
H2SO4 and H2O vapour pressures over bulk solutions, cal-
culated with a computer code (S. L. Clegg, personal com-
munication, 2007) that is based on Giauque et al. (1960);
Clegg et al. (1994). The thermochemical data for uptake/loss
of gas phase H2SO4 and H2O by intermediate sized parti-
cles are a smooth interpolation of the data for the small and
large particles (see Lovejoy et al., 2004; Kazil et al., 2007).
The rate coefficients for sulphuric acid uptake and loss by the
aerosol particles, for the coagulation of the aerosol particles,
and for the recombination of the negatively charged aerosol
with cations are calculated with the Fuchs formula for Brow-
nian coagulation (Fuchs, 1964) and averaged over the equi-
librium H2O content probability distribution of the aerosol.
This simplification holds well at the SO2 concentrations in
the stratospheric conditions used in this work down to a rel-
ative humidity of 1%, where water vapour is still more abun-
dant by several orders of magnitude than gas phase sulphuric
acid in the MAIA runs, so that the aerosol particles have am-
ple time to equilibrate with respect to water uptake/loss be-
fore colliding with a H2SO4 molecule.
2.2 M7
M7 (Vignati et al., 2004) is the microphysical core of
aerosol module HAM (Stier et al., 2005) of ECHAM5. The
aerosol microphysics module M7 describes the aerosol size-
distribution by 7 log-normal modes, predicting the mode
size, mixing state, and composition. In the default setup of
M7, the modes are assumed to have a fixed geometric stan-
dard deviation σg of 2.0 for coarse modes and 1.59 for finer
modes, so the size distribution can be described by mode
radius Rp, number concentration and composition and thus
less variables are needed to describe the particle size interval
compared to a sectional model. This makes M7 computa-
tionally very efficient.
The aerosol population is divided into two types of
particles: mixed, or water-soluble particles, and in-
soluble particles. Soluble aerosols are assumed to
exist in nucleation mode (Rp<0.005 μm), Aitken
mode (0.005 μm<Rp<0.05 μm), accumulation mode
(0.05 μm<Rp<0.5 μm), and coarse mode (Rp>0.5 μm),
while insoluble aerosols are assumed to exist in Aitken,
accumulation, and coarse mode. However, since in this
intercomparison, only sulphate is treated, the insoluble
modes are not used in the simulations.
Previously, M7 has integrated the differential equation for
the aerosol compounds using a computationally efficient op-
erator splitting scheme (Vignati et al., 2004). However, this
approach may result in numerical errors when time steps typ-
ical for global scale models are used. An improved time in-
tegration scheme for M7 is described in Sect. 3.
2.3 SALSA
SALSA follows the formulation of M7 using a sectional ap-
proach as opposed to the modal approach of M7. The size
sections are divided in three subranges with a different de-
gree of external mixing, width of the size sections, and num-
ber of chemical compounds. Particle diameters in the differ-
ent subranges and their chemical composition are defined as
follows: Subrange 1: particles with diameter Dp<0.05 μm,
Subrange 2: 0.050 μm≤Dp<0.73 μm, and Subrange 3:
Dp≥0.73 μm.
– Subrange 1: Three internally mixed size sections con-
sisting of sulphate and organic carbon. Sizes are calcu-
lated using the moving center method (Jacobson, 2005).
– Subrange 2: Four sections in the size space. Each size
section includes two parallel size bins, one for poten-
tial CCN particles and one for cloud inactive particles.
Compounds that are treated in this subrange are sea
salt, sulphate, organic carbon, black carbon and mineral
dust.
– Subrange 3: three sections in the size space. Each size
section includes three parallel size bins, one for com-
pletely soluble particles, one for cloud active insoluble
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particles, and one for cloud inactive insoluble particles.
Particle sizes in the subrange 3 are calculated using the
fixed center method, since the sizes of these particles are
not assumed to be sensitive to microphysical processing
in most atmospheric conditions.
Since in this intercomparison, sulphate is considered as the
sole chemical component in the aerosol particles, the insolu-
ble size sections are not used in this intercomparison, reduc-
ing the number of size sections to 10. When insoluble size
sections are used the number of size sections in SALSA is
20.
For nucleation, SALSA applies the parameterization by
Kerminen and Kulmala (2002), which determines the for-
mation rate of 3 nm particles from the nucleation rate given
by the Vehkama¨ki et al. (2002) scheme. Condensation of
gas phase compounds onto the particles is calculated concur-
rently with nucleation using the analytical predictor of nu-
cleation and condensation method (Jacobson, 2005). Coagu-
lation is calculated using a semi-implicit method (Jacobson,
1994).
For a more detailed description of the treatment of aerosol
compounds, methods for microphysical processes, and the
division of size sections in SALSA, see Kokkola et al.
(2008).
2.4 SAM2
SAM2 is a one moment aerosol scheme treating the aerosol
mass in each bin prognostically. The scheme follows the
fixed sectional approach (Gelbard et al., 1980) to resolve an
aerosol distribution from 1×10−3 μm to 20.64 μm in radius.
44 logarithmically spaced size bins are determined by mass
doubling.
Unlike M7 and SALSA, which assume zero saturation
vapour pressure of H2SO4 at the particle surface, SAM2
is able to treat the mass transfer of sulphuric acid vapour
reversely without further parameterizations for evaporating
particles. Considering that the latter process is of relevance
for global aerosol-climate models designated for investiga-
tions of volcanic effects on stratospheric aerosol, since evap-
oration determines the vertical limitation of the global disper-
sion of liquid aerosol particles in regions where the strato-
sphere is locally subsaturated with respect to their vapour
concentrations (Hamill et al., 1977). In SAM2 the change in
the aerosol size distribution due to reversible gas-to-particle
partitioning of H2SO4 is treated as an advective type pro-
cess that allows particles to grow and shrink virtually in size
space. Here a one-dimensional hybrid exponential-upwind
advection scheme (Spalding, 1972; Chlond, 1994; Timm-
reck and Graf, 2000) ensures the preservation of the particle
number concentration under conditions of the “whole atmo-
sphere”. This is of special interest when an aerosol distribu-
tion is characterized by rapid changes, which can be caused
by e.g. ultrafine aerosols nucleating from the gas phase.
Brownian coagulation is considered following a semi-
implicit mass conserving formulation by (Timmreck and
Graf, 2000). As opposed to the time integration scheme of
SALSA and the new time integration scheme of M7, the time
integration of individual microphysical processes in SAM2
is processed sequentially. A complete description of the pa-
rameterizations implemented in SAM2 and its overall per-
formance in the context of a global aerosol-climate model
resolving the troposphere and the stratosphere up to ∼80 km
can be found in Hommel (2008).
3 New time integration scheme of H2SO4 processes in
M7
A new method for the integration of the time evolution equa-
tion
d[H2SO4]
dt
= P − C · [H2SO4]−R([H2SO4]) (1)
for the concentration of gas phase sulphuric acid has been
implemented in the M7 aerosol microphysics module. P de-
notes the production rate of gas phase H2SO4, C its loss rate
due to condensation onto aerosol particles, R([H2SO4]) the
removal rate of gas phase sulphuric acid due to aerosol nu-
cleation, and t the time. P and C depend on gas and aque-
ous phase chemistry and aerosol microphysics, and are deter-
mined in separate time integration (operator splitting) proce-
dures before or after the integration of Eq. (1). They are con-
sidered constant for the integration of Eq. (1) over one time
step.
In the Euler backward scheme, Eq. (1) is discretized as
[H2SO4]t+t−[H2SO4]t
t
= P − C · [H2SO4]t+t−R([H2SO4]t+t ) (2)
which can be rewritten to
[H2SO4]t+t
= [H2SO4]t + tP−tR([H2SO4]t+t )
1 + tC . (3)
This equation is then solved for [H2SO4]t+t , typically it-
eratively. However, the iteration and a repeated evaluation
of the removal rate R until a satisfactory degree of conver-
gence is achieved may not to be computationally affordable.
A common approach is then to abort the iteration after all
processes have been calculated once. This can be realized
with operator splitting between production/condensation and
nucleation: When the iteration is initialized as
[H2SO4]0t+t =
[H2SO4]t + tP
1 + tC
[H2SO4]1t+t =
[H2SO4]t + tP−tR([H2SO4]0t+t )
1 + tC
... (4)
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Table 2. Ambient parameters and the initial values for the the pro-
duction rate of gas phase sulphuric acid, the pre-existing aerosol
size distribution, and sulphuric acid gas phase concentration for the
evaluation of the new time integration scheme for three different
test cases.
case 1 case 2 case 3
Temperature (K) 255 225 285
RH (%) 80 50 90
production rate (cm−3s−1) 100000 10000 50000
condensation sink (s−1) 0.001 0.0001 0.01
Initial
[
H2SO4
]
(cm−3) 1×106 7.5×107 1×108
then the first two steps can be interpreted as
[H2SO4]PCt+t =
[H2SO4]t + tP
1 + tC (5)
[H2SO4]PCNt+t = [H2SO4]PCt+t−
tR([H2SO4]PCt+t )
1 + tC (6)
which corresponds to calculating the concentration of gas
phase H2SO4 after production and condensation (PC) and
then after nucleation (PCN). However, [H2SO4]PCt+t in
Eq. (5) can be computed exactly by exploiting the fact that
if nucleation is neglected, Eq. (1) has an analytical solution:
[H2SO4](t)=
(
[H2SO4](t0)−P
C
)
· e−C(t−t0) + P
C
. (7)
The new integration method therefore reads
[H2SO4]PCt+t = ([H2SO4]t−
P
C
) · e−Ct + P
C
(8)
[H2SO4]PCNt+t = [H2SO4]PCt+t−
tR([H2SO4]PCt+t )
1 + tC
Unlike the Euler backward scheme and the original M7 time
integration method, the new time integration has the advan-
tage to converge towards the exact solution of Eq. (1) for all
time step lengths with decreasing nucleation (R→0). As in
the original M7 time integration, a safeguard is implemented
which prevents the gas phase sulphuric acid concentration
from becoming negative: When the removal due to nucle-
ation in the course of a time step would exceed the initially
available and newly produced gas phase sulphuric acid, all of
it is converted to newly formed particles, and its concentra-
tion is set to zero.
3.1 Testing new time integration scheme
In order to illustrate the performance of the new time integra-
tion scheme we compare it with the Euler backward scheme,
the original M7 time integration method, and the VODE
solver (Brown et al., 1989) which uses the variable coeffi-
cient Adams-Moulton method for non-stiff ordinary differ-
ential equations and time step lengths based on a desired rel-
ative error tolerance.
Three different cases were considered, with ambient con-
ditions chosen so that H2SO4 decreases, is kept constant,
or increases, without focus on particular geophysical con-
ditions. The conditions for the three cases are given in Ta-
ble 2. The same pressure (1013.25 hPa), ion pair production
rate (4 cm−3s−1), diameter of the preexisting aerosol parti-
cles (0.165 μm), and mass density of the preexisting aerosol
particles (2 g cm−3) was used in all three cases. Nucleation
rates and the resulting removal rates of gas phase sulphuric
acid were calculated with the method of Kazil and Lovejoy
(2007).
Figure 1 shows the gas phase sulphuric acid concentra-
tion after one time step, as a function of the time step length,
calculated with the new time integration method, the Euler
backward scheme, and the original M7 method. As a refer-
ence, the gas phase sulphuric acid concentration calculated
with the VODE solver is given, which divides the time step
into shorter integration steps, based on a desired relative error
tolerance (10−9 in this comparison).
In cases 1 and 3 the new time integration method performs
as well as VODE and better than the Euler backward scheme.
In case 2 the new time integration method and the Euler
backward scheme produce very similar results (overlapping
curves), both underestimating the sulphuric acid concentra-
tion obtained with the VODE solver. The systematic bias is
increasing with increasing time step length. In contrast, the
original M7 method significantly underestimates sulphuric
acid gas phase concentrations in all three cases, and predicts
a total removal of the available sulphuric acid in the gas phase
at longer time step lengths in the cases 1 and 3. The under-
estimation of the gas phase concentrations for shorter time
step lengths arises from an overestimation of condensation
by this scheme. The zero values in cases 1 and 3 for longer
time steps result from an overestimation of the loss of sul-
phuric acid via nucleation, which exceeds the available gas
phase sulphuric acid, and which is entirely converted to new
particles. A complete conversion of the available gas phase
sulphuric acid to new particles can also result with the new
time integration method and the Euler backward scheme, but
requires higher nucleation rates or longer time steps com-
pared with the original M7 method.
The new time integration method outperforms both the
original M7 method and the Euler backward scheme for the
solution of the gas phase sulphuric acid time evolution equa-
tion with concurrent nucleation and condensation. In the fol-
lowing simulations, we have used this new time integration
method.
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4 Experimental setup
The ability of the microphysics modules to describe the pro-
cessing of the sulphate aerosol size distribution was inves-
tigated by calculating the evolution of the size distribution
over a 10 day period assuming typical conditions of the mid-
latitude stratosphere at 30 hPa ambient pressure and 214.8 K
temperature. Initial stratospheric sulphate size distribution
was assumed to be unimodal with 0.234 μm geometric mean
diameter, 1.59 geometric standard deviation, and a total num-
ber concentration of 3 cm−3. The simulations were carried
out in a zero dimensional framework in order to distinguish
the differences between the modules in the treatment of mi-
crophysical processes.
The evolution of the size distribution was affected by
varying the initial SO2 concentration which modifies the
size distribution through oxidation to H2SO4 and subse-
quent gas-to-particle partitioning processes. We assume
that gaseous H2SO4 is exclusively formed from the oxida-
tion of SO2 by the hydroxyl radical OH. The concentra-
tion of the latter is prescribed by an abstracted diurnal cy-
cle with a daytime concentration of 1×106 cm−3 between
06:00 and 18:00. This value was derived from a time slice
experiment conducted with the chemistry-climate model
MAECHAM4-CHEM (Timmreck et al., 2003). The initial
SO2 mixing ratio was varied between a typical background
value of 1.5×10−11 kg/kg (∼10 pptv; WMO/SPARC, 2006)
and 3.9×10−4 kg/kg for the assumed volcanic case and
two intermediate mixing ratios of 3.9×10−8 kg/kg and
3.9×10−6 kg/kg. The extreme case mixing ratio of
3.9×10−4 kg/kg was derived from a MAECHAM5 simula-
tion of the June 1991 Mt. Pinatubo eruption (Niemeier et al.,
2009), In this 3-D simulation 17 Mt of SO2 was initialized
according to satellite observations after the Pinatubo erup-
tion (Read et al., 1993).
The sensitivity studies presented in the following were
conducted using integration time step length of t=1 s, 60 s,
and 900 s. The latter corresponds to the default time step of
ECHAM5 using the spectral truncation T42.
In M7, the standard deviation σg of the individual modes
is fixed, so the choice of the value for σg affects the mod-
ule’s ability to describe the development of the size distri-
bution especially in conditions where the shape of the size
distribution is heavily modified, for example when high con-
centrations of sulphuric acid vapour yield high mass transfer
rates into the particle phase. The role of the coarse mode in
M7 is to describe primary sea salt and dust particles which
are mainly present in the troposphere. Sulphate aerosol can
be accurately described with three modes, as shown in the
M3 module (Wilson and Raes, 1996; Wilson et al., 2001), a
predecessor module of M7. Therefore we tested two differ-
ent mode setups in M7, the default mode setup and a second
setup in which the coarse mode was neglected.
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Fig. 1. Gas phase concentration of sulphuric acid after one time
step, calculated with the Euler backward scheme, the original M7
operator splitting method, and the new time integration method. As
a reference, the gas phase sulphuric acid concentration calculated
with the VODE solver is given. In this case, the abscissa denotes the
integration time, which is divided into shorter time steps by VODE
according to a desired relative error tolerance. Parameters for the
three cases are given in Table 2.
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Fig. 2. Aerosol number size distributions at noon of the 10th day of the simulations calculated using different aerosol microphysics modules
and the reference model. The size distributions were calculated for four different initial gas phase SO2 mixing ratios and three different time
step lengths t . The SO2 mixing ratios (kg kg
−1) and time step lengths are given on the title of each sub-figure.
– Setup 1, default size distribution of M7; σg=1.59 for
nucleation, Aitken and accumulation mode, σg=2.00
for coarse mode.
– Setup 2, σg=1.59 for nucleation, Aitken and accumula-
tion mode, no coarse mode.
5 Results and discussion
5.1 Size distributions
First, we compared the shapes of aerosol size distributions
calculated by individual aerosol microphysics modules when
the size distribution is modified by gas-to-particle conversion
of sulphate.
In Fig. 2, the number size distributions at 12:00, 10 days
into the simulations are shown for the given different initial
gas phase mixing ratios and different time step lengths. Each
row in Fig. 2 represents a simulation using a specific initial
mixing ratio of SO2 and the columns represent the time step
length. The mixing ratios and time step lengths are denoted
in the title of each subplot.
From Fig. 2, we can see that all microphysics modules
reproduce the shape of the size distribution given by the ref-
erence model well for background conditions and also when
the SO2 load was moderately enhanced (two upper rows).
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Also in these cases, the time step length has no significant
effect on the final size distribution.
As the initial SO2 mixing ratio is increased, the size distri-
butions begin to differ for the individual microphysics mod-
ules (two lowest rows). Increased SO2 mixing ratios yield to
a separation of the aerosol size distributions into two narrow
modes in the ultrafine regime of the size spectrum and the
coarse mode respectively. The feature is pronounced for the
case representing conditions in the stratosphere in the course
of a large volcanic eruption (bottom row). Although no di-
rect particle number concentration measurements are known
to have been carried out immediately after volcanic eruptions
comparable to those considered here in regions where the
material was injected into the stratosphere, there is evidence
from in situ observations that clearly separated bi-modal par-
ticle spectra will evolve under conditions as assumed in this
study. Brock et al. (1993) conducted aircraft measurements
in the subtropical northern hemisphere, starting 10 weeks af-
ter the eruption of Mt. Pinatubo in 1991. During the first
days of the campaign particle size spectrometers registered
not continuously but in more than 1/3 of all measurements
bi-modal size spectra where a distinct and clearly separated
coarse mode appeared beyond particles sizes of 1 μm in di-
ameter. Since the flights were carried out in heights below
40 hPa the authors conclude to measure “fallout” from higher
elevations. Due to the fact that these spectrometers were cal-
ibrated for sulphuric acid only and volcanic ash fallout termi-
nates after a couple days after it was injected into the strato-
sphere (Guo et al., 2004), it can be assumed that these ultra
large particles contain mainly sulphuric acid.
As can be seen from Fig. 2, when the SO2 mixing ratio
is above background levels, M7 with a fixed standard de-
viation cannot reproduce the shape of the size distribution
at the upper end of the spectrum. The sectional approach
has advantages to reproduce the narrow band structure of the
size distribution in the coarse mode nearly independent on
the number of sections used to discretize the aerosol spec-
trum. Under assumed volcanic conditions the default mode
setup of M7 also fails to reproduce the distinct bimodal char-
acteristic of the size distribution in particular when the global
model time step length of 900 s is used.
In SALSA, to minimize the amount of tracers, only the
number concentration is calculated for the size sections in
subregion 3. Also, no coagulation between the particles in
subregion 3 is assumed, so these size sections are treated as
a sink for smaller particles and condensing gases. In normal
atmospheric conditions this assumption is valid, but it fails in
the volcanic case. This is more evident in the effective radius
as will be shown later in Sect. 5.3.
The sensitivity of the modules to the integration time step
length increases as the initial SO2 mixing ratio increases due
to the fact that high concentrations of sulphate yield to rapid
changes in aerosol concentrations and particle sizes. For ex-
ample for 3.9×10−4 kg/kg, SAM2 describes extremely well
the final size distribution when time step length of 1 s is used,
whereas for t of 60 and 900 s a distinctly bimodal distribu-
tion does not appear at the end of the simulation. The evolu-
tion of the size distributions as predicted by M7 and SALSA
is less affected by the integration time increment. When
changing the time step length, most notable differences in
the size distribution are seen, in particular for M7 setup 1,
for particles in the nucleation and accumulation mode.
5.2 M7 with different mode setups
As seen in Fig. 2, according to the reference model MAIA,
under high concentrations of SO2 the size distribution is sep-
arated in two narrow modes at the end of simulation. These
separated modes cannot be reproduced by M7 setups 1 and
2. Therefore, we introduce a third mode setup to get a bet-
ter agreement for the simulations with high concentrations of
SO2. The third mode setup is as follows:
– Setup 3, σg=1.59 for nucleation and Aitken mode,
σg=1.2 for accumulation mode, no coarse mode.
In this section, we investigate the result calculated using M7
with the three different mode setups described above. Fig-
ure 3 shows the aerosol number size distributions at 12:00,
10 days into the simulation compared to the results calcu-
lated by the reference model MAIA (red curve). Simulations
with M7 were done using time step of 900 s. The magenta
curves are calculated using the default size distribution of M7
(setup 1), the green curves are for the mode setup 2, and the
blue dashed curves are for mode setup 3.
Figure 3a represents simulations for the background con-
centration of SO2. It can be seen that the reference size dis-
tribution given by MAIA is well reproduced by the mode
setups 1 and 2. This is because the size distribution is only
slightly modified by the small concentrations of sulphate pro-
duced from SO2 oxidation. As expected, under these condi-
tions M7 setup 3 with σg=1.2 for the accumulation mode is
not able to reproduce the shape of the size distribution.
In Fig. 3b, the initial SO2 mixing ratio is set to an inter-
mediate value of 3.9×10−8 kg/kg and the processing of the
size distribution by sulphuric acid formed in the gas phase
becomes more pronounced than in Fig. 3a. In this sim-
ulation, MAIA clearly predicts a multi-modal distribution
which arises from evolving nucleation bursts through parti-
cle growth. MAIA predicts a well-established narrow peak
at approximately 0.15 μm on top of the accumulation mode.
Even though this peak cannot be reproduced by the M7 se-
tups 1 and 2, their curves follow relatively well the size dis-
tribution calculated using the reference model. M7 in setup 3
reproduces best the size distribution for the fine modes, but
the number concentration at the upper end of the size spec-
trum is underestimated.
Figure 3c is a simulation under conditions of an as-
sumed volcanic eruption resulting in mixing ratio of
3.9×10−4 kg/kg SO2. As seen before, in this simulation, the
size distribution is divided into two separate narrow modes of
www.geosci-model-dev.net/2/97/2009/ Geosci. Model Dev., 2, 97–112, 2009
106 H. Kokkola et al.: Aerosol module intercomparison
0.01 1
10−8
10−4
101
104
108
SO2 =3.9e−11, Δt =900 s
dN
/d
ln
(D
) [
cm
−
3 ]
Particle diameter [μm]
0.01 1
10−8
10−4
101
104
108
SO2 =3.9e−8, Δt =900 s
dN
/d
ln
(D
) [
cm
−
3 ]
Particle diameter [μm]
0.01 1
10−8
10−4
101
104
108
SO2 =3.9e−4, Δt =900 s
dN
/d
ln
(D
) [
cm
−
3 ]
Particle diameter [μm]
MAIA M7, setup 1 M7, setup 2 M7, setup 3
Fig. 3. The aerosol number size distribution at noon of the 10th
day of the simulation calculated using the reference model MAIA
and M7 with three different mode setups for different initial SO2
concentrations: (a) 1.5×10−11 kg/kg, (b) 3.9×10−8 kg/kg, and
(c) 3.9×10−4 kg/kg.
nucleating particles and coarse particles grown by coagula-
tion and condensation of sulphuric acid.
A distinct coarse mode formed by sulphate particles in the
size range between 1 and 10 μm in diameter already one day
into the simulation. The predicted standard deviation of such
a mode varies in particular depending on the description of
the size distribution in the modules, as shown in Fig. 3c.
From Fig. 3c we can see that the default mode setup of M7
(setup 1) overestimates the size distribution at the upper end
of the spectrum with a coarse mode σg=2.0. Overestimation
of large particles in this setup will likely affect the removal
of particles in a volcanic plume and potentially has implica-
tions in radiative transfer calculations and respective climate
responses. With MAIA as reference, M7 in the mode setup 3
gives the best fit for size distributions under assumed high
stratospheric concentrations of SO2 while the mode setup 2
falls in between the results given by setups 1 and 3.
5.3 Effective radius
Since the shape of the aerosol size distribution affects spe-
cific aerosol parameters which are relevant to several aerosol-
climate interactions (e.g. Dusek et al., 2006), we now discuss
the effective radius, a key variable that is used in radiative
transfer calculations. The aerosol effective radius is the mean
radius of the aerosol size distribution weighted by the aerosol
cross sectional area and a measure which part of the wave-
length spectrum is mostly affected. Particles with a larger
effective radius (Reff>0.7 μm) absorb more in the near in-
frared and infrared part of the spectrum than particles with a
smaller effective radius, e.g. 0.17 μm (background), which
leads to an increase in the aerosol induced radiative heating.
Lacis et al. (1992) demonstrated that the climate forcing of
stratospheric aerosol can be characterized with the aerosol
effective radius. If the effective radius is equal or greater
2 μm the global average greenhouse effect of the aerosol ex-
ceeds its albedo effect leading to net surface heating. Also
other mean variables for the size of the particle population,
such as surface area density or volume area density can be
used. Nevertheless, since we have neglected the removal of
particles in the model setup, surface area or volume density
result are greatly overestimated. Also, for the cases inves-
tigated here, the surface area densities and volume densities
given by the different modules show qualitatively very simi-
lar characteristics as the effective radii. Thus for the sake of
clarity, only effective radii are examined here.
Figure 4 is structured as follows: the rows represent the
evolution of the effective radii as predicted by the aerosol
modules for three different initial SO2 mixing ratios, whereas
the columns represent the parameter derived from specific
integration ranges. In the left column of Fig. 4, the effec-
tive radii were derived for the whole size range of parti-
cles as treated in the modules. Nevertheless, the effective
radius from global model results is often compared to re-
spective data retrieved from optical remote sensing technolo-
gies (e.g. satellite instruments, Lidar). With respect to water
soluble aerosols, the measurement uncertainties of those re-
trievals increase exponentially for particles with radius below
0.1 μm (e.g. Dubovik et al., 2000; Thomason et al., 2008).
Thus, we believe that the derived parameters of our model
simulations are better represented when the integration of
the effective radius is adapted for the size range of aerosol
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Fig. 4. Evolution of the effective radius for the modules MAIA, SALSA, SAM2, and M7 in three mode setups, using three different SO2
mixing ratios (kg kg−1). In the left column Reff is derived for the whole aerosol size range as defined by the modules, in the right column
the integration range starts at 0.05 μm.
particles detectable by remote sensing instruments. There-
fore, in the right column of Fig. 4 the model results were
filtered to represent the particle size above a threshold size
of radius R≥0.05 μm. For all integrations shown in Fig. 4
a time step length of 900 s was used, which is normally ap-
plied when the modules are integrated coupled to the global
climate model ECHAM5.
The initial mixing ratios shown here range from slightly
and moderately increased stratospheric SO2 abundances of
3.9×10−8 kg/kg in the upper row, and 3.9×10−6 kg/kg in
the middle row. The bottom panels show how the effective
radii are predicted under assumed volcanic conditions with
SO2=3.9×10−4 kg/kg.
5.3.1 General behaviour
Before we discuss the module performance for specific SO2
initial concentrations, the general behaviour in predicting the
effective radius shall be analyzed. Although in Fig. 2 the
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aerosol number distributions given by the different aerosol
modules appear very similar at moderately increased strato-
spheric SO2 concentrations, Fig. 4 reveals significant relative
differences in the evolution of the effective radii given by the
different modules. Under all conditions a rapid change ap-
pears in the evolution of the effective radius in the very first
model time steps.
Excluding the highest SO2 concentration case, all modules
rapidly drift towards a more or less similar state and predict
size distributions whose effective radii are smaller by a factor
of 2 to 3 than those of the respective initial size distributions,
which we assume to represent a typical stratospheric back-
ground state in which ultrafine particles were not considered.
This drop in Reff results from the formation of particles in
the nucleation size range, which are a consequence of SO2
oxidation when we prescribe the availability of OH during
daylight after 6 h of simulation. After dropping to a cer-
tain value, the effective radii increase due to further mass
transfer of sulphur from the gas to the particle phase which
evolve the aerosol distributions towards the coarse mode.
The aerosol mass in the modules constantly increases since
we neglect the non-microphysical particle sink terms in this
experiments. During night, when new particle formation is
inhibited, the effective radii increase sharply due to the ab-
sence of a nucleation burst and the rapid growing of ultrafine
particles. Then further condensation of H2SO4 constantly
depletes its gas phase reservoir and the mass transfer rate is
smaller during night than during day when the availability
of OH leads to gaseous sulphuric acid production. Conse-
quently, changes in Reff are smaller during night.
Our investigations revealed that the magnitude of the diur-
nal cycle in Reff is related to the shape of the modeled size
distribution and depends on module specific definitions. As-
suming that MAIA tends to represent the nature of an evolv-
ing aerosol effective radius, in the sectional modules SAM2
and SALSA the diurnal cycle in the evolution of Reff ampli-
fies when the stratospheric SO2 load is increased. In contrast,
the modal module M7, Reff evolves relatively smoothly. The
predicted size distribution in M7 is less affected by fluctu-
ations in the Aitken mode between day and night, because
standard deviations σg of the individual modes are predefined
and cannot vary: In M7 the condensational flux is partitioned
over four bands representing the aerosol size distribution (the
flux is calculated according to the condensation sink of the
individual modes). After the sunset, the nucleation mode
particle concentration tends to zero and the available gas is
transferred to higher modes only. This yields to a slightly in-
creasing median radius in each mode, not affecting the width
of their lognormal distribution. As can be seen from Fig. 2,
when initial SO2 mixing ratios are increased and a nucle-
ation burst appears during the day, SAM2 shows no distinct
bimodal size distribution. During night, aerosols in nucle-
ation sizes are not present and Aitken mode particles grow
towards the accumulation mode (not shown). Thus the low-
ermost range of the predicted size distribution strongly varies
depending on the availability of sunlight (here abstracted by
the diurnal cycle in OH concentration). Consequently, in
SAM2 the magnitude of the diurnal cycle in Reff increases
as the mass transfer rate onto the particles increases due to
higher SO2 mixing ratios. In SALSA, the mechanism to am-
plify the diurnal cycle in Reff is similar to that of SAM2 but
the coarse representation of the aerosol size distribution fur-
ther amplifies the diurnal cycle.
From the right column of Fig. 4 it can be seen that filtering
the results in respect of an instruments lower detection limit
at 0.05 μm, the predicted effective radii might evolve dif-
ferently compared to the parameter when derived from the
whole size range of the respective module. The differences
in the filtered and non-filtered effective radius increase for
lower stratospheric SO2 concentrations, since the “signal-to-
noise ratio” is much weaker than under volcanic conditions.
At the end of the simulation, for the lowest SO2 concentra-
tions shown in Fig. 4 the difference in Reff relative to the
parameter derived from the whole size range can reach 15%
in the case of SALSA. Furthermore it can be seen that the
formation of a diurnal cycle in the evolution of the effective
radius is mainly caused by small particles. Whether the pre-
dicted size distributions in the nucleation and Aitken mode
are affected by diurnal changes or not, it has an almost neg-
ligible effect on the filtered effective radii.
From the differences between the filtered and non-filtered
values of the effective radius shown in Fig. 4, it can be con-
cluded that subjecting model results to constraints of ob-
servational aerosol data, such as detection cut-off size may
lead to difficulties in the interpretation of the model results.
Knowing and accounting for exact specifications, e.g. detec-
tion limits, of respective instruments is essential when pre-
dictions of aerosol size distributions are intended for such
applications.
5.3.2 Low SO2 concentration
The upper row of Fig. 4 shows the evolution of the effective
radii as predicted by the modules, when the initial mixing ra-
tio of stratospheric SO2 is 3.9×10−8 kg kg−1. As shown in
Fig. 2, in M7 setup 1, no clear bimodal distribution is pre-
dicted for SO2=3.9×10−8 kg/kg, 900 s time step. In this
simulation, in M7, particles do not grow to coarse mode size,
so the effective radii are equal when mode setups 1 and 2
are used. Also, M7 setup 3 gives qualitatively similar, but
slightly lower values for the effective radius. Compared to
MAIA, the modal module clearly overestimates the effective
radius towards the end of the simulation by ∼90%.
When the effective radius is calculated for the whole size
range, SALSA reproduces similar diurnal variation for the
effective radius as MAIA, finally underestimating Reff of
MAIA in the mean by ∼20%. SAM2 predicts very similar
values as MAIA for the effective radius during night time,
but does not show a significant diurnal cycle, since devia-
tions in the predicted size distribution between day and night
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time turn out weaker than in the other modules (not shown
in detail). The diurnal variation in Reff is increased in SAM2
when the mass flux from the gas to particle phase is getting
stronger and particles are predicted to grow faster. This in
turn is accompanied by notable differences in the size dis-
tribution between day and night, thus amplifying the diurnal
variation in Reff.
After setting the cut-off size of the effective radii to
0.05 μm (top right panel) and filtering the results, all mod-
ules show increasing effective radii in the beginning of the
simulation before the the effective radii decrease to a value
which is approximately twice as high as when the whole
particle size range is considered. Owing to its coarse par-
ticle size resolution, SALSA predicts a slightly increasing
effective radius over about two thirds of the simulation, fi-
nally predicting a ∼15% higher Reff as when derived from
the whole modules size range. In addition, a finer resolution
of the aerosol size range seems to better represent the effec-
tive radius using the sectional approach, since SAM2 follows
most accurately the shape of its evolution as given by MAIA,
even when the results are adapted to an optical instrument’s
lower detection limit.
5.3.3 Moderate SO2 concentration
When the initial SO2 mixing ratio is increased to
3.9×10−6 kg/kg, the setups 1 and 2 of M7 overestimate the
effective radius for both integration ranges compared to the
reference model. Since the aerosol is growing into a narrow
mode of large particles as shown in Fig. 2, M7 setup 1 cannot
reproduce the width of this mode, hence the effective radius
is overestimated. Generally, under the conditions considered
here the representation of the effective radius in M7 is im-
proved when no coarse mode is defined. When mode setup 1
is used, as the effective radius exceeds 0.3 μm, particles are
transferred in M7 from the accumulation mode to the coarse
mode and the effective radius increases more rapidly than
when mode setups 2 and 3 are used. Compared to MAIA at
the end of the simulation, Reff is overestimated by ∼100% in
setup 1 and ∼40% in setup 2, while the evolution of Reff in
setup 3 almost accurately follows that of the reference model
with ∼2% relative difference at the end of the simulation.
Relative to the reference model, SAM2 gives good results
here as well for the effective radius, with nearly overlapping
curves for the filtered parameter. The relative difference be-
tween the effective radius given by MAIA and SAM2 is less
than 5% throughout most of the simulation. At the end of the
simulation the relative difference is ∼5%. SALSA performs
qualitatively as in the case of lower SO2 concentrations, but
when the whole size range is considered in retrieving Reff,
the diurnal cycle is pronounced. At the end of the simula-
tion, the relative difference in predicting Reff compared to
MAIA slightly increases to approximately 27% (mean of the
last days diurnal cycle).
5.3.4 High SO2 concentration
In the conditions chosen here to represent the stratosphere af-
ter an injection of SO2 from a large Mt. Pinatubo scale trop-
ical volcanic eruption, the differences between the modules
become distinct. When the global model time step length is
used, the modules SALSA and SAM2 seem not be able to
reproduce an effective radius as observed in the first month
after e.g. the Mt. Pinatubo eruption in early summer 1991
(Russell et al., 1996; WMO/SPARC, 2006).
As shown in Fig. 2, the high concentration of gaseous
sulphuric acid produced by SO2 oxidation leads to the for-
mation of a mode of large particles. The median radius of
the mode is approximately an order of magnitude larger than
the median radius of the large particle mode which appears
under background conditions. During the first two days in
the simulation, in M7 setup 1 the aerosols grow rapidly into
the coarse mode with σg=2.0, causing a general overestima-
tion of the effective radius compared to the reference model
MAIA (∼40% at the end of simulation). With ∼25% for M7
setup 2 the overestimation is lower but significant, because
as seen earlier in Sect. 5.2, M7 setup 2 better represents the
very narrow mode of large particles as predicted by MAIA.
Changing the standard deviation of the accumulation mode in
M7 setup 3 to σg=1.2 and neglecting the coarse mode leads
to a much improved agreement of Reff compared to MAIA.
The relative difference at the end of the simulation is ∼2%.
The coarse resolution of SALSA causes an inaccuracy in
the calculated effective radius even though the shape of the
size distribution matches well with the size distribution of
MAIA (Fig. 2). To reduce the amount of tracer variables,
for the three largest size sections in SALSA only the number
concentration and the fixed mean radius of the size section
are stored, so condensation and coagulation can not increase
the size of these particles. Only the growth of particles from
smaller subregions affects the number concentration and the
largest size classes (see Kokkola et al., 2008). In Fig. 4 it can
be seen that this assumption of fixed size sections in subre-
gion 3 is not favorable under extreme volcanic conditions as
the effective radius of particles larger than 0.05 μm reaches
a constant value.
For the assumed volcanic perturbation of the stratosphere,
SAM2 fails to represent the evolution of the effective radius.
Since in this aerosol module particle growth due to condensa-
tion of H2SO4 is treated as an advective type process explic-
itly in time (see Sect. 2.4), the applied CFL criterion (e.g. Ja-
cobson, 2005) limits the total uptake of sulphuric acid vapour
through a limitation of the particles growth rate (particles
are not allowed to grow beyond the size of their neighboring
size section). This also means that the integration time step
length and the width of the aerosol size sections as chosen in
the module setup ultimately determine a threshold saturation
on which such an mass transfer limitation begins to exert.
Here, in the assumed volcanic case, condensational growth is
strongly underestimated in SAM2, leading to an asymptotic
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evolution of Reff. This limitation of the H2SO4 mass flux
onto the particles also accounts for the amplification in the
diurnal cycle in the evolution of the effective radius as well
as for the formation of lower order oscillations preceding the
night time increase in Reff.
6 Conclusions
We have conducted an intercomparison of aerosol micro-
physics modules for use in the climate model ECHAM5. We
studied the evolution of an aerosol size distribution in an en-
vironment assumed to be representative in the stratosphere
after the injection of SO2 from modest to Mt. Pinatubo scale
volcanic eruption.
It was found that the time increment used in the module
integration can affect the predicted shape of the aerosol dis-
tribution. These differences are emphasized with increasing
SO2 mixing ratios. Whereas the definition of the mode struc-
ture in modal modules mainly account for this distinct differ-
ent model behaviour, it is thought that in sectional modules
these differences are caused by the representation of aerosol-
microphysical parameterisations.
To further improve the ability of the modules to be used
in global model studies of the climate impact from large vol-
canic eruptions, we have presented a new method for the in-
tegration of the time evolution equation for gas phase H2SO4
to be used in the ECHAM5-HAM microphysics module M7.
The new time integration method outperforms the original
M7 scheme as well as the Euler backward method when us-
ing the ordinary differential equation solver VODE as a ref-
erence. In M7 the fixed standard deviation was shown to be
problematic when the size distribution is heavily modified by
high concentrations of gaseous sulphuric acid. Then the as-
sumption of σg=2 for the coarse mode results in a “tail” of
too large particles. This “tail” causes an overestimation of
the effective radius of the coarse mode increasing the esti-
mated sedimentation velocity of the particles and can lead to
an unrealistically reduced lifetime of stratospheric sulphate
aerosols depending on how sedimentation is treated. Also, a
too broad coarse mode might also lead to an overestimation
of the radiative response of a large volcanic eruption before
the coarse particles are sedimented. This finding is extremely
important for stratospheric aerosol modeling, because strato-
spheric sulphate particles are not deposited as quickly as in
the troposphere and their lifetime is much longer.
A more general solution than the simple changing of the
distribution σg of the log-normal distribution could be the de-
velopment methods for alternating the standard deviation in
different modes. This would nevertheless increase the num-
ber of prognostic variables, hence it degrades M7’s com-
putational benefits. The numerical treatment of competing
aerosol microphysical processes becomes important under
high concentrations of SO2 when the mass flux onto the par-
ticles is highest. Then other techniques than “classical” op-
erator splitting and the explicit treatment of condensational
growth can be favoured as seen from improving the perfor-
mance of the module M7 or even from the reference model
MAIA.
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[1] Climate-aerosol model ECHAM5.5-HAM2 was used to investigate how
geoengineering with artificial sea salt emissions would affect marine clouds and the
Earth’s radiative balance. Prognostic cloud droplet number concentration and interaction
of aerosol particles with clouds and radiation were calculated explicitly, thus making
this the first time that aerosol direct effects of sea spray geoengineering are considered.
When a wind speed dependent baseline geoengineering flux was applied over all oceans
(total annual emissions 443.9 Tg), we predicted a radiative flux perturbation (RFP) of
5.1 W m2, which is enough to counteract warming from doubled CO2 concentration.
When the baseline flux was limited to three persistent stratocumulus regions (3.3% of
Earth’s surface, total annual emissions 20.6 Tg), the RFP was0.8 Wm2 resulting mainly
from a 74–80% increase in cloud droplet number concentration and a 2.5–4.4 percentage
point increase in cloud cover. Multiplying the baseline mass flux by 5 or reducing the
injected particle size from 250 to 100 nm had comparable effects on the geoengineering
efficiency with RFPs 2.2 and 2.1 Wm2, respectively. Within regions characterized
with persistent stratocumulus decks, practically all of the radiative effect originated from
aerosol indirect effects. However, when all oceanic regions were seeded, the direct effect
with the baseline flux was globally about 29% of the total radiative effect. Together with
previous studies, our results indicate that there are still large uncertainties associated
with the sea spray geoengineering efficiency due to variations in e.g., background aerosol
concentration, updraft velocity, cloud altitude and onset of precipitation.
Citation: Partanen, A.-I., H. Kokkola, S. Romakkaniemi, V.-M. Kerminen, K. E. J. Lehtinen, T. Bergman, A. Arola, and
H. Korhonen (2012), Direct and indirect effects of sea spray geoengineering and the role of injected particle size, J. Geophys.
Res., 117, D02203, doi:10.1029/2011JD016428.
1. Introduction
[2] The fear of abrupt changes in the climate system as
the anthropogenic greenhouse gases keep accumulating in
the atmosphere has in recent years motivated several propo-
sals to control climate change by deliberately manipulating
the Earth’s albedo [Lenton and Vaughan, 2009]. These pro-
posed methods are commonly referred to as geoengineering.
One of the much-discussed methods is to use artificial sea
spray emissions from wind powered vessels in order to
increase the concentration of submicron sea salt particles in
the marine boundary layer [Latham, 1990]. It has been
hypothesized that these artificially emitted aerosol particles
could act as cloud condensation nuclei (CCN) and thus
increase the cloud droplet number concentration (CDNC) in
marine stratocumulus clouds. This in turn would lead, at least
in theory, to a higher cloud albedo [Twomey, 1974] and thus
planetary cooling.
[3] Previous climate model studies investigating the cli-
matic effects of the proposed cloud whitening have con-
cluded that the technique could counteract either all or at least
a large fraction of the radiative forcing from a doubled CO2
concentration (+3.7 Wm2 [Forster et al., 2007]). Latham
et al. [2008] calculated the global mean forcing to be
8 Wm2 when a CDNC of 375 cm3 in all marine clouds
below about 3 km was assumed. Jones et al. [2009] assumed
sea spray geoengineering over only 3.3% of the Earth’s sur-
face and found that global warming could be postponed by
25 years. On the other hand, their study warned of potentially
detrimental side effects, such as a sharp decrease of precipi-
tation over the South American continent and especially in
the Amazon region. While Rasch et al. [2009] did not predict
as abrupt a precipitation trend in this region, they concluded
that it is not possible to bring the surface temperature, pre-
cipitation and sea ice extent simultaneously back to their pre-
industrial state using sea spray geoengineering, although the
method does have potential to counteract global warming.
[4] One shortcoming of the previously described studies is
that they all assumed a fixed value of 375 or 1000 cm3 for
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CDNC in the geoengineered regions without explicit con-
siderations of the emissions, microphysics and dry deposi-
tion of artificially produced sea salt particles. Including these
effects in a chemical transport model (CTM) study,
Korhonen et al. [2010] found that achieving a previously
assumed uniform distribution of high CDNC would be
extremely difficult due to wind speed dependence of the
emission flux, aerosol removal processes and interactions
between injected sea salt particles with the background
aerosol. A drawback in this study was, however, that as it
used a CTM and thus did not describe the feedback from
injected aerosol particles to cloud properties, it was unable to
quantify the resulting radiative forcing or any feedbacks
from clouds to aerosols.
[5] The aerosol-cloud interactions were studied in detail
by Wang et al. [2011], who used a cloud-system-resolving
model to investigate the efficacy of cloud seeding in various
meteorological conditions. Their results indicate that sea
spray geoengineering can be efficient in weakly precipitat-
ing conditions, in which particle injections can suppress rain
formation, as well as in CCN-limited conditions. On the
other hand, the albedo enhancement is likely to be inefficient
in strongly precipitating, polluted or water-vapor-limited
conditions. These cloud-resolving simulations further sup-
port the conclusion of Korhonen et al. [2010] that obtaining
homogeneous CDNC fields over large areas is very unlikely.
[6] Despite the variety of tools used to investigate the
artificial cloud whitening so far, none of the previous studies
has quantified the aerosol direct effect of sea spray geoen-
gineering, i.e., the effect on the global radiation balance
through scattering and absorbing of solar and terrestrial
radiation. The optimal sea spray dry diameter for cloud
seeding has been estimated to lie in the range 200 nm to
1 mm [Latham et al., 2008]. Particles of this size also effi-
ciently scatter solar radiation, and the injected sea salt par-
ticles transported outside heavily clouded regions are
thereby expected to affect the planetary albedo directly.
Bower et al. [2006] used a cloud parcel model to test how
the injected particle size affects cloud droplet activation, but
the previous global model studies have not investigated the
optimal seeding strategy in terms of particle size. On the one
hand, the cloud albedo effect per unit mass emissions can be
expected to be the larger the smaller the emitted particles are
because of increasing number emissions with decreasing
size (as long as they are still large enough to activate as
cloud droplets). On the other hand, particles in the size range
of 100 nm or smaller contribute little to the aerosol direct
forcing.
[7] In this study, we use the aerosol-climate model
ECHAM5.5-HAM2 to investigate the two previously
neglected aspects of sea spray geoengineering mentioned
above. We will (1) assess the relative importance of aerosol
direct and indirect effects in different oceanic regions, and (2)
study how the magnitude of the injection and the injected
particle size affect the clouds and Earth’s energy balance.
Since running an explicit size-resolved aerosol description
inside a global climate model is computationally very
expensive, we have to use climatological values for sea sur-
face temperature and sea ice extent and will thereby not
predict climatic effects such as precipitation or surface
temperature changes. Furthermore, this study does not
address any of the many other environmental, ethical and
political problems related to geoengineering [e.g., Robock,
2008].
2. Methods
2.1. Aerosol-Climate Model ECHAM5.5-HAM2
[8] We used the aerosol-climate model ECHAM5.5-HAM2
[Stier et al., 2005; K. Zhang et al., 2011, The global aerosol-
climate model ECHAM5-HAM, version 2 (ECHAM5-
HAM2): Model description and evaluation, manuscript in
preparation, 2012] in our simulations. The aerosol module
HAM2 includes an explicit modal aerosol scheme M7
[Vignati et al., 2004] to calculate aerosol processes of
hydration, nucleation, condensation and coagulation. It has
seven lognormal modes which describe both externally and
internally mixed aerosol populations. The aerosol species
considered are sulfate, sea salt, black carbon, organic carbon
and mineral dust. In this study, the aerosol emissions from
anthropogenic sources and biomass burning were taken from
the AEROCOM database for year 2000 [Dentener et al.,
2006]. For natural sea spray emissions in the accumulation
and coarse mode range, we used a parameterization com-
bining the wind speed-dependent source functions by
Monahan et al. [1986] and by Smith and Harrison [1998]
[Schulz et al., 2004]. Dust emissions were also calculated
online using Tegen et al.’s [2002] scheme. Cloud droplet
activation of the aerosol population was calculated using a
physically based parameterization by Abdul-Razzak and
Ghan [2000] and cloud microphysics as described by
Lohmann and Hoose [2009]. Updraft velocity for stratiform
clouds was parameterized as the sum of the grid mean
vertical velocity and a turbulent part, which was expressed
in terms of prognostic turbulent kinetic energy [Lohmann
and Hoose, 2009]. Cloud cover was diagnosed as a func-
tion of relative humidity by using an empirical parameteri-
zation by Sundqvist et al. [1989]. With this model setup, it
is for the first time possible to evaluate the radiative forcing
of the sea spray geoengineering method starting from a
defined source function for artificially produced sea spray
emissions and calculating explicitly both the microphysical
processes of injected particles and their effects on clouds
and atmospheric dynamics.
[9] Simulations presented in section 2.3 had a one-year
spin-up period, after which the model was run for 10 years
for each simulation. The model horizontal resolution was
T63 which corresponds approximately to a 1.9°  1.9° grid.
The atmosphere extended to a pressure level of 10 hPa and
was divided into 31 vertical levels.
2.2. Source Function for Artificial Sea Salt Emissions
[10] It is still uncertain how sufficiently high fluxes of arti-
ficial sea spray particles for substantial climate cooling could
be achieved in practice. Thus far the only concrete proposal of
potential injection vessel design has been put forward by
Salter et al. [2008] who suggested a fleet of 1500 unmanned
and wind-powered ships operating on Flettner rotors. There-
fore, we implemented in the geoengineering simulations an
additional source function of sea salt which has the same wind
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speed dependence as has been suggested by S. Salter (personal
communication, 2008) and also used by Korhonen et al.
[2010]. We defined our baseline mass flux as:
Fm;baseline ¼ 2:8 10
12  u
1m s1
 1:5
kg m2s1; u < 7m s1
2:8 1012  71:5kg m2s1; u ≥ 7m s1
;
8<
:
ð1Þ
where u is the 10-m wind speed. In most of our simulations,
we used a dry geometric mean diameter of 250 nm (dry par-
ticle mean mass 4.7  1017 kg) which resulted in number
flux:
Fn;baseline;D¼250nm ¼ 6:0 10
4  u
1m s1
 1:5
m2s1; u < 7ms1
6:0 104  71:5m2s1; u ≥ 7ms1
(
ð2Þ
Note that the simulated mass and number fluxes are 134% and
10% higher, respectively, than the corresponding fluxes in the
Korhonen et al. [2010] study. The larger difference in mass
flux is due to the fact that Korhonen et al. [2010] used a sec-
tional aerosol model and emitted the particles at a monodis-
perse size (dry diameter 260 nm), whereas HAM2 is a modal
model in which the particles have to be emitted into a log-
normalmodewith a prescribed standard deviation (1.59 for the
soluble accumulation mode into which the additional sea spray
particles were injected).
[11] In addition to the simulations with a dry geometric
mean diameter of 250 nm, we conducted a set of sensitivity
simulations in which the dry geometric mean diameter of
the artificial sea spray emissions was set to either 100 nm or
500 nm while the total mass flux was still given by the
baseline flux in equation (1). This approach was chosen to
investigate the effect of the size of the injected particles on
the efficiency of geoengineering since, on the one hand,
larger particles activate to cloud droplets at a lower super-
saturation than smaller ones but, on the other hand, higher
number flux with smaller particles (when the mass flux is
kept constant) can lead to a higher CDNC, provided that the
injected particles are large enough to activate. Furthermore,
the direct aerosol effect is strongly dependent on the particle
size (according to Mie theory, mass scattering efficiency for
ambient sea salt particle peaks at diameter of about 690 nm,
which at relative humidity of 80% corresponds to dry diam-
eter of about 380 nm). A constant total mass flux was chosen
based on the assumption that the primary technical limitation
of the sea spray vessels concerns the rate at which seawater
can be sprayed into the atmosphere (e.g., Salter et al. [2008]
estimate their vessel design could reach a spray rate of 30 kg
s1) while the size of the emitted particles can be relatively
freely controlled. Recent research has shown that it is possi-
ble to produce crystals down to 75–85 nm size by spraying
seawater (J. Latham et al., Marine cloud brightening, sub-
mitted to Philosophical Transactions of the Royal Society,
2010).
2.3. Model Experiments
[12] The nine simulations performed in this study are listed
in Table 1. The control simulation (CTRL) was run with the
standard ECHAM5.5-HAM2 aerosol emissions described in
section 2.1. In simulation ALL, we added artificial sea salt
emissions according to equation (1) to all ice free parts of the
oceans. By calculating the difference in the total-sky radia-
tive fluxes between the ALL and CTRL simulations, we were
able to determine the optimal areas in which geoengineering
would be likely to give the strongest cooling effect (see
section 2.5 for details). These optimized areas are used in all
the other geoengineering simulations, apart from the sensi-
tivity simulation UF-SS ALL.
[13] In order to study the effect of emission flux strength
on the efficiency of the sea spray method, we performed
three geoengineering simulations with different artificial sea
spray emissions in the optimized regions: the baseline mass
flux given by equation (1) (simulation GEO), and threefold
and fivefold baseline mass and number fluxes (3 GEO and
5  GEO, respectively). In order to investigate the effect of
the injection size of the particles under a constant mass flux
assumption, we performed two simulations with injected sea
salt particles having a geometric mean dry diameter of 100
and 500 nm (simulations SMALL GEO and LARGE GEO,
respectively). In both of these simulations, the source func-
tion for injected sea salt mass, as well as the geoengineered
regions, were the same as in the simulation GEO. With
emitted particle geometric mean dry diameter of 100 nm and
500 nm, the number fluxes from geoengineering were
1560% and 12.5%, respectively, of the baseline number flux
given by equation (2).
Table 1. List of Simulations in This Studya
Simulation Name Added Sea Salt Fluxes Emission Area for Geoengineering Mean Dry Diam. (nm)
CTRL - - -
ALL 1  baseline flux All oceans 250
GEO 1  baseline flux Optimized 250
3  GEO 3  baseline flux Optimized 250
5  GEO 5  baseline flux Optimized 250
SMALL GEO 1  baseline flux Optimized 100
LARGE GEO 1  baseline flux Optimized 500
UF-SS CTRL natural ultrafine - -
UF-SS ALL 1  baseline flux + natural ultrafine All oceans 250
a“Added Sea Salt Fluxes” describes the sea salt fluxes that are added to model default emissions. For all geoengineering simulations the artificial sea salt
flux was given as a multiple of the baseline mass flux (equation (1)). Artificial sea salt emissions were set on either over all ocean areas or only over the
three optimized areas (“Emission Area for Geoengineering”). For each simulation the number distribution of sea salt particles from artificial emissions had a
fixed standard deviation of 1.59 and a mean dry diameter (“Mean Dry Diam.”). The sensitivity of our results to the lack of ultrafine sea spray emissions in
ECHAM5.5-HAM2 model was tested with two sensitivity simulations (UF-SS CTRL and UF-SS ALL).
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[14] One of the limitations of the aerosol model HAM2 is
that it includes natural sea salt emissions only in the accu-
mulation and coarse modes (particle dry geometric mean
diameter > 100 nm). According to model simulations by
Pierce and Adams [2006], ultrafine sea spray particles have
a significant effect on cloud condensation nuclei number
concentration especially in clean oceanic regions and could
thus affect the efficiency of sea spray geoengineering. In
order to estimate the sensitivity of our results to the lack of
ultrafine sea spray emissions, we made two sensitivity
simulations in which we crudely estimated the natural
ultrafine sea salt emissions. We added these emissions to the
model following the flux parameterization of Mårtensson
et al. [2003] in this size range: We first integrated the
number and mass flux of the parameterization in the size
range of the Aitken mode in the model (10 nm < Dp < 100
nm) to get the total fluxes in the ultrafine size range. From
the total number and mass flux we then calculated the geo-
metric mean diameter of the emissions to this mode to be
45 nm. The standard deviation of the emitted ultrafine par-
ticles was set to 1.59 which is a fixed value in the modal
representation of the Aitken mode in HAM2. Natural sea
spray emissions in larger sizes were not changed.
[15] Since the standard structure of the HAM2 aerosol
model does not allow for sea spray in the Aitken mode, we
added the ultrafine sea spray to the model as sulfate. While
both sulfate and sea spray are highly water-soluble species,
the critical supersaturation for a certain-sized sea spray par-
ticle is somewhat lower than for a sulfate particle of the same
size. Therefore, this scheme is not meant as an evaluation of
the exact effects of the ultrafine sea salt on clouds or climate,
but to merely provide a sensitivity test for our geoengi-
neering simulations. Out of the two sensitivity simulations,
the simulation without geoengineering emissions was named
UF-SS CTRL and the corresponding geoengineering simu-
lation UF-SS ALL. This geoengineering simulation had
artificial sea salt emissions covering all oceans.
2.4. Calculating Radiative Effects
[16] In our simulations, artificial sea salt emissions affect
the Earth’s radiation balance both directly by scattering solar
radiation and indirectly by changing cloud properties and
atmospheric dynamics. Standard radiative forcing definition
by IPCC [Forster et al., 2007] cannot be used to include all
these effects since it assumes the tropospheric state to be
unaffected by the perturbation. Instead, we use radiative flux
perturbation (RFP) [Haywood et al., 2009] to evaluate the
total radiative effect of the artificial sea spray emissions. It
allows the inclusion of fast feedbacks of the climate system
(e.g., change in precipitation patterns) and is thereby suitable
for evaluating the radiative effects of aerosol-cloud interac-
tions [Lohmann et al., 2010]. RFP is calculated as the dif-
ference in total net radiation (short- and long-wave) at the
top of the atmosphere (TOA) between a geoengineering
simulation and the control simulation.
[17] It is not possible to fully separate the direct and
indirect contributions to RFP because of the nonlinearities in
the climate system. However, an estimate for the relative
strength of direct and indirect effects can be obtained. We
calculated the total-sky aerosol direct forcing (ADF) in all
the simulations by calling the online radiation routine twice:
with and without the atmospheric aerosols (Figure 1). The
difference in net total radiation (short- and long-wave)
between the calls is defined as ADF. We used the difference
in ADF (DADF) between a geoengineering and the control
simulation as a measure of aerosol direct effects. Note that
DADF is not radiative forcing as defined by IPCC [Forster
et al., 2007], because the evolution of the atmospheric
Figure 1. Calculation of radiative forcing of aerosols for a single simulation. Aerosol direct forcing (of
all atmospheric aerosol particles) is calculated as the difference between net radiation in (right) aerosol free
atmosphere and (left) total-sky net radiation. Difference in ADF between a geoengineering simulation and
the control simulation is used as a measure of aerosol direct effects.
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dynamics is not the same in different simulations. The esti-
mate for the magnitude of all indirect effects was based on
the assumption that the RFP is the sum of the direct (DADF)
and indirect aerosol effects. Consequently, the indirect effect
was calculated by subtracting DADF from RFP.
[18] Note that the choice to use total-sky fluxes instead of
clear-sky fluxes when calculating ADF may lead to positive
DADF even when there is a large increase in aerosol optical
depth. This can happen if the cloud cover is much larger in a
geoengineering simulation than in the control simulation as
the albedo enhancement due to aerosols is lower in a heavily
clouded case. However, in general DADF calculated from
total-sky fluxes gives a closer estimate of the real cooling
effect than calculations using clear-sky fluxes.
2.5. Optimization of Emission Regions
[19] Previous climate model studies of sea spray geoen-
gineering have found significant spatial variation in the
resulting shortwave cloud forcing (DSWCF) [Latham et al.,
2008; Rasch et al., 2009]. Because of the different spatial
responses, the most cost-effective strategy to obtain climate
cooling with this method is likely to be to modify clouds in
carefully selected regions. In a previous study, Rasch et al.
[2009] created a monthly varying mask for seeded regions
based on the amplitude of DSWCF. On the other hand,
Jones et al. [2009] based their selection on cloud cover and
chose regions with persistent stratocumulus sheets. In gen-
eral, the previous studies have highlighted the persistent
stratocumulus regions off the west coasts of North America,
South America and South-West Africa as the most suscep-
tible ones to cloud whitening.
[20] In this study, the optimal regions for sea spray injec-
tions were selected based on the following procedure: We
constructed an optimization algorithm to select continuous
regions from the simulation ALL so that the total-sky radi-
ative flux perturbation (RFP) inside the selected regions was
maximized (i.e., the greatest cooling effect was achieved).
We initialized the algorithm from the grid cell with the
lowest RFP in three regions (North Pacific, South Pacific
and South Atlantic) that showed overall the strongest
response to cloud seeding. In each subsequent step the
algorithm mapped all grid cells adjacent to these three
regions and added the one with the largest negative RFP
value to the set of optimal grid cells. This procedure was
continued until the selected regions covered 3.3% of the
globe. This area coverage is equal to that used in the Jones
et al. [2009] study. The optimized regions are indicated
with red lines in Figure 2. While the optimized regions in
this study are quite similar to the those used by Jones et al.
[2009], our regions in the South Pacific and South Atlantic
do not extend as far off the coasts as the corresponding
regions in their experiments and, on the other hand, our
region off the coast of North America is somewhat larger.
[21] Some points are worth noting: First, in the simulation
ALL, which assumes geoengineering emissions over all
oceans, the RFP of a specific region is not determined solely
by the emissions in that region but is affected also by the
transport of injected particles in and out of the region. Sec-
ond, the optimization algorithm required that the emission
masks for the three selected regions were continuous and did
not contain gaps within the regions. Because of these two
factors, the emission mask derived above may not be exactly
Figure 2. The 10-year mean of radiative flux perturbation (Wm2) in simulation with artificial sea salt
emissions over all oceans (ALL). Red lines indicate regions selected as optimal by algorithm described
in section 2.4.
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optimized. However, the possible deviations are negligible
and do not affect the conclusions of this study.
3. Results
3.1. Budget of Injected Sea Salt Particles
[22] The mass emissions and the approximate burden of
sea salt from both natural and artificial sources in the dif-
ferent simulations are presented in Table 2. Natural global
sea salt emissions were approximately 5500 Tg yr1 in all
simulations with a variation of about 1% due to different
wind conditions. Although the contribution of the artificial
emissions to the total emitted sea spray mass was very
small (0.4–7.4% depending on the simulation), they were
responsible for 4–88% of the total number emissions of sea
spray. As expected, multiplication of the baseline source
function in simulations 3  GEO and 5  GEO resulted
in a nearly linear increase in global mean emissions. For
example in GEO the annual injected sea salt mass was
20.6 Tg yr1 and in 3  GEO 62.1 Tg yr1. When geoen-
gineering emissions were applied over all oceans (ALL),
the sea salt burden was 27% higher than in the control sim-
ulation (CTRL); in all other geoengineering simulations the
burden increased by less than 10%.
[23] Figure 3a presents the difference in total sea salt bur-
den between the simulations GEO and CTRL, which is used
as an estimate of the sea salt mass from artificial emissions.
Note that since the ECHAM5.5-HAM2 model does not
differentiate between sea spray particles from natural and
artificial sources, the time-averaged global burden of the
injected particles cannot be calculated exactly. In the baseline
simulation GEO, the total sea salt burden was 0.2 Tg higher
than the total sea salt burden of 14.1 Tg in the CTRL simu-
lation (Table 2). This is an upper estimate for the sea salt
burden from geoengineering injections since the life-time of
the background particles was probably higher in the simula-
tion GEO than in the simulation CTRL due to decreased
scavenging by wet deposition. Within the geoengineered
regions, the sea salt column burden from artificial sources
was far from uniform and varied by roughly an order of
magnitude (Figure 3a). Highest column burdens were found
near the coast of South America and further away from the
coasts of North America and Africa. The inhomogeneous
distribution was caused primarily by variation in the wind
speed dependent injection flux (Figure 3b) and transport of
sea salt, but also by microphysical processes such as scav-
enging by wet deposition.
[24] As can be assumed based on the small size of injected
particles, they had a longer life-time than the natural sea spray
particles on average. While the exact life-time of injected
aerosol cannot be calculated as the model does not differen-
tiate between particles from different sources, the life-time
can be estimated by dividing the difference in sea salt burden
between CTRL and geoengineering simulations with the total
mass flux from artificial emissions. The mean life-time esti-
mate of the injected sea salt particles was between 3.1 (ALL)
and 5.2 days (3  GEO) in the geoengineering simulations
while the mean life-time of sea salt in simulation CTRL was
only 0.9 days. The long life-time of the injected particles
caused the relative increase in total sea salt burden to be
higher than the relative increase in total sea salt emissions.
[25] It is also noteworthy that in our baseline case GEO, the
mean number flux of artificial sea salt emissions was 57% of
the flux assumed in the cloud-system-resolving model study
of Wang et al. [2011]. In our simulations 3  GEO and 5 
GEO the corresponding number flux was 73% and 187%
higher than that in the study by Wang et al. [2011].
3.2. Effect of Injection Rate on Clouds
[26] Figure 4 presents the mean cloud top CDNC in the
CTRL simulation without artificial sea spray emissions
Table 2. The Simulated Budget of Sea Salt Particles From Both
Natural and Artificial Sourcesa
Simulation
Natural
Emissions
(Tg yr1)
Artificial
Emissions
(Tg yr1)
Burden
(Tg)
Burden
Anomaly (Tg)
CTRL 5504.2 0 14.1 -
ALL 5522.9 443.9 17.9 3.8
GEO 5470.1 20.6 14.3 0.2
3  GEO 5510.6 62.1 15.0 0.9
5  GEO 5467.3 103.0 15.5 1.4
SMALL GEO 5456.1 20.6 14.4 0.3
LARGE GEO 5497.8 20.6 14.4 0.3
aGlobal total emissions and burdens are given in Tg. Burden anomaly is
an estimate for the amount of sea salt in the atmosphere originating from
artificial emissions.
Figure 3. (a) The 10-year mean difference in total sea salt burden between the simulations GEO and
CTRL and (b) the 10-year mean of sea salt number injections in the simulation GEO.
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together with the relative CDNC increase in the geoengi-
neering simulations GEO, 3  GEO and 5  GEO. Here the
mean cloud droplet number concentration for each simula-
tion was calculated by sampling only over cloudy time steps.
In the marine clouds in CTRL simulation (Figure 4a), the
mean CDNC at cloud top varied between 20 and 424 cm3
with a mean of 100 cm3.
[27] The mean cloud top CDNC in the three geoengi-
neered regions are given in Table 3. The simulated back-
ground CDNCs in the optimal geoengineering regions in the
simulation CTRL (regional means 112–163 cm3) are con-
sistent with in situ measurements made in marine stratocu-
mulus clouds off the Chilean coast during the VOCALS-Rex
campaign which ranged between 80 and 400 cm3 [Zheng
et al., 2011]. On the other hand, the model-predicted
CDNCs in the CTRL simulation tend to be somewhat higher
than those from MODIS satellite retrievals [e.g., Quaas
et al., 2006]. The MODIS 5-year-mean CDNC (1 March
2000–28 February 2005) from retrieval by Quaas et al.
[2006] for our North Pacific region was 84 cm3 (versus
112 cm3 in the model), for the South Pacific 93 cm3
(versus 132 cm3) and for the South Atlantic 97 cm3
(versus 163 cm3).
[28] There are several possible explanations for the dif-
ference in CDNC between model simulations and satellite
measurements. First, the simulated aerosol fields from which
the CDNC are calculated online may be too high. Unfortu-
nately, aerosol data from satellites and in situ measurements
are insufficient for a conclusive comparison of the modeled
aerosol concentrations against observations. In the regions
where the modeled aerosol concentrations were too high in
the CTRL simulation, we would be likely to underestimate
the efficiency of sea spray cloud seeding. Second, the sim-
ulated mean updraft velocities in the optimized regions were
very high (1.0–1.4 m s1). In field measurements, typical
updraft velocities range between 0.2 and 0.4 m s1, although
much higher as well as lower values have also been
measured [Lu et al., 2009; Meskhidze at al., 2005]. In the
light of these measurements, the updraft velocities in
ECHAM5.5-HAM2 may lead to overestimation of activated
cloud droplets. This model feature can cause underestima-
tion of cloud seeding efficiency since it is likely to overes-
timate the CDNC from background particles more than that
from the injected particles (which are mostly large enough to
activate at any reasonable updraft). Third, CDNCs retrieved
from remote sensing observations suffer from many uncer-
tainties. CDNC retrievals are based on the cloud optical
thickness (COT) and cloud droplet effective radius reff
which are lower order cloud properties retrieved from
remote sensing observation. CDNC retrieval is especially
Figure 4. The 10-year mean cloud droplet number concentration at cloud top: (a) absolute values in
CTRL, and relative increase (with respect to CTRL) in (b) GEO (c) 3  GEO and (d) 5  GEO. Note that
graphs have different scales.
Table 3. Mean Values of Cloud Droplet Number Concentration
(CDNC) at Cloud Top, Its Relative Change Compared to CTRL
(DCDNC), Effective Radius of Cloud Droplets (reff) at Cloud
Top and Liquid Water Path (LWP)a
CTRL GEO 3  GEO 5  GEO
SMALL
GEO
LARGE
GEO
North Pacific
CDNC (cm3) 112 194 407 596 978 113
DCDNC (%) - 74 264 434 776 1
reff (mm) 13.5 12.2 11.3 11.1 11.0 13.5
LWP (g m2) 99 151 219 261 296 103
South Pacific
CDNC (cm3) 132 236 457 650 1016 139
DCDNC (%) - 80 248 394 673 6
reff (mm) 12.3 11.4 10.8 10.6 10.7 12.2
LWP (g m2) 107 154 225 253 287 111
South Atlantic
CDNC (cm3) 163 286 559 784 1201 193
DCDNC (%) - 75 242 380 635 18
reff (mm) 12.8 11.8 11.2 11.1 11.2 12.6
LWP (g m2) 75 120 187 229 247 81
aMean values are given for each optimal region and are sampled only
over cloudy time steps.
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sensitive to changes in reff, for which the values differ sig-
nificantly between different retrieval algorithms and remote
sensing instruments [e.g., Bennartz, 2007; Breon and
Doutriaux-Boucher, 2005; Maddux et al., 2010] translating
to large uncertainty in CDNC.
[29] Figures 4b–4d show that in the simulation GEO, the
artificial sea salt injections changed the cloud droplet con-
centrations substantially but with a high spatial variation. The
highest relative increases in CDNC were situated close to
the coastline. For example, close to the California coast in
the North Pacific region, the relative increase was in the
range of 90–150% while further to the ocean it was only in
the range of 30–70%. The likely reason for the strong
response near the coasts is discussed in later in this section.
Although the relative increases of cloud top CDNC were
higher in 3  GEO and 5  GEO, the spatial pattern of
increase was similar in all three geoengineering simulations.
It is noteworthy that the effect of artificial sea salt emissions
extended also outside the emission regions, and in some
areas as far as 1500 km away from emission regions the
CDNC at cloud top increased by 10% in the simulation GEO.
[30] Table 3 summarizes the mean relative changes in
cloud top CDNC in the three optimized regions. In simula-
tion GEO, the changes in CDNC for North Pacific, South
Pacific and South Atlantic regions were 74, 80 and 75%,
respectively. It could be expected that the increase in CDNC
would be sublinear with respect to the magnitude of the
emission flux. However, in our simulations the increase of
CDNC followed the multiple of the baseline mass flux
superlinearly: averaged over all optimized regions, CDNC
increased in GEO by 75%, in 3  GEO by 253% and in 5 
GEO by 408%. There are several reasons for this super-
linearity. First, the particle concentration in the soluble
accumulation mode increased superlinearly. This was prob-
ably due to weakened scavenging by wet deposition as
the mean precipitation decreased in the emission regions by
2–5% in most simulations (second indirect effect). Second,
vertical velocities were higher with higher artificial sea salt
fluxes. Third, due to the modal aerosol description, the mean
diameter of the accumulation mode increased more (com-
pared to CTRL) in 3  GEO and in 5  GEO than in GEO,
which makes activation to cloud droplets more probable.
[31] When assuming the baseline flux GEO, the mean
absolute values of CDNC in the emission regions remained
below 375 cm3 (Table 3), which is a value assumed in
several previous climate model studies of sea spray geoen-
gineering [Latham et al., 2008; Jones et al., 2009]. How-
ever, in simulation 3  GEO the mean CDNC at cloud top
over all emission regions was 458 cm3 and in 5  GEO it
was 658 cm3. Even these values are significantly lower
than the 1000 cm3 assumed by Rasch et al. [2009].
[32] The strong response in CDNC in the three optimized
regions can be explained by their relatively low background
CDNC (regional mean values in CTRL 112–163 cm3,
Table 3) and the stratocumulus clouds that reside at heights
of 100–500 m (Figures 5d–5f). Since the strongest effect of
sea spray injections was limited to the lowest 2 km
(Figures 5a–5c), these low-lying clouds are an ideal target
for cloud whitening. These low clouds also occur frequently,
which explains the strong radiative flux perturbation in these
regions when all oceanic regions are geoengineered (simu-
lation ALL, Figure 2). Note, however, that frequent cloud
occurrence was not the cause of the high mean absolute
CDNC values in these regions as only cloudy time steps
were considered.
[33] Our study shows a much stronger cloud response to sea
spray injections than the previously published study by
Korhonen et al. [2010] who assumed similar number injection
fluxes (increase in CDNC is mainly dependent on number
instead of mass flux, provided that injected particles are large
enough). Korhonen et al. [2010] simulated a regional mean
increase of only 20% or less with a flux comparable to GEO
(mean in this study: 75%) and of 163% or less with a flux
comparable to 5  GEO (mean in this study: 408%). Several
factors may contribute to this difference.
[34] First, the regional mean background CDNCs in the
control simulation without geoengineering were somewhat
higher in the previous study (143–177 cm3) compared to
this study (112–163 cm3).
[35] Second, Korhonen et al. [2010] used a chemical trans-
port model with prescribed meteorology and could therefore
not include cloud feedbacks on the aerosol concentration. In
our study these feedbacks are simulated, and they increase the
Figure 5. (a–c) 10-year mean regional mean cloud droplet
number concentration at different altitudes in three emission
regions. Mean values are sampled only over cloudy time
steps. (d–f) Regional mean cloud cover profiles for three
emission regions. Note that profiles of the simulations CTRL
and LARGE GEO almost overlap.
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life-time of the injected particles and thus the change in the
CDNC. The increase in particle life-time is evident e.g., from
the superlinear increase in the particle number concentration in
the soluble accumulation mode when the magnitude of the
artificial sea salt emissions is increased (not shown).
[36] Third, the reference altitudes for CDNC in these two
model studies were not exactly comparable. While Korhonen
et al. [2010] calculated their CDNC fields offline at an
approximate cloud base altitude of 1 km, ECHAM5.5-HAM2
indicates that stratocumulus clouds in the seeding regions are
frequently found at 100–500 m altitude (Figure 5). We
recalculated the CDNC fields using the model results of
Korhonen et al. [2010] at 360 m altitude and found that the
relative CDNC change increased by only up to 5 percentage
points in the simulation corresponding to GEO and by up to
40 percentage points in the simulation corresponding to 5 
GEO. Thus, the differences in cloud altitude alone cannot
explain the differences in CDNC enhancements between the
two studies.
[37] Fourth, Korhonen et al. [2010] simulated a significant
suppression of supersaturation when the artificial emissions
were present. This meant that some of the smaller back-
ground particles forming cloud drops in their control simu-
lation did not activate to droplets in the geoengineering
simulations, thus reducing the relative CDNC increase. This
effect is lacking in our study, since ECHAM5.5-HAM2
simulates much higher effective updrafts (1.0–1.4 m s1)
than assumed by Korhonen et al. [2010] (Gaussian distri-
bution with mean of 0 m s1 and standard deviation of
0.25 m s1) and thus the small background particles that
activated in our simulation CTRL, activated also in the
geoengineering simulations. Since the updraft velocities
assumed by Korhonen et al. [2010] are lower than in typical
measurements [Lu et al., 2009; Meskhidze at al., 2005], it is
possible that Korhonen et al. [2010] overestimated the
supersaturation suppression effect. However, recalculating
their CDNC fields using a significantly higher updraft of
0.8 m s1 increased the predicted relative CDNC changes by
only up to 13 percentage points in the simulation corre-
sponding to GEO and decreased the CDNC change in the
simulation corresponding to 5  GEO (because at high
updraft smaller background particles activated to droplets).
Therefore, the differences in updraft velocities alone cannot
explain the differences in CDNC enhancements between the
two studies.
[38] Another difference between this study and that of
Korhonen et al. [2010] is that they found the maximum
increase in relative CDNC further off the coast over the open
ocean. Korhonen et al. [2010] explained their result with the
high background concentration of anthropogenic aerosols
buffering the relative CDNC change close to the continents.
The anthropogenic effect on aerosol fields is also visible in
our simulations and thus the difference between the two
studies cannot be explained by different emissions.
[39] The most likely reason for this discrepancy has to do
with the structure of a modal aerosol description such as
HAM2. Due to anthropogenic pollution, the dry geometric
mean diameter of the soluble accumulation mode in the
control simulation (CTRL) was smaller in the nearest 500 km
from the coasts than further out over the ocean but within the
geoengineered regions (approximately 140–160 nm and
180–210 nm, respectively) and the organic fraction is higher
close to the continents. Because the injected particles have a
dry diameter of 250 nm and a higher solubility than the
background particles, the mean diameter of the accumulation
mode as well as the particle solubility increased close to the
continents in the geoengineering simulations relative to the
CTRL simulation. Since the standard deviations of the modes
are fixed in HAM2, this means that the size and solubility of
the background accumulation mode particles is somewhat
overestimated. Because of this, some of the background
particles that did not activate in the CTRL simulation form
cloud droplets in the geoengineering simulations. As a result,
modal aerosol models such as ECHAM5.5-HAM2 tend to
overestimate the CDNC in geoengineering simulations in
anthropogenically influenced regions and thus our results on
cloud seeding efficiency in these regions are likely to be an
upper estimate. It should be noted that Korhonen et al. [2010]
used a sectional aerosol model in their study and thus did not
suffer from this effect.
[40] Figure 6a shows that artificial sea salt emissions
caused also an increase in cloudiness (second indirect effect).
For example, in the simulation GEO the mean total cloud
cover over the North Pacific region increased from 59.4% to
63.3%, over the South Pacific from 59.3% to 61.7% and over
the South Atlantic from 46.4% to 50.8%. The areas with the
strongest increase in total cloud cover were roughly the same
ones which had the highest increase in CDNC (Figures 4b–
4d) and liquid water path (LWP) (not shown). The mean
LWP in the optimized regions increased by 44–61% in GEO
compared to CTRL (Table 3). It should be noted, however,
that modeling the second indirect effect with global climate
models has still many uncertainties. For example, compared
to satellite observations, climate models tend to overestimate
the effect of aerosol number concentration increase on the
LWP, and underestimate the correlation between aerosol
optical depth and cloud fraction [Quaas et al. 2009].
[41] The first indirect effect, i.e., the decrease in effective
radii of the droplets when their number concentration
increases, was also evident in all simulations (Figure 6b and
Table 3). In GEO, the decrease in cloud top effective radius
was 9% when all seeding regions were considered. As an
example, in the North Pacific region the mean effective
radius was 13.5 mm in CTRL and 12.0 mm in GEO. Higher
injection rates further decreased the effective radii of the
cloud droplets: in 3  GEO the mean decrease over the three
emission regions was 15% and in 5  GEO 16%. However,
there was significant spatial variation within and between the
emission regions (Figure 6b). The strongest effect was found
in the North Pacific region where in simulation 5  GEO
the mean decrease in cloud top effective radius was over
4 percentage points higher compared to the other two regions.
3.3. Effect of Particle Injection Size on Clouds
[42] If the mass flux of seawater sprayed from the vessels
is limited by technological constraints, the size of the
injected aerosol particles plays an important role. In order to
investigate the effect of injection size on the cloud seeding
efficiency, we conducted two additional simulations with
different geometric mean diameters for the injected particles:
in simulation SMALL GEO, the diameter was set to 100 nm,
and in simulation LARGE GEO to 500 nm. Note that the
total mass flux in both of these simulations was the same as
in GEO, and thus the number flux increased by 1460% in
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SMALL GEO and decreased by 88% in LARGE GEO
compared to the simulation GEO.
[43] Despite the small size of the injected particles in the
simulation SMALL GEO, most of them activated to cloud
droplets leading to a mean cloud top CDNC of 1046 cm3
and a mean relative increase of 707% in the three emission
regions. This relative increase was notably higher than the
CDNC increase in GEO (75%) or even in 5  GEO (408%),
although it did not follow the magnitude of the number flux
linearly (number flux in SMALL GEO was 1460% higher
than in GEO) as it did in simulations GEO, 3  GEO and
5  GEO. The high efficiency of SMALL GEO can be seen
also in Figures 5a–5c, which show that CDNC was about
1500 cm3 at altitudes typical for stratocumulus clouds.
[44] These results indicate that decreasing the particle
injection size can in many situations be a much more
effective way to improve the cloud seeding efficiency than
increasing the seawater mass flux from the spraying vessels.
It must be remembered, however, that the injection size
cannot be decreased much below 100 nm if one wants to be
sure that the particles activate to cloud droplets in typical
stratocumulus updrafts. It should be also noted, that the large
updraft velocities in ECHAM5.5-HAM2 may bias the
number of activated droplets high in the SMALL GEO run
in which the injected particles are small.
[45] Table 3 shows that the changes in cloud droplet
effective radius and LWP were similar in SMALL GEO and
5  GEO. The regional mean effective radii at cloud top in
SMALL GEO were 10.7–11.2 mm, which is 1.6–2.5 mm
smaller than in the CTRL simulation. On the other hand, the
regional mean LWP in SMALL GEO varied between 247 g
m2 and 296 g m2 while the corresponding values for
CTRL were between 75 g m2 and 107 g m2.
[46] Increasing the geometric mean diameter to 500 nm in
the simulation LARGE GEO decreased the artificial sea salt
number flux by 88% compared with that in GEO. As
expected, this decrease was seen in the much lower CDNC
increase compared to other geoengineering simulations.
Cloud top CDNC increased by only 18% in the South
Atlantic region and even less in the other two emission
regions (Table 3). Correspondingly, the mean vertical pro-
files of CDNC in LARGE GEO (Figures 5a–5c) were almost
identical to profiles in CTRL. Changes in effective radius
and LWP were also almost negligible in LARGE GEO
compared to the CTRL simulation (Table 3).
3.4. Radiative Effects
[47] The global and regional mean values of radiative flux
perturbation (RFP), aerosol direct effect (difference in aero-
sol direct forcing of all atmospheric particles between a
geoengineering and the control simulation) and aerosol
indirect effect (the difference of RFP and the direct effect) for
all the simulations are summarized in Table 4. The calcula-
tion of direct and indirect effects is explained in more detail
in section 2.4. While the direct and indirect effects cannot be
unambiguously separated, the chosen method can be used to
investigate the approximate relative contributions of aerosol
direct and indirect effects to the total radiative effects.
[48] When the artificial sea salt emissions were limited
only to the three optimized regions, the strongest RFP was
achieved in the 5 GEO simulation (global mean RFP 2.2
Wm2) followed by SMALL GEO (2.1 Wm2). This is
slightly surprising because the relative increase of the mean
CDNC over the optimal regions was clearly higher in the
simulation SMALL GEO (707% versus 408% in 5  GEO).
This apparent discrepancy is due to the much larger direct
aerosol effect in the 5  GEO simulation (0.5 Wm2
versus 0.1 Wm2 in SMALL GEO) and was mainly
caused by the larger mass flux in the simulation 5  GEO.
Furthermore, the indirect effects started to saturate at high
CDNC values.
[49] As expected, the regional radiative effects were much
stronger than the global mean effects in all our simulations.
For example, in simulation SMALL GEO (global mean
RFP 2.1 Wm2) the regional means were 35.9 Wm2,
40.3 Wm2 and 36.0 Wm2 for the optimized North
Pacific, South Pacific and South Atlantic regions, respec-
tively. It is noteworthy that such high local forcings could
have significant impacts on the atmospheric dynamics as
well as on local marine ecosystems.
[50] When the sea spray injections were limited to the
three optimized regions, none of our simulations could pro-
duce high enough RFP to counteract the doubling of carbon
dioxide concentrations from the pre-industrial era (estimated
Figure 6. (a) Change of total cloud cover (percentage points) and (b) relative change (%) of cloud droplet
effective radius at cloud top in GEO compared to the simulation CTRL. The 10-year mean values for total
cloud cover and cloud droplet effective radius were used.
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forcing +3.7 Wm2 [Forster et al., 2007]). However, when
the injections were extended over all oceans (ALL), the
global mean RFP was 5.1 Wm2 which would be more
than enough to compensate for the CO2 doubling.
[51] Our results can be compared against those of Jones
et al. [2009], who modified clouds over an area equivalent
to our optimized areas (3.3% of Earth’s surface) and obtained
a global mean RFP of 0.97 Wm2. This is comparable to
the RFP in our GEO simulation (0.8 W m2). Our GEO
simulation predicts clearly lower CDNC (regional means
varied between 194 and 286 cm3) than the 375 cm3
assumed by e.g., Jones et al. [2009] but an increase in cloud
cover by 2–5 percentage points. Furthermore, we predict also
a non-negligible direct effect (0.1 W m2) which was
omitted by Jones et al. [2009]. Thus, in our study the aerosol
direct effect compensated to some extent for the lower indi-
rect effects.
[52] In all the simulations with injections restricted to the
three optimal regions (apart from the run LARGE GEO), the
aerosol indirect effects dominated over the aerosol direct
effects. The extreme example was SMALL GEO, for which
the global mean direct effect was only 0.1 Wm2 com-
pared to the indirect effect of2.1 Wm2. However, in most
simulations the absolute values of the regional mean direct
effect were quite significant. For example, in simulation
GEO they were 1.2, 1.1 and 0.8 Wm2 for the North
Pacific, South Pacific and South Atlantic regions, respec-
tively. However, these values are still much lower than the
corresponding regional mean values of the indirect effect
(14.5, 15.2 and 14.0 Wm2, respectively). It is also
worth noting that the global mean direct effect depended
nearly linearly on the mass flux of artificial sea salt emis-
sions, as in simulation 3  GEO it was 3.1 times and in
simulation 5  GEO 4.6 times that of GEO. On the other
hand, the indirect effect was clearly sublinear, being
0.7 Wm2 in GEO and 1.7 Wm2, i.e., only 1,4 times
larger, in 5  GEO.
[53] Note that for the South Atlantic region the calculated
mean direct effect in the simulation SMALL GEO was
+0.7 Wm2 (Table 4). This positive value is an example of
how changes in cloud cover can affect the direct effect cal-
culated by the difference of total aerosol forcing between
two different simulations (see section 2.4). In this region, the
aerosol optical depth (AOD) was 87% higher in the simu-
lation SMALL GEO compared to CTRL. Furthermore, the
direct effect using the clear-sky values was 4.2 Wm2,
which shows that the artificial sea salt emissions had a
cooling effect, although the calculated total-sky direct effect
was positive due to highly increased cloud cover.
[54] Figure 7 shows the geographical distributions of the
direct and indirect effects for the simulations ALL and GEO.
Areas with the strongest direct and indirect effect do not
overlap since in regions with persistent cloud cover the
aerosol direct effects are of minor importance. For example,
on the coast of Africa the strongest direct effect was found
on the western edge of the emission region, but the strongest
indirect effect next to the coast where low clouds occur more
frequently. Generally, the geographical distribution of the
direct effect in the simulation GEO (Figure 7b) was similar
to the estimate for the burden of sea salt originating from
artificial emissions (Figure 3b).
[55] Unlike in the other simulations, in simulation ALL the
aerosol direct effect was a significant part of the total radia-
tive effect. The global mean direct effect was 1.5 Wm2
while the indirect effect was 3.6 Wm2. Between latitudes
16°N and 5°S, the direct effect was even stronger than the
indirect effect: the zonally averaged direct effect over ocean
was about3Wm2 compared to the indirect effect of about
2 Wm2. There are two main reasons for this high relative
importance of direct effect in ALL compared to the other
simulations. First, large parts of the ocean area have either a
low total cloud cover or only few low-altitude clouds (e.g.,
close to the equator) that can be substantially affected by the
sea salt injections. In these regions, the simulated aerosol
indirect effects were fairly unimportant. Second, in the other
simulations all the emission areas were highly clouded and
thereby the aerosol direct effect was relatively unimportant
compared to aerosol indirect effects. In the simulation ALL,
these stratocumulus regions covered only a small fraction of
the total emission area.
3.5. Effects in the Arctic
[56] While the three persistent stratocumulus regions off
the west coasts of North and South America and South-
Western Africa are likely to be the most favorable to sea
spray geoengineering in terms of global radiative forcing,
the method could also be used to target specific regions that
are likely to face abrupt climate change in the future. One
such region is the Arctic where especially the summer-time
sea ice is in danger to melt due to global warming [Boé et al.,
2009]. Since we used climatological sea surface temperature
and sea ice fields, we could not calculate the actual cooling
effect in the Arctic due to sea spray geoengineering; how-
ever, our simulation ALL indicates that if operated in the
Arctic region, the sea spray vessels could produce a signif-
icant local negative forcing in the summer time.
[57] In the polar regions the simulated natural background
aerosol consisted mainly of small particles and only a small
fraction of them activated to cloud droplets. Thus when the
Table 4. Global and Regional Mean Values of the Radiative
Effectsa
ALL GEO 3  GEO 5  GEO
SMALL
GEO
LARGE
GEO
North Pacific
RFP (Wm2) 18.0 15.6 29.9 37.8 35.9 2.0
Direct (Wm2) 1.5 1.2 3.2 4.9 0.6 1.1
Indirect (Wm2) 16.5 14.5 26.7 32.8 35.3 0.9
South Pacific
RFP (Wm2) 22.2 16.3 34.5 40.6 40.3 2.5
Direct (Wm2) 2.1 1.1 3.2 5.2 0.4 1.5
Indirect (Wm2) 20.1 15.2 31.3 35.4 39.9 1.1
South Atlantic
RFP (Wm2) 21.8 14.8 30.9 40.5 36.0 2.7
Direct (Wm2) 1.6 0.8 2.8 4.7 0.7 1.4
Indirect (Wm2) 20.2 14.0 28.1 35.9 36.6 1.3
Global Mean
RFP (Wm2) 5.1 0.8 1.7 2.2 2.1 0.2
Direct (Wm2) 1.5 0.1 0.3 0.5 0.1 0.1
Indirect (Wm2) 3.6 0.7 1.4 1.7 2.1 0.1
aFor each geoengineering simulation radiative flux perturbation (RFP),
aerosol direct effect and the aerosol indirect effect are given. Values are
calculated using net total (SW + LW) radiation at the top of the atmosphere.
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polar oceans were seeded in simulation ALL, the injected
sea salt particles dominated the cloud condensation nuclei
(CCN) numbers and CDNC increased significantly in sum-
mer time. This resulted in a summer (JJA) mean RFP of
2.1 Wm2 over the Arctic (60°N–90°N) (Figure 8). While
the forcing effect did not extend far over the ice sheet, it
might be able to cool at least the most vulnerable ice sheet
edge regions sufficiently [Holland et al., 2006].
3.6. Sensitivity of the Results to Ultrafine
Sea Salt Emissions
[58] As discussed in section 2.3, one limitation with the
ECHAM5.5-HAM2 model is that it does not include natural
ultrafine sea spray emissions (dp < 100 nm) which can con-
tribute significantly to cloud condensation nuclei especially in
remote marine areas [Pierce and Adams, 2006]. It is therefore
possible that our model underestimates the background aero-
sol concentration and thus overestimates the relative CDNC
increase and radiative forcing in the geoengineering simula-
tions. In order to estimate the sensitivity of our results to the
lack of ultrafine sea spray emissions, we made two additional
simulations (UF-SS CTRL and UF-SS ALL), which included
a simplified implementation of Mårtensson et al. [2003]
parameterization for ultrafine sea salt emissions (described in
section 2.3.2) but were in other respects identical to simula-
tions CTRL and ALL, respectively.
[59] With the ultrafine sea salt emissions, the regional
mean cloud top CDNCs in simulation UF-SS CTRL were
128, 153 and 198 cm3 for the optimized regions in the North
Pacific, South Pacific and South Atlantic, respectively. These
values are on the average about 20% higher than in simula-
tion CTRL. The geographical pattern of the relative differ-
ence between UF-SS CTRL and CTRL is similar to increase
of CDNC due to geoengineering. The strongest enhancement
in background CDNC is seen in the polar regions and in the
three stratocumulus regions where low-altitude clouds are
abundant.
[60] Figures 9a and 9b show the relative increase of cloud
top CDNC in simulations ALL (with respect to CTRL) and
UF-SS ALL (with respect to UF-SS CTRL). Figure 9c
shows the difference in the percentage change of CDNC
due to geoengineering between the simulation with ultrafine
sea spray included and the corresponding simulation with
ultrafine sea spray not taken into account as described by the
following formula:
DCDNCUFSS ALL DCDNCALL ¼ CDNCUFSS ALLCDNCUFSS CTRL
 CDNCALL
CDNCCTRL
; ð3Þ
where UF-SS denotes that natural ultrafine sea salt emissions
were included in the simulation. The measure of this quan-
tity is percentage points. Thus, Figure 9c shows how much
the ultrafine sea salt emissions affect the efficiency of cloud
modification. In Figure 9c, negative values indicate that
introducing ultra-fine sea spray decreases the efficiency of
geoengineering and positive values that ultra-fine sea spray
enhances the effects of geoengineering.
[61] By and large the CDNC enhancements in the simu-
lations with and without ultrafine sea salt emissions look
very similar (Figures 9a and 9b). For the majority of the
globe, the sensitivity of CDNC change to ultrafine emissions
was less than 15 percentage points (Figure 9c). However,
some exceptions exist. For example, close to the South Pole
(55–62 °S) the difference between the two set-ups was quite
large with zonally averaged CDNC enhancement about 20–
40 percentage points lower when ultrafine sea salt was
Figure 7. The 10-year mean radiative effects in the simulations ALL and GEO. (a) The aerosol direct
effect in the simulation ALL and (b) the aerosol direct effect in the simulation GEO. (c) The aerosol indi-
rect effect calculated as the difference between radiative flux perturbation (RFP) and the aerosol direct
effect in the simulation ALL and (d) the corresponding aerosol indirect effect for the simulation GEO.
Note that direct and indirect effects have different scales.
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included. This is probably due to the very low natural CDNC
in the Southern Ocean: as the natural background concen-
tration was smaller in CTRL than in UF-SS CTRL, a high
relative increase was also easier to achieve in the former
simulation.
[62] In the three optimized geoengineering regions, the
CDNC change was not highly sensitive to ultrafine sea salt.
The largest effect was found in the South Atlantic region
where the increase in CDNCwas 20 percentage points smaller
in the simulation with ultrafine sea salt emissions. In the North
and South Pacific, the changes in CDNC enhancement were
only3 and5 percentage points, respectively. Compared to
the total CDNC enhancement in geoengineering simulations
(regional means 84–105% in simulation ALL), these changes
are not very significant.
[63] However, even these relatively small changes in
CDNC had a notable effect on the radiative flux perturba-
tion. Global mean RFP in UF-SS ALL (compared to UF-SS
CTRL) was 4.5 Wm2 while it was 5.1 Wm2 in ALL
(compared to CTRL). The regional difference in RFP
between UF-SS and standard simulations was largest in the
South Atlantic region (5.7Wm2), where the CDNC increase
due to geoengineering was strongest. On the other hand, the
ultrafine sea salt emissions had almost negligible effect on
aerosol direct forcing due to their small size. In the Arctic
(60°N–90°N) the addition of ultrafine sea salt emissions had
little effect on summertime RFP. The summertime (JJA)
mean RFP was 2.1 Wm2 in both ALL and UF-SS ALL.
[64] All in all, these sensitivity simulations indicate that
our results presented in previous sections are not highly
sensitive to excluding natural ultrafine sea salt emissions.
One possible exception is the polar regions which have low
background aerosol concentrations in the accumulation
mode.
4. Conclusions
[65] In this study we have simulated geoengineering via
sea spray injections with a state-of-the-art aerosol-climate
model ECHAM5.5-HAM2. With explicit online calculation
of cloud droplet activation, aerosol-cloud interactions and
radiation, we were able for the first time to estimate the rel-
ative importance of direct and indirect aerosol effects of this
geoengineering scheme. We performed one simulation with
artificial sea salt injections over all oceans and used this
simulation to identify regions most susceptible to cloud
whitening. We then made several simulations in which the
injections were confined to three optimal stratocumulus
regions in the North Pacific, South Pacific and South Atlantic
(covering 3.3% of the Earth’s surface) and the total mass flux
as well as the size of the injected particles were varied.
[66] Aerosol direct effect (scattering of solar and terrestrial
radiation), which has been omitted in previous studies, was
an important part of the total radiative effect outside heavily
clouded regions. When all oceanic areas were geoengi-
neered, the global mean direct forcing was 1.5 Wm2
compared to the indirect effect of 3.6 Wm2. While the
indirect effects dominated over the direct effects in the three
persistent stratocumulus regions, our results imply that the
method may cause non-negligible cooling also in the case
the injected sea spray is transported to clear-sky regions.
[67] Our simulations indicate that decreasing the size (and
increasing the number flux proportionally) of injected par-
ticles can be an efficient way to raise the efficacy of sea
spray geoengineering (as long as the particles are still large
enough to activate as cloud droplets). Within the three
optimal regions, a comparable enhancement in the cooling
efficiency was obtained by multiplying the baseline mass
flux by 5 and by reducing the injected particle mean diam-
eter from 250 nm to 100 nm. However, such small particles
are efficient only in terms of indirect, but not direct, radiative
effects. On the other hand, it is possible that the resulting
high CDNCs reduce drizzle formation and thus increase the
lifetime of and direct aerosol effect from larger accumulation
mode particles. It should be noted, however, that the very
high updraft velocities predicted by the ECHAM5.5-HAM2
model (1.0–1.4 m s1) may overestimate the number of
small particles that get activated and thus overestimate the
cooling effect when the particle injection size is decreased.
[68] Based on our simulations, geoengineering in only the
three optimal stratocumulus regions is not enough to com-
pensate for the forcing of +3.7 Wm2 associated with the
doubling of carbon dioxide concentrations since the pre-
industrial era [Forster et al., 2007]. With the baseline flux
and injected particle mean diameter of 250 nm, a radiative
flux perturbation (RFP) of 0.8 Wm2 was achieved. This
is comparable to 0.97 Wm2 obtained by Jones et al.
[2009] who used the same total area for cloud modifica-
tion. However, if it were possible to apply geoengineering
over all oceans, sufficient cooling effect to counteract CO2
doubling might be achieved. In the simulation with sea
salt injections over all oceans, the global mean RFP was
5.1 Wm2.
[69] In terms of injected sea salt mass, it could be techni-
cally feasible to produce the simulated baseline flux over the
three optimized regions (20.6 Tg yr1) with the vessel
design by Salter et al. [2008]. With an injection rate of
seawater per ship of 30 kg s1, which corresponds roughly
to sea salt injections of 1 kg s1, the total mass flux could be
achieved by less than 1000 ships assuming that they oper-
ated at full power at all times (i.e., surface wind speed >7 m
s1). However, achieving spatially nearly homogeneous
emissions over 3.3% of the Earth’s surface (as assumed in
global climate model simulations) with such a small number
of sea spraying vessels would probably prove very difficult
[Wang et al., 2011]. Furthermore, counteracting CO2
Figure 8. The mean summertime (JJA) radiative flux per-
turbation in the Arctic in the simulation ALL.
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Figure 9. The effect of ultrafine sea salt emissions on cloud droplet number concentration (CDNC) at
cloud top, when artificial sea salt emissions are placed over all ocean area. (a) Relative change (%)
between geoengineering simulation without natural ultrafine sea salt emissions (ALL) and control sim-
ulation (CTRL). (b) Relative change (%) between geoengineering simulation with natural ultrafine sea
salt emissions (UF-SS ALL) and control simulation with natural ultrafine sea salt emissions (UF-SS
CTRL). (c) The sensitivity of CDNC change to natural ultrafine sea salt emissions (equation (3)).
The unit in Figure 9c is percentage points. CDNC was sampled over cloudy time steps over the 10-year
simulation time.
PARTANEN ET AL.: SEA SPRAY GEOENGINEERING D02203D02203
14 of 16
doubling would require a much higher sea salt total mass
flux and thus multiply the number of needed vessels at least
by a factor of about 10.
[70] Although several studies have demonstrated that
increasing CDNC in marine stratocumulus regions could
substantially counteract the rise of the global mean temper-
ature [Bala et al., 2010; Jones et al., 2009; Latham et al.,
2008; Rasch et al., 2009], our study further builds up the
conclusion that modeling of sea spray geoengineering has
significant uncertainties especially in aerosol-cloud inter-
actions due to different model formulations and variations
in e.g., background aerosol concentration, updraft velocity
and cloud altitude. This is demonstrated by a considerably
larger increase of CDNC in our study than in simulations by
Korhonen et al. [2010] who used comparable source func-
tions for sea spray number injections. Another uncertainty is
that global models cannot properly capture all relevant sub-
grid cloud processes [Lee et al., 2009]. On the other hand,
cloud-resolving models cannot assess global effects of cloud
modification.
[71] If sea salt could be injected at a rate that is sufficiently
homogeneous and high, the simulated effects on clouds and
Earth’s radiation balance indicate that this technique might
be sufficiently potent to be used at least as a part of geoen-
gineering option. It should also be stressed that we focused
only on changes in cloud properties and radiation balance,
and thus our simulations did not address any changes in the
hydrological cycle [Bala et al., 2010] or possible other
inadvertent side-effects geoengineering might have. Because
of these risks, and the fact that any solar radiation manage-
ment technology could possibly be needed for millennia
[Brovkin at al., 2009] geoengineering should be considered
only as a countermeasure for abrupt climate change or for a
serious threat of e.g., accelerated melting of Greenland ice
sheet [Christoffersen and Hambrey, 2006] or collapse of the
West Antarctic ice sheet [Joughin and Alley, 2011] and not as
a substitute for urgent reduction of greenhouse gas emissions.
[72] Acknowledgments. This work was supported by Maj and Tor
Nessling foundation under grant 2011072, the Academy of Finland’s
Research Program on Climate Change (FICCA) (project 140867) and Acad-
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Abstract. The intentional enhancement of cloud albedo
via controlled sea-spray injection from ships (marine cloud
brightening) has been proposed as a possible method to con-
trol anthropogenic global warming; however, there remains
significant uncertainty in the efficacy of this method due to,
amongst other factors, uncertainties in aerosol and cloud mi-
crophysics. A major assumption used in recent cloud- and
climate-modeling studies is that all sea spray was emitted
uniformly into some oceanic grid boxes, and thus these stud-
ies did not account for subgrid aerosol coagulation within
the sea-spray plumes. We explore the evolution of these sea-
salt plumes using a multi-shelled Gaussian plume model with
size-resolved aerosol coagulation. We determine how the fi-
nal number of particles depends on meteorological condi-
tions, including wind speed and boundary-layer stability, as
well as the emission rate and size distribution of aerosol
emitted. Under previously proposed injection rates and typ-
ical marine conditions, we find that the number of aerosol
particles is reduced by over 50 %, but this reduction varies
from under 10 % to over 90 % depending on the condi-
tions. We provide a computationally efficient parameteriza-
tion for cloud-resolving and global-scale models to account
for subgrid-scale coagulation, and we implement this param-
eterization in a global-scale aerosol-climate model. While
designed to address subgrid-scale coagulation of sea-salt par-
ticles, the parameterization is generally applicable for coag-
ulation of subgrid-scale aerosol from point sources. We find
that accounting for this subgrid-scale coagulation reduces
cloud droplet number concentrations by 46 % over emission
regions, and reduces the global mean radiative flux perturba-
tion from −1.5 W m−2 to −0.8 W m−2.
1 Introduction
Anthropogenic greenhouse-gas emission rates are increasing
(Forster et al., 2007), and it appears to be unlikely that dras-
tic reductions in these rates will take place in the near future
(Rosa and Deitz, 2012). Geoengineering, the deliberate ma-
nipulation of the earth’s climate, provides possible but imper-
fect methods of slowing the global warming associated with
the anthropogenic greenhouse gases (Royal Society, 2009).
Latham (1990) proposed a method of geoengineering, com-
monly referred to as marine cloud brightening, in which the
earth’s reflectivity (albedo) is increased by adding cloud con-
densation nuclei (CCN) to the marine atmosphere through
emissions of sea-salt particles from specially designed ships.
These additional CCN increase the number of cloud droplets
and potentially increase cloud albedo (Twomey, 1974) and
lifetime (Albrecht, 1989) via the aerosol indirect effects. This
method of intentional enhancement of cloud albedo has been
well detailed in Salter et al. (2008). Salter et al. (2008) esti-
mates that “the cancellation of 3.7 W m−2 associated with a
doubling of pre-industrial CO2 could come from a working
Published by Copernicus Publications on behalf of the European Geosciences Union.
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fleet of approximately 1500 (ships)”. They also approximate
that each ship will cost “between £1 and £2 million each”.
These claims offer the possibility of a relatively affordable
means to reverse some of the effects of global warming,
which has spurred many studies using cloud models (Bower
et al., 2006), cloud-resolving models (Jenkins et al., 2013;
Wang et al., 2011) and global climate models (Alterskjær
et al., 2012; Alterskjær and Kristjánsson, 2013; Bala et al.,
2011; Jones et al., 2009; Korhonen et al., 2010; Partanen et
al., 2012; Pringle et al., 2012; Rasch et al., 2009) to test the
efficacy and unforeseen consequences of this geoengineering
method, which may greatly increase the overall costs of this
method.
All of the previous studies that estimate the efficacy of
this geoengineering method did not account for the effect
of aerosol particle coagulation near the source. With the
global models, aerosol processing was either not accounted
for (Bala et al., 2011; Jones et al., 2009; Rasch et al., 2009)
or in the cases that it was (Korhonen et al., 2010; Partanen et
al., 2012; Pringle et al. 2012), the coarse grid resolution (on
the order of hundreds of kilometers) prevents these effects
from being resolved. Cloud-resolving models have simulated
plume emissions at horizontal scales of 300 m (Jenkins et al.,
2013; Wang et al., 2011). While the inclusion of aerosol pro-
cessing (Jenkins et al., 2013) will capture some aerosol coag-
ulation within these plumes, the resolution is still too coarse
to capture the high aerosol concentrations that would occur
close to the proposed 2.4 m diameter emission source. Be-
cause coagulation rates scale with the square of particle con-
centrations, coagulation will occur most quickly in the initial,
dense plume. This coagulation may be important in reducing
the number of potential CCN that reach the cloud and has
not yet been treated in models. Thus, the efficacy of prior
estimates of sea-salt geoengineering may have been overpre-
dicted due to the lack of these in-plume coagulation effects.
We explore the evolution of the sea-salt size distribution in
these emission plumes using a multi-shelled Gaussian plume
model with size-resolved aerosol coagulation. The influence
of the emission rate and the emitted size distribution as well
as local atmospheric conditions (wind speed and boundary-
layer stability) and the stack radius on the final number and
size of particles is determined using this model. We use the
results of the plume model to create a computationally effi-
cient parameterization of the loss of particle number by co-
agulation in plumes for cloud-resolving and global models.
Although this parameterization has been designed with sea-
salt aerosol emitted for geoengineering purposes in mind, it
is generally applicable to point sources of aerosol. We then
implement the parameterization in a global-scale aerosol-
climate model, and show the effect on predictions of marine
cloud brightening efficacy.
We describe the Gaussian plume model used for this study,
a high-resolution large-eddy simulation model used for eval-
uation of the Gaussian plume model, and the global model
in Sect. 2. The case descriptions are shown in Sect. 3. We
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Fig. 1. Schematic of the Gaussian plume model. The shells expand
with time due to dilution. Coagulation proceeds more quickly in the
inner shells, due to higher particle concentrations, and thus there is
a net flux of small particles to the inner shells and large particles to
the outer shells.
introduce the form of the parameterization in Sect. 4. We
evaluate the parameterization and show the sensitivities to
each variable in Sect. 5. We describe the global model exper-
imental design and show the global model results in Sect. 6.
Finally, we present our conclusions in Sect. 7.
2 Model descriptions
2.1 Gaussian plume model
We use a multi-shelled Gaussian plume model to assess the
effects of coagulation on the sea-spray particle size distribu-
tion (Fig. 1). The design of the model follows Lazaridis et
al. (2001). The model follows the mean wind speed as a La-
grangian parcel, and the 10 shells expand with distance from
the source following the expansion of a Gaussian plume (Se-
infeld and Pandis, 2006). The outsides of the 10 shells rep-
resent 0.3, 0.6, 0.9, 1.2, 1.5, 1.8, 2.1, 2.4, 2.7 and 3.0 stan-
dard deviations of the particle number concentration across
the Gaussian plume. The expansion of the shells with dis-
tance uses the method of Klug (1969) with the plume ex-
panding more quickly under unstable conditions than stable
conditions (stability classes discussed in Sect. 3). The initial
1-standard-deviation plume width is set equal to the diame-
ter of the emission stack (2.4 m as a base-case approximation
but varied later). The depth of the shells (in the direction of
the wind), set arbitrarily to 10 m, is used only to calculate to-
tal particle number from the particle concentrations and has
no effect on the model results. We assume that coagulation
occurs through Brownian coagulation only, and we calcu-
late the coagulation kernel using the method of Fuchs (1964).
Similar plume models have shown good agreement with field
measurements downwind from power plants (Hudischewsky
and Seigneur, 1989; Lazaridis et al., 2001), and have been
used to predict plume visibility (Seigneur et al., 1997) and to
study mercury speciation, transport and deposition (Lohman
et al., 2006).
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The model tracks the aerosol size distribution using 100
size bins, spaced logarithmically between 10 nm and 10 μm
in wet diameter (at 80 % relative humidity (RH)). The plume
is initialized at the beginning of the simulation with the total
number of particles that would be emitted into a box that is
10 m deep (and the width of the stack diameter) if the box is
traveling at the same speed as the wind. The higher particle
concentrations near the center of the plume cause faster co-
agulation near the center and thus a difference in the shape
of the size distribution between the center and outside of the
plume. While inert species do not need to be transferred be-
tween the shells of the plume (the expansion of the shells
accounts for diffusion), this enhanced coagulation near the
middle of the plume requires us to account for a net diffusion
of big particles from the center shells outward and a net dif-
fusion of smaller particles from outer shells inward (Fig. 1).
To calculate the rate of this net diffusion between shells, we
normalize the size-dependent aerosol concentrations by an
inert tracer (which allows us to determine if coagulation has
caused an increase or decrease in the number of aerosols in
the size bin) and then calculate the diffusion of the normal-
ized values using Fick’s law. The model uses a varying time
step to speed up calculation during periods of low coagula-
tion.
We represent the emitted aerosols using a single lognormal
mode or a single monodisperse size. We vary the number-
median diameter and the width of the mode to determine the
effect on the fraction of particles remaining after in-plume
coagulation. We represent the background marine aerosol
using the two-mode lognormal distribution as described in
Heintzenburg et al. (2000). However, we find that these back-
ground particles have a negligible effect on the results be-
cause the concentrations are small compared to the concen-
trations of emitted sea spray. Increasing the background con-
centrations by a factor of 10 decreased the number of remain-
ing emitted particles by less than 0.001 % under the base-case
emission conditions described shortly.
Condensable sulfate and organic vapors are not currently
included in the model. The concentrations of sea-spray
aerosols in these plumes will be sufficiently large compared
to the concentrations of secondary vapors during the short
time that is being simulated that the effects of condensation
on the aerosol size distributions will be insignificant.
Our model has several limitations. We assume that the wet
aerosol and the air reach an instant equilibrium at 80 % RH.
There are two implications of this: (1) the wet diameter of
the particles may be different than we assume (however, we
do show later that the results are less sensitive to size than
other factors), and (2) the evaporation of the droplets may
affect the dynamics of the plume (e.g., the plume is cooler
than its surroundings and sinks) and affect the mixing rate
of the plume. We assume that our plume is perfectly Gaus-
sian. Turbulent plumes in unstable boundary layers are only
Gaussian when time-averaged. An actual plume may have
higher- and lower-concentration regions, and because of the
quadratic relationship of the rate of coagulation with con-
centrations, this could cause our model to underpredict co-
agulation slightly in unstable boundary layers (Stevens et
al., 2012). We assume that the plume can expand without
bounds. An actual plume will be limited in the vertical di-
rection by the ocean surface below and the height of the
mixed layer above. The plume is unlikely to expand to the
height of the mixed layer within timescales relevant to the
fast plume coagulation discussed here, but reflection of the
plume from the ocean surface would result in higher concen-
trations, causing our model to underpredict coagulation. We
do not consider the initial upward velocity of the sea-spray
emissions as they exit the solid stack or any possible vortex
shedding (Latham et al., 2012). We will address these uncer-
tainties in Sect. 5.
We note that the results of the model do not strongly de-
pend on the composition of the aerosol. The Gaussian plume
model, and the parameterization based upon the model, can
therefore be generally applied to other point sources of
aerosol, provided the above assumptions are met. Most no-
tably, the concentrations of the aerosol must be sufficiently
large relative to condensable species that the effects of con-
densation on the aerosol size distributions will be insignif-
icant. In addition, because we have assumed hydrophilic
aerosol at 80 % relative humidity, the size of the aerosol may
differ based on composition and relative humidity. This un-
certainty will be discussed in Sect. 5.
2.2 Large-eddy simulation model
In order to augment the Gaussian plume model results, we
now briefly describe a comparative alternative modeling ap-
proach. This alternative technique follows previous large-
eddy simulation (LES) modeling of marine stratocumulus
cloud brightening (Jenkins et al., 2013; Jenkins and Forster,
2013) and uses the same model (WRF/Chem V3.3.1; Ska-
marock et al., 2008). Here, however, much higher resolu-
tions and smaller domain sizes are used (0.5 m horizontal
and ∼ 1 m vertical), with these LES simulations having a
fixed domain size of length 120 m, width 40 m and approxi-
mately 60 m height. As such, these simulations are designed
to capture the emitted aerosol plume alone, independent of
wider marine boundary layer turbulence. A representation
of the structure of the resulting plume is shown in Fig. 2.
The emission outlet, with diameter ∼ 2.5 m, is located 20 m
from the boundary at a height of ∼ 20 m. Aerosol emissions
from the outlet are introduced continuously at a rate equiv-
alent to a 30 kg s−1 sea-spray injection rate (suggested by
Salter et al., 2008) into an upward flow velocity of 12 m s−1
(again suggested by Salter et al., 2008). It is assumed that
for this limited domain region (close to the aerosol emission
point) the dynamics resulting from this upward flow velocity
would dominate over marine boundary layer turbulence. The
aerosols are assumed to have a dry diameter of 200 nm (en-
tered into bin three of the eight bin model), resulting in an
www.atmos-chem-phys.net/13/10385/2013/ Atmos. Chem. Phys., 13, 10385–10396, 2013
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Fig. 2. The typical structure of an aerosol plume simulated within
the LES model represented by an instantaneous isosurface for a
given aerosol concentration during the approximately steady-state
period. (The case shown is a simulation used during trials of the
methodology.)
emission number flux of 1.1× 1017 s−1. The 10 m crosswind
(assumed to comprise both ambient wind and ship veloc-
ity components) was initialized at 6 m s−1, with the bound-
ary layer total water mixing ratio initialized at 10 g kgdryair,
and potential temperature initialized at 288.3 K. The LES
model uses the eight-bin MOSAIC aerosol scheme, includ-
ing Brownian coagulation (Zaveri et al., 2008), with 1.5 or-
der 3-D turbulent kinetic energy closure scheme for subgrid
turbulence. Advection is constrained by the monotonic flux
limiter option (Wang et al., 2009), and surface layer physical
processes are represented by the Monin–Obukhov scheme.
The time step is 0.003 s (0.36 s for the aerosol processes),
with data being output every 2 s. The simulation was carried
out for 88 model seconds. From the start of the simulation,
the aerosol plume takes approximately 16 s to reach the do-
main boundary. After this time, the simulation reaches an ap-
proximate steady state whereby the mass of aerosols being
emitted into the domain is approximately equal to the mass
of aerosols leaving the domain. Simulations with this model
suggest that despite the relatively coarse resolution for repre-
senting the ∼ 2.5 m outlet diameter, this model configuration
successfully reproduces key dynamical features that are char-
acteristic of an emission jet into a crosswind flow (Mahesh,
2013). These features include the formation of a counter-
rotating vortex pair (evident in Fig. 2), the preferential dis-
tribution of the aerosol particles at the centers of the vortices
(Tu and Liu, 2012; Wen et al., 1992), and a plume trajec-
tory in reasonable agreement with empirical data (Muppidi
and Mahesh, 2005). The high-resolution LES model there-
fore can resolve fluid-dynamics features that cannot be re-
solved by a Gaussian plume model. We compare the results
of the LES model with those of the Gaussian plume model in
Sect. 5.
2.3 Global-scale aerosol-climate model
For the global simulations to evaluate the effect of the pa-
rameterization, we used aerosol-climate model ECHAM-
HAMMOZ (ECHAM5.5-HAM2) (Stier et al., 2005; Zhang
et al., 2012) with the same model and experiment setup
as in geoengineering simulations described by Partanen et
al. (2012). The aerosol microphysics module M7 (Vignati et
al., 2004) describes internally and externally mixed aerosol
distribution with seven log-normal modes consisting of sul-
fate, sea salt, organic carbon, black carbon and mineral dust.
The model calculates nucleation of new particles, condensa-
tion of sulfuric acid vapor, coagulation, uptake of water, and
removal of aerosols by dry deposition, sedimentation, and
wet deposition.
Aerosol emissions from anthropogenic sources and
biomass burning were taken from the AeroCom database
(Dentener et al., 2006) for the year 2000. Dust, dimethyl sul-
fide, and natural sea salt emissions were calculated online as
described by Zhang et al. (2012).
The cloud droplet activation was calculated online with a
physically based parameterization (Abdul-Razzak and Ghan,
2000; Lohmann et al., 2007). Updraft velocity in stratiform
clouds for the activation parameterization was calculated as
the sum of grid-mean vertical velocity and a turbulent contri-
bution (Lohmann and Hoose, 2009). Cloud microphysics (in-
cluding both first and second indirect effects) were calculated
as described by Lohmann and Hoose (2009). The combina-
tion of the model version and the cloud activation parameter-
ization is unpublished and may differ from the official model
version to be released with respect to, for example, model
tuning parameters.
3 Gaussian plume model case descriptions
In this study, we test the sensitivity of the “fraction of parti-
cles remaining” (the final particle number divided by the ini-
tial particle number) to the wind speed (vw), particle number
emission rate (P ), the emission number-median dry diame-
ter (Dp), the emission geometric standard deviation (σ) and
the emission-source radius (Rs). The maximum, minimum
and base-case values are provided in Table 1. Our base case
uses particle emissions with a Dp of 200 nm, which corre-
spond to the size of a dry sea-spray particle obtained from
an 800 nm seawater drop (Lewis and Schwartz, 2004) as de-
scribed in Salter (2008). The emitted σ is set arbitrarily to
1.2 in the base case. Salter (2008) describes sea-spray emis-
sions at a total sea-water flow rate of 30 kg s−1. This flow
rate, if broken up into the 200 nm dry diameter (800 nm wet
diameter) mode described above, corresponds to an aerosol
number emission rate of 1.1× 1017 s−1, which we use as our
base-case value for P . We use a base-case vw of 8 m s−1,
which corresponds to the minimum wind speed needed to ob-
tain a sea-water flow rate of 30 kg s−1 as described in Salter
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Table 1. The variables explored in the plume modeling and the range of values used for each.
Variable Minimum Base case Maximum
Wind speed (vw) 4 m s−1 8 m s−1 20 m s−1
Particle number emission rate (P ) 1.1× 1016 s−1 1.1× 1017 s−1 1.1× 1018 s−1
Number-median dry diameter (Dp) 100 nm 200 nm 400 nm
Geometric standard deviation (σ) 1 (monodisperse) 1.2 2
Emission-source radius (Rs) 0.6 m 1.2 m 2.4 m
(2008) and Korhonen et al. (2010). The minimum and maxi-
mum values in Table 1 allow us to both test the sensitivity of
the fraction of particles remaining to each of the five param-
eters as well as allow us to create a parameterization of the
fraction of particles remaining for large-scale models.
Additionally, we evaluate the fraction of particles remain-
ing under the six Pasquill stability classes (Pasquill, 1961):
A, extremely unstable; B, moderately unstable; C, slightly
unstable; D, neutral; E, slightly stable; and F , moderately
stable. Because the marine boundary layer is often close to
neutral stability, our base stability is D; however, we test all
conditions and build the parameterization for each.
4 Parameterization formulation
Using the Gaussian plume model described above, we have
created a computationally efficient parameterization of the
loss of particle number by coagulation in plumes for use in
cloud-resolving and global models. In this section we intro-
duce the form of the parameterization.
Turco and Yu (1997) give analytic solutions for the change
in number due to coagulation for expanding plumes. They
give the number of particles Np that is asymptotically
reached with time as
Np = NpoNT
Npo +NT , (1)
where Npo is the initial number of particles, and NT is de-
fined for plumes that expand super-linearly with time as
NT = 2V o (α − 1)
Kcti
, (2)
where Vo is the initial volume, ti the time it would take the
plume to expand from a point source to its initial volume
given its rate of expansion, Kc the effective coagulation ker-
nel, and α a parameter that dictates the rate of expansion,
which is a function of the atmospheric stability. If we define
F as the fraction of particles remaining (Np /Npo), we can
rearrange Eq. (1) and substitute Eq. (2) to give
F = 2V o (α − 1)
KctiNpo − 2V o (α − 1) . (3)
To simplify this further, we can divide through by Vo to get
F = 2(α − 1)
KctiCo + 2(α − 1) , (4)
where Co is the initial particle concentration.
Our goal is to fit F to five different parameters: wind speed
(vw), emission stack radius (Rs), particle emission rate (P ),
particle median dry diameter (Dp), and the geometric stan-
dard deviation of the size distribution (σ). We note that α de-
pends only on the boundary-layer stability, and that we can
incorporate 2(α−1) into a constant dependent only upon the
stability class. The other factors must only affect the KctiCo
term. We therefore choose to fit our multi-shelled Gaussian
plume model data to a semi-empirical equation of the follow-
ing form:
F = k(
vw
vw0
)a (
Rs
Rs0
)b (
P
P0
)c (
σ
σ0
)d ( Dp
Dp0
)e + k
, (5)
where the constants “a” through “e” along with k are fitted
parameters for each stability class, and the “0” subscripts de-
note the base case conditions (Table 1). Thus, the fraction of
the particles remaining would be a function of the five pa-
rameters and the stability class, which may be provided by a
cloud-resolving or global model. As a supplement, we pro-
vide Fortran code of this parameterization for use in these
models.
To sample the entire parameter space to create training
data for the fit of the parameterization, we have used a
pseudo-random Latin hypercube (McKay, 1979) in order to
choose our parameters for 1000 simulations of the multi-
shelled Gaussian plume model for each boundary-layer sta-
bility. A Latin hypercube is a method of sampling a param-
eter space such that the full range of each parameter is sam-
pled evenly, but the values of each variable are uncorrelated.
Using a least-squares fitting, we calculated the best-fit values
of a, b, c, d , e and k for the parameterization, and these val-
ues, as well as goodness-of-fit metrics, are shown in Table 2.
We will discuss the best-fit values and the parameterization
results in the following section.
5 Gaussian plume model results
As a demonstration of the coagulation within the multiple
shells of the model, Fig. 3 shows the fraction of particles re-
maining and particle concentrations for 18 000 s (5 h) for the
base case. We show the values for each shell as well as the
www.atmos-chem-phys.net/13/10385/2013/ Atmos. Chem. Phys., 13, 10385–10396, 2013
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Table 2. The fitted exponents and constant corresponding to Eq. (5) for each stability class as well as the root-mean-square error and
correlation coefficient in the fraction of particles remaining associated with each fit. The exponents a, b, c, d, and e correspond to the
parameters vw, Rs, P , σ , and Dp, respectively. Stability classes: A, extremely unstable; B, moderately unstable; C, slightly unstable; D,
neutral; E, slightly stable; and F, moderately stable.
Stability Class a b c d e k Root-mean-square error Correlation coefficient
A −0.84 −0.40 0.51 0.30 −0.13 1.282 0.046 0.9646
B −0.96 −0.39 0.56 0.33 −0.14 1.219 0.041 0.9761
C −1.17 −0.36 0.65 0.37 −0.16 0.969 0.030 0.9905
D −1.28 −0.30 0.69 0.38 −0.17 0.774 0.023 0.9951
E −1.34 −0.23 0.72 0.38 −0.18 0.611 0.018 0.9971
F −1.41 −0.13 0.76 0.37 −0.18 0.363 0.010 0.9990
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Fig. 3. The fraction of particles remaining, the concentrations, and
the plume cross-sectional area are shown over time for each shell
for the base case. The black dashed line shows the average across
the plume, and the black square points show high-resolution results
from the WRF/Chem large-eddy simulation model.
plume-scale averages. We also show the results of a high-
resolution LES model for comparison, described in Sect. 2.
The LES model results will be discussed in the following
paragraph. Particle concentrations are affected by both co-
agulation and plume expansion while the fraction of parti-
cles remaining is affected only by coagulation. As would be
expected, the innermost shells with the highest initial parti-
cle concentrations show the largest fractional loss in particle
number due to coagulation. Figure 3 shows that over 80 % of
coagulation occurs in the first 10 s, which would correspond
to plume spatial scales (about 10 m wide by 4 m tall for neu-
tral stability) and distances downwind (80 m) that are smaller
than the resolution of most cloud models. Coagulation slows
and the fraction of particles remaining reaches an asymptote
after about 300 s (5 min). For all future simulations in this
paper, we simulate 3000 s (50 min), which will include the
majority of the coagulation under all conditions. Addition-
ally for the remainder of the paper, we will only present the
overall fraction of particles remaining across all shells as this
overall fraction is what is most useful for cloud and global
models.
In order to evaluate the presented Gaussian plume model
results, we also show the results of a high-resolution LES
model, described in Sect. 2.2. We note that the values of the
wind speed used in the LES model are similar but not equal
to those used as the base case for the Gaussian plume model,
and that the aerosols are emitted at a single monodisperse
size, where they were emitted as a lognormal mode in the
Gaussian plume model simulations in Fig. 3. Additionally,
the Gaussian plume model simulations do not have an initial
upwards velocity. In spite of the very different approach of
this LES modeling technique to the Gaussian plume model,
and slight disparities in initial conditions, the time series of
fraction of particles remaining (Fig. 3a) show notable simi-
larities, particularly in asymptotic behavior and limits, which
gives us confidence in the results of the multi-shelled Gaus-
sian plume model.
As discussed in Sect. 4, we used least-squares fitting to
calculate the best-fit values of the exponents and the constant
for the parameterization (Eq. 5) for each stability class. The
exponents for the wind speed, “a”, and for the stack radius,
“b”, are most sensitive to the stability class. In our model,
both the boundary-layer stability and the wind speed are used
to calculate the rate of expansion of the plume. This depen-
dence of expansion on the two variables explains the large
dependence of “a” on the stability class (e.g., under unsta-
ble conditions the plume expands quickly regardless of wind
speed and thus has a lower dependence on the wind speed).
The plume volume expands super-linearly; as the volume of
the plume increases, the rate of volume expansion also in-
creases. The acceleration of the plume volume expansion is
more pronounced under more unstable conditions, and the
plume volume expansion rate is nearly constant under ex-
tremely stable conditions. As the stack radius determines the
initial volume of the plume, it also determines in part the
initial expansion rate of the plume, but this effect is more
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Fig. 4. The fraction of particles remaining for the parameterization
(fit) compared to full Gaussian multi-shelled model results (data).
The black line represents a perfect match between the fit and model.
pronounced under more unstable conditions. The “b” expo-
nent is therefore larger in magnitude for the more unstable
stability classes. The exponents for variables that do not af-
fect the expansion of the plume, such as Dp and σ , do not
vary much for different stability classes.
Figure 4 shows the agreement in the fraction of parti-
cles remaining, F , between the fit parameterization and full
multi-shelled Gaussian plume model for all stability classes.
The fit tends to overestimate F for some cases for both high
and low values of F , and the overestimations are larger for
more unstable stability classes. However, we note that ma-
rine stratocumulus clouds, which would be targeted with
this method, are unlikely to form under unstable conditions.
Overall, the agreement of the parameterization with the full
multi-shelled Gaussian plume model is good with root-mean-
squared errors in F below 0.05 for all stability classes (as low
as 0.01 for the most stable case) and correlation coefficients
above 0.964 for all stability classes (as high as 0.999 for the
most stable case). These results justify the semi-empirical
equation that we use for the parameterization based on Turco
and Yu (1997).
Figure 5 shows the dependence of F on each of the varied
parameters. For each panel, one parameter is varied on the
x axis while the other four parameters are held fixed at their
base-case values (Table 1). Each stability class is shown by
the different colors, the full multi-shelled Gaussian plume
model results by the solid lines, and the fit parameteriza-
tion by the dashed lines. Figure 5a shows the results for var-
ied wind speed. Increasing the wind speed greatly increases
F because the initial particle concentrations are lower (air
spends less time passing over the stack) and the plume ex-
pands more quickly with time. As with all panels, the most
stable cases show the lowest F (plume expands the most
slowly). In Fig. 5b, F increases somewhat with the stack
radius. A wider stack radius leads to lower initial particle
concentrations for the same particle emission rate. Figure 5c
shows the sensitivity to the number of particles emitted. Be-
cause coagulation goes with the square of particle number
concentration, F is strongly sensitive to the particle emission
rates and varies from over 0.8 to under 0.1 for the ranges
tested. Figure 5d and e show that F is not strongly sensitive
to the initial particle dry diameter or width of the distribution,
but they show a slight increase in F with increasing diame-
ter (due to a reduction in the self-coagulation kernel across
accumulation-mode sizes, Seinfeld and Pandis, 2006) and a
slight decrease in F with increasing σ (due to broader parti-
cle size distributions coagulating more quickly, Seinfeld and
Pandis, 2006). We note that while the parameterization takes
the median dry diameter of the particles as input, the Gaus-
sian plume calculations used the wet diameter of the particles
assuming instant equilibrium at 80 % relative humidity.
There were several limitations of our modeling work dis-
cussed earlier. These involve an overestimation of particle
size due to instant evaporation to 80 % RH equilibrium, an
underestimation of the mixing due to turbulence generated by
the initial upward motion of the sea-spray plume leaving the
stack and vortex shedding due to the flow of air around the
solid stack, an overestimation of the mixing under turbulent
conditions due to the Gaussian plume assumption, as well as
the reflection of the plume from the ocean surface. F was
not strongly sensitive to particle size (the difference between
200 and 400 nm dry-diameter particles was on the order of
0.05 or less), so we expect these to be the maximum errors
due to the assumption of the particles instantly reaching their
equilibrium size. In addition, this indicates that results of the
parameterization are not strongly dependent on the assump-
tion of 80 % relative humidity or the assumption that the par-
ticles are perfectly hydrophilic. Overall, the underestimation
of mixing due to the initial upward velocity of the particles
and vortex shedding would lead to somewhat larger values
of F than predicted here (perhaps resembling lower stabil-
ity classes). Jenkins and Forster (2013) found that including
water with the emitted aerosols (as may occur during imple-
mentation) led to evaporation and reduced buoyancy within
the plume. This caused a reduced vertical plume height but
increased horizontal dispersion. As such, the particle con-
centrations within the plume were not significantly affected,
suggesting that this effect would not significantly alter F .
The importance of the reduced buoyancy on the subsequent
transport of aerosols to the cloud is outside of the scope of the
current work, and further investigation is planned. Regarding
the overestimation of mixing under turbulent, unstable con-
ditions, the marine boundary layer generally does not have
strong instabilities, so this issue is likely minor. Regarding
the ignoring of the ocean surface in the plume expansion, F
decreases most quickly close to the emission source. Gener-
ally, over 80 % of the coagulation occurs in the first 10 s. The
time required for the plume to expand to the ocean surface
will depend on the emission height and the stability, but for
www.atmos-chem-phys.net/13/10385/2013/ Atmos. Chem. Phys., 13, 10385–10396, 2013
10392 G. S. Stuart et al.: Reduced efficacy of marine cloud brightening geoengineering
4 6 8 10 12 14 16 18 20
Wind speed [m s−1 ]
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
F
ra
c
ti
o
n
 r
e
m
a
in
in
g
0.5 1.0 1.5 2.0 2.5
Emission Stack Radius [m]
0.2
0.3
0.4
0.5
0.6
0.7
F
ra
c
ti
o
n
 r
e
m
a
in
in
g
10
16
10
17
10
18
Particles emitted [s−1 ]
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
F
ra
c
ti
o
n
 r
e
m
a
in
in
g
100 150 200 250 300 350 400
Median dry particle diameter [nm]
0.20
0.25
0.30
0.35
0.40
0.45
0.50
0.55
0.60
0.65
F
ra
c
ti
o
n
 r
e
m
a
in
in
g
1.0 1.2 1.4 1.6 1.8 2.0 2.2
Sigma
0.20
0.25
0.30
0.35
0.40
0.45
0.50
0.55
0.60
0.65
F
ra
c
ti
o
n
 r
e
m
a
in
in
g
(a) (b)
(c) (d)
(e)
Extremely Unstable
Moderately Unstable
Slightly Unstable
Neutral
Slightly Stable
Moderately Stable
Fig. 5. The dependence of F on each of the varied parameters for all stability classes. In each plot, one parameter is varied while the
other four are kept at their base-case values. The full multi-shelled Gaussian plume model results are shown by the solid lines, and the fit
parameterization is shown by the dashed lines. The solid black vertical lines indicate the base-case value for each parameter.
the emission heights of 20 m given in Salter et al. (2008) and
neutral stability, the lower edge of the one-standard-deviation
shell takes about 50 s to reach the ocean surface. We there-
fore expect that ignoring the ocean surface will not result in
significant errors in F under typical marine conditions.
Many cloud and large-eddy simulation models are able to
resolve time steps shorter than the time required for the frac-
tion of particles remaining to asymptote to a constant value,
and it therefore may seem counter-intuitive to use a param-
eterization that accounts for 50 min of aerosol processing.
However, the parameterization is intended to account for the
aerosol processing that occurs as the plume dilutes to the size
of the model grid cell. So long as the spatial resolution of the
cloud or large-eddy simulation is sufficiently coarse that F
would asymptote before the plume dilutes to the spatial scale
of the model, the temporal resolution of the model should
not greatly affect the predicted value of F , even if it is less
than the time required for the plume to dilute to the spatial
scale of the model. If the model has a finer spatial resolu-
tion, then F may be underestimated if the parameterization
is used (both the parameterization and the resolved coagula-
tion in the plume would each reduce F ).
6 Global model experiment design and results
In order to assess the effect of the parameterization on
predictions of marine cloud brightening efficacy, we did
three 5 yr global simulations using the ECHAM-HAMMOZ
model (Sect. 2.3) with an additional 1 yr spin-up period. The
model was run with horizontal resolution T63 (correspond-
ing roughly to 1.9◦ × 1.9◦ grid), 31 vertical layers extending
Fig. 6. (a) The relative difference in 5 yr mean cloud-top cloud
droplet number concentration between simulations geo-coag and
geo-ref. (b) 5 yr mean radiative flux perturbation between simula-
tions geo-coag and geo-ref. Red values mean larger values in the
geo-coag simulation.
to 10 hPa, and prescribed climatological sea surface temper-
atures.
In the control run (ctrl) there was no geoengineering ap-
plied. The reference geoengineering simulations (geo-ref)
had artificial sea salt injections applied in three stratocumu-
lus regions (indicated by the red lines in Fig. 6) that had been
previously assessed as optimal to maximize the radiative ef-
fect from geoengineering (Partanen et al., 2012). The in-
jected sea-salt particle number flux Fn with 10 m wind speed
of u was set according to the following formula:
Fn = 3.1× 105 ×
(
min
(
u,7ms−1
))1.5
m−2 s−1. (6)
The mass flux (about 20.6 Tg per year) and the functional
form of injection were identical to the simulation GEO de-
scribed by Partanen et al. (2012), although the number flux
was different due to the different particle size. The mass-
mean diameter of the injected particles was set to 200 nm,
which, with a mode standard deviation of 1.59, corresponds
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Table 3. Mean cloud-top cloud droplet number concentration
(cm−3) averaged over cloudy time steps for the geoengineered re-
gions in North Pacific (NP), South Pacific (SP), and South Atlantic
(SA) as shown in Fig. 6.
Simulation NP SP SA
ctrl 103 131 166
geo-ref 607 624 754
geo-coag 302 345 436
to a number-median diameter of 145 nm used as input for the
parameterization.
The other geoengineering simulation (geo-coag) was iden-
tical to geo-ref except that the injected sea-salt number flux
and number-median diameter were modified by the sub-
grid coagulation parameterization. We assumed neutral at-
mospheric stability for all geoengineered regions during the
simulation and a stack radius of 1.2 m. The input number
flux to the parameterization used the same wind speed depen-
dence as Eq. (6), and was set to 1.2× 1017 s−1 (correspond-
ing to sea water flux of 30 kg s−1, see Sects. 2.2 and 3) at
wind speeds greater than or equal to 7 m s−1. As we assumed
always neutral atmospheric stability and a fixed size distribu-
tion of emitted particles as inputs to the parameterization, the
final number and particle diameter after the parameterization
depended only on wind speed.
The number flux of injected sea-salt particles was on av-
erage 61 % lower, and particle number-median diameter was
40 % higher in geo-coag than in geo-ref. There was substan-
tial spatial and temporal variation as the fraction of remaining
particles varied between about 20 % and 60 % (not shown in
a figure).
The lower number emissions in geo-coag lead to a notable
decrease in cloud droplet number concentration (CDNC).
We diagnosed the cloud-top CDNC by calculating the mean
value of CDNC in the highest lying grid cell with warm
clouds for each time step and grid cell with non-zero cloud
cover. Figure 6a shows the relative difference of cloud-top
CDNC between geo-coag and geo-ref. In the North Pacific
region, the 5-year-mean cloud-top CDNC was as much as
56 % lower in geo-coag than in geo-ref. Averaging over all
the emission regions, the mean change was −46 %. Regional
mean values of cloud-top CDNC for the geoengineered re-
gions are given in Table 3. The highest mean CDNC was
achieved in geo-ref in the South Atlantic region (754 cm−3).
The corresponding value in geo-coag was 42 % lower.
The lower number of aerosol particles and cloud droplets
also caused differences in the radiative response. We evalu-
ated the total aerosol radiative effect (both direct and indi-
rect effects) as radiative flux perturbation (RFP) (Haywood
et al., 2009), i.e., difference in net total (shortwave and long-
wave) radiation at the top of the atmosphere between the
geoengineering runs and the control simulation. The global
Table 4. Mean radiative flux perturbation (W m−2) for the geoengi-
neered regions in North Pacific (NP), South Pacific (SP), and South
Atlantic (SA) as shown in Fig. 6. The last column is the global mean
value (GM).
Simulation NP SP SA GM
geo-ref −31.1 −30.4 −29.2 −1.5
geo-coag −21.8 −24.4 −23.8 −0.8
mean RFPs (with respect to ctrl) in geo-ref and geo-coag
were −1.5 W m−2 and −0.8 W m−2 respectively. The re-
gional mean RFPs in geo-ref and in geo-coag were about
−30 W m−2 and −20 W m−2, respectively (Table 4).
It is noteworthy that the effect of parameterization was
greater on the global mean RFP than regional mean RFPs
(Table 4). At least a partial explanation for this can been
seen in Fig. 6b, which shows the RFP between the simula-
tions geo-coag and geo-ref. Especially in the North Pacific
and South Atlantic regions, there were large areas with sig-
nificant positive RFP between geo-coag and geo-ref outside
the emission regions (Fig. 6b). These areas were not included
in the regional mean values in Table 4, but they would con-
tribute to the global mean value. The large positive RFPs out-
side the emission regions are probably a result of 2–6 per-
centage points lower total cloud cover in geo-coag compared
to geo-ref near the emission regions in North and South Pa-
cific (not shown in a figure). The difference in the cloud cover
was lower inside the emission regions.
Thus, we estimate that omission of plume-scale coagula-
tion reduces the efficacy of marine cloud brightening by al-
most 50 % globally. While we have not yet tested these re-
sults in cloud-resolving models, we expect these results to
be similar since most of the plume-scale coagulation occurs
on spatial scales not resolved by the cloud-resolving models
typically used for marine cloud brightening studies.
7 Conclusions
In this paper, we have used a multi-shelled Gaussian plume
model to determine the fraction of particles remaining after
coagulation in the plume of intentional sea-spray injections
for marine cloud brightening. We have explored the depen-
dence of this fraction on six meteorological and emission pa-
rameters. The fraction of particles remaining was most sen-
sitive to the atmospheric stability, the wind speed and the
number emission rate with this fraction varying from over
0.9 to under 0.1 depending on the conditions. The results
depend less strongly on the radius of the emission source,
the number-median diameter, and the geometric width of the
emission size distribution. We do not include the decrease
in the wet diameter of the particles during transport due to
evaporation or effects on the dynamics of the plume due to
evaporative cooling. However, the results of the model are
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not strongly dependent on the wet diameter of the particles,
and the results of Jenkins and Forster (2013) suggest that the
effects of evaporative cooling on the dynamics of the plume
would not strongly affect our results.
We have fit our results to a parameterization that depends
on the six parameters using a semi-empirical formula based
on Turco and Yu (1997). This parameterization can be ap-
plied to point source emissions of aerosol generally, such as
small combustion sources. The parameterization has a mean-
squared error in the fraction of particles remaining of 0.05
for very unstable conditions and 0.01 for stable conditions,
and the correlation coefficients range from 0.964 for very un-
stable conditions to 0.999 for stable conditions. We provide
Fortran code of this parameterization as supplementary ma-
terial that calculates both the fraction of particles remaining
and the final number-median diameter of the distribution.
We have implemented this parameterization into a global-
scale aerosol-climate model, and we found that accounting
for this subgrid-scale coagulation reduced the number flux of
injected particles by 61 %, resulting in reductions in CDNC
and RFP over source regions of about 46 % and 25 %, respec-
tively. The global mean RFP was reduced by 47 %.
Previous cloud-resolving and global-scale modeling stud-
ies were unable to resolve in-plume coagulation due to coarse
spatial resolution. The results of this work show that such
studies overestimated the number of injected particles that
reach cloud base. Using the parameterization developed in
this paper, future studies will be able to account for these
effects.
Supplementary material related to this article is
available online at http://www.atmos-chem-phys.net/13/
10385/2013/acp-13-10385-2013-supplement.zip.
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Abstract. Aerosol particles from shipping emissions both
cool the climate and cause adverse health effects. The cool-
ing effect is, however, declining because of shipping emis-
sion controls aiming to improve air quality. We used an
aerosol-climate model ECHAM-HAMMOZ to test whether
by altering ship fuel sulfur content, the present-day aerosol-
induced cooling effect from shipping could be preserved,
while at the same time reducing premature mortality rates
related to shipping emissions. We compared the climate and
health effects of a present-day shipping emission scenario
(ship fuel sulfur content of 2.7 %) with (1) a simulation with
strict emission controls in the coastal waters (ship fuel sul-
fur content of 0.1 %) and twofold the present-day fuel sul-
fur content (i.e. 5.4 %) elsewhere; and (2) a scenario with
global strict shipping emission controls (ship fuel sulfur con-
tent of 0.1 % in coastal waters and 0.5 % elsewhere) roughly
corresponding to international agreements to be enforced by
the year 2020. Scenario 1 had a slightly stronger aerosol-
induced effective radiative forcing (ERF) from shipping than
the present-day scenario (−0.43 W m−2 vs. −0.39 W m−2)
while reducing premature mortality from shipping by 69 %
(globally 34 900 deaths avoided per year). Scenario 2 de-
creased the ERF to −0.06 W m−2 and annual deaths by
96 % (globally 48 200 deaths avoided per year) compared
to present-day. Our results show that the cooling effect of
present-day emissions could be retained with simultaneous
notable improvements in air quality, even though the ship-
ping emissions from the open ocean clearly have a significant
effect on continental air quality. However, increasing ship
fuel sulfur content in the open ocean would violate existing
international treaties, could cause detrimental side-effects,
and could be classified as geoengineering.
1 Introduction
Aerosol emissions from shipping have a net cooling effect
on the Earth’s climate, mainly through altering cloud prop-
erties, and cause detrimental health effects by degrading air
quality (Eyring et al., 2010). Aerosol particles affect the cli-
mate in two ways. First, they scatter and absorb solar and
terrestrial radiation (the aerosol direct effect, e.g. Myhre et
al., 2013). Second, changes in the aerosol loading induce
changes in cloud microphysical properties and cloud lifetime
(the aerosol indirect and semidirect effects, e.g. Koch and Del
Genio, 2010; Lohmann and Feichter, 2005). One well-known
example of the aerosol indirect effects are the so-called ship
tracks that sometimes manifest along the shipping routes
(Christensen and Stephens, 2011; Coakley et al., 1987). They
are clouds with enhanced reflectivity due to increased droplet
number concentration (accompanied by decreased droplet
size) caused by aerosol emissions from shipping. Eyring
et al. (2010) reported a range between −0.038 W m−2 and
−0.6 W m−2 for the aerosol indirect effects from shipping for
the year 2000 from several independent modelling studies.
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In terms of health effects, aerosol particles increase pre-
mature mortality due to lung cancer and cardiopulmonary
diseases (Pope and Dockery, 2006). Globally, air pollution
is estimated to cause about 0.8 million premature deaths per
year (Cohen et al., 2005). Particulate emissions from interna-
tional shipping have been considered responsible for 18 900–
90 600 deaths per year (Corbett et al., 2007; Winebrake et al.,
2009).
As the knowledge of the adverse health and environmen-
tal effects of shipping emissions has increased, governments
have negotiated treaties to reduce air pollution, especially
sulfur emissions from ship traffic. The International Mar-
itime Organization (IMO) has been responsible for the de-
tailed regulation of pollution from ships. The leading IMO
agreement on the pollution from ships is the MARPOL 73/78
Convention (IMO, 1978). In 1997, Annex VI was added to
the convention to minimize airborne emissions from ships.
In 2008, emissions limits of the annex, including sulfur ox-
ides in Regulation 14, were further tightened (IMO, 2008).
According to the amendment, a global cap of 3.5 % has been
applied for ship fuel sulfur content from 1 January 2012 on-
wards. In certain emission control areas, such as in the North
Sea, Baltic Sea and the coastal areas of the USA and Canada,
a stricter restriction of 0.1 % will be in effect by 2015. The
global sulfur cap will be progressively reduced to 0.5 % by
the year 2020, although the IMO is required to complete a re-
view by 2018 of the availability of fuel with sulfur content no
greater than 0.5 %.
The health benefits of shipping emission cuts have been es-
timated by model studies. Winebrake et al. (2009) calculated
that setting a ship fuel sulfur limit of 0.1 % in the coastal re-
gions within 200 nautical miles (370 km) from the coastlines
could save 15 400–73 500 lives annually. However, there are
trade-offs involved in decreasing sulfur and organic carbon
emissions from shipping by reducing sulfur content in the
ship fuel. The net cooling effect from ship-emitted aerosols
will decrease simultaneously with the adverse health effects.
Lauer et al. (2009) estimated that applying a ship fuel sul-
fur content limit of 0.5 % globally would decrease the ra-
diative forcing of shipping emissions from −0.6 W m−2 to
−0.3 W m−2 and hence accelerate global warming.
Fuglestvedt et al. (2009) discussed the idea of refrain-
ing from shipping emission reductions to cool the climate,
and rejected it based on the many uncertainties and risks
involved. However, several technologies using controlled
aerosol emissions to cool the climate have been proposed in
recent years (e.g. marine cloud whitening, Latham, 1990, and
stratospheric sulfur injections, Crutzen, 2006). In a broader
context, these technologies are known as solar radiation
management (SRM) or geoengineering (Fox and Chapman,
2011). Despite the uncertainties and risks involved (Robock,
2008) it may be worth studying these technologies as they
may be considered in the future if greenhouse gas emission
reductions are not successful or climate sensitivity is under-
estimated.
The aim of our study is to test whether the present-
day radiative aerosol-induced cooling (excluding greenhouse
gases) from shipping could be preserved while at the same
time reducing the mortality related to shipping emissions.
Using a global model, we explore a scenario in which the
ship fuel sulfur content is increased in the open oceans (entire
sea area excluding coastal zones) but reduced in the coastal
zones. This scenario can be considered a form of geoengi-
neering because of the deliberate attempt to assert a cooling
effect on the climate. The geoengineering scenario is com-
pared to shipping emission scenarios for the years 2010 and
2020. To make the climate and air quality trade-offs evident,
different scenarios are compared with respect to the global
mean effective radiative forcing (ERF) resulting from aerosol
effects and global premature mortality due to shipping emis-
sions. We do not attempt to compare these metrics with each
other (i.e. try to evaluate how many deaths caused by cli-
mate change could be avoided with a certain amount of ERF),
because that would require several arbitrary simplifications
(Löndahl et al., 2010), and would be outside the scope of this
paper. Our study is not intended as a policy recommendation,
but it provides valuable information about the climate and air
quality trade-offs related to aerosol emissions from interna-
tional shipping.
2 Methods
2.1 Model description
We used the global aerosol-climate model ECHAM-
HAMMOZ (ECHAM5.5-HAM2.0) (Stier et al., 2005; Zhang
et al., 2012) to quantify the effects of shipping emissions on
climate and air quality. The model uses the M7 aerosol mi-
crophysics scheme (Vignati et al., 2004) to describe the exter-
nally and internally mixed aerosol population and its size dis-
tribution with seven log-normal modes containing the aerosol
species of sulfate (SO4), sea salt, organic carbon, black car-
bon and mineral dust. The aerosol model resolves nucle-
ation of new particles from sulfuric acid (Kazil and Lovejoy,
2007), condensation of sulfuric acid vapor, coagulation, hy-
dration and removal of aerosol particles by dry deposition,
sedimentation and wet deposition. We used AEROCOM-
II ACCMIP data for anthropogenic aerosol emissions and
biomass burning emissions for the year 2010 (Riahi et al.,
2007, 2011) and natural aerosol emissions as described by
Zhang et al. (2012). The model simulates the aerosol–cloud
interactions, including both first and second aerosol indi-
rect effects as described by Lohmann and Hoose (2009).
The cloud droplet activation was calculated with a physically
based parameterization (Abdul-Razzak and Ghan, 2000). We
implemented the model modifications done by Peters et
al. (2012) to set all shipping emissions consistently in the first
model layer, assigning primary sulfate, organic carbon and
black carbon emissions from shipping to the soluble Aitken
Atmos. Chem. Phys., 13, 12059–12071, 2013 www.atmos-chem-phys.net/13/12059/2013/
A.-I. Partanen et al.: Climate and air quality trade-offs in altering ship fuel sulfur content 12061
mode with a geometric mean radius of 44 nm for sulfate and
30 nm for carbonaceous species. The chosen mode diameters
are smaller than the default sizes in ECHAM-HAM (Stier
et al., 2005; Zhang et al., 2012) reflecting recent measure-
ments of ship emissions (e.g., Petzold et al., 2008; Jons-
son et al., 2011). Our choice of diameter for carbonaceous
aerosols is close to the value reported by Petzold et al. (2008),
who measured the number density of the non-volatile com-
bustion mode to be dominated by particles with radius of
40 nm. However, the diameter for primary sulfate emissions
in our study is somewhat larger than found in the Petzold
et al. (2008) study. Since smaller particles mean more cloud
condensation nuclei (provided that the particles are still large
enough to activate as cloud droplets), the sulfate diameter
used in our model version can potentially lead to an underes-
timation of the aerosol indirect effect (Peters et al., 2013).
However, different measurements campaigns have yielded
highly varying results for the primary sulfate particle size
(Petzold et al., 2008; Jonsson et al., 2011) reflecting the fact
that it is difficult to extract the diameter of particles from
shipping emissions based on measurements due to, e.g. sev-
eral chemical components involved, plume aging, and vari-
ability of engines.
2.2 Experiment design
Our simulations differed from each other only with respect
to shipping emissions. A list of all simulations is provided
in Table 1. The reference simulation called no-ships was run
without any shipping emissions at all. To assess the effects
of present-day aerosol emissions from shipping, we used the
shipping emissions from ACCMIP database (Riahi et al.,
2007, 2011) for the year 2010 (Fig. 1a) in the simulation
ships-2010.
For the rest of the simulations, we defined the coastal
zones within one or two (depending on the simulation) model
grid cells away from the continent as emission control areas
where fuel sulfur content was assumed to be 0.1 %, corre-
sponding to the limit in existing emission reduction areas
from the year 2015. The width of the emission reduction
zones corresponds roughly to the 200 nautical miles (370 km)
equivalent to the width of the current emission control area
surrounding North America (IMO, 2010). In the geoengi-
neering simulations geo-wide and geo-narrow we set the
fuel sulfur content to 5.4 % (double the current global mean
value) outside the coastal waters (i.e., in the area at least two
grid cells (400–600 km) or one grid cell (200–300 km) away
from the coastline, respectively).
To compare the geoengineering simulations against a strict
emission control scenario, we set up a simulation ships-2020
that roughly corresponds to the shipping emission regulation
planned for the year 2020. In ships-2020, we assumed that
the coastal zones, within 2 grid cells from the continent, cor-
respond to the emission control areas with a limit of 0.1 %
on the ship fuel sulfur content, and applied the global cap of
0.5 % elsewhere. The assumption that emission control areas
cover all the coastal waters is overestimating the extent of the
emission reduction areas, but it gives an idea of the effects of
the planned future emission control legislation. We did not
take into account any possible changes in the shipping routes
or shipping activity in the future because we wanted to com-
pare different idealized emission control scenarios, and not
make future projections.
To calculate the actual sulfur dioxide (SO2) emissions in
different scenarios, the ACCMIP shipping emissions for the
year 2010 were used as a baseline. We assumed that the fuel
sulfur content in each grid cell of the ACCMIP emissions
was equal to the current global mean value of 2.7 % (Lauer et
al., 2009) and that SO2 emissions were linearly dependent on
the fuel sulfur content. Thus, in emission control areas with
a sulfur content limit of 0.1 %, the baseline shipping emis-
sions were multiplied by 0.037 (= 0.1%/2.7%) and doubled
in the geoengineered regions to a ship fuel sulfur content of
5.4 %. Organic carbon emissions were scaled similarly using
the relationship reported by Lack et al. (2009) for fuel sul-
fur content (S %) and organic carbon emissions (OC) (OC
(gkg−1) = 0.65× S% +0.5). There is no such simple depen-
dence of black carbon emissions on fuel sulfur content as
one major determining factor is engine load, although fuel
quality also plays a role (Lack and Corbett, 2012). Lacking a
precise formulation, we used the unmodified black carbon
emissions from the ACCMIP database for all simulations.
Not accounting for any changes in black carbon emissions
is unlikely to affect our results significantly. First, Peters et
al. (2012) showed that omitting black carbon emissions from
shipping had little effect on the net aerosol radiative forcing
from shipping as increased nucleation of new particles com-
pensated for the missing black carbon. Second, emitted black
carbon mass from shipping is low compared to sulfur diox-
ide mass (Table 1), and changes in aerosol mass (instead of in
composition) determines the calculated health effects in our
study (see Sect. 2.3).
The fraction of sulfur emissions that should be treated as
primary sulfate due to subgrid scale nucleation in models is
uncertain (Luo and Yu, 2011; Stevens et al., 2012) and affects
the impacts of shipping emissions as the burden of sulfate in-
creases with increasing primary sulfate fraction (Peters et al.,
2012). To test the sensitivity of our results to this factor, we
did sensitivity simulations ships-2010_45 and geo-wide_45
in which 4.5 % (instead of 2.5 %) of sulfur mass emissions
from ships was emitted as primary sulfate. In all other re-
spects, the simulations were identical to ships-2010 and geo-
wide, respectively. For other anthropogenic sources besides
shipping, a fraction of 2.5 % (Dentener et al., 2006; Zhang
et al., 2012) was used in all the simulations.
Different shipping emission inventories differ greatly from
each other with respect to both the spatial distribution and the
global sum of the emissions (Eyring et al., 2010). To assess
the sensitivity of our results to the spatial distribution of the
shipping emissions, we carried out two additional sensitivity
www.atmos-chem-phys.net/13/12059/2013/ Atmos. Chem. Phys., 13, 12059–12071, 2013
12062 A.-I. Partanen et al.: Climate and air quality trade-offs in altering ship fuel sulfur content
Table 1. List of simulations∗.
Simulation S % S % Coast SO2 OC BC fSO4
coast ocean width (Tgyr−1) (Tgyr−1) (Tgyr−1)
Main simulations – – – – – – –
no-ships – – – 0 0 0 –
ships-2010 2.7 % 2.7 % – 12.50 0.16 0.15 2.5 %
geo-narrow 0.1 % 5.4 % 1 17.37 0.21 0.15 2.5 %
geo-wide 0.1 % 5.4 % 2 13.12 0.17 0.15 2.5 %
ships-2020 0.1 % 0.5 % 2 1.42 0.05 0.15 2.5 %
Sensitivity simulations
ships-2010_45 2.7 % 2.7 % – 12.50 0.16 0.15 4.5 %
geo-wide_45 0.1 % 5.4 % 2 13.12 0.17 0.15 4.5 %
ships-2010_corbett 2.7 % 2.7 % – 12.52 0.16 0.15 2.5 %
geo-wide_corbett 0.1 % 5.4 % 2 11.81 0.15 0.15 2.5 %
∗ The second and third columns give the ship fuel sulfur content (S %) for coastal zones and open ocean, respectively. Sulfur
content is used to scale SO2 and OC emissions. Coast width is the number of grid cells from the coastline that determine the
coastal zone for emission reductions. The next three columns give the total global annual emissions of sulfur dioxide (SO2,
including the fraction emitted as primary sulfate), organic carbon (OC) and black carbon (BC) from shipping. The last column
gives the fraction of sulfur mass emissions from shipping which is actually emitted as primary sulfate particles in the model to
emulate subgrid scale sulfate formation.
Fig. 1. (a) SO2 emissions from ship traffic in the simulation ships-2010. The emissions are from the ACCMIP database for the year 2010.
(b) The contribution of shipping emissions to PM2.5 mass concentrations in the simulation ships-2010.
simulations that used the combined shipping emission data
compiled by Corbett et al. (2010) for the Arctic and by
Wang et al. (2008) for the rest of the world. Simulation
ships-2010_corbett used these combined emissions for the
year 2010. As the global sum of the shipping emissions by
Wang et al. (2008) was also taken from the RCP8.5 scenario
(Riahi et al., 2007, 2011), the total global shipping emis-
sions were almost the same in both ships-2010 and ships-
2010_corbett (Table 1). Shipping emissions for the simula-
tion geo-wide_corbett were calculated in the same way as for
geo-wide, but emissions from Wang et al. (2008) and Corbett
et al. (2010) were used as the baseline instead of the AC-
CMIP emissions.
Due to the model version used, our analysis includes only
sulfur, organic carbon, and black carbon aerosol emissions
from shipping. Other main aerosol and aerosol precursor
compounds in shipping emissions include nitrogen oxides
and volatile organic compounds (Eyring et al., 2010). Lieke
et al. (2013) measured also crystalline salts in the ship ex-
hausts. Not including these other compounds may lead to an
underestimation of aerosol-related climate and health effects
of shipping.
All the simulations were run in the horizontal resolution
of T63 corresponding roughly to a 1.9◦ × 1.9◦ grid. The
model had 31 vertical levels and extended to a pressure level
of 10 hPa. The simulation time was five model years from
2001 to 2005 for each simulation. The model meteorology
(vorticity, divergence, temperature and surface pressure) was
nudged towards the reference state by ERA-interim reanaly-
sis data (Dee et al., 2011). The runs were preceded by a three-
month spinup period of which the first two months were com-
mon in all simulations and had no shipping emissions. The
model was run with climatological sea surface temperatures.
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2.3 Calculation of premature mortality due to shipping
emissions
The model diagnosed the mass concentrations of particulate
matter with dry diameters less than 2.5 μm (PM2.5) by in-
tegrating the contribution of each of the seven modes sepa-
rately. We used five-year-mean values of surface level PM2.5
concentration to estimate the long-term health effects for
each shipping emission scenario. The simulation no-ships
was used as the reference. We followed the recommendations
by Ostro (2004) to calculate the premature mortality from
lung cancer (Trachea, bronchus and lung cancers) and car-
diopulmonary diseases (cardiovascular diseases and chronic
obstructive pulmonary disease) due to long-term exposure
to shipping emissions. The concentration-response function
that relates changes in PM2.5 concentrations to annual excess
mortality rates (E, deaths per year) can be expressed as
E =
[
1−
(
PM2.5,0 + 1
PM2.5,1 + 1
)β]
×By ×P30+, (1)
where PM2.5,0 is the reference concentration (μg m−3) in no-
ships and PM2.5,1 the concentration in the simulation under
investigation; β is a cause-specific coefficient with a value
of 0.23218 (95 % confidence interval: 0.08563–0.37873) for
lung cancer and 0.15515 (95 % confidence interval: 0.0562–
0.2541) for cardiopulmonary diseases (Ostro, 2004); By is
the baseline mortality rate (e.g., deaths per year per 1000
people) for lung cancer or cardiopulmonary diseases in the
exposed population with age over 30 yr (P30+).
Baseline mortality rates and the fraction of people in the
exposed age-group were calculated using data provided by
the World Health Organisation (WHO, 2008) based on six
WHO regions (Fig. 2) gridded onto the model grid reso-
lution. We used the population density data for the year
2010 from the Sosioeconomic Data and Applications Center
at Columbia University (SEDAC, 2005). Population density
was also interpolated onto the model grid resolution.
3 Results
3.1 Effects of shipping emissions on
PM2.5 concentrations
We estimated the contribution of shipping emissions to
PM2.5 by calculating the difference between the PM2.5 val-
ues of the simulation no-ships and those of the other simula-
tions. The comparison of the modelled PM2.5 concentrations
against measurements is discussed in Sect. 3.4.1.
Contribution of shipping emissions to PM2.5 in the sim-
ulation ships-2010 is shown in Fig. 1b. The effect of ship
traffic was most prominent in the coastal areas of western
Europe, where PM2.5 is about 0.5–2 μg m−3 higher due to
shipping emissions. In the coastal regions of Europe this cor-
responds to a relative increase of up to about 20 % due to
Fig. 2. Definition of the WHO regions based on a list of countries
in each region (WHO, 2012) and gridded data set of the world’s
countries (Lerner et al., 1988).
the major shipping routes passing through the English Chan-
nel and Mediterranean Sea (Fig. 1a). Corbett et al. (2007)
and Winebrake et al. (2009) estimated a contribution of ship
traffic to PM2.5 of up to about 2 μg m−3 and about 3 μg m−3,
respectively. These numbers agree quite well with the maxi-
mum PM2.5 contribution of 3.3 μg m−3 from shipping in our
simulation ships-2010.
Continental air quality was notably improved in the simu-
lations with emission reductions near the coasts. For exam-
ple, in the geoengineering simulation with the wide emis-
sion reduction zone (geo-wide), the contribution of shipping
emissions to PM2.5 concentration was less than 0.5 μg m−3
almost everywhere in Europe. That is a reduction of roughly
between −1 % and −15 % in total PM2.5 mass concentra-
tion in Europe compared to the simulation ships-2010. In the
simulation corresponding to future emission controls ships-
2020), the contribution of shipping emissions to PM2.5 was
less than 0.1 μg m−3 almost everywhere in Europe. The ef-
fect of shipping emissions in ships-2020 on PM2.5 was so low
that the natural variability of aerosol concentrations is greater
than the contribution of shipping emissions to PM2.5 in most
parts of the world. The difference in continental PM2.5 con-
centration between geo-wide and ships-2020, which have the
same coastal emissions, shows that emissions from the open
ocean contributed significantly to continental PM2.5 concen-
tration in geo-wide.
3.2 Premature mortality due to shipping emissions
We calculated premature mortality from lung cancer and car-
diopulmonary diseases due to long-term exposure to ship-
ping emissions using the PM2.5 concentration in the simula-
tion no-ships as the reference concentration. Of the studied
www.atmos-chem-phys.net/13/12059/2013/ Atmos. Chem. Phys., 13, 12059–12071, 2013
12064 A.-I. Partanen et al.: Climate and air quality trade-offs in altering ship fuel sulfur content
main cases (i.e. excluding sensitivity simulations which are
discussed in Sect. 3.4), current shipping emissions caused the
most deaths (50 200 deaths per year in ships-2010, Table 2).
Both geoengineering scenarios resulted in significant drops
in mortality rates due to ship-PM2.5 compared to the simu-
lation ships-2010. The global excess mortality due to ship-
ping decreased by 15 400 (31 %) and by 34 900 (69 %) in
the simulations geo-narrow and geo-wide, respectively. The
large difference between the geoengineering scenarios shows
that the width of the emission reduction zone had a signifi-
cant impact. As expected, the simulation ships-2020 offered
the most health benefits, reducing ship-PM2.5-induced mor-
tality by 48 200 (96 %) compared to ships-2010. The relative
decrease of ship-PM2.5-induced mortality was much higher
than estimates by Winebrake et al. (2009) for different emis-
sion control scenarios. They calculated that a cap of 0.1 %
for ship fuel sulfur content in the coastal areas would de-
crease the mortality from shipping emissions by about 50 %
and a global cap of 0.5 % by about 40 % or 50 % depending
on the emission inventory used. Simulations by Winebrake
et al. (2009) are not directly comparable to our simulation
ships-2020, because ships-2020 had both coastal and global
caps for fuel sulfur content in use.
Figure 3 shows the excess mortality due to ship-PM2.5 for
ships-2010, geo-wide and ships-2020. As expected from the
results on PM2.5 concentration (Fig. 1b), Europe was esti-
mated to suffer most from current shipping emissions and
could greatly benefit from emission reductions. We estimated
the total excess mortality from shipping emissions in the Eu-
ropean Region (includes Northern Asia in the WHO defini-
tion, see Fig. 2) to be about 27 300, 7500 and 1300 in ships-
2010, geo-wide and ships-2020, respectively (Table 3). Sum-
ming the total mortality rates for South East Asia Region
and Western Pacific Region (as defined by WHO (2012), see
Fig. 2), the respective figures are only about 13 100, 4800
and 100, although the total exposed population (age > 30 yr)
is 1.7 billion in those regions compared to 0.5 billion in the
European Region. The area displayed in Fig. 3 (between lat-
itudes of 15◦ S and 65◦ N) encompasses 98 % of the global
excess mortality due to shipping emissions in ships-2010.
Therefore, countries in the Southern Hemisphere suffered
relatively little from shipping emissions and use of low-sulfur
fuel would thus bring few health benefits there.
The simulation ships-2020 predicted at least 91 % de-
crease in total mortality resulting from shipping for all the
WHO regions (compared to ships-2010). Of the two main
geoengineering runs, geo-wide decreased regional mortality
rates caused by shipping by between 55 % and 81 %. In gen-
eral, the relative decrease of regional excess mortality was
very similar in each region for a given simulation. The main
exception was the simulation geo-narrow. For example, the
total mortality from shipping emissions in geo-narrow in the
eastern Mediterranean Region dropped by 58 % (about 1600
less than in ships-2010), but increased by 1 % (about 100
deaths more than in ships-2010) in the Western Pacific Re-
Fig. 3. Sum of excess annual mortality from cardiopulmonary dis-
eases and lung cancer due to shipping emissions in simulations (a)
ships-2010, (b) geo-wide and (c) ships-2020.
gion. This was most likely caused by the fact that shipping
routes in the Mediterranean Sea and North Sea are located
very close the coasts, but the shipping routes near China are
further away from the continent (Fig. 1a) and beyond the one-
grid-cell emission reduction zone.
3.3 Comparison of the radiative effects
We estimated the radiative effect of shipping emissions as
effective radiative forcing (ERF, also known as radiative flux
perturbation, RFP) (Haywood et al., 2009) (i.e. the differ-
ence of all-sky top-of-the-atmosphere net (down minus up)
total (short- and longwave) radiation between two simula-
tions with fixed sea surface temperatures). ERF includes
both aerosol direct and indirect effects, and makes it pos-
sible to compare total aerosol forcing with forcing from
well-mixed greenhouse gases (Lohmann et al., 2010). In
the simulation ships-2010, the global mean ERF (compared
to no-ships) was −0.39 W m−2 (Table 2). This is close to
the mean value of −0.44 W m−2 for the shipping-induced
aerosol forcing (for the year 2005) estimated by Eyring
et al. (2010) by combining several independent modelling
studies. Peters et al. (2012) estimated a similar ERF of
−0.36 W m−2 for the total aerosol radiative effect with the
same model, a similar treatment of shipping emissions, and
similar amount of SO2 emissions (12.95 Tg (SO2) yr−1 com-
pared to 12.50 Tg (SO2) yr−1 in our simulation) as used in
our study. There are two major differences between our study
and the simulations by Peters et al. (2012). First, they used an
empirical parameterization (Lin and Leaitch, 1997) for cloud
droplet activation as opposed to the physically based parame-
terization (Abdul-Razzak and Ghan, 2000) in our study. Sec-
ond, Peters et al. (2012) assumed that 4.5 % of the sulfur
mass emissions from shipping are emitted as primary SO4
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Table 2. Global mean effective radiative forcing (ERF) (W m−2) and global excess mortality due to shipping emissions (deaths per year)∗.
Simulation ERF Lung cancer Cardiopulmonary diseases
ships-2010 −0.39± 0.03 5100 (1900–8300) 45 100 (16 400–73 700)
geo-narrow −0.53± 0.02 3600 (1300–5900) 31 200 (11 300–51 100)
geo-wide −0.43± 0.02 1600 (600–2600) 13 800 (5000–22 600)
ships-2020 −0.06± 0.02 200 (100–400) 1800 (600–2900)
ships-2010_45 −0.50± 0.02 5500 (2000–9000) 48 800 (17 700–79 700)
geo-wide_45 −0.54± 0.02 2100 (800–3400) 17 900 (6500–29 300)
ships-2010_corbett −0.37± 0.01 4800 (1800–7800) 42 500 (15 400–69 500)
geo-wide_corbett −0.40± 0.01 1800 (700–3000) 16 400(6000–26 900)
∗ The uncertainty of global mean ERF is given as a standard deviation of annual global mean of ERF. The first
number for mortality rates is the best estimate for the mortality, and the numbers in the parentheses represent the
uncertainty range (95 % confidence interval) from the concentration–response function coefficients. The mortality
values are rounded to the nearest 100.
Table 3. Regional annual premature mortality due to shipping emissions in different scenarios (deaths per year)∗.
Simulation AFR AMR SEAR EUR EMR WPR
Lung cancer
ships-2010 20 (10–30) 880 (330–1430) 170 (60–270) 2850 (1060–4630) 80 (30–120) 1140 (420–1850)
geo-narrow 20 (10–30) 680 (250–1100) 140 (50–230) 1630 (600–2650) 30 (10–50) 1150 (420–1870)
geo-wide 10 (0–10) 320 (120–520) 80 (30–120) 790 (290–1280) 10 (10–20) 370 (140–2570)
ships-2020 0 (0–0) 80 (30–130) −10 (0–10) 140 (50–220) 0 (0–0) 30 (10–400)
ships-2010_45 30 (10–40) 960 (360–1560) 180 (70–290) 3160 (1170–5130) 80 (30–130) 1120 (410–8980)
geo-wide_45 10 (0–20) 410 (150–670) 80 (30–140) 970 (360–1580) 20 (10–40) 570 (210–3360)
ships-2010_corbett 30 (10–40) 1060 (390–1730) 200 (80–330) 2320 (860–3760) 80 (30–120) 1100 (410–7790)
geo-wide_corbett 10 (0–20) 350 (130–570) 110 (40–180) 810 (300–1330) 20 (10–30) 510 (190–2960)
Cardiopulmonary diseases
ships-2010 1150 (420–1880) 5150 (1870–8420) 3890 (1410–6370) 24 420 (8880–39 860) 2620 (950–4280) 7870 (2850–12 880)
geo-narrow 950 (340–1560) 3970 (1440–6500) 3310 (1200–5420) 13 940 (5060–22 780) 1110 (400–1810) 7950 (2880–13 010)
geo-wide 340 (120–550) 1890 (680–3090) 1760 (640–2890) 6720 (2440–11 000) 500 (180–820) 2580 (930–4220)
ships-2020 −60 (−20–100) 470 (170–770) −130 (−50–210) 1180 (430–1920) 80 (30–120) 230 (80–370)
ships-2010_45 1410 (510–2300) 5640 (2050–9220) 4110 (1490–6730) 27 060 (9840–44 150) 2810 (1020–4590) 7760 (2810–12 690)
geo-wide_45 550 (200–890) 2410 (870–3940) 1960 (710–3200) 8310 (3010–13 590) 750 (270–1230) 3920 (1420–6420)
ships-2010_corbett 1440 (520–2360) 6240 (2260–10 200) 4740 (1720–7770) 19 820 (7200–32 380) 2620 (950–4280) 7630 (2760–12 480)
geo-wide_corbett 720 (260–1180) 2060 (750–3370) 2520 (910–4120) 6960 (2520–11 390) 650 (240–1070) 3510 (1270–5750)
∗ The regions are African Region (AFR), Region of the Americas (AMR), South East Asia Region (SEAR), European Region (EUR), Eastern Mediterranean Region (EMR), and Western Pacific Region
(WPR) (see Fig. 2). The values are rounded to the nearest 10.
particles, compared to 2.5 % used in our ships-2010 simula-
tion. The sensitivity of our results to this parameter is dis-
cussed in Sect. 3.4.2.
The ERF in ships-2010 had a strong spatial variation
(Fig. 4a). The effect of shipping emissions was largely con-
fined to the Northern Hemisphere. The strongest cooling
effect was in the stratocumulus region of the North Pa-
cific where the regional ERF attained values in the order of
−10 W m−2. In this region, there are both frequent low-level
clouds that are susceptible to additional aerosol emissions
(e.g. Partanen et al., 2012) and high shipping emissions from
major trade routes (Fig. 1a).
In the simulation geo-wide, the largest (most negative)
ERF was in the open sea due to emission reductions near
the coasts (Fig. 4b). The ERF in the stratocumulus region
of South Atlantic was diminished compared to ships-2010
as the cloud region and the nearby major shipping route
(Fig. 1a) lie partly in the emission reduction zone. In North
Pacific, the stratocumulus region and shipping routes extend
further away to the sea and the total radiative effect was
stronger in the geoengineering simulations than in ships-
2010. Despite the large emission reduction near the conti-
nents, the global mean ERFs in the geoengineering simula-
tions (−0.43 W m−2 in geo-wide and −0.53 W m−2 in geo-
narrow) were stronger compared to that in ships-2010. In the
simulation ships-2020, the radiative effect of shipping emis-
sions almost disappears (Fig. 4c) as the global mean ERF
is only −0.06 W m−2. The absolute difference in ERFs be-
tween ships-2020 and ships-2010 was very similar to the es-
timates by Lauer et al. (2009) for a scenario with a global
fuel sulfur content cap of 0.5 % and a non-controlled emis-
sion scenario for the year 2012. However, the relative differ-
ence in the radiative effects between their scenarios was only
53 % whereas in our case it was 85 %.
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Fig. 4. 5 yr mean of effective radiative forcing compared to no-ships
in simulations (a) ships-2010, (b) geo-wide and (c) ships-2020.
3.4 Uncertainties and sensitivity tests
3.4.1 Uncertainty in modelling PM2.5 mass
concentrations
To evaluate the model’s ability to simulate PM2.5 mass con-
centrations, we compared five-year-mean values of PM2.5
concentration from the simulation ships-2010 to observed
annual mean values from remote measurement stations of the
European Monitoring and Evaluation Programme (EMEP,
2013) and United States Interagency Monitoring of Protected
Visual Environment (IMPROVE, 2013) networks. We used
the last five available years for both data sets. Thus, EMEP
data from 2006 to 2010 and IMPROVE data for the years
2007–2011 have been compared to the model values. In cases
where more than one station corresponded to a single model
grid box, we averaged the stations’ data.
Figure 5 shows that the model tended to underestimate the
PM2.5 concentrations both in US and Europe. The normal-
ized mean biases were −0.74 and −0.34 for the EMEP and
IMPROVE data, respectively. However, a more detailed anal-
ysis showed that there was a better agreement between the
model and the observations in coastal areas and the differ-
ences were largest at inland stations. The global model grid
size is of the order of 10 000 km2, so it is difficult to compare
a model value to a point-measurement value as the model
cannot capture the subgrid-scale variability in aerosol con-
centrations especially near the emissions sources. It should
be noted that in our scenarios, the ship-induced PM2.5 con-
centrations over the continents depend largely on aerosol
transport over just one or two grid cells. This means that the
simulated PM2.5 concentrations are sensitive to the accuracy
of the advection scheme.
We analyzed the sensitivity of the excess mortality to the
bias in the modelled PM2.5 using two different methods. In
the first method, we assumed that the model underestimates
PM2.5 concentrations in all simulations so that the ratio of
the real (or corrected) and modeled PM2.5 concentrations
equal the slope of the linear fit between measured and mod-
eled PM2.5 concentrations (Fig. 5, red lines). Using this as-
sumed dependency, we re-calculated the premature mortality
due to shipping emissions with total PM2.5 concentrations
multiplied with 1.61 (fit to EMEP data) or 1.18 (fit to IM-
PROVE data). Based on these calculations, the underestima-
tion of PM2.5 concentrations lead to a relative error of be-
tween −4 % and −6 % for global total mortality in different
scenarios. In the second method, we assumed that the model
underestimates PM2.5 concentrations only in the simulation
no-ships, and that the contribution from shipping emissions
to PM2.5 is correct in the other simulations. The PM2.5 for
the simulation no-ships was scaled following the same pro-
cedure as outlined above for the first method. For the other
simulations we added the PM2.5 contribution from shipping
in each simulation to the re-calculated PM2.5 of no-ships.
With these re-calculated PM2.5 values we calculated the ex-
cess mortality in each scenario. The estimates for the rela-
tive errors in the mortality rate varied in different simulations
from an overestimation of 50–54 % (fit to EMEP data) and of
15–16 % (fit to IMPROVE data).
Based on these calculations, the uncertainty in the mortal-
ity estimates due to uncertainty in the PM2.5 concentrations
can be significant. However, both methods probably overes-
timate the error as the modelled PM2.5 concentration com-
pared better with measurements near the coasts where ship-
ping emissions had the largest effect. Furthermore, the rela-
tive difference in excess mortality between different scenar-
ios is not sensitive to a systematic bias in the model estimate
for PM2.5. Thus, we expect that the main conclusions of this
study are not significantly affected by the bias in the simu-
lated PM2.5 concentrations.
3.4.2 Sensitivity to strength of the subgrid-scale sulfate
formation
Changing the fraction of sulfur emissions emitted as pri-
mary sulfate particles in the model from 2.5 % to 4.5 %
in ships-2010_45 and in geo-wide_45 intensified the im-
pacts on both radiative balance and mortality rates (Table 2).
In ships-2010_45, the global mean ERF was −0.50 W m−2
(−0.39 W m−2 in ships-2010) and the total excess mortality
due to shipping was 54 300 (50 200 in ships-2010) (Table 2).
Despite these differences caused by varying the SO4 fraction,
the difference in ERF between the simulations with stan-
dard emissions and the geoengineering runs (i.e. geo-wide
minus ships-2010, and geo-wide_45 minus ships-2010_45)
was the same (−0.04 W m−2) with both SO4 fractions (Ta-
ble 2). This implies that the conclusions of this study do not
depend on the chosen SO4 fraction.
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Fig. 5. Scatter plot of the observed annual mean PM2.5 concentrations at various sites and the simulated five-year mean surface PM2.5 in
model grid boxes corresponding to these sites. The measurement data have been taken from (a) EMEP and (b) IMPROVE. The error bars
represent the year-to-year variation and the red dots the five-year mean value of the observations. The dashed lines indicate the 1 : 1 ratio
between the simulated values and observations, and the red lines indicate a linear fit to the data.
3.4.3 Sensitivity to shipping emission data
The total global shipping emissions are almost equal in the
ACCMIP data set and in the combined data set from Wang
et al. (2008) and Corbett et al. (2010) (Table 1). Yet, there
are large spatial differences between the data sets. Most no-
tably, the emissions in the simulation ships-2010_corbett are
slightly more concentrated on the coasts than in the simula-
tion ships-2010. In ships-2010, 48 % of the shipping emis-
sions are within the two-grid-cell emission reduction zone
near the coasts and 31 % in the one-grid-cell emission re-
duction zone. The respective fractions for ships-2010_corbett
are 54 % and 35 %. An exception to this pattern is that ships-
2010_corbett has lower emissions near the densely populated
European coasts.
In general, the choice of the emission data set had
little effect on our results (Table 2). The global total
of premature mortality due to shipping was 6 % lower
in ships-2010_corbett than in ships-2010 (Table 2) and
19 % higher in geo-wide_corbett than in geo-wide. The
ERF was 0.02 W m−2 less negative in ships-2010_corbett
than in ships-2010 and 0.03 W m−2 less negative in geo-
wide_corbett than in geo-wide. The mortality difference be-
tween ships-2010 and geo-wide is larger than the difference
between ships-2010_corbett and geo-wide_corbett. This is
probably caused by the fact that shipping emissions near Eu-
rope are higher in the ACCMIP data set and emission reduc-
tions in the coastal zones have consequently stronger effect.
Overall, however, the choice of emission data does not affect
our conclusions.
4 Discussion
4.1 Weighting the different emission scenarios
The previous sections addressed how different scenarios of
aerosol emissions from shipping would affect the global ra-
diative balance and the number of premature deaths caused
by shipping-induced particulate matter air pollution. To draw
conclusions on the relative benefits of the different emission
scenarios, we simplified the effects in two metrics: global
mean ERF and global total premature mortality due to ship-
ping emissions. We acknowledge that the former is an inade-
quate metric to fully express the climatic impacts of shipping
emissions (Lauer et al., 2009), but these two metrics offer
a tool to rate different scenarios with respect to climate and
health effects. Figure 6 depicts both of these metrics for all
our simulations using the simulation no-ships as a reference.
Assuming that a large negative ERF is desirable, the optimal
scenario would lie in the lower-left corner where shipping
emissions have no adverse health effects but a large cooling
effect. Optimal level of ERF is of course a subjective defini-
tion, because some regions might benefit from stronger cool-
ing and others from less cooling (MacMartin et al., 2012).
Note that, because ERF and total premature mortality rate
are not comparable, the distance from the lower-left corner
cannot be used as measure of optimality. For example, the
geoengineering simulations are near the “optimal” corner,
but have clearly larger mortality rates than ships-2020, which
would be the most favorable in terms of health benefits, but
offer little cooling compared to the other scenarios.
Most importantly, we find that the cooling effect and the
total mortality rate combination of the simulation ships-2010
is not Pareto optimal (i.e. there are potential scenarios in
which the mortality rate can be reduced without a reduction
in the climate-cooling effect). Both geoengineering simula-
tions geo-wide and geo-narrow have at least the same cooling
effect but lower mortality rates than ships-2010. One cannot
put simulations geo-wide, geo-narrow, and ships-2020 into
a preferred order without deciding some conversion method
between ERF and mortality rate. For example, geo-narrow
offered a stronger cooling (−0.53 W m−2 vs. −0.43 W m−2)
than geo-wide but also had a greater annual mortality rate
(34 900 yr−1 vs. 15 400 yr−1).
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Fig. 6. Global premature mortality due to shipping (x axis) and
global mean effective radiative forcing (y axis) with respect to no-
ships for different simulations. The upper-left corner represents a
zero effect of shipping emissions and the lower-left corner the “op-
timal” combination of mortality avoided and radiative effects where
shipping emissions do not cause premature deaths, but have a large
cooling effect. Circles represent the main simulations where AC-
CMIP shipping emissions were used as a baseline. Simulations
marked with diamonds (ships-2010_45 and geo-wide_45) were run
with 4.5 % (instead of 2.5 %) of sulfur mass emissions from ships
emitted as primary sulfate. The crosses denote simulations in which
shipping emissions inventories compiled by Wang et al. (2008) and
Corbett et al. (2010) were used to construct the actual shipping
emissions.
4.2 Limitations of the study
In our simulations, aerosols from shipping emissions caused
a strongly localized radiative effect (Fig. 4b). Previous stud-
ies have shown that regional forcing over the oceans creates
a global cooling effect, although the regions with strong lo-
cal radiative forcing cool the most (Hill and Ming, 2012;
Jones et al., 2009; Rasch et al., 2009). This would probably
be true also for the cooling effect from shipping emissions.
Still, precipitation response depends much more strongly
on the location of the forcing and cannot be predicted by
using global mean values (Shindell et al., 2012). Jones et
al. (2009) found that modifying marine clouds could cause
a dramatic decrease of precipitation over the Amazon rain
forest. The local forcings in our study are smaller (espe-
cially if geoengineering simulations are compared against
ships-2010) which would probably limit the extent of side
effects. However, the possibility of such detrimental side-
effects cannot be entirely excluded. It cannot even be ruled
out, that removing aerosol forcing from shipping could cause
detrimental precipitation changes in addition to the warm-
ing effect. Thus, further climate model studies with dynamic
ocean model are needed to fully assess the climate effects of
different shipping scenarios.
Our study has been restricted to the effects of sulfur and
organic carbon emissions, which are the main emission com-
ponents expected to change when the fuel sulfur content is
manipulated (Lack et al., 2009). While it is important to re-
member that carbon dioxide emissions from shipping will
in the long term dominate over the aerosol emissions when
the total radiative impact of shipping emissions is assessed
(Fuglestvedt et al., 2009), the change in the fuel sulfur con-
tent, which is the focus of this study, is unlikely to have a
significant effect on the carbon dioxide emissions. This is
because carbon dioxide emissions from shipping are mostly
determined by the efficiency of ship motors or ship design
(ICCT, 2007), not the fuel composition. Therefore, an in-
crease of ship fuel sulfur content in certain regions would
not directly change the total carbon dioxide emissions from
shipping or hinder efforts to reduce these emissions by other
means. One point to remember, however, is that if the aerosol
cooling from shipping was to be maintained to slow down
global warming, sulfur emissions from shipping would need
to be continued on timescales comparable to lifetimes of
long-lived greenhouse gases (i.e. centuries or millennia) due
to the short lifetime of aerosol particles (Fuglestvedt et al.,
2009; Brovkin et al., 2007).
The increased sulfur emissions over the open oceans in the
geoengineering simulations could potentially increase ocean
acidification. Hassellöv et al. (2013) concludes that ocean
acidification due to SOx and NOx from shipping emissions
could be in the same order of magnitude as the effect of in-
creased CO2 concentration near the major shipping routes.
However, the coastal areas, which are most vulnerable to
acidification (Doney et al., 2007), had either present-day or
decreased sulfur emissions in our simulations, although the
coastal impact of acidifying compounds transported from the
open oceans cannot be totally excluded based on our simula-
tions.
4.3 International law and manipulation of ship
fuel sulfur content
Increasing aerosol emissions deliberately to create a global
cooling effect would raise complex and controversial legal
issues (Redgwel, 2011). Such geoengineering could violate
several existing international agreements and international
customary rules. In addition, the fuel sulfur content that we
have assumed in the geoengineering scenarios would exceed
the sulfur limits imposed by the MARPOL Annex VI (IMO,
2008). So far, IMO has focused on the prevention of air pollu-
tion from ships. In addition, IMO has done extensive climate-
related work to further improve energy efficiency and reduce
greenhouse gases from international shipping. In these cir-
cumstances, a proposal to increase sulfur content would be
controversial and might be regarded as an attempt to un-
dermine the ongoing work and the important achievements
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already made. With regard to other geoengineering tech-
niques, similar radiative effects without the adverse health
and environmental effects could possibly be achieved with
sea spray injections (Latham, 1990). However, there are sev-
eral risks and legal issues related also to sea spray injections.
5 Conclusions
We have simulated the effects of aerosol emissions from
shipping on premature mortality and Earth’s radiative bal-
ance with an aerosol-climate model ECHAM-HAMMOZ.
We compared a present-day shipping emission scenario with
two geoengineering scenarios with doubled sulfur dioxide
emissions over the open oceans and reduced sulfur emissions
near the continents, and a scenario corresponding roughly to
emission regulation as currently considered for the year 2020
by the International Maritime Organization in MARPOL An-
nex VI (IMO, 2008).
According to our results, notable improvements in air
quality are possible without losing the current cooling effect
from ship-emitted aerosol. In the two geoengineering sce-
narios, the present-day radiative cooling was increased (by
10 % and 36 %) with simultaneous significant reductions in
premature mortality from aerosol emissions from shipping
(reductions of 69 % and 31 %). Furthermore, our model in-
dicates that the shipping emission regulation planned for the
year 2020 would substantially reduce both the cooling ef-
fect (83 %) and global premature mortality (96 %) caused by
aerosol emissions from shipping, confirming the findings of
previous studies (Lauer et al., 2009; Winebrake et al., 2009).
One important aspect of our results is that regulation of
aerosol emissions from shipping near the continents is vi-
tal for reducing adverse health effects. Not implementing the
ship fuel sulfur content regulation in coastal waters would
cause tens of thousands premature deaths annually. Thus, our
results should not be interpreted to support removing the reg-
ulation of shipping emissions in the existing emission control
areas.
Although the emissions from coastal water dominate the
health impacts of shipping emissions, emissions originat-
ing from the open oceans (several hundreds of kilometers
from the coasts) can have significant adverse health effects
over the continents due to long-range transport of the pollu-
tants. This can been seen in the large difference in premature
mortality (about 13 000 deaths per year) between the geo-
engineering simulation (geo-wide) and the simulation corre-
sponding to the year 2020 emission controls with equal emis-
sion reductions near the coasts.
The cooling effect of aerosol emissions from shipping
could be preserved by manipulating aerosol emissions from
shipping over the open oceans. However, such manipulation
is not without risks, would be in conflict with current interna-
tional agreements, and is always a trade-off between climate
cooling and adverse health effects. Therefore, it should be
considered only if radical measures to tackle climate change
are needed.
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