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Abstract
Media content in large repositories usually exhibits multiple groups of strongly varying sizes. Media of
potential interest often form notably smaller groups. Such media groups differ so much from the remaining
data that it may be worthy to look at them in more detail. In contrast, media with popular content
appear in larger groups. Identifying groups of varying sizes is addressed by clustering of imbalanced data.
Clustering highly imbalanced media groups is additionally challenged by the high dimensionality of the
underlying features. In this paper, we present the Imbalanced Clustering (IClust) algorithm designed to
reveal group structures in high-dimensional media data. IClust employs an existing clustering method in
order to find an initial set of a large number of potentially highly pure clusters which are then successively
merged. The main advantage of IClust is that the number of clusters does not have to be pre-specified
and that no specific assumptions about the cluster or data characteristics need to be made. Experiments
on real-world media data demonstrate that in comparison to existing methods, IClust is able to better
identify media groups, especially groups of small sizes.
1 Introduction
Nowadays, large media repositories, such as YouTube1 and Vimeo2, are facing continuous additions of new,
unknown material. Media, such as videos, sounds, and images, are straightforward to capture and share due
to recent developments and advances of existing technologies. The processing and analysis of large amounts
of unknown material is very challenging when trying to understand media content and when there is no prior
knowledge available. Additionally, media of potential interest can easily get lost in the mass of available
data. In this context, interestingness is a data-driven concept describing content which is that much different
from the remaining data and, therefore, it is potentially worthy to look at in more detail. As any other data
collection, media data commonly exhibits multiple groups. The underlying groups of media have strongly
varying sizes and, therefore, such a data set is considered as highly imbalanced. While larger groups represent
a common type of media (e.g. video recordings of a popular music band), very small groups (even a size
1http://www.youtube.com
2http://www.vimeo.com
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of one) commonly indicate atypical content and, thus, potential interesting material (e.g. video recordings
of a non-famous street musician). The task of identifying small groups is additionally challenged by the
characteristics of multimedia content. Media data are commonly represented by means of high-dimensional
features. Conventional clustering methods based on traditional model assumptions usually fail in such a
situation (Kriegel et al, 2009). The focus of this paper is on developing a cluster algorithm which addresses
two core challenges: 1) clustering in a high-dimensional data space and 2) clustering imbalanced data with
special attention on mining small groups.
Detecting clusters in high-dimensional space is commonly addressed by subspace or projected clustering
algorithms which search for clusters in a subset of dimensions. Therefore, such methods are suitable for high-
dimensional data where there is a large proportion of noise variables. However, these methods usually require
for a parameter specification (Parsons et al, 2004) which may be problematic, especially for media data where
no prior knowledge is available. On the contrary, if the number of noise variables is not too high, model-
based clustering methods (e.g. Fraley and Raftery, 2000) or density-based algorithms (Kriegel et al, 2011),
could still achieve promising results. Nevertheless, density-based approaches might be more appropriate for
media data. Such methods commonly do not rely on any prior knowledge (e.g. number of clusters, shapes
of clusters, and distribution of clustered points), which might be very beneficial when clustering media data.
Clustering imbalanced data, where group sizes are very different, causes additional challenges. Even
though the research area of imbalanced clustering is not recent, there are still open issues which need to
be addressed in the development of new methods (Krawczyk, 2016). A very first problem addressed by
Krawczyk (2016), which usually occurs in centroid-based methods, is the so-called uniform effect. This
means that a clustering algorithm generates clusters of similar sizes. Some observations from larger groups
are mixed with those from smaller groups. In order to prevent the effect, Krawczyk (2016) proposed a
hybridization of centroid-based and density-based methods. Another proposal can be found in literature
(e.g. Wang and Chen, 2014; Qian and Saligrama, 2014). However, most approaches assume prior knowledge
of the number of clusters in order to handle varying levels of imbalanced data. Finally, Krawczyk (2016)
pointed out on the potential of discovering very small groups which could be useful for further analysis.
Indeed, media collection is a good example of imbalanced data where small groups are of potential interest.
In this paper, we propose the Imbalanced Clustering (IClust) algorithm, an approach which is able to
identify groups of potentially strongly varying sizes. The procedure first employs an existing method which is
forced to produce a large initial set of potentially pure clusters. Subsequently, clusters are successively merged
using two merging conditions based on the outlier detection method - Local Outlier Factor (Breunig et al,
2000). The algorithm stops when two merging conditions are not satisfied and, therefore, the final number
of clusters does not need to be pre-specified. This is an advantage over most existing methods. Moreover,
the proposed approach detects clusters of strongly varying sizes without any specific assumptions about the
cluster or data characteristics, which is very important for clustering media data.
The remainder of this paper is organized as follows. Section 2 motivates the design of the proposed
algorithm and describes it in detail. In Section 3, we select optimal parameters for the proposed algorithm,
and results on real-world media data sets are presented in Section 4. Section 5 concludes the paper.
2 Proposed clustering algorithm
The idea for our algorithm originates in the need to efficiently detect small groups in media data, containing
potentially interesting information. In order to identify highly imbalanced groups, we employ the Local
Outlier Factor (Breunig et al, 2000) originally designed to reveal outliers deviating from clusters.
2.1 Background on Local Outlier Factor (LOF)
Preliminary experiments indicated that LOF is a highly effective approach for the identification of very small
groups in media data as outliers in comparison to other existing approaches. In general, LOF determines
the degree of outlyingness of an observation. The degree reflects to which extent an observation is isolated
from its predefined number of the nearest observations. Let X = (x1, . . . ,xn)
⊤ ∈ Rp be a data set of n
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observations from the Euclidean space of p dimensions. The LOF score for each observation xi, i = 1, . . . , n,
is defined according to Breunig et al (2000) as:
LOFq(xi) =
1
Nq(xi)
∑
x∈Nq(xi)
lrdq(x)
lrdq(xi)
, (1)
where Nq(xi) denotes the local neighborhood for xi defined by its q nearest observations, i.e. neighbors, and
lrdq(xi) corresponds to so-called local (reachability) density of xi. The local density of xi reflects how distant
xi is with respect to its q nearest neighbors on average, taking into account the distances of its neighbors to
their nearest observations, see Breunig et al (2000) for more details. In general, if xi belongs to a cluster, i.e.
xi is surrounded by or close enough to its neighbors x ∈ Nq(xi), the local density of xi is similar to the local
densities of its neighbors. As a consequence, LOFq(xi) achieves a value of approximately 1. In contrast, an
observation xi deviating from a cluster has considerably different local densities than its neighbors since xi
is highly isolated from its neighbors. Therefore, such an observation receives LOFq(xi) >> 1 and can thus
be declared as outlier.
In addition to the ability of LOF to detect outliers based on large LOF scores, the LOF approach
exhibits several properties which might be very useful in clustering imbalanced data. First, LOF is suitable
for the contaminated data with the clusters of varying sizes and densities (Hasan et al, 2009). Second, the
decision of declaring an observations as an outlier seems to be insensitive to the choice of the predefined
number of neighbors q necessary for calculating LOF scores (Hasan et al, 2009). Next, LOF does not
rely on any specific assumptions on the cluster characteristics (Breunig et al, 2000), which is particularly
important for high-dimensional media data where such assumptions could not be verified. Finally, Zimek et al
(2012) demonstrated that LOF achieves promising results if the number of informative variables in the high-
dimensional data is not too low. We expect that media data also contain many informative variables, while,
for example, for gene expression data this might not necessarily be the case.
Despite the mentioned advantages of LOF and the fact that the method is capable of detecting very
small groups in media data as outliers, we still need to adjust the usage of LOF in order to recover a whole
group structure in imbalanced media data.
2.2 Naive approaches
A naive idea would be to remove the detected outliers from the data, and to use existing cluster methods
for clustering the larger groups. However, this leads to difficulties since the resulting group sizes might still
be very different and because many clustering algorithms assume a certain shape of the clusters. Another
idea would be a recursive identification of the clusters, by starting to build the first cluster in the most dense
and compact region. In the following, LOF can be used to decide which points are still members of this
cluster, and which point is too far away (outlier) in order to form a new cluster. However, this decision can
become unreliable as illustrated in Figure 1. Suppose that there are two groups C1 and C2 with different
sizes and densities (left picture). Assume that the first cluster K has been constructed and it needs to be
decided whether or not observation x still belongs to cluster K (middle picture). If the neighborhood size
used to compute the LOF score is not small enough, the point x would be assigned to cluster K because of
the different point densities of the underlying clusters (right picture). Using a very small neighborhood size
instead would again be unreliable because the decision would be based on too little information. Therefore,
for being able to identify groups of very small sizes, even of size one, we need to modify the concept, which
leads to the proposed IClust approach.
2.3 The IClust algorithm
The proposed algorithm is conducted in two steps. In the first step of IClust, we identify a large number
of initial clusters by employing an existing clustering method. We suggest to take a simple existing method
which allows to control the number of clusters, e.g. k-means. The large number of initial clusters leads to
potentially highly pure regions of comparable densities of clustered points. In the second step, we merge
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Figure 1: Example of a data set with two groups of different sizes and densities, C1 and C2 (left); the
correctly identified group C1 as a cluster K with its next closest point x from group C2 displayed in black
color (middle); a wrong assignment of x to K due to a LOF-based decision (right)
clusters by employing the LOF approach. In each merging step it is investigated if two closest clusters share
the same local densities; if this is the case, the clusters are merged. This avoids the wrong assignment as
indicated in Figure 1. The algorithm iteratively tries to merge the next two closest clusters until there are
no clusters to be merged. We give a detailed description of each step in the following sections.
2.3.1 Identifying the initial set of clusters
In the first step, the data set is split into an initial set of clusters by applying an existing clustering algorithm
to subdivide the underlying data set into a large number of clusters. Although such a partitioning leads
to over-clustering of the data, it allows for the detection of (highly) pure clusters. We propose to use such
a clustering algorithm that is less computationally demanding and requires for the number of clusters only
in order to enable to control the number of initial clusters and not to be influenced by a wrong choice of
parameters which is usually data-dependent, e.g. k-means.
The number of initial clusters kinit needs to be set large enough (larger than the true underlying number
of clusters) in order to increase the probability of obtaining highly pure clusters. However, the value of kinit
should not be too large to have a sufficient number of observations, i.e. information, in most clusters for the
merging procedure. There are several possibilities for the determination of the number of initial clusters. For
example, Bloisi and Iocchi (2008) suggest to partition the data into n/4 clusters. In Section 3 we investigate
different selection strategies for kinit and their influence on the clustering solution.
We will experiment with several well-known clustering methods to identify the optimal choice for a start-
ing clustering algorithm in Section 3. We consider two partitioning methods, k-means (Hartigan and Wong,
1979)3 and Partitioning Around Medoids (Kaufman and Rousseeuw, 1990)4, two hierarchical methods, com-
plete linkage and Ward’s method (Murtagh and Legendre, 2014)5, and the model-based clustering method
Mclust. All methods have certain drawbacks in terms of generating specifically shaped clusters and they
suffer from the so-called uniform effect. By incorporating these methods in the first step we can enhance
their performance in a highly imbalanced scenario. A large number of clusters generated by these methods
avoids the uniform effect. Furthermore, over-clustering can prevent from being affected by the assumption
about the shapes of clusters.
To illustrate both aspects, we apply k-means on an imbalanced data set. We consider a simple 2D data
set with three groups of different sizes as shown in Figure 2 (left). Applying k-means with the true number
of clusters, i.e. k = 3, results in the wrong assignment of observations from the large group to the smaller
3k-means is implemented in R package stats (R Core Team, 2016).
4PAM is implemented in the R package cluster (Maechler et al, 2015).
5Complete linkage and Ward’s method are implemented in the R package cluster (Maechler et al, 2015).
4
groups, see Figure 2 (middle), because k-means tends to produce spherically shaped clusters. In contrast,
k-means with a larger number of clusters, e.g. k = 6, results in a solution as shown in Figure 2 (right),
where the smaller groups are correctly detected and the large group is split into four small but pure clusters.
Therefore, in the next step, we aim at merging small clusters that likely belong to the same group while
keeping well-isolated and, thus, potentially correctly detected small groups.
Figure 2: The effect of k-means applied on a 2D imbalanced data set. Imbalanced data set with three groups
(left), k-means with three clusters (middle) and k-means with six clusters (right)
2.3.2 Merging procedure
The aim of the second step is to iteratively merge clusters that are close to each other and share the same
local densities. The underlying assumption is that such clusters contain observations from the same group. In
order to consider both distances and local densities, we propose to investigate if a point from one cluster can
be considered as part of a second cluster and vice versa by employing the LOF. The purpose of investigating
two clusters twice is to avoid that a cluster of low density is merged with a cluster of high density, as
discussed at the beginning of this section. Therefore, we introduce the two merging conditions which need
to be satisfied to merge the two closest clusters.
Let {Kj|j = 1, . . . , kinit} be the initial set of clusters, where Kj = {xij |ij ∈ Ij} contains observations
from the index set Ij = {1j, 2j, . . . , |Kj|j}. The merging procedure starts by finding the two closest clusters,
Kl and Km, based on the minimum distance between each pair of observations coming from different clusters
(single linkage approach). In addition, the two closest points, xo ∈ Kl and xp ∈ Km, are identified such that
d(xo,xp) = min
xil
∈Kl,xim∈Km
d(xil ,xim ). (2)
Subsequently, we investigate whether or not the two clusters should be merged.
For illustration, we consider the simple example in Figure 3 (left) showing two clusters Kl and Km with
the corresponding closest points xo ∈ Kl and xp ∈ Km. Figure 3 (middle) shows the idea of investigating
whether or not xp can be part of Kl considering that the neighborhood is defined by three closest neighbors,
denoted as q = 3. The plot particularly indicates that xp is close to its three neighbors from Kl, which
are located in the circle around xp. In addition, it seems that the observations located in the neighborhood
(displayed as circles) form a compact region of similar local densities. As a result, the LOF score of xp should
be approximately 1. In such a case, we conclude that xp can be considered as part of the second cluster Kl.
Formally, we calculate the LOF score for observations from Kl and the point xp according to Eq. (1)
for a predefined range of the number of nearest neighbors q, determined by the maximal number of nearest
neighbors qmax:
LOFq(xi), i ∈ {Il ∪ p}, q = 1, 2, . . . , qmax, (3)
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Figure 3: Illustration of the proposed merging procedure for two clusters Kl and Km with the corresponding
closest points xo ∈ Kl, xp ∈ Km (left). The neighborhood of xp with its three nearest neighbors is displayed
as circles. xp is close to its three neighbors (from Kl) located in the circle around xp (middle). xo is highly
isolated from its three neighbors (from Km) located in the circle around xo (right)
This results in several values of the LOF score for each observation depending on the range of q. The reason
for considering different choices of q is to obtain more information about the local densities with respect to
various sizes of the neighborhood. Subsequently, we calculate a representative value, lof(xi):
lof(xi) =
1
|q|
∑
q
LOFq(xi) i ∈ {Il ∪ p}, q = 1, 2, . . . , qmax, (4)
where |q| denotes the number of different choices of q. We provide an empirical study on the proper choice
of q in Section 3. For now, suppose that q is given. The value of lof(xi) describes the average similarity
between the local density of an observation xi and the local densities of its neighbors. In addition, lof(xi)
has similar properties as the LOF score since it is a linear combination of the original scores. The higher
the value of lof(xp), the more different are the local densities of xp with respect to neighbors from Kl, and
the more likely xp is an outlier with respect to Kl, i.e. xp cannot be a part of Kl. In order to decide if
the compared local densities are similar, i.e. xp can be part of Kl, it is necessary to determine how large
lof(xp) still can be to consider xp as part of Kl . The most convenient option would be to decide on the
basis of the resulting LOF scores. Therefore, we estimate a critical value cvp from the values of LOFq(xi),
where i ∈ {Il ∪ p} and q = 1, 2, . . . , qmax. There are several possibilities for the determination of the critical
value, such as using the arithmetic mean and standard deviation or robust versions thereof. The optimal
strategy for the estimation of the critical value is presented in Section 3. For now, we assume that cvp is
given and we test if the first merging condition, lof(xp) < cv
p, holds. If the first condition is fulfilled, we
consider the compared local densities similar and apply the same comparison on xo with respect to Km, i.e.
we investigate if xo can be considered as part of the opposite cluster Km.
Figure 3 (right) shows that xo is considerably isolated from its three closest neighbors from Km and
that the observations do not build any compact region. In such a case we can conclude that there are huge
differences in the local densities. Therefore, LOFq(xo) ≫ 1 which indicates that xo can not be considered
as a part of the second cluster Km. Formally, we calculate the LOF score for the observations from Km and
the point xo for the predefined range q = 1, 2, . . . , qmax. The critical value cv
o is estimated in the same way
as cvp. Subsequently, we test if the second merging condition, lof(xo) < cv
o, is satisfied. If this condition is
not fulfilled, the two clusters, Km and Kl, are not merged and the next two closest clusters are investigated.
The merging procedure stops if the two conditions are not satisfied for any pair of clusters.
The proposed IClust algorithm exhibits several advantages. First, the number of final clusters does not
need to be pre-specified due to the employed merging procedure. Second, the proposed procedure makes no
assumptions about the cluster characteristics. The local densities are estimated in a non-parametric way
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following the definition of LOF. Finally, IClust detects clusters of partly strongly varying sizes. By using
an existing clustering algorithm with a large number of clusters, we avoid the so-called uniform effect. For
illustration, we consider the 2D imbalanced data set and apply k-means with k = 6 to generate an initial set
of clusters as in our first example in Figure 2 (right). Figure 4 shows each merging of the two next closest
clusters. The final result indicates that both smaller and larger groups are correctly detected.
Figure 4: The merging procedure successively merges clusters that are close to each other and share the
same distribution. The final solution indicates that the detected clusters correspond to the actual group
structure
3 Selection of parameters
In this section, we investigate different strategies for the parameter selection. The IClust algorithm requires
for four input parameters: 1) the critical value, cvo (cvp), 2) the range of the nearest neighbors, q, 3) the
number of initial clusters, kinit, and 4) the starting clustering algorithm. While the first two parameters are
employed in the merging procedure, the last two parameters are used to partition the data set into an initial
set of clusters. Since two parameters depend on each other, we always fix one parameter to investigate the
second one and vice versa. The optimal parameter setting is chosen based on thorough empirical experiments
employing the audio data set.
The audio data set consists of 4780 observations which is a collection of 12 different audio sounds. Each
observation is represented by a feature vector of 679 dimensions. The extracted features capture a wide
range of audio properties and operate in the temporal and frequency domains, i.e. the data include features
such as zero crossings, amplitude, brightness, features from the MPEG7 standard, perceptional features, and
various cepstral coefficients. In our experiments we randomly sample observations from the original groups
to create imbalanced data sets. The variables of each constructed data set are normalized to mean 0 and
standard deviation 1.
3.1 Critical value
The first experiment investigates different strategies for the estimation of the critical values, cvo and cvp,
employed in the merging procedure. The critical values determine whether or not two clusters should be
merged. Both critical values are estimated in the same way, therefore, let cv be a general estimation of the
critical value. The value of cv is supposed to be automatically derived from the LOF scores calculated for the
observations from two clusters. We consider several possibilities for the estimation of cv including arithmetic
mean, mean(), empirical standard deviation, std(), and robust versions, such as the median, median() and
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the median absolute deviation, mad():
cv1 = median
q,i
(LOFq(xi)) + 2 mad
q,i
(LOFq(xi)) (5)
cv2 = mean
q,i
(LOFq(xi)) + 2 std
q,i
(LOFq(xi)) (6)
cv3 = median
i
(lof(xi)) + 2 mad
i
(lof(xi)) (7)
cv4 = mean
i
(lof(xi)) + 2 std
i
(lof(xi)), (8)
where i is either from the index set {Il ∪ p} for the first merging condition or from {Im ∪ o} for the
second merging condition. The range for the number of nearest neighbors determined by qmax is fixed to
min(|{Il ∪ p}| − 1, 5) and min(|{Im ∪ o}| − 1, 5), respectively.
Since cv determines whether or not two clusters should be merged, we investigate two situations. We first
simulate the situation when two clusters should not be merged, i.e. the underlying observations are from two
different groups. The second situation considers two clusters containing observations from the same group
and, therefore, the two clusters are supposed to be merged. For this experiment we employ observations
from the audio data. We randomly sample two clusters either from two different audio groups or from the
same audio group. The sampled clusters are of varying sizes of 30, 25, 20, 15, 10, 5, 3, 1. We investigate each
possible pairwise combination thereof and perform 10 replications for each combination. The percentage of
correct decisions is considered as a performance indicator for the different strategies for the estimation of
the critical value, cv.
The results of this experiment are presented in Figure 5. For all strategies, the percentage of correct
decisions is higher when the two investigated clusters are sampled from the same group, see the right (white)
boxplot for each strategy, in comparison to the situation when the clusters are sampled from different groups,
see the left (gray) boxplot for each strategy. In general, the robustly estimated critical values, i.e. cv1 and cv3,
outperform their standard counterparts. Since there is no clear difference between the two robust strategies,
we select cv1 as the estimation of the critical values for all our following experiments.
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Figure 5: Comparison of different strategies for the estimation of the critical value cv. For each cv two
boxplots are displayed. The left (gray) boxplot represents the results when two clusters are sampled from
two different groups and the right (white) boxplot when the two clusters are sampled from the same group
3.2 Number of nearest neighbors
The aim of the second experiment is to determine the optimal range for the number of nearest neighbors,
q = 1, 2, . . . , qmax, considered in the merging procedure. We investigate three options for the maximal
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number of nearest neighbors, qmax = 5, 10, 15. We employ the same clusters as in the previous experiment
and the percentage of correct decisions as an indicator for the optimal choice of qmax.
Figure 6 summarizes the results of the experiment. In general, all choices of qmax lead to a high percentage
of correct decisions and no clear difference can be observed. As a result, we choose qmax = 5 for all our
following experiments for computational reasons.
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Figure 6: Comparison of different maximal numbers of nearest neighbors, qmax. Two boxplots are shown for
each qmax. The left (gray) boxplot represents the results when two clusters are sampled from two different
groups and the right (white) boxplot when the two clusters are sampled from the same group
3.3 Number of initial clusters
The goal of this experiment is to identify the best strategy for the selection of the number of initial clusters,
kinit, employed in the first step of the proposed IClust algorithm. The parameter is used to partition a
given data set into a number of potentially highly pure clusters which are successively merged in the second
step of IClust. In general, kinit is supposed to be larger than the actual number of groups in the data set.
The actual number of groups is usually not known in advance and the only available information about the
data set is the sample size, n. Therefore, we determine kinit as a function of n. One possible approach is
to set kinit to be linear dependent on n, e.g. kinit = n/4. However, if the size of a data set is very large,
the parameter kinit will get considerably high which will notably increase the computational effort of the
merging procedure. In addition, a large kinit value leads to a small size of the initial clusters which might
affect the efficiency of the merging procedure.
We investigate various options for kinit to be non-linearly dependent on n, kinit = 5 log(n), 10 log(n), 15 log(n).
This experiment is again based on 10 replications of an imbalanced data set sampled from audio data. In
each replication, we randomly select 7 audio groups with 3 bigger groups of the size: 100, 75, 50, and 4 smaller
groups of the size: 4, 3, 2, 1, resulting in 235 observations in total. We used Ward’s hierarchical clustering
algorithm to obtain the initial set of clusters.
In order to assess the influence of the different settings for kinit on the final clustering solution, we select
several well-known evaluation measures: Purity (Zhao and Karypis, 2002), F-measure (Larsen and Aone,
1999) combining the concepts of precision and recall, and V-measure (Rosenberg and Hirschberg, 2007)
incorporating homogeneity and completeness scores. Such measures evaluate a clustering solution as a whole
and do not reflect the ability of a clustering method to correctly detect small groups. For this reason, we also
employ weighted measures which can assess the performance of a clustering method in terms of detecting
small and big groups separately. Table 1 contains all employed measures, more details about the measures
are provided in the supplementary material. All measures range between zero and one with higher values
indicating a good clustering result and lower values corresponding to a poor clustering solution. Additionally,
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we provide two reference values representing potential extremes. The first value corresponds to a clustering
solution when all detected clusters are of size one, while the second value corresponds to a clustering solution
when all observations are assigned to a single cluster. We report the results before and after applying the
merging procedure to demonstrate the performance of the IClust approach in comparison to the initial
clustering solution.
Table 1: Overview of employed evaluation measures with corresponding abbreviations (abbr)
evaluation measure abbr weighted evaluation measure abbr
purity P F-measure - big groups wF b
F-measure F precision - big groups wPrb
V-measure V recall - big groups wReb
homogeneity H F-measure - small groups wF s
completeness C precision - small groups wPrs
recall - small groups wRes
Figure 7 depicts the results of the experiments using the conventional clustering evaluation measures. In
general, IClust always improves the initial clustering solution indicated by the notable raise of the F-measure
(F ) and the V-measure (V ) which is directly influenced by the completeness (C) of the corresponding
clustering solution. Additionally, the scores for P and H show that the purity and homogeneity of the
initial clusters are comparable to those of the final clusters. In general, a low number of initial clusters,
kinit = 5 log(n), leads to a high completeness (C) but also to a lower homogeneity (H) of the final clusters,
i.e. final clusters partly consists of observations from different groups. On the opposite, a higher number
of initial clusters, kinit = 15 log(n), results in purer clusters (see P and H). Additionally, V , C, and F are
only slightly lower than for kinit = 10 log(n). This may indicate that kinit = 10 log(n) is the proper choice.
To further explore the influence of the different settings for kinit, we additionally consider the weighted
clustering evaluation measures.
Figure 8 summarizes the results of the weighted evaluation measures. The high scores for wPrb indicate
highly pure clusters containing observations from bigger groups independently of kinit. However, the cor-
responding recall (wReb) decreases with an increasing number of initial clusters which reveals that bigger
groups are represented by several clusters in the final clustering solution. This indicates that there are not
enough observations in most initial clusters leading to difficulties for a proper merging. As a result, a high
number of initial cluster, kinit = 15 log(n), results in a lower F-measure (wF
b) in comparison to the extreme
situation all observations build a single final cluster. With respect to small clusters, with an increasing
number of initial clusters the precision, wPrs, increases while the recall, wRes, decreases slightly. A too low
number of initial clusters, such as kinit = 5 log(n), results in a poor clustering solution indicated by the lower
median of wF s in comparison to the potential extreme situation with all final clusters of size one. Therefore,
we set kinit = 10 log(n) for all our following experiments.
3.4 Initial clustering algorithm
The last experiment focuses on the selection of the starting clustering algorithm employed in the first step
of IClust to partition the provided data set into a number of initial clusters. For this evaluation we consider
the following clustering methods (see Section 2.3.1): k-means (KM), Partitioning Around Medoids (PAM),
Mclust (MC), and a hierarchical clustering with Ward’s criterion (W) and complete linkage (CL). The
experiment is again based on 10 replications of an imbalanced data set randomly sampled from the audio
data. The employed data sets are identical to the data sets in the previous experiment.
Figure 9 presents the results using the conventional clustering evaluation measures. In general, the
proposed IClust algorithm improves the initial clustering solution independently of the employed starting
clustering method. This seems to confirm our assumption that IClust can enhance the performance of
methods suffering from the uniform effect. The high scores for purity (P ) and homogeneity (H) indicate the
IClust results in highly pure clusters. Although the F measure indicates slightly better clustering results
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Figure 7: Comparison of the clustering results for different numbers of initial clusters, kinit, using purity
(P ), V-measure (V ), homogeneity (H), completeness (C), F-measure (F ), and number (#) of clusters. For
each kinit two boxplots are displayed. The results of the final clusterings correspond to the left (gray)
boxplot and the results of the initial clusterings to the right (white) boxplot. The lines indicate two extreme
clustering solutions. Solid lines: all clusters are of size one. Dashed lines: all observations are assigned to a
single cluster
for PAM than for its counterparts, overall, the results do not show any clear differences across the employed
starting clustering algorithms.
Figure 10 summarizes the results using the weighted clustering evaluation measures. The high precision
scores (wPrb) indicate that clusters containing observations from bigger groups are highly pure. However,
the lower recall (wReb) and, in following, the lower F-measure (wF b) show that bigger groups are commonly
partitioned into multiple clusters. The PAM clustering method slightly outperforms the other employed
methods in terms of wF b. However, wF s indicates that PAM cannot reveal smaller groups since the median
is below the value representing the extreme clustering result with all final clusters of size one. Similarly,
complete linkage (CL) and k-means (KM) achieve a wF s close to the extreme clustering solution. Both
methods generate clusters containing observations from more than a single group. Therefore, the precision
with respect to smaller groups (wPrs) achieves low scores and directly influences the F-measure (wF s).
Ward’s method (W) and Mclust (M) better facilitate the detection of small groups in terms of wF s. For all
our following experiments we select Ward’s method (W) as the starting clustering approach since it is less
computationally demanding than the Mclust (MC) algorithm.
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Figure 8: Comparison of the clustering solutions for different numbers of initial clusters, kinit, using the
weighted measures for F-measure (wF ), precision (wPr), and recall (wRe) with respect to small (s) and big
(b) clusters. For each kinit two boxplots are displayed. The results of the final clusterings correspond to the
left (gray) boxplot and the results of the initial clusterings to the right (white) boxplot. The lines indicate
two extreme clustering solutions. Solid lines: all clusters are of size one. Dashed lines: all observations are
assigned to a single cluster
4 Experimental comparison
In this section, we compare the proposed IClust approach to several clustering methods on four real-
media data sets. In our comparison, we considered several existing, well-established clustering methods:
Affinity Propagation (AP)6 (Frey and Dueck, 2007), Mclust (MC)7 (Fraley and Raftery, 2000), and x-
means(XM)8 (Ishioka, 2000). We restrict the selection of compared methods to parameter-free approaches
to ensure that a clustering solution is not affected by a wrong choice of parameters since a parameter set-
ting commonly depends on the nature of the underlying data. The empirical simulation study in Section 3
indicated that the Ward’s algorithm (W) seems to be an optimal initial clustering approach. Therefore,
we also include the method in our final comparison. The number of clusters for the W method is taken as
the true number of groups (WT) and it is also estimated using three clustering indices9: Davies-Bouldin
(WDB), gap statistic (WG), and Silhouette (WS) (Rousseeuw, 1987). In order to have a fair comparison,
the upper boundary of a predefined range of the number of clusters is set to the same number of initial
6The R implementation is available in apcluster (?)
7The R code is available in mclust ?
8The R implementation is available at http://www.rd.dnc.ac.jp/~tunenori/src/xmeans.prog .
9All clustering indices are implemented in the R package clusterSim (Walesiak and Dudek, 2015).
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Figure 9: Comparison of the performance of different initial clustering algorithms, k-means (KM), PAM,
Mclust (MC), and a hierarchical clustering with Ward’s criterion (W) and complete linkage (CL) using the
conventional clustering evaluation measures: purity (P ), V-measure (V ), homogeneity (H), completeness
(C), F-measure (F ), and number (#) of clusters. Two boxplots are shown for each algorithm. The results
of the final clusterings correspond to the left (gray) boxplot and the results of the initial clusterings to the
right (white) boxplot. The lines indicate two extreme clustering solutions. Solid lines: all clusters are of size
one. Dashed lines: all observations are assigned to a single cluster
clusters employed in IClust, i.e. 10 log(n). Note that the same upper boundary is considered for Mclust
(MC) which estimates the optimal number of clusters based on the largest BIC value. IClust is employed
with the previously determined settings, cv = cv1, q = 1, 2, . . . , 5, kinit = 10 log(n), and Ward’s hierarchical
clustering as the initial clustering approach.
In addition to audio data, we employ three media data sets publicly available in UCI machine learning
repository10, see Table 2. For each media set we randomly select observations from the original groups
to construct a similar imbalanced data sets. The ratios between group sizes are kept the same among
the constructed datasets, but the sizes of the groups are different. The idea behind this setup is to see
whether or not the compared methods are affected by different amounts of information, i.e. the number of
observations, in the groups. All experiments are based on 10 replications. We report the results using five
clustering evaluation measures: V-measure (V ), homogeneity (H), completeness (C), as well as the weighted
F-measures with respect to big and small clusters (wF b and wF s). The supplementary material includes
the complete evaluation results including the measures omitted in this section.
10UCI Machine Learning Repository: http://archive.ics.uci.edu/ml/
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Figure 10: Comparison of the performance of different initial clustering algorithms, k-means (KM), PAM,
Mclust (MC), and a hierarchical clustering with Ward’s criterion (W) and complete linkage (CL) respectively
using the weighted measures for F-measure (wF ), precision (wPr), and recall (wRe) with respect to small
(s) and big (b) clusters. Two boxplots are shown for each algorithm. The results of the final clusterings
correspond to he left (gray) boxplot and the results of the initial clusterings to the right (white) boxplot.
The lines indicate two extreme clustering solutions. Solid lines: all clusters are of size one. Dashed lines: all
observations are assigned to a single cluster
4.1 Comparison on the audio data
We first construct 10 imbalanced data sets from the high-dimensional audio data. Each setting includes
10 groups with 3 bigger groups of the sizes: 100, 75, 50, and 7 smaller groups of the sizes: 4, 3, 3, 2, 2, 1, 1,
resulting in 241 observations in total.
Figure 11 indicates poor performance of some centroid-based approaches, such as x-means (XM) and the
Ward’s method with Silhouette Width (WS), in clustering highly imbalanced media (audio) groups. The
methods detect a lower number of clusters than the actual number of groups (cp. WT approach) leading
to low homogeneity (H). High values wF b indicate that the methods can reasonably reveal bigger groups
but low wF s show difficulties regarding the detection of smaller groups. Similarly, the Mclust (MC) cannot
reveal small audio groups indicated by the lowest wF s. In contrast, high wF b indicate appropriate handling
of bigger groups. The performance of Ward’s method with the true number of groups (WT) seems to be also
affected by the presence of strongly varying group sizes. Even though the method still generates homogeneous
clusters (see H), slightly low wF s indicate difficulties in identifying very small groups. Although WDB
achieves the highest homogeneity (H) and weighted F-measure with respect to smaller groups (wF s), the
underlying clustering solutions are suboptimal due to the high number of final clusters leading to the lowest
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Table 2: Overview of the employed real-world data sets in terms of number of observations (n), dimensionality
(p), and number (#) of groups
n× p ×#groups
group size
min max
Audio 4780 × 679 × 12
10299 × 561 × 6
10992 × 16 × 10
6435 × 36 × 6
102 2164
Human Activity Recognition 1406 1944
Pen-Based Recognition 1055 1144
Statlog Landsat Satellite 626 1533
completeness (C) and consequently low V-measure (V ). Surprisingly, Ward’s method with the Gap statistic
(WG) appears to reasonably detect both smaller and larger audio groups (see wF s and wF b).
The proposed IClust approach outperforms WG in terms of revealing smaller groups (see wF s). In
addition, IClust is capable of finding bigger groups as well (see wF b) in comparison to methods achieving
high homogeneity (H), such as WG and Affinity Propagation (AP).
4.2 Comparison on the pen-based recognition data
The second experiment employs 10 imbalanced data sets constructed from the pen-based recognition data.
Each setting contains 10 groups with 3 bigger groups of the sizes: 1000, 750, 500, and 7 smaller groups of the
sizes: 40, 30, 30, 20, 20, 10, 10, resulting in a total sample size of 2380.
Figure 12 shows that Ward’s method with the Silhouette Width (WS) and the Davis-Bouldin index
(WDB) seem to have troubles to reveal small groups indicated by low wF s. Moreover, the methods produced
a considerably lower number of clusters leading to low homogeneity (H) scores. Although the model-based
MC and x-means (XM) generate to some extent homogeneous clusters (see H), low wF b as well as low wF s
demonstrate that the methods completely fail in detecting the considered media groups.
As expected, the proposed IClust method appears to identify both smaller and bigger groups indicated
by high wF s and wF b. Although IClust produces a larger number of clusters than the true number of groups
leading to low completeness (C), the methods outperform the remaining approach (i.e. WT, AP and WG)
in terms of the V-measure (V ).
4.3 Comparison on the human activity recognition data
The next comparison is applied on 10 imbalanced data sets randomly sampled from the human activity
recognition data. Each setting consists of 6 groups with 3 bigger groups of the sizes: 200, 150, 100, and 3
smaller groups of the sizes: 8, 6, 4, resulting in a total sample size of 468.
Figure 13 shows that Ward’s method with Silhouette Width (WS) and Davies-Bouldin (WDB) index
have again difficulties in clustering imbalanced media groups as in the previous experiment. Similarly, the
performance of x-means (XM) and the model-based MC appears to be violated by strongly varying group
sizes indicated by low homogeneity (H). The performance of Ward’s method (WT) seems to be also affected
like in case of audio data indicated by low wF s.
The proposed IClust algorithm is slightly worse than the best performing methods, such as AP and WG,
in terms of generating homogeneous clusters (see H). The methods also detect more clusters than the true
number of groups (cp. WT approach) leading to low completeness (C) and the V-measure (V ). All three
methods demonstrate the best performance regarding the detection of small groups (see wF s).
4.4 Comparison on the satellite data
The last experiment compares the employed methods on 10 imbalanced data sets randomly generated from
the satellite data. For each setting we sample 6 groups with 3 bigger groups of the sizes: 300, 225, 150, and
3 smaller groups of the sizes: 12, 9, 3, resulting in 669 observations in total.
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Figure 11: Clustering results on the audio data set in terms of V-measure (V ), homogeneity (H), completeness
(C), the weighted F-measures wF b and wF s with respect to big and small groups respectively, and the
number (#) of detected clusters
Figure 14 shows that identifying media groups is again challenging for WS, WDB and MC indicated by
low homogeneity (H). The detection of small groups is more problematic than revealing larger groups (see
wF s versus wF b) for these methods. Surprisingly, x-means (XM) generates highly homogeneous clusters.
However, this is caused by over-clustering the considered media data sets leading to the lowest completeness
(C) and thus low V-measure (V ). The low homogeneity (H) scores for WT demonstrate that a prior
knowledge about the actual number of groups does not necessarily lead to a correct clustering solution in a
highly imbalanced scenario.
The proposed IClust algorithm outperforms Affinity Propagation (AP) and the Ward’s method with the
Gap statistic (WG) with respect to handling bigger clusters in terms of wF b. Regarding the detection of
smaller groups, IClust demonstrates comparable performance (see wF s).
5 Discussion and conclusions
We summarize our main findings based on the quality of the compared methods in terms of the weighted
F-measures (wF b and wF s). Unlike conventional clustering evaluation measures, the weighted F-measures
allow to inspect the ability of clustering methods to identify big and small groups.
Figure 15 shows the obtained results in terms of the median performance of wF b and wF s achieved during
the previously performed experiments. Overall, there is no clear dependence between the performance of the
methods and the sizes of employed data sets. However, the results indicate a dependency between identifying
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Figure 12: Clustering results on the pen-based recognition data set in terms of V-measure (V ), homogene-
ity (H), completeness (C), the weighted F-measures wF b and wF s with respect to big and small groups
respectively, and the number (#) of detected clusters
bigger and smaller groups. The methods capable of identifying big groups, such as WS and WDB, show
considerably weaker ability to detect small groups. This supports the fact that centroid-based methods as
well as validity indexes might not be suitable for clustering imbalanced high-dimensional data. Similarly,
the model-based MC demonstrates poor performance in terms of finding smaller groups. On the opposite,
Affinity Propagation (AP), which does not assume any specific cluster characteristics, appears to be among
the best performing methods in terms of revealing small groups (see dark shades of gray in Figure 15, right).
However, the method turns out to poorly detect bigger groups (see light shades of gray in Figure 15, left).
In contrast to all investigated method, the proposed IClust approach shows the best performance in terms
of finding small groups and, in addition, the method can still reasonably identify bigger groups (see dark
shades of gray in Figure 15, left).
Although any real-world data set exhibits a multiple group structure, it may be difficult to determine,
whether or not the groups are of different sizes if there is no prior knowledge available. This leads to the
question if the proposed IClust algorithm can identify groups of approximately the same sizes (balanced data
setting). For this reason, we perform an additional experiment on the balanced pen-based recognition data
set which was used to evaluate various clustering methods for high-dimensional data (Mu¨ller et al, 2009).
Mu¨ller et al (2009) considered 10 groups of similar sizes resulting in a total size of 7494. Table 3 presents the
performance of the compared methods in terms of the conventional evaluation measures. Although IClust
shows slightly worse performance than the best performing XM, MC, AP, and WG in terms of purity (P )
and homogeneity (H), the proposed method partitions the data set into a lower number of clusters. This is
indicated by higher completeness (C) as well as higher V-measure (V ). In addition, the F-measure suggests
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Figure 13: Clustering results on the human activity recognition data set in terms of V-measure (V ), homo-
geneity (H), completeness (C), the weighted measures wF b and wF s with respect to big and small groups
respectively, and the number (#) of detected clusters
that IClust may also be used to reveal a group structure in a balanced data setting.
The proposed method also has limitations. First, IClust takes four input parameters. Although we
provided a thorough empirical study to select optimal parameters, the parameter setting may be tuned for
other data sets. Second, IClust tends to generate a larger number of clusters than the actual number of
groups in the data. This might be due to the estimation of critical values employed in the merging procedure.
A possible solution for improvement could be either to adjust the critical values to the size of the clusters
which are merged during the procedure or to incorporate different robust counterparts to arithmetic mean
and standard deviation. Despite the mentioned limitations, the proposed IClust algorithm exhibits also
some advantages over existing methods. IClust does not require a pre-specification of the number of final
clusters. This algorithm also does not assume any specific cluster and data characteristics. Moreover, the
experiments demonstrated that the choice of parameters seems to be reasonable in both imbalanced and
balanced scenarios. This indicates that IClust is a useful clustering method for media data, and it is a
promising method also for other application domains. The R implementation of the algorithm is also freely
available at https://github.com/brodsa/IClust.
This work has been partly funded by the Vienna Science and Technology Fund (WWTF) through project
ICT12-010 and by the K-project DEXHELPP through COMET - Competence Centers for Excellent Tech-
nologies, supported by BMVIT, BMWFW and the province Vienna. The COMET program is administrated
by FFG.
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Figure 14: Clustering results on the satellite data set in terms of V-measure (V ), homogeneity (H), com-
pleteness (C), the weighted measures wF b and wF s with respect to big and small groups respectively, and
the number (#) of detected clusters
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