ABSTRACT Slow waves are rhythmic depolarizations that underlie mechanical activity of many smooth muscles. Slow 
INTRODUCTION
The mechanical activity of many smooth muscles is controlled by a cyclical depolarization known as slow waves (1) (2) (3) . Slow waves result through rhythmic Ca 21 release from intracellular Ca 21 stores through inositol 1,4,5-trisphosphate (IP 3 ) sensitive receptors and Ca 21 -induced Ca 21 release (4-8). Ca 21 oscillations are transformed into membrane depolarizations by generation of a Ca 21 -activated inward current (9) (10) (11) . Importantly, the store Ca 21 oscillations that underlie slow waves are entrained across many cells over large distances (12, 13) . It has been shown that IP 3 receptor-mediated Ca 21 release is enhanced by membrane depolarization (6,7), and it is this positive feedback that underlies the long-range entrainment of Ca 21 stores (12) . This study examines the mechanisms underlying such store entrainment.
Entrainment of Ca 21 oscillations and wave propagation have been shown to occur through two pathways; one by means of diffusion of cytoplasmic messengers through gap junctions, and the other through paracrine messengers diffusing in the extracellular space. This study relates to the former mechanism and is relevant to systems where blockade of gap junctions leads to disruption of the Ca 21 signal (12, 14) . In the gap junction-connected class of models, diffusion of Ca 21 (15) (16) (17) (18) (19) (20) or the second messenger IP 3 (21) across gap junctions has been implicated in synchronization of Ca 21 oscillations. In a recent work, Tsaneva-Atanasova et al. (20) have shown that coupling through diffusion of Ca 21 is facilitated by diffusion of IP 3 . In our study, a novel mechanism of Ca 21 store entrainment through depolarization-induced IP 3 receptor-mediated Ca 21 release (12) is investigated. This mechanism is significantly different from the chemical coupling-based class of models, as membrane potential has a coupling effect over distances many orders of magnitude greater than either diffusion of Ca 21 or IP 3 through gap junctions.
The coupling scheme presented in (12) and investigated here is based on the following experimental observations:
5. The range of diffusion of Ca 21 or IP 3 across gap junctions is in the order of microns (29) , whereas the electrical length constant is in the range of millimeters (see (12) ).
The experimental observations predicate that electrically coupled cells can interact and modulate Ca 21 excitability and oscillations of other cells through voltage-dependent enhancement of store Ca 21 release through one or more of the pathways given above. We encapsulate this in a generic model, Fig. 1 , as a system of coupled oscillators where: 1), each local oscillator is composed of a cytosolic-store Ca 21 excitable system; 2), local Ca 21 oscillations are coupled to membrane potential; and, 3), membrane potential influences the local Ca 21 oscillator through a positive feedback loop. In a previous study (30) , a theoretical model was presented to elucidate the role of voltage-dependent IP 3 synthesis in the generation of slow waves in an isopotential system. In our work here, we construct a coupled system of cells according to the general schema outlined above ( Fig. 1 ) using our previously presented single-cell model (30) . Here we use the specific case of voltage-dependent IP 3 synthesis to model the positive feedback of membrane potential on cytosolic-store excitability (slow waves).
The understanding of global calcium signaling is facilitated by studying the dynamical properties of simple networks of coupled calcium oscillators (15) . A small number of such studies has been conducted (15, 16, 19, 20, 31, 32) . Here we use a two-cell network to understand how voltage-dependent modulation of store Ca 21 release can synchronize Ca 21 oscillations and thus act as a signaling mechanism. The theoretical study presented confirms that voltage-dependent modulation of store Ca 21 release is an effective signaling mechanism. This mechanism could be significant in excitable (6, 7, 23, 33, 34) and nonexcitable (35) (36) (37) systems where voltage-dependent IP 3 synthesis is likely to exist. The results of this article provide a basis for further study of synchronization and waves in cellular systems where voltagedependent modulation of store Ca 21 release exists and acts as a coupling mechanism.
We begin with the study of cell pairs that are connected by strong electrical connection only (no chemical coupling). We show that an electrically connected homogenous cell pair (i.e., both cells have the same properties) displays a variety of dynamical interactions, some of which are counterintuitive. A homogenous cell pair can display in-phase oscillations (0°phase difference), phase-locked oscillations (phase difference .0°), anti-phase oscillations (180°phase difference), and bistable (in-phase and anti-phase) oscillations. These dynamical features depend on the strength of stimulation. Then, a more realistic heterogeneous cell pair system is investigated, where the sensitivity of the intracellular store receptor to IP 3 is used as a heterogeneity parameter. Cells in biological tissues will differ in dynamical properties, i.e., have different intrinsic frequencies. Therefore, the study of a heterogeneous cell pair system is highly relevant to the understanding of cellular systems. An electrically connected heterogeneous pair of cells can display phase-locked, phasetrapped (oscillating phase difference), n/m phase-locked, period-doubling, and quasiperiodic oscillations. Once again, these dynamical features depend on the strength of stimulation.
Next, the effect of electrical coupling strength on synchronization of heterogeneous cell pair is studied. It is shown that weak electrical coupling is sufficient to synchronize even heterogeneous cell pairs. Finally, a comparison is made between electrical and chemical coupling (through diffusion of Ca 21 or IP 3 ). It is shown that chemical coupling is not effective when cells are weakly coupled and have different intrinsic frequencies. The results of this study show that electrical coupling acting through voltage-dependent modulation of store Ca 21 release is able to synchronize oscillations of cells even when cells are weakly coupled (or widely separated) and have different intrinsic frequencies of oscillation.
NUMERICAL METHODS
Bifurcation analysis was carried out using AUTO (38) included in the numerical package XPPAUT (39) . Schematic bifurcation diagrams, which were based on the bifurcation analysis, are presented in the text. Numerical simulation and analysis were performed using MATLAB (The MathWorks, Natick, MA) and XPPAUT. 
MODEL
where subscripts 1 and 2 denote the two cells. The last terms in Eqs. 1, 3, and 4 are the coupling terms. Here we assume simple linear symmetrical coupling through gap junctions. Electrical coupling between the cells is given by the last term in Eq. 3, where g V is the gap junction conductance.
Chemical coupling between cells occurs through diffusion of Ca 21 and IP 3 with diffusion coefficients g c and g P , respectively. The term G is used as a unitless quantity to denote the strength of coupling between cells. It is used as a parameter to study the effect of spatial separation and strength of coupling between cells. When G ¼ 0, cells are uncoupled or separated by very large spatial distances, and when G ¼ 1, cells are strongly coupled so that their membrane potentials are the same.
We use our previous experimentally derived model of an isopotential cell (30) to represent the dynamics of a single cell in the model presented here. A brief summary and parameter values for the single-cell model is given in the Appendix.
RESULTS
Response of single oscillator to current pulses: phase-response curve
The response of a single uncoupled cell to current injection provides insight into the interaction of the coupled cell pair. When a current pulse is injected into a single cell, it alters the dynamics of the cell through voltage-dependent IP 3 synthesis (Fig. 2) . A small perturbation in the membrane potential of a cell results in delayed or advanced appearance of the next Ca 21 peak, but causes no change in the future dynamics of the cell. In such a case, the perturbation is said to have advanced or delayed the phase of the cell. For example, a depolarizing pulse (marked in Fig. 2 A with a ''11'' symbol), causes an increase in [IP 3 ] c (marked with double asterisks in Fig. 2 B) , and results in an early appearance of the next Ca 21 peak (Fig. 2 C, thin dashed line). However, a depolarizing pulse (marked in Fig. 2 A with a ''1'' symbol) can also cause delayed appearance of the next Ca 21 peak depending on the timing of the pulse (Fig. 2 C, peak (thin solid line). Thus, a current pulse of either polarity can delay or advance the appearance of the next Ca 21 peak depending on the timing of the pulse. A plot of change in phase (Df) versus timing (t p ) of injected pulse with respect to period of oscillation (T) is known as a phase-response curve (PRC). Fig. 2 , D and E, show PRCs generated by injecting 115 mA and ÿ15 mA current pulses, respectively, into an uncoupled cell. A single cycle of Ca 21 oscillation is shown above the PRCs for timing reference (upper curve labeled Z). Fig. 2 D shows that depolarizing pulses injected at times t p , 0.5 T (approximately) delay the next pulse; thus the PRC is negative, and the opposite is true for t p . 0.5 T (approximately). Similarly, Fig. 2 E shows that almost no change in phase occurs for hyperpolarizing pulses applied at time t p , 0.5 T (approximately), whereas phase is delayed for 0.5 T , t p , 0.95 T (approximately). Thus the PRCs show that a depolarizing pulse is more effective in advancing, whereas a hyperpolarizing pulse is more effective in delaying the phase of the oscillator.
Coupling through voltage-dependent IP 3 synthesis
A homogenous cell pair consisting of two identical cells (with IP 3 sensitivities s 1 ¼ s 2 ¼ 3.5 mM) is studied to elucidate the mechanism of interaction between the coupled cells. The cells are strongly connected with a gap junction that only allows flow of current but not Ca 21 
Both cells are stimulated with the same level of stimulus (b ¼ 0.2 mM). Cells in the coupled system interact through voltage-dependent IP 3 synthesis (Fig. 3) . Initially, the cells are not connected through the gap junction and oscillate separately out of phase (Fig. 3 A) . At t ¼ 50 min, gap junctional connectivity is enabled. Now as the leading cell (cell 1) releases Ca 21 and depolarizes, it causes a depolarization in cell 2 (marked with an asterisk in Fig. 3 B) due to current flow into cell 2 through the gap junction (Fig. 3 C) . The cell 1-induced depolarization in cell 2 induces synthesis of IP 3 , and now [IP 3 ] c in cell 2 begins to rise, but with a delay arising from the time it takes for IP 3 to be produced (upward arrowhead in Fig. 3 D) . Eventually, this causes cell 2 to release Ca 21 (marked with downward arrowhead in Fig. 3 A) . The net result of the interaction is that cell 2 has released Ca 21 earlier than it would have if uncoupled (i.e., its phase has been advanced). Thus cell 1 has advanced the phase of cell 2 acting through voltage-dependent IP 3 synthesis. Therefore, by this means, a cell can influence cytosolic-store Ca 21 excitability and the oscillatory phase of an electrically connected cell through voltage-dependent IP 3 synthesis. The outcome of the interaction is governed by the PRC as discussed below.
When coupling was enabled at t ¼ 50 min, cell 2 was past its T/2 cycle (Fig. 3 A) . Therefore, as predicted from the PRC (Fig. 2 D) , the depolarization induced in cell 2 (by cell 1) will cause its phase to advance significantly. Similarly, cell 1 experiences current drain past 0.6 T of its cycle due to coupling, and hence its phase will be slightly delayed as predicted by the PRC (Fig. 2 E) . An examination of Fig. 4 shows that this is indeed the case. The subsequent oscillations (Fig. 4 A) are such that cell 1 (solid line) continues to experience decreasing phase delays whereas the phase of cell 2 is advanced by decreasing amounts (Fig. 4 B) . The net result is reduction of phase difference between the two oscillators at each cycle (Fig. 4 C) , and eventually both oscillators synchronize and oscillate with a zero phase difference (Df ¼ 0) (Fig. 4 A) . Note that although the membrane potential of the cells is strongly coupled, the interaction between the cells is limited. This is because of the relatively weak link between the cytosolic-store excitability and membrane potential of each cell through voltage-dependent IP 3 synthesis. Therefore, phase compression occurs over multiple cycles before the coupled system settles into a steady synchronized state. The weak interaction between the cells due to voltagedependent enhancement of store Ca 21 release suggests that the two cells may be interacting as a system of weakly coupled oscillators. Some results on coupled oscillators (40, 41) are available based on averaging theory, and now we use that to predict the behavior of the two coupled cells.
Weakly coupled oscillators
Averaging theory of weakly coupled oscillators When the influence of coupling between oscillators is weak compared to the limit cycle attraction, the dynamics of the coupled system can be reduced to a system of coupled phase oscillators (40, 41) . A brief summary of the reduction to coupled-phase oscillators is given below.
Let Z i (t) denote the T periodic Ca 21 oscillation of an uncoupled oscillator i within the stimulus domain b H1 , b , b H2 (see below). This periodic Ca 21 oscillation can be represented as a function of phase u i as Z(u i ). Given the weak coupling, the coupled system can be represented by a system of coupled phase oscillators,
where g is a weak coupling and H is a T-periodic interaction function that depends on the nature of coupling and the uncoupled limit cycle. Here this function is computed numerically using xppaut. Let the phase difference be f(t) ¼ u j (t) ÿ u i (t). Then phase-locked solutions exist when phase difference between the oscillators is constant, i.e., df(t)/dt ¼ 0. For symmetrical coupling, the equation reduces to
where H odd is the odd part of the interaction function H. The even parts of H cancel due to symmetry. Thus stable phase-locked solutions are those where H odd is zero with a slope .0.
Weak-coupling analysis
We use the results of the theory of weakly coupled oscillators to predict synchrony of the two electrically coupled identical oscillators. Three modes of stable synchrony are predicted For low levels of stimulation b, but within the oscillatory domain (b H1 , b , b H2 ), the odd part of the interaction function (H odd ) has stable steady states for synchronous 0 phase difference (in-phase) oscillations (Fig. 5 B) . The in-phase steady state continues to be stable with increasing stimulus b. But at a critical value of b, new fixed points of H odd appear, which lie between 0 and T/2 (Fig. 5 C) . Simultaneously, the in-phase fixed point loses stability, which is gained by the new fixed points. This indicates that in-phase oscillations are no longer stable, but instead oscillations with phase difference 0 , Df , T/2 (phase-locked) become stable. Phase-locked steady states of the H odd continue to exist with further increase in stimulus but approach the point T/2. This indicates that the phase-locked oscillations approach toward a half cycle out of phase state. At a critical level of stimulus, phase-locked steady states merge and become stable at T/2 ( Fig. 5 D) . This means that cells now oscillate exactly half a cycle out of phase (anti-phase).
The above weak-coupling analysis shows that synchrony in the full model would depend on the frequency of oscillations as determined by the stimulus b. As frequency of oscillations increase, the interaction function changes shape so that in-phase, phase-locked, and finally anti-phase oscillations occur in the coupled system. Thus, with increasing frequency, synchrony becomes less stable. This also predicts that synchrony will be more sensitive to differences in the intrinsic frequencies of the coupled cells at higher levels of stimulus b (i.e., at higher frequencies). We now proceed to the study of the full system and see if the predictions of the weakly coupled phase oscillator model hold.
Effect of stimulation on synchronization
The dynamics and synchronization properties of the coupled system change at different levels of stimulation. The dynamical features of the system in response to the whole range of stimulus strength were studied using bifurcation analysis of the full system. A schematic one-parameter bifurcation diagram of [Ca 21 ] c with b as the bifurcation parameter summarizes the dynamics of the coupled system with changing stimulus (Fig. 6 ). The solid traces in Fig. 6 give the maximum and minimum values of (30)). Now, the coupled system has four Hopf points. Two of these Hopf points, H S1 and H S2, are the synchronous Hopf points. The other two Hopf points, H A1 and H A2 , are the asynchronous Hopf points. The system is in stable steady state before H S1 and after H A2 . This means that the coupled cells are oscillatory only if stimulus strength is between H S1 and H A2 .
The coupled cells display three basic types of synchronization modes (Fig. 6 , solid lines) depending on the strength of applied stimulus (b); 1), in-phase, 2), phase-locked, and 3), anti-phase oscillations. Some other dynamical features such as period doubling branches bifurcations (PD 1 and PD 2 in Fig. 6 ) are also present, but their range is very small and therefore they will not be considered any further. The above given dynamical features will now be discussed in detail.
In-phase oscillations
Oscillations are in-phase when oscillations occur with a zero phase difference (Df ¼ 0). In-phase oscillations occur on the branch s 1 (Fig. 6 ). Increasing stimulus within the range of s 1 increases the frequency of oscillations, but the coupled cells continue to oscillate in-phase. The case analyzed in the previous section (Fig. 4) is an example of in-phase oscillation. The frequency of the coupled system on this branch is the same as that of the uncoupled system (Fig. 4 B) .
Phase-locked oscillations
Oscillations are said to be phase-locked if they occur with a constant phase difference Df . 0. Phase-locked oscillations occur when the coupled system is on branch b (Fig. 6 ). An example of phase-locked oscillations is given in Fig. 7 A. Initial conditions were chosen such that uncoupled cells oscillated with a large phase difference (upper panel). At t ¼ 50 min, cells were gap junction coupled. After a transient change in dynamics, cells oscillated with a constant phase difference (Df . 0), i.e., oscillations became phase-locked ( Fig. 7 A, lower panel). Uncoupled cells oscillated with equal amplitude of Ca 21 release, but when coupled, the amplitude of Ca 21 oscillations in the two cells differed by a small fixed value. Cells in the coupled system oscillated at a frequency slightly higher compared to the uncoupled system. The system reached steady phase-locked oscillations in ;350 min. The final phase difference between cells was ;0.2 T and remained constant (Fig. 7 B) . When stimulus was increased further, so that the system remained on branch b, the frequency of the coupled system increased but cells remain phase-locked.
Anti-phase oscillations
Oscillations are said to be anti-phase if they occur with a constant phase difference of 0.5 T, i.e., half a cycle out of phase. Anti-phase oscillations occur when the coupled system is on branch a 2 ( Fig. 6 ). An example of anti-phase oscillations is given in Fig. 7 C. Initial conditions were chosen such that uncoupled cells oscillated with a small phase difference (upper panel). At t ¼ 50 min, cells were coupled through the gap junctions. However, despite being coupled when the phase difference between the cells was small, after a transient change in dynamics, cells oscillated with a 0.5 T phase difference, i.e., oscillations became anti-phase (lower panel). Uncoupled cells oscillated with equal amplitude of Ca 21 release. When coupled together, cells continued to oscillate with equal amplitude. However, the amplitude of the Ca 21 oscillations in the coupled system was lower than that of the uncoupled system. Cells in the coupled system oscillated at a higher frequency compared to the uncoupled system. The system reached steady anti-phase oscillations in ;250 min. The final phase difference between cells was ;0.5 T and remained constant (Fig. 7 D) . When stimulus was increased further so that the system remained on branch a 2 , the frequency of the coupled system increased but cells remain anti-phase locked.
Bistable oscillations
Branch s 3 represents in-phase oscillations. However, branches s 3 and a 2 ( Fig. 6) coexist; therefore, when stimulus is in the range of branch s 3 , the system is in a periodic bistable state. Coupled cells will either oscillate with large amplitude antiphase or small amplitude in-phase Ca 21 release. The system can be in one or the other state depending on initial conditions, and can be switched from one state to the other by perturbations (not shown).
The above analysis shows that cells coupled through current exchange can interact by modulating [IP 3 ] c of a connected cell through voltage-dependent IP 3 synthesis. This interaction leads to in-phase, phase-locked, anti-phase, and bistable synchronization of the identical coupled cell depending on the level of stimulation. Thus, the prediction of the reduced weakly coupled phase oscillators model is in agreement to the response of the full model. This further confirms that the interaction between the coupled oscillators through voltage-dependent enhancement of store Ca 21 release results in weak interaction.
Dynamics of a heterogeneous cell pair
Cells in biological systems display heterogeneity for different reasons, such as variation in receptor density or size, etc. The aim of this section is study a more realistic system composed of two heterogeneous cells. We begin the study with a cell pair with IP 3 sensitivities s1 ¼ 0.35 mM (cell 1) and s2 ¼ 0.45 mM (cell 2). Once again, the cells are strongly connected with a gap junction that only allows flow of current but not Ca 21 
Then we extend the results of this specific case by studying the effect of 1), heterogeneity (i.e., varying s2 with respect to s1), and 2), strength of gap junction coupling and spatial separation by varying coupling parameter G.
One-parameter bifurcation diagram
A schematic one-parameter bifurcation diagram of [Ca 21 ] c with respect to stimulus (b) summarizes the various dynamical features of this system (Fig. 8) . Only the maximum oscillation points are given for the sake of clarity. Once again the coupled system has four Hopf points. Two of these (H1 1 and H1 2 ) belong to cell 1 and the other two (H2 1 and H2 2 ) to cell 2. Note that cell 1 is more sensitive to IP 3 , therefore the Hopf points for cell 1 lie to the left of the respective Hopf points of cell 2 (i.e., at lower values of stimulus b). The system is at stable steady state before cell 1 Hopf point 1 (H1 1 ) and after cell 2 Hopf point 2 (H2 2 ). Stable phase-locked oscillations arise in both cells simultaneously as branch P1 (P1 collectively refers to P1 1 and P1 2 , where the subscripts denote cell number with which the branch is associated). Note that the amplitude of branch P1 is different for the two cells; cell 2 oscillates with a larger amplitude. Branch P1 changes into PT, where phase-trapped oscillations emerge. Once again, the amplitude of oscillations is different for the two cells on this branch. Branch PT changes to branch P2, where cells are no long oscillating with the same frequency. Branch P2 changes into PD, where period-doubling oscillations occur with different amplitudes. Branch Q is the branch of quasiperiodic oscillations. Branch Q changes to branch P3, where once again phase-trapped oscillations occur. Note that the membrane potentials of the two cells oscillate with equal amplitude, which is due to the large electrical coupling between the cells. However, the same dynamical features exist in membrane-potential bifurcation diagram (not shown). The above given synchronization states will be defined and discussed below.
Phase-locked oscillations
Branch P1 emerges from the Hopf points through an unstable oscillatory branch (not shown). Ca 21 oscillations of the two cells are phase-locked on this branch, but cell 2 (Fig.  8 , upper trace) shows larger amplitude Ca 21 peaks than cell 1. An example of phase-locked oscillations is given in Fig. 9 . When uncoupled, cell 2 is nonoscillatory, whereas cell 1 is oscillatory (Fig. 9 A) . However, when coupling is enabled, cell 2 also starts to oscillate and the amplitude of cell 1 Ca 21 oscillations decrease (Fig. 9 B) . Both cells oscillate with the same frequency, which is higher than the uncoupled frequency of cell 1. The coupled cells remain phase-locked with a constant phase difference. The dynamics of the coupled system is governed by voltage-dependent IP 3 synthesis as explained below. Ca 21 oscillations in the coupled cells are phase-locked with a phase difference .0, whereas the membrane potentials of the cells oscillate in-phase (Fig. 9 D) . This is due to the large gap junctional conductance that makes the cells isopotential. Since membrane potential modulates IP 3 in each cell, [IP 3 ] c in the cells oscillate in-phase (Fig. 9 E) . When cell 1 releases Ca 21 , there is a depolarization and an increase in [IP 3 ] c (downward arrowhead in Fig. 9 E) (marked with upward arrowhead in Fig. 9 E) ; however, this increase in IP 3 does not evoke a response from cell 1. The reason for this can be ascertained by an examination of the system dynamics in the Z-Y and Z-P phase space (Fig. 9, F and G, respectively. Increase in [IP 3 ] c due to cell 1 Ca 21 release-induced depolarization occurs (marked with downward arrowhead in Fig. 9 , E-G) when cell 2 is in a resting but excitable state. Therefore cell 2 responds with large Ca 21 release. On the other hand, when an increase in [IP 3 ] c occurs due to cell 2 depolarization (marked with upward arrowhead in Fig. 9 , C, E, and F), cell 1 is in a refractory phase. Therefore, cell 1 does not respond. The net effect is that cell 1, although being not significantly affected by cell 2, is able to evoke response from cell 2 at each cycle. Note that cell 2 cannot be considered oscillatory-it is only responding to periodic current injections from cell 1. Also, the phase difference between the two oscillators never decreases to zero as there is a finite delay between the change in membrane potential and change in [IP 3 ] c .
Phase-trapped oscillations
Oscillations are said to be phase-trapped when they occur with an oscillating phase difference. Phase-trapped oscillations occur on the branch PT (Fig. 8 ). An example of phasetrapped oscillations is given in Fig. 10 A. In the uncoupled system, cell 2 did not oscillate (upper panel); however, when coupled to cell 1, it also became oscillatory (lower panel).
After undergoing a transient change in dynamics, cells interact so that the phase difference between cells oscillates but remains within a bounded region. In the coupled system, cell 1 Ca 21 oscillates with lower amplitude than the uncoupled state. The amplitude of Ca 21 oscillations in cell 2 was also oscillatory with four different peak values. The frequency of the coupled system was lower than the frequency of uncoupled cell 1. Phase difference between the cells is oscillatory (Fig. 10 B) . Similar phase-trapped oscillations occur on branch P3; however, now the amplitude of the Ca 21 oscillations in cell 1 is much smaller than cell 2 (not shown).
n/m phase-locked oscillations
In the preceding coupled system dynamics, every oscillation of cell 1 was followed by an oscillation of cell 2. Dynamics of this type are said to be 1:1, that is, there is one/one correspondence between the peaks of the oscillating cells. On branch P2 (Fig. 8 ), this 1:1 oscillatory behavior of the cells does not exist any longer. Now for every three oscillations of cell 1, there are two oscillations of cell 2 (Fig. 10  C) . In this case, cell 1 and cell 2 are said to be 3:2 phaselocked. This ratio can change and generally cells are said to (Fig. 10, C and D) .
Period-doubling oscillations
Branch PD (Fig. 8) represents a region where one or both of the cells, when coupled, oscillate at nearly twice the frequency of the uncoupled state. An example of period-doubling oscillations is given in Fig. 11 . In the uncoupled system, both cell 1 and cell 2 are oscillatory (Fig. 11, upper panel) . At t ¼ 50 min, gap junction coupling is enabled. The frequency of cell 1 is increased, whereas the frequency of cell 2 shows an even greater increase to approximately twice that of the uncoupled state (Fig. 11, lower panel) . In the coupled system, the amplitude of cell 1 Ca 21 oscillations decreased, whereas those of cell 2 increased.
Quasiperiodic oscillations
An n/m phase-locked oscillation is quasiperiodic if n/m is an irrational number. All dynamics of coupled cells 1 and 2 on branch Q (Fig. 8) are quasiperiodic. Quasiperiodic oscillations are characterized by oscillating amplitudes. An example of quasiperiodic oscillation on branch Q is shown in Fig. 12 A. The peak Ca 21 amplitudes of cell 2 oscillates with time ( Fig. 12 B) . The period of oscillations is also oscillatory (Fig.  12 C) . Poncaire sections show that cell 2 (lower intrinsic frequency) shows quasiperiodic, whereas cell 1 has more complex oscillations (Fig. 12 D) . However, further down this branch (increased stimulus), both cells clearly show quasiperiodic oscillations (Fig. 12 E) . The overall dynamics of the cells is similar to the beat phenomenon, which is usually observed in uncoupled systems of slightly different frequencies. However, quasiperiodic oscillations are more complex. Quasiperiodic oscillations are frequently observed in smooth muscle Ca 21 and membrane-potential oscillations (see (42) ).
Effect of heterogeneity
The previous section has shown that introducing heterogeneity between the oscillators results in complex synchronization dynamics of the coupled system. The relative IP 3 sensitivities of the two cells (s 2 /s 1 ) determine the degree of heterogeneity of the coupled system. As the dynamics of the two cells become more disparate and deviate from a 1:1 phase relationship, a simple measure of phase difference (Df) is not sufficient to quantify the overall system dynamics. Therefore, now we introduce another measure of synchronization as follows. In the coupled system, the frequency of the oscillators does not generally remain constant; therefore, we define an instantaneous frequency of the oscillator (also see (43) 
Now we define a synchrony index S (44) to measure the degree of synchronization between the phases of the oscillators,
sin 2pu i ðtÞ
cos 2pu i ðtÞ 2 s : (7) If the phases of the oscillators are completely synchronized, S ¼ 1, and 0 when there is no synchrony. We also define average values of S and f as follows:
The effect of heterogeneity on synchronization of the coupled cell pair is now studied by fixing cell 1 at IP 3 sensitivity s 1 ¼ 0.35 mM while varying the sensitivity of cell 2 (s 2 ) (Fig. 13) . The system was typically integrated for 50-100 min and the average synchronization index S S and average frequency f were calculated for each s 2 /s 1 case. Thus each point on the graphs represents the averaged response of a unique heterogeneity combination (s 2 /s 1 ). At the point s 2 /s 1 ¼ 1, cell 1 is coupled to an identical cell; for s 2 /s 1 , 1, cell 1 is coupled to a cell more sensitive to IP 3 than itself, i.e., with higher intrinsic frequency, and the opposite when s 2 /s 1 . 1. Fig. 13 A shows the devil's staircase plot (45) to study the response of such cell pairs when stimulated with a fixed value of b ¼ 0.2 mM. The ratio of intrinsic uncoupled frequencies of cell 1 and 2 is given by the curve f 1u =f 2u , where the subscript u denotes that cells are uncoupled. A similar plot of frequencies f 1c =f 2c , but in the coupled state is given by the thick trace. When cell 2 is more sensitive to IP 3 than cell 1 (s 2 , s 1 ), it oscillates at a higher intrinsic frequency, therefore the curve f 1u =f 2u , 1 for s 2 /s 1 , 1; similarly f 1u =f 2u . 1 for s 2 /s 1 . 1. It is clear that coupling the cells alters the frequency response of the cells because the f 1c =f 2c curve deviates from the f 1u =f 2u curve and shows abrupt increases or plateaus, instead of a smooth monotonic increase. For example, f 1c =f 2c is same for different s 2 /s 1 cases in the region marked by the arrowhead (Fig. 13 A) , and forms a plateau. This shows that when coupled, all s 2 /s 1 cases in this region result in the same average dynamics despite different intrinsic frequencies of cell 2 in each case. An examination of the average synchronization index S S, Fig.  13 B, shows that these cell pairs show a very low degree of phase synchronization. This indicates that the frequencies of the two cells are locked in an average sense but not synchronized on a peak-to-peak basis. The deviation of a cell from its intrinsic frequency due to coupling is indicated by the ratio of coupled versus uncoupled frequencies. For example, the curve f 1c /f 1u (Fig. 13 A) shows that in this region of s 2 /s 1 (arrowhead), cell 1 has increased its frequency whereas cell 2 f 2c =f 2u (Fig. 13 A) has not significantly changed its frequency. Moreover, cell 1 had to increase its frequency less in each of these ensuing cases due to decreasing heterogeneity, and thus all the s 2 /s 1 combinations in this region resulted in the same 2:1 (cell 2/cell 1) phase-locked state and formed a plateau.
The sizes of the plateaus increase as s 2 /s 1 approaches 1. Around s 2 /s 1 ¼ 1, the frequency ratio f 1c =f 2c ¼ 1, i.e., oscillations, are 1:1 synchronized. However, Fig. 13 B shows that in this region, S S , 1 although the cells are 1:1 coupled, indicating that the cell pairs are phase locked with a phase difference .0, except at s 2 /s 1 ¼ 1, where the system degenerates to the homogenous case discussed earlier.
The f 1u =f 2u trace does not extend beyond a certain value of IP 3 sensitivity (s 2 1.1) because cell 2 is not oscillatory at the given stimulus (b ¼ 0.2 mM) at these sensitivities. However, in the coupled state (f 1c =f 2c ), cell 2 becomes oscillatory due to being paced by cell 1, and the cell pair oscillates in a phase-locked synchrony as has been shown in a previous section. With decreasing IP 3 sensitivity (increasing s 2 ), cell 2 becomes less excitable; however, cell 1 is still able to pace it in a 1:1 phase-locked mode. This appears as the plateau around s 2 /s 1 . 1. As s 2 increases in value, refilling of the cell 2 store requires longer duration, and hence cell 2 remains in refractory period longer. Under such conditions, a current flow from cell 1 triggers an increase in IP 3 but is unable to evoke an excitable response from cell 2 until it refills. Thus with increasing s 2 , cell 2 becomes less excitable and now the 1:1 is replaced by 1:2 (cell 2/cell 1) phaselocked mode. This trend of n/m phase-locked synchrony continues with increasing heterogeneity until cell 2 reaches such a low level of excitability that cell 1 can no longer trigger it to release Ca 21 and it remains nonoscillatory. In summary, a feature of the phase locking is that the cell with the lower intrinsic frequency adjusts its frequency significantly to achieve the global compromise frequency. Thus, when s 2 /s 1 , 1, cell 2, which has the higher intrinsic frequency, remains close to its intrinsic frequency, whereas cell 1 increases its frequency to reach the compromise frequency. Similarly, for s 2 /s 1 . 1, cell 2, with the lower intrinsic frequency adjusts its frequency to reach the compromise frequency. Finally, a cell can also pace a nonoscillatory but sufficiently excitable cell through voltage-dependent IP 3 synthesis.
Stimulus (agonist) dependent synchrony
An important feature of this coupled cell pair is that the degree of synchrony is dependent on the intrinsic frequencies of the cells, i.e., different stimulus conditions can result in different degrees of synchrony. The above analysis was carried out at a fixed stimulus of b ¼ 0.2 mM. Now Fig. 13 C shows the response of the system at b ¼ 0.4 mM. It is apparent that the plateaus that existed for s 2 /s 1 1 are lost and that around s 2 /s 1 ¼ 1 is significantly reduced. This shows that increasing stimulus b from 0.2 mM to 0.4 mM has reduced the ability of heterogeneous cells to synchronize. Similarly, increasing stimulus to 0.5 mM and 0.6 mM (Fig.  13, D and E, respectively) results in even more loss of the phase-locked plateaus. Also it should be noted that as the strength of stimulus b is increased (Fig. 13 A, C-E) , the f 1c / f 2c curve deviates less and less from the f 1u =f 2u curve. This observation confirms that there is a general loss of synchrony with increasing stimulus. However, with increasing stimulus, cell 1 is able to pace cell 2 with low IP 3 sensitivities (s 2 ) which it was unable to pace at lower stimulus. This is because with increasing stimulus, cell 2 becomes more excitable; thus cell 1 is able to evoke a response from it. This frequency dependence of synchronization is summarized by plotting average synchrony index ( S S) curves for different values of stimulus for the same range of s 2 /s 1 (Fig. 13  F) . The outermost curve is for b ¼ 0.2 mM and each succeeding inner curve corresponds to increasing values of stimulus. This figure shows that generally, synchrony is reduced with increasing stimulus, i.e., with increasing intrinsic frequency of the oscillators. This confirms the prediction of the weak-coupling analysis, where it was shown that at higher levels of stimulus b (i.e., at higher frequencies), the interaction function changed so that synchrony becomes less stable and more sensitive to differences in the intrinsic frequencies of the coupled cells.
Electrically mediated IP 3 versus chemical coupling
The analysis given so far was carried out under conditions where the cells were coupled by large electrical coupling only and not by diffusion of Ca 21 or IP 3 
. This enabled us to elucidate the role of electrical coupling in synchronization of cells through voltage-dependent excitability of Ca 21 oscillations. The aim of this section is to investigate whether cells separated by large distances, i.e., coupled with small gap junction conductance, can display the synchronization features similar to the case of large electrical coupling. Finally, a comparison will be made between synchronization achieved through electrical-versus chemical-mediated coupling.
Long-range synchronization: weak-coupling analysis
We now use the results of weak-coupling analysis to compare the long-range synchronization features of coupling achieved through diffusion of Ca 21 , IP 3 , and voltage-dependent enhancement of store Ca 21 release. Gap junction coupling (G) was used as a parameter to simulate the distance between oscillators; decreasing G is equivalent to increasing the distance between the oscillators.
Weak-coupling analysis shows that coupling through diffusion of Ca 21 is able to synchronize cells that are in close proximity (G 1). At low frequencies, bistable synchrony appears where in-phase and anti-phase synchrony are simultaneously stable (Fig. 14 A) . With increasing frequency (stimulus b), only in-phase oscillations are stable (Fig. 14 B) . In the case of coupling through diffusion of IP 3 , synchrony at lower frequencies is phased-locked (not in-phase) (Fig.  14 C) , and then become anti-phase at higher frequencies (Fig. 14 D) .
Now we proceed to compare long-range (G 1) synchronization features achieved through chemical versus electrical coupling. In weakly connected systems, synchrony can be predicted by the shape of PRC and derivative of the uncoupled limit cycle (see Ermentrout (46) for details). Phase-response curves were produced for injected pulses of Ca 21 , IP 3 , and membrane potential for different strengths of coupling inputs (Fig. 14 E) . As coupling is reduced, i.e., as cells are moved apart, PRCs begin to change due to lower amplitude of coupling current or chemical influx. For G ¼ 0.1, the amplitude of PRCs generated by current injections is slightly reduced (thick solid line) ; however, the general shape remains unaltered. Therefore, the integral of this PRC and derivate of uncoupled voltage limit cycle (Fig. 14 F) will be positive after the spike. Thus, synchronization by means of electrical coupling through voltage-dependent IP 3 synthesis will remain effective even for G ¼ 0.1 or 10 times larger separation. In the case of Ca 21 coupling, the PRC is reduced to almost zero (Fig. 14 E, thin solid line; notice multiplication by 20). Moreover, this PRC lies entirely above the zero axis, i.e., has no negative region. Therefore, the integral of this PRC and derivate of uncoupled Ca 21 limit cycle (Fig. 14 F) will be negative or nearly zero after the spike. Therefore, coupling by Ca 21 at G ¼ 0.1 will not result in in-phase synchronization. Similar results are obtained for coupling by diffusion of IP 3 .
Thus, it is predicted that electrical coupling through voltage-dependent IP 3 synthesis is an effective long-range signaling mechanism, whereas chemical coupling through diffusion of Ca 21 or IP 3 is only effective over small spatial separations. These results also show that chemical coupling at long-range would be far more unstable in the presence of oscillator heterogeneities as compared to electrically mediated coupling through voltage-dependent enhancement of Ca 21 release. Now we proceed with analysis of the full system to confirm these results.
Electrical coupling
In the preceding analysis of the full model, cells were electrically isopotential, i.e., their membrane potentials were identical (see Fig. 9 D) due to the large electrical coupling
ÿ1 ) between the cells. Here we relax this condition and study the effect of the electrical coupling strength on the synchronization properties of the coupled cell pair. As the gap junction coupling strength is reduced, the cells will no longer have identical membrane potential. Fig. 15 shows the effect of gap junction coupling strength on the synchronization of the coupled cell pair studied earlier (IP 3 sensitivities; s 1 ¼ 0.35 and s 2 ¼ 0.4 mM). Fig. 15 A (lowest trace) shows the frequency ratios of cell 1 versus cell 2 (f 1c =f 2c ) for gap junction coupling G from 0 to 1 (i.e., electrical coupling strengths from 0 to 400 mS), when stimulated at b ¼ 0.2 mM. It can be seen that the cell pair remains 1:1 phase locked even when coupled by negligibly small gap junctional conductances (not visible in Fig. 15 A; G 0.00005, equivalent to electrical coupling of g V 0.02 mS). Fig. 15 B (uppermost trace) shows that the corresponding average synchrony index S S remains high for this value of gap junction coupling. The system reaches a response equal to the isopotential case (G ¼ 1, g V ¼ 400 mS, i.e., identical membrane potentials) even for very small values of gap junction coupling (not visible in Fig. 15 A; G 0.0025; equivalent to electrical coupling of g V 1 mS) i.e., even when the membrane potentials of the two cells are not identical. When the same cell pair is stimulated with b ¼ 0.3 mM, they still maintain a 1:1 locking (Fig. 15 A, lowest trace). However, now the corresponding average synchrony index (Fig. 15 B, second top trace) is reduced, indicating increased phase difference. Now for b ¼ 0.3 mM, a larger coupling (not visible in Fig. 15, A and B ; G 0.01-0.025; equivalent to electrical coupling of g V 4-10 mS) is required to reach a response equal to the isopotential case. This shows that the electrically coupled cell pair can maintain 1:1 phase locking for very small electrical coupling and at varying stimulations. Thus, cells do not need to be strongly electrically coupled (i.e., have identical membrane potentials) to display synchronization features displayed by cells coupled by large electrical coupling.
Electrical versus chemical coupling
The synchronization features of the cell pair when coupled electrically through voltage-dependent IP 3 synthesis are significantly different to that when coupled by diffusion of 
) through gap junctions cannot synchronize in a 1:1 phase-locked state; instead it reaches a 1:2 (cell 1/cell 2) phase-locked state, and then only for gap junction permeability of G . 0.062 (Fig. 15 A, (uppermost  trace b ¼ 0.2) . Moreover, in this case the average synchronization index S S is significantly lower (Fig. 15 B, lowermost  trace) . The electrically coupled cells maintain a 1:1 phase locking even when stimulus is increased to b ¼ 0.3 mM (Fig.  15 A, lowest trace) , whereas the Ca 21 -coupled cells even lose the 1:2 phase locking (Fig. 15 A, middle trace) and the average synchrony index remains significantly lower than that for electrical coupling. Thus, it is clear that electrically mediated IP 3 coupling is significantly more effective in synchronizing cells compared to chemical coupling through diffusion of Ca 21 . Fig. 15 C shows the synchronization properties of cell pairs with respect to heterogeneity (s 2 /s 1 ) when electrically coupled (no chemical coupling) by a gap junction coupling of G ¼ 0.0025 (i.e., weak electrical coupling). The cell pairs show synchronization plateaus, indicating that even weak electrical coupling is sufficient to synchronize heterogeneous cell pairs through voltage-dependent IP 3 synthesis. In contrast, when cells are coupled by diffusion of Ca 21 , and no other coupling, even with 10 times larger gap junction coupling of G ¼ 0.025, no synchronization plateaus are achieved (Fig. 15 D) , and the coupled frequency ratio f 1c /f 2c remains close to that of the uncoupled ratio f 1u =f 2u . A plot of average frequency index S S with respect to heterogeneity (s 2 /s 1 ) (Fig.  15 E) shows that reducing gap junction conductance between electrically coupled cells (without Ca 21 coupling) does not have a significant effect on the synchronization properties of the cell pair. In contrast, when cells are coupled only by diffusion of Ca 21 , the average frequency index S S (Fig. 15 F) is reduced so that it is close to the uncoupled state for all s 2 / s 1 cases except the homogenous case. Synchronization properties of cells coupled by only diffusion of IP 3 were found to be similar to that of cells coupled only through diffusion of Ca 21 . These results show that electrical coupling through voltage-dependent IP 3 synthesis is orders of magnitude more effective than chemical coupling through diffusion of Ca 21 or IP 3 .
The influence of chemical fluxes through gap junctions is reduced with increasing separation of cells. Thus, an implication of the above results is that heterogeneous cells that are not adjacent, but separated by large distances due to intervening cells, are able to synchronize their Ca 21 21 oscillations. Although these authors have studied ensemble of cells, the intrinsic frequencies of the cells were chosen to be same or very similar. We also note that the authors have simulated a population of ;90 cells where cells away from the boundary are connected to six nearest neighbors. Thus, the proximity between cells is not large, and therefore their results do not apply to long-range signaling. In such a case where proximity between cells is not large, chemical coupling was effective in synchronizing the cell ensemble, as also predicted by our study. Thus our study supports their findings in the limit of close proximity between cells, but further shows that large population of heterogeneous cells that are separated over large distances will not synchronize in the presence of chemical coupling only. In the tissue of our study, the gastric smooth muscle, cells have different intrinsic frequencies (see van Helden and Imtiaz (12)). Therefore, electrical, but not chemical (Ca 21 and IP 3 ) coupling is necessary for long-range synchronization in the system studied here.
Long-range signaling
Long-range signaling and synchronization of Ca 21 oscillations require strong coupling between oscillators, but on the other hand nonphysiologically strong chemical coupling abolishes many experimentally observed phenomena. For example, long chains of our oscillators when strongly chemically coupled (i.e., by adopting extraordinarily high, nonphysiological chemical diffusion) display synchronization at high levels of stimulus, but remain nonoscillatory and do not display asynchronous oscillations under subthreshold stimulations (M. S. Imtiaz, unpublished observations). These phenomena are usually observed in weakly connected systems, and strong coupling reduces the dynamics of the coupled system to a narrow deterministic range. Thus, contradictory constraints are placed on the coupling mechanism. This dilemma is solved by the current proposed mechanism by combining a strong coupling agent (electrical coupling) with a weak-coupling mechanism of voltage-dependent modulation of store Ca 21 release. The voltage-dependent store Ca 21 release feedback loop works locally within cells to weakly couple each cell to the strong coupling link provided by membrane potential (see Figs. 1 and 16 ). The proposed coupling mechanism has the advantage that cells retain a large degree of autonomy of Ca 21 oscillations and are also able to interact with cells separated by large distances and modulate their local Ca 21 dynamics to the ensemble average. The outcome of such interaction in identical cells is in-phase, phase-locked, and anti-phase synchrony.
The introduction of heterogeneity immediately destroys the anti-phase synchrony; therefore, a more biologically relevant outcome is the in-phase and phase-locked synchrony of identical or near identical cells. In nonidentical cells, the outcome can be anywhere from strongly phase-locked to n/m phaselocked states, dependent on the degree of heterogeneity and stimulation; but generally cells remain phase locked.
Weak-coupling analysis was carried out to predict the effect of gap junction conductance and spatial separation on the synchrony of the coupled cells. With decreasing coupling (increasing distance), the PRCs for electrical pulses did not change significantly and retained general shape. This indicated that long-range signaling could be achieved by electrical coupling via voltage-dependent modulation of store Ca 21 release. These predictions were confirmed in the full model, where it was found that synchronization occurred for negligibly small values of gap junction conductance (;0.02 mS) and reached the dynamics similar to those of infinitely coupled cells even for small values of gap junction conductance (;1 mS). This shows that not only cells that are adjacent to each other or within isopotential range, but also those distant to each other, can interact through this mechanism and successfully reach a synchronized or phaselocked state. Contrary to this, it was shown that with decreasing gap junction coupling (increasing distance), the PRCs for chemical coupling changed in such a way as to destabilize synchrony. This was confirmed in the full model, where it was shown that diffusion of Ca 21 or IP 3 could act as a strong coupling agent only for large gap junction permeability, i.e., for cells that are located adjacent or in near proximity to each other, but it was virtually ineffective for cells that were distant to each other. In a previous study (12) , we have shown that large two-dimensional arrays of our oscillators reach synchrony even in the presence of heterogeneities and large spatial spread of the population. 
Frequency-dependent synchrony
Another important aspect of our coupling mechanism is the frequency-dependent synchrony of the coupled cells. It has been shown that timing of the interaction of the oscillators compared to the duration of the action potentials determines synchronization (55) . Weak-coupling analysis showed that the interaction function changes with stimulus, favoring greater synchrony at lower frequencies. Thus, cells oscillating at low frequencies, i.e., when stimulated with low levels of agonist, reached a greater degree of synchrony (Fig. 13) . Therefore, at any given level of stimulus, cells that are most sensitive will be oscillating with the highest frequency and therefore will also show the least degree of synchrony. On the other hand, at the same stimulus level, cells that are oscillating at lower frequency will show a greater degree of synchrony. The outcome of this result is that different groups of synchronized cells will emerge at different levels of stimulation. This has significant consequences in the pacemaking process of cell ensembles, i.e., pacemaker group of cells within a cell ensemble will change with changing stimulation.
Another implication of this result is that as stimulus is increased, cells in an ensemble will lose synchrony and their average response will be noise. This could underlie such phenomena as spasm observed in overstimulated lymphatic (51) , blood (56) , and gastric smooth muscles (7) . Similar frequency-dependent synchrony has been observed in the locus ceruleus region of the brain (57). Using experimental and modeling studies, the authors concluded that a combination of electrotonic coupling and firing frequency are the key elements that regulate synchrony in the adult animals. These results are in complete agreement to the results of our study where synchrony was found to be dependent on intrinsic frequency (stimulus) and electrical coupling. This agreement further corroborates the idea that the overall structure of the proposed mechanism is generic and not dependent on the exact nature of the excitable system. Thus, using any model of Ca 21 oscillation, and replacing voltage-dependent IP 3 synthesis with another voltage-dependent agonist of cytosolicstore Ca 21 , excitability would produce the same result as long as the overall system is maintained.
Future directions
The oscillators in our study were modeled as point sources; that is, did not take into account diffusion within the cell. Although a point oscillator cannot predict all possible outcomes, it presents a reasonably accurate picture (20) . We note that the current analysis does not imply that the qualitative outcomes of the model are necessarily observed in two coupled smooth muscle cells, or indeed the synchrony modes presented are exhaustive. However, the main aim of this study was to compare various coupling mechanisms effective for long-range signaling, and the point oscillator model provides a reasonable analysis for this purpose. Future studies will involve a more detailed analysis using models that take into account diffusion within single cells.
Further studies are also under way to study large gastrointestinal system using our coupling mechanism using voltage-dependent enhancement of store Ca 21 release.
CONCLUSION
The results of this study indicate that chemical coupling through diffusion of Ca 21 and IP 3 is effective only in synchronizing Ca 21 oscillations of cells that are closely located. However, with increasing heterogeneity (intrinsic frequencies) and distance between cells, chemical coupling fails to be an effective synchronizing mechanism. Based on previous experimental observations, this study has shown that electrical coupling, acting through voltage-dependent modulation of cytosolic-store excitability, is sufficient in synchronizing oscillations of cells even in the absence of chemical coupling.
It is known that membrane potential can enhance release of Ca 21 from intracellular stores by various mechanisms such as voltage-dependent Ca 21 influx, voltage-dependent synthesis of IP 3 , or a combination of the two. In this study, a specific case was presented where electrical coupling occurred through voltage-dependent synthesis of IP 3 . It was shown that it is the combination of local weak coupling through voltage-dependent enhancement of store Ca 21 release and strong coupling through membrane potential that underlies long-range coupling. Importantly, unlike chemical coupling, this mechanism is effective in coupling cells over a large range of spatial separations and heterogeneity of intrinsic frequencies.
Voltage-dependent modulation of store-Ca 21 release has been shown to exist in various other gap junction-connected multicellular systems, such as lymphatic and vascular smooth muscles. Therefore, the outcome of this study is also relevant to synchrony and long-range signaling in these and possibly other systems.
APPENDIX
We use our previous experimentally derived model of a single cell (30) 3 ] c ) P, and membrane potential V. A schematic given in Fig. 16 shows the main feedback loops and fluxes comprising the system. Dropping the subscripts that denoted the cell number, the Ca 
