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Architecture of the RELAX Problem Solving
Environment




RELAX is a problem solving environment for
collaborating partial dJfferentlal equation (POE)
solvers and editors. RELAX provides both a com-
putational and user interface environment. The
computational environment coordinates teams
of single domain POE solvers. which collabora-
tively solve mathematical systems called compos-
ite partial differentlal equation problems. The
user interface environment coordinates multiple
interactive user interface components. called ed-
itors. which display or alter any feature of a com-
posite POE problem. Editors may be both text-
oriented (e.g.• equation editors) and graphics-
oriented (e.g.• solution plotters).
The RELAX architecture is based upon a set of
inter-communicating software components. Edi-
tors and single-domain POE solvers are examples
of RELAX components - these particular ones are
externally supplied (perhaps from libraries). RE-
LAX also provides several intrinsic system compo-
nents which drive the environment. RELAX pro-
vides a message passing mechanism for support-
ing inter-component communication - this mech-
anism provides one-to-one message transmission
as well as a form of message broadcasting. This
paper describes the architecture ofthe RELAX en-
vironment. We outline the function and structure
of each component as well as the message pass-
ing protocol which integrates these components
into a working system.
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The design of RELAX has three goals. The first
goal is to build a system which would be capable
of integrating existing scientific software for par-
tlal differentlal equations (POEs) into a broader
problem solving environment. POE problems are
veIY important in scientific computing because
they provide useful models ofa variety ofphysical
phenomena (e.g.• heat distribution. electrical and
magnetic potentlal. fluid flow). Recent decades
have witnessed great progress in this branch of
scientific computing. culminating in general POE
problem solving systems such as ELLPACK [8]
and OEQSOL (5]. These systems are highly func-
tional. convenient and complete. but are typically
focused upon solving one single. isolated POE
problem (e.g. the temperature distribution in a
single heated metal plate).
RELAX first encapsulates the functionality of
these systems - rather than re-inventing or du-
plicating their technologies. RELAX focuses on
integrating them into a larger composite prob-
lem. Adapting these systems for RELAX requires
a relatively small amount of coding (compared
to re-implementation). Once encapsulated. RE-
LAX extends the functionality of these systems -
whereas they solve single domain POE problems.
RELAX solves multi-domain "systems" of POE
problems (e.g. the temperature distribution in a
system of attached metal plates). In meeting this
goal. RELAX makes use of pre-existing POE prob-
lem solving software without re-implementing it.
and with a relatively small degree of embell1sh-
ment.
The second design goal of RELAX is that it have
the capability ofusing pre-existing display and in-
teraction components to form a flexible. dynamic
user interface. This goal is motivated by the fact
that user interface software, like POE modellfng
software, is extremely expensive to implement
[7]. RELAX supports user interface components
which are structurally separated from the under-
lying application feature which they are display-
ing or editing. Such user interface components
do not share data structures with the application,
instead they operate by passing messages to and
from the application. Separation of the applica-
tion from the user interface is widely recognJzed
as an important goal of user interface des1gn [9].
The third deS1gn goal is that the first two deS1gn
goals be achieved in a uniform, seamless fash-
ion. Consequently, RELAX employs a stngle in-
ternal operational paradigm - message passing.
This paradigm is applied to an functions of the
system. Message passing is used to operate both
the RELAX user interface environment as well as
the RELAX computational engine.
Whereas RELAX is an interactive system, its ap-
plication dOmain has some characteristics which
are unusual in interactive systems. Many of
the computational steps (e.g., solving a POE or
displaying a color surface) are inherently time-
consuming; there may be dozens or hundreds of
such steps in solving a modestly complex prob-
lem. Thus, really "fast" response in unlikely even
with very high performance computers. There
are, however, stngle editing steps where the user
expects very fast response. Even so, the over-
all size of the computational problem makes it
feasible to use rather complex data structures
and protocols without impacting system perfor-
mance. The highest priority is to greatly enhance
the problem solving capabilities and user conve-
nience.
1.1 Layout of this Paper
This paper describes the architecture of the RE-
LAX environment, and the mechanisms which
RELAX uses to meet the above des1gn goals. The
remainder of this introductory section defines the
class of mathematical problems which RELAX
may be applied to. Section 2 presents the ba-
sic architectural arrangement of RELAX and de-
scribes the message passing mechanism of the
system. Sections 3, 4 and 5 describe the opera-
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tions of each part of the RELAX system. Section 6
summarizes the ways in which RELAX meets its
des1gn goals, and suggests directions for future
work.
1.2 Composite PDE Problems
RELAX is used to solve composite POE prob-
lems. These are multi-domain, multi-operator
POE problems which model physical systems in-
volving the interaction of multiple local phenom-
ena. A composite POE problem is derived from
a collection of primitive PDE problems. A pr1m-
itive POE problem is comprised of (1) a domain
- an open set in space enclosed by a set of in-
terconnecting bow1dary elements, (2) an interior
equation - a partial differential equation which
is enforced over the interior of the domain, and
(3) a set of boW1daTy equations - individual equa-
tions which are independently defined on each
boundary element of the domain. Figure 1 illus-
trates the definition and solution of a pr1m1tive
POE problem.
Primitive POE problems are good for modellfng
physical objects - the domain typically models
the shape of the physical object, the interior
equation describes some phenomenon such as
the distribution of heat or electro-magnetic po-
tential throughout the object, and the boundary
equations dictate how the object interacts with
its surrounding environment. RELAX restricts
primitive POE problems to the two-dimensional
plane - there are only two space variables in all
equations, and the boundary elements are one-
dimensional cwves.
A composite PDE problem is built from a set ofge-
ometrically joined pr1m1tive POE problems. The
primitive problems are joined at various inter-
secting boundary elements, called geometric in-
teifares. (In RELAX, geometric interfaces are re-
stricted to be line segments.) Additionally, these
primitive PDE problems are coupled by special
inteifare equations. Interface equations dictate
how the local phenomena are transmitted from
one domain to the next. Examples are:
U=Vand
Un = -Vn •
Here. the symbols U and V represent the solu-
tions of two pI1m1tlve POE problems on neighbor-
ing domains. Un and Vn represent the outwardly
pointing normal delivatlves along the boundmy
element where the two domains are joined. These
interface conditions specify that the neighboring
solutions agree in value along the shared bound-
my. and that the solutions blend smoothly across
the boundmy. However. RELAX allows any al-
gebraic combination of U. V. Un and Vn to be
used as interface equations. Figure 2 illustrates
a two-domain composite POE problem. as well
the local solutions (without interface conditions)
and the solution of the composite problem. In
general. composite PDE problem can have many
domains. Multi-domain composite PDE prob-
U =tOO.Oems can model complex multi-mateI1al systems.
where each domain represents a single body in
a conglomerate system. These systems are typi-
cal ofmechanical designs. an extreme example of
which would be an engine.
2 Architectural Overview
RELAX is structured as a set of message-passing
software components. A software component is
a collection of data. along with a collection of
procedures for operating upon that data. Essen-
t1al1y. components are objects in the terminology
of object-oI1ented computing. (However. RELAX
is not an object-OI1ented computing system in
that it does not become involved in the gener-
ation of objects. and does not provide a class-
Figure 1: Example of a two-dimensional pI1m1- ing or tnheI1tance mechanism. Components do
tlve POE problem. The top diagram shows the not access the internal data of one another. In-
domain. inteI10r equation. and boundmy equa- stead. components interact with each other. and
tions. The bottom diagram displays the level con- the system. by sending and receMng messages.
tours ofthe solution ofthe problem. This problem RELAX provides a special message handler for ad-
could model fluid flow in a V-shaped region of a dressing and routing message transmissions.
pipe or liver.
2.1 Message Passing in RELAX
RELAX components send two types of messages:
edit requests and change notifications. An edit
request is a message asking that another compo-
nent change the state of one of its features. A
change notification is a report sent from a com-















the state of one of its features has changed. Es-
sentlally, edit requests are point-to-point com-
mands and change notifications are broadcasts.
Editable features are represented by symbolic
identifiers called targets. Each target has a name
and a type. Target identifiers (integers in our im-
plementation) are generated by the system upon
request by a component. This is called registering
a target. and the requesting component is called
the target owner. Any RELAX component can reg-
ister a target. RegisteI1ng a target makes some
feature of the owner visible to the other compo-
nents of the system. Any RELAX component may
be a target owner. an owner may register any
number of targets. and target registration may
be done at any time during the lifetime of the sys-
tem. Upon registeI1ng a target, the owner must
immediately be prepared to receive edit request
messages for the target. The owner component
is "bl1nd" in this form of communication - when
it receives an edit request message, it does not
know which component transmitted the message.
In addition to receMng edit request messages. a
target owner must also generate change notifi-
cation messages whenever the state of the tar-
geted feature changes. These messages are du-
plicated and broadcast to any other components
which are interested in a target. Other compo-
nents express their interest in a target by 1TWni-
toring the target. The system handles the regis-
tration of target monitors and automatically dis-
tributes change notifications to them. The owner
component is again bl1nd in this communication-
change notification messages are broadcast with-
out regard to the number or nature of the moni-
toI1ng components. Target owners may also with-
draw their targets at any time. In this case. each
target monitor is sent a TARGET_WITHDRAWN mes-
sage.
Figure 2: Example of a composite POE problem.
The first diagram illustrates the setup of the il1(11-
vidual pr1m1tlve POE problems and the interface
conditions which are imposed along their shared
boundary. The second diagram shows the sep-
arate solutions of the pr1m1tlve POE problems.
with the solutions simply set to zero along shared
edges. The last diagram illustrates the solution
of the composite POE problem.
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2.2 RELAX Components
There are three categories of components in RE-
LAX: (1) primitive PDE problem solving objects
("primitive objects" for short). (2) user interface
components, called editors, and (3) intrinsic sys-
tem components. The first two types of compo-
nents are supplied by the user and may be dy-
namically created. attached. and detached from
the system. Ftgtire 3 Illustrates the arrangement
of the components of the RELAX architecture.
RELAX components are represented as sets of
data and procedures. In the current fmplemen-
tation. the data and procedures are all contaJned
In a stngle address space. and the system runs
as a stngle process. It is possible to operate
RElAX In a distributed fashion. by substituting
communication stubs In place of various compo-
nents In the master RELAX process. We have
Implemented such stubs and the RELAX proto-
type currently operates In this distributed mode.
The externally supplled components. editors and
primitive objects. are represented by state records
- these are dynamically created data structures
which contain private data and a procedure ta-
ble. The procedure table contains pointers to the
procedures used by the editor or pr:lm1tive object.
Messages are passed to components by invoking
procedures owned by that component.
We briefly outllne the function of each type of
component:
• PrimUive Objects: These are externally sup-
plied components which model and solve
primitive POE problems. Primitive objects are
responsible for aU aspects of solving a stngle-
domain POE problem. mcluding the gener-
ation of numerical meshes. discretization of
the POE. and solving systems of equations.
• Editors: These are externally supplied com-
ponents which provide an Interface between
the user and some feature of the system. The
editor component is responsible for the com-
plete presentation of the user Interface. in-
cluding all communication with the window
system and/or graphics package.
• Message Dispatcher: The is a system sup-
plied component which handles all transmis-
sion ofmessages within the system. The mes-
sage dispatcher also registers targets and can
assist editors 1I110caUng targets.
• Composite Problem Plaifomc This is a sys-
tem component which maintains the data
structures defining a composite POE prob-
lem. For example. the composite problem
platfonn stores topologtcallnfonnation about
which primitive objects share geometric in-
terfaces. as well as equations defining the
Figure 3: Architectural arrangement of RELAX.
The ell1ptic shapes represent components which
are supplied externally, by the user or from a li-
brary. The rectangular shapes represent system
components.
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interlace conditions along those interlaces.
Additionally. the composite problem platform
maintains data structures defining a global
solution iteration. and is capable of executing
such iterations. F1nally. the composite prob-
lem platform is capable of defining composite
POE problem hierarchically.
• Object Support Plaifomc This is a system
component responsible for integrating primi-
tive objects into the system. The object sup-
port platform provides the attachment point
for primitive objects - recall that they are
external components and must be dynami-
cally attached to the running system. The
object support platform relays messages be-
tween primitive objects and the message dis-
patcher. Another feature of the object sup-
port platform is a virtual object mechanism
which allows various primitive objects to fil-
ter the messages intended for other primitive
objects.
• Editor Support Platform This is a system
component which provides an attachment
point and communication interlace for edi-
tors. The editor support platform relays mes-
sages to and from editors. and is also ca-
pable of parameterizing and controlling the
message flow. for example. by copying and
buffering messages.
3 Primitive Objects
Primitive objects are externally supplied RELAX
components. each of which manages the affairs
of a single primitive POE problem. This section
describes the functions of primitive objects. the
external message passing interlace of each prim-
itive object. and then gtves several examples of
primitive objects which we have implemented.
3.1 Functions of Primitive Objects
• Cloning. The first function of a primitive ob-
ject is that it be capable of duplicating it-
self. This is called cloning. and is the mecha-
nism for object origination in RELAX. RELAX
does not have an "object system." as is found
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in general purpose object-oriented computing
systems [3]. (These systems automatically
generate new objects. usually through a class
inheritance mechanism). Instead. object
classes are represented by "iconic objects" -
these are representative objects. loaded into
the system at startup. and are used exclu-
Sively for cloning. The author of an object
class must provide an iconic object for that
class.
• CommWlication InteJfare. Primitive objects
must present a communication interlace to
the outside world. This means theymust reg-
ister targets which represent their major fea-
tures and then exchange messages for these
targets. This makes the primitive object vis-
ible to the other components of the system.
For further details about this interlace. see
Section 3.2.
• Spare Allocation. A primitive object is re-
sponsible for allocating all space necessaxy
for its operation. Since primitive objects solve
POE problems. this often involves significant
amounts of memory. A primitive object must
communicate directlywith the underlying op-
erating system (e.g.• with rnalloc ( ») to ac-
quire its space.
• Geometric InteJfares. A primitive object must
distinguish one or more of its boundary el-
ements as geometric interlaces. Geomet-
ric interlaces are the only boundary ele-
ments along which the primitive object may
be joined to others. In the current two-
dimensional design of RELAX, geometric in-
terlaces are line segments. The remaining
boundaries can be of any shape the object
chooses. A primitive object must capable of
enforcing arbitrary first order linear bound-
ary equations of form
aU + bUn = c(z, y)
along these interlaces. Here. a and b are con-
stant coeffiCients and c is variable. taking its
value from an evaluation function. RELAX
uses these boundary equations to transmit
boundary data among neighboring primitive
POE problems during a global solution pro-
cess.
• Geometry Management. A primitive object
must manage its own geometry. RELAX does
not specify any shape constraints for prfmi-
tive objects. relying instead upon objects to
define their own geometry. Geometrically.
RELAX is concerned only with the special ge-
ometric interfaces. Objects may be of any
shape. so long as they meet at valid geometric
interfaces. Internally. the object is responsi-
ble for mainta1n1ng a geometric configuration
that is consistent with its other functions. for
example. the object should check that there
are no sharp comers which it cannot han-
dle. Editing messages which request such
geometric configurations should be rejected
by the prfmitive object (i.e.• a return value of
NULL).
• Mesh Management. Primitive objects are re-
sponsible for solving POE problems. which
usually means that numerical approximation
methods are used. In this case. the object
must generate a mesh for its domain. This
involves internal coordination. for example.
the prfmitive object must check with its (in-
ternal) geometry handler that the shape ofthe
domain can be meshed.
• Equation Management A prfmitive object
must maintain the equations which define
the prfmitive POE problem - the interior and
boundary equations. These are rwt stored or
managed by RELAX. Of course. the prfmitive
object must check the equations for consis-
tencywith its internal solvers -ifspecial pur-
pose software is used. then general equations
should be rejected by the prfmitive object.
• Solver Management. Each prfmitive object
must provide the capab1l1ty of solving any
prfmitive POE problem it has accepted. The
prfmitive object must provide solution data.
on demand. for its most recent configuration.
There are three operational modes regarding
the time of the actual solution. In default
mode. RELAX places no constraints upon so-
lution time. and internal solver invocation
may be deferred until solution data is actu-
ally requested. The object may be requested.
however. to operate in a synchronous mode
in which any change in its configuration (for
example. a boundary equation is edited) re-
sults in immediate re-invocation of the prim-
itive object's solver. A prfmitive object must
also respond to a one-time synchronization
message. called SOLVE. which asks that the
local POE problem be immediately solved. An
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additional mode. unsynchrontzed rrwd.e. asks
that the prfmitive object intentionally wait
until solution data is requested or a SOLVE
message is sent.
• In.t:erprocess CorrunW1icattoTL Some primitive
objects establish communication links with
external processes for canytng out the actual
numerical operations of the prfmitive POE
problem. This is useful for prfmitive objects
which are derived from stand-alone. single
domain POE problem solving systems (e.g.•
EILPACK [8]) or for computationally inten-
sive local POE problems which must run on
special hardware. The prfmitive object is re-
sponsible for allocating all process and net-
work resources which are neceSSaIy. for ex-
ample. setting up Unix pipes or TCPlIP con-
nections. RELAX does rwt automate this pro-
cess.
3.2 The PrImitive Object Message In-
terface
Each prfmitive object must present a message
passing interface to the system through which
it can be manipulated and through which its
features and configurations can be displayed.
The prfmitive object message passing interface is
comprised ofa set ofstandard targets which every
prfmitive object must register. along with a set of
standard messages for those targets. This section
lists and describes the types ofstandard prfmitive
object targets. and a few of the important mes-
sages for these targets. A complete listing of the
targets and messages is found in [6).
• -obj ect - : Each prfmitive object registers
one target of this type. This target is for mes-
sages concerning the prfmitive POE problem
as a whole. rather than one particular fea-
ture. For example. the CLONE edit request
message is sent to this target of the object
when a duplicate object is to be created.
• - scalar-: These targets represent param-
eters or numerical attributes of the primi-
tive POE problem. There are many uses for
scalar targets - for example. the object can
advertise the area of its domain as a scalar
target. The value of such scalars are often
needed externally, for example, in parameter-
izing global solution algOrithms. The choice
of scalars made visible through this target
is left to the object - there are no requiTed
scalars. Pr1m1tive objects can register as
many scalar targets as they need. A scalar
target may be sent the SET-SCALAR..VALUE
and GET-SCALAR..VALUE edit request mes-
sages, and the plim1tive object must generate
the SCALAR..VALUE_CHANGED change notifica-
tion message whenever the attribute which
the scalar represents changes.
• "geometric_interface": These targets rep-
resent the boundary elements of the domain,
along which the plim1tive object is prepared
to share solution data. Messages can be sent
to these targets to request boundary data (
GET-BOUNDARY-VALUES) or to impose the first
order linear boundary conditions described
above ( SET-BOUNDARY_CONDITION). In addi-
tion, messages may be sent which request
linear transformation operations on the geo-
metric interface (i.e., to move or stretch it).
The plim1tive object is free to react to these
operations as it sees fit - rtgid objects would
move the entire domain as an interface ele-
ment is moved, others may allow free defor-
mation of the object's boundaries.
• "domain": This target represents the domain
of the plim1tive object. Messages sent to the
domain target of an object can request ge-
ometric transformations on the domain, or
may request data for displaying the domain
(e.g., SHOW).
• "boundary": Pr1m1tive objects register a
boundary target for each independent bound-
ary element enclOSing their domain. Mes-
sages sent to boundary targets request infor-
mation about its geometIy, and also request
the imposition of boundary condition equa-
tions on the segment. The geometric inter-
face boundary elements are also represented
by a boundary target - the difference is that
the plim1tive object is not required to share
boundary data along ordinary boundary ele-
ments, and the shape of ordinary boundary
elements is unspecified by the system.
• • solution": Each plim1tive object regis-
ters a solution target. This target repre-
sents the solution of the prfmitive POE prob-
lem; i.e. the local mathematical or physical
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- phenomenon being modelled. Quexy mes-
sages ( GET-SOLUTION_VALUE ) may be sent
to a solution target to retrieve the solu-
tion value at a point. Other quexy messages
( SHOW ) ask for display data for the solu-
tion (there is a common format for this - see
(6). The most important message, however, is
the SOLVE message, asking that the plim1tive
object cany out a local solution invocation.
Currently the system supports the registra-
tion of only one solution target perplim1tive
object. Future designs of RELAX could sup-
port multiple solutions - this would be use-
ful for modelling local phenomena such as
conductive-convective heat flow, where there
are multiple solutions (flow and temperature)
which are internally coupled.
• "interior_equation": An interior equation
target represents a partial differential equa-
tion which is assigned to the interior of the
domain. Messages sent to an interior equa-
tion target can edit or quexy this equation.
The interior equation can be in any format
which the plim1tive object is able to under-
stand.
3.3 Examples of Primitive Objects
We have implemented several classes of primitive
objects and have supplied them with the RELAX
prototype. This section summartzes their fea-
tures.
• Helmlwltz box objects. The domains of prim-
itive objects in this class are rectangular.
These objects solve the Helmholtz equation,
Uzz + UlIlI + /JU =f
using a rectilinear mesh and a lOS-point star"
discretization of the interior equation. The
local linear system generated by this speci-
fication is solved using a Gauss-Seidel style
of iteration. Helmholtz box objects test all
geometric transformation requests to ensure
the rectangular integrity ofthe domain is pre-
seIVed. (Rotation, translation, and axial scal-
ing is permitted.) Additionally, the primitive
object accepts non-standard "meshing" mes-
sages which allow an editor to set the reso-
lution of the vertical and horizontal meshes.
System Components
• Joint objects. The domains ofjoints are sub-
tended by a collection ofboundaries elements
which are alternately line segments and cu-
bic splines. The line segments form the ex-
ternally accessible geometric interfaces ofthe
joint - other objects may be attached here.
The cubiC splines interpolate the endpoints
of the line segments, and are perpendicular
to them. Because oftheir perpendicular fash-
ion ofmeeting the line segment, these objects
are useful as joining regions in physical mod-
els. The solver is similar to the quadrilaterals
- it is capable of solving general second or-
der linear elliptic operators, and a separate
ELLPACK-generated solver process is used.
This section describes the components of the RE-
LAX environment which are provided by the sys-
tem. Although they are intrinsic, and not user-
contributable, the system components operate in
a highly independent fashion, and communicate
through the same message passing mechanism
as used by primitive objects and editors. Sys-
tem components do rwt share data. The RELAX
design is free of intrinsic data dependencies. For
this reason, the RELAX system itselfcan be easily
extended and modified.
a(z, y)U~~ + b(z, y)U~y + c(z, y)Uyy+
d(z, y)U~ + e(z, y)Uy + /(z, y)U = g.
Currently the coefficients are restricted to be 4.1 The Message Dispatcher
constants. The underlying solution technol-
ogy is from the ELLPACK (8) system. The
mesh is rectangular, and the discretization This component provides the central message
is interior collocation with Henmte bi-cubic passing mechanism of the RELAX environment.
basis functions. The object inspects all linear The message dispatcher handles creation and
transformations for integrity (no self intersec- registration of targets, transmission of edit re-
tion allowed), and also checks with the ELL- quest messages to target owners, registration of
PACK domain processor to ensure that the target monitors, and dispersal of change notlfica-
domain may be meshed (i.e., no excessively tion messages from the target owner to all target
sharp comers). Because of the implemen- monitors. The message dispatcher operates inde-
tation of the ELLPACK system, each quadri- pendently of the other system components, and
lateral must run as an independent process, does not assume any particular number, names,
so that the actual code for the quadrilat- or location of other system components. It does
eral is merely stub code for performing inter- this by using caUback procedw"es for all message
process communication. Currently this com- handling. For example, when an owner com-
munication takes place over Unix pipes, and ponent registers a target with the message dis-
both the RELAX process and the quadrilat- patcher, it must supply the address of one of its
eral process must run on the same machine. procedures to be used as a callback procedure.
Here, rand t are the radial and polar space
Variables of of the domain. Boundary condi-
tions may be set along the interior and ex-
terior faces of the annulus. Annulus ob-
ject uses a radial mesh, discrettzing the po-
lar interior equation with a polar form of 4
the "5-point star" finite difference discretiza-
tion technique. The internal solution method
is Gauss-Seidel iteration. To preserve its
symmetric nature, the annulus object dis-
allows all linear transformations on its do-
main, except for translation, rotation, and
axi-symmetric scaling.
• QuadrUateral objects. These primitive objects
have arbitrary quadrilateral regions as their
domain, and can solve a general second order
linear partial differential equation on their in-
terior:
Each side of the domain is a straight-line
segment, and the Helmholtz box registers a
boundary and a geometric_interface tar-
get for each side. Helmholtz box objects
also allow boundary equations to be indepen-
dently set along each side of the rectangular
region
• Annulus objects. These are annular-shaped
primitive objects which solve a polar version
of the Helmholtz equation
Urr + UH + J.&U = /.
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When an edit request message is sent to the tar-
get. the owner's callback procedure is invoked
and the message body is passed as an argument
to the callback procedure. S1m1larly. when com-
ponents Wish to monitor a target they must pro·
vide a callback procedure for delivery oftheir copy
of all change notJfication messages.
The message dispatcher also assists RELAX com-
ponents with target navigatioTL In general. an
instantiation of the RELAX computing environ-
ment can involve hundreds or thousands of tar-
gets (each boundary element of each domam is a
target. etc.). Components must have some mech-
anism for identifying targets in the first place.
This is handled. at a global level. by providing
database·style navigation operatiDns which allow
any component to request that the message dis-
patcher search the global space of targets for one
or more targets matching a gwen pattern. The
search keys upon the name and type of a target.
The message dispatcher handles this task in an
interesting way. Rather than providing speC1al
purpose subroutine calls for performing naviga-
tion operations. the message dispatcher creates
a special navigation target for this purpose. A
navigation target is a target representing tar-
gets. Messages sent to this target request the
invocation of navigation operations. The boot-
strapping problem (how do I get the identJfier of
this target) is handled by distlngutshing a special
identJfier. which is gwen the value of the sym-
bolic constant MASTER-TARGET. defined in system
header files. Some of the edit request messages
which the master navigation target accepts are
GET_TARGETS~F.TYPE. GET~L.TARGETS. and
GET-SPECIFIC.TARGET. Components may also
monitor the master target - change no·
tification messages TARGET-REGISTERED and
TARGET_WITHDRAWN are dispersed whenever a new
target is created or an existing target is destroyed.
4.2 The Object Support Platform
The object support platform is an intrinsic sys·
tem component which is dedicated to integrating
primitive objects into the RELAX system. There
are three major functions of the object support
platform in fulfilling this role. The first function
is to provide low level object integration. The ob-
ject support platform registers all of the standard
pI1m1tive object targets with the message dis-
patcher. The object support platform also records
the address of the pI1m1tive object's state record.
and uses this information to relay all messages
flowing between the pI1m1tive object and other
system components. The object support platform
provides primitive objects with the following com-
munication abilities: (1) pI1m1tive objects may re-
ceive edit requests for their targets. (2) pI1m1tive
objects may generate change notJfication mes-
sages for their targets. (3) pI1m1tive objects may
send edit requests to any target in the environ-
ment. (4) pI1m1tive objects may monitor any tar-
get in the environment. Thus. pI1m1tive objects
are provided with all communication capabilities
of other RELAX components. However. all com-
munication with pI1m1tive objects flows through
the object support platform.
The second function of the object support plat-
form is to provide navigation operations for lo-
cating pI1m1tive objects. These navigation oper-
ations are s1m1lar to the global navigation opera-
tions of the message dispatcher - the object sup-
port platform maintains a database of informa-
tion about the pI1m1tive objects available in the
system. and other components can send query
messages to locate specific pI1m1tive objects. The
object support platform. at system startup 1Jme.
automatically registers a navigation target which
represents the set of pI1m1t1ve objects. Samples
of valid query messages are: GET~L_OBJECTS.
returning a (long) list of object identJfiers.
GET.OBJECTS.OF.TYPE. returning a list of objects
of a particular type (e.g.• helmholtz-OOx). This
navigation target can also answer quel1es about
the targets of an object. Sample messages
in this category are: GET.TARGETS.OF.OBJECT
and GET.TARGETS.OF.OBJECT.OF.TYPE. The ob-
ject support platform also generates change no-
tification messages for this target - for ex-
ample. OBJECT-REGISTERED. OBJECT.DELETED.
TARGET..REGISTERED. and TARGET.DELETED.
The third function of this platform is to provide
a virtual object mechanism. This is a message
passing mechanism which allows one object (a
virtual object) to intercept and/or filter the mes·
sages sent to another object. This mechanism is
made possible by the architectural placement of
the object support platform - all messages for tar-
gets ofpl1m1tive objects must first flow through it.
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The virtual object mechanism has many uses.
For example. it can be used to impose artificial
constraints on the behaviOur of another object.
By first sending all "linear transformation" mes-
sages to a virtual object. the virtual object can im-
pose geometric constraints (e.g.• snapping. grid-
ding. frozen position) on the original object. An-
other important use of a virtual object is as an
adaptor. These are virtual objects which filter
and pre-process equations and other important
configuration parameters. By uSing an adaptor.
existing pr1m1tlve objects do not need to be re-
implemented or mocUfied as the system evolves.
The virtual object mechanism is rather complex.
and is more completely desCribed in [6]. One
of the important cases which is handled by the
virtual object mechanism is the propagation of
messages. In the case that a virtual object is it-
self oven1dden by another virtual object (e.g.• an
adaptor of an adaptor. etc.) a message might be
passed to many intermediate virtual objects be-
fore it reaches a terminus. The propagation fea-
ture of the virtual object mechanism allows vir-
tual objects to "preprocess" intercepted messages
before they are themselves intercepted by other
virtual objects.
4.3 The Composite Problem Platform
The composite problem platform is a system com-
ponent which is responsible for defining and solv-
ing composite POE problems. There are three ma-
jor functions in this regard - we deSCribe them in
this section. First. the composite problem plat-
form must define a topology for the composite
POE problem. This is information about the geo-
metric and equational coupling of pr1m1t1ve prob-
lems. The second function of the composite prob-
lem platform is to provide data structures and
mechanisms for solving composite POE problems.
Solution algOrithms are not automatically gener-
ated by RELAX - instead. solution algOrithms are
editable features. and are represented by targets.
The third function is to provide mechanisms for
hierarchically defining complex composite POE
problems. This means that a complete composite
POE problem may be treated as a single pr1m1t1ve
in a larger composite POE problem.
The composite problem platform is an intrinsic
system component. but it is structurally sepa-
rated from the others (see Figure 3). Allinterac-
tion with the composite problem platform is done
by passing messages through the message dis-
patcher. The composite problem platform rep-
resents all of its features and seIVices as tar-
gets. just as pr1m1t1ve objects represented their
features through targets. Again. communication
throughout RELAX is done in a uniform fashion.
by passing messages to targets. This section de-
scribes the targets ofthe composite problem plat-
form and some of the messages for those targets.
Separating the composite problem platform from
the other RELAX components has an important
advantage. Should the design of the system
be extended to encompass broader definitions of
composite POE problems. or their solution al-
gorithms. only the composite problem platform
would require re-implementation. The other RE-
LAX components would operate through the same
message passing protocol.
4.3.1 Composite Problem Topology
The first major function of the composite prob-
lem platform is to define the topology of com-
posite POE problems. Topological information is
embodied in abstractions called a4Jacenctes. An
adjacency is a data record that contains infor-
mation about the coupling of two pr1m1tlve POE
problems. A set of pr1m1tlve POE problems. along
with a set of adjacencies which couple them. com-
pletely defines a composite POE problem (Section
1.2).
Each adjacency identifies two pr1m1t1ve POE
problems. along with two specific geometric in-
terfaces of those pr1m1t1ve problems. These geo-
metric interfaces are symbolically coupled by the
adjacency. Adjacencies record two types of cou-
pling information. First. adjacencies record ge-
ometric information. which specifies exactly how
the geometric interfaces are aligned. In the cur-
rent design of RELAX. all geometric interfaces are
line segments in the two dimensional plane. and
they are aligned by identifying two representa-
tive points on the coupled geometric interfaces
(the line segments may not perfectly coincide.
numerically). The second type of information is
equationaL Each adjacency records two inter-
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face equations to be imposed along the portions
of the two geometric interfaces which are coinci-
dent (This is only a speci.jicat:lon of the interface
equations - the actual eriforcement of the inter-
face equations is the responsib1l1ty of the global
solution algOrithm - see Section 4.3.2).
·The composite problem platform makes its topo-
logical information globally viewable and ed-
itable by creating several types of targets.
First. the composite problem platform creates
an ac:Yacency target each time a new adja-
cency is created. This target is used to
externally edit and inspect the correspond-
ing adjacency. Sample edit request mes-
sages for adjacency targets are: SET.ALIGNMENT.
SET_INTERFACE...EQUATIONS. GET.ALIGNMENT and
GET_INTERFACE...EQUATIONS.
The composite problem platform also creates a
navigation target for the set of adjaCencies. As
with the other navigation targets. edit request
messages sent to this target make database-
style queries about the global set of adjacencies.
and change notification messages are generated
whenever a new adjacency is created or an ex-
isting one is deleted. Messages sent to this tar-
get can also request the creation of new adjacen-
cies and the deletion of existing ones. Sample
messages in this categoIY are CREATE.ADJACENCY.
DELETE...ADJACENCY. and CHECK...ADJACENCY. The
last message asks the composite problem plat-
form to check a potential adjacency for validity
(are the geometric interfaces close enough to be
coupled. etc.).
The composite problem platform also rrwnttors
targets. In particular. the geometric_interface
targets coupled by an adjacency are monitored.
If one of the geometric interfaces is deleted (for
example. a pr1m1tive object decides to no longer
share data along the interface and withdraws it
as a globally visible target). or if one of the geo-
metric interfaces is simply moved (breaking the
geometric bonds of the adjacency). then the com-
posite problem platform automatically withdraws
or adjUSts the adjacency. Notice that this action
results in the generation of change notification
messages for the adjacency target itself.
4.3.2 Execution of Composite PDE Problems
The second major function of this platform is to
create and maintain data structures which de-
fine a method ofsolvtng composite POE problems.
The method used by the current deSign of RE-
lAX is iterative inteJ:fare relaxation. This method
is formally specified in (6). and examples of its
use are found in (2). In a nutshell. this itera-
tion consists of (I) visiting a sequence of pI1m1-
tive POE problems in the composite POE problem.
(2) importing slope and boundaxy data from each
neighboring pr1m1tive POE problem ( coupled to a
geometric interface of the current primitive). then
(3) solving the local primitive POE problem using
the imported data in boundaxy conditions along
the coupled interfaces. The philosophy of this it-
eration follows that ofalliterative algorithms - the
solution invocation locally improves the estimate
ofa global problem. and the improved data is then
incorporated into other local solutions. A conver-
gence argument is beyond the scope of this paper
and. in general. convergence is not guaranteed
by RElAX. RElAX is only a programming system
for specifying iterations (i.e.. RElAX is no more
responsible for convergence than is FORTRAN).
The key programmatic elements of interface re-
laxation iterations are: (1) a schedule which dic-
tates the sequence of primitive POE problems to
visit. and (2) a set of equations which deScribe the
importation of boundaxy data along each coupled
geometric interface.
This programmatic information is embodied in
structures called solution scripts. A solution
script contains three types of information:
• First. a solution script contains scalar quan-
tities called script variables which may ap-
pear in various equations used by the solu-
tion script. The value of a script variable can
be set in one of three ways: (I) it can be set
explicitly. (2) it can take its value from at-
tributes of specific geometric interfaces. or
(3) it can take its value from scalar targets
of objects (see Section 3.2).
• The second type of information in a solution
script is an iteration schedule. This is a se-
quence of pr1m1tive objects to repeatedly visit
during the iteration. The default iteration
schedule is a random round-robin listing of
primitive objects in a composite POE prob-
12
lem.
• The third type of information is a set of
smoother equations. These are pairs of equa-
tions assigned to adjacencies among primi-
tive objects. (TIle assigned adjacenCies must
couple geometric interfaces of primitive ob-
jects listed in the iteration schedule.) An ex-
ample smoother equation is
U + aUn = V - aVn.
Funaro et al. [21, use pairs of smoother equa-
tions such as:
V=U
Un = (JUn + (1.0 - (J)Vn
Here. (J is a parameter used to throttle the
convergence (it is also related to the geome-
try of the domains). Values of iteration pa-
rameters such as (J can be taken from script
variables.
Script variables can also be used on a per-
domain basis. For example, in the smoother
equation
U +0.5*vidth(U)*Un = vidth(V)*(V + Vn)/2
the value of the width scalar is derived from
the primitive objects representing local so-
lutions U and V. Since the values of script
variables can be taken from local POE prob-
lems. and since script variables can appear in
smoother equations. the interface relaxation
driver can be easily regulated by local char-
acteristics.
The composite problem platform registers a
target for each solution script, and ac-
cepts messages which allow the script to
be inspected (e.g., GET..5CRIPT_INFORMATION),
as well as edited ( SET..5CRIPT_VARIABLE.
SET_ITERATION..5CHEDULE.
SET..5MOOTHER...EQUATION, etc.). Change notifica-
tion messages are also generated whenever some
feature of the script changes. Additionally, a nav-
igation target is created for the global set of solu-
tion scripts.
The composite problem platform monitors prim-
itive object and adjacency targets to ensure the
consistency of solution scripts. When an adja-
cency is deleted, for instance. the solution script
is adjusted to remove the assignment ofsmoother
equations to the adjacency.
4;3.3 merarchlca1 Design of Composite PDE
Problems
The third major function of the composite prob-
lem platform is to provide mechanisms for hier-
archically structuring composite POE problems.
Hierarchical problem building is necessazy be-
cause even ordinaIy problems can involve hun-
dreds or thousands of domains, adjacencies, etc.
- editing them would be an unwieldy task. The
basic notion behind hierarchical problem build-
ing in RELAX is to encapsulate a completely de-
fined and executable composite POE problem,
treat it as if it were a primitive POE problem, and
to include that primitive POE problem in a larger
composite POE problem.
The composite problem platform represents en-
capsulated composite POE problems by struc-
tures called assemblies. An assembly contains
• a list of primitive POE problems called the
members of the assembly,
• a set of distinguished geometric interfaces of
members of the assembly, called the external
iJli.er:fares of the assembly, and
• a solution script asSigned to the assembly.
The external interfaces are used to share bound-
aIy data between the encapsulated assembJy and
any other primitive POE problems to which the
assembly may become coupled. The solution
script is used to solve the composite POE problem
defined over the assembly - this solution script is
used as the "local" solution method of the assem-
bly.
This representation is hierarchical - assemblies
can contain assemblies which can contain as-
semblies. etc. The composite problem platform
represents these containment relationships as an
assembly tree. Each node in the assembly tree
represents an assembly - the children of this
node represent assemblies contained in the par-
ent assembly. The root of the assembly tree is
called the root assembly. When new primitive ob-
jects are created, they are made members of the
root assembly. Thereafter, the containment rela-
tionships among assemblies and primitive objects
may be altered with assembly operations.
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4.4 The Editor Support Platform
For each assembly. the composite problem plat- ite problem platform clones all members of the
form creates an assembly target Edit request assembly and creates adjacencies and a solution
messages sent to an assembly target invoke script which are analagous to the ones assigned
assembly operations on the assembly subtree to the assembly. The assembly object sends these
rooted at the corresponding node. Assembly op- special edit requests to the assembly tree target of
erations are checked to insure consistencyamong the composite problem platform through the mes-
the execution and topology data structures. For sagtng mechanism of the object support platform
example. adjacencies are not permitted to strad- (recall that it allows primitive objects to transmit
dIe assemblies - only members of the same as- messages).
sembly may have coupled interfaces. Also. s0-
lution scripts must list only members of a single
assembly.
The composite problem platform allows assem-
blies to be treated like ordinaIy primitive POE
problems. This presents a representation prob-
lem - how can an intrinsic system component
pretend to be an externally supplied primitive
POE problem. and do this in a fashion that is
consistent with the uniform. seamless design of
the RELAX message passing paradigm? It would
be easy to build direct links between the com-
posite problem platform and the object support
platform. to "simulate" a primitive object which
was really an assembly.
RELAX solves the assembly representation prob-
lem in a novel way. Rather than directly simulat-
ing assemblies as primitive objects. RELAX sup-
ports the operation of externally supplied primi-
tive objects which are dedicated solely to repre-
senting assemblies. These types of objects are
called assembly objects. which are treated like
other primitive objects in that they appear to
be externally supplied modules of procedure and
data for solving primitive POE problems. Like
other primitive objects. assembly objects regis-
ter the standard targets for their boundaries. ge-
ometric interfaces. etc. However. assembly ob-
jects differ in their internal method of operation.
Whereas ordinaIy primitive objects solve a lo-
cal POE problem through traditional numerical
methods such as meshing. discretization. matrix
solution. etc.• assembly objects must invoke the
execution of a RELAX solution script.
The composite problem platform supports assem-
bly objects through a set of special messages
called the assembly object protocoL These mes-
sages allow the assembly object to request spe-
cial services of the composite problem platform.
For example. the assembly object responds to the
CLONE message by requesting that the compos-
The editor support platform is an intrinsic system
component that provides an interface between
editors and the rest ofthe system (specifically be-
tween editors and the message dispatcher). The
architectural location of the editor support plat-
form is illustrated in Figure 3. The editor sup-
port platform fulfills three pI1maIy functions: (1)
it provides basic operational support for editors.
(2) it provides delivery ofall messages to and from
editors. and (3) it provides higher level "environ-
mental" operations.
The first function of the editor support platform
is to provide basic low level integration of editors
into the overall RELAX environment. The edi-
tor support platform maintains the data struc-
tures which link editors to the system. for exam-
ple. storing the address of editor state records.
The editor support platform provides several con-
veniences to editors. for example. automatically
allocating X window system [4) resources such
as display connections. an application context
structure (1). and a set of initial colors (indices
of colormap entries) for displaying solution plots.
The editor support platform also supplies a nav-
igation target which allows allows RELAX com-
ponents to obtain lists of editors attached to the
system.
The editor support platform is responsible for
handling the relay of all messages to and from
editors. Through this mechanism. editors may
send edit requests and monitor targets - editors
do not register targets themselves (although each
is represented by a special system defined "focus"
target).
The editor support platform also provides several
mechanisms that yield a high level "editing envi-
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Editors are externally supplied. dynamically at-
tached interaction components which display
ronment." The direct access to the message dis-
patcher provided above is a low level form of in-
teraction. The editor support platform supports
three forms of high level editing operations:
• Selections. A selection is a named list of tar-
get identifiers. This list is stored in the ed-
itor support platform, and can be accessed
by any editor. Selections may also be cre-
ated and deleted at any time. This provides
a limited form of inter-editor communica-
tion, although it cannot be used for gener-
alized exchanges of data, like the cut-and-
paste style ofwindow system selection mech-
anisms [4). Instead, a selection is a mecha-
nism by which editors can operate as visual
"choose" interactors. Such editors present
the user with a display of items, such as the
domains of a set of plim1tive objects, and al-
low the user to interactively choose certain of
the items. The targets representing this list
of items are placed into a selection, and read
by another editor, which most likely invokes
an operation on the selected items (e.g., set
the interior equations of all "chose" objects
to U:e% + U"" = -1.0). This allows specialized
editors to collaboratively interact in solving
problems.
• Editor Focus. The focus of an editor is the
set of targets it is interested in. This term
is intentionally left vague, and its interpreta-
tion is left to the editor. RELAX allows edi-
tors to alter the focus of other editors. This
is rather helpful in navigating through the
space of available targets. Generic "naviga-
tion editors" can be built which allow the user
to first select the target to edit. Then, the fo-
cus of a "special purpose" editor can be set to
the desired target. This frees the editor pro-
grammer from coding navigation software.
RELAX handles focus editing in an interest-
ing fashion. Editors are only loosely coupled
to their focus list. Instead of requiring an ed-
itor to create and maintain a focus list, the
editor support platform automates this for
each editor. First, it creates a special "fo-
cus target" for each editor. Then, it creates 5
and maintains a focus list corresponding to
the focus target. Edit request messages can
be sent to the focus target to inspect or edit
the focus list (the messages are GET...FOCUS
and SET_FOCUS, respectively. The editor sup-
port platform also generates change notifi-
cations whenever the focus list is changed
(FOCUS_CHANGED). If editors are interested in
their focus lists. they may manipulate as well
as monitor their own focus target. Of course.
external editors can reset the focus list as
well. and the editor will be kept informed
when other editors (e.g., navigation editors)
wish to alter their focus. This method also
permits editors to refuse external manipula-
tion of their focus. They simply do not mon-
itor their focus target. The focusing protocol
is completely voluntaIy.
• Attachments. The editor support platform
can be asked to regulate the flow of change
notification messages being sent to editors.
This is necessaIY in some cases. when highly
interactive operations (e.g., linear transfor-
mations) cause a flood ofchange notifications
from one (or pOSSibly many) targets.
This regulation is done through mechanisms
called attachments. An attachment is a logi-
cal connection between a set of editors and a
set of targets. The parameters of the attach-
ment dictate what happens when a change
notification from any of the targets is to be
sent to any of the editors.
An attachment can specify that change noti-
fication messages for an editor be buffered.
In this case. the attachment specifies (1)
conditions under which a change notifica-
tion message is accepted (te., added to the
buffer), and (2) conditions under which a
buffered message is forwarded to the editor.
By default. all change notifications are ac-
cepted from any target the editor is moni-
toring, and messages are forwarded imme-
diately. In addition to the automatic mes-
sage deliveIY through these buffers, the ob-
ject support platform also provides opera-
tions which allow editors to explicitly extract
change notifications from the buffer (much




and alter the features of other RELAX compo-
nents. RELAX separates the operation of edi-
tors from the underlying application though its
message-target communication model. RELAX is
not a closed system. operating through intrinsic
system-supplied user interface components. In-
stead. RELAX editors are user contributed.
As a convenience. we have constructed several
editors which may be used with RELAX ( see Fig-
ure 4 ). These editors each serve special purposes
but are collectively used to construct a composite
PDE problem. For example. the editor at the top
of the screen is dedicated to textual interactions
- it is being used to set the interior operator of a
"joint" object (see Section 3.3) to Uxx + Uyy = 0.0.
This editor monitors the target representing the
interior operator of the joint. If the operator is
changed through other means (e.g., by another
text editor), a change notification is generated by
the joint, replicated and sent to the editor. and the
editor updates its internal data structures and
display.
The "composite PDE editor" in Figure 4 is a com-
plex editor which simultaneously displays several
objects. This editor is capable of displaying the
level contours of the interior solutions on those
objects as well. At the bottom of this editor is a set
of iconic objects - displaying the choices of prim-
itive objects from which composite PDE problems
may be constructed.
The "general object viewport" is a display-only
editor which can display the local solution from
a single object. It handles two dimensional do-
mains of any shape. This editor can also "freeze"
its display. serving as a snapshot device for look-
ing at local solutions.
The "composer" editor seen at the bottom right
of Figure 4 can be used for geometrically manip-
ulating the domains of individual primitive ob-
jects, forming adjacencies among their geometric
interfaces. This editor is also capable of group-
ing primitive objects. perfOrming geometric oper-
ations on several of them at once ( a common
feature in general purpose geometric editors).
Figure 5 illustrates another special purpose
RELAX-compatible editor. This one is used to
edit targets associated with adjacencies among
geometric interfaces. The top part of the editor
displays (and edits) the interface equations as-
signed to an adjacency. The bottom part han-
dles the smoother equations assigned to that
adjacency. The central portion of the editor
describes some automatic "smoother-derivation"
operations of the editor. For example, the inte-
rior linearization operation performs a simple dis-
cretization of the interface equations at interior
points "projected" inside the neighboring domains
of the adjacency. These equations are then used
as smoother equations for the adjecency (more
details of this feature are found in [6]). The other
methods base smoother derivations on a "New-
ton Iteration" scheme and upon a user defined
linearization (Le., derive the coeffiCients of the
smoother equations from the coefficients of the
interface equations based upon a user-definable
linear transformation of their coefficients). Only
the first method has been implemented at this
time.
Figure 6 illustrates the use of a "focus editor" -
it is used to adjust the focus of the top equa-
tion editor (GeneralEquationEditorl). This editor
also can be used to parameterize other interac-
tions between the top equation editor and the sys-
tem - for example, freezing any change notifica-
tions coming from the system (labelled "equation
update capabilities"). This prevents the system
from changing the equation stored by the edi-
tor. By attaching to one equation. freezing the
update capability, refocusing on another equa-
tion. and transmitting the frozen equation in a
SET-EQUATION edit request message, the original
equation is effectively transferred from one target
to another, without being oveIWritten.
6 Summary and Future Work
We have constructed a prototype of the RELAX
design. This prototype supplies all of the primi-
tive objects desCribed in Section 3. all of the ed-
itors seen in Section 5. as well as several more.
The prototype is implemented in C, Fortran. and
the ELLPACK source language. The current (Au-
gust 1992) implementation of the prototype has
approximately 30.000 lines of source code. Each
primitive object has approximately 3,000 lines of
code. The amount of code for editors can vary
dramatically, depending upon the extent of their
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functionality. The "composer" editor seen in Fig-
ure 4 has approximately 6,000 source lines, while
the "interface editor" seen in Figure 5 has only
700 lines.
There are several directions for future work. A
few are implementation matters - for example,
we plan to extend the set of primitive objects to
handle more shapes (e.g., cUlved bodies), local
phenomena (e.g., heat convection), and solution
methods (e.g., finite elements). There are other,
more strategic improvements needed in the de-
sign. The design is currently oriented toward a
single-process model, which means that all com-
munication is synchronous. This will soon be ex-
tended to an asynchronous model in which com-
ponents can be distributed among multiple pro-
cesses and can even run on different machines.
The composite problem platform could be ex-
tended to handle more general geometric inter-
faces (currently they are always line segments)
as well as more complex iterations (currently the
solution script is a single sequential schedule).
Also, more research needs to be done about how
to handle general interface conditions (we have
primarily focused on the simple case of U = V,
Un = Vn). Intimately, the system will be extended
to handle three dimensional problems.
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Figure 4: The RELAX multi-editor envtromnent. A typical RELAX screen showing the user
interfaces of some of the editors built to test and use the prototype system.
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• Interface &litor !~1
U: solution of HEAT on boxl
V: solution of HEATon joint2
Interface Condidons:
lu-v I.......:::: .1
I }.:.:..~~.~.:::: ..~~ J
Symbolic Discretization Mt".tbod:
~"moothing Functions for Iteradon Process:
Set U, Un by: [~::~::~;~~~= ~~:~;~~:::::::::::::::::::::::::::::::::::::::::::::::::::::::::-1
Set V, Vn by: [~::::~~~~:=:~:~::~~~~~::::::::::::::::::: :::::::::::::::::::: :::::::::: :::: ::]
Figure 5: The user interface of an editor modifying the parameters of an adjacency. The adjacency
1s assigned to the intersection of geometric interfaces of prim1t1ve objects called boxl (a rectangular
region) and joint2 (a cUlVed region).
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