Abstract. Potential theory on the complement of a subset of the real axis attracts a lot of attention both in function theory and applied sciences. The paper discusses one aspect of the theory -the logarithmic capacity of closed subsets of the real line. We give simple but precise upper and lower bounds for the logarithmic capacity of multiple intervals and a lower bound valid also for closed sets comprising an infinite number of intervals. Using some known methods to compute the exact values of capacity we demonstrate graphically how our estimates compare with them. The main machinery behind our results are separating transformation and dissymmetrization developed by V.N. Dubinin and a version of the latter by K. Haliste as well as some classical symmetrization and projection result for logarithmic capacity. The results of the paper improve some previous achievements by A.Yu. Solynin and K. Shiefermayr.
1.
Introduction Let E denote a compact subset of the complex plane C and write g B (z, ∞) for the Green function of the connected component B of C \ E containing the point at infinity. Logarithmic capacity of E is defined by cap E = exp{ lim z→∞ [log |z| − g B (z, ∞)]}.
If B does not admit the Green function we set cap E = 0. Logarithmic capacity cap E is equal to the Chebyshev constant of E and its transfinite diameter [13, 15] . Since logarithmic capacity is not an easy quantity to compute, its lower and upper estimates are of considerable interest (see, for instance [15] ). In this paper we will be concerned with estimating logarithmic capacity of closed subsets of the real line in particular those comprising a finite number of intervals. These type of subsets are obtained, for instance, by Steiner or circular symmetrization of most onedimensional sets and hence are extremal for many problems of function theory. Potential theory on the complement of such set attracts significant attention [5, 18, 20] . Since cap aE = |a|cap E for any complex a we may restrict our attention to the subsets of the interval [−1, 1]. The classical bounds in this situation are (mes E)/4 ≤ cap E ≤ 1/2,
where mes E denote the linear Lebesgue measure of E. These inequalities albeit simple are too rough especially for the sets consisting of many intervals. In this connection the question arises how to obtain more precise estimates taking account of the structure of E and its dispersion in [−1, 1] in terms of elementary functions. In the recent work [17] Schiefermayr established the upper bounds for the logarithmic capacity of E α,β = [−1, α] ∪ [β, 1], −1 < α < β < 1, some of them in terms of elementary functions. He also gives a survey of some known and new lower bounds. Let us mention some of these bounds together with our comments and amendments. According to [17, Theorem 3 ] the inequality
holds true with equality attained when α+β = 0. It is indicated in [17] that Solynin [19, Section 2.2] proved the lower bound for the logarithmic capacity of multiple intervals which in the case of two intervals takes the form
where here and henceforth θ(γ) = arccos(γ) and the maximum is taken over all δ ∈ [α, β]. 
where γ = (β − α)/2. Another upper bound follows from an inequality due to Gillis [12] :
The main result of [17] is the estimate
where K = K(k), E = E(k) are Legendre's complete elliptic integrals of the first and second kinds, respectively,
and it is assumed that α + β ≥ 0, otherwise one has to replace E α,β with E −β,−α having the same logarithmic capacity. In order to reduce this bound to elementary functions one may apply two-sided estimates for elliptic integrals and their ratios from [3, 4] . In this note we give rather general upper and lower estimates for the logarithmic capacity of a subset E of [−1, 1] (Theorems 1-3 below). In particular, if E consists of n intervals Theorem 2 gives the lower bound which coincides with (2) for n = 2 but is stronger than the corresponding result from [19] for n > 2. This bounds is also stronger than (1) for n = 2. Our upper bound from Theorem 3 is both very simple and more precise than (4) except for very narrow neighbourhood of β = 1 where (4) becomes asymptotically precise. Our bound remains very good for n > 2, where it seems to be the only known non-trivial upper bound.
The main results of the paper proved in section 3 are based on the Robinson formula and the estimates for the capacity of subsets of the unit circle given in section 2. In the final section 4 we compare our estimates with exact values computed using the formulas due to Akhieser [1, 2] (for n = 2) and Widom [21] (in a modified form for n > 2).
2. Auxiliary results. Let Γ = {z : |z| = 1}. The following statement can be derived from the properties of conformal mappings and symmetry considerations.
Lemma 1 (Robinson [16] ). Suppose that F is a closed subset of the unit circle Γ symmetric with respect to the real axis and let E be its orthogonal projection onto the real axis. Then
A particular case of the principle of circular symmetrization (see [7] ) is the following Lemma 2 (Beurling [6, p.35-36] ). The logarithmic capacity of a closed subset of Γ having the length l attains its minimal value sin(l/4) for a subarc of Γ.
Define the infinite sectors
with its reflection with respect to imaginary axis. According to the terminology of [7] the family of sets {F k } n k=1 is the result of separating transformation of F with respect to the family of functions {p k } n k=1 . A particular case of [7, Corollary 1.3 
] is

Lemma 3
The following inequality holds:
Introduce the notation F (l, n) = {z ∈ Γ : | arg z n | ≤ l/2}, 0 < l < 2π. The next statement was proved using dissymmetrization (see [7] ):
Lemma 4 (Haliste [14] ) Suppose that F is a union of n closed arcs on the unit circle Γ having total length l.
The last two lemmas also allow for the complete description of equality cases.
Main results Given a closed subset e of the interval [
The meaning of this formula in the present context is that 2m e gives the length of the symmetric pre-image of e on Γ under orthogonal projection. Denote by E(l, n) the orthogonal projection of F (l, n) onto the real axis. 
holds true. Equality is attained for the sets E = E(l, n), 0 < l < 2π, and the partitioning {e k } n k=1
by the points cos(πk/n), k = 0, 1, . . . , n.
Proof. First let us consider a partitioning the of unit circle Γ by closed arcs σ k having no common inner points, 
where {F k } m k=1 is the result of separating transformation of F with respect to the family {p k } m k=1 . According to Lemma 2
This estimate reduces to trivially valid inequality cap
Now let E and {e k } n k=1 be the set and the partitioning from the hypothesis of the theorem. Let F be the symmetric subset of the unit circle Γ such that it's orthogonal projection onto the real axis is E. Similarly, the let {σ k } 2n k=1 be the pre-image of
e k on Γ (the points +1 and −1 are assumed to be the endpoint of some arcs σ k ). Now as we mentioned earlier if e l is the projection of σ k then the linear measure of σ k is m e l and mes (σ k ∩ F ) = m (e l ∩ E). Inequality (6) applied to the set F and the partitioning {σ k } 2n k=1 takes the form
It is left to apply Lemma 1 which says that cap E = (cap F ) 2 /2. The case of equality can be verified directly. Let us notice that the survey paper [15, page 257] cites a particular case of inequality (6) with β k = 2/m with incorrectly attributed authorship of this result (see [7, Theorem 2.9] ).
If the set E comprises n intervals and the partitioning {e k } s k=1 is tailored so that e k ∩ E consists of one interval having one common endpoint with e k then inequality (5) reproduces inequality (2.7) from [19] . The latter is essentially obtained using the approach similar to that given in [7, §4] but in terms of reduced moduli of triangles. The following theorem gives a strengthening of this result when n > 2.
where δ 0 = −1, δ n = 1 and the maximum is taken over all δ k satisfying b k < δ k < a k+1 , k = 1, . . . , n − 1. The equality is attained for E = E(l, 2(n − 1)), 0 < l < 2π, where E(l, s) is defined before Theorem 1, and the values δ k = cos(π(n − k)/n), k = 0, 1, . . . , n.
Proof. Let F be the symmetric (with respect to the real axis) subset of the unit circle Γ such that its orthogonal projection to the real axis is E. Let us introduce the notation θ k = θ(δ n−k+1 ), k = 1, . . . , n + 1 and θ k = 2π − θ 2n−k+2 , k = n + 2, . . . , 2n + 1, where the numbers δ k satisfy the hypotheses of the Theorem. Applying Lemmas 1 and 3 with the values of α k = θ k and n replaced by 2n, we will have
Each set F k , k = 1, 2, . . . , 2n comprises one or two subarcs of Γ symmetric with respect to the imaginary axis. The orthogonal projection of F k onto the imaginary axis coincides with that of F 2n−k+1 and the length of this projection is equal to
In view of Lemma 1 we obtain:
Substituting these values of capacities into (8) and changing n − k + 1 → k we arrive at (7). The equality case is straightforward to verify. As we mentioned earlier for n = 2 inequalities (2) and (7) coincide while for n ≥ 3 Theorem 2 provides more precise estimate than inequality (2.7) from [19] or which amounts to be the same thing than our inequality (5) with the right choice of partitioning {e k } n k=1 . See more details in section 4 below.
The equality is attained for E = E(l, 2(n − 1)), 0 < l < 2π.
Proof. Let the set F ⊂ Γ be the same as in the proofs of Theorems 1 and 2. This set comprises 2(n − 1) subarcs of Γ with total length l = 2θ(a n ) +
An application of Lemmas 1 and 4 yields:
The equality case is clear.
Numeric comparison of estimates.
In order to compare the presicion of various capacity estimates we need a method to compute the exact values of the logarithmic capacity of several intervals. In case n = 2 this is provided by the well known formulas due to Akhieser [1, 2] :
where Jacobi's theta functions are
and parameters are found from:
where F (λ, k) is the first incomplete elliptic integral of Legendre. Formula (10) was generalized to three intervals by Falliero and Sebbar [10, 11] in terms of genus 2 theta functions. For arbitrary n a mehod to compute the capacity via Schwarz-Christoffel map was first given by Widom in [21] . We will use a slightly different guise of his formula (see further development of Widom's idea in [9] ). Indeed, one can verify directly that the Green function of C\E with pole at infinity is (see [5, 9, 18, 21] ):
where
and the branch of square root q(t) is chosen so that it is asymptotically t n near infinity. The polynomial p(t) = t n−1 + c n−2 t n−2 + · · · + c 0 is chosen so that the Schwarz-Christoffel map F (z) maps (a i , b i ) into imaginary axis. Since q(t) > 0 on R\E we have the linear system of equations
for the definition of the coefficients c k , k = 0, 1, . . . , n − 2. Further, the Green function has the expansion
where R is the Robin constant of E and cap E = e −R . Since the asymptotic expansion of the Green function is true no matter from which direction we approach infinity, we can move along the real axis:
We will make some numerical comparisons between various estimates and precise capacity values computed using formula (10) for n = 2 and formula (16) for n = 3. For convenience let us record the lower bound from [19] and our bounds from Theorems 2 and 3 for these values of n. For n = 2, we have as before E α,β = [−1, α] ∪ [β, 1], −1 < α < β < 1, and the lower bounds due to Schiefermayr [17] and Solynin [19] are given by formulas (1) and (2), respectively. One can verify by straightforward computation that for n = 2 our lower bound (7) reduces to (2) . We demonstrate these bounds in two typical situations -that of a moving gap and that of a spreading gap on Figure 1 . Clearly in both situation Solynin's bound (2) or equivalently our bound (7) provide a better estimate. Note also that for the moving gap situation the capacity is monotone and maximal when α = −β. A proof of this and similar facts and their generalizations can be found in [8] .
The upper bound of Schiefermayr [17] and our simple upper bound obtained by polarization are given by (4) and (3). The upper bound (9) for n = 2 reads (recall that θ(α) ≡ arccos(α)):
Figure 2 illustrates these two bounds and the value of capacity computed by (10). Again we have chosen two typical situation -the moving gap and the spreading gap. Since Schiefermayr's inequality (4) is asympotically precise when one of the intervals vanishes his bound becomes more precise in a narrow neighbourhoods of the right end of the α and β ranges. Our bound provides almost uniform and tight fit in the whole parameter ranges. 
where the maximum is taken over δ 1 ∈ (b 1 , a 2 ), γ ∈ (a 2 , b 2 ) and δ 2 ∈ (b 2 , a 3 ), while the bound (7) takes the form
where the maximum is taken over δ 1 ∈ (b 1 , a 2 ) and δ 2 ∈ (b 2 , a 3 ). It can be seen from the proof of [19, formula (2.7) ] that for any choice of γ the latter estimate is greater (i.e. better) than the former if δ i , i = 1, 2, take the same values in both formulas. Similar statement holds for n > 3. The upper bound (9) for n = 3 reads
We compare all three bounds with each other and the value of capacity computed by (16) on Figure 3 . Again we have chosen a spreading gap as one typical situation while as the other typical situation we have taken two simultaneously moving gaps. The figure confirms our prediction that that bound (19) is more precise than (18) in both situation. 
