Forensic Writer Identification Using Microblogging Texts by Alonso-Fernandez, Fernando et al.
JOURNAL OF LATEX CLASS FILES, VOL. XX, NO. X, JULY 2020 1
Forensic Writer Identification Using
Microblogging Texts
Fernando Alonso-Fernandez, Nicole Mariah Sharon Belvisi, Kevin Hernandez-Diaz,
Naveed Muhammad, and Josef Bigun, Fellow, IEEE
Abstract—Establishing the authorship of online texts is a fundamental issue to combat several cybercrimes. Unfortunately, some
platforms limit the length of the text, making the challenge harder. Here, we aim at identifying the author of Twitter messages limited to
140 characters. We evaluate popular stylometric features, widely used in traditional literary analysis, which capture the writing style at
different levels (character, word, and sentence). We use a public database of 93 users, containing 1142 to 3209 Tweets per user. We
also evaluate the influence of the number of Tweets per user for enrolment and testing. If the amount is sufficient (>500), a Rank 1 of
97-99% is achieved. If data is scarce (e.g. 20 Tweets for testing), the Rank 1 with the best individual feature method ranges from 54.9%
(100 Tweets for enrolment) to 70.6% (1000 Tweets). By combining the available features, a substantial improvement is observed,
reaching a Rank 1 of 70% when using 100 Tweets for enrolment and only 20 for testing. With a bigger hit list size, accuracy of the latter
case increases to 86.4% (Rank 5) or 95% (Rank 20). This demonstrates the feasibility of identifying writers of digital texts, even with
few data available.
Index Terms—Authorship identification, stylometry, forensics, writer identification, biometrics.
F
1 INTRODUCTION
N EW digital communication technologies such as socialmedia, SMS, emails, forums, chats, or blog post have
enabled faster and more efficient ways to communicate
and to exchange information between individuals. In many
cases, it is possible to remain anonymous, something that
unfortunately has given rise to a number of cybercrimes. In
this situation, determining the author of a digital text with
sufficient reliability is an important issue for forensic inves-
tigation, in order to combat crimes such as cyberbullying,
cyberstalking, frauds, ransom notes, etc. [1].
Before the technology era, handwriting texts was the
primary form of written communication. Scanned texts
were then analyzed to determine authorship, e.g. [2], [3].
However, digital texts demand new methods to look for
authorship evidence. An added difficulty in some cases is
that some platforms limit the length of messages to just
a few characters, making the issue more challenging [4],
[5], [6]. It is also common the use of elements such as
Internet addresses (URLs), hashtags to highlight keywords
that categorize the topic, mentions to other users, or re-
posting/quoting a text written by somebody else. To de-
termine the identity of the individual behind the digital
text, geo-location or IP addresses could be used, but these
indicators can be concealed easily. Researchers have also
made use of signals captured from the interaction of the
writer with the device, such as keystroking [7] or touch-
screen signals [8], but they usually demand the installation
of dedicated applications to capture such data that the
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criminal can simply deactivate. Therefore, in many cases,
the text is the only evidence available.
Accordingly, this work is aimed at analyzing methods to
identify the writer of pieces of digital texts, with a focus
on short texts limited to 140 characters (Twitter posts).
Authorship analysis relies on the fact that every person has
a specific writing style that distinguishes him/her from any
other individual, so it is possible to establish a connection
between the text and its author [9]. We are interested in
authorship attribution or identification. This is concerned with
finding the author of an anonymous text, in whose case
features of the anonymous text have to be compared against
a whole database of texts whose authorship is known. This
is the traditional identification mode in biometrics [10],
where the closest author of the database is assigned as the
author of the unknown text. In a different perspective, the
task might be to compare two pieces of text, one anonymous
and one written by a known author, to answer if they have
been written by the same person. This is known as authorship
verification, finding applicability for example in plagiarism
detection, or in different persons claiming to be the author
of a text [11], but it will not be the focus of our work. A
third approach, that we will not address either, is called
author profiling. This aims at building a psychological or
sociological profile of the author since it is believed that
indicators such as gender [12], [13], [14] or education level
[15] of a person can be revealed from his/her texts.
This paper capitalizes on a previous study presented
in a conference paper [16]. The present study employs a
completely new database, comprising more users (93 vs. 40)
and more available texts (2602 Tweets per user on average
vs. 120-200 Tweets in our previous study). We also make
use of a substantially bigger set of stylometric features,
and we evaluate the impact on the performance of the
amount of text employed to model users’ identity, both
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at enrolment and at testing time. The features employed
captures the writing style of the author at different levels of
analysis, from individual characters or groups or characters,
to the type of words used, or the organization of sentences.
We also analyze specific particularities of Tweet messages,
namely, the use of URLs, mentions to other users, hashtags,
and quotations, whose use in the literature is restricted to
a few studies [17], [18], [19]. Our experiments show that
such particular features help to improve the performance
when added to any of the other features. In overall terms,
some individual features already achieve a 97-99% Rank 1
identification accuracy if there is sufficient data per user for
enrolment and testing (>500 Tweets). The Rank 1 accuracy
under more restrictive conditions (e.g. 20 Tweets for testing)
ranges from 54.9% to 70.6% with the best individual system,
depending on the number of Tweets employed for enrol-
ment. If we allow a bigger hit list size (of 20 candidates),
some feature methods reach an accuracy bigger than 90%
in the very difficult case of 100 Tweets for enrolment and
only 20 Tweets for testing (100/20). To further improve the
accuracy when few data is available, we exploit comple-
mentarity of the different features by weighting the output
distance of each system. In the mentioned 100/20 case, the
Rank 1 accuracy is boosted from 54.9% to 70%. With a bigger
hit list size, it goes up to 86.4% (Rank 5) or 95% (Rank
20). This demonstrates the effectiveness of the employed
features for writer identification using digital texts, even in
the case where few data per user is available.
The remainder of this section presents a literature review
on the topic of authorship analysis of digital texts, as well
as the contributions of this paper. Section 2 describes the
features employed for author identification. The experimen-
tal framework, including database and protocol, is given in
Section 3. Experimental results are provided in Section 4,
followed by conclusions in Section 5.
Fig. 1. Summary of features and classification methods employed for
online authorship analysis in the literature.
Fig. 2. Approaches to handle the set of documents available per author.
1.1 Literature Review
Authorship analysis of texts has its origin in a linguistic
research area called stylometry, which refers to statistical
analysis of literary style [1], [36]. Today, an increasing
amount of research is focused on the analysis of online
messages due to the growth of web applications and social
networks [1], [37], [38]. Table 1 provides a summary of
existing studies in online authorship analysis. Studies differ
in the features used and the type of classifiers employed
(Figure 1). Among the features employed, the most widely
used are stylometric features [38] and n-grams [39].
Stylometric features aim at capturing patterns of the
writing style at different levels: character and word level
(lexical), sentence and paragraph level (structural), punc-
tuation and function words level (syntactic), topic level
(content), and unique elements of a particular author (id-
iosyncratic). Lexical features capture the set of characters
and words that an individual employs, describing his/her
vocabulary richness and preference for particular symbols,
words, etc. At the character level, features may include
the number or frequency of different characters (alphabets,
digits, vowels, spaces, etc.). These are the most primitive
characteristics of a text. Word-level features may include the
total number of words, the average word length, the fraction
of short/long words, the most frequent words, the number
of unique words, etc. Another effective set of lexical features
are the n-grams. They represent sequences of n elements
next to each other in a text. The elements (or tokens) under
analysis can be of different nature, for example a sequence
of characters, words, symbols, syllables, etc. Given a piece
of text, the frequency of each sequence of n consecutive
elements in the text is computed, resulting in an histogram
that characterizes the distribution of elements. N -grams
are very tolerant to typos, misspellings, grammatical and
punctuation errors, and they are also language independent
[39]. They can also capture other elements such as punc-
tuation or symbols, given that they are not restricted to
just alphabets or numbers. Structural features capture the
organization of the elements in a text, including paragraphs
and sentences. They can include the number of sentences,
paragraphs, lines, punctuation, average length of sentences
or paragraphs, etc. Another elements can be analyzed as
well, such as the use of greetings and farewell text, sig-
nature, etc. Both lexical and structural features represent a
text without regard for word order, grammar, or context.
Syntactic features, on the other hand, refer to characterizing
the use of punctuation and function words, which help to
define the relationship of elements in a sentence. It also
includes Part-of-Speech (POS) tagging, which consist of
categorizing a word according to its function (verb, noun,
pronoun, adjective, etc.). In this context, some authors have
also suggested computing n-grams, but of POS tags [6]. A
weakness of this type of features is that POS is language-
depending, and relies on a language parser which unavoid-
ably introduces in errors [38]. Content features analyze, for
example, the distribution or frequency of specific keywords.
This is relevant for example when analyzing texts of specific
topics, but in a general context such as Twitter posts, these
features are less relevant as they are topic-dependant. Lastly,
idiosyncratic features aim at capturing particularities of an
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Ref Source Language Users Data Features Classification Mode
[20] Forums Ar 20 20 msg/pers Stylometry DT, SVM Identif
[21] Blog Posts 93 17.7K total, 200 post/pers Stylometry SVM, NB Identif
[22] Forums 5-100 17-161 msg/pers Stylometry Clustering, DT, NB Identif
[23] Blog Posts 10K 2K words/pers n-grams Distance Identif
[24] Chat It 77 615 words/pers Stylometry Distance Identif
[25] Chat 10 341 posts total Stylometry, n-grams Distance, NB, SVM Identif
[4] SMS 81 2K total, <50 /pers n/a Modified NB Identif
[5] SMS En, Ch 70 >50 SMS/pers n-grams Distance Identif
[26] Chat 4.6-19K 79K-93K msg total Term frequency Distance, KL diverg. Identif
[27] Forums Th 6 25 msg/pers, 143 words/msg Stylometry SVM, DT Identif
[28] Emails 176 63K emails total Stylometry, n-grams Jaccard coeff. Identif
[6] Tweets 10K 120 Tweets/pers POS n-grams Distance Identif
[29] Blog Posts 19.3K 678K post, 7250 words/pers Stylometry, n-grams LR Identif
[17], [18] Tweets En 241 800 Tweet/pers Interaction Profile Node Similarity Ver+Id
[19] 100 Temporal Profile Distance, Jaccard coeff. Verification
[30], [31], [32], [33] Email En 150 >200K msg, 757 msg/pers Stylometry, n-grams SVM, LR, DBN Verif
Tweets En 100 3.2K Tweet/pers
[34] Emails 50 >200 emails/pers Graphs, NF, PM SVM Identif
[35] Blog Posts En 1000 4 post/pers, 1.6K char/post Stylometry, n-grams Isolation Forest Verif
[16] Tweets En 40 120-200 Tweet/pers Stylometry, n-grams Distance Identif
Present 93 1.1-3.2K Tweet/pers
TABLE 1
Existing studies in online authorship analysis. References are in chronological order. Works marked in bold refer to studies related with short
digital texts. NF=Node Frequency. PM=Probability Models. DT=Decision Trees. SVM=Support Vector Machines. LR=Logistic Regression.
NB=Naive Bayes. NN=Neural Networks. KL=Kullback-Leibler. DBN=Deep Belief Networks. Ar=Arabic. Ch=Chinese Mandarin. En=English.
It=Italian. Th=Thai.
author in terms of e.g. misspell words, abbreviations used,
or other special characters (such as emojis).
To handle the available texts per author, two possi-
ble approaches are employed (Figure 2): profile-based and
instance-based [37]. In profile-based approaches, all texts from
an author are concatenated into a single text. This single
text is used to extract the properties of the authors style. In
such way, the representation of an author could include text
instances of different nature like formal texts and informal
texts, creating a more comprehensive profile. Also, this
approach can handle the problem of data imbalance and/or
lack of enough data. In the literature, this approach is im-
plemented by using probabilistic techniques such as Naive
Bayes, or distance measures. In instance-based approaches,
on the other hand, every individual text is analyzed sep-
arately, and a group of features from each particular text
instance is extracted. The sets of features of every text
instance are then used to train a model that represents the
identity of the author. This requires multiple training text
samples per author in order to develop an accurate model,
which may not always be available in forensic scenarios.
Instance-based approaches are usually implemented using
clustering algorithms or machine learning classifiers such
as Support Vector Machines (SVMs), Artificial Neural Net-
works (ANNs), or Decision Trees (DTs).
Some studies have been conducted specifically using
short digital texts such as Tweets [6], [16], [17], [18], [19],
[30], [33], SMS [4], [5], or small pieces of texts from blog
posts [35]. They are indicated in bold in Table 1. In an early
work, the authors of [6] reported an accuracy of 53.2% in
identifying the authorship among 10000 Twitter users. As
features, they employed POS tags n-grams. To handle short
texts, n-grams were weighted based on the length of the
elements. With 120 Tweets available per user, they used
90 Tweets for training, and 30 Tweets for testing. Recently,
we employed a set of stylometric features and character
and word n-grams, with a database of 40 Twitter users
and 120-200 Tweets per user [16]. We reported an accuracy
in the range of 92-98.5% (depending on the features) in
authorship identification. The number of Tweets per user
in such study was in the same range than [6], but the
number of users was substantially different, which may be
the reason for the different accuracy. The work [4] reported
an accuracy of 20.25% in the classification of 2000 messages
taken from an SMS corpus with 81 authors, with maximum
50 messages per author. Also concerned with authorship
identification of SMS, the work [5] employed a corpus of 70
persons, with at least 50 SMS per person (some persons had
several hundreds of messages). As features, they employed
unigram word counts, which is simply the frequency of
each word available in the text string. Following the profile-
based method of evaluation, they carried out a number of
different experiments varying the number of users in the
database, and the size of training and test data. For example,
an experiment with 20 users having more than 500 SMS each
for training gave an accuracy of about 88% when the testing
set contained 20 SMS per user. If only one SMS is available
for testing, accuracy goes down to about 41%. They also
studied the effect of reducing the size of the training set.
With 100 training messages per author, accuracy barely goes
above 61% when 20 SMS per user are stacked for testing.
With 50 training messages, accuracy goes below 48%. The
authors acknowledge that these results may be positively
biased since they deliberately chose the SMSs having the
maximum length.
Regarding authorship verification, Brocardo et al. investi-
gated the use of emails and Tweets from 150 and 100 authors
respectively [30], [31], [32], [33]. In the present paper, we
employ the same database of Tweets. They made use of an
extensive set of stylometric features, as well as character and
word n-grams, with a total dimensionality of 1072. They
carry out a selection process based on correlation measures
to keep the most discriminative features. They also inves-
tigate different classifiers, including Support Vector Ma-
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chines, Logistic Regression, and Deep Belief Networks. The
authors report EERs of 8.21% (emails) and 10.08% (Tweets).
Recently, the work [35] by Neal et al. employed short blocks
of 50-100 characters from blog posts to carry out continuous
user verification. The aim is to simulate for example login
sessions where the user is verified as s/he produces new
text, e.g. in text messages or social posts. As features, they
used a set of stylometric features and character n-grams,
with a total dimensionality of 671. As classifier, they em-
ployed Isolation Forest, trained with 3-10 blocks of text, and
tested with the next block of text (to simulate continuous
sessions). In contrast to regular verification, the classifier
is trained to classify test samples as normal or abnormal.
Accordingly, all test samples should be classified as normal,
without the need of training a classifier on both positive
and negative samples. The reported accuracy in classifying
genuine users exceeds 98%
In another set of works, Sultana et al. [17], [18], [19]
proposed several features aimed at quantifying interaction
patterns and temporal behaviour of Twitter users, rather
than analyzing the actual content of the messages. User
interaction patterns are measured by creating profiles of
friendship (other users with whom a user maintains fre-
quent relationships via retweet, reply and mention), contex-
tual information (shared hashtags and URLs), and temporal
interaction (posting patterns) [17], [18]. The latter, temporal
interaction, is further analyzed in [19] where the authors
propose to create temporal profiles of users to explore
their posting patterns, measuring features such as average
probabilities of tweeting/retweeting/replying/mentioning
per day, per hour, or per week. They employ a self-collected
database of more than 240 users which unfortunately is not
available. They carry out both identification and verification
experiments, with a reported accuracy of 94% (rank-1 iden-
tification) and 4% (EER) in the best case [19].
1.2 Contributions
This paper is based on a previous study presented in a
conference paper [16], where we employed a set of 18
stylometric features with a database of 40 Twitter users and
120-200 Tweets per user. The present paper is substantially
extended with new developments, data, and experiments.
The new database includes 93 users, with 1142-3209 Tweets
and 60.5K-318K characters available per user. The number
of features is increased to 173, plus character n-grams at dif-
ferent levels (n = 2 to 6), with a dimensionality of 2000 each
(Table 2). We adapt stylometric features from the literature
[38] to the particularities of short digital texts [6], [33], [35].
Our set of features is also comprehensively bigger that the
majority of previous studies using this type of texts.
This work also includes features that are particular of
Tweet messages. Concretely, we measure the use of shared
hashtags, URLs, and reply mentions. Despite being very
specific of Tweet messages, such features have only been
explicitly used in the set of works by Sultana et al. [17], [18],
[19]. In contrast to them, we are agnostic of the individual
content, and we just consolidate the total count of each
element. In our experiments, such features are observed to
provide a substantial improvement in performance when
added to all type of stylometric features. This paper is
also, to the best of our knowledge, among the first ones
in using such Twitter-specific features for the task of writer
identification, together with [17], [18].
While the majority of studies concerned with the anal-
ysis of Twitter texts operate in verification mode (e.g. [6],
[17], [18], [19], [30], [33], see Table 1), this work is fo-
cused on author identification. In addition, we carry out
a comprehensive experimental evaluation of the different
features. We vary the number of enrollment and test Tweets
per author across a wide range, in order to evaluate the
impact of the amount of available text on their accuracy.
In our experiments, we range from a massive amount of
1000 Tweets per user, to a more plausible scenario of 100,
50, and even 20, which simulates cases where the amount
of available data might be scarce [40]. To the best of our
knowledge, this is also the first study in considering such a
wide range of enrolment and test data combinations.
Among all the features evaluated, n-grams have been
observed to provide the best performance. This is in con-
sonance with the literature [1], [37], [38], and explains
the popularity of n-grams in authorship studies with all
kinds of texts (Table 1). In this study, both character and
word n-grams are analyzed. N -grams have the advantage
that they can cope with different text lengths, as well as
misspellings and other errors. In particular, we evaluate
character n-grams up to a value of n=6. For n=1 (individual
characters), we also analyze the influence of considering dif-
ferent elements, including alphabets (both case-dependent
and independent), digits, vowels, spaces, special characters,
and particular elements that are characteristics of Tweets
(hashtags, link, mentions, and quotations). To the best of our
knowledge, this is the first work conducting such exhaustive
study of n-grams applied to the analysis online short mes-
sages. Regarding word n-grams, we study Part-of-Speech
(POS) uni-grams [6], which consists of converting the word
to its POS tag (noun, verb, etc.), and then computing the
frequency of each POS tag in a given piece of text. This
results in a substantially smaller feature space than if we
had to compute the frequencies of a given dictionary of
(probably dozens or hundreds) of words.
Fig. 3. Structure of the author identification system.
2 AUTHORSHIP IDENTIFICATION USING
MICROBLOGGING TEXTS
Asserting writer identity based on Twitter messages require
four main phases: 1) pre-processing of Tweets, 2) feature
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Category Feature Total
C
ha
ra
ct
er
Alphabets 1
Uppercase alphabets 1
Lowercase alphabets 1
Count Vowels 1
Uppercase vowels 1
Lowercase vowels 1
Digits 1
White spaces 1
Special characters 1
9 features
Alphabets 26
Uppercase alphabets 26
Freq Lowercase alphabets 26
Lexical n-grams Digits 10
White spaces 1
Special characters 33
122 features
Char n-grams (n >1) 2000
5 × 2000 features
W
or
d
URLTAG 1
USERTAG (mention) 1
TRENDTAG (hashtag) 1
QUOTETAG 1
Words (W) 1
Average word length (L) 1
Count Ratio W/L 1
Fraction of short words 1
Fraction of long words 1
Unique words 1
Capitalized words 1
Uppercase words 1
Lowercase words 1
Othercase words 1
14 features
Se
nt
en
ce
Sentences 1
Punctuation symbols 1
Struc- Count Words per sentence 1
tural Characters per sentence 1
Uppercase sentence 1
Lowercase sentence 1
6 features
Freq Punctuation symbols 9
9 features
Syntactic Word Freq POS tag uni-grams 13
13 features
TABLE 2
List of properties of Twitter messages measured in this work.
extraction, 3) feature matching, 4) and writer identification.
In Figure 3, the overall model of our author identifica-
tion system is depicted. In this section, we present the
pre-processing steps and feature extraction methods. We
use probability distribution functions (PDF) extracted from
Twitter messages to characterize writer identity in a manner
that is independent of the amount of available text. This
will allow us to accommodate messages of different length,
and also to vary the number of Tweets employed to model
writer’s identity. Thus, with ‘feature vector’ we denote such
a complete PDF capturing several properties of the Twitter
messages generated by an author. At the same type, this
allows us to employ simple distance measures to compute
the similarity between two given feature vectors.
The particular properties chosen for this work are given
in Table 2. We have selected a set of lexical, structural,
and syntactic stylometric features which are suitable for
the analysis of Twitter messages. For example, given the
limited length of Tweets (140-280 characters), we do not
consider structural features related to paragraph properties,
since rarely there is more than one paragraph of text. We do
not consider content or idiosyncratic features either, since
these are either dependant on particular topics, or rely on
the use of a language parser. The only feature considered
that has such need is POS tag uni-grams [6]. This is because
character and word n-grams have shown high efficiency in
the literature with short digital texts [5], [16], [30], [30], [33],
[35], so we are interested in evaluating their efficiency using
syntactic tokens as well.
2.1 Pre-processing
Raw Tweets are pre-processed in order to remove elements
which are not reliable to model the writer’s identity, either
because they have been produced by another writer, or
because they are used by many. This includes:
• Replacing URLs with the meta tag ‘URLTAG’.
• Removing re-tweeted text. A re-tweet is a re-posting
of a Tweet written by another user. This can be iden-
tified by the letters ‘RT’ followed by the username of
the person that wrote the original message. We only
keep the text before the RT flag. If there is no other
text, then we delete the entire Tweet.
• Replacing usernames (‘@username’) with the meta
tag ‘USERTAG’. A username can only contain al-
phanumeric characters and underscores, and cannot
be longer than 15 characters, facilitating its detec-
tion. When usernames of other users are included in
Tweets, they receive a notification, allowing to track
mentions by others.
• Replacing hashtags (‘#word’) with the meta tag
‘TRENDTAG’. Hashtags are used to highlight key-
words that categorize the topic of the text. They allow
to follow threads related to a particular topic, to
search for Tweets with a particular hashtag by click-
ing on it, and they help for relevant Tweets to appear
in Twitter searches as well. When many people use
the same hashtag, it is used by the Twitter algorithm
to determine popular trends (’trending topics’) in a
particular location or at a particular time.
• Replacing information among quotes (‘word’) with
the meta tag ‘QUOTETAG’. This is because the
quoted text is likely to be generated by somebody
else, thus not reflecting the writing style of the user
that quoted the information.
2.2 Lexical Features
These features describe the set of characters and words
that an individual uses. At the character level, we extract
two types of features: total count of elements (alphabets,
numbers, vowels, digits, white spaces, and special char-
acters), and frequency of each individual element (charac-
ter n-grams). Alphabets and vowels are considered both
case-independent (e.g. ‘a’ and ‘A’ count towards the same
character), and case dependent (uppercase and lowercase
elements are counted separately). As special characters, we
consider the ASCII elements 33-47, 58-64, 91-96, and 123-
126, plus the symbol . For n >1, we compute the frequency
of the 2000 most frequent character n-grams (up to n=6),
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which have been obtained from a training set (Section 3).
Regarding word-level features, we calculate the number of
words per Tweet, the average word length, the fraction of
short and long words (<=3 characters and >6 characters
respectively) [33], the number of unique words, and differ-
ent counts related to word casing [35]. We also employ a
number of features which are particular of Tweet messages:
number of URLs, user mentions, hashtags, and quotations
per Tweet. Despite being very specific of Tweet messages,
such features have not been widely used in related works
studying authorship of Twitter messages [17], [18], [19].
2.3 Structural Features
These features inform about the organization of elements in
a text, both at sentence- and paragraph-level. Here, given
the short length of Tweets, we only consider sentence fea-
tures. In particular, we calculate the number of sentences
per Tweet, the number of punctuation symbols, the words
and characters per sentence, and the number of sentences
commencing with uppercase or lowercase. We also calculate
the frequency of different punctuation and other sentence
separation symbols (, - . : ; < > ? !), which could be
considered a type of ‘punctuation’ uni-gram.
2.4 Syntactic Features
Finally, we compute the frequency of thirteen syntactic
elements found in each Tweet [6]. For this purpose, each
word is converted to its Part-of-Speech (POS) tag [41], [42]
and then, the frequency of each element is counted. As POS
tags, we employ adjective, preposition/conjunction, adverb,
verb, determiner, interjection, noun, numeral, particle, pro-
noun, punctuation, symbol, and ‘other’.
3 DATABASE AND PROTOCOL
As experimental data set, we use the ISOT Twitter database
(ITDB) [30], which contains Twitter messages from 100
users, with an average of 3194 messages and 301100 charac-
ters per user. Although Twitter allows downloading public
Tweets through their API with a developer account, it is
against Twitters terms of service to redistribute Twitter con-
tent to third parties. Nevertheless, third-parties are allowed
to distribute Tweet identifiers (Tweet IDs and user IDs).
Therefore, the ITDB distribution consists of a list of users
and corresponding Tweet IDs, so researchers can crawl
Tweets in JSON format. The authors of the database used
a list of the UKs most influential tweeters compiled by
Ian Burrell (The Independent newspaper). They randomly
selected 100 names from the 2011 and 2012 lists and crawled
their Twitter accounts. Using the ITDB list, we were able
to crawl 93 accounts, with the number of Tweets per user
ranging from 1580 to 3239. Some accounts and/or Tweet IDs
outputted an error, either due to issues with the Twitter API,
or because the account or Tweet was not available anymore.
After the pre-processing procedure of Section 2.1, the
resulting database contains 1142-3209 Tweets per user (2692
on average), and 60.5K-318K characters per user (175K on
average). This character count does not include the meta
tags employed. Pre-processed Tweets are then analyzed,
extracting the features of Table 2 for each individual Tweet.
The meta tags introduced in Section 2.1 are only used to ac-
count for their number, according to the four lexical features
URLTAG count, USERTAG count, TRENDTAG count, and
QUOTETAG count. They are not used for any other feature
computation, e.g. they do not count towards the number
of characters per Tweet, frequency of characters, number of
words, etc. A profile-based approach (as shown in Figure 2)
has been used in this work. The first J Tweets of each user
are employed for enrolment. A single enrolment vector is
generated for each user by averaging the J feature vectors
of the enrolment Tweets. The remaining Tweets of each user
are divided into groups of K non-overlapping consecutive
Tweets, which are used to simulate test identification at-
tempts. A single feature vector is generated for each group
of K Tweets by averaging their feature vectors. Prior to
comparison, feature vectors are normalized to a probability
distribution function (PDF), and the similarity between two
feature vectors q and t is computed using the χ2 distance
[43]:
χ2qt =
M∑
n=1
(pq[n]− pt[n])2
pq[n] + pt[n]
(1)
where p are entries in the PDF, n is the bin index, and
M is the number of bins in the PDF (dimensionality).
Given a test sample, identification experiments are done
by outputting the N closest identities of the enrolment
set. An identification is considered successful if the correct
identity is among the N outputted ones. In this work, we
use J ∈ {100, 500, 1000} and K ∈ {20, 50, 100, 500, 1000}.
The number of test identification attempts for the different
combinations of J and K with our database are shown in
Table 3.
To compute the dictionaries of the 2000 most frequent
character n-grams (n >1), we use the first 100 Tweets of each
user (93×100=9300 Tweets in total). We convert all text to
lowercase and remove white spaces before computing the n-
grams. The frequency of all n-grams that appear in the 9300
Tweets is then computed, and the 2000 most frequent ones
are retained. Table 4 shows the ten most frequent n-grams
for n = 2, 3, 4. Regarding the sofware employed, we use
Matlab r2019b. The POS tag information is obtained with
the functions tokenizedDocument, addPartOfSpeechDetails and
tokenDetails. The text is tokenized using rules based on
Unicode Standard Annex 29 [41] and the ICU tokenizer [42].
TR Test # TR Test # TR Test #
1000 1000 99 500 500 349 100 100 2278
500 256 100 1906 50 4608
100 1441 50 3864 20 11586
50 2934 20 9726
20 7401
TABLE 3
Identification trials (#) depending on the number of training (TR) and
test Tweets per user employed.
4 EXPERIMENTAL RESULTS
In this section, we present our experimental results using
the different features. Results are reported in the form of
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n=2 Count n=3 Count n=4 Count
’th’ 10176 ’the’ 5166 ’that’ 964
’in’ 9521 ’ing’ 4299 ’tion’ 943
’he’ 7177 ’you’ 2163 ’ther’ 822
’er’ 6897 ’tha’ 2041 ’than’ 811
’on’ 6522 ’and’ 1819 ’with’ 773
’re’ 6521 ’for’ 1673 ’ight’ 724
’an’ 6444 ’hat’ 1479 ’this’ 698
’st’ 5591 ’thi’ 1354 ’here’ 694
’to’ 5340 ’rea’ 1347 ’ingt’ 675
’at’ 5228 ’her’ 1322 ’nthe’ 640
TABLE 4
Ten most frequent n-grams of the ISOT database [30].
CMC curves, varying the size of the hit list from N=1 (Top-
1) to N=93 (number of enrolled users). We are interested
in a comparative analysis of the features for a different
number of enrolment and test Tweets. We are also interested
in the improvements in performance obtained by combining
multiple features. Thus, we will consider first the individual
features and then their combinations.
4.1 Character Counts
These refer to the group of Lexical-Character-Count features
of Table 2. Writer identification performance is given in
Figure 4 and Table 5. We have tested different combina-
tions involving count of alphabets, digits, spaces, vowels,
and special characters. We also distinguish the case where
uppercase and lowercase alphabets are counted separately
(solid curves, indicated as ‘lower/upper’ in the graphs)
from the case where they are counted together (dashed
curves). We have also included to the feature vector the
Lexical-Word-Count meta tags that compute the number of
URLs, user mentions, hashtags, and quotations per Tweet.
These tags are treated as separate entities in the feature
extraction process, as mentioned in Section 3, so they do not
count towards the Lexical-Character-Count features. Since
they are very particular of Tweet messages, we are interested
in evaluating if they can complement other features.
Figure 4 shows the CMC curves of all the combinations
of features evaluated for a selected number of training and
test Tweets, while Table 5 provides results of only the best
performing one. A first observation from the graphs is that
separating the count of lowercase and uppercase alphabets
(solid curves) systematically results in better performance
than if they are counted together (dashed curves). The
improvement is higher for combinations with more modest
performance, e.g. black or green curves, suggesting that
accounting for lowercase and uppercase alphabets sepa-
rately can provide a significant boost in accuracy. Regarding
the different combinations of count features, the use of
only alphabets+digits (black curves) results in the worst
performance. Performance is boosted as we add counts of
(in this order): vowels (green curves), spaces (gray), and
special characters (red). But the biggest boost is obtained
after the inclusion of the meta tags. The power of such meta
tags can be seen by the fact that if we add them just to
the count of alphabets+digits (the worst combination), the
performance is boosted to top positions (brown curves). The
best combination overall comes just after the addition of the
special character’s count (blue curves), but the improvement
is marginal in comparison to the brown vs. black curves.
If we look at the different plots of Figure 4 (representing
a different number of training and test Tweets), the relative
positioning of the curves is always the same. In other words,
changing the amount of training or test data does not make
that one particular combination of features surpasses other,
or vice-versa. Obviously, the higher the amount of training
or test data, the better the performance. With the maximum
amount of training and test data available (1000 Tweets in
each case), the Rank 1 is 79.8%, and the Rank 5 is 97%
(Table 5). If we decrease the number of test Tweets to 20
(keeping 1000 training Tweets) such ranks decrease to 25.3%
and 55.9%, respectively. Also, the performance seems to
saturate after the use of 500 Tweets for training. For exam-
ple, the ranks of 500/500 (training/test) and 1000/500 is
similar by 1-2%. The same goes for other cases. On the other
hand, with just 100 Tweets for training, the performance
deteriorates significantly. For example, with 100/100, the
ranks in Table 5 are 40.5% (Rank 1) and 69.5% (Rank 5).
If test data is more scarce (100/20), the ranks are just 22%
and 49.8%, respectively. It should be noted though that
the dimensionality of the feature vector employed is just 8
elements (uppercase alphabets, lowercase alphabets, digits,
special characters, and the four meta tags).
Character Count Features
Train Test Rank 1 Rank 5
1000 1000 79.8% 97%
500 73.8% 91.8%
100 52.4% 81.3%
50 40.3% 72.1%
20 25.3% 55.9%
500 500 72.8% 90.3%
100 49.7% 79.5%
50 39.4% 70.7%
20 24.8% 55.9%
100 100 40.5% 69.5%
50 32.6% 62.2%
20 22% 49.8%
TABLE 5
Identification accuracy of character count features for a different
number of training and test Tweets. The features employed are:
Alphabets (separated lowercase and uppercase) + digits + special
characters + TAGS (solid blue curves in Figure 4).
4.2 Character Frequency (uni-grams)
Character uni-grams compute the frequency of individual
alphabets, digits, and special characters, rather than their to-
tal counts. They are denoted as Lexical-Character-Frequency
features in Table 2. As in the previous sub-section, to
populate uni-grams, we consider different combinations of
elements, including the use of meta tags. We also distinguish
the case where the frequency of uppercase and lowercase
alphabets is computed separately vs. computed together.
Identification results using these features are given in Fig-
ure 5 (all combinations) and Table 6 (best performing one).
By looking at the results, the majority of observations
made in the previous sub-section apply, i.e. i) separating
lowercase and uppercase alphabets results in better perfor-
mance (solid vs. dashed curves); ii) the use of histograms
of only alphabets+digits results in the worst performance,
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Fig. 4. Identification accuracy of character count features for a different
number of training and test Tweets. Best in colour.
which is improved after the inclusion of white spaces (grey
curves), special characters (red), and meta tags (blue); and
iii) meta tags is a valuable source of improvement, as
seen by the fact that its inclusion boosts performance sig-
nificantly, e.g. black vs, brown curves, or red vs. blue. It
can also be observed that white spaces does not provide a
significant value. For example, compare black/grey curves,
or red/green; both pairs employ the same combination of
features, with the only difference being the inclusion of
data about white spaces. White spaces contain (indirectly)
information about the number of words in the text, but their
addition here does not result in a better performance.
As in the previous sub-section, the best performing
combination includes the use of alphabets (separating low-
ercase/uppercase), digits, special characters, and meta tags.
However, a significant difference is that character uni-grams
provide much better accuracy. For example, with a training
and test size of 1000 Tweets, Rank 1 is already 99% (see
Table 6). It should be also considered that the dimensionality
of the feature vector with uni-grams is of 99, while the vector
of the previous sub-section was of 8 elements. Decreasing
the of test Tweets to 50 (keeping 1000 training Tweets) still
gives a Rank 5 of 95%. Therefore, if we can ensure such a
high amount of training data, uni-grams can provide very
good performance with a relatively small amount of test
data.
With the 1000/20 case, accuracy is 70.6% (Rank 1) and
87.8% (Rank 5), while in the previous sub-section, it was
25.3%/55.9% only. It seems to be as well a saturation in
performance here after the use of 500 training Tweets, since
the use of 500 or 1000 training Tweets does not show a sig-
nificant difference (given the same number of test Tweets).
With just 100 training Tweets, performance is still good if
we use 100 test Tweets as well (Rank 5 of 92.5% vs. 69.5%
in the previous sub-section). In case of more data scarcity
(100/20), the ranks go down to 54.9% (Rank 1) and 78.5%
(Rank 5); but if we allow a hit list of 20 candidates, then an
accuracy of ∼92% can be obtained (Figure 5, bottom right
plot). This shows as well the capabilities of uni-grams when
fewer data is available.
Fig. 5. Identification accuracy of character frequency features (uni-
grams) for a different of training and test Tweets. Best in colour.
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Character Frequency (uni-grams)
Train Test Rank 1 Rank 5
1000 1000 99% 99%
500 96.9% 98.4%
100 92.5% 96.8%
50 86.6% 95%
20 70.6% 87.8%
500 500 96.6% 98.9%
100 91.3% 96.8%
50 85.4% 94.2%
20 68.7% 86.9%
100 100 78.4% 92.5%
50 71% 88.4%
20 54.9% 78.5%
TABLE 6
Identification accuracy of character frequency features (uni-grams) for a
different of training and test Tweets. Features employed: Alphabets
(lowercase + uppercase) + digits + special characters + TAGS (solid
blue curves in Figure 5).
4.3 Character Frequency (n-grams, n > 1)
With these features, we capture the occurrence of the most
frequent character n-grams. Depending of the value of n,
they use as token pairs of consecutive characters (called
2-grams or bi-grams), triplets (3-grams or tri-grams), etc.
The ten most frequent n-grams of our database for n =
2, 3, 4 are given in Table 4. It can be observed that some
recognizable words of the English language (or parts of
them) appear in the list, such as ‘in’, ‘the’, ‘you’, ‘and’, ‘for’,
‘with’, etc. Some works prune the dictionaries to remove
common words that are likely to be used by many, such
as articles, prepositions, etc. In this work, for simplicity, we
have kept each dictionary ‘as-is’, so they are built by pure
analysis of raw texts, without further considering higher
levels of syntactical or semantic analysis.
We test two cases, one considering a big dictionary of n-
grams (the 2000 most frequent n-grams), and another con-
sidering a reduced dictionary (the 200 most frequent only).
Identification results are shown in Figure 6 and Table 7.
It can be observed that the use of a dictionary of 2000 n-
grams provides much better performance, to the point that
the value of n becomes irrelevant when a high amount
of training data is employed (solid curves in 1000/100 or
500/100 plots of Figure 6). The use of few test data (plots
of the right column) reveals some differences depending on
the value of n, with n=6 (purple curves) being the worst
case, followed by n=5 (green). With a small dictionary of
200 elements, n=2 (bi-grams) is always the best case (dashed
black curves). With a big dictionary, on the other hand, n=3
(tri-grams) stands out as the best option (solid blue curves).
This means that if we allow a sufficient dictionary size,
tri-grams surpasses the performance of any other option.
This is specially the case when there is few training or test
Tweets, as it can be observed in Table 7.
Regarding performance values, tri-grams provide a simi-
lar performance than uni-grams (previous subsection) when
there is sufficient of training and test Tweets. This can
be seen by comparing Tables 6 and 7. With 1000 or 500
training Tweets, their performance is comparable, regardless
of the number of test Tweets. With 100 training Tweets, on
the other hand, uni-grams shows better performance. For
example, the 100/100 combination has a Rank 1/Rank 5
of 43.3%/69.4% with tri-grams, and 78.4%/92.5% with uni-
grams. The more data-scarce 100/20 combination shows
ranks of 42.8%/67.8% (tri-grams), and 54.9%/78.5% (uni-
grams). This is interesting, given that uni-grams have a
feature vector of only 99 elements, in comparison to the 2000
elements of tri-grams. If we allow a hit list of 20 candidates,
tri-grams shows an accuracy of ∼87%, a little bit behind of
the 92% seen with uni-grams in the previous sub-section.
Fig. 6. Identification accuracy of character frequency features (n-grams,
n > 1) for a different of training and test Tweets. Best in colour.
4.4 Word- and Sentence-Level Features
In this sub-section, we analyze together the performance of
several lexical, structural and syntactic features that capture
properties at the word and sentence level, see Table 2.
As done in some previous sub-sections, we also test the
different groups of features with and without adding the
meta tags that characterize Twitter posts (number of URLs,
user mentions, hashtags, and quotations per Tweet). Results
are given in Figure 7 and Table 8.
According to the plots, structural features capturing in-
formation at the sentence level (red curves) provides better
performance than the other two. The worst features are the
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Character Frequency (n-grams, n > 1)
3-grams (dim=2000) 2-grams (dim=200)
Train Test Rank 1 Rank 5 Rank 1 Rank 5
1000 1000 98% 98% 98% 98%
500 97.3% 98.4% 97.7% 98%
100 94.9% 97.6% 88% 95.6%
50 92.3% 96.9% 77.4% 92.5%
20 76.7% 91.4% 54.1% 78.7%
500 500 94% 97.7% 96% 98%
100 90.9% 96.3% 84.4% 94.9%
50 86.7% 95.4% 71.5% 89.7%
20 69.8% 88% 48.9% 75.1%
100 100 43.3% 69.4% 49.2% 71.7%
50 48% 72% 39.1% 65%
20 42.8% 67.8% 27.5% 52.3%
TABLE 7
Identification accuracy of character frequency features (n-grams,
n > 1) for a different of training and test Tweets.
lexical features operating at the word level. This is inter-
esting, given that Tweets are likely to have few sentences
given its limited length (140 characters). Accuracy of POS
tag uni-grams is in the middle of the other two group
of features. The features of this section have a similar di-
mensionality, see Table 2: 14 elements (Lexical-Word-Count
features), 19 elements (Structural-Sentence + 4 meta tags),
and 17 elements (POS tags uni-grams + 4 meta tags), all
numbers considering meta tags. Also, it is relevant here the
improvement observed with the inclusion of the meta tags
(solid vs. dashed curves).
Comparatively speaking, the performance of the fea-
tures of this section is behind uni-grams and n-grams of
Sections 4.2 and 4.3, and ahead of the count features of
Section 4.1. Only when there are few training or test Tweets
available, the performance of lexical word features (the
worst performing of this section) becomes similar to the
features of Section 4.1 (compare Tables 5 and 8).
Word Sentence POS 1-grams
Train Test R-1 R-5 R-1 R-5 R-1 R-5
1000 1000 83.8 93.9 94.9 98 92.9 97
500 77 89.8 93.4 96.5 88.3 95.3
100 56.1 80.2 84.3 94 69 89
50 45 72.2 74.7 90.4 56.3 81.9
20 28.5 56.6 55.5 79.9 36.6 66.8
500 500 74.5 89.7 93.1 97.1 84.5 94.3
100 55.2 78.5 81.2 93.8 67 87.3
50 42.6 71.4 72.3 89.5 55.1 80.2
20 27.8 56.4 54 78.9 36.7 66.2
100 100 43.4 70.5 72.6 90.3 51.3 77.7
50 36.1 62.7 65 85.7 42.7 71.2
20 24.9 51.3 48.7 75.1 30.1 58.3
TABLE 8
Identification accuracy (Rank 1 and Rank 5) of word and sentence level
features for a different of training and test Tweets. The features include
meta tags counts (solid curves in Figure 7).
4.5 Feature Combination
The features considered in this paper work at different levels
of analysis, capturing different aspects of writing individ-
uality. While they are not uncorrelated, improvements are
observed by their combination. In this section, we focus
our study on the case where there is few data available
Fig. 7. Identification accuracy of word and sentence level features for a
different of training and test Tweets. Best in colour.
(training = 100 Tweets, test = 20 Tweets), which is more
suited to forensic cases where the amount of available data
might be scarce [40]. Since, the identification (Rank 1) of
some individual features is already of 98-99% if sufficient
training and test data is available, not significant gains can
be obtained in comparison. For the purposes of this sub-
section, we consider the features that have provided the best
performance in the previous sections:
• Lexical-Character-Count: Alphabets (lower/ upper-
case separated) + digits + special characters + meta
tags (dimensionality 8).
• Lexical-Character-Frequency (uni-grams): Alphabets
(lower/ uppercase separated) + digits + special char-
acters + meta tags (dimensionality 99).
• Lexical-Character-Frequency (n-grams): we consider
tri-grams with a dictionary of 2000 elements (dimen-
sionality 2000).
• Lexical-Word-Count features with meta tags (dimen-
sionality 14).
• Structural-Sentence features with meta tags (dimen-
sionality 19).
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• Syntantic-Word features (POS tag uni-grams) with
meta tags (dimensionality 17).
Figure 8 and Table 9 (two center columns) shows the
results of feature combination by simple distance average
of the different sub-systems. We have run all the possible
combinations, selecting the one that provides the best Rank
1 accuracy. The systems involved in such combinations are
also provided in Table 9. A first observation is that simply
averaging the distances given by individual systems results
in a better performance. The two systems that are chosen
first are uni-grams and sentence-level features, which also
happen to be the best two individual ones. They also oper-
ate at very different levels (character vs. sentence levels).
The systems that are chosen next are (in this order): tri-
grams, word-level features, character count features, and,
finally, POS tag uni-grams. Also, the biggest performance
improvement occurs just after the fusion of two systems
(black curve). The inclusion of additional systems does
not produce the same amount of improvement. The best
performance is obtained by fusion of 4-5 systems, with a
Rank 1 of 66.6% and Rank 5 of 84.8%. Compared with the
best individual system, Rank 1 is increased by nearly 12%
after the fusion, and Rank 5 is increased by more than 6%.
We further consider the weighted average of the individ-
ual systems. Given N systems which output (s1, s2 . . . sN )
scores for a test trial, a weighted average fusion of these
scores is given by:
s =
N∑
i=1
aisi s.t.
N∑
i=1
ai = 1 (2)
We ran all possible weights (with a step size of 0.05)
for the fusion combinations shown in Table 9, and selected
the weights providing the best Rank 1 accuracy. Results
are given in Figure 9 and Table 9 (two rightmost columns).
The fusion of two systems could not be further improved,
as shown by the CMC plot, which depicts the curves of
several combinations of fusion weights around a value of
0.5. For the other combinations, performance improves by
2-3%, reaching a Rank 1 accuracy of 70% and Rank 5 of
86.4% in the best case.
5 CONCLUSION
Authorship attribution of texts has its roots in the 19th
century, well before the technology revolution. In the early
days, the main target was to identify the author of literary
works [36] or essays [11] by the use of stylometric tech-
niques [44]. Nowadays, with the massive adoption of digital
technologies, text in digital forms are widely in use, as
for example short messages, emails, blogs, posts, etc. Thus,
the subject of authorship analysis has evolved, being not
only restricted to literary works but also applied to many
other fields such as cybercrime, law enforcement, education,
fraud detection, etc. In this context, it is of huge interest the
development of methods for authorship attribution to aid in
forensic investigations of cybercrimes [1].
Accordingly, this work addresses the topic of authorship
attribution of digital text. In popular social media platforms
such as Twitter, Facebook or Instagram, the amount of text
available might be limited, and some even limit the number
Fig. 8. Identification accuracy of feature combination by simple distance
average (training with 100 Tweets, test with 20 Tweets). Best in colour.
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Average Average
R-1 R-5 R-1 R-5
X 22% 49.8% - -
X 54.9% 78.5% - -
X 42.8% 67.8% - -
X 24.9% 51.3% - -
X 48.7% 75.1% - -
X 30.1% 58.3% - -
X X 61.9% 82.3% 61.9% 82.3%
X X X 63.7% 83.7% 69.7 % 86.3%
X X X X 66.2% 84.8% 70% 86.4%
X X X X X 66.6% 84.8% 69.6% 86.4%
X X X X X X 66% 84% 69.7% 86.4%
TABLE 9
Identification accuracy (Rank 1 and Rank 5) of feature combination
(training with 100 Tweets, test with 20 Tweets). The best accuracy of
each column is marked in bold. Performance of the individual features
is also given for reference.
of character per message to a few hundred. Here, we con-
centrate on short texts (Twitter posts), which are currently
limited to 280 characters, and to 140 at the time when our
database was captured. We evaluate several feature experts
based on stylometric features (Table 2), which are among
the most widely used features both in traditional literary
analysis and in more modern ways of writing [1], [36],
[37], [38]. They capture properties of the writing style at
different levels, such as i) the number of individual charac-
ters, the frequency of individual characters (uni-grams), the
frequency of sequences of characters (n-grams, n >1), or the
type of words than an individual uses (lexical level); ii) the
way that the writer organizes the sentences (structural level);
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Fig. 9. Identification accuracy of feature combination by weighted distance average (training with 100 Tweets, test with 20 Tweets). Best in colour.
or iii) the use of different categories of words (syntantic
level). An advantage of the features employed is that the
comparison between feature vectors is made simply by
distance measures. They also allow coping with texts of
different lengths, since the features are extracted per post.
When several posts from the same writer are combined
for a richer identity model, the feature vectors just have
to be averaged. We have left out some features that are
of less applicability to Twitter posts, such as properties
related to paragraphs (given the limited length of Tweets),
or to the analysis of keywords of other particularities (given
the generality of Twitter posts, which in principle are not
restricted to any topic). We have also added to our feature
set several meta tags which are specific of Twitter text. They
quantify the use of URLs, the mentions to other users, the
use of hashtags, or the quotation of somebody’s else text.
Although these tags are widely employed by Twitter users,
they have been hardly employed in previous authorship
studies [17], [18], [19]. In our experiments, we have observed
a significant boost in performance when these particular
features are considered.
Experimental results are given with a database of 93
users writing in British English language, with 1142-3209
Tweets per user [30], obtained from some of the UK’s most
influential tweeters. Accuracy of the features are assessed in-
dividually, with those capturing the frequency of individual
characters (uni-grams) or sequences of characters (n-grams,
n >1) showing superior performance. This back-ups the
popularity of n-grams in the literature [1], [37], [38]. We have
evaluated several levels of analysis, where the of available
enrolment and test Tweets per user varies from 1000 to just
20 Tweets. When a high number of Tweets is employed, the
Rank 1 accuracy of those features already reaches 97-99%.
In a more restricted case, e.g. only 20 Tweets for testing, the
Rank 1 accuracy ranges from 54.9% to 70.6%, depending on
the number of available Tweets for training. Regarding the
other features, their performance is comparatively worse,
and could be ranked as (from better to worse performance):
features at the sentence level (structural), at the word cat-
egory level (syntactic), at the word level (lexical), and at
the number of characters (lexical). It is worth noting that,
for example, features at the sentence level work better than
features analyzing properties at the word level, even if it
is expected that Twitter posts have few sentences given
their limited length. It is also observed that the performance
of the individual features correlate somehow with their
dimensionality, although a higher feature dimensionality in
biometrics does not necessarily imply a better accuracy, but
we point out as an observation that would deserve further
analysis. We also study the benefit of feature combination
in case that there are few data available (100 and 20 Tweets
for training and testing, respectively). By applying weighted
distance average, performance is improved from 54.9%
(Rank 1) and 78.5% (Rank 5) of the best individual system to
70% (Rank 1) and 86.4% (Rank 5) after the fusion, showing
the potential of complementarity of the employed features.
The analysis of these results with a database of 93 users
suggests that the proposed approach can be effectively
used for writer identification using short digital texts. The
majority of features employed are language-independent, so
this study is readily applicable to other languages as well,
e.g. [5], [20], [24], [27]. Future work includes evaluating our
identification approach with a bigger database to test the
correlation between accuracy and authors set size [5], [6]. A
major limitation in the replicability of studies with bigger
data sets is that redistribution of Twitter content is not al-
lowed. It is possible that Tweet and user IDs are distributed,
as with the database employed in this paper [30]. But even
in this case, researchers have to download the actual Tweets
using the Twitter API, which imposes a limit in the number
of calls per 15 minutes. Another avenue for improvement
will be the application of trained classifiers such as Support
Vector Machines [45] or Random Forests [46], coupled with
advanced feature selection methods [47] applied to the
individual channels, so that only non-redundant features
are retained. In this direction, we are also considering the
study of user-dependent selection approaches [48], so that
the features that are most discriminative for each user are
employed. It will also be of interest to couple the stylometric
features employed in this paper with interaction patterns
and temporal behaviour of Twitter users [17], [18], [19] in
order to assess if performance can be further improved,
specially when few text data is available.
We are also aware of the limitations of our work. Since
the database employed is from public figures, it is possible
that they have developed their own, distinct writing style
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that distinguishes them from the general public, in order
to enhance their influence. Gathering a database of users
from non-public figures would allow to further investigate
this issue. Also, our database does not have ‘impostors’
which try to imitate another author. How successfully a
non-celebrity ‘criminal’ can impost the writing style of an
innocent celebrity and/or regular citizen while committing
a crime is thus a source of future study. It can be possible as
well that several writers produce Tweets pretending to be
the same person. Celebrities may pay marketing agencies
to write Tweets on their behalf and help them to build an
online presence, and there are semi-automatic software tools
that aid in this purpose too. One would expect that this
inevitably produces deviations in the form of bigger user
intra-variability if several people post as if they were the
same person. Conversely, several criminals can act together,
which maybe could help to improve the chances of detection
if the deviation introduced by each criminal contributes
towards separating from the writing style of the person
that they try to mimic. The possibility of having multiple
writers both in the genuine and impostor sides is, therefore, a
challenge which would deserve further attention.
ACKNOWLEDGMENTS
This work was supported in part by the project 2016-03497
of the Swedish Research Council. Naveed Muhammad has
been funded by European Social Fund via IT Academy
programme. The authors also thank the CAISR Program of
the Swedish Knowledge Foundation.
REFERENCES
[1] S. Nirkhi and R. Dharaskar, “Comparative study of authorship
identification techniques for cyber forensics analysis,” International
Journal of Advanced Computer Science and Applications, vol. 4, no. 5,
2013.
[2] R. Fernandez-de-Sevilla, F. Alonso-Fernandez, J. Fierrez, and
J. Ortega-Garcia, “Forensic writer identification using allographic
features,” Proc Intl Conf Frontiers in Handwriting Recognition,
ICFHR, pp. 308 –313, 2010.
[3] F. Alonso-Fernandez, J. Fierrez-Aguilar, J. Galbally, and J. Ortega-
Garcia, “Exploiting character class information in forensic writer
identification,” Proc Intl Workshop on Computational Forensics,
IWCF, vol. Springer LNCS-6540, pp. 31–42, 2010.
[4] J. A. Donais, R. A. Frost, S. M. Peelar, and R. A. Roddy, “Summary:
A system for the automated author attribution of text and instant
messages,” in IEEE/ACM International Conference on Advances in
Social Networks Analysis and Mining (ASONAM 2013), Aug 2013,
pp. 1484–1485.
[5] R. Ragel, P. Herath, and U. Senanayake, “Authorship detection
of sms messages using unigrams,” in 2013 IEEE 8th International
Conference on Industrial and Information Systems, Dec 2013, pp. 387–
392.
[6] S. Okuno, H. Asai, and H. Yamana, “A challenge of authorship
identification for ten-thousand-scale microblog users,” in 2014
IEEE International Conference on Big Data (Big Data), Oct 2014, pp.
52–54.
[7] S. Banerjee and D. L. Woodard, “Biometric authentication and
identification using keystroke dynamics: A survey,” 2012.
[8] R. Tolosana, R. Vera-Rodriguez, and J. Fierrez, “Biotouchpass:
Handwritten passwords for touchscreen biometrics,” IEEE Trans-
actions on Mobile Computing, 2019.
[9] S. N. Srihari, S.-H. Cha, H. Arora, and S. Lee, “Individuality of
handwriting,” Journal of Forensic Sciences, vol. 47, no. 4, pp. 856–
872, 2002.
[10] A. Jain, K. Nandakumar, and A. Ross, “50 years of biometric re-
search: Accomplishments, challenges, and opportunities,” Pattern
Recognition Letters, vol. 79, pp. 80–105, Aug 2016.
[11] D. I. Holmes and R. S. Forsyth, “The Federalist Revisited: New
Directions in Authorship Attribution,” Literary and Linguistic Com-
puting, vol. 10, no. 2, pp. 111–127, 01 1995.
[12] Na Cheng, Xiaoling Chen, R. Chandramouli, and K. P. Subbalak-
shmi, “Gender identification from e-mails,” in IEEE Symposium on
Computational Intelligence and Data Mining, 2009, pp. 154–158.
[13] N. Cheng, R. Chandramouli, and K. Subbalakshmi, “Author
gender identification from text,” Digital Investigation, vol. 8, no. 1,
pp. 78 – 88, 2011. [Online]. Available: http://www.sciencedirect.
com/science/article/pii/S1742287611000247
[14] R. Sarawgi, K. Gajulapalli, and Y. Choi, “Gender attribution:
Tracing stylometric evidence beyond topic and genre,” in
Proceedings of the Fifteenth Conference on Computational Natural
Language Learning. Portland, Oregon, USA: Association for
Computational Linguistics, Jun. 2011, pp. 78–86. [Online].
Available: https://www.aclweb.org/anthology/W11-0310
[15] P. Juola and H. Baayen, “A controlled-corpus experiment in au-
thorship identification by cross-entropy,” in Literary and Linguistic
Computing, 2003.
[16] N. M. Sharon Belvisi, N. Muhammad, and F. Alonso-Fernandez,
“Forensic authorship analysis of microblogging texts using n-
grams and stylometric features,” in 8th International Workshop on
Biometrics and Forensics (IWBF), 2020, pp. 1–6.
[17] M. Sultana, P. P. Paul, and M. Gavrilova, “Mining social behavioral
biometrics in twitter,” in International Conference on Cyberworlds,
2014, pp. 293–299.
[18] M. Sultana, P. P. Paul, and M. L. Gavrilova, “User recognition
from social behavior in computer-mediated social context,” IEEE
Transactions on Human-Machine Systems, vol. 47, no. 3, pp. 356–367,
2017.
[19] M. Sultana and M. Gavrilova, “Temporal pattern in tweeting
behavior for persons’ identity verification,” in IEEE International
Conference on Systems, Man, and Cybernetics (SMC), 2018, pp. 2472–
2477.
[20] A. Abbasi and H. Chen, “Applying authorship analysis to arabic
web content,” in Intelligence and Security Informatics, P. Kantor,
G. Muresan, F. Roberts, D. D. Zeng, F.-Y. Wang, H. Chen, and R. C.
Merkle, Eds. Berlin, Heidelberg: Springer Berlin Heidelberg, 2005,
pp. 183–197.
[21] H. Mohtasseb and A. Ahmed, “Mining online diaries for blogger
identification,” in Proceedings of The World Congress on Engineering,
WCE, 2009, pp. 295–302.
[22] S. R. Pillay and T. Solorio, “Authorship attribution of web forum
posts,” in eCrime Researchers Summit, Oct 2010, pp. 1–7.
[23] M. Koppel, J. Schler, and S. Argamon, “Authorship attribution in
the wild,” Lang Resources and Evaluation, vol. 45, p. 8394, 2011.
[24] M. Cristani, G. Roffo, C. Segalin, L. Bazzani, A. Vinciarelli, and
V. Murino, “Conversationally-inspired stylometric features for
authorship attribution in instant messaging,” in Proceedings of the
20th ACM international conference on Multimedia, 2012, p. 11211124.
[25] F. Amuchi, A. Al-Nemrat, M. Alazab, and R. Layton, “Identifying
cyber predators through forensic authorship analysis of chat logs,”
in Third Cybercrime and Trustworthy Computing Workshop, Oct 2012,
pp. 28–37.
[26] G. Inches, M. Harvey, and F. Crestani, “Finding participants in
a chat: Authorship attribution for conversational documents,” in
International Conference on Social Computing, Sep. 2013, pp. 272–279.
[27] R. Marukatat, R. Somkiadcharoen, R. Nalintasnai, and T. Aram-
boonpong, “Authorship attribution analysis of thai online mes-
sages,” in 2014 International Conference on Information Science Appli-
cations (ICISA), May 2014, pp. 1–4.
[28] A. Johnson and D. Wright, “Identifying idiolect in forensic author-
ship attribution: an n-gram textbite approach,” Language and Law,
vol. 1, no. 1, 2014.
[29] M. Yang and K.-P. Chow, “Authorship attribution for forensic in-
vestigation with thousands of authors,” in ICT Systems Security and
Privacy Protection, N. Cuppens-Boulahia, F. Cuppens, S. Jajodia,
A. Abou El Kalam, and T. Sans, Eds. Berlin, Heidelberg: Springer
Berlin Heidelberg, 2014, pp. 339–350.
[30] M. L. Brocardo and I. Traore, “Continuous authentication using
micro-messages,” in Twelfth Annual International Conference on Pri-
vacy, Security and Trust, 2014, pp. 179–188.
[31] M. L. Brocardo, I. Traore, and I. Woungang, “Toward a framework
for continuous authentication using stylometry,” in IEEE 28th
International Conference on Advanced Information Networking and
Applications, 2014, pp. 106–115.
JOURNAL OF LATEX CLASS FILES, VOL. XX, NO. X, JULY 2020 14
[32] M. L. Brocardo, I. Traore, S. Saad, and I. Woungang, “Authorship
verification for short messages using stylometry,” in International
Conference on Computer, Information and Telecommunication Systems
(CITS), 2013, pp. 1–6.
[33] M. Brocardo, I. Traore, and I. Woungang, Biometric-Based Physical
and Cybersecurity Systems. Springer, 2019, ch. Continuous Authen-
tication Using Writing Style.
[34] Novino Nirmal.A, Kyung-Ah Sohn, and T. Chung, “A graph
model based author attribution technique for single-class e-mail
classification,” in 2015 IEEE/ACIS 14th International Conference on
Computer and Information Science (ICIS), June 2015, pp. 191–196.
[35] T. Neal, K. Sundararajan, and D. Woodard, “Exploiting linguistic
style as a cognitive biometric for continuous verification,” in
International Conference on Biometrics (ICB), 2018, pp. 270–276.
[36] C. B. Williams, “Mendenhall’s studies of word-length distribution
in the works of Shakespeare and Bacon,” Biometrika, vol. 62, no. 1,
pp. 207–212, 04 1975.
[37] S. E. M. E. Bouanani and I. Kassou, “Authorship analysis studies:
A survey,” International Journal of Computer Applications, vol. 86,
no. 12, pp. 22–29, January 2014.
[38] E. Stamatatos, “A survey of modern authorship attribution meth-
ods,” Journal of the American Society for Information Science and
Technology, vol. 60, no. 3, pp. 538–556, 2009.
[39] F. Peng, D. Schuurmans, S. Wang, and V. Keselj, “Language
independent authorship attribution using character level language
models,” in Proceedings of the Tenth Conference on European Chapter
of the Association for Computational Linguistics - Volume 1, ser. EACL
03. USA: Association for Computational Linguistics, 2003, p.
267274.
[40] A. K. Jain and A. Ross, “Bridging the gap: from biometrics to
forensics,” Phil. Trans. R. Soc., vol. 370, 2015.
[41] Unicode Text Segmentation, https://www.unicode.org/reports/tr29/.
[42] Boundary Analysis, http://userguide.icu-project.org/boundaryanalysis.
[43] M. Bulacu and L. Schomaker, “Text-independent writer identifica-
tion and verification using textural and allographic features,” IEEE
Trans. on Pattern Analysis and Machine Inteligence, vol. 29, no. 4, pp.
701–717, Apr 2007.
[44] R. Zheng, J. Li, H. Chen, and Z. Huang, “A framework for au-
thorship identification of online messages: Writing-style features
and classification techniques,” Journal of the American Society for
Information Science and Technology, vol. 57, no. 3, pp. 378–393, 2006.
[45] V. N. Vapnik, The Nature of Statistical Learning Theory. New York,
NY, USA: Springer-Verlag New York, Inc., 1995.
[46] Y. Ma, B. Cukic, and H. Singh, “A classification approach to multi-
biometric score fusion,” in Audio- and Video-Based Biometric Person
Authentication, T. Kanade, A. Jain, and N. K. Ratha, Eds. Berlin,
Heidelberg: Springer Berlin Heidelberg, 2005, pp. 484–493.
[47] J. Galbally, J. Fierrez, M. R. Freire, and J. Ortega-Garcia, “Feature
selection based on genetic algorithms for on-line signature veri-
fication,” Proc IEEE Workshop on Automatic Identification Advanced
Technologies, AutoID, pp. 198–203, 2007.
[48] J. Fierrez-Aguilar, D. Garcia-Romero, J. Ortega-Garcia, and
J. Gonzalez-Rodriguez, “Adapted user-dependent multimodal
biometric authentication exploiting general information,” Pattern
Recognition Letters, vol. 26, pp. 2628–2639, 2005.
