Abstract-In a distributed system, many algorithms need repeated computation of a global function. These algorithms generally use a static hierarchy for gathering necessary data from all processes. As a result, they are unfair to processes at higher levels of the hierarchy, which have to perform more work than processes at lower levels do. In this paper, we present a new revolving hierarchical scheme in which the position of a process in the hierarchy changes with time. This reorganization of hierarchy is achieved concurrently with its use. It results in algorithms that are not only fair to all processes but also less expensive in terms of messages. The reduction in the number of messages is achieved by reusing messages for more than one computation of the global function. The technique is illustrated for a distributed branchand-bound problem and for asynchronous computation of fixed points.
I. INTRODUCTION
N a distributed system, many algorithms compute a global I function that requires information from all processes. These algorithms are sometimes called consensus protocols [2], [3] , [ 131 or total algorithms [ 191. Moreover, in many applications, the global function is computed several times [5] . Examples of applications that require repeated computation of a global function are deadlock detection [7] , clock synchronization [ 111, distributed branch and bound [ 171, parallel alpha-andbeta search [9] , global snapshot computation [6] , and N + 1-section search [I] . Examples of information necessary to compute the global function are local wait-for graphs for the deadlock detection problem and the value of local bounds for distributed branch-and-bound search. Any centralized algorithm for gathering information is necessarily unfair to the coordinator, which has to do more work than others [15] . A centralized coordinator may also become a performance bottleneck. At the other extreme, an equitable ring-based algorithm takes a long time to collect the entire information [14, [191. A common compromise is to logically map the processes onto a k-ary tree. Each process in the tree is responsible for relaying the information needed from its subtree to its parent. Manuscript received July 30, 1992; revised July 20, 1993 . This work was supported in part by the National Science Foundation (NSF) under Grants CCR-9110605 and MIP-9011787, in part by the U.S. The root of the tree plays the role of coordinator. This approach guarantees that any process has to communicate with at most k + 1 other processes. In addition, the intermediate processes may perform partial computations, so that the root has less work to do. The approach is still unfair to processes at the higher levels of the tree, which, in general, have to perform more work than processes at the lower levels. This paper introduces a new revolving hierarchical scheme in which every process has to perform the same amount of work over time. In this scheme, the place of a process in the logical hierarchy changes with time. Moreover, information from previous hierarchies is used so that the reorganization of the hierarchy is done concurrently with its use. This technique, when applied to any hierarchical algorithm, results in an algorithm that is not only fair to all processes but also less expensive in terms of messages. The reduction in the number of messages is achieved by reuse of a message for more than one computation of the global function. We illustrate applications of this technique in distributed branch-and-bound problems and asynchronous computation of fixed points.
The idea of reorganization has appeared in the literature in many contexts. Many systems provide fault tolerance by reorganizing the computation when a process or processor fails [ 161, [20] , [21] . Worm programs [ 181 reorganize themselves to adapt to the availability of idle workstations and their failure. For example, a worm may consist of many more segments at night than it does during the daytime. All of the above systems adopt an ad hoc approach to reorganization, which is done as an exception rather than as a rule. Also, they emphasize fault tolerance, not equitable workload distribution, which is the main aim of our scheme.
The algorithms in this paper are applicable to problems where the degree of each of the N processes in the underlying communication graph is at least Cl(log(N)), and where the communication graph is known to all processes in the system, Similar conditions have been imposed for total algorithms [19] , and consensus protocols [2l, [3] for computation of global functions. These approaches use the same algorithm several times if repeated computation of the global function is required, thus resulting in many wasteful messages. For example, K computations of a global function by [2] requires O ( K N log(N)) messages. Our algorithms require only O ( K N ) messages.. This paper is organized as follows. Section I1 summarizes the desirable properties of a distributed data-gathering problem. The properties that are desirable include light load on processes, high concurrency, and equitable workload distribu-tion. We show that none of the existing methods satisfy all these properties. Section I11 describes the revolving hierarchal scheme and shows that it possesses all the desirable properties outlined in Section 11. The scheme is based on permutations that satisfy constraints that arise from the need to reuse messages and distribute the workload equally. A systematic method is given for generating such permutations. Section IV discusses an efficient implementation of the technique. Section V deals with a stricter requirement that no process at any step sends or receives more than one message, and presents a unifying scheme that can be used both for data gathering and results dissemination. Section VI generalizes the results of the previous sections for an arbitrary number of processes and asynchronous communication. Section VI1 describes applications of our techniques.
REQUIREMENTS FOR DISTRIBUTED DATA GATHERING
In this paper, by a "distributed system," we mean a set of processes that communicate with each other by using synchronous messages; that is, the sender of a message waits until the receiver is ready (as in CSP). This can be easily implemented by ensuring that the sender does not proceed until it receives an acknowledgment from the receiver. However, the latter part of the paper also discusses applications of our technique for distributed systems with asynchronous messages. It is assumed that transmission is error-free, and that none of the processors crash during the computation.
A distributed data-gathering problem requires that one process receives enough data from everybody, directly or indirectly, to be able to compute a function of the global state. Let a time step of the algorithm be the time it takes for a process to send a message. Clearly, a process cannot send two messages in one time step. The following are desirable properties of any algorithm that achieves data gathering in a distributed system. Light Load: Let there be N processes in the system.
No process should receive more than k messages in one time step of the algorithm, where k is a parameter that is dependent on the application and on the physical characteristics of the network. A small value of k guarantees that no process is swamped by a large number of messages.
High Concurrency: Given the above constraint and the fact that there must be some communication, directly or indirectly, from every process to the coordinator process, it can be deduced that any algorithm takes at least log,(N) time steps. To see this, note that at the end of the first step, a process knows the state of at most k + 1 processes. By the same argument, at the end of j t h time step, a process knows the state of at most (IC3 + k j -l + kj-' . . . + 1) processes. It follows that at least logk(N) -1 steps are required. The second requirement is that the algorithm must not take more than O(log(N)) steps. Equal Load: For the purposes of load balancing and fairness, each process should send and receive the same number and the same size of messages over time. In addition, they should perform the same set of operations in the algorithm. This requirement assumes special importance for algorithms that run for a long time, or when the processes belong to different individuals or organizations. The condition of equitable load is different from the symmetry requirement in [3], [ 5 ] , because processes in our algorithms can have different roles at a specific phase of the algorithm. However, in most practical applications, it is sufficient to ensure that all processes share the workload and responsibilities equally over time, rather than at every instant. Let us consider the three main approaches taken for distributed data gathering, in light of the requirements stated above.
Centralized: In this scheme, every process sends its data directly to a prechosen coordinator. This scheme violates the requirements on light and equal load. The load on the coordinator can be reduced by constraining it to receive only k messages per time step, but then it takes N / k time steps to gather all of the required information.
Ring-based:
In this scheme, processes are organized in a ring fashion, and any process communicates directly only with its left and right neighbors. Ring-based algorithms can result in an equal load on all processes, but the level of concurrency is low because it takes N -1 time steps for one process to receive information from all other processes [8].
Hierarchy-based:
A logical k-ary tree is first mapped onto the set of processes. At every time step, each process sends states of processes in its subtree to its parent. This means that the root process receives information from all processes in O(log(N)) time. This approach also satisfies the constraint on the number of messages received per unit time; however, it violates the requirement of fairness, because processes at the higher levels of a hierarchy have to do more work than processes at the lower levels.
Of note among hierarchical approaches is the dimensional exchange or recursive doubling technique, which is particularly popular among binary hypercube architectures. Messages are sent along the hypercube dimensions in a given order, thus yielding concurrent operation and logarithmic time [ 2 ] , [ 
31.
The O(log(N)) latency can be reduced to 0(1) by pipelining, such that when messages for a given global computation are traversing some dimension, messages for the next computation traverse the previous dimension. However, this approach is not fair, because the global computation is performed by only one processor in the basic recursive doubling technique, or at best by log(N) processors if both pipelining and skewing are used.
AN EQUITABLE, REVOLVING HIERARCHY
In this section, we present an algorithm based on revolving hierarchy among processes [lo] , which satisfies all three desired properties of a distributed data-gathering scheme. That is, the algorithm does not require a process to receive more than k messages per time step, computes the global function in O(log(N)) steps, and puts an equal workload on all processes. Let there be N processes, numbered uniquely from the set P = { 1, . . . , N} that are organized in the form of a k-ary tree.
This tree also has N positions. Let p o s ( z , t) be the position of the process z at time t. For simplicity, let pos(z,O) = z for all z E P. The reconfiguration of hierarchy consists of the remapping of processes to different positions. This reconfiguration is defined by using a function next : P -+ P, which gives the new position of the process that was earlier in position z. That is, if for some y and t, pos(y,t) = x, then pos(y, t + 1) = next(z). Because two processes cannot be assigned the same position, next is a one-to-one and onto function on the set P. Such functions are called permutations.
Any permutation can be written as product of disjoint cycles [ 121. For any permutation f defined on the set P, the orbit of any element x E P is defined as follows:
That is, orbit(z) contains all elements in the cycle that contains z. f is called primitive if there exists an 3: E P such that orbit(z) = P. We require next to be primitive, so that any process occupies all N positions exactly once in any N contiguous time steps.
As an illustration of a revolving hierarchy, consider the case when N = 7 and k = 2. Fig. 1 shows a sequence of message transmissions that exhibit the desired properties outlined in Section 11. At time t = 1, process 4 is able to obtain information from all other processes, because the messages received by it from processes 2 and 6 include the (possibly partially processed) messages sent by processes 1, 3, 5, and 7 in the previous time step. Thus, it can compute a global function at the end of this time step. Similarly, at t = 2, process 7 can compute a global function.
The sequence of messages given in Fig. 1 is actually obtained by the revolving hierarchy illustrated in Fig. 2 . To recognize this, consider an initial assignment of process i to node i of tree T I , using an in-order labeling. At t = 0, the leaves of this tree send a message to their parents. At t = 1, we want to continue the propagation of these messages to the root of TI and simultaneously initiate messages needed for the next global computation. This can be achieved by defining another tree TZ of N nodes, such that the internal nodes of TI form one subtree of T2, say, the left subtree, and the leaf processes are remapped onto the root and the other subtree of T2. The messages sent at t = 1 are precisely those sent by the leaf nodes of T2 to their parents. Subsequent message sequences are obtained in a similar fashion by forming a new tree at each time step, as illustrated in Fig. 2 . The trees TI, T2, . . . , are called gather trees, because each such tree determines the sequence of messages used to collect all information required to compute one global function. Thus, a throughput of one global result per unit time is achieved after an initial startup delay of rlogN1 -1 steps. Note that this is possible because of the use of a message in [logNI -1 gather trees. Also, all messages may not be of equal size, because a message sent by a process may include a portion of the messages that it received in the previous time step. The actual content of messages is application-dependent and is examined in Section VII. In this section, we shall concentrate on the sequence of messages generated and on the properties that they satisfy.
The sequence of logical trees T I , T2, . . . , represents the time evolution of the assignment of the N processes to positions in a revolving tree. At every step, the processes are remapped onto the nodes of this tree according to a permutation function, next(z), applied to the current position z, 1 5 z 5 N . For the example in Fig. 2 , with an in-order labeling of the nodes, this permutation is as follows:
(1) 1 2 3 4 5 6 7 ( 5 1 7 2 6 3 4 ) ' Thus, process 1, which is in position 1 in T I , goes to position 5 in T2 and to position 6 in T3.
To generate a revolving hierarchy, next(z) must satisfy the following two constraints.
Gather Tree Constraint: The interior nodes of Ti should form a subtree of Ti+l. That is, interior nodes at level j in T; should be mapped to level j + 1 in T;+1, and the parent-child relationships among these nodes should be preserved. This restriction ensures that the message sequences required for the root process at each snapshot to obtain global information are not disturbed during the reorganization needed to initiate messages for the next computation. The following permutation function on in-order labels satisfies the following gather tree constraint:
Fairness Constraint: The permutation should be primitive. This ensures that a process visits each position in the logical tree exactly once in N steps. Thus, if different positions require a different workload, then each process will end up doing an equal amount of work after N time units. We now present a permutation that satisfies gather tree and fairness constraints. Define leadO(z) as a function that returns the number of leading zeros in the n-bit binary representation of 2. For z = 1 , 2 , . . . , N = 2n -1, consider the following
The next function is applied to determine the next position of a process in an in-order labeled complete binary tree. Let the N nodes be divided into four disjoint groups.
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Type I moves are required by the gather tree constraint.
Thus, if x is even, it moves down the tree until it becomes a left leaf. Types I1 and 111 moves just visit the right subtree using inorder traversal. For a Type I1 move, x * 2'""d0(") gives the last node visited in the right subtree. The next node to be visited is obtained by adding 1 to the previous node visited. Note that as x E L Leaf for a Type I1 move, leadO(z) 2 1; hence, x' is odd. Also, the msb of x' is 1, because x is multiplied by 21ead0("). Thus, a Type I1 move maps a left leaf node to a right leaf node. A Type 111 move just visits the next node in the in-order traversal, unless z = N , in which case x' is made to be the root to start the cycle all over again. To show that next satisfies fairness and gather tree constraints, we need a few lemmas.
Lemma I: Let f : P + P be a permutation. Let Po, P I , . . . , Pm-l be a partition of P into m disjoint sets such that we have the following condition:
Then f is primitive if and only if 33:
Proof: If f is primitive, orbit(z) = P ; therefore, includes PO. We now show the converse. For any x E PO,
We say that Q C P is a core of P with respect to f , iff, for any x that is in P , but not in Q , there exists an i
Intuitively, Q is any subset of P that has nonempty intersection with all cycles in P . We define restriction of a permutation f : P + P to its core Q G P (denoted by fQ :
The following lemma proves that fQ is also a permutation. Lemma 2: If f : P --f P is a permutation, then f~ : Q + Q is also a permutation for any core Q of P with respect to f .
We have to show that fQ is a one-to-one and onto function. Because both the domain and the range of f~ are finite and have the same cardinality, it is sufficient to show that fQ is one-to-one. We show this by a contradiction. Let x,y E Q such that x # y, but f~( x ) = ~Q ( Y ) . Let IC = min;>l{ilfa(x) E Q}, and let 1 = minz~l{zlfz(y) E Q}. IC and E exist because Q is a core. Assume, without loss of generality, that IC 2 1. Then, by definition of f~, fk(x) = f ' ( y ) . Because f is a permutation and is therefore invertible, we deduce that f"'(x) = y. If IC = 1, we get the condition that x = y , which is a contradiction. If IC > I , we have found a strictly smaller number than IC such that f"-"(x) E Q, which
The next lemma provides the motivation of defining f~.
Lemma 3: A permutation f : P + P is primitive iff there exists a core Q C P such that f~ is primitive.
Pro08
One side is obvious. If f is primitive, f p is also primitive trivially. We show the converse. Let the permutation f not be primitive. This implies that f has a cycle C of length strictly smaller than IPI. Since Q is a core, there is no cycle in P -Q. This implies that C contains some, but not all, elements of Q; i.e., C n Q is a nonempty proper subset of Q. Consider any 3: E G n Q. Its orbit with respect to f~ is also C n Q. Hence, f~ also has a cycle smaller than IQI, proving U The function next(.) is a primitive permutation that satisfies the gather tree constraint.
We first show that next is a permutation. Let z , y E { l ; . . , N } be such that x # y. Type I move is one-to-one, because for any even x1,x2, (x1/2 = x2/2) implies that (21 = x2 Rlnt, followed by a vertex in L k u J which is followed again by the next vertex in RLeaf. Thus, the vertices in RLeaf are visited in sequence, and orbit(x) = RLeuf. Applying Lemma I, we conclude that nextQ is primitive. Because Q is a core of P and nextQ is primitive, by applying Lemma 3, next is also primitive. Last, next also satisfies the gather tree constraint because of SigniJicance: If next(x) is used to determine the remapping of the processes to nodes for the next time step. In each time step, then, we have the following conditions. 1) A global function can be computed in rlogN1 -1 steps
) A throughput of one global function computation per
Note that the gather trees are only tools used to determine the sequence of message transmissions. The goal is to find at any time t, whether a given process needs to send a message, and, if so, which process should be the recepient of that message.
Letparent(z) yield the parent of node 2, and let msg(x: t ) be the process number to which process IC sends a message at time t. If IC does not send a message at time t, then msg(z, t ) = nil.
For an in-order labeling, a node has an odd label ifs it is a leaf node. Because only leaf nodes send messages, we obtain the following equation:
Type I moves. 0 after its initiation.
time step can be obtained.
For an in-order labeling, the parent of a leaf node has the same binary representation as that node, except for the fact that the two least significant bits are 10. For example, node 1010 is the parent of nodes 1001 and 101 1. Thus, the parent can be readily evaluated.
IV. IMPLEMENTATION ISSUES
We can simplify the computation of nextt(x) and nextPt(z) by renumbering the tree nodes in the sequence traversed by a process. This is shown in Fig. 4 , where the tree nodes are relabeled 0 through N -1. The old (in-order) labeling is given 27 (16) Fig. 4 . in parentheses.
Node labels generated by next. Original in-order labels are shown in parenthesis.' Let the processes be numbered 0, . . . , N -1 also, and let process i be mapped onto node i at t = 0. This relabeling causes the next( .) and parent( .) functions to be transformed into newnext( .) and newparent( .), respectively.
Moreover, newnexrt(z) is simply equal to z + t. Therefore, we have the following matrix: 
Process 3: will send a message (at some time) to process y iff y -x E C D S . j: y -x E C D S means that there exists a leaf node j 1 such that y -x = newparent(j1) -j1. Let
from (3), we infer that IC sends a message to y at time tl.
e: Let x send a message to y at time t 2 . From (3), we have the conditions that y = newparent(x + t 2 ) -tz and that x 4-t2 is a leaf node. Substituting j2 = IC + t z , we get
0
Using the above lemma, one can define a communication graph corresponding to a given next function with a node for each process, and a directed edge ( a , b ) between two nodes only if a sends a message to b at some time. Each node of this graph has the same in-degree and out-degree, given by the size of the set CDS.
' It can be shown that even though the function nexr(.) gets transformed by changing the labeling of the tree nodes, the derived function, T~A~( z , t ) , is unique for a given nexr(.) function.
Lemma 4: Proof:
The next function is not the only permutation that satisfies the gather tree and fairness constraints. Type I moves are mandated by the gather tree constraint, but there are several choices for Type I1 and Type I11 moves. The following two criteria are proposed for chosing among several candidates for the next function.
1) If the derived newparent function is simpler to generate, it is preferred. 2 ) A next function whose corresponding CDS set has a smaller size is preferred. In the following discussion, we show that the next function has CDS of size 2(log,(N + 1) -1).
We assume that the tree is labeled using in-order labeling.
Let n = log,(N + 1). w e partition the set of znp2 left leaf nodes, LLeaf, into n -1 disjoint groups by defining LLeaf(i) = {x E LLeujlleadO(x) = i}. Note that since bnPl = 0 and bo = 1, i takes values from 1 to n -1. The size of LLeaf(i) is Zn-'-Z for 1 5 i 5 n -2, and 1 for i = n -1. The importance of this partition is that the cycle of permutation next visits a node in LLeaf(i) after visiting exactly i internal nodes. This is because a right internal node is characterized by its most significant bit (msb)= 1, and each move of Type I one adds one leading zero. All these moves except the last visit left internal nodes.
We partition the cycle of permutation next into 2n-2 segments. Each segment starts from a node in RLeuf and ends in a LLeaf. The first segment starts at the leftmost leaf in IzLeaf, which is labeled 1. Thus, we have partitioned all N elements into 2n-2 segments numbered from 1 . . . Y -' . 
Let S ( k ) = trailO(j). We need the following properties of S( IC).
Lemma 6: -1 ).2Zp1) = 22-' for any odd a. 
) S ( 2~. 2~-~) -S ( ( a
Induction: Assume that the lemma is true for i < k. We now focus on those LLeaf(i) that have more than one leaf, that is, 1 5 i 5 n -3.
S(a2'") = S(2a.Zk-l). Using the induction hypothesis, S(u2'
Then odd values of a give the labels for left children and even values for the right children in LLeaf. Since the nodes in RInt at any level are visited from left to right, we have the following conditions.
1) The parent of a left child in LLeuf(i) is visited in the next segment that terminates in group LLeafli + 1). It terminates in group LLeaf(i + 1) because the parent of the child has same number of leading zeros as the child, and because the next element of the segment will have one more leading zero than the parent. The index of this
2 ) The right sibling is visited in the next segment that terminates in group LLeaf(i). The index of this segment
0
For N = 2" -1, the CDS for the next(z) labeling is of size 2 ( n -l ) , and its members are given by the following equation:
Theorem 2:
Proof: From Lemma 7, the contributions to CDS come from differences in labels of parents and leaves. Considering the nodes in group LLeufli), 1 5 i 5 n -3, which are left children of their parents, we get the following equalities:
1 + 3.22-1 (using Lemma 6 )
1.
Considering the nodes in group LLeufli), 1 5 i 5 n -3, which are right children of their parents, we get the following calculation: where a takes only odd values. Simplifying as before, this expression is equal to --22+'.
LLeafln -2 ) and LLeafln -1 ) contribute -1 and 2"-' -1.
Finally, the nodes in RLmf add 1 and -2 to the set CDS. Therefore, the CDS for the next(x) labeling is given by (6).0 Note that the CDS given by (6) is incremental, so that the communication set for a smaller number of communicating processes is a subset of the CDS for a larger number of processes. Also, the positive elements of the CDS are one less (modN) in magnitude from some negative element. This means that the communication requirements can be satisfied by a homogeneous topology of degree 2n -1 using bidirectional links and a two-step communication scheme. In this topology, each node is connected to nodes at a distance of &2a, 0 5 i 5 n -1, as indicated in Fig. 5 . Messages destined for a node at distance 22 -1 for some i are sent in two steps. This topology preserves the incremental property, which is attractive when mapping the processes onto a multicomputer system.
V. RESTRICTED MESSAGE RECEFTION
In the previous sections, we proposed techniques for repeated computation of global functions where each process could receive messages from at most two other processes in a time slice. In this section, we consider a more restricted scenario in which a process can receive a message from only one other process in a given time slice; i.e., k = 1. Without loss of generality, let N = 2". A list representation is more convenient in this situation than the binary tree representation used in the previous section. Thus, if 5 sends a message to 1, and 2 sends a message to 8, in some time step, we can denote this by the list (5 1 2 8) or by the pairs 5 + 1 and 2 --+ 8. The global function needs to be determined in log N steps, which is a tight lower bound for IC = 1. If we draw an analogy with a knockout tournament in which the receiving process is a winner, then the winners should play among themselves until there is a single winner. At the same time, the losers of the previous rounds also play to determine winners for following tournaments. 
return(z'); Fig. 6 shows a partial sequence of the message patterns generated by snext(.) with n = 4.
Theorem 3:
The function snext( .) satisfies both the fairness and tournament constraints. Prooj? The S1 moves guarantee that the toumament constraints are satisfied. Winning positions are characterized by bo = 1. In the next round, these positions are mapped onto the left half of the list so that the winners play among themselves. Moreover, this procedure is repeated recursively for each sublist of positions 0 through 2i -1, i = n -1 down to 0, until we get a list of size two, denoting the final match.
To show the faimess constraint, we divide the list positions into four equal sets: ROdd, LOdd, LEven, and REven, depending on the position being on the left half (bn-1 = 0) or the right half (b,-~ = 1) of the list, and whether the position is odd (bo = 1) or even. We make the following observations. 1) S2 moves define a one-to-one mapping between LEven and REven positions. The new function, n_snext(.) is such that n-snextt(z) = z+t.
If y is the new label of an even location in the list, then it sends a message to the label dest(y) corresponding to the next odd position. For these positions, rec(y) = nil signifying that no messages are received. If y is an odd location, then dest(y) = n d , signifying that no message is sent, whereas rec(y) yields the label of the process from which it receives a message. For N = 16, we obtain the following labels: y 0 1 2 3 4 5 6 7 8 dest(y) nil nil nil nil 3 10 nil nil 2 rec(y) 15 14 8 4 nil nil 9 11 nil (7) (8) y 9 10 11 12 13 14 15 dest(y) 6 nil 7 13 nil 1 0 rec(y) nil 5 ail nil 12 nil nil At t = 0, let process z be in position labeled z in the list.
Then, for t 2 0, we have the following condition: C D S = {1,3,5, -6, -4, -3, -1).
As in Section IV, we would like to determine a lower bound for the size of CDS. The labeling of the list positions by nsnext2(x), described below, results in a CDS of size log N. List position 0 is labeled 0 by n_snext2(x) to form a convenient starting point. The position x', to be labeled next, is determined from the current list position, z, as follows. Theorem4: For N = 2", the CDS for the n_snext2(z) labeling is of size n, and its elements are given by the following equation:
( 12) i=l to 11.
A. Broadcasting of Messages
In several applications, such as the distributed branchand-bound algorithm explained in Section VII, the result R of a global computation also needs to be transmitted to all the processes. In this section, we show that if snext(z) satisfies some further conditions, then such broadcasts can be performed by attaching a copy of the result to the same set of message sequences that are used to gather information for future computations of R. Furthermore, this broadcast is achieved in log(N) time steps, which is the lower bound for the single-sender case.
To be able to broadcast in n = logN steps, the number of processes having a copy of R must double at each step. This means that each of these processes must become a sender of a message in the next time step, and the recipients of these messages must be processes that have not yet obtained a copy of R.
We first observe that the message sequence shown in Fig.   6 does not satisfy the broadcasting requirements. At t = 0, process 4 computes R. At t = 1, a copy of R is passed on to process 3. These two processes further pass on copies of R to 2 and 9, respectively, in the next time step. However, at t = 3, we see that process 4, which already has a copy of R, is a receiver again. Therefore, the number of processes to which R is broadcast after three steps is less than 23. Clearly, snext( .) needs to satisfy additional constraints in order to double as a broadcasting function. 
0
Upon examining snexf(.), we see that it was not able to perform a concurrent broadcast, because the S3 moves failed to satisfy (1 3). Now consider the partial sequence of messages shown in Fig. 7 . The reader can verify that a global function is broadcast in four steps after it is computed, if this sequence is used.
The message sequence of Fig. 7 was generated by the function bcnexr( .) given below, where a and 6 are the number of leading zeros and ones respectively, in the argument. The right shifts cause the constraints of (13) to be automatically satisfied for S1 and S2 moves. For S3, 6 1 = 1, so the constraints do not apply. Therefore, bcnext( .) satisfies the broadcast requirements. Moreover, it can be easily shown that bcnext is a primitive permutation. Therefore, we have Theorem 6.
Theorem 6: The function bcnext(.) satisfies the broadcasting, fairness, and tournament constraints, and therefore generates message sequences that: allow a new global computation at every time step t, enable a process to gather information for a global computation in l o g N steps, and enable broadcast of the results of a global computation to all processes in logN steps.
VI. EXTENSIONS
This section shows that the technique used to generate an admissible permutation for a binary tree can be generalized to any k-ary tree. The revolving hierarchy scheme is also shown to apply, even when it is not possible to impose a complete kary tree on the network, and also when asynchronous messages are used instead of synchronous messages.
General k:
We have shown the methods used to generate suitable permutations for binary trees. The technique easily generalizes to any k-ary tree. A complete k-ary tree of height n has k" leaves, which can be divided into k groups of equal size corresponding to the k subtrees rooted at the children of the root of the k-ary tree. The behavior of any suitable permutation k-ary next function on internal nodes is unique due to the gather-tree constraint, and is similar to the Type I move of Theorem 1. The k-ary next function needs to define a one-to-one mapping from leaves in one group to leaves in the successive group using a move similar to Type I1 in Theorem 1. Finally, the last leaf group is mapped to internal nodes using a Type I11 move.
So far, we have assumed that N = (k3 -l)/(k -l), so that a complete k-ary tree could be used.
Given any general N , we can find j such that k3-l -1 < ( k -l ) N 5 kJ -1. We now supplement the network with enough virtual nodes so that the total number of nodes can form a complete tree. Thus, the number of virtual nodes is calculated as follows:
General N:
This implies that if the load of virtual nodes is distributed fairly, no node has to carry the burden of more than k -1 virtual nodes. A real node sends and receives messages on behalf of the virtual nodes for which it is responsible. We can reduce the maximum load on any node by reducing the arity of the tree at the expense of increasing its height.
So far, we have assumed that the communication is done via synchronous messages. To see that the technique works even with asynchronous messages, note that every process becomes the root in any consecutive N steps. This process must receive messages directly, or indirectly from all processes. It relinquishes its position as
Asynchronous Messages:
the root only after receiving all information needed to compute a global function. This property automatically synchronizes the algorithm. Observe that algorithms for distributed search in Section VI1 work even if the messages are asynchronous.
VII. APPLICATIONS
Our techniques can be applied to derive algorithms for a wide variety of distributed control problems, especially those requiring computation of asynchronous global functions. In an asynchronous global function, if information from a process is available regarding two different times, the older information can always be discarded. For example, consider a distributed implementation of a branch-and-bound algorithm for the minimum traveling salesman path (TSP) problem. Each processor explores only those partial paths that have cost less than the minimum of costs of all known complete paths. If a processor knows of a path with cost 75 at time step t and another of cost 70 at time step t + 1, then it needs to propagate only 70 as the cost of its current minimum path. In this example, the root does not need the current best path determined by each processor at each time step to compute the (current) global minimum. The states that it receives may be staggered in time; i.e., its own state may be current, whereas the state of its sons may be one phase old, and the state of its grandsons may be two phases old. We next describe our technique for two problems that satisfy the asynchrony condition on the global function. These are distributed branchand-bound algorithms, and distributed computation of fixed points.
A. Distributed Branch-and-Bound Algorithms
These algorithms are most suitable for our technique. They satisfy not only the asynchrony condition but also have an additional attractive property: It is feasible for internal nodes to perform some intermediate operations and reduce the overall state sent to their parents. For example, in the TSP problem, an internal node needs to forward only that message that contains the minimum traveling path, not all of the messages it received from its children. Thus, a hierarchical algorithm (static or dynamic) for this problem reduces the total amount of information flow within the network. In general, if the required global function is associative in its arguments (such as min), then information can be reduced by performing operations at intemal nodes.
A distributed branch-and-bound problem requires multiple processors to cooperate in search of a minimum solution. Each processor reduces its search space by using the known bound on the required solution. In our description of the algorithm, we assume that the search (knownbound) procedure searches for a solution for some number of steps and returns the value of its current minimum solution. The crucial problem, then, is the computation of the global bound and its dissemination to all processes. To solve this problem, we apply the results obtained in Section V, which permit us to use the same permutation for the gather tree and the broadcast tree. This permutation is implemented by means of tosend and torec functions, as described earlier. The function tosend returns -1 if no message needs to be sent in the current time step. In the algorithm described below, we have assumed that at most one message can be received in one time step. Each process uses tosend and torec to find out when and with whom it should communicate. From Theorem 6, each process receives a global minimum bound every 2.log(N) steps, and sends or receives an equal number of messages.
A static hierarchical algorithm for this problem requires 2(N -1) messages per computation of a global function: N -1 messages for the gather-tree, and N -1 messages for the broadcast tree. Each message is of constant size required to represent the minimal solution known to the sender. Our algorithm requires only N / 2 messages, which is about four times less expensive than the static hierarchical algorithm. The reduction in the number of messages does not lead to any increase in the size of messages. It is obtained by reusing a message for multiple global function computations. Moreover, our algorithm exhibits a totally fair workload distribution: Each process has to send and receive an equal number of messages.
B. Asynchronous Distributed Computation of Fixed Points
This problem exemplifies the class of asynchronous global functions that do not allow reduction of information at internal nodes. Assume that we are given N equations in N variables. We are required to find a solution of this set of equations. Formally, we have to determine xi such that x; = f i ( x 1 , x 2 , . . . , x~) for all 1 5 i 5 N .
This problem arises in many contexts, such as computation of stationary probability distributions for discrete Markov chains. Moreover, an iterative asynchronous computation of these equations will yield their solution under conditions posed in [4]. We assume that equations are on different processors, and every processor computes one coordinate of the x vector.
In the algorithm given below, we have used an array t to record the time step at which values of IC coordinates are computed. Each process in the above algorithm sends or receives the z vector using tosend and forec primitives. On receiving an z vector, it updates the value of any coordinate ~ [ j ] that has its t [ j ] less than the received hisf [j] . These steps are repeated until the computation reaches a fixed point. We have not considered the detection of fixed point in the above algorithm. To detect the fixed point, it is sufficient to note that if a process, on becoming a root, finds that its z vector has not changed since the last time, then the computation must have reached its fixed point. To ensure that all processes terminate at the same step, any process that detects a fixed point should broadcast a time step when all processes must stop. The details are left to the within 2 log(N) steps. This is because any change in a process is gathered in log(N) steps by a root process, owing to tournament constraints, and is propagated to all other processes in another log(N) steps because of broadcast constraints. We observe that even if broadcast constraints are not used, every process will receive the change in O ( N ) steps because of fairness constraints. This property can be exploited to reduce the message size by requiring every process to send states of only a selected set of processes instead of the entire system.
Let there be N = 2" processes in the system. At every time step, 2 j processes need to send states of only 2n-j-1 processes for values of j between 0 and 71 -1. That is, one process needs to send states of N / 2 processes, two processes need to send states of N/4 processes, and so on. Therefore, the total number of bits sent in any time step is calculated as follows: ( N log(N) ).
i=O Thus, on average, a message is of O(log(N)) size.
VIII. CONCLUSION
We have presented a general technique for repeated computation of global functions in a distributed environment. Our technique is based on a new dynamic hierarchical scheme. This hierarchical scheme determines the messages that need to be sent at any given time. As the computations evolve, the hierarchy changes in such a way that it results in an equitable distribution of work among all processes.
Our techniques, when applied to a large class of distributed algorithms, result in not only an even workload but also lower communication overheads, by reducing the total number of messages. We have successfully applied these techniques to problems such as distributed branch-and-bound and distributed asynchronous fixed-point computation.
Some related issues still need to be resolved. First, the choice of a permutation, on which the message patterns generated depends, is not unique. Recollect that the logical neighbors for communication is given by the set CDS corresponding to the chosen permutation. An implementation issue is to keep this set small and easily mappable onto the physical interconnection network. A systematic scheme for including connectivity considerations in selecting a permutation remains an open problem.
We have assumed error-free transmission of messages in this paper. Generalization of our techniques in the presence of faulty communication channels 01 malicious processes is a topic of future research. ACKNOWLEDGMENT reader.
The algorithm requires N / 2 messages per computation and broadcast of the global computation. The message size in
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this algorithm is of order O ( N ) , assuming that it requires a constant number of bits to encode the state of one process.
