Holographic interferometry enables the measurement of object deformations due to stress induced by pressure, heat, or applied force and the measurement of surface shape. Real-time double-exposure holographic interferometry and phase-measurement interferometry have been combined to measure both static changes in objects and their shape. However, the number of detector points available has limited the number of fringes which can be measured. This paper shows results of measurements using a Videk Megaplus camera with 1320 X 1035 detector elements to enable measurements with high fringe densities. Results of measurement of object deformation and object shape show wavefronts with fringe densities up to 500 fringes per diameter can be measured with an rms repeatability of A/50.
Introduction
Holographic interferometry techniques for nondestructive testing have been in use for many years. With the addition of phase-measurement techniques, quantitative real-time measurements of object deformation or shape have been made possible.'- 16 Hariharan et al. have applied the techniques of phaseshifting interferometry to holographic interferometry for measurement of object deformations,'-3 stroboscopic vibration measurement, 4 and the measurement of surface contour using two wavelengths of illumination 5 as well as two refractive indices. 6 Dandliker has applied heterodyne techniques to holographic interferometry utilizing two reference beams. 7 ' 8 These techniques both require the sequential acquisition of data so that the object must not deform during the total exposure time. To measure transient phenomena, a single detector array can be used to record three different phase shifts simultaneously, 9 or a single interferogram can be analyzed using the Fourier transform method to yield quantitative phase data as well.' 0 Measurements of one set of interference fringes only yield one component of the deformation or contour. With measurements made from more than one direction of object illumination or viewing, the vector displacement of the object can be determined. 11 -' 3 Mul-Because of the sampling theorem, these techniques are limited to measuring wavefronts where the distance between adjacent fringes is at least two detector elements. There is a technique which can get beyond the Nyquist sampling limit. However, it assumes that the surface is well behaved.' 7 In the case of nondestructive testing, the surface shapes and deformations measured are not always nice smooth surfaces. Thus, to extend the measurement range of holographic interferometry an obvious technique would utilize a larger detector array. This paper shows results of measuring object deformation and surface contour using the Videk Megaplus camera with 1320 by 1035 detector elements at 8-bit resolution, which allows a larger number of fringes and greater wavefront slopes to be measured.
Background
Measurements with real-time holographic interferometry are made using an optical setup similar to the one shown on Fig. 1 . A laser beam is split into two by a variable beam splitter. One beam is a reference beam which illuminates the hologram plane. The other beam illuminates the object. Scattered light from the object interferes with the reference beam at the hologram plane to create an interference pattern. When this pattern is recorded in a hologram and illuminated with the same reference beam used to record the hologram, the wavefront scattered from the object is recreated. If the object is deformed after the hologram is recorded, an interference between the wavefront stored in the hologram and the wavefront scattered from the deformed object occurs which yields interference fringes corresponding to the difference in the object shape before and after deformation. This secondary interference is used for nondestructive evaluation of the object under test. If the illumination on the object is shifted by tilting a mirror, the secondary interference fringes correspond to contour lines of surface height. These secondary interference fringes can be phase shifted by placing a phase shifter such as a mirror pushed by a piezoelectric transducer (PZT) in either the object or reference beam. Phase-measuring techniques are used to extract the phase of the wavefront corresponding to the secondary interference.
Ill. Phase Calculation
The phase calculation used in this work was introduced by Hariharan et al.1 8 Five frames of intensity data are measured as the PZT steps the mirror an amount which causes a 90° phase shift between exposures. Each frame of intensity data can be written as
where Io(x,y) is the average intensity at each detector point, y is the modulation of the fringe pattern, and j is the value of the relative phase shift between the object and reference beams for the ith exposure. The phase of the object's displacement k(x,y) corresponding to the interference fringes is given by
where I, I2, 13, I4, and 5 are given by Eq. (1) with ai equal to -r, -7r/2, 0, r/2, and 7r. This calculation determines the sign of the wavefront phase as well as its magnitude. Because of the arctangent calculation, the phase is only determined modulo 27r. To unwrap the phase and remove discontinuities, adjacent pixels are checked to see if the phase difference between adjacent pixels is <r(X/2 in optical path difference). If the difference is >7r, multiples of 27r are added to or subtracted from the test pixel to make the phase difference between adjacent pixels <. This is a constraint placed on the data by the Nyquist sampling theorem. The phase calculation also assumes that the intensity at any detector point modulates (or changes value) as the relative phase between the object and reference where the Ii are the five intensity measurements. This check removes noisy data points which can be caused by scattered light. Modulation thresholds as low as 1% will produce usable data.
IV. Displacement Measurement
The relationship between the wavefront phase q(x,y) and the measured surface displacement is given by
where X is the wavelength of laser illumination, and 0 is the angle between the illumination and viewing directions of the object (see Fig. 2 ). This calculation yields only one component of the displacement of an object which will include both object deformation and rigid body motion. The measured component will lie along the bisector of the angle between the source illumination and viewer. The bisector shows the direction the measurement is sensitive to, which is defined as the sensitivity vector. The magnitude of the actual displacement vector is given by D(x,y)/cos,6, where the angle VJ may not be in the plane of the page because the actual displacement may not be in the plane containing the source, viewer, and object point. For any surface, the displacement vector will change its direction relative to the sensitivity vector for different points on the surface. As long as the object size is small compared to the distance of the source and viewer, the sensitivity vector will remain fixed. If the actual vector displacement is wanted, three separate holograms with three different sensitivity vectors are needed to get three components of displacement assuming we know the fringe orders."",1 2 If we do not know the fringe orders, an extra view is necessary to account for the fringe orders. 2 2 0 The strain of an object can then be determined from surface displace-
Contour Measurement
By modifying this technique slightly, the object shape can be determined rather than the object dis-placement due to stress. A simple way to do this involves changing the angle of object illumination slightly after a hologram of the object has been recorded. The secondary interference fringes will be the same as if interference fringes had been projected onto the object as in projected fringe contouring.' 2 2 ' The fringe planes generated by two diverging point sources are hyperboloids. If the object is illuminated with collimated light (two point sources moved to infinity), the fringes projected onto the object will be straight and equally spaced planes parallel to a line bisecting the two angles of illumination (see Fig. 3 ). The spacing between these fringes is the contour interval. If the object is illuminated at an angle 0 and viewed at an angle 0, the contour interval C along the viewing direction would be given by 
where X is the wavelength of illumination. When the height in the z direction is desired, the contour interval along the z direction will be C-= X 2 cosO sinAO(tanO + tank3) (6) Both Eqs. (5) and (6) hold for point source illumination at a single point on the surface. When the illumination is not collimated, 0 and f may change across the surface. The amount of tilt necessary between exposures is very small. If 0 and /3 are each 300, and X = 632.8 nm, the angle of illumination would have to be shifted by only 0.072° to obtain a contour interval of 1 mm. Thus the angle 2A0 and the distance of the two point sources define the fringe spacing and geometry of the fringes projected onto the object. The angle between the illumination and viewing directions 0 + 3 will determine the contour interval. If the object is viewed along the z-direction, the contour interval can be written as A 2 sin sinA (7) Equation (7) is the most straightforward way to interpret the fringes measured using this technique. The maximum sensitivity is obtained when 0 = 900. Equations (6) and (7) then simplify to the equation given by Hildebrand and Haines 2 l:
Once the contour interval is known, the surface height H(x,y) is calculated from the measured phase using
where Xeffective is the effective wavelength of the measurement and is defined as twice the contour interval. Equation (9) yields the surface height relative to a reference surface. If the object is illuminated with a collimated beam, the reference surface will be flat. If the beam is not collimated, the reference surface can be measured by placing a flat surface at the object plane and measuring the shape of the reference surface. The reference surface can then be subtracted from measurements of the object being contoured to yield that shape of the object relative to a flat plane perpendicular to the z axis.
VI. Experiment
The experimental setup for the measurements is shown in Fig. 4 . A PZT actuated mirror is placed in the reference beam to shift the relative phase between the reference and object beams. The variable beam splitter is set so that the reference beam illumination at the hologram plane is 8-10 times that of the object beam. The hologram is made using Newport Corp.'s thermoplastic camera as the recording device. A zoom lens placed on the Videk Megaplus camera images the object onto the detector array. As long as the object does not experience rigid body motion when it is deformed, the interference fringes will be localized on the object. An HP 350 computer is used to control data taking, move the PZT, and analyze data. Once a hologram is made, real-time interference fringes viewed by the detector can be viewed in real time on the computer monitor. For two-angle contouring, the spatial filter used to illuminate the object is moved so that the expanded beam can be tilted. A collimating lens is placed in the beam to illuminate the object with a parallel beam of light (see Fig. 5 ).
The Videk Megaplus camera has 1320 X 1035 pixels over a 7-X 9-mm area. Each pixel is 6.8 m square.
The output from the detector was digitized 8 bits deep. Because of memory constraints in the frame grabber, only 1320 X 900 of the pixels are used for the experiments in this paper. The data are sent to the HP350 computer which uses a 25-MHz 68020 microprocessor addressing 16 Mbits of RAM. The phase of the measured wavefronts are calculated at all 1320 X 900 data points. After calculating the wavefront, the data are averaged down to 330 X 225 points for subsequent analysis. The averaging is done to reduce analysis time and make the entire data set easily viewable on the computer monitor. The large number of data points enable up to 500 fringes to be sensed in the long dimension. The amount of displacement or surface height measurable is limited by the slope of the wavefront. The largest slope will occur where the interference fringes are most closely spaced. Experimental measurements show that 2.5 detector elements per fringe are required to reconstruct the wavefront. This value is larger than the theoretical value of two detectors per fringe because we are dealing with finite sized detector elements with a unity fill ratio rather than ideal point detectors. The camera has a mechanical shutter which is controlled by the computer. Each frame of data is integrated for 0.1 s while the shutter is held open. After exposure, each data frame is read out, and the PZT is shifted and allowed to settle before the shutter is opened to expose the detector. Five frames of data are taken and transferred to the computer in -8 s. Because of the long data taking times, this system is quite vulnerable to air turbulence which can be reduced by covering up the system.
Vl. Results
Many different objects were measured using this technique. The first example is shown in Fig. 6 . A metal plate bolted on all four corners to another plate -1 .
-X.0a -0.50 .00 0. is bent by force from a screw hitting the plate from behind through the mounting plate. Twenty interference fringe contours are shown in the intensity data of Fig. 6(a) . An isometric plot of the calculated wavefront is shown in Fig. 6(b) where the angle between the illumination and viewing directions is 600. To convert the number of waves to micrometers, a scale factor of 0.3653 is used as calculated from Eq. (4). This will yield a peak-to-valley (P-V) deformation of 7.3 ,um.
Another deformation example is shown in Fig. 7 . A cast part is stressed by placing a weight on a rod attached to the top of the part. The contour plot in Fig.   7 (a) with a contour interval of 0.5 waves (0. 18 m) shows that the largest amount of deformation occurred in the vicinity of the weight. The total P-V object displacement is 3.77 waves or 1.38 m.
This technique was also used to contour objects using two angles of object illumination. Figure 8 shows the results of contouring a knob. Because of shadows, the entire knob is not contoured. Interference fringe contours are shown in Fig. 8(a) , while a contour plot of the surface with tilt removed is shown in Fig. 8(b) having 1 .0 waves between contour lines.
The contour interval for this measurement is 2 mm with a P-V of 33 mm. Subtracting tilt changes the reference plane the measurement is made in relative to the computer without having to rearrange the experimental setup. The repeatability of this measurement is 0.04 mm rms as shown in Fig. 9 . Repeatabilities for this phase-measurement technique are typically 1/50 to 1/100 of a fringe rms. A final example shows the contour of a foot casting (Fig. 10) . A contour plot with a contour interval of 1 mm with tilt removed is shown in Fig. 10(a) , and an isometric plot with a P-V of 10 mm is shown in Fig. 10(b) .
Vil. Conclusion
A system for obtaining quantitative data of object deformation and surface contour has been shown which enables measurements with a lot of fringes. The Videk Megaplus camera with 1320 X 1035 pixels was used to measure a number of objects to determine both surface displacement owing to deformation and surface contour using two different angles of illumination. The repeatability of these measurements was found to be 1/50 of a fringe rms. Diffuse surfaces are iim l -.
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preferred because glints off specularly reflecting objects cause the detector array to saturate and bloom. Because of the slow speed of this detector array and of reading the data into the computer, the object deformation must not change during the time required to take data. Single frame phase-measurement techniques such as the Fourier transform method 0 or a technique which takes multiple frames at once 9 could be implemented with this detector array to freeze deformations which change in time.
Liquid crystal switching device. The strong dependence of the optical properties of liquid crystals on temperature can be used for detection of thermal images. The device of this patent uses a mixture of cholesteric liquid crystals with opposite twist senses and is operated at near the temperature where the twists cancel. Thus the optical polarization rotation of the liquid crystal is especially temperature sensitive and can be used to convert a thermal image into a visible light image. A similar device based on the nematic order parameter temperature variation was described by Humphreys and Tarry [Infrared Phys. 28, 113 (1988) This fiber optic amplitude modulator operates by varying the degree of coupling of light between orthogonal polarizations in a birefringent fiber. This coupling is produced by applying a series of synchronized surface acoustic waves to the birefringent fiber in a direction normal to the fiber, which is in acoustic contact with the SAW substrate. A static biasing force may be used to obtain linear operation by setting an initial ratio between polarizations about which the coupling is varied.
I.J.A. 1987. An optical scanner is described which includes a rotatable polygon to scan a light beam through a predetermined angle with two spherical lenses and a reflecting cylindrical mirror to correct and direct the beam to the receiving medium. There are thirteen claims.
D.C.G.
/ I-0 magnification image of an object situated to one side of the axis. In addition to the three mirrors there is a monocentric lens element which is traversed four times by the imaging beam, the power of the lens being chosen to correct the Petzval sum. Two identical Offner-type catoptric systems with a very small secondary mirror are used in succession, the second system being laterally displaced relative to the first. The two systems are used in a telecentric mode, the image formed by the first becoming the object for the second. The original object point is displaced to one side of the axis, and the astigmatism can be well corrected.
R.K. Laser pointing and tracking systems suffer from problems of misalignment due to compliance in gimbal structures, imperfection, or wear in the gimbal bearings, nonorthogonality of gimbal axes, and alignment of the output laser beam within the tracker system. The phase-conjugating mirror system shown in Fig. 1 is designed to compensate for errors resulting from misalignment of the laser oscillator, output beam coupling optics, and tracking sensor. S.F.J. An optical scanning device for reducing scanning line distortion is described comprising a rotating polygon and two plane correction mirrors arranged so that the line of intersection is perpendicular to the axis of rotation of the polygon. The incident light beam is deflected by the polygon to one of the two plane correction mirrors, then to the other, which reflects it back to the polygon whence it goes as the scanning beam to the scanned surface. There are five claims. D.C.G. Filed 24 July 1987. A reference sample is used to obtain intensity ratios of Raman lines and thereby correcting fluorescent sample intensities. Excitation and emission wavelengths are selected from the reference sample, e.g., benzene, by a processor and stepper motor. The same processor computes the ratios according to an algorithm described in this patent. Some specifics are given about how to set up such a fluorometer.
A.B. A lattice of longitudinal and lateral straight lines with coded spacings is formed with fluorescent paint on a plane surface. An optical sensor is used to trace visually data on a recording medium while the fluorescent light from the coded spacings provides, via a CCD sensor, an electrical signal indicative of the position and angle of the tracing sensor. The inventor claims that this invention is superior to one using magnetostrictive pulses because of freedom from electromagnetic wave noise. B.J.H.
