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A logical linear programming problem, the latticized linear programming, is 
proposed based on fuzzy lattice and fuzzy relation inequalities. The proposed 
problem is essentially an optimization problem which should be useful under cer- 
tain logical “if..., then...” situations. To illustrate the proposed approach, numerical 
examples are solved. 0 1991 Academic Press, Inc. 
1. INTRODUCTION 
A new kind of optimization theory, latticized linear programming, was 
proposed in [9]. This proposed approach constitutes an alternative way of 
programming under logical considerations and the problem is defined 
based on fuzzy lattices. A formal definition can be given as follows 
[ l-4,7]: 
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DEFINITION 1.1. Let L be a lattice. A latticized linear programming on 
L is defined as 
maxf = EC x (1.1) 
Subject to B<Aox<D, (1.2) 
where A is a m x n matrix, E and x are n-vectors, B and D are m-vectors, 
which are all defined on L, and 0 denotes the latticized product which is 
essentially the max-min composition. Instead of the maximum operation, 
minimum operation can also be used: 
minf= R 0 x. (1.3) 
When L = [0, 11, the unit interval, the constraints in (1.2) become fuzzy 
relation inequalities which were discussed in [9]. This logical programming 
problem is very useful in practice for solving the following type of 
problems: 
“if y is expected within the boundary of . . . . then x must be...,” 
where y is caused by x. 
The proposed latticized linear programming problem is essentially an 
optimization problem with fuzzy relation equality. Thus, it may be called 
“fuzzy linear programming subjected to fuzzy relation inequality.” The 
solution algorithm of latticized linear programming is closely related to the 
theory of fuzzy relation inequality. 
We shall first discuss the fuzzy relation inequality based on the charac- 
teristic method in Section 2. The latticized linear programming presented in 
Definition 1.1 will then be solved in Section 3 based on the results in 
Section 2. Numerical examples are used to illustrate the approach. 
2. FUZZY RELATION INEQUALITY 
Let L be a distributive lattice in [0, 11, and ai, b E L such that 
n 
(Vi) ai < b G. // a, <b. (2.1) 
i=l 
This implies that 
and 
v {aieLlie#}=O and A (a,~L(i~q5)=1. (2.3 
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We shall discuss fuzzy relation inequalities on L for a simple case. In other 
words, we shall discuss the fuzzy relation inequality 
Q (Xi A a& 2 bj (j= 1, . ..) m) (2.4) 
i=l 
under the restriction 
lZb,>b,> ... >b,>O. 
Let 
x1 = {x(AoxdD}, x2= {x(Aox>BB), and 
Then the order relation of L can be induced as 
A>Bo(‘di,j)a,i>b,i, 
(2.5) 
xg=x,nxx2 (2.6) 
(2.7) 
where A, BE M,..(L), and M,.,,(L) denotes the set of all the m x n 
L-matrices. Let 
*= {ZIZEM,.,(L), z&q, x= {ZIZ~wh(L),Z~~}, (2.8) 
where M, x ,(L) denotes the set of all the m x 1 L-vectors. Then we can 
form the following lemma: 
LEMMA 2.1. 
XEXI a$-sx,; (2.9) 
xEx,=aEx,. (2.10) 
ProoJ: Since L is a distributive lattice, we have 
a<b~avb=b*(ar\c)v(b~c) 
=(avb)Ac=br\c*(aAc)<(br\c) 
similarly 
a<b*(a v c)<(b v c), 
where a, b, c E L and the rest of the proof is obvious. 
If the elements au belong to (0, 1 } then A is called a Boolean matrix 
defined on L. 
(a) The Relation Inequality A 0 c <D 
We define the characteristic matrix of a fuzzy relation inequality as: 
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DEFINITION 2.1. Given a fuzzy relation inequality A 0 x < D, its charac- 
teristic matrix is a Boolean matrix defined by 
c(1) = [p’] &I) = 1, a,>d, 
v ’ 1J 
0, otherwise. 
(2.11) 
If gj, such that cV= 1, then we set 
2,=/j {dJc,-= I}, (2.12) 
It is clear from (2.3) that if there is not such a j, then Xi = 1. According 
to Sanchez’s @-composition [63, we have 
-fj= CA @ Dlj=[F, (aqadil]; (2.13) 
where 
aad= 1, if a<d 
4 otherwise. 
In addition, Sanchez obtained the following theorem: 
THEOREM 2.1 [6]. 
xl=(~)={Yl Y&q. (2.14) 
To illustrate this approach, consider the simple numerical example. 
EXAMPLE 2.1. Given L = [0, 11, and the fuzzy relation inequality 
The characteristic matrix of the above fuzzy relation inequality can be 
calculated according to (2.11) as 0001 
1 0 1 0 
c(l)= i 0 0 0 0 1 . 
0 0 0 0 
0 0 0 0 
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Furthermore, using Eq. (2.13) we obtained the maximal solution as 
R= (0.8, 1.0, 0.8, 0.9). 
(b) The Relation Inequality A 0 x > B 
DEFINITION 2.2. The characteristic matrix of A .x > B is a Boolean 
matrix which is denoted by C’*‘= [$‘I, and defined as 
c!?’ = 1 for a,>bi ZJ 0 otherwise. (2.15) 
Let C be a Boolean matrix on L. The ith row and thejth column of C are 
denoted respectively by 
c; = c, and c,= c.j. (2.16) 
Let 
Cci.)={jlcij=l} 2 {C.j= {ijcii= l} (2.17) 
and 
IC,I= i cp 
m  
Icy= c cij. (2.18) 
j=l ;= I 
DEFINITION 2.3. For a Boolean matrix C= [cii], 
P = Ml h P(2), . ..> p(m)), (2.19) 
where p(i) E (1, 2, . . . . n > for 1 < i < m, is called a path of Boolean matrix C 
ifp(i)E {C,}, i= 1,2, . . . . m. Formally, way p is defined in W(C) and 
W(C)=(p:{l,..., m}=>(l)..., n}lVi,C~ci~=l}. (2.20) 
We have that 
m  
I w(c)l=n lcil (2.21) 
i=l 
and 
It is obvious that 
W(C)#~~(vi)ICil #O. (2.22) 
p E W( Cc2)) 0 (Vi) cipCij = 1 
o (Vi) aiCpJi 2 bi. (2.23) 
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THEOREM 2.2. For a path of Boolean matrix C, p = (p(l), . . ..p(m)). 
define 
x4 = ‘tbil p(i) =j> if {bjl Ai) =j> Z 12/ 
/ 0 otherwise. 
(2.24) 
For the simple case (2.5) we have 
x*= u {P pE W(C(“)}. 
Proof: First, we prove 
(2.25) 
X&U {J?lpE w(c’2’)}. (2.26) 
Suppose that x is a solution of A . XB B, then according to (2.2), we have 
(Vi) c (aV A xi) 2 bi =P (Vi) 3ji such that aj, A xj, 3 bi. 
j=l 
Let p(i)=ji (i= 1, . . . . m). There exists the relationships 
clip(i) 2 bi and x,(;) 2 bi (i = 1, . . . . m) 
- p E W( 02’), x,>V (b;(p(i)=j) =xp 
=S (2.26) is true. 
Second, we prove 
x2 2 u (Jiq,E W(CC2))j (2.27) 
since 
but 
P E w(C) * (Vi) a;p(i) 3 6, 
x;(j) = v (4 I p(k) =p(i)} 2 bj 
=z- (Vi) uiP(ij A xPcil > b, 3 A o xp > B 
= X%X2=dPCX2 
* (2.27) is true. 
Let the set of all lower elements of X be denoted by r?: We have [S, S] 
X( W(Cc2))) = {X} 3p E W(C(“) such that X= A?}. (2.28) 
409/159/l-6 
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It should be noted that (2.28) is not the set of lower solutions of A 0 x > B. 
It is called the Bet of quasi-lower solutions. Of course, we could first 
calculate all quasi-lower solutions and the lower solutions can then be 
obtained by comparison. However, the number of quasi-lower solutions is 
very large even for moderate values of m and n. Several diffeent approaches 
have been proposed to find the lower solutions. The first algorithm was 
presented by Xu in 1978 [lo]. After that, Wang proposed an algorithm in 
1984 [S], which is briefly reviewed as follows: 
DEFINITION 2.4 [S]. A path p = (p(l), . . . . p(m)) of Boolean matrix C 
is called conservative when for any 2 6 k d m, if {p(l), . . . . p(k - I)} n 
{Cd #rzl and PO z is the first element encountering {C,} in (p(l), . . . . 
p(k - i)), then p(k) =p(i) holds. When m = 1, every path of C is conser- 
vative. The set of all conservative paths of C is denoted by W’(C). 
It can be proved that the number of lower solutions of A 0 x 2 B is equal 
to the number of conservative paths of C. Furthermore, lower solutions are 
completely determined by conservative paths of the characteristic matrix 
for the simple situation of Eq. (2.5). Miyakoshi and Shimbo [5] have 
summarized Wang’s algorithm for obtaining conservative paths. We shall 
not repeat the algorithm here. 
THEOREM 2.3. Let 
X( W’( P’)) = { XJ p= E W(P), x = xPC} 
then we have 
X( Pv(c(*))) = g. 
Proof First, we prove 
X( WC(P)) 2 x. 
Suppose that x is a lower solution. According to (2.25) we have 
3qE W(cQ’) such that x > X4. 
Thus q can be put into the conservative path p’ and 
x>xq2xpc. 
(2.29) 
(2.30) 
(2.31) 
But x is a lower solution; thus x = xpc and (2.31) is true. 
Secondly, we prove 
X( W’( P’)) E x. (2.32) 
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For a conservative path P’, take k 3 m arbitrarily and set 
Xk<Xkp’, xj=x;’ (j#k). 
We need to prove that 
x$X*. (2.33) 
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That is, 
Otherwise 
xr=V-{b,(p(t)=k)=O. 
Let t, = min{ t 1 p(t) = k}. To prove (2.33), we have to prove 
(2.34) 
If we set 
where 
(A ’ X)r,= + (U,i A Xj) < b(,. 
j=l 
q  (c$ A x,) = a v p v y, 
j=l 
Since 
fl= V{aijljE {C~*‘},j#k} 
Y= ~{aiilj~{C~“},i#k}. 
1. There is no t<t, 
(1) x;c=b-ccab. 
(2) tl is the least element of p(i) encountering { Ck 
such that p(t) belongs to {C,,}. 
Thus we have 
jECi and j#k*xj=x,P’=V{biIp(i)=j} 
< V{biIi>t,}=bi,+, (orOfor t,=m)<bil*/l<bt,. 
(3) j$Ci*aii<bi=z-y<b,. 
Thus (2.34) is true. 
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EXAMPLE 2.2. Given L = [O, 1 ] and 
This inequality satisfies the simple case, Eq. (2.5). Using Definition 2.2, 
the characteristic matrix is 
0 1 0 1 
1 1 1 0 
c(*) = i 0 1 1 1 r . 
1 0 0 1 
1100 
The number of paths that C is equal to 1 W(C)/ = 2 x 3 x 3 x 2 x 2 = 72. But 
there are only 6 conservative paths in C, which can be calculated by using 
Definitions 2.3, 2.5, and Wang’s algorithm: 
way name P(l) P(2) P(3) P(4) P(5) 
Pf 2 2 2 1 2 
PS 2 2 2 4 2 
PS 4 1 4 4 1 
P; 4 2 4 4 2 
P; 4 3 4 4 1 
P: 4 3 4 4 2. 
As mentioned before, the number of lower solutions is equal to the number 
of conservative paths. The corresponding lower solutions can be obtained 
by Eq. (2.14). 
x, = (0.3,0.9, 0.0,O.O) 
& = (0.0,0.9,0.0,0.3) 
Jr-, = (0.7, 0.0, 0.0, 0.9) 
Jc4 = (0.0,0.7, 0.0, 0.9) 
& = (0.2, 0.0, 0.7, 0.9) 
X6 = (0.0, 0.2, 0.7, 0.9). 
(c) The Relation Inequality B< A ox< D 
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DEFINITION 2.5. The characteristic matrix of B < A 0 x < D is defined as 
c = Cc& cii = 1 if and only if a, b bj > 2,. (2.35) 
We have that 
{C> E {Cl”}, W(C) L W( c’*$ W(C) G W’( Cc*‘). (2.36) 
THEOREM 2.4. In the simple case of (2.5), we have 
J-=X( W’(C)) (2.37) 
(J {i-q pcE W(C)} (2.38) 
X#tjoB<D and WC) + 0. (2.39) 
Proof Based on (2.25), to prove (2.37) we only need to check 
pE W(C)opE W(C(“) and XP6 X. (2.40) 
Indeed, 
and 
p E W(C(*)) 0 (Vi) aipci) 3 b,(,, 
Xp < X0 (Vj) V {h, 1 p(i) =j} < Zj 
o(Vj)(p(i)=job,bT,) 
obidx,(j). 
But from (2.40) we know 
p E W(C) * (Vi) U,(i) > bi and b; d X,(,,, 
thus (2.40) is true. The rest of proof is trivial and is omitted. 
EXAMPLE 2.3. Given L = [0, 11, and 
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Note that it is in the simple case. The maximal solution of the fuzzy 
relation inequality has been obtained in Example 2.1, that is, 
i!?= (0.8, 1.0, 0.8, 0.9). 
On the basis of Definition 2.5, the characteristic matrix can be calculated 
as 
Note that it is the same as the one obtained in Example 2.2. Thus the 
solutions which can be obtained by finding the conservative paths from this 
characteristic matrix will be the same as those obtained in Example 2.2. 
Now we present an important concept in the following definition: 
DEFINITION 2.6. A conservative decreasing submatrix (CDS) of a 
Boolean matrix C is a series of submatrices defined as 
C’( = C), c2, . ..) c”, cs+ l ( = 0), (2.41) 
whereC=C1~C2~,...,~CS~,CS+‘=/21.Forany1~ttss,C’+‘canbe 
obtained from C’ as follows: First, select any j’ with ci) = 1 from the 1st 
row of C’, then delete the ith rows from C’ if i is conserved in the j’th 
column of C’, i.e., i E { C’,t }. 
Denote this CDS as S= [j’, j2, . . . . js] and the set of all CDS of C as 
W*(C). Denote the kth row of C’ as it), where the value of it’ is equal to 
the original row-number of this row in matrix C. Thus all rows of C’ can 
be numbered as 
.(I) 1, .(t) , . . . . lm,. (2.42) 
If t = 1 then ici) = 1 
{ 1, *.., iz} for tll 
7 . . . . I,, .(I) = m, =m. Obviously, (2.42) is a division of 
, . . . . s. Furthermore, we have 
(2.43) 
Algorithm 2.1. For any S= [j’, . . ..js] in W*(C), its solution X*(S) is 
given as 
xj* 1 = bi, x,*2 = bi (f), . . . . x,%s= bj;‘, 
and x1+ = 0 (forj#j’, . . ..js). (2.44) 
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THEOREM 2.5. In the simple case of (2.5), we have 
J-= {x*(s)\ SE w*(c)). (2.45) 
Proof. Equation (2.45) means that the CDSs completely correspond to 
the conservative paths. To prove this, set a mapping r such that 
r: W*(C) 3 W(C) 
S= [j’ , . . ..f] 3 r(S) = p: 
Ai) =j’, if i E {ii’), . . . . i:l} 
and check p in IV(C), that is, 
(Vk)({p(l),...,p(k-l)}nC,fM) 
* 31=min(iI{p(l),...,p(k-l))nC,#M}<k 
* 3t such that 1, k E { iif), . . . . iti! > 
-p(k) =p(t) =j’ 
-p=pcE W(C). 
Note that mapping r is both injection and surjection. Indeed, for a given 
conservative way pc, we can get a CDS, S= [j’, . . ..j”] satisfies j’ =p( l), 
j2=p(iy)), . . ..f=p(iy’). Thus r(S)=p”. 
EXAMPLE 2.4. Reconsider Example 2.3. We can also obtain the lower 
solutions by means of the CDS approach. Consider the first row of C. 
There are two choices here, i.e., j’ = 2 or 4. For instance, take j’ = 2 in 
C = C’. Check the second column of C. Since c,* = c22 = ~32 = c52 = 1, we 
delete row 1, row 2, row 3, and row 5 from C= C’, then we get 
C2=(1,0,0, 1). 
Now, we still have two choices, j2 = 1 or 4. If select j2 = 1, then no row can 
be further deleted. Thus the CDS is S = (2, 1). According to Algorithm 2.1, 
we can calculate the lower solution as 
x*(s) = (0.3, 0.9, 0.0, 0.0) = x,. 
3. LATTICIZED LINEAR PROGRAMMING 
Based on the above results for fuzzy relation inequalities, we now can 
solve the latticized linear programming with certain restrictions. Let us first 
consider the following theory. 
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THEOREM 3.1. The solution of the latticized linear programming problem 
(1.1) is equal to the maximal solution of the fuzzy relation inequality (1.2). 
Noting that X< Y leads to Eo x < Eo y, the proof is obvious. 
For the latticized linear programming problem in the form of (1.3), we 
suppose, without losing generality, that 
e, d e2 <, . . . . < e,, (3.1) 
where ej is the jth element of the vector E. Let 
h(i, j) = bi A ej, i= 1, . . . . m,j= 1, . . . . n. (3.2) 
Note that h(i, j) is a decreasing function with respect to i and an increasing 
function with respect to j, based on (2.5) and (3.1). 
LEMMA 3.1. Let p be a path of C. Denoting f(p)=f(xP)=EOxP, we 
have 
f(p) = max (h(i, p(i)} 
= the Maximum of h along the path p. (3.3) 
ProoJ 
f(p)= t (ej A bj) 
j=l 
Here L is assumed to be distributive. 
LEMMA 3.2. For two paths p and q in W(C), we have 
W44 G q(i) *f (p) <f (4). 
The proof is obvious. 
(3.4) 
Based on Lemma 3.1 and Lemma 3.2, we can easily get the following 
theorem: 
THEOREM 3.2. Given a path w  in W(C), formulated as 
w(i)=mjn {jlc,= 1> (3.5) 
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whose solution X, is equal to the solution of the latticized linear program- 
ming problem (1.3). 
According to Algorithm 2.1, we can get a conservative path u from 
path w. This leads to the following theorem: 
THEOREM 3.3. In the simple case X, is a lower solution of the latticized 
linear programming problem (1.3). 
Proof Since u is a conservative path drawn up from path w, we have 
X, Q X,, and then 
f(x")<f(x"). (3.6) 
But X, minimizes f, thus X, minimizes f also. 
Let 
M=max{h(l, w(l)), . . . . h(m, w(m))}. (3.7) 
Since h is a monotone function for i and j, respectively, there exist an i* 
and a j* to satisfy 
h(i,j)>m if and only if i -K i*, j > j*. (3.8) 
Let 
G = CsJ> (3.9) 
where gti = 1 if and only if C, = 1, and (i > i* or j < j* ). Then the set of 
lower solutions of the fuzzy relation inequality (1.2) can be obtained from 
a conservative path g in G, that is 
THEOREM 3.4. In the simple case under (2.5) with the assumption (3.1) 
the set of lower solutions of the fuzzy relation inequality (1.2) is 
X= { Xg 1 g is a conservative way of G }. (3.10) 
Proof Note that M is the minimum off subjected to the fuzzy relation 
inequality constraint (1.2). From (3.6) for any path p, f(P) > M if and 
only if the path of p encounters the region 
{(i,j)li<i*,j>j*}. 
The consequence of the theorem is obvious. 
Finally, let us consider the following simple example. 
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EXAMPLE 3.1. Given L = [0, 11, consider the latticized linear program- 
ming problem 
minf(x) = Eo x 
= (0.1 A x1) v (0.4 A x2) v (0.6 A x3) v (0.8 A x4) 
subject to 
whose characteristic matrix has been obtained in Example 2.3 as 
The H(i, j) matrix can also be obtained easily as 
0.1, 0.4, 0.6, 0.8 
0.1, 0.4, 0.6, 0.7 
0.1, 0.3, 0.3, 0.3 
0.1, 0.2, 0.2, 0.2 
From w(i) = mini {j ( cij = 1 }, we obtain 
w(l)=2 
w(2) = 1 
w(3) = 2 
w(4) = 1 
w(5) = 1 
which leads to 
X”= (0.7, 0.9, 0.0, 0.0) 
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which yields the minimum value to the objective, 
f, = (0.1 A 0.7) v (0.4 A 0.9) v (0.6 A 0.0) v (0.8 v 0.0) = 0.4. 
To make h(i,j) > 0.4, we can easily find from the matrix H that i* = 4 
and j* = 2, which has been indicated in H. 
From the definition of G, we can calculate the elements of G as 
It is clear that there are two conservative ways in G, that is, 
p; = (2,2,-z 1, 2) 
p; = (2, 2, 2, 4, 2). 
The corresponding lower solutions to p; and ~‘2 have been obtained in 
Example 2.2, that is, 
x”l = (0.3,0.9,0.0,0.0) 
xpL’ = (0.0,0.9,0.0,0.3). 
Both of them minimizef: 
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